SOME REMARKS ON THE UNROLLED QUANTUM GROUP OF $\mathfrak{sl}(2)$
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Abstract. In this paper we consider the representation theory of a non-standard quantization of $\mathfrak{sl}(2)$. This paper contains several results which have applications in quantum topology, including the classification of projective indecomposable modules and a description of morphisms between them. In the process of proving these results the paper acts as a survey of the known representation theory associated to this non-standard quantization of $\mathfrak{sl}(2)$. The results of this paper are used extensively in [4] to study Topological Quantum Field Theory (TQFT) and have connections with Conformal Field Theory (CFT).

1. Introduction

There are many different flavors of quantum $\mathfrak{sl}(2)$ based on a common algebraic presentations. In particular, these presentations depend on two features: (1) if the quantum parameter $q$ is generic or a root of unity and (2) what part of the center is killed. The associated representation theory varies widely when these features are changed. Two examples, when $q$ is a root of unity, are the finite-dimensional Hopf algebra commonly known as the small quantum group and the non-restricted quantum group obtained by specializing the De Concini-Kac form (for definitions of these algebras see [7]). The representation theory of the small quantum group leads to a modular category (in particular a finite, semi-simple, ribbon category) which can be used to construct 3-manifold invariants. On the other hand, the representation theory of the non-restricted quantum group contains an infinite class of modules called the cyclic modules.

In this paper we consider an intermediate quotient $U^H_q \mathfrak{sl}(2)$, which we call the unrolled quantum group, leading to a category $U^H_q \mathfrak{sl}(2)$-mod which is ribbon but not semi-simple or finite. This category has been used to construct quantum link and 3-manifold invariants in several papers [2, 25, 26, 23, 10, 8, 4]. These 3-manifold invariants have powerful new properties, including asymptotic behavior related to the Volume Conjecture and novel quantum representation of mapping class groups (see [8, 14]). The existence of these properties is directly related to the unique representation theory discussed in this paper.

The Hopf algebra $U^H_q \mathfrak{sl}(2)$ of this paper has an additional generator $H$ which is not in the usual quantum algebra associated to $\mathfrak{sl}(2)$. The element $H$ should be thought of as a logarithm of the usual generator $K$. The generator $H$ is used to define a braiding and a twist on a category of $U^H_q \mathfrak{sl}(2)$-modules. In this category, $H$ is also responsible for the apparition of an infinite cyclic group of one dimensional invertible objects which play a key role in the topological applications.

The purpose of this paper is to give a survey of the known results about $U^H_q \mathfrak{sl}(2)$-mod while proving some new useful results which have topological applications. In particular,
we classify all indecomposable projective modules and define a modified trace on these objects (see Section 6). We give a “graded” quiver which describes the maps between the indecomposable projective modules (see Section 7). We also study the decomposition of the tensor product of certain indecomposable modules (see Section 8). These results are used in [4] in an essential way to build a TQFT for 3-manifolds equipped with a cohomology class. The category $\mathcal{U}_q \mathfrak{sl}(2)$-mod contains some indecomposable non-projective modules that are not studied in this paper (see for example their use in [9]). Instead here, we focus on semi-simple and projective modules that form together a sub tensor category (see Proposition 8.4).

The category of $\mathcal{U}_q \mathfrak{sl}(2)$-modules has a grading in the abelian group $\mathbb{C}/2\mathbb{Z}$ and its non semi-simple part is concentrated in degree 0, 1 blocks. These two blocks form a category similar to the category $\tilde{\mathcal{U}}_q \mathfrak{sl}(2)$-mod of representations of the standard small quantum group $\tilde{\mathcal{U}}_q \mathfrak{sl}(2)$. The category $\tilde{\mathcal{U}}_q \mathfrak{sl}(2)$-mod, equivalent to that of modules over the triplet vertex operator algebra $\mathcal{W}(p)$ (see [27, 29]), has been intensively studied in logarithmic conformal field theories (CFT) associated to the $(1, p)$ triplet algebras (see [18, 17, 6, 5, 12]). In particular, some results of Section 6 are similar to the analysis of projective modules in [18].

The category $\mathcal{U}_q \mathfrak{sl}(2)$-mod has additional modules which do not appear in the representation theory of the small quantum group (in particular, the one dimensional invertible objects mentioned above). Moreover, conjecturally $\mathcal{U}_q \mathfrak{sl}(2)$-mod is equivalent to the category of representation of the vertex operator algebra called singlet vertex algebra $\mathcal{W}(2, 2p - 1)$ (see [11]). Understanding a deeper connection between the representation theory of this paper and CFT deserves some attention. For example, it would be interesting to compare the CFT representations of $SL(2, \mathbb{Z})$ (see [17]) and more generally mapping class group representations (see [19]) with those obtained from $\mathcal{U}_q \mathfrak{sl}(2)$ in the TQFT of [4].
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2. A QUANTIZATION OF $\mathfrak{sl}(2)$ AND ITS ASSOCIATED RIBBON CATEGORY

In this section we recall the algebra $\mathcal{U}_q \mathfrak{sl}(2)$ and the category of modules over this algebra. Fix a positive integer $r$. Let $r' = r$ if $r$ is odd and $r' = \frac{r}{2}$ else. Let $\mathbb{C}$ be the complex numbers and $\tilde{\mathbb{C}} = (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z}$. Let $q = e^{\frac{2\pi i}{r}}$ be a $2r^{th}$ -root of unity. We use the notation $q^x = e^{\frac{2\pi i x}{r}}$. For $n \in \mathbb{N}$, we also set

$$\{x\} = q^x - q^{-x}, \quad [x] = \left\{\frac{x}{1}\right\}, \quad \{n\}! = \{1\}\{n-1\}\cdots\{1\} \quad \text{and} \quad [n]! = [n][n-1]\cdots[1]$$

2.1. The Drinfel’d-Jimbo quantum group. Let $\mathcal{U}_q \mathfrak{sl}(2)$ be the $\mathbb{C}$-algebra given by generators $E, F, K, K^-1$ and relations:

$$KK^-1 = K^-1K = 1, \quad KEK^-1 = q^2E, \quad KFK^-1 = q^{-2}F, \quad [E, F] = \frac{K - K^-1}{q - q^{-1}}.$$
The algebra $U_q\mathfrak{sl}(2)$ is a Hopf algebra where the coproduct, counit and antipode are defined by

$$\Delta(E) = 1 \otimes E + E \otimes K,$$
$$\Delta(F) = K^{-1} \otimes F + F \otimes 1,$$
$$\Delta(K) = K \otimes K,$$
$$\epsilon(E) = 0,$$
$$\epsilon(F) = 0,$$
$$\epsilon(K) = 1,$$
$$S(E) = -EK^{-1},$$
$$S(F) = -KF,$$
$$S(K) = K^{-1}.$$

Let $\overline{U}_q\mathfrak{sl}(2)$ be the algebra $U_q\mathfrak{sl}(2)$ modulo the relations $E^r = F^r = 0$. Also, let $\tilde{U}_q\mathfrak{sl}(2)$ be the algebra $\overline{U}_q\mathfrak{sl}(2)$ modulo the relations $K^{2r} = 1$. These relations generate Hopf ideals so $\overline{U}_q\mathfrak{sl}(2)$ and $\tilde{U}_q\mathfrak{sl}(2)$ inherit a Hopf algebra structure.

As we will now explain, the categories of modules over $U_q\mathfrak{sl}(2), \overline{U}_q\mathfrak{sl}(2)$ and $\tilde{U}_q\mathfrak{sl}(2)$ have very different properties. Let $X$-mod be the tensor category of finite dimensional $X$-modules for $X$ equal to $U_q\mathfrak{sl}(2), \overline{U}_q\mathfrak{sl}(2)$ or $\tilde{U}_q\mathfrak{sl}(2)$. The algebra $\overline{U}_q\mathfrak{sl}(2)$ is known as the small quantum group and has been well studied, see [7] and the references within. The algebra $U_q\mathfrak{sl}(2)$ is known as the De Concini-Kac quantum group. It and the category $U_q\mathfrak{sl}(2)$-mod have rich structures and have been studied in [13, 14, 15, 16]. This category is not braided nor semi-simple and has an infinite number of simple modules called cyclic modules which are not highest weight modules. Finally, the category $\tilde{U}_q\mathfrak{sl}(2)$-mod is not semi-simple nor braided and has an infinite number of non-isomorphic simple modules. However, one can easily modify $\overline{U}_q\mathfrak{sl}(2)$ and obtain a braided category of highest weight modules which has been used to construct invariants of links ([25]), of 3-manifolds ([26]) and TQFTs ([22]). The aim of this paper is to give an overview of the algebraic results related to this modified quantization and prove a few straightforward results.

2.2. A modified version of $U_q\mathfrak{sl}(2)$. Let $U_q^H\mathfrak{sl}(2)$ be the C-algebra given by generators $E, F, K, K^{-1}, H$ and relations in Equation (1) plus the relations:

$$HK = KH,$$
$$[H, E] = 2E,$$
$$[H, F] = -2F.$$

The algebra $U_q^H\mathfrak{sl}(2)$ is a Hopf algebra where the coproduct, counit and antipode are defined by Equations (2)–(4) and by

$$\Delta(H) = H \otimes 1 + 1 \otimes H,$$
$$\epsilon(H) = 0,$$
$$S(H) = -H.$$

Define $\overline{U}_q^H\mathfrak{sl}(2)$ to be the Hopf algebra $U_q^H\mathfrak{sl}(2)$ modulo the relations $E^r = F^r = 0$.

Let $V$ be a finite dimensional $U_q^H\mathfrak{sl}(2)$-module. An eigenvalue $\lambda \in \mathbb{C}$ of the operator $H : V \rightarrow V$ is called a weight of $V$ and the associated eigenspace is called a weight space. A vector $v$ in the $\lambda$-eigenspace of $H$ is a weight vector of weight $\lambda$, i.e. $Hv = \lambda v$. We call $V$ a weight module if $V$ splits as a direct sum of weight spaces and $q^H = K$ as operators on $V$, i.e. $Kv = q^\lambda v$ for any vector $v$ of weight $\lambda$. Let $\mathcal{C}$ be the category of finite dimensional weight $\overline{U}_q^H\mathfrak{sl}(2)$-modules.

**Remark 2.1.** The algebra $\overline{U}_q^H\mathfrak{sl}(2)$ does not have a requirement on $K^r$, allowing modules in $\mathcal{C}$ to have non-integral weights. The requirement $E^r = F^r = 0$ forces modules to be highest weight modules. As we will see the generator $H$ is used to define a braiding on $\mathcal{C}$. Here the main point is that one must know the action of $H$ and not just the action of $K$ which acts as a kind of exponential of $H$.

Since $\overline{U}_q^H\mathfrak{sl}(2)$ is a Hopf algebra then $\mathcal{C}$ is tensor category where the unit $\mathbb{I}$ is the 1-dimensional trivial module $\mathbb{C}$. Moreover, $\mathcal{C}$ is $\mathbb{C}$-linear: hom-sets are $\mathbb{C}$-modules, the composition and tensor product of morphisms are $\mathbb{C}$-bilinear, and $\text{End}_\mathcal{C}(\mathbb{I}) = \mathbb{C} \text{Id}_\mathbb{I}$. When it is
clear we denote the unit 1 by \( \mathbb{C} \). We say a module \( V \) is simple if has no proper submodules. If \( V \) is simple then Schur’s lemma implies that \( \text{End}_V(V) = \mathbb{C} \text{Id}_V \). If \( \text{End}_V(V) = \mathbb{C} \text{Id}_V \) then for \( f \in \text{End}_V(V) \) we denote \( f \) as the scalar determined by \( f = \langle f \rangle \text{Id}_V \).

We will now recall that the category \( \mathcal{C} \) is a ribbon category. Let \( V \) and \( W \) be objects of \( \mathcal{C} \). Let \( \{v_i\} \) be a basis of \( V \) and \( \{v_i^*\} \) be a dual basis of \( V^* = \text{Hom}_\mathbb{C}(V, \mathbb{C}) \). Then

\[
\begin{align*}
\text{cov}_V : \mathbb{C} &\to V \otimes V^*, \text{ given by } 1 \mapsto \sum v_i \otimes v_i^*, \quad \text{ev}_V : V^* \otimes V \to \mathbb{C}, \text{ given by } f \otimes w \mapsto f(w)
\end{align*}
\]

are duality morphisms of \( \mathcal{C} \). In [30] Ohtsuki defines an \( R \)-matrix operator defined on \( V \otimes W \) by

\[
R = q^{H \otimes H/2} \sum_{n=0}^{r-1} \frac{1}{(n)!} q^{n(n-1)/2} E^n \otimes F^n.
\]

where \( q^{H \otimes H/2} \) is the operator given by

\[
q^{H \otimes H/2}(v \otimes v') = q^{\lambda \lambda'/2} v \otimes v'
\]

for weight vectors \( v \) and \( v' \) of weights of \( \lambda \) and \( \lambda' \). The \( R \)-matrix is not an element in \( U_q \mathfrak{sl}(2) \otimes U_q \mathfrak{sl}(2) \), however the action of \( R \) on the tensor product of two objects of \( \mathcal{C} \) is a well defined linear map on such a tensor product. Moreover, \( R \) gives rise to a braiding \( c_{V,W} : V \otimes W \to W \otimes V \) on \( \mathcal{C} \) defined by \( v \otimes w \mapsto \tau(R(v \otimes w)) \) where \( \tau \) is the permutation \( x \otimes y \mapsto y \otimes x \) (see [28, 30]). Also, in [30] Ohtsuki defines an operator \( \theta \) given by

\[
\theta = K^{r-1} \sum_{n=0}^{r-1} \frac{1}{(n)!} q^{n(n-1)/2} S(F^n) q^{-H^2/2} E^n
\]

where \( q^{-H^2/2} \) is an operator defined by on a weight vector \( v_\lambda \) by \( q^{-H^2/2} v_\lambda = q^{-\lambda^2/2} v_\lambda \). The twist \( \theta_V : V \to V \) in \( \mathcal{C} \) is defined by \( v \mapsto \theta^{-1} v \) (see [28, 30]).

Now the ribbon structure on \( \mathcal{C} \) yields right duality morphisms

\[
\text{ev}_V = \text{ev}_V c_{V,V^*} (\theta_V \otimes \text{Id}_{V^*}) \quad \text{and} \quad \text{cov}_V = (\text{Id}_{V^*} \otimes \theta_V) c_{V,V^*} \text{cov}_V
\]

which are compatible with the left duality morphisms \( \{\text{cov}_V\}_V \) and \( \{\text{ev}_V\}_V \). These duality morphisms are given by

\[
\begin{align*}
\text{cov}_V : \mathbb{C} &\to V^* \otimes V, \text{ where } 1 \mapsto \sum K^{-1} v_i \otimes v_i^*, \\
\text{ev}_V : V \otimes V^* &\to \mathbb{C}, \text{ where } v \otimes f \mapsto f(K^{-1} v).
\end{align*}
\]

The quantum dimension \( \text{qdim}(V) \) of an object \( V \) in \( \mathcal{C} \) is the \( \text{qdim}(V) = \langle \text{ev}_V \circ \text{cov}_V \rangle = \sum v_i^*(K^{-1} v_i) \).

For \( g \in \mathbb{C}/2\mathbb{Z} \), define \( \mathcal{C}_g \) as the full sub-category of weight modules whose weights are all in the class \( g \) (mod \( 2\mathbb{Z} \)). Then \( \mathcal{C} = \{\mathcal{C}_g\}_{g \in \mathbb{C}/2\mathbb{Z}} \) is a \( \mathbb{C}/2\mathbb{Z} \)-grading (where \( \mathbb{C}/2\mathbb{Z} \) is an additive group): Let \( V \in \mathcal{C}_g \) and \( V' \in \mathcal{C}_{g'} \). Then the weights of \( V \otimes V' \) are congruent to \( g + g' \) mod \( 2\mathbb{Z} \), and so the tensor product is in \( \mathcal{C}_{g + g'} \). Also if \( g \neq g' \) then \( \text{Hom}_\mathbb{C}(V, V') = 0 \) since morphisms in \( \mathcal{C} \) preserve weights. Finally, for \( f \in V^* = \text{Hom}_\mathbb{C}(V, \mathbb{C}) \) then by definition the action of \( H \) on \( f \) is given by \( (H f)(v) = f(S(H)v) = -H f(v) \) and so \( V^* \in \mathcal{C}_{-g} \).
3. Modified traces on the projective modules.

Let Proj be the full subcategory of $\mathcal{C}$ consisting of projective $\mathcal{U}_q^H\mathfrak{sl}(2)$-modules. The subcategory Proj is an ideal (see also [24]): it is closed under retracts (i.e. if $W \in \text{Proj}$ and $\alpha : X \to W$ and $\beta : W \to X$ satisfies $\beta \circ \alpha = \text{Id}_X$, then $X \in \text{Proj}$) and if $X \in \mathcal{C}$ and $Y$ in Proj then $X \otimes Y$ is in Proj.

For any objects $V, W$ of $\mathcal{C}$ and any endomorphism $f$ of $V \otimes W$, set

\[(8) \quad \text{ptr}_L(f) = (\text{ev}_V \otimes \text{Id}_W) \circ (\text{Id}_V \otimes f) \circ (\text{coev}_V \otimes \text{Id}_W) \in \text{End}_{\mathcal{C}}(W),\]

and

\[(9) \quad \text{ptr}_R(f) = (\text{Id}_V \otimes \text{ev}_W) \circ (f \otimes \text{Id}_W) \circ (\text{Id}_V \otimes \text{coev}_W) \in \text{End}_{\mathcal{C}}(V).\]

**Definition 3.1.** A trace on Proj is a family of linear functions

\[\{t_V : \text{End}_{\mathcal{C}}(V) \to K\}\]

where $V$ runs over all objects of Proj and such that the following two conditions hold.

1. If $U \in \text{Proj}$ and $W \in \text{Ob}(\mathcal{C})$ then for any $f \in \text{End}_{\mathcal{C}}(U \otimes W)$ we have

\[(10) \quad t_{U \otimes W}(f) = t_U(\text{ptr}_R(f)).\]

2. If $U, V \in \text{Proj}$ then for any morphisms $f : V \to U$ and $g : U \to V$ in $\mathcal{C}$ we have

\[(11) \quad t_V(g \circ f) = t_U(f \circ g).\]

4. The center of $\mathcal{U}_q^H\mathfrak{sl}(2)$

The center of the small quantum group is known (see []). The following proposition is an analogous result for $\mathcal{U}_q^H\mathfrak{sl}(2)$. Let $C$ be quantum casimir element defined by

\[(12) \quad C = FE + \frac{Kq + K^{-1}q^{-1}}{(1)^2} = EF + \frac{Kq^{-1} + K^{-1}q}{(1)^2}.\]

Also, let $T_r$ be the $r^{th}$ Chebyshev polynomial determined by $T_r(\frac{x + x^{-1}}{2}) = \frac{x^r + x^{-r}}{2}$.

**Proposition 4.1.** Center of $\mathcal{U}_q^H\mathfrak{sl}(2)$ is the $\mathbb{C}$-algebra generated by $C$ and $K^\pm r$ with the relation $T_r\left(\frac{(1)^2}{2}C\right) = -\frac{K^r + K^{-r}}{2}$.

**Proof.** First, it is easy to see that the elements $C$ and $K^\pm r$ are central. Next, we will show the relation stated in the proposition holds. Using induction on $k \in \mathbb{N}$ one can show that

\[(13) \quad \prod_{i=0}^{k-1} \left(C - \frac{q^{-2i-1}K + q^{2i+1}K^{-1}}{(1)^2}\right) = E^k F^k.\]

On the other hand, we have

\[2\left(T_r\left(\frac{x + x^{-1}}{2}\right) - T_r\left(\frac{y + y^{-1}}{2}\right)\right) = (x^r + x^{-r}) - (y^r + y^{-r})\]

\[= \prod_{i=0}^{r-1} (X + X^{-1} - Yq^{2i} - Y^{-1}q^{-2i}).\]
Combine the last expression with the fact that the product of Equation \ref{eq:13} vanishes for \( k = r \) we obtain the following polynomial relation of degree \( r \) for \( C \):
\[
2T_r \left( \frac{\{1\}^2}{2} C \right) - 2T_r \left( \frac{qK + q^{-1}K^{-1}}{2} \right) = \prod_{i=0}^{r-1} \left( \{1\}^2 C - \left( q^{2i+1}K + q^{-2i-1}K^{-1} \right) \right) = 0.
\]
Thus, \( T_r \left( \frac{\{1\}^2}{2} C \right) = - K^r + K^{-r} \).

Now there are no other relations between \( C \) and \( K^\pm r \) since such relations would hold in \( U_q \mathfrak{sl}(2) \) and it is known that no such relations hold. Finally, one can see that there are no generators in the center involving the element \( H \).

5. Simple \( U_q \mathfrak{sl}(2) \)-modules

For each \( n \in \{0, \ldots, r-1\} \) let \( S_n \) be the usual \((n+1)\)-dimensional simple highest weight \( U_q \mathfrak{sl}(2) \)-module with highest weight \( n \). The module \( S_n \) is a highest weight module with a highest weight vector \( s_0 \) such that \( E s_0 = 0 \) and \( H s_0 = n s_0 \). Then \( \{s_0, s_1, \ldots, s_n\} \) is a basis of \( S_n \), where \( F s_i = s_{i+1} \), \( H s_i = (n-2i) s_i \), \( E s_0 = 0 = F^{n+1} s_0 \) and \( E s_i = \frac{(i+1)(r-1-i)}{(1-r)2} s_{i-1} \).

The quantum dimension \( S_i \) is \( q \text{dim}(S_n) = (-1)^n \frac{\{n+1\}}{\{1\}} \).

In \( U_q \mathfrak{sl}(2) \)-mod the modules \( S_n \) are the only simple modules up to isomorphism. In \( \mathcal{C} \), there is a \((n+1)\)-dimensional simple \( U_q \mathfrak{h}(2) \)-module with highest weight \( n + r \) which is not isomorphic to \( S_i \), however as follows. For \( k \in \mathbb{Z} \), let \( C_{kr}^H \) be the one dimensional modules where both \( E \) and \( F \) act by zero and \( H \) acts by \( k r \). The degree of \( C_{kr}^H \) is \( k r \) mod 2. Then \( S_n \otimes C_{kr}^H \) is the simple highest weight module with highest weight \( n + kr \). As a \( U_q \mathfrak{sl}(2) \)-module \( C_{kr}^H \) is isomorphic to the trivial module. The modules \( C_{kr}^H \) are important tools in the work of \( \mathcal{S} \) [3].

Next we consider a larger class of finite dimensional highest weight modules: for each \( \alpha \in \mathbb{C} \) we let \( V_\alpha \) be the \( r \)-dimensional highest weight \( U_q \mathfrak{sl}(2) \)-module of highest weight \( \alpha + r - 1 \). The modules \( V_\alpha \) has a basis \( \{v_0, \ldots, v_{r-1}\} \) whose action is given by
\[
H v_i = (\alpha + r - 1 - 2i) v_i, \quad E v_i = \frac{\{i\} \{i - \alpha\}}{\{1\}^2} v_{i-1}, \quad F v_i = v_{i+1}.
\]
For all \( \alpha \in \mathbb{C} \), the quantum dimension of \( V_\alpha \) is zero:
\[
q \text{dim}(V_\alpha) = \sum_{i=0}^{r-1} v_i^* (K^{1-r} v_i) = \sum_{i=0}^{r-1} q^{r(1)(\alpha + r - 1 - 2i)} = q^{r(1)(\alpha + r - 1)} \frac{1 - q^{2r}}{1 - q^2} = 0.
\]

We say \( V_\alpha \) is \emph{typical} if \( \alpha \notin (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \), otherwise it is \emph{atypical}. If \( V_\alpha \) is typical then it is simple, since it is generated by any of the basis vectors \( v_i \) (see Equation \ref{eq:14}).

Let \( V, W \in \mathcal{C} \) and define
\[
\Phi_{V,W} = (\text{Id}_W \otimes \text{ev}_V) \circ (\text{ev}_W \otimes \text{Id}_V) \circ (\text{c}_W \otimes \text{Id}_V) \circ (\text{Id}_W \otimes \text{coev}_V) \in \text{End}(W).
\]

**Theorem 5.1.** (1) If \( \pi \in \mathbb{C}/2\mathbb{Z} \setminus \mathbb{Z}/2\mathbb{Z} \) then \( \mathcal{C}_\pi \) is semi-simple.

(2) If \( \alpha, \beta \in \mathbb{C} \setminus \mathbb{Z} \) and \( \alpha + \beta \notin \mathbb{Z} \) then \( V_\alpha \otimes V_\beta \simeq \oplus_{k \in \mathbb{Z}} V_{\alpha + \beta + k} \) where \( H \pi = \{-(r-1), -(r-3), \ldots, r-1\} \).

(3) All the typical modules are projective.

**Proof.** Let \( \alpha \in \mathbb{C} \setminus \mathbb{Z} \) and define \( c_\alpha = \frac{q^{\alpha + r - 1} - q^{-\alpha - r}}{\{1\}^2} \). Proposition 4.1 implies that \( C \) satisfies the relation \( \prod_{i=0}^{r-1} (C - c_{\alpha+2i}) = 0 \) on \( \mathcal{C}_\pi \). Since \( c_{\alpha+2i} - c_{\alpha+2j} = \frac{(i-j)(\alpha + r + 1 + i)}{\{1\}^2} \), this
polynomial has only simple roots. Hence any \( W \in \mathbb{C}_\pi \) splits as the direct sum of the eigenspaces of \( C \). It is enough to show that \( W \) is semi-simple when \( C \) acts by a scalar (say \( c_\alpha \)) on \( W \). Let \( V \) be a maximal semi-simple submodule of \( W \) and suppose \( V \neq W \). The weights of \( W \) differ by elements of \( 2\mathbb{Z} \). In particular, they are totally ordered and there is a weight vector \( w \) of \( W \setminus V \) of maximal weight \( \lambda \). Hence \( E.w \in V \) and \( FE.w = \left( C - \frac{Kq + K^{-1}q^{-1}}{\{1\}^2} \right)w = 0 \) because it is proportional to \( w \) and also in \( V \). It follows that \( \lambda = \alpha + r - 1 \) modulo 2. Then by Equation (13), \( E^{r-1}F^{r-1}.w = \nu w \) where \( \nu = \prod_{i=1}^{r-1}(c_\alpha - c_{\alpha-2i}) \neq 0 \). Thus, \( E.w = \frac{1}{2}E^rF^{r-1}.w = 0 \) and \( w \) is an highest weight vector. It follows that \( w \) generates a module \( V' \) isomorphic to the simple module \( V_{\lambda-r+1} \) where \( V \cap V' = \{0\} \). This contradicts the maximality of \( V \) and so \( V = W \).

The direct sum decomposition of \( V_\alpha \otimes V_\beta \) follows from a straightforward calculation using the character formula for a typical module. Finally, we prove the last statement of the theorem in two cases: 1) if \( V_\alpha \) is a typical module with \( \alpha \in \mathbb{C} \setminus \mathbb{Z} \) then the previous parts of the theorem implies that \( V_\alpha \) is projective. 2) If \( V_\alpha \) is a typical module with \( \alpha = rn \) then it can be shown (see Lemma 6.7) that the morphism \( \Phi_{V_\beta,V_{rn}} \) is non-zero for any \( \beta \in \mathbb{C} \setminus \mathbb{Z} \). This morphism can be decomposed into the composition \( g \circ f \) where \( f : V_{rn} \to V^* \otimes V_{rn} \otimes V \) and \( g : V^* \otimes V_{rn} \otimes V \to V_{rn} \) are the obvious morphisms. Here \( V^* \otimes V_{rn} \otimes V \) is projective and \( \frac{1}{(g \circ f)} = \text{Id}_{V_{rn}} \). Since \( \text{Proj} \) is closed under retracts then \( V_{rn} \) is projective.

**Lemma 5.2.** Every simple module of \( \mathcal{C} \) is isomorphic to exactly one of the modules in the list:

- \( S_n \otimes \mathbb{C}_{kr}^H \), for \( n = 0, \ldots, r-2 \) and \( k \in \mathbb{Z} \),
- \( V_\alpha \) for \( \alpha \in (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \).

**Proof.** Let \( W \) be a simple \( \mathcal{U}_q \mathfrak{sl}(2) \)-module in \( \mathcal{C} \). Then \( W \) is uniquely determined, up to isomorphism, by its highest weight \( \lambda \in \mathbb{C} \). The lemma follows from the fact that the highest weight of modules in the above list is in bijection with element of \( \mathbb{C} \).

Note in the above lemma the modules \( \mathbb{C}_{kr}^H \) and \( S_{r-1} \otimes \mathbb{C}_{kr}^H \) are obtained by the isomorphisms \( \mathbb{C}_{kr}^H \cong S_0 \otimes \mathbb{C}_{kr}^H \) and \( S_{r-1} \otimes \mathbb{C}_{kr}^H \cong V_{kr} \), respectively.

**Theorem 5.3.** There exists a unique trace on \( \text{Proj} \) up to multiplication by an element of \( \mathbb{C} \). In particular, there is a unique trace \( t = \{t_V\}_{V \in \text{Proj}} \) on \( \text{Proj} \) such that for any \( f \in \text{End}_{\mathcal{C}}(V_0) \) we have \( t_{V_\alpha}(f) = (-1)^{r-1}(f) \).

**Proof.** The proof follows from results of \[20\] \[25\]. Here we explain this proof without recalling the definitions given in these papers: In \[24\] we show that if \( \alpha \in \mathbb{C} \setminus \frac{1}{2}\mathbb{Z} \) then \( V_\alpha \) is an ambidextrous object in \( \mathcal{C} \). In \[20\] we show that an ambidextrous object \( J \) leads to the existence of a unique (up to a constant) trace \( t \) on the ideal \( I_J \) generated by \( J \). When \( J \) is simple then the trace is uniquely determined by the assignment \( t_J(f) = c(f) \), where \( c \) is a constant. Since \( \text{Proj} \) generated by any \( V_\alpha \) with \( \alpha \in \mathbb{C} \setminus \frac{1}{2}\mathbb{Z} \) then there exists a trace with the above property. Finally, since \( \text{Proj} \) is generated by \( V_0 \) the theorem follows.

We define the modified quantum dimension function as

\[
d : \text{Ob}(\text{Proj}) \to K \quad \text{by} \quad d(V) = t_V(\text{Id}_V).
\]
We will prove in Lemma 6.9 that the modified quantum dimension function is given by
\begin{equation}
    d(V_\alpha) = (-1)^{r-1} \prod_{j=1}^{r-1} \frac{\{j\}}{\{\alpha + r - j\}} = (-1)^{r-1} r \frac{\alpha}{\{r\alpha\}}
\end{equation}
for \( \alpha \in \mathbb{C} \).

6. Projective modules

**Definition 6.1.** The character of a weight module \( V \in \mathcal{C} \) is \( \chi(V) = \sum_\alpha \dim(V(\alpha))X^\alpha \in \mathbb{Z}[\mathbb{C}] \) where \( V(\alpha) \) is the \( \alpha \)-eigenspace of the action of \( H \) on \( V \) and \( X^\alpha \) is a notation for the element \( \alpha \in \mathbb{C} \) seen in the group ring \( \mathbb{Z}[\mathbb{C}] \).

Let \( [k]_X = X^{k-1} + X^{k-3} + \cdots + X^{-(k-1)} \). Then for \( \alpha \in \mathbb{C} \) and \( i \in \{0, \ldots, r - 1\} \), one has
\begin{equation}
    \chi(V_\alpha) = X^\alpha [r]_X \quad \text{and} \quad \chi(S_i) = [i + 1]_X.
\end{equation}
Recall that an highest weight vector \( v \in V \) is a weight vector such that \( Ev = 0 \). We call a weight vector \( v \) dominant if \( (FE)^2v = 0 \) (in particular, a highest weight vector is dominant). It is well known that a highest weight vector \( v \) of a module \( V \) generates a submodule with basis \( \{F^i v\} \). The following proposition describes the submodule generated by a dominant weight vector.

**Proposition 6.2.** Let \( v \in V \) be a dominant vector of weight \( i \in \{0, 1, \ldots, r - 2\} \) and let \( j = r - 2 - i \). Consider the following \( 2r \) vectors of \( V \) defined by
\begin{align}
    w_i^H &= v, \quad w_{r-j}^R = Ew_i^H, \quad w_i^S = Fw_{r-j}^R, \quad w_{j-r}^L = F^{i+1}w_i^H, \\
    w_{i-2k}^H &= F^kw_i^H \quad \text{and} \quad w_{i-2k}^S = F^kw_i^S \quad \text{for} \quad k = \{0 \cdots i\}, \\
    w_{r-j+2k}^R &= E^kw_{r-j}^R \quad \text{and} \quad w_{j-r}^L = F^kw_{j-r}^L \quad \text{for} \quad k = \{0 \cdots j\}.
\end{align}
Then the vector space they generate is a submodule of \( V \) and the following relations holds in \( V \) (whenever the involved vectors are defined):
\begin{align}
    Hw_k^X &= kw_k^X, \quad Kw_k^X = q^kw_k^X \quad \text{for} \quad X \in \{L, R, H, S\}, \\
    Ew_k^R &= w_{k+2}^R, \quad Fw_k^X = w_{k-2}^X \quad \text{for} \quad X \in \{H, S, L\}, \\
    Fw_i^H &= w_{j-r}^L, \quad Ew_j^L = w_{i+1}^S, \quad Ew_{j+r}^R = w_{i-1}^S = Fw_{j-r}^L = Fw_{j+r} = 0 \\
    Ew_{i-2k}^H &= \gamma_{i,k} w_{i-k+2}^H + w_{i-2k}^S, \quad Ew_{i-2k}^S = \gamma_{i,k} w_{i-k+2}^S \\
    Fw_{r-j+2k}^R &= -\gamma_{j,k} w_{r-j+2k}^R \quad \text{and} \quad Ew_{j-r}^L = -\gamma_{j,k} w_{j-r}^L = \gamma_{n,n-k+1}.
\end{align}
where \( \gamma_{n,k} = [k][n+k+1] = \gamma_{n,n-k+1} \).

**Proof.** First, we show that the Relations (21)-(25) hold. The actions of \( H \) and \( K \) are easily deduced from their commutation relations with \( E \) and \( F \). The formulas in (22) are restatements of (19)-(20).

Let \( c_i = q^{i+1} + q^{-1} \). We have \( Cw_i^H = c_iw_i^H + w_i^S \). Since \( FEw_i^S = 0 \) then \( C \) acts by the scalar \( c_i \) on \( w_i^S \). As \( C \) is central, we have
\begin{align}
    Ew_{j-r}^L &= EFw_{j-r}^H = \left( C - \frac{Kq^{-1} + K^{-1}q}{\{1\}} \right) F^iw_i^H = F^i(C - c_i)w_i^H = F^iw_i^S = w_{j-r}^S.
\end{align}
Next, $Fw^L_{j-r} = F(F^{i+1}w^H_i) = F^r w^H_i = 0$ so $C$ acts by $c_i$ on $w^L_{j-r}$. Then by induction on $k = 0 \cdots j - 1$,

$$Ew^L_{2k-j-r} = EFw^L_{2k-j-r+2} = \left( C - Kq^{-1} + K^{-1}q \right) w^L_{2k-j-r+2}$$

$$= \left( c_i - q^{2k-j-r+1} + q^{-2k+j+r-1} \right) w^L_{2k-j-r+2} = -[j-k][k+1]w^L_{2k-j-r+2}$$

$$= -\gamma_{j-k}w^L_{2k-j-r+2}.$$  

By writing $2k-j$ as $j-2(j-k)$ we obtain the second formula in (25). Moreover, $C$ acts by $c_i$ on $w^L_{2k-j-r+2} = -\gamma_{j-k}w^L_{2k-j-r}$. Now $C$ also acts by $c_i$ on $w^S_{i-2k} = F^k w^S_i$. This implies that for $k = 1 \cdots i$,

$$Ew^S_{i-2k} = EFw^S_{i-2k+2} = \left( C - Kq^{-1} + K^{-1}q \right) w^S_{i-2k+2}$$

$$= \left( c_i - q^{i-2k+1} + q^{-i+2k-1} \right) w^S_{i-2k+2} = [i-k+1]w^S_{i-2k+2}.$$  

Since $E^r = 0$ we have $Ew^S_i = E^{-(j-1)}w^L_{r-j} = 0$. This implies that $EFw^R_{i-j} = Ew^S_i = 0$, so $C$ acts by the scalar $c_i$ on $w^R_{i-j}$ and on $w^R_{i-j+2k} = E^2 w^R_{i-j}$. Using this, for $k = 1 \cdots j$ we have

$$Fw^R_{i-j+2k} = EFw^R_{i-j+2k+2} = \left( C - Kq + K^{-1}q^{-1} \right) w^R_{i-j+2k+2}$$

$$= \left( c_i - q^{r-j+2k-1} + q^{-r+j-2k+1} \right) w^R_{i-j+2k+2} = -[j-k+1]w^R_{i-j+2k+2}.$$  

Since $E^r = 0$ we have $Fw^S_{i-2k} = F^{-(j-i)}w^L_{r+j} = 0$. Then $C - c_i$ sends $w^H_i \mapsto w^S_i$ so it sends $w^H_{i-2k} = F^k w^H_i \mapsto w^S_{i-2k} = F^k w^S_i$. This implies that for $k = 1 \cdots i$,

$$Ew^H_{i-2k} = EFw^H_{i-2k+2} = \left( C - Kq^{-1} + K^{-1}q \right) w^H_{i-2k+2}$$

$$= \left( c_i - q^{i-2k+1} + q^{-i+2k-1} \right) w^H_{i-2k+2} = [i-k+1]w^H_{i-2k+2} + w^S_{i-2k+2}.$$  

Now $Fw^H_i = F^{i}w^H_i = w^L_{i-r}$. The final relation to check is $Ew^R_{j+r} = 0$. Relation (24) implies

$$E^r w^H_i = cw^H_i + c'w^S_i$$

where $c$ and $c'$ are constants and $c \neq 0$. We have

$$E^r w^H_i = E^{r-i}(cw^H_i + c'w^S_i) = cE^{r-i}w^R_{r-j} = cEw^R_{r+j}.$$  

Thus, we have have shown the Relations (18)–(25) hold.

Finally the vector space generated by the vectors of this proposition is clearly stable by the generators of $\mathcal{U}_q \mathfrak{sl}(2)$ so it is a submodule of $V$.  

6.2
Proof. A direct computation shows that the commutation relation is isomorphic to Proposition 6.3.

Let \( v \) section and is an isomorphism since has a section and \( \otimes S \) projective map to a simple module (obtained by taking the quotient of \( \pi \) vector

In particular, \( w \) Hom(\( P \), \( V \)) is satisfied on \( \phi \) and on a module of \( \mathcal{C} \). Hence Formulas (18)-(25) define a structure of weight module on \( P \).

Proposition 6.2 implies \( P \) is a module which is generated by its dominant vector \( w^H_i \). Furthermore, if \( V \) is any weight module then

(26) \[ \text{Hom}(P_i, V) \simeq \{ v \in V : v \text{ is dominant of weight } i \} . \]

In particular, \( w^H_i \) and \( w^S_i \) are both dominant vector of \( P_i \) of weight \( i \), thus End(\( P_i \)) is a two dimensional vector space generated by \( \text{Id} : w^H_i \mapsto w^H_i \) and the nilpotent map \( x_i : w^H_i \mapsto w^S_i \) given by the action of \( C - c_i \). This implies that End(\( P_i \)) is a local algebra and that \( P_i \) is indecomposable (see [31, section 5.2]).

Let now \( \phi : V \to P_i \) be a surjective map in \( \mathcal{C} \). As \( C \) is central, \( V \) splits as the direct sum of the characteristic spaces of \( C \) and only the summand \( V_i \) of \( V \) associated to the eigenvalue \( c_i \) is not included in \( \ker \phi \). We claim that \( V_i \subset \ker(C - c_i)^2 V \). Indeed Proposition 4.1 implies that on a module of \( \mathcal{C}_L \), \( \mathcal{T}_r \left( \frac{1}{2} \left( C \right) \right) = -1 = \mathcal{T}_r \left( \frac{q+1}{2} \right) \) so \( \prod_{i=0}^{r-1} (C - c_{2i}) = 0 \) and on a module of \( \mathcal{C}_R \), we have \( \mathcal{T}_r \left( \frac{1}{2} \left( C \right) \right) = 1 = \mathcal{T}_r \left( \frac{q+1}{2} \right) \) so \( \prod_{i=0}^{r-1} (C - c_{2i-1}) = 0 \). In both cases, all roots of the minimal polynomial of \( C \) have multiplicity at most 2 and this proves that \( V_i \subset \ker(C - c_i)^2 V \). Any vector \( v \in V_i \) of weight \( i \) satisfy \( (C - c_i)^2 v = (FE)^2 v = 0 \) thus is dominant. Let \( v \in \phi^{-1}(\{ w^H_i \}) \). Then Proposition 6.2 implies that there is an unique \( \psi \in \text{Hom}(P_i, V_i) \) sending \( w^H_i \mapsto v \). Furthermore, \( \phi \circ \psi(w^H_i) = w^H_i \) so \( \phi \circ \psi = \text{Id}_{P_i} \). Thus \( \phi \) has a section and \( P_i \) is projective.

For all \( 0 \leq i \leq r - 1 \), \( \text{Hom}(P_i, S_i) \simeq \{ v \in S_i : v \text{ is dominant of weight } i \} \) is one dimensional generated by the surjective morphism \( \pi_i \) sending \( w^H_i \) to a highest weight vector \( v_i \) of \( S_i \). Let \( P' \) be an indecomposable projective module and \( \phi' : P' \to S \) a surjective map to a simple module (obtained by taking the quotient of \( P' \) by a maximal submodule). Then for some \( k \in \mathbb{Z} \) and some \( 0 \leq i \leq r - 1 \), there exist an isomorphism \( S \otimes \mathcal{C}^H_{ik} \simeq S_i \). If \( i = r - 1 \) then \( S \) is simple and projective. In this case \( \phi' \) has a section and is an isomorphism since \( P' \) is indecomposable. Assume now \( i < r - 1 \) and let
$P = P' \otimes \mathbb{C}^H_{-rk}$ which is also projective and indecomposable. Let $\phi = \phi' \otimes \text{Id}_{\mathbb{C}^H} : P \to S_i$. Since $P$ is projective, there exists $\psi : P \to P_i$ such that $\phi = \pi_i \circ \psi$. Let $\psi \in P$ such that $\phi(v) = v_i \in S_i$. Then $\psi(v) \in \pi_i^{-1}(v_i) \cap P_i(i) = \mathfrak{w}_i^H + \mathfrak{C}w_i^S$ (here $P_i(i)$ is the weight space of weight $i$ of $P_i$). Hence $\psi(v)$ generates $P_i$ and $\psi$ is surjective. Finally, as $P_i$ is projective, $\psi$ has a section and is an isomorphism since $P$ is indecomposable. Thus we have $P' = P \otimes \mathbb{C}^H_{-rk} \simeq P_i \otimes \mathbb{C}^H_{-rk}$. 

The module $P_i$ is also an injective module in $\mathcal{C}$ which is self dual. Let $i \in \{0, \ldots, r-2\}$. After identifying both $S_i$ and $P_i$ with their duals, the map $\pi_i^* : S_i \to P_i$ is an injective morphism with image $\text{Span}_{\mathbb{C}}(w_i^S, \ldots, w_i^S)$. The quotient $(\ker \pi_i)/\pi_i^*(S_i)$ is isomorphic to $(\mathbb{C}^H_{i} \oplus \mathbb{C}^H_{-i}) \otimes S_j$ where $j = r-i-2$. As in the proof of Proposition 6.3 we let $x_i$ be the nilpotent endomorphism of $P_i$, that sends $w_i^H \mapsto w_i^S$. We have

$$\text{End}(P_i) = \mathbb{C} \text{Id} \oplus \mathbb{C}x_i = \mathbb{C}[x_i]/(x_i)^2.$$ 

Finally, the character of $P_i$ is given by

$$\chi(P_i) = 2[i+1]_x + (X^r + X^{-r})[r-i-1]_x = [r]_x(X^{r-i} + X^{-r+i+1}).$$

**Corollary 6.4.** For all $\alpha \in \hat{\mathcal{C}}$, $V_\alpha \otimes V_{-\alpha}$ is isomorphic to $V_0 \otimes V_0$.

**Proof.** It follows from the previous proposition that the projective modules of $\mathcal{C}$ are determined up to isomorphism by their characters, so $V_\alpha \otimes V_{-\alpha}$ and $V_0 \otimes V_0$ are isomorphic because they have the same character.

**Corollary 6.5.** Let $\alpha \in \mathbb{C} \setminus \mathbb{Z}$. Let $P \in \mathcal{C}$ be a projective module, then there exist maps $f_i : P \to V_0 \otimes \sigma^{n_i} \otimes V_0^*$, $g_i : V_0 \otimes \sigma^{n_i} \otimes V_0^* \to P$, $f'_i : P \to V_{\alpha+2k_i} \otimes V_{-\alpha}$ and $g'_i : V_{\alpha+2k_i} \otimes V_{-\alpha} \to P$ such that

$$\text{Id}_P = \sum_i g_i f_i + \sum_i f'_i g'_i$$

where $n_i \in \mathbb{Z}$ and $k_j \in \mathbb{Z} \setminus r'\mathbb{Z}$.

**Proof.** Consider the epimorphism $f = \text{Id}_P \otimes \text{ev}_{V_{-\alpha}} : P \otimes V_{-\alpha} \otimes V_{-\alpha} \to P$. Since $P$ is projective this morphism has a left inverse $g$, i.e. $f \circ g = \text{Id}_P$. Now $P \otimes V_{-\alpha} \in \mathcal{C}_{r'\mathbb{Z} \setminus \mathbb{Z}}$ splits as a direct sum of modules isomorphic to $V_{\alpha+2k}$ ($k \in \mathbb{Z}$). This produces a factorization of $\text{Id}_P$ through the modules $V_{\alpha+2k} \otimes V_{-\alpha}$. Finally, if $k = r'n \in r'\mathbb{Z}$, then $V_{\alpha+2k} \otimes V_{-\alpha} \simeq \sigma^n \otimes V_\alpha \otimes V_{-\alpha}$.

The modified trace is non degenerate:

**Proposition 6.6.** Let $P \in \mathcal{C}$ be a projective module and $V \in \mathcal{C}$. Then the pairing

$$\text{Hom}_\mathcal{C}(V, P) \times \text{Hom}_\mathcal{C}(P, V) \to \mathbb{C}$$

$$(h_1, h_2) \mapsto t_P(h_1 h_2)$$

is non degenerate.

**Proof.** Let $\alpha \in \mathbb{C} \setminus \mathbb{Z}$. Let $f : P \to V_\alpha \otimes W$ and $g : V_\alpha \otimes W \to P$ be morphisms of $\mathcal{C}$ such that $g f = \text{Id}_P$. We show that for any non zero $h : P \to V$, there exists $h' : V \to P$ such that $\text{tr}_P(h' h) \neq 0$. Indeed, we have $h = h g f \neq 0$ thus we have a non trivial morphism $(h g \otimes \text{Id}_{W^*}) \circ (\text{Id}_{V_\alpha} \otimes \text{coev}_W) : V_\alpha \to V \otimes W^*$. But $V_\alpha$ is in the category $\hat{\mathcal{C}}$ which is semi-simple so the previous map has a left inverse $k : V \otimes W^* \to V_\alpha$. Then we have that

$$\text{tr}_{V_\alpha}(k \circ (h g \otimes \text{Id}_{W^*}) \circ (\text{Id}_{V_\alpha} \otimes \text{coev}_W)) = d(V_\alpha) \neq 0.$$
Let \( k' = (k \otimes \text{Id}_V) \circ (\text{Id}_V \otimes \coev_W) : V \to V \otimes W \) and \( h' = gh' \). Finally, \( t_p(h'h) = t_p(g(k'h)) = t_{V \otimes W}((k'h)g) = t_{V \otimes W}(k(gh\otimes \text{Id}_W) \circ (\text{Id}_{V \otimes W} \otimes \coev_W)) = d(V) \neq 0 \).

\[ 6.6 \]

**Lemma 6.7** (General hopf links). Recall the map \( \Phi \) given in Equation (15). For all \( i, j \in \{0, 1, \ldots, r-2\} \) and \( \alpha, \beta \in \hat{\mathbb{C}} = (\mathbb{C} \setminus \mathbb{Z}) \cup r\mathbb{Z} \), one has

\[
\Phi_{V, \alpha} = (-1)^{r-1}q^{\alpha \beta} \text{Id}_V, \quad \Phi_{S_i, r} = (-1)^i \frac{(i+1)(j+1)}{j+1} \text{Id}_V.
\]

Moreover, recall the nilpotent \( x_j \in \text{End}(P_j) \) given by the action of \( C - c_j \), then

\[
\Phi_{S_i, r} = (-1)^i \frac{(i+1)(j+1)}{j+1} \text{Id}_P + (-1)^i \frac{i(i+2)(j+1)}{j+1} x_j, \quad \Phi_{P_j, r} = (-1)^i 2r(q^{i+1}j+1) + q^{-(i+1)(j+1)} x_j.
\]

**Proof.** For \( \alpha \in \mathbb{C} \), let \( \Psi_\alpha : \mathbb{Z}[\mathbb{C}] \to \mathbb{C} \) be the map sending \( X^z \mapsto q^{rz} \). We start by observing the following fact: Let \( w \) be a highest weight vector of \( W \) of weight \( \alpha \), then

\[
\Phi_{V,W}(w) = \Psi_{\alpha+1-r}(\chi(V))w.
\]

Indeed, the map \( \Phi_{V,W} \) is given by the partial quantum trace of \( c_{V,W} \circ c_{W,V} \). A standard argument shows that on a highest weight vector, this partial trace only depends on the Cartan part \( q^{H \otimes H/2} \) of the \( R \)-matrix. The identity then follows from a direct computation. A detailed presentation of an analogous computation is given in [21, Proposition 2.2]. Equation (31) implies that if \( W \) is simple then \( \Phi_{V,W} = \Psi_{\alpha+1-r}(\chi(V))\text{Id}_W \).

Equations (27) and (28) follow from Equation (31). For example, \( \Phi_{P_j, r} = \lambda \text{Id}_V \) where

\[
\lambda = \Psi_\alpha(\chi(P_j)) = \Psi_\alpha([r]\chi(X^{r-i-1} + X^{-r+i+1})) = \frac{(-1)^{r-1}q^{(r-1-i)\alpha}}{d(V)}(q^{(r-1-i)\alpha} + q^{-(r-1-i)\alpha}).
\]

Similarly, to compute \( \Phi_{S_i, P_j} \), observe that any endomorphism of \( P_j \) is of the form \( a \text{Id} + bx_j \in \text{End}(P_j) = \mathbb{C}[x_j]/(x_j^2) \). Computing as above,

\[
\Phi_{S_i, P_j}(w_j^S) = aw_j^S
\]

where \( w_j^S \) is the highest weight vector of \( P_j \) and \( a = \Psi_{j+1-r}(X+X^{-1}) = -(q^{j+1}+q^{-j-1}) \). We now compute \( b \). Recall that \( S_1 \) is generated by two weight vectors \( s_0, s_1 \) and \( E.s_1 = s_0, F.s_0 = s_1, H.s_i = (-1)^i s_i \). In general,

\[
c_{W,V} = \tau \circ R = \tau \circ q^{H \otimes H/2}(\text{Id} \otimes \text{Id} + (q - q^{-1})E \otimes F + \cdots).
\]

So

\[
c_{S_i, P_j} \circ c_{P_j, S_i}(w_j^H \otimes s_0) = c_{S_i, P_j}((q^I s_0 \otimes w_j^H) + q^{-i} q^I (q - q^{-1}) s_0 \otimes w_j^{R}) = (q^I w_j^H + (q - q^{-1})^2 (q^{-1}) s_0 \otimes s_0 + \cdots \otimes s_1
\]

\[
c_{S_i, P_j} \circ c_{P_j, S_i}(w_j^H \otimes s_1) = c_{S_i, P_j}((q^{-I} s_1 \otimes w_j^H) = q^{-I} w_j^H \otimes s_1 + \cdots \otimes s_0.
\]

When taking the quantum trace with respect to \( S_1 \) (i.e. the trace on \( S_1 \) of the endomorphism composed with \( \text{Id} \otimes K^{1-r} \)), we then get that

\[
\Phi_{S_i, P_j}(w_j^H) = -q(q^I w_j^H + (q - q^{-1}) (q^{-1}) w_j^S) - q^{-I} q^I w_j^H = -(q^{j+1}+q^{-j-1}) w_j^H - (q-q^{-1})^2 w_j^S
\]
and we get \( a = -(q^{j+1} + q^{-j-1}) \), \( b = -(q - q^{-1})^2 \). We have

\[
\Phi_{S_i, P_j} \circ \Phi_{S_i, P_j} = \Phi_{S_i, P_j} \circ \Phi_{S_{i+1}, P_j} = \Phi_{S_{i-1}, P_j} + \Phi_{S_{i-1}, P_j}
\]

so \( \Phi_{S_i, P_j} \) is determined by the recurrence relations

\[
\Phi_{S_{i+1}, P_j} = (a + bx_j)\Phi_{S_i, P_j} - \Phi_{S_{i-1}, P_j}, \quad \Phi_{S_i, P_j} = a + bx_j \quad \text{and} \quad \Phi_{S_0, P_j} = 1.
\]

Solving for \( \Phi_{S_i, P_j} \) we have the unique solution

\[
\Phi_{S_i, P_j} = \frac{(-1)^i}{(j+1)} \left\{ \{(i+1)(j+1)\} + x_j \left( i\{(i+2)(j+1)\} - (i+2)\{(i(j+1)\} \right\}.
\]

In particular, for \( i = r - 1, S_i = V_0 \) and we get

\[
\Phi_{V_0, P_j} = (-1)^{r+j}2rx_j.
\]

Finally the character formulas give the isomorphism of projective modules:

\[
V_0 \otimes S_{r-i-1} = V_0 \otimes S_{r-i-3} \oplus P_i.
\]

Thus,

\[
\Phi_{P_i, P_j} = \Phi_{V_0, P_j}(\Phi_{S_{r-i-1}, P_j} - \Phi_{S_{r-i-3}, P_j})
\]

\[
= \frac{(-1)^{i+j}2r}{(j+1)} \left\{ \{(r-i)(j+1)\} - \{(r-i-2)(j+1)\} x_j \right\}
\]

\[
= (-1)^{i+j}2r \left( q^{(r-i-1)(j+1)} + q^{-(r-i+1)(j+1)} \right) x_j
\]

\[
= (-1)^{i+j}2r \left( q^{i(j+1)} + q^{-(i+1)(j+1)} \right) x_j.
\]

\[6.7\]

**Lemma 6.8.** If \( P \) is a projective module then \( t_P(\Phi_{V_0, P}) = t_{V_0}(\Phi_{P, V_0}) = (-1)^{r+1}r(\Phi_{P, V_0}) \).

**Proof.** From the properties of a trace in Definition 3.1 we have

\[
t_P(\Phi_{V_0, P}) = t_P(ptr_R(\xi_{P, V_0}c_{P, V_0})) = t_P \otimes t_{V_0}(\xi_{P, V_0}c_{P, V_0}) = t_{V_0} \otimes t_P(\xi_{P, V_0}c_{P, V_0})
\]

\[
= t_{V_0}(ptr_R(\xi_{P, V_0}c_{P, V_0})) = t_{V_0}(\Phi_{P, V_0}) = (-1)^{r+1}r(\Phi_{P, V_0})
\]

where the last equality follows from Theorem 5.3.

\[6.8\]

**Lemma 6.9** (The modified trace on typical modules). Let \( V_\alpha \) be a typical module. Then for any \( f \in \text{End}_D(V_\alpha) \), \( \text{tr}_{V_\alpha}(f) = d(V_\alpha)(f) \) where \( d(V_\alpha) \) is given in Equation 10.

**Proof.** First, since \( V_\alpha \) is simple we have \( \text{tr}_{V_\alpha}(f) = (f) \text{tr}_{V_\alpha}(\text{Id}_{V_\alpha}) = d(V_\alpha)(f) \) where \( d(V_\alpha) = t_{V_\alpha}(\text{Id}_{V_\alpha}) \). From Lemma 6.8 we have \( \text{tr}_{V_\alpha}(\Phi_{V_0, V_\alpha}) = t_{V_\alpha}(\Phi_{V_0, V_\alpha}) \).

So \( d(V_\alpha)(\Phi_{V_0, V_\alpha}) = d(V_\alpha)(\Phi_{V_0, V_\alpha}) \) where \( d(V_\alpha) = (-1)^r-r \), and

\[
d(V_\alpha) = d(V_\alpha) \frac{\Phi_{V_0, V_\alpha}}{\Phi_{V_0, V_\alpha}}.
\]

Finally, the formula for \( d(V_\alpha) \) follows from Lemma 6.7.

\[6.9\]

**Lemma 6.10** (The modified trace on \( P_j \)). We have

\[
d(P_j) = t_{P_j}(\text{Id}_{P_j}) = (-1)^{j+1}(q^{j+1} + q^{-j-1}) \quad \text{and} \quad t_{P_j}(x_j) = (-1)^{j+1}.\]
Proof. To compute the modified dimension of $P_j$, we consider the isomorphism of projective modules $V_0 \otimes S_{r-j-1} \simeq V_0 \otimes S_{r-j-3} \oplus P_j$. Taking the modified traces of the identities of these module gives $d(V_0) \text{qdim}(S_{r-j-1}) = d(V_0) \text{qdim}(S_{r-j-3}) + d(P_j)$. Since $\text{qdim}(S_i) = (-1)^i \frac{(i+1)}{11}$ we have

$$d(P_j) = d(V_0)(\text{qdim}(S_{r-j-1}) - \text{qdim}(S_{r-j-3})) = (-1)^j ([r - j] - [r - j - 2])$$

$$= (-1)^{j+1} (q^{j+1} + q^{-j-1})$$

Lemma 6.8 implies $t_P(\Phi_{V_0,P_j}) = t_{V_0}(\Phi_{P_j,V_0})$. Then Lemma 6.7 implies

$$(-1)^{r+2} \theta^2 t_P(x_j) = (-1)^{r-1} \frac{2}{d(V_0)} t_{V_0}(\text{Id}_{V_0})$$

which implies the second relation of the lemma.

**Lemma 6.11** (Twist on $P_j$). The action of the twist on $P_j$ is given by

$$\theta_{P_j} = (-1)^j q^\frac{j^2+2j}{2} (1 - (r - j - 1) \{j + 1\} x_j).$$

In particular, $\theta_{P_j}$ has infinite order.

**Proof.** The twist commute with the map $\pi_j : P_j \rightarrow S_j$ and $\pi_j x_j = 0$. Thus the twist on $P_j$ is given by $\theta_{P_j} = \theta_{S_j}(1 + \lambda x_j)$ where $\theta_{S_j} = (-1)^j q^\frac{j^2+2j}{2}$ is the scalar action of the twist on $S_j$. Hence

$$t(\theta_{P_j}) = -q^\frac{j^2+2j}{2} (q^{j+1} + q^{-j-1} + \lambda)$$

Finally we use again the module $V_0 \otimes S_{r-j-1} \simeq V_0 \otimes S_{r-j-3} \oplus P_j$ to color the unknot framing +1. Its double is the Hopf link with both component having framing +1 and this give

$$\theta_{V_0}\theta_{S_{r-j-1},t}(\Phi(S_{r-j-1},V_0)) = \theta_{V_0}\theta_{S_{r-j-3},t}(\Phi(S_{r-j-3},V_0)) + t(\theta_{P_j})$$

Hence

$$t(\theta_{P_j}) = \theta_{V_0} d(V_0)((r-j) \theta_{S_{r-j-1}} - (r-j-2) \theta_{S_{r-j-3}})$$

$$= -q^{j^2/2-1}((r-j) - (r-j-2) q^{-2j-2})$$

$$= -q^{j^2+2j}(-(r-j-2)q^{j+1} + (r-j)q^{-j-1})$$

and this gives the announced formula for $\lambda$.

**7. The Algebra of Projective Modules**

In this section, we define and study two algebras encoding the maps between projective modules of $C_\Pi$ and $C_\Gamma$ respectively. These are the algebras one would associate to curves in a $1 + 1 + 1$-TQFT which would be an extension of the $2 + 1$ TQFT given in [4].

**7.1. Maps between indecomposable projective modules.** We first describe the maps between indecomposable projective modules in the categories $C_\Pi$ and $C_\Gamma$:

**Proposition 7.1.** Let $i, \ell \in \{0, \ldots, r - 2\}$ and $k \in \mathbb{Z}$. Let $P = C_{k+1} \otimes P_k$ be an indecomposable module, then any non zero map $P_i \rightarrow P$ is equal to $\lambda I_i + \mu x_i$, $\lambda \alpha_i^+$ or $\lambda \alpha_i^-$ where $\lambda, \mu \in \mathbb{C}$ and the maps $I_i$, $x_i$, $\alpha_i^+$ and $\alpha_i^-$ are uniquely determined by

$$I_i : P_i \rightarrow P_i$$

$$x_i : P_i \rightarrow P_i$$

$$w_i^{H} \mapsto w_i^{H}$$

$$w_i^{H} \mapsto w_i^{H}$$
For $k$ the algebra of graded dimension 2

**Proof.** By Equality (26), the space $\text{Hom}_E(P_i, P)$ is isomorphic to the space of dominant weight vectors of weight $i$ of $P$. Now the space of dominant vectors of $\mathbb{C}_H^P \otimes P_i$ has dimension 4 and is generated by $1 \otimes w_i^H$ and $1 \otimes w_i^S$ of weight $\ell + kr$, $1 \otimes w_i^{L - \ell - 2}$ of weight $-\ell - 2 + kr$ and $1 \otimes w_i^{R - \ell - 2}$ of weight $(k + 2)r - \ell - 2$. The result then follows by analyzing for which $k, \ell$ the module $\mathbb{C}_H^P \otimes P_i$ has dominant weight vectors of weight $i$.

Tensoring by $\mathbb{C}_n^H$ gives canonical isomorphisms $\text{Hom}(P_i, \mathbb{C}_n^H \otimes P_j, \mathbb{C}_n^H \otimes P_i, \mathbb{C}_n^H \otimes P_j)$. Then for $i \in \{0, \ldots, r - 2\}$ and $j = r - 2 - i$, maps between indecomposable projective modules $P_i^k = \mathbb{C}_n^H \otimes P_i$, $P_j^k = \mathbb{C}_n^H \otimes P_j$ can be represented by the following periodic quiver:

7.2. The algebras of curves. As above, let $r' = r$ if $r$ is odd and $r' = \frac{r}{2}$ else. Let $\sigma = \mathbb{C}_2^H$, be the one dimensional module where $E$ and $F$ act as 0 and $H$ acts as $2r'$. The object $\sigma \in \mathcal{C}_n^H$ generates the group of invertible objects of $\mathcal{C}_n$ which is isomorphic to $\mathbb{Z}$. For $k \in \mathbb{Z}$, we just denote by $\sigma^k$ the module $\mathbb{C}_n^H \otimes \mathbb{C}_2^H$, so that $\sigma^k \otimes \sigma^r = \sigma^{k+r}$ and $\sigma^0 = 1$.

A $\sigma$-invariant module is an infinite dimensional weight module $V$ with finite dimensional weight spaces and with the property that $\sigma \otimes V = V$. Then tensor product by $1 \in \sigma$ gives an action of $\mathbb{Z} \simeq \{\sigma^k : k \in \mathbb{Z}\}$ on $V$ denoted by $v \mapsto \sigma v$. Remark that since $V$ is infinite dimensional it is not an object of $\mathcal{C}$.

Let $\mathcal{C}^\sigma$ be the category whose objects are $\sigma$-invariant modules and maps from $V$ to $W$ are given by the set $\text{Hom}(V, W)$ of morphism of $U_q \mathfrak{sl}(2)$-modules that commute with the action of $\sigma$.

We study endomorphisms of the $\sigma$-invariant module

$$\mathbb{P} = \bigoplus_{k \in \mathbb{Z}} \bigoplus_{i=0}^{r-1} \mathbb{C}_n^H \otimes P_i.$$ 

According to the parity of weights, this module splits into two $\sigma$-invariant modules $\mathbb{P} = \mathbb{P}_0 \oplus \mathbb{P}_1$. Also for $\nu \in \{0, 1\}$, $\mathbb{P}_\nu$ has a $\mathbb{Z}$-grading for which $\mathbb{C}_n^H \otimes P_i$ is of degree $k$. In particular, if $\nu$ is odd, the action of $\sigma = \mathbb{C}_2^H$ shifts the degree by 2 whereas for $\nu$ even, $\sigma = \mathbb{C}_2^H$ shifts the degree by 1. In the standard way, the $\mathbb{Z}$-grading of $\mathbb{P}_\nu$ turns $\text{End}_\sigma(\mathbb{P}_\nu)$ into a $\mathbb{Z}$-graded algebra. We call

$$\mathbb{A}_\nu = \text{End}_\sigma(\mathbb{P}_\nu) \quad \text{and} \quad \mathbb{A}_\nu = \text{End}_\sigma(\mathbb{P}_\nu)$$

these $\mathbb{Z}$-graded algebras.

We now introduce two algebras $A$ and $B$ used to describe $\mathbb{A}_\nu = \text{End}_\sigma(\mathbb{P}_\nu)$. Let $A$ be the algebra of graded dimension $2s^{-1} + 4 + 2s$ which is the quotient of the $\mathbb{C}$-path algebra.
associated to the quiver

\[
\begin{array}{c}
\gamma = \begin{array}{c}
\text{a}_+ \\
\text{b}_- \\
\text{b}_+ \\
\text{a}_-
\end{array}
\end{array}
\]

by the relations

\[
\begin{align*}
a_+b_+ &= b_+a_+ = a_-b_- = b_+a_- = 0, \\
a_+b_- + a_-b_+ &= 0, \\
b_+a_- + b_-a_+ &= 0.
\end{align*}
\]

As a \(\mathbb{Z}\)-graded \(\mathbb{C}\)-vector space, \(A\) is spanned in degree 1 by \(\{a_+, b_+\}\), in degree -1 by \(\{a_-, b_-\}\) and in degree 0 by \(\{p, q = 1 - p, x = b_+a_-, y = a_+b_-\}\).

The algebra \(B\) is the quotient of \(A\) obtained by identifying \(p = q, a_+ = b_+\) and \(a_- = b_-\) (\(B\) is the exterior algebra of \(\mathbb{C}^2\)). It is also the quotient of the \(\mathbb{C}\)-path algebra associated to the quiver

\[
\begin{array}{c}
\gamma' = \begin{array}{c}
\text{a}_+ \\
\text{b}_-
\end{array}
\end{array}
\]

by the relations

\[
\begin{align*}
a_+a_+ &= a_-a_- = 0, \\
a_+a_- + a_-a_+ &= 0.
\end{align*}
\]

The basis of \(B\) is given by \(\{a_-, p, x = a_+, a_-, a_+\}\).

**Theorem 7.2.** There exist isomorphisms of algebras:

(32) If \(r \in 3 + 2\mathbb{N}\), \(\mathcal{A}_r = \text{End}_{\sigma}(\mathbb{P}) \cong A^{\mathbb{Z}/2} \times \mathbb{C} \cong \text{End}_{\sigma}(\mathbb{P}_r) = \mathcal{A}_r\).

(33) If \(r \in 2 + 4\mathbb{N}\), \(\mathcal{A}_r = \text{End}_{\sigma}(\mathbb{P}) \cong A^{\mathbb{Z}/2} \times B\) and \(\mathcal{A}_r = \text{End}_{\sigma}(\mathbb{P}_r) \cong A^{\mathbb{Z}/2} \times \mathbb{C}\).

(34) If \(r \in 4 + 4\mathbb{N}\), \(\mathcal{A}_r = \text{End}_{\sigma}(\mathbb{P}) \cong A^{\mathbb{Z}/2} \times B \times \mathbb{C}\).

**Proof.** To prove this theorem we build the explicit isomorphisms. If a \(\sigma\)-invariant module \(W\) splits as \(W = \bigoplus_{k \in \mathbb{Z}} \sigma^k \otimes V\) for some finite dimensional weight module \(V\) then the action of \(\sigma\) on \(W\) is free and the restriction map \(\text{Hom}_{\sigma}(W, W') \rightarrow \text{Hom}_U(u, sl(2))(V, W')\) is easily seen to be an isomorphism (here \(\text{Hom}_U(u, sl(2))\) denotes morphisms of \(U^H_u\)-modules). Using this fact, we restrict our study to the maps from \(P_i\) to \(\mathbb{P}\). For \(i \leq r - 2\), let \(j = r - 2 - i\). By Proposition 7.1, the space \(\text{Hom}_{U^H_u sl(2)}(P_i, \mathbb{P})\) is of dimension 4 generated by the morphisms determined uniquely by

\[
I_i : \begin{array}{c}
P_i \\
\alpha_i^+: P_i \\
x_i : P_i \\
\alpha_i^- : P_i \\
\end{array} \rightarrow \begin{array}{c}
P_i \\
\mathbb{C}_r^H \otimes P_j \\
P_i \\
\mathbb{C}_r^H \otimes P_j \\
\end{array}
\]

These maps extend to maps of \(\text{End}_{\sigma}(\mathbb{P})\) on factors \(\mathbb{C}^H_{kr} \otimes P_i\) by tensoring them by the identity of \(\mathbb{C}^H_{kr}\) and we extend them by 0 on the other factors. We use the same name for these extended maps of \(\text{End}_{\sigma}(\mathbb{P})\). The composition of these maps is computed by looking at the image of the dominant vector \(w_i^H \in P_i\). One easily gets

\[
\alpha_j^+ \circ \alpha_i^- = 0 = \alpha_j^- \circ \alpha_i^+.
\]

Now we use that if \(v \in V\) is a weight vector then in \(\mathbb{C}_r^H \otimes V\) one has \(E_1(1 \otimes v) = 1 \otimes (E_1v)\) and \(F_1(1 \otimes v) = 1 \otimes (-F_1v)\) to compute:

\[
\begin{array}{c}
P_i \xrightarrow{\alpha_i^+} \mathbb{C}_r^H \otimes P_j \\
1 \otimes w_i^H \xrightarrow{[j]!} (-F)^{j+1}(1 \otimes w_j^H) \xrightarrow{\alpha_j^-} P_i \\
\end{array}
\]
As \( F^{j+1}w_{j+r}^R = \prod_{k=1}^{j+1}(-\gamma_{j-k+1})w_{j-k}^S = (-1)^j[j]^2w_{j}^S \), we get
\[
\alpha_j^+ \circ \alpha_i^- = -x_i.
\]
Similarly,
\[
P_i \xrightarrow{\alpha^-} \prod_{k=1}^{i-1} \big[ i \big]^{-1} \otimes H_i \otimes P_i \quad \xrightarrow{\alpha^+} \prod_{k=1}^{i} E^{i+1} (1 \otimes w_{j+r}^H) \quad \xrightarrow{\alpha^+} \prod_{k=1}^{i} E^{i+1} w_{j-r}^L.
\]
And as \( E^{i+1}w_{j-r}^L = \prod_{k=1}^{i} (\gamma_{i,k})w_{i}^S = [i]^2w_{i}^S \), we get
\[
\alpha_j^+ \circ \alpha_i^- = x_i.
\]

We now explicit the isomorphism of Theorem \([7.2]\). First remark that the maps of \( \text{End}_{\nu}(\mathbb{P}) \) commute with \( K^r \) thus they restrict to maps of \( \text{End}_{\nu}(\mathbb{P}_\nu) \) for \( \nu \in \{0,1\} \). Next the decomposition of endomorphism algebras in Theorem \([7.2]\) follows from the fact that these endomorphisms respect the characteristic spaces of the casimir element \( C \) whose minimal polynomial is given in Proposition \([4.1]\). For \( i \in \{0 \cdots r-1\} \), let \( c_i = 2^{i+1+r-i-1} = -\frac{q^{i+1}+q^{-j-1}}{2} \) be the scalar by which \( C \) acts on the simple module \( S_i \). The action of \( C \) on \( \sigma \otimes S_i \) and on \( S_i \) are the same if \( r \) is odd, but they are opposite if \( r \) is even.

Let \( \nu \in \{0,1\} \). For \( i \in 2N + \nu, i \leq r' - 2 \), the kernel of \( (C^2 - c_i^2) \) on \( \mathbb{P}_\nu \) is \( V = \bigoplus_{k \in \mathbb{Z}} \mathbb{A}^k \otimes (P_i \otimes Q_j) \) where \( Q_j \) is \( P_j \) if \( r \) even and \( Q_j = C_i^i \otimes P_j \) if \( r \) odd. Then an isomorphism \( A \cong \text{End}_{\sigma}(V) \) is given by
\[
p \mapsto I_i \quad x \mapsto x_i \quad a^+ \mapsto \alpha_i^+ \quad a^- \mapsto \alpha_i^-
\]
\[
q \mapsto I_j \quad y \mapsto x_j \quad b^+ \mapsto \alpha_j^+ \quad b^- \mapsto \alpha_j^-
\]
Now if \( r \) is even, let \( i = \frac{r-2}{2} = r - 2 - i \) and \( \nu = i \) mod 2. Then \( c_i = 0 \) and the kernel of \( C^2 \) on \( \mathbb{P}_\nu \) is then \( V = \bigoplus_{k \in \mathbb{Z}} \sigma^k \otimes P_i \). Then an isomorphism \( B \cong \text{End}_{\sigma}(V) \) is given by
\[
p \mapsto I_i \quad x \mapsto x_i \quad a^+ \mapsto \alpha_i^+ \quad a^- \mapsto \alpha_i^-
\]
Finally the remaining \( \mathbb{C} \) factors in Theorem \([7.2]\) correspond to the eigenspace of \( C \) associated to the simple eigenvalue \( c_{r-1} \).
(1) If \( z \in \mathbb{C}^* \setminus \{ \pm 1 \} \), \( \text{Tr}^z(A) \simeq \mathbb{C}^2 \simeq \text{STr}^z(A) \).

(2) \( \text{Tr}^{\pm 1}(A) \simeq \mathbb{C}^3 \simeq \text{STr}^{\pm 1}(A) \).

(3) If \( z \neq 1 \) then \( \text{STr}^z(B) \simeq \mathbb{C} \) and \( \text{STr}^1(B) \simeq B \).

Here the spaces \( \mathbb{C}^2 \) and \( \mathbb{C}^3 \) are concentrated in degree 0. As a consequence, we have the following graded dimensions:

(1) If \( r \in 2\mathbb{Z} + 1 \) and \( z \neq \pm 1 \), then

\[
\dim_s(\text{Tr}^z(A_{\mathbb{Q}})) = \dim_s(\text{Tr}^z(A_{\mathbb{T}})) = r \quad \text{and} \quad \dim_s(\text{Tr}^{\pm 1}(A_{\mathbb{Q}})) = \dim_s(\text{Tr}^{\pm 1}(A_{\mathbb{T}})) = \frac{3r-1}{2}.
\]

(2) If \( r \in 4\mathbb{Z} + 2 \) and \( z \neq \pm 1 \), then

\[
\dim_s(\text{STr}^z(A_{\mathbb{Q}})) = \dim_s(\text{STr}^z(A_{\mathbb{T}})) = \frac{r}{2},
\]

\[
\dim_s(\text{STr}^{\pm 1}(A_{\mathbb{Q}})) = \dim_s(\text{STr}^{\pm 1}(A_{\mathbb{T}})) = \frac{3r-2}{4} \quad \text{and} \quad \dim_s(\text{STr}^1(A_{\mathbb{Q}})) = s^{-1} + \frac{3r+2}{4} + s
\]

where \( \dim_s \) is the sum for \( k \in \mathbb{Z} \) of \( s^k \) times the dimension of the degree \( k \) subspace.

Proof. Let \( \varepsilon = \pm 1 \). First remark that for any elements \( f, g \) of the algebra, \( \{ f, g \}_z^\varepsilon + \varepsilon|f||g|z|f|g = (1-z|f|+|g|)fg \). Hence if \( z|f|+|g| \neq 1 \) then \( fg = 0 \) in the quotient, else \( \{ g, f \}_z^\varepsilon \) and \( \{ f, g \}_z^\varepsilon \) are proportional. Finally for \( g = 1 \), one gets that a map \( f \) vanishes in the quotient unless \( z|f| = 1 \). Then the relations in \( A \) implies that \( \{ A, A \}_z^\varepsilon \) is generated by the following elements:

- \( [a_\pm, p]_z^\varepsilon = a_\pm \),
- \( [b_\pm, q]_z^\varepsilon = b_\pm \),
- \( [b_+, a_-]_z^\varepsilon = b_+a_- - \varepsilon za_-b_+ = x + \varepsilon y \)
- \( [a_+, b_-]_z^\varepsilon = a_+b_- - \varepsilon zb_-a_+ = y + \varepsilon x \)

If \( z^2 \neq 1 \) then \( x = y = 0 \) in the quotient, and if \( z = \pm 1 \), then \( [A, A]_z^\varepsilon \) is generated in degree 0 by \( x + \varepsilon y \).

Similarly for \( z \neq 1 \), \( [B, B]_z^- \) is generated by \( a_+ \), \( a_- \) and the element

\[
[a_+, a_-]_z^- = a_+a_- + za_-a_+ = (1-z)x.
\]

On the other hand, for \( z = 1 \) we have \( [B, B]_z^- = 0 \).

For the last statements, we use \( \text{Tr}^z(A \times A') = \text{Tr}^z(A) \oplus \text{Tr}^z(A') \) and \( \text{STr}^z(A \times A') = \text{STr}^z(A) \oplus \text{STr}^z(A') \).

8. Decomposition of Tensor Products

We recall the different notations for the simple self-dual projective module:

\[
P_{r-1} = V_0 = S_{r-1}.
\]

From Proposition 6.3 any projective indecomposable module of \( C_0^\mathbb{Q} \cup C_1^\mathbb{Q} \) is an element of the set \( \{ P_i \otimes C_k^\mathbb{Q}, i \in \{ 0, 1, \ldots r-1 \}, k \in \mathbb{Z} \} \). Let us recall their characters

\[
\chi(P_i \otimes C_k^\mathbb{Q}) = X^{kr}[r]_X^{(x^{r-i-1}+x^{-r+i+1})} \quad \text{and} \quad \chi(V_0 \otimes C_k^\mathbb{Q}) = X^{rk}[r]_X
\]

where \( i \in \{ 0,1,\ldots r-2 \} \). Observe now that these characters are linearly independent in \( \mathbb{Z}[X^{\pm 1}] \) and form a basis of an ideal of polynomials which are divisible by \([r]_X \) (but not of the whole ideal generated by \([r]_X \)).
As a consequence to decompose a projective module $P$ in direct sum of projective indecomposable ones, it is sufficient to decompose $\chi(P)$ as

$$\chi(P) = \sum_{i=0}^{r-1} \sum_{k_i \in \mathbb{Z}} n_{i,k_i} \chi(\mathbb{C}^H_{k_i} \otimes P_i).$$

In the following, we write

$$\sum_{k = m}^{n} \text{ by } 2$$

and

$$\bigoplus_{k = m}^{n} \text{ by } 2$$

for the sums where $k$ is $k \leq n$ and varies in the set $m + 2\mathbb{N}$. Similarly, we write

$$\sum_{k = n}^{m} \text{ by } -2$$

and

$$\bigoplus_{k = n}^{m} \text{ by } -2$$

for the sums where $k \geq m$ and varies in the set $n - 2\mathbb{N}$.

**Lemma 8.1** (Decomposition of tensor products $V_0 \otimes S_i$). Let $0 \leq i \leq r - 1$. Then

$$V_0 \otimes S_i = \bigoplus_{k = r - 1 - i}^{r-1} P_k.$$

**Proof.** If $i$ is odd it holds:

$$\chi(V_0 \otimes S_i) = [r]X[i]X[x] = [r]X \sum_{j = i}^{1} (X^j + X^{-j}) = \sum_{j = i}^{0} \chi(P_{r-1-j}).$$

If $i$ is even it holds:

$$\chi(V_0 \otimes S_i) = [r]X[i]X[x] = [r]X \left(1 + \sum_{j = i}^{2} (X^j + X^{-j})\right) = \sum_{j = i}^{0} \chi(P_{r-1-j}).$$

**Proposition 8.2** (The decomposition of the tensor products $P_i \otimes S_j$). Let $0 \leq i \leq r - 2$ and $0 \leq j \leq r - 1$. It holds:

$$P_i \otimes S_j = \left(\bigoplus_{k = \min(i+j,r-1)}^{\max(i+j,r-1)} P_k\right) \oplus \left(\bigoplus_{k = r-1}^{r-1} P_k\right) \oplus P_k \oplus (\mathbb{C}^H_i \oplus \mathbb{C}^H_{-r})$$

where the sums are meant to be empty if the lower bound is bigger than the upper bound.

**Proof.** It holds:

$$\chi(P_i \otimes S_j) = [r]X(X^{r-i-1} + X^{-r+i+1})[j+1][x] = [r]X([X^r - i + j]X - [X^r - i - j - 2]X).$$
Recall that \([-n] = -[n]\). We denote the parity of \(r - i - j + 1\) and \(r - 3 - i - j\) by \(p \in \{0, 1\}\) (note they coincide). If \(i > j\) and \(i + j \leq r - 2\) we have:

\[
\chi(P_i \otimes S_j) = [r]X \left( \sum_{l = r - i - j - 1}^{r-i+j-1} (X^l + X^{-l}) \right) = \sum_{l = r - i - j - 1}^{r-i+j-1} \chi(P_{r - i - l}) = \sum_{k = i - j}^{i+j} \chi(P_k).
\]

If \(i \geq j\) and \(i + j \geq r - 1\) and \(p = 1\) we have:

\[
\chi(P_i \otimes S_j) = [r]X \left( \sum_{l = p}^{r-i+j-1} (X^l + X^{-l}) \right) + \sum_{l = p}^{i+j-r+1} \chi(P_{r - i - l}) = \sum_{k = i - j}^{r-1-p} \chi(P_k) + \sum_{k = 2r - 2 - i - j}^{r-1-p} \chi(P_k).
\]

Note a similar calculation gives the result above in the case \(p = 0\) (just pay attention to the fact that if \(p = 0\) the terms \(X^0 + X^{-0}\) should be replaced by \(X^0\)).

Let us now suppose that \(j > i\) and \(i + j \leq r - 2\) and let \(q \in \{0, 1\}\) be the parity of \(j - i - 1\). Then, if \(q = 1\) (as above, a similar calculation proves the same final formula if \(q = 0\)) it holds:

\[
\chi(P_i \otimes S_j) = [r]X \left( \sum_{l = r - j + i + 1}^{r-j+i+1} (X^l + X^{-l}) \right) + \sum_{l = r - i - j - 1}^{r-j+i-1} (X^l + X^{-l}) \right) = [r]X \left( \sum_{h = q}^{j-i-1} (X^h + X^{-h}) \right) + \sum_{l = r - i - j - 1}^{r-j+i-1} (X^l + X^{-l}) \right) = (X^r + X^{-r}) \sum_{k = r - j + i}^{r-1-q} \chi(P_k) + \sum_{k = j - i}^{i+j} \chi(P_k).
\]

Finally suppose that \(j > i\) and \(i + j \geq r - 1\) and as before let \(p \in \{0, 1\}\) be the parity of \(r - i + j - 1\). If \(p = 1\) (and as above if \(p = 0\) or \(q = 0\) modify the calculation by replacing...
the terms $X^0 + X^{-0}$ by $X^0$, still getting the same final result):

$$\chi(P_i \otimes S_j) = [r]X \left( \sum_{l = p \atop \text{by 2}}^{r+i+j-1} (X^l + X^{-l}) + \sum_{l = p \atop \text{by 2}}^{i+j+1-r} (X^l + X^{-l}) \right) =$$

$$[r]X \left( \sum_{h = r - j + i + 1 \atop \text{by 2}}^{r+j-i-1} X^h + \sum_{h = r - j + i + 1 \atop \text{by 2}}^{r+j-i-1} X^{-h} + \sum_{h = p \atop \text{by 2}}^{r+j+i-1} (X^h + X^{-h}) + \sum_{h = p \atop \text{by 2}}^{i+j+1-r} (X^h + X^{-h}) \right) =$$

$$= [r]X \left( (X^r + X^{-r}) \sum_{s = q \atop \text{by 2}}^{j-1} (X^s + X^{-s}) + \sum_{h = p \atop \text{by 2}}^{r+j+i-1} (X^h + X^{-h}) + \sum_{h = p \atop \text{by 2}}^{i+j+1-r} (X^h + X^{-h}) \right) =$$

$$= (X^r + X^{-r}) \sum_{k = r - j + i \atop \text{by 2}}^{r-1-q} \chi(P_k) + \sum_{k = j - i \atop \text{by 2}}^{r-1-p} \chi(P_k) + \sum_{k = 2r - 2 - i - j \atop \text{by 2}}^{r-1-p} \chi(P_k).$$

To summarize the above computations, let $p, q \in \{0, 1\}$ be the parities of $r + j - i - 1$ and of $j - i - 1$, respectively. It holds:

$$(35)\quad P_i \otimes S_j = \begin{cases} \bigoplus_{k = 1 - j \atop \text{by 2}}^{r-1-p} P_k & \text{if } \begin{cases} i \geq j \\ i + j \leq r - 2 \end{cases} \\ \bigoplus_{k = 1 - j \atop \text{by 2}}^{r-1-p} P_k \bigoplus_{k = 2r - 2 - i - j \atop \text{by 2}}^{r-1-q} P_k & \text{if } \begin{cases} i \geq j \\ i + j \geq r - 1 \end{cases} \\ \bigoplus_{k = i + j \atop \text{by 2}}^{r-1-q} (\mathbb{C}_r^H \oplus \mathbb{C}_{-r}^H) \otimes P_k & \text{if } \begin{cases} i < j \\ i + j \leq r - 2 \end{cases} \\ \bigoplus_{k = i - j \atop \text{by 2}}^{r-1-p} P_k \bigoplus_{k = 2r - 2 - i - j \atop \text{by 2}}^{r-1-q} P_k \bigoplus_{k = r - j + i \atop \text{by 2}}^{r-1-q} (\mathbb{C}_r^H \oplus \mathbb{C}_{-r}^H) \otimes P_k & \text{if } \begin{cases} i < j \\ i + j \geq r - 1 \end{cases} \end{cases}.$$

This is equivalent to the statement of the proposition. \[8.2\]

Let us now remark that for each $i \in \{0, 1, \ldots, r - 2\}$,

$$\chi(P_i) = 2\chi(S_i) + (\chi(\mathbb{C}_r^H) + \chi(\mathbb{C}_{-r}^H))\chi(S_{r-2-i}).$$

This, together with Proposition \[8.2\] and the fact that the modules $P_i$ are projective allow us to compute the full tensor decomposition of $P_i \otimes P_j$:

**Corollary 8.3** (The tensor decomposition of $P_i \otimes P_j$). For each $i, j \in \{0, 1, \ldots, r - 2\}$ we have

$$P_i \otimes P_j = ((\mathbb{C}_r^H \oplus \mathbb{C}_{-r}^H) \otimes (P_i \otimes S_{r-2-j})) \bigoplus (P_i \otimes S_j)$$
Similarly, to see the last point, remark that the tensor product of two simple modules is a direct
and that
Proof. The proof is by induction on $i$. In particular, semi-simple and projective modules of $C$ form a full sub-tensor category.

Proposition 8.4. Let $i, j \in \{0, \ldots, r-1\}$. If $i + j \leq r - 1$, then

$$S_i \otimes S_j = \bigoplus_{k = \lfloor i - j \rfloor} \bigoplus_{k = \lfloor i + j \rfloor} S_k.$$

If $i + j \geq r$ then

$$S_i \otimes S_j = \bigoplus_{k = \lfloor i - j \rfloor} \bigoplus_{k = \lfloor i + j \rfloor} S_k \oplus \bigoplus_{k = \lfloor i - j \rfloor} \bigoplus_{k = \lfloor i - j \rfloor} P_k.$$

In particular, semi-simple and projective modules of $C$ form a full sub-tensor category.

9. Multiplicity modules

Here we summarize some known facts about multiplicity modules. The one dimensional
and so

$$P_i \otimes P_j = \left( \bigoplus_{k \geq \min(i+j, r-1)} P_k \right) \oplus \left( \bigoplus_{k = \lfloor 2r - 2 - i - j \rfloor} P_k \right) \oplus \left( \bigoplus_{k = \lfloor r + i + j \rfloor} P_k \right) \oplus \left( \bigoplus_{k = \lfloor r + i + j \rfloor} P_k \right).$$

Similarly $V_0 \otimes P_j = \left( (C^H \oplus C_{-r}^H) \otimes (V_0 \otimes S_{r-2-j}) \right) \oplus 2 (V_0 \otimes S_j)$, and so

$$V_0 \otimes P_j = \left( \bigoplus_{k = \lfloor i + j \rfloor} (C^H \oplus C_{-r}^H) \otimes P_k \right) \oplus \left( \bigoplus_{k = \lfloor r + i + j \rfloor} P_k \right) \oplus \left( \bigoplus_{k = \lfloor r + i + j \rfloor} P_k \right).$$

To see the last point, remark that the tensor product of two simple modules is a direct
sum of a semi-simple module direct sum a projective module. Thus, the full subcategory
formed by semi-simple and projective modules is stable by tensor product.

8.4

8.4

8.4

8.4
the set of basis is globally permuted by the pivotal isomorphism

$$\text{Hom}_\mathcal{C}(\mathbb{C}, V_{\alpha_1} \otimes \cdots \otimes V_{\alpha_n}) \cong \text{Hom}_\mathcal{C}(\mathbb{C}, V_{\alpha_2} \otimes \cdots \otimes V_{\alpha_n} \otimes V_{\alpha_1})$$

The existence of a nice basis has been checked in \cite{23} for $r$ odd and in \cite{10} for any $r$ but using a different normalizations. These bases are used in \cite{20, 23, 10, 8, 4} to produce numerical invariant of $\mathcal{C}$-colored framed trivalent graphs embedded in $S^3$, and numerical 6j-symbols.

The basis of $\text{Hom}_\mathcal{C}(\mathbb{C}, V_{\alpha} \otimes V_{-\alpha})$ induce isomorphisms $w_\alpha : V_{\alpha} \to V_{-\alpha}$ forming what is called a basic data (see \cite{20}). Using these isomorphisms and the modified trace one gets a duality

$$\text{Hom}_\mathcal{C}(\mathbb{C}, V_{\alpha} \otimes V_{\beta} \otimes V_{\gamma}) \otimes \text{Hom}_\mathcal{C}(\mathbb{C}, V_{-\gamma} \otimes V_{-\beta} \otimes V_{-\alpha}) \to \mathbb{C}$$

for which the basis are dual to each other.

The version $U$ of quantum $\mathfrak{sl}(2)$ used in \cite{10} is slightly different from $U_q\mathfrak{sl}(2)$. To differentiate these algebras, let us call $K$, $E$, $F \in U$ the generators, then there is a morphism of Hopf algebra $U_q\mathfrak{sl}(2) \to U$ given by sending

$$K \to K_q^2, E \to K_qE, F \to K_qF^{-1}$$

through this morphism, the module $V^\alpha$ of \cite{10} can be identified with the module $V_{\alpha}$ where $\alpha = 2a - r + 1$. Then the nice basis are given in \cite{10} by computing some Clebsch-Gordan coefficients.

Different nice basis were computed in \cite{23}. They were computed recursively using the morphisms $X : V_{\alpha} \otimes V_{\beta} \to V_{\alpha+1} \otimes V_{\beta+1}$ given by

$$X : v_i \otimes v_j \to q^{\beta+i-j-1} v_i \otimes v_{j+1} + q^{-1} v_{i+1} \otimes v_j.$$ 

More than analytic in the parameters $\alpha_i$, they are given by Laurent polynomials in $q^\alpha_i$. But the work of \cite{23} only consider odd values of $r$.

10. Odd roots of unity

In this section we briefly discuss the quantum group of Subsection 2.2 when $r \in 2\mathbb{N} + 3$ is odd and $q = e^{\frac{2\pi i}{r+1}}$ is a $r$th-root of unity. The reason why this case is not treated with the other are historic, technical, and due to the belief than topological applications won’t differ from the case $q = e^{\frac{2\pi i}{r}}$.

Here the simple modules are

1. the dimension $r$ typical modules $\{V_{\alpha} : \alpha \in \hat{\mathbb{C}}\}$ where now $\hat{\mathbb{C}} = (\mathbb{C} \setminus \frac{1}{2}\mathbb{Z}) \cup \frac{1}{2}\mathbb{Z}$,
2. the dimension 1 invertible modules $\{\mathbb{C}^{H}_{k \frac{1}{2}} : k \in \mathbb{Z}\}$, and
3. the simple modules of dimension less than $r$: $\{S_i \otimes \mathbb{C}^{H}_{k \frac{1}{2}} : 0 < i < r, k \in \mathbb{Z}\}$, where the highest weight of $S_i$ is $i$.

One difference between the odd/even case is that Ohtsuki in \cite{24} does not treat the case discussed in this subsection. In any case, when $r \in 2\mathbb{N} + 3$ the category is still pivotal with the same pivot given by $K^{r-1}$. The fact that the formula \cite{5} still defines a braiding on the category $\mathcal{C}$ is proven in \cite{24, section 5.8}. The computation of Ohtsuki for the associated twist has never been completed in this case. Still in \cite{24} we show that a full subcategory of $\mathcal{C}$ that contain typical modules and self-dual modules is ribbon.

If $g \in \mathbb{C}/2\mathbb{Z} \setminus \{\frac{1}{2}\mathbb{Z}\}/2\mathbb{Z}$ then $\mathcal{C}_g$ is semi-simple and $\mathcal{C}_g \subset \text{Proj}$. Typical modules are projective and there exists a unique trace on $\text{Proj}$ up to a scalar. Its associated modified dimension is given by formula \cite{16}. 

A nice basis for the multiplicity modules $\text{Hom}(C, V_\alpha \otimes V_\beta \otimes V_\gamma)$ is missing in the literature, and the $6j$-symbols have not been computed in this case (they have been computed when $q$ is a $2$ times odd root of unity in $[23]$ and for any even root of unity in $[10]$ with a different normalization).

In $[24, 8]$ the authors construct topological invariants of dimension $3$ using algebraic data. The case we are discussing here is considered as an example all together with the quantum groups associated to the other simple Lie algebras (also at odd root of unity).
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