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1. Introduction

The question of consistency of updated forecasts through time often comes up in the context of weather events such as hurricanes or high wind days. For a single event, forecasts are made and updated as the time of the event nears. The consistency of these updates is important to many users, though some find this quality desirable while others do not. Historically, the consistency of weather forecasts through time has not frequently been evaluated.
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considered or measured. Recently, several authors have constructed consistency measures for specific forecast types, including ensembles (Zsoter et al., 2009), precipitation (Ehret, 2010 and Lashley et al., 2008), operational forecasts (Ruth et al., 2009) and Markov chains (McLay, 2011). The forecast verification community may also find it useful to have simple and widely applicable measures of forecast continuity. Such measures are already in use in other areas of forecasting, such as economics (Clements, 1997). This paper considers the use of consistency measures for weather forecasts.

For many users, consistency in forecasts through time is a desirable quality. If updating forecasts change much or often, a user may believe they are of low quality, possibly even random. This is particularly an issue for decision makers who create plans based on early forecasts, then must change their plans repeatedly as new forecasts arrive. “The consistent high expense of the volatile sequences is evidence that the run-to-run volatility or ‘jumpiness’ (Zsoter et al., 2009) that is so disliked by forecasters can have a quantitatively meaningful impact on the decision process” (McLay, 2011).

However, many users see consistency in forecasts as evidence of a poor forecast. In both statistical and numerical weather modeling, the errors will ideally be noise, with no structure. Consistency in the forecasts indicates structure in the errors and thus suggests room for forecast improvement. The question of whether forecast consistency is desirable or not will not be addressed further here. However, it is clear that this quality should be measured.

A similar problem exists in economic forecasting, where inconsistent forecasts are referred to as rational or efficient. Rational or efficient forecasts are deemed to contain all information available at the time of issuance, a desirable quality. Any relationship of the forecasts through time is evidence of hedging, or holding back some information to include later, a form of “cheating”. In economics, new information, perhaps in the form of rate or policy changes, happen all at once. “Useful information on the terminal event is assumed to arrive in one lump sometime during the n periods before the terminal event” (Nordhaus, 1987). For weather forecasts, new information may trickle in over time. If this is true, then consistency in weather forecasts may not be as undesirable as consistency in economic forecasts.

Two measures used by economists to determine rationality are tested here on example weather forecasts. Tests of market efficiency include serial correlation tests and runs tests. It is typical in such tests to allow for a linear trend. The utility and sensitivity of these tests for evaluating the quality of updated weather forecasts are discussed. However, these measures do not easily extend to weather forecasts that may be multi-dimensional or a collection of many time series. There is no simple way to measure the 'windshield wiper' effect of changing hurricane track forecasts. In this paper, some consistency assessments of forecast revision time series are discussed. Extensions of these measures to more complex forecasts are proposed and tested on examples from hurricane forecast tracks and accumulations of multiple time series. Particular attention is paid to comparisons of consistency measures between competing forecasts.

Generally, consistency is a property of the forecasts only, though observations can be incorporated into the measures of consistency. The accuracy of a forecast is unrelated to its consistency. Thus, a measure of consistency should be considered an addition to accuracy measures.

2. Data

Though many types of forecasts are incorporated into this evaluation, the quantity used to evaluate them is the forecast revision. The revision is the change in the forecast for a certain (valid) time that has occurred due to a forecast update. A simple example is maximum temperature for Friday in Denver. On Monday, the four-day forecast may be for a high on Friday of 16 °C while on Tuesday the three-day forecast for Friday’s high temperature may be for 22 °C. In this example, the forecast revision is 6 °C. Thus, for each forecast series, fi, a forecast revision, Ri, is the change in the event forecast between two adjacent time steps, so it is the magnitude of the update.

\[ R_i = f_{i+1} - f_i \]

By subtracting the earlier forecast from the later, increases in the forecast will have a positive sign and decreases in the forecast will have a negative sign. Revisions are commonly analyzed in economics, to analyze forecast changes while allowing for drift (i.e., a change in location) in the series. Error series are examined in the economic literature as well, though forecast drift will show up there as consistent behavior. For this evaluation, errors are not examined, but they may be included in future work.

Revisions are a quality of the forecast only and are independent of the observations. Thus, they are not a measure of the forecast error. Revision assessments can provide users with information about the forecasts, particularly in comparison to some reference forecast. However, they are not a measure of goodness of a forecast. They may be able to provide users with some measure of the uncertainty in the forecast.
Forecasts with decreasing lead times of a single terminal event (i.e., with equal valid time) were selected for four surface station locations (Boston, Chicago, Denver, and Los Angeles). The North American Mesoscale (NAM) model predictions used here have lead times out to 84 hours with updates each 6 hours. Thus, series of 14 forecasts are examined. Ideally, longer series would be available. However, it is common for weather forecasts to have a short series of updates. Thus, a useful measure must be able to detect consistency in short series in at least some cases. Further, in order to be useful, a measure of consistency must work on a variety of forecast variables, whether they are symmetric, skewed, Gaussian, or some other distribution. Therefore, temperature, pressure, and wind speed forecasts are included in this analysis. Precipitation, since it is only conditionally continuous, is not included in this work, but will be examined in future analyses, as will other meteorological variables.

(b). Tropical cyclone forecasts

Tropical cyclones (TC) present a unique evaluation challenge requiring very different metrics than traditional forecast verification. The number of forecasts is relatively small and varies for different valid times over the lifetime of the cyclone. Though many quantities are forecast (e.g., mean sea level pressure, radius of maximum winds) the primary evaluations are carried out on the track and intensity (i.e., maximum wind speed) (Sampson and Schrader, 2000). Thus, the evaluations in this paper will focus only on these two quantities. The official TC forecasts are used for comparison to numerical weather prediction (NWP) forecasts. These official forecasts are issued by the National Hurricane Center for the Atlantic basin. They are human generated and based on a variety of information sources (Rappaport et al., 2009).

The collection of forecasts used in the TC intensity examples is for a single tropical cyclone (Gabrielle). A set of revision series from an NWP model provides forecasts for 11 different valid times with one to six revisions for those times. The official forecasts for the same storm are used for comparison. However, only seven valid times with one to five revisions are available. Though using matched samples is often recommended, the examples here demonstrate the utility of consistency measures on mismatched samples, which are quite common.

The TC track forecasts from several NWP models are compared with the operational forecasts for the entire 2013 season in the Atlantic basin. Tropical cyclone Gabrielle is also singled out for some examples. Different numbers of valid times and revisions are available from each forecasting system and no effort was made to unify the set of cases across forecasts for this preliminary assessment. For Gabrielle, the total number of forecasts issued varied from 23 to 26, with varying combinations of lead and valid times. For the entire 2013 season, the total number of forecasts varied from about 1300 to 2500, covering 39 tropical cyclones. Not all forecasting systems produced forecasts for every tropical cyclone.

Although observations are not used to determine revision series, for track forecasts the actual TC best track is used as a reference. The best track is the best estimate of the tropical storm location based on all available data sources, including those that become available following the valid time of the storm (Torn and Snyder, 2012).

3. Methodology

The autocorrelation and Wald Wolfowitz tests are used to measure the association of forecasts through time. Two tests are included because each has different types of sensitivity and robustness, analogous to use of both the mean and median to characterize average behavior. The autocorrelation uses continuous measures, so it is sensitive but not robust. The Wald Wolfowitz uses categorical information, making it robust to outliers but less sensitive.

Additionally, several summary statistics are examined for TC forecast revision series with the primary goal of comparison rather than determination of randomness. These include measures of magnitude, spread, and sign. Together, the measures give the user a sense of whether one forecast has larger revisions and/or more random revisions than some standard.

Each test is shown using some example NWP forecast data. The goal is to demonstrate the potential utility of these measures for assessing the consistency of weather forecasts through time. The primary concerns for this application are short time series, sets of time series, and weather variables with (possibly multi-dimensional) non-Gaussian distributions.

(a). Autocorrelation

Autocorrelation measures the association (correlation) of values in a series to those that precede them in time (Box et al., 1994). Autocorrelation is generally calculated for several different ‘lag’ values, where the lag value is the number of time steps by which one value precedes the other. Lag one autocorrelation

\[ r_1 = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum (x_i - \bar{x})^2 \sum (y_i - \bar{y})^2}} \]

where \( x_i \) and \( y_i \) are the forecast values at times \( i \) and \( i+1 \), and \( \bar{x} \) and \( \bar{y} \) are the mean values of \( x \) and \( y \) respectively.
measures the association of each measure with that immediately preceding it. The autocorrelation is the same as the Pearson correlation, but using the lagged series. Thus, it is familiar to the weather forecasting community and simple to interpret. The distribution of the autocorrelation is known, allowing for simple determination of statistical significance (i.e., calculation of hypothesis tests and confidence intervals). However, the autocorrelation calculation is not robust. It is sensitive to outliers and lack of stationarity (a change in location and/or variability) in the time series. Autocorrelation of revisions can tell us if the forecast is stepping consistently toward some new forecast value or zigzagging.

(b). Wald-Wolfowitz Test

The Wald-Wolfowitz test (1943) tests for the random distribution of ‘runs’, or series of the same value, of two discrete categories. As an example, in this series of positive and negative values, +++++---++, there are three runs. For this analysis, the two categories are positive or negative. When analyzing the revisions, the positive and negative values indicate the direction of change of the forecast. If the series is completely positive or negative, then the Wald-Wolfowitz statistic is undefined. Thus, the test cannot be run unless the series to be analyzed has at least two runs.

The expected number of runs can be calculated if the two categories are arranged randomly with respect to time. The two categories need not have equal probability. Then, a one-sided test for too few runs will conclude if the series has fewer changes between negative and positive than would be expected from a random distribution of changes. A series with more changes than a random series is not consistent through time, so there is no need to have a two-sided test.

The runs test is very robust to outliers and to lack of stationarity in the time series, because the data are comprised only of two categories. However, a threshold for dividing the series into positive and negative values must be chosen. When series values lie very close to this threshold value, the test can be quite sensitive to the choice of threshold. Too few runs in the revision series indicate that the forecast changes are consistent through time.

(c). Summary statistics for revision series

Typical weather forecast data require a different sort of assessment than the simple autocorrelation or runs tests. Some forecasts are multi-dimensional and nearly all have several sets of shorter time series (e.g., short series of forecasts for many valid times) that must be evaluated rather than a single long series. Missing data may also be encountered. In these cases, the assumptions of the autocorrelation and runs tests are not met so other evaluation methods are necessary. By examining simple statistics of the set of revisions, an assessment of consistency and magnitude can still be made, particularly via comparisons of forecasts for the same event. Statistical inference based on these measures will be more difficult, but future work will investigate the possibility of confidence assessment via bootstrapping.

The focus also changes somewhat for evaluation of weather forecasts. The goal of the autocorrelation and Wald-Wolfowitz tests is to identify randomness. For weather forecasts, it is also of interest to examine the magnitude of the revisions, usually with respect to some standard. So in this case, consistent behavior is not only a lack of randomness but also a set of smaller revisions. The lack of a long time series makes identifying randomness more difficult than in the textbook case, but determining whether the typical magnitude of the revisions is large or small is quite straightforward. In fact, many users may be less interested in the random vs consistent nature of a forecast so long as the revisions are small.

The TC track and intensity revisions are used to demonstrate the simple summary statistics. The intensity revisions (e.g., wind speed forecast changes) are evaluated using averages, quartiles, frequencies, and distributional plots. These statistics can be compared to a reference forecast using paired or two sample tests of significance (Lanzante, 2005; Snedecor and Cochran, 1989).

The “windshield wiper” effect of the track revisions is of particular interest to users (Elsberry and Dobos, 1990). Forecasts often have a back and forth track adjustment that is of concern to forecast users. This quality can be examined in several ways. Elsberry and Dobos evaluated successive cross track errors (the error component perpendicular to the storm best track). Here, the average or total path length of the revision track measures the magnitude of the revisions over the storm lifetime and can be compared to operational or other reference forecasts. The area inside the convex hull of the revision track is another measure of magnitude. The analog to the Wald-Wolfowitz test is to count the forecast crossovers of a reference track, fewer crossovers than randomly expected indicate consistent behavior. The hurricane best track is the simplest such reference track, but if the forecast is biased to one side then the number of crossovers will be too low. Use of the average forecast track unbiases the number of crossovers. This test is essentially the Wald-Wolfowitz, but applied to a set of revision series with discontinuities rather than a single series.
Fig. 1. Revision series for surface wind speed forecasts in Boston (B in black), Denver (D in red), Chicago (O in blue), and Los Angeles (L in green). Autocorrelation values (r) and number of runs (NR) along with associated p-values (p) are noted on the figure. Time is listed in hours prior to the event.

The assessment of crossovers is similar to the categorization of the successive cross track errors undertaken by Elsberry and Dobos, 1990. The result for this work is a single measure of randomness with an associated statistical significance value. Further, the reference track may be either the best track or the unbiased average forecast track. In contrast, the EAD analysis provides tables of conditional proportions for each combination of left, right, and center with reference to the best track. For both measures, track forecast biases may appear to be consistency since the forecast storm location may zigzag without ever crossing the best track.

4. Results

(a). Forecast revision assessment on simple time series

Fig. 1 shows an example of wind speed forecast revisions for the four cities. For all cities, the number of runs exceeds the expected number based on random fluctuation. Thus, none of the series is consistent through time with respect to the Wald-Wolfowitz test. Similarly, all revision series lack positive first order autocorrelation, indicating a lack of consistency through time. Los Angeles has a statistically significant negative autocorrelation, indicating more “zigzagging” than random. This statistic confirms a similar conclusion that might be drawn by visual inspection. The revision series for all other weather variables and cities (not shown) had no significant association through time, as measured by either the Wald-Wolfowitz test or by the autocorrelation. Thus, the revisions in those series could be considered to be noise. In particular, the series of pressure forecast revisions for Los Angeles and Chicago shows no association through time. The error series (and thus the forecast series) for those cities have drift, but the revision series does not. This demonstrates that tests on the revision series ignore drift while tests on the error series detect drift as association in the series.

(b). Forecast revision assessment on TC intensity forecasts

Fig. 2 shows sets of revision series by increasing valid time for a model forecast (panel a) and the official
The magnitude of the entire distribution of revisions is examined via boxplots. Larger revisions, paired with randomness, indicate a high level of uncertainty in the forecasts. In this figure, the human versus computer-generated nature of the forecasts become evident. The official forecasts are human generated, and very often no change is made from one time to the next. However, when changes are made, they can be large (e.g., maximum revision of 20). Further, revisions are in even increments of 5. The computer generated forecast revisions are slightly biased and small revisions are seen at most time steps. Few large revisions are noted and the magnitude is continuous, not necessarily in any specific increment.

The average magnitudes (absolute values) of the revisions for the two examples are quite similar (5.2 vs 5) and a two sample $t$-test shows no statistically significant difference ($p$-value = 0.88). Further, the median values of the official revisions are similar to those from the numerical weather forecast (0 and 1, respectively). Since both forecasts are also random in nature, the user may conclude that the uncertainty associated with the official forecasts is similar to the uncertainty associated with the NWP forecasts. However, the official forecast is more likely to increase the forecast wind speed with an update while the NWP model is about equally likely to increase or decrease the forecast wind speed (e.g., the official forecasts have a revision bias).

The hurricane track revisions are two dimensional, and thus existing univariate statistics may prove insufficient. Some other metrics to quantify “randomness” include the area of revisions, the average path length of revisions, and the number of ‘crossovers’ with reference to either the average path or the best track.

Figs. 4(a-c), panels a and b, show maps for two NWP model track forecast revision series in alternating colors, along with the best track shown by the black line. For the earlier valid times, the forecasts changed consistently towards the east-northeast. For later valid times, the revisions are more erratic and were larger. The same plot for the official forecasts is shown in panel c. This figure shows very little adjustment to the official forecasts, with somewhat larger revisions only at the latest valid times. The visual representation shows how different the updates can be from different forecasting systems, and how different NWP forecasts are from the very consistent

The autocorrelation of the forecast entire series, with breaks treated as missing values and removed, is -0.26 and is not statistically significant. Similarly for the official forecasts, the autocorrelation value is -0.3. Since the autocorrelation values are not significant, the revisions are random.
Figs. 4(a-c). Plots showing geographic location of hurricane track forecasts from two different NWP models (a and b) and the official forecasts (c). Connected points share the same event (valid) time, so each represents a revisions series. The bold black line shows the 'best track' or actual location (estimated) of the tropical cyclone. Colored tracks are used to distinguish the individual revision series.
official forecasts. The ‘windshield wiper’ or zigzagging update is apparent, along with more consistent changes in some of the forecasts.

Wald-Wolfowitz can be applied to cross track errors (switch between positive and negative). Although the number of best track crossovers here (72 out of 251 forecast points) is sufficient to indicate random behavior, it can be seen in the Figure that the randomness probably changed over the storm lifetime. Early tracks show consistent movement towards the east or northeast and convergence on the best track. Later revisions appear more random and tend to cross the best track repeatedly. This conditional behavior is not detected by this test (or any of the other tests considered here), but may be of interest to users. Since track forecasts are usually biased (at least in the Atlantic), the test may need to use average revision location (unbiased) rather than best track.

Fig. 5 shows boxplots (McGill et al., 1978) of revision path area (left) and average revision path length (right) for a single storm (GABRIELLE, top) and 2013 season (bottom). These plots show the distributions of these values that measure consistency. These graphics make it easy to see differences between models, particularly with reference to the official (OFCL) forecasts (which are quite consistent). The revision path area may be insensitive to addition of more or larger revisions. However, it gives the user a sense of the total geographic extent where a storm was forecast to travel over its lifetime. The average path length is very sensitive to larger or additional revisions. It gives the user a sense of how much the forecast typically changes with each update. These particular examples show that the forecasting systems vary pretty drastically for Gabrielle, but taken over the entire 2013 season the forecasting systems are more similar. As expected, the official forecasts are more consistent than any of the NWP forecasts.

5. Summary

Examination of the revisions series and associated statistics can provide forecast users with diagnostic
information about forecasts. In particular, comparison of forecast changes relative to some reference forecast provides information about relative uncertainty, consistency, and magnitude. This work presents some examples of metrics for assessing sets of revision series on weather forecast data.

Both the autocorrelation and the runs tests can measure association of forecasts through time, in complementary ways. Both are simple to calculate and understand, thoroughly documented and have known distributions (useful for determining significance of results). They can be applied to any forecast series of a continuous variable. The two traditional statistical tests have different sensitivities and robustness, so users should consider which makes the most sense for each application. The runs (Wald-Wolfowitz) test is robust to outliers and changes in variability, whether applied to a traditional time series or TC track revisions. Further, since it is discrete, the runs test is sensitive to small changes near the “transition” line. Autocorrelation is the most common method of examining association of measurements through time. It is insensitive to bias, but sensitive to changes in location or variability of the series.

TC forecasts are complex in format, making it somewhat difficult to measure consistency. Comparisons between models seem more straightforward than statistical tests of random behavior. This is probably the only respect in which weather forecasts are simpler to evaluate than other time series forecasts. Magnitude and consistency need not be compared to a known statistical distribution, but only to a comparable forecast. For the analyst, this eases the burden of missing data, sets of short time series, etc.

Comparison of univariate sets of revision series via summary statistics provides information about magnitude and consistency of forecast updates. These statistics are both understood and accepted by the weather forecasting community, and this work simply applies these metrics to a different forecast measure, the revision. The interpretation will of course be different than when the same statistics are applied to the errors or other forecast measures.

Prior work on consistency in weather forecasts has typically focused on the magnitude of forecast revisions for a few specific meteorological quantities. Lashley et al. (2008) and Ruth et al. (2009) both examine proportions of revisions that are large according to some expert criteria specific to the meteorological quantity being forecast. In some cases, large magnitude revisions are weighted less when they occur with very long lead times. An exception to the magnitude focus is the paper by Pappenberger et al. (2011), which assesses the randomness through time of flood forecasts via anomaly correlations of time-lagged pairs of forecast errors.

The TC track forecast presents the greatest challenge for measuring consistent forecast updates, but many of the proposed measures show promise for providing useful information to forecast users. The number of best track crossovers is simple to understand and compare, and can be tested for randomness. The total path length gives an assessment of the magnitude of forecast changes, particularly when compared to a reference forecast. The total path area is insensitive to additional revisions within the forecast area boundary, but can give users an excellent sense of the total spatial extent of the forecasts.

The crosstrack error analysis of Elsberry and Dobos (1990) offers some similar assessment of crossovers, but only with reference to the TC best track. Further, they use crosstabulation tables of each type of error (left, center, or right) with each type of subsequent error (left, center, or right). These tables provide users with some level of information about both consistency and magnitude of changes, but without separating these from the errors. This level of detail is probably of interest only to the forecast users of TC track forecasts. Other users may prefer the single values provided by the crossover count test or the revision area. Additionally, a very biased forecast will display “consistent” behavior with reference to the best track since it may rarely cross over, while it may be in fact be quite inconsistent when compared with its own average track which it may cross repeatedly.

Measures of consistency should be examined along with error-only measures to provide a full suite of diagnostic information, as a consistent but poor forecast has little value. As with any type of evaluation, it is essential to examine several complementary measures to ensure that users have access to a complete picture. None of the examined consistency measures is without issues, and there may be pitfalls that are not yet obvious. All measures need to be tested operationally and refined according to weather forecast users’ needs.

Revision size is likely to be very dependent on the lead time, with larger (smaller) revisions occurring more often at longer (shorter) lead times. For single time series, which have but a single forecast at each lead time, this difference must be ignored and the time series as a whole evaluated as one entity. However, this work accumulates many time series together for evaluation, which allows the possibility to evaluate similar lead times together if sample sizes allow. In future work, evaluation of the revision magnitude separately for each lead time may prove informative.
A considerable amount of other future work remains. Assessment of other types of forecasts, such as precipitation, is necessary. Since precipitation is typically only a conditionally continuous variable (e.g., the value is 0 much of the time so most revisions will also be 0), the measures described here are unlikely to work well since each test assumes a continuous distribution of values for the revisions. Ehret’s (2010) Convergence Index handles precipitation by eliminating any cases with low or no precipitation, and a similar approach may prove useful with the measures proposed here. Assessment of statistical significance via bootstrapping may be possible and should be tested. Refinement of information based on users’ interests would make revision assessments more relevant.
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