Inter-adsorbate forces and coherent scattering in helium spin-echo experiments
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In studies of dynamical systems, helium atoms scatter coherently from an ensemble of adsorbates as they diffuse on the surface. The results give information on the co-operative behaviour of interacting adsorbates and thus include the effects of both adsorbate–substrate and adsorbate–adsorbate interactions. Here, we discuss a method to disentangle the effects of interactions between adsorbates from those with the substrate. The result gives an approximation to observations that would be obtained if the scattering was incoherent. Information from the experiment can therefore be used to distinguish more clearly between long-range inter-adsorbate forces and the short range effects arising from the local lattice potential and associated thermal excitations. The method is discussed in the context of a system with strong inter-adsorbate interactions, sodium atoms diffusing on a copper (111) surface.

1 Introduction

Helium atom scattering is well established as a sensitive probe of surface processes and particularly for studies of the dynamics of pristine and adsorbate covered surfaces. Atoms are known to scatter strongly and coherently from the electron density at a surface. Thus, the technique is particularly powerful in analysing vibrations that have weight at, or near, the surface. The resulting inelastic scattering gives both the energy and wavelength dependence of the excitations. Helium atoms are also sensitive to changes in the electron density as adsorbed atoms and molecules move on an otherwise flat surface. Scattering under these circumstances generates quasi-elastic intensity, where time correlations in the intensity reflect the time-dependence of motion in the target. The present work is concerned with the diffusion of adsorbates and, in particular, the analysis of quasi-elastic scattering in helium spin-echo measurements when strong inter-adsorbate forces are present.

The scattering of any wave from a dynamical assembly of particles encodes information on the factors that underlie motion within the assembly. The difficulties of extracting that information from fluctuations in the scattered intensity have been recognised since the earliest experiments of dynamical light-scattering. In the case of a system in equilibrium, it was argued that the time-scales of thermal excitation, inter-particle forces and the time-resolution in the experiment all have an effect on the observations. The degree of coherence in the scattering process also has an important contribution to the outcome of an experiment. In a classical, kinematic approximation, the amplitude scattered from a moving particle, with position, will depend on the momentum transfer, and time, as follows

where the amplitude form-factor, , depends on the spatial distribution of the scattering centre. In neutron scattering the moving particles are point-like and the form-factor is independent of to a good approximation. We are concerned with the motion of adsorbates on a surface and thus the charge distribution from which the helium atoms scatter has a form-factor that must be retained if, as here, the intensity distribution is important to the analysis.

When the scattering is coherent then the amplitudes from the individual adsorbates sum to give a total amplitude

where we have chosen to normalise the amplitude by dividing by the total number, of adsorbates. The intensity, , for coherent scattering is

$$I_{coh}(\Delta K, t) = \left< A(A^*) \cdot A^*(\Delta K, t + \tau) \right>$$

$$= \frac{|f(\Delta K)|^2}{N^2} \sum_{ij} \left< \exp[-i\Delta K \cdot r_j(\tau)] \right> \Delta K \cdot r_j(t + \tau).$$

(3)
The angle brackets indicate an ensemble average, which is equivalent to an average over the time variable, \( \tau \), when the dynamics are ergodic.

When the scattering is incoherent the intensity from each adsorbate,

\[
I(\Delta \mathbf{K}, t) = \langle A_j(\Delta \mathbf{K}, \tau) \cdot A_j^*(\Delta \mathbf{K}, t + \tau) \rangle = |f(\Delta \mathbf{K})|^2 \langle \exp[-i\mathbf{\Delta K} \cdot \mathbf{r}_j(\tau)] \exp[i\mathbf{\Delta K} \cdot \mathbf{r}_j(t + \tau)] \rangle
\]

is summed to give the total intensity for incoherent scattering

\[
I_{\text{incoh}}(\Delta \mathbf{K}, t) = \frac{1}{N} \sum_j I_j = \frac{|f(\Delta \mathbf{K})|^2}{N} \sum_j \langle \exp[-i\mathbf{\Delta K} \cdot \mathbf{r}_j(\tau)] \rangle \times \exp[i\mathbf{\Delta K} \cdot \mathbf{r}_j(t + \tau)]
\]  

(4)

Here the normalisation ensures that, when all adsorbates scatter in phase, the coherent and incoherent intensities are equal.

The incoherent intensity (eqn (5)) is determined entirely by the self-correlation of individual scattering centres, \( I_j \), whereas the coherent intensity (eqn (3)) includes correlations between all pairs of particles, \( f(\Delta \mathbf{K}) \). Cases where the motion is co-operative and where correlations between particles are important would clearly generate differences in the two measures of intensity fluctuation. Since co-operative motion requires some degree of interaction between the adsorbates, differences between the coherent and incoherent intensities reflect the nature of inter-particle forces. Incoherent scattering is regarded as having a more intuitive interpretation since it is indicative of the local adsorbate–substrate potential and the thermal excitations that control the dynamics.\(^{10}\) In contrast, coherent scattering will show, in addition, the effects of interactions.

Helium scattering is inherently a coherent scattering technique. However, there is a direct advantage in having access to both coherent and incoherent scattering intensities when analysing data from surface systems. In a typical diffusion study the aim is first to establish the energy landscape on which the particles move. The landscape is defined by the principal adsorption sites and the transition states for diffusion. Incoherent scattering provides a simple method that helps to distinguish the effects of the local energy landscape from long-range interactions that are generated by forces acting between the adsorbates. In that way, simple dynamical models, such as idealised hopping\(^{14,15}\) can be used to generate a first-cut model of the landscape before inter-adsorbate forces are considered. A more complete analysis can then proceed by analysing the strength and range of the forces that contribute to the coherent scattering. In this way a better, self-consistent description of the experimental data can be obtained.

The relationship between coherent and incoherent lineshapes is known qualitatively as de Gennes narrowing,\(^ {16}\) though the interpretation in terms of cooperative behaviour remains a topic for debate.\(^ {17}\) A quantitative relationship between the incoherent and coherent correlation functions has only been established for approximate systems such as site-to-site hopping motion of weakly interacting particles in three-dimensional space (3-D).\(^ {10,18,19}\) Here, we explore the validity of the quantitative approach for the study of strongly interacting adsorbates, in a 2-D system, where the effects of correlated motion dominate the scattering.

The approach we take in the present work is first to establish a ‘typical’ system of strongly-correlated adsorbates. Here we consider sodium atoms moving on a copper (111) surface, for which both a model landscape and an interaction model are available.\(^ {20}\) We use simulations based on the Langevin molecular-dynamics framework to deduce the coherent and incoherent scattering intensities, upon the assumption of point scatterers. The analysis indicates that 3-D models\(^ {10,18}\) have validity when applied to strongly correlated motion in this 2-D system. Experimental results from the Na/Cu(111) system are then analysed and we demonstrate that a suitable form-factor for scattering can be constructed. The form-factor then allows us to obtain an incoherent scattering intensity from the measurements of coherent scattering.

2 Analysis of coherent and incoherent scattering

Intensity correlation functions, as given in eqn (3) and (5), are known as Intermediate Scattering Functions (ISF) in the neutron scattering literature. The interpretation of these correlation functions forms the basis of the quasi-elastic scattering technique. For unconfined lateral diffusion of the adsorbates, the long-time limit of the correlation function is assumed to decay exponentially, \( I(\Delta \mathbf{K}, \tau) \sim \exp[-z(\Delta \mathbf{K}, \tau)] \).\(^ {21}\) In general, therefore, the intensity correlation function has a characteristic ‘lineshape’ that may be written as

\[
I(\Delta \mathbf{K}, t) = |f(\Delta \mathbf{K})|^2 B(\Delta \mathbf{K}, t) \exp[-z(\Delta \mathbf{K}, t)] = b(\Delta \mathbf{K}, t) \exp[-z(\Delta \mathbf{K}, t)],
\]  

(6)

where \( z \) is the dephasing rate. The prefactor, \( b(\Delta \mathbf{K}, t) \), decays to a constant value in the limit \( t \to \infty \).\(^ {21}\) At shorter times the prefactor \( b(\Delta \mathbf{K}, t) \) may have a complicated structure. For example, it may contain multiple exponential decays\(^ {15}\) and, at very small times it has a Gaussian time dependence that describes ballistic motion.\(^ {22,23}\)

The quantitative relationship between coherent and incoherent lineshapes has been studied theoretically, in the context of neutron scattering\(^ {10,18}\) and dynamical light scattering.\(^ {3}\) These studies use approximations to make the algebra tractable. Typically they involve the interpretation of weakly interacting systems in 3-D. Examples include the diffusion of dilute interstitial particles, or diffusion in alloys. Usually, the motion is assumed to occur in the absence of an external potential,\(^ {9}\) or on a well-defined lattice in the regime where hops are the dominant dynamical process, giving a quasi-elastic scattering lineshape.
that is a simple exponential.\textsuperscript{10,18,19,24} In the case of hopping, the incoherent dephasing rate, $\gamma_{\text{incoh}}$, is then assumed to have the form derived by Chudley and Elliott\textsuperscript{14}

$$\gamma_{\text{incoh}}(\Delta K) = \sum_{n} \frac{1}{T}[1 - \exp(i\Delta K \cdot R_n)]$$

(7)

for a residence time, $T$, with $n$ jump-sites having jump vectors, $R_n$.

The dephasing rates for coherent and incoherent scattering encode the time dependence of the motion and, when interactions are present, they will have a different dependence on $\Delta K$. In the limit of weak interactions between scattering centres, the relationship between the two dephasing rates is known.\textsuperscript{10,18} Derivations use a self-consistent field calculation within linear-response theory,\textsuperscript{18} or obtain a similar result using transition-state theory.\textsuperscript{10} In both derivations, the dephasing rates for coherent and incoherent scattering are related by the prefactor for coherent scattering, $b_{\text{coh}}(\Delta K, t = 0)$, so that

$$\gamma_{\text{coh}}(\Delta K) = \gamma_{\text{coh}}(\Delta K) \cdot \frac{\gamma_{\text{incoh}}(\Delta K, t = 0)}{\text{[f(\Delta K)]}^2}$$

(8)

Sinha and Ross\textsuperscript{18} were the first to include the motion of spatially extended objects having a defined form-factor, $\text{[f(\Delta K)]}^2$, and hence derive eqn (8) in the form given. In their case the extended object was a lattice distortion surrounding a moving interstitial atom; however, their argument is equally applicable to scattering from the distribution of electronic charge surrounding a moving adsorbate, as in the present work. The prefactor for coherent scattering, $b_{\text{coh}}(\Delta K, t = 0)$, is known as either the quasi-elastic contribution to the structure factor\textsuperscript{18} or the intensity due to short range order.\textsuperscript{10}

Eqn (8) is significant as it shows that measurements of coherent scattering can be used, in principle, to deduce the dephasing rates for incoherent scattering. The method outlined above is widely used in weakly-interacting 3-D systems but the approximations are untested in the context systems with strong spatial correlation, such as diffusion in 2-D, and for a strongly scattering probe such as helium atoms. In the present paper we explore the value of eqn (8) in the context of surface systems with strong correlations in the motion. We show that incoherently scattered intensity can be deduced from measurements of coherent helium scattering, at a good level of approximation.

3 Numerical simulations of coherent and incoherent scattering

The motion of adsorbates on a periodic surface may be reproduced with various forms of molecular dynamics simulations. In the present work we are concerned with the calculation of scattering from the adsorbates and, for that purpose, the Langevin, or Generalised-Langevin framework provides a convenient and well established method to understand the motion.\textsuperscript{25-29} Here, the dynamical coordinates of the adsorbates are treated explicitly while the substrate interactions are represented by an adiabatic potential-energy surface. Thermal excitation is represented by a combination of random forces and an appropriate frictional force and it is possible to include an explicit description of inter-adsorbate interactions.

Differences in the calculated intensity correlations using the Langevin or Generalised-Langevin equations depend on the frequency spectrum of the thermal noise; however, those differences disappear as the correlation-time extends beyond any correlations in the noise spectrum.\textsuperscript{28} For these reasons we adopt the computationally more efficient Langevin approach. The equation of motion for the dynamical coordinates, $r_j$, is

$$m\ddot{r}_j = -\nabla V(r_j) - \eta m \dot{r}_j + \xi(t) + \sum_{j \neq j'} F(r_j - r_{j'})$$

(9)

where the adsorbates with mass $m$, interact with the substrate through an adiabatic potential-energy surface, $V(r_j)$, and are subject to a stochastic force, $\xi(t)$, with a white-noise spectrum. The stochastic force is balanced, on average, by a velocity dependant retraction force $-\eta \dot{r}_j$. Pairwise interactions between adsorbates, $j$ and $j'$, are introduced by the force $F(r_j - r_{j'})$. By including the pairwise adsorbate forces explicitly, we obtain an accurate description of correlated motion that goes beyond stochastic models of interacting adsorbates.\textsuperscript{20,21}

The equations of motion may be integrated for discrete time steps, $\delta t$, building up a ‘trajectory’, $r_j(t)$, for each adsorbate. Sample trajectories for two atoms taken from a simulation are shown in Fig. 1. The simulation includes 500 interacting sodium atoms on a copper[111] surface at a temperature of 155 K. The adiabatic potential, coverage of $\Theta = 0.025$ monolayer defined with respect to the saturation coverage and friction $\eta = 0.43$ ps$^{-1}$ are taken from ref. 20 and correspond to values that describe the experimental data discussed below. Kohn–Lau\textsuperscript{22} dipole–dipole inter-adsorbate forces are included, parameterised according to ref. 20. The trajectories in Fig. 1 map out a honeycomb structure on which hopping between sites takes place. A honeycomb trajectory arises when both hcp and fcc sites of the (111) surface act as adsorption sites.\textsuperscript{23} Adsorbates spend a significant time at one adsorption site until gaining sufficient energy to overcome the energy barrier between sites. Occasional long hops are evident in the trajectories. In these instances the adsorbate traverses two or more barriers, before becoming trapped again at a particular adsorption site. The fraction of the long hops, relative to single jumps, depends on the friction\textsuperscript{25} and those that are evident in Fig. 1 are consistent with the low friction used in the simulation. Co-operative motion due to the effects of interactions between adsorbates cannot easily be seen from a superficial inspection of trajectories such as in Fig. 1, but the effects are clearly apparent in the correlation functions we discuss below.

We calculate the coherent and the incoherent scattering intensities defined in eqn (3) and (5) using the relevant amplitudes, $A(\Delta K, t)$ according to (2) and $A_j(\Delta K, t)$ according to (1) respectively, where the phase factor, $a_j(\Delta K, t) = \exp(-i\Delta K \cdot r_j(t))$, is constructed from the trajectory, $r_j(t)$. Its temporal Fourier
which leads to the intensity for coherent scattering

\[ I_{\text{coh}}(\Delta \mathbf{K}, t) = \frac{1}{N^2} \langle A(\Delta \mathbf{K}, t) \cdot A^*(\Delta \mathbf{K}, t + \tau) \rangle \]

\[ = \frac{|f(\Delta \mathbf{K})|^2}{N^2} \mathcal{F}^{-1} \left[ a(\Delta \mathbf{K}, \omega) \cdot a^*(\Delta \mathbf{K}, \omega) \right]. \tag{13} \]

In general, the intensity correlation functions are more complex than the single exponential decay assumed in the derivation of eqn (8) and complete analytic forms are only known for a limited number of simple systems.\(^\text{22,23,28}\) Fortunately, it is not necessary to know the analytic form of the amplitude in order to explore the validity of eqn (8). We do, however, need to determine the two key quantities, \( \alpha_{\text{coh}}(\Delta \mathbf{K}) \) and, \( b_{\text{coh}}(\Delta \mathbf{K}, t = 0) \).

In the work below we use a similar procedure to analyse the intensity correlation functions from the numerical simulations and the experimental data, taking the form-factor, \(|f(\Delta \mathbf{K})|^2 = 1\), in the simulations. First, the dephasing rates, \( \alpha(\Delta \mathbf{K}) \), for coherent and incoherent scattering are extracted by fitting the simulated intensities, \( I_{\text{coh}} \) and \( I_{\text{incoh}} \) at long times to a decaying exponential \( b_o \exp[-(\alpha(\Delta \mathbf{K})t)]^{35} \) (see also Supplementary Information of Rittmeyer et al.\(^\text{20}\)). Second, we extract the ‘short time scale’ contribution to the structure factor using a Gaussian, \( b_i \exp[-(t/\sigma)^2] \), where the width parameter, \( \sigma \), approximates the ballistic motion and any remaining terms, at short times. The quasi-elastic contribution to the structure factor from eqn (6) is then given by,

\[ b_{\text{coh}}(\Delta \mathbf{K}, t = 0) = b_o + b_i. \tag{14} \]

Fig. 2 shows results from simulations of Na/Cu[111] using trajectories such as those in Fig. 1. Blue data points (Fig. 2(a)) give the dephasing rate for coherent scattering as a function of momentum transfer in the [111] direction. The results are characteristic of strong repulsive forces between the adsorbates\(^\text{36}\) that are evident in the pronounced maximum and subsequent dip observed for \( \Delta \mathbf{K} < 0.5 \text{ Å}^{-1} \). Scatter in the data points arises from the statistical uncertainty of the simulations.

Fig. 2(b) shows the corresponding dephasing rates for incoherent scattering. In this case the results, deduced from equincohIntensity, are shown by the red line. Note that the statistical variation is much less than in panel (a) as the incoherent intensities are averaged over all trajectories in addition to the averaging over repeated simulation runs which also takes place in the calculation of the coherent intensities. The data points in the middle panel are calculated from eqn (8) using values of \( \alpha_{\text{coh}} \) in panel (a) and values of the quasi-elastic contribution to the structure factor, \( b_{\text{coh}}(\Delta \mathbf{K}, t = 0) \) shown in Fig. 2(c). The main feature in panel (c) is the dramatic decrease in \( b_{\text{coh}}(\Delta \mathbf{K}, t = 0) \) as \( \Delta \mathbf{K} \) approaches zero and a similar effect is evident in the experiment (see later). The strong inter-adsorbate interactions maintain the separation of the adsorbates and stabilise structures where interference in the scattered amplitudes from neighbouring adsorbates interfere destructively, giving rise to the low scattered intensity at small \( \Delta \mathbf{K} \). The converse is evident in the peak between 0.4–0.5 Å\(^{-1}\), where the same structures tend to scatter constructively and the corresponding scattered intensity is higher.

The excellent agreement between the two estimates of the incoherent dephasing rates (red points and solid line in In Fig. 2(b)) supports both the analytic model,\(^\text{18}\) eqn (8) and our method of analysis.
Contributions from inelastic scattering are removed by a Fourier filter, applied in the frequency domain, while scattering from static features is accounted for by subtracting a constant term so that the intensity has the same form as $I(\Delta \mathbf{K}, t) \rightarrow 0$ as $t \rightarrow \infty$.

The coherent intensity can then be analysed in the same way as the simulations (see above). In order to extract an approximate dephasing rate for incoherent scattering according to eqn (8), we need a corresponding approximation to the $\Delta \mathbf{K}$ dependence of the form-factor. Earlier works, such as measurements using time-of-flight methods, have been analysed on the basis of a power law to approximate the form-factor

$$|f(\Delta \mathbf{K})|^2 = C \Delta \mathbf{K}^{-n}.$$  

Ellis et al. found the exponent to be, $n = 3$ in the case of Xe atoms on a Pt(111) surface. However, the value of $n$ will depend on the nature of the scattering object. For example, a value $n = 2$ at small values of $\Delta \mathbf{K}$, is predicted for scattering from a 1-D object such as a step.

In the present analysis, we treat $n$ as a free parameter and determine the value that best describes the $\Delta \mathbf{K}$ dependence of the measured intensity at large momentum transfers, where $B_{\text{coh}}(\Delta \mathbf{K}, t = 0)$ is approximately constant. Fig. 3(a) shows the measured quasi-elastic intensity, $b_{\text{coh}}(\Delta \mathbf{K}, t = 0)$, as blue data points together with the best-fit to the form-factor, $|f(\Delta \mathbf{K})|^2$ according to (15) [red curve]. A value of $n = 2.2 \pm 0.2$ describes the trend in the data for $0.44 < \Delta \mathbf{K} < 2 \text{ Å}^{-1}$. At smaller values of $\Delta \mathbf{K}$, the uncertainty in the

For the analysis leading to Fig. 2 we have taken the adsorbates to be point scatterers and the corresponding form-factor for scattering $f(\Delta \mathbf{K}) = 1$ in eqn (8). We now turn to the analysis of experiment and, in particular, the determination of the experimental form-factor.

### 4 Experimental measurements and the form-factor

There are significant differences between intensity correlation functions from experimental and from numerical simulation. In the experiment there are contributions from inelastic scattering, due to substrate phonons, and purely elastic scattering from static features on the surface contributes to the total intensity. In addition, the form-factor for scattering from the mobile species, $|f(\Delta \mathbf{K})|^2$, must be extracted from the $\Delta \mathbf{K}$ dependence of the scattered intensity.

Fig. 3 Panel (a) shows the measured quasi-elastic intensity, $b_{\text{coh}}(\Delta \mathbf{K}, t = 0)$ as blue data points with estimated statistical uncertainty. The red curve shows a fit to the intensity for $\Delta \mathbf{K} > 0.44 \text{ Å}^{-1}$, where the uncertainty in the exponent, $n$, is indicated by the shaded area. (b) Amplitude of the quasielastic lineshape $b_{\text{coh}}(\Delta \mathbf{K}, t = 0) = b_{\text{coh}}(0)/|f(\Delta \mathbf{K})|^2$ deduced from the data in panel (a) as red data points. The estimates of uncertainty are constructed from the respective uncertainties in the measurements and in $n$, treated as statistical variables. The red line in (b) is provided as a guide to the eye.
\[ \Delta K \] the intensity deviates markedly from \( \Delta K = 0 \) and we attribute the effect to the expected decrease in quasi-elastic intensity noted in Fig. 2(c), above.

Fig. 3(b) shows the amplitude of the quasi-elastic lineshape, \( b_{coh}(\Delta K, t = 0) = b_{coh}(\Delta K, t = 0)/|f(\Delta K)|^2 \), derived from the data in panel (a). The result shows the same features as observed in the trajectory simulations (Fig. 2(c), above) namely, a reduction in quasi-elastic intensity as \( \Delta K \to 0 \), followed by a maximum corresponding to diffraction from quasi-static structures. The fact that these features emerge strongly from such a simple model for the form-factor (eqn (15)) suggests that the procedure is robust.

Fig. 4 shows the coherent and incoherent dephasing rates obtained from coherent scattering data. Blue points in panel (a) are coherent dephasing rates derived from the time-dependence of the experimental data while the red points in lower panel (b) show incoherent rates deduced using eqn (8) and the amplitude of the quasi-elastic lineshape, \( b_{coh}(\Delta K, t = 0) \), shown in Fig. 3(b). The differences between the red and blue data are as expected. In particular, the shape of the incoherent data (red points) is clearly quadratic at small values of \( \Delta K \) indicating diffusive behaviour in the absence of correlated motion, as would be expected for hopping according to eqn (7).

5 Conclusions

The results presented above show that it is possible to remove the influence of inter-adsorbate correlations leading to data equivalent to an incoherent scattering experiment. The data can then be analysed using simple models to give an approximation to the energy landscape before including inter-adsorbate interactions in a more complete analysis.

Our simulations use a molecular-dynamics approach, which includes both inter-cell and intra-cell motion. However, the analysis would be identical for a simulation using Monte-Carlo methods where the trajectories for each adsorbate are generated by random hops on a specified lattice. The resulting lineshape (eqn (6)) is simpler to analyse, since intra-cell motion is absent, but the results should be the same, as long as the Monte-Carlo algorithm generates the correct statistical occupancy of sites.

The form-factor in helium scattering is relatively little studied and it is a significant challenge, if eqn (8) is to be applied more widely in quasi-elastic scattering experiments with helium atoms. In the present case, variations in the scattered intensity can be attributed to the form-factor at large \( \Delta K \) and to a variation in the quasi-elastic contribution to the structure factor at low \( \Delta K \). Furthermore the form-factor is well described by a simple power law in dependence of \( \Delta K \). For systems having greater complexity in the dynamics, such as the motion of molecules, the analysis may be more difficult. Hence wider experimental studies of the scattering form-factor would provide a significant benefit to the analysis method that has been outlined here.

A further factor in the success of the present work may be a fortuitous choice of the adsorbate coverage in relation to the strength of the interactions and the surface temperature. The low coverage and the strong pairwise forces together ensure that the quasi-elastic contribution to the structure factor deviates from unity only at small values of \( \Delta K \lesssim 0.6 \text{ Å}^{-1} \) as in Fig. 2(c). Thus the effect of adsorbate interactions are evident in a region of \( \Delta K \)-space that is clearly different from the effects of the shorter range of forces from the substrate potential. The latter will be most evident at larger \( \Delta K \). Similarly, the temperature in the present work is low enough to allow strong correlations to emerge in the adsorbate dynamics, which in turn suggests large differences between coherent and incoherent scattering. At higher temperatures the differences between coherent and incoherent will be reduced as the thermal forces dominate the dynamics. It follows that, in the high-temperature limit, it would be difficult to distinguish between thermal forces and pairwise forces from the \( \Delta K \) dependence of the dephasing rates. In that regime a two-bath model for interactions would then be appropriate.

Although the derivation of eqn (8) assumed weak forces, which suggests the results should be approximate for the strongly correlated dynamics of sodium diffusing on copper, it is nevertheless remarkably successful. Our results use stronger interactions, applied in a dynamical range with more highly correlated motion than earlier work and they support the suggestion that the method (eqn (8)) has a wider application than is implied by the approximation used in its derivation.
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