ABSTRACT. As the COVID-19 outbreak spread worldwide, multidisciplinary researches on COVID-19 are vastly developed, not merely focusing on the medical sciences like epidemiology and virology. One of the studies that have developed is to understand the spread of the disease. This study aims to assess the contribution of crowdsourcing-based data from social media in understanding locations and the distribution patterns of COVID-19 in Indonesia. In this study, Twitter was used as the main source to retrieve location-based active cases of COVID-19 in Indonesia. We used Netlytic (www.netlytic.org) and Phyton’s script namely GetOldTweets3 to retrieve the relevant online content about COVID-19 cases including audiences’ information such as username, time of publication, and locations from January 2020 to August 2020 when COVID-19 active cases significantly increased in Indonesia. Subsequently, the accuracy of resulted data and visualization maps was assessed by comparing the results with the official data from the Ministry of Health of Indonesia. The results show that the number of active cases and locations are only promising during the early period of the disease spread on March – April 2020, while in the subsequent periods from April to August 2020, the error was continuously exaggerated. Although the accuracy of crowdsourcing data remains a challenge, we argue that crowdsourcing platforms can be a potential data source for an early assessment of the disease spread especially for countries lacking the capital and technical knowledge to build a systematic data structure to monitor the disease spread.
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INTRODUCTION

A coronavirus disease-19 (COVID-19) caused by a novel coronavirus has been considered the most crucial global health calamity of the century. It was started appeared in China by the end of 2019, and the first reported death from COVID-19 also in China in January 2020 (WHO 2020). The first case outside of China was found in Thailand on 13 January 2020 (Hui 2020). Ever since, the COVID-19 has become a global concern because of its high transmission rate that is from person-to-person via airborne respiratory droplets, direct contact with body fluids or secretions, or through contaminated objects (Xu et al. 2020). As results, on March 11th 2020 the World Health Organization (WHO) declared the COVID-19 outbreak as a global pandemic since it has affected all aspects of human life and has challenged health care systems worldwide (Arora et al. 2020).

With all global attentions are currently on the COVID-19, governments and the scientific community including health professionals are challenged in response to this pandemic e.g., to develop vaccines as well as curative medicines (Iyer et al. 2020). Furthermore, multidisciplinary researches on COVID-19 are then vastly developed not only focusing on the medical sciences like epidemiology and virology but also to the social behaviour issues since COVID-19 has affected much more far-reaching rather than just medical issues, like affecting social and economic of nations (Zhang and Shaw 2020).

One of the particular studies that have been demanded in COVID-19 measures are to understanding the spread of disease (Ponjavic et al. 2020). By understanding the transmission speed which the disease has spread throughout the world and visualizing the data with a clear presentation of the geographical area and time interval, it may help to clarify the extent and impact of the pandemic (Franch-Pardo et al. 2020). However, to develop such a system that integrates data structure analysis and modelling to geocoding and mapping of active cases and visualizing infection spread over time may require a large investment for hardware and software as well as man-hours that is a challenge for low- and middle-income countries like Indonesia.

In order to tackle this limitation, crowdsourcing may offer huge potential to contribute to the modelling and visualizing the spread of coronavirus. Crowdsourcing
basically is a process of outsourcing a business task or activity to a network of individuals (Paniagua & Korzynski 2017). Heike (2010) defined crowdsourcing is data acquisition by large and diverse groups of people, who in many cases are not trained surveyors and who do not have special computer knowledge, using web technology. During this COVID-19 pandemic, crowdsourcing and social media have played an unprecedented role which can help understand disease dynamics in space and time when testing is limited (Al-Omoush et al. 2020). This is because social media has been the preferred platforms to communicate, collaborate, and convey a sense of unity during the times of crisis e.g., during pandemic COVID-19 (Guj et al. 2017; Abdulhamid et al. 2020).

Social media platforms such as Facebook, Instagram, and Twitter have provided direct access to account users' preferences and attitudes, algorithms mediate, and facilitate content promotion (Kulshrestha et al. 2017). This has attracted the attention of researchers from various fields including cartography to analysing and synthesizing social media data. However, like no other platforms, Twitter provides a feature called «geo-location» that is open-access information regarding the user’s location when uploading information. According to Twitter (developer.twitter.com), there are three metadata sources for geo-referencing tweets that can be used for map visualization: 1) tweet location: tweets that are geo-tagged with an exact location (i.e. a single landmark with longitude and latitude coordinates) or twitter place (i.e. an area with four pairs of longitude and latitude coordinates that define a bounding box), 2) mentioned location: parsing the Tweet message for geospatial location, and 3) profile location: parsing the account-level location for locations of interest. These facilities have helped to carry out a spatial analysis as well as map visualization.

This study aims to review the implementation of crowdsourcing-based data from social media in understanding locations and the distribution patterns of COVID-19 in Indonesia. In this study, we used Twitter as crowd-sourced data to retrieve location-based active cases of COVID-19 in Indonesia. According to the latest report of statistica.com, Twitter users in Indonesia reach 13.2 Million is the seventh-largest Twitter user in the world. From these users, approximately around 80% are active users producing 5 billion tweets a year. By these large number of Twitter users in Indonesia, our hypothesis is that crowdsourcing-based data from Twitter may provide an early assessment of the disease spread in Indonesia.

MATERIALS AND METHODS

Data source

In this study, tweets contain information related to COVID-19 active cases in Indonesia were used and analysed. We used Netlytic (www.netlytic.org) to retrieve the relevant online content about COVID-19 cases including audiences’ information such as username, time of publication, and locations. Netlytic is a community-supported text and social networks analyser that can capture publicly available posts from social media sites, discover popular topics, find and explore emerging themes of discussions, analyse online communication networks using social network analysis, and map geo-coded social media data (www.netlytic.org). However, since the accessible data from netlytic.org is only limited to the maximum data acquisition up to the past 7 days, we used another method by using Phyton’s script namely GetOldTweets3 and pandas packages to retrieve older tweet data. We determined the range time period from January 2020 to August 2020 when COVID-19 active cases significantly increased.

In order to find related information needed, we searched queries including several keywords (some words are in Bahasa Indonesia, the national language) such as: covid, corona, pasien covid, odp, pdp, otg, virus, virus covid, physical distancing, social distancing, positif corona, psbb, new normal, pandemi, karantina, quarantine, stay at home, bantuan covid, and vaksin covid which were all posted in Indonesia. It should be noted that all data collected were publicly available and obtained legally.

Data Analysis

All tweets retrieved by data-crawling using Netlytic and Phyton script was then filtered according to the required criteria such as containing chosen keywords with information of active cases of COVID-19, geo-referenced tweets, and tweeted between January 2020 and August 2020. Subsequently, selected data is transformed into a shapefile format that can be visualized in Geographic Information System (GIS) environment. In this study, we used Quantum GIS (QGIS) to carry out map editing and map visualization of the geo-referenced tweets. QGIS is a cross-platform desktop (open source) software on geographic information systems (GIS) that has been widely used worldwide to analyse spatial data (Jaya & Fajar 2019; Ahmad & Kim 2020).

The resulted data and maps were then compared with the official data from the Ministry of Health of Indonesia in order to validate the results. We used a commonly used t-test to determine whether the results from crowdsourcing data are equal with the official data. The null hypothesis is that the two means are equal, and the alternative is that they are not. In addition, we also visually observed the resulted scatter-plot graph by comparing it relative with the x = y line as well as the resulted map visualizations.

RESULTS

Data and Map visualizations

By using Netlytic and Phyton, we were able to retrieve the suspected COVID-19 active cases within thirty-four provinces in Indonesia. However, both methods worked in different time periods, which Netlytic only covered in the period from July to August 2020, while Phyton was able to cover old tweet data from January 2020 to August 2020. In total, from the Netlytic in the period July – August 2020, we discovered 89 active cases in Indonesia spread over nine provinces (see Figure 1), where Jawa Barat (West Java) province has the largest cases with 35 active cases, followed by Jawa Tengah (Central Java) and Jawa Timur (East Java) provinces. However, it should be noted that these were based on tweeted spots which in each spot often contained more than one active cases.

Different from Netlytic, by using Phyton script to crawl the old tweets, we were able to retrieve monthly information from January 2020 to August 2020. The results show that the top six provinces having the most tweets contain information about the COVID-19 active cases were all on the Java Island. DKI Jakarta, Indonesia’s capitol, has consistently been the
largest COVID-19 active cases in Indonesia which reach the peak reported cases on March 2020, and slowly decreased in the subsequent months. The following provinces having the largest informed COVID-19 active cases after DKI Jakarta from January 2020 to August 2020 were Banten, Jawa Barat, D.I. Yogyakarta, Jawa Timur, and Jawa Tengah (see Figure 2). Figure 3 shows the map visualization from the tweets contains information on COVID-19 active cases in Indonesia from January to August 2020 where most of the tweeted active cases were located in Java Island. Some provinces outside Java Island i.e. Sumatra Barat (West Sumatra), Papua, Kalimantan Timur (East Kalimantan), and Riau were also reported having quite high number of COVID-19 active cases but only by less than 200 tweets of cases.

![Fig. 1. Map visualization of the tweets contains information on COVID-19 active cases in Indonesia from July to August 2020 based on Netlytic](image)

![Fig. 2. Number of tweets contain information of COVID-19 active cases in the top six provinces in Indonesia](image)

![Fig. 3. Map visualization of the tweets contains information on COVID-19 active cases Indonesia from January to August 2020 based on data crawling using Phyton](image)
Accuracy of results

We carried out the accuracy analysis by performing t-test statistic to the two sets data from crowdsource-based data (i.e. Twitter) and official data from the Ministry of Health of Indonesia. For this study, the comparisons were applied for three different periods: March – April, May – June, and July – August. The results show that in the period of March – April, the null hypothesis was accepted with the p-value was 0.736295, greater than 0.05, the applied statistic significant level. While for the subsequent period, May – June and July – August, the alternative hypothesis was accepted with the p-values for both periods were 0.004341 (p < 0.01) and 0.000982 (p < 0.001). These statistical test results show that the crowdsourcing data was relatively accurate to predict the COVID-19 active cases only for the period of March – April, while the accuracy was getting worst for the subsequent periods. By visual inspections of the scatter-plot graphs, it was observable that during the period March – April, the resulted scatter-plot was relatively closer to the x = y line (see Figure 4a). However, during the May – June period, the resulted scatter-plot was below the x = y line indicating an under-estimation from the crowdsourcing data compared to the official data (see Figure 4b). This bias due to under-estimation was exaggerated in the period of July – August (see Figure 4c).

Similar results were shown by comparing the visualization maps of COVID-19 active cases between the crowdsourcing-based data and the official data as seen in Figure 5. It was observable that in the period of March – April 2020, crowdsourcing data has comparable results with the official data, where the Java Island was the epicentre of the spread disease. However, in the subsequent periods, the crowdsourcing data were not able to match the official data due to under-estimation results. As seen in Figure 5c and 5d, while the results of crowdsourcing data visually pointed Java Island as the most findings COVID-19 active cases, the government data showed that the active cases of COVID-19 have been spread in all over Indonesia (i.e., 27 provinces out of 34 provinces) with a range of 101 – 10,000 cases/province. In the subsequent period, the differences become larger as seen in Figure 5e and 5f, which the crowdsourcing data only resulted in 7 provinces in Indonesia that have 101 – 10,000 cases/province. This is far below the government data which found 33 provinces out of 34 provinces have COVID-19 active cases more than 100 cases/province.

DISCUSSION

Research on social media and its unique communities have now been often studied (Marwick & Boyd 2011; Gaffney & Puschmann 2013). Carley et al. (2015) argue that following patterns on social media e.g. Twitter, Facebook, Instagram can help in making accurate predictions about future trends. Through social media, public involvement in the scientific processes is now openly available; not just in the data collection process, but also in the planning and data visualization (Lamoureux & Fast 2019). However, it should be noted that information spread through social media has been often inaccurate (Thomson et al. 2012), outdated, and contain irrelevant information (Acar & Muraki 2011). For this reason, it is necessary to explore to what extent the crowdsourcing data from social media can be used to provide reliable information.

In this research, we used Twitter as the main source of information to visualize potential hotspots for COVID-19 active cases in Indonesia. We found a promising result of crowdsourcing data visualisation only during the early period of COVID-19 transmission, when it was going viral on the social media of Twitter. In the subsequent periods, a
significant decrease in the accuracy was observable when it was compared to the government data. This phenomenon apparently can be explained by a social media behaviour which during a meaningful event like COVID-19 initial spread, social excitement has influenced social media user in content creation and sharing (Wakefield & Wakefield 2016). However, once the meaningful event was over, in this study the COVID-19 initial cases, the only social excitement was not sufficient to motivate content creation and sharing activities in social media resulting inaccuracies of crowdsourcing data.

Despite revealing the challenge on its accuracy, the crowdsourcing platform used and discussed in this research can be a potential source for those lacking the capital and technical knowledge to build a systematic data structure for data collection, management, and visualization platforms of the COVID-19 spread. Our findings are similar to the results of Larson (2018) and Chakraborty et al. (2020), among others that during the pandemic, crowdsourcing data can support monitoring of social distancing, contact tracing, as well as the disease spread. However, as found in our research that the accuracy of crowdsourcing data has remained questionable. This is similar to the finding of Moturu & Liu (2010) who argue that only a fair portion of social media information is useful and has proven to be a great source of knowledge, which most of the information shared should be taken carefully. One of the reasons is that much of the information shared through social media has been contributed by strangers with little or no apparent reputation to share information. For this reason, Chung et al. (2012) emphasized the importance of the source of information that transmits the news. Our results showed that crowdsourcing data make citizen science-based project more attractive and accessible to everyone. Indeed, the accuracy and information credibility remain the main issues of working with the crowdsourcing data requiring more study focusing on the information credibility and crowdsourcing data verifications.

CONCLUSIONS

In this study, we were able to visualize the distribution patterns of COVID-19 active cases in Indonesia by using crowdsourcing-based data from social media Twitter. However, based on the accuracy-test using independent t-test and visual inspection to the resulted scatter plots against the official data, it was found that the prediction is only promising during the early period of the disease spread on March – April, 2020, where most of people (i.e. netizen) tweeted about COVID-19 active cases. In the subsequent periods from April to August 2020, the prediction error was exaggerated from time to time. Although it has challenges on the data accuracy, we argue that crowdsourcing platform can be a potential data source for an early assessment of the disease spread especially for those (e.g. countries) lacking the capital and technical knowledge to build a systematic data structure.

![Fig. 5. Maps of COVID-19 active cases in Indonesia from March 2020 to April 2020 according to Crowdsourcing (a) and Government data (b), from May 2020 to June 2020 according to Crowdsourcing (c) and Government data (d), and from July 2020 to August 2020 according to Crowdsourcing (e) and Government data (f)]](image-url)
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