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Abstract—This paper introduces a new method for discretizing and solving integral equation formulations of Maxwell’s equations which achieves spectral accuracy for smooth surfaces. The approach is based on a hybrid Nyström-collocation method using Chebyshev polynomials to expand the unknown current densities over curvilinear quadrilateral surface patches. As an example, the proposed strategy is applied to the Magnetic Field Integral Equation (MFIE) and the N-Müller formulation for scattering from metallic and dielectric objects, respectively. The convergence is studied for several different geometries, including spheres, cubes, and complex NURBS geometries imported from CAD software, and the results are compared against a commercial Method-of-Moments solver using RWG basis functions.
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I. INTRODUCTION

DUE to the lack of analytical solutions for anything but the simplest problems [1], efficient and accurate numerical methods for solving Maxwell’s equations are crucial for a plethora of engineering applications today, including antennas, microwave devices, and nanophotonic structures. A recent resurgence in inverse design approaches [2], which involve the automated design of novel electromagnetic structures given a set of desired performance metrics and design constraints, requires accurate field and gradient information at each iteration, highlighting the need for fast Maxwell solvers. Although finite difference [3] and finite element methods [4] are popular approaches due to their relative ease of implementation, they suffer from several major drawbacks: poor convergence due to finite difference approximations or low-order basis functions, significant numerical dispersion due to relying on local discrete differentiation, and they are often impractical for large problems due to their volumetric nature. On the other hand, boundary equation (BIE) formulations have been shown to be highly effective in situations containing scatterers with small surface area to volume ratios due to only solving for unknowns on surfaces rather than volumes. Recently, BIEs have been successfully applied towards the modeling and optimization of nanophotonic devices in two dimensions, showing significant improvements in speed and accuracy over finite difference based methods [5].

The majority of present day implementations of BIE methods rely on discretization of objects via triangular discretizations. In the pioneering work by Rao, Wilton and Glisson [6], the RWG set of basis functions were introduced in order to solve the Electric Field Integral Equation (EFIE) in conjunction with the Method of Moments (MoM) for flat triangular discretizations. Some of the limitations of RWG functions include that they are only first order and cannot accurately approximate complex surface current distributions without very fine meshing, which often leads to poor convergence and conditioning of the discretized system. Several efforts have been made to improve performance, including the use of alternative basis functions for testing or expansion [7], and of higher order basis functions [8]–[12]. In particular, [8] extends the RWG basis to curvilinear triangular patches, [9] presents a p-adaptive scheme for high-order edge basis functions that guarantee continuity of the normal component of the surface currents across elements, and [10] introduced vector basis functions for divergence-conforming and curl-conforming mixed-order Nédélec spaces [13]. Additionally, other MoM approaches that can handle defective meshes have been proposed, including the high-order grid-robust method from [14] and the mesh-free scheme from [15].

Other high-order approaches based on Galerkin [16]–[19] and Nyström methods have also been proposed—for example, in [20] the singularities in the integral operators are handled by local corrections in the discretization of the kernels. In [21]–[23], an alternative approach was introduced, which achieves high-order accuracy by utilizing a Nyström method and discretizing the integrals on the basis of local coordinate charts together with fixed and floating partitions of unity. While effective, the approach of [23] relies on solving for unknowns as well as significantly complicate the generation of surface meshes. Recently, [24] demonstrated a new high-order solution strategy for acoustic scattering problems based on non-overlapping parametric curvilinear patches. The method presented in [24], [25] discretizes the unknown on each patch on a Chebyshev grid, approximating the unknown surface densities using Chebyshev polynomials. A spectrally accurate Fejér quadrature rule is used for evaluating far interactions, and a Cartesian change of variables is used to cancel the singularity of the integrals associated with local and near interactions (similar in nature to the annihilation procedure described in [12]), leading to high-order accuracy in the numerical evaluation of both the singular and near-singular integrals.

In this work, we extend the methods presented in [24], [25] from the scalar Helmholtz equation to the numerical solution of the fully-vectorial Maxwell case, demonstrating that the same integration strategies for non-adjacent, singular, and near-singular interactions work well in the electromagnetic
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case. In order to demonstrate the generality of the approach, we consider scattering from both Perfect Electrical Conductor (PEC) and dielectric objects. We focus on the solution of the MFIE formulation [26] for metallic objects and the N-Müller formulation [27] for dielectric objects due to their superior conditioning properties, although we remark that all of the methods presented in this work can readily be extended to the Electric and Combined Field Integral Equations (EFIE/CFIE) and other integral equation formulations designed for dielectric objects, such as the Poggio-Chang-Miller-Harrington-Wu-Tsai (PCMHWT) formulation [28].

This paper is organized as follows. In Section II, we briefly review the MFIE and the N-Müller formulations. In Section III, we review the proposed high-order-accurate Chebyshev-based Boundary Integral Equation (CBIE) approach [24], [25] and extend it to the vectorial case necessary for discretizing the integral formulations. Finally, numerical results are presented in Section IV which evaluate the performance of the CBIE method by comparing the numerical solutions of plane wave scattering from a PEC/dielectric sphere against analytical Mie-series solutions, as well as solving a PEC/dielectric cube for which no closed-form solutions exist. The accuracy is also compared against a commercial RWG-based MoM solver. Finally, we present results for scattering from two complex NURBS parametrized geometries generated by commercial CAD software.

II. INTEGRAL EQUATION FORMULATIONS
A. Magnetic Field Integral Equation Formulation for Closed Metallic Scatterers

We consider the problem of computing the scattered electric and magnetic fields \( (\mathbf{E}^{\text{scat}}, \mathbf{H}^{\text{scat}}) \) that result due to an incident field excitation \( (\mathbf{E}^{\text{inc}}, \mathbf{H}^{\text{inc}}) \) impinging on the surface \( \Gamma \) of a closed perfect metallic object \( D \) as illustrated in Fig. 1(a). Based on the Stratton-Chu formulas [29], Electric and Magnetic Field Integral Equations (EFIE/MFIE) can be derived which express the scattered electric and magnetic fields in terms of the physical current \( \mathbf{J} = \hat{\mathbf{n}} \times \mathbf{H} \) on the surface of a perfect metallic conducting object [30]. Although either the EFIE, the MFIE, or a linear combination of the two can be used to solve for the scattered fields due to an incident excitation, only the MFIE is considered in this work due to its good conditioning properties as a result of the nature of Fredholm integral equations of the second kind [29]. The classical MFIE can be expressed as

\[
\frac{\mathbf{J}}{2} + \mathcal{K} \mathbf{J} = \hat{\mathbf{n}} \times \mathbf{H}^{\text{inc}},
\]

where \( \mathcal{K} \) is the operator:

\[
\mathcal{K}[\mathbf{a}](\mathbf{r}) = \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} \mathbf{a}(\mathbf{r}') \times \nabla G(\mathbf{r} - \mathbf{r}') d\sigma(\mathbf{r}') .
\]

Note that \( \nabla \) denotes the gradient with respect to the coordinates of observation points \( \mathbf{r} \), \( G \) corresponds to the free space scalar Green’s function of the Helmholtz equation: \( G(\mathbf{r} - \mathbf{r}') = \exp(-ik|\mathbf{r} - \mathbf{r}'|)/(4\pi |\mathbf{r} - \mathbf{r}'|) \) with wavenumber \( k = 2\pi/\lambda \), and \( \hat{\mathbf{n}} \) denotes the outwardly pointing surface normal.

B. N-Müller Formulation for Dielectric Scatterers

The second scenario that we consider is scattering from a penetrable dielectric object \( D \) with a permittivity \( \varepsilon_d \) and a permeability \( \mu_d \) embedded in a homogeneous background medium characterized by permittivity \( \varepsilon_e \) and permeability \( \mu_e \) in the presence of an incident field excitation \( (\mathbf{E}^{\text{inc}}, \mathbf{H}^{\text{inc}}) \). As shown in Fig. 1(b), since the object is now penetrable, the incident fields lead to scattered fields outside the object, \( (\mathbf{E}^{\text{scat}}, \mathbf{H}^{\text{scat}}) \), as well as transmitted fields inside, \( (\mathbf{E}^t, \mathbf{H}^t) \). Equivalent electric and magnetic current densities can then be defined based on the boundary tangential magnetic and electric fields, respectively, across the dielectric interface as: \( \mathbf{J} = \hat{\mathbf{n}} \times (\mathbf{H}^{\text{inc}} + \mathbf{H}^{\text{scat}}) = \hat{\mathbf{n}} \times \mathbf{H}^t \) and \( \mathbf{M} = (\mathbf{E}^{\text{inc}} + \mathbf{E}^{\text{scat}}) \times \hat{\mathbf{n}} = \mathbf{E}^t \times \hat{\mathbf{n}} \) on the surface \( \Gamma \) of \( D \). By invoking the Stratton-Chu formula for the electric and magnetic fields outside of the object and crossing with the normal vector \( \hat{\mathbf{n}} \), we obtain:

\[
\frac{\mathbf{M}}{2} + K_e \mathbf{M} - \eta_e T_e \mathbf{J} = -\hat{\mathbf{n}} \times \mathbf{E}^{\text{inc}},
\]

\[
\frac{\mathbf{J}}{2} + K_e \mathbf{J} + \frac{1}{\eta_e} T_e \mathbf{M} = \hat{\mathbf{n}} \times \mathbf{H}^{\text{inc}},
\]

where the \( K_e \) and \( T_e \) operators are defined as:

\[
K_e[a](\mathbf{r}) = \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} a(\mathbf{r}') \times \nabla G_e(\mathbf{r} - \mathbf{r}') d\sigma(\mathbf{r}'),
\]

\[
T_e[a](\mathbf{r}) = T_e^r[a](\mathbf{r}) + T_e^h[a](\mathbf{r}),
\]

\[
T_e^s[a](\mathbf{r}) = jk_e \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} a(\mathbf{r}') G_e(\mathbf{r} - \mathbf{r}') d\sigma(\mathbf{r}'),
\]

\[
T_e^h[a](\mathbf{r}) = \frac{j}{k_e} \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} \nabla G_e(\mathbf{r} - \mathbf{r}') \nabla_s \cdot a(\mathbf{r}') d\sigma(\mathbf{r}'),
\]
medium with corresponding wavenumber \( k_d = 2\pi/\lambda_d \) and impedance \( \eta_d = \sqrt{\mu_d/\epsilon_d} \).

Equations (3), (4), (9), and (10) give four equations for two unknowns \((\mathbf{J}, \mathbf{M})\). They can be linearly combined as follows to reduce the system to two independent equations:

\[
\begin{aligned}
\alpha_1(3) + \alpha_2(9), \\
\beta_1(4) + \beta_2(10).
\end{aligned}
\]

Choosing \( \alpha_1 = \epsilon_c, \alpha_2 = \epsilon_d, \beta_1 = \mu_c, \beta_2 = \mu_d \) results in the classical N-Müller formulation, which completely cancels the singular terms arising from the gradient of the Green’s function in the \( T^h \) and \( T^h_d \) operators [31]. The combined system in matrix form is thus:

\[
\begin{bmatrix}
\epsilon_c \mathcal{K}_c - \epsilon_d \mathcal{K}_d + \frac{\epsilon_d + \epsilon_d}{2} \mathcal{I} \\
\mu_c \mathcal{K}_c - \mu_d \mathcal{K}_d + \frac{\mu_d + \mu_d}{2} \mathcal{I}
\end{bmatrix}
\begin{bmatrix}
\mathcal{M}^s \\
\mathcal{M}^h
\end{bmatrix}
\begin{bmatrix}
\mathbf{J} \\
\mathbf{M}
\end{bmatrix}
= 
\begin{bmatrix}
-\epsilon_c \hat{\mathbf{n}} \times \mathbf{E}^{\text{inc}} \\
\mu_c \hat{\mathbf{n}} \times \mathbf{H}^{\text{inc}}
\end{bmatrix},
\]

where \( \mathcal{I} \) is the identity operator, and \( \mathcal{M}^s \) and \( \mathcal{M}^h \) are defined as

\[
\mathcal{M}^s [\mathbf{a}] (\mathbf{r}) = \left( (\mu_c \epsilon_c T^s_c - \sqrt{\mu_d \epsilon_d} T^s_d) \right) \mathbf{a}(\mathbf{r})
= \frac{j}{\omega} \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} \mathbf{a}(\mathbf{r'}) (k_c^2 G_c - k_d^2 G_d) d\sigma(\mathbf{r'}),
\]

\[
\mathcal{M}^h [\mathbf{a}] (\mathbf{r}) = \left( (\mu_c \epsilon_c T^h_c - \sqrt{\mu_d \epsilon_d} T^h_d) \right) \mathbf{a}(\mathbf{r})
= \frac{j}{\omega} \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} (\nabla G_c - \nabla G_d) \nabla_s' \mathbf{a}(\mathbf{r'}) d\sigma(\mathbf{r'}).
\]

The difference of the hypersingular operators \( T^h \), \( \mathcal{M}^s \) cancels out the highest order singularity, so that \( \mathcal{M}^s + \mathcal{M}^h \) is only weakly-singular.

III. CHEBYSHEV-BASED BOUNDARY INTEGRAL EQUATION APPROACH

A. Representation of Geometries and Densities

In order to solve (1) or (12), the surface \( \Gamma \) is first divided into a number \((M)\) of non-overlapping curvilinear quadrilateral patches \( \Gamma_p, p = 1, 2, \ldots, M \). For each of these patches, a \( UV \) mapping is used to map from the square \([-1, 1] \times [-1, 1] \) in \( UV \) space to the corresponding parameterized surface in Cartesian coordinates as illustrated in Fig. 2. Defining the position vector on \( \Gamma_p \) as \( \mathbf{r} = \mathbf{r}^p(u,v) = (x^p(u,v), y^p(u,v), z^p(u,v)) \), we can define the tangential covariant basis vectors and surface normal on \( \Gamma_p \) as

\[
\mathbf{a}_u^p = \frac{\partial \mathbf{r}^p(u,v)}{\partial u}, \quad \mathbf{a}_v^p = \frac{\partial \mathbf{r}^p(u,v)}{\partial v}, \quad \hat{\mathbf{n}}^p = \frac{\mathbf{a}_u^p \times \mathbf{a}_v^p}{|\mathbf{a}_u^p \times \mathbf{a}_v^p|^2}.
\]

Thus, the vector triplet \((\mathbf{a}_u^p, \mathbf{a}_v^p, \hat{\mathbf{n}}^p)\) forms a local conformal reference frame at each point on \( \Gamma_p \). The metric tensor is defined as

\[
\mathbf{G}^p = \begin{bmatrix}
g_{uu}^p & g_{uv}^p \\
g_{vu}^p & g_{vv}^p
\end{bmatrix},
\]

where \( g_{ij}^p = \mathbf{a}_i^p \cdot \mathbf{a}_j^p \) and thus we have a surface element Jacobian \( ds = \sqrt{G_p} dudv \) on \( \Gamma_p \) where \( |\mathbf{G}^p| \) is the determinant of \( \mathbf{G}^p \). We can now represent the surface current densities on \( \Gamma_p \) as

\[
\mathbf{J}^p(u,v) = \frac{J^{p,u}(u,v) \mathbf{a}_u^p(u,v) + J^{p,v}(u,v) \mathbf{a}_v^p(u,v)}{\sqrt{|G^p(u,v)|}},
\]

\[
\mathbf{M}^p(u,v) = \frac{M^{p,u}(u,v) \mathbf{a}_u^p(u,v) + M^{p,v}(u,v) \mathbf{a}_v^p(u,v)}{\sqrt{|G^p(u,v)|}},
\]

for \( p = 1, \ldots, M \), where \( \mathbf{J}^p(u,v) = \mathbf{J}(\mathbf{r}^p(u,v)) \), \( \mathbf{M}^p(u,v) = \mathbf{M}(\mathbf{r}^p(u,v)) \), \( J^{p,u} \) (resp. \( M^{p,u} \)) and \( J^{p,v} \) (resp. \( M^{p,v} \)) are scalar functions representing the contravariant components of the surface current density \( \mathbf{J} \) (resp. \( \mathbf{M} \)) on the \( p \)th patch normalized by the metric tensor, \( \sqrt{|G^p|} \). The densities are normalized by the surface element Jacobian in order to simplify the numerical computation of their divergence (see [29, sec. 6.2.5]). Due to their desirable spectral convergence properties for approximating smooth functions, we utilize Chebyshev polynomials to discretize the surface current densities:

\[
J^{p,\alpha}(u,v) = \sum_{m=0}^{N_p-1} \sum_{n=0}^{N_p-1} \gamma_{n,m}^{\alpha,u} T_n(u) T_m(v), \quad \text{for } \alpha = u, v
\]

\[
M^{p,\alpha}(u,v) = \sum_{m=0}^{N_p-1} \sum_{n=0}^{N_p-1} \zeta_{n,m}^{\alpha,u} T_n(u) T_m(v), \quad \text{for } \alpha = u, v
\]

where the Chebyshev coefficients \( \gamma_{n,m}^{\alpha,u} \) and \( \zeta_{n,m}^{\alpha,u} \) can be computed from the values of the densities on Chebyshev nodes,

\[
\gamma_{n,m}^{\alpha,u} = \frac{\alpha_n \alpha_m}{N_u N_v} \sum_{k=0}^{N_u-1} \sum_{l=0}^{N_v-1} J^{p,\alpha}(u_k, v_l) T_n(u_k) T_m(v_l),
\]

\[
\zeta_{n,m}^{\alpha,u} = \frac{\alpha_n \alpha_m}{N_u N_v} \sum_{k=0}^{N_u-1} \sum_{l=0}^{N_v-1} M^{p,\alpha}(u_k, v_l) T_n(u_k) T_m(v_l),
\]

based on the discrete orthogonality property of Chebyshev polynomials [32], with \( \alpha_n = 1 \) for \( n = 0 \) and \( \alpha_n = 2 \) otherwise. Therefore, only the unknowns at the Chebyshev nodes (37) are required to represent the continuous scalar densities \( J^{p,\alpha} \) and \( M^{p,\alpha} \) over the whole patch \( \Gamma_p \), where \( \alpha \) can be either \( u \) or \( v \).

In our specific implementation, these unknowns are ordered in vector form as:

\[
\mathbf{J}^p = \begin{bmatrix}
J^{p,u}(u_0, v_0), \ldots, J^{p,u}(u_{N_u^p-1}, v_{N_u^p-1}) \\
J^{p,v}(u_0, v_0), \ldots, J^{p,v}(u_{N_v^p-1}, v_{N_v^p-1})
\end{bmatrix}^T
\]

and a similar expression holds for \( \mathbf{M}^p \).
B. Discretization of Operators

We now turn our attention towards discretization of the $K/K_e/K_d$, $MT^s$ and $MT^h$ operators. We will begin by discretizing the $K$ operator first. Clearly, any integral over $\Gamma$ can be split into the sum of integrals over each of the $M$ patches,

$$K[J](r) = \sum_{p=1}^{M} K[J^p](r),$$

(24)

$$K[J^p](r) = \hat{n}(r) \times \int_{\Gamma^p} J^p(r') \times \nabla G(r - r') d\sigma(r').$$

(25)

which is weakly singular since $\hat{n}(r) \cdot a^p_{u,v}$ approaches 0 as $r^p(u,v) \rightarrow r$. Substituting (26) into (1), we must obtain $2 \sum_{p=1}^{M} N^p_u N^p_v$ linearly independent system in order to obtain a uniquely solvable system for approximating $J$ on $\Gamma$. This is achieved by using a collocation method and testing (1) at same points as the unknowns.

To obtain the contravariant components of the vector equations (1) and (12), we dot each vector equation with the normalized contravariant basis vectors $\sqrt{G_p} a^{p,u}$ and $\sqrt{G_p} a^{p,v}$ where the contravariant basis vectors $a^{p,u}$ and $a^{p,v}$ are defined via the orthogonality relation

$$a^{p,u} \cdot a^{p,v} = \begin{cases} 1 & a = b \cr 0 & a \neq b. \end{cases}$$

(27)

We can now define the linear system:

$$\begin{bmatrix} \frac{\ell}{2} + K^{11} & \ldots & K^{1M} \\ \vdots & \ddots & \vdots \\ K^{M1} & \ldots & \frac{\ell}{2} + K^{MM} \end{bmatrix} \begin{bmatrix} J^1 \\ \vdots \\ J^M \end{bmatrix} = \begin{bmatrix} \hat{H}^\text{inc}_n \end{bmatrix},$$

(28)

$$\hat{H}^\text{inc}_n = \begin{bmatrix} -a^p_u \cdot \hat{H}^\text{inc}(u,v) \\ -a^p_v \cdot \hat{H}^\text{inc}(u,v) \\ \ldots \end{bmatrix},$$

(29)

represents the incident magnetic field on the $p^{th}$ patch and $J^p, p = 1, 2, \ldots, M$ is given by (23).

The matrix block $K^{qp}$ represents contributions of the appropriately discretized $K$ operator from the densities of the patch $p$ to the target points on patch $q$ and consists of the individual sub-blocks:

$$K^{qp} = \begin{bmatrix} K^{qp}_{uu} & K^{qp}_{uv} \\ K^{qp}_{vu} & K^{qp}_{vv} \end{bmatrix}.$$  

(30)

For the operators used in the N-Müller formulation, the matrix blocks corresponding to the $K_e$ and $K_d$ operator can be obtained in exactly the same way as those for the $K$ operator by simply replacing the wavenumber $k$ in the Green’s function in (26) with $k_e$ and $k_d$ respectively. The integral of the $MT^s$ and $MT^h$ operators can also be split over each patch in a similar way as the $K$ operator:

$$MT^s[J](r) = \sum_{p=1}^{M} MT^s[J^p](r),$$

(31)

$$MT^s[J^p](r) = \frac{j}{\omega} \hat{n}(r) \times \int_{\Gamma_p} J^p(r') G^p_{\text{inc}}(r', r') d\sigma(r'),$$

(32)

$$MT^h[J](r) = \sum_{p=1}^{M} MT^h[J^p](r),$$

(33)

$$MT^h[J^p](r) = \frac{j}{\omega} \hat{n}(r) \times \int_{\Gamma_p} G_{\text{inc}}^{p}(r', r') \nabla \cdot J^p(r') d\sigma(r'),$$

(34)

where $G^p_{\text{inc}}(r, u, v) \equiv [k^2 G_e(r - r^p(u,v)) - k^2 G_d(r - r^p(u,v))]$ and $G_{\text{inc}}^{p}(r, u, v) \equiv [G_e(r - r^p(u,v)) - G_d(r - r^p(u,v))]$. The partial derivative of the densities can be readily computed by taking the derivative of the corresponding Chebyshev polynomials [33]. After the substitution of (32) and (34) into (12) with the expansion defined in (19) and (20), testing (12) at the same collocation points as the unknowns results in the linear system:

$$\begin{bmatrix} \epsilon_e K_e - \epsilon_d K_d + \frac{\omega \epsilon_e I}{2} & - \frac{\omega \epsilon_e I}{2} \\ - \omega \epsilon_e I & MT^s + MT^h \end{bmatrix} \begin{bmatrix} \mu_e K_e - \mu_d K_d + \frac{\omega \mu_e I}{2} \\ \mu_e K_e - \mu_d K_d + \frac{\omega \mu_e I}{2} \end{bmatrix} = \begin{bmatrix} \hat{M} \\ \hat{J} \end{bmatrix} \begin{bmatrix} \epsilon_e \hat{\epsilon}_e \hat{\mu}_e \hat{\mu}_e \end{bmatrix}.$$

(35)
The block in $\xi_{\text{inc}}$ corresponding to the incident electric field on the $p$th patch is:

$$
E_{\text{inc}}^p = [-a_0^p, E_{\text{p,inc}}^p(u_0, v_0), \ldots, -a_0^p, E_{\text{p,inc}}^p(u_{N_p}^p - 1, v_{N_p}^p - 1), a_0^p, E_{\text{p,inc}}^p(u_0, v_0), \ldots, a_0^p, E_{\text{p,inc}}^p(u_{N_p}^p - 1, v_{N_p}^p - 1)]^T.
$$

(36)

The counterpart $H_{\text{inc}}^p$ is defined in (29). The matrices $K_e, K_d, MT^s$, and $MT^h$ all have the same block structure arranged by patches as indicated in (28) and (30) for the matrix $K$. A suitable numerical integration strategy must now be chosen for evaluating the necessary operators to compute the above matrix sub-blocks. In the following two subsections, we will detail the approach for dealing with the non-adjacent interactions ($p \neq q$) and the singular and near-singular interactions arising either when $p = q$ or when $p \neq q$, but the target point on $q$ is located very near to the source patch $p$, which is based on the strategy put forth in [24].

C. Non-Adjacent Interactions

The integrals (26), (32) and (34) are smooth for target points far away from the source patch $p$. Since the current density $J/M$ is discretized on a Chebyshev grid on each patch, we can use Fejér’s first quadrature rule to numerically evaluate these integrals with high-order accuracy. The quadrature nodes and weights for an order $N$ open rule are given by:

$$
\begin{align*}
x_i &= \cos \left( \frac{\pi 2i + 1}{2N} \right), \quad i = 0, \ldots, N - 1, \\
w_i &= \frac{2}{N} \left( 1 - 2 \sum_{k=1}^{N/2} \frac{1}{4k^2 - 1} \cos \left( k\pi 2i + 1 \frac{N}{N} \right) \right),
\end{align*}
$$

(37)

(38)

and the discretized versions of (26), (32) and (34) become (with $a = \{u, v\}$ and $b = \{u, v\}$ to represent the $u$ and $v$ contravariant components):

$$
K_{ba}^{QP} [J^{p,a}] (u', v') = \sum_{k=0}^{N_p - 1} \sum_{l=0}^{N_p - 1} A_{ba}^{qp}(u', v', u_k, v_l) \sqrt{G^q(u', v')} |u_k v_k J^{p,a}(u_k, v_k),
$$

(39)

$$
MT_{ba}^{s,qp} [J^{p,a}] (u', v') = \sum_{k=0}^{N_p - 1} \sum_{l=0}^{N_p - 1} B_{ba}^{qp}(u', v', u_k, v_l) \sqrt{G^q(u', v')} |u_k w_k J^{p,a}(u_k, v_l),
$$

(40)

$$
MT_{ba}^{b,qp} [J^{p,a}] (u', v') = \sum_{k=0}^{N_p - 1} \sum_{l=0}^{N_p - 1} C_{ba}^{qp}(u', v', u_k, v_l) \sqrt{G^q(u', v')} |u_k w_k \frac{\partial J^{p,a}}{\partial u}(u_k, v_l),
$$

(41)

with

$$
\begin{align*}
A_{ba}^{qp}(u', v', u_k, v_l) &= a^{b,qp}(u', v') \cdot a^{p,qp}(u_k, v_l) \\
\frac{\partial G (r^q(u', v') - r^p(u_k, v_l))}{\partial u} &- \hat{n}^q(u', v') \cdot a^{p,qp}(u_k, v_l) \\
a^{b,qp}(u', v') \cdot \nabla G (r^q(u', v') - r^p(u_k, v_l)),
\end{align*}
$$

(42)

$$
B_{ba}^{qp}(u', v', u_k, v_l) = \frac{1}{\omega} a^{b,qp}(u', v') \cdot (\hat{n}^q(u', v') \times a^{p,qp}(u_k, v_l)) \\
\left[ k_e^2 G_e - k_d^2 G_d \right] (r^q(u', v') - r^p(u_k, v_l)),
$$

(43)

$$
C_{ba}^{qp}(u', v', u_k, v_l) = \frac{1}{\omega} a^{b,qp}(u', v') \cdot \nabla G (r^q(u', v') - r^p(u_k, v_l)),
$$

(44)

where $u_k$ and $v_k$ are the discretization points on the Chebyshev grid corresponding to the $x_i$ nodes: $u_i = x_i |l = 0, \ldots, N_p^1 - 1, \quad v_k = x_k |k = 0, \ldots, N_p^1 - 1$, and $w_l$ and $w_k$ are the quadrature weights in the $u$ and $v$ directions respectively.

D. Singular and Near-Singular Interactions

When the observation point $(u', v')$ is on the same patch as the source patch $p$, the integrals (26), (32) and (34) become singular. In order to accurately compute the resulting integrals with high-order accuracy we consider the following smoothing change of variables [34, Sec. 3.5], [24]

$$
u(s) = \xi_{u'}(s), \quad v(t) = \xi_{v'}(t), \quad \text{for } -1 \leq s, t \leq 1,
$$

(45)

where

$$
\xi_{u'}(\tau) = \left\{ \begin{array}{ll}
\alpha + \frac{\sin(\tau/2)}{\pi} w(\pi|\tau|), & \text{for } \alpha \neq \pm 1 \\
\alpha \mp \frac{1}{2|\pi|} u \left( \frac{\pi}{2|\pi|} \right), & \text{for } \alpha = \pm 1,
\end{array} \right.
$$

(46)

The derivatives of $w(\tau)$ vanish up to order $d - 1$ at the endpoints, and therefore $d - 1$ derivatives of $\xi_{u'}(\tau)$ also vanish at $\tau = 0$, corresponding to $\xi_{u'}(0) = \alpha$. Now, since $J^{p,a}(a = u, v)$ is expanded in terms of Chebyshev polynomials, which satisfy a discrete orthogonality property on the Chebyshev grid points, we can accurately precompute the action of the $K_{ba}^{qp}$, $MT_{ba}^{s,qp}$ and $MT_{ba}^{b,qp}$ operators on each Chebyshev polynomial individually:

$$
\begin{align*}
K_{ba}^{QP} [T_{mn}] (u', v') &= \sum_{k=0}^{N_p - 1} \sum_{l=0}^{N_p - 1} w_l v_k |u_l w_k J^{p,a}(u_k, v_l), \\
MT_{ba}^{s,qp} [T_{mn}] (u', v') &= \sum_{k=0}^{N_p - 1} \sum_{l=0}^{N_p - 1} \frac{\partial u}{\partial s}(s_l) \frac{\partial v}{\partial t}(t_k) T_{mn}(\xi_{u'}(s_l), \xi_{v'}(t_k)),
\end{align*}
$$

(47)

where $T_{mn}(u, v) = T_{n}(u) T_{m}(v)$, and where $\frac{\partial u}{\partial s} \to 0$ and $\frac{\partial v}{\partial t} \to 0$ as $\xi_{u'}(s) \to u'$ and $\xi_{v'}(t) \to v'$ respectively, canceling the singularity in $A$ up to a degree $d - 1$. Note that the expressions for $MT_{ba}^{s,qp}$ and $MT_{ba}^{b,qp}$ are the same but with $A$ replaced by $B$ and $C$ respectively. It is important that $N_{u,v}$ is chosen sufficiently large to accurately compute each of the precomputation integrals in (47) above. A numerical analysis of the resulting forward map accuracy vs. $N_{u,v}$ is done in Section IV. Finally, on the basis of these precomputations, the

\footnote{Actually, the integral (34) for $MT^h$ remains regular due to the Müller cancellation and does not require special consideration; however, for simplicity we treat it in the same way as the other operators in our implementation.}
action of each of these operators on any $J^p,a$ or $M^{p,a}$ can be readily computed using the Chebyshev expansion of the density, e.g.,

$$K_{ba}^{qp} [J^{p,a}] (u', v') = \sum_{m=0}^{N^p-1} \sum_{n=0}^{N^a-1} \beta_{m,n}^{p,a} K_{ba}^{qp} [T_{mn}] (u', v')$$

where $\beta_{m,n}^{p,a}$ are the Chebyshev expansion coefficients defined in (19). An analogous relation also holds true for the $MT^n$ and $MT^h$ operators. This precomputation approach is also used in order to accurately compute the $K_{ba}^{qp}$, $MT_{ba}^{r,qp}$ and $MT_{ba}^{h,qp}$ blocks corresponding to target points which are on different patches but which are still in close proximity to the source patch, making the integration near-singular. The only difference in this scenario arises in the selection of $\alpha$ in the change of variable expression (46). Instead of simply choosing the $(u', v')$ corresponding to the target point, since it is on a different patch, we search for:

$$\{u^*, v^*\} = \arg \min_{(u, v) \in [-1, 1]^2} |r^q(u', v') - r^p(u, v)|$$

for the change-of-variables as the point on the source patch nearest to the target patch, which can be readily found by an appropriate minimization algorithm. We adopted the golden section search algorithm in our specific implementation [33], with initial bounds given by the points on the grid of the source patch which minimize the distance, then using the golden section search to improve that initial guess. We found, just as in [24], that this approach is robust and does not incur significant computational expense since it is only performed while precomputing the action of the operators onto the Chebyshev polynomials from (47).

As in [24], the computational cost of the singular and near-singular integrals (for $N^p = N^p = N$ and $N^h = N^h = N$) is given by $O(MN^2(N^2 + N_{\text{close}}))$, where $N_{\text{close}}$ represents the number of points per patch that require near-singular integrations. This bound is obtained by performing the precomputations on (47) via partial summation [36, Sec. 10.2], and it differs only from the acoustic case by a constant factor given that multiple integrals of kernels against the Chebyshev polynomials need to be precomputed, while the acoustic case only involves one kernel. For an implementation that relies on an iterative linear algebra solver, where the matrices are not explicitly formed, the storage of the precomputations require $O(MN^2(N^2 + N_{\text{close}}))$ complex-valued numbers. Hence, in practice one must consider a balance between $M$, $N$ and $N_{\beta}$: a large value of $N$ will give a higher order expansion of the currents, but will incur in larger storage and precomputation times. On the other hand, increasing the number of patches $M$ while keeping $N$ constant results in only linear growth in the storage and precomputation times needed, at the cost of lower polynomial representations of the current densities.

### IV. Numerical Results

We first present the convergence of the forward map—namely, the action of the discretized integral operators on a given set of currents—for both the MFIE and N-Müller formulations with respect to the number of points per patch per dimension $N$ ($N_u = N_v = N$, corresponding to polynomial representations of the current densities of order $N - 1$, as can be seen from (19) and (20)) for varying levels of singular integration refinement $N_{\beta}$. Following this, several numerical examples involving scattering from PEC and dielectric spheres and cubes are presented and compared against a commercial RWG-based MoM solver to demonstrate the high accuracy that can be achieved using the proposed CBIE method. Finally, we present scattering and near-field density results from scattering by highly intricate 3D NURBS objects parametrized with commercial CAD software [37], which shows that the approach can be readily applied to simulate objects arising in realistic applications.

#### A. Forward Map Convergence

![Fig. 3. (a) Forward mapping error with respect to $N$ for various choices of $N_{\beta}$ on a PEC sphere ($D = 2A$) using the MFIE formulation. (b) Forward mapping error on a dielectric sphere ($D = 2\lambda_c$, $\epsilon_r = 1.0$, $\epsilon_d = 2.0$) using the N-Müller formulation.](image-url)

Fig. 3 plots the forward mapping error (i.e. the error in the action of the integral operators when applied to a fixed reference current density) on a $2\lambda_c$ diameter sphere geometry for both the PEC and dielectric cases versus $N$ for various different choices of $N_{\beta}$. In the dielectric case, the exterior $\epsilon_r = 1.0$ and the interior $\epsilon_d = 2.0$. The Mie series solution due to an incident plane wave is used as the reference solution [38]. As can be seen, depending on the desired accuracy, it is important to choose $N_{\beta}$ judiciously such that it does not limit the overall solution accuracy. Increasing $N_{\beta}$ does not increase the number of unknowns (controlled by $N$); however,
it can significantly increase the amount of time required to precompute the singular and near-singular interactions.

B. PEC Scattering: MFIE Formulation

In this section, we test the proposed approach for the MFIE formulation by computing scattered fields from three PEC objects: two spheres of diameters 1.2λ and 4λ and a cube with side length 1.2λ. All three objects are parameterized by using 6 patches, and each patch is discretized with the same number of points per patch per dimension \( N = N_\text{u} = N_\text{v} \). Thus the total number of unknowns per problem is \( Q = 2 \times 6 \times N^2 \).

The spheres are illuminated by the same plane wave source, \( \mathbf{E}^{\text{inc}} = \exp(-i k z) \hat{x} \). Since a closed-form solution does not exist for scattering from a cube, we use an electric dipole excitation, \( \mathbf{H}^{\text{exc}}(r) = - \nabla \times \{ G(r, r') \mathbf{p} \} \), placed at position \( r' = (0.06 \lambda, 0.06 \lambda, 0.06 \lambda) \) inside the cube with polarization \( \mathbf{p} = (1, 1, 1) \). This allows us to determine convergence of the numerical solution since the scattered electric field must cancel the incident field outside the cube, and thus: \( \mathbf{H}^{\text{scat}}(r) = \nabla \times \{ G(r, r') \mathbf{p} \} \) for points \( r \) outside of the cube. Note that in this case, the density solutions do not have a singularity at the cube edges, resulting in a similar convergence rate as in the case of the sphere. The results for the sphere cases are compared against the analytical Mie series solutions.

Fig. 4(a) shows the error in the surface density between the computed and analytical solution on the 4λ sphere for \( N = 26 \). As can be seen, the numerical solution differs from the exact solution by less than \( 5.7 \times 10^{-7} \) at every point on the sphere. Fig. 4(b) plots the computed surface current distribution on the cube resulting from the internal dipole source.

Fig. 5 plots the error of the CBIE method vs. the number of unknowns (\( Q \)) used to discretize each scatterer. As a comparison, the convergence of a commercial MoM RWG-based solver for the 4λ sphere case is also plotted. For reference, 1st and 12th order slopes are drawn in dashed lines. As can be seen, the MoM solver only approaches first order convergence, requires a much finer discretization than the proposed CBIE method, and even for a very high resolution mesh barely exceeds two digits of accuracy. In contrast, the CBIE method converges spectrally fast for all three examples, which makes it a significantly more accurate and efficient approach.

C. Dielectric Scattering: N-Müller Formulation

The scattered fields from two dielectric objects are computed to evaluate the performance of the CBIE method for the N-Müller formulation: a dielectric sphere of \( 2 \lambda_e \) diameter with permittivity \( \epsilon_d = 2 \epsilon_r \) and a dielectric cube of \( 2 \lambda_e \) side length with permittivity \( \epsilon_d = 2 \epsilon_r \), where the \( \lambda_e = 2 \pi / k_e \) is the wavelength corresponding the background exterior medium which is set to free-space for all problems considered here (\( \epsilon_e = \epsilon_0 \)). The magnetic permeability for both objects is also set to the vacuum permeability: \( \mu_d = \mu_e = \mu_0 \).

The scattered fields from two dielectric objects are computed to evaluate the performance of the CBIE method for the N-Müller formulation: a dielectric sphere of \( 2 \lambda_e \) diameter with permittivity \( \epsilon_d = 2 \epsilon_r \) and a dielectric cube of \( 2 \lambda_e \) side length with permittivity \( \epsilon_d = 2 \epsilon_r \), where the \( \lambda_e = 2 \pi / k_e \) is the wavelength corresponding the background exterior medium which is set to free-space for all problems considered here (\( \epsilon_e = \epsilon_0 \)). The magnetic permeability for both objects is also set to the vacuum permeability: \( \mu_d = \mu_e = \mu_0 \). The surfaces of the objects are discretized in the same manner as for the MFIE formulation, which results in \( Q = 2 \times 2 \times 6 \times N^2 \) unknowns. They are both illuminated by a plane wave excitation \( \mathbf{E}^{\text{inc}} = \exp(-i k z) \hat{x} \). The results are compared against the Mie series analytical solution for the dielectric sphere [38] and against a highly refined numerical solution for the dielectric cube since an analytical solution does not exist.

Fig. 6(a) shows the absolute value of the magnetic (M) current density distribution on the surface of the \( 2 \lambda_e \) sphere for \( N = 24 \) and Fig. 6(b) shows the error difference of the computed current density distribution with the Mie Series solution. Fig. 6(d) shows the patch configuration for a “defective” mesh, i.e. one or more patch edges are only partially shared by another quadrilateral patch, and Fig. 6(d) shows the corresponding pointwise error on the magnetic current density using 30 points per patch along the largest dimension, and 20 for the smallest patch dimension. This example demonstrates one of the advantages of using a Nyström method and quadrilateral patches with an open-grid quadrature.

Fig. 8 plots the error of the CBIE method vs. the number of unknowns (\( Q \)) used to discretize each scatterer. As expected, the convergence for the cube is considerably worse than that of the sphere due to the edge and corner singularities in the current densities. The convergence rate can be recovered, however, by using the same edge refinement approach proposed in [24] which clusters unknowns near the edges to better resolve the singularities. This improvement can be seen in the edge refined curve plotted in Fig. 8. As a comparison,
the convergence of a commercial MoM RWG-based solver for the both objects is also plotted. For reference, 1\textsuperscript{st} and 4\textsuperscript{th} order slopes are drawn in dashed lines. As with the PEC case, the MoM solver only approaches first order convergence and requires a much finer discretization than the proposed CBIE method due to the linear basis functions and flat triangular discretization used to represent the geometry.

For all of the previous examples, a direct linear algebra solver was used to obtain the density solutions, and in Table I we show the condition number for various discretizations on both the MFIE and N-Müller systems. Indeed, these condition numbers compare well to other high-order methods, including the mixed-order basis, locally corrected method from [39, Tables I-III]. To further show the ease at which this methodology can be incorporated with an iterative solver that does not require explicit formation of the system matrices, we present in Table II the convergence of the method while performing “h-refinement”—increasing the number of patches \( M \) while keeping the number of points per patch per dimension \( N \) constant—for a dielectric sphere with the same parameters as in Fig. 6. In Table II we also show the total number of unknowns \( Q \) and the number of iterations needed by the iterative method GMRES. The tolerance for GMRES was set to \( 10^{-5} \) for \( N = 6 \) and \( N = 8 \), and \( 10^{-7} \) for \( N = 10 \). All timings correspond to simulations using 6 cores of an Intel i9-9900KF running at 4.7GHz.

In Fig. 7 we show a simulation of a large dielectric sphere with diameter \( 20\lambda_e \) using a discretization of 600 patches and \( N = 18 \) for a total of 194,400 discretization points and 777,600 unknowns. Fig. 7(a) shows the real part of the \( x \)-component of the density \( M \). Fig. 7(b) shows the pointwise error in the density \( M \), with a maximum value of \( 3.7 \times 10^{-4} \) (for a GMRES tolerance of \( 10^{-5} \)). The real part of the \( x \)- component of the electric field, and the absolute value of the total electric field are shown in Fig. 7(c) and (d) respectively.

### D. Scattering from Complex NURBS CAD Models

In order to demonstrate that the proposed approach can be readily used to solve scattering from complex CAD generated models with arbitrary curvature, we solve for the scattered fields from two different NURBS models freely available for download online [40]. As in the previous examples, the incident excitation is an \( x \)-polarized plane wave propagating in the \( +z \) direction. In the first example, we consider scattering off of a 16 wavelength tall humanoid bunny character. Fig. 9(a) shows the induced surface current density and Fig. 9(b) plots the RCS vs. \( \theta \) at \( \phi = 90^\circ \) angle for two different discretizations (\( N = 10 \) and \( N = 12 \) Chebyshev points per side per patch or 100 and 144 points per patch total respectively). The model is comprised of 402 curvilinear quadrilateral patches total and was directly imported from a standard CAD software without any special post-processing required [37]. Despite the large size of the model, significant variation in curvature, and regions with sharp geometrical features (e.g., the ears), the

---

**Table I**

| \( N \) | MFIE Sphere | MFIE Cube | N-Müller Sphere | N-Müller Cube |
|-------|-------------|-----------|-----------------|---------------|
| 8     | 13.76       | 28.46     | 45.29           | 45.15         |
| 10    | 13.81       | 29.95     | 49.99           | 47.80         |
| 12    | 13.82       | 31.18     | 53.87           | 49.44         |
| 14    | 13.82       | 32.35     | 57.61           | 51.51         |
| 16    | 13.82       | 33.35     | 61.27           | 53.48         |
| 18    | 13.82       | 34.25     | 64.89           | 55.43         |
| 20    | 13.82       | 35.06     | 68.48           | 57.35         |

**Table II**

| \( N \) | \( M \) | \( Q \) | GMRES Prc. (s) | Solve (s) | Error |
|-------|-------|-------|---------------|-----------|-------|
| 6     | 24    | 3,456 | 0.7           | 0.3       | 4.2 \times 10^{-2} |
| 6     | 54    | 7,776 | 1.8           | 1.2       | 7.2 \times 10^{-3} |
| 6     | 96    | 13,824| 4.0           | 3.5       | 2.2 \times 10^{-3} |
| 6     | 150   | 21,600| 7.3           | 8.6       | 8.6 \times 10^{-4} |
| 6     | 216   | 31,104| 11.6          | 17.3      | 4.2 \times 10^{-4} |
| 8     | 24    | 6,144 | 1.3           | 0.6       | 1.9 \times 10^{-3} |
| 8     | 54    | 13,824| 3.8           | 3.3       | 2.1 \times 10^{-4} |
| 8     | 96    | 24,576| 7.7           | 10.5      | 3.5 \times 10^{-5} |
| 8     | 150   | 38,400| 13.8          | 25.4      | 8.9 \times 10^{-6} |
| 8     | 216   | 55,296| 23.8          | 52.4      | 3.6 \times 10^{-6} |
| 10    | 24    | 9,600 | 2.2           | 1.9       | 5.7 \times 10^{-5} |
| 10    | 54    | 21,600| 6.5           | 9.3       | 5.0 \times 10^{-6} |
| 10    | 96    | 38,400| 12.8          | 29.9      | 8.9 \times 10^{-7} |
| 10    | 150   | 60,000| 25.6          | 73.5      | 2.2 \times 10^{-7} |
| 10    | 216   | 86,400| 40.1          | 152.0     | 7.5 \times 10^{-8} |

---

Fig. 6. (a) Surface M distribution on \( 2\lambda_e \) diameter dielectric sphere with \( \epsilon_d = 2\epsilon_e \). (b) Error of surface M distribution. Max error: \( 3.5 \times 10^{-9} \). (c) Patch configuration for a defective mesh. (d) Error of surface M distribution for the defective mesh. Max error: \( 3.6 \times 10^{-9} \).
match in the RCS for the two relatively coarse discretizations is excellent and they are almost indistinguishable from one another, varying less than $1 \times 10^{-4}$ from each other.

For the second CAD model example, we computed scattering from a glider with a length of 7.7 wavelengths and a wingspan of 5.6 wavelengths from the end of one wing to the other. Fig. 10(a) shows the induced surface current density and Fig. 10(b) plots the RCS vs. $\theta$ at a $\phi = 90^\circ$ angle for two different discretizations ($N = 10$ and $N = 12$ Chebyshev points per side). The glider is comprised of 79 curvilinear quadrilateral patches total. As before, the RCS curves resulting from the two different discretizations match very well and vary less than $2.5 \times 10^{-2}$ from each other.

V. CONCLUSION

This paper presents a high-order accurate Chebyshev-based Boundary Integral Equation (CBIE) approach for solving Maxwell’s equations. The CBIE method is applied towards the discretization of the MFIE and the N-Müller formulation. The performance is evaluated by solving scattering from sphere and cube PEC/dielectric objects and comparing against analytical solutions as well as a commercial MoM-based solver. We have also demonstrated a couple examples of scattering from complex 3D CAD models which contain many intricate features and variations in curvature. The proposed method achieves spectral convergence on sufficiently smooth surfaces with
respect to the number of unknowns, significantly reducing the number of unknowns required for a desired accuracy over low-order MoM approaches. Furthermore, the CBIE approach also converges well for geometries with edges and corners when order MoM approaches. Furthermore, the CBIE approach also converges well for geometries with edges and corners when order MoM approaches.
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