Multilayer Framework for Botnet Detection Using Machine Learning Algorithms
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ABSTRACT A botnet is a malware program that a hacker remotely controls called a botmaster. Botnet can perform massive cyber-attacks such as DDOS, SPAM, click-fraud, information, and identity stealing. The botnet also can avoid being detected by a security system. The traditional method of detecting botnets commonly used signature-based analysis unable to detect unseen botnets. The behavior-based analysis seems like a promising solution to the current trends of botnets that keep evolving. This paper proposes a multilayer framework for botnet detection using machine learning algorithms that consist of a filtering module and classification module to detect the botnet’s command and control server. We highlighted several criteria for our framework, such as it must be structure-independent, protocol-independent, and able to detect botnet in encapsulated technique. We used behavior-based analysis through flow-based features that analyzed the packet header by aggregating it to a 1-s time. This type of analysis enables detection if the packet is encapsulated, such as using a VPN tunnel. We also extend the experiment using different time intervals, but a 1-s time interval shows the most impressive results. The result shows that our botnet detection method can detect up to 92% of the f-score, and the lowest false-negative rate was 1.5%.

INDEX TERMS Behavior-based analysis, botnet, flow-based feature selection, k-nearest neighbor, structure independent.

I. INTRODUCTION
Botnet is a term referring to infected devices that a hacker remotely controls called a botmaster. The term botnet is a combination of robot and network, where the botnet acts as a foot soldier for its botmaster. The task of the botnet is to launch attacks based on the instructions given by its botmaster.

The associate editor coordinating the review of this manuscript and approving it for publication was Aniello Castiglione⁹.

Botnet attacks are a serious issue and have become a significant threat to information security [1], [2]. The arms races between botmasters and botnet defenders (researchers) are ongoing. Each party keeps improving its skills to try to win the battle. The botnet’s strength lies in the massive number of bots, which increases the strength of attacks. Also, botmasters’ ability to hide the bots from detection by a security system becomes a significant factor strengthening the bots. One of the most popular botnets that shocked the world with the number of infected devices is the
Mirai Botnet. The Mirai botnet spread through Trojans and exploited Internet-of-Things (IoT) devices such as closed-circuit television cameras (CCTV), web cameras, and other devices with low-security measures. The most significant Mirai attack involved 100,000 IoT devices that caused an attack of 1.2 Tbps [3].

The existing botnet detection methods are signature-based approaches that do well at detecting the same types of botnets or known botnets but become ineffective when faced with an unknown or evolved botnet [4]–[7]. Currently, botnets keep evolving to avoid detection by security systems. One of the strategies is to make sure no one can access the packet data, for example, by using a concealment technique such as encryption, obfuscation, or a virtual private network.

The limitation of signature-based detection, as stated in [8], and network-based IDS, as stated in [9], is that the current detection models are unable to detect malware when there are obfuscation techniques in use. Hence, researchers are moving forward to design a malware detection model without accessing the packet’s content.

Other than that, the packet’s content that may cause harm to individuals is the reason for the limited updated attacks dataset for research. One of the methods for analyzing network traffic without accessing the content is through behavior-based analysis. The behavior-based analysis uses the packet header instead of the payload not to interrupt the privacy of sensitive content in the packet data. The behavior-based analysis within the network traffic has the advantage of detecting malware with an encryption or obfuscation strategy such as a VPN. However, behavior-based malware detection commonly produces a high false-positive rate (FPR) [6], [10], [11] and an increased scanning time (time interval).

Due to the limitation of the signature-based analysis and the potential of improvement in several research areas on malware behavior [7], [12]–[15], we designed our detection model based on the behavior-based analysis. This research examines the features useful for creating a behavior-based analysis method for detecting botnets in network traffic that quickly produces good results. The main contributions of this research are as follows:

- This article presents the multilayer framework that can detect the Command and Control (C&C) server’s botnet in hiding techniques such as obfuscation or encryption for both layers.
- Our works highlight the criteria of structure-independent and protocol-independent frameworks.
- Other than the framework’s performance, our work also presents a short time interval (1 s) for aggregating the botnet behavior for both layers.
- The first layer of this framework is for filtering regular traffic. This layer can reduce the processing time and power by selecting suspicious groups for the second phase.
- The accuracy of both layers is more than 90%, and the false-negative rate is less than 2.5%.

The structure-independent and protocol-independent frameworks (second contribution) are based on [10], [16] where the analysis is not limited to a particular protocol and specific structure. Since that botnet is very flexible and evolves through multiple protocols and structures, this criterion is also included in designing the detection model. The highlight of these criteria can be seen in Section 4.1 and TABLE 1. In Section 4.1, we briefly explain the dataset that we used in TABLE 1. We make a comparison of these two criteria with another researcher’s approach.

This work is organized as follows: we explain the botnet and related works in Section 2, including the current botnet behavior analysis in Section 2.1 and machine learning and oversampling technique in Section 2.2. Section 3 briefly explains the proposed framework, while Section 4 describes the experiment starting with data source and distribution, the evaluation and the result. The article ends with a discussion and conclusion in Section 5.
II. RELATED WORKS

A. TERMS AND DEFINITION

There are several terms used in the whole article that are not layman’s terms. This first section will briefly give definitions of these terms.

- **BOTMASTER**: This term refers to the mastermind that owns, instructs, and is responsible for launching the attacks. S/he is also the person that will keep communicating with the bots through the Command-and-Control server.

- **BOTNET**: It is a group of infected devices that will send reports on the device and system vulnerabilities and exploit the information to perform attacks.

- **COMMAND & CONTROL (C&C) SERVER**: This term refers to the medium that acts as the bridge between the botmaster and the botnet. This C&C server is the main component in the botnet environment because, without the C&C server, the botmaster cannot control or send instructions to the bots. The structure of this server can be either centralized or decentralized.

- **STRUCTURE-INDEPENDENT & PROTOCOL-INDEPENDENT**: Structure-independent is a term referring to the dataset that contains multiple structures. For this study, structure-independent means that the dataset consists of a centralized structure and a decentralized structure. In comparison, protocol-independent refers to the dataset containing multiple types of protocols such as IRC, HTTP, and P2P.

B. BOTNET COMPONENT AND LIFE-CYCLE

The botnet consists of four main components: the bots, botmaster, command and control (C&C) server, and the victims/target, as shown in FIGURE 1. To make it easier to understand, we can imagine the bots as soldiers in a troop (botnet) following the general’s commands (botmaster) from afar, where the commands are transferred through a Command-and-Control Server.

The basic botnet life cycle contains four phases, as illustrated in II. The first phase is the Injection (I) phase. The injection phase is a spreading phase. There are many spreading methods, such as through drive-by-download, email, web-based, and online social media networks. In this phase, the hacker will maximize the number of army or bots by infecting other devices. Once the bots are downloaded and executed, the device/host becomes a bot and can be controlled by the botmaster.

The second phase is the Command and Control (C&C) phase, the phase we are currently studying. In this phase, the botmaster secures the botnet by requesting an information report, and the botnet will send an updated vulnerability report on the infected device. The botmaster communicates with the bots through the Command-and-Control Server to either direct an attack, receive a report, or send updated codes, as illustrated in FIGURE 1. This is the secret of how the botnet is robust and unable to be detected. This is also why the botnet has unique abilities to discover unknown devices’ vulnerabilities and evolve autonomously [20], [21]. During the Command-and-Control phase, there is a situation where there is no communication between the bots and botmaster. This situation is called the *waiting stage* and happens either because the botmaster is still gathering the bots, or the attack time is not suitable yet. This situation makes it quite tricky to detect the bots, and it becomes a new criterion for the researcher.

The third phase is the Attack (A) phase. Once the bots’ quantity is large enough to launch an attack, the botmaster’s instruction will be sent to all the bots. Each of the bots will aim at the same victim. For example, in the DDOS (Distributed Denial of Service) attack in February 2018, a massive...
botnet flooded the network by sending simultaneous requests (peaked at 1.35 Tbps) to the same target, GitHub; due to that, the GitHub service was offline for 10 min [19]. The most significant DDOS attack launched by bots was the Mirai attack in October 2016. Hundreds of websites such as Twitter, Netflix, Reddit, and GitHub were affected several hours when service provider Dyn has attacked 400,000 IoT devices as bots [19], [20].

The last phase is the Release (R) phase. In this phase, the botmaster decides to leave the bots because s/he is not needed or avoided by the authorities. Some botmasters decide to release their bot’s source code to the public and remove their footprints [15] to confuse the authorities searching for the person responsible for the attacks. For example, the botnet’s source codes were made publicly available in Bashlite and Mirai [21]. The best time for detecting the botnet is when they are in the Command-and-Control phase because, in the infection phase, it can spread in multiple ways. Therefore, it is quite difficult to stop during the infection phase, but it will be too late to stop in the attack phase.

C. CURRENT BOTNET BEHAVIOR ANALYSIS

The unique feature of the botnet is its ability to hide from a security system. A botnet can hide in many ways; for example, as stated below: -

- Concealment packet data. Concealment is a strategy to hide the content of the packet data in network traffic. As mentioned in Section 1, concealment examples include obfuscation, code encryption, oligomorphic strategy, polymorphic strategy, and metamorphic strategy. Research on the botnet detection model that highlights the concealment packet data include studies such as [7], [13], [17], [18].

- Mimicking regular traffic. This can either replicate normal traffic, which is usually more random than that produced by a botnet—research on the botnet detection model highlights mimicking benign behaviors in [14], [19].

- Botnet in the waiting stage. As explained in Section 1.2, the waiting stage is when the devices are already infected and are a part of the bots, but the attack’s source code has not been launched yet. So, in this phase, communication between the bots and the botmaster is rare, so bots are quite challenging to detect. Research on the botnet detection model that highlights the waiting stage includes studies such as [14], [20], [21].

- Imbalanced class data. During the machine learning training session, if the class data are highly imbalanced, it will affect the classification. Research highlights the imbalance in studies such as [22], [23].

Due to the bot’s hiding ability, an analysis that requires payload data such as deep packet inspection (DPI) cannot effectively function. The behavior-based study seems like a promising solution for detecting malware’s current trends because this technique only requires the packets’ header. The behavior-based analysis observes the pattern, connection, and action that are captured from the communication between the bots and the botmaster.

The malware behavior-based analysis has advantages compared to signature-based analysis in terms of processing time and power due to the need for examining each packet in the signature-based analysis [24]–[26]. Since behavior-based analysis is not content-based, it can also be implemented with network traffic that uses a VPN tunnel.

In trying to understand the botnet’s behavior, we have extracted the frequency of communication-based on time.
TABLE 2. Comparison of features and time window used for detecting a botnet in the network.

| Author(s)             | Features                                                                 | Time Window (seconds) |
|-----------------------|----------------------------------------------------------------------------|-----------------------|
| Khoshhalpour and      | Group duration time, number of packets received,                           | Group Duration        |
| Shahriari [15]        | number of sent packets, distance from the previous group                  | Time                  |
|                       | *Number of flows, number of incoming flows, number of outgoing flows      |                       |
|                       | *% of incoming and outgoing flows over the total                           |                       |
|                       | *% of symmetric and asymmetric incoming over the total                     |                       |
|                       | *Sum, maximum, minimum, mean, and variance of IP packets per incoming      | 20–30 s               |
|                       | outgoing, and total flows                                                 |                       |
| Maimó et al. [29]     | Array 1: (Src Addr), Dst Port, Packet Count                               | 60 s                  |
|                       | Algorithm 2: Dst Addr, Dst Port, Packet count.                             |                       |
|                       | Array 2: Dst Addr, Src addr list,                                          |                       |
|                       | Dst Port List, Dst Port Count                                             |                       |
| Debashi and           | Send Syn, Recv ACK, Recv Rst, Send                                        | 120 s                 |
| Vickers [46]          | Src Addr count,                                                            |                       |
|                       | Dst Port List, Dst Port Count                                             |                       |
| Garg et al. [47]      | Send Syn, Recv ACK, Recv Rst, Send                                        |                       |

FIGURE 3. Histogram of normal and botnet traffic time in CTU13.

FIGURE 3 shows a histogram of botnet and regular traffic that we have extracted through the combination of 13 files in the CTU-13 dataset. From the histogram, we can see the botnet traffic and the standard traffic curve. The curves show that the highest peak from regular and botnet traffic is in the same range of time. The botmaster used the busiest time for normal traffic to connect with the bots to mimic normal communication. FIGURE 3 shows the bots replicating the peak time of reasonable traffic from 8h to 18h.

Although the malware behavior-based analysis has advantages over the signature-based analysis, most of the behavior-detection model is limited to a particular protocol and specific botnet structure. In TABLE 1, we compare related research on the detection of botnets with the three criteria that we highlight: protocol-independent, structure-independent, and the function of network traffic in situations such as encryption. Zhuang and Chang [14] focused on peer-to-peer application and peer-to-peer botnet only. In [27], the detection model is structure-independent; the authors mixed the types of the botnet, peer-to-peer (P2P), Internet-Relay-Chat (IRC), and Hypertext Transfer Protocol (HTTP), such that the botnet consisted of both centralized and decentralized structures. IRC and HTTP are examples of a botnet in a centralized structure. However, they used their capturing dataset and limited it to TCP protocol only. Other than that, the behavior-based analysis also required a significant time interval to capture the communication pattern effectively. For example, in [25], the author used to extract the periodic pattern was 33.3 min or 49 min. Since we aim to design a detection model in a short time interval, we found an article by Bezerra et al. [28] that uses a 1-s time interval. These authors believe that faster botnet identification can be achieved by using a smaller time interval.

Although, Bezerra et al. [28] did not focus on botnet detection using network traffic; their focus was on botnet detection utilizing the device’s CPU utilization and temperature, memory consumption, and several running tasks. The highest F-score for their experiment using a 1-s time interval was 83.85%. We preprocessed the dataset with a 1-s time interval to test botnet network traffic and regular traffic for our experiment.

The most challenging part of designing a behavior-based detection model is the feature selection. It is not straightforward to know which features should be used and how to extract the pattern [29]. Botnet communication is very different from regular human traffic, and the features selected to be aggregated must be representative of it. TABLE 2 shows the features and the observing time window used by researchers in designing the botnet detection model. The features selected by the researchers in TABLE 2 became our reference for choosing our botnet behavior features. The process of feature selection for our experiment is explained in Section 3.1.

Based on [30], the botnet is about malware and the technology of communication between devices. Other good botnets use the same technology for communicating, sharing computer resources, and storage, such as the BOINC Project. BOINC (Berkeley Open Infrastructure for Network Computing) is a volunteer project whereby participants share their computer resources and storage to support a specific project in the list [31]. According to the author, the biggest BOINC project is the seti@home project, which has 1,648,000 users and 4,059,000 hosts. In a BOINC project, the participant needs to install the software so the primary server can access their storage and computing resources. The BOINC project and botnet’s communication method are quite
TABLE 3. Research on the botnet using machine learning and oversampling.

| Author            | Classifier                                      | Oversampling | Best Result                                      |
|-------------------|-------------------------------------------------|--------------|-------------------------------------------------|
| Pajouh et al.     | Naive Bayes, Support Vector Machine, Multilayer Perceptron | SMOTE        | Decision tree-J48 with SMOTE-5x: Accuracy 96.62%, False alarm 4.0% |
| Alam and Vuong    | Bayes Net, J48 decision tree, Logistic Regression, Multilayer Perceptron, Naive Bayes, and Random Forest | SMOTE        | RF: Accuracy 99.9% and OOB varies between 0.0002 and 0.0004 |
| Sewak et al.      | Random Forest and Deep Neural Network            | ADASYN       | Accuracy: Random Forest with variance threshold, 99.78% |
| Fiore et al.      | Deep Neural Network                              | SMOTE, GAN   | GAN because of the f-measure for SMOTE shows the limited variation |
| Kudugunta and Ferrara | Logistic Regression, SGD, Random Forest,          | SMOTOMEK     | Contextual LSTM with SMOTE: 99% |

The implementation of machine learning in malware identification led to impressive performance. The need for machine learning in malware identification is due to the complex and sophisticated patterns that require time-consuming processes through human monitoring. Machine learning was able to learn the sample data pattern and recognized a similar pattern, although it was intricate. Machine learning techniques can be divided into supervised, semi-supervised, and unsupervised techniques. The supervised technique uses labeled data to train the algorithm to predict the class; this is called classification. The unsupervised technique uses unlabeled data, and the algorithm will plot a similar pattern into clusters; this is called clustering. The oversampling technique is a supervised resampling technique that uses a k-Nearest Neighbor (k-NN) to generate new synthetic data based on the best location. TABLE 3 shows the combination of classifiers with oversampling used by other researchers and the best combination for each publication. In Pajouh et al. [32] and Alam and Vuong [33], the authors used the Synthetic Minority Oversampling Technique (SMOTE), combining several classifiers such as Naive Bayes, Support Vector Machine, Multilayer Perceptron, and Decision Tree j48 to detect malware. SMOTE was used to double, triple, or quintuple the original size. The best combination was using a Support Vector Machine (SVM) with a Radial Base Function (RBF) kernel; this achieved 91% success with a false alarm rate of 3.9%. If using Decision tree-J48 with SMOTE-5x, the accuracy was 96.62%, and the false alarm rate is 4.0. In Fiore et al. [35], the experiment compared SMOTE and GAN, which were combined with a deep neural network. Their results show that GAN’s f-score was higher than that for SMOTE, but GAN was more complex than SMOTE. In Kudugunta and Ferrara [36], the model’s performance increased with the combination of contextual LSTM with SMOTE compared to the results that only use contextual LSTM. The combination of oversampling techniques and classifiers in TABLE 3 led to an increase in the detection model’s performance.

III. PROPOSED MULTILAYER FRAMEWORK FOR BOTNET DETECTION

The proposed method consisted of two main modules, namely the Filtering Module and Detecting C&C Server Module, as shown in FIGURE 4. Both modules used flow-based features and are behavior-based. The first module’s purpose was to filter and reduce network traffic for the second module. The filtering module used a semi-supervised concept whereby we used partly labeled datasets to determine a similar pattern of other unlabeled data. The unsupervised algorithm clustered the uncertain network traffic with the labeled data (normal and botnet). Since the purpose is to filter the network traffic, we minimized the number of features and grouped the network traffic in the minimum time interval (1-s time interval).

Once the module clustered the uncertain data in the botnet cluster, the network traffic from this cluster transferred to the second module to detect the Command-and-Control server. Meanwhile, the purpose of the second module was to detect the botnet C&C server to take down the botnet by blocking the source IP from entering the network. In this module, the network traffic was extracted and aggregated based on the Source Address (Sip) within the observing time (t). This module used supervised labeled data for classification.

A. FEATURE SELECTION

The first and second modules used different feature selection, but both used flow-based features. Due to botnet trends that used the concealment technique, where the payload is inaccessible, we opted to use flow-based features that analyzed the packet header. Flow-based features do not use the content or payload of the data; therefore, if the packet is

similiar, but the BOINC project was not developed for an inappropriate reason.

D. MACHINE LEARNING AND OVERSAMPLING TECHNIQUE IN BOTNET DETECTION MODEL

The implementation of machine learning in malware identification led to impressive performance. The need for machine learning in malware identification is due to the complex and sophisticated patterns that require time-consuming processes through human monitoring. Machine learning was able to learn the sample data pattern and recognized a similar pattern, although it was intricate. Machine learning techniques can be divided into supervised, semi-supervised, and unsupervised techniques. The supervised technique uses labeled data to train the algorithm to predict the class; this is called classification. The unsupervised technique uses unlabeled data, and the algorithm will plot a similar pattern into clusters; this is called clustering.

The oversampling technique is a supervised resampling technique that uses a k-Nearest Neighbor (k-NN) to generate new synthetic data based on the best location. TABLE 3 shows the combination of classifiers with oversampling used by other researchers and the best combination for each publication. In Pajouh et al. [32] and Alam and Vuong [33], the authors used the Synthetic Minority Oversampling Technique (SMOTE), combining several classifiers such as Naive Bayes, Support Vector Machine, Multilayer Perceptron, and Decision Tree j48 to detect malware. SMOTE was used to double, triple, or quintuple the original size. The best combination was using a Support Vector Machine (SVM) with a Radial Base Function (RBF) kernel; this achieved 91% success with a false alarm rate of 3.9%. If using Decision tree-J48 with SMOTE-5x, the accuracy was 96.62%, and the false alarm rate is 4.0. In Fiore et al. [35], the experiment compared SMOTE and GAN, which were combined with a deep neural network. Their results show that GAN’s f-score was higher than that for SMOTE, but GAN was more complex than SMOTE. In Kudugunta and Ferrara [36], the model’s performance increased with the combination of contextual LSTM with SMOTE compared to the results that only use contextual LSTM. The combination of oversampling techniques and classifiers in TABLE 3 led to an increase in the detection model’s performance.
encrypted [40]–[42] or uses a VPN tunnel, the performance is not decreased. The features selected in this experiment were derived based on the botnet’s communication pattern and its botmaster during the C&C stage. As mentioned in Section 2.2, during the C&C stage, the bots communicate with the botmaster periodically [43], [44]. While communicating, their behavior is consistent, and the requested and updated sessions result in many uniformly sized, small packets that occur continuously.

B. CLASSIFICATION & OVERSAMPLING

After selecting features, the data were aggregated to be the input in the following process, which for the first module was clustering, and for the second was classification. For this study, we used a k-means algorithm. The clustering was done through Weka, a machine learning tool and library, and the results proceeded to the evaluation process.

The second module is the classification module to detect the Command-and-Control server through the source IP. To find the best classifier for our features, we compared three classifiers, k-NN, SVM, and Multilayer Perceptron. These three classifiers use very different approaches. The k-NN is a distance-based supervised algorithm that classifies an input based on the distance to the nearest number of k, while SVM is an algorithm that classifies data based on a hyperplane. The SVM algorithm calculates the optimal hyper-plane to separate each class. The SVM is versatile and can be set based on the kernel; for this research, the kernel chosen was a radial basis function (RBF). Multilayer Perceptron is a technique that combines input and output with at least one hidden layer with learning rules to update the weight.

The second module performed the classification process using the Python language, Scikit-learn (Python library). The dataset was split along a 70-30 ratio, where 70% was the training set and 30% was the testing set. The evaluation and prediction were run on the testing dataset only. The second module is a binary classification (“Normal” or “Botnet”), shown in Equation 1. In this experiment, we compared several classifiers: Multilayer Perceptron (MLP), k-Nearest Neighbor (k-NN), and Support Vector Machine (SVM). The classifier is combined with an oversampling technique to explore whether oversampling can improve the classifiers’ performance.

\[ x = \begin{cases} 
    \text{Normal}, & \text{if } x = 0 \\
    \text{Botnet}, & \text{if } x = 1 
\end{cases} \quad (1) \]

1) DETERMINING THE K-VALUE

Since the algorithm that we chose included the k-algorithm, k-means, and k-NN, we needed to determine the k-value first. Several techniques can be used to find the optimal value of k; we have tried two techniques that used the dendrogram and elbow method. The dendrogram is a visualization tree that shows the data as a point, and the points are plotted based on the distance from each other. The dendrogram involves bottom-to-top plotting, and from it we can decide the distance (y-axis) that we set for points. For example, in FIGURE 5, a distance point of 100 was selected, and four was the optimal number of clusters. Unfortunately, when we increased the number of samples, the dendrogram could not plot due to memory error.

The elbow method is a technique that helps to determine the optimal number of k in either k-means or the k-NN algorithm. The elbow method for plotting a graph is where the whole graph is called the arm, and the point of inflection on the curve is the elbow. The elbow method is calculated by using the metric of Within Cluster Sum of Squares (WCSS), which calculates the sum of squared distances from each point to its assigned center. Algorithm 1 shows the Python code for generating the elbow method using the Scikit-learn (Python library). In contrast, FIGURE 6 is an example of the elbow method for Experiment B, where the x-axis is the number of the cluster, while the y-axis is the average of WCSS. So, based on this elbow method, the k-value was decided to be 4.
Algorithm 1: Python Code for WCSS Elbow Method

```python
from sklearn.cluster import KMeans
Wcss = []
for i in range(1, 11):
    Kmeans = KMeans(n_cluster = i, Init = 'k-means++', max_iter = 300, n_init = 10, random_state = 0)
    Kmeans.fit(X)
    wcss.append(Kmeans.inertia_)
```

2) OVERSAMPLING TECHNIQUE

The oversampling technique is a technique to duplicate data, commonly used for a highly imbalanced dataset so that all classes have a similar amount of data. In the meantime, undersampling will reduce the majority class percentage until the amount is equivalent to the minority class.

Although the data distribution in this research was not highly imbalanced, we wanted to explore how oversampling and undersampling or generating synthetic data can contribute to the classifiers’ performance. Since we used Scikit-learn, the Python library, the oversampling/undersampling technique that we choose is the Synthetic Minority Oversampling Technique (SMOTE), a combination of SMOTE, Edited Nearest Neighbors (SMOTEENN), and random oversampling (ROS).

SMOTE is a distance-based algorithm where these algorithms identify objects as determined by distance measure via the dissimilarity between them. A random example of the minority class is chosen first. For that case, k of the nearest neighbors is then found. A random neighbor is selected, and a synthetic example is generated between the two examples in the feature space at a randomly selected point.

While SMOTEENN is a combination of oversampling and undersampling, the oversampling of SMOTE combine with undersampling, Edited Nearest Neighbours (ENN) for cleaning. ENN excludes any example whose class mark varies from that of at least two of its three closest neighbors.

ROS is the most straightforward oversampling technique where it was randomly picking, deleting, and adding to the training dataset examples from the minority class. This experiment explores the effectiveness of the oversampling technique in three different oversampling approaches, the simplest one, the basic, and the combination of over & under-sampling.

IV. EXPERIMENTAL

The experiment for this research used Python and Scikit-learn (python library) for the whole process. The experiment ran in Anaconda (Python prepackaged distribution), consisting of Jupyter Notebook, an open-source web application. Processes such as feature selection and aggregation of the dataset occur through the first module and second module.

The feature selection and the aggregation process are preprocessing to prepare the dataset for the experiment. Before we explain this experiment’s process, the next subsection details the dataset used in this experiment and why we chose to use it.

A. DATA RESOURCES

The dataset that we used in this experiment was from the CTU-13 dataset [30]. CTU-13 is a dataset of network traffic that was captured at CTU University, Czech Republic, in 2011 and stored in .pcap files. The CTU-13 dataset is a labeled dataset that contains 13 scenarios labeled Normal, Attack, or Background. The 13 files contain different botnet types, as shown in TABLE 5, including centralized or decentralized structures and various protocols. This study focused on designing botnet detection that is structure-independent and protocol-independent, this dataset suited our purpose.

In the first module, we aimed to explore the unsupervised algorithm that can cluster the data group that can differentiate benign and botnet groups. The algorithm also needed to be robust to noise or uncertain data because uncertain data are more prevalent in real network traffic than regular and botnet traffic [40], [43]. We tested four types of the botnet, Neris, Virut, Murlo, and NSIS, where the combination of these botnets consisted of both structures, centralized, and decentralized. Each of these botnet types was combined with the uncertain data or not to produce a comparison. The expla-
TABLE 4. Feature description for the experiment.

| No. | Main features     | Type of data | Description of aggregation features                                                      | First Module | Second Module |
|-----|-------------------|--------------|-----------------------------------------------------------------------------------------|--------------|---------------|
| 1   | Source address    | categorical  | Distinct* number (Sip)                                                                   | ✓            | ✓             |
| 2   | Destination address | categorical  | Number of transactions (Length)                                                           |              | ✓             |
| 3   | Destination port  | categorical  | Distinct* number (Dip)                                                                   | ✓            |              |
| 4   | Packet bytes      | continuous   | Distinct* number (Dport)                                                                  | ✓            | ✓             |
| 5   | Number of packets | continuous   | Total bytes sent (TotBytesSend)                                                           |              | ✓             |
| 6   | Start time        | continuous   | Total bytes received (TotBytesRcv)                                                        |              | ✓             |
|     |                   |              | Time difference from first packets to the last packet in time interval given (Time)       |              |              |
|     |                   |              | Total features                                                                         | 3            | 8             |

TABLE 5. Distribution of botnet name, structure in CTU-13.

| Dataset File No. | Duration (h) | Botnet name | Structure | No. of Bots |
|------------------|--------------|-------------|-----------|-------------|
| 1                | 6.15         | Neris       | IRC       | 1           |
| 2                | 4.21         | Rbot        | IRC       | 1           |
| 3                | 66.85        | Virut       | HTTP      | 1           |
| 4                | 4.21         | Sogou       | HTTP      | 1           |
| 5                | 11.63        | Murlo       | IRC       | 1           |
| 6                | 2.18         | Rbot        | IRC       | 10          |
| 7                | 0.38         | Virut       | P2P       | 3           |
| 8                | 19.5         | Nis.ay      | P2P       | 1           |
| 9                | 5.18         | Neris       | IRC       | 10          |
| 10               | 4.75         | Rbot        | IRC       | 10          |
| 11               | 0.26         | Murlo       | IRC       | 3           |
| 12               | 1.21         | Nis.ay      | P2P       | 3           |
| 13               | 16.36        | Virut       | HTTP      | 1           |

TABLE 6. The percentage of distribution data for the filtering module.

| Experiment No. | No. of flows | Botnet Name and Types |
|----------------|--------------|-----------------------|
|                | Normal | Botnet | Uncertain | Name and Type |
| Experiment A   | 14,706 | 7450 | x | Neris (IRC) |
| Experiment B   | 14,706 | 7450 | 28,527 | 28,527 (56%) |
| Experiment C   | 23,749 | 3601 | x | 3601 (13%) |
| Experiment D   | 23,479 | 3601 | 28,527 | 28,527 (51%) |
| Experiment E   | 23,479 | 2483 | x | Murlo (IRC) |
| Experiment F   | 23,479 | 2483 | 33,513 | 33,513 (56%) |
| Experiment G   | 3443 | 157 | x | NSIS (P2P) |
| Experiment H   | 3443 | 157 | 23,479 | 23,479 (86.7%) |

B. FEATURE SELECTION

The features selected for this study are listed in TABLE 4. The features for both modules are listed and these features are represented as X in Equation (2) and Equation (3).

The features used in the first module were source address (Sip), destination address (Dip), and destination port (Dport). Since the data for these three features are categorical data, the analysis is performed by calculating each feature’s distinct number in the time interval.

The second module used five main features. The main features are then extended to several features for considering the communication pattern in two ways, either the source address is sending or receiving packets. We believe that the communication between the botnet and its botmaster can be detected within a short time, so the default time for this experiment was t = 1 s. The feature description is shown in TABLE 4. The aggregation of the first module and second module can be represented by Equations (2) and (3) where X₁, X₂ until Xₙ are the features that form an array:

\[
[r(1s)] = [X_1, X_2, \ldots, X_n] \quad (2)
\]
TABLE 7. The data distribution for the second module.

| Data File | Duration (h) | Bot Name | Botnet Type |
|-----------|--------------|----------|-------------|
| 3         | 66.85        | Rbot     | IRC         |
| 4         | 4.21         | Rbot     | IRC         |
| 5         | 11.63        | Virut    | http        |
| 7         | 0.38         | Sogou    | http        |
| 10        | 4.75         | Rbot     | IRC         |
| 11        | 0.26         | Rbot     | IRC         |
| 12        | 1.21         | Nsis.ay  | P2P         |
| 13        | 16.36        | Virut    | http        |

\[ (Sip, t) = [X_1, X_2, \ldots, X_n] \] (3)

In TABLE 4, at the column 4 that shows the description of the aggregation features, we marked the word of Distinct with *. In this study, a distinct number equal to the number of unique elements in the set or in the time interval. The distinct number also can represent as shown in Equation (4), where \( X \) is the features and \( n(x) \) is the distinct number:

\[
n(x) = \{X_i, X_j, \ldots, X_n | X_i \neq X_j, i \neq j, i \geq 0, j = 1, \ldots, n\} \] (4)

C. CLASSIFICATION

After preprocessing, the data are ready to insert into the machine learning algorithm. The first module used K-means in WEKA, while the second module used three classifiers from Scikit-Learn for the classification process. The classifiers used are k-Nearest Neighbor (k-NN), Support Vector Machine (SVM), and Multilayer Perceptron (MLP).

In both layers, the aggregated data were then rescaled using Standard Scaler from Scikit-Learn. The data were rescaled to ensure the mean value was zero and the standard deviation is equal to 1. The equation for rescaling the data is shown in Equation (4) where \( \mu \) is the data mean, and \( s \) is the standard deviation.

\[
z = \frac{(x - \mu)}{s} \] (5)

For the first layer, FIGURE 8a-c) shows the sample data in the step-by-step process. FIGURE 8a gives the aggregated data after preprocessing. FIGURE 8 has the data after the rescaling process, and FIGURE 8c provides the result extracted from WEKA. As shown in FIGURE 8, the class/label attribute was removed and not rescaled with the other three features. The data in FIGURE 8b are the data inserted into WEKA. After WEKA clustered the data, the class/label feature that was removed earlier was combined with the data and the cluster number (WEKA result) to make it ready for evaluation.

For the second layer, the rescaled data then go through the pipeline process from Scikit Learn. The pipeline process is a process that is sticking multiple processes together into a single estimator. After the data were pipelined, they
TABLE 8. Determining cluster based on the percentage of majority (botnet, normal & uncertain data).

| Cluster No | No of uncertain data | No of Botnet Flows | No of Normal Flows | Percentage of Botnet | Percentage of Normal Flows | Remark |
|------------|----------------------|--------------------|-------------------|---------------------|---------------------------|--------|
| 1          | 6200                 | 277                | 2326              | 0.1064              | 0.8934                    | Normal Cluster |
| 2          | 748                  | 89                 |                   | 1                   | 0                         | Botnet Cluster |
| 3          | 4126                 | 401                | 22                | 0.9480              | 0.0520                    | Botnet Cluster |
| 4          | 141                  | 7                  | 9                 | 0.4375              | 0.5625                    | Normal Cluster |
| 5          | 464                  | 14                 | 276               | 0.0483              | 0.9517                    | Normal Cluster |

were classified and oversampled according to the classifier and oversampling technique mentioned in Section 3.2. The classification process and the oversampling process were in a confusion matrix and ready for evaluation. FIGURE 7 shows the flow chart of the process in the second module with the pseudo-code as well.

V. EVALUATION AND RESULT

The evaluation of this study was based on a confusion matrix for both modules. Although the first module used a clustering algorithm, we evaluated it as a semi-supervised technique and evaluated the botnet and normal labels. The uncertain data were not calculated in the evaluation because the insertion of uncertain data was considered to create noise. Before we generated the confusion matrix, we needed to determine whether it was a botnet cluster or a normal cluster based on the majority, as shown in TABLE 8. TABLE 8 is an example of the calculations used for determining the clusters for the experiment with and without uncertain data. As shown in TABLE 8, the number of uncertain data points was not calculated when determining the cluster.

Confusion Matrix is the most common metric used in evaluating the performance of the machine learning model. By generating a confusion matrix from the model, the distribution of the results can be seen clearly. Both modules evaluated only two (2) classes, so, the confusion matrix consisted of a specific two-dimensional table layout with the classes “Actual” and “Cluster/Prediction” in one dimension. In contrast, the other dimension had “Botnet” as positive and “Normal” as negative. The instances were categorized into four fractions, namely False Positive, False Negative, True Positive, and True Negative, as shown in TABLE 9, while the explanation of each fraction is given in TABLE 10.

The essential criterion for evaluating the Machine Learning Models is that they must suit the business impact and goal. Hence, from the confusion matrix, we expanded the performance evaluation. For this study, the prediction of binary classification was either the network traffic containing botnet attempts (positive) in the network or not.

The most common necessary measure is accuracy. Still, according to Muller and Guido [46], accuracy is not sufficient to assess classifiers’ performance, so we also included other performance parameters in our evaluation, such as Precision, Recall, False Negative Rate (FNR), and f-score.

The equation for each performance parameter is in Equation 4 until Equation 8, and the description of the evaluation parameter is listed in TABLE 12:

\[
\text{Accuracy} = \frac{TP + TN}{\sum \text{data}} 
\]

\[
\text{Precision} = \frac{TP}{TP + FP} 
\]

\[
\text{Recall (TPR)} = \frac{TP}{TP + FN} 
\]

\[
F_{\text{score}} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} 
\]

\[
\text{FNR} = \frac{FN}{FN + TP} 
\]

In this experiment, the prediction classes included either positive or negative for botnet traffic or normal traffic. The precision is the percentage of true positives compared to all the positive predictions. This shows how well the classifier predicts the positive botnet traffic as positive. Recall, also called Sensitivity or True Positive Rate (TPR), is the percentage of positive predictions from overall positive instances. F-score is a harmonic combination between precision and recall.
TABLE 11. The k-means result for the botnet behavior.

| Botnet Type | Experiment No. | Accuracy | Precision | Recall | F-score | FNR |
|-------------|----------------|----------|-----------|--------|---------|-----|
| Neris       | A              | 0.9978   | 0.998     | 0.9949 | 0.9968  | 0.0051 |
| (IRC)       | B              | 0.9978   | 0.998     | 0.9949 | 0.9968  | 0.0051 |
| Virut       | C              | 1.00     | 1.00      | 1.00   | 1.00    | 0    |
| (HTTP)      | D              | 0.9998   | 1.00      | 0.9986 | 0.9993  | 0.0014 |
| Murlo       | E              | 0.9939   | 1.00      | 0.9360 | 0.9669  | 0.0640 |
| (IRC)       | F              | 0.9992   | 0.9988   | 0.9928 | 0.9958  | 0.0072 |
| Nsis        | G              | 0.9934   | 0        | 0      | 0       | 1.0  |
| (P2P)       | H              | 0.9963   | 0.9726   | 0.4522 | 0.6174  | 0.5478 |

TABLE 12. Description of evaluation term.

| Evaluation Term | Description |
|-----------------|-------------|
| Accuracy        | The overall performance of the model. |
| Precision       | The percentage of classified botnet instances that are truly botnets. |
| Recall (TPR)    | The effectiveness of the model in detecting botnets. |
| F_score         | The harmonic combination of recall and precision. |
| FNR             | Type II error. This is the rate of error when the model wrongly predicts/clusters the botnet as normal. |

TABLE 13. Confusion matrix for experiment G.

| Actual | Cluster |
|--------|---------|
|        | Normal  | Botnet  |
| Normal | TP: 0   | FP: 970 |
| Botnet | FN: 2466| TN: 13053|

recall. It is the simplest way to measure use one evaluation and compare it to the two used values. Other than that, since this study seeks to minimize Type II error, the False Negative Rate was also included in the evaluation. Among all these parameters, we highlight the F-score and FNR because F-score is a harmonic combination between Recall and Precision.

TABLE 11 shows the results for the first module that used the k-means algorithm with all the measurement parameters. Based on TABLE 11, we see that the accuracy of all the experiments, from A to H, was in the range of 99% and 100% for all types of the botnet. However, we can see that the F-score for the Nsis botnet, which was a decentralized P2P botnet, was 0% for experiment G (without uncertain data) and 62% for experiment H. If we compared the results of FNR, the same would be true: in experiments G and H, the FNR was higher than in the other experiments. We highlighted in red the Precision, Recall, and F-score that showed a 0 value.

TABLE 13 shows the confusion matrix for experiment G; based on this table, the reason why Precision, Recall, and F-score became 0% was that the True Positive was 0.

TABLE 14 shows the results for the second module. All the highest scores for each of the measurement parameters are highlighted in bold. Referring to this table, we can see that this experiment’s overall accuracy performance varied from 83% to 92%, while the f-score for the classifier varied from 82% to 92%. The highest accuracy and f-score used k-NN without any oversampling technique. However, the lowest FNR used a combination of k-NN with SMOTE.

FIGURE 9 is a graph representing TABLE 14. In FIGURE 10, we extract the results of accuracy and f-score of each classifier, with and without oversampling. Among these three classifiers, k-NN showed consistent values for accuracy and f-score, with or without the oversampling technique.

The performance for SVM increased when it was combined with SMOTEENN compared to SVM with other oversampling techniques. However, the performance of MLP in this experiment showed the lowest results and did not significantly change when combined with an oversampling technique.

Based on TABLE 14, the highest f-score is obtained by using the k-NN algorithm without any oversampling technique with a 1-s time interval. We extend the experiment to explore the changes that result if we use a different time interval. We test the k-NN algorithm with five-time intervals (1, 30, 60, 90, or 120 s). Changing the dataset’s time interval means that we need to re-aggregate the CTU13 dataset before the classification process and evaluation. The result for k-NN using different time intervals is shown in TABLE 15. Based on TABLE 15, the highest f-score is still from using k-NN without any oversampling technique and a 1-s interval.

VI. DISCUSSION

The behavior-based analysis focuses on selecting features based on a particular concept or pattern that can extract different behavior patterns over time. In this case, we chose the flow-based features based on the theoretical relationship between the command and control server that is used by the botmaster with the botnet. The time interval for our experiment was 1 s. We chose 1 s because we wanted to test whether, within a short period, the pattern of the behavior can be differentiated. Through the botnet’s life cycle, we understood that the command and control server is the most important...
thing for a botnet to function. The current trends of botnets are changes in structure and the obfuscation technique on the packet data, which creates challenges for researchers designing detection models. Several research pieces show that traditional signature-based or content-based methods are unable to detect botnets. Still, with behavior-based and flow-based methods, it may be possible to solve the problem. The imbalanced distribution of normal and botnet traffic can also contribute to the failure to detect botnet traffic. The meager amount of botnet data compared to the very high amount of benign packet data means that the botnet traffic often goes unseen.

The comparison made with other research on botnet detection shows that researchers tend to design botnet detection only for a particular structure and protocol. Hence, for our study, we have highlighted criteria independent of structure and protocol by selecting the CTU-13 dataset, consisting of both types of structure, centralized and decentralized, and a combination of the protocols. CTU-13 also represents real-time traffic and contains a highly imbalanced distribution of botnet and benign data.

Based on the results, our method, starting with the selection of features and continuing through the preprocessing, the chosen time interval, and the algorithm, achieved impres-
 secure results. This proves that behavior-based analysis and flow-based features without accessing the payload can determine the botnet traffic, even for an imbalanced class dataset.

VII. CONCLUSION
As mention in the literature review referring to TABLE 3, our outcome is in total contrast with the previous researcher’s result. TABLE 3 shows that oversampling improves the result that produces by the classifier. However, surprisingly, oversampling in our research did not show any significant change. The k-NN algorithm alone has a result that overcomes the result produce by combining k-NN with oversampling. This result determines our next steps to extends the experiment where we will use k-NN without oversampling technique.

Since we aimed to maximize the f-score, the highest result obtained for the f-score was through the k-NN without any oversampling technique, which was 91.51% with a 1-s time interval. Although we used a behavior-based method to analyze the botnet in network traffic, this proved that we do not need a longer time interval to observe the communication pattern among bots and its botmaster.

There are still some issues that need to be addressed in a future study. As we can see, the performance decreased while clustering the decentralized botnet (experiment G with the NSIS botnet). In the future, we would like to expand our method to test novel types of botnets and evaluate them based on performance and time (processing and detecting time). We would like to create a dynamic framework that would predict future botnet behavior and test it with several benchmark botnet datasets.
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