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Abstract
Diffusion models emerge to establish the new state of the art in the visual generation. In particular, text-to-image diffusion models that generate images based on caption descriptions have attracted increasing attention, impressed by their user controllability. Despite encouraging performance, they exaggerate concerns of fake image misuse and cast new pressures on fake image detection. In this work, we pioneer a systematic study of the authenticity of fake images generated by text-to-image diffusion models. In particular, we conduct comprehensive studies from two perspectives unique to the text-to-image model, namely, visual modality and linguistic modality. For visual modality, we propose universal detection that demonstrates fake images of these text-to-image diffusion models share common cues, which enable us to distinguish them apart from real images. We then propose source attribution that reveals the uniqueness of the fingerprints held by each diffusion model, which can be used to attribute each fake image to its model source. A variety of ablation and analysis studies further interpret the improvements from each of our proposed methods. For linguistic modality, we delve deeper to comprehensively analyze the impacts of text captions (called prompt analysis) on the image authenticity of text-to-image diffusion models, and reason the impacts to the detection and attribution performance of fake images. All findings contribute to the community’s insight into the natural properties of text-to-image diffusion models, and we appeal to our community’s consideration on the counterpart solutions, like ours, against the rapidly-evolving fake image generators.

1 Introduction
With the superpower of harmonizing imaginative and controllable content creation, text-to-image generation that takes a natural language description as input and generates an image to match that description, has become one of the most exciting topics in recent years. Especially in the past few months, the outputs of state-of-the-art text-to-image models, such as OpenAI’s DALL-E2 [31], Google Brain’s Imagen [37], and StabilityAI’s Stable Diffusion [35] are approaching the authenticity of real photographs and professional the hand-drawn art.

Text-to-image generative models, despite their extraordinary creativity, can be easily misused for malicious purposes, such as the misinformation and disinformation of their generated contents [3,9,34]. For instance, fake images can be maliciously used in legal cases (falsifying electronic evidence) or politics (misleading the public). As recent news VICE1 reported, AI-generated artworks impersonated the styles of famous artists and even won the first place in an art competition, which raised serious complaints from the involved artists. Such fake images pose a huge threat to the copyrights of existing artworks, leading to widespread of unfair competition.

To mitigate the aforementioned concerns, researchers establish fake detection models to distinguish generated images from real ones. To the best of our knowledge, existing works [21,24,36,51] solely focus on traditional generative models (e.g., GANs [28]), leaving text-to-image generation models unexplored.

In this paper, we pioneer to conduct the first systematical study on visual forgeries from text-to-image generation models. In particular, our goals are in two thrusts as shown in Figure 1. First, we aim to distinguish diffusion-based fake im-

1https://www.vice.com/
ages apart from real images. Second, we aim to further track the source model of each fake image. The two goals jointly interpret the common cues of fake images and evidence the security risks from the rapidly-developing diffusion models.

To this end, we conduct sophisticated studies from two perspectives specific to text-to-image diffusion models, namely, visual modality and linguistic modality. For the visual modality, we investigate the existence and universality of artifacts shared between different models, as well as the uniqueness and visualization of fingerprints held by diffusion models. For the linguistic modality, we study the impact of its semantics and structures on the authenticity of generated images. We therefore formulate to investigate the following research questions (RQs).

- **RQ1: Existence and Generality.** Do there exist common features or artifacts shared across different diffusion models?
- **RQ2: Uniqueness and Visualization.** Does each diffusion model enjoy its unique fingerprint [4, 19, 24] that differentiates itself from other diffusion models? And how to expose these unique fingerprints?
- **RQ3: Prompt Analysis.** Which kind of semantics and structures of prompts can generate more realistic images?

**Methodologies.** To answer the above three research questions, we first leverage the existing methods as baselines and then propose a novel method to compensate for the disadvantages of the baselines.

Technically, to respond to RQ1, we propose universal detection to expose common artifacts of fake images. Our universal detection learns to distinguish apart fake and real images, and generalize towards open-world unseen fake images. We adopt two different methods: image-only detection and hybrid detection. Image-only detection shares the spirit with previous work [44] that validates the efficacy of a simple CNN to distinguish apart GAN’s fake images and real images. In this work, we consider the most challenging and realistic scenario where we train a simple CNN on fake images generated by only one model and then evaluate it on fake images generated by many unknown models. Hybrid detection is a brand-new detection method where text information is non-trivially incorporated into learning. We take advantage of CLIP image and text encoders [30] and concatenate the two embeddings to train a real/fake binary classifier. In the evaluation phase, if the natural texts of images are not available, we leverage BLIP [18] to generate captions for us and then feed the images and texts to the hybrid detection.

To respond to RQ2, we propose source attribution by adopting two methods similar to RQ1 to validate that fake images from different models contain distinct fingerprints. Different from RQ1, in this stage, our multi-label classifiers are trained on fake images from multiple diffusion models, each model of which corresponds to one label. The image-only attribution takes solely images as input, whereas the hybrid attribution concatenates image embeddings with text embeddings.

Different from RQ1 and RQ2, RQ3 focuses on the linguistic modality. To respond to these questions, we reuse the detectors we have pretrained above. More concretely, we conduct a comprehensive evaluation from two angles of linguistics, namely semantic analysis and structure analysis. In the former, we leverage two different topic extraction methods to analyze the impact of topic on the authenticity of fake images. Both two topic extraction methods facilitate us to reach the conclusion that prompts describing “person” generate more realistic images. For sentence analysis, we study the impact of prompt captions based on sentence length and the proportion of nouns in the sentence, respectively. Empirically results demonstrate that 25 to 75 is the best length for generating high-authenticity fake images while the proportion of nouns in the sentences has no impact on the authenticity of fake images. Our findings can help the developers and researchers who use the text-to-image diffusion model to generate better fake images, thereby further helping the community understand the natural properties of the fake images generated by the text-to-image diffusion model and design methods with higher detection capabilities.

**Main Discoveries.** The general discoveries and the answers to the research questions can be summarized as follows.

- **Discovery I.** There indeed exist common artifacts across different diffusion models. Furthermore, using text information in the proposed hybrid detection better benefits the detector to locate these common artifacts and achieves better performance, especially encountering open-world fake images.
- **Discovery II.** Different diffusion models indeed generate distinctive fingerprints together with their images, which allow us to attribute fake images to their sources. We further visualize these unique fingerprints using frequency spectra inspired by Zhang et al. [51].
- **Discovery III.** For regular sentences, their structures does not affect the authenticity of the generated image, whereas extreme structures tend to generate low-authenticity images. Orthogonally, semantics matter the image authenticity. For example, descriptions about “person” often produce higher-authenticity images.

**Contributions.** By answering the three general research questions above, we cast the following contributions:

- We pioneer systematically assessing the authenticity of fake images generated by text-to-image diffusion models from two perspectives, i.e., visual modality (universal detection and source attribution) and linguistic modality (prompt analysis).
- For visual modality, we design two types of detectors, i.e., the image-only detector that only utilizes fake images and the hybrid detector that utilizes both the fake image and its corresponding text caption. Extensive evaluation on four state-of-the-art text-to-image diffusion models and two benchmark datasets show that the fake images generated by these models share common visual artifacts that allow us to distinguish them from
real images, and further reveal the uniqueness of the fingerprints held by each diffusion model that can be used to attribute each fake image to its model source.

- For linguistic modality, we delve deeper to comprehensively analyze the impacts of text captions on the image authenticity of text-to-image diffusion models and reason the impacts on the performance of fake image detection. Our findings thereby can help the community understand the natural properties of the fake images generated and design methods with higher detection capabilities.

2 Preliminaries

2.1 Text-to-Image Diffusion Models

In this work, we focus on text-to-image diffusion models. Text-to-image diffusion models always takes a prompt and a random noise as the input and then denoise the image under the guidance of prompt information to generate the desired image.

To collect fake images from different diffusion models, we leverage the following pretrained models available online.

- Stable Diffusion [35]: Stable Diffusion is a latent text-to-image diffusion model. The available models are pre-trained on 512x512 images from a subset of the LAION-5B [39] dataset. CLIP’s [30] text encoder is used to condition the model on text prompts.

- Latent Diffusion [35]: Latent Diffusion is also a latent text-to-image diffusion model. It is pre-trained on LAION-400M, a smaller dataset compared to LAION-5B. It also takes advantage of CLIP’s text encoder to guide the direction of fake images.

- GLIDE [29]: GLIDE is text-to-image diffusion model released by google. The available GLIDE model is trained on a filtered version of a dataset comprised of several hundred million text-image pairs. The online model is not good at understanding texts containing people because such images are removed from the train dataset for ethical issues.

- DALL-E2-PyTorch [31]: DALL-E2-PyTorch is an unofficial implementation of DALL-E 2. It follows the DALL-E 2 paper’s algorithm to use an extra layer of indirection with the prior network. It is trained on a partial LAION dataset.

2.2 Datasets

We use the following two text-image datasets to conduct our experiments. Text from the datasets will be used to generate fake images. Then we compare fake images and real images from the same text to study whether we can tell them apart.

- MSCOCO [23]: MSCOCO dataset is a large-scale objective, segmentation, and captioning dataset. We will leverage its image-caption pair to construct fake images. MSCOCO’s images contain 80 classes.

- Flickr30k [46]: Flickr30k dataset contains 31,783 images and 158,915 English captions on various of scenarios.

In summary, the fake images we have collected are listed in Table 1. Note that since different available models are trained on different size images, and in real-world settings, fake images always appear in different resolutions, we generate fake images of different sizes based on the used model’s default setting. Also, DALLE2-Pytorch only has 1328 fake images due to its generating process being much slower than the above three.

3 Fingerprint Learning for Visual Modality

We present our work addressing these two RQs respectively by learning the fingerprints of diffusion model for image attribution:

- (RQ1) We introduce diffusion model artifacts and exploit them to differentiate generated images of diffusion models from real ones. We denote this task as universal detection.

- (RQ2) For generated images from diffusion models, we further attribute their sources by learning fingerprints unique to each model. We denote this task as source attribution.

For both universal detection and source attribution, we approach them by constructing a machine learning classifier and predicting the source of an image. More specifically, for universal detection, we build a binary classifier to predict whether the image is real or generated. For source attribution, we build a multi-classifier to predict from which diffusion model the image comes.

3.1 Universal Detection

Here, we present the first study, i.e., universal detection, addressing RQ1 as aforementioned, we start by introducing our design intuition and goals. Then we describe how to build the binary classifier. Finally, we present the evaluation results.

3.1.1 Design Intuition

We derive our intuition behind the universal detection from the common features or artifacts that are (probably) shared.
among different diffusion models. Since some features or artifacts shared across different GAN models have been verified in previous work [10, 13, 44, 50, 51]. We believe that diffusion models also hold the same or similar property as GAN models, there are also some shared features or artifacts among different diffusion models. To verify it, we perform a simple yet promising research approach where we investigate whether it is possible to perform forensic detection on images from the one diffusion model that generalizes to images from many unseen models.

3.1.2 Design Goals

As we aim to differentiate the images from the one diffusion model that generalizes to images from many unseen models, we should achieve the following goals:

- **Differentiate Between Generated and Real.** The primary goal of universal detection is to differentiate the images generated by diffusion models from real ones. This can verify whether there exist fingerprints in diffusion models, and such fingerprints can be reflected in their corresponding generated images, which are different from real images.

- **Agnostic to Algorithms and Datasets.** Since there are and will be more and more diffusion algorithms and datasets to generate fake images, it is not possible to construct a detector for each diffusion algorithm and dataset to distinguish the generated from the real ones. Therefore, it is crucial to explore whether we can train universal detectors that are independent of diffusion algorithms and datasets, i.e., the detector can distinguish between real images and images generated by unknown diffusion algorithms trained on unknown datasets. Note that this is a more realistic and challenging scenario. Furthermore, this can verify whether there are some common features and artifacts shared across different diffusion models.

3.1.3 Fingerprint Learning

In this section, we present two different methods based on different background knowledge exploited, i.e., image-only detection that only exploits visual output by diffusion models, as well as hybrid detection that exploit both visual output and linguistic prompts. See Figure 2 for an illustration of how to conduct the fingerprint learning.

**Image-Only Detection.** Following the previous work [44], we first explore whether we can train a simple binary ML classifier to differentiate generated images from real images. As we mentioned that the universal detection should be agnostic to diffusion algorithms and datasets. Thus, we only choose the generated images of one diffusion model trained on one certain dataset, as well as the corresponding real images to build the binary classifier.

As shown in the pink part of Figure 2, our image-only detection consists of the following stages.

1. Randomly selecting 20,000 prompt captions from MSCOCO dataset to query the stable diffusion model to generate fake images.

2. Labelling all fake images as 0 and the real images of the same size from MSCOCO dataset as 1, i.e., 40,000 in total.

3. Training the binary ML classifier with 0-fake and 1-real images in conjunction with classical training techniques.

4. Evaluating trained classifiers to distinguish unseen fake images generated by unknown diffusion models (e.g., LDM and DALL-E2) from real images.

The reason why we choose stable diffusion is that stable diffusion can generate more realistic pictures, compared to other models we found in the open-source community. This is actually more challenging for us to train a good classifier. Note that we also choose other diffusion models and datasets to train our detector and then conduct the evaluation.

**Hybrid Detection.** In addition to the visual output of the diffusion model that we utilize, there are also linguistic prompts unique to the diffusion model, which are different from the traditional domain. Usually, it is not possible to obtain cue captions that faithfully and fully reflect the real image content. In other words, given the prompts input to the diffusion model, the visual output may reflect the content of the prompts more faithfully than the real caption-image pairs in the dataset. Such disparity constitutes our intuition for hybrid detection, which exploits visual output and linguistic input to build ML classifiers.

The green part of Figure 2 shows the work pipeline of our hybrid detection. The general pipeline is same as the that of image-only detection. The only one difference is in step 3:
we leverage CLIP’s image encoder and text encoder as feature extractors to get embeddings for both images and text. Then, we concat these two embeddings together as a new embedding and use this embedding to train our linear classifier. In this case, our classifiers can learn from image information as well as text information. Note that we leverage CLIP trained on ViT-B/32 as our feature extractors.

To evaluate the well-trained hybrid detector, we also need both images and captions to query it. In a real-world scenario, users are likely to attach a caption to the image they post on the Internet. Therefore, for this scenario where the detector can acquire the captions of the images during the evaluation phase, we call it hybrid detection (“natural text”). In our experiments, we adopt the real prompt caption from datasets to conduct the evaluation.

In a more realistic and challenging scenario where the detectors cannot get the natural prompts, we propose a simple yet effective method to generate the prompt caption, which is named hybrid detection (“generated text”). Concretely, we leverage the BLIP [18] model to generate captions for us and then use this caption as the natural caption to train our hybrid detectors. BLIP is a captioner which can generate synthetic captions. In this way, we can still get the text information and our further experiments demonstrate that detectors trained on natural captions can also work well on the generated captions. In our work, we leverage BLIP trained on ViT-B and CapFilt-L as our captioner.

In a word, we consider two scenarios in the evaluation phase based on whether the detector can get the natural texts. We show in the result section that our detector works well in both scenarios.

### 3.1.4 Results

In this section, we present the detection performance of our proposed image-only detection and hybrid detection.

**Image-Only Detection.** For a convincing evaluation, we adopt existing work [44] that detects visual forgeries in the GAN domain as a comparison. Note that the GAN-based detector is trained on GAN-generated images and achieve close 0.98 performance on other unknown GAN algorithm [5, 16, 17, 36, 52]. Figure 3 depicts the performance of GAN-based detector on fake images generated by diffusion models. We can observe that most diffusion-generated fake images cannot be detected by the GAN-based detectors. In all cases, the detection can only achieve an accuracy score of 0.5, which means all fake images are classified as real images. Therefore, it can be concluded that there is a huge gap between the GAN model and the diffusion model, leading to the complete inability of the GAN-based detector to handle the fake images generated by the diffusion model. These results also indicate that it is crucial to explore the properties of diffusion models for image attribution.

Furthermore, we can see that the image-only detector achieves better performance on all models and datasets compared to the GAN-based detector. For example, the detector can achieve accuracy score of 0.597 in detecting fake images from the GLIDE trained by Flickr30k. Note that the detector here, i.e., the binary ML classifier, is only trained on fake images generated by stable diffusion trained on MSCOCO. We further build detectors on other models and datasets in Section 3.1.6. These results show that the fake images generated by the diffusion model do have some common properties, which enable detectors based on one diffusion model to distinguish between fake images generated by an unknown diffusion model and real images. These results also verify the existence and generality of the fingerprint of diffusion models.

Lastly, another interesting finding is the much larger variation in detection performance under the effect of the model compared to the effect of the datasets. For example, in Figure 3a, the detector scores 0.913 accuracy on stable diffusion, compared to 0.526 on DALL-E2. In contrast, the detector achieves very close accuracy across different datasets on all diffusion models. The results indicate that the diffusion model indeed plays a key role in leaving fingerprints in the generated images.

However, though the image-only detector achieves better performance on all models and datasets compared to the GAN-based detector, we acknowledge that the current detection performance is far from the design goal due to the poor performance on GLIDE and DALL-E2. As mentioned earlier, text-to-image generation with text as input may provide new signals to boost detection performance, which motivates us to perform the following hybrid detection.

**Hybrid Detection.** We report the accuracy score of our hybrid detection in Figure 4. We report our exact numbers in Section 7.1. We can find that the linguistic information, i.e.,
prompt caption, significantly improves the detection performance on all diffusion models and datasets. For instance, hybrid detectors with real captions achieve accuracy score of 0.909 on DALL-E2, which is much higher than the accuracy score of 0.522 achieve by image-only detector. Moreover, we can find that the detection performance is less affected by different models than image-only detection. We also conduct an evaluation by relaxing the assumption that we can get the real captions of the images. As shown in the green bars, we can observe that our hybrid detector still can achieve remarkable performance compared to image-only detector.

Our extensive evaluation convincingly demonstrates that our proposed hybrid detection can achieve the design goals of universal detection. All these above results verify the existence and generality of fingerprints of diffusion models.

3.1.5 Discussions

The above results fully demonstrate the effectiveness of our universal detection. Here we delve more deeply into the reasons for successfully distinguishing fake images from real ones and why additional linguistic information can improve universal detection performance.

Why Does Linguistic Information Enhance Detection Performance. We conduct studies here to further investigate why linguistic information, i.e., prompt caption, enhances helps us distinguish between real and fake images. For each prompt caption, we collect its corresponding real image and fake image generated by Stable Diffusion. Then, we use CLIP’s text encoder and image encoder to compute the similarity between the prompt caption and the real/fake respectively. In our experiments, we adopt 2,000 texts by randomly sampling from MSCOCO dataset. Figure 5 show the similarity distribution. We can see that the distance between the fake image and the text information is closer than the real image, leading to a clear difference between their loss distribution. This verifies our intuition aforementioned, given the prompts input to the diffusion model, the visual output reflects the content of the prompts more faithfully than the real caption-image pairs in the dataset. Furthermore, we can also conclude that it is not the linguistic information itself that enhances the performance of the detector, but the linguistic information can be exploited as an extra “anchor” to provide a new measure to distinguish between true and false images.

Case Study of Artwork. All the above experiments are performed on distinguishing real fake images from real photos. Our experimental results show that we can train hybrid detectors to achieve excellent performance on these datasets. However, as we stated in the introduction, the misuse of diffusion models in art competitions already pose serious security concerns. Therefore, it is crucial for us to evaluate whether our detector is able to distinguish between real and fake paintings.

Since there is no existing dataset on paintings and their captions, we collect only 50 real artworks from the Internet and 50 works generated by the stable Stable Diffusion, which are then fed to the previous detector. In addition, paintings are always caption-less. Therefore, we evaluate these artworks using only an image-only detection and a hybrid detection with generated text. Our experiments show that the image-only detector can achieve an accuracy of 0.710 and the hybrid detector can achieve 0.690. The results show that even with different topics and different styles (e.g., artworks and photos), fake images still have some common properties.

As an additional discovery, we also found that stable diffusion is able to fully replicate some paintings knowing only the name of the painting, which we show in Figure 6, which also proves the feasibility of membership inference attacks [15, 20, 22, 41] and model stealing attacks [40, 42] on the diffusion model.

3.1.6 Ablation Study

Impact of Generated Prompt Authenticity. In hybrid detection(generated text), when the natural captions of the image are not available to the detector, we utilize the BLIP as a caption generator to generate the prompt caption and then use these generated prompt caption to build the detector.

Here, we explore whether the authenticity of generated prompts affects the performance of detector. In particular, we leverage a new term called prompt descriptiveness [8, 11, 26, 38] to evaluate the authenticity of prompt by computing the similarity between prompt embeddings and image embeddings. The descriptiveness of one dataset is the mean
of the descriptiveness of each text. Figure 7 depicts the detection performance in terms of the authenticity of generated prompts. We can see that the authenticiy of the prompts greatly affects the performance of the detector. For instance, when the descriptiveness is 0, i.e., no prompts are used as the input, the detector can only achieve the accuracy score of 0.621 on GLIDE MSCOCO, while the performance can be improved to 0.838 with the generated text with descriptiveness of 0.538. In addition, it also can be concluded that we can easily obtain the generated prompts by BLIP that have good descriptiveness among all datasets and algorithms.

Impact of Training Dataset Size. In this section, we explore the impact of the training dataset’s size on the performance of detector. More concretely, for each diffusion model, we build the detector based on Stable Diffusion by varying the size of training dataset from 500 to 40000 (half is real, half is fake). Note that the defaults size we adopt in previous evaluation is 40000.

We report the detection performance in terms of the size of training dataset in Figure 8. As expected, the performance of different detectors indeed is affected by the size the training dataset, and the general trend is that all the detectors performs better with the increase of the training dataset’s size. For instance, as the performance of hybrid detection shown in Figure 8b, when the training dataset size is 1000, the detector can achieve 0.792 while the accuracy can be improved to 0.885 when the training dataset size is 40000. More encouragingly, we can also find that the hybrid detector achieves significant performance even with a small number of images of only 500 images, which is much fewer compared to 40,000 images. For example, in Figure 8a, the detection performance is 0.830 with only 500 training data, while the detection performance is 0.958 with 40,000 training data. Lastly, we again find that the hybrid detection achieves much better performance than image-only detection, as shown previously. For example, in Figure 8c, the hybrid detector achieves 0.714 accuracy with 500 training data, while the vision-only detector achieves only 0.523 with 40,000 training data. This again demonstrates the advantages of introducing linguistic information in the detection process.

Impact of the Diffusion Models for Building Detector. As aforementioned, we chose stable diffusion to build all our detectors, and empirical results show that the detector can generalize to unknown diffusion models. In this section, we explore whether the detection performance is affected when the detector is built on different diffusion models.

Concretely, we adopt the fake images generated by GLIDE as training data to build the detectors and compare the detection performance with detectors from Stable Diffusion. Our results are shown in Figure 9. We can observe that both image-only detector and hybrid detector can perform well on fake images from the same algorithm as the training data source, but fail on the other algorithms. The overall performance is worse than that shown in Figure 4, where the detector is built on the stable diffusion model. Especially, the detectors built on GLIDE work poorly on stable diffusion model. These results suggest that the higher-authenticity fake images generated by stable diffusion model can boost the hybrid detector to achieve better generalization over other models, especially for hybrid detection.

3.1.7 Takeaways

In summary, to answer RQ1, we propose both image-only and hybrid detection to differentiate diffusion-based fake images apart from real ones. Extensive evaluations show that there indeed exists some common features and artifacts among different diffusion models. Besides, with the linguistic information, the hybrid detector can achieve great performance compared to image-only detector. Overall, these empirical results verify the existence and generality of fingerprints of diffusion models.

3.2 Source Attribution

After demonstrating the existence and generality of fingerprint of diffusion models, Here, we present the second study i.e., source attribution, addressing the RQ2. We start by introducing our design intuition and goals. Then we describe how to build the binary classifier. Finally, we present the evaluation results.

3.2.1 Design Intuition

We derive the intuition behind our source attribution from previous works [14, 25, 48, 49] on GANs suggests that GAN-based fake images always carry fingerprints to indicate their algorithms. Therefore, we believe that diffusion-based fake images also have the same behavior, i.e., diffusion models usually carry different fingerprints and leave stable fingerprints in their generated images. To verify it, we propose source attribution.

3.2.2 Design Goals

Similar to Section 3.1, we here explain our goal of source attribution.

• Tracking Original Algorithms. The primary goal of source attribution is to track the fake images generated by which diffusion algorithm. This can verify whether each diffusion model enjoys its unique fingerprint that is different from other diffusion models.
Here, we present two methods designed to conduct source attribution: image-only attribution and hybrid attribution. Similar to universal detection, the former only exploits visual output by diffusion models, and the latter exploits both visual output and linguistic prompts. See Figure 2 for an illustration of how to conduct fingerprint learning.

**Image-Only Attribution.** We first explore whether we can train a simple ML multi-classifier to track the source of generated images. More concretely, we adopt a limited range of diffusion models to generate fake images to build our detector. Besides, as we mentioned that the source attribution should be agnostic to datasets, these diffusion models we adopted are only trained on one dataset.

Our image-only tracking contains the following steps.

1. Randomly selecting 20,000 prompts from MSCOCO to query SD, LDM, and GLIDE, respectively. We also collected 20,000 real images from MSCOCO corresponding to the above prompts.

2. Labelling fake images according to their source algorithms and real images.

3. Training the multi-class classifier with the labeled data.

4. Evaluating trained multi-classifier to predict the source of a given image, which may belong to SD, LDM, and real.

Note that in this section, DALL-E2 is considered an unknown algorithm because it is too slow to generate fake images. We adopt ResNet18 to build our detector.

**Hybrid Attribution.** Previous evaluations in universal detection have shown that the linguistic information does greatly enhance the distinction between real and fake images, therefore we also investigate whether the linguistic information improves the performance of source attribution, i.e., hybrid tracking.

The hybrid attribution is quite similar to the above hybrid detection framework. In the training phase, we use the natural captions and their corresponding fake images to train a classifier containing the clip’s image and text encoder as well as a classification layer. Then, in the testing phase, we consider two possible scenarios. In hybrid(natural text), we assume the tracker can get the natural text, which is always posted together with images by users. In hybrid(generated text), we assume the tracker only has images. In this scenario, we leverage BLIP to generate text for us and then use the generated texts and images to test the given images.

### 3.2.4 Results

In this section, we present the performance of our proposed two types of source attribution.

**Image-Only Attribution.** We report the performance of image-only source attribution in Table 2. We can find that our proposed image-only source attribution achieves remarkable performance. For example, when these evaluated diffusion models are trained on MSCOCO, i.e., the evaluated diffusion models are trained on the same dataset as the trained diffusion models to build our image-only detector, our detector can achieve an accuracy score of 0.815, a very high detection performance. These results verify that the different diffusion models indeed enjoy their unique fingerprint that is different from other diffusion models, leading to remarkable performance of our image-only detector.
Further, we can also find that when these evaluated diffusion models are trained on Flicker30k, i.e., the evaluated diffusion models are trained on the different dataset as the trained diffusion models to build our image-only detector, our detector still achieve an accuracy score of 0.727, which is a fairly high detection performance. Note that the random guess for the 4-class classification task is only 0.25. These results indicate that our image-only detector is agnostic to datasets.

**Hybrid Attribution.** Table 2 shows the performance of our proposed hybrid detection. We can clearly see that the hybrid detector achieves much better performance than the image-only detector, regardless of datasets, which again indicates that the linguistic information indeed can enhance the detection performance.

Moreover, these empirical results demonstrate once again that, in addition to sharing some common properties, these fake images from different algorithms also have their own special properties, which allow us to keep track of their own algorithms, i.e., verifying the fingerprint unique to the diffusion model.

### 3.2.5 Discussions

The above evaluations convincingly demonstrate the effectiveness of our source attribution. Here, we explore how to expose the fingerprints of diffusion models and evaluate the adaptation to unknown diffusion algorithms.

**Fingerprint Visualization.** In the previous experiments, we quantitatively demonstrate that each diffusion model enjoys its unique fingerprint and such fingerprint can be reflected in their generated images. Here, we aim to verify the uniqueness of fingerprints qualitatively.

Inspired by Zhang et al. [51], we draw the frequency spectra of different diffusion models built on MSCOCO in Figure 10. For each diffusion algorithm, we randomly select 2,000 fake images and then calculate the average of their Fourier transform outputs. The reason we adopt Fourier transform is that Fourier transforms typically provide more invisible information about images.

As shown in Figure 10, we can clearly observe that there are distinct patterns visible in images generated by different diffusion models, especially in GLIDE and DALL-E2. We can also find that the frequency spectra of stable diffusion is similar to that of latent diffusion, which can explain why detectors built on stable diffusion can also achieve very high performance on latent diffusion. The reason behind this is that they follow similar algorithms, although trained on different datasets. Their qualitative evaluations verify again that each diffusion model enjoys its unique fingerprint.

**Adaptation to Unknown Algorithms.** As aforementioned, one of our design goals is to identify fake images generated by unknown diffusion algorithms. Therefore, we explore how to adapt our detector to the unknown algorithm.

To this end, we propose a simple yet effective approach named confidence-based prediction. The core idea is to classify the unconfident samples from the detector prediction, i.e., lower than pre-defined confidence, as unknown algorithms. In our experiment, we set the threshold as 0.9 and Table 3 shows the results. As we can see, the performance of our detector drops but stays in a stable range when the test data contains unknown algorithms. Moreover, we can still conclude that hybrid detection can always achieve better performance than the image-only detector in both settings. These results indicate that with a simple modification, our detection can adapt to unknown algorithms easily and can achieve not-so-bad performance.

### 3.2.6 Ablation Study

**Impact of Training Dataset Size.** Both image-only detectors and hybrid detectors achieve remarkable performance in tracking the source algorithm of fake images. Here, we explore the effect of the training data size for constructing the detector on the detection performance.

We report the experimental results in Figure 11. We can see that the size of training data indeed has a great influence on detection performance. For example, when training our detector with only 5000 fake images, even the hybrid detector can only achieve 0.736 accuracy, while it can achieve 0.936 accuracy when fed with 80,000 fake images. Besides, we can find that hybrid detectors require less data for convergence compared to image-only methods. For example, hybrid detection achieves a huge performance improvement between 10,000 and 20,000 training size, while this improvement occurs in the 40,000 to 80,000 training size range for the CNN-based approach. From this phenomenon, we can conclude that the hybrid approach requires less data and always achieves good performance even with a small amount of training data.

### 3.2.7 Takeaways

In summary, to answer RQ2, we propose image-only detection and hybrid detection to track the source of fake im-
images. Extensive evaluation demonstrates that different diffusion models indeed enjoy unique fingerprint that is different from others, i.e., verifying the uniqueness of the fingerprints held by the diffusion model.

4 Prompt Analysis for Linguistic Modality

One of the most significant differences between text-to-image diffusion models and traditional GANs is that the diffusion models take natural language descriptions as input and generate matching images, i.e., the diffusion models consist of visual and linguistic modalities. The above studies mainly focus on the visual modality; in this section, we shift our attention from the visual modality to the linguistic modality. Here, we focus on addressing our previously mentioned RQ3:

• (RQ3) Do the semantics and structure of the prompts affect the authenticity of the generated image, thus affecting the detection performance?

To answer this question, we perform a comprehensive study from two perspectives of linguistics, namely semantic analysis, and structural analysis. In this section, we first introduce the definition of images’ authenticity. Then we conduct the semantics and structure analysis respectively to explore their influence on images’ authenticity.

4.1 Authenticity of Images

Before we start, we will first make the definition of image authenticity from the perspective of fake image detection. Ideally, the image authenticity should reflect whether the given images are more realistic or not. In this work, we adopt the binary detector we designed in universal detection as a metric to assess the authenticity of given images. We extract the probability corresponding to the real image as the authenticity metric. Note that, in this section, we aim to analyze the impact of prompts on image authenticity. Based on the principle of control variables, we just use image-only detector as our metric, without text information.

4.2 Semantics Analysis

We first conduct the semantic analysis to study the impact of prompt captions. In particular, we analyze the semantics from two angles, i.e., what kind of topics or contents contribute to the generation of more realistic images. Note that we here focus on Stable Diffusion models and MSCOCO dataset.

Topics. To extract the topic for a given prompt caption, we first utilize a straightforward method of grouping them via the explicit topic labels provided by MSCOCO itself. We show the results of explicit topics analysis in Figure 12. For convenience, we selected the top ten topics that are easier to generate more realistic pictures. We can clearly observe that even in these top 10 topics, the topic “person” is far ahead of the other topics in terms of the probability of generating realistic images. Therefore, it can be concluded that to generate realistic fake images, it is always a good choice to choose “person” as the topic.

Furthermore, though the straightforward method can simply and effectively represent the categories of each caption, such a simple distinction between captions may not reflect the difference in the semantics of captions themselves. Here, we introduce another method of topic extraction based on im-
Table 4: Case study on top 5 prompts which can generate more real or fake images.

| Rank | Real | Fake |
|------|------|------|
| Top1 | A green bus is parked on the side of the street | THERE IS A ZEBRA THAT IS EATING GRASS IN THE YARD |
| Top2 | A birthday cake with English and Chinese characters | I sign that indicates the street name posted above a stop sign |
| Top3 | There is a cake and donuts that look like a train | A group of skiers as they ski on the snow |
| Top4 | A dog hanging out of a side window on a car | A bench is surrounded by grass and a few flowers |
| Top5 | A pan filled with food sitting on a stove top | |

Figure 13: 3D spatial distribution of different prompts. The plane formed by the x-y axis is the result of t-SNE dimension reduction after DBSCAN on the prompts' embedding. The z-axis represents the confidence score of the images generated by the corresponding prompts. Higher is more real.

Table 4: Case study on top 5 prompts which can generate more real or fake images.

| Rank | Real | Fake |
|------|------|------|
| Top1 | A green bus is parked on the side of the street | THERE IS A ZEBRA THAT IS EATING GRASS IN THE YARD |
| Top2 | A birthday cake with English and Chinese characters | I sign that indicates the street name posted above a stop sign |
| Top3 | There is a cake and donuts that look like a train | A group of skiers as they ski on the snow |
| Top4 | A dog hanging out of a side window on a car | A bench is surrounded by grass and a few flowers |
| Top5 | A pan filled with food sitting on a stove top | |

Figure 14: The relationship between length/proportion of noun in certain sentence and the corresponding images’ authenticity.

4.3 Structure Analysis

After semantic analysis, we now conduct the structure analysis to study the impact of prompt captions. Similarly, we analyze the prompt structures from two angles, i.e., the length and the proportion of nouns in sentences. The length of the sentence reflects the complexity of the sentence. The proportion of nouns in the sentence affects the number of objects appearing in the fake image. Here, we use NLTK to compute the proportion of nouns in a sentence.

**Results.** We randomly select 5000 prompts, count the length and number of nouns, and report the structural analysis in Figure 14. We can see from the Figure 14a that both extremely long and short sentences have no effect on the diffusion model to generate more realistic images. For instance, when the length of the sentence is longer than 120, the diffusion models always generate lower-authenticity images. In addition, almost all high authenticity images are generated from prompts ranging in length from 25 to 75, which is the normal length of common sentences in daily life. Therefore, it can be concluded that 25 to 75 is the best length for generating high-authenticity fake images.

For the proportion of nouns in sentences, we also find that detailed descriptions of the subject objects contribute to the generation of more realistic images. For example, in the top 5 real captions, four of these live provide a detailed description of the image, while four of the top 5 fake captions describe the environment in which the subject is located, rather than the subject itself. In addition, we acknowledge that such statements may not be sufficiently plausible because of the small sample size of this assessment. We leave it as future work to explore in depth whether we can arrive at this statement.
the length of the sentence, it seems that the proportion of the nouns does not affect the authenticity of the image much when it is within the normal range.

4.3.1 Takeaways

In summary, we conduct semantic analysis and structure analysis to study the impact of prompt captions on the authenticity of generated images. Empirical results demonstrate that sentences of topics “person” with a length of 50 are relatively easier to produce high-authenticity images, thus leading to difficulties in detection by our designed detectors.

5 Related Work

5.1 Text-to-Image Generation

Text-to-image generators is widely used recently. Researchers and artists are increasingly concerned about how to use text-to-image generation models to improve the efficiency of artistic creation. The general generation models will take the text as the input and output the images which match the given text description. The first work on text-to-image generators is based on GAN [32]. By combining text embedding and latent vectors, The authors expect the GAN can generate the corresponding images following the text’s guidance. This work stimulates more researchers to study the text-to-image generation models, but using GAN always cannot achieve good generation results.

Nowadays, text-to-image generators gained popularity again due to the appearance of diffusion models [1, 29, 35, 37]. Different from GAN where the generator aims to fool the discriminator, the generator of diffusion models tries to reverse the images from noise. Text-to-image diffusion models take random noise and text as the input and de-noise the noise conditioned on textual guidance. The process takes a lot of computing resources to cover a variety of different texts. Currently, the most powerful text-to-image diffusion models, Stable diffusion [35], Imagen [37], GLIDE [29] and DALL-E2 [31], are published by big companies.

5.2 Existing Works Against Visual Forgeries

Currently, the main efforts against visual forgeries focus on fake images from GAN. Wang et al [44] find that the simple CNN model can easily detect fake images from open-world GAN. Therefore, they argue that GAN-based fake images have common flaws, which allow us to tell them apart from real images. Ning et al [47] find that we can track fake images’ algorithm due to the fact that GAN-based fake images have their fingerprints. This work further promotes accountability for fake images. Girish et al [14] further propose a new attribution algorithm to deal with open-world challenges where the algorithms may be unknown to the detector image. To achieve this, Girish et al take advantage of out-of-distribution detection and clustering to define and incorporate the unseen algorithms.

Even though all of the above work performed well in their respective papers, they only focus on GAN-based fake images. Diffusion-based fake images remain unexplored.

5.3 Other Attacks Against Diffusion Models

As diffusion models get popular, some attacks against diffusion models also emerged. Giannis Daras et al [6] find that DALL-E2 has hidden vocabulary that will be used to generate images with absurd prompts. Raphaël Millière [27] propose the first adversary attacks against text-to-image diffusion models by combining two language word tokens. Yixin Wu et al [45] propose the first membership inference attacks against text-to-image diffusion models. However, even though these attacks work well on their own tasks, the security issues caused by text-to-image diffusion models still remain unexplored.

6 Conclusion

In this paper, we conduct the first comprehensive study to explore the authenticity of fake images generated by text-to-image diffusion models. More concretely, we conduct comprehensive studies from two perspectives unique to the text-to-image model, namely, visual modality, and linguistic modality.

In visual modality, we first propose universal detection which aims to distinguish the diffusion-based fake images from real images. We design two types of detector called image-only detector that only exploit fake images generated by the diffusion model and hybrid detectors that exploit both fake images and their corresponding text caption. Extensive evaluations on four state-of-the-art diffusion models and two benchmark datasets demonstrate that there exist common features or artifacts shared across different diffusion models. These findings can help the community determine which photographs and hand-drawn art that are imperceptible to the naked eye are fake images generated by text-to-image diffusion models, and then mitigate the serious threat they pose, as recently shown.

Furthermore, we then propose source attribution which aims to track the source diffusion model of each fake image. Similarly, we also design two types of detector, i.e., image-only detector and hybrid detector. We conduct extensive evaluations and empirical results show that each diffusion model enjoys its unique fingerprint, which allows us to differentiate one diffusion model from other diffusion models. These findings can support the community in tracking down the source of fake images and pursuing accountability for malicious generators of fake images.

Last but not least, in linguistic modality, we reuse the detector we have pretrained in universal detection and conduct a comprehensive evaluation from two angles of linguistics, namely semantic analysis and structure analysis. Empirical results show that the structures of regular sentences do not affect the authenticity of the generated image, whereas extreme structures tend to generate low-authenticity images. Orthogonally, semantics (e.g., topics about “person”) matter the image authenticity. These findings can help the community understand the natural properties of the fake images generated by the text-to-image diffusion model and design more powerful detection methods.
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7 Appendix

7.1 Exact Number for Universal Detection Results

We report our exact numbers for universal detection tasks in Table 5.

Table 5: The performance of image-only framework and hybrid framework on universal detection tasks.

|               | Diffusion Model | MSCOCO | Flicker30k |
|---------------|----------------|--------|------------|
| **Image-Only**|                |        |            |
| SD            | 0.913          | 0.907  |            |
| LDM           | 0.875          | 0.829  |            |
| GLIDE         | 0.623          | 0.598  |            |
| DALL-E2       | 0.524          | 0.523  |            |
| **Hybrid(natural text)** |      |        |            |
| SD            | 0.958          | 0.964  |            |
| LDM           | 0.885          | 0.939  |            |
| GLIDE         | 0.890          | 0.920  |            |
| DALL-E2       | 0.909          | 0.831  |            |
| **Hybrid(generated text)** |      |        |            |
| SD            | 0.930          | 0.904  |            |
| LDM           | 0.877          | 0.881  |            |
| GLIDE         | 0.837          | 0.829  |            |
| DALL-E2       | 0.781          | 0.531  |            |
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