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Abstract. We study the Muskat problem for one fluid (Hele-Shaw problem) or two fluids, with or without viscosity jump, with or without rigid boundaries, and in arbitrary space dimension $d$ of the interface. The Muskat problem is scaling invariant in the Sobolev space $H^{s_c}(\mathbb{R}^d)$ where $s_c = 1 + \frac{d}{2}$. Employing a paradifferential approach, we prove local well-posedness for large data in any subcritical Sobolev spaces $H^s(\mathbb{R}^d)$, $s > s_c$. Moreover, the rigid boundaries are only required to be Lipschitz and can have arbitrarily large variation. The Rayleigh-Taylor stability condition is assumed for the case of two fluids with viscosity jump but is proved to be automatically satisfied for the case of one fluid. The starting point of this work is a reformulation solely in terms of the Dirichlet-Neumann operator. The key elements of proofs are new paralinearization and contraction results for the Dirichlet-Neumann operator in rough domains.

1. Introduction

1.1. The Muskat problem. In its full generality, the Muskat problem describes the dynamics of two immiscible fluids in a porous medium with different densities $\rho^\pm$ and different viscosities $\mu^\pm$. Let us denote the interface between the two fluids by $\Sigma$ and assume that it is the graph of a time-dependent function $\eta(x, t)$, i.e.

$$\Sigma_t = \{(x, \eta(t, x)) : x \in \mathbb{R}^d\}. \quad (1.1)$$

The associated time-dependent fluid domains are then given by

$$\Omega^+_t = \{(x, y) \in \mathbb{R}^{d+1} : \eta(t, x) < y < b^+(x)\} \quad (1.2)$$

and

$$\Omega^-_t = \{(x, y) \in \mathbb{R}^{d+1} : b^-(x) < y < \eta(t, x)\} \quad (1.3)$$

where $b^\pm$ are the parametrizations of the rigid boundaries

$$\Gamma^\pm = \{(x, b^\pm(x)) : x \in \mathbb{R}^d\}. \quad (1.4)$$

The incompressible fluid velocity $u^\pm$ in each region is governed by Darcy’s law:

$$\mu^\pm u^\pm + \nabla_{x,y} \rho^\pm = -(0, \rho^\pm) \quad \text{in } \Omega^\pm_t, \quad (1.5)$$

and

$$\text{div}_{x,y} u^\pm = 0 \quad \text{in } \Omega^\pm_t. \quad (1.6)$$
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Note that we have normalized gravity to 1 in (1.5).
At the interface \( \Sigma \), the normal velocity is continuous:
\[
    u^+ \cdot n = u^- \cdot n \quad \text{on } \Sigma_t
\]
where \( n = \frac{1}{\sqrt{1 + |\nabla \eta|}} (-\nabla \eta, 1) \) is the upward pointing unit normal to \( \Sigma_t \). Then, the interface moves with the fluid:
\[
    \partial_t \eta = \sqrt{1 + |\nabla \eta|^2} u^- \cdot n|_{\Sigma_t}.
\]
By neglecting the effect of surface tension, the pressure is continuous at the interface:
\[
    p^+ = p^- \quad \text{on } \Sigma_t.
\]
Finally, at the two rigid boundaries, the no-penetration boundary conditions are imposed:
\[
    u^\pm \cdot \nu^\pm = 0 \quad \text{on } \Gamma^\pm
\]
where \( \nu^\pm = \frac{1}{\sqrt{1 + |\nabla b^\pm|}} (-\nabla b^\pm, 1) \) denotes the outward pointing unit normal to \( \Gamma^\pm \). We will also consider the case that at least one of \( \Gamma^\pm \) is empty (infinite depth); (1.10) is then replaced by the vanishing of \( u \) at infinity.

We shall refer to the system (1.2)-(1.10) as the two-phase Muskat problem. When the top phase corresponds to vacuum, i.e. \( \mu^- > \mu^+ > 0 \), the two-phase Muskat problem reduces to the one-phase Muskat problem (also known as the Hele-Shaw problem) and (1.9) becomes
\[
    p^+ = 0 \quad \text{on } \Sigma_t.
\]

1.2. Presentation of the main results. It turns out that the Muskat problem can be recast as a *quasi-linear* evolution problem of the interface \( \eta \) only (see e.g. [21, 24, 33, 44]). Moreover, if \( \eta(t, x) \) is a solution then so is
\[
    \eta_\lambda(t, x) := \lambda^{-1} \eta(\lambda t, \lambda x), \quad \lambda > 0
\]
and thus the Sobolev space \( H^{1+\frac{d}{2}}(\mathbb{R}^d) \) is scaling invariant. Our main results assert that the Muskat problem in arbitrary dimension is locally well-posed for large data in *all subcritical Sobolev spaces* \( H^s(\mathbb{R}) \), \( s > 1 + \frac{d}{2} \), either in the case of one fluid or the case of two fluids with or without viscosity jump, and when the bottom is either empty or is the graph of a Lipschitz function with arbitrarily large variation. We state here an informal version of our main results and refer to Theorem 2.3 and Theorem 2.4 for precise statements.

**Theorem 1.1 (Informal version).** Let \( d \geq 1 \) and \( s > 1 + \frac{d}{2} \).

(i) *(The one-phase problem)* Consider \( \rho^- \rho^+ = 0 \) and \( \mu^- \mu^+ = 0 \). Assume either that the depth is infinite or that the bottom is the graph of a Lipschitz function that does not touch the surface. Then the one-phase Muskat problem is locally well posed in \( H^s(\mathbb{R}^d) \).

(ii) *(The two-phase problem)* Consider \( \rho^- > \rho^+ > 0 \) and \( \mu^\pm > 0 \). Assume that the upper and lower boundaries are either empty or graphs of Lipschitz functions that do not touch the interface. The two-phase Muskat problem is locally well posed in \( H^s(\mathbb{R}^d) \) in the sense that any initial data in \( H^s(\mathbb{R}^d) \) satisfying the Rayleigh-Taylor condition leads to a unique solution in \( C([0, T]; H^s(\mathbb{R}^d)) \) for some \( T > 0 \).

The starting point of our analysis is the fact that the Muskat problem has a very simple reformulation in terms of the Dirichlet-Neumann map \( G \) (see the definition (2.2) below); most strikingly, in the case of one fluid, it is equivalent to
\[
    \partial_t \eta + G(\eta)\eta = 0.
\]
See Proposition 2.1. This makes it clear that
• Any precise result on the continuity of the Dirichlet-Neumann map leads to direct application for the Muskat problem. This is especially relevant in view of the recent intensive work in the context of water-waves [2,3,5,27,41].
• The Muskat problem is the natural parabolic analog of the water-wave problem and as such is a useful toy-model to understand some of the outstanding challenges for the water-wave problem.

The second point above applies to the study of possible splash singularities, see [12,13]. Another problematic is the question of optimal low-regularity well-posedness for quasilinear problems. This seems a rather formidable problem for water-waves since the mechanism of dispersion is harder to properly pin down in the quasilinear case (see [1,2,3,4,28,40,48,54,55]), but becomes much more tractable in the case of the Muskat problem due to its parabolicity. This is the question we consider here.

The Muskat problem exists in many incarnations: with or without viscosity jump, with or without surface tension, with or without bottom, with or without permeability jump, in $2d$ or $3d$, when the interface are graphs or curves... Our main objective is to provide a flexible approach that covers many aspects at the same time and provides almost sharp well-posedness results. The main questions that we do not address here are

• The case of surface tension or jump in permeability (see e.g. [44,45,9,35,49]). This can also be covered by the paradifferential formalism, but we decided to leave it for another work in order to highlight the centrality of the Dirichlet-Neumann operator.
• The case the interface is not a graph. We believe that so long as the interface is a graph over some smooth reference surface, the approach here may be adapted, but this would require substantial additional technicalities.
• The case of beaches when the bottom and the interface meet. This is again a difficult problem (see e.g. [26]).
• The case of critical regularity. This is a delicate issue, especially for large data, or in the presence of corners. We believe that the approach outlined here could lead to interesting new insights into this question, but the estimates we provide would need to be significantly refined.

Finally, let us stress the fact that in our quasilinear case, there is a significant difference between small and large data, even for local existence. Indeed, the solution is created through some scheme which amounts to decomposing

$$\partial_t \eta = D\eta + \Pi$$

where $\partial_t - D$ can be more or less explicitly integrated, while $\Pi$ contains the perturbative terms. There are two ways the terms can be perturbative in an expansion

(1) because they are small and at the same level of regularity,
(2) because they are more regular.

The first possibility allows, in the case of small data to bypass the precise understanding of the terms entailing derivative losses, so long as they are compatible with the regularity of solutions to $(\partial_t - D)\eta = 0$. In our case, when considering large data, we need to extract the terms corresponding to the loss of derivatives in (1.12) and this is where the paradifferential calculus approach is particularly useful.

1.3. Prior results. The Muskat problem was introduced in [47] and by Hele-Shaw in [37,38] and has recently been the subject of intense study, both numerically and analytically. We will mostly discuss the issue of well-posedness and refer to [12,13,31] for interesting results on singularity formation and to [34,30] for recent reviews on the Muskat problem. In the case of small data and infinite depth, global strong solutions have been constructed in subcritical spaces [11,14,15,16,17,18,21,24,25] and in critical spaces [33]. We note in particular that [24] allows for interfaces with large slope and [14,33] allow for viscosity jump. Global weak solutions were obtained in [16,25].
As noted earlier there is a significant difference between small and large data for this quasilinear problem. We now discuss in detail the issue of local well-posedness for large data. Early results on local well-posedness for large data in Sobolev spaces date back to [6, 56] (see also [7]). Córdoba and Gancedo [21] introduced the contour dynamic formulation for the Muskat problem without viscosity jump and with infinite depth, and proved local well-posedness in $H^{d+2}(\mathbb{R}^d)$, $d = 1, 2$; here the interface is the graph of a function. In [19, 20], Córdoba, Córdoba and Gancedo extended this result to the case of viscosity jump and nongraph interfaces satisfying the arc-chord and the Rayleigh-Taylor conditions. Note that in the case with viscosity jump, one needs to invert a highly nonlocal equation to obtain the vorticity as an operator of the interface. Using an ALE (Arbitrary Lagrangian-Eulerian) approach, Cheng, Granero and Shkoller [14] proved local well-posedness for the one-phase problem with flat bottom when the initial surface $\eta \in H^2(\Gamma)$ which allows for unbounded curvature. This result was then extended by Matioc [45] to the case of viscosity jump (but no bottom). For the case of constant viscosity, using nonlinear lower bounds, the authors in [17] obtained local well-posedness for $\eta \in W^{2,p}(\mathbb{R})$ with $p \in (1, \infty]$. Note that $W^{2,1}(\mathbb{R})$ is scaling invariant yet requires $1/2$ more derivative compared to $H^{3/2}(\mathbb{R})$. By rewriting the problem as an abstract parabolic equation in a suitable functional setting, Matioc [44] sharpened the local well-posedness theory to $\eta \in H^{3/2+\epsilon}(\mathbb{R})$ for the case of constant viscosity and infinite depth. This covers all subcritical ($L^2$-based) Sobolev spaces for the given one-dimensional setting.

Our Theorem 1.1 thus confirms local-wellposedness for large data in all subcritical Sobolev spaces for a rather general setting allowing for viscosity jump, large bottoms and higher dimensions. A notable feature of our approach is that it is entirely phrased in terms of the Dirichlet-Neumann operator and as a result, once this operator is properly understood, there is no significant difficulty in passing from constant viscosity to viscosity jump. Furthermore, we obtain an explicit quasilinear parabolic form (see (2.19) and (2.21)) of the Muskat problem by extracting the elliptic and the transport part in the nonlinearity.

1.4. Organization of the paper. In Section 2 we reformulate the Muskat problem in terms of the Dirichlet-Neumann operator and present the main results of the paper. In Section 3 we properly define the Dirichlet-Neumann operator in our setting and obtain preliminary low-regularity bounds which are then used to obtain paralinearization and contraction estimates in higher norms via a paradifferential approach. These are key technical ingredients for the proof of the main results which are given in Section 4. Appendix A gathers trace theorems for homogeneous Sobolev spaces; Appendix B is devoted to the proof of (2.8) and (2.9); finally, a review of the paradifferential calculus machinery is presented in Appendix C.

2. Reformulation and main results

2.1. Reformulation. In order to state our reformulation for the Muskat problem, let us define the Dirichlet-Neumann operators $G^\pm(\eta)$ associated to $\Omega^\pm$. For a given function $f$, if $\phi^\pm$ solve

$$\begin{align*}
\Delta_{x,y}\phi^\pm &= 0 \quad \text{in } \Omega^\pm, \\
\phi^\pm &= f \quad \text{on } \Sigma, \\
\frac{\partial \phi^\pm}{\partial \nu^\pm} &= 0 \quad \text{on } \Gamma^\pm.
\end{align*}$$

(2.1)

then

$$G(\eta)^\pm f := \sqrt{1 + |\nabla \eta|^2} \frac{\partial \phi^\pm}{\partial n}. \quad (2.2)$$

The Dirichlet-Neumann operator will be studied in detail in Section 3. We can now restate the Muskat problem in terms of $G^\pm$.

PROPOSITION 2.1. Let $d \geq 1$. 
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(i) If \((u, p, \eta)\) solve the one-phase Muskat problem then \(\eta : \mathbb{R}^d \to \mathbb{R}\) obeys the equation

\[
\partial_t \eta + \kappa G^- (\eta) \eta = 0, \quad \kappa = \frac{\rho^-}{\mu^-}.
\] (2.3)

Conversely, if \(\eta\) is a solution of (2.3) then the one-phase Muskat problem has a solution which admits \(\eta\) as the free surface.

(ii) If \((u^\pm, p^\pm, \eta)\) is a solution of the two-phase Muskat problem then

\[
\partial_t \eta = -\frac{1}{\mu^-} G^- (\eta) f^-, \quad (2.4)
\]

where \(f^\pm := p^\pm |_{\Sigma} + \rho^\pm \eta\) satisfy

\[
\begin{cases}
  f^+ - f^- = (\rho^+ - \rho^-) \eta, \\
  \frac{1}{\mu^+} G^+(\eta) f^+ - \frac{1}{\mu^-} G^-(\eta) f^- = 0.
\end{cases} (2.5)
\]

Conversely, if \(\eta\) is a solution of (2.4) with \(f^\pm\) solution of (2.5) then the two-phase Muskat problem has a solution which admits \(\eta\) as the free interface.

**Proof.** (i) Assume first that \((u^-, p^-, \eta)\) solve the one-phase Muskat problem. Setting \(q = p^- + \rho^- y\), then \(p\) solve the elliptic problem

\[
\Delta_{x,y} q = 0 \quad \text{in} \quad \Omega^-; \quad q = \rho^- \eta \quad \text{on} \quad \Sigma_t, \quad \partial_\nu q = 0 \quad \text{on} \quad \Gamma^-.
\] (2.6)

Since \(\sqrt{1 + |\nabla \eta|^2} u^- \cdot n |_{\Sigma_t} = G^- (\eta) (\rho^- \eta)\), (2.3) follows from (1.7) and (1.5).

Conversely, if \(\eta\) satisfies (2.3) then the pressure \(p^- = q - \rho^- y\) is obtained by solving (2.6), and the velocity is determined from the Darcy’s law (1.5).

(ii) As before, (2.4) follows from (1.8) and (1.5) for \(\Omega^-\). The jump of \(f\) in (2.5) is a consequence of the continuity (1.9) of the pressure. Lastly, the jump of Dirichlet-Neumann operators is exactly the continuity (1.7) of the normal velocity. Conversely, if \(\eta\) is known then \((u^\pm, p^\pm)\) can be easily determined. \(\Box\)

**Remark 2.2.** For a given function \(\eta \in W^{1,\infty} (\mathbb{R}^d) \cap H^{\frac{1}{2}} (\mathbb{R}^d)\), we prove in Proposition 4.7 below that there exists a unique pair \(f^\pm\) solving (2.5) in a variational sense.

**2.2. Main results.** The Rayleigh-Taylor stability condition requires that the pressure is increasing in the normal direction when crossing the interface from the top fluid to the bottom fluid. More precisely,

\[
RT(x, t) = (\nabla_{x,y} p^+ - \nabla_{x,y} p^-) \cdot n > 0.
\] (2.7)

In terms of \(\eta\) and \(f^\pm\), we have

\[
RT(x, t) = (1 + |\nabla \eta|^2)^{\frac{1}{2}} \left( \|\rho\| - \|B\| \right),
\] (2.8)

where

\[
\|\rho\| = \rho^- - \rho^+; \quad \|B\| = B^- - B^+
\]

and

\[
B^\pm = \frac{\nabla \eta \cdot \nabla f^\pm + G^+(\eta) f^\pm}{1 + |\nabla \eta|^2}.
\]

Using the Darcy law (1.5) we can write that

\[
RT(x, t) = \|\rho\| (1 + |\nabla \eta|^2)^{-\frac{1}{2}} + \|\mu\| u \cdot n, \quad \|\mu\| = (\mu^- - \mu^+).
\] (2.9)

See Appendix [B] for the proof of (2.8) and (2.9). Let us denote

\[
Z^s (T) = L^\infty ([0, T]; H^s(\mathbb{R}^d)) \cap L^2 ([0, T]; H^{s + \frac{1}{2}}(\mathbb{R}^d)).
\] (2.10)

We say that a function \(g : \mathbb{R}^d \to \mathbb{R}\) is Lipschitz, \(g \in \dot{W}^{1,\infty} (\mathbb{R}^d)\), if \(\nabla g \in L^\infty (\mathbb{R}^d)\); in particular, \(g\) can be unbounded.
For the one-phase problem, we prove local well-posedness without assuming the Rayleigh-Taylor stability condition which in fact always holds, even in finite depth (see Remark 2.6).

**Theorem 2.3.** Let \( s > 1 + \frac{d}{2} \) with \( d \geq 1 \). Consider either \( \Gamma^- = \emptyset \) or \( b^- \in \dot{W}^{1,\infty}(\mathbb{R}^d) \). Let \( \eta_0 \in H^s(\mathbb{R}^d) \) satisfy

\[
\text{dist}(\eta_0, \Gamma^-) \geq 2h > 0. \tag{2.11}
\]

Then, there exist a positive time \( T \) depending only on \( (s, \kappa) \), \( h \) and \( \|\eta_0\|_{H^s(\mathbb{R}^d)} \), and a unique solution \( \eta \in Z^s(T) \) to equation (2.3) such that \( \eta|_{t=0} = \eta_0 \) and

\[
\text{dist}(\eta(t), \Gamma^-) \geq h \quad \forall t \in [0, T]. \tag{2.12}
\]

**Furthermore,** the \( L^2 \) norm of \( \eta \) in nonincreasing in time.

As for the two-phase problem, we prove local well-posedness in the stable regime \( \rho^+ < \rho^- \) for large data satisfying the Rayleigh-Taylor stability condition.

**Theorem 2.4.** Let \( \rho^- > \rho^+ > 0 \) and \( s > 1 + \frac{d}{2} \) with \( d \geq 1 \). Consider any combination of \( \Gamma^\pm = \emptyset \) and \( b^\pm \in \dot{W}^{1,\infty}(\mathbb{R}^d) \). Let \( \eta_0 \in H^s(\mathbb{R}^d) \) satisfy

\[
\text{dist}(\eta_0, \Gamma^\pm) \geq 2h > 0, \quad \inf_{x \in \mathbb{R}^d} RT(x, 0) > 2a > 0. \tag{2.13}
\]

Then, there exist a positive time \( T \) depending only on \( (s, \mu^\pm, [\rho]) \), \( (h, a) \) and \( \|\eta_0\|_{H^s(\mathbb{R}^d)} \), and a unique solution \( \eta \in Z^s(T) \) to equations (2.4), (2.5) such that \( \eta|_{t=0} = \eta_0 \),

\[
\text{dist}(\eta(t), \Gamma^\pm) \geq h \quad \forall t \in [0, T], \tag{2.15}
\]

\[
\inf_{(x, t) \in \mathbb{R}^d \times [0, T]} RT(x, t) > a. \tag{2.16}
\]

**Furthermore,** the \( L^2 \) norm of \( \eta \) is nonincreasing in time.

Several remarks on our main results are in order.

**Remark 2.5.** The solutions constructed in Theorems 2.3 and 2.4 are unique in \( C_t H^s_x \) and the solution maps are locally Lipschitz in \( C_t H^s_x \) with respect to the topology of \( C_t H^{s-1}_x \). The proof of Theorem 2.4 also provides the following estimate for \( f^\pm \)

\[
\|f^\pm\|_{\widetilde{H}_x^s(\mathbb{R}^d)} \leq \mathcal{F}(\|\eta\|_{H^s(\mathbb{R}^d)}) \|\eta\|_{H^s(\mathbb{R}^d)} \tag{2.17}
\]

where the space \( \widetilde{H}_x^s(\mathbb{R}^d) \) is defined by (3.21). Modulo some minor modifications, our proofs work equally for the periodic case.

**Remark 2.6.** The Rayleigh-Taylor (RT) condition is ubiquitous in free boundary problems. For irrotational water-waves (one fluid), Wu [54] proved that this condition is automatically satisfied if there is no bottom. In the presence of a bottom that is the graph of a function, Lannes [41] proved this condition assuming that the second fundamental form of the bottom is sufficiently small, covering the case of flat bottoms. In the context of the Muskat problem, there are various scenarios for the stable regime \( \rho^+ < \rho^- \). When the interface is a general curve/surface, the RT condition was assumed in [6, 19, 20]. On the other hand, when the interface is a graph, we see from (2.9) that this condition always holds if there is no viscosity jump but need not be so otherwise. In particular, for the one-phase problem, the local well-posedness result in [14] assumes the RT condition for flat bottoms. However, we prove in Proposition 4.3 that the RT condition holds in the one-phase case so long as the bottom is either empty or is the graph of a Lipschitz function which can be unbounded and have large variation.
2.3. Strategy of proof. Let us briefly explain our strategy for a priori estimates. The main step consists in obtaining a precise paralinearization for the Dirichlet-Neumann operator $G^\pm(\eta)f$ when $\eta \in H^s(\mathbb{R}^d)$, $s > 1 + \frac{d}{2}$ and $f$ has the maximal regularity $H^s(\mathbb{R}^d)$. We prove in Theorem 3.15 that

$$G^-(\eta)f = T_\lambda(f - T_B\eta) - T_V \cdot \nabla \eta + R^-(\eta)f$$

(2.18)

where $(B, V)$ are explicit functions (see (3.44)), $\lambda$ is an elliptic first-order symbol (see (3.40)) and the remainder $R^-(\eta)f$ obeys

$$\|R^-(\eta)f\|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})\|f\|_{H^s}$$

provided that $0 < \delta \leq \min(s - 1 - \frac{d}{2}, 1)$. Here we note that the term $f - T_B\eta$ comes from the consideration of Alinhac’s good unknown.

1) For the one-phase problem (2.3), taking $f = \eta$ yields

$$\partial_t \eta = -\kappa T_{\lambda(1-B)}\eta + \kappa T_V \cdot \nabla \eta + R_1$$

(2.19)

where

$$\|R_1\|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})\|\eta\|_{H^s}.$$  

(2.20)

We observe that the transport term $T_V \cdot \nabla \eta$ is harmless for energy estimates and the term $-\kappa T_{\lambda(1-B)}\eta$ would give the parabolicity if $1 - B > 0$. Then this latter term entails a gain of $\frac{1}{2}$ derivative when measured in $L^2_t$, compensating the loss of $\frac{1}{2}$ derivative in the remainder $R_1$. Moreover, the fact that the highest order term $\|\eta\|_{H^{s+\frac{1}{2}-\delta}}$ in (2.20) appears linearly with a gain of $\delta$ derivative gives room to choose the time $T$ as a small parameter. We thus obtain a closed a priori estimate in $L^\infty_t H^s_x \cap L^2_t H^{s+\frac{1}{2}}_x$. Finally, we prove in Proposition 4.3 that the stability condition $1 - B > 0$ is automatically satisfied.

2) As for the two-phase problem (2.4)-(2.5), we apply the paralinearization (2.18) and obtain a reduced equation similar to (2.19):

$$\partial_t \eta = -\frac{1}{\mu^+ + \mu^-} T_{\lambda([\rho]-[B])}\eta + \frac{1}{\mu^+ + \mu^-} T_{V}[\nabla] \cdot \nabla \eta + R_2$$

(2.21)

where $R_2$ obeys the same bound (2.20) as $R_1$. Consequently, the parabolicity holds if $[\rho] - [B] > 0$ and in view of (2.8), this is equivalent to $RT > 0$. This shows a remarkable link between Alinhac’s good unknown and the Rayleigh-Taylor stability condition.

Finally, we remark that the contraction estimate for the solutions requires a fine contraction estimate for the Dirichlet-Neumann operator, see Theorem 3.21.

3. The Dirichlet-Neumann operator: continuity, paralinearization and contraction estimates

This section is devoted to the study of the Dirichlet-Neumann operator. For the two-phase problem (2.4), the function $f^-$ obtained from solving (2.5) is only determined up to additive constants and we need to define $G^-(\eta)f$ for $f$ belonging to a suitable homogeneous space. Since $f$ is the trace of a harmonic function (see (2.1)) with bounded gradient in $L^2$, the trace theory recently developed in [43] is perfectly suited for this purpose, allowing us to take $f$ in a “screened” homogeneous Sobolev space (see (3.5)) tailored to the bottom. This is the content of Subsection 3.1, where we obtain existence and modest regularity of the variational solution to the appropriate Dirichlet problem.

Next in Subsection 3.2 we obtain a precise paralinearization for $G^-(\eta)f$ by extracting all the first order symbols. This is done when $\eta$ has subcritical regularity $H^s(\mathbb{R}^d)$, $d > 1 + \frac{d}{2}$, and $f$ has the maximal regularity $H^s(\mathbb{R}^d)$. The error estimate is precise enough to obtain closed a priori estimates afterwards. Finally, in Subsection 3.3 we prove a contraction estimate for $G^-(\eta_1) - G^-(\eta_2)$, showing a gain of derivative for $\eta_1 - \eta_2$ which will be crucial for the contraction estimate of solutions.
3.1. Definition and continuity. We study the Dirichlet-Neumann problem associated to the fluid domain \( \Omega^- \) underneath the free interface \( \Sigma = \{(x, \eta(x)) : x \in \mathbb{R}^d\} \). Here and in what follows, the time variable is frozen. As for the bottom \( \Gamma^- \), we assume either
\[
\begin{align*}
\bullet & \quad \Gamma^- = \emptyset \text{ or } \\
\bullet & \quad \Gamma^- = \{(x, b^-(x)) : x \in \mathbb{R}^d\} \text{ where } b^- \in \hat{W}^{1,\infty}(\mathbb{R}) \text{ satisfying }
\end{align*}
\]
where we recall that
\[
\text{dist}(\Sigma, \Gamma^-) > h > 0.
\]
In either case, \( \text{dist}(\Sigma, \Gamma^-) > h > 0 \). Consider the elliptic problem
\[
\begin{align*}
\Delta_{x,y} \phi &= 0 \quad \text{in } \Omega^-,
\phi &= f \quad \text{on } \Sigma,
\end{align*}
\]
where in the case of infinite depth (\( \Gamma = \emptyset \)), the Neumann condition is replaced with the vanishing of \( \nabla_{x,y} \phi \) as \( y \to -\infty \)
\[
\lim_{y \to -\infty} \nabla_{x,y} \phi = 0.
\]
The Dirichlet-Neuman operator associated to \( \Omega^- \) is formally defined by
\[
G(\eta)^- f = \sqrt{1 + |\nabla \eta|^2} \frac{\partial \phi}{\partial n},
\]
where we recall that \( n \) is the upward-pointing unit normal to \( \Sigma \). Similarly, if \( \phi \) solves the elliptic problem (3.2) with \( (\Omega^-, \Gamma^-, \nu^-) \) replaced by \( (\Omega^+, \Gamma^+, \nu^+) \) then we define
\[
G(\eta)^+ f = \sqrt{1 + |\nabla \eta|^2} \frac{\partial \phi}{\partial n}.
\]
Note that \( n \) is inward-pointing for \( \Omega^+ \). In the rest of this section, we only state results for \( G^-(\eta) \) since corresponding results for \( G^+(\eta) \) are completely parallel.

The Dirichlet data \( f \) for (3.2) will be taken in the following “screened” fractional Sobolev space
\[
\tilde{H}^{\frac{1}{2}}(\mathbb{R}^d) = \left\{ f \in \mathcal{S}'(\mathbb{R}^d) \cap L^2_{\text{loc}}(\mathbb{R}^d) : \int_{\mathbb{R}^d} \int_{B(0,\Theta(x))} \frac{|f(x + k) - f(x)|^2}{|k|^{d+1}} dk dx < \infty \right\} / \mathbb{R},
\]
where \( \Theta : \mathbb{R}^d \to (0, \infty) \) is a given lower semi-continuous function. We will choose
\[
\Theta(x) = \begin{cases} 
\infty & \text{when } \Gamma^- = \emptyset, \\
d(\eta) := \frac{\eta(x) - b^-(x)}{2(\|\nabla \eta\|_{L^\infty} + \|\nabla b^-\|_{L^\infty})} & \text{when } b^- \in \hat{W}^{1,\infty}(\mathbb{R}^d).
\end{cases}
\]
In view of assumption (3.1),
\[
d \geq \frac{h}{2(\|\nabla \eta\|_{L^\infty} + \|\nabla b^-\|_{L^\infty})}.
\]
We also define the slightly-homogeneous Sobolev spaces
\[
H^{1,\sigma}(\mathbb{R}^d) = \{ f \in \mathcal{S}'(\mathbb{R}^d) \cap L^2_{\text{loc}}(\mathbb{R}^d) : \nabla f \in H^{-1}(\mathbb{R}^d) \} / \mathbb{R}.
\]

Remark 3.1. According to Theorem 2.2 b) in [53], \( f \in \tilde{H}^{\frac{1}{2}}(\mathbb{R}^d) \) (\( \Theta \equiv 1 \)) if and only if \( f \in \mathcal{S}'(\mathbb{R}^d) \cap L^2_{\text{loc}}(\mathbb{R}^d) \) and \( \hat{f} \) is locally \( L^2 \) in the complement of the origin such that
\[
\int_{\mathbb{R}^d} \min(|\xi|, |\xi|^2) |f(\xi)|^2 d\xi < \infty;
\]
moreover, \( \|f\|_{\tilde{H}^{\frac{1}{2}}(\mathbb{R}^d)}^2 \) is bounded above and below by a multiple of (3.9) so that
\[
\tilde{H}^{\frac{1}{2}}(\mathbb{R}^d) = H^{1,\frac{1}{2}}(\mathbb{R}^d).
\]
On the other hand, \( f \in \tilde{H}^\frac{1}{2}(\mathbb{R}^d) (\Theta \equiv \infty) \) if and only if \( f \in L^2_{loc}(\mathbb{R}^d) \) and \( \tilde{f} \) is locally \( L^2 \) in the complement of the origin, with
\[
\int_{\mathbb{R}^d} |\xi| |\tilde{f}(\xi)|^2 d\xi < \infty; \tag{3.11}
\]

moreover, \( \|f\|_{\tilde{H}^\frac{1}{2}(\mathbb{R}^d)}^2 \) is a constant multiple of \( (3.11) \). Thus, we have the continuous embeddings
\[
\tilde{H}^\frac{1}{2}(\mathbb{R}^d) = \tilde{\tilde{H}}^\frac{1}{2}(\mathbb{R}^d) \subset \tilde{H}^\frac{1}{2}(\mathbb{R}^d) \subset \tilde{H}^\frac{3}{2}(\mathbb{R}^d) = \tilde{H}^\frac{1}{2}(\mathbb{R}^d) \tag{3.12}
\]

upon recalling the lower bound \( (3.7) \) for \( \Theta \). In addition, if \( b^- \in W^{1,\infty}(\mathbb{R}^d) \) then \( \tilde{H}^\frac{1}{2}_b(\mathbb{R}^d) = \tilde{H}^\frac{1}{2}(\mathbb{R}^d) \).

We will solve \( (3.2) \) in the homogeneous Sobolev space \( \tilde{H}^1(\Omega^-) \) where
\[
\tilde{H}^1(U) = \{ u \in L^2_{loc}(U) : \nabla u \in L^2(U) \} / \mathbb{R}
\]

for \( U \subset \mathbb{R}^N \) connected. Here, the norm of \( \tilde{H}^1(U) \) is given by \( \|u\|_{\tilde{H}^1(U)} = \|\nabla u\|_{L^2(U)} \).

**Proposition 3.2.** The vector space \( \tilde{H}^1(U) \) equipped with the norm \( \|u\|_{\tilde{H}^1(U)} = \|\nabla u\|_{L^2(U)} \) is complete.

**Proof.** Suppose that \( u_n \) is a Cauchy sequence in \( \tilde{H}^1(U) \). Then \( \nabla u_n \rightarrow F \) in \( L^2(U) \). We claim that \( F = \nabla u \) for some \( u \in L^2_{loc}(U) \). Indeed, for any bounded domain \( V \subset U \), the sequence \( u_n - |V|^{-1} \int_V u_n \) is bounded in \( L^2(V) \), according to the Poincaré inequality, hence weakly converges in \( L^2(V) \). By a diagonal process, we can find \( u \in L^2_{loc}(U) \) and a subsequence \( n_k \rightarrow \infty \) such that
\[
\int_V u_{n_k} - |V|^{-1} \int_V u_{n_k} \rightarrow u \quad \text{in} \quad L^2(V)
\]

for any bounded \( V \subset U \). Let \( \varphi \in C^\infty_c(U) \) be a test vector field with \( \text{supp} \varphi \subset V \subset U \). We have
\[
\int_U \varphi \cdot \nabla u_n dx = \int_V \varphi \nabla(u_n - |V|^{-1} \int_V u_n) dx
\]
\[
= - \int_V (u_n - |V|^{-1} \int_V u_n) \text{div } \varphi dx \rightarrow - \int_V u \text{div } \varphi dx.
\]

Thus,
\[
\int_U F \cdot \varphi dx = \lim_{n \rightarrow \infty} \int_U \nabla u_n \cdot \varphi dx = - \int_U u \text{div } \varphi dx
\]

for any test vector field \( \varphi \). This proves that \( F = \nabla u \) and thus finishes the proof. \( \square \)

We refer to Appendix A of the present paper for a summary of trace theory, taken from [43], when \( U \) is an infinite strip-like domain or a Lipschitz half space.

**Proposition 3.3.** Consider the finite-depth case with \( b^- \in \tilde{W}^{1,\infty}(\mathbb{R}^d) \). If \( \eta \in \tilde{W}^{1,\infty}(\mathbb{R}^d) \) then for every \( f \in \tilde{H}^\frac{1}{2}_b(\mathbb{R}^d) \) there exists a unique variational solution \( \phi \in \tilde{H}^1(\Omega^-) \) to \( (3.2) \). Moreover, \( \phi \) satisfies
\[
\|\nabla_{x,y} \phi\|_{L^2(\Omega^-)} \leq \mathcal{F}(\|\nabla \eta\|_{L^\infty}) \|f\|_{\tilde{H}^\frac{1}{2}_b(\mathbb{R}^d)} \tag{3.14}
\]

for some \( \mathcal{F} : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) depending only on \( h \) and \( \|\nabla b^-\|_{L^\infty(\mathbb{R}^d)} \).

**Proof.** By virtue of Theorem A.2 there exists \( f \in \tilde{H}^1(\Omega^-) \) such that \( \text{Tr}(f)(x, \eta(x)) = f(x) \), \( \text{Tr}(f)(x, b^- (x)) = f(x) \), and
\[
\|\nabla_{x,y} f\|_{L^2(\Omega^-)} \leq \mathcal{F}(\|\nabla \eta\|_{L^\infty}) \|f\|_{\tilde{H}^\frac{1}{2}_b(\mathbb{R}^d)} \tag{3.15}
\]
where \( \mathcal{F} \) depends only on \( h \) and \( \| \nabla b^- \|_{L^\infty(\mathbb{R}^d)} \). Set
\[
H_{0,s}^1(\Omega^-) = \{ u \in \dot{H}^1(\Omega^-) : \Tr(u)|_\Sigma = 0 \}
\]
endowed with the norm of \( \dot{H}^1(\Omega^-) \). We then define \( \phi \) solution to (3.2) to be
\[
\phi(x, y) = f(x, y) + u(x, y)
\]
where \( u \in H_{0,s}^1(\Omega^-) \) is the unique solution to the variational problem
\[
\int_{\Omega^-} \nabla_{x,y} u \cdot \nabla_{x,y} \varphi \, dx \, dy = - \int_{\Omega^-} \nabla_{x,y} f \cdot \nabla_{x,y} \varphi \, dx \, dy \quad \forall \varphi \in H_{0,s}^1(\Omega^-).
\]
(3.17)
The existence and uniqueness of \( u \) is guaranteed by the Lax-Milgram theorem upon using the bound (3.15). Setting \( \varphi = u \) in (3.17) and recalling the definition (3.16) of \( \phi \) we obtain the estimate (3.14). It follows from (3.17) that
\[
\int_{\Omega^-} \nabla_{x,y} \phi \cdot \nabla_{x,y} \varphi \, dx \, dy = 0 \quad \forall \varphi \in H_{0,s}^1(\Omega^-).
\]
Thus, if \( \phi \) is smooth then \( \phi \) solves (3.2) in the classical sense upon integrating by parts. Finally, it is easy to see that the solution \( \phi \) constructed by (3.16) and (3.17) is independent to the choice of \( f \in \dot{H}^1(U) \) that has trace \( f \) on \( \Sigma \). \(\square\)

REMARK 3.4. As the functions \( b^\pm \) are fixed in \( \dot{W}^{1,\infty}(\mathbb{R}^d) \), we shall omit the dependence on \( \| \nabla b^\pm \|_{L^\infty(\mathbb{R}^d)} \).

PROPOSITION 3.5. Consider the infinite-depth case \( \Gamma^- = \emptyset \). If \( \eta \in \dot{W}^{1,\infty}(\mathbb{R}^d) \) then for every \( f \in \tilde{H}_x^\frac{1}{2}(\mathbb{R}^d) \) there exists a unique variational solution \( \phi \in \dot{H}^1(\Omega^-) \) to (3.2). Moreover, \( \phi \) satisfies
\[
\| \nabla_{x,y} \phi \|_{L^2(\Omega^-)} \leq \mathcal{F}(\| \nabla \eta \|_{L^\infty}) \| f \|_{\tilde{H}_x^\frac{1}{2}(\mathbb{R}^d)}
\]
(3.18)
for some \( \mathcal{F} : \mathbb{R}^+ \to \mathbb{R}^+ \) depending only on \( h \).

PROOF. The proof follows along the same lines as in the proof of Proposition 3.3 upon using the trace Theorem A.3 and the lifting Theorem A.4 for the half space \( U = \Omega^- \). The fact that \( \nabla \phi \in L^2(\Omega^-) \) gives a sense to the boundary condition (3.3). \(\square\)

NOTATION 3.6. We denote
\[
\tilde{H}_-^\frac{1}{2} = \begin{cases} 
\dot{H}_x^\frac{1}{2}(\mathbb{R}^d) & \text{if } \Gamma^- = \emptyset, \\
\dot{H}^\frac{1}{2}(\mathbb{R}^d) & \text{if } h^- \in \dot{W}^{1,\infty}(\mathbb{R}^d),
\end{cases}
\]
(3.19)
and
\[
\tilde{H}_+^\frac{1}{2} = \begin{cases} 
\dot{H}_x^\frac{1}{2}(\mathbb{R}^d) & \text{if } \Gamma^+ = \emptyset, \\
\dot{H}^\frac{1}{2}(\mathbb{R}^d) & \text{if } b^+ \in \dot{W}^{1,\infty}(\mathbb{R}^d), \quad \mathcal{O}(x) := \frac{\eta(x) - b^+(x)}{2(\| \nabla \eta \|_{L^\infty} + \| \nabla b^+ \|_{L^\infty})}.
\end{cases}
\]
(3.20)
For \( s > \frac{1}{2} \), we denote
\[
\tilde{H}_\pm^s = \tilde{H}_\pm^\frac{1}{2} \cap H^{1,s}(\mathbb{R}^d).
\]
(3.21)

PROPOSITION 3.7. If \( \eta \in \dot{W}^{1,\infty}(\mathbb{R}^d) \) then the Dirichlet-Neumann operator is continuous from \( \tilde{H}_-^\frac{1}{2} \) to \( H_{-\frac{1}{2}}^1(\mathbb{R}^d) \). Moreover, there exists a constant \( C > 0 \) depending only on \( h \) such that
\[
\| G^-(\eta) f \|_{H_{-\frac{1}{2}}^1} \leq \mathcal{F}(\| \nabla \eta \|_{L^\infty}) \| f \|_{\tilde{H}_-^\frac{1}{2}}.
\]
(3.22)
PROOF. Let $\phi$ solve (3.2). By virtue of Propositions 3.3 and 3.5, $\phi \in \dot{H}^1(\Omega^-)$ and $\Delta \phi = 0$. According to Theorem A.5, the trace
\[
\sqrt{1 + |\nabla \eta|^2} \frac{\partial \phi}{\partial n}|_{\Sigma} = G^- (\eta) f
\]
is well-defined in $H^{-\frac{1}{2}}(\mathbb{R}^d)$ and
\[
\|G^- (\eta) f\|_{H^{-\frac{1}{2}}} \leq Ch^{-\frac{1}{2}}(1 + \|\nabla \eta\|_{L^\infty})\|\nabla \phi\|_{L^2(\Omega^-_h)}
\]
where $C$ is an absolute constant and $\Omega^-_h = \{(x, y) \in \mathbb{R}^{d+1} : \eta(x) - h < y < \eta(x)\}$. Thus, (3.22) follows from (3.14) and (3.18).

To propagate higher Sobolev regularity for $\phi$ and hence for $G^- (\eta) f$, following [41, 3] we straighten the boundary as follows. Set
\[
\begin{align*}
\Omega^-_1 &= \{(x, y) : x \in \mathbb{R}^d, \eta(x) - h < y < \eta(x)\}, \\
\Omega^-_2 &= \{(x, y) : \eta(x) - h \leq y < \eta(x)\}
\end{align*}
\]
and
\[
\begin{align*}
\tilde{\Omega}^-_1 &= \mathbb{R}^d \times (-1, 0), \\
\tilde{\Omega}^-_2 &= \{(x, z) \in \mathbb{R}^d \times (-\infty, -1] : (x, z + 1 + \eta(x) - h) \in \Omega^-_2\}, \\
\tilde{\Omega}^- &= \tilde{\Omega}^-_1 \cup \tilde{\Omega}^-_2.
\end{align*}
\]
Define
\[
\begin{align*}
\varrho(x, z) &= (1 + z)e^{\tau z(D_x) \eta(x)} - z\{e^{-(1 + z)\tau (D_x) \eta(x)} - 1\} \quad \text{if } (x, z) \in \tilde{\Omega}^-_1, \\
\varrho(x, z) &= z + 1 + \eta(x) - h \quad \text{if } (x, z) \in \tilde{\Omega}^-_2,
\end{align*}
\]
where $\tau > 0$ will be chosen in the next lemma.

**Lemma 3.8.** Assume $\eta \in B^1_{\infty, 1}(\mathbb{R}^d)$.

1) There exists a constant $C > 0$ independent of $\tau$ such that
\[
\|\nabla_{x,z} \varrho\|_{L^\infty(\tilde{\Omega}^-)} \leq 1 + C\|\eta\|_{B^1_{\infty, 1}}
\]
for all $(x, z) \in \tilde{\Omega}^-_1$.

2) There exists $K > 0$ such that if
\[
\tau\|\eta\|_{B^1_{\infty, 1}} \leq \frac{h}{2K}
\]
then $\min(1, \frac{h}{2}) \leq \partial_z \varrho \leq K\|\eta\|_{B^1_{\infty, 1}}$ and thus the mappings $(x, z) \in \tilde{\Omega}^- \mapsto (x, \varrho(x, z)) \in \tilde{\Omega}^-_k$, $k = 1, 2$ are Lipschitz diffeomorphisms.

Lemma 3.8 follows from straightforward calculations which we omit. Note that $H^s(\mathbb{R}^d) \subset B^1_{\infty, 1}(\mathbb{R}^d)$ for any $s > 1 + \frac{d}{2}$. A direct calculation shows that if $f : \Omega^- \to \mathbb{R}$ then $\tilde{f}(x, z) = f(x, \varrho(x, z))$ satisfies
\[
\text{div}_{x,z}(A \nabla_{x,z} \tilde{f})(x, z) = \partial_z \varrho(\Delta_{x,y} f)(x, \varrho(x, z))
\]
with
\[
A = \begin{bmatrix}
\partial_z \varrho & -\nabla_x \varrho \\
-\nabla_x \varrho & \frac{1}{1 + |\nabla_x \varrho|^2} \partial_{zz} \varrho
\end{bmatrix}
\]
In order to study functions inside the domain, we introduce adapted functional spaces. Given \( \mu \in \mathbb{R} \) we define the interpolation spaces

\[
X^\mu(I) = C^0(I; H^\mu(\mathbb{R}^d)) \cap L^2(I; H^{\mu + \frac{d}{2}}(\mathbb{R}^d)),
Y^\mu(I) = L^2(I; H^\mu(\mathbb{R}^d)) + L^2(I; H^{\mu - \frac{d}{2}}(\mathbb{R}^d)).
\]

(3.29)

**Lemma 3.9.** Let \( \eta \in H^s(\mathbb{R}^d) \) with \( s > 1 + \frac{d}{2} \) and \( \tau > 0 \) such that (3.26) holds. If

\[
\nabla_x \tilde{f} \in L^2([-1,0]; L^2(\mathbb{R}^d)),
\]

\[
\text{div}_{x,z}(A \nabla_x \tilde{f}) \in L^2([-1,0]; H^{-1}(\mathbb{R}^d))
\]

then \( \nabla_{x,z} \tilde{f} \in X^{-\frac{1}{2}}([-1,0]) \) and

\[
\| \nabla_{x,z} \tilde{f} \|_{X^{-\frac{1}{2}}([-1,0])} \leq F(\| \eta \|_{H^s})(\| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)} + \| \text{div}_{x,z}(A \nabla_x \tilde{f}) \|_{L^2([-1,0]; H^{-1})}).
\]

(3.30)

**Proof.** By the definition of \( X^{-\frac{1}{2}}([-1,0]) \), it suffices to prove that \( \nabla_{x,z} \tilde{f} \in C([-1,0]; H^{-\frac{1}{2}}(\mathbb{R}^d)) \) with norm bounded by the right-hand side of (3.30). By virtue of the interpolation Theorem A.6, \( \nabla_x \tilde{f} \in C([-1,0]; H^{-\frac{1}{2}}(\mathbb{R}^d)) \) and

\[
\| \nabla_x \tilde{f} \|_{C([-1,0]; H^{-\frac{1}{2}})} \leq \| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)} + \| \partial_z \nabla_x \tilde{f} \|_{L^2([-1,0]; H^{-1})} \leq \| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)}.
\]

(3.31)

Thus, it remains to prove that \( \partial_z \tilde{f} \in C([-1,0]; H^{-\frac{1}{2}}(\mathbb{R}^d)) \). Setting \( \Xi(x,z) = -\nabla_x \rho \cdot \nabla_x \tilde{f} + \frac{1}{1 + |\nabla_x \rho|^2} \partial_z \tilde{f} \) we find that \( \partial_z \Xi \) is a divergence

\[
\partial_z \Xi = -\text{div}_x(\partial_z \rho \nabla_x \tilde{f} - \nabla_x \rho \partial_z \tilde{f}) + \text{div}_{x,z}(A \nabla_x \tilde{f}).
\]

Consequently,

\[
\| \partial_z \Xi \|_{L^2([-1,0]; H^{-1})} \leq F(\| \eta \|_{H^s})(\| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)} + \| \text{div}_{x,z}(A \nabla_x \tilde{f}) \|_{L^2([-1,0]; H^{-1})}).
\]

On the other hand, using Lemma [8], it is easy to see that

\[
\| \Xi \|_{L^2([-1,0]; L^2)} \leq F(\| \eta \|_{H^s}) \| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)}.
\]

Then, applying Theorem A.6 we obtain that \( \Xi \in C([-1,0]; H^{-\frac{1}{2}}(\mathbb{R}^d)) \) and

\[
\| \Xi \|_{C([-1,0]; H^{-\frac{1}{2}})} \leq F(\| \eta \|_{H^s})(\| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)} + \| \text{div}_{x,z}(A \nabla_x \tilde{f}) \|_{L^2([-1,0]; H^{-1})}).
\]

Now from the definition of \( \Xi \) we have

\[
\partial_z \tilde{f} = \frac{\partial_z \rho}{1 + |\nabla_x \rho|^2}(\Xi(x,z) + \nabla_x \rho \cdot \nabla_x \tilde{f}).
\]

For \( s > 1 + \frac{d}{2} \geq \frac{3}{2} \), using the product rule (C.12) and the nonlinear estimate (C.13) gives

\[
\| \frac{\partial_z \rho}{1 + |\nabla_x \rho|^2} \Xi \|_{C([-1,0]; H^{-\frac{1}{2}})} \leq \| \frac{\partial_z \rho}{1 + |\nabla_x \rho|^2} - h \|_{C([-1,0]; H^{s-1})} + h \| \Xi \|_{C([-1,0]; H^{-\frac{1}{2}})} \leq F(\| \eta \|_{H^s})(\| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)} + \| \text{div}_{x,z}(A \nabla_x \tilde{f}) \|_{L^2([-1,0]; H^{-1})})
\]

and

\[
\| \frac{\partial_z \rho \nabla_x \rho}{1 + |\nabla_x \rho|^2} \cdot \nabla_x \tilde{f} \|_{C([-1,0]; H^{-\frac{1}{2}})} \leq \| \frac{\partial_z \rho \nabla_x \rho}{1 + |\nabla_x \rho|^2} \|_{C([-1,0]; H^{s-1})} \| \nabla_x \tilde{f} \|_{C([-1,0]; H^{-\frac{1}{2}})} \leq F(\| \eta \|_{H^s}) \| \nabla_x \tilde{f} \|_{L^2([-1,0]; L^2)},
\]

where (3.31) was used in the last estimate. This finishes the proof. \( \square \)
Denote \( v(x, z) = \phi(x, \rho(x, z)) : \mathbb{R}^d \times [-1, 0] \rightarrow \mathbb{R} \) where \( \phi \) is the solution of (3.2). Then \( v \) satisfies \( v|_{z=0} = f \) and

\[
\text{div}_{x,z}(A \nabla_{x,z} v) = 0, \quad (3.32)
\]

while, by the chain rule,

\[
G^{-}(\eta)f = \left( \frac{1 + |\nabla_{x,z} \rho|^2}{\partial_{z} \rho} \partial_{z} v - \nabla_{x} \rho \cdot \nabla_{x} v \right)|_{z=0}. \quad (3.33)
\]

Expanding (3.32) yields

\[
(\partial_z^2 + \alpha \Delta_x + \beta \cdot \nabla_x \partial_z - \gamma z \partial_z) v = 0 \quad \text{in } \mathbb{R}^d \times [-1, 0], \quad (3.34)
\]

where

\[
\alpha = \frac{(\partial_z \rho)^2}{1 + |\nabla_{x} \rho|^2}, \quad \beta = -2 \frac{\partial_z \rho \nabla_x \rho}{1 + |\nabla_{x} \rho|^2}, \quad \gamma = \frac{1}{\partial_z \rho} \left( \partial_z^2 \rho + \alpha \Delta_x \rho + \beta \cdot \nabla_x \partial_z \rho \right). \quad (3.35)
\]

Note that the restriction to \( z \in [-1, 0] \) guarantees that \( \rho \) is smooth in \( z \). We have the following Sobolev estimates for the inhomogeneous version of (3.34):

**Proposition 3.10 (Proposition 3.16).** Let \( d \geq 1, s > 1 + \frac{d}{2} \) and \( \frac{1}{2} \leq \sigma \leq s \). Consider \( f \in H^{1,\sigma}(\mathbb{R}^d) \) and \( \eta \in H^s(\mathbb{R}^d) \) satisfying \( \text{dist}(\eta, \Gamma^-) \geq h > 0 \). Assume that \( F_0 \in Y^{\sigma-1}([z_1, 0]), z_1 \in (-1, 0) \) and \( v \) a solution of

\[
(\partial_z^2 + \alpha \Delta_x + \beta \cdot \nabla_x \partial_z - \gamma z \partial_z) v = F_0 \quad \text{in } \mathbb{R}^d \times [-1, 0] \quad (3.36)
\]

with \( v|_{z=0} = f \). If \( z_0 \in (z_1, 0) \) and

\[
\nabla_{x,z} v \in X^{-\frac{1}{2}}([z_0, 0]) \quad (3.37)
\]

then \( \nabla_{x,z} v \in X^{\sigma-1}([z_0, 0]) \) and

\[
\| \nabla_{x,z} v \|_{X^{\sigma-1}([z_0, 0])} \leq \mathcal{F}(\| \eta \|_{H^s}) \left( \| \nabla_{x} f \|_{H^{\sigma-1}} + \| F_0 \|_{Y^{\sigma-1}([z_1, 0])} + \| \nabla_{x,z} v \|_{X^{-\frac{1}{2}}([z_0, 0])} \right)
\]

for some \( \mathcal{F} : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) depending only on \( (\sigma, s, h, z_0, z_1) \).

**Remark 3.11.** In fact, Proposition 3.16 in [3] assumes \( f \in H^{\sigma}(\mathbb{R}^d) \). This comes from estimating \( v \) solving

\[
\partial_z v + T_A v = -w \quad z \in [z_0, 0], \quad v|_{z=0} = f
\]

where \( w \in X^{\sigma}([z_0, 0]) \) and \( A \in \Gamma^1, \epsilon \in (0, \max\{\frac{1}{2}, s - 1 - \frac{d}{2}\}) \), is given by (3.55) below. To obtain estimates involving only \( \| \nabla_{x} f \|_{H^{\sigma-1}} \), it suffices to differentiate this equation in \( x \) and apply Proposition C.6 to control \( T_{\nabla_{x,A}} \).

In the rest of this subsection, we fix \( s > 1 + \frac{d}{2} \). For \( v(x, z) = \phi(x, \rho(x, z)), \phi \) solution of (3.2), Lemma 3.9 combined with (3.32) yields

\[
\| \nabla_{x,z} v \|_{X^{-\frac{1}{2}}([-1, 0])} \leq \mathcal{F}(\| \eta \|_{H^s}) \| \nabla_{x,z} v \|_{L^2([-1, 0], L^2(\mathbb{R}^d))} \leq \mathcal{F}(\| \eta \|_{H^s}) \| \nabla_{x,z} \phi \|_{L^2(\Omega^-)}
\]

In conjunction with (3.14) and (3.18), this implies

\[
\| \nabla_{x,z} v \|_{X^{-\frac{1}{2}}([-1, 0])} \leq \mathcal{F}(\| \eta \|_{H^s}) \| f \|_{\widetilde{H}^s}. \quad (3.38)
\]

This verifies condition (3.37) of Proposition 3.10 from which the estimate for \( \| \nabla_{x,z} v \|_{X^{\sigma-1}}, \sigma \in \left[ \frac{1}{2}, s \right], \) follows. Using this and the product rule (C.12) one can easily deduce the continuity of \( G^{-}(\eta) \) in higher Sobolev norms:

**Theorem 3.12 (Theorem 3.12).** Let \( d \geq 1, s > 1 + \frac{d}{2} \) and \( \frac{1}{2} \leq \sigma \leq s \). Consider \( f \in \widetilde{H}^s \) and \( \eta \in H^s(\mathbb{R}^d) \) with \( \text{dist}(\eta, \Gamma^-) \geq h > 0 \). Then we have

\[
\| G^{-}(\eta)f \|_{H^{\sigma-1}} \leq \mathcal{F}(\| \eta \|_{H^s}) \| f \|_{\widetilde{H}^s}
\]

for some \( \mathcal{F} : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) depending only on \( (s, \sigma, h) \).
Remark 3.13. Theorem 3.12 was proved in [3] for \( f \in H^\sigma(\mathbb{R}^d) \). The two-phase Muskat problem involves \( G^-(\eta)f^- \) where \( f^- \) is obtained from system (2.5). In particular, \( f^- \) is only determined up to an additive constant.

3.2. Paralinearization with tame error estimate. The principal symbol of the Dirichlet-Neumann operator is given by

\[
\lambda(x, \xi) = \sqrt{(1 + |\nabla \eta(x)|^2)|\xi|^2 - (\nabla \eta(x) \cdot \xi)^2}. \tag{3.40}
\]

Note that when \( d = 1 \), (3.40) reduces to \( |\xi| \).

We first recall a paralinearization result from [3].

Theorem 3.14 ([3] Theorem 3.13). Let \( d \geq 1, r > 1 + \frac{d}{2} \) and \( \sigma \in [\frac{1}{2}, r - \frac{1}{2}] \). Fix a real number \( \varepsilon \in (0, r - \frac{d}{2}, \ varepsilon \leq \frac{1}{2} \).

If \( \eta \in H^r(\mathbb{R}^d) \) and \( f \in \dot{H}^{\frac{1}{2}} \cap \dot{H}^\sigma(\mathbb{R}^d) \) with \( \text{dist}(\eta, \Gamma^-) > h > 0 \) then

\[
G^-(\eta)f = T_\lambda + R_0(\eta)f \tag{3.41}
\]

where \( R(\eta)f \) satisfies

\[
\|R_0(\eta)f\|_{H^{\sigma-\frac{1}{2}+\varepsilon}} \leq F(\|\eta\|_{H^r})\|f\|_{\dot{H}^\sigma} \tag{3.42}
\]

for some \( F : \mathbb{R}^+ \to \mathbb{R}^+ \) depending only on \( (r, \sigma, \varepsilon, h) \).

Our goal in this subsection is to prove the next theorem, which isolates the main term in the Dirichlet-Neumann operator as an operator and which will be the key ingredient for obtaining a priori estimates for the Muskat problem in any subcritical Sobolev regularity.

Theorem 3.15. Let \( s > 1 + \frac{d}{2} \) with \( d \geq 1 \) and let \( \sigma \in [\frac{1}{2}, s] \). Fix a real number \( \delta \in (0, s-1-\frac{d}{2}], \ \delta \leq 1. \)

If \( \eta \in H^{s+\frac{1}{2}-\delta}(\mathbb{R}^d) \) and \( f \in \dot{H}^\sigma \) satisfying \( \text{dist}(\eta, \Gamma^-) > h > 0 \) then

\[
G^-(\eta)f = T_\lambda(f - TB\eta) - TV \cdot \nabla \eta + R^-(\eta)f \tag{3.43}
\]

where

\[
B = \frac{\nabla \eta \cdot \nabla f + G^-(\eta)f}{1 + |\nabla \eta|^2}, \quad V = \nabla f - B \nabla \eta \tag{3.44}
\]

and the remainder \( R^-(\eta)f \) satisfies

\[
\|R^-(\eta)f\|_{H^{\sigma-\frac{1}{2}}} \leq F(\|\eta\|_{H^r})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})\|f\|_{\dot{H}^\sigma} \tag{3.45}
\]

for some \( F : \mathbb{R}^+ \to \mathbb{R}^+ \) depending only on \( (s, \delta, h) \). In fact, \( B = (\partial_y \phi)|_{y=\eta(x)} \) and \( V = (\nabla_x \phi)|_{y=\eta(x)} \) where \( \phi \) is the solution of (3.2).

In addition, rougher surfaces lead to smaller gain: for \( 0 \leq g \leq \frac{1}{2} - \delta \),

\[
\|R^-(\eta)f\|_{H^{s+\frac{1}{2}+g}} \leq F(\|\eta\|_{H^r})(1 + \|\eta\|_{H^{s+\frac{1}{2}+g}})\|f\|_{\dot{H}^\sigma} \tag{3.46}
\]

Remark 3.16. Note that, at low regularity, \( \sigma < 1 + \frac{d}{2} \), \( V \) and \( B \) need not be defined pointwise, but the formula (3.43) still holds.

For \( s > 1 + \frac{d}{2} \), we can apply Theorem 3.14 with \( r = s + \frac{1}{2}, \ \sigma = s \) and \( \varepsilon = \frac{1}{2} \) (the maximal value allowed) to have

\[
\|R_0^-(\eta)f\|_{H^{s-\frac{1}{2}}} \leq F(\|\eta\|_{H^{s+\frac{1}{2}}})\|f\|_{\dot{H}^\sigma} \tag{3.47}
\]
Both (3.47) and (3.45) provide a gain of $\frac{1}{2}$ derivative for $f$. The improvement of (3.45) is in that 1) there is a gain of $\delta$ derivative for $\eta$; 2) the highest norm $\|\eta\|_{H^{s+\frac{1}{2}}}$ of $\eta$ appears linearly. For the sake of a priori estimates, 1) gives room to choose the time of existence $T$ as a small parameter; 2) is required to gain $\frac{1}{2}$ derivative using the parabolicity when measured in $L^2$ in time.

In order to simplify notation, we will only prove (3.45) which corresponds to the hardest case $g = \frac{1}{2} - \delta$ in (3.46). The case of general $0 \leq g \leq \frac{1}{2} - \delta$ follows by a simple adaptation of the argument. We fix $s > 1 + \frac{d}{2}$ in the rest of this subsection. Letting

$$Q = \partial_z^2 + \alpha \Delta_x + \beta \cdot \nabla_x \partial_z,$$

we can rewrite (3.34) as

$$Qv = \frac{\partial_z v}{\partial_z \theta} Q \theta.$$

The coefficients of $Q$ can easily be controlled using (3.35), (3.25) and Lemma 3.8:

$$\|\alpha - h^2\|_{X^{s-1}([-1, 0])} + \|\beta\|_{X^{s-1}([-1, 0])} + \|\gamma\|_{X^{s-2}([-1, 0])} \leq \mathcal{F}(\|\eta\|_{H^s}) \|\eta\|_{H^s},$$

since it follows from (3.25) that

$$\|\theta\|_{X^s([-1, 0])} \leq C \|\eta\|_{H^s}.$$  

We start with a factorization of $Q$ by paradifferential operators and a remainder:

**Lemma 3.17.** Let $s > 1 + \frac{d}{2} + \delta$, $0 < \delta \leq 1$ and $-\frac{1}{2} \leq \theta \leq s - 1$. There exist two (explicit) symbols $a$ and $A$ in $\Gamma^1_{\frac{1}{2}}(\mathbb{R}^d \times [-1, 0])$ satisfying the bounds

$$M_{\frac{1}{2}}(\alpha; [-1, 0]) + M_{\frac{1}{2}}(A; [-1, 0]) \leq \mathcal{F}(\|\eta\|_{H^s})$$

$$M_{\frac{1}{2}}(\alpha; [-1, 0]) + M_{\frac{1}{2}}(A; [-1, 0]) \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})$$

such that

$$Qg = (\partial_z - T_a)(\partial_z - T_A)g + R_Q(g)$$

with

$$\|R_Q(g)\|_{L^2([-z_0, 0]; H^\theta)} \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}}) \|\nabla_x g\|_{X^\theta([-z_0, 0])}$$

for any $z_0 \in (-1, 0)$ and $\nabla_{x,z} g \in X^\theta([-z_0, 0])$.

**Proof of Lemma 3.17.** Letting

$$P = \partial_z^2 + T_\alpha \Delta_x + T_\beta \cdot \nabla_x \partial_z,$$

we first claim that

$$\|Qg - P g\|_{L^2([-z_0, 0]; H^\theta)} \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}}) \|\nabla_x g\|_{L^\infty([-z_0, 0]; H^\theta)}.$$  

Indeed, we see that

$$P g - Qg = (T_\alpha - \alpha) \Delta_x g + (T_\beta - \beta) \cdot \nabla_x \partial_z g.$$

Using (C.11) and (3.49), we have

$$\|(T_\beta - \beta) \nabla \partial_z g\|_{L^2 H^\theta} \leq \|\beta\|_{L^2 H^{s-\delta}} \|\nabla \delta g\|_{L^\infty H^{s-\delta}} \|\partial_z g\|_{L^\infty H^\theta} \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}}) \|\partial_z g\|_{L^\infty H^\theta},$$

where we note that under the restrictions on $(s, \theta, \delta)$, $\theta \leq s - \delta$ and $s - \delta + \theta - 1 > 0$. As for $(\alpha - T_\alpha) \Delta_x g$ we write

$$(\alpha - T_\alpha) \Delta_x g = (\alpha - h^2 - T_{\alpha - h^2}) \Delta_x g + h^2 (\text{Id} - T_1) \Delta_x g.$$ 

The first term can be estimated as above and in view of (C.2), $\text{Id} - T_1 = \text{Id} - \Psi(D)$ is a smoothing operator so that

$$\|(\text{Id} - T_1) \Delta_x g\|_{L^2 H^\theta} \leq C \|\nabla_x g\|_{L^2 H^\theta}.$$
We choose
\[ a = \frac{1}{2}(-i\beta \cdot \xi - \sqrt{4\alpha|\xi|^2 - (\beta \cdot \xi)^2}), \quad A = \frac{1}{2}(-i\beta \cdot \xi + \sqrt{4\alpha|\xi|^2 - (\beta \cdot \xi)^2}) \] (3.55)
so that \( a + A = -i\beta \cdot \xi, aA = -\alpha|\xi|^2 \). (3.51) is satisfied and
\[ Pg = (\partial_z - T_a)(\partial_z - T_A)g - (T_aT_A - T_A\Delta_x)g + T_{\partial_z Ag}. \] (3.56)
By Theorem C.4 (ii), \( T_aT_A - T_A\Delta_x \) is of order \( \frac{3}{2} \) and
\[ \|(T_aT_A - T_A\Delta_x)g\|_{L^2H^\theta} \leq F(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})\|\nabla_x g\|_{L^2H^\theta+\frac{1}{2}z}. \] (3.57)
where Remark C.5 has been used. Next we have
\[ \|M_1^{(2)}(\partial_z A)\|_{L^2([-1,0])} \leq F(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}}). \]
Theorem C.4 (i) combined with Remark C.5 then implies
\[ \|T_{\partial_z Ag}\|_{L^2H^\theta} \leq F(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})\|\nabla_x g\|_{L^\infty H^\theta}. \] (3.58)
In view of (3.54) and (3.56)-(3.58), the proof is complete.

We can now start analyzing (3.48). We fix \( \sigma \in [\frac{1}{2}, s] \) and apply Proposition 3.10 to have
\[ \|\nabla_x z v\|_{X^{\sigma-1}([-1,0])} \leq F(\|\eta\|_{H^s})\|f\|_{\tilde{H}^s} \] (3.59)
for all \( z_0 \in (-1, 0) \). Next we introduce
\[ b = \frac{\partial_z v}{\partial_\xi \varphi}, \quad u = v - T_b \varphi. \] (3.60)
We note that \( b|_{z=0} = (\partial_\gamma \phi)(x, \eta(x)) = B \) given by (3.44), and \( u|_{z=0} = f - T_B \eta \). The new variable \( u \) is known as the “good unknown” à la Alinhac.

**Lemma 3.18.** For any \( z_0 \in (-1, 0) \), we have
\[ \|b\|_{L^\infty([-1,0]:H^{\sigma-1})} + \|\nabla_x z b\|_{L^\infty([-1,0]:H^{\sigma-2})} \leq F(\|\eta\|_{H^s})\|f\|_{\tilde{H}^s}. \] (3.61)

**Proof.** The estimate on the first term follows from Lemma 3.8 and (3.59) since multiplication by \( H^{s-1} \) is bounded. The estimate on the second follows similarly after using (C.12) for \( \nabla_x b \) and using the equation for \( \partial_z b \) which in turn follows from (3.34).

We can now state our main technical estimate

**Lemma 3.19.** We have
\[ (\partial_z - T_a)[(\partial_z - T_A)v - T_b(\partial_z - T_A)\varphi] = F_2 \] (3.62)
with
\[ \|F_2\|_{L^2([-1,0]:H^{\sigma-1})} \leq F(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})\|f\|_{\tilde{H}^s}. \] (3.63)

**Remark 3.20.** The direct consideration of the good unknown \( u = v - T_b \varphi \) in [2,27] consists in obtaining good estimates for
\[ (\partial_z - T_a)(\partial_z - T_A)u. \]
In our setting, even when \( \sigma = s \), estimating this in \( Y^{s-\frac{3}{4}} \) demands an estimate for \( \|\partial_{z}^2 b\|_{X^{s-3}} \). However, in one space dimension, the low regularity \( s > \frac{3}{2} \) is insufficient to prove that \( \partial_v^2 v \in X^{s-3} \), where \( \partial_v^2 v \) appears when differentiating \( b \) twice in \( z \). Lemma 3.19 avoids this issue.
PROOF OF LEMMA 3.19. Using (3.48) and Lemma 3.17 with $\theta = \sigma - 1$, we see that
$$(\partial_z - T_a)(\partial_z - T_A)v + R_Q v = T_b(\partial_z - T_a)(\partial_z - T_A)\rho + T_b R_Q (\rho) + T_Q b + R(b, Q \rho)$$
which gives
$$F_2 := [T_b, (\partial_z - T_a)](\partial_z - T_A)\rho - R_Q v + T_b R_Q \rho + T_Q b + R(b, Q \rho).$$

Using (3.53), (C.8), (C.9) and (3.50) we can bound the last four terms. As for the commutator we write
$$[T_b, (\partial_z - T_a)](\partial_z - T_A)\rho = -T_\partial b(\partial_z - T_A)\rho - [T_b, T_a](\partial_z - T_A)\rho.$$

From (C.8) and (3.61) we get
$$\|T_\partial b(\partial_z - T_A)\rho\|_{L^2 H^{s-1}} \leq \|\partial_z b\|_{L^\infty H^{s-2}} \|\partial_z - T_A\| \|\rho\|_{L^2 H^{s-\delta}}$$
$$\leq \mathcal{F}(\|\rho\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2} - \delta}}) \|f\|_{\tilde{H}^s}$$
where the condition $\delta < s - 1 - \frac{\sigma}{2}$ guarantees that $\sigma < 2 + s - \delta > 0$. On the other hand, Lemma 3.18 and (3.51) combined with Theorem C.4 (ii) imply that, when $\sigma \geq s - \delta > 1 + \frac{\sigma}{2}$,
$$\|\mathcal{T}_A, T_b\|_{H^{s+1-\delta} \rightarrow H^{s-\delta}} \leq \mathcal{F}(\|\eta\|_{H^s}) \|f\|_{\tilde{H}^s}$$
(3.64)
which yields
$$\|\mathcal{T}_A, T_b\|_{H^{s+1-\delta} \rightarrow H^{s-\delta}} \leq \mathcal{F}(\|\eta\|_{H^s})(1 + \|\eta\|_{H^{s+\frac{1}{2} - \delta}}).$$

In the case of low regularity, $\sigma < s - \delta$, we do not use the structure of the commutator but directly estimate using (C.8)
$$\|T_b(\partial_z - T_A)\rho\|_{L^2 H^s} \lesssim \|b\|_{H^{s-1}} \|\partial_z - T_A\| \|\rho\|_{L^2 H^{s-\delta}},$$
$$\|T_b(\partial_z - T_a)(\partial_z - T_A)\|_{L^2 H^{s-1}} \lesssim \|b\|_{H^{s-1}} \|\partial_z - T_a\| \|\rho\|_{L^2 H^{s-1-\delta}}$$
and we can proceed as before. This completes the proof.

Proof of Theorem 3.15

Step 1. Let us fix $-1 < z_0 < z_1 < 0$ and introduce a cut-off $\chi$ satisfying $\chi(z) = 1$ for $z > z_1$ and $= 0$ for $z < z_0$. Set
$$w = \chi(z)[(\partial_z - T_A)v - T_b(\partial_z - T_A)\rho].$$

It follows from (3.62) that
$$(\partial_z - T_a)w = F_3 := \chi(z) F_2 + \chi'(z)[(\partial_z - T_A)v - T_b(\partial_z - T_A)\rho].$$
(3.65)

By virtue of (3.63), (3.59), (3.61) and (3.51) we have
$$\|F_3\|_{L^2([z_0, 0]; H^{s-1})} \leq \mathcal{F}(\|\eta\|_{H^s}) \|f\|_{\tilde{H}^s}(1 + \|\eta\|_{H^{s+\frac{1}{2} - \delta}}).$$
(3.66)

Next we note that
$$\text{Re}(-a) \geq \frac{1}{\mathcal{F}(\|\eta\|_{H^s})} |\xi|. $$

Since $w(z_0) = 0$, applying Proposition C.12 to equation (3.65) with the aid of (3.66) we obtain
$$\|w\|_{\chi^s([-z_0, 0])} \leq \mathcal{F}(\|\eta\|_{H^s}) \|F_3\|_{Y^s\chi^s([-z_0, 0])} \leq \mathcal{F}(\|\eta\|_{H^s}) \|f\|_{\tilde{H}^s}(1 + \|\eta\|_{H^{s+\frac{1}{2} - \delta}}).$$
(3.67)
Step 2. Starting from (3.33) and using Bony’s decomposition, we see that
\[
G^{-}(\eta)f = \frac{T_{\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}}(T_{A}v - T_{\partial_{x}v}T_{\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}})v - (T_{\nabla_{x}v - T_{\partial_{x}v}T_{\nabla_{x}\theta}})v - (T_{\nabla_{x}v - T_{\partial_{x}v}T_{\nabla_{x}\theta}})\nabla_{x}q} + \left\{ T_{\partial_{x}v} \left( \frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}} \right) + T_{\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}}T_{b}\partial_{z}q - 2T_{\partial_{x}v}T_{\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}})\nabla_{x}q \right\} + \frac{T_{\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}}}{\partial z_{\theta}}w\right. - R(\nabla_{x}q, \nabla_{x}v) + R(\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}, \partial_{z}v)
\]
where the righthand side is evaluated at \( z = 0 \). We will see that this gives (3.43) by estimating each term one by one.

Using Theorem C.4, (3.51) and (3.59), and proceeding as in (3.64), we first observe that
\[
\text{Step 2.} \quad \text{Starting from (3.33) and using Bony’s decomposition, we see that}
\]
and similarly, since \( \frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}} - \frac{1}{h} \in L^{\infty}H^{1+\frac{1}{2} - \delta} \), it follows from (C.10) that
\[
\|R(\frac{1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}}, \nabla_{x}v)\|_{L^{\infty}H^{1+\frac{1}{2} - \delta}} \lesssim \left( \frac{\|1+|\nabla_{x}\theta|^{2}}{\partial z_{\theta}} - \frac{1}{h} \right)\|\nabla_{x}v\|_{L^{\infty}H^{1+\frac{1}{2} - \delta}} \lesssim F(\|\eta\|_{H^{s}})\|f\|_{H^{s}}(1+\|\eta\|_{H^{s+\frac{1}{2} - \delta}}).
\]
The proof of Theorem 3.15 is complete. \( \square \)
3.3. Contraction estimates. In order to obtain uniqueness and stability estimates for the Muskat problem, we need the following contraction estimate for the Dirichlet-Neumann operator associated to two different surfaces.

**Theorem 3.21.** Let $s > 1 + \frac{d}{2}$ with $d \geq 1$ and let $\delta$ satisfy
\[
\delta \in (0, s - 1 - \frac{d}{2}) \quad \text{and} \quad \delta \leq 1.
\] (3.68)

Consider $f \in \widetilde{H}_\sigma$ and $\eta_1, \eta_2 \in H^s(\mathbb{R}^d)$ with $\text{dist}(\eta_j, \Gamma^-) > 4h > 0$ for $j = 1, 2$. Then we have
\[
G^- (\eta_1) f - G^- (\eta_2) f = -T_{\lambda_2} E_j (\eta_1 - \eta_2) - T_{\lambda_2} \nabla (\eta_1 - \eta_2) + R_2 (\eta_1, \eta_2) f
\] (3.69)
where
\[
\|R_2 (\eta_1, \eta_2) f\|_{H^{s-\frac{1}{2}}} \leq F (\|\eta_1, \eta_2\|_{H^s}) \|\eta_1 - \eta_2\|_{H^{s-\frac{1}{2}}} \|f\|_{\widetilde{H}_\sigma}
\] (3.70)
for some $F : \mathbb{R}^+ \to \mathbb{R}^+$ depending only on $(s, h, \delta)$. In addition, for $\sigma \in (s - \frac{1}{2}, s]$ and $\delta \leq \frac{1}{2}$ satisfying (3.68),
\[
\|R_2 (\eta_1, \eta_2) f\|_{H^{s-1}} \leq F (\|\eta_1, \eta_2\|_{H^s}) \|\eta_1 - \eta_2\|_{H^{s-\frac{1}{2}}} \|f\|_{\widetilde{H}_\sigma}
\] (3.71)

Compared with Theorem 3.15 the remainder is of order at least 1, but its norm is bounded in a smoother norm in $\eta_1 - \eta_2$. We will most often use Theorem 3.21 when $\sigma = s - \frac{1}{2}$. However, we will also use the following when $\sigma = s - 1 - \delta$:

**Corollary 3.22.** Let $s > 1 + \frac{d}{2}$ with $d \geq 1$, and let $\delta$ satisfy (3.68). Consider $f \in \widetilde{H}_\sigma$ and $\eta_1, \eta_2 \in H^s(\mathbb{R}^d)$ with $\text{dist}(\eta_j, \Gamma^-) \geq h$ for $j = 1, 2$. Then for $\sigma \in [s - \frac{1}{2} - \delta, s]$ we have
\[
\|G^- (\eta_1) f - G^- (\eta_2) f\|_{H^{s-1}} \leq F (\|\eta_1, \eta_2\|_{H^s}) \|\eta_1 - \eta_2\|_{H^{s-\frac{1}{2}}} \|f\|_{\widetilde{H}_\sigma}
\] (3.72)
for some $F : \mathbb{R}^+ \to \mathbb{R}^+$ depending only on $(s, h, \sigma)$.

**Remark 3.23.** The following contraction estimate was obtained in [3]
\[
\|G^- (\eta_1) f - G(\eta_2) f\|_{H^{s-2}} \leq F (\|\eta_1, \eta_2\|_{H^s}) \|\eta_1 - \eta_2\|_{H^{s-1}} \|f\|_{H^{s-1}},
\] (3.73)
where $s > \frac{3}{2} + \frac{d}{2}$ ($\frac{1}{2}$ derivative above scaling). It was also noted in [3] (see Remark 5.3 therein) that the authors were unable to obtain a similar estimate in higher norms. Theorem 3.72 gives such estimates assuming only that $s > 1 + \frac{d}{2}$.

From now on, to simplify notation, we let
\[
N_s = \|\eta_1\|_{H^s} + \|\eta_2\|_{H^s}.
\]

The rest of this section is devoted to the proof of Theorem 3.21. We follow similar steps as in the previous section, the main novelty coming from the two different domains. To define $G(\eta_j) f$ we call $\phi_j$ solution to (3.2) with surface $\eta_j$ and Dirichlet data $f$. For the sake of contraction estimates, we shall use a diffeomorphism different from the one defined by (3.23)-(3.24)-(3.25). Assume $\text{dist}(\eta_j, \Gamma^-) > 4h > 0$. There exists $\eta_* \in H^\infty (\mathbb{R}^d)$ with $s_0 = s + 100$ and
\[
\eta_* (x) + h < \eta_* (x) < \eta_j (x) - h
\] (3.74)
when the depth is finite and $\eta_* (x) < \eta_j (x) - h$ when $\Gamma^- = \emptyset$. Then we divide $\Gamma^- \Omega_j$ into
\[
\begin{aligned}
\Omega_{j,1} &= \{ (x, y) : x \in \mathbb{R}^d, \eta_* (x) < y < \eta_j (x) \}, \\
\Omega_{j,2} &= \{ (x, y) : y \leq \eta_* (x) \}
\end{aligned}
\] (3.75)
and set $\Omega^- = \Omega^-_1 \cup \Omega^-_2$ where
\[
\Omega^-_1 = \mathbb{R}^d \times (-1, 0), \\
\Omega^-_2 = \begin{cases} 
\mathbb{R}^d \times (-\infty, -1] & \text{if } \Gamma^- = \emptyset, \\
\{(x, z) \in \mathbb{R}^d \times (-\infty, -1] : z + 1 + \eta_+(x) > b^-(x)\} & \text{if } b^- \in W^{1,\infty}.
\end{cases}
\] (3.76)

Note that $\Omega^*_{1,2} = \Omega^*_2$ and the sets $\Omega^-_1$ and $\Omega^-_2$ are independent of $\eta_j$. Define
\[
\begin{align*}
q_j(x, z) &= (1 + z)e^{\tau z(D_x^j)} \eta_j(x) - z \eta_+(x) & \text{for } (x, z) \in \Omega^-_1, \\
q_j(x, z) &= z + 1 + \eta_+(x) & \text{for } (x, z) \in \Omega^-_2.
\end{align*}
\] (3.77)

In particular, $q_1 = q_2$ in $\Omega^-_2$. For $\tau > 0$ sufficiently small, it is easy to check that the mappings $(x, z) \in \Omega^- \mapsto (x, q_j(x, z)) \in \Omega^-_j$ and $(x, z) \in \Omega^-_1 \mapsto (x, q_j(x, z)) \in \Omega^-_{j,1}$ are Lipschitz diffeomorphisms, where the latter is smooth in $z$. Letting also $\tilde{q}_{\delta} = q_1 - q_2$, we observe as in (3.50) that
\[
\min(\partial_z q_1, \partial_z q_2) \geq \min(1/2, \frac{h}{4})
\]
\[
\|q_j\|_{X^\infty([-1,0])} \approx \|\eta_1\|_{H^s} + \|\eta_2\|_{H^s},
\] (3.78)
\[
\|\tilde{q}_{\delta}\|_{X^\infty((-\infty,0])} \approx \|\eta_1 - \eta_2\|_{H^s}
\]
if $\tau > 0$ is chosen small enough (depending on $\|\eta_1\|_{B^{1}_{\infty,1}} + \|\eta_2\|_{B^{1}_{\infty,1}}$).

As in (3.34), \(v_j(x, z) := \phi_j(x, \tilde{q}_j(x, z))\) solves
\[
\mathcal{L}_j v_j := (\partial_z^2 + \alpha_j \Delta_x + \beta_j \cdot \nabla_x \partial_y - \gamma_j \partial_y) v_j = 0 \quad \text{in } \mathbb{R}^d \times [-1, 0],
\] (3.79)
with $(\alpha_j, \beta_j, \gamma_j)$ defined in terms of $\tilde{q}_j$ as in (3.35) and satisfies
\[
\|\nabla_{x,z} v_j\|_{X^{s_0}([-1,0])} \lesssim \mathcal{F}(N_\delta) \|f\|_{\dot{H}^s}. \] (3.80)

The difference
\[
v = v_1 - v_2
\]
then solves
\[
\mathcal{L}_1 v = F := -(\alpha_1 - \alpha_2) \Delta_x v_2 - (\beta_1 - \beta_2) \cdot \nabla_x \partial_y v_2 + (\gamma_1 - \gamma_2) \partial_y v_2 \quad \text{in } \mathbb{R}^d \times [-1, 0].
\] (3.81)

As before, we start with an estimate for $v$ in the low norm $X^{-\frac{1}{2}}([-1, 0])$.

**Lemma 3.24.**
\[
\|\nabla_{x,z} v\|_{X^{-\frac{1}{2}}([-1,0])} \leq \mathcal{F}(N_\delta) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}_s} \|f\|_{\dot{H}^s}. \] (3.82)

**Proof.** We first recall the variational characterization (3.17)
\[
\int_{\Omega_j^-} \nabla_{x,y} \phi \cdot \nabla_{x,y} \varphi \, dx \, dy = 0 \quad \forall \varphi \in H^{1}_{0,s}(\Omega^-_j) = \{ \varphi \in \dot{H}^1(\Omega^-_j) : \varphi|_{\Sigma_j} = 0 \}. \] (3.83)

In the fixed domain $\Omega^-_j$, this becomes
\[
\int_{\Omega^-_j} \mathcal{A}_j \nabla_{x,z} v_j \cdot \nabla_{x,z} \varphi \, dx \, dy = 0 \quad \forall \varphi \in H^{1}_{0,s}(\Omega^-_j) = \{ \varphi \in \dot{H}^1(\Omega^-_j) : \varphi|_{z=0} = 0 \},
\]
\[\] A priori, Proposition 3.10 would only give a bound in $X^{s_0}([-z_0, 0])$ for some $z_0 > -1$. However, one can first apply this with $q_j$ replaced by $q_{j,*}$ which is equal to $q_j$ for $-1 \leq z \leq 0$ and smooth for $-2 \leq z \leq 0$ to obtain a bound on $[-1, 0]$. 
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where
\[ A_j = \left[ \begin{array}{cc} \partial_x \theta_j & -\nabla_x \theta_j \\ \nabla_x \theta_j & \frac{1}{1+|\nabla_x \theta_j|^2} \end{array} \right]. \]

Consequently,
\[ \int_{\Omega^+} A_1 \nabla_{x,z} v \cdot \nabla_{x,z} \theta dxdy = \int_{\Omega^+} (A_2 - A_1) \nabla_{x,z} v_2 \cdot \nabla_{x,z} \theta dxdy \quad \forall \theta \in H^1_{0,x}(\Omega^-). \tag{3.84} \]

Since \( v|_{z=0} = 0 \), we have \( v \in H^1_{0,x}(\Omega^-) \). Inserting \( \theta = v \) into (3.84) yields
\[ \int_{\Omega^-} A_1 \nabla_{x,z} v \cdot \nabla_{x,z} v dxdy = \int_{\Omega^-} (A_2 - A_1) \nabla_{x,z} v_2 \cdot \nabla_{x,z} v dxdy = \int_{\mathbb{R}^d \times (-1,0)} (A_2 - A_1) \nabla_{x,z} v_2 \cdot \nabla_{x,z} v dxdy. \]

where we used the fact that \( A_2 = A_1 \) in \( \Omega^- \), which in turn comes from the fact that \( \varrho_1 = \varrho_2 \) in \( \Omega^- \). In view of (3.78) and (3.80),
\[ \|A_1 - A_2\|_{L^2(\mathbb{R}^d \times (-1,0))} \leq \mathcal{F}(\|\eta_1, \eta_2\|_{B^{1}_{\infty,1}}) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \]
\[ \|\nabla_{x,z} v_2\|_{L^\infty(\mathbb{R}^d \times [-1,0])} \leq \mathcal{F}(N_s) \|f\|_{\tilde{H}^{-\frac{1}{2}}}. \]

and since (see (3.78))
\[ (A_1 \nabla_{x,z} v \cdot \nabla_{x,z} v) \geq \min(\partial_x \theta_1, \frac{1}{\partial_x \theta_1}) |\nabla_{x,z} v|^2 \geq \frac{1}{\mathcal{F}(\|\eta_1\|_{B^{1}_{\infty,1}})} |\nabla_{x,z} v|^2 \]
pointwise in \( \Omega^- \), we obtain that
\[ \|\nabla_{x,z} v\|_{L^2(\Omega^-)} \leq \mathcal{F}(N_s) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \|f\|_{\tilde{H}^{-\frac{1}{2}}}. \tag{3.85} \]

Since \( \mathbb{R}^d \times (-1,0) \subset \Omega^- \), this yields
\[ \|\nabla_{x,z} v\|_{L^2((-1,0); L^2(\mathbb{R}^d))} \leq \mathcal{F}(N_s) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \|f\|_{\tilde{H}^{-\frac{1}{2}}}. \tag{3.86} \]

According to Theorem A.6
\[ \|\nabla_{x,z} v\|_{X^{-\frac{1}{2}}((-1,0); L^2)} \leq \mathcal{F}(N_s) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \|f\|_{\tilde{H}^{-\frac{1}{2}}}. \tag{3.87} \]

As for \( \|\partial_z v\|_{X^{-\frac{1}{2}}((-1,0); L^2)} \) it remains to estimate \( \|\partial_z v\|_{C([-1,0]; H^{-\frac{1}{2}})} \). Setting
\[ \Xi_j(x,z) = -\nabla_x \theta_j \cdot \nabla_z v_j + \frac{1 + |\nabla_x \theta_j|^2}{\partial_z \theta_j} \partial_z v_j, \]

it follows from the equation \( \text{div}_{x,z}(A_j \nabla_{x,z} v_j) = 0 \) that
\[ \partial_z \Xi_j = -\text{div}_{x}(\partial_z \theta_j \nabla_z v_j - \nabla_x \theta_j \partial_z v_j). \]

Hence \( \Xi = \Xi_1 - \Xi_2 \) is a divergence
\[ \partial_z \Xi = -\text{div}_{x}(\partial_z \theta_1 \nabla_x v_1 + \partial_z \theta_2 \nabla_x v_2 - \nabla_x \theta_2 \partial_z v_1 - \nabla_x \theta_2 \partial_z v_2), \]
and using (3.78) and (3.80), we obtain the bounds
\[ \|\Xi\|_{L^2 L^2} \leq \mathcal{F}(N_s) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \|f\|_{\tilde{H}^{-\frac{1}{2}}}, \]
\[ \|\partial_z \Xi\|_{L^2 H^{-1}} \leq \|\partial_z \theta_1 \nabla_x v_1 + \partial_z \theta_2 \nabla_x v_2 - \nabla_x \theta_2 \partial_z v_1 - \nabla_x \theta_2 \partial_z v_2\|_{L^2 L^2} \leq \mathcal{F}(N_s) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \|f\|_{\tilde{H}^{-\frac{1}{2}}}. \tag{3.88} \]

Theorem A.6 then yields
\[ \|\Xi\|_{C([-1,0]; H^{-\frac{1}{2}})} \leq \mathcal{F}(N_s) \|\eta_1 - \eta_2\|_{H^{\frac{1}{2}}} \|f\|_{\tilde{H}^{-\frac{1}{2}}}. \]
Finally, by writing
\[ \partial_z v = \frac{\partial_z q_2}{1 + |\nabla x q_2|^2}\left(\Xi + \nabla x q_2 \cdot \nabla x v + \frac{(1 + |\nabla x q_1|^2)}{\partial_z q_2} \partial_z q_2 + (\nabla x v - \frac{\partial_z v_1 \nabla x (q_1 + q_2)}{\partial_z q_1})\nabla x q_3\right) \]
we deduce that
\[ \|\partial_z v\|_{C([-1,0];H^{-\frac{1}{2}})} \leq \mathcal{F}(N_s)\|\eta_1 - \eta_2\|_{H^\sigma} \|f\|_{\tilde{H}^s}. \]
This completes the proof of Lemma 3.24.

This low-regularity bound can easily be upgraded to a bound with no loss of regularity in \(\eta_1 - \eta_2\):

**Lemma 3.25.** For any \(\sigma \in [s - \frac{1}{2} - \delta, s]\) we have
\[ \|\nabla x,v\|_{X^{s-1}([z_0,0])} \leq \mathcal{F}(N_s)\|\eta_1 - \eta_2\|_{H^\sigma} \|f\|_{\tilde{H}^s}. \tag{3.89} \]

**Proof.** This follows from (3.81). Using (3.78)-(3.80) with (C.12), one easily sees that for any \(z_1 \in (-1,0)\),
\[ \|F\|_{L^2((z_1,0);H^{\sigma-\frac{3}{2}})} \leq \mathcal{F}(N_s)\|\varrho_\delta\|_{X^\sigma} \|f\|_{\tilde{H}^s} \leq \mathcal{F}(N_s)\|\eta_1 - \eta_2\|_{H^\sigma} \|f\|_{\tilde{H}^s}. \]
Since \(v|_{z=0} = 0\), Proposition 3.10 gives that
\[ \|\nabla x,v\|_{X^{s-1}([z_0,0])} \leq \mathcal{F}(N_s)(\|F\|_{Y^{\sigma-1}([z_1,0])} + \|\nabla x,v\|_{X^{-\frac{1}{2}}([-1,0])}) \tag{3.90} \]
for \(\sigma \in [\frac{1}{2},s]\), where \(-1 < z_1 < z_0 < 0\). Combined with Lemma 3.24 this finishes the proof.

**Remark 3.26.** Corollary 3.22 can be easily deduced from Lemma 3.25.

In preparation for the proof of Theorem 3.21 we fix \(\sigma \in [s - \frac{1}{2}, s]\) and \(\delta\) satisfying (3.68) and further restrict \(\delta \in [0, \frac{1}{2}]\) if \(\sigma \in (s - \frac{1}{2}, s]\). We first prove a technical analog of Lemma 3.19.

**Lemma 3.27.** With notations similar to Lemma 3.17 let
\[ b_2 = \frac{\partial_z v_2}{\partial_z q_2}, \quad \|b_2\|_{L^\infty([z_0,0];H^{\sigma-1})} + \|\nabla x,q_2\|_{L^\infty([z_0,0];H^{\sigma-2})} \leq \mathcal{F}(N_s)\|f\|_{\tilde{H}^s}, \tag{3.91} \]
there holds that
\[ (\partial_z - T_{A_1})[(\partial_z - T_{A_1})v - T_{b_2}(\partial_z - T_{A_1})q_\delta] = R_3^1, \]
\[ \|R_3^1\|_{L^2([z_0,0];H^{\sigma-\frac{3}{2}})} \leq \mathcal{F}(N_s)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}} \|f\|_{\tilde{H}^s}. \tag{3.92} \]

**Proof.** The estimate on \(b_2\) follows as in Lemma 3.18. Let
\[ Q_j = \partial^2_j + \alpha_j \Delta x + \beta_j \cdot \nabla x \partial z. \]
Using (C.12) and (3.78)-(3.80), (3.90), we obtain the bounds
\[ \|\partial_z v\|_{L^\infty H^{\sigma-1}} + \|\Delta x v_2, \nabla x, q_2\|_{L^2 H^{\sigma-\frac{3}{2}}} \lesssim \|f\|_{\tilde{H}^s}, \]
\[ \|\nabla x,q_1, \nabla x,q_2\|_{L^\infty H^{\sigma-1}} + \|Q_1, q_1, q_1\|_{L^2 H^{\sigma-\frac{3}{2}}} \leq \mathcal{F}(N_s), \]
\[ \|\partial_z v\|_{L^\infty H^{\sigma-1-\delta}} \leq \mathcal{F}(N_s)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}} \|f\|_{\tilde{H}^s}, \]
\[ \|\partial z q_\delta\|_{L^\infty H^{\sigma-1-\delta}} + \|(\alpha_1 - \alpha_2, \beta_1 - \beta_2, (Q_1 - Q_2)q_\delta\|_{L^2 H^{\sigma-\frac{3}{2}-\delta}} \leq \mathcal{F}(N_s)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}} \]
and (3.79) gives that
\[ Q_1 v - (\gamma_1 - \gamma_2) \partial_z v = (\gamma_1 - \gamma_2) \partial_z v - (\alpha_1 - \alpha_2) \Delta x v_2 - (\beta_1 - \beta_2) \cdot \nabla x \partial_z v_2, \]
\[ \gamma_1 - \gamma_2 - \frac{1}{\partial_z q_2} Q_1 q_\delta = \frac{1}{\partial_z q_2} (Q_1 - Q_2) q_\delta + \frac{Q_1 q_1}{\partial_z q_1 \partial_z q_2} \partial_z q_\delta. \]
Since the right hand sides only involve one derivative on $v$ or $\varrho_\delta$, we easily see that
\[
Q_1v - b_2Q_1\varrho_\delta = R'_\delta, \quad \|R'_\delta\|_{L^2([z_0,0]:\mathbb{H}^{\sigma-\frac{3}{2}})} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}.\]
Indeed, if $\sigma = s - \frac{1}{2}$ we have
\[
\|\gamma_1\partial_z v\|_{L^2[\mathbb{H}^{\sigma-\frac{3}{2}}]} \leq \|\gamma_1\|_{\mathbb{H}^{\sigma-\frac{3}{2}}}\|\partial_z v\|_{L^2[\mathbb{H}^{\sigma-\frac{3}{2}}]} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}
\]
for all $\delta$ satisfying (3.68); on the other hand, if $\sigma \in (s - \frac{1}{2}, s]$ then
\[
\|\gamma_1\partial_z v\|_{L^2[\mathbb{H}^{\sigma-\frac{3}{2}}]} \leq \|\gamma_1\|_{\mathbb{H}^{\sigma-\frac{3}{2}}}\|\partial_z v\|_{L^2[\mathbb{H}^{\sigma-1-\delta}]} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}
\]
for all $\delta \leq \frac{1}{2}$ satisfying (3.68). Applying Lemma 3.17 with $\theta = \sigma - \frac{3}{2} > -\frac{1}{2}$, we get that
\[
R^1_\delta = (\partial_z - T_{A_1})[(\partial_z - T_{A_1})v - T_{b_2}(\partial_z - T_{A_1})\varrho_\delta] + T_{Q_1\varrho_\delta}b_2 + (Q_1\varrho_\delta, b_2) - R_{Q_1}v + T_{b_2}R_{Q_1}\delta + [T_{b_2}, \partial_z - T_{A_1}]\varrho_\delta
\]
Finally, using Theorem C.4, C.8, C.9, (3.78), (3.89) and (3.91), we can estimate the terms in $R^1_\delta$ with the appropriate norm.

We are now ready to prove the main result of this section.

**Proof of Theorem 3.21**

As in the proof of Theorem 3.15 let us fix $-1 < z_0 < z_1 < 0$ and introduce a cut-off $\chi$ satisfying $\chi(z) = 1$ for $z > z_1$ and $0 = 0$ for $z < z_0$. It follows from Lemma 3.27 that
\[
w_\delta := \chi(z)\left[(\partial_z - T_{A_1})v - T_{b_2}(\partial_z - T_{A_1})\varrho_\delta\right]
\]
satisfies
\[
(\partial_z - T_{A_1})w_\delta = R^1_\delta := \chi(z)R^1_\delta + \chi'(z)\left[(\partial_z - T_{A_1})v - T_{b_2}(\partial_z - T_{A_1})\varrho_\delta\right].
\]
Applying Lemma 3.25 we get
\[
\|(\partial_z - T_{A_1})v\|_{L^2([z_0,0]:\mathbb{H}^{\sigma-\frac{3}{2}})} \leq \mathcal{F}(N_\delta)\|\nabla_{x,z}v\|_{X^{\sigma-2}([z_0,0])}
\leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}.
\]
In addition, (C.8) together with (3.91) implies
\[
\|T_{b_2}(\partial_z - T_{A_1})\varrho_\delta\|_{L^2([z_0,0]:\mathbb{H}^{\sigma-\frac{3}{2}})} \leq \|b_2\|_{\mathbb{H}^{\sigma-1}([z_0,0])}\|(\partial_z - T_{A_1})\varrho_\delta\|_{L^2([z_0,0]:\mathbb{H}^{\sigma-\frac{3}{2}})} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}.
\]
Thus, $R^2_\delta$ satisfies similar estimates as $R^1_\delta$ in (3.92). Since $w_\delta(z_0) = 0$, applying Proposition C.12 yields
\[
\|w_\delta\|_{X^{\sigma-1}([z_0,0])} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}. \tag{3.93}
\]
In the rest of this proof, functions of $(x, z)$ are evaluated at $z = 0$. Besides, we write $g_1 \simeq g_2$ to signify that $g_1$ and $g_2$ agree up to acceptable errors,
\[
\|g_1 - g_2\|_{H^{\sigma-1}} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}\|f\|_{\tilde{H}^s}.
\]
Set
\[
p_j = \frac{1 + |\nabla_{x,z}g_j|^2}{\partial_z g_j} \frac{\partial_z g_j}{\alpha_j}, \quad j = 1, 2
\]
so that, by (3.78),
\[
\|p_1\|_{H^{\sigma-1}} + \|p_2\|_{H^{\sigma-1}} + \|\nabla_{x,z} g_1\|_{H^{\sigma-1}} + \|\nabla_{x,z} g_2\|_{H^{\sigma-1}} \leq \mathcal{F}(N_\delta)
\]
\[
\|p_1 - p_2\|_{H^{\sigma-1-\delta}} + \|\nabla_{x,z} g_\delta\|_{H^{\sigma-1-\delta}} \leq \mathcal{F}(N_\delta)\|\eta_1 - \eta_2\|_{H^{\sigma-\delta}}. \tag{3.94}
\]
Using (3.33) and the fact that \(v|_{z=0} \equiv 0\), we write
\[
G^-(\eta_1) f - G^-(\eta_2) f = (p_1 - p_2)\partial_z v_2 + p_1 \partial_z v - \nabla_x \theta \cdot \nabla_x v_2 \\
= (p_1 - p_2)\partial_z v_2 - \nabla_x \theta \cdot \nabla_x v_2 + p_1 [T_{A_1} v + T_{B_2} (\partial_z - T_{A_1}) \theta] + p_1 w_\delta.
\]
Using this, Lemma 3.25, (3.80), (3.93), (3.94) with (C.8) and (C.9), we find that
\[
G^-(\eta_1) f - G^-(\eta_2) f \simeq T_{\partial_z v_2} (p_1 - p_2) - T_{\nabla_x \theta} v_2 \nabla_x \theta + T_{p_1} T_{B_2} (\partial_z - T_{A_1}) \theta,
\]
where by virtue of Theorem (C.4(ii)),
\[
T_{p_1} T_{B_2} (\partial_z - T_{A_1}) \theta \simeq T_{B_2} T_{p_1} (\partial_z - T_{A_1}) \theta.
\]
Next applying Theorem (C.11), we find that
\[
T_{\partial_z v_2} (p_1 - p_2) \simeq T_{\nabla_x \theta} v_2 \cdot \nabla_x \theta - T_{p_2} \partial_z \theta.
\]
We thus arrive at
\[
G^-(\eta_1) f - G^-(\eta_2) f \simeq -T_{p_2} (T_{p_1} - T_{\nabla_x \theta} v) \nabla_x \theta + T_{p_2} \nabla_x \theta - T_{p_2} \partial_z \theta.
\]
Since
\[
p_1 A_1 - p_2 A_2 = \lambda_1 - \lambda_2 - i \xi \cdot \nabla x \theta = \tilde{A} \cdot \nabla x \theta,
\]
\[
M_\delta^s \langle \nabla x \theta \rangle + M_\delta^1 (\tilde{A}) \lesssim \mathcal{F}(N_\delta),
\]
Theorem (C.4) and (C.8) yield that
\[
\| T_{p_1} - p_2 \partial_z \theta \|_{H^{s-1}} \lesssim \| \nabla x \theta \|_{H^{s-1}} \| p_1 - p_2 \|_{H^{s-1}} \lesssim \mathcal{F}(N_\delta) \| \eta_1 - \eta_2 \|_{H^{s-1}},
\]
\[
\| T_{p_1} - p_2 A_2 \theta \|_{H^{s-1}} \lesssim \mathcal{F}(N_\delta) \| \theta \|_{H^{s-1}} + \| T_{\nabla_x \theta} \theta \|_{H^{s-1}} \lesssim \mathcal{F}(N_\delta) \| \theta \|_{H^{s-1}}.
\]
We conclude that
\[
G^-(\eta_1) f - G^-(\eta_2) f \simeq -T_{\lambda \beta} \beta (\eta_1 - \eta_2) + T_{\nabla} (\eta_1 - \eta_2)
\]
which finishes the proof of Theorem 3.21.

4. Proof of the main theorems

4.1. Proof of Theorem 2.3. Let us fix \(s > 1 + \frac{d}{2}\) and consider either \(\Gamma^- = \emptyset\) or \(\beta^- \in W^{1,\infty}(\mathbb{R}^d)\). This section is organized as follows. First, we assume that \(\eta\) is a solution of (2.3) on \([0, T]\) such that
\[
\eta \in C([0, T]; H^s) \cap L^2([0, T]; H^{s+\frac{1}{2}}),
\]
\[
\text{dist}(\eta(t), \Gamma^-) \geq h \quad \forall t \in [0, T],
\]
\[
\inf_{x \in \mathbb{R}^d} (1 - B(x, t)) \geq a > 0 \quad \forall t \in [0, T],
\]
where \(B\) is given by (3.44) with \(f = \eta\). Under these assumptions, a priori estimates are derived in Subsections 4.1.1, 4.1.2, 4.1.3, and 4.1.4. Finally, the proof of Theorem 2.3 is given in Subsection 4.1.5.

4.1.1. Paradifferential reduction. We first apply Theorem 3.15 with \(f = \eta\) to have
\[
\partial_t \eta = -\kappa T_{\lambda} (\eta - T_{B} \eta) + \kappa T_{V} \cdot \nabla \eta - \kappa R^- (\eta) \eta
\]
where \(R^- (\eta) \eta\) obeys the bound (3.45)
\[
\| R^- (\eta) \eta\|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\| \eta \|_{H^s}) \| \eta \|_{H^s} (1 + \| \eta \|_{H^{s+\frac{1}{2}}})
\]
with \(\delta \in (0, s - 1 - \frac{d}{2})\) and \(\delta \leq 1\). Recall that \(V\) and \(B\) can be expressed in terms of \(\eta\) by virtue of the formulas (3.44) with \(f = \eta\). Note that
\[
M_\delta^s (\lambda) \leq \mathcal{F}(\| \eta \|_{H^s}), \quad \| B \|_{W^{1,\infty}} \leq \mathcal{F}(\| \eta \|_{H^s}).
\]

Owing to Theorem C.4 (ii), $T_\lambda T_B - T_{\lambda B}$ is of order $1 - \delta$ and
\[
\| (T_\lambda T_B - T_{\lambda B}) \eta \|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\| \eta \|_{H^s}) \| \eta \|_{H^{s+\frac{1}{2}-\delta}}. \tag{4.7}
\]
Combining (4.4), (4.5) and (4.7) we arrive at the following paradifferential reduction for the one-phase Muskat problem (2.3).

**Proposition 4.1.** There exists $\mathcal{F} : \mathbb{R}^+ \to \mathbb{R}^+$ depending only on $(s, h, \kappa)$ such that
\[
\partial_t \eta - \kappa T_V \cdot \nabla \eta + \kappa T_{\lambda(1-B)} \eta = f
\]
with $f$ satisfying
\[
\| f \|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\| \eta \|_{H^s}) \| \eta \|_{H^s}(1 + \| \eta \|_{H^{s+\frac{1}{2}-\delta}}). \tag{4.9}
\]

4.1.2. Parabolicity. In equation (4.8), $T_V \cdot \nabla \eta$ is an advection term. We now prove that $T_{\kappa \lambda(1-B)}$ is an elliptic operator, showing that (4.8) is a first-order drift-diffusion equation.

**Lemma 4.2.** For any $t \in [0, T]$ we have
\[
\sup_{x \in \mathbb{R}^d} B(x, t) < 1. \tag{4.10}
\]
In view of the formula (3.44) for $B$, Lemma 4.2 is a direct consequence of the following surprising upper bound.

**Proposition 4.3.** Assume that either $\Gamma^- = \emptyset$ or $\bar{b}^- \in \dot{W}^{1,\infty}(\mathbb{R}^d)$. If $f \in H^s(\mathbb{R}^d)$ with $s > 1 + \frac{d}{2}$, $d \geq 1$, then there exists $c_0 > 0$ such that
\[
G^-(f) f(x) < 1 - c_0 \quad \forall x \in \mathbb{R}^d. \tag{4.11}
\]

**Proof.** Let $\Omega^-$ denote the fluid domain with the top boundary $\Sigma = \{ y = f(x) \}$ and the bottom $\Gamma^-$. 1. Finite depth. According to Proposition 3.3, there exists a unique solution $\phi \in \dot{H}^1(\Omega^-)$ to the problem
\[
\begin{aligned}
\Delta_{x,y} \phi &= 0 \quad \text{in } \Omega^-, \\
\phi &= f \quad \text{on } \Sigma, \\
\partial_\nu \phi &= 0 \quad \text{on } \Gamma^-.
\end{aligned} \tag{4.12}
\]
in the sense of (3.17)
\[
\int_{\Omega^-} \nabla_{x,y} \phi \cdot \nabla_{x,y} \varphi dxdy = 0 \quad \forall \varphi \in H^1_{0,\Sigma}(\Omega^-). \tag{4.13}
\]
Inserting $\varphi = \min \{ \phi - \inf_{\mathbb{R}^d} f, 0 \} \in H^1_{0,\Sigma}(\Omega^-)$ into (4.13) we obtain the minimum principle
\[
\inf_{\Omega^-} \phi \geq \inf_{\mathbb{R}^d} f. \tag{4.14}
\]
Consequently,
\[
\psi(x, y) := \phi(x, y) - y \geq \inf_{\mathbb{R}^d} f - y > 0 \tag{4.15}
\]
for $(x, y) \in \Omega^-$ with $y \leq k := (\inf_{\mathbb{R}^d} f) - 1$. We claim that $\psi$ is also nonnegative elsewhere
\[
\psi(x, y) \geq 0 \quad \text{in } \Omega^-_b := \{ (x, y) \in \mathbb{R}^d \times \mathbb{R} : \bar{b}(x) < y < f(x) \}, \tag{4.16}
\]
where $\bar{b}(x) = \max \{ b^- (x), k \}$ is a Lipschitz and bounded function, $\bar{b} \in W^{1,\infty}(\mathbb{R}^d)$. Let $\chi : \mathbb{R}^d \to \mathbb{R}^+$ be a compactly function that equals 1 in $B(0, 1)$ and vanishes outside $B(0, 2)$. Then consider the test functions $\varphi_n = \psi^-(x, y) \chi(\frac{x}{n}) \leq 0$ where $\psi^- = \min \{ \psi, 0 \}$ and $n \geq 1$. By (4.15), $\sup_{\Omega^-} \psi^- \subset \Omega^-_b$ and thus
\[
\sup \varphi_n \subset \Omega^-_{b,n}, \quad \Omega^-_{b,n} := \Omega^-_b \cap \{|x| < 2n\}
\]
which gives \( \varphi_n \in H^1_{0,s}(\Omega^-) \). Replacing \( \phi \) with \( \psi + y \) and \( \varphi \) with \( \varphi_n \) in (4.13) gives

\[
\int_{\Omega^-} \nabla_{x,y} \psi \cdot \nabla_{x,y} \varphi_n \, dx \, dy = -\int_{\Omega_B \cap \{|x| < 2\}} \partial_y \varphi_n \, dx \, dy
\]
\[
= -\int_{\{x < 2\}}^f(x) \, dx \partial_y \varphi_n(x, y) \, dy \, dx
\]
\[
= \int_{\{x < 2\}} \varphi_n(x, \bar{b}(x)) \, dx \leq 0.
\]

On the other hand,

\[
\int_{\Omega^-} \nabla_{x,y} \psi \cdot \nabla_{x,y} \varphi_n \, dx \, dy = \int_{U_n} |\nabla_{x,y} \varphi_n|^2 \chi_n(x) \, dx \, dy + \frac{1}{n} \int_{U_n} \psi \nabla_x \varphi \cdot (\nabla_x \chi_n)(x) \, dx \, dy,
\]
where \( U_n = \{(x, y) \in \Omega_{b,n} : \psi(x, y) < 0\} \). Thus,

\[
\int_{U_n} |\nabla_{x,y} \varphi_n|^2 \chi_n(x) \, dx \, dy \leq \frac{1}{n} \int_{U_n} \psi \nabla_x \varphi \cdot (\nabla_x \chi_n)(x) \, dx \, dy \quad \forall n \geq 1.
\]

(4.17)

Since

\[
\psi(x, y) = -\int_y^{f(x)} \partial_y \phi(x, y') \, dy' + f(x) - y
\]

and \( f(x) - y \geq 0 \), we deduce that if \( \psi(x, y) < 0 \) then

\[
|\psi(x, y)| = \left| \int_y^{f(x)} \partial_y \phi(x, y') \, dy' \right| \leq L \left( \int_y^{f(x)} |\partial_y \phi(x, y')|^2 \, dy' \right)^{1/2}
\]

where \( L = \|f - \bar{b}\|_{L^\infty(\mathbb{R}^d)} < \infty \). In particular, for \( (x, y) \in U_n \subset \Omega_{b,n} \) we have

\[
\int_{U_n} |\psi(x, y)|^2 \, dx \, dy \leq L \int_{\Omega_{b,n}} \int_y^{f(x)} |\partial_y \phi(x, y')|^2 \, dy' \, dx \, dy \leq L^2 \int_{\Omega_{b,n}} |\partial_y \phi(x, y')|^2 \, dx \, dy'.
\]

This combined with the fact that \( \nabla_x \psi = \nabla_x \phi \) yields

\[
\left| \frac{1}{n} \int_{U_n} \psi \nabla_x \varphi \cdot (\nabla_x \chi_n)(x) \, dx \, dy \right| \leq \frac{L \|\nabla \chi\|_{L^\infty(\mathbb{R}^d)}}{n} \|\nabla_x \phi\|_{L^2(\Omega_{b,n})} \|\partial_y \phi\|_{L^2(\Omega_{b,n})}
\]
\[
\leq \frac{L \|\nabla \chi\|_{L^\infty(\mathbb{R}^d)}}{n} \|\nabla_{x,y} \phi\|_{L^2(\Omega^-)}^2
\]

which tends to 0 as \( n \to \infty \). Then applying the monotone convergence theorem to (4.17), we arrive that

\[
\int_{\{(x, y) \in \Omega_{b,n} : \psi(x, y) < 0\}} |\nabla_{x,y} \varphi_n|^2 \, dx \, dy \leq 0
\]

which proves that \( \psi \geq 0 \) in \( \Omega_{b,n}^- \) as claimed in (4.16). Combining (4.15) and (4.16) we conclude that \( \psi \geq 0 \) in \( \Omega^- \).

Now by virtue of Proposition 3.10, \( \phi \in C^1_b(\Omega^-) \) where

\[
\Omega^- = \{(x, y) \in \mathbb{R}^d \times \mathbb{R} : \eta(x) - h < y < \eta(x)\}
\]

for some \( h > 0 \). Consequently, \( \psi \in C^1_b(\Omega^-) \), \( \psi \geq 0 \) everywhere in \( \Omega^- \) and \( \psi |_{\Sigma} = 0 \). The infimum of \( \psi \) over \( \Omega^- \) is thus 0 and is attained at any points of \( \Sigma \); moreover, \( \psi < 0 \) in \( \Omega^- \) thanks to the strong maximum principle. On one hand, it follows from Theorem 3.12 that \( G^- (f) \in H^{s-1}(\mathbb{R}^d) \) with \( s - 1 > \frac{q}{4} \), implying that \( G(f) x \varphi(x) \leq \frac{1}{4} |x|^2 \) for all \( |x| \geq M \) for \( M \) sufficiently large. On the other hand, letting \( V = \Omega^- \cap \{|x| <
2M\}, we can apply Hopf's lemma (see [51]) to the $C^{1,\alpha}$ boundary $\Sigma \cap \{|x| < 2M\}$ of $V$ to have $\frac{\partial \phi}{\partial n} < 0$ for $|x| \leq M$, where $n$ is the upward-pointing normal to $\Sigma$. Hence,

$$\frac{\partial \phi}{\partial n} < \frac{\partial y}{\partial n} = \frac{1}{\sqrt{1 + |\nabla f|^2}}$$

which yields $G^-(f)f(x) = \sqrt{1 + |\nabla f|^2}\frac{\partial \phi}{\partial n} < 1$ for all $|x| \leq M$. By the continuity of $G^-(f)f$ on $\{|x| \leq M\}$, we conclude that $G^-(f)f(x) \leq 1-c_0$ for some $c_0 > 0$ and for all $x \in \mathbb{R}^d$.

2. Infinite depth. The proof for this case is in fact simpler. We first let $\phi \in H^1(\Omega)$ be the solution in the sense of Proposition 3.5 to the problem

$$\begin{cases}
\Delta_{x,y} \phi = 0 & \text{in } \Omega^-, \\
\phi = f & \text{on } \Sigma, \\
\nabla_{x,y} \phi \to 0 & \text{as } y \to -\infty;
\end{cases} \tag{4.18}$$

that is, (4.13) holds. The minimum principle (4.14) remains valid, implying (4.15). Then we can proceed as in the previous case upon replacing $\Omega^+$ with $\{(x, y) \in \mathbb{R}^d \times \mathbb{R} : \eta(x) - k < y < \eta(x)\}$. \(\square\)

**Remark 4.4.** The one-phase problem (2.3) dissipates the energy $E(t) = \frac{1}{2}\|\eta(t)\|^2_{L^2}$ since

$$\frac{1}{2}\|\eta(t)\|^2_{L^2} - \frac{1}{2}\|\eta(0)\|^2_{L^2} = -\kappa \int_0^t (G^-(\eta)\eta, \eta)_{L^2(\mathbb{R}^d)} \, dr \leq 0.$$ 

By virtue of the upper bound (4.11), if $\eta(t)$ remains nonnegative on $[0, T]$ then the energy dissipation over $[0, T]$ is bounded by the $L^1$ norm of $\eta$:

$$\kappa \int_0^T (G^-(\eta)\eta, \eta)_{L^2(\mathbb{R}^d)} \, dr \leq \kappa \int_0^T \|\eta(r)\|^2_{L^1(\mathbb{R}^d)} \, dr.$$ 

Note that this bound is linear, while the energy is quadratic. In the case of constant viscosity, the same bound was proved in [16] without the sign condition on $\eta$.

4.1.3. A priori estimates for $\eta$. Denote $\langle D_x \rangle = (1 + |D_x|^2)^{\frac{1}{2}}$ and set $\eta_s = \langle D_x \rangle^s$. Conjugating the paradifferential equation (4.8) with $\langle D_x \rangle$ gives

$$\partial_t \eta_s = \kappa T \cdot \nabla \eta_s - \kappa T_{\lambda(1-B)} \eta_s + f_1 \tag{4.19}$$

where

$$f_1 = \kappa \langle D_x \rangle^s, T \cdot \nabla \rangle - \kappa \langle \langle D_x \rangle^s, T_{\lambda(1-B)} \rangle \eta + \langle D_x \rangle^s f.$$ 

As in (4.6) we have $\|\eta\|_{W^{s,\infty}} \leq \mathcal{F}(\|\eta\|_{H^s})$. This combined with (4.9), (4.6) and Theorem C.4 (iii) implies that $\langle \langle D_x \rangle^s, T \cdot \nabla \rangle$ and $\langle \langle D_x \rangle^s, T_{\lambda(1-B)} \rangle$ are of order $s + 1 - \delta$, and that

$$\|f_1\|_{H^{-\frac{1}{2}}} \leq \mathcal{F}(\|\eta\|_{H^s}) \|\eta\|_{H^s} \left(1 + \|\eta\|_{H^{s+\frac{1}{2} - \delta}}\right). \tag{4.20}$$

Taking the $L^2$ inner product of (4.19) with $\eta_s$ gives

$$\frac{1}{2} \frac{d}{dt} \|\eta_s\|^2_{L^2} = \kappa (T \cdot \nabla \eta_s, \eta_s)_{L^2} - \kappa (T_{\lambda(1-B)} \eta_s, \eta_s)_{L^2} + (f_1, \eta_s)_{L^2}. \tag{4.21}$$

We have

$$\kappa (T \cdot \nabla \eta_s, \eta_s)_{L^2} = \frac{\kappa}{2} \left(\langle T \cdot \nabla + (T \cdot \nabla)^* \rangle \eta_s, \eta_s\right)_{L^2}$$

where by virtue of Theorem C.7 (iii), $T \cdot \nabla + (T \cdot \nabla)^*$ is of order $1 - \delta$ and

$$\|\langle (T \cdot \nabla)^* + T \cdot \nabla \rangle \eta_s\|_{H^{-\frac{1}{2} + \delta}} \leq \mathcal{F}(\|\eta\|_{H^s}) \|\eta_s\|_{H^s}.$$ 

Consequently,

$$\kappa \|\langle T \cdot \nabla \eta_s, \eta_s\rangle_{L^2}\| \leq \mathcal{F}(\|\eta\|_{H^s}) \|\eta_s\|_{H^s} \|\eta_s\|_{H^{\frac{1}{2} - \delta}}. \tag{4.22}$$
Next we write
\[
(T_{\lambda(1-B)}\eta_s, \eta_s)_{L^2} = (T_{\sqrt{\omega}}\eta_s, T_{\sqrt{\omega}}\eta_s)_{L^2} + \left( T_{\sqrt{\omega}}\eta_s, (T_{\sqrt{\omega}})^* - T_{\sqrt{\omega}} \right)_{L^2} \\
+ \left( (T_{\omega} - T_{\sqrt{\omega}}T_{\sqrt{\omega}}) \eta_s, \eta_s \right)_{L^2}
\] (4.23)
where \( \omega = \lambda(1 - B) \). In view of (3.40) and (4.3) we have \( \omega \geq a|\xi| \), hence
\[
M_\delta^2(\sqrt{\omega}) \leq \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a} \).
\]
According to Theorem C.4 (ii) and (iii), \((T_{\sqrt{\omega}})^* - T_{\sqrt{\omega}} \) and \(T_{\omega} - T_{\sqrt{\omega}}T_{\sqrt{\omega}}\) are of order \( \frac{1}{2} - \delta \) and \(1 - \delta\) respectively. Thus
\[
\left| \left( T_{\sqrt{\omega}}\eta_s, (T_{\sqrt{\omega}})^* - T_{\sqrt{\omega}} \right) \eta_s \right|_{L^2} \leq \left\| T_{\sqrt{\omega}}\eta_s \right\|_{H^{-\frac{1}{2}} + \delta} \left\| \left( T_{\sqrt{\omega}} ight)^* - T_{\sqrt{\omega}} \right\|_{H^\frac{1}{2} - \delta}
\leq \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a}) \|\eta_s\|_{H^{\frac{1}{2}}} \|\eta_s\|_{H^{\frac{1}{2} - \delta}}
\] (4.24)
and
\[
\left| \left( T_{\omega} - T_{\sqrt{\omega}}T_{\sqrt{\omega}} \right) \eta_s \right|_{L^2} \leq \left\| (T_{\omega} - T_{\sqrt{\omega}}T_{\sqrt{\omega}}) \eta_s \right\|_{H^{-\frac{1}{2} + \delta}} \left\| \eta_s \right\|_{H^{\frac{1}{2} - \delta}}
\leq \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a}) \|\eta_s\|_{H^{\frac{1}{2}}} \|\eta_s\|_{H^{\frac{1}{2} - \delta}}
\] (4.25)
In addition, Theorem C.4 (iii) gives that \( T_{\sqrt{\omega}}: T_{\sqrt{\omega}} - \text{Id} \) is of order \( -\delta \) and that
\[
\|\eta_s\|_{H^{\frac{1}{2}}} \leq \left| T_{\sqrt{\omega}}\eta_s \right|_{L^2} = \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a}) \left( \left| T_{\sqrt{\omega}}\eta_s \right|_{L^2} + \|\eta_s\|_{H^{\frac{1}{2} - \delta}} \right),
\]
whence
\[
\|T_{\sqrt{\omega}}\eta_s\|_{L^2}^2 \geq \frac{1}{\mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a})} \|\eta_s\|_{H^\frac{1}{2}}^2 - \|\eta_s\|_{H^{\frac{1}{2} - \delta}}^2.
\] (4.26)
Combining (4.23), (4.20), (4.24), (4.25), and (4.26) leads to
\[
- \kappa (T_{\lambda(1-B)}\eta_s, \eta_s)_{L^2} \leq - \frac{1}{\mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a})} \|\eta_s\|_{H^\frac{1}{2}}^2 + \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a}) \|\eta_s\|_{H^{\frac{1}{2}}} \|\eta_s\|_{H^{\frac{1}{2} - \delta}}.
\] (4.27)
Putting together (4.21), (4.22), and (4.27) we obtain
\[
\frac{1}{2} \frac{d}{dt} \|\eta_s\|_{L^2}^2 \leq - \frac{1}{\mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a})} \|\eta_s\|_{H^\frac{1}{2}}^2 + \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a}) \left( \|\eta_s\|_{H^{\frac{1}{2}}} \|\eta_s\|_{H^{\frac{1}{2} - \delta}} + \|\eta_s\|_{H^{\frac{1}{2}}} \|\eta_s\|_{L^2} \right).
\] (4.28)
We assume without loss of generality that \( \delta \leq \frac{1}{2} \). The gain of \( \delta \) derivative gives room to interpolate
\[
\|\eta_s\|_{H^{\frac{1}{2}}} \|\eta_s\|_{H^{\frac{1}{2} - \delta}} \leq C \|\eta_s\|_{H^{\frac{1}{2}}}^{1+\mu} \|\eta_s\|_{L^2}^{1-\mu}
\]
for some \( \mu \in (0, 1) \). Applying Young’s inequality yields
\[
\frac{1}{2} \frac{d}{dt} \|\eta_s\|_{L^2}^2 \leq - \frac{1}{\mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a})} \|\eta_s\|_{H^\frac{1}{2}}^2 + \mathcal{F}(\|\eta\|_{H^s}, \frac{1}{a}) \|\eta_s\|_{L^2}^2
\]
where \( \mathcal{F} \) depends only on \( (s, h, \kappa) \). Finally, using Grönwall’s lemma we obtain the following a priori estimate for \( \eta \).

**Proposition 4.5.** Let \( s > 1 + \frac{d}{2} \). Assume that \( \eta \) is a solution of (2.3) on \([0, T]\) with the properties (4.1), (4.2) and (4.3). Then there exists an increasing function \( \mathcal{F} : \mathbb{R}^+ \times \mathbb{R}^+ \to \mathbb{R}^+ \) depending only on \( (s, h, \kappa) \) such that
\[
\|\eta\|_{L^\infty([0,T];H^s)} + \|\eta\|_{L^2([0,T];H^{s+\frac{1}{2}})} \leq \mathcal{F}(\|\eta(0)\|_{H^s} + T \mathcal{F}(\|\eta\|_{L^\infty([0,T];H^s)}, a^{-1}), a^{-1}).
\] (4.29)
In order to close (4.29), we prove a priori estimates for $a$ and $h$ in the next subsection.

### 4.1.4. A priori estimates for the parabolicity and the depth.

Using (2.3) (or the approximate equation (4.32) below) and Theorem 3.12 (with $\sigma = \frac{1}{2}$) we first observe that

$$\|\eta(t) - \eta(0)\|_{L^2} \leq \int_{0}^{t} \|\partial_t \eta(\tau)\|_{L^2} d\tau \leq tF\left(\|\eta\|_{L^\infty([0,t];H^s)}\right)\|\eta\|_{L^\infty([0,t];H^{rac{3}{2}})} \leq tF\left(\|\eta\|_{L^\infty([0,t];H^s)}\right).$$

Hence, by interpolation, for $s^- = s - \frac{\delta}{2} > 1 + \frac{d}{2} + \frac{\delta}{2}$,

$$\|\eta(t) - \eta(0)\|_{H^{s-}} \approx (\|\eta(t)\|_{H^s} + \|\eta(0)\|_{H^s}) \left(1 - \theta\right)^{1 - \theta} \|\eta(t) - \eta(0)\|_{H^{s-}}, \quad \theta \in (0, 1)$$

and similarly, by virtue of Theorem 3.12 and Corollary 3.22 (note that $s^- > s - \frac{1}{2} - \delta$),

$$\|G(\eta(t))(\eta(t) - \eta(0))\|_{H^{s-1}} \leq F\left(\|\eta\|_{L^\infty(H^s)}\right)\|\eta(t) - \eta(0)\|_{H^{s-1}},$$

$$\|G(\eta(t) - G(\eta(0)))\|_{H^{s-1}} \leq F\left(\|\eta\|_{L^\infty(H^s)}\right)\|\eta(t) - \eta(0)\|_{H^{s-1}}.$$

Thus, there exists $\theta > 0$ such that

$$\|G(\eta(t)(\eta(t) - \eta(0))\|_{L^\infty} + \|\nabla_x \eta(t) - \nabla_x \eta(0)\|_{L^\infty} + \|\eta(t) - \eta(0)\|_{L^\infty} \leq t^\theta F\left(\|\eta\|_{L^\infty([0,t];H^s)}\right).$$

Recalling the definition in (3.44), we deduce that

$$\inf_{(x,t) \in \mathbb{R}^d \times [0,T]} \left(1 - B(x,t)\right) \geq \inf_{x \in \mathbb{R}^d} \left(1 - B(x,0)\right) - T^\theta F_1\left(\|\eta\|_{L^\infty([0,T];H^s)}\right)$$

and that

$$\inf_{t \in [0,T]} \text{dist}(\eta(t), \Gamma^-) \geq \text{dist}(\eta_0, \Gamma^-) - T^\theta F_1\left(\|\eta\|_{L^\infty([0,T];H^s)}\right),$$

where $\theta \in (0, 1)$ and $F_1 : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ depends only on $(s, h, \kappa)$.

### 4.1.5. Proof of Theorem 2.3

Having the a priori estimates (4.29), (4.30) and (4.31) in hand, we turn to prove the existence of $H^s$ solutions of (2.3). By a contraction mapping argument, we can prove that for each $\varepsilon \in (0, 1)$ the parabolic approximation

$$\partial_t \eta_\varepsilon = -\kappa G(\eta_\varepsilon)\eta_\varepsilon + \varepsilon \Delta \eta_\varepsilon, \quad \eta_\varepsilon|_{t=0} = \eta_0,$$

has a unique solution $\eta_\varepsilon$ in the complete metric space

$$E_h(\varepsilon) = \{ v \in C([0,T\varepsilon];H^s) \cap L^2([0,T\varepsilon];H^{s+\frac{1}{2}}) : \text{dist}(v(t), \Gamma^-) \geq h \forall t \in [0,T\varepsilon]\}$$

provided that $\varepsilon$ is sufficiently small and that $\text{dist}(\eta_0, \Gamma^-) \geq 2h > 0$.

Let us note that the dissipation term $\varepsilon \Delta \eta_\varepsilon$ in (4.32) has higher order than the term $-\kappa G(\eta_\varepsilon)\eta_\varepsilon$ so that the parabolicity coming from $-\kappa G(\eta_\varepsilon)\eta_\varepsilon$ is not needed in the definition of $E_h$.

On the other hand, since $\eta_0 \in H^s(\mathbb{R}^d)$ with $s > 1 + \frac{d}{2}$, applying the upper bound in Proposition 4.3 with $f = \eta_0$ we obtain that

$$\inf_{x \in \mathbb{R}^d} \left(1 - B_{\varepsilon}(x,0)\right) \geq 2a$$

for some constant $a > 0$ independent of $\varepsilon$. It then follows from the a priori estimates (4.29), (4.30), (4.31) and a continuity argument that there exists a positive time $T$ such that $T < T\varepsilon$ for all $\varepsilon \in (0, 1)$. Moreover, on $[0, T\varepsilon]$, we have the uniform bounds

$$\inf_{(x,t) \in \mathbb{R}^d \times [0,T\varepsilon]} \left(1 - B_{\varepsilon}(x,t)\right) \geq a,$$

$$\text{dist}(\eta_\varepsilon(T\varepsilon), \Gamma^-) \geq h,,$$

$$\|\eta_\varepsilon\|_{L^\infty([0,T\varepsilon];H^s)} + \|\eta_\varepsilon\|_{L^2([0,T\varepsilon];H^{s+\frac{1}{2}})} \leq F\left(\|\eta(0)\|_{H^s}, a^{-1}\right),$$

where $F$ depends only on $(s, h, \kappa)$. In addition, the $L^2$ norm of $\eta_\varepsilon$ is nonincreasing in time since

$$(G(\eta_\varepsilon)\eta_\varepsilon, \eta_\varepsilon)_{L^2(\mathbb{R}^d)} \geq 0, \quad (\Delta \eta_\varepsilon, \eta_\varepsilon)_{L^2(\mathbb{R}^d)} = -\|\nabla \eta_\varepsilon\|_{L^2(\mathbb{R}^d)}^2 \leq 0.$$
Next we show that for any sequence \( \varepsilon_n \to 0 \), the solution sequence \( \eta_n \equiv \eta_{\varepsilon_n} \) is Cauchy in the space

\[
Z^{s-1}(T) = L^\infty([0, T]; H^{s-1}) \cap L^2([0, T]; H^{s-\frac{1}{2}}).
\]

Fix \( \delta \in (0, s - 1 - \frac{d}{2}) \) such that \( \delta \leq \frac{1}{2} \). We introduce the difference \( \eta_\delta = \eta_m - \eta_n \) and claim that it satisfies a nice equation:

\[
\partial_t \eta_\delta = -\kappa T_{\lambda_m(1-B_n)} \eta_\delta - \kappa T_{\lambda_n} \eta_\delta + \kappa T V_n \cdot \nabla_x \eta_\delta + R_1 + R_2
\]

(4.38)

where \( \lambda_m, \lambda_n, B_n, V_n \) are as defined in (3.44) with \( \eta_n \) and \( \eta_m \) and the remainder terms satisfy

\[
\|R_1(t)\|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\eta_\delta(t)\|_{H^{s-\frac{1}{2}}},
\]

\[
\|R_2(t)\|_{H^{s-\frac{1}{2}}} \leq (\varepsilon_m + \varepsilon_n)(\|\eta_m(t)\|_{H^{s+\frac{1}{2}}} + \|\eta_n(t)\|_{H^{s+\frac{1}{2}}})
\]

Indeed, taking the difference in (4.32), we obtain

\[
\partial_t \eta_\delta = -\kappa G^-(\eta_m) \eta_\delta - \kappa (G^-(\eta_m) - G^-(\eta_n)) \eta_\delta + \varepsilon_m \Delta \eta_m - \varepsilon_n \Delta \eta_n.
\]

and we can directly set \( R_\delta := \varepsilon_m \Delta \eta_m - \varepsilon_n \Delta \eta_n \). For the remaining terms, we apply Theorem 3.14 with \( r = s, \delta = \varepsilon \) and \( \sigma = s - \frac{1}{2} - \delta \) and Theorem 3.21 (with \( \sigma = s - \frac{1}{2} \)) to get

\[
G^-(\eta_m) \eta_\delta = T_{\lambda_m} \eta_\delta + R_0^\delta (\eta_m) \eta_\delta,
\]

\[
G^-(\eta_m) - G^-(\eta_n) \eta_\delta = -T_{\lambda_n} \eta_\delta - T V_n \cdot \nabla_x \eta_\delta + R_2^\delta \eta_n \eta_\eta.
\]

Note that the remainder \( R_0^\delta \) and \( R_2^\delta \) lead to acceptable terms as in \( R_0^\delta \), and using Theorem C.4, we easily arrive at (4.38). We will also use the following embedding and interpolation

\[
M_0^1(\lambda_m - \lambda_n) \leq \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\nabla_x \eta_\delta\|_{L^\infty}
\]

\[
\lesssim \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\eta_\delta\|_{H^{s-1}}^{\theta_s}
\]

(4.39)

for some \( \theta_s > 0 \).

Now, \( H^{s-1} \) energy estimate using (4.38) gives that

\[
\frac{1}{2} \frac{d}{dt} \|\eta_\delta(t)\|_{H^{s-1}}^2 = -\kappa \langle (D_x)^{s-\frac{1}{2}} T_{\lambda(1-B_n)} \eta_\delta, (D_x)^{s-\frac{1}{2}} \eta_\delta \rangle_{L^2} + \kappa \langle (D_x)^{s-\frac{1}{2}} T V_n \cdot \nabla \eta_\delta, (D_x)^{s-\frac{1}{2}} \eta_\delta \rangle_{L^2}
\]

\[
- \kappa \langle (D_x)^{s-\frac{1}{2}} T_{\lambda_n} \eta_\delta, (D_x)^{s-\frac{1}{2}} \eta_\delta \rangle_{L^2} + \langle (D_x)^{s-\frac{1}{2}} R_1, (D_x)^{s-\frac{1}{2}} \eta_\delta \rangle_{L^2}
\]

\[
+ \langle (D_x)^{s-\frac{1}{2}} R_2, (D_x)^{s-\frac{1}{2}} \eta_\delta \rangle_{L^2}
\]

\[
:= I_1 + I_2 + I_3 + I_4 + I_5.
\]

We can now estimate each term one by one. First, it follows from the above estimates for \( R_1 \) and \( R_2 \) that

\[
|I_5| \leq \|R_2\|_{H^{s-\frac{1}{2}}} \|\eta_\delta\|_{H^{s-\frac{1}{2}}}
\]

\[
\lesssim (\varepsilon_m + \varepsilon_n)(\|\eta_m\|_{H^{s+\frac{1}{2}}}^2 + \|\eta_n\|_{H^{s+\frac{1}{2}}}^2 + \|\eta_\delta\|_{H^{s-\frac{1}{2}}}^2),
\]

\[
|I_4| \leq \|R_1\|_{H^{s-\frac{1}{2}}} \|\eta_\delta\|_{H^{s-\frac{1}{2}}}
\]

\[
\lesssim \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\eta_\delta\|_{H^{s-\frac{1}{2}}},
\]

\[
\lesssim \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\eta_\delta\|_{H^{s-\frac{1}{2}}}^{1+\theta_s} \|\eta_\delta\|_{H^{s-1}}^{1-\theta_s},
\]

\[
\lesssim \varepsilon_s \|\eta_\delta\|_{H^{s-\frac{1}{2}}}^2 + C_{\varepsilon_s} \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\eta_\delta\|_{H^{s-1}}^2.
\]

Similarly, using (4.39) gives

\[
|I_3| \lesssim M_0^1(\lambda_m - \lambda_n) \|\eta_\delta\|_{H^{s-\frac{1}{2}}}
\]

\[
\lesssim \mathcal{F}(\|\eta_n\|_{L^\infty H^s} + \|\eta_m\|_{L^\infty H^s}) \|\eta_\delta\|_{H^{s-1}}^{\theta_s} \|\eta_\delta\|_{H^{s-\frac{1}{2}}}^2.
\]
Proceeding as in (4.22), we see that
\[ |I_2| \leq \mathcal{F}(\| \eta_n \|_{L^\infty H^s} + \| \eta_m \|_{L^\infty H^s}) \| \eta_\delta \|_{H^{s + \frac{1}{2}}} \| \eta_\delta \|_{H^{s - \frac{1}{2} + \delta}} \]
\[ \lesssim \varepsilon_* \| \eta_\delta \|^2_{H^{s - \frac{1}{2}}} + C_{\varepsilon_*} \mathcal{F}(\| \eta_n \|_{L^\infty H^s} + \| \eta_m \|_{L^\infty H^s}) \| \eta_\delta \|^2_{H^{s - 1}} \]
and finally, as in (4.27),
\[ I_1 \leq -\frac{1}{\mathcal{F}(\| \eta_n \|_{L^\infty H^s}, \frac{1}{a_n})} \| \eta_\delta \|^2_{H^{s - \frac{1}{2}}} + \mathcal{F}(\| \eta_n \|_{L^\infty H^s}, \frac{1}{a_n}) \| \eta_\delta \|_{H^{s - \frac{1}{2}}} \| \eta_\delta \|_{H^{s - \frac{1}{2} + \delta}} \]
\[ \lesssim -\left( \frac{1}{\mathcal{F}(\| \eta_n \|_{L^\infty H^s}, \frac{1}{a_n})} - \varepsilon_\ast \right) \| \eta_\delta \|^2_{H^{s - \frac{1}{2}}} + C_{\varepsilon_*} \mathcal{F}(\| \eta_n \|_{L^\infty H^s}, \frac{1}{a_n}) \| \eta_\delta \|^2_{H^{s - 1}}. \]
Adding all the above estimates yields
\[ \frac{1}{2} \frac{d}{dt} \| \eta_\delta(t) \|^2_{H^{s - 1}} \lesssim -\left( c_\ast - 3\varepsilon_* - \varepsilon_m - \varepsilon_n - \| \eta_\delta \|^2_{H^{s - \frac{1}{2}}} \right) \| \eta_\delta(t) \|^2_{H^{s - \frac{1}{2}}} + C_{\varepsilon_*} \mathcal{F}(\| \eta_n \|_{L^\infty H^s} + \| \eta_m \|_{L^\infty H^s}) \| \eta_\delta(t) \|^2_{H^{s - 1}} + (\varepsilon_m + \varepsilon_n)(\| \eta_m(t) \|^2_{H^{s + \frac{1}{2}}} + \| \eta_n(t) \|^2_{H^{s + \frac{1}{2}}}), \]
where
\[ c_\ast \geq \frac{1}{\mathcal{F}(\| \eta_n \|_{L^\infty H^s}, \frac{1}{a_n})} \quad \forall n. \]
We choose \( \varepsilon_* < \frac{c_\ast}{10} \) and consider \( m, n \) sufficiently large so that \( \varepsilon_m + \varepsilon_n < \frac{c_\ast}{10} \). Using the uniform bound (4.37) for \( \eta_m \) and \( \eta_n \) yields that as long as
\[ \| \eta_\delta \|_{L^\infty([0,t];H^{s - 1})} \leq \frac{c_\ast}{10}, \]
we have
\[ \frac{1}{2} \frac{d}{dt} \| \eta_\delta(t) \|^2_{H^{s - 1}} \leq C |\eta_\delta(t)|^2_{H^{s - 1}} + C|\eta_\delta(t)|^2_{H^{s - 1}} + (\varepsilon_m + \varepsilon_n)(\| \eta_m \|^2_{H^{s + \frac{1}{2}}} + \| \eta_n \|^2_{H^{s + \frac{1}{2}}}). \]
Ignoring the first term on the right-hand side, then integrating in time we obtain
\[ \| \eta_\delta(t) \|^2_{H^{s - 1}} \leq C \int_0^t |\eta_\delta(\tau)|^2_{H^{s - 1}} d\tau + C(\varepsilon_m + \varepsilon_n)(\| \eta_m \|^2_{H^{s + \frac{1}{2}}} + \| \eta_n \|^2_{H^{s + \frac{1}{2}}}). \]
In view of (4.37), the sequence \( \| \eta_n \|^2_{L^2([0,T];H^{s + \frac{1}{2}})} \) is bounded, whence Grönwall’s lemma implies
\[ \| \eta_\delta \|^2_{L^\infty([0,T];H^{s - \frac{1}{2}})} \leq C'(\varepsilon_m + \varepsilon_n) \exp(C' \tau), \]
so long as (4.40) is valid, and we see that as \( m, n \to \infty \), this remains valid on \( [0, T] \). We then integrate (4.41) in time and use (4.42) to get the dissipation estimate
\[ \| \eta_\delta \|^2_{L^2([0,T];H^{s - \frac{1}{2}})} \leq C''(\varepsilon_m + \varepsilon_n) \exp(C'' \tau). \]
It follows from (4.42) and (4.43) that \( \eta_n \) is a Cauchy sequence in \( Z^{s - 1}(T) \). Therefore, there exists \( \eta \in Z^s(T) \) such that \( \eta_n \to \eta \) in \( Z^{s - 1}(T) \). By virtue of Theorem 3.12 and Corollary 3.22 \( G^-(\eta_n) \eta_n \to G^-(\eta) \eta \) in \( H^{s - 1} \) and thus \( \eta \) is a solution of (2.3) in \( Z^s(T) \).
Repeating the above proof of the fact that \( \eta_n \) is a Cauchy sequence in \( Z^{s - 1}(T) \), we obtain the following stability estimate.

**PROPOSITION 4.6.** Let \( \eta_1 \) and \( \eta_2 \) be two solutions of (2.3) in \( Z^s(T) \) defined by (2.10) with \( s > 1 + \frac{d}{2} \) and
\[ \text{dist}(\eta_j(t), \Gamma^-) \geq h \quad \forall t \in [0, T], \]
\[ \inf_{x \in \mathbb{R}^d}(1 - B_j(x, t)) \geq a > 0 \quad \forall t \in [0, T]. \]
Then,
\[ \| \eta_1 - \eta_2 \|_{Z^{s - 1}(T)} \leq \mathcal{F}(\| (\eta_1, \eta_2) \|_{L^\infty([0,T];H^s)}) (\| \eta_1 - \eta_2 \|_{H^{s - 1}}) \]
(4.44)
for some \( \mathcal{F} : \mathbb{R}^+ \to \mathbb{R}^+ \) depending only on \((s, h, a, \kappa)\).

Finally, uniqueness and continuous dependence on initial data for the solution \( \eta \in Z^s(T) \) constructed above follow at once from Proposition 4.6.

### 4.2. Proof of Theorem 2.4

We now consider the two-phase problem (2.4)-(2.5).

#### 4.2.1. Well-posedness of the elliptic problem (2.5)

**Proposition 4.7.** Let \( \eta \in W^{1,\infty}(\mathbb{R}^d) \cap H^{\frac{1}{2}}(\mathbb{R}^d) \). Then there exists a unique solution \( f^\pm \in H^{\frac{1}{2}}(\mathbb{R}^d) \) to the system (2.5). Moreover, \( f^\pm \) satisfy

\[
\| f^\pm \|_{H^{\frac{1}{2}}(\mathbb{R}^d)} \leq \mathcal{F}(\| \eta \|_{W^{1,\infty}(\mathbb{R}^d)} \| \eta \|_{H^{\frac{1}{2}}(\mathbb{R}^d)}),
\]

where \( \mathcal{F} \) depends only on \((\mu, [\rho], h)\).

**Proof.** Observe that \( f^\pm = q^\pm |_{\Sigma} \) where \( q^\pm \) solve the two-phase elliptic problem

\[
\begin{cases}
\Delta q^\pm = 0 & \text{in } \Omega^\pm, \\
q^+ - q^- = -[\rho] \eta, & \text{on } \Sigma, \\
\frac{\partial q^+}{\partial n} - \frac{\partial q^-}{\partial n} = 0 & \text{on } \Gamma^\pm.
\end{cases}
\]  

(4.46)

Here the Neumann boundary conditions need to be modified as in (3.3) when \( \Gamma^+ \) or \( \Gamma^- \) is empty. Thus, it remains to prove the unique solvability of (4.46). To remove the jump of \( q \) at the interface, let us fix a cut-off \( \chi \in C^\infty(\mathbb{R}) \) satisfying \( \chi(z) = 1 \) for \( |z| < \frac{1}{2} \), \( \chi(z) = 0 \) for \( |z| > 1 \), and set

\[
\theta(x, z) = -\frac{[\rho]}{2} \chi(z) e^{z(D_x)} \eta(x), \quad (x, z) \in \mathbb{R}^d \times \mathbb{R}
\]

and

\[
\theta(x, y) = \theta(x, \frac{h - \eta(x)}{h}), \quad (x, y) \in \mathbb{R}^d \times \mathbb{R}.
\]

Then \( \theta(x, \eta(x)) = -\frac{[\rho]}{2} \eta(x) \) and \( \theta \) vanishes near \( \Gamma^\pm \). Moreover, we have

\[
\| \theta \|_{H^{1}(\Omega)} \leq C(1 + \| \eta \|_{W^{1,\infty}}) \| \eta \|_{H^{\frac{1}{2}}(\mathbb{R}^d)}.
\]

(4.47)

We then need to prove that there exists a unique solution \( r \in H^{1}(\Omega) \) to the problem

\[
\begin{cases}
-\Delta r = \pm \Delta \theta & \text{in } \Omega^\pm, \\
\frac{\partial r}{\mu^+} - \frac{\partial r}{\mu^-} = -\frac{\partial n}{\mu^+} (\frac{1}{\mu^+} + \frac{1}{\mu^-}) & \text{on } \Sigma, \\
\frac{\partial r}{\mu^+} = 0 & \text{on } \Gamma^+. 
\end{cases}
\]

(4.48)

The pair \( q^\pm := r|_{\Omega^\pm} \pm \theta \) is the unique solution of (4.46). For a smooth solution \( r \) and for any smooth test function \( \phi : \Omega \to \mathbb{R} \) we have after integrating by parts that

\[
\int_{\Omega^+} \nabla r \cdot \nabla \phi dx + \int_{\Sigma} \frac{\partial r}{\mu^+} \phi dS = -\int_{\Omega^+} \nabla \theta \cdot \nabla \phi dx - \int_{\Sigma} \frac{\partial n}{\mu^+} \phi dS
\]

and

\[
\int_{\Omega^-} \nabla r \cdot \nabla \phi dx - \int_{\Sigma} \frac{\partial r}{\mu^-} \phi dS = \int_{\Omega^-} \nabla \theta \cdot \nabla \phi dx - \int_{\Sigma} \frac{\partial n}{\mu^-} \phi dS.
\]

Multiplying the first equation by \( \frac{1}{\mu^+} \) and the second one by \( \frac{1}{\mu^-} \) then adding and using the jump conditions in (4.48) we obtain

\[
\frac{1}{\mu^+} \int_{\Omega^+} \nabla r \cdot \nabla \phi dx + \frac{1}{\mu^-} \int_{\Omega^-} \nabla r \cdot \nabla \phi dx = -\frac{1}{\mu^+} \int_{\Omega^+} \nabla \theta \cdot \nabla \phi dx + \frac{1}{\mu^-} \int_{\Omega^-} \nabla \theta \cdot \nabla \phi dx.
\]

(4.49)
Conversely, if \( r \) is a sufficiently smooth function that verifies (4.49), then upon integrating by parts we can show that \( r \) solves (4.48). Therefore, \( r \in H^1(\Omega) \) is a variational solution of (4.48) if the weak formulation (4.49) is satisfied for all test functions \( \phi \in \hat{H}^1(\Omega) \). By virtue of the estimate (4.47) and Proposition 3.2, the Lax-Milgram theorem guarantees the existence of a unique variational solution \( r \); moreover, the variational bound

\[
\|\nabla r\|_{L^2(\Omega)} \leq C \left(1 + \|\eta\|_{W^{1,\infty}}\right)\|\eta\|_{\hat{H}^{1/2}}
\]

holds for some constant \( C \) depending only on \( \mu^\pm \) and \( \lfloor \rho \rfloor \). This combined with (4.47) implies that \( q^\pm = r|_{\Omega^\pm} \pm \theta \) satisfy the same bound

\[
\|q^\pm\|_{\hat{H}^1(\Omega^\pm)} \leq C \left(1 + \|\eta\|_{W^{1,\infty}}\right)\|\eta\|_{\hat{H}^{1/2}}.
\]

Finally, (4.45) follows from this and the trace inequalities (A.2) and (A.5). \( \square \)

4.2.2. \textit{A priori higher regularity estimate for} \( f^\pm \). The weak regularity bound can then be bootstrapped to regularity of the surface \( \eta \).

\textbf{Proposition 4.8.} \textit{Let} \( f^\pm \text{ be the solution of (2.5) as given by Proposition 4.7. If} \eta \in H^s(\mathbb{R}^d) \text{ with} \ s > 1 + \frac{d}{2} \text{ then
}

\[
\|f^\pm\|_{\hat{H}^{\pm}_s} \leq \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{H^s}
\]

\textit{for some} \( \mathcal{F} : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \text{ depending only on} (s, \mu^\pm, \lfloor \rho \rfloor, h) \).

\textbf{Proof.} Fix \( \delta \in \min(0, s - 1 - \frac{d}{2}, 1) \). We first claim that for \( \frac{1}{2} + \delta \leq s \leq s \), so long as \( f^\pm \in \hat{H}^{s-\delta}_\pm \),

\[
\|G^\pm(\eta)f^\pm + T_\lambda f^\pm\|_{\hat{H}^{s-1}_\pm} \lesssim \mathcal{F}(\|\eta\|_{H^s})\|f\|_{\hat{H}^{s-\delta}_\pm}.
\]

Indeed, applying Theorem 3.15 with \( g = 0 \) and \( \sigma = s - \delta \), then using (C.8) and Theorem C.4(i) for the paraproducts, we obtain that

\[
\|G^-(\eta)f^+ - T_\lambda f^+\|_{\hat{H}^{s-1}_-} \leq \|T_\lambda T_B f^- + T_{V^-} \cdot \nabla_x \eta\|_{\hat{H}^{s-1}_-} + \|R^-(\eta)f^-\|_{\hat{H}^{s-1}_-}
\]

\[
\leq \mathcal{F}(\|\eta\|_{H^s})(\|f^-\|_{\hat{H}^{s-\delta}_-} + \|V^-\|_{\hat{H}^{s-1-\delta}_-} + \|B^-\|_{\hat{H}^{s-1-\delta}_-}).
\]

Note that we have used the embedding \( H^{s-\delta}_- \subset H^{1,s-1}_- \) for \( f^- \). Then recalling the formulas (3.44) we easily obtain (4.51). Now we apply (4.51) to bootstrap the regularity for \( f^\pm \). Taking \( s = \frac{1}{2} + \delta \) and using the second equation in (2.5) together with (4.49), we find that

\[
\left\| \frac{1}{\mu} T_\lambda f^- + \frac{1}{\mu} T_\lambda f^+ \right\|_{\hat{H}^{-\frac{1}{2}+\delta}_\pm} \lesssim \mathcal{F}(\|\eta\|_{H^s})\|f^\pm\|_{\hat{H}^{\frac{1}{2}}_\pm} \lesssim \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{\hat{H}^{1/2}_\pm}.
\]

Since \( f^+ = f^- - \lfloor \rho \rfloor \eta \), this implies

\[
\|T_\lambda f^-\|_{\hat{H}^{-\frac{1}{2}+\delta}_-} \lesssim \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{\hat{H}^{1/2}_-}.
\]

By virtue of Theorem C.4(ii) we have for \( \mu \in \mathbb{R} \),

\[
\|\psi(D)g\|_{H^\mu} = \|T_1g\|_{H^\mu} \leq \mathcal{F}(\|\eta\|_{H^s})(\|\lambda g\|_{\hat{H}^{\mu-1}_-} + \|g\|_{\hat{H}^{1,\mu-\delta}_-}).
\]

For \( \mu = \frac{1}{2} + \delta \), it follows that

\[
\|\psi(D)f^-\|_{\hat{H}^{1/2+\delta}_-} \lesssim \mathcal{F}(\|\eta\|_{H^s})(\|T_\lambda f^-\|_{\hat{H}^{1/2+\delta}_-} + \|\eta\|_{\hat{H}^{1/2+\delta}_-}) \lesssim \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{\hat{H}^{1/2+\delta}_-}.
\]

Then in view of the inequality

\[
\|g\|_{H^{1,\mu}} \lesssim \|g\|_{H^{1,\frac{1}{2}}} + \|\psi(D)g\|_{H^\mu}, \quad \mu \geq \frac{1}{2},
\]

we conclude that

\[
\|f^-\|_{H^{1,\frac{1}{2}+\delta}} \leq \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{\hat{H}^{1/2+\delta}_-}.
\]
and similarly for $f^+$. Then we easily see by induction that, so long as $\frac{1}{2} + n\delta \leq s$, we have that $f^\pm \in H^{1,\frac{1}{2}+n\delta}$ and

$$\|f^\pm\|_{H^{1,\frac{1}{2}+n\delta}} \leq \mathcal{F}(\|\eta\|_{H^s})(\|f^\pm\|_{H^{1,\frac{1}{2}+(n-1)\delta}} + \|\eta\|_{H^{\frac{1}{2}+n\delta}}) \lesssim \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{H^{\frac{1}{2}+n\delta}}.$$ 

And finally, after possibly another application of (4.51) gaining $s - (\frac{1}{2} + n\delta)$, we arrive at (4.50). □

4.2.3. Paradifferential reduction.

**Proposition 4.9.** Let $s > 1 + \frac{d}{2}$ and let $\delta \in (0, s - 1 - \frac{d}{2})$ and $\delta \leq 1$. If $\eta \in H^s(\mathbb{R}^d)$ and $f^\pm \in \tilde{H}^\pm$ solve the system (2.4)-(2.5), then we have

$$\partial_\lambda \eta = -\frac{1}{\mu^{-}} G^{-}(\eta) f^-$$

$$= -\frac{1}{\mu^{+} + \mu^{-}} T_\lambda (\|\rho\| \eta - T_{[B]} \eta) + \frac{1}{\mu^{+} + \mu^{-}} T_{[V]} \cdot \nabla \eta + R(\eta)$$

where $[B] = B^- - B^+$, $[V] = V^- - V^+$, $B^\pm$ and $V^\pm$ are given by

$$B^\pm = \nabla \eta \cdot \nabla f^\pm + G^\pm(\eta) f^\pm$$

$$V^\pm = \nabla f^\pm - B^\pm \nabla \eta,$$

and $R(\eta)$ obeys the bound

$$\|R(\eta)\|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{H^s}(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}})$$

for some $\mathcal{F} : \mathbb{R}^+ \to \mathbb{R}^+$ depending only on $(s, \mu, \|\rho\|, h)$.

**Proof.** We first apply the paralinearization in Theorem 3.15 to $G^\pm(\eta) f^\pm$ with $\sigma = s$, to have

$$G^{-}(\eta) f^- = T_\lambda (f^- - T_{B} \cdot \eta) - T_{V^-} \cdot \nabla \eta + R^{-}(\eta) f^-,$$

$$G^+(\eta) f^+ = -T_\lambda (f^+ - T_{B^+} \eta) + T_{V^+} \cdot \nabla \eta + R^+(\eta) f^+,$$

where, using Proposition 4.8

$$\|R^\pm(\eta) f^\pm\|_{H^{s-\frac{1}{2}}} \leq \mathcal{F}(\|\eta\|_{H^s})\|\eta\|_{H^s}(1 + \|\eta\|_{H^{s+\frac{1}{2}-\delta}}).$$

In view of the second equation in (2.5), (4.55) yields

$$T_\lambda \left( \frac{f^+}{\mu^+} + \frac{f^-}{\mu^-} \right) = T_\lambda \left( \frac{f^+}{\mu^+} + \frac{f^-}{\mu^-} \right) = T_\lambda T_{B^+} \cdot \eta + T_{V^+} \cdot \nabla \eta + \frac{1}{\mu^{+}} R^+(\eta) f^+ - \frac{1}{\mu^{-}} R^-(\eta) f^-.$$ 

(4.57)

Since $f^+ = f^- - \|[\rho]\eta$, (4.57) implies

$$T_\lambda f^- = \frac{\|[\rho]\eta}{\mu^{+}} - T_{[B]} \eta + \frac{1}{\mu^{+} + \mu^{-}} T_{[\lambda]T_{\mu^{+}B^{+} - \mu^{-}B^{-}} \cdot \nabla \eta + \frac{1}{\mu^{+} + \mu^{-}} T_{[\lambda]T_{\mu^{+}V^{+} - \mu^{-}V^{-}} \cdot \nabla \eta}}$$

$$+ \frac{1}{\mu^{+} + \mu^{-}} ( \mu^{-} R^+(\eta) f^+ - \mu^{+} R^-(\eta) f^-).$$

Plugging this into the first equation in (4.55), we arrive at (4.52) with

$$R(\eta) = -\frac{1}{\mu^{+} + \mu^{-}} ( R^+(\eta) f^+ - \mu^{-} R^-(\eta) f^-).$$

In view of (4.56), this finishes the proof. □

When the top fluid is vacuum, equation (4.52) reduces to equation (4.8) previously obtained for the one-phase problem. Remarkably, (4.52) together with the fact that

$$T_\lambda (\|\rho\| - T_{[B]} \eta) \sim T_\lambda (\|\rho\| - [B]) \eta$$
shows that the two-phase Muskat problem is parabolic so long as the Rayleigh-Taylor condition \( RT = \sqrt{1 + |\nabla \eta|^2 ([\rho] - [B])] > 0 \) holds. In addition, for constant viscosity, \( [\mu] = 0 \), by using (2.8) and (2.9) we find that the parabolic term becomes explicit

\[
T_\Lambda([\rho] - [B])\eta = T_\Lambda([\rho] + [B])^{-1} \eta.
\]  

(4.58)

4.2.4. Proof of Theorem 2.4 We observe that the paradofferential equation (4.52) has the same form as equation (4.8) for the one-phase problem. In particular, an \( H^s \) energy estimate on \([0, T]\) can be obtained as in Section 4.1.3 provided that \( RT(x,t) > 0 \) for all \((x,t) \in \mathbb{R}^d \times [0, T]\). This stability condition can be propagated as in Section 4.1.4 if it is assumed to hold at initial time. In the rest of this subsection, we only sketch the approximation scheme that preserves the aforementioned a priori estimates.

For each \( \epsilon \in (0, 1) \), consider the approximate problem

\[
\partial_t \eta_\epsilon = -\frac{1}{\mu^- G^-(\eta_\epsilon)} f_\epsilon^- + \epsilon \Delta \eta_\epsilon,
\]  

(4.59)

where \( f_\epsilon^\pm \) solves (2.3):

\[
\begin{cases} 
  f_\epsilon^+ - f_\epsilon^- = (\rho^+ - \rho^-) \eta_\epsilon, \\
  \frac{1}{\mu^\pm G^+(\eta_\epsilon)} f_\epsilon^+ - \frac{1}{\mu^- G^-(\eta_\epsilon)} f_\epsilon^- = 0.
\end{cases}
\]  

(4.60)

**Proposition 4.10.** Let \( s > 1 + \frac{d}{2} \) with \( d \geq 1 \). For each \( \eta_0 \in H^s(\mathbb{R}^d) \) with \( \text{dist}(\eta_0, \Gamma^\pm) > 2h > 0 \), there exist \( T_\epsilon = T_\epsilon(\|\eta_0\|_{H^s}, h,s, \mu^\pm, [\rho]) > 0 \) and a unique solution \( \eta_\epsilon \) to (4.59)–(4.60) on \([0, T_\epsilon]\) such that \( \eta_\epsilon|_{t=0} = \eta_0 \), \( \eta_\epsilon \in C([0, T_\epsilon]; H^s(\mathbb{R}^d)) \cap L^2([0, T_\epsilon]; H^{s+\frac{1}{2}}(\mathbb{R}^d)) \), and

\[
\text{dist}(\eta_\epsilon(t), \Gamma^\pm) \geq h \quad \forall t \in [0, T_\epsilon].
\]

**Proof.** The unique existence of \( \eta_\epsilon \) can be obtained via a contraction mapping argument in the space

\[
E'_h(T_\epsilon) = \{ v \in L^\infty([0, T_\epsilon]; H^s) \cap L^2([0, T_\epsilon]; H^{s+\frac{1}{2}}) : \text{dist}(v(t), \Gamma^\pm) \geq h \text{ a.e. } t \in [0, T_\epsilon] \}
\]

provided that \( T_\epsilon \) is sufficiently small. Note the similarity between \( E'_h \) and \( E_h \) defined by (4.33).

**Appendix A. Traces for homogeneous Sobolev spaces**

**A.1. Infinite strip-like domains.** Let \( \eta_1 \) and \( \eta_2 \) be two Lipchitz functions on \( \mathbb{R}^d \), \( \eta_j \in W^{1,\infty}(\mathbb{R}^d) \), such that \( \eta_1 > \eta_2 \). Set

\[
L = \| \nabla \eta_1 \|_{L^\infty} + \| \nabla \eta_2 \|_{L^\infty}, \quad \Theta(x) = \frac{\eta_1(x) - \eta_2(x)}{2L}.
\]

Consider the infinite strip-like domain

\[
U = \{(x,y) \in \mathbb{R}^{d+1} : \eta_2(x) < y < \eta_1(x)\}.
\]  

(A.1)

We record in this Appendix the trace theory in (43) (see also (53)) for \( H^1(U) \) where

\[
\tilde{H}^1(U) = \{ u \in L^2_{\text{loc}}(U) : \nabla u \in L^2(U) \} / \mathbb{R}.
\]

**Theorem A.1 ([43, Theorem 5.1]).** There exists a unique linear operator

\[
\text{Tr} : \tilde{H}^1(U) \to L^2_{\text{loc}}(\mathbb{R}^d)
\]

such that the following hold.

1) \( \text{Tr}(u) = u|_{\partial U} \) for all \( u \in \tilde{H}^1(U) \cap C(\overline{U}) \).
2) There exists a positive constant $C = C(d)$ such that for all $u \in \dot{H}^1(U)$, the functions $g_j = Tr(u)(\cdot, \eta_j(\cdot))$ are in $\tilde{H}^1_{\Omega}(\mathbb{R}^d)$ and satisfy
\begin{equation}
\|g_j\|_{\tilde{H}^1_{\Omega}(\mathbb{R}^d)} \leq C(1 + L)\|u\|_{\dot{H}^1(U)}, \tag{A.2}
\end{equation}
\begin{equation}
\int_{\mathbb{R}^d} \frac{|g_1(x) - g_2(x)|^2}{\eta_1(x) - \eta_2(x)} \, dx \leq C \int_U |\partial_y u(x, y)|^2 \, dx \, dy. \tag{A.3}
\end{equation}

Recall that the space $\tilde{H}^1_{\Omega}(\mathbb{R}^d)$ is defined by (3.5).

**Theorem A.2 ([43, Theorem 5.3]).** Suppose that $g_1$ and $g_2$ are in $\tilde{H}^1_{\Omega}(\mathbb{R}^d)$ such that
\begin{equation}
\int_{\mathbb{R}^d} \frac{|g_1(x) - g_2(x)|^2}{\eta_1(x) - \eta_2(x)} \, dx < \infty.
\end{equation}
Then there exists $u \in \dot{H}^1(U)$ such that $Tr(u)(\cdot, \eta_j(\cdot)) = g_j$ and
\begin{equation}
\|u\|^2_{\dot{H}^1(U)} \leq C(1 + L)^2 \int_{\mathbb{R}^d} \frac{|g_1(x) - g_2(x)|^2}{\eta_1(x) - \eta_2(x)} \, dx + C(1 + L)^2 \left(\|g_1\|^2_{\tilde{H}^1_{\Omega}(\mathbb{R}^d)} + \|g_2\|^2_{\tilde{H}^1_{\Omega}(\mathbb{R}^d)}\right), \tag{A.4}
\end{equation}
where $C = C(d)$.

**A.2. Lipschitz half spaces.** For a Lipschitz function $\eta$ on $\mathbb{R}^d$ we consider the associated half-space
\[ U = \{(x, y) \in \mathbb{R}^{n+1} : y < \eta(x)\}. \]

**Theorem A.3.** There exists a unique linear operator
\[ Tr : \dot{H}^1(U) \to L^2_{\text{loc}}(\mathbb{R}^d) \]
such that the following hold.

1) $Tr(u) = u|_{\partial U}$ for all $u \in \dot{H}^1(U) \cap C(\overline{U})$.

2) There exists a positive constant $C = C(d)$ such that for all $u \in \dot{H}^1(U)$, the function $g = Tr(u)(\cdot, \eta(\cdot))$ is in $\tilde{H}^1_{\Omega}(\mathbb{R}^d)$ and satisfies
\begin{equation}
\|g\|_{\tilde{H}^1_{\Omega}(\mathbb{R}^d)} \leq C(1 + \|\nabla \eta\|_{L^\infty(\mathbb{R}^d)})\|u\|_{\dot{H}^1(U)}. \tag{A.5}
\end{equation}

**Theorem A.4.** For each $g \in \tilde{H}^1_{\Omega}(\mathbb{R}^d)$, there exists $u \in \dot{H}^1(U)$ such that $Tr(u)(\cdot, \eta(\cdot)) = g$ and
\begin{equation}
\|u\|_{\dot{H}^1(U)} \leq C(1 + \|\eta\|_{L^\infty(\mathbb{R}^d)})\|g\|_{\tilde{H}^1_{\Omega}(\mathbb{R}^d)}, \tag{A.6}
\end{equation}
where $C = C(d)$.

**A.3. Trace of normalized normal derivative.** We consider the infinite strip-like domain
\[ U_h = \{(x, y) \in \mathbb{R}^d \times \mathbb{R} : \eta(x) - h < y < \eta(x)\} \]
of width $h$ underneath the graph of $\eta$
\[ \Sigma = \{(x, \eta(x)) : x \in \mathbb{R}^d\}. \]
Note that $n = \frac{1}{\sqrt{1 + |\nabla \eta|}}(-\nabla \eta, 1)$ is the upward pointing unit normal to $\Sigma$.

Our goal is to show that for any function $u$ in the homogeneous maximal domain of the Laplace operator $\Delta$
\[ E(U_h) = \{u \in \dot{H}^1(U_h) : \Delta_{x,y} u \in L^2(U_h)\}, \]
the trace
\[ \sqrt{1 + |\nabla \eta|^2} \frac{\partial u}{\partial n}|_{\Sigma} = \partial_y u(x, \eta(x)) - (\nabla_x u)(x, \eta(x)) \cdot \nabla \eta(x) \]
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Equivalently, we have
\[ \frac{1}{\eta} f \cdot \nabla \eta \bigg|_{\Sigma} = \frac{1}{\eta} f \cdot \nabla \eta \bigg|_{\Sigma} \]
We shall appeal to Theorem A.6 below to prove that the trace
\[ \|e\|_{L^2((-1,1);L^2(\R^d))} \leq h^{-\frac{1}{2}} \left(1 + \|\nabla \eta\|_{L^\infty} \right) \|\nabla_x u\|_{L^2(U_h)} \]
for all \( u \in E(U_h) \).

Proof. Set \( S = \R^d \times (-1,0) \) and introduce \( \theta(x,z) = \eta(x) + zh \) for \( (x,z) \in S \). It is clear that \( (x,z) \mapsto (x,\theta(x,z)) \) is a diffeomorphism from \( S \) onto \( U_h \). If \( f : U_h \to \R \) we denote \( \tilde{f}(x,z) = f(x,\theta(x,z)) \). It follows that
\[ (\partial_y f)(x,\theta(x,z)) = \frac{1}{h} \partial_z \tilde{f}(x,z), \]
\[ (\nabla_x f)(x,\theta(x,z)) = (\nabla_x - \frac{\nabla \eta}{h} \partial_z) \tilde{f}(x,z) := \Lambda \tilde{f}. \]
For \( u \in E(U) \) we have that \( f = \Delta u \) satisfies
\[ \tilde{f} = \text{div}_{x,z} (A \nabla_{x,z} \tilde{u}) \tag{A.7} \]
with
\[ A = \begin{bmatrix} 1 & -\frac{\nabla \eta}{h} \\ -\frac{\nabla \eta}{h^2} & \frac{1 + |\nabla \eta|^2}{h^2} \end{bmatrix} \tag{A.8} \]
Equivalently, we have
\[ \text{div}_x \Lambda \tilde{u} + \partial_z (\frac{\nabla \eta}{h} \nabla_{x,z} \tilde{u} + \frac{1 + |\nabla \eta|^2}{h^2} \partial_z \tilde{u}) = \tilde{f}. \tag{A.9} \]
Let us consider the quantity
\[ (\partial_y u)(x,\theta(x,z)) - (\nabla_x u)(x,\theta(x,z)) \cdot \nabla \eta(x) \]
\[ = \frac{1}{h} \partial_z \tilde{u}(x,z) - \nabla \eta(x) \cdot (\nabla_x - \frac{\nabla \eta}{h} \partial_z) \tilde{u}(x,z) \]
\[ = -\frac{\nabla \eta(x)}{h} \cdot \nabla_x \tilde{u}(x,z) + \frac{1 + |\nabla \eta(x,z)|^2}{h^2} \partial_z \tilde{u}(x,z) \]
\[ := \Xi(x,z). \]
Using the first expression we deduce easily that
\[ \|\Xi\|_{L^2((-1,0);L^2(\R^d))} \leq h^{-\frac{1}{2}} \left(1 + \|\nabla \eta\|_{L^\infty} \right) \|\nabla_x y u\|_{L^2(U_h)} \tag{A.10} \]
Moreover, (A.9) implies
\[ \partial_x \Xi = \tilde{f} - \text{div}_x \Lambda \tilde{u}. \tag{A.11} \]
Note that if \( u \in C^1(\overline{U}) \) then
\[ \partial_y u(x,\eta(x)) - (\nabla_x u)(x,\eta(x)) \cdot \nabla \eta(x) = \Xi(x,0). \]
We shall appeal to Theorem A.6 below to prove that the trace \( \Xi|_{z=0} \) is well-defined in \( H^{-\frac{1}{2}}(\R^d) \) for \( u \in \tilde{H}^1(U_h) \). To this end, we use (A.11) to have
\[ \|\partial_x \Xi\|_{L^2((-1,0);H^{-1}(\R^d))} \leq \|\tilde{f}\|_{L^2((-1,0);H^{-1}(\R^d))} + \|\Lambda \tilde{u}\|_{L^2((-1,0);L^2(\R^d))} \]
where
\[ \|\Lambda \tilde{u}\|_{L^2((-1,0);L^2(\R^d))} \leq h^{-\frac{1}{2}} \|\nabla_x u\|_{L^2(U_h)}. \]
we obtain
\[ \| \tilde{f} \|_{L^2((-1,0); H^{-1}(\mathbb{R}^d))} \leq \| f \|_{L^2(\mathbb{R}^d)}, \]
hence
\[ \| \partial_z \Xi \|_{L^2((-1,0); H^{-1}(\mathbb{R}^d))} \leq h^{-\frac{1}{2}} (\| f \|_{L^2(U_h)} + \| \nabla_x u \|_{L^2(U_h)}). \]  
(A.12)
Combining (A.10) and (A.12) we conclude by virtue of Theorem A.6 that \( \Xi \in C([-1,0]; L^2(\mathbb{R}^d)) \) and
\[ \| \Xi \|_{C([-1,0]; L^2(\mathbb{R}^d))} \leq C h^{-\frac{1}{2}} (1 + \| \nabla \eta \|_{L^\infty}) \| \nabla_x y u \|_{L^2(U_h)} + C h^{-\frac{1}{2}} \| f \|_{L^2(U_h)} \]  
(A.13)
for some absolute constant \( C > 0. \)

**THEOREM A.6** ([42] Theorem 3.1). Let \( s \in \mathbb{R} \) and \( I \) be a closed (bounded or unbounded) interval in \( \mathbb{R} \). Let \( u \in L^2_I(I, H^{s+\frac{1}{2}}(\mathbb{R}^d)) \) such that \( \partial_z u \in L^2(I, H^{s-\frac{1}{2}}(\mathbb{R}^d)) \). Then \( u \in BC(I, H^s(\mathbb{R}^d)) \) and there exists an absolute constant \( C > 0 \) such that
\[ \sup_{z \in I} \| u(z, \cdot) \|_{H^s(\mathbb{R}^d)} \leq C \left( \| u \|_{L^2(I, H^{s+\frac{1}{2}}(\mathbb{R}^d))} + \| \partial_z u \|_{L^2(I, H^{s-\frac{1}{2}}(\mathbb{R}^d))} \right). \]

**Appendix B. Proof of (2.8) and (2.9)**

Since \( p^+(x, \eta(x)) = p^-(x, \eta(x)) \) we have
\[ \nabla_x p^+ - \nabla_x p^- = (\partial_y p^- - \partial_y p^+) \nabla \eta \quad \text{on} \quad \Sigma = \{ y = \eta(x) \}. \]

Then
\[ \sqrt{1 + |\nabla \eta|^2} RT = -(\nabla_x p^+ - \nabla_x p^-) |\Sigma \cdot \nabla \eta + (\partial_y p^- - \partial_y p^+) |\Sigma = (\partial_y p^+ - \partial_y p^-) |\Sigma (1 + |\nabla \eta|^2). \]
Finally, using the fact that
\[ \partial_y p^\pm |\Sigma = \partial_y q^\pm |\Sigma - \rho^\pm = B^\pm - \rho^\pm, \]
we obtain
\[ RT = \sqrt{1 + |\nabla \eta|^2} (\rho^- - \rho^+) - (B^- - B^+) \]
which proves (2.8). As for (2.9), we use the Darcy law (1.5) and the continuity (1.7) of \( u \cdot n \) to have
\[ \mu^\pm u \cdot n + \nabla p^\pm = -(0, \rho^\pm) \cdot n = -\rho^\pm (1 + |\nabla \eta|^2)^{-\frac{1}{2}}, \]
yielding
\[ RT = (\nabla p^+ - \nabla p^-) \cdot n = (\mu^- - \mu^+) u \cdot n + (\rho^- - \rho^+) \rho^\pm (1 + |\nabla \eta|^2)^{-\frac{1}{2}}. \]

**Appendix C. Paradifferential calculus**

This section is devoted to a review of basic features of Bony’s paradifferential calculus (see e.g. [10] [39] [46] [3]).

**DEFINITION C.1.** 1. (Symbols) Given \( \rho \in [0, \infty) \) and \( m \in \mathbb{R} \), \( \Gamma^m_\rho(\mathbb{R}^d) \) denotes the space of locally bounded functions \( a(x, \xi) \) on \( \mathbb{R}^d \times (\mathbb{R}^d \setminus 0) \), which are \( C^\infty \) with respect to \( \xi \) for \( \xi \neq 0 \) and such that, for all \( \alpha \in \mathbb{N}^d \) and all \( \xi \neq 0 \), the function \( x \mapsto \partial_\xi^\alpha a(x, \xi) \) belongs to \( W^{\rho, \infty}(\mathbb{R}^d) \) and there exists a constant \( C_\alpha \) such that,
\[ \forall |\xi| \geq \frac{1}{2}, \quad \| \partial_\xi^\alpha a(\cdot, \xi) \|_{W^{\rho, \infty}(\mathbb{R}^d)} \leq C_\alpha (1 + |\xi|)^{m - |\alpha|}. \]
Let \( a \in \Gamma^m_\rho(\mathbb{R}^d) \), we define the semi-norm
\[ M^m_\rho(a) = \sup_{|\alpha| \leq 2(d+2) + \rho} \sup_{|\xi| \geq \frac{1}{2}} \| (1 + |\xi|)^{|\alpha|-m} \partial_\xi^\alpha a(\cdot, \xi) \|_{W^{\rho, \infty}(\mathbb{R}^d)}. \]  
(C.1)
2. (Paradifferential operators) Given a symbol \( a \), we define the paradifferential operator \( T_\alpha \) by
\[ T_\alpha \hat{u}(\xi) = (2\pi)^{-d} \int \hat{\chi}(\xi - \eta, \eta) \hat{a}(\xi - \eta, \eta) \Psi(\eta) \hat{u}(\eta) \, d\eta, \]  
(C.2)
where $\hat{a}(\theta, \xi) = \int e^{-i x \cdot \theta} a(x, \xi) \, dx$ is the Fourier transform of $a$ with respect to the first variable; $\chi$ and $\Psi$ are two fixed $C^\infty$ functions such that:

$$\Psi(\eta) = 0 \quad \text{for } |\eta| \leq \frac{1}{5}, \quad \Psi(\eta) = 1 \quad \text{for } |\eta| \geq \frac{1}{4}, \quad (C.3)$$

and $\chi(\theta, \eta)$ satisfies, for $0 < \varepsilon_1 < \varepsilon_2$ small enough,

$$\chi(\theta, \eta) = 1 \quad \text{if } |\theta| \leq \varepsilon_1 |\eta|, \quad \chi(\theta, \eta) = 0 \quad \text{if } |\theta| \geq \varepsilon_2 |\eta|,$$

and such that

$$\forall (\theta, \eta), \quad |\partial_\theta^\alpha \partial_\eta^\beta \chi(\theta, \eta)| \leq C_{\alpha, \beta} (1 + |\eta|)^{-|\alpha|-|\beta|}.$$

**Remark C.2.** The cut-off $\chi$ can be appropriately chosen so that when $a = a(x)$, the paradifferential operator $T_a u$ becomes the usual paraproduct.

**Definition C.3.** Let $m \in \mathbb{R}$. An operator $T$ is said to be of order $m$ if, for all $\mu \in \mathbb{R}$, it is bounded from $H^\mu$ to $H^{\mu-m}$.

Symbolic calculus for paradifferential operators is summarized in the following theorem.

**Theorem C.4.** (Symbolic calculus) Let $m \in \mathbb{R}$ and $\rho \in [0, 1)$.

(1) If $a \in \Gamma_m^0(\mathbb{R}^d)$, then $T_a$ is of order $m$. Moreover, for all $\mu \in \mathbb{R}$ there exists a constant $K$ such that

$$\|T_a\|_{H^\mu \to H^{\mu-m}} \leq K M_m^0(a). \quad (C.4)$$

(2) If $a \in \Gamma_\rho^m(\mathbb{R}^d)$, $b \in \Gamma_\rho^{m'}(\mathbb{R}^d)$ then $T_a T_b - T_{ab} = 0$ is of order $m + m' - \rho$. Moreover, for all $\mu \in \mathbb{R}$ there exists a constant $K$ such that

$$\|T_a T_b - T_{ab}\|_{H^{\mu-m-m'+\rho}} \leq K (M_\rho^m(a) M_\rho^{m'}(b) + M_\rho^0(a) M_\rho^{m'}(b)). \quad (C.5)$$

(3) Let $a \in \Gamma_\rho^m(\mathbb{R}^d)$. Denote by $(T_a)^*$ the adjoint operator of $T_a$ and by $\overline{a}$ the complex conjugate of $a$. Then $(T_a)^* = T_{\overline{a}}$ is of order $m - \rho$ where Moreover, for all $\mu \in \mathbb{R}$ there exists a constant $K$ such that

$$\|(T_a)^* - T_{\overline{a}}\|_{H^\mu \to H^{\mu-m-\rho}} \leq K M_\rho^m(a). \quad (C.6)$$

**Remark C.5.** In the definition (C.2) of paradifferential operators, the cut-off $\Psi$ removes the low frequency part of $u$. In particular, when $a \in \Gamma_0^m$ we have

$$\|T_a u\|_{H^\mu} \leq C M_0^m(a) \|\nabla u\|_{H^{\mu+m-1}}.$$

To handle symbols of negative Zygmund regularity, we shall appeal to the following.

**Proposition C.6 ([3 Proposition 2.12]).** Let $m \in \mathbb{R}$ and $\rho < 0$. We denote by $\hat{\Gamma}_\rho^m(\mathbb{R}^d)$ the class of symbols $a(x, \xi)$ that are homogeneous of order $m$ in $\xi$, smooth in $\xi \in \mathbb{R}^d \setminus \{0\}$ and such that

$$M_\rho^m(a) = \sup_{|\alpha| \leq 2(d+2) + \rho} \sup_{|\xi| \geq \frac{1}{2}} \|\| \xi \|^{-m} \partial_\xi^\alpha a(\cdot, \xi)\|_{C^0(\mathbb{R}^d)} < \infty.$$

If $a \in \hat{\Gamma}_\rho^m$ then the operator $T_a$ defined by (C.2) is of order $m - \rho$.

**Notation C.7.** If $a$ and $u$ depend on a parameter $z \in J \subset \mathbb{R}$ we denote

$$(T_a u)(z) = T_{a(z)} u(z), \quad M_\rho^m(a; J) = \sup_{z \in J} M_\rho^m(a(z)).$$

If $M_\rho^m(a; J)$ is finite we write $a \in \Gamma_\rho^m(\mathbb{R}^d \times J)$.

**Definition C.8.** Given two functions $a, u$ defined on $\mathbb{R}^d$ the Bony’s remainder is defined by

$$R(a, u) = au - T_a u - T_a a.$$
Theorem C.9. Let $s_0$, $s_1$ and $s_2$ be real numbers.

1. For any $s \in \mathbb{R}$,
   \[
   \| T_a u \|_{H^s} \leq C \| a \|_{L^\infty} \| u \|_{H^s}. \tag{C.7}
   \]

2. If $s_0 \leq s_2$ and $s_0 < s_1 + s_2 - \frac{d}{2}$, then
   \[
   \| T_a u \|_{H^{s_0}} \leq C \| a \|_{H^{s_1}} \| u \|_{H^{s_2}}. \tag{C.8}
   \]

3. If $s_1 + s_2 > 0$ then
   \[
   \| R(a, u) \|_{H^{s_1 + s_2} \cap (\mathbb{R}^d \setminus \{0\})} \leq C \| a \|_{H^{s_1} \cap (\mathbb{R}^d \setminus \{0\})} \| u \|_{H^{s_2} \cap (\mathbb{R}^d \setminus \{0\})}, \tag{C.9}
   \]
   \[
   \| R(a, u) \|_{H^{s_1 + s_2} \cap (\mathbb{R}^d \setminus \{0\})} \leq C \| a \|_{C_{\mu}^2(\mathbb{R}^d)} \| u \|_{H^{s_2} \cap (\mathbb{R}^d \setminus \{0\})}. \tag{C.10}
   \]

4. If $s_1 + s_2 > 0$, $s_0 \leq s_1$ and $s_0 < s_1 + s_2 - \frac{d}{2}$ then
   \[
   \| a u - T_a u \|_{H^{s_0}} \leq C \| a \|_{H^{s_1}} \| u \|_{H^{s_2}}. \tag{C.11}
   \]

5. If $s_1 + s_2 > 0$, $s_0 \leq s_1$, $s_0 \leq s_2$ and $s_0 < s_1 + s_2 - \frac{d}{2}$ then
   \[
   \| u_1 u_2 \|_{H^{s_0}} \leq C \| u_1 \|_{H^{s_1}} \| u_2 \|_{H^{s_2}}. \tag{C.12}
   \]

Theorem C.10. Consider $F \in C^\infty(\mathbb{C}^N)$ such that $F(0) = 0$.

(i) For $s > \frac{d}{2}$, there exists a non-decreasing function $\mathcal{F}: \mathbb{R}_+ \to \mathbb{R}_+$ such that, for any $U \in H^s(\mathbb{R}^d)^N$,
   \[
   \| F(U) \|_{H^s} \leq \mathcal{F}(\| U \|_{L^\infty}) \| U \|_{H^s}. \tag{C.13}
   \]

(ii) For $s > 0$, there exists an increasing function $\mathcal{F}: \mathbb{R}_+ \to \mathbb{R}_+$ such that, for any $U \in C^s(\mathbb{R}^d)^N$,
   \[
   \| F(U) \|_{C^s} \leq \mathcal{F}(\| U \|_{L^\infty}) \| U \|_{C^s}. \tag{C.14}
   \]

Theorem C.11 ([8] Theorem 2.92 and [46] Theorem 5.2.4). (Paralinearization for nonlinear functions)

Let $\mu$, $\tau$ be positive real numbers and let $F \in C^\infty(\mathbb{C}^N)$ be a scalar function satisfying $F(0) = 0$. If $U = (u_j)_{j=1}^N$ with $u_j \in H^\mu(\mathbb{R}^d) \cap C^\tau(\mathbb{R}^d)$ then we have
   \[
   F(U) = \sum_{j=1}^N T_{\partial_j F(U)} u_j + R_F(U) \tag{C.15}
   \]
   with
   \[
   \| R_F(U) \|_{H^{\mu + \tau}} \leq \mathcal{F}(\| U \|_{L^\infty}) \| U \|_{C^\tau} \| U \|_{H^{\mu}}. \]

Recall the definitions (5.29). The next proposition provides parabolic estimates for elliptic paradifferential operators.

Proposition C.12 ([3] Proposition 2.18]). Let $r \in \mathbb{R}$, $\varrho \in (0, 1)$, $J = [z_0, z_1] \subset \mathbb{R}$ and let $p \in \Gamma^1_\varrho(\mathbb{R}^d \times J)$ satisfying
   \[\text{Re} p(z; x, \xi) \geq c|\xi|,\]
for some positive constant $c$. Then for any $f \in Y^r(J)$ and $w_0 \in H^r(\mathbb{R}^d)$, there exists $w \in X^r(J)$ solution of the parabolic evolution equation
   \[
   \partial_z w + T_p w = f, \quad w|_{z=z_0} = w_0, \tag{C.16}
   \]
   satisfying
   \[
   \| w \|_{X^r(J)} \leq \mathcal{F}(\mathcal{M}^1(p), \frac{1}{C}((\| w_0 \|_{H^r} + \| f \|_{Y^r(J)})),
   \]
for some increasing function $\mathcal{F}$ depending only on $r$ and $\varrho$. Furthermore, this solution is unique in $X^s(J)$ for any $s \in \mathbb{R}$.
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