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Abstract

This report summarizes progress made towards a new approach for enlarging the dynamic aperture of particle accelerators. Unlike prior methods which attempted to move the location of select resonances outward in phase space, our approach aims to move all resonances concurrently. These resonances are in one-to-one correspondence with fixed points of symplectic maps, which in turn are in a one-to-one correspondence with the critical points of their generating function. Thus in this approach, the problem of enlarging dynamic aperture boils down to an approximation problem: given a generating function, approximate it by a function whose critical points are outside a specified elliptical region.

In attempting to solve the generating function approximation problem, we employed stable polynomials. Many stable polynomials have a determinantal representation that indicates stability. However, it is an open question as to whether such a determinantal representation can be found for a given stable polynomial. In seeking to answer this, we made progress towards constructing a symmetric determinantal representations of multivariable polynomials with the smallest sized linear pencil. This report also contains brief surveys of topics including Clifford numbers, stable polynomials, and symmetric determinantal representations of polynomials. We also explored using Gröbner bases to find where the gradient of a multivariable polynomial is zero.
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1 Introduction

The goal of this project was to implement a new approach for increasing the volume of the region of space where the orbital stability of particles is dynamically stable in particle accelerators. This region is called the dynamic aperture (DA), and it plays a fundamental role in many practical applications of particle accelerators [2]. During this project, new mathematical techniques were developed to make progress towards the solution of this problem. The mathematical tools employed for this project originate in a wide variety of fields ranging from symplectic geometry to algebra, and from numerical analysis to optimization. While progress has been made towards the goal of improving the DA, the work to complete this new approach is ongoing.

Earlier attempts to improve the DA mostly failed due to the seemingly insurmountable difficulties faced in the realistic, multi-dimensional, highly complicated phase spaces corresponding to the models of such systems: weakly nonlinear, but highly complex, Hamiltonian dynamical systems [4] [18] [22] [21]. The methods followed some variant of the following idea:

(i) model the physical systems of interest as Hamiltonian dynamical systems;
(ii) find the location of resonances (i.e. particles with commensurable oscillation frequencies) in phase space from their numerical integration;
(iii) use some numerical optimization method, during which some system parameters are fit to move the location of a select number of resonances outwards.

However, symplectic maps contain redundant information about the system. This is clear in the sense that the system is completely determined by a scalar field (the Hamiltonian), while the solution (the symplectic map) is a vector field in phase space. Finding all resonances is a challenge in itself. Brute-force numerical optimization to move them had very limited success. Typically, realistic objectives include moving some resonances at the expense of others. More precisely, the usual outcome of these attempts is to move some resonances outwards, while others inadvertently move inwards; it is like
a puzzle, where some of the pieces never quite fit. It became clear that a
more systematic approach is necessary that considers the resonance set as a
whole, and a method that is able to move them in unison.

We seek to revamp the main idea of DA enlargement with a new way of
thinking about DA, namely reformulating it as a problem in symplectic ge-
ometry, and employing the concepts of stable polynomials and determinantal
representation of arbitrary polynomials to enact the theory. The development
of our revamp follows the steps:

(1) Model particle accelerators mathematically as periodic Hamiltonian dy-
namical systems.

(2) Relate the size of the DA to the location of fixed points of the iterates
of the time-1 maps of the flows of these Hamiltonian systems.

(3) Devise methods that push outwards in space (away from the origin) as
many fixed points as possible. As alluded to, it is currently unknown how
to do this systematically. The two crucial concepts that we employed are
stable polynomials [19] and determinantal representations of arbitrary
polynomials [17].

Step (1) has no obstacles, it can be accomplished using standard methods
[2]. Step (2) is accomplished by reformulating the problem in the language of
symplectic geometry [14] [16]. Resonances are in one-to-one correspondence
with fixed points of symplectic maps [7] [8]. The DA is usually correlated with
the region of space were large-scale chaotic behavior is absent [5]. Chaotic
motion is absent in regions free of resonances, hence also of fixed points. Fur-
thermore, fixed points of symplectic maps are in one-to-one correspondence
with critical points of their generating functions [7] [16]. This way we can
simplify the more challenging problem of finding fixed points with the easier
one of finding critical points. The remaining obstacle to accomplishing step
(2) is to easily find the fixed points of iterates of symplectic maps without
actually computing the iterates. In other words, given only the generating
function of a symplectic map, find the generating function of its iterates. A
partial result is known, for certain specific types of generating functions [23].
However, there are infinitely many different types, and a general result is
missing.
This study concerns accomplishing step (3). Let's assume that given a canonical, real analytic, multivariable, periodic Hamiltonian system, that closely models an actual physical system (a particle accelerator), we obtained the truncated Taylor expansion of its time-1 (one-turn) flow, which is a truncated symplectic map (a symplectic jet) [2]. We also computed its EXPO generating function, which is one kind of generating function among infinitely many different types [8]. EXPO stands for Extended Poincare. Although in principle any kind of generating function that exists for the symplectic map in question could be used to state the main problem, we found that the EXPO type makes the computational problem the simplest possible. Also, the EXPO generating function is a polynomial in this approximation. Well-developed computational methods and codes are readily available to enact this program [15]. The methods allow to make this approximation as good as needed, since the degree of the truncations is limited only by the amount of memory available. Therefore, we can take this state as the “initial condition” for the main problem statement:

For a given (EXPO) generating function $g : \mathbb{R}^{2n} \rightarrow \mathbb{R}$, closely approximate $g$ by a polynomial $\hat{g}$ such that the gradient of $\hat{g}$ is nonzero within an elliptical region $E \subset \mathbb{R}^{2n}$, which is as large as possible.

In our preliminary work, presented in Section 2, we gave a framework for solving the main problem. This framework is constructing a polynomial $\hat{g}$ as a composition of a stable polynomial and a mapping from $E$ to $\mathbb{H}^{2n}$, where $\mathbb{H}^{2n}$ is the subset of $\mathbb{C}^{2n}$ in which all components of each element have positive imaginary part. Our choice of mapping is given in Section 4. The condition under which a stable polynomial and this mapping yield an approximation $\hat{g}$ with nonzero gradient is given in Theorem 4.1. Sections 5 through 8 concern approximation of polynomials by stable polynomials. Key to making this approximation are determinantal representations of polynomials. Quarez gave a construction that gives a symmetric determinantal representation of a multivariable polynomial [17]. This representation has the smallest size known for the general case. Under our approximation scheme, Quarez’s construction does not give good results. In attempting to find other symmetric determinantal representations that give better polynomial approximations, we show in several cases that the size in Quarez’s construction can be reduced. The remaining open problem for approximating polynomials by stable polynomi-
als is whether each stable polynomial has a determinantal representation that demonstrates the stability of the polynomial as in Theorem 3.1, and whether such a determinantal representation can be constructed. Thus the remaining obstacles to Step (3) are finding a stability demonstrating determinantal representation and possibly finding a mapping with more a lax condition than that of Theorem 4.1.

2 Preliminary work

The preliminary work established an approach to the main problem, which we follow throughout. One key component of the approach is to find a mapping $T_{HB}$ as shown in Figure 1. A mapping was proposed in the preliminary work based on higher dimensional Möbius transformation, which was not suitable for this purpose. However, we include this mapping, since the concept of Clifford numbers employed by the transformation may prove useful for later attempts.

2.1 Problem approach summary

Given a polynomial $g : \mathbb{R}^{2n} \to \mathbb{R}$, our goal is an approximating polynomial $\hat{g}$ that has nonzero gradient on an elliptical domain $E \subseteq \mathbb{R}^{2n}$ and that is as close to $g$ as possible.

The following approach is based upon the preliminary work.

1. Find invertible transform from $E$ to the unit ball, $T_{BE}$.
2. Find inverse $T_{BE}^{-1} = T_{EB}$.
3. Find invertible transform from $B$ to the “half plane” $\mathbb{H}^{2n}$, $T_{HB}$. (See 4 Mappings $T_{HB}$ and $T_{BH}$.)
4. Find inverse $T_{HB}^{-1} = T_{BH}$.
5. Approximate $p = g \circ T_{EB} \circ T_{BH}$ by a stable polynomial $\hat{p}$.
6. Form approximating function $\hat{g} = \hat{p} \circ T_{HB} \circ T_{BE}$ with nonvanishing gradient on $E$.

To approximate $g : E \to \mathbb{R}$, we first find $p : \mathbb{H}^{2n} \to \mathbb{R}$ defined by

$$p = g \circ T_{EB} \circ T_{BH}.$$
Ideally, polynomial $p$ is a stable polynomial, in which case $g$ has nonzero gradient inside $E$. If $p$ is not stable, it is approximated by stable polynomial $\hat{p}$ which is as “close” to $p$ as possible. The main difficulties in following this plan are to find a mapping $T_{HB}$ and approximating polynomial $\hat{p}$. The mapping $T_{BE}$ is more straightforward.

Transformations between $E$ and $B$ are discussed in Appendix B. A transformation from $B$ to $E$ could follow three steps: a dilation $(x/a, y/b, z/c)$, a rotation $R_z(\gamma)R_y(\beta)R_z(\gamma)$, and possibly a translation. Each of these may be inverted to give one mapping $T_{BE}$.

Because the mapping $T_{BE}$ should be more straightforward, throughout we consider the case when $E = B$. When considering the $n = 0$ case, Möbius transformations between $H$ and $B$ were our first thought in our search for a mapping $T_{HB}$. For higher dimensions, we considered Clifford numbers. While we ultimately used a different mapping in Section 4, we include Clifford numbers here since there may be some way to use them to find an improved mapping $T_{HB}$.

2.2 Higher Dimensional Möbius Transformations

In the preliminary work, the idea of using a higher dimensional Möbius transformation for $T_{HB}$ was explored. These transformations are given in terms of Clifford numbers. The Möbius transformation considered does not map $B$ to $\mathbb{H}^{2n+1}$. Most of what follows in this subsection is explained in more detail in [1].
Definition 2.1. The Clifford algebra $\mathcal{C}_n$ is the associative algebra over the real numbers generated by $n - 1$ elements $i_1, i_2, \ldots, i_{n-1}$ subject to the relations

$$i_j i_k = -i_k i_j \quad \text{and} \quad i_j^2 = -1$$

with $j \neq k$. The elements of $\mathcal{C}_n$ are Clifford numbers.

Each Clifford number $a$ has a unique representation:

$$a = \sum_{y \in \mathcal{Y}} c_y y,$$

where $\mathcal{Y}$ is the set of all products $i_{v_1} i_{v_2} \cdots i_{v_p}$ with $1 \leq v_1 < \cdots < v_p \leq n - 1$, including the empty product $i_0$. Note that $\mathcal{Y}$ has $2^{n-1}$ elements. The Clifford algebra is a real vector space of dimension $2^{n-1}$. Clifford numbers of the form

$$x = \sum_{j=0}^{n-1} x_j i_j$$

are called vectors. The set of these vectors $V_n$ are a subspace of the Clifford algebra.

There are three involutions, $\prime$, $\ast$, and $\bar{}$, defined on these vectors:

1. The involution $\prime$ replaces each $i_h$ appearing in $a$ with $-i_h$.
2. For $y = \prod_{j=1}^{n-1} i_{v_j} \in \mathcal{Y}$, the product in reverse order is the involution $\ast$. That is, $y^\ast = \prod_{j=1}^{n-1} i_{v_{n-j}}$. For $a \in \mathcal{C}_n$, $a^\ast = \sum_{y \in \mathcal{Y}} c_m y^\ast$.
3. $\bar{a} = a^\prime$

For a vector $x \in V^n$, $x^\ast = x$ and so $x' = \bar{x}$. The usual euclidean two norm is

$$x\bar{x} = \sum_{j=0}^{n-1} x_j^2 = ||x||_2^2.$$
For $R > 0$ define the set $\Omega = \{ z \in \mathbb{C}^n \mid ||z||_2 \leq R \}$. The mapping $T$ with domain $\Omega$ defined by
\[
T(x) = (x + Ri_{n-1})(x - Ri_{n-1})^{-1}(-2Ri_{n-1})
\]
maps $\Omega$ to the set $\mathbb{H}_n = \{ x \in V^n \mid x_{n-1} \geq 0 \}$ instead of $\mathbb{H}^{n-1} = \{ x \in V^n \mid x_{i-1} \geq 0, \; i = 1, 2, 3, \ldots, n \}$.

3 Stable polynomials survey

Denote the upper half plane of the complex plane by $\mathbb{H} = \{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$. $\mathbb{H}^n$The upper half plane, $\{ z \in \mathbb{C} : \text{Im}(z) > 0 \}$ $\mathbb{H}^n$The Cartesian product of $\mathbb{H} \times \mathbb{H} \times \cdots \times \mathbb{H}$. $\mathbb{H}^n$

**Definition 3.1.** A polynomial $f \in \mathbb{C}[x]$ and $f : \mathbb{C}^n \to \mathbb{C}$ is stable if either $f$ is identically zero, or $f(z) \neq 0$ for $z \in \mathbb{H}^n$. A stable polynomial with real coefficients is called real stable. A subset of stable polynomials are real zero polynomials. A polynomial $p \in \mathbb{R}[x_1, \ldots, x_n]$ is a real zero polynomial if for each $x \in \mathbb{R}^n$ and $\mu \in \mathbb{C}$,
\[
    p(\mu x) = 0
\]
implies $\mu$ is real.

Recall that a Hermitian matrix is a matrix $A$ such that $A = A^*$, where $A^*$ is the conjugate transpose of $A$. The following are properties of Hermitian matrices:

1. $z^*Az$ is real.
2. The eigen values are real.
3. The eigenvectors are orthogonal provided they correspond to different eigenvalues.

Also, a Hermitian $m \times m$ matrix $A$ is called positive semidefinite when $x^*Ax \geq 0$ for all $x \neq 0$.

**Definition 3.2.** An affine linear pencil $\mathcal{A}$ is
\[
    \mathcal{A} = A_0 + A_1x_1 + A_2x_2 + \cdots + A_nx_n.
\]
Theorem 3.1. Let $A_0, \ldots, A_n$ be Hermitian $m \times m$ matrices. If $A_1, \ldots, A_n$ are positive semi definite (PSD), then

$$p(x) = \det(A_0 + A_1x_1 + \cdots + A_nx_n)$$

is stable.

The following theorem of Helton and Vinnikov gives that all degree $d$ real zero polynomials in two variables can be written as a determinant of a $d \times d$ matrix pencil in (3.1) [12].

**Theorem 3.2** (Helton–Vinnikov). A polynomial $p$ on $\mathbb{R}^2$ is a real zero polynomial of degree $d$ if and only if there exists $d \times d$ PSD matrices $A_0$, $A_1$, and $A_2$ such that

$$p(x_1, x_2) = \det(A_0 + A_1x_1 + A_2x_2).$$

Helton and Vinnikov conjectured that their result is true in the multivariable case if one allows for matrices of size larger than $d$, however, Brändén later disproved this conjecture by finding the counter example in Theorem 3.3 [3]. Wagner and Wei proved that $h_{V_8}(x)$ is a stable polynomial [20].

**Theorem 3.3.** Let $p(x) = h_{V_8}(x_1 + 1, \ldots, x_8 + 1)$. Then

- $p(x)$ is a real zero polynomial.
- There is no positive integer $N$ such that $p(x)$ has a determinantal representation

$$p(x)^N = \det(I + x_1 A_1 + \cdots + x_8A_8),$$

where matrices $A_1$, $A_2$, $\ldots$, and $A_8$ are symmetric.

This means that when $A_0$ is required to be positive semidefinite, there are cases of stable polynomials that have no symmetric determinantal representation. However, when the condition that $A_0$ is positive semidefinite is dropped, a symmetric determinantal representation exists for any polynomial[11].
Theorem 3.4 (Helton, McCullough and Vinnikov). It is always possible to represent a polynomial as

\[ \det(A_0 + A_1 x_1 + A_2 x_2 + \cdots + A_n x_n), \]

for some matrix size if we require that \( A_0 \) is symmetric rather than positive definite, where \( A_1, A_2, \ldots, A_n \) are symmetric.

In Section 5, we present Quarez’s construction [17] which gives a symmetric determinantal representation for a general multivariable polynomial with real coefficients. An open question is whether all stable polynomials have a determinantal representation where matrices \( A_1, A_2, \ldots, A_n \) are PSD.

Several properties of stable polynomials make them an ideal tool for solving the main problem. Chief among these is that the partial derivatives of a stable polynomial are stable polynomials.

Theorem 3.5. The following operations preserve stability of polynomials in \( \mathbb{C}[x] \) [19].

(i) Permutation: For any permutation of the coordinates of \( x \), \( \sigma \), \( p(x) \mapsto p(\sigma(x)) \).

(ii) Scaling: For and \( c \in \mathbb{C} \) and \( a \in \mathbb{R}^n \) with \( a_j > 0 \) For \( j = 1, 2, \ldots, n \), \( p \mapsto cp(a \cdot x) \).

(iii) Diagonalization: For \( \{ i, j \} \subseteq \{ 1, 2, \ldots, n \} \), \( p \mapsto p(x)|_{x_i = x_j} \).

(iv) Specialization: For \( a \in \mathbb{H} \), \( p \mapsto p(x)|_{x_1 = a} \).

(v) Inversion: If \( \deg_1(p) = d \), \( p \mapsto x_1^d p(-x_1^{-1}, x_2, \ldots, x_n) \).

(vi) Differentiation (or Contraction): \( p \mapsto \partial_1 p(x) \).
4 Mappings $T_{HB}$ and $T_{BH}$

Our goal here is to supply a mapping $T_{HB}$ from $x \in B^{2n}$ to $u \in H^{2n+1}$ to help in approximating $g(x)$, where $g : \mathbb{R}^{2n} \rightarrow \mathbb{R}$. This mapping satisfies the following properties:

M1 $T_{HB}$ is one-to-one.

M2 $g \circ T_{BH}(u)$ is a polynomial in $u$ where $u \in T_{HB}(B^{2n})$.

M3 The inverse mapping $T_{BH}$ maps the boundary of $B^{2n}$ to the boundary of $H^{2n+1}$.

The boundary of $H^{2n+1}$ is the set $\{u : \text{Im}(u_j) = 0 \exists 1 \leq j \leq n\} = \partial H^{2n+1}$.

Define the map $T_{HB} : B^{2n} \rightarrow H^{2n+1}$ as $T_{HB}(x) = u$, where $T$ Mapping from closure of unit ball to a subset of $H^n$

\[ u_j = x_j + i(1 - ||x||^2) \text{ for } 1 \leq j \leq 2n. \]  

(4.1)

and

\[ u_{2n+1} = i(1 - ||x||^2). \]  

(4.2)

Note that this mapping satisfies M1 and M3. Property M3 may be unnecessary. However, it may be that if $g$ has critical points in $B^{2n}$, $\hat{g}$ may be a better approximation for $g$ if $\hat{g}$ may have critical points on the boundary of $B^{2n}$.

The map $T_{HB}$ has an inverse $T_{BH}(u) = x$. The $j$th component of inverse of $T_{HB}(u)$ is

\[ x_j = u_j - u_{2n+1}. \]

Note that $g(u_1 - u_{2n+1}, u_2 - u_{2n+1}, \ldots, u_{2n} - u_{2n+1})$ is a polynomial in $u$, so $T_{HB}$ satisfies M2.

With a stable polynomial $\hat{p}$ which is as close to $g(u_1 - u_{2n+1}, u_2 - u_{2n+1}, \ldots, u_{2n} - u_{2n+1})$ as possible, we can approximate $g(x)$ as

\[ g(x) = g(u_1 - u_{2n+1}, u_2 - u_{2n+1}, \ldots, u_{2n} - u_{2n+1}) \approx \hat{p}(u) =: \hat{g}(u). \]  

(4.3)

The approximating function $\hat{g}$ has nonvanishing gradient on $B^{2n}$ when $g$ and $p$ satisfy the conditions of Theorem 4.1 below.
Theorem 4.1. Let \( \hat{p} \) be a stable polynomial. Suppose that for each \( v \in T_{HB}(B^{2n}) \) there is some \( j \) such that
\[
\left. \frac{\partial \hat{p}}{\partial u_j} \right|_{u=v} \neq 2i(u_j - u_{2n+1}) \left( \sum_{k=1}^{2n+1} \frac{\partial \hat{p}}{\partial u_k} \right) \left|_{u=v} \right. .
\]
Then, the composition \( \hat{g} = \hat{p} \circ T_{HB} \) has nonzero gradient on \( B^{2n} \).

Proof. We give a proof by contrapositive. Suppose that \( \nabla \hat{g} = 0 \) for some \( y \in B^{2n} \). By the chain rule
\[
\frac{\partial \hat{g}}{\partial x_j} = \sum_{k=1}^{2n+1} \frac{\partial \hat{p}}{\partial u_k} \frac{\partial u_k}{\partial x_j} \quad (4.4)
\]
for \( 1 \leq j \leq 2n \). By (4.1) and (4.2), \( \partial u_k/\partial x_j = -2ix_j \) for \( k \neq j \) and \( \partial u_j/\partial x_j = 1 - 2ix_j \). Substituting these partial derivatives into the right-hand side of (4.4) and zero into the left-hand side of (4.4) gives
\[
0 = \left. \frac{\partial \hat{p}}{\partial u_j} \right|_{u=x} - 2ix_j \sum_{k=1}^{2n+1} \frac{\partial \hat{p}}{\partial u_k},
\]
when \( x = y \) for \( 1 \leq j \leq 2n \). Since \( x_j = u_j - u_{2n+1} \),
\[
\left. \frac{\partial \hat{p}}{\partial u_j} \right|_{u=x} = 2i(u_j - u_{2n+1}) \sum_{k=1}^{2n+1} \frac{\partial \hat{p}}{\partial u_k},
\]
for all \( j \) with \( 1 \leq j \leq 2n \) when \( u = T_{HB}(y) = v \).

5 Symmetric determinantal representations via Quarez’s formula

This section provides the details on how to find a symmetric determinantal representation of
\[
g(x) = g(u_1 - u_n, u_2 - u_n, \ldots, u_{n-1} - u_n)
\]
from (4.3). In Section 6, this symmetric determinantal representation will be used to find a stable polynomial \( \hat{p}(u) \) to approximate \( g(u) \).
**Definition 5.1.** A polynomial $p$ of degree $d$ in $n$ variables has a *determinantal representation* if $p$ can be written in the form

$$p(x) = \det \left( A_0 + \sum_{i=1}^{n} A_i x_i \right),$$

where $A_0$, $A_1$, \ldots, $A_n$ are $N \times N$ matrices. When each matrix $A_i$ is symmetric, $p(x)$ is said to have a symmetric determinantal representation.

Determinantal representations are determinants of affine linear pencils. An $M \times N$ linear pencil is an expression of the form

$$L_M(x) = M_1 x_1 + M_2 x_2 + \cdots + M_n x_n,$$

and an $N \times N$ affine linear pencil is a linear pencil of the form

$$L_A(x) = A_0 + \sum_{i=1}^{n} A_i x_i.$$

An affine linear pencil is said to be symmetric when each matrix $A_i$ is symmetric. The determinantal representation for a polynomial $p$ constructed by Quarez is related to a linear description for $p$.

**Definition 5.2.** We say a polynomial $p(x)$ has a *linear description* if there is a linear pencil $L_A$, a signature matrix $J$, a row matrix $L$, and a column matrix $C$ such that

$$p(x) = L(J - L_A(x))^{-1}C.$$

A linear description is called unitary if $J$ is the identity. A linear description is called unipotent when $I + L_A(x)$ is unipotent (i.e. there is $n$ such that $L_A(x)^n = 0$). Finally, a linear description of $p(x)$ is said to be $S$-symmetric if there is an invertible symmetric matrix $S$ and matrices $L$ and $C$ with $SC = L^T$ such that $SL_A = L_A^T S$ and $SC = L^T$.

A relationship between linear descriptions and symmetric is described the following theorems of Quarez [17].

**Theorem 5.1.** If a polynomial $p(x)$ has an $S$-symmetrizable linear description for a given invertible and symmetric matrix $S$, then it has a symmetric linear description.
In the following two theorems, $P(x)$ is the homogenization of $-p(x) + 1$. If $p(x)$ is of degree $d$ in $n$ variables and $d'$ is the smallest odd integer with $d \leq d'$, the homogenization of $p(x)$ is the $n+1$ variable homogeneous polynomial $P(x)$ of degree $d'$ such that $P(x, 1) = p(x)$.

**Example 5.3.** For polynomial $p(x) = 4x_1^2x_2^2 + 7x_1^3 + 5x_1x_2^2 + 3x_1 + 5$, the homogenization of $p(x)$ is 

$P(x) = -4x_1^2x_2^3 - 7x_1^3x_3^2 - 5x_1x_2x_3^2 - 3x_1x_3^4 - 4x_3^5$.

**Theorem 5.2.** Assume that the polynomial $P(x)$ admits a symmetric linear unipotent description

$$P(x) = C^T(J - L_A(x))^{-1}C,$$

where $J$ is a signature matrix (diagonal matrix with diagonal elements $\pm 1$) and $A$ is symmetric. Then,

$$1 - P(x) = \det(J)\det(J - CC^T - L_A(x))$$

**Theorem 5.3.** Let $p(x)$ be a polynomial of degree $d$ in $n$ variables over $\mathbb{R}$ such that $p(0) \neq 0$. Then there are a signature matrix $J \in \mathbb{R}^{N \times N}$ and a $N \times N$ symmetric linear pencil $L_A(x)$ such that

$$p(x) = p(0)\det(J)\det(J - L_A(x)),$$

where $N = 2^{\left(\frac{n+1+\lfloor d/2 \rfloor}{n+1}\right)}$.

The statement of Theorem 5.3 seems to have an error. For the general case it should state $N = 2^{\left(\frac{n+1+\lfloor d/2 \rfloor}{n+1}\right)}$ variables to correct the mistake. It is the homogenization of $p(x)$ in the paper that has $n+1$ variables. In Example 5.6 gives a symmetric determinantal representation for a degree three polynomial in two variables with

$$N = 2^{\left(\frac{n+1+\lfloor d/2 \rfloor}{n+1}\right)} = 2^{\left(\frac{2+1+1}{2+1}\right)} = 8.$$

The details of the proofs in Quarez’s paper are used to complete a symmetric determinantal representation in Example 5.6. This example relies upon Examples 5.4 and 5.5.
5.1 Linear description examples

Example 5.4. Here we find a linear description related to

\[ p(x_1, x_2) = x_1^3 + 2x_1^2 x_2 + 3x_1^2 + 4x_1 x_2^2 + 5x_1 x_2 + 6x_1 + 7x_2^3 + 8x_2^2 + 9x_2 + 11 \]

Another variable is introduced to make a polynomial \( P \) with each term having degree equal to \( \text{deg}(p) \) with \( P(x_1, x_2, 1) = 1 - p(x_1, x_2) \). The homogenization of \( 1 - p(x_1, x_2) \) is

\[ P(x_1, x_2, x_3) = -x_1^3 - 2x_1^2 x_2 - 3x_1^2 x_3 - 4x_1 x_2^2 - 5x_1 x_2 x_3 \\
- 6x_1 x_3^2 - 7x_2^3 - 8x_2^2 x_3 - 9x_2 x_3^2 - 10x_3^3. \]

In example 4.1 in Quarez’s paper, \( L_{A_1} \) and \( L_{A_2} \) of are

\[
L_{A_1} = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \quad \text{and} \quad L_{A_2} = \begin{bmatrix} x_1 & 0 & 0 \\ 0 & x_1 & 0 \\ 0 & 0 & x_1 \\ 0 & x_2 & 0 \\ 0 & 0 & x_2 \\ 0 & 0 & x_3 \end{bmatrix}
\]

The formulas for \( \alpha_{i,k} \) and \( \beta_{i,k} \) are

\[ \beta_{i,k} = \binom{n - i + k - 1}{n - i} \quad \text{and} \quad \alpha_{i,k} = \binom{n + k - 2}{n - 1} - \beta_{i,k} \]

Using these,

\[
\beta_{1,3} = \binom{4}{2} = 6 \quad \alpha_{1,3} = \binom{4}{2} - \beta_{1,3} = 0 \\
\beta_{2,3} = \binom{3}{1} = 3 \quad \alpha_{1,3} = \binom{4}{2} - \beta_{2,3} = 3 \\
\beta_{3,3} = \binom{2}{0} = 1 \quad \alpha_{3,3} = \binom{4}{2} - \beta_{3,3} = 5
\]
So,

\[ L_{A_3} = \begin{pmatrix} x_1 & 0 & 0 & 0 & 0 & 0 \\ 0 & x_1 & 0 & 0 & 0 & 0 \\ 0 & 0 & x_1 & 0 & 0 & 0 \\ 0 & 0 & 0 & x_1 & 0 & 0 \\ 0 & 0 & 0 & 0 & x_1 & 0 \\ 0 & 0 & 0 & 0 & 0 & x_1 \end{pmatrix}. \]

The linear pencil \( L_A(x) \) is

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
\begin{bmatrix} L_{A_1} & \end{bmatrix} & 0 & 0 & 0 & 0 \\
0 & \begin{bmatrix} L_{A_2} & \end{bmatrix} & 0 & 0 & 0 \\
0 & 0 & \begin{bmatrix} L_{A_3} & \end{bmatrix} & 0 & 0
\end{bmatrix}
\]

or

\[ L_A(x) = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix} \]

The matrix \( (I - L_A(x))^{-1} \) has an interesting form:
\[(I - L_A(x))^{-1} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_2 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_3 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1^2 & x_1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 x_2 & 0 & x_1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 x_3 & 0 & 0 & x_1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_2^2 & 0 & x_2 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_3^2 & 0 & x_3 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1^2 x_2 & 0 & x_1^2 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1^2 x_3 & 0 & x_1^2 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 x_2^2 & 0 & x_1 x_2 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 x_3^2 & 0 & x_1 x_3 & 0 & 0 & 0 & 0 & 0 & x_1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_2^2 x_3 & 0 & x_2^2 & 0 & 0 & x_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
x_2 x_3^2 & 0 & x_2 x_3 & 0 & 0 & 0 & x_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
x_3^2 & 0 & x_3^2 & 0 & 0 & 0 & 0 & x_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
x_3^2 & 0 & x_3^2 & 0 & 0 & 0 & 0 & 0 & x_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{pmatrix} .
\]

Observe that it is the matrix

\[
(I - L_A(x))^{-1} = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
L_{A_1} & I & \ldots & 0 \\
L_{A_2} L_{A_1} & L_{A_2} & I & \ldots \\
L_{A_3} L_{A_2} L_{A_1} & L_{A_3} L_{A_2} & L_{A_3} & I & \ldots \\
L_{A_3} & I & \ldots \\
\end{pmatrix} .
\]

Importantly, the bottom left corner is the product $L_{A_3} L_{A_2} L_{A_1}$ column vector whose components are a basis for homogeneous polynomials of degree three in thee variables. This may be used to get a linear description of our example polynomial $P(x)$, namely

\[
[0_{10} - 1 - 2 - 3 - 4 - 5 - 6 - 7 - 8 - 9 - 10] (I - L_A)^{-1} [1 \ 0_{10}]^T = P(x),
\]

where $0_k$ is a $k$-dimensional zero row vector.

**Example 5.5.** Now we try for a symmetric unipotent linear description for $P$ in the last example. This linear description can be used to find a determinantal representation for $1 - P(x)$ as in Theorem 5.2. Since our polynomial is in three variables, we use greek letters for ordered triples. For $\gamma = (\gamma_1, \gamma_2, \gamma_3)$, we define $b_\gamma$ as the coefficient of $x_1^{\gamma_1} x_2^{\gamma_2} x_3^{\gamma_3}$ in polynomial $P(x)$:

Also, define $x^\gamma = x_1^{\gamma_1} x_2^{\gamma_2} x_3^{\gamma_3}$. 

19
Table 1: Coefficients of $P$ and corresponding triples.

| $b_\gamma$ | -1 | -2 | -3 | -4 | -5 | -6 | -7 | -8 | -9 | -10 |
|------------|----|----|----|----|----|----|----|----|----|-----|
| $\gamma$   | (3,0,0) | (2,1,0) | (2,0,1) | (1,2,0) | (1,1,1) | (1,0,2) | (0,3,0) | (0,2,1) | (0,1,2) | (0,0,3) |

For $3 = 2e + 1$, $e = 1$, we set $L_{B_i} = L_{A_i}$ for $i = 1 = e$, $L_{B_i} = L_{A_i}^T$ for $i = 3 = e + 2$ and $L_{B_2}$ yet to be determined.

$L_{B_2} = (\phi_{\alpha,\beta})_{|\alpha|=|\beta|=e=1}$.

with

$$\phi_{\alpha,\beta} = \sum_{i=1}^{n} \lambda_{\alpha,\beta}^{(i)} b_{\alpha + \beta + \delta(i)} x_i,$$

where the $\lambda_{\alpha,\beta}^{(i)}$s are to be determined and $\delta_i$ is the tuple with 1 in the $i$th coordinate and other coordinates 0. The 3-tuples with $|\alpha| = 1$ (sum equal to one) are put into lexicographic order. This ordering gives the indeces for $L_{B_2}$.

| Order | 3-tuple $\alpha$ |
|-------|------------------|
| 1     | (1,0,0)          |
| 2     | (0,1,0)          |
| 3     | (0,0,1)          |

We write the $\phi$s and $\lambda$s abusing notation a bit by indexing the subscript
tuples by their order in the table above:

\[
\begin{align*}
\phi_{1,1} &= \lambda_{1,1}^{(1)} b_{(3,0,0)} x_1 + \lambda_{1,1}^{(2)} b_{(2,1,0)} x_2 + \lambda_{1,1}^{(3)} b_{(2,0,1)} x_3 \quad \alpha + \beta = (2, 0, 0) \\
\phi_{1,2} &= \lambda_{1,2}^{(1)} b_{(2,1,0)} x_1 + \lambda_{1,2}^{(2)} b_{(1,2,0)} x_2 + \lambda_{1,2}^{(3)} b_{(1,1,1)} x_3 \quad \alpha + \beta = (1, 1, 0) \\
\phi_{1,3} &= \lambda_{1,3}^{(1)} b_{(2,0,1)} x_1 + \lambda_{1,3}^{(2)} b_{(1,1,1)} x_2 + \lambda_{1,3}^{(3)} b_{(1,0,2)} x_3 \quad \alpha + \beta = (1, 0, 1) \\
\phi_{2,1} &= \lambda_{2,1}^{(1)} b_{(2,1,0)} x_1 + \lambda_{2,1}^{(2)} b_{(1,2,0)} x_2 + \lambda_{2,1}^{(3)} b_{(1,1,1)} x_3 \quad \alpha + \beta = (1, 1, 0) \\
\phi_{2,2} &= \lambda_{2,2}^{(1)} b_{(1,2,0)} x_1 + \lambda_{2,2}^{(2)} b_{(0,3,0)} x_2 + \lambda_{2,2}^{(3)} b_{(0,2,1)} x_3 \quad \alpha + \beta = (0, 2, 0) \\
\phi_{2,3} &= \lambda_{2,3}^{(1)} b_{(1,1,1)} x_1 + \lambda_{2,3}^{(2)} b_{(0,2,1)} x_2 + \lambda_{2,3}^{(3)} b_{(0,1,2)} x_3 \quad \alpha + \beta = (0, 1, 1) \\
\phi_{3,1} &= \lambda_{3,1}^{(1)} b_{(2,0,1)} x_1 + \lambda_{3,1}^{(2)} b_{(1,1,1)} x_2 + \lambda_{3,1}^{(3)} b_{(1,0,2)} x_3 \quad \alpha + \beta = (1, 0, 1) \\
\phi_{3,2} &= \lambda_{3,2}^{(1)} b_{(1,1,1)} x_1 + \lambda_{3,2}^{(2)} b_{(0,2,1)} x_2 + \lambda_{3,2}^{(3)} b_{(0,1,3)} x_3 \quad \alpha + \beta = (0, 1, 1) \\
\phi_{3,3} &= \lambda_{3,3}^{(1)} b_{(1,0,2)} x_1 + \lambda_{3,3}^{(2)} b_{(0,1,2)} x_2 + \lambda_{3,3}^{(3)} b_{(0,0,3)} x_3 \quad \alpha + \beta = (0, 0, 2)
\end{align*}
\]

These must satisfy

\[
P(x) = (x_1 \ x_2 \ x_3) \begin{pmatrix}
\phi_{1,1} & \phi_{1,2} & \phi_{1,3} \\
\phi_{2,1} & \phi_{2,2} & \phi_{2,3} \\
\phi_{3,1} & \phi_{3,2} & \phi_{3,3}
\end{pmatrix} \begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix},
\]

which is

\[
P(x) = x_1 \phi_{1,1} x_1 + x_1 \phi_{1,2} x_2 + x_1 \phi_{1,3} x_3 + x_2 \phi_{2,1} x_1 + x_2 \phi_{2,2} x_2 + x_2 \phi_{2,3} x_3 + x_3 \phi_{3,1} x_1 + x_3 \phi_{3,2} x_2 + x_3 \phi_{3,3} x_3.
\]

Noting \( e = 1 \),

\[
P(x) = \sum_{|\alpha| = e, |\beta| = e} x^\alpha \phi_{\alpha, \beta} x^\beta = \sum_{\gamma = 2e} x^\gamma \sum_{\alpha + \beta = \gamma} \phi_{\alpha, \beta} = \sum_{\gamma = 2e} \left( \sum_{i \in \text{Supp}(\gamma)} \sum_{\alpha + \beta = \gamma - \delta^{(i)}} \lambda_{\alpha, \beta}^{(i)} \right) b_\gamma x^\gamma,
\]

where \( \text{Supp}(\gamma) \) are the indices such that \( \gamma_i \neq 0 \).
Set
\[ \Lambda^{(i)}_\gamma = \sum_{\alpha+\beta=\gamma} \Lambda^{(i)}_{\alpha,\beta}, \]
which we consider in the context of the inner sum appearing in (5.1). For \(|\gamma| = 2e = 2\), the relevant \(\Lambda\)s follow:

\[
\begin{align*}
\Lambda^{(1)}_{(2,0,0)} &= \lambda^{(1)}_{1,1} \\
\Lambda^{(1)}_{(1,1,0)} &= \lambda^{(1)}_{1,2} + \lambda^{(1)}_{2,1} \\
\Lambda^{(1)}_{(1,0,1)} &= \lambda^{(1)}_{1,3} + \lambda^{(1)}_{3,1} \\
\Lambda^{(1)}_{(0,2,0)} &= \lambda^{(1)}_{2,2} \\
\Lambda^{(1)}_{(0,1,1)} &= \lambda^{(1)}_{2,3} + \lambda^{(1)}_{3,2} \\
\Lambda^{(1)}_{(0,0,2)} &= \lambda^{(1)}_{3,3}
\end{align*}
\]

\[
\begin{align*}
\Lambda^{(2)}_{(2,0,0)} &= \lambda^{(2)}_{1,1} \\
\Lambda^{(2)}_{(1,1,0)} &= \lambda^{(2)}_{1,2} + \lambda^{(2)}_{2,1} \\
\Lambda^{(2)}_{(1,0,1)} &= \lambda^{(2)}_{1,3} + \lambda^{(2)}_{3,1} \\
\Lambda^{(2)}_{(0,2,0)} &= \lambda^{(2)}_{2,2} \\
\Lambda^{(2)}_{(0,1,1)} &= \lambda^{(2)}_{2,3} + \lambda^{(2)}_{3,2} \\
\Lambda^{(2)}_{(0,0,2)} &= \lambda^{(2)}_{3,3}
\end{align*}
\]

\[
\begin{align*}
\Lambda^{(3)}_{(2,0,0)} &= \lambda^{(3)}_{1,1} \\
\Lambda^{(3)}_{(1,1,0)} &= \lambda^{(3)}_{1,2} + \lambda^{(3)}_{2,1} \\
\Lambda^{(3)}_{(1,0,1)} &= \lambda^{(3)}_{1,3} + \lambda^{(3)}_{3,1} \\
\Lambda^{(3)}_{(0,2,0)} &= \lambda^{(3)}_{2,2} \\
\Lambda^{(3)}_{(0,1,1)} &= \lambda^{(3)}_{2,3} + \lambda^{(3)}_{3,2} \\
\Lambda^{(3)}_{(0,0,2)} &= \lambda^{(3)}_{3,3}
\end{align*}
\]

We want to choose \(\lambda^{(i)}_{\alpha,\beta}\) so that
\[
\sum_{i \in \text{Supp}(\gamma)} \Lambda^{(i)}_{\gamma-\delta(i)} = 1,
\]
for each \(\gamma\) with \(|\gamma| = 2e + 1 = 3\). Each case for this sum is in the following table.

| \(\gamma\) | \(\text{Supp}(\gamma)\) | \(\sum_{i \in \text{Supp}(\gamma)} \Lambda^{(i)}_{\gamma-\delta(i)} = 1\) |
|---|---|---|
| (3,0,0) | 1 | \(\Lambda^{(1)}_{(2,0,0)}\) |
| (2,1,0) | 1,2 | \(\Lambda^{(1)}_{(1,1,0)} + \Lambda^{(2)}_{(2,0,0)}\) |
| (2,0,1) | 1,3 | \(\Lambda^{(1)}_{(1,0,1)} + \Lambda^{(3)}_{(2,0,0)}\) |
| (1,2,0) | 1,2 | \(\Lambda^{(1)}_{(0,2,0)} + \Lambda^{(2)}_{(1,1,0)}\) |
| (1,1,1) | 1,2,3 | \(\Lambda^{(1)}_{(0,1,1)} + \Lambda^{(2)}_{(1,0,1)} + \Lambda^{(3)}_{(1,1,0)}\) |
| (1,0,2) | 1,3 | \(\Lambda^{(1)}_{(0,0,2)} + \Lambda^{(3)}_{(1,0,1)}\) |
| (0,3,0) | 2 | \(\Lambda^{(2)}_{(0,2,0)}\) |
| (0,2,1) | 2,3 | \(\Lambda^{(2)}_{(0,1,1)} + \Lambda^{(3)}_{(0,2,0)}\) |
| (0,1,2) | 2,3 | \(\Lambda^{(2)}_{(0,0,2)} + \Lambda^{(3)}_{(0,1,1)}\) |
| (0,0,3) | 3 | \(\Lambda^{(3)}_{(0,0,2)}\) |
Two steps give the solution selected by Quarez. The first step is to set \( \Lambda^i_i = 0 \) when \( i > \min(\text{Supp}(\epsilon)) \) with \( \lambda_{i,\beta}^{(i)} = 0 \) for all \( \alpha \) and \( \beta \) such that \( \alpha + \beta = \epsilon \). These are in red above. This means that each of the following are zero: \( \lambda_{1,1}^{(2)}, \lambda_{1,1}^{(3)}, \lambda_{1,2}^{(2)}, \lambda_{2,1}^{(2)}, \lambda_{1,3}^{(2)}, \lambda_{3,1}^{(2)}, \lambda_{2,1}^{(3)}, \lambda_{1,3}^{(3)}, \lambda_{3,1}^{(3)}, \lambda_{2,2}^{(3)}, \lambda_{3,2}^{(3)}, \lambda_{3,3}^{(3)} \). The second step is for the case when \( i \leq \min(\text{Supp}(\epsilon)) \). Let \( \alpha_0 \) be the highest in lexicographic ordering such that there is \( \beta_0 \) with \( \alpha_0 + \beta_0 = \epsilon \). If \( \alpha_0 = \beta_0 \), \( \lambda_{i,\beta}^{(i)} = 1 \) and otherwise \( \lambda_{i,\beta}^{(i)} = \lambda_{\beta_0,\alpha_0}^{(i)} = 1/2 \). The other \( \lambda_{i,\beta}^{(i)} \) are zero. The weights \( \lambda_{1,1}^{(1)}, \lambda_{2,2}^{(2)}, \) and \( \lambda_{3,3}^{(3)} \) are one, and \( \lambda_{2,2}^{(1)}, \lambda_{3,3}^{(1)}, \lambda_{3,3}^{(2)} \) are zero.

| \( \epsilon \) | \( \alpha_0 \) and \( \beta_0 \) | \( \lambda_{i,\beta}^{(j)} \) |
|---|---|---|
| \( \epsilon = (2, 0, 0) \) | \( \alpha_0 = \beta_0 = (1, 0, 0) \) | \( 1 = \lambda_{1,1}^{(1)} \) |
| \( \epsilon = (1, 1, 0) \) | \( \alpha_0 = (1, 0, 0) \) and \( \beta_0 = (0, 1, 0) \) | \( 1/2 = \lambda_{1,2}^{(1)} = \lambda_{2,1}^{(1)} \) |
| \( \epsilon = (1, 0, 1) \) | \( \alpha_0 = (1, 0, 0) \) and \( \beta_0 = (0, 0, 1) \) | \( 1/2 = \lambda_{1,3}^{(1)} = \lambda_{3,1}^{(1)} = 1/2 \) |
| \( \epsilon = (0, 2, 0) \) | \( \alpha_0 = \beta_0 = (0, 1, 0) \) | \( 1 = \lambda_{2,2}^{(1)} = \lambda_{2,2}^{(2)} \) |
| \( \epsilon = (0, 1, 1) \) | \( \alpha_0 = (0, 1, 0) \) and \( \beta_0 = (0, 0, 1) \) | \( 1/2 = \lambda_{2,3}^{(1)} = \lambda_{3,2}^{(1)} \) and \( 1/2 = \lambda_{2,3}^{(2)} = \lambda_{3,2}^{(2)} \) |
| \( \epsilon = (0, 0, 2) \) | \( \alpha_0 = \beta_0 = (0, 0, 1) \) | \( 1 = \lambda_{3,3}^{(1)} = \lambda_{3,3}^{(2)} = \lambda_{3,3}^{(3)} \) |

Thus the following are zero: \( \lambda_{1,1}^{(2)}, \lambda_{1,1}^{(3)}, \lambda_{1,2}^{(2)}, \lambda_{2,1}^{(2)}, \lambda_{1,3}^{(2)}, \lambda_{2,1}^{(3)}, \lambda_{1,3}^{(3)}, \lambda_{1,1}^{(3)}, \lambda_{2,2}^{(3)}, \lambda_{3,3}^{(3)}, \) and \( \lambda_{3,3}^{(3)} \).

\[
\begin{align*}
\phi_{1,1} &= (1)b_{(3,0,0)}x_1 + (0)b_{(2,1,0)}x_2 + (0)b_{(2,0,1)}x_3 = b_{(3,0,0)}x_1 \\
\phi_{1,2} &= (1/2)b_{(2,1,0)}x_1 + (0)b_{(1,2,0)}x_2 + (0)b_{(1,1,1)}x_3 = b_{(2,1,0)}/2 x_1 \\
\phi_{1,3} &= (1/2)b_{(2,0,1)}x_1 + (0)b_{(1,1,1)}x_2 + (0)b_{(0,2,0)}x_3 = b_{(2,0,1)}/2 x_1 \\
\phi_{2,1} &= (1/2)b_{(2,1,0)}x_1 + (0)b_{(1,2,0)}x_2 + (0)b_{(1,1,1)}x_3 = b_{(2,1,0)}/2 x_1 \\
\phi_{2,2} &= (1)b_{(1,2,0)}x_1 + (1)b_{(0,3,0)}x_2 + (0)b_{(0,2,1)}x_3 = b_{(1,2,0)}x_1 + b_{(0,3,0)}x_2 \\
\phi_{2,3} &= (1/2)b_{(1,1,1)}x_1 + (1/2)b_{(0,2,1)}x_2 + (0)b_{(0,1,2)}x_3 = b_{(1,1,1)}/2 x_1 + b_{(0,2,1)}/2 x_2 \\
\phi_{3,1} &= (1/2)b_{(2,0,1)}x_1 + (0)b_{(1,1,1)}x_2 + (0)b_{(1,0,2)}x_3 = b_{(2,0,1)}/2 x_1 \\
\phi_{3,2} &= (1/2)b_{(1,1,1)}x_1 + (1/2)b_{(0,2,1)}x_2 + (0)b_{(0,1,3)}x_3 = b_{(1,1,1)}/2 x_1 + b_{(0,2,1)}/2 x_2 \\
\phi_{3,3} &= (1)b_{(1,0,2)}x_1 + (1)b_{(0,1,2)}x_2 + (1)b_{(0,0,3)}x_3 = b_{(1,0,2)}x_1 + b_{(0,1,2)}x_2 + b_{(0,0,3)}x_3
\end{align*}
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Making the substitutions from Table 1,

\[ L_2 = L_{e+1} = \begin{bmatrix}
-x_1 & -x_1 & -3/2x_1 \\
-x_1 & -4x_1 - 7x_2 & -5/2x_1 - 4x_2 \\
-3/2x_1 & -5/2x_1 - 4x_2 & -6x_1 - 9x_2 - 10x_3
\end{bmatrix}. \]

For

\[ L_A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -x_1 & -x_1 & -3/2x_1 & 0 & 0 & 0 & 0 \\
0 & -x_1 & -4x_1 - 7x_2 & -5/2x_1 - 4x_2 & 0 & 0 & 0 & 0 \\
0 & -3/2x_1 & -5/2x_1 - 4x_2 & -6x_1 - 9x_2 - 10x_3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x_1 & x_2 & x_3
\end{bmatrix}, \]

\[ P(x) = L_0 (I - L_A(x))^{-1} C_0 \]

is a unipotent linear description for \( P(x) \) such that \( L_0 = [0, 0, 0, 0, 0, 0, 1] \) and \( C_0 = [1, 0, 0, 0, 0, 0, 0] \). Indeed, \( L_A^4 = 0 \).

### 5.2 Symmetric determinantal representation

We now aim to “symmetrize” the linear pencil from the previous example.

**Example 5.6.** We take Example 5.5 as our starting point. Before substitution the matrix

\[ L_A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
x_3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & b_{(3,0)}x_1 & b_{(2,1,0)/2} x_1 & b_{(2,0,1)/2} x_1 & 0 & 0 & 0 & 0 \\
0 & b_{(2,1,0)/2} x_1 & b_{(1,2,0)} x_1 + b_{(0,3,0)} x_2 & b_{(1,1,1,1)/2} x_1 + b_{(0,2,1)/2} x_2 & 0 & 0 & 0 & 0 \\
0 & b_{(2,0,1)/2} x_1 & b_{(1,1,1,1)/2} x_1 + b_{(0,2,1)/2} x_2 & b_{(1,0,2)} x_1 + b_{(0,1,2)} x_2 + b_{(0,0,3)} x_3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & x_1 & x_2 & x_3
\end{bmatrix} \]

The linear description given by the matrix above and \( L_0 \) and \( C_0 \) is sym-
metrizable using matrix

\[
S = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

That is \(SL_A = L_A^T S\) and \(SC_0 = L_0^T\).

The following matrices are related to \(S\):

\[
P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix},
\]

\[
Y = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{bmatrix}.
\]

and \(U = 1/\sqrt{2} \ PY\). The relation is \(S = UJU^T\). The matrix \(U\) comes up in the proof of Theorem 5.1.

We next find the matrix pencil \(L_A = JU^T L_A U^{-T}\). It is
Now, define $\tilde{L} = L_0 U^{-\top}$, where $L_0 = [0, 0, 0, 0, 0, 0, 1]$. This is $\tilde{L} = [1/\sqrt{2}, 0, 0, 0, 0, 0, -1/\sqrt{2}]$. We set $\tilde{C} = \tilde{L}^\top$. Now,

$$
\tilde{C} \tilde{C}^\top = \begin{bmatrix}
\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & -\frac{1}{2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} \\
\end{bmatrix}.
$$

Note that $P(x) = \tilde{L}(J - L_{\tilde{A}})^{-1}\tilde{L}^\top$. The matrix pencil $J - \tilde{C} \tilde{C}^\top - L_{\tilde{A}}$ equals

$$
\begin{bmatrix}
\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & \frac{1}{2} & -\frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{2} & -\frac{1}{2} & \frac{1}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & 0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} \\
\end{bmatrix}
$$
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The determinant $\det(J) \det(J - \tilde{C}C^T - L_{\tilde{A}})$ equals $1 - P(x)$. When $x_3 = 1$, $p(x) = 1 - P(x)$. In this case $\det(J) = 1$. In general, $\det(J)$ can be predetermined according to the parity of $N/2$. For the case where $N/2$ is odd, we would set $P$ to be the homogenization of $-p(x)$. After substituting $x_3 = 1$ in the matrix pencil $J - \tilde{C}C^T - L_{\tilde{A}}$,

$$p(x) = \det(J - \tilde{C}C^T - L_{\tilde{A}}) \bigg|_{x_3 = 1}.$$

Thus $p(x)$ is the determinant of

$$\begin{bmatrix}
\frac{1}{2} & \frac{-x_3}{2} & \frac{-x_2}{2} & \frac{-x_1}{2} & \frac{x_1}{2} & \frac{x_2}{2} & \frac{x_3}{2} & \frac{1}{2} \\
\frac{x_3}{2} & \frac{6x_1 + 9x_2 + 10x_3 + 2}{4} & \frac{5x_1 + 8x_2}{4} & \frac{3x_1}{4} & \frac{3x_1}{4} & \frac{5x_1 + 8x_2}{4} & \frac{6x_1 + 9x_2 + 10x_3}{2} & \frac{-x_3}{2} \\
\frac{x_2}{2} & \frac{5x_1 + 8x_2}{4} & \frac{4x_1 + 7x_2 + 2}{2} & \frac{x_1}{2} & \frac{x_1}{2} & \frac{4x_1 + 7x_2 + 2}{2} & \frac{5x_1 + 8x_2}{4} & \frac{-x_2}{2} \\
\frac{x_3}{2} & \frac{3x_1}{4} & \frac{x_1}{2} & \frac{x_1 + 2}{2} & \frac{x_1}{2} & \frac{x_1}{2} & \frac{3x_1}{4} & \frac{-x_3}{2} \\
x_1 & \frac{3x_1}{4} & \frac{x_1}{2} & \frac{x_1}{2} & \frac{x_1 - 2}{2} & \frac{x_1}{2} & \frac{3x_1}{4} & \frac{x_1}{2} \\
\frac{x_2}{2} & \frac{5x_1 + 8x_2}{4} & \frac{4x_1 + 7x_2 + 2}{2} & \frac{x_1}{2} & \frac{x_1}{2} & \frac{4x_1 + 7x_2 + 2}{2} & \frac{5x_1 + 8x_2}{4} & \frac{-x_2}{2} \\
\frac{x_3}{2} & \frac{6x_1 + 9x_2 + 10x_3}{4} & \frac{5x_1 + 8x_2}{4} & \frac{3x_1}{4} & \frac{3x_1}{4} & \frac{5x_1 + 8x_2}{4} & \frac{6x_1 + 9x_2 + 10x_3 - 2}{2} & \frac{-x_3}{2} \\
\frac{1}{2} & \frac{-x_3}{2} & \frac{-x_2}{2} & \frac{-x_1}{2} & \frac{x_1}{2} & \frac{x_2}{2} & \frac{x_3}{2} & \frac{3}{2}
\end{bmatrix}.$$

6 Stable approximation based on Quarrez’s construction

Given $g(u)$, we computed an approximating stable polynomial $p(u)$ in four steps. First, a symmetric determinantal representation is computed using Quarrez’s construction detailed in Section 5. Second, the eigendecomposition of each matrix $A_1, A_2, \ldots, A_n$ is computed using the QR algorithm with Wilkinson shift [9]. Each symmetric matrix $A_j$ is factored into eigendecomposition $Q_j \Lambda_j Q_j^T$, where $\Lambda$ is diagonal and $Q_j$ is unitary. Third, each negative eigenvalue appearing on the diagonal of $\Lambda_j$ in the eigendecomposition of $A_j$ is replaced by zero. The result of this substitution are the positive semidef-
inite matrices $B_j = Q_j \Lambda_j^{2j} Q_j^T$ for $1 \leq j \leq n$. The matrix $B_j$ is the closest positive definite matrix to $A_j$ in the Froebinius norm [13]. Last, the computed determinant of the linear pencil $\det(A_0 + B_1 x_1 + B_2 x_2 + \cdots + B_n x_n)$ is the approximating stable polynomial $p(u)$. This determinant is computed by Gaussian elimination.

Overall, this method of approximation did not give good results. When the input polynomial is stable, the approximating polynomial and stable input polynomial should ideally be identical. However, the matrices in the construction of Quarez’s symmetric matrix pencil are not PSD for any input polynomial. Indeed, matrices in Quarez’s symmetric linear pencil have zero diagonal entries in rows and columns that have nonzero entries, and such matrices are not PSD.

Because of this obstacle, three kinds of tests were tried to improve the absolute error of the approximation. The meaning of the different tests follows:

(I) Result of replacing symmetric matrices with nearest PSD. Method I approximates polynomial

$$\det (A_0 + A_1 x_1).$$

(II) Result of dividing the polynomial by its constant, then finding nearest PSD. Method II approximates polynomial

$$p(0) \det \left( \tilde{A}_0 + \tilde{A}_1 x_1 \right)$$

(III) Result of dividing the polynomial by its constant then converting pencil to the form below. Method III approximates

$$p(0) \det(J) \det \left( J + V^{-1} \tilde{A}_1 V^{-T} x_1 \right),$$

where

$$V^{-1} = |D_0|^{-1/2} Q_0^T$$

with $\det V = \det V^{-1} = 1$. 
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6.1 Single variable code testing

**First Test:** Input unstable polynomial $2(x^2 + 1)$. Outputs are

(I) $-x + 2$.

(II) $0.25x^2 - 1.5x + 2$.

(III) $0.17586x^2 - 1.23586x + 2$.

![Figure 2: First test (unstable polynomial)](image)

**Second Test:** Input stable $(x - 3)(x + 5) = x^2 + 2x - 15$. Outputs are

(I) $0.8649186937918076x^2 - 0.5062305898757611x - 15$.

(II) $0.5295084x^2 - 9.50623058x - 15$.

(III) $2.84460x^2 - 28.12852x - 15$. 
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Third Test: Input stable \((3x + 4)(2x - 8) = 6x^2 - 16x - 32\). Outputs are

(I) \(11.33145636483897x^2 - 16.51731858291348x - 32\).

(II) \(0.35884x^2 + 16.017318x - 32\).

(III) \(0.00843999x^2 + 6.85904x - 32\).

Forth Test: Input unstable polynomial \(2(x^3 + 1)\). Outputs are
(I) $-0.5x + 2$.  
(II) $-x + 2$.  
(III) $-2.0686569566293x + 2$.

![Graph showing absolute error](chart.png)

**Figure 5: Fourth test (unstable polynomial)**

**Fifth Test:** Input stable polynomial $(x - 2)^2(x + 3) = x^3 - x^2 - 8x + 12$. Outputs are

- (I) $-0.590553x^2 - 8.503142x + 12$.  
- (II) $-0.46780x^2 - 11.003142x + 12$.  
- (III) $-2.31755x^2 - 2.22928x + 12$.  
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Sixth Test: Input stable polynomial \((x-1)(x+2)(x+4) = x^3+5x^2+2x-8\). Outputs are

(I) \(3.025235x^2 - .9218419x - 8\)

(II) \(2.799269x^2 + 6.421841x - 8\)

(III) \(4.407706x^2 - 8.2145986x - 8\)
**Seventh Test:** Input unstable polynomial \(2(x^4 + 1) = 2x^4 + 2\). Outputs are

(I) \(0.25x^4 - 0.5x^3 + 1.5x^2 + x + 2\)

(II) \(0.1875x^4 - 0.625x^3 - x^2 + 2x + 2\)

(III) \(0.8005825x^3 - 0.8005825x^2 - 2x + 2\)

![Absolute Error](image)

Figure 8: Seventh test (unstable polynomial)

**Eighth Test:** Input stable polynomial \((x - 2)^2(x + 3)^2 = x^4 + 2x^3 - 11x^2 - 12x + 36\). Outputs are

(I) \(0.0159055x^5 + 9.981988x^4 - 0.7308409x^3 - 44.810846x^2 + 1.27689523x + 36\)

(II) \(0.00044182x^5 + 0.438715x^4 - 5.094134x^3 - 10.692309x^2 + 36.276895x + 36\)

(III) \(0.00016231x^5 + 0.0615861x^4 - 18.59065x^3 - 23.85552x^2 + 30.68338x + 36\)

**Ninth Test:** Input stable polynomial \((3x + 4)(2x - 3)(4x + 5)(x - 7) = 24x^4 - 142x^3 - 235x^2 + 311x + 420\). Outputs are
6.2 Two variable code testing

The same three kinds of tests were performed on bivariable polynomials. The meaning of the different tests follows:

(I) $45366.84581x^{12} - 2885.25820x^{11} + 111.31554x^{10} - 4.24957x^9$
   $+ 0.176432x^8 - 0.005266458x^7 + 0.0002677091x^6 - 0.00005539157x^5$
   $+ 1833.79782x^4 - 127.116239x^3 - 10232.78663x^2 + 317.570619x + 420$

(II) $35.716124x^4 - 179.4912389x^3 - 233.116026x^2 + 736.570619x + 420$

(III) $-144.33366x^4 - 466.80303x^3 - 216.00197x^2 + 520.24111x + 420$
(I) Result of replacing symmetric matrices with nearest PSD. Method I approximates polynomial
\[ \det (A_0 + A_1 x + A_2 y) \]

(II) Result of dividing the polynomial by its constant, then finding the nearest PSD. Method II approximates the polynomial
\[ p(0) \det (\tilde{A}_0 + \tilde{A}_1 x + \tilde{A}_2 y) \]

(III) Result of dividing the polynomial by its constant then converting the pencil to the form below. Method III approximates
\[ p(0) \det \left( J + V^{-1} \tilde{A}_1 V^{-T} x + V^{-1} \tilde{A}_2 V^{-T} y \right), \]
where
\[ V^{-1} = |D_0|^{-1/2} Q_0^T \]
with \( \det V = \det V^{-1} = 1. \)

**First two variable test:** Unstable polynomial \( p(x, y) = 5(xy + 1). \) \((i, i)\) is a root in \( \mathbb{R}^2 \). Outputs are

(I) \[ -0.3125x^2y - 1.875xy + 0.5y + 1.75x + 5 \]
(II) \[ -0.3125x^2y + 0.625xy + 2.5y + 3.75x + 5 \]
(III) \[ 0.864922x^2y - 2.178960xy - 1.803055y - 1.860956x^2 + 0.398135x + 5 \]
Second two variable test: Unstable polynomial \( p(x, y) = 7(x^2 - y^2 - 1) \). One solution set contained in \( \mathbb{H}^2 \) is \( (i\sqrt{a^2 - 1}, ai) \) for \( a > 1 \). Output is

(1) \(-5.35937x^2y^2 - 1.96875xy^2 - 1.96875x^2y + 4.375y^2 + 7.875x^2 + 2.25y + 2.25x - 7\)
Reducing the size of Quarrez’s linear pencil

Since the tests in Section 6 did not provide satisfactory results for the case where a polynomial is stable, we continued our search for an approximation scheme in which the approximating polynomial equals the input polynomial when the input polynomial is stable. A place to start was to reduce the size of the linear pencils in Quarrez’s construction using elementary row operations. The hope being that the negative eigenvalues inherent in Quarrez’s construction might be removed. These eigenvalues of matrices appearing in the pencil occur due to zeros on the main diagonal occurring in rows which have nonzero entries. Since these rows do not depend on the coefficients of the polynomial, they may be unnecessary. An added bonus of reducing the size is to make the approximation method less expensive computationally.

In this section, an example polynomial is studied for which a reduction in the size of the linear pencil in Quarrez’s construction is possible. For this example, the size of Quarrez’s matrix pencil can be shrunk by four in the single variable degree two case. Examples of larger linear pencils being reduced are provided in Appendix A. These examples suggest that the size $N$ can be reduced from $2^{(n+1+[d/2])}$ to at most $2^{(n+[d/2])}$. This is a reduction of $2^{(n+1+[d/2])}$. Further evidence to support the plausibility of this conjectured size reduction is that in Quarrez’s construction there are $2^{(n+[d/2])}$ rows of the symmetric linear pencil that are independent of the coefficients of the polynomial.

The first example we give here is reducing the size of the symmetric linear pencil given in Quarrez’s construction for the stable polynomial

$$p(x) = 4x^2 + 9x + 1$$

with real roots $(-9 \pm \sqrt{65})/8$. The polynomial has a $2 \times 2$ symmetric determinantal representation,

$$p(x) = \det \left( \begin{bmatrix} 5 & 11 \\ 11 & 25 \end{bmatrix} x + \begin{bmatrix} 1 & 3 \\ 3 & 10 \end{bmatrix} \right). \quad (7.1)$$

The above representation demonstrates that $p$ is a stable polynomial—the matrix $\begin{bmatrix} 5 & 11 \\ 11 & 25 \end{bmatrix}$ is PSD. Neither reducing the symmetric linear pencil from
Quarez’s construction based on the original choice of weights nor based on
the diagonal choice of weights gave a determinantal representation that de-
monstrates that $p$ is a stable polynomial. We explored relationships between
these two linear pencils and also attempted to relate them with the linear
carm in (7.1).

7.1 Original weights

From Quarez’s original method of choosing weights this polynomial can be
represented as follows:

$$p(x) = \det \begin{pmatrix}
0 & 0 & -0.5 & 0.5 & 0 & 0 \\
-0.5 & -1 & -1 & -4.5 & 0 \\
0 & -1 & 0 & 0 & -1 & -0.5 \\
0.5 & -1 & 0 & 0 & -1 & 0.5 \\
0 & -4.5 & -1 & -1 & -4.5 & 0 \\
0 & 0 & -0.5 & 0.5 & 0 & 0
\end{pmatrix} x + \begin{pmatrix}
0.5 & -0.5 & 0 & 0 & 0.5 & 0.5 \\
-0.5 & 0 & 0 & -1 & -0.5 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
0.5 & -1 & 0 & 0 & -2 & 0.5 \\
0.5 & -0.5 & 0 & 0 & 0.5 & -1.5
\end{pmatrix}$$

Denote the pencil $Ax + B$ by $P$.

$$P = \begin{pmatrix}
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & 0.5 \\
-0.5 & -4.5x & -x & -x & -4.5x - 1 & -0.5 \\
-0.5x & -x & 1 & 0 & -x & -0.5x \\
0.5x & -x & 0 & -1 & -x & 0.5x \\
0.5 & -4.5x - 1 & -x & -x & -4.5x - 2 & 0.5 \\
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & -1.5
\end{pmatrix}$$

A series of seven row operations $M_7M_6M_5\cdots M_1$ yields

$$M = M_7M_6M_5\cdots M_1 = \begin{pmatrix}
0.5 & 0.625 & 0.0 & 0.0 & -0.625 & 0.0 \\
1.0 & 1.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & -0.5x & 0.75 & -0.25 & 0.5x & 0.0 \\
0.0 & x & -0.5 & 1.5 & -x & 0.0 \\
1.0 & -0.75 & 0.0 & 0.0 & 0.75 & 0.0 \\
-1.0 & 0.0 & 0.0 & 0.0 & 0.0 & 1.0
\end{pmatrix}$$
The row operations applied to $P$ are

$$MPM^T = \begin{bmatrix}
-0.5 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & -4.5x - 0.5 & -1.0x & 0.0 & 0.0 & 0.0 \\
0.0 & -1.0x & 0.5 & 0.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & -2.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 2.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & -2.0
\end{bmatrix}.$$ 

By construction each row operations has $\det(M_i) = 1$. So,

$$\det(P) = \det(MPM^T) = (-2)^2(-0.5)(2) \det\left( \begin{bmatrix}
-4.5x & -0.5 & -x \\
-x & 0.5
\end{bmatrix} \right).$$

We may write

$$p(x) = \det(P) = -4 \det\left( \begin{bmatrix}
-4.5 & -1 \\
-1 & 0
\end{bmatrix} x + \begin{bmatrix}
-0.5 & 0 \\
0 & 0.5
\end{bmatrix} \right). \quad (7.2)$$

The matrix

$$\begin{bmatrix}
-4.5 & -1 \\
-1 & 0
\end{bmatrix}$$

has eigenvalues $-4.7121445044902$, and $0.21221445044902$. Unfortunately, the matrix pencil (7.2) does not demonstrate that $p(x)$ is stable. For that we need both to be positive ($-p$ is stable) or both negative ($p$ is stable). We can rewrite (7.2) as

$$p(x) = \det(P) = - \det\left( \begin{bmatrix}
2 & 0 \\
0 & 2
\end{bmatrix} \det\left( \begin{bmatrix}
-4.5 & -1 \\
-1 & 0
\end{bmatrix} x + \begin{bmatrix}
-0.5 & 0 \\
0 & 0.5
\end{bmatrix} \right) \right).$$

or

$$p(x) = \det(P) = - \det\left( \begin{bmatrix}
-9 & -2 \\
-2 & 0
\end{bmatrix} x + \begin{bmatrix}
-1 & 0 \\
0 & 1
\end{bmatrix} \right). \quad (7.3)$$

### 7.2 Diagonal weights

Quarez also provides a choice of weights that has a diagonal upper left inner block is

$$p(x) = \det\left( \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -0.5 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.5 \\
0 & 0 & 0 & 0 & -0.5 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.5 \\
0 & 0 & -0.5 & 0 & 0 & 0
\end{bmatrix} x + \begin{bmatrix}
0.5 & -0.5 & 0 & 0 & 0.5 & 0.5 \\
0.5 & 0 & 0 & -1 & 0.5 & 0 \\
0 & 0 & -1 & 0 & -1 & -0.5 \\
0 & 0 & 0 & -1 & -2 & 0 \\
0 & 0 & 0 & -2 & -3 & 0 \\
0.5 & -1 & 0 & 0 & -2 & 0.5 \\
0.5 & -0.5 & 0 & 0 & 0.5 & -1.5
\end{bmatrix} \right).$$
Again, we use capitol $P$ to denote the pencil

$$P = \begin{bmatrix}
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & 0.5 \\
-0.5 & -4.5x & 0 & 0 & -4.5x - 1 & -0.5 \\
-0.5x & 0 & -1 & -2 & 0 & -0.5x \\
0.5x & 0 & -2 & -3 & 0 & 0.5x \\
0.5 & -4.5x - 1 & 0 & 0 & -4.5x - 2 & 0.5 \\
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & -1.5
\end{bmatrix}.$$  

Ten row operations $M_{10}M_9M_8 \cdots M_1$ yielded

$$M = M_{10}M_9M_8 \cdots M_1 = \begin{bmatrix}
1 & 0.0 & 0 & 0 & 0.0 & -1 \\
2 & 1.0 & 0 & 0 & -1.0 & 0 \\
0 & 0.0 & 1 & 1 & 0.0 & 0 \\
-1/9 & -0.5x - 1/9 & 5/8 & -3/8 & 0.5x & 0 \\
1 & 1.0 & 0 & 0 & 0.0 & 0 \\
1 & 0.0 & 0 & 0 & 0.0 & 0
\end{bmatrix}.$$  

Applied to $P$ this gives

$$MPM^T = \begin{bmatrix}
-2 & 0 & 0 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 & 0 & 0 \\
0 & 0 & -8 & 0 & 0 & 0 \\
0 & 0 & 0 & x/18 + 77/648 & 1/18 & 0 \\
0 & 0 & 0 & 1/18 & -9/2x - 1/2 & 0 \\
0 & 0 & 0 & 0 & 0 & 1/2
\end{bmatrix}.$$  

Since $\det(P) = \det(MPM^T)$,

$$\det(P) = (-8)(-2)^2(1/2)\det\left(\begin{bmatrix} x/18 + 77/648 & 1/18 \\
1/18 & -9/2x - 1/2 \end{bmatrix}\right).$$  

Thus,

$$p(x) = \det(P) = -16\det\left(\begin{bmatrix} 1/18 & 0 \\
0 & -9/2 \end{bmatrix}x + \begin{bmatrix} 77/648 & 1/18 \\
1/18 & -1/2 \end{bmatrix}\right). \quad (7.4)$$

Again, the matrix coefficient of $x$ in the above has mixed signed eigenvalues and the pencil appearing in (7.4) does not indicate that $p(x)$ is stable. We can rewrite (7.4) as

$$p(x) = \det(P) = -\det\left(\begin{bmatrix} 4 & 0 \\
0 & 4 \end{bmatrix}\right)\det\left(\begin{bmatrix} 1/18 & 0 \\
0 & -9/2 \end{bmatrix}x + \begin{bmatrix} 77/648 & 1/18 \\
1/18 & -1/2 \end{bmatrix}\right)$$  
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or

\[ p(x) = \det(P) = -\det \left( \begin{bmatrix} 2/9 & 0 \\ 0 & -18 \end{bmatrix} x + \begin{bmatrix} 77/162 & 2/9 \\ 2/9 & -2 \end{bmatrix} \right) \] (7.5)

### 7.3 Relationships between pencils

The pencils from (7.3) and (7.5),

\[
\begin{bmatrix} -9 & -2 \\ -2 & 0 \end{bmatrix} x + \begin{bmatrix} -1 & 0 \\ 0 & 1 \end{bmatrix} \] (7.6)

and

\[
\begin{bmatrix} 2/9 & 0 \\ 0 & -18 \end{bmatrix} x + \begin{bmatrix} 77/162 & 2/9 \\ 2/9 & -2 \end{bmatrix}
\]

are related. For

\[
\mathcal{M} = \begin{bmatrix} \sqrt{65}/\sqrt{2} & 73\sqrt{2}/(9 \cdot 65^{3/2}) \\ -9\sqrt{65}/\sqrt{2} & \sqrt{2}/\sqrt{65} - 73\sqrt{2}/65^{3/2} \end{bmatrix},
\]

\[
\mathcal{M} \begin{bmatrix} 2x/9 + 77/162 & -2x - 73/18 \\ -2x - 73/18 & 65/2 \end{bmatrix} \mathcal{M}^T = \begin{bmatrix} -9x - 1 & -2x \\ -2x & 1 \end{bmatrix}.
\]

It was difficult to relate back to the original pencil. The original pencil after raising its dimension is

\[
\begin{bmatrix} 5 & 11 & 0 \\ 11 & 25 & 0 \\ 0 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} 1 & 3 & 0 \\ 3 & 10 & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 5x + 1 & 11x + 3 & 0 \\ 11x + 3 & 25x + 10 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

Consider the pencil from (7.3). Raising its dimension and bringing in the negative sign gives

\[
P = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -9x - 1 & -2x \\ 0 & -2x & 1 \end{bmatrix}.
\]

Initially, column and row operations described by the matrix

\[
M_1 = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}
\]
and its transpose move the $-1$ to the lower right:

$$M_1 P M_1^T = \begin{bmatrix} -9x - 1 & -2x & 0 \\ -2x & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix}.$$  

To change the sign of this $-1$, the symmetry of the pencil will spoiled. Later the symmetry can be restored.

The matrix

$$M_2 = \begin{bmatrix} 0 & -1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & -1 \end{bmatrix}$$

has determinant 1.

$$M_2 M_1 P M_1^T = \begin{bmatrix} 2x & 9x + 1 & 0 \\ -1 & 2x & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

is no longer symmetric. After a few choices, right multiplication by

$$M_3 = \begin{bmatrix} 17 & -4 & 0 \\ -4 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

with determinant 1 yields a symmetric matrix

$$M_3 M_2 M_1 P M_1^T = \begin{bmatrix} -8x - 1 & -34x - 4 & 0 \\ -34x - 4 & -145x - 17 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$  

Row and column operations can be done to get

$$M_4 = \begin{bmatrix} 13/10 & -3/25 & 0 \\ -5/2 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

such that

$$M_4 M_3 M_2 M_1 P M_1^T M_4^T = \begin{bmatrix} -5x - 1717/2500 & -11x - 111/100 & 0 \\ -11x - 111/100 & -25x - 13/4 & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$
Right multiplication by

\[ M_5 = \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \]

yields a matrix that shows the polynomial is stable:

\[ M_5M_4M_3M_2M_1PM_1^T = \begin{bmatrix} 5x + 1717/2500 & 11x + 111/100 & 0 \\ 11x + 111/100 & 25x + 13/4 & 0 \\ 0 & 0 & 1 \end{bmatrix} \]

Rewritten this is

\[
\begin{bmatrix} 5 & 11 & 0 \\ 11 & 25 & 0 \\ 0 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} 1717/2500 & 111/100 & 0 \\ 111/100 & 13/4 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \tag{7.7}
\]

which has the same determinant as the original pencil and has the same “coefficient” matrix but different “constant” matrix. That is,

\[
\det \left( \begin{bmatrix} 5 & 11 & 0 \\ 11 & 25 & 0 \\ 0 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} 1 & 3 & 0 \\ 3 & 10 & 0 \\ 0 & 0 & 1 \end{bmatrix} \right) = \det \left( \begin{bmatrix} 5 & 11 & 0 \\ 11 & 25 & 0 \\ 0 & 0 & 0 \end{bmatrix} x + \begin{bmatrix} 1717/2500 & 111/100 & 0 \\ 111/100 & 13/4 & 0 \\ 0 & 0 & 1 \end{bmatrix} \right).
\]

8 Other determinantal representations

The goal of our search for other determinantal representations was to find a determinantal representation that would determine whether a polynomial is stable. A place to start is to replace the zeros that appear on the diagonals in some of the matrices in Quarez’s construction.

8.1 First attempt at a different representation

Set

\[
A_1 = \begin{bmatrix} \frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \\ 0 & a & c & c & a & 0 \\ -\frac{1}{2} & c & b & -b & c & -\frac{1}{2} \\ \frac{1}{2} & c & -b & b & c & \frac{1}{2} \\ 0 & a & c & c & a & 0 \\ \frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \end{bmatrix}
\]
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and

\[
A_2 = \begin{bmatrix}
1 & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\
-\frac{1}{2} & f + 1 & 0 & 0 & f & -\frac{1}{2} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
\frac{1}{2} & f & 0 & 0 & f - 1 & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & -1.5
\end{bmatrix}
\]

Then

\[
\det(A_1x + A_2) = 8bc^2x^3 - 4cx^2 + (-2a - 1)x - 2f - 1
\]

Making substitutions \(f = -1, a = -5, c = -1,\) and \(b = 0,\) we obtain

\[
\det(A_1x + A_2) = 4x^2 + 9x + 1.
\]

The matrix

\[
A_1 = \begin{bmatrix}
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & -5 & -1 & -1 & -5 & 0 \\
-\frac{1}{2} & -1 & 0 & 0 & -1 & -\frac{1}{2} \\
\frac{1}{2} & -1 & 0 & 0 & -1 & \frac{1}{2} \\
0 & -5 & -1 & -1 & -5 & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix}
\]

is not positive semidefinite.

### 8.2 Second attempt at a different representation

Set

\[
A_1 = \begin{bmatrix}
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & a & c & c & a & 0 \\
-\frac{1}{2} & c & b & b & c & -\frac{1}{2} \\
\frac{1}{2} & c & b & b & c & \frac{1}{2} \\
0 & a & c & c & a & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix}
\]

and
\[
A_2 = \begin{bmatrix}
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\
-\frac{1}{2} & f + 1 & 0 & 0 & f & -\frac{1}{2} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
\frac{1}{2} & f & 0 & 0 & f - 1 & \frac{1}{2} \\
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & -1.5
\end{bmatrix}
\]

Then

\[
\det(A_1x + A_2) = 2b x^3 - 4c x^2 + (-2a - 1) x - 2f - 1
\]

Making substitutions \(f = -1, a = -5, c = -1,\) and \(b = 0,\) we obtain

\[
\det(A_1x + A_2) = 4x^2 + 9x + 1.
\]

The matrix

\[
A_1 = \begin{bmatrix}
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & -5 & -1 & -1 & -5 & 0 \\
-\frac{1}{2} & -1 & 0 & 0 & -1 & -\frac{1}{2} \\
\frac{1}{2} & -1 & 0 & 0 & -1 & \frac{1}{2} \\
0 & -5 & -1 & -1 & -5 & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix}
\]

is not positive semidefinite.

Let's try to use \((x + 1)(4x^2 + 9x + 1) = 4x^3 + 13x^2 + 10x + 1\) instead.

Making substitutions \(f = -1, a = -5.5, c = -1,\) and \(b = -2,\) gives

\[
\det(A_1x + A_2) = 4x^3 + 13x^2 + 10x + 1.
\]

The matrix

\[
A_1 = \begin{bmatrix}
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & -5.5 & -\frac{13}{4} & -\frac{13}{4} & -5.5 & 0 \\
-\frac{1}{2} & -\frac{13}{4} & -2 & -2 & -\frac{13}{4} & -\frac{1}{2} \\
\frac{1}{2} & -\frac{13}{4} & -2 & -2 & -\frac{13}{4} & \frac{1}{2} \\
0 & -5.5 & -\frac{13}{4} & -\frac{13}{4} & -5.5 & 0 \\
\frac{1}{2} & 0 & -\frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix}
\]

is not positive semidefinite.
8.3 Third attempt

Set

\[
A_1 = \begin{bmatrix}
\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
0 & -\frac{a}{2} - \frac{1}{2} & \frac{c}{4} & \frac{c}{4} & -\frac{a}{2} - \frac{1}{2} & 0 \\
\frac{1}{2} & -\frac{1}{2} & -\frac{b}{2} & \frac{c}{4} & \frac{c}{4} & -\frac{1}{2} \\
0 & -\frac{a}{2} - \frac{1}{2} & \frac{c}{4} & \frac{c}{4} & -\frac{a}{2} - \frac{1}{2} & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix}
\]

and

\[
A_2 = \begin{bmatrix}
\frac{1}{2} & -\frac{1}{2} & 0 & 0 & \frac{1}{2} & \frac{1}{2} \\
-\frac{1}{2} & f + 1 & 0 & 0 & f & -\frac{1}{2} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
\frac{1}{2} & f & 0 & 0 & f - 1 & \frac{1}{2} \\
-\frac{1}{2} & 0 & 0 & \frac{1}{2} & -1.5
\end{bmatrix}
\]

Then,

\[
det(A_1x + A_2) = bx^3 + cx^2 + ax - 2f - 1
\]

This time we will try to use this on stable polynomial

\[
det(I_3x + I_3) = x^3 + 3x^2 + 3x + 1.
\]

Substitutions are \(b = 1\), \(c = a = 3\), and \(f = -1\). In this case,

\[
A_1 = \begin{bmatrix}
\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2} \\
0 & -2 & \frac{3}{4} & \frac{3}{4} & -2 & 0 \\
\frac{1}{2} & -\frac{1}{2} & -\frac{1}{2} & \frac{3}{4} & \frac{3}{4} & \frac{1}{2} \\
0 & -2 & \frac{3}{4} & \frac{3}{4} & -2 & 0 \\
\frac{1}{2} & 0 & \frac{1}{2} & -\frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix}
\]

is not positive semidefinite.
8.4 Attempt using a size reduced generic linear pencil

Here we start with matrices

\[
A = \begin{bmatrix}
0 & 0 & -0.5 & 0.5 & 0 & 0 \\
0 & a & e & e & a & 0 \\
-0.5 & e & b & b & e & -0.5 \\
0.5 & e & b & b & e & 0.5 \\
0 & a & e & e & a & 0 \\
0 & 0 & -0.5 & 0.5 & 0 & 0
\end{bmatrix}
\]

and

\[
B = \begin{bmatrix}
-0.5 & -0.5 & 0 & 0 & 0.5 & 0.5 \\
0.5 & c & f & f & c & -0.5 \\
0 & f & d & d & f & 0 \\
0 & f & d & d & f & 0 \\
0.5 & c & f & f & c & 0.5 \\
0.5 & -0.5 & 0 & 0 & 0.5 & -0.5
\end{bmatrix}
\]

The polynomial we associate with these is

\[
p(x) = \det(J + Ax + B) = -2b x^3 + (-4e - 2d) x^2 + (-4f - 2a) x - 2c - 1.
\]

The pencil \( P \) is

\[
P = \begin{bmatrix}
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & 0.5 \\
-0.5 & ax + c + 1 & ex + f & ex + f & ax + c & -0.5 \\
-0.5x & ex + f & bx + d + 1 & bx + d & ex + f & -0.5x \\
0.5x & ex + f & bx + d & bx + d - 1 & ex + f & 0.5x \\
0.5 & ax + c & ex + f & ex + f & ax + c - 1 & 0.5 \\
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & -1.5
\end{bmatrix}
\]

A series of row operations (each having determinant 1) produces

\[
M = \begin{bmatrix}
1.0 & 0.0 & 0.0 & 0.0 & 0.0 & -1.0 \\
1.0 & 1.25 & 0.0 & 0.0 & 0.0 & -1.25 \\
-1.0 & 0.5ax - 0.5x - 1.0 & 0.5 - 0.5a & 0.5a - 0.5 & 0.5x - 0.5ax & 0.0 \\
0.0 & -1.0ex & 1.0e + 0.5 & 0.5 - 1.0e & 1.0ex & 0.0 \\
1.0 & -0.5ax - 0.5x + 1.0 & 0.5a + 0.5 & -0.5a - 0.5 & 0.5ax + 0.5x & 0.0 \\
-0.5 & 0.375 & 0.0 & 0.0 & 0.0 & -0.375
\end{bmatrix}
\]

For which,
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demonstrates that 

In this case, the matrix $A$ was not successful.

Since all three methods tried gave bad results, we considered a determinantal representation that arose from applying our method of approximating polynomials by stable polynomials from the previous section. We then ask is there a transformation from a determinantal representation that demonstrates the stability of a polynomial to Quarez's construction. This attempt was not successful.

So,

$$p(x) = (-2)^2(0.5) \det \begin{bmatrix} 1.0 & 0.0 & 0.0 \\ 0.0 & 1.0 & 0.0 \\ 0.0 & 0.0 & -1.0 \end{bmatrix} x + \begin{bmatrix} 1.0 + 1.0c + 0.5 & -1.0f - 0.5a + 0.5 & -1.0c - 0.5 \\ -1.0f - 0.5a + 0.5 & 1.0f + 0.5a + 0.5 & 1.0f + 0.5a + 0.5 \\ -1.0c - 0.5 & 1.0f + 0.5a + 0.5 & -1.0c + 0.5 \end{bmatrix}.$$}

The first matrix appearing above has eigenvalues $\pm 1$ and $b$. So it is not possible to determine that $p$ is stable.

8.5 Another kind of linear pencil

Since all three methods tried gave bad results, we considered a determinantal representation that arose from applying our method of approximating polynomials by stable polynomials from the previous section. We then ask is there a transformation from a determinantal representation that demonstrates the stability of a polynomial to Quarez's construction. This attempt was not successful.

The result of trying stable approximation based using Quarez's construction on the polynomial $(x + 1)^3$ yields the stable approximating polynomial $p_{8.5} = 1/8(3x^3 - 8x^2 - 28x - 8)$ with determinantal representation

$$\det(A_1x + A_0) = \det \begin{bmatrix} 0.25x + 0.5 & -0.5 & -0.25x & 0.25x & 0.5 & 0.25x + 0.5 \\ -0.5 & 1.5x + 1.0 & 0.75x & 0.75x & 1.5x & -0.5 \\ -0.25x & 0.75x & 0.75x + 1.0 & 0.25x & 0.75x & -0.25x \\ 0.25x & 0.75x & 0.25x & 0.75x - 1.0 & 0.75x & 0.25x \\ 0.5 & 1.5x & 0.75x & 0.75x & 1.5x - 1.0 & 0.5 \\ 0.25x + 0.5 & -0.5 & -0.25x & 0.25x & 0.5 & 0.25x - 1.5 \end{bmatrix}. \quad (8.1)$$

In this case, the matrix $A_1$ is PSD and the determinantal representation (8.1) demonstrates that $p_{8.5}$ is stable. Via Quarez's construction, the polynomial
$p_{8.5}$ has determinantal representation

$$
\text{det}(B_1x + B_0) = \text{det} \begin{bmatrix}
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & 0.5
\hline
-0.5 & 1.75x + 1.0 & 0.25x & 0.25x & 1.75x & -0.5
-0.5x & 0.25x & 1.0 - 0.1875x & -0.1875x & 0.25x & -0.5x
0.5x & 0.25x & -0.1875x & -0.1875x & -1.0 & 0.25x & 0.5x
0.5 & -0.5 & -0.5x & 0.5x & 0.5 & -1.5
\end{bmatrix} \right). \quad (8.2)
$$

A series of row operations and column operations on (8.1) yields matrix

$$
M = \begin{bmatrix}
1 & 0.125x & 0 & 0 & -0.125x & 0 \\
1 & 0.25x + 1 & 0 & 0 & -0.25x & 0 \\
0 & -0.25x & 1 & 0 & 0.25x & 0 \\
0 & 0.25x & 0 & 1 & -0.25x & 0 \\
-2 & -0.25x - 1 & 0 & 0 & 0.25x + 1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

with $\text{det}(M) = 1$ and

$$
M(A_1x + A_0)M^T = \begin{bmatrix}
0.5 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 1.75x + 0.5 & 0.5x & 1.0x & 0.0 & 0.0 \\
0.0 & 0.5x & 0.75x + 1.0 & 0.25x & 0.0 & 0.0 \\
0.0 & 1.0x & 0.25x & 0.75x - 1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & -2.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & -2.0
\end{bmatrix}. \quad (8.3)
$$

Similarly, a series of row operations on (8.2) yields matrix

$$
N = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
0 & -0.5x & 1 & 0 & 0.5x & 0 \\
0 & 0.5x & 0 & 1 & -0.5x & 0 \\
-2 & -1 & 0 & 0 & 1 & 0 \\
-1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
$$

with $\text{det}(N) = 1$ and

$$
N(B_1x + B_0)N^T = \begin{bmatrix}
0.5 & 0.0 & 0.0 & 0.0 & 0.0 & 0.0 \\
0.0 & 1.75x + 0.5 & -0.25x & 0.75x & 0.0 & 0.0 \\
0.0 & -0.25x & 1.0 - 0.1875x & -0.1875x & 0.0 & 0.0 \\
0.0 & 0.75x & -0.1875x & -0.1875x & -1.0 & 0.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & -2.0 & 0.0 \\
0.0 & 0.0 & 0.0 & 0.0 & 0.0 & -2.0
\end{bmatrix}. \quad (8.4)
$$
We were not successful in transforming the matrix pencil in (8.4) to (8.3). An open question is whether there is a general purpose way to transform a sized reduced matrix pencil from Quarez’s construction such as (8.4) to one that demonstrates stability like (8.3).

8.6 $LDL^T$ factorization of pencils

Real symmetric matrices admit an $LDL^T$ factorization where $L$ is unit lower triangular (It can be found using elementary row operations). Here, we investigate the $LDL^T$ factorization of matrix pencils. Matrix $D$ will contain a factorization of $p(x) = \det(D)$. Some entries of $D$ may be rational functions. The matrix $D$ in the example $LDL^T$ factorizations is not helpful for determining the stability of the pencil.

For the first pencil with extra dimension,

$$P_1 = \begin{bmatrix} 5x + 1 & 11x + 3 & 0 \\ 11x + 3 & 25x + 10 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

multiplication by

$$M_1 = \begin{bmatrix} 1 & 0 & 0 \\ -11x + 3 & 1 & 0 \\ \frac{-11x - 3}{5x + 1} & 0 & 1 \end{bmatrix}$$

yields an upper triangular matrix

$$M_1P_1 = \begin{bmatrix} 5x + 1 & 11x + 3 & 0 \\ 0 & -\frac{(11x + 3)^2}{5x + 1} + 25x + 10 & 0 \\ 0 & 0 & 1 \end{bmatrix} .$$

Right multiplication by the transpose of $M_1$ gives a diagonal matrix

$$D_1 = M_1P_1M_1^T = \begin{bmatrix} 5x + 1 & 0 & 0 \\ 0 & p(x) & 0 \\ 0 & 0 & 1 \end{bmatrix} = \begin{bmatrix} 5x + 1 & 0 & 0 \\ 0 & \frac{p(x)}{5x + 1} & 0 \\ 0 & 0 & 1 \end{bmatrix} .$$
Setting

\[ L_1 = M_1^{-1} = \begin{bmatrix} 
 1 & 0 & 0 \\
 -11x - 3 & 1 & 0 \\
 5x + 1 & 0 & 1 
\end{bmatrix} , \]

(Note difference between \( M_1 \) and \( M_1^{-1} \) is change of sign for one entry) \( P = L_1 DL_1^T \). The same process of Gaussian elimination for the other two pencils

\[ P_2 = \begin{bmatrix} 
 -1 & 0 & 0 \\
 0 & -9x - 1 & -2x \\
 0 & -2x & 1 
\end{bmatrix} \]

and

\[ P_3 = \begin{bmatrix} 
 -1 & 0 & 0 \\
 0 & 2x/9 + 77/162 & 2/9 \\
 0 & 2/9 & -18x - 2 
\end{bmatrix} \]

have factorizations

\[ P_2 = M_2 \begin{bmatrix} 
 -1 & 0 & 0 \\
 0 & -9x - 1 & 0 \\
 0 & 0 & 1 - \frac{4x^2}{-9x - 1} 
\end{bmatrix} M_2^T \]

and

\[ P_3 = M_3 \begin{bmatrix} 
 -1 & 0 & 0 \\
 0 & -9x - 1 & 0 \\
 0 & 0 & \frac{-p(x)}{-9x - 1} 
\end{bmatrix} M_3^T \]

There are a few interesting things to note here. We could not use \( P_2 \) nor \( P_3 \) to determine the stability of \( p \) and for these note that \( D \) has the form

\[ \begin{bmatrix} 
 -1 & 0 & 0 \\
 0 & q & 0 \\
 0 & 0 & -p(x)/q 
\end{bmatrix} . \]
However, maybe the linear pencil $P_1$ could determine stability if $D$ had form
\[
\begin{bmatrix}
q & 0 & 0 \\
0 & p(x)/q & 0 \\
0 & 0 & 1
\end{bmatrix}.
\] (8.5)

Might all such pencils that give the stability of $p$ have a form like this? A first step towards this line of investigation will be to check if the other pencil (7.7) admits this form for $D$. Before this, another thing to notice is that
\[
\begin{bmatrix}
a & -b \\
-b & c
\end{bmatrix} = \begin{bmatrix}
1 & 0 \\
-b & 1
\end{bmatrix} \begin{bmatrix}
a & 0 \\
b & c - \frac{b^2}{a}
\end{bmatrix} \begin{bmatrix}
1 & 0 \\
-b & 1
\end{bmatrix}^T,
\] (8.6)

and this fact can be exploited to make a pencil for $ca - b^2$.

For example,
\[
p(x) = 4x^2 + 9x + 1 = 4x^2 + 4x + 1 + 5x = 5x - \frac{(2x + 1)^2}{-1}
\]
yields a pencil
\[
\begin{bmatrix}
-1 & 2x + 1 \\
2x + 1 & 5x
\end{bmatrix}
\] (8.7)

It may work to try a similar thing for higher degree/number of variables. The pencil in (8.7) won’t give the stability of $p$, since the upper left entry is constant while another entry in the row is nonconstant. For a second try,
\[
p(x) = 4x^2 + 9x + 1 = (4x + 1)(x + 2) - (1)^2
\]
has pencil
\[
\begin{bmatrix}
4x + 1 & 1 \\
1 & x + 2
\end{bmatrix}
\] (8.8)

which does give that $p$ is stable.

To finish up we present the $LDL^T$ factorization of
\[
P_4 = \begin{bmatrix}
5x + 1717/2500 & 11x + 111/100 & 0 \\
11x + 111/100 & 25x + 13/4 & 0 \\
0 & 0 & 1
\end{bmatrix}.
\]
It has the form in (8.5),

\[
P_3 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
-11x - \frac{111}{100} & 0 & 1 & 0 & 0 \\
0 & -\frac{1717}{2500} & 0 & 2 & 1 \\
0 & -\frac{(11x + \frac{111}{100})}{5x + \frac{1717}{2500}} & 0 & 0 & 1 \\
0 & 0 & -\frac{25x + \frac{13}{4}}{5x + \frac{1717}{2500}} & 0 & 0 \\
0 & 1 & \frac{1}{5x + \frac{1717}{2500}} & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 
\end{bmatrix}.
\]

9 Locating critical points using a Gröbner basis

In this section, we give a few examples of finding the critical points of multivariable polynomials. The equations for finding the roots of partial derivatives of the polynomial form a system of multivariable polynomial equations. One method of solving for the roots of univariable polynomials is to compute the eigenvalues of the polynomial’s companion matrix. This idea has an extension in finding solutions to systems of multivariable polynomial equations in higher dimensions—eigenvalues of the multiplication operator matrix are components of the roots for multivariable polynomials. Throughout this section, we follow the technique outlined in [6].

The following steps are used to compute the roots of multivariable polynomials:

1. Divide by leading coefficients to rewrite the system of polynomials as a monic system (leading coeff. equals 1).

2. Write a basis for lower order terms.

3. Compute a multiplication operator for one variable, \(x_i\) by applying it to each basis element and reducing the result modulo each polynomial in the system.

4. Based on 2. form a matrix for the full multiplication operator.

5. Find eigenvalues of the analogous companion matrix. These are the coordinates of the roots.

6. Substitute each of the eigenvalues into the system to eliminate variable \(x_i\). Apply this algorithm again to each of these reduced systems to eliminate the remaining variables.
Among the ideas explored in the project was to apply Raleigh quotient iteration to each multiplication operator in order to get a lower bound for the minimum distance between critical points and the origin.

9.1 Univariable example

Example 9.1. Consider the polynomial

\[ p(x) = (x - 2)(x - 5)(x + 9) = x^3 + 2x^2 - 53x + 90. \]

Step 1: Already monic. Step 2: A basis for lower order terms is \( \{ x^2, x, 1 \} \). Step 3: Multiplication operator applied to basis.

\[
M_x(1) = x(1) = x \\
M_x(x) = x(x) = x^2 \\
M_x(x^2) = x^3 = p(x) = -2x^2 + 53x - 90
\]

Step 4: Matrix based on multiplication operator.

\[
M_x = \begin{bmatrix}
1 & x & x^2 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
-90 & 53 & -2
\end{bmatrix}
\]

This is the companion matrix. When \( \lambda \) is a root of \( p(x) \),

\[
\begin{bmatrix}
1 & \lambda & \lambda^2 \\
0 & 1 & \lambda \\
0 & 0 & \lambda^2 \\
-90 & 53 & -2
\end{bmatrix}
= \begin{bmatrix}
\lambda & \lambda^2 & \lambda^3 \\
\lambda^2 & \lambda^3 & \lambda^4 \\
\lambda^3 & \lambda^4 & \lambda^5
\end{bmatrix}
= \lambda \begin{bmatrix}
1 & \lambda & \lambda^2 \\
\lambda & \lambda^2 & \lambda^3 \\
\lambda^2 & \lambda^3 & \lambda^4
\end{bmatrix}
\]

9.2 Multivariable example

We give two multivariable examples. The first uses the standard basis. The second requires a Gröbner basis.

Example 9.2. The function

\[ f(x, y) = -4xy - \frac{1}{4}x^4 - \frac{1}{4}y^4 \]

has partial derivatives

\[ f_x(x, y) = -4y - x^3 \]
and
\[ f_y(x, y) = -4x - y^3. \]

A system of equations whose solution gives the set of critical points of \( f \) is
\[
\begin{align*}
-4y - x^3 &= 0 \\
-4x - y^3 &= 0.
\end{align*}
\]

An equivalent system with monic polynomials is
\[
\begin{align*}
x^3 + 4y &= 0 \\
y^3 + 4x &= 0.
\end{align*}
\]

The leading monomials of the above are \( x^3 \) and \( y^3 \), respectively.

We introduce an ordering
\[
\cdots > x^3 > x^2y > xy^2 > y^3 > x^2 > xy > y^2 > x > y > 1
\]

Standard monomials not divisible by the leading monomials of (9.1) are
\[ S = \{1, y, x, y^2, xy, x^2\} \]

Next, we compute the multiplication operator \( M_x \) applied to \( g \), where \( g \) is a standard monomial not divisible by the leading monomials of the system (9.1):

\[
\begin{align*}
M_x(x^2y^2) &= x^3y^2 - y^2(x^3 + 4y) = -4y^3 + 4(y^3 + 4x) = 16x \\
M_x(x^2y) &= x^3y - y(x^3 + 4y) = -4y^2 \\
M_x(xy^2) &= x^2y^2 \\
M_x(x^2) &= x^3 \equiv x^3 - (x^3 + 4y) = -4y \\
M_x(xy) &= x^2y \\
M_x(y^2) &= xy^2 \\
M_x(x) &= x^2 \\
M_x(y) &= xy \\
M_x(1) &= x
\end{align*}
\]
The next step is to construct the full multiplication operator matrix

\[
M_x = \begin{bmatrix}
1 & y & x & y^2 & xy & x^2 & xy^2 & x^2y & x^2y^2 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & -4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -4 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 16 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

that captures the relationships (9.2). We verify the equivalences (9.2) and matrix multiplication show \(M_x\) is a multiplication operator.

The eigenvalues of \(M_x\) are \(\pm 2\), \(\pm 2i\), \(-\sqrt{2} \pm i\sqrt{2}\), \(\sqrt{2} \pm i\sqrt{2}\) and 0. These are the \(x\)-coordinates of the critical points of \(f(x, y)\). These can be substituted into (9.1) and the critical points can be found by using the same procedure used in Example 9.1. For example when \(x = \pm 2\), the system (9.1) reduces to two univariate systems

\[
x = 2 \quad \left\{ \begin{array}{l}
8 + 4y = 0 \\
y^3 + 8 = 0
\end{array} \right. \quad \text{and} \quad x = -2 \quad \left\{ \begin{array}{l}
-8 + 4y = 0 \\
y^3 - 8 = 0
\end{array} \right.
\]

In the case where there are more than two variables, the critical points can be found by repeating the steps in this example. After finding \(M_{x_1}\) and
the $x_1$-coordinates of the critical values, each of these are substituted into
the system and $M_{x_2}$ is found yielding $x_2$-coordinates of the critical values
corresponding to the substituted $x_1$-coordinate.

This approach for root finding is only valid for special polynomials, but
it gives the framework of a more general method. The polynomials in the
system must satisfy the following:

1. $S$ must be finite.

2. The lower degree terms must be a scalar times an element in $S$.

This method does not work when there are terms in more than one
variable with the same degree as the highest term. However, solving a system
of equations of Gröbner basis polynomials including the partial derivatives
removes the deficiencies of the method in Example 9.2.

**Example 9.3.** In this example, we will find the critical points of the poly-
nomial

$$f(x, y) = \frac{x^3}{3} - 5x^2y + 3xy^2 + \frac{y^3}{3} - 2x^2 + 3xy - 5y^2 + 7x - 10y + 3.$$  

The system we solve is from a Gröbner basis including $f_x$ and $f_y$:

$$\begin{align*}
  f_1 &:= f_x = x^2 - 10xy + 3y^2 - 4x + 3y + 7 \\
  f_2 &:= f_y = -5x^2 + 6xy + y^2 + 3x - 10y - 10 \\
  f_3 &:= f_{xy} = xy - 16/44y^2 - 5/44y + 17/44x - 25/44 \\
  f_4 &:= f_{y^3} = y^3 - 34068/10736xy - 47411/10736y^2 - 12321/10736x \\
       & \quad - 12321/10736y - 8871/10736
\end{align*}$$

A basis of standard monomials not divisible by the leading monomials of
the system is $S = \{1, y, x, y^2\}$. Applying multiplication operator $M_x$ to each
element of $S$ gives the following:

$$\begin{align*}
  M_x(y^2) &= xy^2 - yf_3 - 16/44f_4 + 17/44f_3 = 275/244y^2 + 553/976x \\
            & \quad + 2079/976y + 79/976 \\
  M_x(x) &= x^2 - f_1 - 10f_3 = 7/11y^2 + 3/22x - 41/22y - 29/22 \\
  M_x(y) &= xy - f_3 = 16/44y^2 - 17/44x + 5/44y + 25/44
\end{align*}$$
Thus the multiplication operator is

\[
M_x = \begin{bmatrix}
M_x(1) & 1 & y & x & y^2 \\
M_x(y) & 25/44 & 5/44 & -17/44 & 16/44 \\
M_x(x) & -29/22 & -41/22 & 3/22 & 7/11 \\
M_x(y^2) & 79/976 & 2079/976 & 553/976 & 275/244
\end{bmatrix}
\]

The eigenvalues of \( M_x \) are \( 0.45708406078832 \pm 1.07342808539298i \),
1.67284387963102, and \(-1.20996282087980\), which are the \( x \)-coordinates of
the critical points of \( f \).

10 Summary

In this study, we made progress towards solving the main research problem:

*For a given \((EXPO)\) generating function \( g : \mathbb{R}^{2n} \to \mathbb{R} \), closely
approximate \( g \) by a polynomial \( \hat{g} \) such that the gradient of \( \hat{g} \) is
nonzero within an elliptical region \( E \subset \mathbb{R}^{2n} \), which is as large
as possible.*

The approach we choose is to construct the polynomial \( \hat{g} : E \mapsto \mathbb{R} \) as a com-
position of mappings from \( E \) to \( \mathbb{H}^{2n+1} \) and a stable polynomial \( \hat{p} : \mathbb{H}^{2n+1} \mapsto \mathbb{R} \).

The mapping from \( B \) to \( \mathbb{H}^{2n+1} \), given by equations (4.1) and (4.2) was
shown to produce an approximating function with nonzero gradient when
the conditions of Theorem 4.1 are satisfied. An approximating stable polyno-
mal for \( g(u) \) may be found following a few steps. First, find a symmetric
determinantal representation for \( g(u) \) using Quarrez’s construction. Second,
compute the eigendecomposition of each symmetric matrix in the represen-
tation and replace negative eigenvalues by zeros. Third, the determinant of
the resulting matrix pencil in the second step is the approximating stable
polynomial.

A drawback to this approximation by stable polynomials is that an input-
ted stable polynomial will not equal the outputted stable polynomial.
This can be observed in several tests done in Section 6. The reason for
this drawback is that symmetric matrices with different signed eigenvalues are inherent to Quarrez’s construction. In order to demonstrate stability, all of these matrices multiplied by a variable must have same-signed eigenvalues. Thus, we searched for new symmetric determinantal representations that demonstrate stability.

In our search for a new symmetric determinantal representation, we explored reducing the size of the matrix pencil in Quarrez’s construction. Based on several examples, a size reduction of $2^{\binom{n+\lfloor d/2 \rfloor}{n+1}}$ seems possible. A systematic description of this size reduction would yield the smallest sized general purpose construction for a symmetric determinantal representation than currently available in the literature [10, 17].

After attempts to reduce the size of the pencils did not yield determinantal representations that demonstrate stability, we attempted to find a matrix pencil such as (8.1) generated by our original idea for an approximating scheme. If any matrix pencil from Quarrez’s construction such as (8.2) could be transformed to one with the same form as (8.1), the resulting approximation scheme would keep some or possibly all input stable polynomials fixed.

Two future improvements that would lead to a more practical solution to the main problem are finding a mapping with less strict conditions than those of Theorem 4.1 and more importantly finding a general purpose symmetric determinantal representation of polynomials that tests for stability. A place to begin the search for this representation is deriving a transformation as mentioned in the preceding paragraph. Hopefully, this can be accomplished through a better understanding of matrix pencil size reduction to create an efficient method for enlarging the dynamic aperture of particle accelerators.

A Large sized determinantal representation reduction examples

Two larger symmetric matrix pencils from Quarrez’s formula are reduced in size to show that a reduction in size by at least $\binom{n+\lfloor d/2 \rfloor}{n}$ is possible for these cases.

Example A.1. This example shows that a degree six univariable polynomial has a symmetric determinantal representation that has size less than Quarrez’s
construction by 13. This is one more than the estimate $2^{\frac{1+\lfloor 6/2\rfloor}{1+1}} = 12$.

The polynomial $7x^6 - 3x^5 + 4x^3 - 2x^2 + 7x - 4$ has a size $N = 2^{\frac{1+1+\lfloor 6/2\rfloor}{1+1}} = 20$ symmetric determinantal representation below:

$$\begin{pmatrix}
0.5 & -0.5 & -0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5x & 0.5 & 0.5 \\
-0.5 & 1 & 0 & -0.5 & -0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5x & 0.5 & 0 & 0 \\
-0.5x & 0 & 1 & 0 & 0 & -0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5x & 0 & 0 & 0 \\
0 & -0.5 & 0 & 1 & 0 & 0 & -0.5 & 0 & 0 & 0 & 0.5x & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -0.5x & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.5x & 0 & 0 & 1 & 0 & 0 & 0 & 0 & -0.5x & 0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.5x & 0 & 0 & 0 & 0 & 0 & -0.5x & -0.5x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -0.5x & 0 & 0 & 0 & 0 & -0.75x & -0.75x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -0.5x & 0 & -0.5x & 0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 1.75x & -0.75x & 0 & 0.5x & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 1.75x & 1.75x & -1 & 0 & 0 & 0.5x & 0 & 0 \\
0 & 0 & 0 & 0 & 0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5x & -0.5x & 0 & 0 & 0.5x & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0.5x & 0 & 0 & 0 & 0 & -0.75x & -0.75x & 0 & -1 & -0.5x & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 3.5x - 2.5 & -0.5x & 1 & 0 & 0 & 0 & 0 & 0 & -0.5x & 3.5x - 2.5 & 0 & 0 & 0.5 & 0 & 0 & 0 \\
0 & 0 & 0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5x & 0.5x & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0.5x & 0 \\
0 & 0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5x & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5x & -0.5x & 0 & 0 & 0 & 0 & 0.5x & 0.5 & 0 & 0 & -1 & 0.5 \\
0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5x & 0 & 0 & -1 & 0 & 0.5x & 0.5 & -1 \\
0.5 & 0 & 0 & -0.5 & -0.5x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5x & 0.5 & 0 & -1 & 0.5 & -0.5x & 0.5 & -1.5
\end{pmatrix}$$

When multiplied by the matrix below on the left and the transpose of this matrix on the right, the result shows the size of the symmetric linear pencil may be reduced by 12.
Indeed, the result of this multiplication is

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
1 & 2.25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5 & 0 & 0 & 0 & 0 \\
2.0 & 2.0 & 0 & 2.0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.25 & 0.5 & -0.75 & 0 & 0 & 0.5 & 0 & 0 & 0 & 0 & -0.5 & 0 & 0 & 0.25 & -0.5 & -0.25 & 0 & 0 \\
0 & -0.5x^2 & 0.5x & 0 & -0.5x & 1 & 0 & 0 & -0.5 & 0 & 0 & 0.5 & 0 & 0 & 0 & 0.5x & 0 & -0.5x & 0.5x^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1x & 1 & 0 & 0 & 0 & 0 & -1 & 1x & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1x^2 & 1x & 0 & 0 & -1x & 1 & 0 & 0 & -1 & 1x & 0 & 0 & -1x & 1x^2 & 0 & 0 & 0 & 0 \\
0 & -1x^2 & 1x^2 & 0 & -1x^2 & 1x & 0 & 0 & -1x & 1 & -1 & 1x & 0 & 0 & -1x & 1x^2 & 0 & -1x^2 & 1x^3 & 0 \\
0 & 0.5x^2 & -0.5x^2 & 0 & 0.5x^2 & -0.5x & 0 & 0 & 0.5x & 0 & 1 & -0.5x & 0 & 0 & 0.5x & -0.5x^2 & 0 & 0.5x^2 & -0.5x^2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0.5 & 0 & 0 & 0.5 & 0 & 0.5 & 0 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -0.5 & 0 & 0.5 & 0 & 0 & 0.5 & 0 & 0 & 0.5 & 0 & 0.5 & 0 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0.5x^2 & -0.5x & 0 & 0.5x & 0 & 0 & 0.5 & 0 & 0 & -0.5 & 0 & 0 & 1 & -0.5x & 0 & 0.5x & -0.5x^2 & 0 \\
0 & 0 & 0.5 & 1x & -0.5 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & -1 & 0 & 1.5 & -1x & 0.5 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.75 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.25 & 0 & 0 & 0 & 0 \\
0 & 0.5x & 0 & 0 & 0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.5 & 0 & 0 & 1 & -0.5x & 0 & 0 \\
0 & -0.5x & 1 & 0 & -0.5 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.5 & 0 & 0 & 0.5x & 0 & 0 & 0 \\
-0.5 & 0.375 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.375 & 0 & 0 & 0
\end{bmatrix}
\]

which has eleven diagonal entries in rows whose other entries are zeros. The determinant of this symmetric linear pencil is \(5x^2z^2 - 8z - 2y - x - 5\).

**Example A.2.** This example shows that a degree four trivariable polynomial has a symmetric determinantal representation that has size less than Quarez’s construction by 11. This is one more than the estimate \(2(\frac{3}{3+1}+\frac{4}{2})\) =
The polynomial $5x^2z^2 - 8z - 2y - x - 5$ has a size $N = 2^{(3+1+\lfloor4/2\rfloor)} = 30$

symmetric determinantal representation below:

When multiplied by the matrix below on the left and the transpose of this matrix on the right, the result shows the size of the symmetric linear pencil may be reduced by 11.
Indeed, the result of the multiplication is
which has eleven diagonal entries in rows whose other entries are zeros. The determinant of this symmetric linear pencil is \(5x^2 - 8z - 2y - x - 5\).

## B Transformation of ellipsoid

### B.1 Ellipsoid transformation overview

The goal is to transform an elliptical domain to one in \(\mathbb{H}\). This can be achieved by translating the elliptical domain’s center to the origin, rotating the elliptical domain.

### B.2 Rotate Ellipsoid

The general form of an ellipsoid centered at \((0, 0, 0)\) is

\[
x^2/a^2 + y^2/b^2 + z^2/c^2 = 1.
\]

An example is \(x^2/16 + y^2/4 + z^2/4 = 1\). Its graph is below.
We will rotate this using a series of rotation matrices. $R_x$ is a rotation in the $yz$ plane about the $x$ axis.

\[
R_x(\alpha) \mathbf{x} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\alpha) & -\sin(\alpha) \\ 0 & \sin(\alpha) & \cos(\alpha) \end{bmatrix} \begin{bmatrix} x \\ y \\ z \end{bmatrix} = \begin{bmatrix} x \\ y \cos(\alpha) - z \sin(\alpha) \\ y \sin(\alpha) + z \cos(\alpha) \end{bmatrix}
\]

For $x = 0$ and $\alpha = 45^\circ$, the cross section of the example ellipsoid is shown below.
Next we apply a rotation in the $xz$ plane about the $y$ axis.

$$R_y(\beta)R_x(\alpha)\mathbf{x} = \begin{bmatrix} \cos(\beta) & 0 & -\sin(\beta) \\ 0 & 1 & 0 \\ \sin(\beta) & 0 & \cos(\beta) \end{bmatrix} \begin{bmatrix} x \\ y \cos(\alpha) - z \sin(\alpha) \\ y \cos(\alpha) + z \sin(\alpha) \end{bmatrix} = \begin{bmatrix} x \cos(\beta) - y \cos(\alpha) \sin(\beta) - z \sin(\alpha) \sin(\beta) \\ y \cos(\alpha) - z \sin(\alpha) \\ x \sin(\beta) + y \cos(\alpha) \cos(\beta) + z \sin(\alpha) \cos(\beta) \end{bmatrix}$$

For $y = 0$, $\alpha = 45^\circ$, and $\beta = 120^\circ$, the cross section of the example ellipsoid is shown below.
Last, we apply a rotation in the $xy$ plane about the $z$ axis.

$$R_z(\gamma)R_y(\beta)R_x(\alpha)x = \begin{bmatrix} \cos(\gamma) & -\sin(\gamma) & 0 \\ \sin(\gamma) & \cos(\gamma) & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x \cos(\beta) - y \cos(\alpha) \sin(\beta) - z \sin(\alpha) \sin(\beta) \\ y \cos(\alpha) - z \sin(\alpha) \\ x \sin(\beta) + y \cos(\alpha) \cos(\beta) + z \sin(\alpha) \cos(\beta) \end{bmatrix}$$

$$= \begin{bmatrix} x \cos(\beta) \cos(\gamma) - y \cos(\alpha) \sin(\beta) \cos(\gamma) - z \sin(\alpha) \sin(\beta) \cos(\gamma) \\ -y \cos(\alpha) \sin(\gamma) + z \sin(\alpha) \sin(\gamma) \\ x \cos(\beta) \sin(\gamma) - y \cos(\alpha) \sin(\beta) \sin(\gamma) - z \sin(\alpha) \sin(\beta) \sin(\gamma) \\ +y \cos(\alpha) \cos(\gamma) - z \sin(\alpha) \cos(\gamma) \\ x \sin(\beta) + y \cos(\alpha) \cos(\beta) + z \sin(\alpha) \cos(\beta) \end{bmatrix}$$

For the example, take $z = 0$ and $\gamma = 210$. 

Note that the inverse of each rotation is obtained by substituting the opposite angle ($R_x(\alpha)^{-1} = R_x(-\alpha)$). After rotation, the center of the ellipsoid can be shifted to $(x_0, y_0, z_0)$ in the usual way.
B.3 Linear algebra interpretation

Another thing to observe about the rotation matrices is that their transpose is their inverse. One interpretation for an ellipsoid is linear algebra equation

\[
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}^T
\begin{bmatrix}
  a^{-2} & 0 & 0 \\
  0 & b^{-2} & 0 \\
  0 & 0 & c^{-2}
\end{bmatrix}
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix} = 1
\]

The rotated ellipsoid is given by

\[
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix} R_x(\alpha)^T R_y(\beta)^T R_y(\gamma)^T R_z(\gamma) R_y(\beta) R_z(\alpha) \begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix} = 1
\]

If we have

\[
\begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix} A \begin{bmatrix}
  x \\
  y \\
  z
\end{bmatrix}^T = 1
\]

We can use the SVD to obtain to obtain \(a^{-2}, b^{-2}\), and \(c^{-2}\) and the product \(R_z(\gamma) R_y(\beta) R_x(\alpha)\). An ellipse with center \(v\) would have equation

\[(x - v)^T A (x - v) = 1,\]

where \(A\) is positive definite.
REFERENCES

[1] L. V. Ahlfors. “Möbius Transformations and Clifford Numbers”. Differential Geometry and Complex Analysis. Ed. by Jan Fagerberg, David C. Mowery, and Richard R. Nelson. Springer-Verlag, 1985, pp. 65–73. DOI: 10.1007/978-3-642-69828-6 (cit. on p. 8).

[2] Martin Berz. Modern map methods in particle beam physics. Advances in electronics and electron physics. Advances in Imaging and Electron Physics. San Diego, CA: Academic Press, 1999. ISBN: 0120147505 (cit. on pp. 4–6).

[3] Petter Brändén. “Obstructions to determinantal representability”. Advances in Mathematics 226.2 (Jan. 2011), pp. 1202–1212. DOI: 10.1016/j.aim.2010.08.003 (cit. on p. 11).

[4] Paul J. Channell. “Stable symplectic maps”. Journal of Mathematical Physics 32.2 (Feb. 1991), pp. 408–412. DOI: 10.1063/1.529426 (cit. on p. 4).

[5] Boris V Chirikov. “A universal instability of many-dimensional oscillator systems”. Physics Reports 52.5 (May 1979), pp. 263–379. DOI: 10.1016/0370-1573(79)90023-1 (cit. on p. 5).

[6] David Cox, John Little, and Donal O'Shea. Using Algebraic Geometry. Springer-Verlag, 1998, pp. 51–60. DOI: 10.1007/978-1-4757-6911-1 (cit. on p. 53).

[7] B. Erdélyi. “Global Theory of Extended Generating Functions”. International Journal of Pure and Applied Mathematics 33.4 (2006), pp. 553–578 (cit. on p. 5).

[8] B. Erdélyi and M. Berz. “Local Theory and Applications of Extended Generating Functions”. International Journal of Pure and Applied Mathematics 11.3 (2004), pp. 241–280 (cit. on pp. 5, 6).

[9] G. H. Golub and C. F. Van Loan. Matrix Computations. 3rd. The John Hopkins University Press, 1996, pp. 414–425. ISBN: 9780801854149 (cit. on p. 27).
[10] Bruno Grenet et al. “Symmetric determinantal representation of formulas and weakly skew circuits”. *Randomization, Relaxation, and Complexity in Polynomial Equation Solving*. Ed. by Leonid Gurvits et al. Vol. 556. Contemporary mathematics. American Mathematical Society, 2011, pp. 61–96. DOI: 10.1090/conm/556 (cit. on p. 59).

[11] J. William Helton, Scott A. McCullough, and Victor Vinnikov. “Non-commutative convexity arises from linear matrix inequalities”. *Journal of Functional Analysis* 240.1 (Nov. 2006), pp. 105–191. DOI: 10.1016/j.jfa.2006.03.018 (cit. on p. 11).

[12] J. William Helton and Victor Vinnikov. “Linear matrix inequality representation of sets”. *Communications on Pure and Applied Mathematics* 60.5 (2007), pp. 654–674. DOI: 10.1002/cpa.20155 (cit. on p. 11).

[13] Nicholas J. Higham. “Computing a nearest symmetric positive semidefinite matrix”. *Linear Algebra and its Applications* 103 (May 1988), pp. 103–118. DOI: 10.1016/0024-3795(88)90223-6 (cit. on p. 28).

[14] Helmut Hofer and Eduard Zehnder. *Symplectic Invariants and Hamiltonian Dynamics*. Springer Basel, 2011. DOI: 10.1007/978-3-0348-0104-1 (cit. on p. 5).

[15] Kyoko Makino and Martin Berz. “COSY INFINITY Version 9”. *Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment* 558.1 (Mar. 2006), pp. 346–350. DOI: 10.1016/j.nima.2005.11.109 (cit. on p. 6).

[16] D. McDuff and D. Salamon. *Introduction to Symplectic Topology*. Oxford University Press, 1995. ISBN: 9780198794899 (cit. on p. 5).

[17] Ronan Quarez. “Symmetric determinantal representation of polynomials”. *Linear Algebra and its Applications* 436.9 (May 2012), pp. 3642–3660. DOI: 10.1016/j.laa.2012.01.004 (cit. on pp. 5, 6, 12, 15, 59).

[18] Kiran G. Sonnad and John. R. Cary. “Finding a nonlinear lattice with improved integrability using Lie transform perturbation theory”. *Physical Review E* 69.5 (May 2004), p. 056501. DOI: 10.1103/physreve.69.056501 (cit. on p. 4).

[19] David G. Wagner. “Multivariate stable polynomials: theory and applications”. *Bulletin of the American Mathematical Society* 48.1 (Jan. 2011), pp. 53–53. DOI: 10.1090/s0273-0979-2010-01321-5 (cit. on pp. 5, 12).

70
[20] David G. Wagner and Yehua Wei. “A criterion for the half-plane property”. *Discrete Mathematics* 309.6 (Apr. 2009), pp. 1385–1390. DOI: 10.1016/j.disc.2008.02.005 (cit. on p. 11).

[21] Weishi Wan and John R. Cary. “Increasing the Dynamic Aperture of Accelerator Lattices”. *Physical Review Letters* 81.17 (Oct. 1998), pp. 3655–3658. DOI: 10.1103/physrevlett.81.3655 (cit. on p. 4).

[22] Weishi Wan and John R. Cary. “Method for enlarging the dynamic aperture of accelerator lattices”. *Physical Review Special Topics - Accelerators and Beams* 4.8 (Aug. 2001), p. 084001. DOI: 10.1103/physrevstab.4.084001 (cit. on p. 4).

[23] A Wolski, J Gratus, and R Tucker. “Symplectic integrator for s-dependent static magnetic fields based on mixed-variable generating functions”. *Journal of Instrumentation* 7.04 (Apr. 2012), P04013. DOI: 10.1088/1748-0221/7/04/p04013 (cit. on p. 5).