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Abstract—Estimating 3D human pose from a single image is a challenging task. This work attempts to address the uncertainty of lifting the detected 2D joints to the 3D space by introducing an intermediate state - Part-Centric Heatmap Triplets (HEMlets), which shortens the gap between the 2D observation and the 3D interpretation. The HEMlets utilize three joint-heatmaps to represent the relative depth information of the end-joints for each skeletal body part. In our approach, a Convolutional Network (ConvNet) is first trained to predict HEMlets from the input image, followed by a volumetric joint-heatmap regression. We leverage on the integral operation to extract the joint locations from the volumetric heatmaps, guaranteeing end-to-end learning. Despite the simplicity of the network design, the quantitative comparisons show a significant performance improvement over the best-of-grade methods (e.g., 20% on Human3.6M). The proposed method naturally supports training with “in-the-wild” images, where only weakly-annotated relative depth information of skeletal joints is available. This further improves the generalization ability of our model, as validated by qualitative comparisons on outdoor images. Leveraging the strength of the HEMlets pose estimation, we further design and append a shallow yet effective network module to regress the SMPL parameters of the body pose and shape. We term the entire HEMlets-based human pose and shape recovery pipeline HEMlets PoSh. Extensive quantitative and qualitative experiments on the existing human body recovery benchmarks justify the state-of-the-art results obtained with our HEMlets PoSh approach.

Index Terms—3D human pose estimation, deep Learning, heatmaps, human body mesh recovery

1 INTRODUCTION

Human pose estimation from a single image is an important problem in computer vision, because of its wide applications, e.g., video surveillance and human-computer interaction. Given an image containing a single person, 3D human pose inference aims to predict 3D coordinates of the human body joints. Recovering 3D information of human poses from a single image faces several challenges. The challenges are at least three folds: 1) reasoning 3D human poses from a single image is by itself very challenging due to the inherent ambiguities; 2) for such a regression task, existing approaches have not achieved a good balance between representation efficiency and learning effectiveness; 3) for “in-the-wild” images, both 3D capturing and manual labeling require a lot of efforts to obtain high-quality 3D annotations, making the training data extremely scarce.

For 2D human pose estimation, almost all best performing methods are detection based [17], [26], [50]. Detection-based approaches essentially divide the joint localization task into local image classification tasks. The latter is easier to train, because it effectively reduces the feature and target dimensions for the learning system [41]. Existing 3D pose estimation methods often use detection as an intermediate supervision mechanism as well. A straightforward strategy is to use volumetric heatmaps to represent the likelihood map of each 3D joint location [31]. Sun et al. [41] further proposed a differentiable soft-argmax operator that unifies the joint detection task and the regression task into an end-to-end training framework. This significantly improves the state-of-the-art 3D pose estimation accuracy.

In this work, we propose a novel effective intermediate representation for 3D pose estimation - Part-Centric Heatmap Triplets (HEMlets) (as shown in Fig. 1). The key idea is to polarize the 3D volumetric space around each distinct skeletal part, which has the two end-joints kinematically connected. Different from [30], our relative depth information is represented as three polarized heatmaps, corresponding to the different state of the local depth ordering of the part-centric joint pairs. Intuitively, HEMlets encodes the co-location likelihoods of pairwise joints
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in a dense per-pixel manner with the coarsest discretization in the depth dimension. Instead of considering arbitrary joint pairs, we focus on kinematically connected ones as they possess semantic correspondence with the input image, and are thus a more effective target for the subsequent learning. In addition, the encoded relative depth information is strictly local for the part-centric joint pairs and suffers less from potential inconsistent data annotation.

The proposed network architecture is shown in Fig. 3. A ConvNet is first trained to learn the HEMlets and 2D joint heatmaps, which are then fed together with the high-level image features to another ConvNet to produce a volumetric heatmap for each joint. We leverage on the soft-argmax regression \cite{41} to obtain the final 3D coordinates of each joint. Significant improvements are achieved compared to the best competing methods quantitatively and qualitatively. Most notably, our HEMlets method achieves a record MPIPE of 39.9mm on Human3.6M \cite{14}, yielding about 20% improvement over one best-of-grade method \cite{41}.

The merits of the proposed method lie in three aspects:

- **Learning strategy.** Our method takes on a progressive learning strategy, and decomposes a challenging 3D learning task into a sequence of easier sub-tasks with mixed intermediate supervisions, i.e., 2D joint detection and HEMlets learning. HEMlets is the key bridging component leading to 3D heatmaps, and is much easier to train and less prone to over-fitting. Its training can also take advantage of existing labeled datasets of relative depth ordering \cite{30, 38}.

- **Representation power.** HEMlets is based on 2D per-joint heatmaps, but extends them by a couple of additional heatmaps to encode local depth ordering in a dense per-pixel manner. It builds on top of 2D heatmaps but unleashes the representation power, while still allowing leveraging the soft-argmax regression \cite{41} for end-to-end learning.

- **Simple yet effective.** The proposed method features a simple network architecture design, and it is easy to train and implement. It achieves state-of-the-art 3D pose estimation results validated by the evaluations over all standard benchmarks.

A preliminary version of this work on 3D human pose estimation was published in the IEEE/CVF Conference on Computer Vision (ICCV) 2019 \cite{55}. This paper makes a few major contributions and extensions over the initial conference version as follows. 1) We extend the proposed HEMlets pose framework to further recover the human body model from the given input image. We design a simple body model regression network connected to the preceding HEMlets pose network to recover a SMPL human body mesh from a single color image. 2) We provide more implementation details for our complete network, which also include some related prepossessing during the training phase. 3) We conduct thorough experiments including more ablation studies, as well as quantitative and qualitative evaluations for the recovered human body shape and pose. Extensive experiments justify the state-of-the-art performance of the proposed HEMlets-based pose and shape estimation method (termed as HEMlets PoSh) on all mainstream benchmark datasets. In addition, 4) this paper introduces a new weakly-annotated FBI dataset and elaborates its advantages in obtaining weak annotations for the relative depth relationship between a pair of skeletal joints. We also provide comparisons of the FBI dataset and the recent Ordinal dataset \cite{30}.

## 2 Related Work

In this section, we review the approaches that are based on deep ConvNets for 3D human pose estimation and 3D body model recovery from a single color image.

### 2.1 3D Body Pose Estimation

We first conduct the literature review of 3D pose estimation in the following four aspects.

**Direct Encoder-Decoder.** With the powerful feature extraction capability of deep ConvNets, many approaches \cite{21, 23, 43} learn end-to-end Convolutional Neural Networks (CNNs) to infer human poses directly from the images. Li and Chen \cite{21} are the first who used CNNs to estimate 3D human pose via a multi-task framework. Tekin et al. \cite{43} designed an auto encoder to model the joint dependencies in a high-dimensional feature space. Park et al. \cite{28} proposed fusing 2D joint locations with high-level image features to boost the estimation of 3D human pose. However, these single stage methods are limited by the availability of 3D human pose datasets and cannot take advantage of large-scale 2D pose datasets that are vastly available.

**Transition with 2D Joints.** To avoid collecting 2D-3D paired data, a large number of works \cite{11, 23, 35, 38, 52} decompose the task of 3D pose estimation into two independent stages by: 1) firstly inferring 2D joint locations using well-studied 2D pose estimation methods, such as \cite{35, 52}; 2) and then learning a mapping to lift them into the 3D space. These approaches mainly focus on tackling the second problem. For example, a simple fully connected residual network is proposed by Martinez et al. \cite{23} to directly recover 3D human pose from its 2D projection. Fang et al. \cite{11} considered prior knowledge of human body configurations and proposed human pose grammar, leading to better recovery of the 3D pose from only 2D joint locations. Yang et al. \cite{52} adopted an adversarial learning scheme to ensure the anthropometrical validity of the output pose and further improved the performance. Recently, by involving a reprojection mechanism, the proposed method in \cite{49} shows insensitivity to overfitting and accurately predicts the result from noisy 2D poses. Though promising results have been achieved by these two-stage methods, a large gap exists between the 3D human pose and its 2D projections due to inherent ambiguities.

**3D-Aware Intermediate States.** To further bridge the gap between the 2D image and the target 3D human pose under estimation, some recent works \cite{30, 31, 38, 41} proposed to involve 3D-aware states for intermediate supervisions. Namely, a network is firstly trained to map the input image to these 3D-aware states, and then another network is trained to convert those states to the 3D joint locations. Finally, these two networks are combined and optimized jointly. A volumetric representation for 3D joint-heatmaps is proposed in \cite{41}, with which the 3D pose is regressed in a coarse-to-fine manner. However, regressing a probability grid in the 3D space globally is also a very challenging task. It usually suffers from quantization errors for the joint locations. To address this issue, Sun et al. \cite{41} exploited a soft-argmax operation and proposed an end-to-end

training scheme for the 3D volumetric regression, achieving by far the best performance on 3D pose estimation. Inspired by [33] that the relative depth ordering across joints is helpful for resolving pose ambiguities, Pavlakos et al. [30] adopted a ranking loss for pairwise ordinal depth to train the 3D human pose predictor explicitly. A similar scheme of relative depth supervision is utilized in the work of [35]. Forward-or-Backward Information (FBI), proposed in [38], is another kind of relative depth information but focuses more on the bone orientations. Recently, Sharma et al. [37] proposed to train a deep conditional variational autoencoder to map 2D poses to 3D poses by learning ordinal maps. In this work, we propose HEMlets, a novel representation that encodes both 2D joint locations and the part-centric relative depth ordering simultaneously. Experiments justify that this representation reaches by far the best balance between representation efficiency and learning effectiveness.

**“In-the-Wild” Adaptation.** All the aforementioned approaches are mainly trained on the datasets collected under indoor settings, due to the difficulty of annotating 3D joints for “in-the-wild” images [5]. Thus, many strategies are developed to make domain adaptation. By exploiting graphics techniques, previous works [8], [47] have synthesized a large “faked” dataset mimicking real images. Though these data benefit 3D pose estimation, they are still far from realistic, making the applicability limited. Recently, both Pavlakos et al. [30] and Shi et al. [58] proposed to label the relative depth relationship across joints instead of the exact 3D joint coordinates. This weak annotation scheme not only makes building large-scale “in-the-wild” datasets feasible but also provides 3D-aware information for training the inference model in a weakly-supervised manner. With HEMlets representation, we can readily use these weakly annotated “in-the-wild” data for domain adaptation.

### 3.2 3D Body Model Recovery

In the recent years, 3D full body models have become popular, which are typically represented with a parametric human body space, such as SMPL [23]. The advantage is that a human body mesh can be easily generated from a set of body shape and pose parameters, so this turns the task of recovering a 3D body model from a single image into a problem of solving for a set of parameters. As a pioneering work in this arena, a two-stage framework [4] is proposed. It firstly infers 2D skeleton joints from the input image with a CNN-based model, and then searches the optimal parameters of SMPL to fit the joints with an optimization approach. Due to the depth ambiguity, the second stage tends to converge to a local minimum. To better address this problem, many works [15], [19], [32] proposed to build an end-to-end pipeline to map images into the parametric space using deep regression models.

However, the key challenge to train regression-based models is the lack of paired data, due to the inherent difficulty of annotating or capturing a groundtruth 3D model for a person instance. Existing approaches address this challenge roughly along three main directions. First, some works directly tackled the issue by putting efforts on constructing target datasets. The work of [47] firstly built a synthetic dataset using graphics techniques, however, training only on this dataset is still difficult to produce a model that is applicable to real images. Lassner et al. [29] proposed to apply the algorithm of [4] to obtain 3D body models for real images and then manually sift out the reasonable results, to build the final human body dataset. Unfortunately, the obtained 3D human shapes are still non-ideal and contain erroneous body part results.

For the second category, several works attempted to directly add extra constraints on the output parameters to ease the training process. For example, the strategy of adversarial learning was utilized in [16], where a discriminator is exploited to constrain the regressed parameters against a reasonable distribution. Given the regressed SMPL models, Kolotouros et al. [18] further adopted the approach of [4] to obtain better parameters to fit the input images. They then directly set an extra objective for the regression model to enforce its output parameters equal to the optimized ones.

Lately, a large body of works proposed to use 2D intermediate representations, such as silhouettes [32], [42] and densepose [1]-based representation [13], [51], which leverage on the idea of self-supervised training. Specifically, other than the main branch of mapping input images to SMPL meshes, these methods also constructed a novel branch to convert the input images to the proposed intermediate representations. A differentiable mesh renderer was then utilized to render the output meshes, which are compared with the learnt intermediate representations. This brings extra supervisions to guide the training process.

More recently, some other 3D representations, such as voxels, mesh and UV-maps, have been used for building generative neural networks to infer 3D models from images. The work of [46], as the first attempt of this kind, proposed an approach to generate a voxel representation of a 3D body from a single image using 3D ConvNets. By taking a template human body mesh as an extra input and treating the mesh as a graph representation, Kolotouros et al. [19] trained a Graph ConvNet to learn the deformation of the template model for fitting both the target pose and shape. The algorithm of DenseBody [53] represented the 3D body model with a parameterized UV-map, and then turned the task of geometry inference into a problem of image synthesis. This method further advances body mesh reconstruction accuracy.

In this work, we find that the impact of 3D pose estimation on the accuracy of the final recovered body model is much more significant than the regressed shape parameters. Based on the estimated 3D pose obtained with our HEMlets pose approach, we show that a simple body regression method for SMPL model inference outperforms all the afore-discussed approaches.

### 3 HEMlets Pose Estimation

We propose a unified representation of heatmap triplets to model the local information of body skeletal parts, i.e., kinematically connected joints, whereas the corresponding 2D image coordinates and relative depth ordering are considered. By such a representation, images annotated with relative depth ordering of skeletal parts can be treated equally with images annotated with 3D joint information. While the latter is usually very scarce, the former is relatively easy to obtain [30], [38]. In this section, we first present the proposed part-centric heatmap triplets and its encoding scheme. Then, we elaborate a simple network architecture that utilizes the part-centric heatmap triplets for 3D human pose estimation.

#### 3.1 Part-Centric Heatmap Triplets

We divide the full body skeleton consisting of $N = 18$ joints into $K = 14$ parts as shown in Fig. 2(a). Specifically, we use $B$
to denote the set of skeletal parts, where \( B = \{B_1, B_2, \ldots, B_K\} \). For each part, we denote the two associated joints as \((p, c)\), with \( p \) being the parent node and \( c \) being the child node. The relative depth ordering, denoted as \( r(z_p, z_c) \), can be then described as a tri-state function [30], [38]:

\[
r(z_p, z_c) = \begin{cases} 
1 & z_p - z_c > \epsilon \\
0 & z_p - z_c \leq \epsilon \\
-1 & z_p - z_c < -\epsilon
\end{cases},
\]

where \( \epsilon \) is used to adjust the sensitivity of the function to the relative depth difference. The absolute depths of the two joints \( p \) and \( c \) are denoted by \( z_p \) and \( z_c \), respectively.

We argue that directly using the discretized label as an intermediate state for learning the 3D pose from a 2D joint heatmap, as was done in [30], [38], is not as effective. Since this abstraction tends to lose some important features encoded in the joints’ spatial domain. Instead of elevating the problem straight to denote the set of skeletal parts, where \( B = \{B_1, B_2, \ldots, B_K\} \). For each part, we denote the two associated joints as \((p, c)\), with \( p \) being the parent node and \( c \) being the child node. The relative depth ordering, denoted as \( r(z_p, z_c) \), can be then described as a tri-state function [30], [38]:

\[
r(z_p, z_c) = \begin{cases} 
1 & z_p - z_c > \epsilon \\
0 & z_p - z_c \leq \epsilon \\
-1 & z_p - z_c < -\epsilon
\end{cases},
\]

where \( \epsilon \) is used to adjust the sensitivity of the function to the relative depth difference. The absolute depths of the two joints \( p \) and \( c \) are denoted by \( z_p \) and \( z_c \), respectively.

3.2 3D Pose Inference

Network architecture. We employ a fully convolutional network to predict the 3D human pose as illustrated in Figure 3. A ResNet-50 [12] backbone architecture is adopted for basic feature extraction. One of the two upsampling branches is used to learn the HEMlets and the 2D heatmaps of skeletal joints, and the other one is used to perform upsampling of the learned features to the same resolution as the output heatmaps. Both HEMlets and the 2D joint heatmaps are then encoded jointly by a 2D convolutional operation to form a latent global representation. Finally these global features are joined with the convolutional features extracted from the original image to predict a 3D feature map for each joint. We perform a soft-argmax operation [41] to aggregate information in the 3D feature maps to obtain the 3D joint estimations.

HEMlets loss. Let us denote with \( \mathbf{T}^p \) the groundtruth HEMlets of all skeletal parts and with \( \hat{\mathbf{T}} \) the corresponding prediction. We use a standard \( L_2 \) distance between \( \mathbf{T}^p \) and \( \hat{\mathbf{T}} \) to compute the HEMlets loss as follows:

\[
L^{\text{HEM}} = \|\mathbf{T}^p - \hat{\mathbf{T}}\|_2^2,
\]

where \( \odot \) denotes an element-wise multiplication, and \( \Lambda \) is a binary mask to mask out missing annotations.

Auxiliary 2D joint loss. As HEMlets essentially contains heatmap responses of 2D joint locations, we adopt a heatmap-based 2D joint detection scheme to facilitate HEMlets prediction. The \( L_2 \) loss of 2D joint prediction is computed as:

\[
L^{2D} = \sum_{n=1}^{N} \|\mathbf{H}^n - \hat{\mathbf{H}}_n\|_2^2,
\]

where \( \mathbf{H}^n \) is the groundtruth 2D heatmap of the \( n \)-th 2D joint and \( \hat{\mathbf{H}}_n \) is the corresponding network prediction.
Soft-argmax 3D joint loss. To avoid quantization errors and allow end-to-end learning, Sun et al. [41] suggested soft-argmax regression for 3D human pose estimation. Given learned volumetric features \( F_n \) of size \((h \times w \times d)\) for the \(n\)-th joint, the predicted 3D coordinates are given as:

\[
[x_n^v, y_n^v, z_n^v] = \int_v \cdot \text{Softmax}(F_n),
\]

where \( v \) denotes a voxel in the volumetric feature space of \( F_n \). For robustness, we employ the \( L_1 \) loss for the regression of 3D joints. Specifically, the loss is defined as:

\[
L^{3D}_n = \sum_{n=1}^{N} \| \hat{x}_n^v - x_n^v \|_1 + \| \hat{y}_n^v - y_n^v \|_1 + \lambda \| \hat{z}_n^v - z_n^v \|_1,
\]

where the groundtruth 3D position of the \( n \)-th joint is given as \((x_n^v, y_n^v, z_n^v)\). We use the same 2D and 3D mixed training strategy in [41] (\( \lambda \in [0, 1] \)): \( \lambda \) in Eq. (5) is set to 1 when the training data is from 3D datasets, and \( \lambda = 0 \) when the data is from 2D datasets.

Training strategy. For HEMlets prediction, We combine \( L^{\text{HEM}} \) and \( L^{2D} \) for the intermediate supervision. The loss function is defined as:

\[
L^{\text{int}} = L^{\text{HEM}} + L^{2D}.
\]

By using \( L^{\text{HEM}} \) and \( L^{2D} \) jointly as supervisions, we allow training the network using images with 2D joint annotations and 3D joint annotations. By 3D joint annotation, we refer to annotations with exact 3D joint coordinates or relative depth ordering between part-centric joint pairs.

The end-to-end training loss \( L^{\text{int}} \) is defined by combining \( L^{\text{int}} \) with \( L^{3D}_\lambda \):

\[
L^{\text{int}} = \alpha \cdot L^{\text{int}} + \lambda L^{3D}_\lambda,
\]

where \( \alpha = 0.05 \) in all our experiments.

3.3 Implementation Details

Now we present a few implementation details in the proposed method. As different human pose datasets may have different definitions for body joints, we choose to accommodate this difference from different supervision sources. The purpose is to take advantage of more human pose annotation sources, when using the 2D and 3D mixed training strategy [41]. Figure 4 illustrates the joint structures defined by the Human3.6M [14] and MPII [2] datasets, as well as our joint structure definition. We take the union of these two sets of joint definitions to form a 18-joint set as the regression target. Suppose performance evaluation is conducted on the Human3.6M dataset, then only those estimated joints used by Human3.6M will be evaluated, as in Martinez et al.’s work [23].

To prepare the human bounding-box input for the proposed network, we crop from the original input image a square-shaped region based on the ground-truth bounding-box, and then resize it proportionally to \(256 \times 256\). To obtain the final metric scale prediction from the network output (in voxel/pixel space), we resort to the average body bone length learned during the training phase to enable this prediction mapping. We did not use the ground-truth (depth) information during the test phase, e.g. the distance to the root/pelvis for obtaining the scaling factor.

We implement our method in PyTorch. The model is trained in an end-to-end manner using both images with 3D annotations (e.g., Human3.6M [14] or HumanEva-I [59]), and 2D annotations (MPII [2]). In our experiments, we adopt an adaptive value of \( \epsilon \) in Eq. (1) for each skeletal part: \( \epsilon_k = 0.5|B_k| \) (\(|B_k|\) is the 3D Euclidean distance between the two end joints of the skeletal part \(B_k\)). The training data is further augmented with
In this work, we employ the popular 3D body SMPL model \[23\], from the given input color images. To this end, we design and method in detail. It is natural to consider whether the proposed So far, we have presented the proposed HEMlets pose estimation model.\[\theta, \beta\] \in \mathbb{R}^{24 \times 3} \times \mathbb{R}^{10}$. We append a shallow yet effective SMPL body mesh regression network to the preceding HEMlets pose estimation network, which is trained end-to-end to regress the SMPL shape and pose parameters as final outputs. It is worth noting that we do not.

4 HEMlets Body Model Regression

So far, we have presented the proposed HEMlets pose estimation method in detail. It is natural to consider whether the proposed method can be extended also to recover human body models from the given input color images. To this end, we design and append a shallow yet effective SMPL body mesh regression network to the preceding HEMlets pose estimation network, which leverages the 3D pose estimation accuracy to regress the parameters of the body shape and pose. In this work, we employ the popular 3D body SMPL model \[23\], where a human body mesh is parameterized by a 3D body shape parameter \(\beta \in \mathbb{R}^{10}\) and a pose parameter \(\theta \in \mathbb{R}^{24 \times 3}\).

As shown in Fig. 5, the newly added body model regression module is very simple. It takes the predicted 3D joint coordinates from the early stage as input, together with the high-level image features extracted from the given color image. This regression module is trained to regress the SMPL shape and pose parameters as final outputs. It is worth noting that we do not perform explicit human image segmentation, but instead use the high-level image features as implicit cues for shape regression.

In our implementation, the additional regression module is trained together with the 3D pose network in an end-to-end manner. Similar to recent works \[19, 51\], the SMPL pose parameter \(\theta\) is converted into 24 rotation matrices for pose

regression, which avoids the known singularity problem of the axis-angle representation. Following the similar strategy, the SMPL pose loss \(L_\theta\) is defined as:

\[
L_\theta = \sum_{i=1}^{24} \| R^{\theta}_i - \hat{R}_i \| ,
\]

where \(R_i\) denotes the rotation matrix corresponding to the \(i\)-th joint. The SMPL shape regression loss \(L_\beta\) is simply computed using the \(L_1\) loss as,

\[
L_\beta = \sum_{i=1}^{10} \| \beta^x_i - \hat{\beta}_i \| .
\]

Finally, the end-to-end training loss \(L_{\text{mesh}}\) for the parametric 3D human body regression is given by

\[
L_{\text{mesh}} = L_\theta + L_\beta + L^\text{cyc} ,
\]

where \(L^\text{cyc}\) is the total loss defined for pose estimation in Eq. (6).

5 Weakly-Annotated FBI Dataset

In this section, we introduce a new Forward-or-Backward Information (FBI) dataset, and elaborate its advantages in obtaining weak annotations for the relative depth relationship between a pair of skeletal joints. To prepare this FBI dataset, 12K images are randomly drawn from the MPII dataset \[2\], for which only 2D joint annotations are available. Then, each body part is assigned with a label of either “Backward”, “Forward” or “Unknown”. We designed a simple user interface to facilitate the annotation. As shown in Fig. 6 an annotator was presented with one image at a time with the native 2D skeleton overlaid over the input image. The annotator was asked to assign “Backward” or “Forward” labels to only a subset of the body parts for which she/he is confident with. The rest of the body parts are assigned with the “Unknown” labels by default.

5.1 Comparison with The Ordinal Dataset \[30\]

At the first glance, both FBI and Ordinal \[30\] annotation schemes aim at annotating the depth ordering between two body joints. However, the FBI scheme simplifies the annotation objective and reduces the annotation complexity with a good reason. The Ordinal scheme tries to annotate the relative depth
information between every pair of joints. For each image, there are \((\binom{14}{2}) = 91\) questions that need to be answered by the annotator. This annotation requirement is not only time-consuming, but also prone to human errors. The FBI scheme, on the other hand, only requires the annotator to answer at most 14 questions for each image. Furthermore, the annotator only needs to tell the relative depth ordering of two kinematically connected joints, which is intuitive and less prone to human errors, as illustrated in Fig. 7. Empirically, we observe that body parts with ambiguous relative depth ordering, namely, near-equal-depth joints are difficult to annotate with good accuracy. Therefore, the FBI annotation scheme only asks for “confident” annotations from annotators. Joint pairs can be skipped and retain an “Unknown” label by default.

5.2 FBI Annotation Quality and Speed

In order to assess the annotation quality of using the FBI scheme, 1000 images with 3D ground truth are randomly selected from the Human3.6M dataset [14]. Then, they are mixed with 12K in-the-wild images for user annotations. We briefed ten first-time annotators about the FBI scheme, and collected their annotations on a total number of 13K images. For evaluation, we retrieve the annotations of all the images from the Human3.6M dataset and compare them against the ground-truth relative depth relations. We find that when the ground truth tilt angle of the skeletal bone \(B_i\) with respect to the image plane is greater than 30°, the percentage of annotation errors is only 7.4% and the percentage of skipped annotations is less than 10%. However, when this tilt angle is below 20°, both the rates of annotation errors and skipped annotations increase noticeably. This experimental study agrees with our conjecture that the body parts with small tilt angles (hence with ambiguous relative depth ordering) are much harder to annotate.

Regarding the annotation time, on average each image takes less than 20 seconds to annotate using the FBI scheme, while the Ordinal scheme needs roughly 1 minute per image.

6 Experiments

In this section, we evaluate the proposed HEMlets-based human pose and shape estimation methods by conducting comprehensive experiments over the main benchmark datasets.

6.1 3D Human Pose Estimation

We perform quantitative evaluation on three benchmark datasets: Human3.6M [14], HumanEva-I [39] and MPI-INF-3DHP [24]. Ablation study is conducted to evaluate our design choices. We demonstrate that the proposed method shows superior generalization ability to in-the-wild images.

6.1.1 Datasets and Evaluation Protocols

**Human3.6M.** Human3.6M [14] contains 3.6 million RGB images captured by a MoCap System in an indoor environment, in which 7 professional actors were performing 15 activities such as walking, eating, sitting, making a phone call and engaging in a discussion, etc. We follow the standard protocol as in [23], [31], and use 5 subjects (S1, S5, S6, S7, S8) for training and the rest 2 subjects (S9, S11) for evaluation (referred to as Protocol #1). Some previous works reported their results with 6 subjects (S1, S5, S6, S7, S8, S9) used for training and only S11 for evaluation [10], [41], [54] (referred to as Protocol #2). Despite not using S9 also as training data, we compare our results with these methods.

**HumanEva-I.** HumanEva-I [39] is one of the early datasets for evaluating 3D human poses. It contains fewer subjects and actions compared to Human3.6M. Following [3], we train a single model on the training sequences of Subject 1, 2 and 3, and evaluate on the validation sequences.

**MPI-INF-3DHP.** This is a recent 3D human pose dataset which includes both indoor and outdoor scenes [24]. Without using its training set, we evaluate our model trained from Human3.6M only on the test set. The results are reported using the 3DPCK and the AUC metric [2], [24], [30].

**Evaluation metric.** We follow the standard steps to align the 3D pose prediction with the groundtruth by aligning the position of the central hip joint, and use the Mean Per-Joint Position Error (MPJPE) between the groundtruth and the prediction as evaluation metrics. In some prior works [10], [41], [54], the pose prediction was further aligned with the groundtruth via a rigid transformation. The resulting MPJPE is termed as Procrustes Aligned (PA) MPJPE.

6.1.2 Results and Comparisons

**Human3.6M.** We compare our method against state-of-the-art under three protocols, and the quantitative results are reported in Table 1. As can be seen, our method outperforms all competing methods on nearly all action subjects for the protocols used. It is worth mentioning that our method makes considerable improvements on some challenging actions for 3D pose estimation such as Sitting and Walking. Thanks to HEMlets learning, our method demonstrates a clear advantage for handling complicated poses.

With a simple network architecture and little parameter tuning, we produce the most competitive results compared to previous works with carefully designed networks powered by e.g., adversarial training schemes or prior knowledge. On average, we improve the 3D pose prediction accuracy by 20% than that reported in Sun et al. [41] under Protocol #1. We also report our performance using PA MPJPE as the evaluation...
metric, and compare with these methods that make use of S9 as additional training data. We still outperform all of them across all action subjects, even without utilizing S9 for training.

HumanEva-I. With the same network architecture where only the HumanEva-I dataset is used for training, our results are reported in Table 3 under the popular protocols [11, 23, 30, 40]. Different from these approaches [11, 23, 30] which used extra 2D data sets (e.g., MPII) or pre-trained 2D detectors (e.g., CPM [50]), our method still outperforms previous approaches.

MPI-INF-3DHP. We evaluate our method on the MPI-INF-3DHP dataset using two metrics, the PCK and AUC. The results are generated by the model we trained for Human3.6M. In Table 3 we compare with three recent methods which are not trained on this dataset. Our result of "Studio GS" is one percentage lower than [30]. But our method outperforms all these methods with particularly large margins for the "Outdoor" and "Studio no GS" sequences.

### 6.1.3 Ablation Study

We study the influence on the final estimation performance of different choices made in our network design and training procedure.

Alternative intermediate supervision. First, We examine the effectiveness of using HEMlets supervision. We evaluate the model trained without any intermediate supervision (Baseline), with 2D heatmap supervision only, with HEMlets supervision only, and with both 2D heatmap supervision and HEMlets supervision (Full). All of these design variants are evaluated with the same experimental setting (including training data, network architecture and $\mathcal{L}_d$ loss definition) under Protocol #1 on Human3.6M.

The detailed results are presented in Table 3. Using 2D heatmaps supervision for training, the prediction error is reduced by 3.0mm compared to the baseline. The HEMlets supervision provided 1.7mm lower mean error compared to the 2D heatmaps supervision. This validates the effectiveness of the intermediate supervision. By combining all these choices, our approach using HEMlets supervision (Full) reaches the best performance.
HEMlets with 2D heatmap supervision achieves the lowest error. Without using the extra MPII 2D pose dataset, we repeated this study. Similar conclusions can still be drawn. But the gap between w/ HEMlets (excluding $L_{2D}$, 46.0mm) and Full (45.1mm) shrinks, suggesting the strength of the HEMlets representation in encoding both 2D and (local) 3D information.

To further illustrate the effectiveness of HEMlets representation, we provide a visual comparison in Fig. 8. Though the 2D joint errors of the two estimations are quite close, the method with HEMlets learning significantly improves the 3D joint estimation result and fixes the gross limb errors.

Regarding the runtime, tested on NVIDIA GTX 1080 GPUs, our full model (with a total parameter number of 47.7M) takes 13.3ms for a single forward inference, while the baseline model (with 34.3M parameters) takes 8.5ms.

**Variants of HEMlets.** We next experimented with some variants of HEMlets on Human3.6M and MPII 2D pose datasets. In the first variant, we use five-state heatmaps, referred to as 5s-HEM, where the child joint is placed to different layers of the heatmaps according to the angle of the associated skeletal part with respect to the imaging plane. Specifically, we define the five states corresponding to the ( −90°, −60°), (−60°, −30°), (−30°, 30°), (30°, 60°) and (60°, 90°) range, respectively. In the second variant, we place a pair of joints in the negative and positive polarity heatmaps respectively according to their depth ordering (i.e., the closer/farther joint will appear in the positive/negative polarity heatmap). If their depths are roughly the same, they are co-located in the zero polarity heatmap. We refer to this variant as 2s-HEM. We trained 5s-HEM, 2s-HEM and HEMlets with the Human3.6M dataset only. A comparison on the validation loss is given in Fig. 9.

The other two variants produce inferior convergence compared to HEMlets under the same experiment setting.

**Augmenting datasets.** Many state-of-the-art approaches use a mixed training strategy for 3D human pose estimation. In addition to exploiting Human3.6M and MPII datasets, we study the effect of using augmenting datasets such as Ordinal [30] and FBI [38] for training. Firstly, we adapt the annotations of Ordinal and FBI datasets to the required form of HEMlets. Then we train our model using different combinations of these additional datasets. The comparisons on the MPI-INF-3DHP dataset [24] are reported in Table 5. We find augmenting datasets slightly increase the 3DPCK score for the trained model. Interestingly, training with FBI annotations attains a better 3DPCK score than Ordinal annotations. We suspect this is due to the amount of manual annotation errors related to different annotation schemes. In Fig. 10, we also provide some visual examples to compare the effectiveness of different augmenting datasets. One can find that the model fine-tuned with the FBI dataset produces better predictions than the ones trained additionally with Ordinal [30].

**Generalization.** For an evaluation of in-the-wild images from Leeds Sports Pose (LSP) [15] and the validation set of MPI-INF-3DHP [24], we list some visual results predicted by our approach. As shown in Fig. 11 even for challenging data (e.g., self-occlusion, upside-down), our method yields visually correct pose estimations for these images.

### 6.2 3D Human Body Model Recovery

In this part, we evaluate the proposed human body recovery method of regressing the SMPL parameters on three public datasets i.e., SURREAL [47], UP-3D [20] and 3DPW [48]. Before the experimental studies, we first give an introduction to the datasets and related evaluation protocols.

#### 6.2.1 Datasets and Evaluation Protocols

**SURREAL.** SURREAL [47] contains 6M frames from 1,964 video sequences of 115 subjects, where the images are photorealistic renderings of people under large variations in shape, texture, viewpoint and pose. Because these synthetic bodies are created using SMPL body models, the corresponding model

| Method | Supervision | H3.6M #1 | H3.6M #1* |
|--------|-------------|----------|-----------|
| Baseline | $L_{2D}$ | 47.1 | 35.3 |
| w/ 2D heatmaps | $L_{2D} + L_{2D}$ | 44.2 | 49.9 |
| w/ HEMlets | $L_{2D} + L_{HEM}$ | 42.6 | 46.0 |
| Full | $L_{2D} + L_{HEM} + L_{2D}$ | 39.9 | 45.1 |

Table 4: Ablative study on the effects of alternative intermediate supervision evaluated on Human3.6M using Protocol #1. The last column * reports the results using only the Human3.6M dataset for training (without using the extra MPII 2D pose dataset).

---

Fig. 8. An example image with the detected joints overlaid and shown from a novel view, using different methods: (a) $L_{2D}$ (2D error: 15.2; 3D joint error: 81.3mm). (b) $L_{2D} + L_{2D}$ (2D error: 13.0; 3D error: 41.2mm). (c) Ground-truth. HEMlets learning helps fixing local part errors, see the blue skeletal part in (a) versus the red skeletal part in (b).

---

Fig. 9. The validation loss of 5s-HEM, 2s-HEM and HEMlets, respectively. All are trained with the Human3.6M dataset.

| Dataset | 3D-PCK |
|---------|--------|
| Base | 75.3 |
| w/ Ordinal [30] | 76.1 |
| w/ FBI [38] | 76.9 |
| w/ FBI [38] + Ordinal [30] | 76.5 |

Table 5: Evaluation of 3D-PCK scores by adding different augmenting datasets that provide relative depth ordering annotations. Base denotes using the base datasets (Human3.6M and MPII).
parameters are used as ground truth for training a human body regression model.

**UP-3D.** The details of this dataset are presented in [20]. To build it up, a large number of real images were collected, and then each of them was fitted by a SMPL body model. Next, those inaccurate fitting results were picked and discarded manually. Finally, 5,703 training images, 1,423 validating images and 1,389 testing images with fitted SMPL parameters were obtained.

**3DPW.** Recently, the work of [48] presented a new dataset which is captured under in-the-wild environment. Specifically, a moving hand-held camera is used for recording RGB frames while IMUs are attached on actors to capture poses. In total, 60 video sequences (more than 51,000 frames) of 5 subjects are captured, where 7 actors with 18 different clothing styles are asked to perform different activities, such as walking, playing golf and etc.

**Evaluation metric.** We follow the standard protocols, as detailed in [53], to conduct evaluations. When dealing with the datasets of SURREAL and UP-3D, to measure the accuracy of the inferred body mesh, the average per-vertex Euclidean distance between it and the ground truth is used (which is referred to as “surface”). We also report the accuracy of the output 3D pose, where the average per-joint Euclidean distance between the estimated pose (with the hip joint aligned) and the ground truth is used (which is referred to as “joint”). For the dataset of 3DPW, we follow the works of [16], [18] to evaluate the reconstruction error of 3D poses, which is noted as “Rec. Error”. In addition, following the work of [51], the recovered 3D meshes are also projected onto a 2D image plane for evaluating the accuracy of the mask and part segmentation. By doing so, mIoU and F1 scores are reported.

### 6.2.2 Results and Comparisons

Next, we report the evaluation results and also compare them with state-of-the-art methods both quantitatively and qualitatively.

**Quantitative comparisons.** In Table 6 we numerically compare our method to existing leading approaches on the evaluation metrics presented in Sect. 6.2.1. As can be seen, our method produces the best accuracy for both the output skeleton joints and the generated body mesh. Table 7 also lists the accuracy of the foreground and the part segmentation, given the generated body mesh. Our proposed method again gives the best performance. It is noteworthy that the part segmentation F1 score of our method evaluated on the UP-3D dataset exceeds 0.70 for the first time.

**Qualitative comparisons.** We also conduct qualitative comparisons between our method and some of existing methods, as shown in Fig. 12. Here, HMR [16] and SPIN [18] are selected as two representative body mesh recovery approaches. Given an input image, the output body mesh of each method is shown in two views. It can be observed that our method performs better than HMR and SPIN, even when the human pose is challenging.

**How does pose accuracy affect body recovery?** As the accuracy of the output body mesh relies on both the estimated pose and the shape parameters. An interesting question is which factor affects more. To reach an answer, we run two alternative versions of our full model on the 3DPW dataset: 1) replacing its estimated shape parameter with the ground truth shape, and 2) replacing the estimated pose parameter with the ground truth pose. The results are reported in Table 8. As one can see, the accuracy of pose estimation has a greater impact. This suggests 3D pose estimation is critical and provides more significant

### Table 6

| Approach | FP Seg. | Part Seg. | Accuracy | F1 | Accuracy | F1 |
|----------|---------|-----------|----------|----|----------|----|
| SMPLify oracle | 92.17 | 0.88 | 88.82 | 0.67 |
| SMPLify | 91.89 | 0.88 | 87.71 | 0.64 |
| HMR | 91.67 | 0.87 | 87.12 | 0.60 |
| SPIN | 91.07 | 0.86 | 88.48 | 0.65 |
| SPIN* | 91.83 | 0.87 | 89.41 | 0.68 |
| BodyNet | 92.80 | 0.84 | 87.92 | 0.64 |
| DenseRaC | 92.40 | 0.88 | 87.92 | 0.64 |
| Ours | 92.90 | 0.88 | 90.18 | 0.71 |
| Ours* | 93.67 | 0.90 | 91.19 | 0.74 |

### Table 7

| Approach | FB Seg. | Part Seg. | Accuracy | F1 |
|----------|---------|-----------|----------|----|
| Pavlakovs et al. [52] | - | 75.9 | - | 117.7 |
| HMR [16] | 88.0 | 59.1 | - | - |
| BodyNet [46] | - | 73.6 | - | - |
| SMPLR [25] | - | 56.5 | 46.3 | 41.6 |
| DenseRaC [51] | 76.8 | 5.1 | - | - |
| TexturePose [29] | 51.3 | 49.7 | - | - |
| DenseBody [53] | 47.3 | 38.1 | 54.2 | 40.1 |
| SPIN (SPIN*) [18] | - | 41.1 | - | - |
| Ours | 39.9 | 32.1 | 53.3 | 37.7 |
| Ours* | 39.9 | 32.1 | 53.3 | 37.7 |
| 3DPW | 79.8 | 67.5 | 38.8 |

![Image](image-url) Fig. 10. The qualitative results for some examples of MPI-INF-3DHP [24], using different additional datasets. For each example, we present the input RGB image, the 3D human pose predicted by three different models. The groundtruth pose is shown in dashed line.
Fig. 11. Qualitative results on different validation datasets: the first two columns are from the test dataset of 3DHP [24]. The other columns are from Leeds Sports Pose (LSP) [15]. Our approach produces visually correct results even on challenging poses (last column).

| Method                  | Rec. Error measured on 3DPW |
|------------------------|-----------------------------|
| Proposed model         | 58.8                        |
| w/ groundtruth shape $\beta^{gt}$ | 57.2                      |
| w/ groundtruth pose $\theta^{gt}$ | 9.4                       |

**TABLE 8**
Evaluation of the impact of learning $\theta$ and $\beta$ on human body estimation.

contributions to the task of human body mesh recovery from a single color image.

**Multi-person 3D pose and shape.** Fig. [13] shows our method can also work well for the multi-person scenarios. To do that, we firstly employ the code of OpenPose [6] to detect person instances. Each instance is then cropped, to which the proposed HEMlets PoSh approach is applied for individual 3D body model inference.

**Failure cases.** Our method tends to fail for some complicated scenarios, e.g., poor lighting, severe occlusions and background interference. Some of such failure cases are shown in Fig. [14].

More supplementary materials including demo videos are available at the project website: [https://sites.google.com/site/hemletspose/](https://sites.google.com/site/hemletspose/)

7 **Conclusion**

In this paper, we proposed a simple and highly effective HEMlets-based 3D pose estimation method from a single color image. HEMlets is an easy-to-learn intermediate representation encoding the relative forward-or-backward depth relation for each skeletal part’s joints, together with their spatial co-location likelihoods. It is proved very helpful to bridge the input 2D image and the output 3D pose in the learning procedure. We demonstrated the effectiveness of the proposed method tested over the standard benchmarks, yielding a relative accuracy improvement of about 20% over one best-of-grade method [41] on the Human3.6M benchmark. Good generalization ability is also witnessed for the presented approach. Extending the HEMlets pose estimation network, we further designed a simple parametric 3D human body regression network to estimate the SMPL body shape and pose from the input color image. Extensive experiments have shown the strong outperformance of the proposed HEMlets PoSh method. For instance, the part segmentation F1 score of our method evaluated on the UP-3D dataset exceeds 0.70 for the first time.

We believe the proposed HEMlets idea is actually general, which may potentially benefit other 3D regression problems e.g., scene depth estimation. Future directions also include an optimized real-time system that detects and tracks multiple persons robustly in total 3D.
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