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ABSTRACT. Determining the existence of compact invariant manifolds is a central quest in the qualitative theory of differential equations. Singularities, periodic solutions, and invariant tori are examples of such invariant manifolds. A classical and useful result from the averaging theory relates the existence of isolated periodic solutions of non-autonomous periodic differential equations, given in a specific standard form, with the existence of simple singularities of the so-called guiding system, which is an autonomous differential equation given in terms of the average in time of the original non-autonomous one. In this paper, we provide an analogous result for the existence of invariant tori. Namely, we show that a non-autonomous periodic differential equation, given in the standard form, has a normally hyperbolic invariant torus in the extended phase space provided that the guiding system has a hyperbolic limit cycle. We apply this result to show the existence of normally hyperbolic invariant tori in a family of jerk differential equations.
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1. INTRODUCTION AND STATEMENT OF THE MAIN RESULT

Determining the existence of compact invariant manifolds is a central quest in the qualitative theory of differential equations. Equilibria are trivial examples of such sets. Increasing
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dimension, periodic solutions are the first non-trivial examples of compact invariant manifolds and have been extensively studied in several contexts. For differential equations written in the so-called standard form [1] below, the averaging method [27] provides sufficient conditions for the existence of periodic solutions. Regarding higher dimensional compact invariant manifolds, the celebrated Fenichel theory [9] concerns their persistence under normal hyperbolicity assumptions. We can also mention the classical KAM theory [19], that provides conditions for the persistence of invariant tori for nearly integrable Hamiltonian systems.

Bogoliubov and Mitropolski [1] employed the averaging method to study the existence of invariant tori for $T$-periodic non-autonomous perturbative differential equations of the kind $\dot{x} = \varepsilon F_1(t, x)$. Their result has also been obtained by Hale [11]. Briefly speaking, under suitable assumptions, the existence of invariant tori is related with the existence of limit cycles of the averaged equation

$$\dot{x} = \frac{1}{T} \int_0^T F_1(t, x) dt.$$  

In this paper, we aim to generalize the previous result by providing sufficient conditions on higher order averaged functions to ensure the existence of invariant tori for higher order perturbed $T$-periodic non-autonomous differential equations given in the following standard form:

$$\dot{x} = \sum_{i=1}^{N} \varepsilon^i F_i(t, x) + \varepsilon^{N+1} \tilde{F}(t, x, \varepsilon), \quad (t, x, \varepsilon) \in \mathbb{R} \times D \times [0, \varepsilon_0],$$

where $D$ is an open bounded subset of $\mathbb{R}^2, \varepsilon_0 > 0$, and $\tilde{F} : \mathbb{R} \times D \times [0, \varepsilon_0] \to \mathbb{R}^2$ and each $F_i : \mathbb{R} \times D \to \mathbb{R}^2, i \in \{1, \ldots, N\}$, are $C^r$ functions, with $r \geq 2$, $T$-periodic in the variable $t$. The proof of our main result is an adaptation of the method of continuation employed by Chicone and Liu in [5] (see also [15]).

It is important to mention that the invariant tori of the differential equation (1), if existent, lie in the extended phase space, where, because of the periodicity of (1), the time variable $t \in \mathbb{R}$ becomes an angular variable by taking $\dot{t} = 1$ and $t \in S^1$.  

1.1. The averaging method. Before stating our main result, Theorem [A], we shall discuss the averaging method and introduce the concept of higher order averaged functions for differential equation (1). Such method provides important tools for studying nonlinear oscillating systems which are affected by small perturbations. While its origins can be traced back to names such as Clairaut, Laplace, and Lagrange (see [27, Appendix A]), a rigorous formalization of this theory was achieved by Fatou, Krylov, Bogoliubov, and Mitropolsky only later, in the 20th century (see [1, 2, 8, 16]). The averaging theory is mainly applied to provide asymptotic estimates for solutions of non-autonomous differential equations given in the standard form (1) by means of the solutions of the so-called truncated averaged equation:

$$\dot{z} = \sum_{i=1}^{N} \varepsilon^i g_i(z).$$

It states that any solution of the differential equation (1) remains $\varepsilon^N$-close to the solution of the truncated averaged equation (2) with the same initial condition, for time $O(1/\varepsilon)$ and $\varepsilon$ small (see [27, Theorem 2.9.2]). The functions $g_i : D \to \mathbb{R}^2, i \in \{1, \ldots, N\}$, are obtained by solving homological equations arising from near-identity transformation given by the next result.
Theorem 1 ([27] Lemma 2.9.1]). There exists a $C^r, r \geq 2$, $T$-periodic near-identity transformation
\begin{equation}
\mathbf{x} = U(t, \mathbf{z}, \epsilon) = \mathbf{z} + \sum_{i=1}^{N} \epsilon^{i} \mathbf{u}_{i}(t, \mathbf{z}),
\end{equation}
satisfying $U(0, \mathbf{z}, \epsilon) = \mathbf{z}$, such that the differential equation \cite{1} is transformed into
\begin{equation}
\dot{\mathbf{z}} = \sum_{i=1}^{N} \epsilon^{i} \mathbf{g}_{i}(\mathbf{z}) + \epsilon^{N+1} r_{N}(t, \mathbf{z}, \epsilon).
\end{equation}

One can see that $\mathbf{g}_{1}$ is the time-average of $F_{1}(t, \mathbf{x})$, that is,
\begin{equation}
\mathbf{g}_{1}(\mathbf{z}) = \frac{1}{T} \int_{0}^{T} F_{1}(s, \mathbf{z}) \, ds.
\end{equation}
The property $U(\xi, 0, \epsilon) = \xi$ is called stroboscopic condition. We notice that Theorem \cite{1} is still true without assuming such condition. However, in this case, the functions $\mathbf{g}_{i}$, for $i \geq 2$, are not uniquely determined. Under the stroboscopic condition, the uniqueness of each $\mathbf{g}_{i}$ is guaranteed, and so we call it averaged function of order $i$.

In [23], a general recursive formula for the higher order averaged functions was obtained in terms of Melnikov functions (see [18, 21]). Accordingly, define $\mathbf{f}_{i}$, for $i \in \{0, \ldots, N\}$, by
\begin{equation}
\mathbf{f}_{0}(\mathbf{z}) = 0 \quad \text{and} \quad \mathbf{f}_{i}(\mathbf{z}) = \frac{y_{i}(T, \mathbf{z})}{i!},
\end{equation}
where
\begin{equation}
\begin{aligned}
y_{1}(t, \mathbf{z}) &= \int_{0}^{t} F_{1}(s, \mathbf{z}) \, ds \quad \text{and} \\
y_{i}(t, \mathbf{z}) &= \int_{0}^{t} \left( i! F_{1}(s, \mathbf{z}) + \sum_{j=1}^{i-1} \sum_{m=1}^{j} \frac{i!}{j!} \frac{\partial^{m}}{\partial x_{j}^{m}} F_{i-j}(s, \mathbf{z}) B_{j,m}(y_{1}, \ldots, y_{j-m+1})(s, \mathbf{z}) \right) \, ds,
\end{aligned}
\end{equation}
for $i \in \{2, \ldots, N\}$. In the formulae above, for $p$ and $q$ positive integers, $B_{p,q}$ denotes the partial Bell polynomials:
\begin{equation}
B_{p,q}(x_{1}, \ldots, x_{p-q+1}) = \sum_{\substack{b_{1}+2b_{2}+\cdots+(p-q+1)b_{p-q+1} = p \\text{and} \ b_{1}+b_{2}+\cdots+b_{p-q+1} = q}} \frac{p!}{b_{1}!b_{2}!\cdots b_{p-q+1}!} \prod_{j=1}^{p-q+1} \left( \frac{x_{j}}{j!} \right)^{b_{j}},
\end{equation}
where the sum is taken over all the $(p-q+1)$-tuple of nonnegative integers $(b_{1}, b_{2}, \ldots, b_{p-q+1})$ satisfying $b_{1}+2b_{2}+\cdots+(p-q+1)b_{p-q+1} = p$, and $b_{1}+b_{2}+\cdots+b_{p-q+1} = q$.

Notice that $\mathbf{f}_{1}(\mathbf{z}) = T\mathbf{g}_{1}(\mathbf{z})$. Indeed,
\begin{equation}
\mathbf{f}_{1}(\mathbf{z}) = \int_{0}^{T} F_{1}(t, \mathbf{z}) \, dt = T\mathbf{g}_{1}(\mathbf{z}).
\end{equation}
The next result states that, under suitable conditions, the same relationship holds for higher order averaged functions.

Proposition 1 ([23] Corollary A]). Let $\ell \in \{2, \ldots, N\}$. If either $\mathbf{f}_{1} = \cdots = \mathbf{f}_{\ell-1} = 0$ or $\mathbf{g}_{1} = \cdots = \mathbf{g}_{\ell-1} = 0$, then $\mathbf{f}_{i} = T\mathbf{g}_{i}$ for $i \in \{1, \ldots, \ell\}$.

The next proposition is as a direct consequence of Theorem \cite{1} and Proposition \cite{1}.
Proposition 2 ([23, Corollary B]). Let \( \ell \in \{1, \ldots, N\} \) satisfy \( f_0 = \cdots = f_{\ell-1} = 0 \). Then, there exists a \( C^r \), \( r \geq 2 \), \( T \)-periodic near-identity transformation \( x = U(t, z, \epsilon) \), satisfying \( U(0, z, \epsilon) = z \), such that the differential equation (1) is transformed into

\[
\dot{z} = \epsilon^\ell \frac{1}{T} f_\ell(z) + \epsilon^{\ell+1} r_\ell(t, z, \epsilon).
\]

The averaging theory has been applied to investigate invariant manifolds [11]. In particular, it has found great success for studying periodic solutions (see, for example, [3, 12, 18]). Indeed, let \( \ell \in \{1, \ldots, N\} \) be the index of the first non-vanishing Melnikov function, that is \( f_0 = \cdots = f_{\ell-1} = 0 \), and \( f_\ell \neq 0 \). The next theorem is a very classical result that relates the existence of simple singularities of the so-called guiding system

\[
(6) \quad \dot{z} = \frac{1}{T} f_\ell(z)
\]

with the existence of isolated \( T \)-periodic solutions of the differential equation (1).

Theorem 2 ([18, Theorem A]). Consider the differential equation (1). Suppose that, for some \( \ell \in \{1, \ldots, N\} \), \( f_0 = \cdots = f_{\ell-1} = 0 \), \( f_\ell \neq 0 \), and that the guiding system (6) has a simple singularity \( z^* \), that is \( f_\ell(z^*) = 0 \) and \( df_\ell(z^*) \) is non-singular. Then, for \( \epsilon > 0 \) sufficiently small, the differential equation (1) has an isolated \( T \)-periodic solution converging to \( z^* \) as \( \epsilon \) goes to 0.

Regarding the existence of invariant tori of the differential equation (1), one can find results in the research literature associating it with Hopf bifurcation in the guiding system (6). This fact, for \( \ell = 1 \), is briefly commented on [27] Appendix C.5 (see also [14, Section 4.C] and [2] Chapter 2). In [4], the authors investigated how a Hopf bifurcation in the truncated average equation (2), particularly in the guiding system (6) for arbitrary \( \ell \), induces a Neimark-Sacker bifurcation [20, 25] in the time-\( T \) map of the differential equation (1) and, consequently, a torus bifurcation in the extended phase space.

1.2. Main result. The main result of the present study provides a version of Theorem 2 for detecting invariant tori, instead of periodic solutions. More specifically, it provides sufficient conditions on the guiding system (6) to ensure the existence of normally hyperbolic invariant tori in the extended phase space of the differential equation (1).

Theorem A. Consider the differential equation (1). Suppose that, for some \( \ell \in \{1, \ldots, N\} \), \( f_0 = \cdots = f_{\ell-1} = 0 \), \( f_\ell \neq 0 \), and that the guiding system (6) has an attracting hyperbolic limit cycle \( \gamma \). Then, for each \( \epsilon > 0 \) sufficiently small, the differential equation (1) has a \( T \)-periodic solution \( \gamma_{int} \) and a normally hyperbolic attracting invariant torus in the extended phase space. In addition, the torus surrounds the periodic solution \( \gamma_{int} \) and converges to \( \gamma \times S^1 \) as \( \epsilon \) goes to 0.

The first step in order to prove Theorem A consists in obtaining a differential system equivalent to the differential equation (1) for which an adaptation of the method of continuation, employed in [3], can be applied. Accordingly, Section 2 combines near-identity transformations, provided by the averaging theory, with a moving orthonormal coordinate system along periodic solutions [12] to obtain such equivalent differential system. Theorem A is then restated as Theorem B (Section 3) is devoted to the proofs of Theorems A and B.

1.3. Application to jerk differential equations. In mechanics, and other areas of physics as well, if \( x(t) \) denotes the position of a particle, then \( \dot{x}(t) \) and \( \ddot{x}(t) \) are the velocity and acceleration of the particle, respectively. In this context, the quantity \( \dddot{x}(t) \) is called jerk of the particle and a third-order differential equation of the form \( \dddot{x} = F(\dot{x}, \ddot{x}, x) \) is called jerk differential equation (see, for instance, [28]). Many mechanical models and a wide variety
of classical three-dimensional systems can be represented in this form. For instance, the Nosé-Hoover oscillator [10], the Lorenz system, and the Rössler system [17].

Here, in light of Theorem A, we shall provide in Proposition 3 sufficient conditions for the existence of an attracting normally hyperbolic invariant torus living in the 3D space \((x, \dot{x}, \ddot{x})\) for the following family of jerk differential equations

\[
\ddot{x} = -\dot{x} + \varepsilon^{N-1} P(x, \dot{x}, \ddot{x}) + \varepsilon^N Q(x, \dot{x}, \ddot{x}) + \varepsilon^{N+1} R(x, \dot{x}, \ddot{x}, \varepsilon),
\]

where \(\varepsilon\) is a small positive parameter and \(P, Q, R\) are \(C^r, r \geq 2\), functions. In addition, the following conditions will be assumed on \(P\) and \(Q\):

\begin{enumerate}
  \item \(H1.\) the following functions have vanishing average for every \(z\) and \(r\),
    \[\theta \mapsto P(r \sin \theta - z, r \cos \theta, -r \sin \theta)\text{ and }\theta \mapsto P(r \sin \theta - z, r \cos \theta, -r \sin \theta) \sin(\theta)\]
  \item \(H2.\) and \(Q(x, \dot{x}, \ddot{x}) = \ddot{x}(\dot{x} - \ddot{x} + (\dot{x}^2 + \ddot{x}^2 - 2)(1 - (x + \ddot{x})^2 - (\dot{x}^2 + \ddot{x}^2 - 2)^2)) + 2\ddot{x}(\dot{x}^2 + \ddot{x}^2 - 2)\).
\end{enumerate}

**Proposition 3.** Assume that \(H1\) and \(H2\) hold. Then, for any integer \(N \geq 3\) and \(\varepsilon > 0\) sufficiently small, the jerk differential equation (7) has a normally hyperbolic attracting invariant torus in the space \((x, \dot{x}, \ddot{x})\) which converges, as \(\varepsilon\) goes to 0, to the limiting torus (see Figure 1)

\[
T = \{ (r \sin \theta - z, r \cos \theta, -r \sin \theta) : (r, z) \in S^1 + (2, 0), \theta \in [0, 2\pi] \}.
\]

**Example 1.** One can see that condition \(H1\) holds for \(P(x, \dot{x}, \ddot{x}) = -\dot{x}^3\). Thus, Proposition 3 can be applied in to to get the existence of a normally hyperbolic attracting invariant torus jerk differential equation (7) in the space \((x, \dot{x}, \ddot{x}) \in \mathbb{R}^3\) for each \(N \geq 2\) and \(\varepsilon > 0\). In Figure 2, assuming \(R = 0, N = 5,\) and \(\varepsilon = 1/5\), we have used the software Mathematica to simulate a solution of the jerk differential equation approaching to the invariant torus.
2. Transformed Differential System

In this section, by combining the near-identity transformation, provided by Proposition 2, with a moving orthonormal coordinate system along periodic solutions [12, Chapter VI], the differential equation (1), under the hypotheses of Theorem A, will be transformed into an equivalent differential system for which an adaptation of the techniques employed in [5] can be applied.

Consider the differential equation (1). Let $\ell \in \{1, \ldots, N\}$ satisfying $f_0 = f_1 = \cdots = f_{\ell-1} = 0$ and $f_\ell \neq 0$. By Proposition 2, there exists a $T$-periodic near-identity transformation (3) that transforms the differential equation (1) into

$z' = \varepsilon^\ell f_\ell(z) + \varepsilon^{\ell+1} r_\ell(t, z, \varepsilon), \quad (8)$

By applying the time rescaling $\tau = \varepsilon^\ell t$, the differential equation (8) becomes:

$z' = \frac{1}{\varepsilon^\ell} f_\ell(z) + \varepsilon r_\ell(\tau/\varepsilon^\ell, z, \varepsilon), \quad (9)$

where, now, prime $'$ denotes derivative with respect to $\tau$.

Now, let $\varphi(\tau)$ be the hyperbolic limit cycle of the guiding system

$z' = \frac{1}{T} f_\ell(z).$

Without loss of generality, assume that $\varphi$ is $2\pi$-periodic. In what follows, we shall transform the differential equation (9) by using a moving orthonormal coordinate system along $\varphi(\tau)$ provided in [12, Chapter VI]. Let $(v_1(\tau), v_2(\tau)) = \varphi'(\tau)/|\varphi'(\tau)|$. From Theorem [12, Theorem 1.2], there exists $r_0 > 0$ such that, for all $0 \leq |\rho| \leq r_0$, the transformation

$z = \varphi(\sigma) + Z(\sigma)\rho,$

(10)
with \( Z(\sigma) = (-v_2(\sigma), v_1(\sigma)) \), applied to the differential equation \( \dot{\sigma} = \nabla \mathcal{H}(\sigma) \) yields the equivalent differential system:

\[
\begin{align*}
\dot{\sigma}' &= A(\sigma)\rho + f_2(\rho, \sigma) + \varepsilon B(\rho, \sigma)r_1(\tau / \varepsilon, \varphi(\sigma) + Z(\sigma)\rho, \varepsilon), \\
\dot{\rho}' &= 1 + f_1(\rho, \sigma) + \varepsilon \langle h(\rho, \sigma), r_1(\tau / \varepsilon, \varphi(\sigma) + Z(\sigma)\rho, \varepsilon) \rangle.
\end{align*}
\]  

(11)

Here, \( A(\sigma) \in \mathbb{R} \), \( B(\rho, \sigma) \) is a \( 1 \times 2 \) matrix, \( f_2(\rho, \sigma), h(\rho, \sigma) \in \mathbb{R}^2 \), and \( f_1(\rho, \sigma) \in \mathbb{R} \), all of them \( C^r \) functions, with \( r \geq 2 \), and \( 2\pi \)-periodic in the variable \( \sigma \). Moreover,

\[ |f_1(\rho, \sigma)| = \mathcal{O}(|\rho|), \quad f_2(0, \sigma) = 0, \quad \frac{\partial f_2(0, \sigma)}{\partial \rho} = 0. \]

Now, denoting

\[
\begin{align*}
f(\rho, \sigma) &= A(\sigma)\rho + f_2(\rho, \sigma), \\
g(\rho, \sigma) &= 1 + f_1(\rho, \sigma), \\
R(\rho, \sigma, t, \varepsilon) &= B(\rho, \sigma)r_1(t, \varphi(\sigma) + Z(\sigma)\rho, \varepsilon), \quad \text{and} \\
S(\rho, \sigma, t, \varepsilon) &= \langle h(\rho, \sigma), r_1(t, \varphi(\sigma) + Z(\sigma)\rho, \varepsilon) \rangle,
\end{align*}
\]

the differential system \( (11) \) writes

\[
\begin{align*}
\dot{\sigma}' &= f(\rho, \sigma) + \varepsilon R(\rho, \sigma, \tau / \varepsilon, \varepsilon), \\
\dot{\rho}' &= g(\rho, \sigma) + \varepsilon S(\rho, \sigma, \tau / \varepsilon, \varepsilon),
\end{align*}
\]  

(12)

where \( f, g, R, \) and \( S \) are \( C^r \) functions, with \( r \geq 2 \), \( 2\pi \)-periodic in the variable \( \sigma \), and \( T \)-periodic in the variable \( \tau \).

Notice that the guiding system \( (6) \) is equivalent to the differential system

\[
\begin{align*}
\dot{\rho}' &= f(\rho, \sigma), \\
\dot{\sigma}' &= g(\rho, \sigma),
\end{align*}
\]  

(13)

for which, due to the moving orthonormal coordinate transformation \( (10) \), the attracting hyperbolic limit cycle of \( (6) \) is, now, given by \( \Gamma \) for which, due to the moving orthonormal coordinate transformation \( (10) \), the attracting hyperbolic limit cycle of \( (6) \) is, now, given by \( \Gamma \) for which, due to the moving orthonormal coordinate transformation \( (10) \), the attracting hyperbolic limit cycle of \( (6) \) is, now, given by \( \Gamma \) for which, due to the moving orthonormal coordinate transformation \( (10) \), the attracting hyperbolic limit cycle of \( (6) \) is, now, given by \( \Gamma \).

In this new setting, Theorem A follows as a consequence of the next result:

**Theorem B.** Suppose that \( \Gamma = \{(0, \sigma) : \sigma \in \mathbb{S}^1\} \) is an attracting hyperbolic limit cycle of the differential system \( (12) \). Then, for \( \varepsilon > 0 \) sufficiently small, the differential system \( (12) \) has a \( T \)-periodic solution \( \Gamma_{\text{int}} \) and a \( \varepsilon \)-normally hyperbolic attracting invariant manifold in the extended phase space that is the graph of a \( C^r \) function of the angular variables \( \sigma \) and \( \tau \). In addition, this manifold surrounds the periodic solution \( \Gamma_{\text{int}} \) and converges to \( \Gamma \times \mathbb{S}^1 \) as \( \varepsilon \) goes to 0.

### 3. Method of Continuation and Proof of the Main Results

This section is devoted to the proof of Theorem B. We start by presenting the Method of Continuation in Section 3.1. In Section 3.2, the justification of the convergence of the perturbed tori as \( \varepsilon \) goes to zero is provided. Theorem B is then proven in Section 3.3 under the assumption of validity of a key result, whose proof is presented in Section 3.5. Some essential lemmas, which are used throughout the proof in Section 3.3, are presented in Section 3.4. Finally, an Appendix is provided, containing technical lemmas that, albeit not directly related to the problem, are crucial for the argument.
3.1. **Method of continuation.** We define $E^\varepsilon,\mu$, an auxiliary family of differential systems given by

$$E^\varepsilon,\mu : \begin{cases} 
\rho' = f(\rho, \sigma) + \varepsilon R(\rho, \sigma, \tau / \mu^\ell, \mu), \\
\sigma' = g(\rho, \sigma) + \varepsilon S(\rho, \sigma, \tau / \mu^\ell, \mu), \\
\tau' = 1,
\end{cases}$$

where $f$, $g$, $R$, and $S$ are the functions appearing in (12), thus of class $C^r$, $r \geq 2$. Also, periodicity allows us to view $\tau$ as an angular variable modulo $T\mu^\ell$.

In order to prove Theorem B, define, for each $\mu > 0$, the set $A^\mu$ as the maximal interval contained in $[0, \mu]$ with left endpoint at 0 such that, for $\varepsilon \in A^\mu$, system $E^\varepsilon,\mu$ has a $r$-normally hyperbolic invariant manifold that is the graph of a $C^r$ function $h^\varepsilon$ of the angular variables $\sigma$ and $\tau$. For each $\varepsilon \in A^\mu$, this invariant torus will be denoted by $M(\varepsilon, \mu)$.

The method of continuation, employed in [5], uses the connectedness of $[0, \mu]$ to ensure that $A^\mu = [0, \mu]$ by showing that $A^\mu$ is a non-empty subset of $[0, \mu]$ which is also relatively open and closed.

First, note that $A^\mu$ is non-empty, because $0 \in A^\mu$ by hypothesis. The relative openness of $A^\mu$ is guaranteed by Fenichel’s classic result about persistence of $r$-normally hyperbolic invariant manifolds:

**Fenichel’s Theorem** Let $f$ be a $C^r$ vector field on $\mathbb{R}^n$, $r \geq 1$. Let $M$ be a compact, connected $C^r$ manifold properly embedded in $\mathbb{R}^n$ and invariant under $f$. Suppose that $M$ is $r$-normally hyperbolic. Then, for any vector field $g$ in some $C^r$ neighbourhood of $f$, there is a $r$-normally hyperbolic $C^r$ manifold $M_g$ invariant under $g$, $C^r$ diffeomorphic to $M$ and $C^r$ near $M$.

Indeed, if $\varepsilon \in A^\mu$, Fenichel’s Theorem ensures that there is an open interval $I_\varepsilon$ containing $\varepsilon$ such that $I_\varepsilon \cap [0, \mu] \subset A^\mu$.

Finally, it only remains to show that $A^\mu$ is relatively closed. This will be achieved by proving the following result:

**Proposition 4.** Suppose that the differential system (12) has an attracting hyperbolic limit cycle $\Gamma = \{(0, \sigma) : \sigma \in S^1\}$. Let $\bar{\varepsilon}_\mu$ be the least upper bound of $A^\mu$. Then, there is $\mu_s > 0$ such that, if $\mu \in (0, \mu_s]$, system $E^{\bar{\varepsilon}_\mu,\mu}$ has an invariant $r$-normally hyperbolic manifold $M(\bar{\varepsilon}_\mu, \mu)$ given as graph of a $C^r$ function of the angular variables. In particular, $\bar{\varepsilon}_\mu \in A^\mu$.

Henceforth, as in the Proposition, $\bar{\varepsilon}_\mu$ will always denote the least upper bound of $A^\mu$.

We remark that system $E^{\bar{\varepsilon}_\mu,\mu}$ is strikingly similar to the one studied by Chicone and Liu in [5], the only difference being that $\ell = 2$ in that work. Thus, the proof of Proposition 4 will be a revision of the proof of an analogous result found in [5], namely Proposition 7.2 in that work. Many of the ideas presented therein will naturally be of use in our work, and will be reproduced here in order to provide the adaptations required by the greater freedom allowed in choosing the value of $\ell$. Preliminary results akin to those presented in [5] are discussed in Section 3.4. The proof of Proposition 4 itself is found in Section 3.5.

3.2. **Localizing the invariant torus.** The Method of Continuation outlined above guarantees the existence of invariant tori in the extended phase space of system (12). However, in order to ensure the convergence of the invariant tori as $\varepsilon \to 0$, we need a separate argument. First, we present the following lemma, which will be of use later on:

**Lemma 1.** Consider a planar differential equation $x' = f(x)$ with a hyperbolic limit cycle $\Gamma$ of period $\omega > 0$. If $\Gamma$ is asymptotically stable, then there is a neighborhood $N \subset \mathbb{R}^2$ of $\Gamma$ and a
constant $C > 0$ such that any invariant set $\mathcal{M} \subset N \times S^1$ of the system
\[ x' = f(x) + g(x, \tau), \quad \tau' = 1, \quad (x, \tau) \in N \times S^1 \]
satisfies the following estimate
\[ \sup \{ d(y, \Gamma \times S^1) : y \in \mathcal{M} \} \leq C\|g\|_C^0, \]
where $S^1 = \mathbb{R}/(\mathbb{T} \mathbb{Z})$, $T \geq 0$, and $g : N \times S^1 \to \mathbb{R}^2$ is any smooth function.

The proof of Lemma 1 may be found in [5], wherein it is called Proposition 6.2. We remark that, even though it is stated slightly differently in that reference, the proof set forth in it is directly applicable to our case.

Now, assuming that Proposition 4 holds, we provide the following result that will be fundamental in establishing the convergence of the invariant tori as $\varepsilon$ goes to 0.

**Proposition 5.** Suppose system (13) has an attracting hyperbolic limit cycle $\Gamma = \{(0, \sigma) : \sigma \in S^1\}$. Then, there exist $\mu_L > 0$ and a constant $K > 0$ such that the inequality
\[ |h^r|_{C^0} < K\varepsilon \]
holds for all $\mu \in (0, \mu_L]$ and all $\varepsilon \in [0, \mu]$

Proof. Let $\mu_s > 0$ be as in Proposition 4. Since system (13) has a attracting hyperbolic limit cycle $\Gamma$, we can apply Lemma 1 and obtain $N \subset \mathbb{R}^2$ and $C > 0$ satisfying the conditions put forward in it. Moreover, if $R$ and $S$ are defined as in (14), we set
\[ K_s := \sup \{ |R(\rho, \sigma, \tau / \mu', \mu)| + |S(\rho, \sigma, \tau / \mu', \mu)| : (\rho, \sigma, \tau) \in N \times \mathbb{R}, \mu \in (0, \mu_s] \} \]
Notice that $K_s < \infty$. Indeed, the functions $R$ and $S$ are continuous and periodic in the third variable.

Let $r_0$ be defined by
\[ r_0 := \inf \{ d(y, \Gamma) : y \in \mathbb{R}^2 \setminus N \} > 0. \]

Define
\[ \mu_1 := \frac{1}{2} \min \left\{ \mu_s, \frac{r_0}{C K_s} \right\}. \]

Fix $\mu \in (0, \mu_1]$. Since $\mu \in (0, \mu_s]$, Proposition 4 ensures that $[0, \mu] = A^\mu$. Define $I^\mu$ as the maximal interval contained in $A^\mu = [0, \mu]$ with left endpoint at 0 such that, for $\varepsilon \in I^\mu$, the following holds: $h^\varepsilon$ satisfies $|h^\varepsilon|_{C^0} < r_0$. The result will be proved if we show that $I^\mu = [0, \mu]$, because, in this case, Lemma 1 implies that $|h^\varepsilon|_{C^0} < K\varepsilon$, with $K = CK_s$. This will be done by showing that $I^\mu$ is non-empty subset of the interval $[0, \mu]$ that is also relatively open and closed.

It is clear that $I^\mu$ is non-empty, because $0 \in I^\mu$. Furthermore, since $I^\mu \subset A^\mu$, we can apply Fenichel’s Theorem to any $M(\varepsilon, \mu)$ such that $\varepsilon \in I^\mu$ and guarantee that $I^\mu$ is relatively open in $A^\mu$.

All that remains is showing that $I^\mu$ is also relatively closed in $A^\mu$, so that connectedness implies that $I^\mu = A^\mu = [0, \mu]$. In order to do so, let $\alpha_\mu$ be the least upper bound of $I^\mu$. By definition of $I^\mu$, we must have $[0, \alpha_\mu) \subset I^\mu \subset [0, \mu] = A^\mu$. Thus, by taking closures, it follows that the stronger inclusion $[0, \alpha_\mu) \subset A^\mu$ holds. Thus, Fenichel’s theorem ensures that $h^\varepsilon$ is continuous with respect to its parameter $\varepsilon$ for $0 \leq \varepsilon \leq \alpha_\mu$.

Observe that, by definition of $r_0$, the following holds: if $|h^\varepsilon|_{C^0} < r_0$, then $M(\varepsilon, \mu) \subset N \times S^1$. Since $[0, \alpha_\mu) \subset I^\mu$, Lemma 1 guarantees that $|h^\varepsilon|_{C^0} < CK_s\varepsilon$ for all $\varepsilon \in [0, \alpha_\mu)$. Thus, we have
\[ |h^\varepsilon|_{C^0} < CK_s\varepsilon < CK_s\mu < CK_s\mu_1 < \frac{r_0}{2} \]
for all $\varepsilon \in [0, \alpha_\mu)$. From the continuity of the function $\varepsilon \mapsto h^\varepsilon$, for $\varepsilon \in [0, \alpha_\mu]$, by taking the limit as $\varepsilon \to \alpha_\mu$, it follows that

$$|h^{\alpha_\mu}|_{C^0} \leq \frac{r_0}{2} < r_0,$$

so that $\alpha_\mu \in I^\mu$. This proves that $I^\mu$ must also be relatively closed in $[0, \mu]$. Therefore, by connectedness of $[0, \mu]$, it follows that $I^\mu = [0, \mu]$, finishing the proof. \hfill \Box

3.3. Proof of Theorems A and B. Consider the differential system (12) written in the extended phase space:

$$\begin{align*}
\rho' &= f(\rho, \sigma) + \varepsilon R(\rho, \sigma, \tau / \varepsilon, \varepsilon), \\
\sigma' &= g(\rho, \sigma) + \varepsilon S(\rho, \sigma, \tau / \varepsilon, \varepsilon), \\
\tau' &= 1,
\end{align*}$$

(15)

where $\tau$ is an angular variable modulo $T\varepsilon$.

Notice that, by taking $\varepsilon = \mu$, the differential equation (15) corresponds to the member $E^{\varepsilon, \mu} = E^{\mu, \mu}$ of the family (14). Assuming Proposition 4 is proven, it follows from the Method of Continuation introduced before that $A^\mu = [0, \mu]$. In particular, $\mu \in A^\mu$. Thus, the part of Theorem B regarding the existence of the $r$-normally hyperbolic invariant tori follows by taking $\varepsilon = \mu$.

The existence of the $T$-periodic solution $\Gamma_{int}$ inside the torus $M(\mu, \mu)$ follows directly from observing that, since $\tau' = 1$, we can define a stroboscopic Poincaré map on a transversal section inside the torus that extends to its border, including this border. This map is continuous and its codomain can be chosen to be equal to its domain, a set that is homeomorphic to the closed disk. Thus, by the Brouwer fixed-point theorem, the Poincaré map thus defined must have a fixed point, which corresponds to the $T$-periodic solution $\Gamma_{int}$.

The convergence of the invariant manifold as $\varepsilon$ goes to $0$ in (15) follows from Proposition 5. In fact, for $\mu$ sufficiently small, we can take $\varepsilon = \mu$ in Proposition 5 and conclude that there is $K > 0$, independent of the choice of $\mu$, such that $|h^{\mu}|_{C^0} < K\mu$. It follows that the invariant manifold $M(\mu, \mu)$ of system $E^{\mu, \mu}$ converges to $\Gamma \times S^1$ as $\mu \to 0$.

Finally, Theorem A follows by noticing that the guiding system (6) is equivalent to the differential system (15), and that the differential equation (7) is equivalent to the differential system (15).

3.4. Useful Estimates on $h^\varepsilon$. We remind that, for $\mu > 0$ fixed, $h^\varepsilon$ denotes a $C^r$ function of the angular variables whose graph is a $r$-normally hyperbolic invariant manifold of system $E^{\varepsilon, \mu}$. Moreover, we define $\gamma^\varepsilon(s, q) := (h^\varepsilon(\sigma^\varepsilon(s, q), \tau(s)), \sigma^\varepsilon(s, q), \tau(s))$ to be the solution of system $E^{\varepsilon, \mu}$ starting at $(h^\varepsilon(q, 0), 0, 0)$. As indicated before, $\varepsilon_\mu$ denotes the least upper bound of $A^\mu$ for a given $\mu > 0$.

Estimates on the size of the function $h^\varepsilon$, its derivatives and other useful quantities will be necessary. More specifically, we shall prove that there are $\mu_0 > 0$ and $C_0 > 0$ such that:

(a) $|h^\varepsilon|_{C^1} < C_0\varepsilon$ for all $\mu \in (0, \mu_0)$ and all $\varepsilon \in [0, \varepsilon_\mu)$;

(b) for each $\mu \in (0, \mu_0]$, the family $\{h^\varepsilon : \varepsilon \in [0, \varepsilon_\mu]\}$ is uniformly bounded in the $C_2$-norm.

Statement (a) will follow as a consequence of Lemma 3 and Statement (b) will follow as a consequence of Lemmas 6 and 7.
Before presenting the proofs of those estimates, we outline the meaning of the terms used therein. Considering system $E^{\ell, \mu}$, we define
\[
F(\rho, \sigma, \tau, \mu, \varepsilon) := f(\rho, \sigma) + \varepsilon R(\rho, \sigma, \tau, s, \mu),
\]
(16)
\[
G(\rho, \sigma, \tau, \mu, \varepsilon) := g(\rho, \sigma) + \varepsilon S(\rho, \sigma, \tau, s, \mu).
\]
We also define
\[
y^\varepsilon(s, q) := \exp \left( \int_0^s (G_{\rho} h^\varepsilon + G^\varepsilon) \, dt \right),
\]
where the argument of the derivatives of $G$ is $(h^\varepsilon(\sigma^\varepsilon(t, q), \tau(t)), \sigma^\varepsilon(t, q), \tau(t), \mu, \varepsilon)$ and the argument of the derivative of $h^\varepsilon$ is given by $(\sigma^\varepsilon(t, q), \tau(t))$. That integral arises naturally when solving the first variational equation associated to $E^{\ell, \mu}$.

As indicated earlier, the first part of the estimates we will need later on is provided by Lemmas 2 and 3 below, whose proofs are strongly inspired by the proofs of their counterparts in [5]. We remark however that, because of the intended application we have for those results, we ensure the independence of the constants appearing in our proofs with respect to the particular choice of $\mu > 0$.

**Lemma 2.** Suppose there are $\mu_0 > 0$ and $C_0 > 0$ such that the following estimates hold
\[
|h^\varepsilon(\sigma, \tau)| < C_0 \varepsilon, \quad |h^\varepsilon(\sigma, 0)| < C_0 \varepsilon,
\]
for all $\mu \in (0, \mu_0)$, $\varepsilon \in \left[0, \bar{\varepsilon}_\mu \right)$ and all $(\sigma, \tau) \in [0, 2\pi] \times [0, T \mu^\ell]$. Then, there are $\bar{\mu} \in (0, \mu_0]$ and $\bar{\varepsilon} > 0$, independent of $\mu$, such that the estimate
\[
|h^\varepsilon|_{C^0} < \bar{C} \varepsilon
\]
holds for all $\mu \in (0, \bar{\mu}]$ and all $\varepsilon \in \left[0, \bar{\varepsilon}_\mu \right)$.

**Proof.** Let $\mu_0$ and $C_0$ be as stated above. Also, we will denote the flow of system $E^{\ell, \mu}$ by $\varphi^\varepsilon(t, x)$, where $\varphi^\varepsilon(0, x) = x$. For each $\mu \in (0, \mu_0]$, $\varepsilon \in \left[0, \bar{\varepsilon}_\mu \right)$, $p \in [0, 2\pi]$, and $\tau \in \mathbb{R}$, we may define a unique angle $q^\varepsilon$ by
\[
(h^\varepsilon(q^\varepsilon, 0), q^\varepsilon, 0) = \varphi^\varepsilon(-\tau, (h^\varepsilon(p, \tau), p, \tau)).
\]
Let $\mu_1 > 0$ and $K_1 > 0$ be as in Proposition 5. Define $\mu_1 := \min\{\mu_0, \mu_1\} > 0$. An application of Lemma 10 with $t_s = -T \mu_1^\ell$ and $Q = \{(h^\varepsilon(r, s, r, s, e, \mu) \in \mathbb{R} \times [0, 2\pi] \times \mathbb{R} \times \mathbb{R} \times (0, \mu_1] : s \in [0, T \mu_1^\ell], e \in [0, \bar{\varepsilon}_\mu) \}$ ensures that there is $K_1 > 0$, independent of $\mu$ and $\varepsilon$, such that
\[
|h^\varepsilon(q^\varepsilon, 0)| + |q^\varepsilon - q^0| < K_1 (|h^\varepsilon(p, \tau)| + \varepsilon),
\]
for all $\mu \in (0, \mu_1]$, $\varepsilon \in \left[0, \bar{\varepsilon}_\mu \right)$, $p \in [0, 2\pi]$, and all $\tau \in \left[0, T \mu_1^\ell \right]$. By hypothesis, it follows that,
\[
|h^\varepsilon(q^\varepsilon, 0)| + |q^\varepsilon - q^0| < K_1 (C_0 + 1) \varepsilon,
\]
for all $\mu \in (0, \mu_1]$, $\varepsilon \in \left[0, \bar{\varepsilon}_\mu \right)$, $p \in [0, 2\pi]$, and all $\tau \in \left[0, T \mu_1^\ell \right]$. In particular, by defining the constant $K_2 := K_1 (C_0 + 1)$, we have that
\[
|q^\varepsilon - q^0| < K_2 \varepsilon.
\]
A solution of the first variational equation of $E^{\ell, \mu}$ along $\gamma^\varepsilon(t, q^\varepsilon)$ is given by
\[
v^\varepsilon(s, q^\varepsilon) := y^\varepsilon(s, q^\varepsilon) \begin{pmatrix} h^\varepsilon(\sigma^\varepsilon(s, q^\varepsilon), \tau(s)) & 1 \\ 0 & 0 \end{pmatrix}.
\]

In fact, \( v^\tau_2(s,q^\tau) = \gamma^0_\tau(s,q^\tau) \), because \( q^t(s,q^t) \) satisfies the same initial value problem as \( \sigma^\tau_1(s,q^\tau) \). Let \( \Psi^\tau(s,q^\tau) \) be the principal fundamental matrix solution of \( E^{\mu,\nu} \) at \( t = 0 \) along \( \gamma^\tau(s,q^\tau) \). Then, it follows that

\[
v^\tau_2(s,q^\tau) = \Psi^\tau(s,q^\tau) \cdot v^\tau_2(0,q^\tau) = \Psi^\tau(s,q^\tau) \cdot \begin{pmatrix} h^\tau_\nu(q^\tau,0) \\ 1 \\ 0 \end{pmatrix}.
\]

Furthermore, by definition of \( q^\tau \), we have

\[
v^\tau_2(\tau,q^\tau) = \gamma^\tau(\tau,q^\tau) \begin{pmatrix} h^\tau_\nu(p,\tau) \\ 1 \\ 0 \end{pmatrix}.
\]

We remark that, by the triangle inequality,

\[
|\Psi^\tau(s,q^\tau) \cdot v^\tau_2(0,q^\tau) - \Psi^\tau(0,q^\tau) \cdot v^\tau_2(0,q^\tau)| \leq |\Psi^\tau(s,q^\tau) - \Psi^\tau(0,q^\tau)| |v^\tau_2(0,q^\tau)|
+ |\Psi^\tau(0,q^\tau)| |v^\tau_2(0,q^\tau) - v^\tau_2(0,q^\tau)|
\]

Lemma \[10\] applied with \( t^\epsilon = T^\mu \) and \( Q = \{ (t^\epsilon(r,0),r,0,\epsilon,\mu) \in \mathbb{R} \times [0,2\pi] \times \mathbb{R} \times (0,\mu_1) : \epsilon \in [0,\mu_\epsilon) \} \) ensures that there is \( K_3 > 0 \) such that

\[
|\Psi^\tau(s,q^\tau) - \Psi^\tau(0,q^\tau)| < K_3(|t^\epsilon(q^\tau,0)| + |q^\epsilon - q^0| + \epsilon) < K_3(K_2 + 1)\epsilon,
\]

for all \( \mu \in (0,\mu_1], \epsilon \in [0,\epsilon_\mu), p \in [0,2\pi], \) and all \( s \in [0,T^\mu] \). In particular, there is \( K_4 > 0 \) such that

\[
|\Psi^\tau(\tau,q^\tau) - \Psi^\tau(0,q^\tau)| < K_4\epsilon,
\]

for all \( \mu \in (0,\mu_1], \epsilon \in [0,\epsilon_\mu), p \in [0,2\pi], \) and \( \tau \in [0,T^\mu] \). Furthermore, by hypothesis, there is \( K_5 > 0 \) such that

\[
|h^\tau_\nu(\xi,0)| < K_5,
\]

for all \( \mu \in (0,\mu_1], \epsilon \in [0,\epsilon_\mu), \) and all \( \xi \in [0,2\pi]. \) Hence, we have that

\[
|v^\tau_2(\tau,q^\tau)| < K_5 + 1,
\]

for all \( \mu \in (0,\mu_1], \epsilon \in [0,\epsilon_\mu), p \in [0,2\pi], \) and \( \tau \in [0,T^\mu] \). By continuity of \( \Psi^0 \), there is \( K_6 > 0 \) such that

\[
|\Psi^0(s,\xi)| < K_6,
\]

for all \( s \in [0,T^\mu] \) and all \( \xi \in [0,2\pi]. \)

Henceforth in this proof, all inequalities are to be read as valid for all \( \mu \in (0,\mu_1], \epsilon \in [0,\epsilon_\mu), p \in [0,2\pi], \) and \( \tau \in [0,T^\mu] \), except stated otherwise, and we shall omit their domain of validity for conciseness. Considering the hypotheses, it follows that

\[
|v^\tau_2(0,q^\tau) - v^\tau_2(0,q^\tau)| = |h^\tau_\nu(q^\tau,0)| < C_0\epsilon.
\]

Combining \((18), (19), (20), \) and \((21)\), we conclude that there is \( K_7 > 0 \) such that

\[
|\Psi^\tau(\tau,q^\tau) \cdot v^\tau_2(\tau,q^\tau) - \Psi^\tau(0,q^\tau) \cdot v^\tau_2(0,q^\tau)| \leq K_7\epsilon,
\]

Thus, it follows that

\[
|\gamma^\tau(\tau,q^\tau) \cdot h^\tau_\nu(p,\tau)| + |\gamma^\tau(\tau,q^\tau) - \gamma^\tau(\tau,q^\tau)| < K_7\epsilon,
\]
In particular,\[|y^f(\tau, q^f)| |h^f_{\mu}(p, \tau)| \leq K_7 \varepsilon\]

Furthermore, since \(0 < \varepsilon_{\mu} \leq \mu\), another application of the reverse triangle inequality provides
\[|y^f(\tau, q^f)| \geq |y^0(\tau, q^0)| - |y^f(\tau, q^f) - y^0(\tau, q^0)| \geq |y^0(\tau, q^0)| - K_7 \mu,\]

Let \(m > 0\) denote the minimum value of \(y^0\) in \([0, T\mu^f_1] \times [0, 2\pi]\). Finally, define \(\mu_2 = \min\{\mu_1, \frac{m}{2K_5}\}\). Then, we conclude that \[|h^f_{\mu}(p, \tau)| \leq \frac{2K_7}{m} \varepsilon,\]

for all \(\mu \in (0, \mu_2], \varepsilon \in [0, \varepsilon_{\mu}], p \in [0, 2\pi]\), and \(\tau \in [0, T\mu^f]\), as we wished to prove. \(\square\)

**Lemma 3.** Suppose system (13) has an attracting hyperbolic limit cycle \(\Gamma = \{(0, \sigma) : \sigma \in S^1\}\). Then, there are \(\bar{\mu} > 0\) and \(\tilde{C} > 0\) such that
\[|h^f|_{C_0} < \tilde{C} \varepsilon, \quad |h^f|_{C_0} < \tilde{C} \varepsilon, \quad |h^f|_{C_0} < \tilde{C} \varepsilon,\]

for all \(\varepsilon \in [0, \varepsilon_{\mu}]\) and all \(\mu \in (0, \bar{\mu})\).

**Proof.** Since (13) has an attracting hyperbolic limit cycle, we can apply Lemma 1 and obtain \(N \subset \mathbb{R}^2\) and \(\bar{C} > 0\) as stated. Let \(R\) and \(S\) be as in (14). Define
\[K := \sup \left\{|R(\rho, \sigma, \tau / \mu^f, \mu)| + |S(\rho, \sigma, \tau / \mu^f, \mu)| : (\rho, \sigma, \tau) \in N \times \mathbb{R}, \mu \in \left(0, \frac{1}{\sqrt{T}}\right)\right\} < \infty,\]

and
\[r_0 := \inf\{d(y, \Gamma) : y \in \mathbb{R}^2 \setminus N\}.\]

Observe that, by definition of \(r_0\), if \(|h^f|_{C_0} < r_0\), then it follows that \(M(\varepsilon, \mu) \subset N \times S^1\).

Let \(\mu_1\) be given by
\[\mu_1 := \frac{1}{2} \min \left\{\frac{1}{\sqrt{T}} \cdot \frac{r_0}{CK}\right\},\]

and fix \(\mu \in (0, \mu_1]\). Define \(I^\mu\) as the maximal interval contained in \([0, \varepsilon_{\mu}]\) with left endpoint at 0 such that, for \(\varepsilon \in I^\mu\), the function \(h^f\) satisfies \(|h^f|_{C_0} < r_0\).

It is clear that \(I^\mu\) is non-empty, because \(0 \in I^\mu\). Furthermore, by definition of \(\varepsilon_{\mu}\), Fenichel’s Theorem can be applied for every \(\varepsilon \in I^\mu \subset [0, \varepsilon_{\mu}] \subset A^\mu\), guaranteeing that \(I^\mu\) is relatively open in \([0, \varepsilon_{\mu}]\).

We shall show that \(I^\mu\) is relatively closed in \([0, \varepsilon_{\mu}]\), so that, by connectedness, we may conclude that \(I^\mu = [0, \varepsilon_{\mu}]\). Let \(\alpha_{\mu}\) be the least upper bound of \(I^\mu \subset [0, \varepsilon_{\mu}]\). It follows immediately that \(\alpha_{\mu} \leq \varepsilon_{\mu}\). If \(\alpha_{\mu} = \varepsilon_{\mu}\), then \(I^\mu = [0, \varepsilon_{\mu}]\), and we are done.

Alternatively, suppose that \(\alpha_{\mu} \in [0, \varepsilon_{\mu}] \subset A^\mu\). Then, it follows that \([0, \alpha_{\mu}] \subset [0, \varepsilon_{\mu}] \subset A^\mu\). Therefore, Fenichel’s Theorem ensures that the family \(h^f\) is continuous with respect to its parameter \(\varepsilon\) if \(0 \leq \varepsilon \leq \alpha_{\mu}\). Since \(0 < \mu \leq \mu_1\) and \(|h^f|_{C_0} < r_0\) for all \(\varepsilon \in [0, \alpha_{\mu}]\), it follows by Lemma 1 that
\[|h^f|_{C_0} < CK\alpha_{\mu} < CK\varepsilon_{\mu} \leq CK\mu \leq CK\bar{\mu} \leq \frac{r_0}{2},\]

for all \(\varepsilon \in [0, \alpha_{\mu}]\). From continuity of the family \(h^f\) with respect to \(\varepsilon\) for \(\varepsilon \in [0, \alpha_{\mu}]\), it follows by taking the limit as \(\varepsilon \to \alpha_{\mu}\) that
\[|h^f_{\alpha_{\mu}}|_{C_0} \leq \frac{r_0}{2} < r_0.\]
Thus, we conclude that \( \alpha_1 \in I^\mu \), so that \( I^\mu \) is relatively closed.

That said, it follows that \( I^\mu = [0, \bar{\varepsilon}_\mu] \) for every \( \mu \in (0, \mu_1] \), which means that

\[
|h^\varepsilon|_{C^0} < C\varepsilon = \bar{C}_1\varepsilon,
\]

for all \( \mu \in (0, \mu_1] \) and all \( \varepsilon \in [0, \bar{\varepsilon}_\mu] \), where we have defined \( \bar{C}_1 := CK \) for conciseness.

Once again, let \( \Psi^\varepsilon(s, q) \) be the principal fundamental matrix solution of \( E^{\varepsilon, \mu} \) at \( t = 0 \) along \( \gamma^\varepsilon(s, q) \). Observe that \( \gamma^0(s, q) = (0, \sigma^0(s, q), s) \) is a solution to the unperturbed system \( E^0 \):

\[
E^0 : \begin{cases}
\rho' = f(\rho, \sigma), \\
\sigma' = g(\rho, \sigma), \\
t' = 1,
\end{cases}
\]

By considering that \( \gamma^0 \) must be a solution to \( E^0 \), it follows that \( f(0, \sigma^0(s, q)) = 0 \). Hence, since \( (f(0, \sigma^0(s, q)), g(0, \sigma^0(s, q)), 0) \) is a solution to the first variational equation of \( E^0 \) along \( \gamma^0(s, q) \), we have that

\[
\Psi^0(s, q) \begin{pmatrix} 0 \\
g(0, q) \\
0 \end{pmatrix} = \begin{pmatrix} 0 \\
g(0, \sigma^0(s, q)) \\
0 \end{pmatrix}.
\]

From \(24\), it follows that

\[
\Psi^0_{22}(s, q) = \frac{g(0, \sigma^0(s, q))}{g(0, q)}.
\]

Therefore, since \( g \) cannot vanish on the limit cycle \( \Gamma \), there is a constant \( M_0 > 0 \) such that \( |\Psi^0_{22}(s, q)| \geq M_0 \) for all \( s \in \mathbb{R} \) and all \( q \in S^1 \).

Notice that \( \Psi^0(T, q) \) has two eigenvalues equal to 1, corresponding to \( (f(0, q), g(0, q), 1) \) and \( (0, 0, 1) \), and one eigenvalue which is equal to the eigenvalue \( \lambda_P \) of the derivative of the Poincaré map on any transversal section of \( \Gamma \) at its fixed point, thus less than one. Hence, it follows that \( \det \Psi^0(T, q) = \lambda_P < 1 \) for all \( q \in [0, 2\pi] \). Moreover, if \( F^0 \) denotes the vector field appearing in \( E^0 \), the function

\[
I(t, q) := \exp \int_0^t \text{Tr} (dF^0(0, \sigma^0(s, q), s)) ds
\]

has a maximum \( M_I \) in the domain \([0, T] \times S^1\). For any \( t \geq 0 \), we may find \( z \in \mathbb{N} \) and \( r_t \in [0, T) \) such that \( t = zT + r_t \). Then, by Liouville’s formula, it follows that

\[
\det \Psi^0(t, q) = \exp \int_0^{zT + r_t} \text{Tr} (dF^0(0, \sigma^0(s, q), s)) ds \leq M_I (\det \Psi^0(T, q))^z.
\]

Therefore, by taking \( T_0 \) sufficiently large, we can ensure that \( \det \Psi^0(t, q) \leq M_I^2/4 \) for all \( t \geq T_0 \). Now, since \( 0 < \mu < \mu_1 \), we know that \( 0 < T \mu^\ell < 1 \), so that we can define \( n_\mu \) as the smallest positive integer such that \( T_0 \leq T \mu^\ell n_\mu < T_0 + 1 \). We also define the value \( T_\mu := T \mu^\ell n_\mu \). We remark that, even though \( T_\mu \) varies depending on the choice of \( \mu \), its value is always an integer multiple of the period of the perturbation terms present in \( E^{\varepsilon, \mu} \), and that \( T_\mu \) tends to \( T_0 \) as \( \mu \) is made close to zero.
Observe that, for any $\mu \in (0, \mu_1]$ and any $\varepsilon \in [0, \varepsilon_\mu)$, the function

$$
\psi_2^\varepsilon(s,q) = \begin{pmatrix} h_\varepsilon^\varepsilon(s,q) \gamma_\varepsilon(s,q) \\ \gamma_\varepsilon(s,q) \\ 0 \\ 0 \end{pmatrix} = \Psi^\varepsilon(s,q) \cdot \begin{pmatrix} h_\varepsilon^\varepsilon(q,0) \\ 0 \\ 0 \end{pmatrix}
$$

is a solution of the first variational equation of $E^{\varepsilon,\mu}$ along $\gamma(s,q)$. Thus, it follows that

$$
(27) \quad h_\varepsilon^\varepsilon(\sigma_\varepsilon(s,q),s) = \frac{\psi_{11}^\varepsilon(s,q) h_\varepsilon^\varepsilon(q,0) + \psi_{12}^\varepsilon(s,q)}{\psi_{21}^\varepsilon(s,q) h_\varepsilon^\varepsilon(q,0) + \psi_{22}^\varepsilon(s,q)}.
$$

Next, we shall prove the following claim: there are $\mu_2 > 0$, $\varepsilon' > 0$, and $r_1 > 0$ such that, for all $\mu \in (0, \mu_2]$ and all $\varepsilon \in [0, \varepsilon_\mu)$, if $|h_\varepsilon^\varepsilon|_{C^0} \leq r_1$, then $|h_\varepsilon^\varepsilon|_{C^0} \leq C' \varepsilon$. In order to do so, let $\mu \in (0, \mu_1]$, $\varepsilon \in [0, \varepsilon_\mu)$, $p \in [0, 2\pi]$, and define $q^\varepsilon$ by $p = \sigma_\varepsilon(T_\mu, q^\varepsilon)$. Then, by setting $s = T_\mu$ in $(27)$, the following identity is obtained:

$$
(28) \quad h_\varepsilon^\varepsilon(p,0) = \frac{\psi_{11}^\varepsilon(T_\mu, q^\varepsilon) h_\varepsilon^\varepsilon(q^\varepsilon,0) + \psi_{12}^\varepsilon(T_\mu, q^\varepsilon)}{\psi_{21}^\varepsilon(T_\mu, q^\varepsilon) h_\varepsilon^\varepsilon(q^\varepsilon,0) + \psi_{22}^\varepsilon(T_\mu, q^\varepsilon)}.
$$

In particular, by taking $\varepsilon = 0$, we obtain

$$
(29) \quad \frac{\psi_{12}^0(T_\mu, q^0)}{\psi_{22}^0(T_\mu, q^0)} = 0.
$$

By Lemma \[11\] applied with $B = \{T_0, T_0 + 1\}$, there is $r_1 > 0$ such that, if $t \in [T_0, T_0 + 1)$, $\zeta \in \mathbb{R}$, and $D \in M_2(\mathbb{R})$ satisfy $|\zeta| < r_1$ and $|D - \Psi^0(t,q)| < r_1$, then

$$
(30) \quad |d_{21}^2 \zeta + d_{22}^2| > 2 \frac{M_0}{3}, \quad |\det D - \det \Psi^0(t,q)| < \frac{1}{8} M_0^2.
$$

Furthermore, since $T_\mu$ must be in the bounded set $[T_0, T_0 + 1)$, Lemma \[10\] applied to $E^{\varepsilon,\mu}$ ensures that there are $C_1, C_2 > 0$ such that

$$
(31) \quad |h_\varepsilon^\varepsilon(q^\varepsilon,0)| + |q^\varepsilon - q^0| \leq C_1(|h_\varepsilon^\varepsilon(p,0)| + \varepsilon),
$$

and

$$
(32) \quad |\Psi^\varepsilon(T_\mu, q^\varepsilon) - \Psi^0(T_\mu, q^0)| \leq C_2(|h_\varepsilon^\varepsilon(q^\varepsilon,0)| + |q^\varepsilon - q^0| + \varepsilon)
$$

for all $\mu \in (0, \mu_1]$, $\varepsilon \in [0, \varepsilon_\mu)$, and all $p \in [0, 2\pi]$. Considering $(23)$ and $(31)$, it follows that there is $C_3 > 0$ such that

$$
|q^\varepsilon - q^0| < C_3 \varepsilon.
$$

Combining $(23)$, $(31)$, and $(32)$, it follows that there is $C_4 > 0$ such that

$$
(33) \quad |\Psi^\varepsilon(T_\mu, q^\varepsilon) - \Psi^0(T_\mu, q^0)| \leq C_4 \varepsilon \leq C_4 \mu_1,
$$

for all $\mu \in (0, \mu_1]$, $\varepsilon \in [0, \varepsilon_\mu)$, and all $p \in [0, 2\pi]$. From $(28)$ and $(29)$, it follows that

$$
(34) \quad |h_\varepsilon^\varepsilon(p,0)| \leq \frac{|\psi_{11}^\varepsilon(T_\mu, q^\varepsilon) h_\varepsilon^\varepsilon(q^\varepsilon,0) + \psi_{12}^\varepsilon(T_\mu, q^\varepsilon) - \psi_{12}^0(T_\mu, q^\varepsilon)|}{|\psi_{21}^\varepsilon(T_\mu, q^\varepsilon) h_\varepsilon^\varepsilon(q^\varepsilon,0) + \psi_{22}^\varepsilon(T_\mu, q^\varepsilon) - \psi_{22}^0(T_\mu, q^0)|}.
$$
In order to simplify notation, we name the first and second summand on the right-hand side of the inequality above as $I$ and $II$, respectively. To estimate those quantities, we define the function $u : \mathbb{R} \times M_2(\mathbb{R}) \rightarrow \mathbb{R}$ by

$$u(\xi, D) = \frac{d_{11}\xi + d_{12}}{d_{21}\xi + d_{22}},$$

so that $I$ and $II$ are given by

$$I = |u(h_{\varepsilon}(q^f, 0), \Psi^\varepsilon(T_\mu, q^f)) - u(0, \Psi^\varepsilon(T_\mu, q^f))|,$$

$$II = |u(0, \Psi^\varepsilon(T_\mu, q^f)) - u(0, \Psi^0(T_\mu, q^0))|.$$  

To estimate $I$, observe that

$$u(\xi, D) = \frac{\det D}{(d_{21}\xi + d_{22})^2}.$$  

Hence, the mean value theorem applied to the real function $\xi \mapsto u(\xi, D)$ guarantees that there is $\xi$ between 0 and $h_\varepsilon(q^f, 0)$ such that:

$$I \leq \left| \frac{\det \Psi^\varepsilon(T_\mu, q^f)}{(\Psi_{21}^{\varepsilon}(T_\mu, q^f)\xi + \Psi_{22}^{\varepsilon}(T_\mu, q^f))^2} \right| |h_{\varepsilon}^f(q^f, 0)|.$$  

Define

$$\mu_2 := \min \left\{ \mu_1, \frac{r_1}{2C_4} \right\}.$$  

By (33) and considering that $0 \leq \varepsilon \leq \varepsilon_\mu < \mu$, we conclude that by further restricting the value of $\mu$ to be in $(0, \mu_2]$, it follows that $|\Psi^\varepsilon(T_\mu, q^f) - \Psi^0(T_\mu, q^0)| < r_1$. Suppose then that $|h_{\varepsilon}^f| < r_1$, as in the hypotheses of the claim. By (30) and an application of the triangle inequality, we conclude that

$$(35) \quad I \leq \frac{3}{8} M_0^2 \cdot \frac{9}{4M_0^2} : |h_{\varepsilon}^f(q^f, 0)| \leq \frac{27}{32} \sup_{a \in [0, 2\pi]} |h_{\varepsilon}^f(a, 0)|,$$  

for all $\mu \in (0, \mu_2], \varepsilon \in [0, \varepsilon_\mu)$, and all $p \in [0, 2\pi]$.

Now, to estimate $II$, we remark that $\{\Psi^\varepsilon(s, q) : s \in [T_0, T_0 + 1], q \in S^1\}$ is a compact set. Hence, considering (33) combined with an application of the triangle inequality, it follows that the set $\{\Psi^\varepsilon(T_\mu, q) : \mu \in (0, \mu_2], \varepsilon \in [0, \varepsilon_\mu), q \in S^1\} \subset M_2(\mathbb{R})$ is bounded. Therefore, the function $u$ must be Lipschitz on the set

$$\{(0, \Psi^\varepsilon(T_\mu, q)) \in \mathbb{R} \times M_2(\mathbb{R}) : \mu \in (0, \mu_2], \varepsilon \in [0, \varepsilon_\mu), q \in S^1\}.$$  

Thus, there is $L_1 > 0$ such that

$$II \leq L_1 |\Psi^\varepsilon(T_\mu, q^f) - \Psi^0(T_\mu, q^0)|.$$  

Considering (33) and defining the constant $C_5 := L_1 C_4$, we conclude that $II \leq C_5 \varepsilon$ for all $\mu \in (0, \mu_2], \varepsilon \in [0, \varepsilon_\mu)$, and all $p \in [0, 2\pi]$. Hence, taking into consideration (34) and (35), it follows that

$$|h_{\varepsilon}^f(p, 0)| \leq I + II \leq \frac{27}{32} \sup_{a \in [0, 2\pi]} |h_{\varepsilon}^f(a, 0)| + C_5 \varepsilon,$$  

wherefrom, by taking the supremum on the left-hand side, we conclude that

$$\sup_{a \in [0, 2\pi]} |h_{\varepsilon}^f(a, 0)| \leq \frac{32}{5} C_5 \varepsilon,$$
for all $\mu \in (0, \mu_2]$ and all $\varepsilon \in [0, \bar{\varepsilon}_\mu)$. Then, by Lemma 2 it follows that there is $C' > 0$ such that

$$|h'^\varepsilon|_{C^0} \leq C'\varepsilon,$$

for all $\mu \in (0, \mu_2]$ and all $\varepsilon \in [0, \bar{\varepsilon}_\mu)$, finishing the proof of the claim.

Having proved the claim, we proceed to showing that there are $\bar{C}_2 > 0$ and $\mu_3 > 0$ such that $|h'^\varepsilon|_{C^0} < \bar{C}_2\varepsilon$ for all $\mu \in (0, \mu_3]$ and all $\varepsilon \in [0, \bar{\varepsilon}_\mu)$. In order to do so, define

$$\mu_3 := \min \left\{ \mu_2, \frac{r_1}{2C'} \right\}.$$

For each $\mu \in (0, \mu_3]$, let $J^\mu$ be the maximal interval contained in $[0, \bar{\varepsilon}_\mu)$ with left endpoint at 0 such that, for $\varepsilon \in J^\mu$, the function $h^\varepsilon$ satisfies $|h'^\varepsilon|_{C^0} \leq r_1$. We will prove that $J^\mu = [0, \bar{\varepsilon}_\mu)$.

Observe that $J^\mu$ is non-empty because $0 \in J^\mu$. Moreover, Fenichel’s theorem ensures that $J^\mu$ is relatively open in $[0, \bar{\varepsilon}_\mu)$. Thus, if we prove that $J^\mu$ is also relatively closed in $[0, \bar{\varepsilon}_\mu)$, by connectedness of $[0, \bar{\varepsilon}_\mu)$, we will have that $J^\mu = [0, \bar{\varepsilon}_\mu)$.

Let $a'_\mu$ be the least upper bound of $J^\mu \subset [0, \bar{\varepsilon}_\mu)$. Then, we know that $a'_\mu \leq \bar{\varepsilon}_\mu$. If $a'_\mu = \bar{\varepsilon}_\mu$, then $J^\mu = [0, \bar{\varepsilon}_\mu)$, and we are done. On the other hand, if $a'_\mu < \bar{\varepsilon}_\mu$, then $[0, a'_\mu) \subset [0, \bar{\varepsilon}_\mu) \subset A^\mu$. In that case, Fenichel’s theorem ensures that the family $h^\varepsilon$ is continuous in the $C^1$-norm with respect to $\varepsilon$ if $0 \leq \varepsilon \leq a$. By definition of $J^\mu$, since $\mu \in (0, \mu_3]$, and considering the claim, it follows that

$$|h'^\varepsilon|_{C^0} \leq C'\varepsilon < C'\bar{\varepsilon}_\mu \leq C'\mu \leq C'\frac{r_1}{2C'} \leq \frac{r_1}{2},$$

for all $\varepsilon \in [0, a'_\mu)$. By passing to the limit $\varepsilon \to a'_\mu$, which we can do by the continuity in the $C^1$-norm of the family $h^\varepsilon$, it follows that

$$|h'^{a'_\mu}|_{C^0} \leq \frac{r_1}{2} \leq r_1,$$

so that $a'_\mu \in J^\mu$, proving that $J^\mu$ is relatively closed. Hence, we conclude that $J^\mu = [0, \bar{\varepsilon}_\mu)$ if $\mu \in (0, \mu_3]$.

Let us define $\bar{C}_2 = C' > 0$. The fact that $J^\mu = [0, \bar{\varepsilon}_\mu)$ if $\mu \in (0, \mu_3)$, in combination with the claim, guarantees that

$$(36)$$

$$|h'^\varepsilon|_{C^0} \leq C'\varepsilon = \bar{C}_2\varepsilon,$$

for all $\mu \in (0, \mu_3]$ and all $\varepsilon \in [0, \bar{\varepsilon}_\mu)$.

Finally, let us estimate $h^\varepsilon_\tau$. Since

$$f(0, \sigma^0(s, q)) = 0,$$

for all $s \in \mathbb{R}$ and all $q \in [0, 2\pi]$, it follows that $f$ vanishes when $\rho = 0$, regardless of the choice of $\sigma \in [0, 2\pi]$. Moreover, $f$ is Lipschitz continuous on the compact set $[-\bar{C}_1\mu_3, \bar{C}_1\mu_3] \times [0, 2\pi]$. Since $|h^\varepsilon|_{C^0} < \bar{C}_1\varepsilon < \bar{C}_1\mu_3$, we conclude that there is $L_3 > 0$ such that

$$(37)$$

$$|f(h^\varepsilon(\sigma, \tau), \sigma^0)| = |f(h^\varepsilon(\sigma, \tau), \sigma^0) - f(0, \sigma^0)| \leq L_3|h^\varepsilon(\sigma, \tau)| \leq L_3\bar{C}_1\varepsilon,$$

for all $\sigma \in [0, 2\pi]$, $\tau \in [0, T\mu^\varepsilon]$, $\mu \in (0, \mu_3]$, and all $\varepsilon \in [0, \bar{\varepsilon}_\mu)$. The invariance of the graph of $h^\varepsilon$ with respect to $E^{\mu, \varepsilon}$ is equivalent to the following identities:

$$h^\varepsilon_r(\sigma^\varepsilon, s)(\sigma^\varepsilon)' + h^\varepsilon_r(\sigma^\varepsilon, s) = f(h^\varepsilon(\sigma^\varepsilon, s), \sigma^\varepsilon) + \varepsilon R(h^\varepsilon(\sigma^\varepsilon, s), \sigma^\varepsilon, s/\mu^\varepsilon, \mu),$$

$$(\sigma^\varepsilon)' = g(h^\varepsilon(\sigma^\varepsilon, s), \sigma^\varepsilon) + \varepsilon S(h^\varepsilon(\sigma^\varepsilon, s), \sigma^\varepsilon, s/\mu^\varepsilon, \mu),$$
where the arguments of $\sigma^f$ and its derivative $(\sigma')^f$ have been omitted for conciseness, but should be read as $(s, q)$. Since $(s, q)$ may be chosen arbitrarily, and by substituting the value of $(\sigma^f)^g$ given in the second equation in the first one, it follows that

$$h^f_\sigma(\sigma, \tau) (g(h^f(\sigma, \tau, \sigma)) + \varepsilon h^f_\sigma(\sigma, \tau) + \varepsilon h^f(\sigma, \tau, \sigma, \tau/\mu^f, \mu)) + h^f_\tau(\sigma, \tau) = \frac{f(h^f(\sigma, \tau), \sigma) + \varepsilon R(h^f(\sigma, \tau), \sigma, \tau/\mu^f, \mu)}{\mu^f},$$

for all $\mu \in (0, \mu_3], \varepsilon \in [0, \varepsilon_\mu], \sigma \in [0, 2\pi)$, and all $\tau \in [0, T \mu^f]$.

We define the function $H(\sigma, \tau, \varepsilon)$ by $h^f(\sigma, \tau) = \varepsilon H(\sigma, \tau, \varepsilon)$. Observe that (38) ensures that $H(\sigma, \tau, \varepsilon) \leq \tilde{C}_2$ for all $\mu \in (0, \mu_3], \varepsilon \in [0, \varepsilon_\mu], \sigma \in [0, 2\pi)$, and all $\tau \in [0, T \mu^f]$. Hence, from (38), we conclude that:

$$(g(h^f(\sigma, \tau), \sigma) + \varepsilon S(h^f(\sigma, \tau), \sigma, \tau/\mu^f, \mu)) = R(h^f(\sigma, \tau), \sigma, \tau/\mu^f, \mu) + \frac{1}{\varepsilon} \left( f(h^f(\sigma, \tau), \sigma) \right),$$

for all $\mu \in (0, \mu_3], \varepsilon \in [0, \varepsilon_\mu], \sigma \in [0, 2\pi)$, and all $\tau \in [0, T \mu^f]$. Observe that $g$ is bounded, say by $K^f > 0$, on the compact set $[-\tilde{C}_1 \mu_3, \tilde{C}_1 \mu_3] \times [0, 2\pi]$. Furthermore, $R$ and $S$ are bounded by the constant $K^f > 0$ defined at the beginning of the proof of this lemma for $\mu \in (0, \mu_3], \varepsilon \in [0, \varepsilon_\mu], \sigma \in [0, 2\pi)$, and all $\tau \in [0, T \mu^f]$. Therefore, an application of the triangle inequality combined with inequality (37) ensures that

$$|H(\sigma, \tau) - \varepsilon R(h^f(\sigma, \tau), \sigma, \tau/\mu^f, \mu)| \leq (K^f + \mu_3 K^f) \tilde{C}_2 + K + L_3 \tilde{C}_1,$$

for all $\mu \in (0, \mu_3], \varepsilon \in [0, \varepsilon_\mu], \sigma \in [0, 2\pi)$, and all $\tau \in [0, T \mu^f]$. Finally, by defining the constant $\tilde{C}_3 := (K^f + \mu_3 K^f) \tilde{C}_2 + K + L_3 \tilde{C}_1 > 0$ and by the definition of $H$, we conclude from (40) that

$$|h^f(\sigma, \tau) - \varepsilon R(h^f(\sigma, \tau), \sigma, \tau/\mu^f, \mu)| \leq \tilde{C}_3 \varepsilon,$$

for all $\mu \in (0, \mu_3], \varepsilon \in [0, \varepsilon_\mu], \sigma \in [0, 2\pi)$, and all $\tau \in [0, T \mu^f]$. The proof is thus concluded by defining $\tilde{C} := \max\{\tilde{C}_1, \tilde{C}_2, \tilde{C}_3\}$ and $\tilde{N} := \mu_3$.

Having proved the first part of the necessary estimates, we proceed to finding an upper and a lower bound for the value of $y^f(s, q)$, as in [5, Lemma 8.4]. This argument requires deeper revision, since the value of the exponent $\ell'$ is actively present therein. The following Lemma will be essential in the task of generalizing that result.

**Lemma 4.** Let $S^f$ denote the derivative of $S$ with respect to its third entry. For all $n \geq 2$ the following equality holds:

$$\frac{\varepsilon^2}{\mu^f} S^f = \sum_{k=2}^n \varepsilon^k \frac{d}{dk} \left( \frac{S^k}{G^k} \right) - \left( \rho h^f G + S^f + S^f G \right) \sum_{k=2}^n \varepsilon^k \frac{S^{k-1}}{G^k} + \left( \rho h^f G + S^f + S^f G \right) \sum_{k=2}^n \varepsilon^k \frac{S^k}{G^k} + \frac{\varepsilon^{n+1}}{\mu^f} S^f S^f \frac{S^n}{G^n},$$

where the argument of the function $G$ and its derivatives is $(h^f(\sigma^f(s, q), \tau(s), \sigma^f(s, q), \tau(s)), \mu, \varepsilon)$, the argument of $h^f$ and its derivatives is given by $(\sigma^f(s, q), \tau(s))$, and the argument of $S$ and its derivatives is given by the expression $(h^f(\sigma^f(s, q), \tau(s), \sigma^f(s, q), \tau(s)), \mu, \varepsilon)$.
Proof. We will omit the arguments of the functions in order to simplify notation. The proof is done by induction. For \( n = 2 \), we simply differentiate \( S^2 / G^2 \) with respect to \( s \):

\[
\frac{d}{ds} \left( \frac{S^2}{G^2} \right) = \frac{2S(Sp\beta G + Sp\gamma G + ScG)}{G^2} + \frac{2SSs}{\mu^2 G^3} - \frac{2S^2(Gp\beta G + Gp\gamma G + GcG)}{G^3} - \frac{2\mu S^2Ss}{G^3}.
\]

Rearranging the terms and multiplying by \( \epsilon^2 / 2 \), we get

\[
e^2 \frac{SSs}{\mu^2 G^2} = \frac{e^2 d}{2ds} \left( \frac{S^2}{G^2} \right) - \frac{e^2 S(Sp\beta G + Sp\gamma G + ScG)}{G^2} + \epsilon^2 S^2(Gp\beta G + Gp\gamma G + GcG) + \frac{\epsilon^3 S^2Ss}{G^3},
\]

as wanted.

Suppose that (41) is valid for some \( n \geq 2 \). We must prove that it is also valid for \( n + 1 \) in this case. We differentiate \( S^{n+1} / G^{n+1} \) with respect to \( s \):

\[
\frac{d}{ds} \left( \frac{S^{n+1}}{G^{n+1}} \right) = \frac{(n+1)S^n(Sp\beta G + Sp\gamma G + ScG)}{G^{n+1}} + \frac{(n+1)S^nSs}{\mu^2 G^{n+2}} - \frac{(n+1)S^{n+1}(Gp\beta G + Gp\gamma G + GcG)}{G^{n+2}} - \frac{(n+1)eS^{n+1}Ss}{\mu^2 G^{n+2}}.
\]

Rearranging and multiplying by \( \epsilon^{n+1} / (n + 1) \), we get:

\[
e^{n+1} \frac{S^nSs}{\mu^2 G^{n+1}} = \frac{e^{n+1}d}{(n+1)ds} \left( \frac{S^{n+1}}{G^{n+1}} \right) - \frac{e^{n+1}S^n(Sp\beta G + Sp\gamma G + ScG)}{G^{n+1}} + \epsilon^{n+1}S^nSs(Gp\beta G + Gp\gamma G + GcG) + \epsilon^{n+2} S^{n+1}Ss,
\]

By substituting this expression in (41), we get

\[
e^2 \frac{SSs}{\mu^2 G^2} = \sum_{k=2}^{n+1} \frac{e^k d}{k ds} \left( \frac{S^k}{G^k} \right) - (Sp\beta G + Sp\gamma G + ScG) \sum_{k=2}^{n+1} e^k \frac{S^{k-1}}{G^k} + \epsilon^{n+1} \frac{S^{n+1}Ss}{\mu^2 G^{n+2}},
\]

which is the formula for \( n + 1 \). The lemma is thus proved.

We proceed to effectively establishing bounds for the value of \( y^\circ(s, q) \). Once again, we ensure that those bounds do not depend on the particular choice of \( \mu \).

Lemma 5. Suppose that (13) has an attracting hyperbolic limit cycle \( \Gamma = \{(0, \sigma) : \sigma \in S^1\} \). Then, there are \( \bar{\mu} > 0 \) and \( C > 0 \) such that

\[
e^{-C}e^{-Cr|s|} \leq y^\circ(s, q) \leq e^Ce^{C|s|},
\]

for all \( s \in \mathbb{R} \), \( q \in [0, 2\pi] \), \( \mu \in (0, \bar{\mu}] \), and all \( \epsilon \in [0, \epsilon_{\mu}) \).
Proof. First, we shall prove that, if $\mu > 0$ is sufficiently small, then the function $s \mapsto G(h^f(\sigma^f(s), \tau(s)), \sigma^f(s), \tau(s), \mu, \epsilon)$ has no zeros for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. In order to so, we remark that, by Lemma 3, there are $K_0 > 0$ and $\mu_0 > 0$ such that

$$|h^f(\sigma^f(s), \tau(s))| \leq K_0 \mu,$$

for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_0)$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. Let $I_0$ denote the interval $[-K_0 \mu_0, K_0 \mu_0]$. Observe that $h^f(\sigma, \tau) \in I_0$ for all $(\sigma, \tau) \in \mathbb{R}^2$. Since $g$ is Lipschitz continuous on $I_0 \times [0, 2\pi]$, it follows that there is $L_0 > 0$ such that

$$|g(h^f(\sigma^f(s), \tau(s)), \sigma^f(s), \tau(s)) - g(0, \sigma^f(s), \tau(s))| \leq L_0 K_0 \mu,$$

for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_0)$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. Define

$$K_S := \sup \{|S(\rho, \sigma, t, \mu)| : (\rho, \sigma, t, \mu) \in I_0 \times \mathbb{R} \times \mathbb{R} \times [0, \mu_0]\} < \infty.$$  

By the reverse triangle inequality, and considering that $0 \leq \epsilon < \bar{\epsilon}_\mu \leq \mu$, we have

$$(42) \quad |G(h^f(\sigma, \tau), \sigma^f(s), \tau(s), \mu, \epsilon)| \geq |g(0, \sigma)| - |g(h^f(\sigma, \tau), \sigma) - g(0, \sigma)| - \mu |S(h^f(\sigma, \tau), \sigma, \tau / \mu^\ell, \mu)|.$$  

Since $h^f$ is assumed to have a hyperbolic limit cycle that is the graph of a function of $\sigma$, it follows that there is $m > 0$ such that $|g(0, \sigma)| > m$ for all $(\sigma, \tau) \in \mathbb{R}^2$. Define

$$\mu_1 := \min \left\{ \mu_0, \frac{m}{4L_0 K_0}, \frac{m}{4K_S} \right\}.$$  

Then, from $(42)$, it follows that

$$|G(h^f(\sigma^f(s), \tau(s)), \sigma^f(s), \tau(s), \mu, \epsilon)| \geq \frac{m}{2} > 0,$$

for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_1)$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$, as we set out to prove.

Note that

$$\frac{d}{ds} |G(h^f(\sigma^f(s), \tau(s)), \sigma^f(s), \tau(s), \mu, \epsilon)| = \frac{1}{G} (G_{\rho}h^f_{\sigma}(\sigma')' + G_{\rho}h^f_{\tau} + G_{\sigma} \sigma'') + G_{\tau}$$

$$= G_{\rho}h^f_{\sigma} + G_{\sigma} + \frac{G_{\rho}h^f_{\tau}}{G} + \frac{G_{\tau}}{G}. \quad (43)$$

where the arguments omitted in the expressions on the right-hand side of the equation are $(h^f(\sigma^f(s), \tau(s)), \sigma^f(s), \tau(s), \mu, \epsilon)$ for the function $G$ and its derivatives, $(\sigma^f(s), \tau(s))$ for $h^f$ and its derivatives, and $s$ for $(\sigma')'$. Henceforth, whenever the arguments of those functions are omitted, they are to be understood as stated. By integrating $(43)$ and rearranging the terms, we get:

$$\int_0^s (G_{\rho}h^f_{\sigma} + G_{\sigma}) \, dt = \ln \left| \frac{G(h^f(\sigma^f(s), \tau(s)), \sigma^f(s), \tau(s), \mu, \epsilon)}{G(h^f(\sigma^f(0), \tau(0)), \sigma^f(0), \tau(0), \mu, \epsilon)} \right|$$

$$- \int_0^s \frac{G_{\rho}h^f_{\tau}}{G} \, dt - \int_0^s \frac{G_{\tau}}{G} \, dt. \quad (44)$$

We will provide an upper bound for the absolute value of each of the terms appearing on the right-hand side of $(44)$, so that we obtain an estimate for the left-hand side.
In order to estimate the last term on the right-hand side of (44), recall the definition of $G$, found in (16). We observe that, if $S$ is the function present in that definition, we have

\[
\frac{d}{ds} \left( \frac{S}{G} \right) = \frac{S \rho h^T_\tau (\sigma')' + S \rho h^T_\tau + S \sigma (\sigma')' + \frac{\epsilon}{\mu} S_T}{G}
\]

(45)

where the argument of the function $S$ and its derivatives are given by the expression $(h^T(\sigma^T(s), \tau(s)), \sigma^T(s, q), \tau(s) / \mu', \mu)$. We remark that $S_T$ is a symbol representing the partial derivative of $S$ with respect to its third entry. Since $G_T = \frac{\epsilon}{\mu} S_T$ and $(\sigma')' = G$, rearranging (45), we find that

\[
\frac{G_T}{G} = \frac{\epsilon}{\mu} \left( \frac{S_T}{G} \right) = \frac{S(G \rho h^T_\tau G + G \rho h^T_\tau + G \rho G)}{G^2} + \frac{\epsilon^2 SS_T}{\mu^2 G^2}
\]

(46)

By integrating (46), we obtain

\[
\int_0^s \frac{G_T}{G} dt = \epsilon \int_0^s \frac{SG \rho h^T_\tau G + SG \rho h^T_\tau + SG \sigma G}{G^2} dt
\]

\[
- \epsilon \int_0^s \frac{S \rho h^T_\tau G + S \rho h^T_\tau + S \sigma G}{G} dt
\]

\[
+ \epsilon \frac{S(h^T(\sigma^T(s, q), \tau(s)), \sigma^T(s, q), \tau(s), \mu, \epsilon)}{G(h^T(\sigma^T(s, q), \tau(s)), \sigma^T(s, q), \tau(s), \mu, \epsilon)}
\]

\[
- \epsilon \frac{S(h^T(\sigma^T(0, q), \tau(0)), \sigma^T(0, q), \tau(0), \mu, \epsilon)}{G(h^T(\sigma^T(0, q), \tau(0)), \sigma^T(0, q), \tau(0), \mu, \epsilon)}
\]

\[
+ \frac{\epsilon^2}{\mu^2} \int_0^s SS_T dt.
\]

(47)

Observe that by Lemma 3 there is $\mu_h > 0$ such that the set $\mathcal{H} := \{ h^\varepsilon : \varepsilon \in [0, \bar{\varepsilon}], \mu \in (0, \mu_h) \}$ is uniformly bounded in the $C^0$ norm. The sets $\mathcal{H}^\tau := \{ h^T_\tau : \varepsilon \in [0, \bar{\varepsilon}], \mu \in (0, \mu_h) \}$ and $\mathcal{H}^\tau := \{ h^T_\tau : \varepsilon \in [0, \bar{\varepsilon}], \mu \in (0, \mu_h) \}$, defined similarly, are also uniformly bounded. Therefore, there is $M > 0$ such that $|h_\tau^T|_{C^0} < M$, |h_\tau^T|_{C^0} < M, and |h_\tau^T|_{C^0} < M$ for all $\mu \in (0, \mu_h)$ and all $\varepsilon \in (0, \bar{\varepsilon})$. Moreover, $S$, $G$, and their derivatives are bounded on $[-M, M] \times \mathbb{R} \times [0, \mu_h]$.

Define $\mu_3 := \min\{\mu_2, \mu_h\}$. Considering that $G$ is also bounded from below by $m/2$ for $\mu \in (0, \mu_3)$, the integrands of the first and second integrals on the right-hand side of (47) must be bounded for all $\mu \in (0, \mu_3)$, $\varepsilon \in (0, \bar{\varepsilon})$, $q \in [0, 2\pi]$, and all $t \in \mathbb{R}$, so that there is $K_1 > 0$ such that

\[
|\int_0^s \frac{SG \rho h^T_\tau G + SG \rho h^T_\tau + SG \sigma G}{G^2} dt| \leq \epsilon \int_0^s \left| \frac{SG \rho h^T_\tau G + SG \rho h^T_\tau + SG \sigma G}{G^2} \right| dt \leq K_1 |\varepsilon| s,
\]

and

\[
|\int_0^s S \rho h^T_\tau G + S \rho h^T_\tau + S \sigma G dt| \leq \epsilon \int_0^s \left| S \rho h^T_\tau G + S \rho h^T_\tau + S \sigma G \right| dt \leq K_1 |\varepsilon| s,
\]
for all \( s \in \mathbb{R}, q \in [0, 2\pi], \mu \in (0, \mu_3) \), and all \( [0, \bar{\varepsilon}_\mu) \). Moreover, for the same reason, there is \( K_2 > 0 \) such that

\[
|S(h^\varepsilon(\sigma^\varepsilon(s,q), \tau(s)), \sigma^\varepsilon(s,q), \tau(s), \mu, \varepsilon)| \leq K_2,
\]

and

\[
|S(h^\varepsilon(0,q), \tau(0)), \sigma^\varepsilon(0,q), \tau(0), \mu, \varepsilon)| \leq K_2,
\]

for all \( s \in \mathbb{R}, q \in [0, 2\pi], \mu \in (0, \mu_3) \), and all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \). Then, apply Lemma 4 with \( n = \ell \) and integrate to obtain

\[
\frac{\varepsilon^2}{\mu^\ell} \int_0^s \frac{SS_T}{G^2} dt = \sum_{k=2}^{\ell} \varepsilon^k \int_0^s d \left( \frac{S^k}{G^{k}} \right)^2 dt - (S_{\rho} h^\varepsilon G + S_{\rho} h^\varepsilon G + S_{\varepsilon} G) \sum_{k=2}^{\ell} \varepsilon^k \int_0^s \frac{S^{k-1}}{G^{k+1}} dt
\]

\[
+ (G_{\rho} h^\varepsilon G + G_{\rho} h^\varepsilon G + G_{\varepsilon} G) \sum_{k=2}^{\ell} \varepsilon^k \int_0^s \frac{S^{k-1}}{G^{k+1}} dt + \frac{\varepsilon^2}{\mu^\ell} \int_0^s \frac{SS_T}{G^{\ell+1}} dt, \tag{48}
\]

Similarly as above, the first term on right-hand side is bounded by a positive constant \( K_3 \). The second and third terms are bounded by \( K_4 \varepsilon |s| \), where \( K_4 \) is also a positive constant. For the last term, because \( \varepsilon \leq \mu \), there is \( K_5 \) such that

\[
\frac{\varepsilon^2}{\mu^\ell} \int_0^s \frac{SS_T}{G^2} dt \leq K_3 + 2K_4 \varepsilon |s| + K_5 s^|s|.
\]

for all \( s \in \mathbb{R}, q \in [0, 2\pi], \mu \in (0, \mu_3) \), and all \( [0, \bar{\varepsilon}_\mu) \). Therefore, it follows from the triangle inequality applied to (48) that

\[
\frac{\varepsilon^2}{\mu^\ell} \int_0^s \frac{SS_T}{G^2} dt \leq K_3 + 2K_4 \varepsilon |s| + K_5 s^|s|,
\]

for all \( s \in \mathbb{R}, q \in [0, 2\pi], \mu \in (0, \mu_3) \), and all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \).

We can finally estimate the last term on the right-hand side of (44). Define the positive constant \( K = \max \{ 2K_1, 2K_2, 2K_3, 2K_4, 2K_5 \} \), and an application of the triangle inequality to (46) ensures that

\[
\left| \int_0^s \frac{G_T}{G} dt \right| \leq 2K_1 \varepsilon |s| + 2K_2 + K_3 + 2K_4 \varepsilon |s| + K_5 s^|s| \leq K + K_\varepsilon |s|,
\]

for all \( s \in \mathbb{R}, q \in [0, 2\pi], \mu \in (0, \mu_1) \), and all \( [0, \bar{\varepsilon}_\mu) \). We remark that \( K \) is independent of the choice of \( \varepsilon \) and \( \mu \), provided that \( \mu \in (0, \mu_3) \).

We proceed now to establishing an upper bound for the first term on the right-hand side of (44). It suffices to observe that, by continuity of the function \( t \mapsto \ln |t| \), there is \( K' > 0 \) such that

\[
\left| \ln \frac{G(h^\varepsilon(\sigma^\varepsilon(s), \tau(s)), \sigma^\varepsilon(s), \tau(s), \mu, \varepsilon)}{G(h^\varepsilon(0,q), \tau(0)), \sigma^\varepsilon(0,q), \tau(0), \mu, \varepsilon)} \right| \leq K'
\]

for all \( s \in \mathbb{R}, q \in [0, 2\pi], \mu \in (0, \mu_3) \), and all \( [0, \bar{\varepsilon}_\mu) \).

Finally, in order to estimate the second term on the right-hand side of (44), we remark that, by Lemma 3, there is \( C_\tau > 0 \) such that \( |h^\varepsilon|_{C^0} \leq C_\tau \varepsilon \) for all \( \mu \in (0, \mu_3) \) and all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \). Thus, there is \( K'' > 0 \) such that

\[
\left| \int_0^s \frac{G_{\rho} h^\varepsilon G}{G} dt \right| \leq \int_0^s \left| \frac{G_{\rho} C_\tau}{G} \right| |\varepsilon| dt \leq K'' \varepsilon |s|,
\]
for all $s \in \mathbb{R}$, $q \in [0,2\pi]$, $\mu \in (0,\mu_3]$, and all $[0,\bar{\varepsilon}_\mu)$.

Having estimated all the terms we set out to, we can finally estimate the left-hand side of (44). In order to do so, define $C = \max\{K, K', K''\}$, and an application of the triangle inequality to (44) guarantees that
\[
\int_0^s (G_{\nu} h^C_{\nu} + G_{\tau}) \, dt \leq C + C_\varepsilon |s|,
\]
for all $s \in \mathbb{R}$, $q \in [0,2\pi]$, $\mu \in (0,\mu_3]$, and all $[0,\bar{\varepsilon}_\mu)$. By definition of $y^\varepsilon(s,q)$, we conclude that
\[
e^{-C} e^{-C_\varepsilon |s|} \leq y^\varepsilon(s,q) \leq e^{C} e^{C_\varepsilon |s|},
\]
for all $s \in \mathbb{R}$, $q \in [0,2\pi]$, $\mu \in (0,\mu_3]$, and all $[0,\bar{\varepsilon}_\mu)$, thus proving the lemma. \qed

Finally, we present the last estimates regarding $h^\varepsilon$ necessary to our proof, namely upper bounds for the second order partial derivatives of $h^\varepsilon$, results that mirror [5, Lemma 8.5]. We remark that the original argument relies on the lower bound for $y^\varepsilon(s,q)$ that is presented in [5, Lemma 8.4], and that such bound is here replaced by the similar Lemma 5 in order to cover all the values $\ell$ may assume. It should be noted that the following bounds depend on the choice of $\mu > 0$.

**Lemma 6 (5, Lemma 8.5).** Suppose system (13) has an attracting hyperbolic limit cycle $\Gamma = \{(0,\sigma): \sigma \in S^1\}$. There is $\bar{\mu} > 0$ such that, for each $\mu \in (0,\bar{\mu}]$, there is $C^\varepsilon > 0$ satisfying $|h^\varepsilon_{\sigma\tau}|_{C_0} \leq C^\varepsilon$ for all $\varepsilon \in [0,\bar{\varepsilon}_\mu)$.

**Proof.** We begin by setting $\mu_1$ and $C_1$ as being the quantities obtained in Lemma 3. Apply Lemma 5 to obtain $\bar{\mu} > 0$ and $C > 0$ such that $e^{-C_C - C_\varepsilon s} \leq y^\varepsilon(s,q) \leq e^{C+C_\varepsilon s}$ for all $s \geq 0$, $q \in [0,2\pi]$, $\mu \in (0,\bar{\mu}]$, and all $\varepsilon \in [0,\bar{\varepsilon}_\mu)$. As in the proof of Lemma 3 we find $M_0 > 0$ such that $|\psi_{22}(s,q)| \geq M_0$ for all $s \in \mathbb{R}$ and all $q \in [0,2\pi]$. We remind the reader that $T > 0$ is the period of the perturbation terms $K$ and $S$ with respect to their third entry, and that $\det(\Psi_0(T,q))$ is, for any $q \in [0,2\pi]$, equal to the eigenvalue $\lambda_p < 1$ of the derivative of the Poincaré map defined on any transversal section of $\Gamma$ evaluated at its fixed point. We define
\[
\mu_2 := \min \left\{ \mu_1, \bar{\mu}, -\ln \lambda_p \right\}.
\]
As was done in Lemma 3 we observe that function $I(t,q)$, defined in (25), has a maximum value $M_I > 0$ on $[0,T] \times [0,2\pi]$. For any $t \geq 0$, we may find $z \in \mathbb{N}$ and $r_1 \in [0,T)$ such that $t = zT + r_1$. Hence, an application of Liouville’s formula similar to (26) ensures that
\[
e^{C\mu_2t} \det(\Psi_0^z(t,q)) \leq M_1 e^{C_\mu_2 T} \left( \det(\Psi_0^0(T,q)) e^{C_\mu_2 T} \right)^z \leq M_1 e^{C_\mu_2 T} (\sqrt{\lambda_p})^z.
\]
Thus, since $\lambda_p < 1$, by taking $T_0 > 0$ sufficiently large, we can guarantee that
\[
\det(\Psi_0^z(t,q)) \leq \frac{M_0^2}{4e^{2C+2CT\mu_2 T}} e^{-C\mu_2 T} \leq \frac{M_0^2}{4} e^{-2C-2CT\mu_2 T} - C_\mu_2 (T_0+1),
\]
for all $t \in [T_0, T_0 + 1]$ and all $q \in [0,2\pi]$.

Let $p \in [0,2\pi]$. For each $\mu \in (0,\mu_2]$, define $T_\mu \in [T_0, T_0 + 1]$ as in the proof of Lemma 3. Also, define $s \mapsto \gamma^\varepsilon(s,q,w) = (h^\varepsilon(s,q),s+w)$ as the solution of $E^\varepsilon\mu$ satisfying $\gamma^\varepsilon(0,q,w) = (h^\varepsilon(q,w),q,w)$, and let $q^\varepsilon$ be defined by $p = \sigma^\varepsilon(T_\mu,q^\varepsilon,w)$. 


Finally, let $\Psi(s,q,w)$ denote the principal fundamental matrix solution of $E^{\mu}$ at $s = 0$ along $\gamma^s(s,q,w)$, and let $y^s(s,q,w)$ be defined by

$$y^s(s,q,w) := \exp \left( \int_0^s (G_\mu h^\mu_\sigma + G_\sigma) \, dt \right),$$

where the argument of the derivatives of $G$ is $(h^\mu(\sigma^\epsilon(t,q,w), t + w), \sigma^\epsilon(t,q,w), t + w, \mu, \epsilon)$ and the argument of $h^\mu_\sigma$ is $(\sigma^\epsilon(t,q,w), t + w)$. We remark that the change of variables $u(t) = t + w$ in the integral above guarantees that

$$y^s(s,q,w) = \frac{y^s(s+w,\bar{q})}{y^s(w,\bar{q})},$$

where $\bar{q} = \sigma^\epsilon(-w,q,w)$. Hence, an application of Lemma 5 ensures that

$$|y^s(s,q,w)| \geq e^{-2C-2c\epsilon w} e^{-C\epsilon s} \geq e^{-2C-2CT_{\mu}s} e^{-C\mu}s,$$

for all $s \geq 0, \mu \in (0,\mu_2), \epsilon \in [0,\epsilon_\mu), q \in [0,2\pi]$, and all $w \in [0,T_{\mu}]$.

Observe that, by a similar argument as the one found in [17], for any $\mu \in (0,\mu_2]$ and any $\epsilon \in [0,\epsilon_\mu)$, the function

$$\begin{pmatrix}
  h^\mu_\sigma(\sigma^\epsilon(s,q,w), s + w) y^s(s,q,w) \\
y^s(s,q,w) \\
0
\end{pmatrix} = \Psi(s,q,w) \cdot \begin{pmatrix}
  1 \\
  0 \\
\end{pmatrix}$$

is a solution of the first variational equational of $E^{\mu}$ along $\gamma^s(s,q,w)$. Thus, since $h^\epsilon_\sigma$ is $T_{\mu}$-periodic in its second argument, it follows that

$$h^\mu_\sigma(p,w) = h^\mu_\sigma(p,w + T_{\mu}) = \frac{\Psi_{11}(T_{\mu},q^{w,\epsilon},w)}{\psi_{21}(T_{\mu},q^{w,\epsilon},w)} h^\mu_\sigma(q^{w,\epsilon},w) + \frac{\psi_{12}(T_{\mu},q^{w,\epsilon},w)}{\psi_{22}(T_{\mu},q^{w,\epsilon},w)} h^\mu_\sigma(q^{w,\epsilon},w),$$

Differentiating both sides with respect to $p$, we obtain:

$$h^\mu_\sigma(p,w) = \frac{1}{(\psi_{21}(q^{w,\epsilon},w), \psi_{22}(q^{w,\epsilon},w))} \frac{\partial q^{w,\epsilon}}{\partial p} \left(\begin{array}{c}
(\psi_{21}(\psi_{11}(q^{w,\epsilon},w) - \psi_{11}(\psi_{21}(q^{w,\epsilon},w)))(h^\mu_\sigma(q^{w,\epsilon},w))^2 \\
(\psi_{22}(\psi_{11}(q^{w,\epsilon},w) - \psi_{11}(\psi_{21}(q^{w,\epsilon},w))h^\mu_\sigma(q^{w,\epsilon},w) \\
+ (\psi_{12}(\psi_{21}(q^{w,\epsilon},w) - \psi_{12}(\psi_{22}(q^{w,\epsilon},w) + (\psi_{11}(\psi_{22}(q^{w,\epsilon},w) - \psi_{12}(\psi_{22}(q^{w,\epsilon},w) + \psi_{12}(q^{w,\epsilon},w) + \psi_{22}(q^{w,\epsilon},w) - \psi_{12}(\psi_{22}(q^{w,\epsilon},w))
\end{array}\right)

(50)$$

where the subscript $\cdot$ denotes a derivative with respect to $q$, and the functions $\psi_{ij}$ and their derivatives are evaluated at $(T_{\mu},q^{w,\epsilon},w)$.

By definition of $q^{w,\epsilon}$, it follows that

$$\frac{\partial q^{w,\epsilon}}{\partial p} = \frac{1}{\sigma_{\sigma}(T_{\mu},q^{w,\epsilon},w)}.$$

Moreover, since $\sigma_{\sigma}(s,q,w)$ and $y^s(s,q,w)$ are solutions of the same initial value problem, we obtain that

$$\left|\frac{\partial q^{w,\epsilon}}{\partial p}\right| = \left|\frac{1}{\sigma_{\sigma}(T_{\mu},q^{w,\epsilon},w)}\right| = \left|\frac{1}{y^s(T_{\mu},q^{w,\epsilon},w)}\right| \leq e^{2C_{T_{\mu}}e^{C\mu T_{\mu}}e^{C_{T_{\mu}}}},$$

for all $\mu \in (0,\mu_2], \epsilon \in [0,\epsilon_\mu), p \in [0,2\pi]$ and all $w \in [0,T_{\mu}]$. 

Apply Lemma [1] and obtain \( r > 0 \) such that, if \( t \in [T_0, T_0 + 1] \); \( q, \xi \in \mathbb{R} \), and \( D \in M_2(\mathbb{R}) \) are such that \( |\xi| < r \) and \( |D - \Psi^0(t, q)| < r \), then

\[
|d_{21} \xi + d_{22}| > \frac{2}{3} M_0, \quad |\det D - \det \Psi^0(t, q)| < \frac{M_0^2}{8} e^{-2C - 2C \mu_2 \tau + 1 - C \mu_2 (T_0 + 1)}.
\]

We remark that, since \( E(\rho, \sigma, \tau, \mu, 0) \) and \( G(\rho, \sigma, \tau, \mu, 0) \) do not depend on the choice of \( \tau \), the first variational equations of \( E^\varepsilon(\mu) \) along \( \gamma^0(s, q, w) \) and along \( \gamma^0(s, q, 0) = \gamma^0(s, q) \) are the same. Thus, \( \Psi^0(s, q) = \Psi^0(s, q, w) \) for all \( w \in \mathbb{R} \).

We proceed as in the proof of Lemma 3 and observe that, since \( T_0 \) must be in the bounded set \( [T_0, T_0 + 1) \), Lemma 10 applied to \( E^\varepsilon(\mu) \) ensures that there are \( C_2, C_3 > 0 \) such that

\[
|h^\varepsilon(q^{\varepsilon}, w)| + |q^{\varepsilon} - q^{\varepsilon, 0}| \leq C_2(|h^\varepsilon(p, w)| + \varepsilon),
\]

and

\[
|\Psi^\varepsilon(T_\mu, q^{\varepsilon}, w) - \Psi^0(T_\mu, q^{\varepsilon, 0}, w)| \leq C_3(|h^\varepsilon(q^{\varepsilon}, w)| + |q^{\varepsilon} - q^{\varepsilon, 0}| + \varepsilon)
\]

for all \( \mu \in (0, \mu_2), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \). But, by Lemma 3, we know that \( |h^\varepsilon| \leq C_1 \varepsilon \) for all \( \mu \in (0, \mu_1) \) and all \( \varepsilon \in (0, \varepsilon_\mu) \). Hence, from (52), we conclude that there is \( C_4 > 0 \) satisfying \( |q^{\varepsilon} - q^{\varepsilon, 0}| \leq C_4 \varepsilon \) for all \( \mu \in (0, \mu_2), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \). Combining this with (53) and the fact that \( \Psi^0(T_\mu, q^{\varepsilon, 0}, w) = \Psi^0(T_\mu, q^{\varepsilon, 0}, w) \) for all \( w \in \mathbb{R} \), it finally follows that \( |\Psi^\varepsilon(T_\mu, q^{\varepsilon}, w) - \Psi^0(T_\mu, q^0)| < C_3 (C_1 + C_4 + 1) \varepsilon \) for all \( \mu \in (0, \mu_2), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \). Therefore, by defining

\[
\mu_3 := \min \left\{ \frac{\mu_2 \varepsilon}{2C_1}, \frac{r}{2C_3 (C_1 + C_4 + 1)} \right\},
\]

we can ensure that \( |\Psi^\varepsilon(T_\mu, q^{\varepsilon}, w) - \Psi^0(T_\mu, q^0)| < r \) and \( |h^\varepsilon| \leq C_1 \varepsilon \) for all \( \mu \in (0, \mu_3), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \). Thus, it follows that

\[
|\Psi^\varepsilon_{21}(T_\mu, q^{\varepsilon}, w) h^\varepsilon_{C}(q^{\varepsilon}, w) + \psi^\varepsilon_{22}(T_\mu, q^{\varepsilon}, w)|^2 \geq \frac{4}{3} M_0^2
\]

and

\[
|\det \Psi^\varepsilon(T_\mu, q^{\varepsilon}, w) - \det \Psi^0(T_\mu, q^{\varepsilon, 0})| < \frac{M_0^2}{8} e^{-2C - 2C \mu_2 \tau + 1 - C \mu_2 (T_0 + 1)},
\]

for all \( \mu \in (0, \mu_2), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \).

Considering (49) and (55), an application of the triangle inequality yields

\[
|\det \Psi^\varepsilon(T_\mu, q^{\varepsilon}, w)| < \frac{3M_0^2}{8} e^{-2C - 2C \mu_2 \tau + 1 - C \mu_2 (T_0 + 1)},
\]

for all \( \mu \in (0, \mu_2), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \). Furthermore, combining (51), (54) and (55), we conclude that

\[
\left| \frac{\partial q_{12}(T_\mu, q^{\varepsilon}, w)}{\partial \mu} \right| \leq \frac{27}{32},
\]

for all \( \mu \in (0, \mu_2), \varepsilon \in [0, \varepsilon_\mu), w \in [0, T \mu^\ell] \), and all \( p \in [0, 2\pi] \).

For a given \( \mu > 0 \), let \( s \mapsto q^\varepsilon(s, \rho, \sigma, \tau) \) be the solution of system \( E^\varepsilon(\mu) \) satisfying the equation \( q^\varepsilon(0, \rho, \sigma, \tau) = (\rho, \sigma, \tau) \). Define \( \Phi^\varepsilon(s, \rho, \sigma, \tau) \) to be the principal fundamental matrix solution of \( E^\varepsilon(\mu) \) at \( t = 0 \) along \( q^\varepsilon(s, \rho, \sigma, \tau) \). By definition of \( \Psi^\varepsilon \), it follows that
\[ \Psi^\varepsilon(s, q, w) = \Phi^\varepsilon(s, h^\varepsilon(q, w), q, w). \]

By differentiating this identity with respect to \( q \), we have that

\[ \Psi_q^\varepsilon(s, q, w) = \Phi_q^\varepsilon(s, h^\varepsilon(q, w), q, w) h^\varepsilon_q(q, w) + \Phi^\varepsilon(s, h^\varepsilon(q, w), q, w). \]

Henceforth in this proof, we consider \( \mu \in (0, \mu_3] \) to be fixed. As a result, some of the bounds we will work with depend directly on the choice of \( \mu \). A superscripted \( \mu \) will indicate when that is the case. Then, \( \Phi^\varepsilon \), \( \Phi_\rho^\varepsilon \), and \( \Phi_\tau^\varepsilon \) are continuous \( \varepsilon \)-families of continuous functions that are furthermore periodic in their third and fourth argument. Moreover, the sets \( \{ h^\varepsilon : \varepsilon \in [0, \bar{\varepsilon}_\mu) \} \) and \( \{ h^\varepsilon_\rho : \varepsilon \in [0, \bar{\varepsilon}_\mu) \} \) are uniformly bounded by a constant \( M > 0 \). By continuity and periodicity, there is \( C^\mu \) such that \( |\Phi^\varepsilon(T_{\mu}, \rho, \sigma, \tau)| < C^\mu \), \( |\Phi_\rho^\varepsilon(T_{\mu}, \rho, \sigma, \tau)| < C^\mu \), and \( |\Phi_\tau^\varepsilon(T_{\mu}, \rho, \sigma, \tau)| < C^\mu \) for all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \) and all \( (\rho, \sigma, \tau) \in [-M, M] \times \mathbb{R} \times \mathbb{R} \). Thus, it follows that

\[ |\Psi^\varepsilon(T_{\mu}, q, w)| = |\Phi^\varepsilon(T_{\mu}, h^\varepsilon(q, w), q, w)| \leq C^\mu, \]

and

\[ |\Psi_q^\varepsilon(T_{\mu}, q, w)| \leq |\Phi_q^\varepsilon(T_{\mu}, h^\varepsilon(q, w), q, w)| |h^\varepsilon_q(q, w)| + |\Phi^\varepsilon(T_{\mu}, h^\varepsilon(q, w), q, w)| \leq C^\mu (M + 1), \]

for all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \), all \( q \in [0, 2\pi] \), and all \( w \in [0, T_{\mu}\ell] \).

Finally, to estimate \( h^\varepsilon_{\tau\sigma} \), we take the absolute value of \( 50 \), apply the triangle inequality on the right-hand side and take the supremum of the right-hand side over \( q \in [0, 2\pi] \). Then, considering \( 27, 58, 59 \), and the uniform boundedness of \( h^\varepsilon_{\tau\sigma} \), it follows that there is \( C^\mu_6 > 0 \) such that

\[ |h^\varepsilon_{\tau\sigma}(p, w)| \leq \frac{27}{32} \left( \sup_{q \in [0, 2\pi]} |h^\varepsilon_{\tau\sigma}(q, w)| \right) + C^\mu_6, \]

for all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \), all \( w \in [0, T_{\mu}\ell] \), and all \( p \in [0, 2\pi] \). By taking the supremum over \( (p, w) \in [0, 2\pi] \times [0, T_{\mu}\ell] \) and rearranging the terms, we conclude that

\[ |h^\varepsilon_{\tau\sigma}|_{C_0} \leq \frac{32}{5} C^\mu_6, \]

for all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \), finishing the proof. \( \square \)

**Lemma 7.** Suppose system (13) has an attracting hyperbolic limit cycle \( \Gamma = \{(0, \sigma) : \sigma \in S^1\} \). There is \( \bar{\mu} > 0 \) such that, for each \( \mu \in \)(0, \( \bar{\mu} \)), there is \( \bar{C}^\mu > 0 \) satisfying \( |h^\varepsilon_{\tau\sigma}|_{C_0} \leq \bar{C}^\mu \) for all \( \varepsilon \in [0, \bar{\varepsilon}_\mu) \).

**Proof.** Let \( \mu_1 > 0 \) be sufficiently small to satisfy Lemmas 3 and 6. Let \( C_1 \) be the constant obtained in Lemma 3 and, for each \( \mu \in (0, \mu_1] \), let \( C^\mu_6 \) be the constant obtained in Lemma 6. As before, we define \( \bar{H} \) by \( h^\varepsilon(\sigma, \tau) = \varepsilon H(\sigma, \tau, \varepsilon) \). For convenience, we restate (39):

\[
(\tilde{g}(h^\varepsilon(\sigma, \tau), \sigma) + \varepsilon S(h^\varepsilon(\sigma, \tau), \sigma, \tau / \mu_\varepsilon^\ell, \mu) H_{\sigma}(\sigma, \tau, \varepsilon) + H_{\tau}(\sigma, \tau, \varepsilon) =
R(h^\varepsilon(\sigma, \tau), \sigma, \tau / \mu_\varepsilon^\ell, \mu) + \frac{1}{\varepsilon} (f(h^\varepsilon(\sigma, \tau), \sigma)),
\]
Define the following functions:

\[ A_1(\sigma, \tau, \mu, \epsilon) := g_1 R_{\tau} + g_2 R_1; \]
\[ A_2(\sigma, \tau, \mu, \epsilon) := g_1 R_{\tau} + g_2 R_1; \]
\[ A_3(\sigma, \tau, \mu, \epsilon) := R_{\tau} + R_{\tau}; \]
\[ A_4(\sigma, \tau, \mu, \epsilon) := f_{\tau} R_{\tau} + f_{\tau}; \]

where \( f, g \), and their derivatives are to be evaluated at \( (h_\sigma(\sigma, \tau), \sigma) \); \( h_\sigma \) and its derivatives are to be evaluated at \( (\sigma, \tau) \); and \( R, S \), and their derivatives are to be evaluated at \( (h_\sigma(\sigma, \tau), \sigma, \tau / \mu, \mu) \). By differentiating both sides of (39) with respect to \( \sigma \), it follows that

\[ A_1 h_\sigma + A_2 h_{\sigma \sigma} + H_\tau = A_3 + \frac{1}{\epsilon} A_4, \]

where \( A_1, A_2, A_3, \) and \( A_4 \) are to be evaluated at \( (\sigma, \tau, \mu, \epsilon) \); and \( H \) and its derivatives are to be evaluated at \( (\sigma, \tau, \epsilon) \).

Since \( R, S \), and their derivatives are continuous and periodic in the second and third arguments, it follows that they are bounded on the set \([C_1 \mu_1, C_1 \mu_1] \times \mathbb{R} \times \mathbb{R} \times [0, \mu_1] \). Similarly, \( f, g \), and their derivatives are bounded on \([C_1 \mu_1, C_1 \mu_1] \times \mathbb{R} \). In combination with the boundedness of \( h_\sigma \) and its derivatives provided in Lemma 3, we conclude that there is \( C_2 > 0 \) such that \( |A_i(\sigma, \tau, \mu, \epsilon)| < C_2 \) for all \( \sigma \in \mathbb{R}, \tau \in \mathbb{R}, \mu \in (0, \mu_1], \epsilon \in [0, \bar{\epsilon}_\mu) \), and \( i \in \{1, 2, 3, 4 \} \).

By Lemma 3 and the definition of \( H \), it follows that \( H_{\sigma \sigma}(\sigma, \tau, \epsilon) \leq C_1 \) for all \( \sigma \in \mathbb{R}, \tau \in \mathbb{R}, \mu \in (0, \mu_1], \epsilon \in [0, \bar{\epsilon}_\mu) \). Furthermore, by Lemma 3 it follows that

\[ |H_{\sigma \sigma \sigma}(\sigma, \tau, \epsilon)| \leq \frac{C_2}{\epsilon}. \]

An application of the triangle inequality to (60) in combination with all the boundedness results stated above ensures that

\[ |H_{\sigma \sigma \sigma}(\sigma, \tau, \epsilon)| \leq C_2 \left( 1 + C_1 + \frac{1 + C_2}{\epsilon} \right) \]

for all \( \sigma \in \mathbb{R}, \tau \in \mathbb{R}, \mu \in (0, \mu_1] \), and all \( \epsilon \in [0, \bar{\epsilon}_\mu) \). Thus, there is \( K_1^\mu > 0 \), dependent on \( \mu \), satisfying \( \epsilon |H_{\sigma \sigma \sigma}(\sigma, \tau, \epsilon)| \leq K_1^\mu \) for all \( \sigma \in \mathbb{R}, \tau \in \mathbb{R}, \mu \in (0, \mu_1] \), and all \( \epsilon \in [0, \bar{\epsilon}_\mu) \). It follows that

\[ |h_\tau_{\sigma \sigma}^{\epsilon}|_{C^0} \leq K_1^\mu \]

for all \( \mu \in (0, \mu_1] \) and all \( \epsilon \in [0, \bar{\epsilon}_\mu) \).

In order to estimate \( |h_{\tau \tau}^{\epsilon}|_{C^0} \), define the following functions:

\[ B_1(\sigma, \tau, \mu, \epsilon) := g_1 R_{\tau} + g_2 R_1; \]
\[ B_2(\sigma, \tau, \mu, \epsilon) := R_{\tau} + R_{\tau}; \]
\[ B_3(\sigma, \tau, \mu, \epsilon) := f_{\tau} R_{\tau} + f_{\tau}; \]

where \( f, g \), and their derivatives are to be evaluated at \( (h_\sigma(\sigma, \tau), \sigma) \); \( h_\sigma \) and its derivatives are to be evaluated at \( (\sigma, \tau) \); and \( R, S \), and their derivatives are to be evaluated at \( (h_\sigma(\sigma, \tau), \sigma, \tau / \mu, \mu) \). By differentiating both sides of (39) with respect to \( \tau \), it follows that

\[ B_1 h_\sigma + A_2 h_{\sigma \tau} + H_{\tau \tau} = B_2 + \frac{1}{\epsilon} B_3, \]
where $B_1$, $A_2$, $B_2$, and $B_3$ are to be evaluated at $(\sigma, \tau, \mu, \epsilon)$; and $H$ and its derivatives are to be evaluated at $(\sigma, \tau, \epsilon)$. Hence, Lemma 3 combined with an analysis of periodicity and continuity as done above, ensures that there are $C_3 > 0$ and $C_4 > 0$ such that

$$|B_1(\sigma, \tau, \mu, \epsilon)| \leq C_3 + \frac{C_4}{\mu^{\ell}},$$

$$|B_2(\sigma, \tau, \mu, \epsilon)| \leq C_3 + \frac{C_4}{\mu^{\ell}},$$

and

$$|B_3(\sigma, \tau, \mu, \epsilon)| \leq C_3 \leq C_3 + \frac{C_4}{\mu^{\ell}},$$

for all $\sigma \in \mathbb{R}$, $\tau \in \mathbb{R}$, $\mu \in (0, \mu_1]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. Thus, defining

$$C_5^\mu := C_3 + \frac{C_4}{\mu^{\ell}},$$

it follows, from an application of the triangle inequality combined with the upper bounds that we have established for $B_1$, $A_2$, $B_2$, $B_3$, $H$, and $H_{\sigma \tau} = H_{\tau \sigma}$, that

$$|H_{\tau \tau}(\sigma, \tau, \epsilon)| \leq C_4 C_5^\mu + C_2 \frac{K_1^\mu}{\epsilon} + C_5^\mu + \frac{C_5^\mu}{\epsilon},$$

for all $\sigma \in \mathbb{R}$, $\tau \in \mathbb{R}$, $\mu \in (0, \mu_1]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. Thus, there is $K_2^\mu > 0$, dependent on $\mu$, satisfying $|H_{\tau \tau}(\sigma, \tau, \epsilon)| \leq K_2^\mu$ for all $\sigma \in \mathbb{R}$, $\tau \in \mathbb{R}$, $\mu \in (0, \mu_1]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. It finally follows that

$$|h_{\tau \tau}^\mu|_{C^0} \leq \bar{K}_2^\mu,$$

for all $\mu \in (0, \mu_1]$ and all $\epsilon \in [0, \bar{\epsilon}_\mu)$. The proof is finished by defining $\bar{C}^\mu := \max\{K_1^\mu, K_2^\mu\}$. □

3.5. Proof of Proposition 4. Having established the previous estimates, we can finally proceed to the proof of Proposition 4 itself. The proof is divided in two lemmas. In the first lemma, the existence of $h^{\mu}$, a $C^1$ function of the angular variables whose graph is an invariant manifold of system $E^{\mu,0}$, is ensured for $\mu > 0$ sufficiently small. In the second lemma, $M(\bar{\epsilon}_\mu, \mu)$ is shown to be $r$-normally hyperbolic for $\mu > 0$ sufficiently small.

Throughout this section, it is assumed that the hypothesis in the statement of Proposition 4 holds, to wit: system (13) has an attracting hyperbolic limit cycle $\Gamma = \{(\sigma, 0) : \sigma \in S^1\}$. As before, for each $x \in A^\mu$, $h^\mu$ denotes a $C^r$ function of the angular variables $(\sigma, \tau)$ whose graph is a $r$-normally hyperbolic invariant manifold of system $E^{\mu}$; $\gamma^\mu(s, q) := (h^\mu(\sigma^\mu(s, q), \tau(s)), \sigma^\mu(s, q), \tau(s))$ denotes the solution of system $E^{\mu}$ starting at $(h^\mu(q, 0), q, 0)$; and $\bar{\epsilon}_\mu$ denotes the least upper bound of the set $A^\mu$ defined in Section 3.

Lemma 8. There is $\mu_4 > 0$ such that, if $\mu \in (0, \mu_4)$, then there is a $C^1$ function $h^\mu$ of the angular variables whose graph is an invariant manifold of system $E^{\mu,0}$.

Proof. We let $\mu_4 > 0$ be less than all the $\bar{\mu} > 0$ obtained in Lemmas 3, 6, and 7. By hypothesis, for each $\epsilon \in (0, \bar{\epsilon}_\mu)$, system $E^{\mu,0}$ has a $r$-normally hyperbolic invariant manifold that is graph of a $C^1$ function $h^\mu$ of the angular variables $\sigma$ and $\tau$. Since $r \geq 2$, we can define the family $S := \{h^\mu : 0 \leq \epsilon < \bar{\epsilon}_\mu\}$ in the space of $C^2$ functions of the angular variables. By Lemmas 3, 6, and 7, this family is uniformly bounded in the $C^2$ norm. Hence, $S$ is uniformly bounded and equicontinuous in the $C^1$ norm. Thus, an increasing sequence $(\epsilon_i)_{i \in \mathbb{N}}$ whose limit is $\bar{\epsilon}_\mu$ gives rise to a sequence of $C^2$ functions $(h^\mu_i)_{i \in \mathbb{N}}$ to which we can apply Lemma
and extract a subsequence that converges to a $C^1$ function $h^\varepsilon$. The fact that the graph of $h^\varepsilon$ is invariant for $E^{\varepsilon,\mu}$ is a direct consequence of the continuity of the flow with respect to the parameter $\varepsilon$. \hfill \Box

Remark 1. Observe that the value $\mu_a$ obtained in Lemma 8 satisfies the inequality $T \mu_a^V < 1$. Indeed, from the proof of Lemma 8, $\mu_a$ is less than the $\bar{\mu} > 0$ obtained in Lemma 2, which is less than $\mu_1$ given by (22). In particular, $T \mu_a^V < 1$. \hfill \Box

Lemma 9. There is $\mu_b \in (0, \mu_a]$ such that the invariant manifold found in Lemma 8 is given as the graph of the function $h^\varepsilon$, is $r$-normally hyperbolic and attracting. Furthermore, the function $h^\varepsilon$ is $C^\alpha$.

Proof. Let $\mu_a > 0$ be as given in Lemma 8 and $M(\varepsilon, \mu)$ be the invariant manifold of system $E^{\varepsilon,\mu}$ found in the same Lemma. Then, $M(\varepsilon, \mu)$ is the graph of the $C^1$ function $h^\varepsilon$ of the angular variables. We remark that, by construction, $\mu_a$ is small enough to satisfy Lemmas 3, 6 and 7. Moreover, by continuity, all the estimates found in those lemmas have their domain of validity extended to $\varepsilon \in [0, \varepsilon]\mu$.

For each $\varepsilon \in [0, \varepsilon]\mu$, we define the vector fields

$$\begin{align*}
\chi_1^\varepsilon(\sigma, \tau) &= \begin{pmatrix}
F(h^\varepsilon(\sigma, \tau), \sigma, \tau, \mu, \varepsilon) \\
G(h^\varepsilon(\sigma, \tau), \sigma, \tau, \mu, \varepsilon) \\
1
\end{pmatrix} \\
\chi_2^\varepsilon(\sigma, \tau) &= \begin{pmatrix}
h^\varepsilon(\sigma, \tau) \\
1 \\
0
\end{pmatrix},
\end{align*}$$

which are clearly tangent to the torus $M(\varepsilon, \mu)$. Furthermore, we remark that $v_1^\varepsilon(s, q) = \chi_1(\sigma^\varepsilon(s, q), \tau(s))$ and $v_2^\varepsilon(s, q) = y^\varepsilon(s, q) \chi_2(\sigma^\varepsilon(s, q), \tau(s))$ are solutions to the first variational equation associated to $E^{\varepsilon,\mu}$ along $\gamma^\varepsilon(s, q)$, that is, the differential system

$$(61) \quad v' = Q^\varepsilon(s, q) \cdot v, \quad Q^\varepsilon(s, q) := \begin{pmatrix}
F_\rho & F_\sigma & F_\tau \\
G_\rho & G_\sigma & G_\tau \\
0 & 0 & 0
\end{pmatrix},$$

where the argument of each function in the matrix $Q^\varepsilon(s, q)$ is

$$(h^\varepsilon(\sigma^\varepsilon(s, q), \tau(s)), \sigma^\varepsilon(s, q), \tau(s), \mu, \varepsilon).$$

As before, let us define $\Psi^\varepsilon(s, q)$ as the principal fundamental matrix solution of (61) at $s = 0$. Observe that, because of Lemma 8, $\Psi^\varepsilon$ is now well defined for $\varepsilon = \varepsilon\mu$. We also define $\eta^\varepsilon(\sigma, \tau) := R \cdot \chi_2(\sigma, \tau)$, where $R$ is the rotation matrix given by

$$R = \begin{pmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{pmatrix}.$$ 

Observe that, for any pair $(\sigma, \tau)$, the vectors $\eta^\varepsilon(\sigma, \tau)$ and $\chi_2^\varepsilon(\sigma, \tau)$ are orthogonal and the set $\{\chi_1^\varepsilon(\sigma, \tau), \chi_2^\varepsilon(\sigma, \tau), \eta^\varepsilon(\sigma, \tau)\}$ is linearly independent.

Since $v_2^\varepsilon(s, q)$ is a solution of (61), it follows that

$$\Psi^\varepsilon(s, q) \cdot \chi_2^\varepsilon(q, 0) = y^\varepsilon(s, q) \chi_2^\varepsilon(\sigma^\varepsilon(s, q), s).$$
for all $s \in \mathbb{R}$ and all $q \in [0, 2\pi]$. Furthermore, the invariance of the foliation $L = \{L_s\}_{s \in \mathbb{R}}$, where $L_s := \{(\rho, \sigma, \tau) : \tau = s\}$, ensures that we can find functions $a^\varepsilon(s, q)$ and $b^\varepsilon(s, q)$ such that

$$
(62) \quad \Psi^\varepsilon(s, q) \cdot \eta^\varepsilon(q, 0) = \Psi^\varepsilon(s, q) \left(a^\varepsilon(s, q) X_2^\varepsilon(\sigma^\varepsilon(s, q), s) + b^\varepsilon(s, q)\eta^\varepsilon(\sigma^\varepsilon(s, q), s)\right)
$$

In particular, by taking the inner product of (62) with $\eta^\varepsilon(\sigma^\varepsilon(s, q), s)$, it follows that

$$
b^\varepsilon(s, q) = \frac{\langle \Psi^\varepsilon(s, q) \cdot \eta^\varepsilon(q, 0), \eta^\varepsilon(\sigma^\varepsilon(s, q), s) \rangle}{|\eta^\varepsilon(\sigma^\varepsilon(s, q), s)|^2}
$$

Let $u_\alpha, u_\beta \in T_{(h^\varepsilon(\sigma, \tau), \sigma, \tau)} \mathbb{R}^3$. Then, there are unique $\alpha_i \in \mathbb{R}$ and $\beta_i \in \mathbb{R}$, $i \in \{1, 2, 3\}$, such that

$$
u_\alpha = \alpha_1 X_1^\varepsilon(\sigma, \tau) + \alpha_2 X_2^\varepsilon(\sigma, \tau) + \alpha_3 \eta^\varepsilon(\sigma, \tau),
$$

$$
u_\beta = \beta_1 X_1^\varepsilon(\sigma, \tau) + \beta_2 X_2^\varepsilon(\sigma, \tau) + \beta_3 \eta^\varepsilon(\sigma, \tau).
$$

Define the metric $\langle \cdot, \cdot \rangle'$ on $\mathbb{T}^3|_{M(\varepsilon, \mu)}$ by

$$
\langle u_\alpha, u_\beta \rangle' = \alpha_1 \beta_1 + \alpha_2 \beta_2 + \alpha_3 \beta_3.
$$

Notice that, in this metric, the set $\{X_1^\varepsilon(\sigma, \tau), X_2^\varepsilon(\sigma, \tau), \eta^\varepsilon(\sigma, \tau)\}$ corresponds to an orthonormal basis of $\mathbb{T}^3|_{M(\varepsilon, \mu)}$. Consider the splitting $\mathbb{T}^3|_{M(\varepsilon, \mu)} := TM(\varepsilon, \mu) \oplus N(\varepsilon, \mu)$, where $N(\varepsilon, \mu)$ is the normal bundle of $M(\varepsilon, \mu)$ with respect to $\langle \cdot, \cdot \rangle'$. Let $\pi_{\varepsilon, \mu} : \mathbb{T}^3 \to N(\varepsilon, \mu)$ be the orthogonal projection on $N(\varepsilon, \mu)$ with respect to $\langle \cdot, \cdot \rangle'$. Furthermore, let us denote by $\|\cdot\|$ the norm induced by $\langle \cdot, \cdot \rangle'$.

Let us denote the flow of system $E^{\varepsilon, \mu}$ by $\phi^{\varepsilon, \mu}(t, x)$, where $\phi^{\varepsilon, \mu}(0, x) = x$. Following Fenichel in [9], define the operators $A^\varepsilon\mu(q) = D(\phi^{\varepsilon, \mu}|_{M(\varepsilon, \mu)})(h^\varepsilon(\sigma^\varepsilon, q), 0, -t)$ on $TM(\varepsilon, \mu)$ and $B^\varepsilon\mu(q) = \pi_{\varepsilon, \mu} \cdot D\phi^{\varepsilon, \mu}(h^\varepsilon(\sigma^\varepsilon(-t, q), 0, 0, -t), \sigma^\varepsilon(-t, q), -t, 0)$ on $N(\varepsilon, \mu)$ and the quantities

$$
v^\varepsilon(q) := \inf \left\{ a > 0 : \lim_{t \to \infty} \frac{\|B^\varepsilon\mu(q)||}{a^t} = 0 \right\} = \lim_{t \to \infty} \sup \frac{\|B^\varepsilon\mu(q)||}{a^t},
$$

$$
\kappa^\varepsilon(q) := \inf \left\{ s > 0 : \lim_{t \to \infty} \frac{\|A^\varepsilon\mu(q)||}{\|B^\varepsilon\mu(q)||^s} = 0 \right\}.
$$

We remark that, since the generalized Lyapunov type numbers are constant on orbits, in order to show that $M(\varepsilon, \mu)$ is $r$-normally hyperbolic, it suffices to show that $M(\varepsilon, \mu)$ is $C^r$, and that $v^r(\varepsilon, q) < 1$ and $\kappa^r(\varepsilon, q) < 1/r$ for all $q \in [0, 2\pi]$. Let us begin with the following claim: $v^\varepsilon(q) < 1$ for all $q \in [0, 2\pi]$. Observe that, since the unperturbed torus $M(0)$ is normally hyperbolic, Fenichel’s Uniformity Lemma [9] ensures that there are $C_0 > 0$ and $a < 1$ such that

$$
(63) \quad \sup_{q \in [0, 2\pi]} \|B^\varepsilon\mu(q)|| < C_0 a^t,
$$

for all $t \geq 0$. Therefore, there is $T_0 > 0$ such that

$$
\|B^\varepsilon\mu(q)|| < \frac{1}{4},
$$

for all $t \geq T_0$ and all $q \in [0, 2\pi]$. For each $\mu \in (0, \mu_a]$, define $n_{\mu}$ as the least positive integer satisfying $n_{\mu} T \ell^\varepsilon \in \{T_0, T_0 + 1\}$, which exists because $T \ell^\varepsilon < 1$ by Remark [1]. Moreover, for each $\mu \in (0, \mu_a]$, let $T_{\mu}$ be defined as $T_{\mu} := n_{\mu} T \ell^\varepsilon$.

Lemma [10] combined with Lemma [3] ensures that there is $C_1 > 0$ such that

$$
(64) \quad |\Psi^\varepsilon(s, q) - \Psi^0(s, q)| < C_1 \varepsilon
$$
for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and all $\varepsilon \in [0, \bar{\varepsilon}_\mu]$. Moreover, by continuity, there is $C_2 > 0$ such that

\[ |\Psi^0(s, q)| < C_2 \tag{65} \]

for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, and $\mu \in (0, \mu_a]$. Since $R$ is an isometry and applying Lemma 3 once again, it follows that there is $C_3 > 0$ such that

\[ |\eta^0(\sigma^r(s, q), s) - \eta^0(\sigma^r(s, q), s)| = |\lambda_2^r(\sigma^r(s, q), s) - \lambda_2^0(\sigma^r(s, q), s)| < C_3 \varepsilon \tag{66} \]

for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and all $\varepsilon \in [0, \bar{\varepsilon}_\mu]$.

Boundedness of $\eta^0$ over $(\sigma, \tau) \in \mathbb{R}^2$ and (66) guarantee the existence of $C_4 > 0$ satisfying

\[ \frac{1}{C_4} < |\eta^0(\sigma, \tau)| - C_3 \varepsilon < |\eta^0(\sigma, \tau)| < |\eta^0(\sigma, \tau)| + C_3 \varepsilon < C_4, \tag{67} \]

for all $\sigma \in \mathbb{R}$, $\tau \in \mathbb{R}$, $\mu \in (0, \mu_a]$, and all $\varepsilon \in [0, \bar{\varepsilon}_\mu]$. Taking squares of (67), we obtain $C_5 > 0$ such that

\[ |\eta^0(\sigma, \tau)|^2 - C_3 \varepsilon < |\eta^0(\sigma, \tau)|^2 < |\eta^0(\sigma, \tau)|^2 + C_3 \varepsilon, \tag{68} \]

for all $\sigma \in \mathbb{R}$, $\tau \in \mathbb{R}$, $\mu \in (0, \mu_a]$, and all $\varepsilon \in [0, \bar{\varepsilon}_\mu]$. Thus, combining (67) and (68), we obtain

\[ \left| \frac{1}{|\eta^0(\sigma^r(s, q), s)|^2} - \frac{1}{|\eta^0(\sigma^r(s, q), s)|^2} \right| \leq \frac{C_5 \varepsilon}{C_4^2}, \tag{69} \]

for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, and $\mu \in (0, \mu_a]$. Moreover, by continuity, there is $C_6 > 0$ such that

\[ |\langle \Psi^0(s, q) \cdot \eta^0(q, 0), \eta^0(\sigma^r(s, q), s) \rangle| \leq C_6 \tag{70} \]

for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, and $\mu \in (0, \mu_a]$.

Observe that $\eta^0$ is constant. This ensures that $\eta^0(\sigma^r(s, q), s) = \eta^0(\sigma^r(s, q), s)$, so that

\[ |\eta^r(s, q)b^r(s, q) - \eta^0(s, q)b^0(s, q)| = \frac{\langle \Psi^r(s, q) \cdot \eta^r(q, 0), \eta^r(\sigma^r(s, q), s) \rangle - \langle \Psi^0(s, q) \cdot \eta^0(q, 0), \eta^0(\sigma^r(s, q), s) \rangle}{|\eta^r(\sigma^r(s, q), s)|^2} \cdot \frac{1}{|\eta^r(\sigma^r(s, q), s)|^2}. \]

By applying the triangle inequality, we can ensure that

\[ |\eta^r(s, q)b^r(s, q) - \eta^0(s, q)b^0(s, q)| \leq \frac{1}{|\eta^r(\sigma^r(s, q), s)|^2} - \frac{1}{|\eta^r(\sigma^r(s, q), s)|^2} \left| \langle \Psi^0(s, q) \cdot \eta^0(q, 0), \eta^0(\sigma^r(s, q), s) \rangle \right| \leq \frac{C_5 C_6 \varepsilon}{C_4^2}, \tag{71} \]

for all $s \in \mathbb{R}$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and $\varepsilon \in [0, \bar{\varepsilon}_\mu]$.

On one hand, it follows from (69) and (70) that

\[ \left| \frac{1}{|\eta^r(\sigma^r(s, q), s)|^2} - \frac{1}{|\eta^r(\sigma^r(s, q), s)|^2} \right| \left| \langle \Psi^0(s, q) \cdot \eta^0(q, 0), \eta^0(\sigma^r(s, q), s) \rangle \right| \leq \frac{C_5 C_6 \varepsilon}{C_4^2}, \tag{72} \]

for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and $\varepsilon \in [0, \bar{\varepsilon}_\mu]$. On the other hand, an application of the triangle inequality, combined with (64), (65), (66), and (67) ensures that
there is $C_7 > 0$ such that
\[
|\langle \Psi^e(s, q) \cdot \eta^e(q, 0), \eta^e(\sigma^e(s, q), s) \rangle - \langle \Psi^0(s, q) \cdot \eta^0(q, 0), \eta^0(\sigma^e(s, q), s) \rangle| \leq \\
\|\Psi^e(s, q) - \Psi^0(s, q)\| \|\eta^e(q, 0)\| + \|\Psi^0(s, q)\| \|\eta^e(q, 0) - \eta^0(q, 0)\| \\
+ \frac{\|\Psi^0(s, q)\| \|\eta^e(q, 0)\| \|\eta^e(\sigma^e(s, q), s) - \eta^0(\sigma^e(s, q), s)\|}{\|\eta^e(\sigma^e(s, q), s)\|^2} < C_7 \epsilon
\]
for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu]$. Therefore, by substituting (72) and (73) into (71), it follows that there is $C_8 > 0$ such that
\[
|\eta^e(s, q) b^e(s, q) - \eta^0(s, q) b^0(s, q)| < C_8 \epsilon
\]
for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu]$.

Observe that, by definition, we know that $\|B^e_t(q)\| = |\eta^e(t, \sigma^e(-t, q)) b^e(t, \sigma^e(-t, q))|$. Thus, it follows from (74) that $\|B^e_t(q) - B^0_t(q)\| < C_8 \epsilon$ for all $t \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu]$. Therefore, by defining
\[
\mu_1 := \min \left\{ \mu_a, \frac{1}{4C_8} \right\}
\]
it follows that
\[
\|B^e_t(q)\| < \|B^0_t(q)\| + \frac{1}{4} < \frac{1}{2}
\]
for all $s \in [T_0, T_0 + 1]$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_a]$, and all $\epsilon \in [0, \bar{\epsilon}_\mu]$. In particular, we have that
\[
\|B^e_{T_\mu}(q)\| < \frac{1}{2}
\]
for all $q \in [0, 2\pi]$ and all $\mu \in (0, \mu_1]$. Furthermore, for $\mu \in (0, \mu_1]$ fixed, the function $s \mapsto B^e_{T_\mu}(q)$ is continuous on the compact set $[0, T_0 + 1] \times [0, 2\pi]$, so that there is $C_9 > 0$ satisfying
\[
\|B^e_{T_\mu}(q)\| < C_9
\]
for all $s \in [0, T_0 + 1]$ and all $q \in [0, 2\pi]$.

For each $t \geq 0$, let $k_\mu \in \mathbb{N}$ and $r_\mu \in [0, T_\mu)$ be such that $t = k_\mu T_\mu + r_\mu$. Let $q_0 \in [0, 2\pi]$ be given and define, for each $i \in \mathbb{N}$, the angle $q_i := \sigma^e(-iT_\mu, q_0)$. Then, by definition of $B^e_t$, it follows that
\[
B^e_{T_\mu + r_\mu}(q_0) = B^e_{T_\mu}(q_0) \cdot B^e_{T_\mu}(q_1) \cdots B^e_{T_\mu}(q_{k_\mu-1}) \cdot B^e_{T_\mu}(q_{k_\mu})
\]
so that (75) and (76) guarantee that
\[
\|B^e_{T_\mu + r_\mu}(q_0)\|^{\frac{1}{r_\mu + r_\mu}} \leq C_9^{\frac{r_\mu}{r_\mu + r_\mu}} \left( \frac{1}{2} \right)^{\frac{k_\mu}{r_\mu + r_\mu}}
\]
for all $t \geq 0$, $q_0 \in [0, 2\pi]$, and $\mu \in (0, \mu_1]$. Therefore, we conclude that
\[
u^e(q_0) = \limsup_{t \to \infty} \|B^e_{T_\mu}(q_0)\|^{\frac{1}{T_\mu}} \leq \limsup_{k_\mu \to \infty} \|B^e_{T_\mu + r_\mu}(q_0)\|^{\frac{1}{r_\mu + r_\mu}} \leq \left( \frac{1}{2} \right)^{\frac{1}{r_\mu}} < 1
\]
for all $q_0 \in [0, 2\pi]$ and all $\mu \in (0, \mu_1]$. This concludes the proof of the claim.
We proceed to proving the following claim: $\kappa_{x_0}(q) < 1/r$ for all $q \in [0, 2\pi]$. In order to do so, let $C$ be as given in Lemma 5. We remind the reader that $r \geq 2$ is the smoothness class of the functions appearing in $E_{x, \mu}$. Define

$$\mu_2 := \min \left\{ \mu_1, \left( -\frac{\ln a}{4C(r+1)} \right) \right\}.$$ 

By (63), it follows that

$$\sup_{q \in [0, 2\pi]} e^{2C\mu_2(r)} \| B_q^0(q) \| < C_0 e^{2C\mu_2(r)} \left( e^{2C\mu_2(r+1)} a \right)^t < C_0 e^{2C\mu_2(r+1)} \left( \sqrt{a} \right)^t,$$

for all $t \geq 0$. Since $\sqrt{a} < 1$, there is $T_1 > 0$ such that

$$\sup_{q \in [0, 2\pi]} \| B_q^0(q) \| < \frac{1}{4} e^{-2C\mu_2(r+1)(t+1)} \leq \frac{1}{4} e^{-2C\mu_2(r+1)(T_1+1)}$$

for all $t \geq T_1$.

For each $\mu \in (0, \mu_2]$, define $\bar{\mu} \in \mathbb{N}$ as the least positive integer such that $\bar{\mu} T \mu^\ell \in [T_1, T_1 + 1)$, which exists because $T \mu \bar{\mu} < 1$ by Remark 1. Define furthermore $\bar{T}_\mu := \bar{\mu} T \mu^\ell$. Proceeding as before, we can find $C_{10} > 0$ such that

$$\| B_q^i(q) - B_q^0(q) \| < C_{10} \varepsilon$$

for all $t \in [T_1, T_1 + 1], q \in [0, 2\pi], \mu \in (0, \mu_2]$, and $\varepsilon \in [0, \bar{\varepsilon}]$.

Define

$$\mu_3 := \min \left\{ \mu_2, \frac{1}{4C_{10}} e^{-2C\mu_2(r+1)(T_1+1)} \right\}.$$ 

Then, considering (78) and (79), it follows that

$$\| B_q^i(q) \| < \| B_q^0(q) \| + C_{10} \mu_3 < \frac{1}{2} e^{-2C\mu_2(r+1)(T_1+1)},$$

for all $t \in [T_1, T_1 + 1], q \in [0, 2\pi], \mu \in (0, \mu_3]$, and $\varepsilon \in [0, \bar{\varepsilon}]$. In particular, we obtain that

$$\| B_{q_0}^{\bar{T}_\mu}(q) \| < \frac{1}{2} e^{-2C\mu_2(r+1)(T_1+1)}$$

for all $q \in [0, 2\pi]$ and all $\mu \in (0, \mu_3]$.

For each $t \geq 0$, there are $\bar{k}_t \in \mathbb{N}$ and $\bar{r}_t \in [0, \bar{T}_\mu)$ such that $t = \bar{k}_t \bar{T}_\mu + \bar{r}_t$. Let $q_0 \in [0, 2\pi]$ and define, as before, $q_i := \sigma^\varepsilon(-iT \mu, q_0)$. Reasoning as in (77), it follows that

$$\left\| B_{q_0}^{\ell}(q_0) \right\|^{\frac{1}{r+1}} \leq \left( \prod_{i=0}^{k_t-1} \left\| B_{q_i}^{\bar{T}_\mu}(q_i) \right\| \right)^{\frac{1}{r+1}} \left\| B_{q_0}^{\bar{T}_\mu}(q_0) \right\|^{\frac{1}{r+1}}$$

for all $q_0 \in [0, 2\pi]$ and all $\mu \in (0, \mu_3]$. By continuity of $(s, q) \mapsto B_{q_0}^{s}(q)$, for each $\mu \in (0, \mu_3]$ fixed, there is $C_{11} > 0$ such that

$$\| B_{q_0}^{s}(q) \|^{\frac{1}{r+1}} < C_{11},$$

for all $s \in [0, T_1 + 1], q \in [0, 2\pi]$, and $\mu \in (0, \mu_3]$. Thus, by (80), it follows that

$$\| B_{q_0}^{t}(q_0) \|^{\frac{1}{r+1}} \leq C_{11} \left( \frac{1}{2} e^{-2C\mu_2 k_t(T_1+1)} \right)^{\frac{1}{r+1}},$$

for all $t \geq 0, q_0 \in [0, 2\pi]$, and all $\mu \in (0, \mu_3]$. 
By expressing $A^t(q)$ in the corresponding basis of the family $\{X^f_\tau(\sigma, \tau), X^R_\tau(\sigma, \tau)\}$, we obtain

$$A^t(q) = \begin{bmatrix} 1 & 0 \\ 0 & y^f(-t, q) \end{bmatrix}.$$ 

Hence, it follows that

$$\|A^t(q)\| \leq \max\{1, y^f(-t, q)\}$$

for all $t \geq 0$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_2]$, and $\epsilon \in [0, \bar{\epsilon}_\mu]$. Moreover, by Lemma $5$ we know that

$$y^f(-t, q) \leq e^{C\epsilon}e^{C\epsilon t}T_\epsilon + f_\mu \leq e^{C\epsilon}C_\mu\epsilon(T_\epsilon + 1)\epsilon C_\mu(T_\epsilon + 1),$$

for all $t \geq 0$, $q \in [0, 2\pi]$, $\mu \in (0, \mu_2]$, and $\epsilon \in [0, \bar{\epsilon}_\mu]$. Therefore, we conclude that

$$\|A^t(q)\| \leq e^{C\epsilon}C_\mu(T_\epsilon + 1)\epsilon C_\mu(T_\epsilon + 1)$$

for all $t \geq 0$, $q \in [0, 2\pi]$, and all $\mu \in (0, \mu_2]$. Considering (81) and (82), it follows that

$$\lim_{t \to \infty} \|A^t(q)\| \|B^t(q)\|^{1/2} \leq C_1\epsilon e^{C\epsilon}C_\mu(T_\epsilon + 1)\epsilon C_\mu(T_\epsilon + 1),$$

for all $t \geq 0$, $q \in [0, 2\pi]$, and all $\mu \in (0, \mu_2]$. Hence, we have that

$$\|A^t(q)\| \|B^t(q)\|^{1/2} = 0,$$

for all $q \in [0, 2\pi]$ and all $\mu \in (0, \mu_2]$. It is thus proved that

$$\kappa^f_\mu(q) \leq \frac{1}{r + 1} < \frac{1}{r},$$

for all $q \in [0, 2\pi]$ and all $\mu \in (0, \mu_2]$. The second claim is thus proved.

All that is left is proving that $M(\bar{\epsilon}_\mu, \mu)$ is $C'$. Observe that Theorem 6 in [9] ensures that there is a bundle $I(\bar{\epsilon}_\mu, \mu)$ that is transversal to $TM(\bar{\epsilon}_\mu, \mu)$, homeomorphic to $N(\bar{\epsilon}_\mu, \mu)$, and invariant under the derivative of the flow, $D_\mu^{}\theta f(\mu, \cdot)$ for all $t \in \mathbb{R}$. Then, the splitting $\mathbb{T}^R = TM(\bar{\epsilon}_\mu, \mu) \oplus I(\bar{\epsilon}_\mu, \mu)$ is invariant under this derivative. Hence, we can apply Theorem 4.1.(f) in [13] to guarantee that $M(\bar{\epsilon}_\mu, \mu)$ is indeed $C'$. It follows thus that $M(\bar{\epsilon}_\mu, \mu)$ is $r$-normally hyperbolic.

4. INVARIANT TORI IN A FAMILY OF JERK DIFFERENTIAL EQUATIONS

This section is dedicated to the proof of Proposition $3$. In order to apply Theorem $A$ for proving it, we need to write system (7) in the standard form (1). Recall that system (7) is given by

$$\ddot{x} = -x + e^{N-1}P(x, \dot{x}, \ddot{x}) + e^N Q(x, \dot{x}, \ddot{x}) + e^{N+1}R(x, \dot{x}, \ddot{x}, \epsilon),$$

where $P$ and $Q$ satisfy:

**H1.** the following functions have vanishing average for every $z$ and $r$,

$$\theta \mapsto P(r \sin \theta - z, r \cos \theta, -r \sin \theta) \quad \text{and} \quad \theta \mapsto P(r \sin \theta - z, r \cos \theta, -r \sin \theta) \sin(\theta)$$

**H2.** and

$$Q(x, \dot{x}, \ddot{x}) = \ddot{x}(-x - \dot{x} + (x^2 + \dot{x}^2 - 2)(1 - (x + \dot{x})^2 - (x^2 + \dot{x}^2 - 2)^2) + 2\dot{x}^2(x^2 + \dot{x}^2 - 2)).$$
Applying the change of variables \((x, \dot{x}, \ddot{x}) = G(r, z, \theta)\), with
\[
G(r, z, \theta) = (\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta),
\]
we obtain the following differential system
\[
\dot{r} = -\varepsilon^{N-1} 2\sqrt{r} P(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \sin \theta
- \varepsilon^N 2\sqrt{r} Q(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \sin \theta + O(\varepsilon^{N+1})
\]
\[
\dot{z} = -\varepsilon^{N-1} P(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta)
- \varepsilon^N Q(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) + O(\varepsilon^{N+1})
\]
\[
\dot{\theta} = 1 - \frac{\varepsilon^{N-1}}{\sqrt{r}} P(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \cos \theta
- \frac{\varepsilon^N}{\sqrt{r}} Q(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \cos \theta + O(\varepsilon^{N+1}).
\]
Since \(\dot{\theta} = 1 + O(\varepsilon^{N-1})\), we get that \(\dot{\theta} > 0\) for \(\varepsilon\) sufficiently small. Thus, by taking \(\theta\) as the new independent variable, the previous system becomes the following non-autonomous 2\(\pi\)-periodic differential equation
\[
\dot{x} = \varepsilon^{N-1} F_{N-1}(\theta, x) + \varepsilon^N F_N(\theta, x) + O(\varepsilon^{N+1}),
\]
where the dot denotes the derivative with respect to the variable \(\theta\), \(x = (r, z)\), and the smooth functions \(F_j(\theta, x) = (F_j^1(\theta, x), F_j^1(\theta, x)), j \in \{N - 1, N\}\), are given by
\[
F_{N-1}^1(\theta, x) = -2\sqrt{r} P(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \sin \theta
- \varepsilon^N Q(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \sin \theta
\]
\[
F_N^1(\theta, x) = -2\sqrt{r} Q(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \sin \theta
- \varepsilon^N Q(\sqrt{r} \sin \theta - z, \sqrt{r} \cos \theta, -\sqrt{r} \sin \theta) \cos \theta + O(\varepsilon^{N+1}).
\]
Now, by using the formulae provided in (83) and (84), we compute the averaged functions \(f_i\), for \(i = 1, \ldots, N\), of \(\dot{x}\). First, since \(N \geq 3\), notice that \(y_1(t, x) = \cdots = y_{N-2}(t, x) = 0\) and, then,
\[
y_{N-1}(t, x) = \int_0^t (N - 1)!F_{N-1}(s, x)ds = (N - 1)! \int_0^t F_{N-1}(s, x)ds.
\]
Thus, from conditions H1 and H2 and taking into account expression (84), we have that \(f_1 = \cdots f_{N-1} = 0\). Finally, since \(B_{1,1}(y_1(s, x)) = B_{1,1}(0) = 0\), we have that
\[
y_N(t, x) = \int_0^t N!F_N(s, x) + N!\partial_x F_{N-1}B_{1,1}(y_1(s, x))ds = N! \int_0^t F_N(s, x)ds.
\]
Therefore, from conditions H1 and H2 and taking into account the expressions in (84), one can see that
\[
f_N(z) = 2\pi \left(r(6 + z(1 + 2z) - r(11 + (-6 + r)r + z^2)), r(2 - r)\right),
\]
for every \(N \geq 3\). Hence, we conclude that the guiding system (6) for the differential equation (83) is given by
\[
\dot{r} = r(6 + z(1 + 2z) - r(11 + (-6 + r)r + z^2)),
\]
\[
\dot{z} = r(2 - r).
\]
Now, we claim that \( \gamma = S^1 + (2,0) \) is an attracting hyperbolic limit cycle of the differential system (85). In fact, applying a time-rescaling in (85), by diving the right-hand side of the equations by \( r > 0 \), and then applying translation \( r = \rho + 2 \), we obtain

\[
\begin{align*}
\rho' &= \rho + z - \rho^3 - \rho z^2, \\
z' &= -\rho,
\end{align*}
\]

where the prime denotes the derivative with respect to the new time. Consider the vector field \( X(\rho, z) = (\rho + z - \rho^3 - \rho z^2, -\rho) \) and the function \( V(\rho, z) = \rho^2 + z^2 \). Notice that

\[
\langle \nabla V(\rho, z), X(\rho, z) \rangle = -2\rho^2 (\rho^2 + z^2 - 1).
\]

Thus, \( S^1 = V^{-1}(1) \) is an invariant set invariant set of the differential system (86), which has no equilibria on \( S^1 \). Consequently, from Poincaré-Bendixson Theorem, \( S^1 \) is a closed orbit of (86). Denote by \( \varphi(t) = (v_1(t), v_2(t)) \) the corresponding periodic solution of (86) satisfying \( v_1(\tau)^2 + v_2(\tau)^2 = 1 \). Let \( \sigma_0 \) and \( \sigma, \sigma_0 \subset \sigma \) be a transversal sections of \( X \) at \( p = (1,0) \) in such way that a Poincaré Map \( \pi : \sigma_0 \to \sigma \) of \( X \) is well defined. From classical results (see, for instance, [6, Theorem 1.23]), we know that

\[
\pi'(p) = \exp \left[ \int_0^T \text{div}X(\varphi(t))dt \right] = \exp \left[ \int_0^T \left( 1 - v_2(\tau)^2 - 3v_1(\tau)^2 \right) dt \right] = \exp \left[ -2 \int_0^T v_1(\tau)^2 dt \right] < 1.
\]

Therefore, \( S^1 \) is an attracting hyperbolic limit cycle of \( X \) and, consequently, \( \gamma = S^1 + (2,0) \) is an attracting hyperbolic limit cycle of the guiding system (85). Then, the result follows by applying Theorem A.

**APPENDIX: TECHNICAL LEMMAS**

**Lemma 10.** Let \( U \) be an open subset of \( \mathbb{R}^n \), \( f : U \times \mathbb{R}^m \to \mathbb{R}^{n+m} \) be a \( C^1 \) vector field, and also \( F_\mu : U \times \mathbb{R}^m \to \mathbb{R}^{n+m}, \mu \in (0, \mu_0) \), be a family of \( C^1 \) vector fields. Consider the differential equation

\[
(\dot{x}, \dot{y}) = f(x, y) + \varepsilon F_\mu(x, y),
\]

where \( \varepsilon \in [0, \varepsilon_0] \). Let \( z(t, a, b, \varepsilon, \mu) = (x(t, a, b, \varepsilon, \mu), y(t, a, b, \varepsilon, \mu)) \) be the solution to (87) satisfying \( z(0, a, b, \varepsilon, \mu) = (a, b) \), and let \( \Psi(t, a, b, \varepsilon, \mu) \) be the principal fundamental matrix solution at \( t = 0 \) of the first variational equation

\[
\Psi' = (Df(z(t, a, b, \varepsilon, \mu)) + \varepsilon D F_\mu(z(t, a, b, \varepsilon, \mu))) \Psi.
\]

Assume that

a. There are \( t_* > 0, Q \subset \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R} \times \mathbb{R} \), and a compact convex set \( K \subset \mathbb{R}^n \) such that \( x(t, a, b, \varepsilon, \mu) \in K \) for all \( (t, a, b, \varepsilon, \mu) \in [0, t_*] \times Q \);

b. There is \( M_f > 0 \) such that \( |f(x, y)| + |Df(x, y)| + |D^2f(x, y)| < M_f \) for all \( (x, y) \in K \times \mathbb{R}^m \);

c. There is \( M_F > 0 \) such that \( |F_\mu(x, y)| + |DF_\mu(x, y)| + |D^2F_\mu(x, y)| < M_F \) for all \( (x, y) \in K \times \mathbb{R}^m \) and all \( \mu \in \pi_5(Q) \), where \( \pi_5 \) denotes the canonical projection with respect to the fifth entry;

d. There is \( M_\Psi > 0 \) such that \( |\Psi(t, a, b, 0, \mu)| < M_\Psi \) for all \( (t, a, b, 0, \mu) \in [0, t_*] \times Q \).
Then, the following holds:

i. There is $K_1 > 0$ such that
\[ |z(t, a_2, b_2, \epsilon, \mu) - z(t, a_1, b_1, 0, \mu)| \leq ((a_2, b_2) - (a_1, b_1)) + \epsilon|t| \cdot K_1 e^{K_1|t|}, \]
for all $t \in [0, t_\ast]$, and all $(a_1, b_1, 0, \mu), (a_2, b_2, \epsilon, \mu) \in Q$;

ii. There is $K_2 > 0$ such that
\[ |\Psi(t, a_2, b_2, \epsilon, \mu) - \Psi(t, a_1, b_1, 0, \mu)| \leq ((a_2, b_2) - (a_1, b_1)) + \epsilon|t| \cdot K_2 e^{K_2|t|}, \]
for all $t \in [0, t_\ast]$, and all $(a_1, b_1, 0, \mu), (a_2, b_2, \epsilon, \mu) \in Q$.

Proof. By definition, $z(t, a, b, \epsilon, \mu)$ is a solution of $z' = f(z) + \epsilon F_\mu(z)$ with $z(0, a, b, \epsilon, \mu) = (a, b)$. Let $(t, a_2, b_2, \epsilon, \mu), (t, a_1, b_1, 0, \mu) \in [0, A] \times Q$. It follows from the triangle inequality that
\[ |z(t, a_2, b_2, \epsilon, \mu) - z(t, a_1, b_1, 0, \mu)| \leq \|(a_2, b_2) - (a_1, b_1)\| \]
\[ + \int_0^t |f(z(s, a_2, b_2, \epsilon, \mu)) - f(z(s, a_1, b_1, 0, \mu))| ds \]
\[ + \int_0^t \epsilon |F_\mu(z(s, a_2, b_2, \epsilon, \mu))| ds. \]

By the mean value inequality combined with hypotheses (a) and (b), we have
\[ |f(z(s, a_2, b_2, \epsilon, \mu)) - f(z(s, a_1, b_1, 0, \mu))| \leq M_f |z(s, a_2, b_2, \epsilon, \mu) - z(s, a_1, b_1, 0, \mu)|, \]
for all $s \in [0, A]$. Moreover, hypotheses (a) and (c) ensure that
\[ \int_0^t \epsilon |F_\mu(z(s, a_2, b_2, \epsilon, \mu))| ds \leq \epsilon M_f |t|. \]
Thus, it follows that
\[ |z(t, a_2, b_2, \epsilon, \mu) - z(t, a_1, b_1, 0, \mu)| \leq \|(a_2, b_2) - (a_1, b_1)\| \]
\[ + \int_0^t M_f |z(s, a_2, b_2, \epsilon, \mu) - z(s, a_1, b_1, 0, \mu)| ds \]
\[ + \epsilon M_f |t|. \]

By Gronwall’s inequality, we have
\[ |z(t, a_2, b_2, \epsilon, \mu) - z(t, a_1, b_1, 0, \mu)| \leq \|(a_2, b_2) - (a_1, b_1)\| + M_f \epsilon |t| \cdot e^{M_f |t|}. \]

Defining $K_1 := \max\{1, M_f, M_F\}$ concludes the proof of (i). For the second part, we observe that the triangle inequality guarantees that
\[ |\Psi(t, a_2, b_2, \epsilon, \mu) - \Psi(t, a_1, b_1, 0, \mu)| \leq |\Psi(0, a_2, b_2, \epsilon, \mu) - \Psi(0, a_1, b_1, 0, \mu)| \]
\[ + \int_0^t |D(f + \epsilon F_\mu)(z(s, a_2, b_2, \epsilon, \mu)) \Psi(s, a_2, b_2, \epsilon, \mu) - Df(z(s, a_1, b_1, 0, \mu)) \Psi(s, a_1, b_1, 0, \mu)| ds \]

Observe that, since $\Psi$ is a principal fundamental matrix solution at $t = 0$, it follows that
\[ |\Psi(0, a_2, b_2, \epsilon, \mu) - \Psi(0, a_1, b_1, 0, \mu)| = 0. \] Furthermore, we can rewrite the integrand as
\[ |D(f + \epsilon F_\mu)(z(s, a_2, b_2, \epsilon, \mu)) \Psi(s, a_2, b_2, \epsilon, \mu) - \Psi(s, a_1, b_1, 0, \mu)| \]
\[ + \epsilon |D F_\mu(z(s, a_2, b_2, \epsilon, \mu)) \Psi(s, a_1, b_1, 0, \mu)|. \]
Since \( \varepsilon \in [0, \varepsilon_0] \) and by hypotheses (a), (b), and (c), the inequality
\[
|D(f + \varepsilon F\mu)(z(s, a_2, b_2, \varepsilon, \mu))| \leq M_f + \varepsilon M_F,
\]
holds for all \( s \in [0, t] \). We define \( M_0 := M_f + \varepsilon M_F \) to simplify notation. The mean value inequality applied to \( Df \) ensures that
\[
|(Df(z(s, a_2, b_2, \varepsilon, \mu)) - Df(z(s, a_1, b_1, 0, \mu)))\Psi(s, a_1, b_1, 0, \mu)|
\leq M_f |z(s, a_2, b_2, \varepsilon, \mu) - z(s, a_1, b_1, 0, \mu)||\Psi(s, a_1, b_1, 0, \mu)|.
\]
Considering hypothesis (d) and that we have already proved (i), it follows that
\[
|(Df(z(s, a_2, b_2, \varepsilon, \mu)) - Df(z(s, a_1, b_1, 0, \mu)))\Psi(s, a_1, b_1, 0, \mu)|
\leq M_f M_0 \left( |(a_2, b_2) - (a_1, b_1)| + \varepsilon |s| \right) K_1 e^{K_1 |s|},
\]
for all \( s \in [0, t] \subset [0, t_s] \). Since \( 0 \leq s \leq t \leq t_s \), there is \( M_1 > 0 \) such that
\[
|(Df(z(s, a_2, b_2, \varepsilon, \mu)) - Df(z(s, a_1, b_1, 0, \mu)))\Psi(s, a_1, b_1, 0, \mu)|
\leq M_1 ( |(a_2, b_2) - (a_1, b_1)| + \varepsilon ).
\]
Furthermore, hypotheses (a), (c), and (d) combined guarantee that
\[
|\varepsilon D\mu(z(s, a_2, b_2, \varepsilon, \mu))\Psi(s, a_1, b_1, 0, \mu)| < \varepsilon M_F M_\Psi,
\]
for all \( s \in [0, t] \). We define \( M_2 = M_F M_\Psi \). By applying the triangle inequality to the integrand and considering (88), (89), and (90), it follows that
\[
|\Psi(t, a_2, b_2, \varepsilon, \mu) - \Psi(t, a_1, b_1, 0, \mu)| \leq \int_0^t M_0 |\Psi(s, a_2, b_2, \varepsilon, \mu) - \Psi(s, a_1, b_1, 0, \mu)| ds
+ \int_0^t M_1 ( |(a_2, b_2) - (a_1, b_1)| + \varepsilon ) ds + \int_0^t \varepsilon M_2 ds.
\]
Considering that \( t \in [0, t_s] \), we have that
\[
|\Psi(t, a_2, b_2, \varepsilon, \mu) - \Psi(t, a_1, b_1, 0, \mu)| \leq \int_0^{t_s} M_0 |\Psi(s, a_2, b_2, \varepsilon, \mu) - \Psi(s, a_1, b_1, 0, \mu)| ds
+ M_1 ( |(a_2, b_2) - (a_1, b_1)| t_s + \varepsilon |t_s| ) + \varepsilon M_2 |t_s|.
\]
Hence, an application of Gronwall’s inequality ensures that
\[
|\Psi(t, a_2, b_2, \varepsilon, \mu) - \Psi(t, a_1, b_1, 0, \mu)| \leq (M_1 t_s ( |a_2, b_2) - (a_1, b_1)| + (M_1 + M_2) \varepsilon |t_s| ) e^{M_0 |t_s|}.
\]
In order to finish the proof, it suffices to define \( K_2 := \max\{M_0, M_1 t_s, (M_1 + M_2)\} \). \( \square \)

**Remark 2.** Lemma [10] remains valid, by adjusting the hypotheses accordingly, if \( t_s < 0 \) and \( t \in [t_s, 0] \). In order to prove it, it suffices to apply Lemma [10] to the system \( \dot{x} = -f(x, y) - \varepsilon F\mu(x, y) \).

**Lemma 11.** Let \( M : \mathbb{R}^2 \to M_2(\mathbb{R}) \) be a continuous function that is \( 2\pi \)-periodic in the second argument, \( \lambda : \mathbb{R} \to \mathbb{R} \) a continuous \( 2\pi \)-periodic real function and \( B \subset \mathbb{R} \) bounded. Suppose there is \( M_0 > 0 \) such that \( |m_{21}(s, q)\lambda(q) + m_{22}(s, q)| \geq M_0 \) for all \( (s, q) \in \mathbb{R} \times [0, 2\pi] \). Then, for each \( \varepsilon > 0 \), there is \( r > 0 \) such that if \( t \in B \); \( q, \xi \in \mathbb{R} \), and \( D \in M_2(\mathbb{R}) \) are such that \( |\xi - \lambda(q)| < r \), and \( |D - M(t, q)| < r \), then the following inequalities hold:
\[
|d_{21}\xi + d_{22}| > \frac{2}{3} M_0, \quad |\det D - \det M(t, q)| < \varepsilon.
\]
Proof. Since $\lambda$ is continuous and periodic, the set $I := \lambda(\mathbb{R})$ is compact. Similarly, $S := M(\mathbb{R})$ is also compact. Define $S_1 := \{ \xi \in \mathbb{R} : d(\xi, S_1) \leq 1 \}$ and $S_2 := \{ D \in M_2(\mathbb{R}) : d(D, S_2) \leq 1 \}$. It is clear that there are compact sets $K_1 \subset K_2 \subset M_2(\mathbb{R})$ satisfying $S_1 \subset K_1$ and $S_2 \subset K_2$. Observe that the function $T : \mathbb{R} \times M_2(\mathbb{R}) \to \mathbb{R}$ given by $T(\xi, D) = |d_{21}\xi + d_{22}|$ is continuous. Hence, $T$ is uniformly continuous on the compact set $K_1 \times K_2$. We may thus find $\delta_1 > 0$ such that, if $f(\xi, D), (\xi^0, D^0) \in K_1 \times K_2$ and $|\xi - \xi^0| + |D - D^0| < \delta_1$, then $|d_{21}\xi + d_{22} - (d_{21}\xi^0 + d_{22}^0)| < M_0/3$. In particular, it follows that, for all $q \in \mathbb{R}$ and all $t \in \mathbb{R}$, if $|\xi - \lambda(q)| + |D - M(t, q)| < \delta_1$, then
\[
|d_{21}\xi + d_{22} - (m_{21}(t, q)\lambda(q) + m_{22}(t, q))| < \frac{M_0}{3}.
\]
An application of the reverse triangle inequality ensures that, for all $q \in \mathbb{R}$ and all $t \in \mathbb{R}$, if $|\xi - \lambda(q)| + |D - M(t, q)| < \delta_1$, then
\[
|m_{21}(t, q)\lambda(q) + m_{22}(t, q)| - \frac{M_0}{3} < |d_{21}\xi + d_{22}|.
\]
By hypothesis, this implies that, if $|\xi - \lambda(q)| + |D - m(t, q)| < \delta_1$, then
\[
|d_{21}\xi + d_{22}| > \frac{2M_0}{3}
\]
Since the determinant is also a continuous function, thus uniformly continuous on $K_2$, for each $\epsilon > 0$ given, there is $\delta_2 > 0$ such that, if $D, D^0 \in K_2$ and $|D - D^0| < \delta_2$, then $|\det D - \det D^0| < \epsilon$. In particular, for all $q \in \mathbb{R}$ and all $t \in \mathbb{R}$, if $D \in K_2$ and $|D - M(t, q)| < \delta_2$, then $|\det D - \det M(t, q)| < \epsilon$.

Finally we define
\[
r := \frac{1}{2} \min\{1, \delta_1, \delta_2\}.
\]
Let $\xi \in \mathbb{R}$ and $D \in M_2(\mathbb{R})$. Observe that, if there are $t \in B, q \in \mathbb{R}$ such that $|\xi - \lambda(q)| < r < 1$ and $|D - M(t, q)| < r < 1$, then $\xi \in S_1 \subset K_1$ and $D \in S_2 \subset K_2$. Moreover, in this case, it follows that $|\xi - \lambda(q)| + |D - M(t, q)| < \delta_1$ and $|D - M(t, q)| < \delta_2$, so that
\[
|d_{21}\xi + d_{22}| > \frac{2}{3}M_0, \quad |\det D - \det M(t, q)| < \epsilon,
\]
as we wished to prove. \hfill $\square$

Lemma 12. Let $D := (a, b) \times (c, d) \subset \mathbb{R}^2$ and $\mathcal{F} := \{ f_n \}_{n \in \mathbb{N}}$ a sequence of continuous real valued functions defined on $\overline{D}$. If the family $\mathcal{F}_D := \{ f_n|_D : n \in \mathbb{N} \}$ is in $C^2(D)$ and is uniformly bounded in the $C^2$ norm, then there is a subsequence of $(f_n)_{n \in \mathbb{N}}$ that converges uniformly to a function $f_\ast : \overline{D} \to \mathbb{R}$ satisfying $f_\ast|_D \in C^1(D)$.

Proof. Let $D$ and $\mathcal{F} = \{ f_n \}_{n \in \mathbb{N}}$ be as stated. Since the family $\{ f_n|_D \}$ uniformly bounded in the $C^2$-norm, it follows that there is $M > 0$ such that $\| f_n|_D \|_{C^2} \leq M$ for all $n \in \mathbb{N}$. In particular, $\| f_n|_D \|_{C^0} \leq M$ for all $n \in \mathbb{N}$. Thus, since each $f_n$ is continuous on $\overline{D}$, it follows that $\mathcal{F} = \{ f_n \}_{n \in \mathbb{N}}$ is uniformly bounded by $M$ in the $C^0$ norm.

We shall prove that $\mathcal{F}$ is also uniformly equicontinuous. Let $\epsilon > 0$ be given. We must show that there is $\delta > 0$ such that, for all $f \in \mathcal{F}$ and all $x_1, x_2 \in \overline{D}$, if $|x_1 - x_2| < \delta$, then $|f(x_1) - f(x_2)| < \epsilon$. In order to do so, take $\delta = \epsilon/(2M)$. Then, since $\| f|_D \|_{C^2} \leq M$ for all $x \in D$ and all $f \in \mathcal{F}$, by the mean value inequality, it follows that
\[
|f(x_1) - f(x_2)| \leq M|x_1 - x_2| \leq \frac{\epsilon}{2M} < \epsilon,
\]
for all $f \in \mathcal{F}$ and all $x_1, x_2 \in \mathcal{T}$. Thus, $\mathcal{F}$ is uniformly equicontinuous.

Considering that $\mathcal{F}$ is uniformly bounded and uniformly equicontinuous, we may apply the Arzelà-Ascoli theorem to obtain a subsequence $(f_{n_k})_{k \in \mathbb{N}}$ that converges uniformly to $f_* \in C^0(\mathcal{T})$.

It remains to be shown that $f_*|_D \in C^1(D)$. Define $g_k := \partial_1 f_{n_k}|_D$, where $\partial_1$ denotes the partial derivative with respect to the first entry. Let $\mathcal{G} := \{g_k : k \in \mathbb{N}\}$. Observe that $\mathcal{G}$ is uniformly bounded in the $C^0$ norm, because $\|g_k\|_{C^0} \leq \|f_{n_k}\|_{C^0} \leq \|f_n\|_{C^2} \leq M$. Furthermore, $\|g_k'|_{C^0} = \|(\partial_1 f_{n_k})'|_{C^0} \leq \|(f_{n_k})''\|_{C^0} \leq \|f_{n_k}\|_{C^2} \leq M$, so that the derivative of each $g_k$ is bounded by $M$. Thus, an application of the mean value inequality, as done above with $\mathcal{F}$, ensures that the family $\mathcal{G}$ is also uniformly equicontinuous. Once again, we apply the Arzelà-Ascoli theorem to obtain a subsequence $(g_{k_l})_{l \in \mathbb{N}}$ that converges uniformly to $g_* \in C^0(\mathcal{D})$.

Now, define $h_l := \partial_2 f_{n_k}|_D$. Proceeding as above, we obtain a subsequence $(h_{l_j})_{j \in \mathbb{N}}$ that converges uniformly to $h_* \in C^0(D)$. In order to simplify notation, define a new set of indices $n_l := n_{k_l}$. Then, it follows that

$$\lim_{l \to \infty} f_{n_l} = f_*, \quad \lim_{l \to \infty} g_{n_l} = g_*, \quad \text{and} \quad \lim_{l \to \infty} h_{n_l} = h_*,$$

where all the limits are uniform limits.

We shall prove that $\partial_1 f_*|_D = g_*$. In fact, let $(s, t) \in D$. By the fundamental theorem of calculus, we have that

$$f_n(s, t) = f_n(a, t) + \int_a^s (\partial_1 f_n|_D(s, \sigma))d\sigma = f_n(a, t) + \int_a^s g_n(\sigma, t)d\sigma.$$

Taking the limit as $i \to \infty$, it follows that

$$f_*(s, t) = f_*(a, t) + \int_a^s g_*(\sigma, t)d\sigma.$$

By taking the partial derivative with respect to $s$, it follows that $\partial_1 f_*(s, t) = g_*(s, t)$ for all $(s, t) \in D$, that is, $\partial_1 f_*|_D = g_*$. A similar argument shows that $\partial_2 f_*|_D = h_*$. Finally, since $g_*$ and $h_*$ are continuous on $D$, it follows that $f_*$ has continuous partial derivatives on $D$. Therefore, $f_* \in C^1(D)$. \hfill $\square$

**Lemma 13.** Let $\mathcal{F} := \{f_n : \mathbb{R}^2 \to \mathbb{R} : n \in \mathbb{N}\}$ be a sequence of continuous real valued functions, each $T_1$-periodic in the first entry and $T_2$-periodic in the second entry. Suppose that the family $\mathcal{F}$ is in $C^2(\mathbb{R}^2)$ and is uniformly bounded in the $C^2$ norm. Then, there is a subsequence of $(f_n)_{n \in \mathbb{N}}$ that converges uniformly to a function $f_* \in C^1(\mathbb{R}^2)$.

**Proof.** Let $\mathcal{D}_0 := (0, T_1) \times (0, T_2)$. Then, the family $\mathcal{F}_0 := \{f_n|_{\mathcal{D}_0} : n \in \mathbb{N}\}$ satisfies the hypotheses of Lemma 12. Thus, there are $f^*_0 \in C^0(\overline{\mathcal{D}_0})$ and a subsequence $(f_{n(k)})_{k \in \mathbb{N}}$ satisfying $f_{n(k)} \to f^*_0$ as $k \to \infty$ and $f^*_0|_{\mathcal{D}_0} \in C^1(\mathcal{D}_0)$. Similarly, define $\mathcal{D}_1 := (T_1/2, 3T_1/2) \times (0, T_2)$. The same Lemma applied to $\mathcal{F}_1 := \{f_{n(k)}|_{\mathcal{D}_1} : k \in \mathbb{N}\}$ ensures that there are $f^*_1 \in C^0(\overline{\mathcal{D}_1})$ and a subsequence $(f_{n(k(j))})_{j \in \mathbb{N}}$ such that $f_{n(k(j))} \to f^*_1$ as $j \to \infty$ and $f^*_1|_{\mathcal{D}_1} \in C^1(\mathcal{D}_1)$. Similarly, defining $\mathcal{D}_2 := (0, T_1) \times (T_2/2, 3T_2/2)$ and applying the Lemma to $\mathcal{F}_2 := \{f_{n(k(j))}|_{\mathcal{D}_2} : j \in \mathbb{N}\}$ guarantees the existence of $f^*_2 \in C^0(\overline{\mathcal{D}_2})$ and a further subsequence $(f_{n(k(j(i)))})_{i \in \mathbb{N}}$ such that $f_{n(k(j(i)))} \to f^*_2$ as $i \to \infty$ and $f^*_2|_{\mathcal{D}_2} \in C^1(\mathcal{D}_2)$. \hfill $\square$
Observe that \( f^1(x, y) = f^0(x, y) \) for all \((x, y) \in D_0 \cap D_1\), because
\[
f^1(x, y) = \lim_{j \to \infty} f_{n(k(j))}(x, y) = \lim_{k \to \infty} f_{n(k)}(x, y) = f^0(x, y).
\]
Similarly, \( f^2(x, y) = f^0(x, y) \) for all \((x, y) \in D_0 \cap D_2\). Moreover, \( f^1(x + T_1, y) = f^0(x, y) \) for all \((x, y) \in D_0 \setminus D_1\), because
\[
f^1(x + T_1, y) = \lim_{j \to \infty} f_{n(k(j))}(x + T_1, y) = \lim_{k \to \infty} f_{n(k)}(x, y) = f^0(x, y).
\]
Similarly, \( f^2(x, y + T_2) = f^0(x, y) \) for all \((x, y) \in D_0 \setminus D_2\).

Define \( g^0 : \mathbb{R}^2 \to \mathbb{R} \), \( g^1 : \mathbb{R}^2 \to \mathbb{R} \), and \( g^2 : \mathbb{R}^2 \to \mathbb{R} \) by
\[
g^0(x, y) = f^0(x \mod T_1, y \mod T_2),
g^1(x, y) = f^1\left(\frac{T_1}{2} + \left(x + \frac{T_1}{2} \mod T_1\right), y \mod T_2\right),
g^2(x, y) = f^2\left(x \mod T_1, \frac{T_2}{2} + \left(y + \frac{T_2}{2} \mod T_2\right)\right).
\]
It is clear that \( g^0 \), \( g^1 \), and \( g^2 \) are \( T_1 \)-periodic in the first variable and \( T_2 \)-periodic in the second variable. Moreover, if \( S_0 := \{(x, y) \in \mathbb{R}^2 : \exists k \in \mathbb{Z} \text{ such that } x = kT_1 \text{ or } y = kT_2\} \) and \( Q^0 := \mathbb{R}^2 \setminus S_0 \), then \( g^0|_{Q_0} \in C^1(Q_0) \). For the same reason, if
\[
S_1 := \{(x, y) \in \mathbb{R}^2 : \exists k \in \mathbb{Z} \text{ such that } x = \frac{T_1}{2} + kT_1 \text{ or } y = kT_2\},
\]
\[
S_2 := \{(x, y) \in \mathbb{R}^2 : \exists k \in \mathbb{Z} \text{ such that } x = kT_1 \text{ or } y = \frac{T_2}{2} + kT_2\}
\]
and \( Q_i := \mathbb{R}^2 \setminus S_i \) for \( i \in \{1, 2\} \), then \( g^1|_{Q_1} \in C^1(Q_1) \) and \( g^2|_{Q_2} \in C^1(Q_2) \).

Since \( f^i|_{D_0 \cap D_1} = f^i|_{D_0 \cap D_2} \), it follows that:
\[
g^0(x, y) = f^0(x, y) = f^1(x, y) = f^1\left(\frac{T_1}{2} + \left(x + \frac{T_1}{2} \mod T_1\right), y \mod T_2\right) = g^1(x, y),
\]
for all \((x, y) \in [T_1/2, T_1) \times [0, T_2] \). Furthermore, since \( f^0(x, y) = f^1(x + T_1, y) \) for all \((x, y) \in D_0 \setminus D_1\), it follows that:
\[
g^0(x, y) = f^0(x, y) = f^1(x + T_1, y) = f^1\left(\frac{T_1}{2} + \left(x + \frac{3T_1}{2} \mod T_1\right), y \mod T_2\right)
= f^1\left(\frac{T_1}{2} + \left(x + \frac{T_1}{2} \mod T_1\right), y \mod T_2\right)
= g^1(x, y),
\]
for all \((x, y) \in D_0 \setminus D_1\). Thus, it follows that \( g^0|_{D_0} = g^1|_{D_0} \). By periodicity, this is equivalent to \( g^0 = g^1 \).

A similar argument as the one in the paragraph above ensures also that \( g^0 = g^2 \). Thus, by defining \( f_* := f^0 = g^1 = g^2 \), it follows that \( f_*|_{D_0} \in C^1(D_0) \), \( f_*|_{D_1} \in C^1(D_1) \), and \( f_*|_{D_2} \in C^1(D_2) \), that is, \( f_*|_{D_0 \cup D_1 \cup D_2} \in C^1(D_0 \cup D_1 \cup D_2) \). By periodicity, we conclude finally that \( f_* \in C^1(\mathbb{R}^2) \).
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