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Abstract

This paper relates the well-known Linear Temporal Logic [22] with the logic of propositional schemata introduced in [1]. We prove that LTL is equivalent to a class of schemata in the sense that polynomial-time reductions exist from one logic to the other. Some consequences about complexity are given. We report about first experiments and the consequences about possible improvements in existing implementations are analyzed.

1. Introduction

Linear Temporal Logic (LTL) is a very well-known logic introduced in [22] for verifying computer programs. It is widely used to reason on finite state transition systems. On the other hand, propositional schemata have been introduced in [1]. They extend the language of propositional logic with indexed propositions (such as \( p_n, p_1 \) or \( p_{i+1} \)) and iterated connectives of the form \( \bigvee_{i=0}^n \phi \) or \( \bigwedge_{i=0}^n \phi \). Note that \( n \) denotes a parameter, interpreted as a natural number. If arbitrary expressions for indices and iterations are allowed in the schema, then the satisfiability problem is undecidable, but we have identified in [1,2,4] some subclasses for which this problem is decidable. The simplest of these classes is called regular: it is defined by restricting both the indices of the propositions, that must be of the form \( k \) or \( n + k \) where \( k \in \mathbb{Z} \) and \( n \) is a variable, and iterations, that must be non-nested and of the form \( \bigwedge_{i=k}^{n+l} \phi \) where \( n \) is a variable and \( k, l \in \mathbb{Z} \). Decision procedures are designed in [1,2] and an implementation is available [3].

LTL and propositional schemata share many common features and trying to compare them precisely is a rather natural and, hopefully, fruitful idea. In both logics, interpretations can be viewed as arrays of propositional functions and the formulae relate the values of these functions at different states. The indices of the propositions in the schematic case may be viewed as the time in LTL. Thus comparing the expressing powers and complexities of those two logics, and, if possible, defining translations from one logic to the other is a natural and potentially rewarding issue. Notice that there already exist several results relating LTL to other formalisms like monadic second order logic via Büchi automata [29], monadic first order logic over natural numbers [16] or star-free regular languages [27]. However, there is a fundamental difference between these languages and the logic of schemata: they deal with infinite objects (infinite interpretations in the case of LTL or first order logic over natural numbers, infinite words in the case of star-free regular languages), whereas schemata deal with intrinsically finite (but unbounded) interpretations. This subtle but important difference introduces difficulties in the definition of such translations. This topic bears some similarities with the approach of [10] where problems on Büchi automata are reduced to problems on finite automata by using the ultimately periodic property of \( \omega \)-regular languages.

Note that finite interpretation is sometimes a desired feature: restricting LTL to finite traces has been considered in [14], and has applications in, e.g., planning or runtime verification [5,6,8]. It can be argued that the use of LTL in such contexts is a bit overkilling. Indeed, often, rather than considering finite traces per se, the preferred approach is to turn them into infinite traces by infinitely repeating the last state. It seems to us that it would be more natural to use schemata for such applications. In the present work, it is shown that doing so entails no loss in expressive power.

In the present paper, we show that LTL is equivalent to a particular subclass of regular schemata, referred to as sequential. More precisely, we define algorithms translating formulae from one logic into the other and preserving satisfiability. We believe that these results are interesting from a theoretical perspective since they provide useful information about the expressive power of the respective formalisms. Furthermore they allow to import the complexity results of LTL into schemata. From a practical point of view, the existence of a polynomial reduction from a class of propositional schemata into LTL allows one to ben-
eit from the many existing efficient decision procedures for this logic (tableaux methods, e.g. \[28, 24\], resolution-based methods, e.g. \[15\], or reductions to model checking, e.g. \[23, 13\]), implementations \[7, 20, 11, 13\] and experimentation tools \[17\]. Conversely, the reverse reduction might give further ideas for the design of new techniques to decide LTL satisfiability. In particular, since a DPLL-based procedure exists for schemata \[2\], it might help to design such a procedure for LTL. On another hand, this reduction is very reminiscent of the translation from LTL to propositional logic encountered in bounded model checking (BMC) \[9\]. Contrarily to BMC however, our reduction is complete, it might thus give new ideas to achieve completeness in BMC.

The paper is structured as follows. In Section 2, we define LTL and the logic of propositional schemata. In Section 3, we show how to relate the interpretations of both formalisms. A polynomial algorithm transforming any sequential schema into an equivalent LTL formula is presented in Section 4, and Section 5 tackles the reverse translation, i.e. from LTL formulae to schemata. Section 6 presents the results about first experiments with those translations and sketches the possible improvements inspired by those experiments. Finally, Section 7 briefly concludes our work.

The extended version of the present paper (http://membres-liglab.imag.fr/aravantinos/Site/Publications_files/LTLextended/doc.pdf) contains additional figures, examples and all proofs that are omitted here due to space restrictions.

2. Definitions and notations

In the following, \(\phi, \phi_1, \phi_2\) denote LTL formulae, \(s, s_1, s_2\) denote schemata, \(\sigma\) denotes an LTL or propositional interpretation. \(\mathcal{I}, \mathcal{M}\) denote schema interpretations, \(e, f, g\) denote (Presburger) arithmetic expressions, \(n, i\) denote arithmetic variables (\(n\) will be used for a free arithmetic variable and \(i\) for a bound one). Note that \(n, i\) are written in sans serif in order to distinguish them from meta variables denoting natural numbers, that will be written \(n, i\).

Both LTL and schemata have propositional logic as a common basis. Furthermore, in both languages, propositional variables are accompanied with a natural number (an instant in the case of LTL, an index for schemata). So instead of defining, as in classical propositional logic, an interpretation as a function mapping each propositional variable to a truth value, we rather define interpretations as functions mapping pairs of propositional variables and natural numbers to truth values. Formally: a propositional interpretation over a set of propositional variables \(\mathcal{P}\) is a function from \(\mathcal{P} \times \mathbb{N}\) to \{T, F\}. An interpretation \(\sigma\) is represented by the set of all pairs (variable, natural number) that are true in \(\sigma\). Most of the time we do not need to make that set explicit. For instance, when interpreting a given formula \(\phi\), it will be implicitly assumed that we consider only interpretations over sets that contain the variables of \(\phi\).

2.1. LTL

The syntax of LTL formulae over the set of propositional variables \(\mathcal{P}\) is given by the following grammar:

\[
\phi ::= T | P | \neg \phi | \phi \land \phi | X\phi | \phi U \phi
\]

\(X\phi\) means that \(\phi\) holds at the next instant (“\(X\)” for neXt). \(\phi U \psi\) means that \(\phi\) holds until \(\psi\) holds (“\(U\)” for Until). We will also use the following abbreviations: \(F \phi \equiv T U \phi\) and \(G \phi \equiv \neg F \neg \phi\), meaning respectively “\(\phi\) eventually holds” and “\(\phi\) always holds”. The abbreviations \(\lor, \Rightarrow, \equiv\) are defined as usual (the naive elimination of \(\Rightarrow\) is exponential but it can be made linear by using renaming of subformulae as usual, which preserves satisfiability). See \[22\] for details.

LTL formulae are usually interpreted over infinite paths in a transition system, together with a labelling that maps every state to a set of propositional variables. Such sequences are often called computations or behaviours. We will simply call them LTL interpretations. For uniformity, we define formally an LTL interpretation as a propositional interpretation in the sense given above (we do not make explicit the notions of states, transition systems and labelling). Then \(\sigma(t)\) denotes the set of variables \(p\) that are true at time \(t\), i.e. such that \((p, t) \in \sigma\). The satisfaction relation of an LTL formula \(\phi\) under such an interpretation \(\sigma\) is defined w.r.t. an instant \(t\), written \(\sigma, t \models \phi\). This means that the formula \(\phi\) holds at time \(t\). Formally: let \(\phi\) be an LTL formula, \(\sigma\) be a propositional interpretation and \(t \in \mathbb{N}\). The relation \(\sigma, t \models \phi\) is inductively defined as follows: \(\sigma, t \models T, \sigma, t \models P\) iff \((p, t) \in \sigma, \sigma, t \not\models \neg \phi\) iff \(\sigma, t \not\models \phi\), \(\sigma, t \models \phi_1 \land \phi_2\) iff \(\sigma, t \models \phi_1\) and \(\sigma, t \models \phi_2\), \(\sigma, t \models X\phi\) iff \(\sigma, t+1 \models \phi\) and \(\sigma, t \models \phi_1 U \phi_2\) iff \(\exists k \in \mathbb{N}\) s.t. \(\forall i < k \Rightarrow \sigma, t+i \models \phi_1\) and \(\sigma, t+k \models \phi_2\). The notation \(\sigma \models \phi\) means that \(\phi\) is true in \(\sigma\) at time \(0\).

A fundamental property of LTL is the “ultimately periodic model property” \[26\]. Namely, if an LTL formula is satisfiable, then it is satisfiable on some ultimately periodic interpretation. An ultimately periodic (“UP”) interpretation is an LTL interpretation \(\sigma s.t.\) there exist \(k, l \in \mathbb{N}\) s.t. \(l > 0\) and for all \(m \geq k\), \(\sigma(m) = \sigma(m+l)\). The sequence \(\sigma(0) \ldots \sigma(k-1)\) is the prefix of \(\sigma\) and \(\sigma(k) \ldots \sigma(k+l-1)\) its loop, \(k\) is the prefix index and \(l\) is the period. The UP model property allows to focus on finite sets of instants only, since a UP model is uniquely characterized by the natural numbers \(k, l\) and the truth value of propositional variables between time \(0\) and \(k+l\).
2.2. Schemata

We now present the syntax and semantics of schemata. Since the present paper focusses only on a special kind of schemata, called “sequential”, we only define this subclass (we refer to, e.g., [4] for the general definition). Let \( P \) be a set of propositional variables. Let \( n, i \) be two distinct symbols called arithmetic variables. We call \( n \) the parameter and \( i \) the index variable. For every \( p \in P, k \in \mathbb{N} \), \( p_k, p_{n+k} \) and \( p_{i+k} \) are called indexed propositions. Iteration bodies are defined by the following grammar:

\[
ib := \top \mid \neg ib \mid ib \land ib \mid p_{n+k}
\]

We can then define the grammar of sequential propositional schemata, or SPS, as follows:

\[
\text{sp} := \top \mid \neg \text{sp} \mid \text{sp} \land \text{sp} \mid p_{n+k} \mid p_k \mid \bigwedge_{i=0}^{n-1} ib
\]

An expression of the form \( \bigwedge_{i=0}^{n-1} ib \) is called an iteration. We define \( \bigvee_{i=0}^{n-1} ib \) as \( \neg \bigwedge_{i=0}^{n-1} \neg ib \). We define \( \lor, \Rightarrow \) and \( \iff \) as usual (both for iteration bodies and for SPS). For instance, \( p_0 \land \bigwedge_{i=0}^{n-1} (p_i \Rightarrow p_{i+1}) \land \neg p_n \) or \( \bigvee_{i=0}^{n-1} p_i \land \bigvee_{i=0}^{n-1} \neg p_i \) are SPS. The essential point of schemata is that iterations are symbolic expressions: \( n \) is a formal parameter, not a meta variable denoting any number. The specificity of SPS is that they represent a structure which is sequentially repeated, \( n \) being considered as the length of the sequence.

An SPS is interpreted by first giving a value to \( n \) – which gives raise to a propositional formula \( \phi \), called an “instance” of the SPS – and then by giving a value to the propositional variables of \( \phi \). Note that a (non-trivial) SPS has an infinite set of instances. The substitution of \( x \in \{n, i\} \) by \( m \in \mathbb{N} \) is written \([m/x]\). The application of a substitution to indexed propositions is defined by: \( p_{n+k}[m/n] \overset{\text{def}}{=} p_{m+k}, p_{i+k}[m/i] \overset{\text{def}}{=} p_{m+k} \) and in every other case the substitution has no effect. Applying a substitution to an iteration body is trivially done by propagating the substitution to the atoms (there is no problem of capture since no connective inside an iteration body can bind a variable). Then, let \( s \) be an SPS and \( m \in \mathbb{N} \). The instance of \( s \) w.r.t. \( m \) is the propositional formula \( \langle s \rangle_m \) inductively defined by:

\[
\langle p_c \rangle_m \overset{\text{def}}{=} p_c[m/n] \quad \langle \neg s \rangle_m \overset{\text{def}}{=} \neg \langle s \rangle_m
\]

\[
\langle \bigwedge_{i=0}^{n-1} s \rangle_m \overset{\text{def}}{=} \top \quad \text{if } m = 0 \quad \langle s_1 \land s_2 \rangle_m \overset{\text{def}}{=} \langle s_1 \rangle_m \land \langle s_2 \rangle_m
\]

\[
\langle \bigwedge_{i=0}^{n-1} s \rangle_m \overset{\text{def}}{=} \langle s[0/i] \rangle_m \land \ldots \land \langle s[m-1/i] \rangle_m \quad \text{if } m > 0
\]

For example, the following are the instances of \( p_0 \land \bigwedge_{i=0}^{n-1} (p_i \Rightarrow p_{i+1}) \land \neg p_n \) for \( m = 0, 1, 2 \), respectively:

\( p_0 \land \neg p_0, p_0 \land (p_0 \Rightarrow p_1) \land \neg p_1, p_0 \land (p_0 \Rightarrow p_1) \land (p_1 \Rightarrow p_2) \land \neg p_2 \). An instance is a usual propositional formula except that each variable is indexed with a natural number. So we just need a propositional interpretation to interpret this formula: let \( \phi \) be a propositional formula whose variables are indexed by natural numbers, and \( \sigma \) a propositional interpretation. Then \( \sigma \models \phi \) is defined as usual by induction on the structure of \( \phi \) except that, for any indexed variable \( p_k, \sigma \models p_k \iff (p, k) \in \sigma \). We thus define a schema interpretation as a pair consisting of a propositional interpretation and a natural number. Then a schema \( s \) is true in a schema interpretation \( \mathcal{I} = (\sigma, n) \) iff \( \sigma \models \langle s \rangle_n \). We also write \( \mathcal{I} \models s \). Contrarily to general schemata, the satisfiability problem for SPS is decidable [4].

3. Translating interpretations

In the next sections we will see translations of LTL formulae into SPS and conversely. Some semantic translations underlie those syntactic ones. We make them explicit now in order to give preliminary insights.

3.1. From schemata to LTL

Consider a schema interpretation \( (\sigma, n) \). Given a schema interpretation \( (\sigma, n) \), its first component \( \sigma \) can already be considered as an LTL interpretation, but we still need to represent the second component \( n \). This is done by using special LTL interpretations (which are also propositional interpretations) called “initial segments”:

**Definition 1.** Let \( \sigma \) be a propositional interpretation over a set of variables \( P \). \( \sigma \) is an initial segment of length \( k \in \mathbb{N} \) for some \( p \in P \) iff \( (p, t) \in \sigma \iff t < k \).

The key feature of initial segments is that they can be put in correspondence with natural numbers. Namely, we can associate a canonical initial segment to every natural number and a natural number to every initial segment. This correspondence allows us to define the following transformation for schema interpretations:

**Definition 2.** Let \( P \) be a set of propositional variables and let “\( t < n \) \( \not\in P \)” be a propositional variable. Let \( \mathcal{I} = (\sigma, n) \) be a schema interpretation over \( P \). Then \( \langle \mathcal{I} \rangle \) is the LTL interpretation over \( P \cup \{ t < n \} \) which is an initial segment of length \( n \) for \( t < n \) and which is defined as \( \sigma \) over \( P \). Conversely, \( \langle \mathcal{I} \rangle \) is the function that maps every initial segment \( \sigma \) of length \( n \) for \( t < n \) to the schema interpretation \( (\tau, n) \) where \( \tau \) is the restriction of \( \sigma \) to \( P \).

For instance, let \( \mathcal{I} \) be the schema interpretation \( \langle \{ p_0, q_0, p_1, p_2, q_3 \} \rangle \). Then \( \langle \mathcal{I} \rangle = \{ p, q, t < n \} \rightarrow \{ p, t < n \} \rightarrow \{ p, t < n \} \rightarrow \{ q \} \rightarrow \{ \} \rightarrow \{ \} \rightarrow \ldots \). Conversely, let \( \sigma \) be the LTL interpretation \( \{ q, t < n \} \rightarrow \{ q, t < n \} \rightarrow \{ p, t < n \} \rightarrow \ldots \).
\{p, q, t < n\} \rightarrow \{p\} \rightarrow \{p\} \rightarrow \ldots, \text{ then } \|\sigma\|^{-1} = (\{q_0, q_1, p_2, p_3, q_4, p_5, \ldots\}, 4).

The map \([\cdot, \cdot]\) is a bijection between schema interpretations over \(P\) and initial segments over \(P \cup \{t < n\}\). Indeed, \([\cdot, \cdot]^{-1}\) is its inverse. Initial segments thus allow us to simulate finite models in LTL. The set of initial segments can be specified in LTL as follows:

**Proposition 3.** Let \(\phi^{<n}_n \triangleq (t < n)UG(\neg t < n)\). Then an LTL interpretation is a model of \(\phi^{<n}_n\) iff it is an initial segment for \(t < n\).

We can also specify a proposition eq\(n\) true only at time \(n\). This is axiomatized by: \(Ax_{t=n} \triangleq G(t < n \land \neg X(t < n) \Leftrightarrow X(eq^n)) \land (\neg t < n \Leftrightarrow eq^n)\). To improve readability, eq\(n\) will be written \(t = n\). Let \(\sigma\) be an initial segment for \(t < n\) of length \(n\) s.t. \(\sigma, 0 \models Ax_{t=n}\). Then it is easily shown that \(\sigma, t \models t = n\) iff \(t = n\).

### 3.2. From LTL to schemata

The inverse translation is harder: embedding LTL into schemata means that we must represent the finite interpretations of LTL using only schema interpretations, which are finite. Of course this is impossible in general. However, as we are concerned with satisfiability, we can restrict ourselves to UP interpretations. Since those can be finitely represented, we will be able to embed them into schema interpretations. This is achieved via “2-initial segments”:

**Definition 4.** A schema interpretation \(\mathcal{J} = (\sigma, n)\) is a 2-initial segment for a propositional variable \(p\) if there is \(k \leq n\) s.t., for every \(l \in \{0, \ldots, n\}\), we have \((p, l) \in \sigma \iff l < k\). We call \(k\) the short length of \(\mathcal{J}\) and \(n + 1\) its long length.

For instance, the schema interpretation \((\{p_0, p_1, p_2\}, 5)\) is a 2-initial segment w.r.t. \(p\). Its short length is 3, its long length is 6. We call this a 2-initial segment because two initial segments are characterized: \(\{0, \ldots, k - 1\}\) and \(\{0, \ldots, n\}\). But notice that \(p\) is not specified above \(n\). This is not a problem since we will not need such values in the translations. The notion of 2-initial segment is useful because, much in the same way in which initial segments correspond to natural numbers, 2-initial segments correspond to pairs of different natural numbers. We can now define the following transformation for UP interpretations:

**Definition 5.** Let \(\sigma\) be a UP interpretation of prefix index \(k\) and of period \(l\) over a set \(P\), and let “pfx” \(\not\in P\) be a propositional variable. Then \([\sigma, \cdot]\) is the schema interpretation \((\tau, k + l - 1)\) where \(\tau\) is defined as an initial segment of length \(k\) for pfx and preserving the value of \(\sigma\) on \(P\).

**Remark 6.** The map \([\cdot, \cdot]\) embeds the prefix index and the period inside schema interpretations, but it is impossible to specify the fact that an interpretation is a UP interpretation: this would require to express that the interpretation loops indefinitely. Such an “infinite” behaviour cannot be specified with schemata. This will not be a problem in the following because, for a given LTL formula, one only needs to specify this behaviour in the range \(\{0, \ldots, k + l - 1\}\).

For similar reasons, \([\cdot, \cdot]\) is not a bijection in general, unlike \([\cdot, \cdot]^{-1}\). It is actually a bijection between UP interpretations and 2-initial segments if we restrict the latter to the values assigned to variables whose index is between \(0\) and \(k + l - 1\). This will indeed be the case in our reduction since, as just explained, we will not need the values for other indices. Then \([\cdot, \cdot]^{-1}\) is defined as follows:

**Definition 7.** Let \((\sigma, n)\) be a 2-initial segment for pfx. Then \([\sigma, n]^{-1}\) is defined as the unique UP interpretation such that: 1. its prefix is the set of instants s.t. pfx holds in \(\mathcal{J}\); 2. its period \(l\) is \(n - k + 1\), where \(k\) is the prefix index; 3. for all \(p \neq\) pfx and all \(t \leq n\), \((p, t) \in [\mathcal{J}, n]^{-1}\) iff \((p, t) \in \mathcal{J}\).

**Proposition 8.** Let \(s_{\leq k}^{pfx}\) be the SPS \(\neg pfx_0 \land \bigwedge_{i=0}^{n-1} (pfx_{i+1} \Rightarrow pfx_i)\). A schema interpretation is a model of \(s_{\leq k}^{pfx}\) iff it is a 2-initial segment for pfx.

This proposition shows that 2-initial segments can be specified using schemata. The beginning of the loop can be referred to by using a propositional variable eq\(k\), intended to be true only when \(i\) is equal to the prefix index \(k\) of the interpretation. This can be axiomatized as follows: \(Ax_{t=\frac{k}{k}} : = (\neg pfx_0 \Rightarrow eq_0) \land \bigwedge_{i=0}^{n-1} (pfx_i \land \neg pfx_{i+1} \Rightarrow eq_{i+1})\). To improve readability, eq\(k\) will be written “\(i = k\)”.

### 4. Embedding SPS in LTL

Now, given an SPS \(s\), we build an LTL formula \([s]\) which is satisfiable iff \(s\) is satisfiable. The main desideratum of \([\cdot, \cdot]\) is that for every model \(\mathcal{M}\) of an SPS \(s\), the interpretation \([\mathcal{M}, \cdot]\) is a model of \([s]\). By Proposition 3 every interpretation s.t. \(\phi_s^{<n}\) holds is an initial segment of length \(n\) for a propositional variable “\(t < n\)”.

**Definition 9.** Let \(s\) be an SPS. Then \([s]\) is an LTL formula defined as \([s] \triangleq [s]_\prop \land \phi_s^{<n} \land Ax_{t=n}\) where \([s]_\prop\) is inductively defined as follows:

\([\top]_\prop \triangleq \top\)

\([p_k]_\prop \triangleq X^k p\)

\([p_{n+k}]_\prop \triangleq G(t = n \Rightarrow X^k p)\)

\([-s]_\prop \triangleq \neg [s]_\prop\)
Embedding LTL in SPS

5. Embedding LTL in SPS

We now tackle the reverse embedding. We need the UP model property to obtain a successful translation, written \([.]\) of LTL formulae into SPS. The aim of \([.]\) is that for every model \(\sigma\) of an LTL formula \(\phi\), the interpretation \(\models \sigma\) (Definition 5) is a model of \([\phi]\). This transformation uses a structure-preserving approach: for each subformula \(\phi\) (different from an indexed proposition) of the original formula, we introduce a fresh propositional variable written \([\phi]\). For an indexed proposition \(p\), \([p]\) is defined as \(p\). Each indexed propositional variable \([\phi_i]\), \(0 \leq i \leq n\), is then intended to be true iff the subformula \(\phi_i\) is true at time \(i\). Formally, we extend \([.]\) as follows:

**Definition 12.** Let \(\sigma\) be a UP interpretation and \(\phi\) an LTL formula. Then: for every propositional variable of the form \([\psi]\) for some subformula \(\psi\) of \(\phi\), \(([\psi], t) \in [\sigma]\) iff \(\sigma, t \models \psi\); for every other variable, \([\sigma]\) is defined as described early on.

Furthermore, for each subformula of the form \(\phi_1 U \phi_2\), we add another propositional variable called \([\phi_1 U \phi_2]\) (called this way because its behaviour is very close to the one of \(U\) interpreted as \(T\) at \(t \in \mathbb{N}\) iff there is \(t' \in \mathbb{N}\) s.t. \(t \leq t' \leq k + l - 1\) where \(\phi_1\) holds between \(t\) and \(t' - 1\) and \(\phi_2\) holds at \(t'\), i.e. the semantics are the same as for \(U\) except that the instant when \(\phi_2\) occurs must happen before the end of the loop (as explained thereafter, this variable is used to ensure that the eventualities indeed happens).

The inverse operation is defined as in Definition 7 except that the value of any variable \([\psi]\) is “forgotten”. The translation is done by adding axioms to compute the values of the newly introduced propositional variables (relating these values to the ones of the propositional variables originally occurring in the formula). As we shall see, the specification of those new variables is straightforward when the head symbol of the subformula is a boolean connective: the value of the considered variable can be directly related to the values of the variables corresponding to the operands, see definition of \(A x_{\phi_i}\) and \(A x_{\phi_1 \land \phi_2}\) in Definition 13 below.

When the head symbol of the subformula is a temporal connective, we have to distinguish whether the index denotes a time lower or equal to \(n\) (since the interpretation is UP, we only have to consider the time interval \([0, \ldots , n]\)). In both cases, the value of the considered propositional variable \([\phi]\) at time \(i\) is related to the one of the variables at the next instant. If \(i < n\) then this next instant is easy to compute: it is simply \(i + 1\). But if \(i = n\), since the value of the variables \([\phi]\) are specified only on the interval \([0, \ldots , n]\) we cannot refer to the time \(n + 1\) and we have to take advantage of the fact that the interpretation is periodic: since \(n\) necessarily corresponds to the end of the periodic part, the next instant must be the beginning of the loop. This is easily handled in the X case: if we have \(X\phi\) at time \(n\) then we must have \(\phi\) at time \(k\) where \(k\) is the beginning of the loop.

In the \(U\) case, if we have \(\phi_1 U \phi_2\) at time \(n\) then we have to deal with the fact that \(\phi_2\) might hold after \(n\), between time
also true for Definition 9). When available as primitive connectives (obviously, this course more efficient in practice to translate them directly in the present paper in order to simplify definitions, but it is of course always delayed and never fulfilled).

Definition 13. Let \( \phi \) be an LTL formula. Then \([\phi] = [\phi] \equiv \phi\), \( \phi \land \phi \land s_{\text{fix}} \land Ax_{i=k} \) where \( \phi \land \phi \land s_{\text{fix}} \land Ax_{i=k} \) stands for \( \bigwedge \{ Ax_{\psi} | \psi \) is a subformula of \( \phi \} \) and \( Ax_{\psi} \) is defined by:

\[
Ax_T \equiv \bigwedge_{i=0}^n |T|_i \quad Ax_{\rightarrow} \equiv \bigwedge_{i=0}^n (\neg |\phi|_i \Rightarrow |\phi|_i)
\]

and \( Ax_{\phi_1 \land \phi_2} \) is the conjunction of the following formulæ:

\[
\bigwedge_{i=0}^n (|\phi_1 U\phi_2|_i \Rightarrow |\phi_2|_i \lor (|\phi_1|_i \land |\phi_1 U\phi_2|_{i+1})
\]

\[
|\phi_1 U\phi_2|_n \Rightarrow (|\phi_2|_n \lor |\phi_1|_n \land \bigwedge_{i=0}^n (|k \Rightarrow |\phi_1 U\phi_2|_n))
\]

\[
\bigwedge_{i=0}^n (|\phi_1 U'\phi_2|_i \Rightarrow |\phi_2|_i \lor (|\phi_1|_i \land |\phi_1 U'\phi_2|_{i+1})
\]

\[
|\phi_1 U'\phi_2|_n \Rightarrow |\phi_2|_n
\]

where \( \bigwedge_{i=0}^n s \) is a shortcut for \( \bigwedge_{i=0}^n s \land s[n/i] \) (we need to define this as an abbreviation so that the schema be indeed sequential).

Theorem 14. Let \( \phi \) be an LTL formula. Then \([\cdot]\) is a bijection between UP models of \( \phi \) and models of \( [\phi] \) (if the latter are restricted to the values of variables occurring in the corresponding instance). \([\cdot]^{-1}\) is the inverse bijection.

It is trivial that \# of \( \phi \) is linear w.r.t. \# of \( \phi \). Thus:

Theorem 15. The satisfiability problem for SPS is PSPACE-complete if numbers are encoded in unary or bounded by a constant.

For practical efficiency, we can improve over Definition 9. We can translate the purely propositional connectives directly, i.e. without axiomatising them: any occurrence of an atom \(|T|_e\) resp. \(|\neg|_e\), resp. \(|\phi_1 \land |_e\) is directly replaced by \(T\) resp. \(\neg|_e\), resp. \(|\phi_1 |_e\land |_e\) repeatedly until there is no more such occurrence. The same applies to \(\lor\), \(\Rightarrow\) and \(\Leftarrow\). Those are defined as abbreviations in the present paper in order to simplify definitions, but it is of course more efficient in practice to translate them directly when available as primitive connectives (obviously, this is also true for Definition 9).

Another optimization can be devised by observing that all schema decision procedures reason by induction on \( n \), i.e. they refute a schema for any value of \( n \) by reduction to the case \( n = 1 \). In our reduction, \( n \) corresponds to the last instant of the UP interpretation. Consequently, a schema procedure applied to a translated LTL formula starts by considering the last instant of the interpretation and then going backward. This is counter natural since we try to refute a formula at time 0. To tackle this problem we just need to change the translation by “inverting the time”: i.e. the index 0 will be interpreted as the first instant of the period and the index \( n \) as its first instant. Concretely, in Definition 13 we just rewrite every index \( i \rightarrow 0 \) into \( i \). Every index \( i \rightarrow 0 \) into \( i \), every index \( i \rightarrow 1 \) into \( i + 1 \), every index \( 0 \) into \( n \), and every index \( n \) into \( 0 \). Experiments with this translation indeed confirm that conjectures are refuted faster using this new translation.

Remark 16. The translation given here might remind the reader of bounded model checking (BMC) \[9\]. A very important difference however is that our reduction is complete, which is of course not the case of BMC. Indeed, the whole point of BMC is to reason about an infinite family of propositional formulæ without having to instantiate the parameter. Our translation could of course be used for BMC, simply by instantiating the parameter with successive natural numbers. However the converse does not hold: not every translation found in BMC could fit instead of Definition 9 since the result must respect the syntactical criteria ensuring decidability of the satisfiability problem. For instance, renaming sub-formulae by propositional variables is just an optimization in the case of BMC whereas in our case, it is needed since, otherwise, the resulting schema would not be sequential (and not even regular). Completeness is an important problem in BMC which is usually tackled with notions like completeness thresholds and recurrence diameter \[9\] or induction \[25\]. Thorough analysis of how schema procedures handle the above translation could give new ideas in order to get completeness for BMC.

6. Implementation

The implementations of both translations are available at [http://membres-liglab.imag.fr/avantanos/Software.html] and [http://users.cecs.anu.edu.au/~rpg/software.html] have been compared on both benchmarks. In both cases, pftl clearly outperformed RegStab. We see two reasons to this:

- RegStab deals with regular schemata, which are more general than SPS. In particular, the decision procedure
for such schemata requires the detection and elimination of pure literals (an adaptation of the “Affirmative-negative rule” of [12]), which is well-known to be a huge time-consuming task (and this is even more the case for schemata since we have to deal with a symbolic notion of pure literal). This auxiliary procedure is needed for termination, and is mainly a consequence of the “non-local” aspect of schemata.

- With LTL procedures, given a formula $\phi$, one knows in advance all the formulae that will occur in the deduction process: all of them belong to the closure of $\phi$ (merely the set of all subformulae of $\phi$, closed by negation and unfolding of temporal formulae); this permits the use of efficient data structures to represent sets of formulae, e.g. $\text{pltl}$ uses bitsets. This is not the case of SPS (and even more regular schemata), e.g. refuting a schema containing $\bigwedge_{i=0}^{n} p_i$ potentially leads to the introduction of $p_n, p_{n-1}, p_{n-2}, \ldots$. By termination for regular schemata [1], this enumeration is finite but one does not know in advance how far it has to go. Hence the data structures used in RegSTAB are much heavier: e.g. we use balanced trees for sets of formulae. Thus, for big examples, the memory is easily saturated and RegSTAB spends much of its time in its handling which was absolutely not the case of $\text{pltl}$.

The most important reason seems to be the second one. It can actually be tackled in order to improve RegSTAB performance: we can syntactically extract from the input schema a bound for the above enumeration $p_n, p_{n-1}, p_{n-2}, \ldots$ by analysis of the termination proof for regular schemata. Implementing this technique is ongoing work.

Yet, there are examples where RegSTAB did better than $\text{pltl}$. Consider $\big( p_1 \Rightarrow q_{n+1} \big) \land p_1 \land \neg q_{n+1} \land \phi$ where $\phi$ is any formula involving some iterations. This schema is immediately refuted by RegSTAB, but the bigger $\phi$ is, the longer it takes for $\text{pltl}$ to refute the corresponding LTL formula. Of course, this example was devised to emphasize one of the strengths of RegSTAB: contrarily to LTL procedures in general, and to $\text{pltl}$ in particular, reasoning about schemata is global, i.e. RegSTAB may reason simultaneously on propositions containing various symbolic indices. In contrast, $\text{pltl}$ will analyse the formula $\phi$ and the contradiction will appear only at the end of the construction (i.e. by “discovering” eventually that $t = n$ cannot hold at any state, since it would allow to derive a contradiction).

7. Conclusion and future work

LTL formulae and SPS have been shown to be reducible to each other in polynomial time (exponential time when numbers are encoded in binary). The reduction of SPS to LTL is unsurprising. The converse reduction makes use of the well-known fact that the infinite semantics of LTL can be finitely represented. This entails that the satisﬁability of SPS is PSPACE-complete.

Pros and cons of each logic. Since LTL and SPS are equivalent w.r.t. satisfiability, one may wonder which to favour. There are two major differences between LTL and schemata: first, LTL default interpretations are infinite whereas those of schemata are finite; second, LTL refers to states in an anonymous way, whereas schemata name them. These differences provide us with clear criteria for choosing one logic or the other in different situations: to specify an infinite behaviour, one would naturally use LTL, whereas classes of structurally similar finite behaviours are more naturally specified with schemata. Unsurprisingly, the speciﬁcation of temporal behaviours falls of course in the first category. But, e.g., the speciﬁcation of a circuit independently of the number of bits of its input falls in the second category. Consider for instance the speciﬁcation of a ripple-carry adder: $\bigwedge_{i=0}^{n} \left( s_i \Leftrightarrow (x_i \oplus y_i) \oplus c_i \right) \land (c_{i+1} \Leftrightarrow (x_i \land y_i) \lor (y_i \land c_i) \lor (x_i \land c_i)) \land \neg c_0$, where $x_0, \ldots, x_n$ and $y_0, \ldots, y_n$ are the input bit vectors of size $n$; $s_0, \ldots, s_n$ is the output bit vector and $c_0, \ldots, c_n$ is the carry vector. Here the indices indeed correspond to the time in a concrete sequential circuit. But from a speciﬁcation point of view, those indices are just an abstract way to represent a generic scheme of circuits. Consequently, the schema syntax seems better suited to this case (and notice that it is very intuitive).

Similarly, the choice between a named or an anonymous representation of states depends on the situation. The $\text{X connective}$ is well suited to express properties in a local way, since there is no need to explicitly use an index to refer to the current or the next state. The $\text{U connective}$ is also far more intuitive than its translation to SPS to refer to some instant satisfying some property in the future. On the other hand, in order to refer to an identified instant of the future, one needs to refer to it by giving it a name, which is easily done with the schema syntax. Consider e.g. the example $p_0 \land \bigwedge_{i=0}^{n-1} (p_i \Rightarrow p_{i+1}) \land \neg p_n$ translated as $p \land G(t < n \Rightarrow p \Rightarrow Xp) \land G(t = n \Rightarrow \neg p)$ (plus the necessary axioms $\phi_{\leq n} \land A_{t=n}$) in LTL. One can even specify behaviours after that time (but this goes beyond sequential schemata [4]), e.g. one can write $p_0 \land \bigwedge_{i=0}^{n} (p_i \Rightarrow p_{i+1}) \land \bigwedge_{i=n}^{2n} (\neg p_{i+1} \Rightarrow \neg p_i) \land \neg p_{2n}$. It seems improbable that such a property would be useful in a temporal context, but this could be used to specify planning problems with some predefined strategy e.g. if one wants to allow some set of actions in a first phase of a planning problem and then another set in some other phase of this problem.

Future work. Using the above translations to help export procedures from one logic to another is an obvious follow-up of this work (in particular, DPLL inspired procedures for schemata could help defining such a procedure for LTL). Similarly, as explained in Remark [16] investigating how
model checking is done by translation to schemata could give ideas to define new completeness criteria for bounded model checking. The extension of the presented results to other classes of schemata could also be considered, e.g. schemata with nested iterations (proved decidable in [24]). Translation algorithms from nested schemata into sequential ones exist [4], however they are of double exponential complexity. Thus we conjecture that no polynomial-time transformation from nested schemata to LTL exists. The extension of this study to other – more expressive – temporal logics could also be of interest. Notably, LTL with past operators [21] seems to be easily handled with (non sequential) schemata simply by allowing negative numbers in indices. Since implementations for this logic do not have the same support as standard LTL and are generally not as efficient, such a reduction could help in improving those points. One could go even further by making connections between schemata and monadic second order logic (MSO). This would be interesting both in theory and practice, since few implementations are available for MSO (only MONA [19] seems to be actively maintained).
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