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Abstract

We discuss the combinatorics of decorated Dyck paths and decorated parallelogram polyominoes, extending to the decorated case the main results of both \cite{22} and \cite{3}. This settles in particular the cases $\langle \cdot, e_{n-d}h_d \rangle$ and $\langle \cdot, h_{n-d}h_d \rangle$ of the Delta conjecture of Haglund, Remmel and Wilson \cite{26}. Along the way, we introduce some new statistics, formulate some new conjectures, prove some new identities of symmetric functions, and answer a few open problems in the literature (e.g. from \cite{2,26,44}). The main technical tool is a new identity in the theory of Macdonald polynomials that extends a theorem of Haglund in \cite{22}.
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Introduction

Motivated by the problem of proving the Schur positivity of the modified Macdonald polynomials, Garsia and Haiman introduced the $\mathfrak{S}_n$-module of diagonal harmonics, and they conjectured that its Frobenius characteristic is $\nabla e_n$, where $\nabla$ is the so called nabla operator introduced by Bergeron and Garsia \cite{4}. For any symmetric function $f$, a so called Delta operator $\Delta_f$ (and its sibling $\Delta'_f$) is defined. These operators have been introduced by Bergeron, Garsia, Haiman and Tesler in \cite{5}, and it turns out that the nabla operator restricted to homogeneous symmetric functions of degree $n$ coincides with the Delta operator $\Delta e_n$ (and with $\Delta'_{e_{n-1}}$).

In \cite{24} a combinatorial formula for $\nabla e_n$ has been conjectured, in terms of labelled Dyck paths (i.e. parking functions). This formula has been known as the shuffle conjecture, and it has been recently proved by Carlsson and Mellit in \cite{9}, where they actually proved a refinement of it, known as the compositional shuffle conjecture, proposed in \cite{25}.

A generalization of the shuffle conjecture, known as the Delta conjecture, has been stated in \cite{26}. This predicts a combinatorial interpretation for $\Delta'_{e_{n-k-1}} e_n$ in terms of decorated labelled Dyck paths (for $k = 0$ it reduces to the case of no decorations, i.e. to the shuffle conjecture). More recently in \cite{45} Zabrocki constructed bigraded $\mathfrak{S}_n$-modules which extend the diagonal harmonics, and he conjectured that their Frobenius characteristic is given by $\Delta'_{e_{n-k-1}} e_n$, completing in this way the extension of the all framework of the shuffle conjecture.

Some special cases and consequences of the Delta conjecture have been proved: see Section 2.1 for the precise statement and the state of the art of this conjecture. To this date, the general problem remains open.

In the same paper \cite{26}, Haglund, Remmel and Wilson proposed a generalization of the Delta conjecture, which predicts a combinatorial interpretation of $\Delta_{h_n} \Delta'_{e_{n-k-1}} e_n$ in terms of decorated partially labelled Dyck paths: see Section 2.2 for the precise statement and the state of the art of this conjecture.

We mention here that in \cite{44}, Zabrocki established a consequence of the Delta conjecture, the so called 4-variable Catalan conjecture. In fact, this conjecture, stated in \cite{26}, makes other predictions that have not been explained in \cite{44}. One of them is the symmetry

\begin{equation}
\langle \Delta_{h_{\ell}} \nabla e_{n-\ell}, s_{k+1,1^{n-\ell-k-1}} \rangle = \langle \Delta_{h_{k}} \nabla e_{n-k}, s_{\ell+1,1^{n-k-\ell-1}} \rangle \quad \text{for } n > k + \ell.
\end{equation}

In \cite{26} and \cite{42}, the authors asked for a proof of a decorated version of both the famous $q,t$-Schröder theorem of Haglund \cite{22}, i.e. a combinatorial interpretation of the formula

\begin{equation}
\langle \Delta'_{e_{a+b-1}} e_{a+b}, e_{a} h_{b} \rangle
\end{equation}
as a sum of weights $q^\text{dinv}(D) \cdot \text{area}(D)$ of decorated Dyck paths, and the related interpretation of the formula

\begin{equation}
\langle \Delta'_{\epsilon_{a+b-k-1}^a b}, h_a h_b \rangle.
\end{equation}

In [3], statistics \text{area}, \text{bounce} and \text{dinv} have been defined on parallelogram polyominoes, and some of their $q,t$-enumerators have been shown to equal

\begin{equation}
\langle \Delta_{e_{m+n}}^{} e_{m+n}, h_m h_n \rangle = \langle \Delta_{h_m}^{} e_{n+1}, s_{1^{n+1}} \rangle.
\end{equation}

In particular, the first author proposed a combinatorial interpretation of the full symmetric function $\Delta_{h_m}^{} e_{n+1}$ at $q = 1$ in terms of labelled parallelogram polyominoes, and asked for a \text{dinv} statistic that could give the more general $\Delta_{h_m}^{} e_{n+1}$ (cf. [2] Equations (8.1) and (8.14)).

The present work can be thought of as a continuation of both [22] (cf. also [29]) and [2].

In particular we extend the results in [22] by proving a decorated version of the $q,t$-Schröder theorem, which gives the case $\langle \cdot, e_{n-dh_d} \rangle$ of the Delta conjecture. In fact our proof will parallel the one in [22], as we will give a recursion for these polynomials, and prove that both the symmetric function side and the combinatorial side satisfy this recursion.

Also, following a similar strategy, we extend the results in [2] by providing a combinatorial interpretation of the more general $\langle \Delta_{h_m}^{} e_{n+1}, s_{k+1,1^{n-k}} \rangle$ in terms of decorated parallelogram polyominoes.

Surprisingly, this last polynomial turns out to equal $\langle \Delta'_{\epsilon_{m+n-k-1}^{} e_{m+n}} h_m h_n \rangle$, and this will allow us to prove the case $\langle \cdot, h_{n-dh_d} \rangle$ of the Delta conjecture, completing the extension of the results in [22] to the decorated case.

Along the way, we will solve all the aforementioned problems. Moreover, we will introduce some new statistics on our combinatorial objects, state some conjectures and prove some results about them.

We realize that this work contains a lot of definitions and results, hence we prefer not to detail them in this introduction; moreover, several theorems turn out to have quite technical and long proofs. Instead, we decided to organize the rest of our work in the following way.

In Part 1 we outline most of the basic definitions (Chapter 1), we state the conjectures and explain the state of the art of them (Chapter 2), we state our main results and indicate some further open problems (Chapter 3).

In Part 2 we will provide all the proofs, both on the symmetric function side (mainly Chapter 4) and the combinatorial side (Chapter 5-8), leaving only the proof of some elementary lemmas for the Appendix.

Two remarks are in order:

- Not all of our results are mentioned in Part 1: e.g. some of the recursions to prove the cases $\langle \cdot, e_{n-dh_d} \rangle$ and $\langle \cdot, h_{n-dh_d} \rangle$ of the Delta conjecture appear only in Part 2 (cf. Theorem 5.3 Theorem 5.4 Theorem 5.7 Theorem 5.14 Theorem 6.3 Theorem 6.4 Theorem 6.10 Theorem 6.14). In Part 1 we mainly focused on “global” results.

- We decided to include a full statement of the (Delta) conjectures in [26], and a brief discussion of shuffles taken from [24] (our Section 3.3), in order to make at least Part 1 of our text more self-contained.
With this structure, we aimed at giving to the interested reader the option to jump on Chapters 2 and 3 to look at the conjectures and (most of) our results, while referring to Chapter 1 for definitions and notations; if an appetite for more details kicks in, references to Part 2 with the relevant details are timely provided.

We hope that in this way the reader will find our work more accessible.
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Part 1

Definitions and results
CHAPTER 1

Background and definitions

In this chapter we introduce some of the basic definitions and notations for symmetric functions, and most of the basic combinatorial definitions and notations. It can be read immediately but also used as a reference.

1.1. Symmetric and quasisymmetric functions

The main references that we will use for symmetric functions are [35] and [41].

The standard bases of the symmetric functions that will appear in our calculations are the monomial \( \{ m_\lambda \}_\lambda \), complete homogeneous \( \{ h_\lambda \}_\lambda \), elementary \( \{ e_\lambda \}_\lambda \), power \( \{ p_\lambda \}_\lambda \) and Schur \( \{ s_\lambda \}_\lambda \) bases.

We will use the usual convention that \( e_0 = h_0 = 1 \) and \( e_k = h_k = 0 \) for \( k < 0 \).

The ring \( \Lambda \) of symmetric functions can be thought of as the polynomial ring in the power sum generators \( p_1, p_2, p_3, \ldots \). This ring has a grading \( \Lambda = \bigoplus_{n \geq 0} \Lambda^{(n)} \) given by assigning degree \( i \) to \( p_i \) for all \( i \geq 1 \). As we are working with Macdonald symmetric functions involving two parameters \( q \) and \( t \), we will consider this polynomial ring over the field \( \mathbb{Q}(q,t) \). We will make extensive use of the plethystic notation (see [33] for a nice exposition).

With this notation we will be able to add and subtract alphabets, which will be represented as sums of monomials \( X = x_1 + x_2 + x_3 + \cdots \). Then, given a symmetric function \( f \), and thinking of it as an element of \( \Lambda \), we denote by \( f[X] \) the expression \( f \) with \( p_k \) replaced by \( x_1^k + x_2^k + x_3^k + \cdots \), for all \( k \). More generally, given any expression \( Q(z_1, z_2, \ldots) \), we define the plethystic substitution \( f[Q(z_1, z_2, \ldots)] \) to be \( f \) with \( p_k \) replaced by \( Q(z_1^k, z_2^k, \ldots) \).

We denote by \( \langle , \rangle \) the Hall scalar product on symmetric functions, which can be defined by saying that the Schur functions form an orthonormal basis. We denote by \( \omega \) the fundamental algebraic involution which sends \( e_k \) to \( h_k \), \( s_\lambda \) to \( s_\lambda' \) and \( p_k \) to \( (-1)^{k-1} p_k \).

For a partition \( \mu \vdash n \), we denote by

\[
\tilde{H}_\mu := \tilde{H}_\mu[X] = \tilde{H}_\mu[X;q,t] = \sum_{\lambda \vdash n} \tilde{K}_{\lambda\mu}(q,t) s_\lambda
\]

the (modified) Macdonald polynomials, where

\[
\tilde{K}_{\lambda\mu} := \tilde{K}_{\lambda\mu}(q,t) = K_{\lambda\mu}(q,1/t)t^{n(\mu)} \quad \text{with} \quad n(\mu) = \sum_{i \geq 1} \mu_i(i-1)
\]

are the (modified) Kostka coefficients (see [29] Chapter 2) for more details).

The set \( \{ \tilde{H}_\mu[X;q,t] \}_\mu \) is a basis of the ring of symmetric functions \( \Lambda \) with coefficients in \( \mathbb{Q}(q,t) \). This is a modification of the basis introduced by Macdonald [35], and they are the Frobenius characteristic of the so called Garsia-Haiman modules (see [20]).
If we identify the partition $\mu$ with its Ferrers diagram, i.e. with the collection of cells $\{(i, j) \mid 1 \leq i \leq \mu, 1 \leq j \leq \ell(\mu)\}$, then for each cell $c \in \mu$ we refer to the arm, leg, co-arm and co-leg (denoted respectively as $a_\mu(c), l_\mu(c), a'_\mu(c), l'_\mu(c)$) as the number of cells in $\mu$ that are strictly to the right, above, to the left and below $c$ in $\mu$, respectively (see Figure 1).

![Ferrers Diagram](image)

**Figure 1.**

We define for every partition $\mu$

$$B_\mu := B_\mu(q, t) = \sum_{c \in \mu} q^{a'_\mu(c)} t^{l'_\mu(c)}, \text{ and}$$

$$T_\mu := T_\mu(q, t) = \prod_{c \in \mu} q^{a'_\mu(c)} t^{l'_\mu(c)}.$$

The following linear operators were introduced in $[4, 5]$, and they are at the basis of the conjectures relating symmetric function coefficients and $q, t$-combinatorics in this area.

We define the nabla operator on $\Lambda$ by

$$\nabla \tilde{H}_\mu := T_\mu \tilde{H}_\mu \quad \text{for all } \mu,$$

and we define the Delta operators $\Delta_f$ and $\Delta'_f$ on $\Lambda$ by

$$\Delta_f \tilde{H}_\mu := f[B_\mu(q, t)] \tilde{H}_\mu \quad \text{and} \quad \Delta'_f \tilde{H}_\mu := f[B_\mu(q, t) - 1] \tilde{H}_\mu, \quad \text{for all } \mu.$$

Observe that on the vector space of symmetric functions homogeneous of degree $n$, denoted by $\Lambda^{(n)}$, the operator $\nabla$ equals $\Delta_{e_n}$. Moreover, for every $1 \leq k \leq n$,

$$\Delta_{e_k} = \Delta'_{e_k} + \Delta'_{e_{k-1}} \quad \text{on } \Lambda^{(n)},$$

and for any $k > n$, $\Delta_{e_k} = \Delta'_{e_{k-1}} = 0$ on $\Lambda^{(n)}$, so that $\Delta_{e_n} = \Delta'_{e_{n-1}}$ on $\Lambda^{(n)}$.

For $n, k \in \mathbb{N}$, we set

$$[0]_q := 0, \quad \text{and} \quad [n]_q := \frac{1 - q^n}{1 - q} = 1 + q + q^2 + \cdots + q^{n-1} \quad \text{for } n \geq 1,$$

$$[0]_q! := 1 \quad \text{and} \quad [n]_q! := [n]_q[n-1]_q \cdots [2]_q[1]_q \quad \text{for } n \geq 1,$$

and

$$\left[\begin{array}{c} n \\ k \end{array}\right]_q := \frac{[n]_q!}{[k]_q![n-k]_q!} \quad \text{for } n \geq k \geq 0, \quad \text{and} \quad \left[\begin{array}{c} n \\ k \end{array}\right]_q := 0 \quad \text{for } n < k.$$
For every $S \subseteq \{1, 2, \ldots, n-1\}$, let $Q_{S,n}$ denote the Gessel fundamental quasisymmetric function of degree $n$ indexed by $S$, i.e.

\begin{equation}
Q_{S,n} := \sum_{\substack{i_1 \leq i_2 \leq \cdots \leq i_n \\
\text{if } j \in S \text{ then } i_j < i_{j+1}} \prod_{i_k} x_{i_k}.
\end{equation}

1.2. Combinatorial definitions

In this section we define several classes of combinatorial objects that will appear in the results and conjectures of the next chapters. We tried to indicate at the beginning of each section the origin of the relevant definitions.

1.2.1. Labelled Dyck paths. The bounce statistic on Dyck paths was introduced by Haglund in [21], while Haiman introduced the dinv statistic shortly after. The dinv statistic for labelled Dyck paths appears on paper for the first time probably in [24]. We refer to [23] for an account on the origins of these statistics. The pmaj statistic was first introduced in [32] and [31]. The area statistic is classical.

**Definition 1.1.** A Dyck path of size $n$ is a lattice path going from $(0,0)$ to $(n,n)$, using only north and east unit steps and staying weakly above the line $x = y$, also called the main diagonal. A labelled Dyck path is a Dyck path whose vertical steps are labelled with (not necessarily distinct) positive integers such that the labels appearing in each column are strictly increasing from bottom to top.

The set of all Dyck paths of size $n$ is denoted by $D(n)$, while the set of labelled Dyck paths of size $n$ is denoted by $LD(n)$. For $D \in LD(n)$ we set $l_i(D)$ to be the label of the $i$-th vertical step (the first step being the lowest one).

![A labelled Dyck path.](image)

**Definition 1.2.** A parking function of size $n$ is a function $f : [n] \to [n]$ such that $\# \{1 \leq j \leq n \mid f(j) \geq i\} \leq n + 1 - i$.

We denote by $PF(n)$ the set of all the parking functions of size $n$. These are in bijective correspondence with the subset of labelled Dyck paths of size $n$ whose labels are exactly the numbers from 1 to $n$. In particular, a parking function $f$ corresponds to the labelled Dyck path with label $i$ in column $f(i)$ for $1 \leq i \leq n$. We will often identify parking functions with the corresponding labelled Dyck paths.
DEFINITION 1.3. An area word is a (finite) string of symbols $a_1a_2\cdots a_n$ in a well-ordered alphabet such that if $a_i < a_{i+1}$ then $a_{i+1}$ is the successor of $a_i$ in the alphabet.

Other than the usual alphabet $\mathbb{N} = 0 < 1 < 2 < \ldots$ it will be useful for our purposes to introduce the alphabet $\mathbb{T} := 0 < \bar{0} < 1 < \bar{1} < 2 < \ldots$.

DEFINITION 1.4. Let $D$ be a (labelled) Dyck path of size $n$. We define its area word to be the string of integers $a(D) = a_1(D) \cdots a_n(D)$ where $a_i(D)$ is the number of whole squares in the $i$-th row (from the bottom) between the path and the main diagonal.

DEFINITION 1.5. We define the statistic area on $D(n)$ and $LD(n)$ as

$$\text{area}(D) := \sum_{i=1}^{n} a_i(D).$$

For example, the area word of the path in Figure 2 is $01212011$ and its area is 8. Notice that the area word of a Dyck path is an area word in the alphabet $\mathbb{N}$.

DEFINITION 1.6. Let $D \in D(n)$. We define its bounce path as a lattice path from $(0,0)$ to $(n,n)$ computed in the following way: it starts in $(0,0)$ and travels north until it encounters the beginning of an east step of $D$, then it turns east until it hits the main diagonal, then it turns north again, and so on; thus it continues until it reaches $(n,n)$.

We label the vertical steps of the bounce path starting from 0 and increasing the labels by 1 every time the path hits the main diagonal (so the steps in the first vertical segment of the path are labelled with 0, the ones in the next vertical segment are labelled with 1, and so on). We define the bounce word of $D$ to be the string $b(D) = b_1(D) \cdots b_n(D)$ where $b_i(D)$ is the label attached to the $i$-th vertical step of the bounce path.

DEFINITION 1.7. We define the statistic bounce on $D(n)$ and $LD(n)$ as

$$\text{bounce}(D) := \sum_{i=1}^{n} b_i(D).$$
1.2. Combinatorial Definitions

**Definition 1.8.** Let $D \in \text{LD}(n)$. For $1 \leq i < j \leq n$, we say that the pair $(i, j)$ is a diagonal inversion if
- either $a_i(D) = a_j(D)$ and $l_i(D) < l_j(D)$ (primary inversion),
- or $a_i(D) = a_j(D) + 1$ and $l_i(D) > l_j(D)$ (secondary inversion).

Then we define $d_i(D) := \# \{ i < j \leq n \mid (i, j) \text{ is a diagonal inversion} \}$.

**Definition 1.9.** We define the statistic $\text{dinv}$ on $\text{LD}(n)$ as

$$\text{dinv}(D) := \sum_{i=1}^{n} d_i(D),$$

and on $\text{D}(n)$ by assuming that the inequality condition on the labels always holds.

The number of primary and secondary diagonal inversions are referred to as primary and secondary $\text{dinv}$ respectively. The labelled Dyck path in Figure 2 has $\text{dinv}$ equal to 6. Its diagonal inversions are $(2, 7), (4, 7)$ (primary), and $(2, 6), (3, 4), (3, 8), (5, 8)$ (secondary).

**Definition 1.10.** Let $D \in \text{LD}(n)$. We define its $\text{dinv}$ reading word as the sequence of the labels read starting from the ones in the main diagonal from bottom to top; next the ones in the diagonal $y = x + 1$ from bottom to top; then the ones in the diagonal $y = x + 2$ from bottom to top, and so on.

For example, the $\text{dinv}$ reading word of the labelled Dyck path in Figure 2 is 22416153.

To introduce the fourth statistic, we need the following definitions.

**Definition 1.11.** Let $a_1a_2\cdots a_k$ be a string of integers. We define its descent set as

$$\text{Des}(a_1a_2\cdots a_k) := \{ 1 \leq i \leq k - 1 \mid a_i > a_{i+1} \}$$

and its major index $\text{maj}(a_1a_2\cdots a_k)$ as the sum of the elements of the descent set.

**Definition 1.12.** Let $D \in \text{LD}(n)$. We define its parking word $p(D)$ as follows.

Let $C_i$ be the multiset containing the labels appearing in the first column of $D$, and let $p_i(D) := \text{max}C_1$. At step $i$, let $C_i$ be the multiset obtained from $C_{i-1}$ by removing $p_{i-1}(D)$ and adding all the labels in the $i$-th column of the $D$; let

$$p_i(D) := \text{max} \{ x \in C_i \mid x \leq p_{i-1}(D) \}$$

if this last set is non-empty, and $p_i(D) := \text{max} C_i$ otherwise. We finally define the parking word of $D$ as $p(D) := p_1(D) \cdots p_n(D)$.

**Definition 1.13.** We define the statistic $\text{pmaj}$ on $\text{LD}(n)$ as

$$\text{pmaj}(D) := \text{maj}(p_n(D) \cdots p_1(D)).$$

For example, the parking word of the labelled Dyck path in Figure 2 is 54321621. In fact, we have $C_1 = \{ 2, 4, 5 \}$, $C_2 = \{ 2, 4 \}$, $C_3 = \{ 1, 2, 3 \}$, and so on. The descent set of the reverse is $\{ 3 \}$, so $\text{pmaj}(D) = 3$. Notice that $\text{pmaj}(D) \leq \text{bounce}(D)$, and if $l_i(D) = i$ (or, more generally, if all the labels are in strictly increasing order from bottom to top), then the equality holds. The converse is not true in general.

**Definition 1.14.** Let $D \in \text{LD}(n)$. We define its $\text{pmaj}$ reading word as the sequence $l_1(D) \cdots l_n(D)$, i.e. the sequence of the labels read bottom to top.
For example, the pmaj reading word of the labelled Dyck path in Figure 2 is 24513261.

Finally, we associate to each labelled Dyck path a monomial in the variables $x_1, x_2, \ldots$: for $D \in \mathcal{LD}(n)$ we set

$$x^D := \prod_{i=1}^{n} x_{l_i(D)}.$$

1.2.2. Decorated Dyck paths. The idea of decorating peaks and rises (or falls) first appeared in [26], together with the corresponding statistics area and dinv (cf. also [44]). Our pbounce statistic is essentially the bounce statistic in [13] (cf. Remark 1.20). Our statistic bounce is new.

We want to extend the definitions on labelled Dyck paths to more general objects, namely decorated Dyck paths. Let us give some definitions.

**Definition 1.15.** The *rises* of a Dyck path $D$ are the indices

$$\text{Rise}(D) := \{2 \leq i \leq n \mid a_i(D) > a_{i-1}(D)\},$$

or the vertical steps that are directly preceded by another vertical step.

**Definition 1.16.** The *peaks* of a Dyck path $D$ are the indices

$$\text{Peak}(D) := \{1 \leq i \leq n-1 \mid a_{i+1}(D) \leq a_i(D)\} \cup \{n\},$$

or the vertical steps that are followed by a horizontal step.

**Definition 1.17.** A *decorated Dyck path* is a Dyck path where certain peaks are decorated with a symbol • (on the point joining the peak to the horizontal step following it) and certain rises are decorated with a symbol *. By $\mathcal{DD}(n)^{a,*}$ we denote the set of Dyck paths of size $n$ with $a$ decorated peaks and $b$ decorated rises.

See Figure 4 for an example.

**Figure 4.** Example of an element in $\mathcal{DD}(5)^{2,1}$.

**Remark 1.18.** Note that if we call *fall* a horizontal step that is followed by another horizontal step, then there is a natural way of mapping rises into falls bijectively. Indeed, take any rise. The point joining the two vertical steps of this rise is a point where $D$ vertically crosses a certain diagonal parallel to the main
diagonal. Since the path must end at the main diagonal, it must cross the same
diagonal horizontally with a fall at least once. We map this rise to the first of
such falls: this clearly yields a bijective map (see Figure 5). Therefore we might
equivalently decorate falls instead of the corresponding rises.

We introduce here four statistics on the set \( \text{DD}(n)^{oa,eb} \) (area, dinv, bounce, and pbounce), all of which are generalizations of the usual statistics on undecorated Dyck paths. The area and dinv statistics are the “unlabelled decorated” versions of the statistics defined on labelled Dyck paths in Section 1.2.1. The bounce and pbounce are new.

**Definition 1.19.** Let \( D \in \text{DD}(n)^{oa,eb} \), and let \( a_1(D) \cdots a_n(D) \) be the area word of its underlying Dyck path. Now, let \( \text{DRise}(D) \subseteq \text{Rise}(D) \) be the set of indices such that \( i \in \text{DRise}(D) \) if the \( i \)-th vertical step of \( D \) is a decorated rise. We define the area of \( D \) as

\[
\text{area}(D) := \sum_{i \in \text{DRise}(D)} a_i(D).
\]

For a more visual definition, the area is the number of whole squares that lie
between the path and the main diagonal, except for the ones in the rows containing
a decorated rise. Equivalently, we could define the area of \( D \) as the number of
whole squares that lie between the path and the main diagonal, except the ones
in the columns containing falls corresponding to decorated rises. For example, the
path in Figure 5 has area equal to 6 (gray in the picture).

Similarly let \( \text{DPeak}(D) \subseteq \text{Peak}(D) \) be the set of indices such that \( i \in \text{DPeak}(D) \)
if the \( i \)-th vertical step of \( D \) is a decorated peak. We define

\[
\text{bounce}(D) := \sum_{i \in \text{DPeak}(D)} b_i(D).
\]
1. BACKGROUND AND DEFINITIONS

Figure 6. $D \in \text{DD}(8)^{\circ2 \cdot \ast2}$, with the decorations on rises drawn above the corresponding falls. Its bounce word (left) and its area word (right) are shown.

and

$$\text{dinv}(D) := \# \{1 \leq i < j \leq n \mid a_i(D) = a_j(D) \text{ and } i \not\in \text{DPeak}(D) \}$$

$$+ \# \{i < j \leq n \mid a_i(D) = a_j(D) + 1 \text{ and } j \not\in \text{DPeak}(D) \}.$$  

We refer to the first and second term as primary and secondary dinv respectively. For example, the path in Figure 6 has bounce equal to 5, and dinv also equal to 5 (4 primary and 1 secondary). This dinv statistic corresponds to the one on labelled decorated Dyck paths when the dinv reading word is a shuffle of $1, 2, \ldots, n-a$ and $n, n-1, \ldots, n-a+1$ where the labels from $n-a+1$ to $n$ are assigned to decorated peaks. For more implications of this fact and the definition of what it means to be a shuffle, we refer to Section 3.3.

We now describe how to compute the pbounce statistic of a decorated Dyck path $D \in \text{DD}(n)^{\circ a \cdot \ast b}$. For every decorated peak, delete the horizontal step that directly follows it. When deleting the horizontal steps, move the rest of the path one square to the left, together with part of the main diagonal so that the number of squares between the path and the main diagonal in each row remains the same. In this way we end up with a path from $(0,0)$ to $(n-a,n)$ and some line segments that form the new main diagonal. This is what is called the corresponding leaning stack in [26]. See Figure 7 for an example.

Now we draw the pbounce path of this new object as described before: start from $(0,0)$, bounce at the beginning of horizontal steps of the path and at the main diagonal. Then label the vertical steps of this pbounce path as for the bounce path to get a pbounce word $b'_1(D) \cdots b'_n(D)$. The pbounce of $D$ is then defined as

$$\text{pbounce}(D) := \sum_{i=1}^{n} b'_i(D).$$

In the example $D \in \text{DD}(11)^{\circ2 \cdot \ast0}$ of Figure 7 its pbounce word is 0011111122, so that its pbounce is $\text{pbounce}(D) = 11$.

Remark 1.20. Since a peak is a vertical step followed by a horizontal step, one could think of these two steps together as a diagonal step. So $\text{DD}(n)^{\circ a \cdot \ast b}$ can
be interpreted as the set of decorated Schröder paths with $a$ diagonal steps and $b$ decorated rises. The definitions of bounce and dinv given in \cite{29} Chapter 4 coincide with our definitions of pbounce and dinv. When $b = 0$ the definition of the area in \cite{29} Chapter 4 and our area also coincide.

Remark 1.21. The notation $\text{pbounce}$ was chosen because the $\text{pbounce}$ statistic corresponds to a shuffle of the $\text{pmaj}$ statistic. More precisely, the objects in $\text{DD}(n)^{oa,eb}$ correspond essentially to labelled Dyck paths with $b$ decorated rises, whose pmaj reading word is a shuffle of $1, 2, \ldots, n - a$ and $n, n - 1, \ldots, n - a + 1$ where the labels from $n - a + 1$ to $n$ are assigned to decorated peaks. For the definition of what it means to be a shuffle, we refer to Section 3.3.

We conclude by introducing some notation that will be convenient when discussing the combinatorics of decorated Dyck paths. For each of the three statistics that depend on the decorations on the peaks, i.e. dinv, bounce and pbounce, there is one specific peak that, when decorated, does not alter this statistic. Often, when dealing with one of these statistics, it will be useful to consider not the whole set of decorated Dyck paths, but rather the set of decorated Dyck paths where this specific peak is not decorated. We will use the following notations:

- $\text{DDd}(n)^{oa,eb} \subseteq \text{DD}(n)^{oa,eb}$ is the subset where the rightmost highest peak, i.e. the rightmost peak that is the furthest removed from the main diagonal, is never decorated, denoted as such because decorating this peak does not alter the dinv statistic;
- $\text{DDb}(n)^{oa,eb} \subseteq \text{DD}(n)^{oa,eb}$ is the subset where the first peak, i.e. the peak in the leftmost column, is never decorated, denoted as such because decorating this peak does not alter the bounce statistic;
- $\text{DDp}(n)^{oa,eb} \subseteq \text{DD}(n)^{oa,eb}$ is the subset where the last peak, i.e. the peak in the top row is never decorated, denoted as such because decorating this peak does not alter the pbounce statistic.
Remark 1.22. We observe that
\[ \sum_{D \in \mathcal{DD}(n)^{a,b}} q^{\text{dinv}(D)} \cdot \text{area}(D) = \sum_{D \in \mathcal{DD}(n)^{a,b}} q^{\text{dinv}(D)} \cdot \text{area}(D) \]
\[ + \sum_{D \in \mathcal{DD}(n)^{a-1,b}} q^{\text{dinv}(D)} \cdot \text{area}(D). \]

Indeed, a decoration on the rightmost highest peak does not alter the dinv or area of a path. It follows that we can split the sum over $\mathcal{DD}(n)^{a,b}$ into two parts, one with $a$ decorations on peaks, never decorating the rightmost highest peak, and one with $a-1$ decorations on peaks, always decorating the rightmost highest peak. This is reflected by the sums over $\mathcal{DDd}(n)^{a,b}$ and $\mathcal{DDd}(n)^{a-1,b}$.

1.2.3. Labelled decorated Dyck paths. The definitions in this section first appeared in [26].

Combining the objects of the previous two sections we define some sets of labelled decorated Dyck paths whose objects are labelled Dyck paths with some kind of decorations.

The set $\mathcal{LDD}^k(n)$ consists of labelled Dyck paths with $k$ decorations on the rises (or falls by the correspondence explained in Remark 1.18). For a path $D \in \mathcal{LDD}^k(n)$, its dinv is defined to be the dinv of labelled Dyck paths and its area in the same way as for decorated Dyck paths.

Definition 1.23. The contractible valleys of a labelled Dyck path $D$ are the indices
\[ \text{Val}(D) := \{2 \leq i \leq n \mid a_i(D) < a_{i-1}(D)\} \]
\[ \cup \{2 \leq i \leq n \mid a_i(D) = a_{i-1}(D) \text{ and } l_i(D) > l_{i-1}(D)\}, \]
or the vertical steps that are directly preceded by a horizontal step and if that horizontal step were to be removed and the rest of the path moved one step to the west, the labels would still be strictly increasing in columns.

The set $\mathcal{LDD}^V^k(n)$ consists of labelled Dyck paths where $k$ contractible valleys are decorated with a $\vee$. For $D \in \mathcal{LDD}^V^k(n)$ set $D\text{Val}(D) \subseteq \text{Val}(D) \subseteq \{1, \ldots, n\}$ to be the set of indices of the decorated contractible valleys. The area of such a path is simply the area of the underlying Dyck path. Furthermore, we define
\[ \text{dinv}(D) := \left( \sum_{i \in D\text{Val}(D)} d_i(D) \right) - k. \]

This is the statistic $\text{dinv}^-$ defined in [26], where one can find the argument for the positivity of this quantity.

Finally, if $D$ is a labelled decorated Dyck path, we define $x^D$ in the same way as for labelled Dyck paths.

1.2.4. Partially labelled Dyck paths. All the definitions in this section first appeared in [26], except for the pmaj, which is new.

A partially labelled Dyck path is a Dyck path whose vertical steps are labelled with (not necessarily distinct) non-negative integers such that the labels appearing
in each column are strictly increasing from bottom to top, and 0 does not appear in the first column.

These are essentially labelled Dyck paths in which we allow 0 to be a label. For the definition of the monomial $x^D$ associated to a partially labelled Dyck path $D$, though, we will assume $x_0 = 1$.

We also have the possibility of decorating rises, and three statistics \texttt{area}, \texttt{dinv}, and \texttt{pmaj} as for standard labelled Dyck paths. We denote by $\text{PLD}(m, n)^k$ the set of partially labelled Dyck paths with $m$ zero labels, $n$ non-zero labels, and $k$ decorated rises.

**1.2.5. Parallelogram polyominoes.** The statistics bounce and dinv on parallelogram polyominoes first appeared in [12] and [3] respectively. The statistic area is classical. The definitions for labelled parallelogram polyominoes are new.

\textbf{Definition 1.24.} A parallelogram polyomino of size $m \times n$ is a pair of lattice paths from $(0, 0)$ to $(m, n)$ using only north and east steps, such that the first one (the red path) lies always strictly above the second one (the green path), except when they meet in the extremal points. A labelled parallelogram polyomino is a parallelogram polyomino where the vertical steps of the first path are labelled with (not necessarily distinct) positive integers such that the labels appearing in each column are strictly increasing from bottom to top.

The set of all parallelogram polyominoes of size $m \times n$ is denoted by $\text{PP}(m, n)$, while the set of labelled ones is denoted by $\text{LPP}(m, n)$. For $P \in \text{LPP}(m, n)$ we set $l_i(D)$ to be the label of the $i$-th vertical step. We define the associated monomial $x^P$ as we did for the labelled Dyck paths.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure8.png}
\caption{A $12 \times 7$ labelled parallelogram polyomino.}
\end{figure}

Parallelogram polyominoes can be encoded using their \textit{area word}, which is an area word in the alphabet $\mathbb{N} \setminus \{0\} := 0 < 1 < 1 \bar{1} < 2 < 2 \bar{2} < \ldots$. It can be computed in two equivalent ways.

The first one consists of drawing a diagonal of slope $-1$ from the end of every horizontal green step, and attaching to that step the length of that diagonal (i.e. the number of squares it crosses). Then, one puts a dot in every square not crossed by any of those diagonals, and attaches to each vertical red step the number of dots in the corresponding row. Next, one bars the numbers attached to vertical red steps, and finally one reads those numbers following the diagonals of slope $-1$,
reading the labels when encountering the end of its step and the red label before the green one. See Figure 9 for an example.

Equivalently, we can build a Dyck path of size $m + n$ from the polyomino in the following way. Running over red and green steps alternatively, we draw a north step in our Dyck path if the corresponding step in the polyomino was either a red north step or a green east step, and we draw an east step in our Dyck path otherwise. Then we take the area word of the Dyck path and replace 0’s with \( \bar{0} \)'s, 1’s with 1’s, 2’s with \( \bar{1} \)'s, 3’s with 2’s and so on (replacing the alphabet $\mathbb{N}$ with $\mathbb{N} \setminus \{0\}$).

It is not hard to check that those definitions are equivalent, and that the following holds (see [3] Section 3 for detailed proofs and examples).

**Proposition 1.25.** For $m, n \geq 1$, there is a bijective correspondence between $m \times n$ parallelogram polyominoes and area words of length $m + n$ in the alphabet $\mathbb{N} \setminus \{0\}$ with exactly one \( \bar{0} \) as first letter, exactly $m$ unbarred letters, and exactly $n$ barred letters.

For a parallelogram polyomino $P$, we denote by $a(P)$ its area word, and by $a_i(P)$ its $i$-th letter. For $a \in \mathbb{N}$, let $|a|$ be the value of that letter (i.e. if the letter is barred, just take the underlying number).

**Definition 1.26.** We define the statistic \( \text{area} \) on $PP(m, n)$ and $LPP(m, n)$ as

\[
\text{area}(P) = \sum_{i=1}^{m+n} |a_i(P)|,
\]

which is also the number of whole squares between the two paths.

Since each letter in the area word but the first \( \bar{0} \) has value at least 1, \( \text{area}(P) \geq m + n - 1 \), for all $P \in PP(m, n)$. This is also obvious with the other definition, because since the two paths only meet in the extremal points, then there is at least a “snake” of squares from $(0, 0)$ to $(m, n)$ of length $m + n - 1$ that lies between the two paths.

Similarly to Dyck paths, parallelogram polyominoes have a **bounce path**. To compute it, start by drawing a single horizontal step, then pursue the following algorithm: draw vertical steps until the path hits the end of a horizontal red step; then draw horizontal steps until the path hits the end of a vertical green step; repeat until it reaches $(m, n)$. Now, attach to each step of the bounce path a letter
of the alphabet \( \mathbb{N} \) starting from \( \bar{0} \) and going up by one in \( \mathbb{N} \) every time the path changes direction. Let us call \textit{bounce word} the sequence \( b(P) \) of letters we used (see Figure 10 for an example). Let \( b_i(P) \) be the \( i \)-th letter in the bounce word of \( P \).

**Definition 1.27.** We define the statistic \( \text{bounce} \) on \( \text{PP}(m,n) \) and \( \text{LPP}(m,n) \) as

\[
\text{bounce}(P) := \sum_{i=1}^{m+n} |b_i(P)|.
\]

Since each letter in the bounce word but the first \( \bar{0} \) has value at least 1, \( \text{bounce}(P) \geq m + n - 1 \) for all \( P \in \text{PP}(m,n) \).

![Figure 10. A parallelogram polyomino in which the bounce path is shown.](image)

**Definition 1.28.** Let \( P \in \text{PP}(m,n) \). For \( 1 \leq i < j \leq m+n \), we (mysteriously) say that the pair \( (i,j) \) is an \textit{inversion} if \( a_j(P) \) is the successor of \( a_i(P) \) in the alphabet \( \mathbb{N} \). Then we define \( d_i(P) := \# \{ i < j \mid (i,j) \text{ is an inversion} \} \).

**Definition 1.29.** We define the statistic \( \text{dinv} \) on \( \text{PP}(m,n) \) as

\[
\text{dinv}(P) := \sum_{i=1}^{m+n} d_i(P).
\]

Notice that by definition of area word each letter but the first \( \bar{0} \) must be the successor of a letter to its left, and this implies that, for \( P \in \text{PP}(m,n) \), \( \text{dinv}(P) \geq m + n - 1 \).

**Definition 1.30.** Let \( P \in \text{LPP}(m,n) \). We define its \textit{parking word} as follows.

Let \( C_1 \) be the multiset containing the labels appearing in the first column of \( P \), and let \( p_1(P) := \max C_1 \). For \( i > 1 \), at step \( i \), if the \( i \)-th step of the green path is vertical let \( C_i = C_{i-1} \setminus \{p_{i-1}(P)\} \); if the \( i \)-th step of the green path is horizontal let \( C_i \) be the multiset obtained from \( C_{i-1} \) by replacing \( p_{i-1}(P) \) with a 0, and then adding all the labels in the column of \( P \) containing the \( i \)-th green step (which we recall being horizontal). Next, let \( p_i(P) := \max \{ a \in C_i \mid a \leq p_{i-1}(P) \} \) if this set is non-empty, and \( p_i(P) := \max C_i \) otherwise. We finally define the parking word of \( P \) as \( p(P) := p_1(P) \cdots p_{m+n-1}(P) \).
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**Definition 1.31.** We define the statistic \( \text{pmaj} \) on \( \text{LPP}(m,n) \) as

\[
\text{pmaj}(P) := \text{maj}(p_{m+n-1}(P) \cdots p_1(P)) + m + n - 1.
\]

For example, the parallelogram polyomino in Figure 8 (cf. also Figure 9 and Figure 10) has area equal to 30, bounce equal to 41, and \( \text{dinv} \) equal to 35. Its parking word is \( 542000031000006200 \) and hence its \( \text{pmaj} \) is 33.

**Remark 1.32.** Analogously as it holds for Dyck paths, we have that \( \text{pmaj}(D) \leq \text{bounce}(D) \), and if \( l_i(D) = i \) (or, more generally, if all the labels are in strictly increasing order), then the equality holds. The converse is not true in general.

1.2.6. Decorated parallelogram polyominoes. The definitions in this section are all new.

Once again, we want to extend the definitions we just gave to decorated objects. Let us give some definitions.

**Definition 1.33.** The **rises** of a parallelogram polyomino \( P \) are the indices

\[
\text{Rise}(P) := \{1 \leq i \leq m + n - 1 \mid |a_i(P)| < |a_{i+1}(P)|\},
\]

which correspond in the figure to diagonals of slope \(-1\) from the endpoint of a vertical red step to the endpoint of a horizontal green step.

**Definition 1.34.** The **red peaks** of a parallelogram polyomino \( P \) are the horizontal red steps that immediately follow a vertical red step.

**Definition 1.35.** A **decorated parallelogram polyomino** is a parallelogram polyomino where certain red peaks are decorated with a symbol \( \bullet \) (on the point joining the peak to the vertical step preceding it) or certain rises are decorated with a symbol \( * \) (on the segment joining the endpoint of a vertical red step to the endpoint of a horizontal green step).

We do not decorate the two sets simultaneously. By \( \text{PP}(m,n)^k \) we denote the set of parallelogram polyominoes of size \( m \times n \) with \( k \) decorated red peaks, and by \( \text{PP}(m,n)^k \) we denote the set of parallelogram polyominoes of size \( m \times n \) with \( k \) decorated rises. We do not decorate the leftmost red peak, nor do we decorate the first \( \bar{0}1 \) rise.

**Definition 1.36.** Let \( P \in \text{PP}(m,n)^k \), and let \( a_1(P) \cdots a_{m+n}(P) \) be its area word. Now, let \( \text{DRise}(P) \subseteq \text{Rise}(P) \) be the set of indices such that \( i \in \text{DRise}(P) \) if the \( i \)-th letter of the area word corresponds to a decorated rise. We define the area of \( P \) as

\[
\text{area}(P) := \sum_{i \in \text{DRise}(P)} |a_i(P)|.
\]

Notice that a decoration on the first \( \bar{0}1 \) rise would not have changed the area. This is one of the reasons that suggest not to decorate it.

**Definition 1.37.** Let \( P \in \text{PP}(m,n)^k \), and let \( b_1(P) \cdots b_{m+n}(P) \) be its bounce word. Now, let \( \text{DPeak}(P) \) be the set of indices such that \( i \in \text{DPeak}(P) \) if the \( i \)-th step of the bounce path is horizontal and lies in the same column as a decorated red peak. We define the bounce of \( P \) as

\[
\text{bounce}(P) := \sum_{i \in \text{DPeak}(P)} |b_i(P)|.
\]
1.2. COMBINATORIAL DEFINITIONS

Figure 11. A parallelogram polyomino with two decorated rises. Its area word is $012322332112222$, where the decorated rises are highlighted in red.

Notice that a decoration on the leftmost red peak would not have changed the bounce, since the label below it must be 0. This is one of the reasons that suggest not to decorate it.

Figure 12. A parallelogram polyomino with two decorated red peaks. The letters to ignore in its bounce word while computing the bounce are highlighted in red.

1.2.7. Reduced polyominoes. The definitions in this section are all new.

We now discuss a reduced version of the parallelogram polyominoes. Even though these objects are strictly related to the original ones, it turns out that some combinatorial results that we will discuss later in the article look more natural on these reduced siblings.

Since in Definition 1.24 it is asked that the two paths meet each other only in the extremal points, then the red path has to begin with a vertical step and end with a horizontal step, while the green path has to begin with a horizontal step and end with a vertical step. We can adjust the definition in order to remove this restriction, and get reduced polyominoes.

Definition 1.38. A reduced polyomino of size $m \times n$ is a pair of lattice paths from $(0,0)$ to $(m,n)$ using only north and east steps, such that the first one (the red path) lies always weakly above the second one (the green path).
The set of reduced polyominoes of size $m \times n$ is denoted by $\text{RP}(m, n)$. We do not define a labelled version of reduced polyominoes, since the combinatorics with the labels looks more natural on the regular ones.

Reduced polyominoes are also encoded by their area word, in the alphabet $\mathbb{N}$. It is computed using the first of the two algorithms described in Subsection 1.2.5 (notice that some diagonals can have length 0), but adding an artificial 0 at the beginning.

The second algorithm can also be used, but with a slight modification: in order to get a Dyck path we should artificially add a north step at the beginning and an east step at the end, and then in the resulting area word we should replace the alphabet $\mathbb{N}$ with $\overline{\mathbb{N}}$. Notice that this gives a bijective correspondence between reduced polyominoes with semi-perimeter $m + n$ and Dyck paths of size $m + n + 1$.

![Figure 13. A $6 \times 11$ reduced polyomino. Its area word is $0\overline{0}1\overline{2}\overline{1}1\overline{0}01\overline{0}01\overline{1}$.](image)

**Proposition 1.39.** For $m, n \geq 0$, there is a bijective correspondence between $m \times n$ reduced polyominoes and area words of length $m + n + 1$ in the alphabet $\overline{\mathbb{N}}$ starting with 0, with exactly $m + 1$ unbarred letters, and exactly $n$ barred letters.

Statistics on reduced polyominoes look mostly like the corresponding ones for parallelogram polyominoes. The *area* is just, once again, the number of whole squares between the two paths. The *bounce path* starts horizontally from $(0, 0)$ and does not artificially turn north after one step; instead it goes east until it hits the beginning of a vertical green step, and then it bounces every time it hits the *beginning* of a step of any of the two paths (notice that we did differently in the regular case, as we bounced every time the path hit the *end* of a step). The labelling of the bounce path starts from 0 and goes up by one in the alphabet $\overline{\mathbb{N}}$ every time it changes direction; of course, the *bounce* is the sum of the values of all the labels appearing in the bounce path.

**Proposition 1.40.** There is a bijection $r: \text{PP}(m, n) \rightarrow \text{RP}(n-1, m-1)$ such that $\text{area}(P) = \text{area}(r(P)) + m + n - 1$ and $\text{bounce}(P) = \text{bounce}(r(P)) + m + n - 1$. 
PROOF. For \( P \in \mathbb{PP}(m, n) \), to compute \( r(P) \) remove the first and the last step from both paths of \( P \), then take the symmetry with respect to the line \( x = y \), thus swapping the green and the red paths. It is obvious that the area decreases by \( m + n - 1 \), and the bounce path of \( r(P) \) is the same as the bounce path of \( P \) except that it is reflected with respect to the line \( x = y \), the first two steps are deleted, and the labels are all decreased by one unit (two steps in the alphabet \( \mathbb{N} \)). □

![Figure 14](image.png)

**Figure 14.** The image of the parallelogram polyomino in Figure 10 through the map \( r \). Notice the correspondence between the two bounce paths.

The statistic \( \text{dinv} \) is significantly different.

**Definition 1.41.** Let \( P \in \mathbb{RP}(m, n) \). For \( 1 \leq i < j \leq m + n \), we (legitimately) say that the pair \((i, j)\) is an inversion if \( a_i(P) \) is the successor of \( a_j(P) \) in the alphabet \( \mathbb{N} \). Then we define \( d_i(P) := \# \{ i < j \mid (i, j) \text{ is an inversion} \} \).

Once again, the \( \text{dinv} \) of the polyomino is the total number of inversions.

**Remark 1.42.** These three statistics on reduced polyominoes have the same distribution, up to a normalization factor \( m + n - 1 \), of the corresponding ones on parallelogram polyominoes. We already proved it for area and bounce, and we will show in Section 6.2 that the same holds for the \( \text{dinv} \).

**1.2.8. Decorated reduced polyominoes.** The definitions in this section are all new.

The same normalizations obviously apply to decorated objects. The definitions for reduced polyominoes resemble the corresponding ones for Dyck paths a bit more than the ones for parallelogram polyominoes do.

**Definition 1.43.** The **rises** of a reduced polyomino \( P \) are the indices 
\[ \text{Rise}(P) := \{ 2 \leq i \leq m + n \mid |a_i(P)| > |a_{i-1}(P)| \}, \]
which once again correspond in the figure to diagonals of slope \(-1\) from the endpoint of a vertical red step to the endpoint of a horizontal green step.
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Definition 1.44. The green peaks of a reduced polyomino \( P \) are the horizontal green steps that immediately follow a vertical green step.

Definition 1.45. A decorated reduced polyomino is a reduced polyomino where certain green peaks are decorated with a symbol \( \bullet \) or certain rises are decorated with a symbol \( * \).

Once again, we do not decorate the two sets simultaneously. By \( \text{RP}(m,n)^k \) we denote the set of reduced polyominoes of size \( m \times n \) with \( k \) decorated green peaks, and by \( \text{RP}(m,n)^* \) we denote the set of reduced polyominoes of size \( m \times n \) with \( k \) decorated rises. This time we allow decorations on any rise or green peak, since all of them give a non-zero contribution to the corresponding statistic.

The statistics area and bounce are defined in the same way we did for decorated parallelogram polyominoes, i.e. we ignore the contribution of decorated rises in the area word while computing the area, and we ignore the labels of the bounce path that lie in the same column as a decorated green peak while computing the bounce.

1.2.9. Two car parking functions. The definitions in this section first appeared in [24].

We need one more combinatorial object, namely two car parking functions.

Definition 1.46. A two car parking function is a labelled Dyck path such that all the labels have value 1 or 2.

Observe that replacing the 1’s and the 2’s with two decreasing sequences \( n, \ldots, 1 \) and \( m + n, \ldots, n + 1 \) in the dinv (resp. pmaj) reading word, the dinv (resp. pmaj) is not altered. In other words, two car parking functions with \( n \) labels equal to 1 and \( m \) labels equal to 2 are essentially the same as parking functions whose dinv (resp. pmaj) reading word is in \( (n, \ldots, 1) \cup (m + n, \ldots, n + 1) \), since the relabelling is a bijection that preserves the bistatistic \( (\text{dinv, area}) \) (resp.
Figure 16. A two car parking function with five 1’s and six 2’s.

(area, pmaj)). To avoid confusion, we will refer to labelled Dyck paths with labels in \{1, 2\} as two car parking functions, and to labelled Dyck paths whose reading word is a shuffle of two decreasing sequences as two-shuffle parking functions. For more implications of this fact and the definition of what it means to be a shuffle, we refer to Section 3.3.
1.2.10. **Square paths.** In this section we introduce new statistics $\text{area}$, $\text{dinv}$ and $\text{bounce}$ on square paths, that are similar to (but different from) the ones introduced in [34].

**Definition 1.47.** A *square path ending east* of size $n$ is a lattice paths going from $(0,0)$ to $(n,n)$ consisting of east or north unit steps, and ending with an east step. We denote the set of such paths by $\text{SQ}^E(n)$. Similarly, we define the set $\text{SQ}^N(n)$ of square paths ending north.

**Definition 1.48.** Given $P \in \text{SQ}^E(n)$ or $P \in \text{SQ}^N(n)$, we define its *area word* $w_1(P) \cdots w_n(P)$ to be the sequence of integers such that the $i$-th vertical step of $P$ lies on the diagonal $y = x + w_i(P)$. It is an area word in the alphabet $\mathbb{Z}$.

**Definition 1.49.** A *parking square path ending east* is a square path ending east $P$ whose vertical steps are labelled from bottom to top by $l_1(P), \ldots, l_n(P)$ such that $l_1(P) \cdots l_n(P) \in \mathfrak{S}_n$ and the labels in the same column are strictly increasing from bottom to top. We denote by $\text{PSQ}^E(n)$ the set of such paths. The set $\text{PSQ}^N(n)$ of *parking square paths ending north* is defined analogously.

See Figure 17 for an example.

![Figure 17. Example of a labelled square path](image)

We define an area statistic on each of these sets. As usual, the area does not depend on the labelling. However the definition for paths ending east and ending north is slightly different.

**Definition 1.50.** Let $P \in \text{SQ}^E(n) \sqcup \text{PSQ}^E(n)$. Set

\[
c := -\min\{w_i(P) \mid i = 1, 2, \ldots, n\}
\]

\[
j := \min\{i \mid w_i(P) = -c\} - 1.
\]
We define
\[
\text{area}(P) := \sum_{i=1}^{n} w_i(P) + nc - j - c.
\]

For example, the path in Figure 17 has \( c = 4, j = 3 \) and area \( 31 - 3 - 4 = 24 \).

Definition 1.51. For \( P \in \text{SQ}^N(n) \cup \text{PSQ}^N(n) \) and \( c \) and \( j \) defined in the same way as in Definition 1.50, we set
\[
\text{area}(P) := \sum_{i=1}^{n} w_i(P) + nc - j
\]

Definition 1.52. For \( P \in \text{PSQ}^E(n) \) we define its diagonal inversions, \( \text{dinv} \) and \( \text{dinv reading word} \) in a way analogous to how we did it for labelled Dyck paths (see Definitions 1.5, 1.9 and 1.10).

Indeed these definitions still make sense, even if the letters of the area word of a square path ending east might be negative.

Next we define the \( \text{dinv} \) of unlabelled square paths.

Definition 1.53. Let \( P \in \text{SQ}^E(n) \cup \text{SQ}^N(n) \), we set
\[
\text{dinv}(P) := \sum_{1 \leq i < j \leq n} \chi(w_i(P) = w_j(P)) + \sum_{1 \leq i < j < n} \chi(w_i(P) = w_j(P) + 1) + \sum_{1 \leq i < n} \chi(w_i(P) = w_n(P) + 1 \text{ and } w_n(P) \geq 0),
\]
where \( \chi \) is the indicator function which is defined as \( \chi(P) = 1 \) if \( P \) is true and \( \chi(P) = 0 \) otherwise.

Notice that the last term means that the last step of a path ending north does not create secondary \( \text{dinv} \).

Finally, we define the bounce of unlabelled objects.

Definition 1.54. Let \( P \in \text{SQ}^E(n) \cup \text{SQ}^N(n) \). The bounce path of \( P \) starts at the point \((c + j, j)\) and travels north until it hits the beginning of an east step when it turns east until it hits the diagonal \( y = x - c \), where it turns north again, and so on. When it crosses the line \( y = n \), at the point \((n + m, n)\) it stops and starts again at the point \((m, 0)\). Here there is a slight difference between the definitions for paths ending east and paths ending north:

- if the path ends east, then if \( m = 0 \) the bounce path starts traveling east at the point \((0, 0)\), otherwise, it travels north;
- if the path ends north, then the bounce path always travels north starting from \((m, 0)\).

Then the path bounces on the end of east steps and again on the diagonal \( y = x - c \). It ends when it arrives at the point \((c + j, j)\). We then label the vertical steps of the bounce starting with 0’s (recall that the bounce path starts at \((c + j, j)\)) and
adding 1 every time the bounce path bounces. Finally, \( \text{bounce}(P) \) is defined to be the sum of the labels of the bounce path.

For an example, see Figure 18 whose bounce equals 15.

\[ \text{Figure 18. Example of a path in } SQ^E(n), \text{ its bounce path and its labels (left).} \]
CHAPTER 2

Conjectures

In this chapter we state two known conjectures, the Delta conjecture and a generalization of it, both appearing for the first time in [26], and three new conjectures. We also give an overview of the state of the art of these problems. We refer to Section 1.2 for the definitions of the combinatorial objects, and to Section 1.1 for the definitions of symmetric function theory.

2.1. The Delta conjecture

Most of the results in this paper relate to the Delta conjecture, first stated in [26], which gives two combinatorial interpretations of the symmetric functions of the form \( \Delta^k e_n \) where \( 1 \leq k \leq n \). It is therefore pertinent to give the full statement of this conjecture.

The Delta conjecture is in fact a pair of conjectures, generally referred to as the rise version and the valley version of the Delta conjecture. There is, as of yet, no proof that these two versions of the Delta conjecture are equivalent.

Their first statement in [26] is given in terms of labelled Dyck paths.

**Conjecture 2.1 (Delta conjecture).** For any integers \( n > k \geq 0 \),

\[
\Delta^k e_n = \sum_{D \in \text{LD}(n)} q^{\text{dinv}(D)} x^{\text{area}(D)} \prod_{i \in \text{Rise}(D)} \left( 1 + \frac{z}{t^{\mu_i(D)}} \right) x^D \bigg|_{z^k}
\]

\[
\Delta^k e_n = \sum_{D \in \text{LD}(n)} q^{\text{dinv}(D)} x^{\text{area}(D)} \prod_{i \in \text{Val}(D)} \left( 1 + \frac{z}{q^{d_i(D)+1}} \right) x^D \bigg|_{z^k}
\]

We should immediately notice that for \( k = 0 \) the Delta conjecture reduces to the Shuffle conjecture (see [24]), recently proved by Carlsson and Mellit [9] (see also [28]).

Again in [26], the authors reformulate Conjecture 2.1 in terms of decorated labelled Dyck paths.

**Proposition 2.2 ([26 Proposition 3.1]).** Let \( \text{Rise}_{n,k}(x; q, t) \) and \( \text{Val}_{n,k}(x; q, t) \) be equal to the right hand sides of equations (2.1) and (2.2) respectively. Then

\[
\text{Rise}_{n,k}(x; q, t) = \sum_{D \in \text{LDD}^+ k(n)} q^{\text{dinv}(D)} x^{\text{area}(D)} x^D
\]

\[
\text{Val}_{n,k}(x; q, t) = \sum_{D \in \text{LDD}^+ k(n)} q^{\text{dinv}(D)} x^{\text{area}(D)} x^D
\]

**Remark 2.3.** Notice that we use a slightly different notation for \( \text{Rise}_{n,k}(x; q, t) \) and \( \text{Val}_{n,k}(x; q, t) \) with respect to [26].
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2.1.1. State of the art. While not much is known about the valley version of the Delta conjecture, several special cases of the rise version have been proved, so in this work we will focus only on these. We summarise the most general progresses in the following table.

| Conditions | Reference |
|------------|-----------|
| $k = n - 2$ | 26        |
| $k = 0$    | 9         |
| $q = 1$    | 39        |
| $q = 0$ or $t = 0$ | 14 |
| $\langle \cdot, e_{n-dh_d} \rangle$ | Section 3.1 |
| $\langle \cdot, h_{n-dh_d} \rangle$ | Section 3.2 |

Moreover, combining our results in Section 3.1 with the results in 44, we get a “compositional” refinement of the Delta conjecture in the $\langle \cdot, e_{n-dh_d} \rangle$ case.

For more results related to the Delta conjecture, see also 27, 28, 30, 36 – 38, 42, 43.

2.2. The generalised Delta conjecture

In 26, the authors state a conjecture for a combinatorial interpretation of $\Delta_{h_n} \Delta'_{e_{n-k-1}} e_n$ in terms of partially labelled Dyck paths.

**Conjecture 2.4** ([26 Conjecture 7.4]).

$$\Delta_{h_n} \Delta'_{e_{n-k-1}} e_n = \sum_{D \in \text{PLD}(m,n)} q^{\text{dinv}(D)} t^{\text{area}(D)} x^D$$

We notice immediately that for $m = 0$ we recover precisely the Delta conjecture, that is why we call this the generalised Delta conjecture.

2.2.1. State of the art. We already observed that for $m = 0$ we recover the Delta conjecture, for which we already discussed the state of the art in Section 2.1.1

For $m \geq 1$, we have the following results:

| Conditions | Reference |
|------------|-----------|
| $m \geq 1$ and $\langle \cdot, e_{n-dh_d} \rangle$ | 10 |
| $m \geq 1$, and $q = 0$ or $t = 0$ | 11 |

2.3. Our conjecture with pmaj

We guess a similar formula, that uses the pmaj.

**Conjecture 2.5.**

$$\Delta_{h_n} \Delta'_{e_{n-k-1}} e_n = \sum_{D \in \text{PLD}(m,n)} q^{\text{area}(D)} t^{\text{pmaj}(D)} x^D$$

2.3.1. State of the art. Other than computer verification, in support of our conjecture, we have the following results:

| Conditions | Reference |
|------------|-----------|
| $m = 0$ and $\langle \cdot, e_{n-dh_d} \rangle$ | Section 3.1 |
| $k = n - 1$ and $\langle \cdot, e_n \rangle$ | Section 3.2 |

In the last case, in fact, we have some statistics preserving bijections that allow us to rewrite the conjecture in terms of polyominoes.
2.4. Our conjecture with polyominoes

We guess a similar conjecture, but with polyominoes.

**Conjecture 2.6.** For \( m, n \in \mathbb{N} \), it holds

\[
(qt)^{m+n+1} \Delta_{h_m} e_n = \sum_{P \in LPP(m+1, n+1)} q^\text{area}(P) t^{\text{maj}(P)} x^P.
\]

**2.4.1. State of the art.** Other than computer verification, in support of our conjecture, we have the following result:

| Conditions   | Reference |
|--------------|-----------|
| \((\cdot, e_{n+1})\) | [3] (see also Remark 3.7) |

2.5. Our square conjecture

In this section we explain how a simple combinatorial transformation translates the Delta conjecture for \( \Delta e_{n-1} e_n \) into a new square conjecture, similar to the one for \( \nabla \omega(p_n) \) proposed in [34] and proved in [40] after the breakthrough in [9]. In particular, we get a new \( q, t \)-square theorem out of it (see Section 3.5).

The interest in these observations relies into a more surprising one: the two symmetric functions \( \Delta e_{n-1} e_n \) and \( \nabla \omega(p_n) \) have the same evaluation at \( t = 1/q \). See Section 8.2 for a proof of this statement.

For \( P \in \text{PSQ}_E(n) \), set \( \delta(P) \) to be its dinv reading word.

**Conjecture 2.7.** For every \( n \geq 1 \)

\[(2.3) \quad \Delta_{e_{n-1}} e_n = \sum_{P \in \text{PSQ}_E(n)} q^{\text{dinv}(P)} t^{\text{area}(P)} Q_{\text{Des}(\delta(P)), n}. \]

A similar conjecture can be formulated using the square paths ending north.

**2.5.1. State of the art.** In support of our conjecture, we provide here its equivalence with the Delta conjecture for \( \Delta e_{n-1} e_n \).

Let \( \text{LDD}^a(n) \) be the set of labelled Dyck paths with \( k \) decorations on falls as in [26].

We describe a bijective map

\[(2.4) \quad \gamma_E : \text{PSQ}_E(n) \to \text{LDD}^{a_0}(n) \sqcup \text{LDD}^{a_1}(n).\]

We have \( \text{LDD}^{a_0}(n) \subseteq \text{PSQ}_E(n) \) and so we define \( \gamma_E|_{\text{LDD}^{a_0}(n)} \) to be the identity map.

Now take \( P \in \text{PSQ}_E(n) \) such that \( P \) is not a Dyck path. Create a labelled Dyck path \( D \) from \( P \) as follows: start from \((0, 0)\) by copying \( P \) and its labels starting from the point \((j + c, j)\). When we arrive at the end of \( P \) we add an extra horizontal step (thus creating a fall since \( P \) ended with an east step). Now continue \( D \) by copying \( P \) and its labels starting from \((0, 0)\). The path \( D \) ends when we reach the point \((c + j - 1, j)\) in \( P \). Finally decorate the fall that was created by adding the extra horizontal step. It is easy to see how to invert \( \gamma_E \). We refer to Figure 19 for an example.

We get that for all \( P \in \text{PSQ}_E(n) \)

\[
\text{area}(\gamma_E(P)) = \text{area}(P) \quad \text{and} \quad \text{dinv}(\gamma_E(P)) = \text{dinv}(P).
\]
Remark 2.8. Observe that a combinatorial formula for $\Delta e_{n-1} e_n$ in terms of labelled Dyck paths already appears in [7, Theorem 7.10] (the formula is now proved thanks to the results in [9]):

$$\Delta e_{n-1} e_n = \sum_{D \in \text{LD}(n)} [\text{ret}(D)]_1/t^\text{area}(D) q^\text{dinv}(D) x^D$$

where

$$\text{ret}(D) := \min\{i - 1 : a_i(D) = 0, i > 1\} \cup \{n\}.$$ 

To these authors, it is unclear how to relate this formula to Conjecture 2.7.
CHAPTER 3

Our results

In this section we give an account of most of our results. Also for this chapter, we refer to Section 1.2 for the definitions of the combinatorial objects, and to Section 1.1 for the definitions of symmetric function theory. Detailed proofs of all the statements can be found in Part 2.

3.1. A decorated $q,t$-Schröder

In \[26\] (half of Problem 8.1) and \[42\], Conjecture 5.2.1.1, the authors asked for a proof of the decorated version of the famous $q,t$-Schröder theorem of Haglund \[22\]. This is a combinatorial interpretation of the formula

\[
\langle \Delta'_{e_{a+b-k-1}} e_{a+b}, e_a h_b \rangle
\]

as a sum of weights $q^{\text{dinv}(D)} t^{\text{area}(D)}$ of decorated Dyck paths. We solve this problem, by providing two extra combinatorial interpretations of that same polynomial.

**Theorem 3.1.** For $a, b, k \in \mathbb{N}$, $a \geq 1$, $a + b \geq k + 1$, we have

\[
\langle \Delta'_{e_{a+b-k-1}} e_{a+b}, e_a h_b \rangle = \sum_{D \in \text{DD}(a+b)^{a+b}, \ast k} q^{\text{dinv}(D)} t^{\text{area}(D)}
\]

\[
= \sum_{D \in \text{DD}(a+b)^{a+b}, \ast k} q^{\text{area}(D)} t^{\text{bounce}(D)}
\]

\[
= \sum_{D \in \text{DD}(a+b)^{a+b}, \ast k} q^{\text{area}(D)} t^{\text{bounce}(D)}.
\]

See Section 7.2 for a proof of this theorem.

**Remark 3.2.** Observe that Remark 1.21 together with the discussion in Section 3.3 shows that equations (3.2) and (3.3) prove the case $m = 0$ and $\langle \cdot, e_{n-d} h_d \rangle$ of our Conjecture 2.5.

Notice that the equality (3.2) is indeed the case $\langle \cdot, e_a h_b \rangle$ of the Delta conjecture, once we “standardize” suitably our decorated Dyck paths (see Section 3.3 for more details).

In the previous theorem, to make the connection with Schröder paths explicit, the decorated peaks can be thought of as diagonal steps.

The proof of the equations (3.2) and (3.3) relies on showing that that both sides satisfy the same recursion and initial conditions. We state here the combinatorial recursion for the $q,t$-enumerator of $(\text{dinv}, \text{area})$:

Let $a, b, n, k \in \mathbb{N}$, with $1 \leq k \leq n$. Let $\text{DDd}(n)^{a,b}$ be the subset of $\text{DDd}(n)^{a,b}$ whose elements have an area word containing exactly $k$ zeros, and
set

$$\text{DDd}_{q,t}(n)_{\alpha \ast \beta} := \sum_{D \in \text{DD}(n)_{\alpha \ast \beta}} q^{\text{dinv}(D)} t^{\text{area}(D)}$$

$$\text{DDd}_{q,t}(n\backslash k)_{\alpha \ast \beta} := \sum_{D \in \text{DD}(n\backslash k)_{\alpha \ast \beta}} q^{\text{dinv}(D)} t^{\text{area}(D)}.$$

Since $\text{DD}(n)_{\alpha \ast \beta} = \bigsqcup_{k=1}^{n} \text{DD}(n\backslash k)_{\alpha \ast \beta}$, we have

$$\text{DDd}_{q,t}(n)_{\alpha \ast \beta} = \sum_{k=1}^{n} \text{DDd}_{q,t}(n\backslash k)_{\alpha \ast \beta},$$

and we already observed in Remark 1.22 that

$$\sum_{D \in \text{DD}(n)_{\alpha \ast \beta}} q^{\text{dinv}(D)} t^{\text{area}(D)} = \text{DDd}_{q,t}(n)_{\alpha \ast \beta} + \text{DDd}_{q,t}(n)_{\alpha-1 \ast \beta}.$$

We have a recursive formula for $\text{DDd}_{q,t}(n\backslash k)_{\alpha \ast \beta}$ (see Section 5.3 for a proof).

**Theorem 3.3.** Let $a, b, n, k \in \mathbb{N}$, with $1 \leq k \leq n$. Then

$$\text{DDd}_{q,t}(n\backslash k)_{\alpha \ast \beta} = \delta_{a,0} q^{\binom{n-k}{2}} \left[ \begin{array}{c} n-1 \\ b \end{array} \right] q,$$

and for $1 \leq k \leq n - 1$

$$\text{DDd}_{q,t}(n\backslash k)_{\alpha \ast \beta} = t^{n-k-a} \sum_{s=0}^{b} \sum_{i=0}^{a} \sum_{h=1}^{n-k} q^{k-s+i+1} \left[ \begin{array}{c} k \\ s \end{array} \right] q^{\left[ \begin{array}{c} h-1 \\ i \end{array} \right] q} \times \left[ \begin{array}{c} h+k-s-i-1 \\ h \end{array} \right] q \left( \text{DDd}_{q,t}(n-k\backslash h)_{\alpha \ast \beta} + \text{DDd}_{q,t}(n-k\backslash h)_{\alpha-1 \ast \beta} \right),$$

with initial conditions

$$\text{DDd}_{q,t}(0\backslash k)_{\alpha \ast \beta} = \text{DDd}_{q,t}(n\backslash 0)_{\alpha \ast \beta} = 0.$$

To prove equation (3.4), one more element is needed to switch the decorations on peaks and rises. We achieve this with a new combinatorial bijection.

**Theorem 3.4.** There exists a bijective map

$$\psi : \text{DD}(n)_{\alpha \ast \beta} \rightarrow \text{DD}(n)_{\alpha \ast \beta}$$

such that for all $D \in \text{DD}(n)_{\alpha \ast \beta}$

$$\text{area}(D) = \text{area}(\psi(D))$$

$$\text{pbounce}(D) = \text{pbounce}(\psi(D)).$$

See Section 5.2 for a proof of this theorem.

We also provide a purely combinatorial way of proving the equality of the right hand sides of equations (3.2) and (3.4) by proving that Halglund’s zeta map (also known as sweep map) switches the bistatistics and the decorations on peaks and rises.

**Theorem 3.5.** There exists a bijective map

$$\zeta : \text{DD}(n)_{\alpha \ast \beta} \rightarrow \text{DD}(n)_{\alpha \ast \beta}$$

such that for all $D \in \text{DD}(n)_{\alpha \ast \beta}$

$$\text{area}(D) = \text{area}(\zeta(D))$$

$$\text{pbounce}(D) = \text{pbounce}(\zeta(D)).$$

See Section 5.2 for a proof of this theorem.
such that for all \( D \in \text{DDd}(n)^{oa, e} \)
\[
\text{area}(D) = \text{bounce}(\zeta(D)) \\
\text{dinv}(D) = \text{area}(\zeta(D)).
\]

See Section 5.3 for a proof of this theorem.

### 3.2. A decorated \( q, t \)-Narayana

In [3] the authors give a combinatorial interpretation of the \( q, t \)-Narayana \( \langle \Delta_{h_m} e_{n+1}, e_n \rangle \) as a sum of weights \( q^{\text{area}(P)} t^{\text{bounce}(P)} \) (equivalently \( q^{\text{dinv}(P)} t^{\text{area}(P)} \)) of parallelogram polyominoes. We provide a combinatorial interpretation of the more general \( \langle \Delta_{h_m} e_{n+1}, s_{k+1,n-k} \rangle \) in terms of decorated parallelogram polyominoes (using the equivalent reduced version).

**Theorem 3.6.** For \( m, n, k \in \mathbb{N}, 0 \leq k \leq m \), we have
\[
\langle \Delta_{h_m} e_{n+1}, s_{k+1,n-k} \rangle = \sum_{P \in \text{RP}(m,n)^{+k}} q^{\text{dinv}(P)} t^{\text{area}(P)}
\]
\[
= \sum_{P \in \text{RP}(m,n)^{+k}} q^{\text{area}(P)} t^{\text{bounce}(P)}
\]

See Section 7.3 for a proof of this theorem.

**Remark 3.7.** Observe that the case \( k = 0 \) of this results combined with Proposition 1.40 gives essentially the main result in [3]. This same case, combined with Theorem 3.13 proves the case \( k = n - 1 \) and \( \langle \cdot, e_n \rangle \) of our Conjecture 2.5. Moreover, that same case, combined with Remark 1.32 and a discussion of the shuffles for labelled parallelogram polyominoes similar to the one in Section 3.3 proves also the case \( \langle \cdot, e_{n+1} \rangle \) of our Conjecture 2.4.

The proof of the previous theorem uses a recursive formula, that we are going to state here on the combinatorial side for the \( q, t \)-enumerator of \( (\text{dinv}, \text{area}) \):

Let \( \text{RP}(m\setminus r, n)^{+k} \) be the subset of \( \text{RP}(m, n)^{+k} \) whose area word has exactly \( r \) 0’s, and set
\[
\text{RP}_{q,t}(m\setminus r, n)^{+k} := \sum_{P \in \text{RP}(m,n)^{+k}} q^{\text{dinv}(P)} t^{\text{area}(P)}.
\]
Since \( \text{RP}(m, n)^{+k} = \bigsqcup_{k=1}^{m+1} \text{RP}(m\setminus r, n)^{+k} \), we have \( \text{RP}_{q,t}(m, n)^{+k} = \sum_{k=1}^{m+1} \text{RP}_{q,t}(m\setminus r, n)^{+k} \).

We have a recursive formula for \( \text{RP}_{q,t}(m\setminus r, n)^{+k} \) (see Section 6.2 for a proof).

**Theorem 3.8.** For \( m \geq 0, n \geq 0, k \geq 0 \), and \( 1 \leq r \leq m + 1 \), the polynomials \( \text{RP}_{q,t}(m\setminus r, n)^{+k} \) satisfy the recursion
\[
\text{RP}_{q,t}(m\setminus r, n)^{+k} = \sum_{s=1}^{n} \sum_{u=1}^{m-r+1} \sum_{h=0}^{s-1} q^{\binom{r+s-1}{s}} h^{\binom{s}{h}} q^{\sum_{h=0}^{k} \binom{s}{h}} \cdot \text{RP}_{q,t}(m-r\setminus u, n-s)^{+k-h}
\]
with initial conditions
\[
\text{RP}_{q,t}(m\setminus m + 1, n)^{+0} = \left[ \begin{array}{c} m + n \\ m \end{array} \right]_q
\]
and $RP_{q,t}(m \setminus r,0)^*k = \delta_{k,0} \delta_{r,m+1}$.

In [3] Section 4, the authors give a bijection $\zeta : PP(n,m) \to PP(m,n)$ swapping $(\text{area}, \text{bounce})$ and $(\text{dinv}, \text{area})$. In fact, the same map has a stronger property.

**THEOREM 3.9.** For $m \geq 1$, $n \geq 1$ and $k \geq 0$, the bijection $\zeta : PP(n,m) \to PP(m,n)$ in [3] Theorem 4.1 extends to a bijection

$$
\zeta : PP(n,m)^*k \to PP(m,n)^*k
$$

mapping the bistatistic $(\text{area}, \text{bounce})$ to $(\text{dinv}, \text{area})$.

See Section 6.1 for a proof of this theorem.

Essentially the same map translates into the setting of reduced parallelogram polyominoes.

**THEOREM 3.10.** For $m \geq 0$, $n \geq 0$ and $k \geq 0$, there is a bijection

$$
\tilde{\zeta} : RP(m,n)^*k \to RP(m,n)^*k
$$

mapping the bistatistic $(\text{area}, \text{bounce})$ to $(\text{dinv}, \text{area})$.

See Section 6.2 for a proof of this theorem.

Notice that this last theorem explains the equality (3.6).

We also found an interesting relation with the two car parking functions.

**THEOREM 3.11.** For $m \geq 0$, $n \geq 0$ and $k \geq 0$, there exists a bijection

$$
\phi : RP(m,n)^*k \to PF^2(m,n)^*k
$$

such that $(\text{dinv}(P), \text{area}(P)) = (\text{dinv}(\phi(P)), \text{area}(\phi(P)))$ for all $P \in RP(m,n)^*k$.

See Section 6.3 for a proof of this theorem.

This theorem (suitably interpreted) suggested the following identity.

**THEOREM 3.12.** Let $m,n,k \in \mathbb{N}$, $m \geq 0$, $n \geq 0$ and $n \geq k \geq 0$. Then

$$
\langle \Delta h_m e_{n+1}, s_{k+1,1}^n \rangle = \langle \Delta' e_{m+n-k-1} c_{m+n}, h_m h_n \rangle.
$$

In particular

$$
\langle \Delta h_m e_{n+1}, s_{k+1,1}^n \rangle = \langle \Delta h_n e_{m+1}, s_{k+1,1}^m \rangle.
$$

See Section 4.4 for a proof of this theorem.

The previous theorem is indeed the case $\langle \cdot, h_m h_n \rangle$ of the Delta conjecture, once we “standardize” the two car parking functions (see the next section for more details). This proves the remaining half of Problem 8.1 in [26], by proving Conjecture 5.2.2.1 in [42] (the other half of Problem 8.1 is solved in Section 3.1). See Section 6.2 for the recursion giving in fact a refinement of this theorem.
3.3. Links with the Delta conjecture

In this section, we explain how the results of the previous two sections are special cases of the Delta conjecture. In order to do this we will use the theory of shuffles from [24] (see also [29, Chapter 6]).

We recall that the rise version of the Delta conjecture predicts that

\[
\Delta_{e_{n-k-1}} e_n = \sum_{D \in \text{LDD}^\ast(n)} q^{\text{dinv}(D)} t^{\text{area}(D)} x^D.
\]

The labels of a labelled Dyck path are not required to be distinct.

**Definition 3.14.** A parking decorated Dyck path is a labelled decorated Dyck path whose labels are exactly the numbers from 1 to \(n\).

We will describe a way of relabelling a labelled decorated Dyck path into a parking decorated Dyck path, without changing the dinv and area statistics.

Recall that, given a labelled Dyck path \(D\), its dinv reading word is obtained by reading the labels of the path along the diagonals, from left to right, starting with the main diagonal.

**Definition 3.15.** The reverse dinv reading word is the word obtained by reading the dinv reading word from right to left. For \(D \in \text{LDD}^\ast(n)\) we denote by \(r(D)\) its reverse dinv reading word.

For example, the reverse dinv reading word of the left path in Figure 20 is 35131322.

**Definition 3.16.** Given an ordered set of distinct integers \((a_1, ..., a_l)\) with \(1 \leq a_i \leq n\) and \(\sigma \in S_n\), we say that \(\sigma\) is an \((a_1, ..., a_l)\)-shuffle if the relative order of the \(a_i\) is preserved in \(\sigma\). In other words, \(a_i\) occurs before \(a_i+1\) in \(\sigma_1 \ldots \sigma_n\).

Given a composition \(\mu\) of \(n\), we say that \(\sigma \in S_n\) is a \(\mu\)-shuffle if it is a shuffle of \((1, 2, ..., \mu_1), (\mu_1 + 1, ..., \mu_1 + \mu_2), \ldots\).

For example, if \(\mu = (2, 2)\), then the \(\mu\)-shuffles are 1234 1324 3124 3142 3412 3412.

**Definition 3.17.** Let \(D \in \text{LDD}^\ast(n)\) be such that its labels consist of \(\mu_1\) 1’s, \(\mu_2\) 2’s and so forth. As such, \(\mu = (\mu_1, \mu_2, \ldots)\) is a weak composition of \(n\). We define the standardization \(s(D)\) of \(D\) by keeping the same Dyck path and replacing the 1’s by 1, 2, \ldots \(\mu_1\), the 2’s by \(\mu_1 + 1, \ldots, \mu_1 + \mu_2\), and so on, such that the reverse dinv reading word of \(s(D)\) is a \(\mu\)-shuffle.

See Figure 20 for an example. It is not hard to see that \(\text{dinv}(\sigma(D)) = \text{dinv}(D)\). And of course, since the area does not depend on the labelling, we have also \(\text{area}(\sigma(D)) = \text{area}(D)\).

**Proposition 3.18.** The rise version of the Delta conjecture (equation (3.10)) is equivalent to

\[
\langle \Delta_{e_{n-k-1}} e_n, h_\mu \rangle = \sum_{D \in \text{LDD}(n)^k, r(D) \text{ is a } \mu\text{-shuffle}} q^{\text{dinv}(D)} t^{\text{area}(D)} D.
\]

for all partitions \(\mu\) of \(n\).
Proof. Take $\mu = (\mu_1, \mu_2, \ldots)$ a partition of $n$. The coefficient of $x_{\mu_1}^{d_1}x_{\mu_2}^{d_2} \ldots$ on the right hand side of (3.10) is the sum of $q^{\text{dinv}(D)}q^{\text{area}(D)}$, where $D$ are all the paths in $\text{LDD}(n)^*k$ whose labels are $\mu_1$ 1’s, $\mu_2$ 2’s, etc. Replacing each of these paths by its standardization, this coefficient is exactly equal to

$$
\sum_{D \in \text{LDD}(n)^*k} q^{\text{dinv}(D)}q^{\text{area}(D)},
$$

indeed no two differently labelled (decorated) Dyck paths with the same set of labels have the same standardization. Since $\Delta'_e_{n-k-1}e_n$ is symmetric it follows that the rise version of the Delta conjecture holds if and only if

$$
\Delta'_e_{n-k-1}e_n|_{m\mu} = \sum_{D \in \text{LDD}(n)^*k} q^{\text{dinv}(D)}q^{\text{area}(D)},
$$

for all $\mu$ partition of $n$ and so the proposition follows because

$$
\Delta'_e_{n-k-1}e_n|_{m\mu} = \langle \Delta'_e_{n-k-1}e_n, h_{m\mu} \rangle.
$$

Corollary 3.19. The first equation in Theorem 3.13 is the case $\langle \cdot, h_mh_n \rangle$ of the Delta conjecture.

Proof. The result referred to is

$$
\langle \Delta'_{e_{m+n-k-1}}e_{m+n}, h_mh_n \rangle = \sum_{D \in \text{PF}^2(m,n)^*k} q^{\text{dinv}(D)}q^{\text{area}(D)},
$$

So setting $\mu = (m, n)$ and doing the change of variables $n \rightarrow n + m$ in Proposition 3.18 yields

$$
\langle \Delta'_{e_{m+n-k-1}}e_{m+n}, h_mh_n \rangle = \sum_{D \in \text{LDD}(n)^*k} q^{\text{dinv}(D)}q^{\text{area}(D)},
$$

because $h_{(m,n)} = h_mh_n$ by definition. The right hand sides of these equations coincide because standardizing the paths in the former yields the latter without changing the statistics. \hfill \Box
3.3. Links with the Delta conjecture

Definition 3.20. Let $\mu$ and $\nu$ be partitions such that $|\mu| + |\nu| = n$, then $\sigma \in \mathfrak{S}_n$ is a $\mu, \nu$-shuffle if it is a shuffle of the decreasing sequences $(\nu_1, \ldots, 2, 1)$, $(\nu_1 + \nu_2, \ldots, \nu_1)$, and the increasing sequences $(|\nu| + 1, \ldots, |\nu| + \mu_1), (|\nu| + \mu_1 + 1, \ldots, |\nu| + \mu_1 + \mu_2), \ldots$. To link our $q,t$-Schröder result to the Delta conjecture we use [29] Theorem 6.10:

Theorem 3.21. Let $f[Z]$ be a symmetric function of homogeneous degree $n$ and $c(\sigma)$ a family of constants. If

$$\langle f, h_\mu \rangle = \sum_{\sigma \in \mathfrak{S}_n, \sigma \text{ is a } \mu\text{-shuffle}} c(\sigma)$$

holds for all compositions $\mu$ of $n$ then

$$\langle f, e_\nu h_\mu \rangle = \sum_{\sigma \in \mathfrak{S}_n, \sigma \text{ is a } \mu, \nu\text{-shuffle}} c(\sigma)$$

holds for all pairs of compositions $\mu, \nu$.

We refer to [29] for the proof.

Corollary 3.22. The equation (3.2) in Theorem 3.1 is the case $\langle , e_a h_b \rangle$ of the Delta conjecture.

Proof. Taking $f = \Delta'_{e_{n-k-1}} e_n$ and

$$c(\sigma) = \sum_{D \in \text{LDD}^k(n)} q^{\text{dinv}(D)} t^{\text{area}(D)}$$

the hypothesis of Theorem 3.21 is satisfied by Proposition 3.18. Therefore, its conclusion holds and we have

$$\langle \Delta'_{e_{n-k-1}} e_n, e_\nu h_\mu \rangle = \sum_{\sigma \in \mathfrak{S}_n, \sigma \text{ is a } \mu, \nu\text{-shuffle}} \sum_{D \in \text{LDD}^k(n) \text{ such that } r(D) = \sigma} q^{\text{dinv}(D)} t^{\text{area}(D)}$$

Taking $\mu = (a)$, $\nu = (b)$ and making the change of variable $n \to a + b$ we obtain

$$\langle \Delta'_{e_{a+b-k-1}} e_{a+b}, e_a h_b \rangle = \sum_{D \in \text{LDD}^k(a+b) \text{ such that } r(D) \text{ is a } (a), (b)\text{-shuffle}} q^{\text{dinv}(D)} t^{\text{area}(D)}$$

So we have to show that the right hand side of this equation equals the right hand side of the first result in Theorem 3.1

$$\sum_{D \in \text{LDD}^k(a+b) \text{ such that } r(D) \text{ is a } (a), (b)\text{-shuffle}} q^{\text{dinv}(D)} t^{\text{area}(D)} = \sum_{D \in \text{DD}(a+b)^{\text{ch}, k}} q^{\text{dinv}(D)} t^{\text{area}(D)}$$

In other words if $S := \{ D \in \text{LDD}^k(a+b) \mid r(D) \text{ is an } (a), (b)\text{-shuffle} \}$ we need a bijection $\alpha : S \to \text{DD}(a+b)^{\text{ch, k}}$ that preserves the statistics dinv and area.
Let $D \in S$, define the underlying the Dyck path of $\alpha(D)$ to be the same as underlying the Dyck path of $D$. Decorate the same rises in $\alpha(D)$ as in $D$. It follows that the area is preserved by $\alpha$. Since $r(D)$ is an $(a), (b)$-shuffle, the $b$ largest labels of $D$ occur in decreasing order in $r(D)$. Since the labels must be increasing in columns, it follows from the definition of $r(D)$ that these $b$ biggest labels must be labelling peaks. Decorate these $b$ peaks and forget about the labels: we obtain a path $\alpha(D)$ in $\mathbb{D}(a + b)^{\circ b, \ast k}$.

For example, the path $D$ on the left in Figure 21 has $r(D) = 65748321$ which is a shuffle of $54321$ and $678$. We decorate the three peaks labelled by $6, 7$ and $8$ and forget about the labels to obtain the path on the right.

It follows almost directly from the definitions of the dinv on these two sets that for any path $D \in S$ we have $\text{dinv}(\alpha(D)) = \text{dinv}(D)$.

It is easy to see that this map is invertible.

![Figure 21. The map $\alpha : S \rightarrow \mathbb{D}(a + b)^{\circ b, \ast a}$](image)

3.4. A symmetry result

In [44], Zabrocki established a consequence of the Delta conjecture, the so called 4-variable Catalan conjecture. In fact, this conjecture, stated in [26], makes other predictions that have not been explained in [44]. We managed to prove one of them:

**Theorem 3.23.** For $n > k + \ell$, the following expression is symmetric in $k$ and $\ell$:

\[
\langle \Delta h \Delta_{e_{n-k-\ell-1}} e_{n-k}, e_{n-k} \rangle.
\]

We provide both an algebraic and a combinatorial proof of this fact. The combinatorial proof (see Section 7.2) relies on the $\psi$-map of Theorem 3.4. The algebraic one (see Section 4.4.2) uses the following theorem.

**Theorem 3.24.** For all $a, b, k \in \mathbb{N}$, with $a \geq 1$, $b \geq 1$ and $1 \leq k \leq a$, we have

\[
\langle \Delta'_{e_{a+b-k}} e_{a+b-k}, e_{a+b-k} \rangle = \langle \Delta h \Delta'_{e_{a+b-k}} e_{a+b-k}, e_{a+b-k} \rangle.
\]

See Section 4.4.1 for a proof of this theorem.
3.5. A new $q,t$-square

Combining the results in Section 3.1 with the discussion in Section 2.5, we get the following interpretation of $\langle \Delta e_{n-1} e_n, e_n \rangle$ in terms of square paths.

**Theorem 3.25.** We have
\begin{align*}
\langle \Delta e_{n-1} e_n, e_n \rangle &= \sum_{P \in SQ^E(n)} q^{\text{area}(P)} t^{\text{bounce}(P)} = \sum_{P \in SQ^E(n)} q^{\text{dinv}(P)} t^{\text{area}(P)}.
\end{align*}
\begin{align*}
\langle \Delta e_{n-1} e_n, e_n \rangle &= \sum_{P \in SQ^N(n)} q^{\text{area}(P)} t^{\text{bounce}(P)} = \sum_{P \in SQ^N(n)} q^{\text{dinv}(P)} t^{\text{area}(P)}.
\end{align*}

See Section 8.1 for a proof of this theorem.

We also make the interesting observation that there is a connection between this new $q,t$-square and the older one proved in [34] as a combinatorial interpretation of $\langle \Delta e_n, e_n \rangle$.

**Proposition 3.26.** We have
\begin{align*}
\langle \Delta e_{n-1} e_n, e_n \rangle |_{t=1/q} &= \langle \Delta e_n, e_n \rangle |_{t=1/q} = q^{-\binom{n}{2}} \frac{1}{1 + q^n} \binom{2n}{n}.
\end{align*}

See Section 8.2 for a proof of this proposition.

In fact in Section 8.2 we will suggest that this link between the two $q,t$-square theorems could be just an instance of a more general phenomenon.

3.6. Symmetric functions identities

Other than the ones mentioned in previous sections, we would like to highlight here some of the most important new symmetric functions identities that we prove in this paper in order to get the mentioned results.

The most important (and technical) one is the following summation formula. This is a generalization of a theorem implicit in a work of Haglund (e.g. see equation (2.38) in [22]).

**Theorem 3.27.** For $m,k \geq 1$ and $\ell \geq 0$, we have
\begin{align*}
&\sum_{\gamma \vdash m} \tilde{H}_\gamma[X] h_k[(1-t)B_\gamma] e_\ell[B_\gamma]
= \sum_{j=0}^\ell t^{j-1} \sum_{s=0}^k q^{\binom{s}{2}} \binom{s+j}{s} \binom{k+j-1}{s+j-1} q^{h_{s+j}} \binom{X}{1-q} h_{\ell-j} \binom{X}{M} e_{m-s-\ell} \binom{X}{M}.
\end{align*}

See Section 4.2 for the proof of this theorem.

The following result shows a surprisingly tight relation between the square conjecture in [34] and our Conjecture 2.7.
Theorem 3.29. We have

\[ \Delta_{e_n} \omega(p_n) \bigg|_{t=1/q} = \Delta_{e_{n-1}} e_n \bigg|_{t=1/q}. \]

See Section 8.2 for a proof of this theorem.

The following result suggests that Proposition 3.26 is not just an isolated coincidence.

Proposition 3.30. For any \( f \in \Lambda(k) \) we have

\[ \langle \Delta f e_n, e_{n-1} e_1 \rangle \bigg|_{t=1/q} = \langle \Delta f \omega(p_n), e_n \rangle \bigg|_{t=1/q}. \]

See Section 8.2 for a proof of this proposition.

3.7. A few open problems

Other than the open questions in [26] that we did not answer, our work leaves open a few natural combinatorial questions. We refer to Section 5.3 for the missing definitions.

For example, consider the identity

\[ DDD_{q,t}(nkHz^a)^{*,b} = \sum_{j=0}^{n-k} DDP_{q,t}(nkHz^j)^{*,b}, \]

which is obtained by combining Theorem 7.1 with Theorem 4.16. There should be a bijective explanation of this identity. Notice that, summing over \( k \), this would lead to a bijective explanation of the identity

\[ DDD_{q,t}(n)^{*,b} = DDP_{q,t}(n)^{*,b}, \]

coming from Theorem 7.2.

We observe here that for \( b = 0 \) these explanations are provided by the bijection given in [13], so it is conceivable to look for an extension of that bijection to objects with decorated rises.

Another natural problem is the following: assuming Conjecture 2.7 and recalling the results in [40], find a combinatorial explanation of Theorem 3.29.
Part 2

Proofs
CHAPTER 4

Symmetric functions

In this chapter we provide most of our results on symmetric functions. We start with a section that, together with Section 1.1, indicates most of the notations and the results that we will use in the rest of the paper.

4.1. Basic identities

We integrate here Section 1.1 with more notations, and we introduce some basic identities that we will use all along this article. Again, the main references that we will use for symmetric functions are [35] and [41].

As we already said, we will make extensive use of the plethystic notation.

We have for example the addition formulas

\[ p_k[X + Y] = p_k[X] + p_k[Y] \quad \text{and} \quad p_k[X - Y] = p_k[X] - p_k[Y], \]

and

\[ e_n[X + Y] = \sum_{i=0}^{n} e_{n-i}[X]e_i[Y] \quad \text{and} \quad h_n[X + Y] = \sum_{i=0}^{n} h_{n-i}[X]h_i[Y]. \]

Notice in particular that \( p_k[-X] \) equals \( -p_k[X] \) and not \( (-1)^k p_k[X] \). As the latter sort of negative sign can be also useful, it is customary to use the notation \( \epsilon \) to express it: we will have \( p_k[\epsilon X] = (-1)^k p_k[X] \), so that, in general,

\[ f[\epsilon X] = \omega f[X] \]

for any symmetric function \( f \), where \( \omega \) is the fundamental algebraic involution which sends \( e_k \) to \( h_k \), \( s_\lambda \) to \( s_\lambda' \), and \( p_k \) to \( (-1)^{k-1} p_k \).

With our definition of the Hall scalar product on symmetric functions, we have the orthogonality

\[ \langle p_\lambda, p_\mu \rangle = z_\mu \chi(\lambda = \mu) \]

which defines the integers \( z_\mu \), where \( \chi(\mathcal{P}) = 1 \) if the statement \( \mathcal{P} \) is true, and \( \chi(\mathcal{P}) = 0 \) otherwise.

Recall the Cauchy identities

\[ e_n[XY] = \sum_{\lambda \vdash n} s_\lambda[X]s_\lambda[Y] \quad \text{and} \quad h_n[XY] = \sum_{\lambda \vdash n} s_\lambda[X]s_\lambda[Y]. \]

With the symbol “\( \perp \)” we denote the operation of taking the adjoint of an operator with respect to the Hall scalar product, i.e.

\[ \langle f^\perp g, h \rangle = \langle g, fh \rangle \quad \text{for all} \quad f, g, h \in \Lambda. \]

We introduce also the operator

\[ \tau_z f[X] := f[X + z] \quad \text{for all} \quad f[X] \in \Lambda, \]

\[ z \in \mathbb{Z}. \]
so for example
\[(4.8)\]
\[\tau_{-\epsilon} f[X] = f[X - \epsilon] \quad \text{for all } f[X] \in \Lambda.\]

The operator \(\tau_z\) can be computed using the following formula (see [17, Theorem 1.1] for a proof):
\[(4.9)\]
\[\tau_z = \sum_{r \geq 0} z^r h^\perp_r.\]

We record here also the following well-known identity (see [19, Lemma 2.1] for a proof).

For all \(\mu \vdash n\) we have
\[(4.10)\]
\[s_{\mu}[1-u] = \begin{cases} (-u)^r (1-u) & \text{if } \mu = (n-r,1^r) \text{ for some } r \in \{0,1,2,\ldots,n-1\}, \\ 0 & \text{otherwise}. \end{cases}\]

We refer also to [29] for more informations on this topic.

### 4.1.1. Macdonald symmetric function toolkit.

With the notation of Section 1.1, we set
\[(4.11)\]
\[B_\mu := B_\mu(q,t) = \sum_{\lambda \vdash n} q^{a_\mu(c)} t^{t_\mu(c)} \]
\[(4.12)\]
\[D_\mu := D_\mu(q,t) = M B_\mu(q,t) - 1 \]
\[(4.13)\]
\[T_\mu := T_\mu(q,t) = \prod_{c \vdash \mu} q^{a_\mu(c)} t^{t_\mu(c)} \]
\[(4.14)\]
\[\Pi_\mu := \Pi_\mu(q,t) = \prod_{c \vdash \mu/(1)} (1 - q^{a_\mu(c)} t^{t_\mu(c)}) \]
\[(4.15)\]
\[w_\mu := w_\mu(q,t) = \prod_{c \vdash \mu} (q^{a_\mu(c)} - t^{t_\mu(c)+1}) (t^{t_\mu(c)} - q^{a_\mu(c)+1}).\]

Notice that
\[(4.16)\]
\[B_\mu = e_1[B_\mu] \quad \text{and} \quad T_\mu = e_{|\mu|}[B_\mu].\]

It is useful to introduce the so called \textit{star scalar product} on \(\Lambda\) given by
\[\langle p_\lambda, p_\mu \rangle_\ast = (-1)^{|\mu|-|\lambda|} \prod_{i=1}^{\ell(\mu)} (1 - q^{a_\mu(c)}) (1 - t^{t_\mu(c)}) \zeta_\mu \chi(\lambda = \mu).\]

For every symmetric function \(f[X]\) and \(g[X]\) we have (see [17, Proposition 1.8])
\[(4.17)\]
\[\langle f, g \rangle_\ast = \langle \omega \phi f, g \rangle = \langle \phi \omega f, g \rangle\]
where
\[(4.18)\]
\[\phi f[X] := f[M X] \quad \text{for all } f[X] \in \Lambda.\]

For every symmetric function \(f[X]\) we set
\[(4.19)\]
\[f^\ast = f^\ast[X] := \phi^{-1} f[X] = f \left\lfloor \frac{X}{M} \right\rfloor.\]

Then for all symmetric functions \(f, g, h\) we have
\[(4.20)\]
\[\langle h^\perp f, g \rangle_\ast = \langle h^\perp f, \omega \phi g \rangle = \langle f, \omega \phi g \rangle = \langle f, \omega \phi((\omega h)^\ast \cdot g) \rangle = \langle f, (\omega h)^\ast \cdot g \rangle_\ast,\]
so the operator \( h^\perp \) is the adjoint of the multiplication by \((\omega h)^*\) with respect to the star scalar product.

It turns out that the Macdonald polynomials are orthogonal with respect to the star scalar product: more precisely

\[
(\nabla_{\mu}\nabla_{\lambda})_* = w_{\mu}(q,t)\chi(\lambda = \mu).
\]

These orthogonality relations give the following Cauchy identities

\[
e_n \left[ \frac{XY}{M} \right] = \sum_{\mu \vdash n} \nabla_{\mu}[X] \nabla_{\mu}[Y] / w_{\mu} \quad \text{for all } n.
\]

We will use the following form of Macdonald-Koornwinder reciprocity (see [35, p. 332] or [17]): for all partitions \( \alpha \) and \( \beta \)

\[
\nabla_{\alpha}[MB_{\beta}] / \Pi_{\alpha} = \nabla_{\beta}[MB_{\alpha}] / \Pi_{\beta}.
\]

One of the most important identities in this theory is the following one (see [17, Theorem I.2]): for every symmetric function \( f[X] \) and every partition \( \mu \), we have

\[
\langle f[X], \nabla_{\mu}[X + 1] \rangle_* = \nabla^{-1} \tau^{-e} f[X] |_{X=D_{\mu}}.
\]

4.1.2. Pieri rules and summation formulae. For a given \( k \geq 1 \), we define the Pieri coefficients \( c^{(k)}_{\mu \nu} \) and \( d^{(k)}_{\mu \nu} \) by setting

\[
h^\perp_k \nabla_{\mu}[X] = \sum_{\nu \subset_k \mu} c^{(k)}_{\mu \nu} \nabla_{\nu}[X],
\]

\[
e_k \left[ \frac{X}{M} \right] \nabla_{\mu}[X] = \sum_{\mu \supset_k \nu} d^{(k)}_{\mu \nu} \nabla_{\mu}[X].
\]

The following identity is [6, Proposition 5], written in the notation of [18], which is coherent with ours:

\[
e^{(k+1)}_{\mu \nu} = \frac{1}{B_{\mu \nu}} \sum_{\nu \subset_k \alpha \subset_k \mu} c^{(k)}_{\mu \nu} c^{(1)}_{\alpha \nu} T_{\alpha \nu} \quad \text{with } B_{\mu \nu} := B_{\mu} - B_{\nu},
\]

where \( \nu \subset_k \mu \) means that \( \nu \) is contained in \( \mu \) (as Ferrers diagrams) and \( \mu \) has \( k \) lattice cells, and the symbol \( \mu \supset_k \nu \) is analogously defined. It follows from [4721] that

\[
c^{(k)}_{\mu \nu} = \frac{w_{\mu}}{w_{\nu}} d^{(k)}_{\mu \nu}.
\]

For every \( m \in \mathbb{N} \) with \( m \geq 1 \), and for every \( \gamma \vdash m \), we have

\[
B_{\gamma} = e_1[B_{\gamma}]
\]

(1) \[
= (\nabla_{\gamma}, e_1 h_{m-1})
\]

(2) \[
= (\nabla_{\gamma}, h_1 h_{m-1})
\]

(3) \[
= (h^\perp \nabla_{\gamma}, h_{m-1})
\]

(4) \[
= \sum_{\delta \subset_1 \gamma} c^{(1)}_{\gamma \delta} (\nabla_{\delta}, h_{m-1})
\]

(5) \[
= \sum_{\delta \subset_1 \gamma} c^{(1)}_{\gamma \delta},
\]
so we get the well-known summation formula
\[(4.29) \quad B_\gamma = \sum_{\delta \subset \gamma} c^{(1)}_{\gamma \delta}.
\]

**4.1.3. q-notation.** Using the notation in Section 1.1, recall the well-known recursion
\[(4.30) \quad \begin{bmatrix} n \n \k \end{bmatrix}_q = q^k \begin{bmatrix} n-1 \n \k \end{bmatrix}_q + \begin{bmatrix} n-1 \n \k-1 \end{bmatrix}_q q^{n-k} \begin{bmatrix} n-1 \n \k-1 \end{bmatrix}_q.
\]

Recall also the standard notation for the \(q\)-rising factorial
\[(4.31) \quad (a; q)_n := (1 - a)(1 - qa)(1 - q^2a) \cdots (1 - q^{n-1}a).
\]

It is well-known (cf. [41, Theorem 7.21.2]) that (recall that \(h_0 = 1\))
\[(4.32) \quad h_k[[n]]_q = \left(\frac{q^n}{q}; q\right)_k \begin{bmatrix} n \n \k \end{bmatrix}_q = \begin{bmatrix} n+k-1 \n \k \end{bmatrix}_q \quad \text{for } n \geq 1 \text{ and } k \geq 0,
\]
and (recall that \(e_0 = 1\))
\[(4.33) \quad e_k[[n]]_q = q^{(\frac{k}{2})} \begin{bmatrix} n \n \k \end{bmatrix}_q \quad \text{for all } n, k \geq 0.
\]

Also (cf. [41, Corollary 7.21.3])
\[(4.34) \quad h_k \left[ \frac{1}{1-q} \right] = \frac{1}{(q; q)_k} = \prod_{i=1}^{k} \frac{1}{1-q^i} \quad \text{for } k \geq 0,
\]
and
\[(4.35) \quad e_k \left[ \frac{1}{1-q} \right] = q^{(\frac{k-1}{2})} \left(\frac{q}{q}; q\right)_k = q^{(\frac{k-1}{2})} \prod_{i=1}^{k} \frac{1}{1-q^i} \quad \text{for } k \geq 0.
\]

**4.1.4. Useful identities.** In this section we collect some results from the literature that we are going to use later in the text.

The symmetric functions \(E_{n,k}\) were introduced in [15] by means of the following expansion:
\[(4.36) \quad e_n \left[ X \frac{1-z}{1-q} \right] = \sum_{k=1}^{n} \left(\frac{z}{q}; q\right)_k E_{n,k}.
\]
Notice that setting \(z = q^j\) in (4.36), we get
\[(4.37) \quad e_n \left[ X \frac{1-q^j}{1-q} \right] = \sum_{k=1}^{n} \left(\frac{q^j}{q}; q\right)_k E_{n,k} = \sum_{k=1}^{n} \begin{bmatrix} k+j-1 \n \k \end{bmatrix}_q E_{n,k}.
\]
In particular, for \(j = 1\), we get
\[(4.38) \quad e_n = E_{n,1} + E_{n,2} + \cdots + E_{n,n}.
\]

The following identity is proved in [15, Proposition 2.2]:
\[(4.39) \quad \tilde{H}_\mu[[1-t](1-q^j)] = (1-q^j) \Pi \rho h_j[[1-t]B_\mu].
\]
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So, using (4.22) with \( Y = [j]_q = \frac{1 - q^j}{1 - q} \), we get

\[
\sum_{\mu \vdash n} \tilde{H}_\mu[X]\tilde{H}_\mu[(1-t)(1-q^j)] = (1-q^j)\sum_{\mu \vdash n} \Pi_\mu \tilde{H}_\mu[X]h_j[(1-t)B_\mu].
\]

(4.40)

For \( \mu \vdash n \), Macdonald proved (see [35] p. 362) that

\[
\langle \tilde{H}_\mu, s_{(n-r,1^r)} \rangle = e_r[B_\mu - 1],
\]

so that, since by Pieri rule \( e_r h_{n-r} = s_{(n-r,1^r)} + s_{(n-r+1,1^{r-1})} \),

\[
\langle \tilde{H}_\mu, e_r h_{n-r} \rangle = e_r[B_\mu].
\]

The following well-known identity is an easy consequence of (4.42).

**Lemma 4.1.** For any symmetric function \( f \in \Lambda(n) \),

\[
\langle \Delta_{e_d} f, h_n \rangle = \langle f, e_d h_{n-d} \rangle.
\]

(4.43)

**Proof.** Checking it on the Macdonald basis elements \( \tilde{H}_\mu \in \Lambda(n) \), using (4.42), we get

\[
\langle \Delta_{e_d} \tilde{H}_\mu, h_n \rangle = e_d[B_\mu] \langle \tilde{H}_\mu, h_n \rangle = e_d[B_\mu] = \langle \tilde{H}_\mu, e_d h_{n-d} \rangle.
\]

The following lemma is due to Haglund.

**Lemma 4.2 ([22] Corollary 2).** For positive integers \( d, n \) and any symmetric function \( f \in \Lambda(n) \),

\[
\langle \Delta_{\omega f} e_d, h_n \rangle = \langle \Delta_{\omega f} e_d, h_d \rangle.
\]

(4.44)

The following theorem is due to Haglund.

**Theorem 4.3 ([22] Theorem 2.11).** For \( n, k \in \mathbb{N} \) with \( 1 \leq k \leq n \),

\[
\langle \Delta_{s_\lambda} \nabla E_{n,k}, h_n \rangle = \delta_{n,k},
\]

where \( \delta_{n,k} \) is the Kronecker delta function, i.e. \( \delta_{n,k} = 1 \) if \( n = k \) and \( \delta_{n,k} = 0 \) if \( n \neq k \).

In addition, if \( m > 0 \) and \( \lambda \vdash m \),

\[
\langle \Delta_{s_\lambda} \nabla E_{n,k}, h_n \rangle = t^{n-k} \sum_{\mu \vdash m} \frac{(1-q^k)[(1-t)B_\mu]h_{n-k}[B_\mu]l_{n-k}[B_\mu] \Pi_\mu \tilde{K}_\nu}{w_\mu}.
\]

(4.45)

or equivalently

\[
\langle \Delta_{s_\lambda} \nabla E_{n,k}, h_n \rangle = t^{n-k} \sum_{\mu \vdash m} \frac{(1-q^k)[(1-t)B_\mu]h_{n-k}[B_\mu]l_{n-k}[B_\mu] \Pi_\mu \tilde{K}_\nu}{w_\mu}.
\]

(4.46)

We need another theorem of Haglund: the following is essentially [22] Theorem 2.5].
THEOREM 4.4. For $k, n \in \mathbb{N}$ with $1 \leq k \leq n$,
\begin{equation}
\nabla E_{n,k} = t^{n-k}(1-q^k)\Pi h_k \left[ \frac{X}{1-q} \right] h_{n-k} \left[ \frac{X}{M} \right],
\end{equation}
where $\Pi$ is the invertible linear operator defined by
\begin{equation}
\Pi \tilde{H}_\mu[X] = \Pi_\mu \tilde{H}_\mu[X] \quad \text{for all } \mu.
\end{equation}

The following expansions are well-known, and they can be deduced from the Cauchy identities (4.22).

**Proposition 4.5.** For $n \in \mathbb{N}$ we have
\begin{equation}
e_n[X] = e_n \left[ \frac{X M}{M} \right] = \sum_{\mu \vdash n} MB_\mu \Pi_\mu \tilde{H}_\mu[X] / \omega_\mu.
\end{equation}
Moreover, for all $k \in \mathbb{N}$ with $0 \leq k \leq n$, we have
\begin{equation}
h_k \left[ \frac{X}{M} \right] e_n - k \left[ \frac{X}{M} \right] = \sum_{\mu \vdash n} e_k[B_\mu] \tilde{H}_\mu[X] / \omega_\mu.
\end{equation}

4.2. A summation formula

This section is the most technically demanding part of the paper and it is devoted to prove the following theorem.

**Theorem 4.6.** For $m, k \geq 1$ and $\ell \geq 0$, we have
\begin{equation}
\sum_{\gamma \vdash m} \frac{\tilde{H}_\gamma[X]}{\omega_\gamma} h_k[(1-t)B_\gamma] e_\ell[B_\gamma] = \ldots
\end{equation}

\[= \sum_{j=0}^\ell \sum_{s=0}^k \binom{s+j}{s} \binom{k+j-1}{s+j-1} q^s \frac{X}{1-q} \frac{X}{M} e_{m-s-\ell} \left[ \frac{X}{M} \right].\]

**4.2.1. Two special cases.** We start by establishing two special cases of this formula: the cases $\ell = 0$ and $\ell = m$.

The case $\ell = 0$ is implicit in the work of Haglund (e.g. see equation (2.38) in [22]). Though we don’t need this special case in our argument, we outline here its proof (referring to [22] for some details) since it shows the strategy that we will use also in the general case.

**Theorem 4.8 (Haglund).** For $m, k \geq 1$ we have
\begin{equation}
\sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} h_k[(1-t)B_\mu] = \sum_{s=1}^m q^s \binom{k-1}{s-1} h_s \left[ \frac{X}{1-q} \right] e_{m-s} \left[ \frac{X}{M} \right].
\end{equation}

**Proof.** Let us set
\begin{equation}
g[X] := \sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} h_k[(1-t)B_\mu].
\end{equation}
The idea is to use the expansion
\begin{equation}
\sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} h_k[(1-t)B_\mu] = g[X] = \sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} \langle g[X], \tilde{H}_\mu[X] \rangle_s.
\end{equation}
We suppose that $g[X]$ is of the form

$$g[X] = \sum_{r \geq 0} e_r^* f[X]$$

for some $f[X] \in \Lambda$, so that

$$\langle g[X], \tilde{H}_\mu[X] \rangle_* = \left\langle \sum_{r \geq 0} e_r^* f[X], \tilde{H}_\mu[X] \right\rangle_*$$

(using (4.20))

$$= \left\langle f[X], \sum_{r \geq 0} h_r^1 \tilde{H}_\mu[X] \right\rangle_*$$

$$= \langle f[X], \tilde{H}_\mu[X + 1] \rangle_*.$$

Then we can use the identity (4.24) to get

$$\langle g[X], \tilde{H}_\mu[X] \rangle_* = \langle f[X], \tilde{H}_\mu[X + 1] \rangle_* = \nabla^{-1} \tau_{-\epsilon} f[X] \big|_{X = D_\mu}.$$

So we look for an $f[X]$ such that

$$\nabla^{-1} \tau_{-\epsilon} f[X] \big|_{X = D_\mu} = h_k[(1 - t)B_\mu].$$

Clearly, we can use

$$\nabla^{-1} \tau_{-\epsilon} f[X] = h_k \left[ \frac{X + 1}{1 - q} \right],$$

so that

$$f[X] = \tau_{\epsilon} \nabla h_k \left[ \frac{X + 1}{1 - q} \right].$$

This is precisely equation (2.76) in [22].

Now notice that

$$\sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} \langle g[X], \tilde{H}_\mu[X] \rangle_* = (g[X])_m,$$

where $(g[X])_d$ denotes the homogeneous component of $g[X]$ of degree $d$.

Equation (2.83) in [22] shows that for all $d \geq 0$

$$\langle f[X] \rangle_d = h_d \left[ \frac{X}{1 - q} \right] q^{(\frac{1}{2})} \left[ k - \frac{1}{k - d} \right],$$

so that

$$\sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} \left[ h_k[(1 - t)B_\mu] \right] = \sum_{\mu \vdash m} \frac{\tilde{H}_\mu[X]}{w_\mu} \langle g[X], \tilde{H}_\mu[X] \rangle_*$$

$$= (g[X])_m$$

$$= \sum_{d=0}^{m} \epsilon_{m-d} \left[ \frac{X}{M} \right] \langle f[X] \rangle_d$$

$$= \sum_{d=0}^{m} \epsilon_{m-d} \left[ \frac{X}{M} \right] h_d \left[ \frac{X}{1 - q} \right] q^{(\frac{1}{2})} \left[ k - \frac{1}{k - d} \right]$$

$$= \sum_{d=0}^{m} q^{(\frac{1}{2})} \left[ k - \frac{1}{d - 1} \right] h_d \left[ \frac{X}{1 - q} \right] \epsilon_{m-d} \left[ \frac{X}{M} \right],$$
as we wanted.

We now prove the case $\ell = m$ (recall (4.16)), as we need it to establish the general case.

**Theorem 4.8.** For $m \geq 1$ and $k \geq 1$ we have

\[
\sum_{\mu \vdash m} T_\mu \tilde{H}_\mu[X] h_k[(1 - t)B_\mu] = \sum_{j=1}^{m} \binom{k+j-1}{j} h_j \left[ \frac{X}{1-q} \right] h_{m-j} \left[ \frac{tX}{M} \right].
\]

**Proof.** Using (4.37), we have

\[
\nabla e_m \left[ X \frac{1-q^k}{1-q} \right] = \sum_{j=1}^{m} \binom{k+j-1}{j} t^{m-j}(1-q^j) \Pi \left( h_{m-j} \left[ \frac{X}{M} \right] h_j \left[ \frac{X}{1-q} \right] \right),
\]

where $\Pi$ is the linear operator defined by

\[
\Pi \tilde{H}_\mu[X] = \Pi_\mu \tilde{H}_\mu[X] \quad \text{for all } \mu.
\]

So we get

\[
\nabla e_m \left[ X \frac{1-q^k}{1-q} \right] = (1-q^k) \sum_{j=1}^{m} \binom{k+j-1}{j} t^{m-j}(1-q^j) \Pi \left( h_{m-j} \left[ \frac{X}{M} \right] h_j \left[ \frac{X}{1-q} \right] \right),
\]

where we used the obvious

\[
(1-q^j) \binom{k+j-1}{j} = (1-q^k) \binom{k+j-1}{j-1}.
\]

But, using (4.40), we also have

\[
\nabla e_m \left[ X \frac{1-q^k}{1-q} \right] = (1-q^k) \sum_{\mu \vdash m} \Pi_\mu T_\mu \tilde{H}_\mu[X] h_k[(1 - t)B_\mu] \frac{w_\mu}{w_\mu}.
\]

Comparing (4.65) and (4.67), and noticing that the operator $\Pi$ is invertible, we get the result. \hfill \square

### 4.2.2. A key identity.

Now we want to prove the following key identity.

**Proposition 4.9.** For $j \geq 0$ and $i \geq 1$ we have

\[
\nabla \left( h_i \left[ \frac{X}{1-q} \right] e_j \left[ \frac{X}{M} \right] \right) = \sum_{s=1}^{i+j} t^{i+j-s} q^{(i)} \binom{s}{i} \frac{w_\mu}{w_\mu} h_s \left[ \frac{X}{1-q} \right] h_{i+j-s} \left[ \frac{X}{M} \right].
\]

In order to prove this proposition, we need a proposition and a lemma. The following proposition is proved in [19] Proposition 2.6.
4.2. A summation formula

**Proposition 4.10.** For \( i \geq 1 \) and \( j \geq 0 \) we have

\[
(4.69) \quad h_i \left[ \frac{X}{1 - q} \right] e_j \left[ \frac{X}{M} \right] = \sum_{\mu \vdash i + j} \tilde{H}_{\mu} [X] \sum_{r=1}^{i} \frac{q^{(\mu_r)}}{w_{\mu}} \sum_{s=1}^{r-1} \frac{q^{(\mu_s)}}{w_{\mu}} q^{(i-r)} (-1)^{i-r} h_r [(1 - t) B_{\mu}].
\]

The following elementary lemma is proved in the appendix of the present article.

**Lemma 4.11.** For \( i \geq 1, a \geq -i \) and \( s \geq 0 \) we have

\[
(4.70) \quad \sum_{r=1}^{i} \frac{q^{(r)}}{r-1} \frac{r+s+a-1}{s-1} q^{(i-r)} (-1)^{i-r} h_r [(1 - t) B_{\mu}].
\]

**Proof of Proposition 4.9.** We have

\[
(\text{using (4.69)}) = \nabla \left( h_i \left[ \frac{X}{1 - q} \right] e_j \left[ \frac{X}{M} \right] \right) = \nabla \sum_{\mu \vdash i + j} \tilde{H}_{\mu} [X] \sum_{r=1}^{i} \frac{q^{(\mu_r)}}{w_{\mu}} \sum_{s=1}^{r-1} \frac{q^{(\mu_s)}}{w_{\mu}} q^{(i-r)} (-1)^{i-r} h_r [(1 - t) B_{\mu}]
\]

\[
= \sum_{r=1}^{i} \frac{q^{(r)}}{r-1} \frac{r+s+a-1}{s-1} q^{(i-r)} (-1)^{i-r} \sum_{\mu \vdash i + j} \frac{T_i \tilde{H}_{\mu} [X]}{w_{\mu}} h_r [(1 - t) B_{\mu}]
\]

\[
(\text{using (4.61)}) = \sum_{r=1}^{i} \frac{q^{(r)}}{r-1} \frac{r+s-1}{s-1} q^{(i-r)} (-1)^{i-r} \sum_{s=1}^{i+j} \frac{q^{(s)}}{s-1} q^{(i-s)} (-1)^{i-s} \sum_{\mu \vdash i + j} \frac{T_i \tilde{H}_{\mu} [X]}{w_{\mu}} h_s \left[ \frac{X}{1 - q} \right] h_{i+j-s} \left[ \frac{tX}{M} \right]
\]

\[
= \sum_{s=1}^{i+j} q^{(s)} \sum_{i=1}^{s} \frac{q^{(i)}}{i} q^{(i)} \sum_{s=1}^{i+j} \frac{q^{(s)}}{s-1} q^{(i-s)} (-1)^{i-s} \sum_{\mu \vdash i + j} \frac{T_i \tilde{H}_{\mu} [X]}{w_{\mu}} h_s \left[ \frac{X}{1 - q} \right] h_{i+j-s} \left[ \frac{tX}{M} \right]
\]

\[
\sum_{s=1}^{i+j} \frac{q^{(s)}}{i} q^{(i)} \sum_{s=1}^{i+j} \frac{q^{(s)}}{s-1} q^{(i-s)} (-1)^{i-s} \sum_{\mu \vdash i + j} \frac{T_i \tilde{H}_{\mu} [X]}{w_{\mu}} h_s \left[ \frac{X}{1 - q} \right] h_{i+j-s} \left[ \frac{tX}{M} \right].
\]

\[\Box\]

4.2.3. The main argument. The main argument follows the main strategy of the proof of Theorem 4.3. We look for an \( f[X] \in \Lambda \) such that

\[
(4.71) \quad \nabla^{-1} \tau_{-t} f[X] |_{X = D_{\mu}} = h_k [(1 - t) B_{\mu}] e_{\ell} [B_{\mu}],
\]

so that

\[
(4.72) \quad \sum_{\mu \vdash m} \frac{\bar{H}_{\mu} [MB_{\mu}]}{w_{\mu}} h_k [(1 - t) B_{\mu}] e_{\ell} [B_{\mu}] = \sum_{d=0}^{m} e_{m-d} \left[ \frac{X}{M} \right] (f[X])_d.
\]

Clearly, we can use

\[
\nabla^{-1} \tau_{-t} f[X] = h_k \left[ \frac{X + 1}{1 - q} \right] e_{\ell} \left[ \frac{X + 1}{M} \right]
\]

(\text{using (4.2)}) = \sum_{i=0}^{k} \sum_{j=0}^{\ell} h_{k-i} \left[ \frac{1}{1 - q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] h_i \left[ \frac{X}{1 - q} \right] e_j \left[ \frac{X}{M} \right]
so

\[
\tau_{-\ell} f[X] = \sum_{i=0}^{k} \sum_{j=0}^{\ell} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \nabla \left( h_i \left[ \frac{X}{1-q} \right] e_j \left[ \frac{X}{M} \right] \right)
\]

(using (4.68)) = \sum_{j=0}^{\ell} h_k \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] h_j \left[ \frac{X}{M} \right] +

+ \sum_{i=1}^{k} \sum_{j=0}^{\ell} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \sum_{s=1}^{i+j} t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q h_s \left[ \frac{X}{1-q} \right] h_{i+j-s} \left[ \frac{X}{M} \right]

(\text{using (4.2)})

+ \sum_{i=1}^{k} \sum_{j=0}^{\ell} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \sum_{s=1}^{i+j} t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q h_s \left[ \frac{X}{1-q} \right] h_{i+j-s} \left[ \frac{X}{M} \right]

\]

and therefore

\[
f[X] = h_k \left[ \frac{1}{1-q} \right] h_\ell \left[ \frac{X + \epsilon}{M} \right] +

+ \sum_{i=1}^{k} \sum_{j=0}^{\ell} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \sum_{s=1}^{i+j} t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q h_s \left[ \frac{X + \epsilon}{1-q} \right] h_{i+j-s} \left[ \frac{X + \epsilon}{M} \right]

= h_k \left[ \frac{1}{1-q} \right] h_\ell \left[ \frac{X}{M} \right] + \sum_{i=1}^{k} \sum_{j=0}^{\ell} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \sum_{s=1}^{i+j} t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q h_s \left[ \frac{X + \epsilon}{1-q} \right] h_{i+j-s} \left[ \frac{X + \epsilon}{M} \right]

\times \sum_{b=0}^{s} (-1)^{s-b} h_{s-b} \left[ \frac{1}{1-q} \right] \sum_{c=0}^{i+j-s} (-1)^{i+j-s-c} h_{i+j-s-c} \left[ \frac{1}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_c \left[ \frac{X}{M} \right],
\]

where in the last equality we used (4.2).

From this formula, it is easy to extract the homogeneous component of \( f[X] \) of degree \( d \geq 0 \):

\[
(f[X])_d = \delta_{d,\ell} h_k \left[ \frac{1}{1-q} \right] h_\ell \left[ \frac{X}{M} \right] +

+ \sum_{b=0}^{k} \sum_{i=1}^{k} \sum_{j=0}^{\ell} \sum_{s=1}^{i+j} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \left[ t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q h_s \left[ \frac{1}{1-q} \right] (-1)^{i+j-s-d} h_{i+j-s-d-b} \left[ \frac{1}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right] \right],
\]

where \( \delta_{d,\ell} \) is the Kronecker delta function, i.e. \( \delta_{d,\ell} = 1 \) if \( d = \ell \) and \( \delta_{d,\ell} = 0 \) if \( d \neq \ell \).

Notice that here and later we use the convention that \( e_r = h_r = 0 \) for \( r < 0 \).
Finally

\[ \sum_{d=0}^{k+\ell} e_{m-d} \left[ \frac{X}{M} \right] (f[X])_d = \]

\[ = e_{m-\ell} \left[ \frac{X}{M} \right] h_k \left[ \frac{1}{1-q} \right] h_{\ell} \left[ \frac{X}{M} \right] + \]

\[ + \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} \sum_{i=1}^{i+j-d+b} \sum_{j=0}^{i+j-d+b} \sum_{s=1}^{h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right]} \times t^{i+j-s} \frac{s}{i} \frac{1}{q} h_{s-b} \left[ \frac{1}{1-q} \right] (-1)^{i+j-d} h_{i+j-s-d+b} \left[ \frac{1}{M} \right] \]

\[ \times e_{m-d} \left[ \frac{X}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right] . \]

If we set

\[ g(\ell, b, d, k) := \sum_{i=1}^{k+\ell} \sum_{j=0}^{i+j-d+b} \sum_{s=1}^{h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right]} \times t^{i+j-s} \frac{s}{i} \frac{1}{q} h_{s-b} \left[ \frac{1}{1-q} \right] (-1)^{i+j-d} h_{i+j-s-d+b} \left[ \frac{1}{M} \right] , \]

then we proved the identity

\[ \sum_{\mu \vdash \mu} \widetilde{H}_\mu[X] h_k [(1-t)B_\mu] e_\ell[B_\mu] = \]

\[ = h_k \left[ \frac{1}{1-q} \right] e_{m-\ell} \left[ \frac{X}{M} \right] h_{\ell} \left[ \frac{X}{M} \right] + \]

\[ + \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} g(\ell, b, d, k) e_{m-d} \left[ \frac{X}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right] . \]

Now we want to simplify the coefficients \( g(\ell, b, d, k) \).

**4.2.4. Simplifying coefficients.** Notice that because of the factor \( h_{d-b}[X/M] \) in (4.76), we can set \( g(\ell, b, d, k) = 0 \) for \( d < b \).
Using (4.3), we have

\[
g(\ell, b, d, k) := \sum_{i=1}^{k} \sum_{j=0}^{\ell} \sum_{s=1}^{i-j-d+b} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \\
\times t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q_{s-b} \left[ \frac{1}{1-q} \right] (-1)^{i+j-d} h_{i+j-s-d+b} \left[ \frac{1}{M} \right]
\]

\[
= \sum_{i=1}^{k} \sum_{s=1}^{i+j-d+b} \sum_{j=\max(0,s-i+d-b)}^{\ell} h_{k-i} \left[ \frac{1}{1-q} \right] e_{\ell-j} \left[ \frac{1}{M} \right] \\
\times t^{i+j-s} q^{(i)} \left[ \frac{s}{i} \right] q_{s-b} \left[ \frac{1}{1-q} \right] (-1)^{i+j-d} h_{i+j-s-d+b} \left[ \frac{1}{M} \right]
\]

\[
= \sum_{i=1}^{k} \sum_{s=1}^{i+j-d+b} h_{k-i} \left[ \frac{1}{1-q} \right] q^{(i)} \left[ \frac{s}{i} \right] q_{s-b} \left[ \frac{1}{1-q} \right] e_{s-b} \left[ \frac{1}{1-q} \right] \\
\times t^{d-b} \sum_{j=\max(0,s-i+d-b)}^{\ell} e_{\ell-j} \left[ \frac{1}{M} \right] e_{i+j-s-d+b} \left[ \frac{-t}{M} \right].
\]

Observe that in the last formula, because of the factor \([s\atop i]_q\), the terms with \(s < i\) all vanish. Since \(g(\ell, b, d, k) = 0\) for \(d < b\), the nonzero terms in the last formula can only occur for \(s - i + d - b \geq 0\). Therefore we can replace the last formula by

\[
= \sum_{i=1}^{k} \sum_{s=1}^{i+j-d+b} h_{k-i} \left[ \frac{1}{1-q} \right] q^{(i)} \left[ \frac{s}{i} \right] q_{s-b} \left[ \frac{1}{1-q} \right] e_{s-b} \left[ \frac{1}{1-q} \right] \\
\times t^{d-b} \sum_{j=\max(0,s-i+d-b)}^{\ell} e_{\ell-j} \left[ \frac{1}{M} \right] e_{i+j-s-d+b} \left[ \frac{-t}{M} \right].
\]

Using (4.3) this expression becomes

\[
t^{d-b} \sum_{i=1}^{k} \sum_{s=1}^{i+j-d+b} h_{k-i} \left[ \frac{1}{1-q} \right] q^{(i)} \left[ \frac{s}{i} \right] q_{s-b} \left[ \frac{1}{1-q} \right] e_{i+s-d+b} \left[ \frac{1}{1-q} \right].
\]

Observe that since the factor \([s\atop i]_q\) vanishes for \(s < i\), and we always have \(i \geq 1\), the last formula does not change if we start its internal sum with \(s = 0\). Therefore
At this point we need the following elementary lemma, which we prove in the appendix of the present article.

**Lemma 4.12.** For \( \ell \geq 0, \ d \geq b \geq 0 \) and \( k \geq 1 \) we have

\[
q^{(d-\ell)} \left[ \begin{array}{c} b \\ d - \ell \end{array} \right] _q \left[ \begin{array}{c} k + \ell - d + b - 1 \\ k - d + \ell \end{array} \right] _q =
\]

\[
\sum_{i=0}^{k} \sum_{s=0}^{i+\ell-d+b} h_{k-i} \left[ \begin{array}{c} 1 \\ 1 - q \end{array} \right] q^{(2)} \left[ \begin{array}{c} s \\ i \end{array} \right] _q e_{s-b} \left[ - \frac{1}{1 - q} \right] e_{i+\ell-s-d+b} \left[ \frac{1}{1 - q} \right] .
\]

So, using Lemma 4.12, we finally proved

\[
g(\ell, b, d, k) = -\delta_{d,\ell} t^{d-b} h_k \left[ \frac{1}{1 - q} \right] + t^{d-b} q^{(d-\ell)} \left[ \begin{array}{c} b \\ d - \ell \end{array} \right] _q \left[ \begin{array}{c} k + \ell - d + b - 1 \\ k - d + \ell \end{array} \right] _q .
\]
Replacing this in (4.75) gives

$$\sum_{\mu \vdash m} \frac{\bar{H}_\mu[X]}{w_\mu} h_k[(1-t)B_\mu]e_\ell[B_\mu] =$$

$$= \ h_k \left[ \frac{1}{1-q} \right] e_{m-\ell} \left[ \frac{X}{M} \right] h_\ell \left[ \frac{X}{M} \right] + \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} g(\ell, b, d, k)e_{m-d} \left[ \frac{X}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right]$$

$$= \ h_k \left[ \frac{1}{1-q} \right] e_{m-\ell} \left[ \frac{X}{M} \right] h_\ell \left[ \frac{X}{M} \right]$$

$$- \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} \delta_{d, \ell} t^{d-b} h_k \left[ \frac{1}{1-q} \right] e_{m-d} \left[ \frac{X}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right]$$

$$+ \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} t^{d-b} q^{(d-\ell)/2} \left[ \frac{b}{d-\ell} \right] \left[ \frac{k + \ell - d + b - 1}{k - d + \ell} \right] \left( \frac{X}{M} \right) h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right]$$

$$= \ h_k \left[ \frac{1}{1-q} \right] e_{m-\ell} \left[ \frac{X}{M} \right] h_\ell \left[ \frac{X}{M} \right]$$

$$- \sum_{b=0}^{k+\ell} h_k \left[ \frac{1}{1-q} \right] e_{m-\ell} \left[ \frac{X}{M} \right] h_b \left[ \frac{X}{1-q} \right] h_{\ell-b} \left[ tX \left[ \frac{M}{M} \right] \right]$$

$$+ \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} t^{d-b} q^{(d-\ell)/2} \left[ \frac{b}{d-\ell} \right] \left[ \frac{k + \ell - d + b - 1}{k - d + \ell} \right] \left( \frac{X}{M} \right) h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right]$$

$$= \ h_k \left[ \frac{1}{1-q} \right] e_{m-\ell} \left[ \frac{X}{M} \right] h_\ell \left[ \frac{X}{M} \right]$$

$$- \sum_{d=0}^{k+\ell} \sum_{b=0}^{k+\ell} t^{d-b} q^{(d-\ell)/2} \left[ \frac{b}{d-\ell} \right] \left[ \frac{k + \ell - d + b - 1}{k - d + \ell} \right] \left( \frac{X}{M} \right) h_b \left[ \frac{X}{1-q} \right] h_{d-b} \left[ \frac{X}{M} \right]$$

where we used again (4.2). Now we get (4.51) simply by changing the indices of summation: $d \mapsto s + \ell$, $b \mapsto s + j$.

### 4.3. Three families of plethystic formulae

We introduce here three (pairs of) families of polynomials, which turn out to be the pieces needed for our recursions.

By convention, all our polynomials are equal to 0 if any of their indices is negative.

We set

$$(4.77) \quad \bar{F}_{n,k}^{(d,\ell)} := \langle \Delta_{h_\ell} \Delta_{e_{m-\ell-d-1}} E_{n-\ell,k}, e_{n-\ell} \rangle.$$
Also, using (4.82), we have

\[ \tilde{F}_{n,k}^{(d,\ell)} = \left( \Delta_{\ell} \Delta_{e_{n-\ell}} E_{n-\ell,k} \right) \]

(4.78)

(using (1.7)) \[ F_{n,k}^{(d,\ell)} = \tilde{F}_{n,k}^{(d,\ell)} + \tilde{F}_{n,k}^{(d-1,\ell)}. \]

Observe that, using Theorem 4.3 and Lemma 4.1 we have

\[ F_{n,k}^{(d,\ell)} = \left( \Delta_{\ell} \Delta_{e_{n-\ell}} E_{n-\ell,k} \right) \]

(4.79)

We set

\[ \tilde{G}_{n,k}^{(d,\ell)} := t^{n-\ell-k} q^k \left( \Delta_{e_{n-\ell}} \Delta_{e_{n-d}} e_n \left[ \frac{1 - q^k}{1 - q} \right], h_n \right) \]

(4.81)

and

\[ G_{n,k}^{(d,\ell)} := t^{n-\ell-k} q^k \left( \Delta_{e_{n-\ell}} \Delta_{e_{n-d}} e_n \left[ \frac{1 - q^k}{1 - q} \right], h_n \right) \]

(4.82)

(using (1.7)) \[ \tilde{G}_{n,k}^{(d,\ell)} = G_{n,k}^{(d,\ell)} + \tilde{G}_{n,k}^{(d-1,\ell)}. \]

Observe that, using Lemma 4.1 we have

\[ G_{n,k}^{(d,\ell)} := t^{n-\ell-k} q^k \left( \Delta_{e_{n-\ell}} \Delta_{e_{n-d}} e_n \left[ \frac{1 - q^k}{1 - q} \right], h_n \right) \]

(4.83)

\[ \tilde{G}_{n,k}^{(d,\ell)} = \left( \Delta_{\ell} \Delta_{e_{n-\ell}} e_n \left[ \frac{1 - q^k}{1 - q} \right] \right) \]

and

\[ \tilde{G}_{n,k}^{(d,\ell)} = \left( \Delta_{\ell} \Delta_{e_{n-\ell}} e_n \left[ \frac{1 - q^k}{1 - q} \right] \right) \]

We set

\[ \mathcal{F}_{n,n,i}^{(d,\ell)} := \delta_{k,i} q^{\left( n - \ell - d \right) - \ell} \left[ \frac{n-1}{\ell} \right] \left[ \frac{n-\ell-1}{d} \right]_q \]

(4.84)
and for $1 \leq k < n$

$$
\overline{H}_{n,k,i}^{(d,\ell)} := t^{n-k} \sum_{s=0}^{k-i} \sum_{h=0}^{n-k} q(z)^{k-i} s \left[ k-1 \atop i \right] q \left[ s+i-1+h \atop h \right] q_{n-k,h}^{(d-k+i+s,\ell-i)}.
$$

Similarly

$$
H_{n,n,i}^{(d,\ell)} := \overline{H}_{n,n,i}^{(d,\ell)} + \overline{H}_{n,n,i}^{(d-1,\ell)} = \delta_{i,\ell} q\left(\frac{n-\ell-1}{2}\right) \left[ n-1 \atop \ell \right] q_{n-\ell,d}^{(n-\ell)}.
$$

and for $1 \leq k < n$

$$
H_{n,k,i}^{(d,\ell)} := \overline{H}_{n,k,i}^{(d,\ell)} + \overline{H}_{n,k,i}^{(d-1,\ell)}
$$

(4.87)

(4.88)

Notice that, using the definitions, we have

$$
\overline{H}_{n,k,i}^{(d,\ell)} = \sum_{u \geq 1} (-1)^{u-1} H_{n,k,i}^{(d+u,\ell)}.
$$

4.3.1. Recursive relations among the families. In this section we establish some recursive relations among our families.

**Theorem 4.13.** For $k, \ell, d \geq 0$, $n \geq k + \ell$ and $n \geq d$, we have

$$
F_{n,n}^{(d,\ell)} = \delta_{\ell,0} q\left(\frac{n-d}{2}\right) \left[ \frac{n}{d} \right]_q,
$$

and for $n > k$

$$
F_{n,k}^{(d,\ell)} = \min(k,n-d) \sum_{s=1}^{k} s \left[ k \atop s \right] G_{n-k,s}^{(d-k+s,\ell)}.
$$

Similarly

$$
\overline{F}_{n,n}^{(d,\ell)} = \delta_{\ell,0} q\left(\frac{n-d}{2}\right) \left[ \frac{n-1}{d} \right]_q,
$$

and for $n > k$

$$
\overline{F}_{n,k}^{(d,\ell)} = \min(k,n-d) \sum_{s=1}^{k} s \left[ k \atop s \right] \overline{G}_{n-k,s}^{(d-k+s,\ell)}.
$$

**Proof.** Notice that

$$
F_{n,n}^{(d,\ell)} = \langle \Delta h_i \Delta e_{n-\ell}, e_{n-\ell} \rangle
$$

so clearly it is equal to 0 when $\ell \neq 0$. For $\ell = 0$ we get

$$
F_{n,n}^{(d,0)} = \langle \Delta e_{n-\ell}, e_{n} \rangle
$$

(4.84)

(4.85)
So using \([22]\) Proposition 2.3, we get

\[
F_{n,n}^{(d,0)} = e_{n-d}[n]_q \tag{4.96}
\]

(4.97)  
\[
\text{(using (4.33))} = q^{(n-d)} \binom{n}{d}_q .
\]

If we set

\[
f(n,d) := q^{\left(\frac{n-d}{2}\right)} \binom{n-1}{d}^q ,
\]

then

\[
f(n,d) + f(n,d-1) = q^{\left(\frac{n-d}{2}\right)} \binom{n-1}{d}_q + q^{\left(\frac{n-d+1}{2}\right)} \binom{n-1}{d-1}_q
\]

\[
= q^{\left(\frac{n-d}{2}\right)} \left( \binom{n-1}{d}_q + q^{n-d} \binom{n-1}{d-1}_q \right)
\]

\[
= q^{\left(\frac{n-d}{2}\right)} \binom{n}{d}_q ,
\]

so that

\[
q^{\left(\frac{n-d}{2}\right)} \binom{n-1}{d}_q = f(n,d)
\]

\[
= \sum_{u \geq 1} (-1)^{u-1} q^{\left(\frac{n-(d+u)}{2}\right)} \binom{n}{d+u}_q
\]

\[
= \sum_{u \geq 1} (-1)^{u-1} F_{n,n}^{(d+u,0)} .
\]

Therefore \((4.91)\) follows from \((4.89)\) using \((4.80)\).

Similarly, \((4.92)\) follows from \((4.90)\) using \((4.80)\) and \((4.83)\). Hence it remains to prove only \((4.90)\).
Using (4.10) and Lemma 4.11 we have

\[
F_{n,k}^{(d,\ell)} = \ell^{n-\ell-k} \left( \Delta_{n-\ell-k} \Delta_{e_{\ell}} e_{n-d} \left[ \frac{1-q^k}{1-q} \right], h_{n-d} \right) \\
= \ell^{n-k} (1-q^k) \sum_{\gamma+n-d} \frac{\Pi_{\gamma}}{l_{h_{\gamma}}} h_{k}[(1-t)B_{\gamma}] h_{n-k} [B_{\gamma}] e_{\ell} [B_{\gamma}] \\
\text{ (using (4.50))} = \ell^{n-k} (1-q^k) \sum_{\gamma+n-d} \frac{\Pi_{\gamma}}{l_{h_{\gamma}}} h_{k}[(1-t)B_{\gamma}] \sum_{\varphi+n-k} e_{k-\ell} [B_{\varphi}] \frac{H_{\varphi}[M B_{\gamma}]}{w_{\varphi}} \\
\text{ (using (4.23))} = \ell^{n-k} (1-q^k) \sum_{\varphi+n-k} e_{k-\ell} [B_{\varphi}] \frac{\Pi_{\varphi}}{l_{h_{\varphi}}} \sum_{\gamma+n-d} h_{k}[(1-t)B_{\gamma}] \frac{\tilde{H}_{\gamma}[M B_{\varphi}]}{w_{\gamma}} \\
\text{ (using (4.52))} = \ell^{n-k} (1-q^k) \sum_{\varphi+n-k} e_{k-\ell} [B_{\varphi}] \frac{\Pi_{\varphi}}{l_{h_{\varphi}}} \sum_{\gamma+n-d} \frac{\min(k,n-d)}{s+1} q^{(z)} s \left[ \frac{k-1}{s-1} \right] q e_{n-d-s} [B_{\varphi}] h_{s}[(1-t)B_{\varphi}] \\
= \ell^{n-k} \sum_{s=1}^{\min(k,n-d)} q^{(z)} s \left[ \frac{k}{s} \right] q \times (1-q^s) \sum_{\varphi+n-k} \frac{\Pi_{\varphi}}{l_{h_{\varphi}}} e_{k-\ell} [B_{\varphi}] e_{n-d-s} [B_{\varphi}] h_{s}[(1-t)B_{\varphi}] \\
\text{ (using (4.40))} = \ell^{n-k} \sum_{s=1}^{\min(k,n-d)} q^{(z)} s \left[ \frac{k}{s} \right] q \left\langle \Delta_{e_{n-k-\ell}} \Delta_{e_{n-d-s}} e_{n-k} \left[ \frac{1-q^s}{1-q} \right], h_{n-k} \right\rangle \\
= \sum_{s=1}^{\min(k,n-d)} \left[ \frac{k}{s} \right] q G_{n-k,s}^{(d-k+s,\ell)}. \\
\]

\[\square\]

**Theorem 4.14.** For \( k, \ell, d \geq 0, n \geq k + \ell \) and \( n \geq d \), we have

\[\text{(4.105)}\]

\[
G_{n,k}^{(d,\ell)} = \sum_{h=1}^{n} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} s + (z) \left[ \frac{k}{s} \right] q \left[ \frac{h+k-s-1}{h-s} \right] q F_{n,h}^{(d,\ell-s)} \\
= \sum_{h=1}^{n} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} s + (z) \left[ \frac{h-1}{s} \right] q \left[ \frac{h+k-s-1}{h} \right] q \left( F_{n,h}^{(d,\ell-s)} + F_{n,h}^{(d,\ell-s-1)} \right), \\
\]

and

\[\text{(4.106)}\]

\[
\tilde{G}_{n,k}^{(d,\ell)} = \sum_{h=1}^{n} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} s + (z) \left[ \frac{k}{s} \right] q \left[ \frac{h+k-s-1}{h-s} \right] q \tilde{F}_{n,h}^{(d,\ell-s)} \\
= \sum_{h=1}^{n} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} s + (z) \left[ \frac{h-1}{s} \right] q \left[ \frac{h+k-s-1}{h} \right] q \left( \tilde{F}_{n,h}^{(d,\ell-s)} + \tilde{F}_{n,h}^{(d,\ell-s-1)} \right). \\
\]
PROOF. Clearly equations (4.106) follow from equations (4.105) using (4.78) and (4.82). Hence we will prove only equations (4.105).

Using (4.40) and (4.42), we have

\[ G_{n,k}^{(d,\ell)} = t^{n-\ell} q^{(\ell)}(1 - q^k) \sum_{\nu \vdash n} \frac{\Pi_{w_{\nu}}}{w_{\nu}} h_k[(1 - t)B_{\nu}] e_{n-\ell}[B_{\nu}] e_{n-d}[B_{\nu}] \]

(using (4.51) )\[ = t^{n-\ell} q^{(\ell)}(1 - q^k) \sum_{\nu \vdash n} \frac{\Pi_{w_{\nu}}}{w_{\nu}} (1 - q^k) \sum_{\gamma \vdash n-d} \frac{\tilde{H}_\gamma[M B_{\nu}]}{w_{\gamma}} h_k[(1 - t)B_{\nu}] e_{n-\ell}[B_{\nu}] \]

(using (4.23) )\[ = t^{n-\ell} \sum_{\gamma \vdash n-d} \frac{\Pi_{w_{\gamma}}}{w_{\gamma}} (1 - q^k) \sum_{\nu \vdash n} t^{n-\ell-j} \sum_{s=0}^{n-\ell} q^{(\ell)}(1 - q^s+q^{2}) \left[ s + j \atop s q \right] \left[ k + j - 1 \atop j q \right] \right]_{q} \right]_{q} \right]_{q} \times h_{s+j}[(1 - t)B_{\gamma}] e_{n-\ell-j}[B_{\gamma}] e_{\ell-s}[B_{\gamma}] \]

\[ = t^{n-\ell} \sum_{\gamma \vdash n-d} \frac{\Pi_{w_{\gamma}}}{w_{\gamma}} \sum_{j=0}^{n-\ell} t^{n-\ell-j} \sum_{s=0}^{n-\ell} q^{(\ell)}(1 - q^s+q^{2}) \left[ s + j \atop s q \right] \left[ k + j - 1 \atop j q \right] \right]_{q} \times (1 - q^{s+j}) h_{s+j}[(1 - t)B_{\gamma}] e_{n-\ell-j}[B_{\gamma}] e_{\ell-s}[B_{\gamma}]. \]

where in the last equality we used the following elementary lemma, whose proof is in the appendix.

**Lemma 4.15.** For all $k, s, j \geq 0$

\[ (4.107) \left[ k s \right] \left[ k + j - 1 \atop j q \right] (1 - q^{s+j}) = (1 - q^k) \left[ s + j \atop s q \right] \left[ k + j - 1 \atop k - s \right]. \]

Rearranging the terms, and using (4.40) and Lemma 4.1 we get

\[ G_{n,k}^{(d,\ell)} = \sum_{j=0}^{n-\ell} \sum_{s=0}^{\ell} t^{n-\ell} q^{(\ell)}(1 - q^s+q^{2}) \left[ k s \atop j q \right] t^{n-\ell-j} \]

\[ \times \sum_{\gamma \vdash n-d} \frac{\Pi_{w_{\gamma}}}{w_{\gamma}} (1 - q^{s+j}) h_{s+j}[(1 - t)B_{\gamma}] e_{n-\ell-j}[B_{\gamma}] e_{\ell-s}[B_{\gamma}] \]

\[ = \sum_{j=0}^{n-\ell} \sum_{s=0}^{\ell} t^{n-\ell} q^{(\ell)}(1 - q^s+q^{2}) \left[ k s \atop j q \right] t^{n-\ell-j} \]

\[ \times \left\langle \Delta_{n-\ell-j} \Delta_{\ell-s} e_{n-d} [X(s+j)_{q}, h_{n-d}] \right\rangle \]

\[ = \sum_{j=0}^{n-\ell} \sum_{s=0}^{\ell} t^{n-\ell} q^{(\ell)}(1 - q^s+q^{2}) \left[ k s \atop j q \right] t^{n-\ell-j} \]

\[ \times F_{n,s+j}^{(d,\ell-s)} \]

\[ = \sum_{h=1}^{n} \sum_{s=0}^{\ell} t^{n-\ell} q^{(\ell)}(1 - q^s+q^{2}) \left[ k s \atop h q \right] t^{n-\ell-j} \]

\[ \times F_{n,h}^{(d,\ell-s)}. \]
For the last equality in (4.105) we can use Lemma 5.10: we have

\[ G(d, \ell)_{n,k} = \sum_{h=1}^{n} \sum_{s=0}^{\ell} t^{n-h-s} q^{(s+1)}_{(s+1)} \left[ \frac{h}{s} \right]_{q} \left[ \frac{h+k-s-1}{h} \right]_{q} \left[ \frac{h+k-s}{h} \right]_{q} F(d, \ell-s)_{n,h} \]

\[ = \sum_{h=1}^{n} \sum_{s=0}^{\ell} t^{n-h-s} q^{(s+1)}_{(s+1)} \left[ \frac{h-1}{s} \right]_{q} \left[ \frac{h+k-s-1}{h} \right]_{q} + q^{(s)}_{(s)} \left[ \frac{h-1}{s-1} \right]_{q} \left[ \frac{h+k-s}{h} \right]_{q} \]

\[ \times F(d, \ell-s)_{n,h} \]

\[ = \sum_{h=1}^{n} \sum_{s=0}^{\ell} t^{n-h-s} q^{(s+1)}_{(s+1)} \left[ \frac{h-1}{s} \right]_{q} \left[ \frac{h+k-s-1}{h} \right]_{q} \left( F(d, \ell-s)_{n,h} + F(d, \ell-s-1)_{n,h} \right), \]

as we wanted. \( \square \)

**Theorem 4.16.** For \( k, \ell, d \geq 0, n \geq k + \ell \) and \( n \geq d \), we have

(4.108) \[ F(d, \ell)_{n,k} = \sum_{j=0}^{\min(n-k, \ell)} H^{(d, \ell)}_{n,k+j,j} \]

and

(4.109) \[ \overline{F}(d, \ell)_{n,k} = \sum_{j=0}^{\min(n-k, \ell)} \overline{H}^{(d, \ell)}_{n,k+j,j}. \]

**Proof.** Clearly (4.109) follows from (4.108) using (4.78) and (4.86). Hence we will prove only (4.108).

For \( n = k + \ell \), using (4.40) and Lemma 4.1 we have

\[ F(d, \ell)_{n,k} = \langle \Delta_{h_{\ell}} \Delta_{\epsilon_{n-\ell}} E_{n-\ell,k} e_{n-\ell} \rangle \]

\[ = t^{n-k} \langle \Delta_{h_{n-k}} \Delta_{\epsilon_{n-k}} E_{n-k} \left[ \frac{X}{(1-q)q} \right], h_{n-k} \rangle \]

\[ = t^{n-k} (1-q^k) \sum_{\gamma \vdash n-k} \frac{\Pi_{\gamma}}{w_{\gamma}} h_{\gamma} (1-t) h_{n-k} [B_{\gamma}] e_{\ell} [B_{\gamma}] \]

\[ = (1-q^k) \sum_{\gamma \vdash n-k} \frac{\Pi_{\gamma}}{w_{\gamma}} h_{\gamma} (1-t) h_{n-k} [B_{\gamma}] e_{\ell} [B_{\gamma}] \]

\[ \text{(using (4.39))} \]

\[ = \sum_{\gamma \vdash n-k} \frac{H_{\gamma} [M[k]q]}{w_{\gamma}} e_{\ell} [B_{\gamma}] \]

\[ \text{(using (4.59))} = h_{\ell} [k] e_{n-k} (\ell) [k] \]

\[ \text{(using (4.32))} = [k+\ell-1]_{q} \epsilon_{k}(\ell)q \]

\[ \text{(using (4.33))} = q^{(k-d)/2} \left[ \frac{k}{d} \right] q \left[ \frac{k+\ell-1}{\ell} \right] q. \]
On the other hand, using \((4.37)\),

\[
\begin{align*}
\min(n-k,\ell) & \sum_{j=0}^{\min(n-k,\ell)} H^{(d,\ell)}_{n,k+j,j} = \sum_{j=0}^{\min(n-k,\ell)} t^{n-k-j} \sum_{s=0}^{k} q^{(z)} \left[ \frac{k}{s} \right] q^{k+j-1} \\
& \times \left\langle \Delta_{h_{l-j}} \Delta_{e_{n-d-s-\ell}} e_{n-k-\ell} \left[ \frac{1-q^{s+j}}{1-q} \right], e_{n-k-\ell} \right\rangle \\
& = \sum_{j=0}^{\ell} t^{n-k-j} \sum_{s=0}^{k} q^{(z)} \left[ \frac{k}{s} \right] q^{k+j-1} \\
& \times \left\langle \Delta_{h_{l-j}} \Delta_{e_{n-d-s-\ell}} e_{n-k-\ell} \left[ \frac{1-q^{s+j}}{1-q} \right], e_{0} \right\rangle \\
& = q^{(s-d)} \left[ \frac{k}{d} \right] q^{k+\ell-1},
\end{align*}
\]

which is the term \(s = k - d\) of the internal sum. This proves the case \(n = k + \ell\).

For \(n > k + \ell\), using \((4.40)\) and Lemma 4.1 we have

\[
\begin{align*}
F^{(d,\ell)}_{n,k} &= \langle \Delta_{h_{l}} \Delta_{e_{n-d}} E_{n-k}, e_{n-\ell} \rangle \\
& = t^{n-\ell-k} \left\langle \Delta_{h_{n-k}} \Delta_{e_{n-d}} \left[ \frac{1-q^{k}}{1-q} \right], h_{n-d} \right\rangle \\
& = t^{n-\ell-k} (1-q^{k}) \sum_{\gamma = 1}^{n-d} \frac{\Pi_{\gamma}}{\nu_{\gamma}} h_{k}[(1-t)B_{\gamma}]h_{n-\ell-k}[B_{\gamma}]e_{\ell}[B_{\gamma}]
\end{align*}
\]

(using \((4.50)\))

\[
= t^{n-\ell-k} (1-q^{k}) \sum_{\gamma = 1}^{n-d} \frac{\Pi_{\gamma}}{\nu_{\gamma}} h_{k}[(1-t)B_{\gamma}] \sum_{\mu = n-\ell-k} T_{\mu} \tilde{H}_{\mu}[MB_{\gamma}]e_{\ell}[B_{\gamma}].
\]

On the other hand, using \((4.37)\),

\[
\begin{align*}
\min(n-k,\ell) & \sum_{j=0}^{\min(n-k,\ell)} H^{(d,\ell)}_{n,k+j,j} = \sum_{j=0}^{\min(n-k,\ell)} t^{n-k-j} \sum_{s=0}^{k} q^{(z)} \left[ \frac{k}{s} \right] q^{k+j-1} \\
& \times \left\langle \Delta_{h_{l-j}} \Delta_{e_{n-d-s-\ell}} e_{n-k-\ell} \left[ \frac{1-q^{s+j}}{1-q} \right], e_{n-k-\ell} \right\rangle \\
& = t^{n-k-\ell} \sum_{j=0}^{\min(n-k,\ell)} t^{l-j} \sum_{s=0}^{k} q^{(z)} \left[ \frac{k}{s} \right] q^{k+j-1} \\
& \times (1-q^{s+j}) \sum_{\mu = n-\ell-k} T_{\mu} \Pi_{\mu} h_{s+j}[(1-t)B_{\mu}]T_{\mu} h_{l-j}[B_{\mu}]e_{n-d-s-\ell}[B_{\mu}]
\end{align*}
\]

(using \((4.40)\))

\[
= t^{n-k-\ell} \sum_{\mu = n-\ell-k} T_{\mu} \Pi_{\mu} \min(n-k,\ell) t^{l-j} \sum_{j=0}^{\min(n-k,\ell)} t^{l-j} \sum_{s=0}^{k} q^{(z)} \left[ \frac{k}{s} \right] q^{k+j-1} \\
& \times (1-q^{s+j}) h_{s+j}[(1-t)B_{\mu}]h_{l-j}[B_{\mu}]e_{n-d-s-\ell}[B_{\mu}].
\]
where in the last equality we used Lemma 4.15.

Now comparing the result of the last two computations and using (4.51), we complete our proof. \[ \Box \]

### 4.3.2. Two recursions for \( F_{n,k}^{(d,\ell)} \) and \( \tilde{F}_{n,k}^{(d,\ell)} \)

We are now able to establish two recursions for \( F_{n,k}^{(d,\ell)} \) and \( \tilde{F}_{n,k}^{(d,\ell)} \).

**Theorem 4.17.** For \( k, \ell, d \geq 0 \), \( n \geq k + \ell \) and \( n \geq d \), the \( F_{n,k}^{(d,\ell)} \) satisfy the following recursion: for \( n \geq 1 \)

\[
F_{n,n}^{(d,\ell)} = \delta_{\ell,0} q^{\left(\frac{n-d}{2}\right)} \left[ \begin{array}{c} n \\ d \end{array} \right]_q,
\]

and, for \( n \geq 1 \) and \( 1 \leq k < n \),

\[
F_{n,k}^{(d,\ell)} = \sum_{s=0}^{k} \left( \sum_{i=0}^{\ell} q^{(\frac{s}{2})}q^{(\frac{\ell}{2})} n^{k-\ell} \left[ \begin{array}{c} k \\ s \end{array} \right] q^{h-1} \right)_q 
\times \left( h + s - i - 1 \right)_q (F_{n-k,h}^{(d-k+s,\ell-i)} + F_{n-k,h}^{(d-k+s,\ell-i-1)}),
\]

with initial conditions

\[
F_{0,0}^{(d,\ell)} = \delta_{\ell,0}\delta_{d,0}, \quad F_{0,0}^{(d,\ell)} = \delta_{\ell,0}\delta_{d,0}.
\]

Similarly, the \( \tilde{F}_{n,k}^{(d,\ell)} \) satisfy the following recursion: for \( n \geq 1 \)

\[
\tilde{F}_{n,n}^{(d,\ell)} = \delta_{\ell,0} q^{\left(\frac{n-d}{2}\right)} \left[ \begin{array}{c} n-1 \\ d \end{array} \right]_q,
\]

and, for \( n \geq 1 \) and \( 1 \leq k < n \),

\[
\tilde{F}_{n,k}^{(d,\ell)} = \sum_{s=0}^{k} \left( \sum_{i=0}^{\ell} q^{(\frac{s}{2})}q^{(\frac{\ell}{2})} n^{k-\ell} \left[ \begin{array}{c} k \\ s \end{array} \right] q^{h-1} \right)_q 
\times \left( h + s - i - 1 \right)_q (\tilde{F}_{n-k,h}^{(d-k+s,\ell-i)} + \tilde{F}_{n-k,h}^{(d-k+s,\ell-i-1)}),
\]

with initial conditions

\[
\tilde{F}_{0,0}^{(d,\ell)} = \tilde{F}_{0,0}^{(d,\ell)} = 0.
\]

**Proof.** Combining (4.90) and (4.105) we immediately get (4.111). Similarly, combining (4.92) and (4.100) we immediately get (4.114). The remaining initial conditions are straightforward to check. \[ \Box \]

**Theorem 4.18.** For \( k, \ell, d \geq 0 \), \( n \geq k + \ell \) and \( n \geq d \), the \( F_{n,k}^{(d,\ell)} \) satisfy the following recursion: for \( n \geq 1 \)

\[
F_{n,n}^{(d,\ell)} = \delta_{\ell,0} q^{\left(\frac{n-d}{2}\right)} \left[ \begin{array}{c} n \\ d \end{array} \right]_q,
\]

\[ \Box \]
4.3. THREE FAMILIES OF PLETHYSTIC FORMULAE

\[ F_{n,k}^{(d,\ell)} = \delta_{n,k+\ell} q^{(k-q)} \binom{n-1}{\ell}_q \binom{k}{d}_q \]

\[ + \sum_{j=0}^{\min(n-k,\ell)} t^{n-k-j} \sum_{s=0}^{k-n-k-j} \sum_{h=1}^{q^j} \binom{k}{j}_q \binom{k+j-1}{s}_q \binom{s+j-1+h}{h}_q F_{n-k-j,h}^{(d-k+s,\ell-j)} \]

with initial conditions

\[ (4.117) \quad F_{0,0}^{(d,\ell)} = \delta_{k,0} \delta_{\ell,0} \delta_{d,0}, \quad F_{n,0}^{(d,\ell)} = \delta_{n,0} \delta_{\ell,0} \delta_{d,0}. \]

Similarly, the \( \widetilde{F}_{n,k}^{(d,\ell)} \) satisfy the following recursion: for \( n \geq 1 \)

\[ \widetilde{F}_{n,n}^{(d,\ell)} = \delta_{\ell,0} q^{(n-\ell/-q)} \binom{n-1}{d}_q, \]

and, for \( n \geq 1 \) and \( 1 \leq k < n \),

\[ \widetilde{F}_{n,k}^{(d,\ell)} = \delta_{n,k+\ell} q^{(k-q)} \binom{n-1}{\ell}_q \binom{k-1}{d}_q \]

\[ + \sum_{j=0}^{\min(n-k,\ell)} t^{n-k-j} \sum_{s=0}^{k-n-k-j} \sum_{h=1}^{q^j} \binom{k}{j}_q \binom{k+j-1}{s}_q \binom{s+j-1+h}{h}_q \widetilde{F}_{n-k-j,h}^{(d-k+s,\ell-j)} \]

with initial conditions

\[ (4.119) \quad \widetilde{F}_{0,0}^{(d,\ell)} = \widetilde{F}_{n,0}^{(d,\ell)} = 0. \]

**Proof.** Combining Theorem 4.16 and the definitions of the polynomials \( \Pi_{n,k,i}^{(d,\ell)} \) and \( H_{n,k,i}^{(d,\ell)} \), the result follows. \( \square \)

### 4.3.3. A recursion for \( G_{n,k}^{(d,\ell)} \) and \( \widetilde{G}_{n,k}^{(d,\ell)} \)

In this section we establish a recursion for \( G_{n,k}^{(d,\ell)} \) and \( \widetilde{G}_{n,k}^{(d,\ell)} \).

**Theorem 4.19.** For \( k, \ell, d \geq 0 \), \( n \geq k + \ell \) and \( n \geq d \), the \( G_{n,k}^{(d,\ell)} \) satisfy the following recursion:

\[ (4.120) \quad G_{n,k}^{(d,\ell)} = t^{n-\ell} q^{(k-q)} \binom{n+k-1}{n-\ell}_q q^{(n-\ell/-q)} \binom{n}{d}_q \]

\[ + \sum_{h=1}^{\min(n-d,k)} \sum_{s=0}^{\ell} \sum_{j=1}^{q^h} t^{n-\ell} q^{(k-q)} \binom{k}{j}_q \binom{h}{j}_q \]

\[ \times \binom{h+k-s-1}{h-s}_q G_{n-h,j}^{(d-h+j,\ell-s)} \]

with initial conditions

\[ (4.122) \quad G_{0,k}^{(d,\ell)} = \delta_{d,0} \delta_{\ell,0} q^{(k-q)}. \]
Similarly

\begin{equation}
\bar{G}_{n,k}^{(d,\ell)} = \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{\ell} \right]_{q} \left[ \frac{n + k - \ell - 1}{n - \ell} \right]_{q} q^{(n-d)} \left[ \frac{n - 1}{d} \right]_{q}
\end{equation}

\begin{equation}
+ \sum_{h=1}^{n-1} \sum_{s=0}^{\ell} \sum_{j=1}^{\min(n-d,h)} \ell^{n-\ell} q^{(\ell)} \left[ \frac{k}{s} \right]_{q} \left[ \frac{h}{j} \right]_{q} \bar{G}_{n-h,j}^{(d-h+j,\ell-s)}
\end{equation}

with initial conditions

\begin{equation}
\bar{G}_{0,k}^{(d,\ell)} = 0.
\end{equation}

**Proof.** Using (4.105), we have

\begin{equation}
G_{n,k}^{(d,\ell)} = \sum_{h=1}^{n-1} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{s} \right]_{q} \left[ \frac{h + k - s - 1}{h - s} \right]_{q} F_{n,h}^{(d,\ell-s)}
\end{equation}

\begin{equation}
= \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{s} \right]_{q} \left[ \frac{n + k - s - 1}{n - s} \right]_{q} F_{n,n}^{(d,\ell-s)}
\end{equation}

\begin{equation}
+ \sum_{h=1}^{n-1} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{s} \right]_{q} \left[ \frac{h + k - s - 1}{h - s} \right]_{q} F_{n,h}^{(d,\ell-s)}
\end{equation}

(\text{using (4.82)})

\begin{equation}
= \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{\ell} \right]_{q} \left[ \frac{n + k - \ell - 1}{n - \ell} \right]_{q} q^{(n-d)} \left[ \frac{n}{d} \right]_{q}
\end{equation}

\begin{equation}
+ \sum_{h=1}^{n-1} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{s} \right]_{q} \left[ \frac{h}{j} \right]_{q} \bar{G}_{n-h,j}^{(d-h+j,\ell-s)}
\end{equation}

(\text{using (4.90)})

\begin{equation}
+ \sum_{h=1}^{n-1} \sum_{s=0}^{\ell} \ell^{n-\ell} q^{(\ell)} q^{(\ell)} \left[ \frac{k}{s} \right]_{q} \left[ \frac{h + k - s - 1}{h - s} \right]_{q} \bar{G}_{n-h,j}^{(d-h+j,\ell-s)}
\end{equation}

(\text{using (4.92)})

as we wanted.

For (4.123) we get the same argument using (4.106), (4.91) and then (4.92). The initial conditions are easy to check: since \( \Delta_{d-r} = \Delta'_{d-r} = 0 \) for \( r > 0 \) we have

\begin{equation}
G_{0,k}^{(d,\ell)} = \ell^{0-\ell} q^{(\ell)} \left\langle \Delta_{\ell_0} \Delta_{\ell_0} e_0 \left[ X \frac{1-q^k}{1-q} \right], h_0 \right\rangle = \delta_{\ell,0} \delta_{d,0} q^{(\ell)}
\end{equation}

and

\begin{equation}
\bar{G}_{0,k}^{(d,\ell)} = \ell^{0-\ell} q^{(\ell)} \left\langle \Delta_{\ell_0} \Delta'_{\ell_0} e_0 \left[ X \frac{1-q^k}{1-q} \right], h_0 \right\rangle = 0.
\end{equation}

This completes the proof. \qed
4.3.4. A recursion for $H_{n,k,i}^{(d,\ell)}$ and $\overline{H}_{n,k,i}^{(d,\ell)}$. In this section we establish a recursion for $H_{n,k,i}^{(d,\ell)}$ and $\overline{H}_{n,k,i}^{(d,\ell)}$.

**Theorem 4.20.** For $k, \ell, d \geq 0$, $n \geq k + \ell$ and $n \geq d$, the $H_{n,k,i}^{(d,\ell)}$ satisfy the following recursion:

\[
H_{n,n,i}^{(d,\ell)} = \delta_{i,\ell} q^{\binom{n-\ell -k}{2}} \left[ \begin{array}{c} n - 1 \\ \ell \end{array} \right]_q \left[ \begin{array}{c} n - \ell \\ d \end{array} \right]_q,
\]

and for $1 \leq k < n$

\[
H_{n,k,i}^{(d,\ell)} = t^{n-k} \sum_{s=0}^{k-i} \sum_{h=0}^{n-k} q^{(s)} \left[ \begin{array}{c} k - i \\ s \end{array} \right]_q \left[ \begin{array}{c} k - 1 \\ i \end{array} \right]_q \left[ \begin{array}{c} s + i - 1 + h \\ h \end{array} \right]_q \sum_{j=0}^{\min(n-k-h,\ell-i)} H_{n-k,h+j,j}^{(d-k+i+s,\ell-i)},
\]

with initial conditions

\[
H_{0,k,i}^{(d,\ell)} = H_{n,0,i}^{(d,\ell)} = 0.
\]

Similarly

\[
\overline{H}_{n,n,i}^{(d,\ell)} = \delta_{i,\ell} q^{\binom{n-\ell -d}{2}} \left[ \begin{array}{c} n - 1 \\ \ell \end{array} \right]_q \left[ \begin{array}{c} n - \ell - 1 \\ d \end{array} \right]_q,
\]

and for $1 \leq k < n$

\[
\overline{H}_{n,k,i}^{(d,\ell)} = t^{n-k} \sum_{s=0}^{k-i} \sum_{h=0}^{n-k} q^{(s)} \left[ \begin{array}{c} k - i \\ s \end{array} \right]_q \left[ \begin{array}{c} k - 1 \\ i \end{array} \right]_q \left[ \begin{array}{c} s + i - 1 + h \\ h \end{array} \right]_q \sum_{j=0}^{\min(n-k-h,\ell-i)} \overline{H}_{n-k,h+j,j}^{(d-k+i+s,\ell-i)},
\]

with initial conditions

\[
\overline{H}_{0,k,i}^{(d,\ell)} = \overline{H}_{n,0,i}^{(d,\ell)} = 0.
\]

**Proof.** Clearly (4.137) follows from (4.134) using (4.88). Hence we will only prove (4.134).

To prove (4.134), just combine the definition (4.88) of $H_{n,k,i}^{(d,\ell)}$ and (4.108). The initial conditions are easy to check. \qed

**Remark 4.21.** Using some change of variables, we can rewrite the recursions in Theorem 4.20 in the following way:

\[
\overline{H}_{n,k,i}^{(d,\ell)} = t^{n-k} \sum_{s=0}^{k-i} \sum_{h=0}^{n-k} q^{(s)} \left[ \begin{array}{c} k - i \\ s \end{array} \right]_q \left[ \begin{array}{c} k - 1 \\ i \end{array} \right]_q \left[ \begin{array}{c} s + i - 1 + h \\ h \end{array} \right]_q \sum_{j=0}^{\min(n-k-h,\ell-i)} \overline{H}_{n-k,h+j,j}^{(d-k+i+s,\ell-i)}
\]

\[
= t^{n-k} \sum_{s=0}^{k-i} \sum_{h=0}^{n-k} \sum_{j=0}^{\min(n-k-h,\ell-i)} q^{(s)} \left[ \begin{array}{c} k - i \\ s \end{array} \right]_q \left[ \begin{array}{c} k - 1 \\ i \end{array} \right]_q \left[ \begin{array}{c} s + i - 1 + f - j \\ f - j \end{array} \right]_q \overline{H}_{n-k,f,j}^{(d-k+i+s,\ell-i)}
\]

\[
= t^{n-k} \sum_{p=i}^{k} \sum_{j=0}^{\min(n-k,\ell-j)} q^{(s)} \left[ \begin{array}{c} p - i \\ p - i \end{array} \right]_q \left[ \begin{array}{c} k - 1 \\ i \end{array} \right]_q \left[ \begin{array}{c} p - 1 + f - j \\ f - j \end{array} \right]_q \overline{H}_{n-k,f,j}^{(d-k+p,\ell-i)}.
\]

Similarly for $H_{n,k,i}^{(d,\ell)}$. 
4.4. Another symmetric function identity

The goal of this section is to prove the following theorem and deduce some of its consequences.

**Theorem 4.22.** For all \( a, b, k \in \mathbb{N} \), with \( a \geq 1, b \geq 1 \) and \( 1 \leq k \leq a \), we have

\[
\langle \Delta'_{e_a} \Delta'_{e_{a+b-k}} e_{a+b} \rangle = \langle \Delta h_k \Delta'_{e_{a+b-k}} e_{a+b-k} \rangle.
\]

**4.4.1. Proof of Theorem 4.22.** We start working on the right hand side of (4.139): using (4.49), we have

\[
\Delta h_k \Delta'_{e_{a+b-k}} e_{a+b-k} = \sum_{\gamma \vdash a+b-k} h_k[B_{\gamma}] e_{a-k}[B_{\gamma} - 1] H_{\gamma}[X] MB_\gamma \Pi_\gamma \overline{w_\gamma}
\]

(using 4.12) \[
= \sum_{\gamma \vdash a+b-k} h_k[B_{\gamma}] \sum_{i=0}^{a-k} (-1)^i e_{a-k-i}[B_{\gamma}] H_{\gamma}[X] MB_\gamma \Pi_\gamma \overline{w_\gamma}
\]

(using 4.23) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} h_k \left[ MB_{\gamma} - M \right] e_{a-k-i} \left[ MB_{\gamma} - M \right] \overline{H_{\gamma}[X]} MB_\gamma \Pi_\gamma \overline{w_\gamma}
\]

(using 4.50) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} \sum_{\mu \vdash a-i} c_k[B_{\mu}] H_{\gamma}[X] MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

(using 4.21) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} e_k[B_{\mu}] H_{\gamma}[X] MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

(using 4.20) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} \sum_{\beta \vdash \gamma} c^{(i)}_{\beta, \gamma} H_{\beta}[X] MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

(using 4.23) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} \sum_{\mu \vdash a-i} c^{(i)}_{\beta, \gamma} B_{\gamma} \overline{H_{\gamma}[X]} MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

(using 4.50) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} \sum_{\mu \vdash a-i} e^{(i)}_{\beta, \gamma} \overline{H_{\gamma}[X]} MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

(using 4.21) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} \sum_{\mu \vdash a-i} c^{(i)}_{\beta, \gamma} B_{\gamma} \overline{H_{\gamma}[X]} MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

(using 4.23) \[
= \sum_{i=0}^{a-k} (-1)^i \sum_{\gamma \vdash a+b-k} \sum_{\mu \vdash a-i} e^{(i)}_{\beta, \gamma} \overline{H_{\gamma}[X]} MB_{\gamma} \Pi_\gamma \overline{w_\gamma}
\]

\[
\]
Taking the scalar product with $e_{a+b-k}$ we get

$$\langle \Delta'_{\alpha} \Delta'_{\alpha+k} e_{a+b-k}, e_{a+b-k} \rangle = \sum_{\beta \vdash a+b} \sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} B_\gamma \langle \bar{H}_\gamma[X], e_{a+b-k} \rangle \cdot e_a [B_\beta - 1] \frac{\Pi_\beta M}{w_\beta}$$

(using (4.122))

$$= \sum_{\beta \vdash a+b} \sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} B_\gamma e_{a+b-k} [B_\gamma] \cdot e_a [B_\beta - 1] \frac{\Pi_\beta M}{w_\beta}$$

(using (4.10))

$$= \sum_{\beta \vdash a+b} \sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} B_\gamma T_\gamma \cdot e_a [B_\beta - 1] \frac{\Pi_\beta M}{w_\beta}.$$

For the left hand side we have

$$\langle \Delta'_{e_{a+k}} \Delta'_{e_{a+k-1}}, e_{a+b} \rangle = \sum_{\beta \vdash a+b} e_{a+b-k-1} [B_\beta - 1] B_\beta \langle \bar{H}_\beta[X], h_{a+b} \rangle \cdot e_a [B_\beta - 1] \frac{\Pi_\beta M}{w_\beta}$$

(using (4.110))

$$= \sum_{\beta \vdash a+b} e_{a+b-k-1} [B_\beta - 1] B_\beta \cdot e_a [B_\beta - 1] \frac{\Pi_\beta M}{w_\beta}.$$

So, in order to conclude the proof of (4.139), it will be enough to prove the following lemma.

**Lemma 4.23.** For every $n, k \in \mathbb{N}$, with $n > k \geq 1$, and for every $\beta \vdash n$, we have

$$e_{n-k-1} [B_\beta - 1] B_\beta = \sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} B_\gamma T_\gamma.$$

**Proof.** For $\gamma \vdash n-k$, applying (4.29), we have

$$B_\gamma = \sum_{\delta \subset 1 \gamma} c_{\gamma \delta}^{(1)}.$$

Therefore

$$\sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} B_\gamma T_\gamma = \sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} \sum_{\delta \subset 1 \gamma} c_{\gamma \delta}^{(1)} T_\gamma$$

$$= \sum_{\delta \subset \gamma_{k+1} \beta} \sum_{\gamma_\delta \subset 1 \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k)} \sum_{\delta \subset \gamma_{k+1} \beta} \sum_{\gamma_\delta \subset 1 \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k)} \sum_{\delta \subset \gamma_{k+1} \beta} \sum_{\gamma_\delta \subset 1 \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k)} \frac{T_\gamma}{T_\delta}$$

(using (4.27))

$$= \sum_{\delta \subset \gamma_{k+1} \beta} \sum_{\delta \subset \gamma_{k+1} \beta} \frac{T_\delta B_\beta / \delta}{B_\beta / \delta} \sum_{\delta \subset \gamma_{k+1} \beta} \sum_{\gamma_\delta \subset 1 \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k)} \frac{T_\gamma}{T_\delta}$$

$$= B_\beta \sum_{\delta \subset \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k+1)} T_\delta - \sum_{\delta \subset \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k+1)} B_\delta T_\delta,$$

which gives

$$\sum_{\gamma \subset h_{\alpha}} c_{\beta(\gamma)}^{(k)} B_\gamma T_\gamma = - \sum_{\delta \subset \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k+1)} B_\delta T_\delta + B_\beta \sum_{\delta \subset \gamma_{k+1} \beta} c_{\beta(\gamma_{k+1} \beta)}^{(k+1)} T_\delta.$$
Observe that by (4.16) we have
\[ \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} T_\delta = \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} e_{n-k-1} [B_\delta] \]
so, using (4.143), we have
\[ \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} \langle \bar{H}_{\delta}, e_{n-k-1} \rangle \]
but
\[ \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} \langle h_{n-1}^1 \bar{H}_{\delta}, e_{n-k-1} \rangle \]
\[ = \langle \bar{H}_{\beta}, e_{n-k-1} h_{k+1} \rangle \]
so
\[ \sum_{\gamma \subseteq k} c_{\beta \gamma}^{(k)} B_\gamma T_\gamma = \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} T_\delta - \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} [B_\delta] \]
Therefore we can argue by induction on \( n - k \): for \( n - k = 1 \), we have \( k = n - 1 \), so
\[ \sum_{\gamma \subseteq n-1} c_{\beta \gamma}^{(n-1)} B_\gamma T_\gamma = c_{\beta (1)}^{(n-1)} B_1 T_1 = c_{\beta (1)}^{(n-1)} \]
but
\[ c_{\beta (1)}^{(n-1)} = c_{\beta (1)}^{(n-1)} \langle 1, e_1 \rangle = c_{\beta (1)}^{(n-1)} \langle \bar{H}(1), e_1 \rangle = \langle h_{n-1}^1 \bar{H}_{\beta}, e_1 \rangle = \langle \bar{H}_{\beta}, e_1 h_{n-1} \rangle \]
\[ \text{(using (4.12))} = e_1 [B_\beta] = B_\beta = e_0 [B_\beta - 1] B_\beta. \]
If \( n - k \geq 2 \), by induction
\[ \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} B_\delta T_\delta = e_{n-k-2} [B_\beta - 1] B_\beta, \]
so, using (4.143), we have
\[ \sum_{\gamma \subseteq k} c_{\beta \gamma}^{(k)} B_\gamma T_\gamma = \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} T_\delta - \sum_{\delta \subseteq k+1} c_{\beta \delta}^{(k+1)} [B_\delta] \]
\[ = -e_{n-k-2} [B_\beta - 1] B_\beta + B_\beta e_{n-k-1} [B_\beta] \]
\[ = B_\beta (e_{n-k-1} [B_\beta] - e_{n-k-2} [B_\beta - 1]) \]
\[ = B_\beta e_{n-k-1} [B_\beta - 1]. \]
This concludes the proof of the lemma. □

We already observed that the lemma finishes the proof of Theorem 4.22.

4.4.2. Some consequences of Theorem 4.22. We deduce here a few consequences of Theorem 4.22.

First of all, we have the following corollary.

COROLLARY 4.24.
\[ \langle \Delta v_\alpha \Delta' e_{a+b-k-1} \rangle e_{a+b}, h_{a+b} \rangle = \langle \Delta h_a \Delta e_{a-k} \rangle e_{a+b-k}, e_{a+b-k} \rangle. \]
The second equality follows simply from (4.108).

Adding this one to (4.139) and using \( \Delta e_m = \Delta' e_{m-1} \) on \( \Lambda^{(n)} \) with \( 1 \leq m \leq n \), we get the result.

As an application of (4.139), we give a first algebraic proof of the symmetry (0.1) predicted by Conjecture 7.1 in [26], which is left open in [44] as Conjecture 16. A combinatorial proof will be provided in Section 7.2.

**Theorem 4.25.** For \( n > k + \ell \), the following expression is symmetric in \( k \) and \( \ell \):

\[
\langle \Delta h_k \Delta' e_{n-k-1} e_n, e_{n-k} \rangle.
\]

**Algebraic proof of Theorem 4.25.** Using (4.139), with \( n = a + b \) and \( \ell = b - 1 \), we have

\[
\langle \Delta h_k \Delta' e_{n-k-1} e_n, e_{n-k} \rangle = \langle \Delta' e_{n-k-1} \Delta' e_{n-k-1} e_n, h_n \rangle,
\]

which is obviously symmetric in \( k \) and \( \ell \).

**Proposition 4.26.** For \( n, d, \ell \geq 0 \), \( n \geq k + \ell \) and \( n \geq d \), we have

\[
\langle \Delta' e_{n-k-1} e_n, e_{n-d} h_d \rangle = \sum_{k=1}^{n} F^{(d, \ell)}_{n,k} = \sum_{k=1}^{n} \sum_{i=0}^{k-1} H^{(d, \ell)}_{n,k,i},
\]

and

\[
\langle \Delta' e_{n-k-1} e_n, s_{d+1, n-d-1} \rangle = \sum_{k=1}^{n} F^{(d, \ell)}_{n,k} = \sum_{k=1}^{n} \sum_{i=0}^{k-1} H^{(d, \ell)}_{n,k,i}.
\]

**Proof.** To prove the first equality in (4.150), observe that

\[
\sum_{k=1}^{n} F^{(d, \ell)}_{n,k} = \langle \Delta h_k \Delta' e_{n-d-\ell} \sum_{k=1}^{n-l} E_{n-\ell,k}, e_{n-\ell} \rangle
\]

(assuming (4.38)) \( = \langle \Delta h_k \Delta' e_{n-d-\ell} e_{n-\ell} \rangle \)

(assuming (4.140)) \( = \langle \Delta e_{n-d} \Delta' e_{n-d-\ell} e_n, h_n \rangle \)

(assuming (4.12)) \( = \langle \Delta' e_{n-d-\ell} e_n, e_{n-d} h_d \rangle \).

The second equality follows simply from (4.108).

A similar computation using (4.139), (4.41) and (4.109) gives (4.151).

### 4.5. Two theorems and a corollary

We prove two theorems and a corollary on symmetric functions.

**Theorem 4.27.** Let \( m, n, k \in \mathbb{N} \), \( m \geq 0 \), \( n \geq 0 \) and \( n \geq k \geq 0 \). Then

\[
\langle \Delta h_m e_{n+1}, s_{k+1, n-k} \rangle = \langle \Delta' e_{m+n-k-1} e_{m+n}, h_m h_n \rangle.
\]

In particular

\[
\langle \Delta h_m e_{n+1}, s_{k+1, n-k} \rangle = \langle \Delta h_m e_{m+1}, s_{k+1, m-k} \rangle.
\]
Using (4.42), we have
\[
\langle \Delta_{m+n} e_{n+1}, h_{k+1} e_{n-k} \rangle = \langle \Delta_{m+n+1} e_{n+1}, h_{n+1} \rangle
\]
(4.154)
Now using this identity, (4.7) and the classical
\[
h_{k+1} e_{n-k} = s_{k+2,1} - s_{k+1,1} + s_{k+1,1^n-k},
\]
we get
\[
\langle \Delta_{m+n} e_{n+1}, s_{k+1,1^n-k} \rangle = \sum_{j \geq 0} (-1)^j \langle \Delta_{m+n} e_{n+1}, h_{k+1+j} e_{n-j} \rangle
\]
\[
= \sum_{j \geq 0} (-1)^j \langle \Delta_{m+n-k-1-j} e_{m+n}, h_{m} h_{n} \rangle
\]
\[
= \langle \Delta_{m+n-k-1} e_{m+n}, h_{m} h_{n} \rangle.
\]
This proves (4.152). Now (4.153) follows immediately from the fact that the right hand side of (4.152) is obviously symmetric in \( m \) and \( n \).

**Theorem 4.28.** Let \( m, n, k \in \mathbb{N}, m \geq 0, n \geq 0 \) and \( m, k \geq 0 \). Then
\[
\sum_{r=1}^{m-k+1} t^{m-k-r+1} \langle \Delta_{m-k-r+1} e_k, e_n \rangle = \langle \Delta_{m+n} e_{n+1}, s_{k+1,1^n-k} \rangle.
\]
**Proof.** Using (4.40), we have
\[
\sum_{r=1}^{m-k+1} t^{m-k-r+1} \langle \Delta_{m-k-r+1} e_k, e_n \rangle = \sum_{r=1}^{m-k+1} t^{m-k-r+1} \sum_{\mu+n} (1-q^r) h_r [(1-t)B_{\mu}] \frac{\Pi_{\mu}}{\nu_{\mu}} h_{m-r-k+1} [B_{\mu}] e_k [B_{\mu}] T_{\mu}
\]
\[
= \left( \sum_{\mu+n} t^{m-k-r+1} (1-q^r) h_r [(1-t)B_{\mu}] h_{m-r-k+1} [B_{\mu}] \right) \frac{\Pi_{\mu}}{\nu_{\mu}} e_k [B_{\mu}] T_{\mu}
\]
(4.157)
(4.47)
(4.38)
(4.44)
4.6. $\Delta_f\omega(p_n)$ at $t = 1/q$

$$\sum_{\gamma \vdash m-k+1} \sum_{\mu \vdash n} T_{\mu}M \Pi_{\mu} T_{\gamma} \frac{B_{\gamma} e_k}{w_{\gamma}} \left[ MB_{\mu} \right] \frac{\bar{H}_{\gamma}}{w_{\gamma}} \left[ MB_{\mu} \right]$$

$$\sum_{\gamma \vdash m-k+1} \sum_{\mu \vdash n} T_{\mu}M \Pi_{\mu} T_{\gamma} \frac{B_{\gamma} \sum d^{(k)}_{\alpha \gamma} \bar{H}_{\alpha}}{w_{\gamma}} \left[ MB_{\mu} \right]$$

(using (4.23))

$$\sum_{\gamma \vdash m-k+1} \sum_{\alpha \vdash k} M \Pi_{\alpha} h_{n} \left[ MB_{\alpha} \right] \frac{\bar{H}_{\alpha}}{w_{\alpha}} \left[ MB_{\alpha} \right]$$

(using (4.50))

$$\sum_{\alpha \vdash m+1} \sum_{\gamma \vdash k} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] T_{\gamma} B_{\gamma} d^{(k)}_{\alpha \gamma} \frac{h_{\alpha}}{w_{\alpha}}$$

(using (4.25))

$$\sum_{\alpha \vdash m+1} \sum_{\gamma \vdash k} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] T_{\gamma} B_{\gamma} d^{(k)}_{\alpha \gamma}$$

(using (4.140))

$$\sum_{\alpha \vdash m+1} \sum_{\gamma \vdash k} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] e_{m-k} \left[ B_{\alpha} - 1 \right] B_{\alpha}$$

(using (4.41))

$$\sum_{\alpha \vdash m+1} \sum_{\gamma \vdash k} M \Pi_{\alpha} h_{n} \left[ B_{\alpha} \right] e_{m-k+1} \left[ B_{\alpha} - 1 \right] B_{\alpha}$$

(using (4.153))

The following corollary is an immediate consequence of these results.

**Corollary 4.29.** Let $m, n, k \in \mathbb{N}, m \geq 0, n \geq 0$ and $m \geq k \geq 0$. Then

$$\sum_{r=1}^{m-k+1} t^{m-k-r+1} \Delta_{h_{m-n-k+1}} \Delta_{e_k} e_n \left[ \frac{X^{1-q^r}}{1-q} \right], e_n = \langle \Delta'_{e_{m+n-k}} e_{m+n}, h_{m} h_{n} \rangle.$$

4.6. $\Delta_f\omega(p_n)$ at $t = 1/q$

The goal of this section is to prove the following theorem.

**Theorem 4.30.** For any $f \in \Lambda^{(k)}$ we have

$$\Delta_f\omega(p_n) \mid_{t = 1/q} = \frac{[n]_q f [[n]_q]}{[k]_q q^{k(n-1)}} e_n [X[k]_q].$$

**Proof.** By the definition of plethystic notation and Murnaghan-Nakayama rule, we have

$$\omega(p_n)/(1 - q^n) = (-1)^{n-1}p_n/(1 - q^n)$$

$$= ((-1)^{n-1}p_n)[X/(1 - q)]$$

$$= \left( \sum_{a=1}^{n} (-1)^{a-1}s_{(a, 1^{n-a})} \right) [X/(1 - q)]$$

$$= \sum_{a=1}^{n} (-1)^{a-1}s_{(a, 1^{n-a})} [X/(1 - q)].$$
It is well-known (see [16]) that
\[
\tilde{H}_\mu(X; q, 1/q) = C s_\mu \left[ \frac{X}{1 - q} \right]
\]
for all \( \mu \vdash n \) and some constant \( C \) (depending on \( \mu \)), so
\[
\Delta_f \omega(p_n)/(1 - q^n) \bigg|_{t=1/q} = \sum_{a=1}^{n} (-1)^{a-1} \Delta_f s_{(a, 1^{n-a})}[X/(1 - q)] \]
\[
= \sum_{a=1}^{n} (-1)^{a-1} f[B_{(a, 1^{n-a})}(q, 1/q)] s_{(a, 1^{n-a})}[X/(1 - q)].
\]
But notice that
\[
B_{(a, 1^{n-a})}(q, 1/q) = q^{-(n-a)}[n]_q,
\]
so that
\[
\Delta_f \omega(p_n)/(1 - q^n) \bigg|_{t=1/q} = \sum_{a=1}^{n} (-1)^{a-1} f[B_{(a, 1^{n-a})}(q, 1/q)] s_{(a, 1^{n-a})}[X/(1 - q)] \]
\[
= \sum_{a=1}^{n} (-1)^{a-1} q^{-(n-a)} f[[n]_q] s_{(a, 1^{n-a})}[X/(1 - q)]
\]
\[
= \sum_{a=1}^{n} (-1)^{a-1} q^{-k(n-a)} f[[n]_q] s_{(a, 1^{n-a})}[X/(1 - q)]
\]
\[
= f[[n]_q] q^{-k(n-1)} \sum_{a=1}^{n} (-1)^{a-1} q^{k(a-1)} s_{(a, 1^{n-a})}[X/(1 - q)]
\]
\[
= \frac{f[[n]_q]}{(1 - q^k) q^{k(n-1)}} \sum_{a=1}^{n} (-q^k)^{a-1} (1 - q^k) s_{(a, 1^{n-a})}[X/(1 - q)]
\]
(using (4.10))
\[
= \frac{f[[n]_q]}{(1 - q^k) q^{k(n-1)}} \sum_{a=1}^{n} s_{(n-a+1, 1^{n-a-1})} [1 - q^k] s_{(a, 1^{n-a})}[X/(1 - q)]
\]
(using (4.10))
\[
= \frac{f[[n]_q]}{(1 - q^k) q^{k(n-1)}} \sum_{\mu \vdash n} s_{\mu} [1 - q^k] s_{\mu}[X/(1 - q)]
\]
(4.15) (using (4.5))
\[
= \frac{f[[n]_q]}{(1 - q^k) q^{k(n-1)}} \alpha_n[X[k]_q].
\]
This immediately implies our theorem. \( \square \)
Combinatorics of decorated Dyck paths

In this chapter we collect some results about decorated Dyck paths.

5.1. Haglund’s $\zeta$ (sweep) map

The bounce behaves well under Haglund’s $\zeta$ map.

**Theorem 5.1.** There exists a bijective map

$$\zeta : \text{DDd}(n)^{oa,*b} \to \text{DDb}(n)^{ob,*a}$$

such that for all $D \in \text{DDd}(n)^{oa,*b}$

$$\text{area}(D) = \text{bounce}(\zeta(D))$$

$$\text{dinv}(D) = \text{area}(\zeta(D)).$$

**Proof.** We remind the reader of the notations:

- $\text{DDd}(n)^{oa,*b} \subseteq \text{DD}(n)^{oa,*b}$ is the subset where the rightmost highest peak, i.e. the rightmost peak that is the furthest removed from the main diagonal, is never decorated, denoted as such because decorating this peak does not alter the dinv statistic;

- $\text{DDb}(n)^{oa,*b} \subseteq \text{DD}(n)^{oa,*b}$ is the subset where the first peak, i.e. the peak in the leftmost column, is never decorated, denoted as such because decorating this peak does not alter the bounce statistic.

The map is Haglund’s $\zeta$ map on undecorated Dyck paths ([29, Theorem 3.15]), whose definition we know recall; we just have to specify what happens to the decorations.

Take $D \in \text{DDd}(n)^{oa,*b}$ and rearrange its area word in ascending order. This new word, call it $u$, will be the bounce word of $\zeta(D)$. We construct $\zeta(D)$ as follows. First we draw the bounce path corresponding to $u$. The first vertical stretch and last horizontal stretch of $\zeta(D)$ are fixed by this path. For the section of the path between the peaks of the bounce path we apply the following procedure: place a pen on the top of the $i$-th peak (counting from the bottom row) of the bounce path and scan the area word of $D$ from left to right. Every time we encounter a letter equal to $i - 1$ we draw an east step and when we encounter a letter equal to $i$ we draw a north step. By construction of the bounce path, we end up with our pen on top of the $(i + 1)$-th peak of the bounce path. Note that in an area word a letter equal to $i \neq 0$ cannot appear unless it is preceded by a letter equal to $i - 1$. This means that starting from the $i$-th peak, we always start with a horizontal step which explains why $u$ is indeed the bounce word of $\zeta(D)$. It is well-known (cf. [29, Theorem 3.15]) that, ignoring the decorations, this map is a bijection from $\text{DDd}(n)^{oa,*b}$ into $\text{DDb}(n)^{ob,*a}$ sending the bistatistic $(\text{dinv}, \text{area})$ into $(\text{area}, \text{bounce})$. 
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Let us now deal with the decorated rises. Let \( j \) be such that the \( j \)-th vertical step of \( D \) is a decorated rise. It follows that \( a_j(D) = a_{j-1}(D) + 1 \). Take \( i \) such that \( a_{j-1}(D) = i - 1 \). While scanning the area word to construct the path between the \( i \)-th and \((i + 1)\)-th peak of the bounce path, we will encounter \( a_j(D) = i \). This will correspond to a horizontal step followed by a vertical step in \( \zeta(D) \), sometimes called a valley. Decorate the first peak following this valley. This peak must be in the section of the path between the \( i \)-th and \((i + 1)\)-th peak of the bounce path so the label of the vertical step of the bounce path contained in the same row must be equal to \( i \). It now follows from the definition of the statistics that area gets sent into bounce. Note that the first peak never gets decorated in this way, since it is not preceded by a valley.

Finally, we determine where to send the decorated peaks. The most natural thing to do is to send decorated peaks into decorated falls. Let \( j \) be the index of a decorated peak. It follows that \( a_{j+1}(D) \leq a_j(D) \). Take once more \( i \) such that \( a_{j+1}(D) = i - 1 \). When scanning the area word to construct the path between the \( i \)-th and \((i + 1)\)-th peak of the bounce path, we will encounter \( a_j(D) = i - 1 \) which corresponds to a horizontal step, which we call \( h \). Since \( a_{j+1}(D) \leq i - 1 \) we must, by definition of an area word, encounter a letter equal to \( i - 1 \) before we might encounter another letter equal to \( i \). It follows that our scanning continues with the encounter of a letter equal to \( i - 1 \) or that we encounter no more letters equal to \( i - 1 \) or \( i \). In the first case it is clear that \( h \) is followed by a horizontal step. In the second case, if the \( i \)-th step of the bounce path is not the last one, then \( h \) is also followed by a horizontal step since the next portion of the path must start with a horizontal step. Only when the \( i \)-th peak is the last peak of the bounce path and \( a_j(D) \) is the last occurrence of \( i - 1 \) in the area word, \( h \) is not followed by a horizontal step. But this means that the \( j \)-th vertical step was the rightmost highest peak of \( D \) and so it was not supposed to be decorated as \( D \in \text{DDd}(n)^{\text{oa},*b} \).

Thus, \( h \) is always a fall, which we decorate. So in the area of \( \zeta(D) \) the squares directly under \( h \) and above the main diagonal are not counted. We distinguish two types of squares under \( h \), those that are under the bounce path of \( \zeta(D) \) and those above it. The number of squares of the first kind equals the number of letters equal to \( i - 1 \) that occur in the area word after its \( j \)-th letter. The number of squares of the second kind is equal to the number of letters equal to \( i \) that occur in the area word before its \( j \)-th letter. Since \( j \in \text{Peak}(D) \) the pairs formed by \( j \) and the indices of these letters are exactly the pairs that are not counted for the dinv. The pairs that do contribute to the dinv correspond to the squares under undecorated horizontal steps. We conclude that dinv gets sent into area.

One readily checks that this map is invertible: the bounce path of \( \zeta(D) \) provides the letters of the area word of \( D \), and the path the interlacing of the letters. The decorations of \( D \) can be obtained applying the arguments above backwards.

\[ \square \]

5.2. The \( \psi \) map exchanging peaks and falls

We define a map that explains an interesting symmetry.

**Theorem 5.2.** There exists a bijective map

\[ \psi : \text{DDp}(n)^{\text{oa},*b} \rightarrow \text{DDp}(n)^{\text{ob},*a} \]
such that for all $D \in \mathcal{DD}(8)^{\circ2, \ast 3}$

$$\text{area}(D) = \text{area}(\psi(D))$$
$$\text{pbounce}(D) = \text{pbounce}(\psi(D))$$.

**Proof.** Let us first look at a simpler map, $\psi_0$, that transforms one decorated fall into a decorated peak, conserving the said statistics. Call the endpoint of the decorated fall $x$. We travel southward from $x$ until we hit the main diagonal then travel west until we hit the endpoint of a north step of the path. Call this point $y$. Now we modify the portion of the path between $x$ and $y$ by deleting the decorated east step and by adding an east step after the point $y$. See Figure 24. Since $y$ was the endpoint of a north step and we added an east step after $y$, we have created a peak which we decorate.

Since $x$ is the endpoint of a fall, it is never on the main diagonal. It follows that the image is still a Dyck path. Furthermore, the area has not been altered since the number of squares beneath the path are exactly diminished by the number of squares under the decorated fall. Finally, recalling the definition of $\text{pbounce}$, it is
easy to see that the pbounce path is not altered, so that this statistic is not altered either. Clearly, \( \psi_0 \) is invertible.

Notice that \( \psi_0^{-1} \) would not work with a decoration on the peak in the top row: the added horizontal step would be the last of the path, so not a fall. This explains why \( \psi \) is defined on \( \text{DD} p(n)^{oa,*b} \).

The general map \( \psi \) relies on \( \psi_0 \) as follows: apply \( \psi_0 \) to all the decorated falls and \( \psi_0^{-1} \) to all the decorated peaks, one by one. However, we must be careful, because the order in which we transform the decorations matters. We use the following order:

1. apply \( \psi_0 \), from left to right, to all decorated falls. We end up with a path all of whose decorations are on peaks;
2. apply \( \psi_0^{-1} \), from top to bottom, to all the decorated peaks that did not come from decorated falls in step (1).

See Figure 25 for an example. Notice that if we do not respect these rules, then the area of the final path might not be the same. Indeed \( \psi_0 \) requires pushing a portion of the path to the right. If there happens to be a decorated fall in this portion, then one decreases the number of squares under this step and so increases the overall area. Similarly, when applying \( \psi_0^{-1} \), a portion of the path gets pushed to the left, so when there is a decorated fall in this portion the overall area decreases. These two situations are always avoided by respecting the given order. Since every step of \( \psi \) preserves area and pbounce, so does \( \psi \).

It is clear that \( \psi^2 : \text{DD} p(n)^{oa,*b} \to \text{DD} p(n)^{oa,*b} \) is the identity map, in other words \( \psi \) is an involution, so it is bijective.

\( \square \)

5.3. Combinatorial recursions

Let us introduce some notation.

\[
\text{DDd}_{q,t}(n)^{oa,*b} := \sum_{D \in \text{DDd}(n)^{oa,*b}} q^{\text{dinv}(D)} t^{\text{area}(D)}
\]

\[
\text{DDb}_{q,t}(n)^{oa,*b} := \sum_{D \in \text{DDb}(n)^{oa,*b}} q^{\text{area}(D)} t^{\text{bounce}(D)}
\]

\[
\text{DDp}_{q,t}(n)^{oa,*b} := \sum_{D \in \text{DDp}(n)^{oa,*b}} q^{\text{area}(D)} t^{\text{pbounce}(D)}.
\]

In general, when considering a subset of one of the sets \( \text{DDd}(n)^{oa,*b}, \text{DDb}(n)^{oa,*b} \) and \( \text{DDp}(n)^{oa,*b} \), and subscript \( q,t \) appears, it denotes the \( q,t \)-polynomial that is the sum over this subset with the relevant bistatisitc.

In this section, we study the polynomials of this kind by breaking them into pieces and finding a recursive way to construct these pieces.

5.3.1. bounce. Let \( a,b,n,k \in \mathbb{N} \), with \( 1 \leq k \leq n \). We introduce two new sets

\[
\text{DDb}(n \setminus k)^{oa,*b} \subseteq \text{DDb}(n \setminus k)^{oa,*b} \subseteq \text{DDb}(n)^{oa,*b}
\]

- a path in \( \text{DDb}(n)^{oa,*b} \) is a path in \( \text{DDb}(n \setminus k)^{oa,*b} \) if its bounce word contains exactly \( k \) zeros.
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Figure 25. The two steps in the definition of the map $\psi$

- a path in $\text{DDb}(n \setminus k)_{oa,*b}$ is a path in $\text{DDb}(n \setminus k \setminus 0)_{oa,*b}$ if its first $k$ columns do not contain any decorated falls.

Since $\text{DDb}(n)^{oa,*b} = \bigsqcup_{k=1}^{n} \text{DDb}(n \setminus k)^{oa,*b}$, we have

$$\text{DDb}_{q,t}(n)^{oa,*b} = \sum_{k=1}^{n} \text{DDb}_{q,t}(n \setminus k)^{oa,*b}$$

We prove two recursive formulas for $\text{DDb}_{q,t}(n \setminus k)_{oa,*b}$ and $\text{DDb}_{q,t}(n \setminus k \setminus 0)_{oa,*b}$.

**Theorem 5.3.** Let $a, b, n, k \in \mathbb{N}$, $1 \leq k \leq n$. Then

$$\text{DDb}_{q,t}(n \setminus n)_{oa,*b} = \delta_{a,0} q^{\begin{bmatrix} n-b \\ 2 \end{bmatrix}} \left[ \begin{array}{c} n-1 \\ b \end{array} \right]_q,$$

and for $k < n$

$$\text{DDb}_{q,t}(n \setminus k)_{oa,*b} = \sum_{s=0}^{b} \left[ \begin{array}{c} k \\ s \end{array} \right]_q \text{DDb}_{q,t}(n - s \setminus k - s \setminus 0)_{oa,*b-s}.$$  

**Proof.** First of all, consider the case $k = n$. The paths in $\text{DDb}(n \setminus n)_{oa,*b}$ are the paths that consist of $n$ north steps followed by $n$ east steps and so the bounce must be zero. There can be no decorations of the first and only peak of these paths so $a$ must equal zero. Of the $n$ consecutive east steps, $b$ are decorated falls. The last east step must be undecorated since it is not a fall. We choose an interlacing between the remaining $n - 1 - b$ undecorated and $b$ decorated east steps. In each
interlacing the contributions of the undecorated east steps are distinct, between 1 and \( n \). It follows that the area is \( q \)-counted by

\[
\delta_{a,0} q^{n-1-b} q^{\binom{n-1-b}{2}} \left[ \frac{n-1}{n-1-b} \right]_q = \delta_{a,0} q^{\binom{n-b}{2}} \left[ \frac{n-1}{b} \right]_q.
\]

Now consider \( k < n \). Take a path \( P \in DD_b(n-s\setminus(k-s)\setminus 0)^{o_a,s_{b-s}} \). The first \( k-s \) columns of \( P \) do not contain any decorated fall. We will add \( s \) falls to these first columns and prepend \( s \) vertical steps to \( P \), thus obtaining a path \( P' \) in \( DD_b(n\setminus k)^{o_a,s_{b}} \) (as in Figure 26). Going through all the possible values of \( s \), we obtain in this way all the paths of \( DD_b(n\setminus k)^{o_a,s_{b}} \). The bounce remains unchanged since one obtains the bounce word of \( P' \) by prepending \( s \) zeros to the bounce word of \( P \), and the decorated peaks stay in the same position. Choose an interlacing between the \( k-s \) first horizontal steps of \( P \) and the \( s \) falls that are to be added. Reading the interlacing left to right, we prepend the decorated falls to the following undecorated horizontal steps. We may also end the interlacing with a decorated fall since \( P \) has \( k-s \) zeros in its bounce word, so the portion of \( P \) in the first \( k-s \) columns is followed by a horizontal step. The squares under the decorated falls do not contribute to the area but every time an undecorated horizontal step precedes a decorated fall in the interlacing, one square of area is added. This explains the factor \( \binom{k-s+s}{s} = \binom{k}{s} \) and proves the theorem. □

**THEOREM 5.4.** Let \( a, b, n, k \in \mathbb{N} \), with \( 1 \leq k \leq n \). Then

\[
DD_{b,q,t}(n\setminus n\setminus 0)^{o_a,s_{b}} = \delta_{b,a} \delta_{0,b} q^{\binom{n}{2}},
\]

and for \( 1 \leq k \leq n-1 \)

\[
DD_{b,q,t}(n\setminus k\setminus 0)^{o_a,s_{b}} = t^{n-k-a} \sum_{i=0}^{a} q^{\binom{i}{2}} + \binom{a+1}{1} \sum_{h=1}^{n-k} \left[ \frac{h-1}{i} \right] q^{\binom{h}{2}} \left[ \frac{h+k-i-1}{h} \right]_q \times (DD_{b,q,t}(n-k\setminus h)^{o_{a-i},s_{b}} + DD_{b,q,t}(n-k\setminus h)^{o_{a-i-1},s_{b}}).
\]

*Figure 26. Illustration of the proof of Theorem 5.3*
PROOF. First suppose that $k = n$, that is, the bounce word contains $k$ zeros so the path must go north for $n$ steps and then east for $n$ steps. It follows that the bounce equals zero. It is clear that for $\text{DDb}(n\backslash n\backslash 0)^{a,i,s_b}$ to be nonempty, $a$ and $b$ have to equal 0 since we cannot decorate the first (and only) peak and the first $k = n$ columns may not contain a decorated fall. So there is only one path in $\text{DDb}(n\backslash n\backslash 0)^{a,i,s_b}$ and its area is equal to $\binom{n}{2}$.

Now suppose that $k < n$. We explain a procedure that uniquely describes an element of $\text{DDb}(n\backslash k\backslash 0)^{a,i,s_b}$.

Start with an element $D$ of $\text{DDb}(n-k\backslash h)^{a-i,s_b}$ for $1 \leq h \leq n-k$. We will extend this path to obtain an element $D'$ of $\text{DDb}(n\backslash k\backslash 0)^{a,i,s_b}$, keeping track of the statistics during the process. We refer to Figure 27 for a visual aid. Consider an $n \times n$ grid. Place $D$ in the top right corner of this grid such that $D$ goes from $(k,k)$ to $(n,n)$. Since the number of 0’s in the bounce word of $D$ equals $h$ we know that $D$ starts with $h$ vertical steps, followed by a horizontal step. Delete these $h$ vertical steps from $D$. To obtain a path $D'$ of size $n$ we need to complete what remains of $D$ with a path from $(0,0)$ to $(k,k+h)$ which we will call $P$. Note that $D'$ must have $k$ zeros in its bounce word, so $P$ must start with $k$ vertical steps followed by a horizontal step. Hence the path that is still to be determined goes from $(1,k)$ to $(k,k+h)$. Note that we have $h \geq 1$ since $k < n$.

![Figure 27](image_url)

**Figure 27.** Theorem 5.4 $D$ on the left and $D'$ on the right.

At this point we can already determine the bounce of $D'$. We have

$$\text{bounce}(D') = \text{bounce}(D) + (n-k-a).$$

Indeed its bounce word is formed by $k$ 0’s followed by the letters of the bounce word of $D$, all augmented by 1. So $n-k$ letters are augmented by one, but $a$ of them will not contribute to the bounce as they will correspond to decorated peaks (all the decorated peaks are above the line $y = k$, as the first peak cannot be decorated). This explains the factor $t^{n-k-a}$.

The area of $D'$ will be the sum of the area of $D$ with the area beneath the path $P$. We construct $P$ in two steps. We construct the path from $(k,k+h)$ to $(1,k)$ keeping track of the area underneath it and above the main diagonal. We set
5. Combinatorics of Decorated Dyck Paths

Let $a, b, n, k \in \mathbb{N}$, with $1 \leq k \leq n$. We introduce two new sets

\[
\text{DDd}(n \setminus k \setminus 0)_{a, b}^a \subseteq \text{DDd}(n \setminus k)_{a, b}^a \subseteq \text{DDd}(n)_{a, b}^a.
\]

- a path in $\text{DDd}(n)_{a, b}^a$ is a path in $\text{DDd}(n \setminus k)_a^a, b$ if its area word contains exactly $k$ zeros;
- a path in $\text{DDd}(n \setminus k)_{a, b}^a$ is a path in $\text{DDd}(n \setminus k \setminus 0)_{a, b}$ if the peaks whose starting point lies on the main diagonal are not decorated.

Since $\text{DDd}(n)_{a, b}^a = \bigsqcup_{k=1}^{n} \text{DDd}(n \setminus k)_a^a, b$, we have

\[
\text{DDd}_{q, t}(n)_{a, b}^a = \sum_{k=1}^{n} \text{DDd}_{q, t}(n \setminus k)_a^a, b.
\]

Using the $\zeta$ map, we can deduce the following results for $\text{DDd}_{q, t}(n \setminus k)_{a, b}$ and $\text{DDd}_{q, t}(n \setminus k \setminus 0)_{a, b}$.

The next proposition follows immediately from the construction of $\zeta$. 

---

$i$ to be the number of decorated peaks in $P$. The different steps are illustrated in Figure 28.

1. We start by creating $i$ decorated peaks. Consider a peak as a vertical step followed by a horizontal step. We require that the top row does not contain a decorated peak. So choose an interlacing of $i$ peaks and $h - i - 1$ vertical steps. The area that lies above the bounce path and under this portion of the path is reflected by the terms

\[
q^{(i+1)} \left[ \begin{array}{c} h - i + 1 \\ i \end{array} \right] = q^{(i+1)} \left[ \begin{array}{c} h - 1 \\ i \end{array} \right].
\]

2. Now, we have placed all the vertical steps and $i$ horizontal steps. So there are $k - i - 1$ horizontal steps left to place (indeed, the first $k$ vertical steps of $P$ must be followed by a horizontal step). We choose an interlacing between these $k - i - 1$ horizontal and $h$ vertical steps. The area above the bounce path that is created is counted by

\[
\left[ \begin{array}{c} h + k - i - 1 \\ h \end{array} \right].
\]

Finally, the area under the bounce path is equal to $q^{(i)}$.

Depending on the choices made in the construction of $P$ we have now obtained a unique path in $\text{DDd}(n \setminus k \setminus 0)_{a, b}^a$, and kept track of its statistics. However, not all the paths of $\text{DDd}(n \setminus k \setminus 0)_{a, b}^a$ are obtained by this procedure. Indeed, in step (1), we required that the top row of $P$ does not contain a decorated peak. We did this in order to be able to differentiate between the situation when the horizontal step following the decorated peak is part of $P$ and the situation where it isn’t. We solve this by adding another term, now starting from a path in $\text{DDd}(n - k \setminus h)_{a, b}$ and considering the last row of $P$ to be always decorated (as opposed to never decorated before). Now the argument for the area is exactly the same, as a decorated peak does not influence the area. For the bounce, the argument does not change either: $D$ has $a - i - 1$ decorated peaks, we place $i$ decorated peaks in step (1) and consider the last row of $P$ to contain a decorated peak, which totals to $a$ decorated peaks and so the bounce still goes up by $n - k - a$.

Summing over all possible values of $h$ and $i$, we obtain the result. □
5.3. COMBINATORIAL RECURSIONS

Proposition 5.5. Let \( a, b, n, k \in \mathbb{N} \), with \( n \geq k \geq 1 \). Then the \( \zeta \) map defined in the proof of Theorem 5.1, suitably restricted, gives a bijection from \( DDB(n \setminus k)_{n \setminus k}^{a, b} \) to \( DDB(n \setminus k)_{n \setminus k}^{b, a} \) and from \( DDB(n \setminus k \setminus 0)_{n \setminus k \setminus 0}^{a, b} \) to \( DDB(n \setminus k \setminus 0)_{n \setminus k \setminus 0}^{b, a} \).

The following corollary follows from Proposition 5.5 and Theorem 5.1.

Corollary 5.6. Let \( a, b, n, k \in \mathbb{N} \), with \( n \geq k \geq 1 \). Then
\[
DDB_{q,t}(n \setminus k \setminus 0)_{n \setminus k \setminus 0}^{a, b} = DDB_{q,t}(n \setminus k \setminus 0)_{n \setminus k \setminus 0}^{b, a}
\]
and
\[
DDB_{q,t}(n \setminus k)_{n \setminus k}^{a, b} = DDB_{q,t}(n \setminus k)_{n \setminus k}^{b, a}.
\]
In particular \( DDB_{q,t}(n \setminus k \setminus 0)_{n \setminus k \setminus 0}^{a, b} \) and \( DDB_{q,t}(n \setminus k)_{n \setminus k}^{a, b} \) satisfy the same recursion as \( DDB_{q,t}(n \setminus k \setminus 0)_{n \setminus k \setminus 0}^{b, a} \) and \( DDB_{q,t}(n \setminus k)_{n \setminus k}^{b, a} \) do in Theorem 5.4.

We can now write down a recursion for the polynomials \( DDB_{q,t}(n \setminus k)_{n \setminus k}^{a, b} \).

Theorem 5.7. Let \( a, b, n, k \in \mathbb{N} \), with \( 1 \leq k \leq n \). Then
\[
DDB_{q,t}(n \setminus k)_{n \setminus k}^{a, b} = \delta_{a,0}q^{\binom{n-k}{2}} \left[ \begin{array}{c} n-1 \\ b \end{array} \right]_{q},
\]
and for \( 1 \leq k \leq n-1 \)
\[
DDB_{q,t}(n \setminus k)_{n \setminus k}^{a, b} = \left[ \begin{array}{c} h+k-s-i-1 \\ h \end{array} \right]_{q} \left( DDB_{q,t}(n-k \setminus h)_{n-k \setminus h}^{a-i, b-s} + DDB_{q,t}(n-k \setminus h)_{n-k \setminus h}^{a-i-1, b-s} \right),
\]
with initial conditions
\[
DDB_{q,t}(0 \setminus k)_{0 \setminus k}^{a, b} = DDB_{q,t}(n \setminus 0)_{n \setminus 0}^{a, b} = 0.
\]
PROOF. The initial conditions are easy to check. The recursive step follows immediately by combining Theorem 5.3 and Theorem 5.4.

The following corollary follows immediately from Theorem 5.7 and Proposition 5.6. This recursion for $\text{DDD}_{q,t}(n,k)^{oa,eb}$ is essentially due to Wilson (cf. Proposition 5.3.1.1).

**Corollary 5.8 (Wilson).** The polynomials $\text{DDD}_{q,t}(n,k)^{ob,sa}$ satisfy the same recursion as the polynomials $\text{DDD}_{q,t}(n,k)^{oa,eb}$ in Theorem 5.7.

We can now write down a recursion for the polynomials $\text{DDD}_{q,t}(n,k)^{oa,eb}$.

**Theorem 5.9.** Let $a,b,n,k \in \mathbb{N}$, with $1 \leq k \leq n$. Then

$$
\text{DDD}_{q,t}(n,k)^{oa,eb} = t^{n-k-a} \sum_{i=0}^{a} q^{(i)} \sum_{h=1}^{n-k-b} \sum_{s=0}^{b} [h] \left[ \begin{array}{c}
\frac{h-1}{s} \\
\frac{h+k-s-1}{h}
\end{array} \right] q^{i} \left[ \begin{array}{c}
\frac{h+k-i-1}{s} \\
\frac{h}{h}
\end{array} \right] q^n
$$

$$(DDB_{q,t}(n-k-s|h-s|0)^{oa-i,eb-s}) + \text{DDD}_{q,t}(n-k-s|h-s|0)^{oa-i-1,eb-s})$$

$$= t^{n-k-a} \sum_{i=0}^{a} q^{(i)} \sum_{h=1}^{n-k-1} \sum_{s=0}^{b} [h] \left[ \begin{array}{c}
\frac{h+k-i-1}{s} \\
\frac{h}{h}
\end{array} \right] q^n
$$

with initial conditions

$$\text{DDD}_{q,t}(n,k)^{oa,eb} = \delta_{0,a} \delta_{0,b} q^{(2)}.$$

**Proof.** For the first equality, just combine Theorem 5.4 with Theorem 5.3.

For the second equality, rearrange the terms and use the following elementary lemma, whose proof is in the appendix of this article.

**Lemma 5.10.** For $h \geq 1$ and $k, s \geq 0$

$$q^{s} \left[ \begin{array}{c}
\frac{h-1}{s} \\
\frac{h+k-s-1}{h}
\end{array} \right] q + [h-1] \left[ \begin{array}{c}
\frac{h+k-s}{s-1} \\
\frac{h}{h}
\end{array} \right] q = [k] \left[ \begin{array}{c}
\frac{h+k-s}{s} \\
\frac{h}{h}
\end{array} \right] q.$$

The thesis follows.

The following corollary follows immediately from Theorem 5.3 and Proposition 5.6.

**Corollary 5.11.** The polynomials $\text{DDD}_{q,t}(n,k)^{ob,sa}$ satisfy the same recursion as the polynomials $\text{DDD}_{q,t}(n,k)^{oa,eb}$ in Theorem 5.4.

**5.3.2. pbounce.** Let $a,b,n,k,i \in \mathbb{N}$, with $1 \leq i \leq k \leq n$. We introduce two sets

$$\text{DDP}(n,k,i)^{oa,eb} \subset \text{DDP}(n,k)^{oa,eb} \subset \text{DDP}(n)^{oa,eb}$$

- a path in $\text{DDP}(n,k)^{oa,eb}$ is a path in $\text{DDP}(n,k)^{oa,eb}$ if its pbounce word contains exactly $k$ zeros;
- a path in $\text{DDP}(n,k)^{oa,eb}$ is a path in $\text{DDP}(n,k)^{oa,eb}$ if among the $k$ first vertical steps of $D$, exactly $i$ are decorated rises.


5.3. Combinatorial Recursions

Observe that \( \text{DDp}(n)^{oa, eb} = \bigsqcup_{k=1}^{b} \text{DDp}(n \setminus k)^{oa, eb} \) and

\[
\text{DDp}(n \setminus k)^{oa, eb} = \bigsqcup_{i=0}^{b} \text{DDp}(n \setminus k \setminus i)^{oa, eb},
\]

so that

\[
\text{DDp}_{q,t}(n \setminus k)^{oa, eb} = \sum_{i=0}^{b} \text{DDp}_{q,t}(n \setminus k \setminus i)^{oa, eb}, \quad \text{and}
\]

\[
\text{DDp}_{q,t}(n)^{oa, eb} = \sum_{k=1}^{n} \sum_{i=0}^{b} \text{DDp}_{q,t}(n \setminus k \setminus i)^{oa, eb} = \sum_{k=1}^{n} \sum_{i=0}^{b} \text{DDp}_{q,t}(n \setminus k)^{oa, eb}.
\]

The following proposition is an immediate consequence of the definition of the map \( \psi \) in Theorem 5.12.

**Proposition 5.12.** The map \( \psi \) defined in the proof of Theorem 5.2 restricts to a bijection between \( \text{DDp}(n \setminus k)^{oa, eb} \) and \( \text{DDp}(n \setminus k)^{ob, *a} \).

The next corollary follows immediately from Proposition 5.12 and Theorem 5.2.

**Corollary 5.13.** Let \( a, b, n, k \in \mathbb{N} \), with \( 1 \leq k \leq n \). We have

\[
\text{DDp}_{q,t}(n \setminus k)^{oa, eb} = \text{DDp}_{q,t}(n \setminus k)^{ob, *a},
\]

so that

\[
\text{DDp}_{q,t}(n)^{oa, eb} = \text{DDp}_{q,t}(n)^{ob, *a}.
\]

The following theorem provides a recursion for the polynomials \( \text{DDp}_{q,t}(n \setminus k \setminus i)^{oa, eb} \).

**Theorem 5.14.** Let \( a, b, n, k, i \in \mathbb{N} \) with \( 1 \leq k \leq n \). Then

\[
\text{DDp}_{q,t}(n \setminus n \setminus i)^{oa, eb} = \delta_{i, b} q^{(n - a - b)} \left[ \begin{array}{c} n - b - 1 \\ a \\ \end{array} \right] q^{b} \left[ \begin{array}{c} n - 1 \\ b \\ \end{array} \right],
\]

and for \( k < n \)

\[
\text{DDp}_{q,t}(n \setminus k \setminus i)^{oa, eb} = \sum_{p=1}^{n-k} \sum_{j=0}^{b-i} q^{\binom{n-k}{p-j-k+i} \left[ \begin{array}{c} k - i \\ p - i \\ \end{array} \right] q^{k-1} \left[ \begin{array}{c} p + j - f \\ i \\ \end{array} \right] q^{(n-k-p+b-i)} \times \text{DDp}_{q,t}(n - k \setminus j \setminus f)^{oa - k + p, *b - i},
\]

with the initial conditions

\[
\text{DDp}_{q,t}(n \setminus 0 \setminus i)^{oa, eb} = \text{DDp}_{q,t}(0 \setminus k \setminus 0)^{oa, eb} = 0.
\]

**Proof.** In this proof, when we refer to a **peak**, we mean the vertical step and the horizontal step that follows it, as this simplifies the argument.

We describe a procedure to obtain a unique path in \( \text{DDp}(n \setminus k \setminus i)^{oa, eb} \), keeping track of the statistics **bounce** and **area**. See Figure 29 for a visual aid.

We start with the case \( k < n \). Consider a path \( D \) in \( \text{DDp}(n \setminus k \setminus j)^{oa - k + p, *b - i} \). Call \( P \) the portion of \( D \) that starts at its lower left corner and ends at the endpoint of its \( j \)-th vertical step. Since the bounce word of \( D \) contains \( j \) zeros, \( P \) consists of vertical steps and decorated peaks and is followed by a horizontal step. Furthermore, \( P \) has \( f \) decorated rises. We extend \( D \) to a path of size \( n \). Place \( D \) in the top right corner of an \( n \times n \) grid.
(1) Let $p$ be an integer between $1$ and $k$. We add $p$ horizontal steps to $P$ as follows. Start by deleting the $f$ rises of $P$, but keeping track of where they were; they will be put back later. Next, prepend one horizontal step to the path. Then choose an interlacing between the $j - f$ vertical steps of the path and the $p - 1$ remaining horizontal steps. Each time a vertical step precedes a horizontal step the area under $P$ and above the line $y = k$ goes up by 1. So the terms of \[
\begin{bmatrix} j - f + p - 1 \\ j - f \end{bmatrix}_q
\]
represent the added area in this zone. Conclude by putting back the $f$ decorated rises. This does not modify the area as the squares in the rows following decorated rises do not contribute to the area. The resulting $P$ starts at $(k - p, k)$ and ends at the same point as before.

(2) Next, we construct a path from $(0, 0)$ to $(k - p, k - i)$. We do this by choosing a sequence of $k - p$ decorated peaks (recall what peak means here) and $p - i$ vertical steps. The squares east of this path and west of the main diagonal contributing to the area can be seen as of two kinds: those east and those west of the line $x = k - p$. Clearly there are $(p - i)_q$ squares of the first kind. The number of squares of the second kind depends on the interlacing of the peaks and vertical steps: every time that a vertical step precedes a peak, a square of area is created. This explains the factor \[
\begin{bmatrix} k - p + p - i \\ p - i \end{bmatrix}_q = \begin{bmatrix} k - i \\ p - i \end{bmatrix}_q.
\]

(3) Finally, we add $i$ decorated rises. The path from $(0, 0)$ to $(k - p, k - i)$ that we constructed contains $k - p$ peaks and $p - i$ vertical steps. The lowest of them cannot be a decorated rise, since the first step of a Dyck path is never a rise. So we choose an interlacing between $k - i - 1$ vertical steps of the existing path and $i$ decorated rises. The decorated rises are inserted directly after the existing vertical step in the interlacing. This operation does not add area west of the line $x = k - p$ but does add one square of area east of this line every time a decorated rise precedes a vertical step that is not a decorated rise. Thus, we have a term \[
\begin{bmatrix} k - i - 1 + i \\ i \end{bmatrix}_q = \begin{bmatrix} k - 1 \\ i \end{bmatrix}_q.
\]

Depending on the choice of the mentioned interlacings, we obtain a unique path $D'$ of size $n$. Its bounce word contains $k$ zeros (indeed, the first horizontal step that is not part of a decorated peak occurs after the $k$-th row), and $i$ of the first $k$ vertical steps are decorated rises. So $D' \in DDp(n\setminus k\setminus i)_oa^{a+b}$. We kept track of the area during the construction and it is not difficult to see that \[\text{pbounce}(D') = \text{pbounce}(D) + n - k.\] Indeed the bounce word of $D'$ is $k$ zeros followed by the bounce word of $D$ whose letters are all increased by 1. Summing over the possible values of $p$, $f$ and $j$, we obtain the right equation.

Now consider the case when $k = n$. Since there is only one “bounce”, it is clear that $i = b$, hence the factor $\delta_{i,b}$. Since there are no horizontal steps that are not part of peaks, step (1) is not necessary. In step (2), the last step of the interlacing is not allowed to be a decorated peak since it would be the last peak of the path.

\[\]
We must thus choose an interlacing between \( n - a - b - 1 \) vertical steps and the \( a \) peaks. The area this creates between the path and the line \( x = b \) is \( q \)-counted by \( \binom{n-b-1}{a} \), and the area between \( x = b \) and the main diagonal equals \( \binom{n-a-b}{2} \).

Finally, in step (3) we add the \( b \) decorated rises and interlace the \( n - b \) vertical steps and the \( b \) decorated rises. The same argument as the general case applies and the area is \( q \)-counted by \( \binom{n-1}{b} \).

The initial conditions of this recursion are easy to check.
In this chapter we discuss the combinatorics of parallelogram polyominoes, including a reduced version of these objects, decorations, labelling, and their relations to the combinatorics of Dyck paths.

6.1. Parallelogram polyominoes

In order to prove results about parallelogram polyominoes, it is convenient to refine our sets according to some extra parameters. Let us fix some notation.

\[ PP(m,n) := \{ P \mid P \text{ is a } m \times n \text{ parallelogram polyomino} \} \]

\[ PP(m\backslash r,n) := \{ P \in PP(m,n) \mid P \text{ has } r \text{ 1's in its area word} \} \]

\[ PP(m\backslash r,n)^{sk} := \{ P \in PP(m,n)^{sk} \mid P \text{ has } r \text{ 1's in its area word} \} \]

\[ PP(m,n\backslash s) := \{ P \in PP(m,n) \mid P \text{ has } s \text{ 1's in its bounce word} \} \]

\[ PP(m,n\backslash s)^{ck} := \{ P \in PP(m,n)^{ck} \mid P \text{ has } s \text{ 1's in its bounce word} \} \]

In [3] Section 4, the authors give a bijection \( \zeta : PP(n,m) \to PP(m,n) \) swapping (area, bounce) and (dinv, area). We recall here its definition.

We refer to Example 6.1 and Figure 30. Pick a parallelogram polyomino and draw its bounce path; then, project the labels of the bounce path on both the red and the green path, i.e. label the horizontal steps (of both the red and the green path) with the label of the step of the bounce path in the same column, and the vertical steps (of both the red and the green path) with the label of the step of the bounce path in the same row.

Now, build the area word of the image as follows: pick the first bounce point on the red path, and write down the \( \bar{0} \) and the 1’s as they appear going downwards along the red path (in this case, the relative order will always be with the \( \bar{0} \) first, and all the 1’s next). Then, go to the first bounce point on the green path, and insert the 1’s after the correct number of 1’s, in the same relative order in which they appear going downwards to the previous bounce point. If a letter is decorated, keep the decoration. Now, move to the second bounce point on the red path, and repeat.

As proved in [3] Section 4, the result will be the area word of a \( n \times m \) parallelogram polyomino. It is also proved that area is mapped to dinv, since the squares of the starting parallelogram polyomino correspond to the inversions in the image.

Example 6.1 (The \( \zeta \) map.) First of all, we project the labels of the bounce path of the polyomino in Figure 30 on both the red and the green path. For clarity, we only show the labels up to 1 in the picture. The first bounce point on the red path is (1, 3); starting from there and going downwards along the red path, we read \( \bar{0}111 \), which gives us the relative order of \( \bar{0} \)'s and 1's in the area word of the image.
Now we move to the first bounce point on the green path, which is \((5, 3)\): starting from there and going downwards along the green path, we read \(1\overline{1}1\overline{1}1\overline{1}\), which gives us the relative order of 1’s and \(\overline{1}\)’s in the area word of the image. Combining it with the previous step, we get \(\overline{0}11\overline{1}1\overline{1}\). The red \(\overline{1}\) is the image of the label corresponding to the first decorated red peak, and thus it will be part of a decorated rise: the reason will be clear after one more step.

Next, we move to the second bounce point on the red path, which is \((5, 4)\): starting from there and going downwards along the red path, we read \(\overline{1}\overline{1}2\overline{1}\overline{1}\) (the 2 is not shown in the image due to lack of space) which gives us the relative order of \(\overline{1}\)’s and 2’s in the area word of the image. Combining it with the previous step, we get \(\overline{0}11\overline{1}2\overline{1}\overline{1}\). Since the red \(\overline{1}\) corresponded to a (decorated) peak, when reading the projected labels going downwards it must be followed by a 2, hence it must be a rise (which we decorate).

Iterating the procedure until the last point of the bounce path, we get the parallelogram polyomino with area word \(011\overline{1}2223344443111\).

![Figure 30. The first three steps needed to compute the \(\zeta\) map.](image)

In fact, the map \(\zeta\) has a stronger property.

**Theorem 6.2.** For \(m \geq 1\), \(n \geq 1\), \(k \geq 0\), and \(1 \leq r \leq m\), the bijection \(\zeta: \text{PP}(n, m) \rightarrow \text{PP}(m, n)\) in [3] Theorem 4.1] extends to a bijection

\[
\zeta: \text{PP}(n, m \setminus r)^k \rightarrow \text{PP}(m \setminus r, n)^k
\]

mapping the bistatistic \((\text{area, bounce})\) to \((\text{dinv, area})\).

**Proof.** We already recalled the definition of the \(\zeta\) map, and the fact that it sends area into inv. We also know that bounce would go into area if there were no decorations. So we need to understand what happens to the decorations.

Notice that red peaks are mapped into rises, because when reading the red path top to bottom, one reads the horizontal step of the peak first, which corresponds to a barred letter, and the vertical step of the peak next, which corresponds to the next unbarred letter. Moreover, the decoration is kept on a letter with the same value. This implies that bounce is mapped to area.

Furthermore, by construction one has that the number of 1’s in the bounce word is equal to the number of 1’s in the area word of the image polyomino, since
that area word is just an anagram of the bounce word of the starting polyomino. This shows that an element of $PP(n, m \setminus r)^k$ is actually sent into an element of $PP(m \setminus r, n)^{*k}$, as we wanted.

We now want to compute some $q, t$-enumerators for our sets. Let us define

$$PP_{q, t}(m, n) := \sum_{P \in PP(m, n)} q^{\text{area}(P)} t^{\text{bounce}(P)} = \sum_{P \in PP(m, n)} q^{\text{dinv}(P)} t^{\text{area}(P)}$$

which are proved to be equal in [8] Section 6]. We analogously denote with a subscript $q, t$ the $q, t$-enumerator for the other sets previously defined, using the bistatistic $(\text{dinv}, \text{area})$ for (6.2) and (6.3), and the bistatistic $(\text{area}, \text{bounce})$ for (6.4) and (6.5). We are now ready to state some recursions.

**Theorem 6.3.** For $m \geq 1$, $n \geq 1$, $k \geq 0$, and $1 \leq r \leq m$, the polynomials $PP_{q, t}(m \setminus r, n)^{*k}$ satisfy the recursion

$$PP_{q, t}(m \setminus r, n)^{*k} = t^{m+n-k-1} \sum_{s=1}^{n-1} q^{r+s-1} \sum_{h=0}^{k} \frac{q^{(s)}}{h} \sum_{q^{(s)}} \frac{q^{(s)}}{h} q^{\text{dinv}(P)} t^{\text{area}(P)}$$

with initial conditions

$$PP_{q, t}(m \setminus r, 1)^{*k} = (qt)^{m+n-1} \left[ \begin{array}{c} m+n-2 \\ n-1 \end{array} \right]$$

and $PP_{q, t}(m \setminus r, 1)^{*k} = \delta_{r, m} \delta_{k, 0} (qt)^{m}$.

**Proof.** The initial conditions are immediate to check.

Let us look at the recursive step: let $P$ be a polyomino with $k$ decorated rises, $r$ be the number of 1’s in its area word, $s$ be the number of $\overline{1}$’s, $h$ be the number of $\overline{1}$’s with a decoration, and $u$ be the number of 2’s. We remove from the area word of $P$ all the 1’s and $\overline{1}$’s, and then we lower by 1 all the other entries but 0. In this way we get the area word of a polyomino in $PP(m \setminus r \setminus u, n-s)^{*k-h}$.

We have to check that our coefficients take care of the statistics. The factor $t^{m+n-k-1}$ takes care of the fact that every non-decorated letter but 0 is now contributing one unit less towards the area. The factor $q^r$ takes care of the lost dinv between the 0 and the 1’s, and the factor $q^s \left[ \begin{array}{c} r+s-1 \\ s \end{array} \right]_q$ takes care of the lost dinv between the 1’s and the $\overline{1}$’s. The factor $q^h \left[ \begin{array}{c} s \\ h \end{array} \right]_q$ takes care of the lost dinv between the 1’s and the 2’s that follow a decorated rise: ignoring the inversion formed with the leftmost $\overline{1}$ (which will be replaced by the inversion with the 0 once we lower the value from 2 to 1), each of these 2’s gives a contribution between 0 and $s-1$, and since they all form rises each of these $h$ 2’s is directly preceded by a $\overline{1}$, hence the contributions must be all different. Next, the factor $\left[ \begin{array}{c} u+h-1 \\ s \end{array} \right]_q$ takes care of the dinv between the $s-1$ 1’s but the first, and the $u-h$ 2’s that are not part of a decorated rise. The inversions formed with the leftmost 1 are once again replaced by the inversions with the 0 once we lower the value from 2 to 1, so their contribution is preserved.

The factor $PP_{q, t}(m \setminus r \setminus u, n-s)^{k-h}$ takes care of the dinv and the area of the remaining polyomino, and this concludes the proof.
Theorem 6.4. For \( m \geq 1, n \geq 1, k \geq 0, \) and \( 1 \leq s \leq n, \) the polynomials \( \PP_{q,t}(m, n \setminus s)^{\circ k} \) satisfy the recursion

\[
\PP_{q,t}(m, n \setminus s)^{\circ k} = t^{m+n-k-1} \sum_{r=1}^{m-1} q^{r+s} \binom{r+s-1}{r} \sum_{q,h=0}^{k} q^{\binom{h}{2}} \binom{r}{h} q \times \sum_{v=1}^{n-s} \binom{r+v-h-1}{r-1} q \PP_{q,t}(m-r, n-s \setminus v)^{\circ k-h} q
\]

with initial conditions

\[
\PP_{q,t}(m, n \setminus n)^{\circ 0} = (qt)^{m+n-1} \binom{m+n-2}{m-1} q
\]

and \( \PP_{q,t}(1, n \setminus s)^{\circ k} = \delta_{s,n} \delta_{k,0} (qt)^n. \)

Proof. The initial conditions are immediate to check.

Let us look at the recursive step: let \( P \) be a polyomino with \( k \) decorated red peaks, \( s \) be the number of 1's in its bounce word (i.e. the length of the first vertical stretch of the bounce path), \( r \) be the number of \( \bar{1} \)'s in its bounce word (i.e. the length of the first horizontal stretch of the bounce path, ignoring the first step), \( h \) be the number of decorations in the first \( r+1 \) columns, and \( v \) be the number of 2's in the bounce path (i.e. the length of the second vertical stretch of the bounce path). We cut the intersection of the original polyomino with the rectangle going from \( (r, s) \) to \( (m, n) \) (the orange rectangle in Figure 31): this gives us a polyomino in \( \PP_{q,t}(m-r, n-s \setminus v)^{\circ k-h}. \)

We have to check that our coefficients take care of the area and the bounce that we lose in the cutting process. Observe that the bounce path of the new polyomino is the same as the bounce path of the old one, except that it starts with the last \( \bar{1} \) and its labels are all one unit smaller. The factor \( t^{m+n-k-1} \) takes care of the fact that every non-decorated letter in the bounce word but \( \bar{0} \) is now contributing for one unit less, since it was either lowered by 1 or deleted.

The factor \( q^r \) takes care of the area of the rectangle delimited by the steps of the bounce path labelled by \( \bar{0} \) or 1, and the first \( s+1 \) steps of the red path (highlighted in lime in Figure 31). The factor \( q^{r+s-1} \binom{r+s-1}{r} q \) takes care of the area of the region delimited by the steps of the bounce path labelled by 1 or \( \bar{1} \), and the first \( s+r+1 \) steps of the green path (highlighted in blue in Figure 31).

The factor \( q^{\binom{h}{2}} \binom{r}{h} q \) takes care of the area of the rows corresponding to red peaks in the region delimited by the steps of the bounce path labelled by \( \bar{1} \) or 2, and the steps of the red path from the \( s+2 \)-th to the \( r+s+v-1 \)-th (highlighted in pink in Figure 31), where \( q^{\binom{h}{2}} \) is needed to take into account the fact that if there is a peak of the red path, then there must be a vertical step followed by a horizontal step.

Next, the factor \( \binom{r+v-h-1}{r-1} q \) takes care of the area of the remaining rows in the same region.

Finally, the contribution to area and bounce given by the rest of the polyomino is given by \( \PP_{q,t}(m-r, n-s \setminus v)^{\circ k-h} \), and this concludes the proof.

The recursion is the same one given for \( \delta\mathrm{inv, area} \) switching \( m \) and \( n \), so we have the following result, which can be also derived from Theorem 6.2.
Figure 31. The first step of the recursion for $(\text{area}, \text{bounce})$.

**Corollary 6.5.** $\text{PP}_{q,t}(m\setminus r, n)^{\ast k} = \text{PP}_{q,t}(n, m\setminus r)^{\circ k}$.

### 6.2. Reduced polyominoes

In analogy with the parallelogram polyominoes case, we have a bijection that maps $(\text{area}, \text{bounce})$ to $(\text{dinv}, \text{area})$. This time, it does not swap height and width. Let us fix some notation again.

- $\text{RP}(m, n) := \{P \mid P \text{ is a } m \times n \text{ reduced polyomino}\}$
- $\text{RP}(m\setminus r, n)^{\ast 0} := \{P \in \text{RP}(m, n) \mid P \text{ has } r \text{ 0's in its area word}\}$
- $\text{RP}(m\setminus r, n)^{\ast k} := \{P \in \text{RP}(m, n)^{\ast k} \mid P \text{ has } r \text{ 0's in its area word}\}$
- $\text{RP}(m\setminus r, n)^{\circ 0} := \{P \in \text{RP}(m, n) \mid P \text{ has } r-1 \text{ 0's in its bounce word}\}$
- $\text{RP}(m\setminus r, n)^{\circ k} := \{P \in \text{RP}(m, n)^{\circ k} \mid P \text{ has } r-1 \text{ 0's in its bounce word}\}$

Notice that we are including the first, artificial 0 in (6.7) and that we replaced $r$ with $r-1$ in (6.9). In particular, $r$ can be equal to $m+1$.

**Theorem 6.6.** For $m \geq 0$, $n \geq 0$, $k \geq 0$, and $1 \leq r \leq m+1$, there is a bijection $\bar{\zeta}: \text{RP}(m\setminus r, n)^{\circ k} \to \text{RP}(m\setminus r, n)^{\ast k}$ mapping the bistatistic $(\text{area}, \text{bounce})$ to $(\text{dinv}, \text{area})$.

**Proof.** The bijection is essentially the same as the one in Theorem 6.2: the only difference is that we have to read the interlacing going upwards along the paths (i.e. bottom to top, left to right), and that we have to add the artificial 0 at the beginning of the area word of the image. See Figure 32 for an example.

Notice that the interlacing of the letters gives an area word because of the modified bouncing rule, since the first step after a bouncing point on the green path must be vertical and the first step after a bouncing point on the red path must be horizontal. Observe also that the change from “reading downwards” in the original polyominoes to “reading upwards” in the reduced ones also agrees (as it should) with the difference in the definition of inversions (and hence of dinv) in the two settings. Finally, notice that, due to the way we label the bounce path in the reduced case, height and width do not swap under the bijection. The proof is otherwise identical. \(\square\)
Let us define the $q,t$-enumerators for those new sets analogously as we did for decorated parallelogram polyominoes. From Proposition 1.40 and the fact that $PP_{q,t}(m,n)$ is symmetric in $m$ and $n$, we immediately deduce that $$PP_{q,t}(m,n) = (qt)^{m+n-1} \cdot RP_{q,t}(m-1,n-1)$$ where the $q,t$-enumerator for $RP(m-1,n-1)$ is built using $(\text{area}, \text{bounce})$. This implies that the latter is also symmetric in $m$ and $n$; combining this fact with Theorem 6.6 we deduce that we could have equivalently used $(\text{dinv}, \text{area})$ instead.

**Proposition 6.7.** $PP_{q,t}(n,m) \circ k = (qt)^{m+n-1} \cdot RP_{q,t}(m-1 \setminus r, n-1) \circ k$.

**Proof.** Applying the map $r$ defined in Proposition 1.40 we get that both statistics decrease by $m+n-1$, and the 1's in the bounce word are mapped to 0's, except the first one that is deleted. The thesis follows. \[\Box\]

**Proposition 6.8.** For $m \geq 1$, $n \geq 1$, $k \geq 0$, and $0 \leq r \leq m$, we have $$PP_{q,t}(m \setminus r,n)^* = (qt)^{m+n-1} \cdot RP_{q,t}(m-1 \setminus r, n-1)^*.$$ **Proof.** Apply $\zeta$ to the left hand side and $\bar{\zeta}$ to the right hand side, and then use Proposition 6.7. \[\Box\]

We also have recursions for these sets.

**Theorem 6.9.** For $m \geq 0$, $n \geq 0$, $k \geq 0$, and $1 \leq r \leq m+1$, the polynomials $RP_{q,t}(m \setminus r,n)^*k$ satisfy the recursion

$$RP_{q,t}(m \setminus r,n)^*k = \sum_{s=1}^{m} t^{m+n+1-r-s-k} \left[ \begin{array}{c} r+s-1 \\ s \end{array} \right] \sum_{h=0}^{k} \binom{k}{h} \left[ \begin{array}{c} s \\ h \end{array} \right]_q \times \sum_{u=1}^{m-r+1} \left[ \begin{array}{c} s+u-h-1 \\ s-1 \end{array} \right]_q RP_{q,t}(m-r \setminus u, n-s)^*k-h$$

with initial conditions $$RP_{q,t}(m \setminus m+1,n)^*0 = \left[ \begin{array}{c} m+n \\ m \end{array} \right]_q$$ and $RP_{q,t}(m \setminus r,n)^*k = \delta_{k,0}\delta_{r,m+1}$. 

---

**Figure 32.** A reduced polyomino (left) and its image via the $\bar{\zeta}$ map (right). The reading word of the image is 00120000111.
The non-trivial result is the following.

□

\textit{iartificial 0}

(6.12) \sum_{s=1}^{n} r^{m+n+1-r-s-k} \left[ \frac{r+s-1}{s} \right] \sum_{q,h=0}^{k} q^{\binom{s}{h}} [s]_{q} \times \sum_{u=1}^{m-r+1} \left[ \frac{s+u-h-1}{s-1} \right] \frac{\text{RP}_{q,t}(m-r \setminus u, n-s)^{k-h}}{q}

with initial conditions

\text{RP}_{q,t}(m \setminus m+1, n)^{0} = \left[ \begin{array}{c} m+n \\ m \end{array} \right]_{q}

and \text{RP}_{q,t}(m \setminus r, 0)^{0} = \delta_{k,0} \delta_{r,m+1}.

Both of these can be proved either directly, with the same argument used in Theorem 6.3 and Theorem 6.4 or from the statements of these theorems using Proposition 6.8 and Proposition 6.7.

### 6.3. Two car parking functions

In order to understand how polyominoes are linked with the Delta conjecture, we need to pass through two car parking functions. Let us fix some notation.

(6.11) \text{PF}^2(m,n) := \{D \in \text{LD}(m+n) \mid D \text{ has } n \text{ 1's and } m \text{ 2's labels} \}

(6.12) \text{PF}^2(m \setminus r, n) := \{D \in \text{PF}^2(m,n) \mid D \text{ has } r-1 \text{ 2's on the main diag.} \}

(6.13) \text{PF}^2(m,n)^{\ast k} := \{D \in \text{LD}(m+n)^{\ast 0,\ast k} \mid D \text{ has } n \text{ 1's and } m \text{ 2's labels} \}

(6.14) \text{PF}^2(m \setminus r, n)^{\ast k} := \{D \in \text{PF}^2(m,n)^{\ast k} \mid D \text{ has } r-1 \text{ 2's on the main diag.} \}

And as usual we add a subscript \(q,t\) to denote the relevant \(q,t\)-enumerators. We have the following result.

**Theorem 6.11.** For \(m \geq 0\), \(n \geq 0\), \(k \geq 0\), and \(1 \leq r \leq m+1\), there exists a bijection \(\phi: \text{RP}(m \setminus r, n)^{\ast k} \to \text{PF}^2(m \setminus r, n)^{\ast k}\) such that \((\text{dinv}(P), \text{area}(P)) = (\text{dinv}(\phi(P)), \text{area}(\phi(P)))\) for all \(P \in \text{RP}(m \setminus r, n)^{\ast k}\).

**Proof.** Given the area word of a reduced polyomino \(P\), remove the initial artificial 0. Construct the area word of \(\phi(P)\) as follows: its \(i\)-th letter is the value of the \(i\)-th letter of the area word of \(P\). Next, label \(\phi(P)\) in the following way: if the \(i\)-th letter of the area word of \(P\) is barred then the \(i\)-th label of \(\phi(D)\) is 1; if it is not barred then the label is 2. Keep the decorations as they are. Both the statistics are trivially preserved (the area word is the same, and the inversions are also the same). See Figure 33 for an example.

We can immediately derive the following corollary.

**Corollary 6.12.** For \(m \geq 0\), \(n \geq 0\), \(k \geq 0\), and \(1 \leq r \leq m+1\), we have

\[\text{RP}_{q,t}(m \setminus r, n)^{\ast k} = \text{PF}^2_{q,t}(m \setminus r, n)^{\ast k}.\]

As we have seen, this map preserves the bistatistic \((\text{dinv}, \text{area})\) in a trivial way. The non-trivial result is the following.

**Theorem 6.13.** Let \(P \in \text{RP}(m,n)\). Then \(\text{bounce}(P) = \text{pma}(\phi(P))\).
Proof. It is enough to show that the bouncing points coincide with the points in which two consecutive letters of the parking word are different: more precisely, the bounce path bounces on the green path (i.e. stops going East and starts going North) whenever we have a 2 followed by a 1, and it bounces on the red path (i.e. stops going North and starts going East) whenever we have a 1 followed by a 2. If this holds, in fact, the value of the \( i \)-th letter in the bounce word (disregarding bars) coincides with the number of descents that follow \( p_i(\phi(P)) \) in the reverse parking word. The sum of the letters of the bounce word gives the bounce, and the sum of the number of descents to the right of each letter of the reverse parking word is exactly its major index, which is \( \text{pmaj}(\phi(P)) \) by definition.

It is easy to see that the diagonals of slope \(-1\) in \( P \) correspond to the columns in \( \phi(P) \), in the sense that we have a 1 (resp. a 2) in column \( i \) if and only if we have a vertical red step (resp. horizontal green step) between the diagonals \( x + y = i - 1 \) and \( x + y = i \). This is a consequence of the way the area word of a reduced parallelogram polyomino is computed (see Figure 15).

Hence, while writing down the parking word \( p(P) \) (we will omit the dependence on \( P \) from now on) according to the \( \text{pmaj} \) algorithm, we write down 2’s until we reach the first column with no 2’s (that could be the actual first one, in which case we write no 2’s). This means that, on the polyomino, we hit the first diagonal with no horizontal green steps (hence with a vertical green step), so the bounce path is changing direction for the first time. Suppose that we wrote down \( r - 1 \) 2’s.

Now we want to prove that, if we are writing down a 1 in \( p \), then the bounce path is going upwards. This is trivially true at step \( r \) because the bounce path just hit the beginning of a vertical green step. Then, at step \( r + i \), if \( p_r = p_{r+1} = \cdots = p_{r+i-1} = 1 \), then \( p_{r+i} = 1 \) if and only if there are at least \( i \) 1’s in the first \( r + i \) columns. This means that there are at least \( i \) vertical red steps between the diagonals \( x + y = 0 \) and \( x + y = r + i \), which implies that the \( r + i \)-th red step is at least at height \( i \), hence the bounce path could not have hit any horizontal red step before its \( r + i \)-th step, therefore the \( r + i \)-th step of the bounce path is vertical.

Then, suppose that we wrote down \( r - 1 \) 2’s, and the next 2 in \( p \) is at position \( r + s \) (which will conventionally be \( m + n + 1 \) if there are no more 2’s). This means that there is no 1 in column \( r + s \), and that there are exactly \( s \) 1’s in the first \( r + s - 1 \) columns. In the polyomino, it means that there are exactly \( s \) vertical red steps between the diagonals \( x + y = 0 \) and \( x + y = r + s - 1 \), that there is a horizontal red step between the diagonals \( x + y = r + s - 1 \) and \( x + y = r + s \). Since it must be exactly at height \( s \), it must be the step from \( (r - 1, s) \) to \( (r, s) \), and the bounce path hits it after \( r + s - 1 \) steps (see Figure 33).

We can now iterate the argument swapping the roles of 1’s and 2’s. Suppose that the next 1 in \( p \) is at position \( r + s + u \) (which will conventionally be \( m + n + 1 \) if there are no more 1’s). This means that there is no 2 in column \( r + s + u \), and that there are exactly \( r + u - 1 \) 2’s in the first \( r + s + u - 1 \) columns. In the polyomino, it means that there are exactly \( r + u - 1 \) horizontal green steps between the diagonals \( x + y = 0 \) and \( x + y = r + s + u - 1 \), that there is a vertical green step between the diagonals \( x + y = r + s + u - 1 \) and \( x + y = r + s + u \), and since there are \( r + u - 1 \) horizontal green steps before it, it must be the step from \( (r + u - 1, s) \) to \( (r + u - 1, s + 1) \). Since the bounce path was travelling East at height \( s \), it hits it after \( r + s + u - 1 \) steps (see Figure 33 again).
Iterating the whole argument, we show that the bouncing points coincide with the points in which two consecutive letters of the parking word are different, in the way we wanted. The thesis follows.

\[\square\]

**Figure 33.** A two car parking function (left) and its corresponding polyomino (right). Notice that the bounce word of the polyomino \(000011111\) follows the same pattern as the parking word \(22112222111\) of the two car parking function.

In [42], the author gives a recursion for rise-decorated two car parking functions. Of course we have the following.

**Theorem 6.14 ([42], Proposition 5.3.3.1]).** For \(m \geq 0, n \geq 0, k \geq 0, \) and \(1 \leq r \leq m+1,\) the polynomials \(\text{PF}_{q,t}^2(m \setminus r, n)^*k\) satisfy the recursion

\[
\text{PF}_{q,t}^2(m \setminus r, n)^*k = \sum_{s=1}^{n} t^{m+n+1-r-s-k} \sum_{q,h=0}^{k} \frac{q^s}{q^h} \prod_{k}^{h} \sum_{u=1}^{m-r+1} \left[ s + u - h - 1 \right]_{q} \text{PF}_{q,t}^2(m-r \setminus u, n-s)^*k-h
\]

with initial conditions

\[
\text{PF}_{q,t}^2(m \setminus m+1, n)^*0 = \left[ \frac{m + n}{m} \right]_q
\]

and \(\text{PF}_{q,t}^2(m \setminus r, 0)^*k = \delta_{k,0} \delta_{r,m+1}.\)

This is exactly the same recursion held in Theorem 6.9 and it can be easily derived from that using Theorem 6.11.

Let us recall the notation used in [42, Section 5.2.2] for two car parking functions. We have
\[
RT_{n,m,k}^{(r-1)} := \text{PF}^2(m \setminus r, n)^k \\
RT_{n,m,k}^{(s,r-1,i)} := \{ P \in RT_{n,m,k}^{(r-1)} \mid P \text{ has } s \text{'s and } i \text{ decorated rises on the main diagonal} \} \\
RT_{n,m,k}^{(s,r-1,i)} := \{ P \in RT_{n,m,k}^{(s,r-1,i)} \mid \text{the first rise in } P \text{ is not decorated} \}
\]

where the author appends \((q, t)\) (e.g. \(RT_{n,m,k}^{(r-1)}(q, t)\)) to denote the \(q, t\)-enumerator with respect to the bistatistic \((\text{div}, \text{area})\) (as we do with the \(q,t\) subscript).

The following theorem is due to Wilson.

**Theorem 6.15** ([42 Proposition 5.3.3.1]).

\[
RT_{a,b,k}^{(r,s,i)}(q, t) = q^{\binom{s+1}{2} \frac{r}{2}} a^{r+b-s-k} \left(\begin{array}{c} r+s \\ r \end{array}\right)_q \\
\times \sum_{h=1}^{b-s} \left(\begin{array}{c} h-1 \\ i \end{array}\right)_q \left(\begin{array}{c} h+r-i-1 \\ h \end{array}\right)_q RT_{a-r,b-s-1,k-i}^{(h-1)}(q, t).
\]

We now want to explicitly check that the recursion in [42 Proposition 5.3.3.1] for \(RT_{n,m,k}^{(r-1)}(q, t)\) and the one in Theorem 6.14 for \(\text{PF}^2_q(m \setminus r, n)^k\) are equivalent, since the statements are apparently different.

**Proposition 6.16.** \(\text{PF}^2_{q,t}(m \setminus r, n)^k\) and \(RT_{n,m,k}^{(r-1)}(q, t)\) satisfy the same recursion.

**Proof.** First of all, by definition we have

\[
RT_{a,b,k}^{(s)}(q, t) = \sum_{r=1}^{a} \sum_{i=0}^{k} RT_{a,b,k}^{(r,s,i)}(q, t)
\]

and, since any parking function with \(k\) decorated rises has either \(k\) or \(k-1\) decorated rises which are not the first one, it holds that

\[
RT_{a,b,k}^{(r,s,i)}(q, t) = RT_{a,b,k}^{(r,s,i)} + t^{-1}RT_{a,b,k-1}^{(r,s,i-1)}(q, t)
\]

where \(t^{-1}\) takes into account the fact that we are adding a decoration to the first rise. We can thus rewrite the recursion as

\[
RT_{a,b,k}^{(r,s,i)}(q, t) + t^{-1}RT_{a,b,k-1}^{(r,s,i-1)}(q, t) = \\
= q^{\binom{s+1}{2} \frac{r}{2}} a^{r+b-s-k} \left(\begin{array}{c} r+s \\ r \end{array}\right)_q \sum_{h=1}^{b-s} \left(\begin{array}{c} h-1 \\ i \end{array}\right)_q \left(\begin{array}{c} h+r-i-1 \\ h \end{array}\right)_q RT_{a-r,b-s-1,k-i}^{(h-1)}(q, t) \\
+ q^{\binom{s+1}{2} \frac{r}{2}} a^{r+b-s-k} \left(\begin{array}{c} r+s \\ r \end{array}\right)_q \sum_{h=1}^{b-s} \left(\begin{array}{c} h-1 \\ i-1 \end{array}\right)_q \left(\begin{array}{c} h+r-i \\ h \end{array}\right)_q RT_{a-r,b-s-1,k-i-1}(q, t)
\]

and hence

\[
RT_{a,b,k}^{(r,s,i)}(q, t) = q^{\binom{s+1}{2} \frac{r}{2}} a^{r+b-s-k} \left(\begin{array}{c} r+s \\ r \end{array}\right)_q \\
\times \sum_{h=1}^{b-s} \left(\begin{array}{c} h-1 \\ i \end{array}\right)_q \left(\begin{array}{c} h+r-i-1 \\ h \end{array}\right)_q \left(\begin{array}{c} h-1 \\ i-1 \end{array}\right)_q \left(\begin{array}{c} h+r-i \\ h \end{array}\right)_q RT_{a-r,b-s-1,k-i}(q, t).
\]
6.4. Partially labelled Dyck paths

There is an interesting connection between parallelogram polyominoes and a special subset of partially labelled Dyck paths.

**Theorem 6.17.** For $m, n \geq 1$ there is a bijection

$$
\eta: \text{PLD}(m - 1, n)^{n-1} \rightarrow \text{LPP}(m, n)
$$

such that \( \text{area}(D) = \text{area}(\eta(D)) - (m + n - 1) \) and \( \text{pmaj}(D) = \text{pmaj}(\eta(D)) \) for all \( P \in \text{PLD}(m - 1, n)^{n-1} \).

**Proof.** Let \( D \in \text{PLD}(m - 1, n)^{n-1} \). Write its area word (the usual one for Dyck paths), colouring green the numbers corresponding to rows containing a label 0, and red the other ones (for example, the Dyck path in Figure 34 has area word 012221232333).

Now, draw the red path of the polyomino as follows: running over the letters of the area word, draw a vertical step if the letter is red, and a horizontal step if it is
Next, draw the green path as follows. Start with drawing a horizontal step. Then, for each horizontal red step $h$, draw a horizontal green step $x+1$ rows below $h$ but in the column to its immediate right, where $x$ is the value of the green letter corresponding to $h$. Then, connect them with vertical steps to get a lattice path from $(0, 0)$ to $(m, n)$. See Figure 35 for an example.

It is not hard to see that this is a bijection (its inverse is quite straightforward) and it maps area to the sum of the green letters in the area word, which is exactly the area of the polyomino minus $m + n - 1$. In fact, drawing the picture as in Figure 35, it is clear that each green letter denotes the number of squares in the polyomino that are strictly below the one containing it, and the red letters do not
6.6. A bounce statistic on partially labelled Dyck paths

A bounce statistic on partially labelled Dyck paths 99

count since a letter is red if and only if it is either the first one (which is 0) or it
is a rise, and all the rises are decorated and thus do not contribute to the area. It
also preserves pmaj by construction, since the algorithms to compute it coincide
step by step. □

6.5. A new dinv statistic on parallelogram polyominoes

The bijection in Theorem 6.17 gives a new coding for parallelogram polyominoes
(using the area word of the corresponding partially labelled Dyck path), together
with a new dinv statistic, which can be seen directly on labelled parallelogram
polyominoes as follows.

Definition 6.18. We define the statistic newdinv on a labelled parallelogram
polyomino with new area word $a_1a_2\cdots a_{m+n-1}$ as the number of inversions, i.e.
the pairs $(i,j)$ with $a_i$ red, such that one of the following holds:

- $i > j$, $a_i = a_j$, and either $a_j$ is green or the label attached to the vertical
  red step corresponding to $a_i$ is greater than the one attached to the step
  corresponding to $a_j$;
- $i < j$, $a_i = a_j + 1$, and either $a_j$ is green or the label attached to the
  vertical red step corresponding to $a_i$ is greater than the one attached to
  the step corresponding to $a_j$.

This definition also applies to unlabelled parallelogram polyominoes assuming
that the third condition (the one regarding the label corresponding to $a_j$) always
holds, or equivalently that the labels are attached in a suitable canonical ordering
(i.e. attaching the labels from 1 to $n$ starting from the red 0, then to the 1’s, next
to the 2’s, and so on, going left to right on each level). In other words, it is the
number of pairs $(i, j)$ with $a_i$ red such that either $i > j$ and $a_i = a_j$, or $i < j$
and $a_i = a_j + 1$. For example, the newdinv of the parallelogram polyomino in Figure 35
is 4 (or 6 if we disregard the labels), the inversions being $(3, 6), (7, 4), (7, 5), (8, 9)$
(and $(7, 3)$ and $(10, 8)$ if we disregard the labels).

This newdinv statistic on labelled polyominoes answers the question in [2, Equation
(8.14)].

6.6. A bounce statistic on partially labelled Dyck paths

The bijection in Theorem 6.17 gives also an implicit definition of a bounce
statistic on partially labelled Dyck paths in PLD$(m-1, n)^{n-1}$. Call blank valley
a vertical step of a partially labelled Dyck path whose label is 0. Indeed, such a
step must always be preceded by a horizontal step, i.e. it must be a valley, since
the labels must be strictly increasing in columns. Observe that for every element
of PLD$(m-1, n)^{n-1}$ every valley is necessarily a blank valley, and every rise is
necessarily decorated.

We can draw a bounce path as usual for Dyck paths, with the following difference.
We can replace blank valleys (the vertical step together with the preceding
horizontal step) with diagonal steps, and then when the bounce path should go
horizontally, it goes parallel to the step of the path in the same column. See Figure 36
on the left for an example, noticing that in the picture we do not show
the decorations (every rise is decorated) nor the labels: in order to construct
the bounce path it is enough to remember that every valley is a blank valley.
Figure 36. A partially labelled Dyck path in PLD(7 - 1, 6)*6−1 with its bounce path shown (left), and the corresponding polyomino (right). The darker path (left) is the original one, in the lighter one valleys have been replaced by diagonal steps. Vertical steps of the bounce path on the left correspond to vertical ones on the right, while diagonal steps on the left correspond to horizontal ones on the right.

By construction, this bounce statistic agrees with the pmaj if the red labels are assigned from 1 to n going bottom to top. In fact, in each run of the pmaj word w, we have a number of letters different from 0 equal to the number of vertical steps in the corresponding part of the bounce path, and a number of 0’s equal to the number of diagonal steps in the same part: that is because 0’s correspond to blank valleys, and blank valleys correspond to diagonal steps; any other letter corresponds to a vertical step of the path which is not a blank valley, and these correspond to vertical steps of the bounce path.
CHAPTER 7

Putting the pieces together

In this chapter we combine the results from the previous three chapters to finally obtain the combinatorial interpretations of the plethystic formulae that we encountered.

7.1. Combinatorial interpretations of plethystic formulae

In this section we combine our previous results to provide combinatorial interpretations of several plethystic formulae. We are going to use the notations introduced in Section 5.3.

In the following theorem, the first equalities of (7.1) and (7.2) are due to Zabrocki, as they are immediate consequences of [44, Theorem 10].

**Theorem 7.1.** Let $d,\ell,n,k,i \in \mathbb{N}$ with $n \geq 1$, $n \geq k \geq 1$, $\ell \geq i$. Then

\[ F_{n,k}^{(d,\ell)} = \text{DD}_q,t(n \setminus k)^{od,\ast \ell} = \text{DD}_b,q,t(n \setminus k)^{od,\ast \ell}, \]

\[ F_{n,k}^{(d,\ell)} = \text{DD}_q,t(n \setminus k)^{od,\ast \ell} + \text{DD}_q,t(n \setminus k)^{od-1,\ast \ell} = \text{DD}_b,q,t(n \setminus k)^{od,\ast \ell} + \text{DD}_b,q,t(n \setminus k)^{od-1,\ast \ell}, \]

\[ G_{n,k,k}^{(d,\ell)} = \text{DD}_q,t(n \setminus k \setminus 0)^{od,\ast \ell} = \text{DD}_b,q,t(n \setminus k \setminus 0)^{od,\ast \ell}, \]

\[ G_{n,k,k}^{(d,\ell)} = \text{DD}_q,t(n \setminus k \setminus 0)^{od,\ast \ell} + \text{DD}_q,t(n \setminus k \setminus 0)^{od-1,\ast \ell} = \text{DD}_b,q,t(n \setminus k \setminus 0)^{od,\ast \ell} + \text{DD}_b,q,t(n \setminus k \setminus 0)^{od-1,\ast \ell}, \]

\[ H_{n,k,i}^{(d,\ell)} = \text{DD}_p,q,t(n \setminus k \setminus i)^{od,\ast \ell}, \]

\[ H_{n,k,i}^{(d,\ell)} = \text{DD}_p,q,t(n \setminus k \setminus i)^{od,\ast \ell} + \text{DD}_p,q,t(n \setminus k \setminus i)^{od-1,\ast \ell}. \]

**Proof.** Identity (7.1) follows by comparing Theorem 5.7 with Theorem 4.17 and Corollary 5.6.

- Identity (7.2) follows from (7.1), and the definitions of the polynomials involved.
- Identity (7.3) follows by comparing Theorem 5.9 with Theorem 4.19 and Corollary 5.6.
- Identity (7.4) follows from (7.3), and the definitions of the polynomials involved.
- Identity (7.5) follows by comparing Theorem 5.14 with Theorem 4.20 and Remark 4.21.
- Identity (7.6) follows from (7.5), and the definitions of the polynomials involved.

\[ \square \]
7.2. Proof of the decorated \(q,t\)-Schröder

We are finally able to prove the decorated analogue of Haglund’s \(q,t\)-Schröder theorem \[\text{Theorem 7.2.} \quad \text{For } a, b, k \in \mathbb{N}, a \geq 1, a + b \geq k + 1, \text{ we have}
\]

\[(7.7) \quad \langle \Delta'_{e_{a+b-1}, e_{a+b}, s_{b+1,1^{a-1}}} \rangle = D D q, t(a + b)^{\alpha k, \alpha k} = D D p_q, t(a + b)^{\alpha k, \alpha k} = D D b_q, t(a + b)^{\alpha k, \alpha k}.
\]

so that, for \(a + b \geq k + 1\), we have

\[(7.8) \quad \langle \Delta'_e_{a+b-1} e_{a+b}, e_a h_b \rangle = \sum_{D \in D D(a+b)^{\alpha k, \alpha k}} q^{\text{dinv}(D)} q^{\text{area}(D)}
\]

\[(7.9) \quad \langle \Delta'_e_{a+b-1} e_{a+b}, e_a h_b \rangle = D D b_q, t(a + b)^{\alpha k, \alpha k} + D D b_q, t(a + b)^{\alpha k, \alpha k}.
\]

But using again \[\text{Theorem 7.7)}\) and Corollary 5.14 we have

\[(7.10) \quad D D b_q, t(a + b)^{\alpha k, \alpha k} + D D b_q, t(a + b)^{\alpha k, \alpha k} = D D p_q, t(a + b)^{\alpha k, \alpha k} + D D p_q, t(a + b)^{\alpha k, \alpha k}.
\]

\[(7.11) \quad D D p_q, t(a + b)^{\alpha k, \alpha k} + D D p_q, t(a + b)^{\alpha k, \alpha k} = D D p_q, t(a + b)^{\alpha k, \alpha k} + D D p_q, t(a + b)^{\alpha k, \alpha k}.
\]

\[(7.12) \quad D D b_q, t(a + b)^{\alpha k, \alpha k} + D D b_q, t(a + b)^{\alpha k, \alpha k} = D D b_q, t(a + b)^{\alpha k, \alpha k} + D D b_q, t(a + b)^{\alpha k, \alpha k}.
\]

\[(7.13) \quad D D b_q, t(a + b)^{\alpha k, \alpha k} + D D b_q, t(a + b)^{\alpha k, \alpha k} = D D b_q, t(a + b)^{\alpha k, \alpha k}.
\]

as claimed.

\[\square\]

We are now able to give a combinatorial proof of Theorem 7.2.

**Combinatorial proof of Theorem 7.2.** Using (4.139), with \(n = a + b\) and \(\ell = b - 1, 4.41, \) and Theorem 7.2 we have

\[(7.15) \quad \langle \Delta'_e_{e_{n-k-1}, e_{n-k}, e_{n-k}} \rangle = \langle \Delta'_e_{e_{n-k-1}, e_{n-k}, e_{n-k}} \rangle = \langle \Delta'_e_{e_{n-k-1}, e_{n-k}, e_{n-k}} \rangle = \langle \Delta'_e_{e_{n-k-1}, e_{n-k}, e_{n-k}} \rangle = \langle \Delta'_e_{e_{n-k-1}, e_{n-k}, e_{n-k}} \rangle = \langle \Delta'_e_{e_{n-k-1}, e_{n-k}, e_{n-k}} \rangle.
\]

Now the symmetry in \(k\) and \(\ell\) is explained combinatorially by the bijection \(\psi\) of Theorem 5.2 (cf. Corollary 5.12).

\[\square\]

7.3. Proof of the decorated \(q,t\)-Narayana

The following theorem is the final step towards the proof of a decorated \(q,t\)-Narayana theorem, and hence of the two-shuffle case of the Delta conjecture.
7.3. Proof of the Decorated $q,t$-Narayana

**Theorem 7.3.** For $m \geq 0$, $n \geq 0$, $k \geq 0$, and $1 \leq r \leq m + 1$, we have

$$RP_{q,t}(m \setminus r, n)^k = t^{m - k - r + 1} \langle \Delta_{h_{m-k-r+1}} \Delta_{e_k} e_n \left[ X \frac{1 - q^r}{1 - q} \right], e_n \rangle.$$  

**Proof.** It’s enough to show that $RP_{q,t}(m \setminus r, n)^k$ and

$$t^{m - k - r + 1} \langle \Delta_{h_{m-k-r+1}} \Delta_{e_k} e_n \left[ X \frac{1 - q^r}{1 - q} \right], e_n \rangle$$

satisfy the same recursion. We already gave the one for $RP_{q,t}(m \setminus r, n)^k$.

First of all, we need to look at Theorem 4.18. Then we slightly change the statement. If we allow $h$ to be 0 in the third sum, then since $F_{n,0}^{(d,\ell)} = 0$ unless $n = \ell = d = 0$, the only extra term in the sum is the one with $\ell = j$, $n = k + \ell$, $k = d + s$, and in that case its value agrees with the term

$$\delta_{n,k+\ell} q^{(k-\ell-1)} \left[ \frac{n - 1}{\ell} \right] \left[ \frac{k}{d} \right]$$

so it follows that we can allow that sum to start from 0 if we delete that initial term. Then we make the following substitutions:

- $n \mapsto n + m - k - r + 1$
- $\ell \mapsto m - k - r + 1$
- $k \mapsto s$

and we get the following recursion (with $s \mapsto h$, $h \mapsto j$, and $j \mapsto u$ as indices).

$$F_{n+m-k-r+1,s}^{(n-k,m-k-r+1)} = \sum_{u=0}^{n+m-k-r+1-s} \sum_{h=0}^{n+m-k-r+1-s-u} \sum_{j=0}^{n+m-k-r+1-s-u} q^{(n-k-s+h,m-k-r+1-u)} E_{n+m-k-r+1-s-u}$$

Now, recall from [1837] that

$$e_n \left[ X \frac{1 - q^r}{1 - q} \right] = \sum_{k=1}^{n} \left[ \frac{k + r - 1}{k} \right] E_{n,k}$$

and the definition

$$F_{n,k}^{(d,\ell)} = \langle \Delta_{h_{\ell}} \Delta_{e_{n-k-\ell}} e_{n-k+\ell}; e_{n-k} \rangle,$$

so, replacing this in the recursion, we get

$$\langle \Delta_{h_{m-k-r+1}} \Delta_{e_k} e_{n,s}; e_n \rangle = \sum_{u=0}^{n+m-k-r+1-s} \sum_{h=0}^{n+m-k-r+1-s-u} t^{n+m-k-r+1-s-u}$$

$$\times q^{(n-k)} \left[ \frac{s}{h} \right] \left[ \frac{s + u - 1}{u} \right] \left[ \frac{h + u + j - 1}{j} \right] \langle \Delta_{h_{m-k-r+1-u}} \Delta_{e_{k-h}} e_{n-s,j}; e_{n-s} \rangle$$

that, since $E_{n,j} = 0$ if $j > n$, and $m - k - r + 1 > 0$, we can rewrite as

$$\langle \Delta_{h_{m-k-r+1}} \Delta_{e_k} e_{n,s}; e_n \rangle = \sum_{u=0}^{n+m-k-r+1-s} \sum_{h=0}^{n+m-k-r+1-s-u} t^{n+m-k-r+1-s-u}$$

$$\times q^{(n-k)} \left[ \frac{s}{h} \right] \left[ \frac{s + u - 1}{u} \right] \langle \Delta_{h_{m-k-r+1-u}} \Delta_{e_{k-h}} e_{n-s}; e_{n-s} \rangle$$
Multiplying by \([r+s-1]\binom{r}{s}_q\) and summing over \(s\) from 1 to \(n\), we get
\[
\langle \Delta_{h_m-k-r+1} \Delta_c e_n \mid X \frac{1-q^r}{1-q} \rangle, e_n \rangle = \sum_{s=1}^n \sum_{u=0}^{n+m-k-r+1-s} \sum_{h=0}^k t^{n+m-k-r+1-s-u} \times q^{(k)}_q \left[ \frac{r+s-1}{s} \right]_q \left[ \frac{s+u-1}{u} \right]_q \langle \Delta_{h_m-k-r+1-u} \Delta_c e_{n-s} \mid X \frac{1-q^u+h}{1-q} \rangle, e_{n-s} \rangle.
\]
and now multiplying by \(t^{m-k-r+1}\) and noticing that \(e_i = 0\) if \(i < 0\), we get
\[
t^{m-k-r+1} \langle \Delta_{h_m-k-r+1} \Delta_c e_n \mid X \frac{1-q^r}{1-q} \rangle, e_n \rangle
= \sum_{s=1}^n \sum_{u=0}^{m-k-r+1} \sum_{h=0}^k t^{m+n-r-s-k+1} q^{(k)}_q \left[ \frac{r+s-1}{s} \right]_q \left[ \frac{s+u-1}{u} \right]_q \times t^{m-k-r+1-u} \langle \Delta_{h_m-k-r+1-u} \Delta_c e_{n-s} \mid X \frac{1-q^u+h}{1-q} \rangle, e_{n-s} \rangle.
\]
Finally, with the substitution \(u \mapsto u-h\), and recalling that \(h\) ranges from 0 to \(k\) and one of the \(q\)-binomials drops to 0 if \(u < h\), we get
\[
t^{m-k-r+1} \langle \Delta_{h_m-k-r+1} \Delta_c e_n \mid X \frac{1-q^r}{1-q} \rangle, e_n \rangle
= \sum_{s=1}^n \sum_{u=0}^{m-r+1} \sum_{h=0}^k t^{m+n-r-s-k+1} \left[ \frac{r+s-1}{s} \right]_q \left[ \frac{s+u-h-1}{u-h} \right]_q \times t^{(m-r)-(k-h)-u+1} \langle \Delta_{h_m-r-(k-h)-u+1} \Delta_c e_{n-s} \mid X \frac{1-q^u}{1-q} \rangle, e_{n-s} \rangle.
\]
which is exactly the recursion for \(RP_{q,t}(m\backslash r, n)^k\). The initial conditions are easy to check.

**Corollary 7.4.** For \(m \geq 0\), \(n \geq 0\), \(k \geq 0\), and \(1 \leq r \leq m+1\), we have
\[
PF^2_{q,t}(m\backslash r, n)^k = t^{m-k-r+1} \langle \Delta_{h_m-k-r+1} \Delta_c e_n \mid X \frac{1-q^r}{1-q} \rangle, e_n \rangle
\]

The following corollary is an immediate consequence of Theorem [7.3] Theorem [4.2] and Corollary [7.6]. It extends the main results in [3], by providing a decorated version of the \(q,t\)-Narayana theorem.

**Corollary 7.5.** For \(m \geq 0\), \(n \geq 0\), \(k \geq 0\), we have
\[
RP_{q,t}(m, n)^k = RP_{q,t}(n, m)^k = \langle \Delta_{h_m e_{n+1}, s_{k+1,1,m-k}} \rangle
\]

The following corollary is an immediate consequence of Corollary [7.4] and Corollary [4.2]. It settles the two-shuffle case of the Delta conjecture in [26].

**Corollary 7.6.** For \(m \geq 0\), \(n \geq 0\), \(k \geq 0\), we have
\[
PF^2_{q,t}(m, n)^k = \langle \Delta_{e_{m+n-k-1}^\prime h_{m,n}} \rangle
\]
CHAPTER 8

Square paths

In this chapter we prove a new \(q,t\)-square theorem, similar to (but different from) the one proved in \([8]\), which turns out to be the case \(⟨\cdot,e_{n-d}h_d⟩\) of our Conjecture \([2.7]\). We also show an intriguing connection between our square conjecture and the one in \([34]\) (proved in \([40]\) after the breakthrough in \([9]\)).

8.1. A new \(q,t\)-square

We refer to Section \([1.2.10]\) for the definitions about square paths.

**Proposition 8.1.** There exist bijections
\[
\gamma'_E : \text{SQ}^E(n) \to \text{DD}(n)^{0,0} \sqcup \text{DD}(n)^{0,1} = \text{Dd}(n)^{0,0} \sqcup \text{Dd}(n)^{0,1},
\]
\[
\gamma'_N : \text{SQ}^N(n) \to \text{DD}(n)^{1,0} = \text{Dd}(n)^{0,0} \sqcup \text{Dd}(n)^{0,1},
\]
such that for all \(P \in \text{SQ}^E(n)\) and \(P' \in \text{SQ}^N(n)\) we have
\[
\text{area}(\gamma'_E(P)) = \text{area}(P), \quad \text{area}(\gamma'_N(P')) = \text{area}(P'),
\]
\[
\text{dinv}(\gamma'_E(P)) = \text{dinv}(P), \quad \text{dinv}(\gamma'_N(P')) = \text{dinv}(P'),
\]
\[
\text{bounce}(\gamma'_E(P)) = \text{bounce}(P), \quad \text{pbounce}(\gamma'_N(P')) = \text{bounce}(P').
\]

**Proof.** We define \(\gamma'_E\) in exactly the same way as the \(\gamma_E\) map \([2.4]\) defined in Section \([2.5.1]\) for labelled objects.

We define a new map \(\gamma'_N\) similarly to \(\gamma'_E\): the image of a path is constructed in the same way except that the portion of the path right before the added horizontal step is a north step, so we created a peak instead of a fall, which we decorate. See Figure \([37]\) for an example. Note that the paths that get sent into paths with a decoration on the last peak are exactly the paths whose \(j = 0\).

Now the statements of the proposition are straightforward to check. \(\square\)

The following theorem with its proof provides the analogue of several results about the \(q,t\)-square in \([34]\) and \([8]\). For this reason we call it a new \(q,t\)-square theorem.

**Theorem 8.2.** We have
\[
\langle \Delta_{e_{n-1}e_n}e_n \rangle = \sum_{P \in \text{SQ}^E(n)} q^{\text{area}(P)} t^{\text{bounce}(P)} = \sum_{P \in \text{SQ}^E(n)} q^{\text{dinv}(P)} t^{\text{area}(P)}
\]
\[
= \sum_{P \in \text{SQ}^N(n)} q^{\text{area}(P)} t^{\text{bounce}(P)} = \sum_{P \in \text{SQ}^N(n)} q^{\text{dinv}(P)} t^{\text{area}(P)}.
\]
Figure 37. A path in $\text{SQ}^N(5)$ (left) and its image by $\gamma'_N$ in $\text{DD}(5)^{0,*,0}$ (right).

**Proof.** We observe that Theorem 7.2 gives

$$
\langle \Delta_{e_{n-1}} e_n, e_n \rangle = \langle \Delta'_{e_{n-1}} e_n, e_n \rangle + \langle \Delta'_{e_{n-2}} e_n, e_n \rangle
$$

(8.8)

$$
= \sum_{D \in \text{DD}(n)^{0,*,0}} q^{\text{dinv}(D)} \text{area}(D) + \sum_{D \in \text{DD}(n)^{0,*,1}} q^{\text{dinv}(D)} \text{area}(D)
$$

(8.9)

$$
= \text{DDd}(n)^{0,*,0} + \text{DDd}(n)^{0,*,1}.
$$

(8.10)

Using $\gamma'_E$ and $\gamma'_N$ of Proposition 8.1, Theorem 7.2, the $\zeta$ map of Theorem 5.1 and the $\psi$ map of Theorem 5.2, we prove the equalities in the diagram below.

All this proves the result. □

**8.2. Observations when $t = 1/q$**

The most remarkable connection between the old $q,t$-square and the new one is the fact that they coincide at $t = 1/q$. In fact, comparing [29 Corollary 4.8.1] (with $d = 1$) with [34 Theorem 10], we deduce immediately the following proposition.
8.2. OBSERVATIONS WHEN $t = 1/q$

**Proposition 8.3.** We have

\[(8.11) \quad \langle \Delta e_{n-1} e_n, e_n \rangle |_{t=1/q} = \langle \Delta e_n \omega(p_n), e_n \rangle |_{t=1/q} = q^{-1} \frac{1}{1 + q^n} \left[ \frac{2n}{n} \right].\]

In fact, using (4.43), we can rewrite (8.11) as

\[(8.12) \quad \langle \Delta e_n, e_{n-1} e_1 \rangle |_{t=1/q} = \langle \Delta e_n \omega(p_n), e_n \rangle |_{t=1/q}.

We now show that this is not an isolated phenomenon.

We proved in Theorem 4.30 that for any $f \in \Lambda^{(k)}$ we have

\[(8.13) \quad \Delta f \omega(p_n) |_{t=1/q} = \left[ \frac{n}{k} \right] q^{k(n-1)} e_n [X[k]]_q.

The following theorem, due to Haglund, Remmel and Wilson, is proved in a similar way.

**Theorem 8.4 (26 Theorem 5.1).** For any $f \in \Lambda^{(k)}$ we have

\[(8.14) \quad \Delta f e_n |_{t=1/q} = \frac{f[[n]_q]}{[k+1] q^{k(n-1)}} e_n [X[k+1]]_q.

We have an easy corollary, which is at the origin of our investigations. This corollary shows that Proposition 8.3 is not an isolated coincidence.

**Corollary 8.5.** For any $f \in \Lambda^{(k)}$ we have

\[(8.15) \quad \langle \Delta f e_n, e_{n-1} e_1 \rangle |_{t=1/q} = \langle \Delta f \omega(p_n), e_n \rangle |_{t=1/q}.

**Proof.** Using (8.32), we have

\[(8.16) \quad h_n[[k]_q] = \left[ \frac{n + k - 1}{k - 1} \right]_q.

Using the Cauchy identity (4.5), we get

\[(8.17) \quad e[X[k]]_q = \sum_{\mu \vdash n} s_{\mu'} [X] s_{\mu} [[k]_q].

Therefore

\[(8.18) \quad \langle e[X[k]]_q, e_n \rangle = h_n[[k]_q] = \left[ \frac{n + k - 1}{k - 1} \right]_q,

and similarly

\[(8.19) \quad \langle e[X[k+1]]_q, e_{n-1} e_1 \rangle = (h_{n-1} h_1)[[k+1]_q] = \left[ \frac{n + k - 1}{k} \right]_q [k+1]_q.
So
\[
\langle \Delta f \omega(p_n), e_n \rangle \bigg|_{t=1/q} = \frac{[n]_q f[[n]_q]}{[k]_q q^{k(n-1)}} e_n [X[k]_q, e_n] \\
= \frac{f[[n]_q]}{q^{k(n-1)}} \left[ \frac{n+k-1}{k} \right]_q \\
= \frac{f[[n]_q]}{q^{k(n-1)}} \left[ \frac{n+k-1}{k} \right]_q \\
= \frac{f[[n]_q]}{[k+1]_q q^{k(n-1)}} \left[ \frac{n+k-1}{k} \right]_q [k+1]_q \\
= \frac{f[[n]_q]}{[k+1]_q q^{k(n-1)}} (e[X[k+1]_q], e_{n-1} e_1) \\
= \langle \Delta f e_n, e_{n-1} e_1 \rangle \bigg|_{t=1/q}. 
\]

The following result shows a surprisingly tight relation between the square conjecture in \cite{34} and our Conjecture 2.7.

**Theorem 8.6.** We have
\[
(8.20) \quad \Delta_n \omega(p_n) \bigg|_{t=1/q} = \Delta_{n-1} e_n \bigg|_{t=1/q}. 
\]

**Proof.** Using (4.33), we have
\[
(8.21) \quad e_n[[n]_q] = q^{\binom{n}{2}} \quad \text{and} \quad e_{n-1}[[n]_q] = q^{\binom{n-1}{2}}[[n]_q]. 
\]

Using Theorem 4.30 we have
\[
\Delta_n \omega(p_n) \bigg|_{t=1/q} = \frac{[n]_q e_n[[n]_q]}{[n]_q q^{q(n-1)}} e_n [X[n]_q] \\
\quad \text{(using (8.21))} = \frac{[n]_q q^{\binom{n}{2}}}{[n]_q q^{q(n-1)}} e_n [X[n]_q] \\
\quad = \frac{[n]_q q^{\binom{n}{2}}}{[n]_q q^{q(n-1)}} e_n [X[n]_q] \\
\quad \text{(using (8.21))} = \frac{e_{n-1}[[n]_q]}{[n]_q q^{q(n-1)}} e_n [X[n]_q] \\
\quad \text{(using (8.14))} = \Delta_{n-1} e_n \bigg|_{t=1/q}. 
\]

\[\square\]
APPENDIX A

Proof of the elementary lemmas

In this chapter we prove some elementary lemmas used in the text.

Proof of Lemma 5.10 Using (4.30), we have

\[ q^s \left[ \frac{h - 1}{h} \right]_q \left[ \frac{h + k - s - 1}{h} \right]_q + \left[ \frac{h - 1}{s - 1} \right]_q \left[ \frac{h + k - s}{h} \right]_q = \]

\[
= q^s \left[ \frac{h - 1}{s} \right]_q \left[ \frac{h + k - s - 1}{h} \right]_q + \left[ \frac{h - 1}{s - 1} \right]_q \left( \left[ \frac{h + k - s - 1}{k - s - 1} \right]_q + q^{k-s} \left[ \frac{h + k - s - 1}{k - s} \right]_q \right) \\
= \left[ h \right]_q \left[ \frac{h + k - s - 1}{k - s - 1} \right]_q + q^{k-s} \left[ \frac{h - 1}{s - 1} \right]_q \left[ \frac{h + k - s - 1}{k - s} \right]_q \\
= \frac{[h]_q!}{[s]_q!} \frac{[h + k - s - 1]_q!}{[s - 1]_q!} + q^{k-s} \frac{[h - 1]_q!}{[s - 1]_q!} \frac{[h + k - s - 1]_q!}{[k - s]_q!} \\
= \frac{[k]_q!}{[s]_q!} \frac{[h + k - s - 1]_q!}{[k - s]_q!} \frac{1}{[s - 1]_q!} \left( [k - s]_q + q^{k-s} [s]_q \right) \\
= [k]_q \left[ \frac{h + k - s - 1}{h - s} \right]_q. \\
\]

This completes the proof of the lemma.

Proof of Lemma 4.11 Let us call \( f(s, i, a) \) the left hand side of (4.70). First we rewrite

\[ f(s, i, a) = \sum_{r=1}^{i} \left[ \frac{i - 1}{r - 1} \right]_q \left[ \frac{r + s + a - 1}{s - 1} \right]_q q^{(i+1) + r - i - r} \]

\[ = \sum_{j=0}^{i-1} \left[ \frac{i - 1}{j} \right]_q \left[ \frac{s + a + j}{s - 1} \right]_q q^{(i+1) - ij - i - j - 1}. \]

Then, using (4.30), for \( i \geq 2 \) and \( a \geq -i + 1 \) we have

\[ f(s, i, a) = \sum_{j=0}^{i-1} \left( q^j \left[ \frac{i - 2}{j} \right]_q + \left[ \frac{i - 2}{j - 1} \right]_q \right) \left[ \frac{s + a + j}{s - 1} \right]_q q^{(i+1) - ij - i - j - 1} \]
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so that our recursive step actually works for $a$ as we wanted. This completes the proof of the lemma.

Finally, for $i = 1$ we have

\[ f(s, 1, a) = \sum_{r=1}^{1} \left[ \begin{array}{c} 1 - 1 \\ r - 1 \end{array} \right]_q \left[ \begin{array}{c} r + s + a - 1 \\ s - 1 \end{array} \right]_q q^{{j + 1}}(a) + r - r(-1)^{i - r} \]

\[ = q^{{j + 1}}(a) \left[ \begin{array}{c} s + a \\ s - 1 \end{array} \right]_q \]

\[ = q^{{j + 1}}(a) \left[ \begin{array}{c} s + a \\ 1 + a \end{array} \right]_q, \]

as we wanted. This completes the proof of the lemma.
Proof of Lemma 4.12  Let us call \( f(\ell, b, d, k) \) the right hand side of (4.76).

We proceed by induction on \( b, d \) and \( k \).

For \( d \geq b \geq 1 \) and \( k \geq 2 \), using (4.30), we have

\[
\begin{align*}
f(\ell, b, d, k) &:= \sum_{i=0}^{k-i+\ell-d+b} \sum_{s=0}^{k-i+\ell-d+b} h_{k-i} \left[ \frac{1}{1-q} \right] q^s \left[ \frac{1}{i} \right] e_s \left[ \frac{1}{1-q} \right] e_{i+\ell-s-d+b} \left[ \frac{1}{1-q} \right] \\
&= \sum_{i=0}^{k-i+\ell-d+b} \sum_{s=0}^{k-i+\ell-d+b} h_{k-i} \left[ \frac{1}{1-q} \right] q^s \left[ \frac{1}{i} \right] e_s \left[ \frac{1}{1-q} \right] e_{i+\ell-s-d+b} \left[ \frac{1}{1-q} \right] \\
&+ \sum_{i=0}^{k-1-i+\ell-d+b} \sum_{s=0}^{k-1-i+\ell-d+b} h_{k-i-1} \left[ \frac{1}{1-q} \right] q^{s+1} \left[ \frac{1}{i} \right] e_s+1-b \left[ \frac{1}{1-q} \right] e_{i+\ell-s-d+b} \left[ \frac{1}{1-q} \right] \\
&= f(\ell, b-1, d, k) + q^{b-1} f(\ell, b-1, d-1, k-1) + q^{b-1} f(\ell, b-1, d-1, k-1)
\end{align*}
\]

where we used also (4.34) and (4.3).
By induction, using again (4.30), we get (notice that \(d \geq b \geq 1\) and \(k \geq 2\))

\[
f(\ell, b, d, k) = f(\ell, b-1, d, k) + q^{b-1}f(\ell, b-1, d-1, k-1) + q^{b-1}f(\ell, b, d, k-1)
\]

\[
= q^{\ell-\ell} \begin{bmatrix} b-1 \\ d-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-d+\ell+b-2 \\ k-d+\ell \end{bmatrix} q^{-1}
\]

\[
+ q^{b-1}q^{\ell-\ell} \begin{bmatrix} b-1 \\ d-1-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-d+\ell+b-2 \\ k-d+\ell \end{bmatrix} q^{-1}
\]

\[
+ q^{b-1}q^{\ell-\ell} \begin{bmatrix} b \\ d-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-1-d+\ell+b-1 \\ k-1-d+\ell \end{bmatrix} q^{-1}
\]

\[
= q^{\ell-\ell} \left( \begin{bmatrix} b-1 \\ d-\ell \end{bmatrix} + q^{b-d+\ell} \begin{bmatrix} b-1 \\ d-1-\ell \end{bmatrix} \right) \begin{bmatrix} k-d+\ell+b-2 \\ k-d+\ell \end{bmatrix} q^{-1}
\]

\[
+ q^{b-1}q^{\ell-\ell} \begin{bmatrix} b \\ d-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-1-d+\ell+b-1 \\ k-1-d+\ell \end{bmatrix} q^{-1}
\]

\[
= q^{\ell-\ell} \begin{bmatrix} b \\ d-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-d+\ell+b-2 \\ k-d+\ell \end{bmatrix} q^{-1}
\]

\[
+ q^{b-1}q^{\ell-\ell} \begin{bmatrix} b \\ d-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-1-d+\ell+b-1 \\ k-1-d+\ell \end{bmatrix} q^{-1}
\]

\[
= q^{\ell-\ell} \begin{bmatrix} b \\ d-\ell \end{bmatrix} q^{-1} \begin{bmatrix} k-d+\ell+b-1 \\ k-d+\ell \end{bmatrix} q^{-1},
\]

as we wanted.

For the base cases, using as usual (4.2), (4.34), and (4.3), for \(d \geq b \geq 0\) we have

\[
f(\ell, b, d, 1) :=
\]

\[
= \sum_{i=0}^{1+\ell-d-b} \sum_{s=0}^{1+\ell-d-b} h_{1-i} \left[ \frac{1}{1-q} \right] \left[ \frac{s}{i} \right] q(2) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{i+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
= \sum_{s=0}^{1+\ell-d-b} h_{1} \left[ \frac{1}{1-q} \right] e_{s-b} \left[ -\frac{1}{1-q} \right] e_{\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
+ \sum_{s=0}^{1+\ell-d-b} \left[ \frac{s}{1-q} \right] e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
= \frac{1}{1-q} e_{\ell-d} \left[ \frac{1}{1-q} - \frac{1}{1-q} \right]
\]

\[
+ \frac{1}{1-q} \sum_{s=0}^{1+\ell-d-b} (1-q^s) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
= \frac{1}{1-q} \delta_{\ell-d,0} + \frac{1}{1-q} \sum_{s=0}^{1+\ell-d-b} (1-q^s) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
+ \frac{1}{1-q} \sum_{s=0}^{1+\ell-d-b} q^s (1-q^s) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
+ \frac{1}{1-q} \sum_{s=0}^{1+\ell-d-b} q^s (1-q^s) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
= \frac{1}{1-q} \delta_{\ell-d,0} + \frac{1}{1-q} \sum_{s=0}^{1+\ell-d-b} (1-q^s) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]

\[
+ \frac{1}{1-q} \sum_{s=0}^{1+\ell-d-b} q^s (1-q^s) e_{s-b} \left[ -\frac{1}{1-q} \right] e_{1+\ell-s-d+b} \left[ \frac{1}{1-q} \right]
\]
\[
\begin{align*}
&= \frac{1}{1-q} \delta_{\ell,d} \cdot 0 - \frac{1}{1-q} \sum_{s=0}^{1+\ell-d+b} e_{s-b-1} \left[ \sum_{s=0}^{1+\ell-s-d+b} \frac{1}{1-q} \right] \\
&= \frac{1}{1-q} \delta_{\ell,d,0} - \frac{1}{1-q} \delta_{\ell,d,0} + [b]_q\epsilon_{1+\ell-d} \left[ \sum_{s=0}^{1+\ell-s-d+b} \frac{1}{1-q} \right] \\
&= [b]_q \epsilon_{1+\ell-d} [1] \\
&= [b]_q \epsilon_{1+\ell-d} [\delta_{\ell,d} + \delta_{\ell,d-1}] \\
&= q^{\binom{d+\ell}{2}} \left[ \sum_{d=0}^{b} \frac{1}{1-q} \right]^{1-d+\ell+b-1},
\end{align*}
\]

while for \( d \geq 0 \) and \( k \geq 1 \) we have

\[
f(\ell, 0, d, k) := \\
= \sum_{i=0}^{k} \sum_{s=0}^{i+\ell-d} h_{k-i} \left[ \frac{1}{1-q} \right] q^{(s)} \left[ \frac{1}{1-q} \right] e_s \left[ \sum_{s=0}^{1+\ell-s-d} \frac{1}{1-q} \right] \\
= \sum_{i=0}^{k} \sum_{s=0}^{i+\ell-d} h_{k-i} \left[ \frac{1}{1-q} \right] q^{(s)} \left[ \sum_{s=0}^{1+\ell-s-d} \frac{1}{1-q} \right] e_s \\
= \sum_{i=0}^{k} \sum_{s=0}^{i+\ell-d} h_{k-i} \left[ \frac{1}{1-q} \right] q^{(s)} \left[ \sum_{s=0}^{1+\ell-s-d} \frac{1}{1-q} \right] e_s \\
= \delta_{\ell,d} \sum_{i=0}^{k} (-1)^i q^{(s)} \left[ \sum_{s=0}^{k} \frac{1}{1-q} \right] \\
= \delta_{\ell,d} h_k \left[ \frac{1}{1-q} \right] (1;q)_k \\
= 0 \\
= q^{\binom{d+\ell}{2}} \left[ \sum_{d=0}^{b} \frac{1}{1-q} \right]^{k-d+\ell-1},
\]

where in the third to last equality we used the well-known \( q \)-binomial theorem [4 Theorem 3.3].

This completes the proof of the lemma.
Proof of Lemma 4.15. We have

\[
\begin{align*}
\binom{k}{s}_q \frac{k + j - 1}{j}_q (1 - q^{s+j}) &= (1 - q) \binom{k}{s}_q \frac{k + j - 1}{j}_q \frac{[s+j]_q}{[k-s]_q} \\
&= (1 - q) \frac{[k]_q!}{[k-s]_q!) \frac{[k+j-1]_q!}{[k-1]_q!} \frac{[s+j]_q!}{[s+j-1]_q!} \\
&= (1 - q) \left[ \frac{s+j}{s} \right]_q \frac{k+j-1}{k-s}_q \\
&= (1 - q^k) \left[ \frac{s+j}{s} \right]_q \frac{k+j-1}{k-s}_q.
\end{align*}
\]

This proves the lemma.
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