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ABSTRACT

We study inflationary models where the kinetic sector of the theory has a non-linearly realised symmetry which is broken by the inflationary potential. We distinguish between kinetic symmetries which non-linearly realise an internal or space-time group, and which yield a flat or curved scalar manifold. This classification leads to well-known inflationary models such as monomial inflation and $\alpha$-attractors, as well as a new model based on fixed couplings between a dilaton and many axions which non-linearly realises higher-dimensional conformal symmetries. In this model, inflation can be realised along the dilatonic direction, leading to a tensor-to-scalar ratio $r \sim 0.01$ and a spectral index $n_s \sim 0.975$. We refer to the new model as ambient inflation since inflation proceeds along an isometry of an anti-de Sitter ambient space-time, which fully determines the kinetic sector.
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1 Introduction

Symmetries play a very important role in the construction of effective field theories (EFTs). They offer protection against quantum corrections, can reduce the number of arbitrary coupling constants thereby increasing predictivity and can render small symmetry breaking parameters technically natural. For these reasons, amongst others, gauge and global symmetries often appear in cosmological model building. In this paper, we are interested in non-linearly realised symmetries in the kinetic sector of inflationary models which are weakly broken by an inflation driving potential.

In the absence of such explicit symmetry breaking, the dynamics of the Goldstone modes is strongly constrained by the non-linearly realised symmetries, resulting in specific signatures in observables. For a scalar field with a shift symmetry \( \phi \rightarrow \phi + c \), resulting from the spontaneous breaking of a \( U(1) \) internal symmetry, we encounter the Adler zero \cite{1} with all scattering amplitudes vanishing in the limit where a single external momentum \( p \) is taken soft. Generalisations of the Adler zero, where amplitudes vanish more quickly in the soft limit, can be obtained by augmenting the shift symmetry by a space-time extension. Soft amplitudes scaling as \( p^2 \) can be achieved with symmetries which non-linearly realise the five-dimensional Poincaré group or a non-relativistic contraction (referred to as the Galileon symmetry group). Moreover, there is a unique scalar EFT with a \( p^3 \) scaling which consists of a specific combination of scalar Galileons \cite{2,3}. The interplay between symmetries and soft limits therefore enables one to perform an interesting classification of special EFTs, see \cite{4,5}.

Most inflationary models, however, include an explicit symmetry breaking term in the form of the scalar potential. The simplest example of such a scenario is realised by single field monomial inflation \cite{6}. Here the scalar’s canonical kinetic term is invariant under a shift symmetry which is broken by the potential energy \( V = \lambda \phi^m \) with integer \( m \geq 2 \), providing a very simple realisation of inflation by a symmetry breaking potential. The symmetry breaking parameter \( \lambda \) is constrained to be very small, in Planck units, from the observed level of CMB temperature anisotropies and this is a technically natural scenario. Indeed, this slow-roll choice is not spoiled by field theory or perturbative quantum gravity corrections.
thanks to the approximate shift symmetry [7] (see chapter 3 of [8] for a concise discussion on this topic).

However, these very simple inflationary models predict large values for the tensor-to-scalar ratio $r$ and have been all but ruled about by CMB polarisation observations [9, 10]. This motivates one to investigate slightly more complicated inflationary models which can reduce the value of $r$ without spoiling the radiative stability of the EFT. This is our aim in this paper and we will do so by allowing the scalar potential to break more exotic non-linear symmetries rather than a simple shift. This will require us to construct kinetic sectors with more scalar fields and as we shall see, kinetic sectors which correspond to some non-trivial internal manifold can have interesting observational effects consistent with the current data.

Therefore we will consider models of the form

$$S = \int d^4x \sqrt{-g} \left( \frac{1}{2} M_{\text{pl}}^2 R - \frac{1}{2} \Lambda^4 K(\phi^I, \partial_\mu \phi^I) - V(\phi^I) \right),$$  \hspace{1cm} (1)

where $\phi^I$ labels $n$ scalar fields, $K(\phi^I, \partial_\mu \phi^I)$ is the dimensionless kinetic sector and contains at least two derivatives, and $V(\phi^I)$ is the symmetry breaking potential. $\Lambda$ is an arbitrary scale introduced on dimensional grounds. Taking a cue from the EFT classification briefly discussed above, we will be interested in cases where the kinetic sector is fixed by a non-linearly realised symmetry corresponding to a coset space $G/H$, where $G$ can be an internal symmetry group or a space-time symmetry group. This will be the main ingredient of the scenarios under investigation; our starting point is conventional in that the 4-dimensional Lorentz group is always linearly realised\(^1\) and our scalar sector is minimally coupled to gravity. As we shall see, coset spaces are a useful way of characterising kinetic sectors for scalar field theories and we note that this has been considered before in the context of inflation in [11] and coset spaces have been used to classify condensed matter systems in e.g. [12].

In section 2 we will discuss five different forms for the kinetic sector; three which non-linearly realise an internal symmetry and two which non-linearly realise a space-time symmetry. This exhausts all maximally symmetric possibilities (up to group contractions). For internal symmetries, where each generator commutes with those of the 4-dimensional Poincaré group, $G$ corresponds to the symmetries of flat, spherical and hyperbolic geometries. For space-time symmetries, where the group $G$ contains the 4-dimensional Poincaré group, it can correspond to the symmetries of higher-dimensional Minkowski space and anti-de Sitter space\(^2\). In each case we make use of the coset construction [14–17] to build invariant kinetic sectors, and will pay most attention to the non-linear realisation of the anti-de Sitter isometries, i.e. the conformal group, since the corresponding coset space has not been well studied in the literature. At this stage let us make it clear that although our scalars

\(^1\)Note that here and in what follows we say that the Lorentz group is linearly realised rather than the full Poincaré group. In all cases the full Poincaré group is indeed linearly realised on the fields but translations are non-linearly realised on the space-time coordinates. We adopt this terminology to avoid confusion when we employ the coset construction.

\(^2\)We do not consider the case where $G$ is the de Sitter group since as far as we are aware this group does not have a 4-dimensional Poincaré subgroup so it would be impossible to non-linearly realise the de Sitter isometries with scalar fields in 4-dimensional Minkowski space-time (see e.g. [13] for a discussion of why it is not possible to embed the 4-dimensional Poincaré group into the 5-dimensional de Sitter group).
are indeed Goldstone bosons, they are not the usual Goldstones appearing in the EFT of inflation \[18,19\] since they are not associated with the breaking of time translations.

We add the symmetry breaking potentials in section 3 where we also couple the scalars minimally to gravity in order to drive inflation. We concentrate most on two examples; one with internal symmetries corresponding to a hyperbolic geometry and the other with space-time symmetries which non-linearly realise the conformal group. For clarity we study the \(n = 2\) case with two fields, since this captures the main features of the models which are both constructed from a single axion with a shift symmetry and a single dilaton. The former is the \(\alpha\)-attractors model \[20\] while the latter we dub ambient inflation, since the non-linear symmetries are those corresponding to a Minkowski 3-brane fluctuating in an anti-de Sitter ambient space-time.

In both cases we will study the predictions of inflationary trajectories which take place along the dilatonic direction. For a large class of scalar potentials and for order one parameters the predictions of \(\alpha\)-attractors are in the sweet spot of the Planck data: \(n_s = 0.968 \pm 0.006\) \[9\]. The spectral index takes values close to 0.960 or 0.967 depending on our choice of 50 or 60 e-folds, while the tensor-to-scalar ratio takes values around \(r \sim 0.001\), although it can also be larger. For ambient inflation the spectral index turns out to be somewhat bluer than the \(\alpha\)-attractors prediction taking values between 0.971 and 0.976 again for e-folds ranging from 50 to 60. There is also a non-trivial difference in the predicted tensor-to-scalar ratio compared to \(\alpha\)-attractors with ambient inflation naturally predicting \(r \sim 0.01\) for order one parameters. Both predictions for the tensor-to-scalar ratio are therefore interesting targets for future ground-based and satellite CMB missions. We present figures in section 3.2 where more accurate values for \(n_s\) and \(r\) are presented for a range of potentials and parameter values.

Before moving onto the main body of the paper let us first comment on the elephant in the room with regards to large field inflationary models. In comparison to the weak breaking of the shift symmetry in monomial inflation, parameters which break these more exotic symmetries can also be set to a small value in Planck units in a technically natural way. Inflaton loops and graviton loops will not spoil this choice thanks to the weakly broken symmetry. For \(\alpha\)-attractors this was investigated in \[21\] and indeed the hyperbolic geometry of the kinetic sector provides the expected protection. However, a fully fledged theory of quantum gravity is expected to break all continuous global symmetries \[22\] and this phenomenon will manifest itself via symmetry breaking corrections to the inflationary potential of the form \(M_\text{pl}^{4-n} \phi^n\) with order 1 coefficients. For large field inflationary models this can spoil the slow-roll dynamics. Much work has been done to alleviate this problem in the context of monomial inflation i.e. to realise large field inflation while keeping control of these corrections \[8,23-26\] and interestingly these techniques can also be employed to reduce the value of \(r\). In terms of axion monodromy models this can be achieved by considering backreaction which can have the effect of flattening the scalar potential \[27\] and in terms of the Kaloper-Sorbo mechanism one can consider field theory corrections and flatten the scalar potential by going into a strongly coupled but controlled regime \[28,29\]. In this paper our aim is to produce phenomenologically viable theories of inflation which are stable against perturbative quantum gravity effects within EFT. We would therefore require further model building input along these lines to be sure that the potentially troublesome
non-perturbative corrections are under control. Indeed this would provide interesting future research directions.

2 Kinetic Sector Symmetries

In this section we construct five interesting choices for the kinetic sector $K(\phi^I, \partial_\mu \phi^I)$ by computing invariant metrics of different coset spaces $G/H$ using the coset construction.

An important distinction is whether the coset includes the Poincaré group or not. The latter case leads to internal symmetries while the former involves an extension of this space-time symmetry. Internal symmetries are best understood: the number $n$ of Goldstone bosons equals $\dim(G/H)$ (i.e. there is one for every spontaneously broken generator) and their dynamics is uniquely fixed by the non-linearly realised symmetry.

In contrast, space-time symmetries have the added complication of inverse Higgs constraints [17] which allow one to build non-linear realisations where the number of Goldstones is less than the number of broken generators: in these cases one has $n \leq \dim(G/H)$ and one can impose inverse Higgs constraints to reduce the non-linear realisation to $n$ scalar fields. We refer the reader to [30] for a discussion on the most important aspects of the coset construction for spontaneous breaking of internal and space-time symmetries, and for an introduction to inverse Higgs constraints.

2.1 Internal Symmetries

Firstly, we assume that the non-linearly realised symmetries of the kinetic sector commute with the 4-dimensional Poincaré group. For maximally symmetric groups, $G$ can be either $ISO(n)$, $SO(n+1)$ or $SO(1,n)$ corresponding to flat, spherical and hyperbolic geometries respectively. Since our aim is to derive kinetic sectors with $n$ scalars we fix $H = SO(n)$ giving us the following three coset spaces

$$\mathbb{R}^n \simeq ISO(n)/SO(n), \quad S^n \simeq SO(n+1)/SO(n), \quad \mathbb{H}^n \simeq SO(1,n)/SO(n).$$ (2)

In the following we discuss each of these in turn and compute the invariant metrics. For the coset construction we will need the commutators of the Lorentz group in order to compute the Maurer-Cartan form. For $SO(p,q)$ we have

$$[M_{AB}, M_{CD}] = \eta_{AC}M_{BD} - \eta_{BC}M_{AD} + \eta_{BD}M_{AC} - \eta_{AD}M_{BC},$$ (3)

where $\eta_{AB}$ is the metric of a flat space-time with $p$ timelike directions and $q$ spacelike directions. For $ISO(p,q)$ these are augmented with the following nonzero commutators involving the translation generators

$$[M_{AB}, P_C] = \eta_{AC}P_B - \eta_{BC}P_A.$$ (4)

In all cases one can construct an invariant metric of the form $d\sigma^2 = g_{IJ}(\phi)d\phi^Id\phi^J$ which upon pulling back to 4-dimensional space-time gives rise to

$$g_{IJ}(\phi)\partial_\mu \phi^I \partial_\nu \phi^J dx^\mu dx^\nu.$$ (5)
Since here we are considering non-linearly realised internal symmetries, the $dx^\mu$ are invariant under $G$. Therefore the corresponding kinetic sectors are given by

$$K = g_{IJ}(\phi)\partial_\mu \phi^I \partial^\mu \phi^J.$$  

(6)

By construction these are invariant under the linearly realised Lorentz group as well as the non-linearly realised isometry group of the coset. A related discussion of these cosets can be found in e.g. [11] (in particular the case $n = 2$).

**Flat Geometry**

For the first coset space the translations of $ISO(n)$ are broken while the rotations are unbroken. If we let $i$ be an $SO(n)$ index then the only $H$-invariant way of parametrising the coset space is

$$\gamma = e^{\phi^i P_i},$$  

(7)

where $\phi^i$ are the Goldstone bosons. The Maurer-Cartan form is very simple to calculate in this case since $[P_i, P_j] = 0$ and is given by

$$\gamma^{-1}d\gamma = d\phi^i P_i.$$  

(8)

It follows that the only $SO(n)$ invariant metric one can construct is

$$d\sigma^2 = \delta_{ij} d\phi^i d\phi^j,$$  

(9)

corresponding to a flat scalar manifold. The kinetic sector therefore reads

$$K = \delta_{ij} \partial_\mu \phi^i \partial^\mu \phi^j,$$  

(10)

where the Goldstones have the dimension of length such that $K$ is dimensionless. Each Goldstone inherits a shift symmetry $\phi^i \to \phi^i + c$ from the spontaneously broken translations. Arbitrary functions of this two-derivative combination (similar to $P(X)$ theories for a single scalar) will also be invariant, but such higher-order corrections will not play a role in our application to slow-roll inflationary models.

**Spherical Geometry**

For a spherical geometry we have $G = SO(1+n)$ and we denote the generators of this group as $M_{1i}$ and $M_{ij}$ where again $i, j$ are $SO(n)$ indices. In this case, the broken generators are $M_{1i}$ and the only $H$-invariant parametrisation of the coset element is

$$\gamma = e^{\phi^i M_{1i}}.$$  

(11)

The resulting Maurer-Cartan form is not very illuminating but leads to the following unique choice for a $G$-invariant metric

$$d\sigma^2 = \frac{\sin^2 \sqrt{\phi^2}}{\phi^2} \delta_{ij} d\phi^i d\phi^j + \left(1 - \frac{\sin^2 \sqrt{\phi^2}}{\phi^2}\right) \frac{\phi_i \phi_j}{\phi^2} d\phi^i d\phi^j,$$  

(12)
where $\phi^2 = \delta_{ij} \phi^i \phi^j$. Note that the metric is manifestly invariant under the linearly realised $SO(n)$, and can be used to construct the corresponding kinetic term. Restricting to $n = 2$ for simplicity, a more familiar form might be

$$d\sigma^2 = L^2 (d\theta^2 + \sin^2 \theta d\varphi^2) = 4L^4 \frac{dZdZ}{(L^2 + |Z|^2)^2},$$

where $Z = \phi + i\pi = L e^{i\varphi} \tan \theta/2$ with $0 \leq \theta < \pi$ and $0 \leq \varphi < 2\pi$. The corresponding kinetic sector is therefore

$$K = \frac{4L^4}{(L^2 + \phi^2 + \pi^2)^2} ((\partial \phi)^2 + (\partial \pi)^2),$$

where we have explicitly included the length scale $L$ which sets the radius of the sphere.

### Hyperbolic Geometry

For a hyperbolic geometry we have $G = SO(1, n)$ and we denote the generators of this group as $M_{0i}$ and $M_{ij}$ where again $i, j$ are $SO(n)$ indices. In this case the broken generators are $M_{0i}$ and the only $H$-invariant parametrisation of the coset element is

$$\gamma = e^{\phi^i M_{0i}}.$$

As with the spherical case the Maurer-Cartan form is somewhat complicated, but one can easily show that it leads to the following unique choice for a $G$-invariant metric

$$d\sigma^2 = \frac{\sinh^2 \sqrt{\phi^2} \delta_{ij} d\phi^i d\phi^j}{\phi^2} + \left(1 - \frac{\sinh^2 \sqrt{\phi^2}}{\phi^2}\right) \frac{\phi^i \phi^j}{\phi^2} d\phi^i d\phi^j,$$

where again $\phi^2 = \delta_{ij} \phi^i \phi^j$. For $n = 2$ we can write this metric as

$$d\sigma^2 = L^2 (d\tau^2 + \sinh^2 \tau d\theta^2) = 4L^4 \frac{dZdZ}{(L^2 - |Z|^2)^2},$$

where now $Z = \phi + i\pi = L e^{i\theta} \tanh \tau/2$ with $0 \leq \tau < \infty$ and $0 \leq \theta < 2\pi$, and the corresponding kinetic sector is

$$K = \frac{4L^4}{(L^2 - \phi^2 - \pi^2)^2} ((\partial \phi)^2 + (\partial \pi)^2),$$

where now $L$ sets the curvature radius of the hyperbolic geometry.

### 2.2 Space-time Symmetries

Now we consider non-linearly realised symmetries which do not commute with the 4-dimensional Poincaré group. If we again assume maximal symmetries then in principle we would have three possibilities for $G$ corresponding to the isometries of higher-dimensional Minkowski space, de Sitter space and anti-de Sitter space. However, since there is no way to embed the 4-dimensional Poincaré group into the de Sitter group we only have the two remaining
possibilities. In each case we take \( H = SO(1, 3) \times SO(p) \), leading to the following two coset spaces

\[
\text{Mink}_{4+n} : ISO(1, 3 + n)/(SO(1, 3) \times SO(n)) ,
\]
\[
\text{AdS}_{4+n} : SO(2, 3 + n)/(SO(1, 3) \times SO(n - 1)).
\]

(19)

All of these yield non-linear realisations constructed from \( n \) scalars, where one has to impose inverse Higgs constraints to remove the additional so-called inessential Goldstone modes.

Since the non-linearly realised symmetries no longer commute with the 4-dimensional Poincaré group, the \( dx^\mu \) are not invariant and one cannot construct invariant kinetic sectors in the same way as for the internal case. Rather, the invariant that is lowest order in derivatives is a Poincaré invariant combination of four copies of the Maurer-Cartan components \( e^\mu_\nu dx^\nu \) (corresponding to the translation generators \( P_\mu \)) in the following way

\[
\epsilon_{\mu\nu\rho\sigma}(e^\mu_\alpha dx^\alpha) \wedge (e^\nu_\beta dx^\beta) \wedge (e^\rho_\gamma dx^\gamma) \wedge (e^\sigma_\delta dx^\delta).
\]

(20)

As we will see, the above term is not always strictly a kinetic term with at least two derivatives. In some cases there is also a potential term necessary to ensure invariance.

We will now briefly review the flat case, and then discuss the AdS\(_{4+n}\) coset space in more detail, since to our knowledge the resulting invariants have not been constructed before for general \( n \).

**Minkowski Space**

For the Minkowski coset space, the broken generators are translations \( P_i \) and Lorentz transformations \( M_{\mu i} \) where \( i \) is an \( SO(n) \) index and \( \mu \) is a 4-dimensional space-time index. Given the intricate link between the coset parametrisation and one’s ability to impose inverse Higgs constraints [30], we parametrise the coset element as

\[
\gamma = e^{x^\mu P_\nu e^{\phi_i P_i e^{\Omega_{\mu i} M_{\mu i}}}},
\]

(21)

from which we can compute the Maurer-Cartan form using the commutators of the \((4 + n)\)-dimensional Poincaré group. Note that for space-time symmetry breaking we include the unbroken translations \( P_\mu \) in the coset element since they act non-linearly on the space-time coordinates. Again the full form of the Maurer-Cartan form is not particularly useful but after we impose inverse Higgs constraints to remove the vectors \( \Omega_{\mu i} \) the kinetic sector is seen to be [31]

\[
K = \sqrt{-\text{det}(\eta_{\mu\nu} + \partial_\mu \phi_i \partial_\nu \phi_i)}.
\]

(22)

One can also derive this term by calculating the induced metric corresponding to a Minkowski 3-brane embedded in higher-dimensional Minkowski space [32]. The kinetic sector then simply corresponds to the measure of this metric. Similarly, invariants like the Einstein-Hilbert term give rise to higher-order invariants of this symmetry\(^3\).

\(^3\)In the single field case, these are so-called DBI galileons [33] which have interesting behaviour in their soft amplitudes due to the non-linearly realised symmetry [2, 5], as mentioned before.
Note that for space-time symmetries we need to include a whole tower of operators to non-linearly realise the broken symmetry group in the kinetic sector, whereas for the internal symmetries discussed above this could be achieved order by order in derivatives. This crucial difference follows from the transformation properties of the metrics derived from the coset construction: they are invariant for the internal cases while they transform covariantly for the space-time symmetry cases.

**Anti-de Sitter Space**

The final coset we consider corresponds to the spontaneous breaking of the anti-de Sitter isometries, corresponding to the coset space \((19)\). To derive our kinetic sector we will make use of the so-called AdS basis for the conformal algebra defined by the following non-vanishing commutators\(^4\)

\[
\begin{align*}
[P_A, D] &= P_A \\
[\hat{K}_A, D] &= -\hat{K}_A + P_A \\
[P_A, [\hat{K}_B] &= 2M_{AB} + 2\eta_{AB} D \\
[\hat{K}_A, \hat{K}_B] &= 2M_{AB}
\end{align*}
\]

where \(A = 0, 1, \ldots 2 + n\). The relation to the standard basis is given by

\begin{equation}
\hat{K}_A = K_A + \frac{1}{2} P_A. \tag{23}
\end{equation}

Here, in addition to the Poincaré generators, we have \(D\) and \(K_A\) which are the generators of dilatations and special conformal transformations respectively. The AdS basis is useful since the resulting kinetic sector matches the one from embedding Minkowski 3-branes in \((4 + n)\)-dimensional anti-de Sitter space\(^5\).

Again given the discussion in [30], we parametrise the coset element as

\begin{equation}
\gamma = e^{x^\mu P_\mu} e^{x^i \hat{K}_i} e^{\varphi^A T_A} e^{\Omega^i T_i} e^{\psi^\mu \hat{K}_\mu} e^{\sigma^i \hat{K}_i}, \tag{24}
\end{equation}

where we have assumed \(n > 1\) and \(\mu = 0, \ldots 3\) and \(i = 4 \ldots 2 + n\). Non-linear realisations of this symmetry breaking can then be constructed from the Maurer-Cartan form which can be written as

\begin{equation}
\gamma^{-1} d\gamma = \omega^\mu P_\mu + \omega^A T_A + \omega^i T_i, \tag{25}
\end{equation}

where \(T_A\) are the broken generators of the conformal group and \(T_i\) are the unbroken ones i.e. \(M_{\mu\nu}\) and \(M_{ij}\). To match our previous notation we have \(\omega^\mu = e^{\mu \nu} d\varphi^\nu\) once we pull back to 4-dimensional space-time. The commutators

\begin{equation}
[P_\mu, M_{\nu}] \supset \eta_{\mu\nu} P_i, \quad [P_\mu, \hat{K}_\nu] \supset \eta_{\mu\nu} D, \quad [P_\mu, \hat{K}_i] \supset M_{\mu i}, \tag{26}
\end{equation}

\(^4\)Note that we have set the AdS radius \(L = 1/\sqrt{2}\) but will reintroduce it later on.

\(^5\)We refer the reader to [30, 35] for discussions on the physical equivalence of the resulting non-linear realisations with the conformal group defined in these two different bases.
ensure that the fields $\Omega^\mu$, $\psi^\mu$ and $\sigma^4$ appear linearly in the Maurer-Cartan components along the broken generators $P_i$, $D$ and $M_{\mu i}$ respectively and given our choice for the coset parametrisation they only appear algebraically. We can therefore impose inverse Higgs constraints to eliminate all of these fields in favour of $\varphi$, $\pi^i$ and their derivatives leaving us with a non-linear realisation constructed from the dilaton and $n - 1$ axions.

The axion fields $\pi^i$ are guaranteed to be shift symmetric since they are the Goldstones of broken translations and they will inherit a linearly realised SO($n - 1$) symmetry due to the unbroken rotations $M_{ij}$. Without loss of generality we can therefore simply consider the case where $n = 2$ i.e. where there is a single axion $\pi^4 = \pi$ then augment the resulting non-linear realisation by adding the other axions in an SO($n - 1$) invariant manner. We therefore consider the coset space and coset element

$$SO(2, 5)/SO(3, 1), \quad \gamma = e^{x^\mu P_\mu} e^{\pi P_4} e^{\varphi D} e^{\Omega^\mu M_{\mu i} e^{\psi^\mu} \hat{K}_\mu e^{\sigma^4} \hat{K}_4}, \quad (27)$$

for concreteness.

As with all of the previous cases our aim is to compute a metric from which we can derive $G$-invariant theories. From the coset construction the metric is fixed in terms of $\omega^\mu$ so we only need to compute this contribution to the Maurer-Cartan form and the necessary inverse Higgs constraints. A somewhat lengthy calculation yields the following kinetic sector

$$K = \sqrt{-\det \left( e^{2\varphi/L} (\eta_{\mu\nu} + \partial_\mu \pi \partial_\nu \pi) + \partial_\mu \varphi \partial_\nu \varphi \right)}, \quad (28)$$

and by adding the remaining axions we arrive at

$$K = \sqrt{-\det \left( e^{2\varphi/L} (\eta_{\mu\nu} + \partial_\mu \pi^i \partial_\nu \pi^i) + \partial_\mu \varphi \partial_\nu \varphi \right)}. \quad (29)$$

Again a full tower of operators is required to non-linearly realise the conformal symmetries.

As we mentioned above this is precisely what one gets from computing the world-volume of a Minkowski 3-brane embedded in $(4 + n)$-dimensional AdS space. This is easy to see with the AdS$_{4+n}$ metric written in the Poincaré patch

$$d\sigma^2 = \frac{L^2}{z^2} (\eta_{\mu\nu} dx^\mu dx^\nu + dy_i dy^i + dz^2), \quad (30)$$

where $L$ is the AdS radius, $x^\mu$ are the 4-dimensional brane directions, $y^i$ are the axionic directions and $z$ is the dilatonic direction. In fact this metric motivates us to make the field redefinition $\phi = L e^{-\varphi/L}$ such that the kinetic sector becomes

$$K = \sqrt{-\det \left( \frac{L^2}{\phi^2} (\eta_{\mu\nu} + \partial_\mu \pi^i \partial_\nu \pi^i + \partial_\mu \phi \partial_\nu \phi) \right)}, \quad (31)$$

We remind the reader that $K$ is dimensionless and the Goldstones $\phi$ and $\pi^i$ have dimension of length.

---

6Here we have $\Omega^4 = \Omega^\mu$ and $\sigma^4 = \sigma$.

7Here we have made the rescaling $\varphi \rightarrow \sqrt{2} \varphi$ and reintroduced the AdS radius $L$.

8In the single field case this is the kinetic sector of DBI inflation [36] up to field redefinitions. Note that only in the single field case can we canonically normalise.
In what follows we will use this kinetic structure, which is protected by the non-linearly realised conformal symmetry, to realise slow-roll inflation. When we expand the square root we see that there is already a potential of the form \((L/\phi)^4\), which prevents us from interpreting this as a purely kinetic term. In the case where \(n = 1\), corresponding to \(\pi^i = 0\), we know that there is a Wess-Zumino term which one can add to the action to remove this potential without breaking the symmetries; see [33] for a discussion of this term in the context of embedded branes and [31] for a derivation using the corresponding Maurer-Cartan form. In the following we shall assume that there is a Wess-Zumino term for arbitrary \(n\) which we can add to the action which reduces to the \(n = 1\) case when we send \(\pi^i = 0\). We simply denote this Wess-Zumino as W.Z such that our symmetric kinetic sector is
\[
K = \frac{L^4}{\phi^4} \sqrt{-\det(\eta_{\mu\nu} + \partial_\mu \pi^i \partial_\nu \pi_i + \partial_\mu \phi \partial_\nu \phi) + \text{W.Z}},
\]
which has a tower of higher-derivative operators in order to realise the non-linear AdS\(_{4+n}\) symmetry. Some of the non-linear AdS\(_{4+n}\) symmetries are realised order by order in derivatives, namely, the shifts in \(\pi^i\) associated to the translation generators \(P_i\), and the dilations \(D\). In contrast, the transformations associated with the broken Lorentz generators \(M_{\mu i}\) and the special conformal transformations \(K_{\mu}\) and \(K_i\) require the full tower. The precise form of these final symmetries is quite lengthy so we don’t present them here but one can easily extract them along the lines discussed in [32] by using the isometries of the AdS\(_{4+n}\) space and the appropriate embedding functions of the Minkowski 3-brane. This way of computing the symmetries is more straightforward than via the coset construction.

### 2.3 Geometrical Considerations

In this paper we are interested in slow-roll inflationary applications of the above kinetic sectors. Under this approximation, we can neglect higher-order terms in derivatives. This yields a two-derivative kinetic sector which is amenable to a geometric interpretation. For simplicity we will discuss the two-field case in this section (while the generalisation to more scalars is rather straightforward). We therefore have different geometries on the complex plane, with three interesting geometric possibilities, in addition to the flat case.

There are two possibilities with negative curvature which are interesting to compare against each other. In particular, the hyperbolic kinetic sector is based on the geometry (17) in terms of disc coordinates. An alternative parametrisation is in terms of half-plane coordinates \(T\), which are related via the Cayley transformation
\[
\frac{T}{L} = \frac{L - Z}{L + Z},
\]
where we keep all coordinates as lengths and in the following drop all order one factors since they can always be absorbed into a redefinition of \(L\). This brings the hyperbolic geometry to the form
\[
d\sigma^2 = \frac{L^2}{(T + \bar{T})^2} dT d\bar{T}.
\]
In contrast, the truncation of the square root structure in the AdS kinetic sector (32) at two derivative order naturally leads us to consider the geometry\(^9\)

\[ d\sigma^2 = \frac{L^4}{(T + \bar{T})^4}dTd\bar{T}. \]  

(35)

Both of these lead to an axion-dilaton system, with the dilaton being the real part of \(T\) and the shift symmetric axion being the imaginary part i.e. \(T = \phi + i\pi\). Importantly, the couplings between the two scalars is different in both cases, dictated either by an internal or space-time symmetry. Again, this crucial difference follows from the invariance or covariance of the associated coset metric.

The two relevant geometries are therefore special cases of the more general metric

\[ d\sigma^2 = \frac{L^p}{(T + \bar{T})^p}dTd\bar{T}, \]  

(36)

for an arbitrary power \(p\), which we will refer to as the order of the pole. The above discussion singles out three values, \(p = 0, 2\) and \(4\), as being special from a symmetry perspective. The former two have an enhanced isometry group at the two-derivative level while the latter realises the full symmetries of the AdS\(_6\) group once the higher order corrections are taken into account.

Of the maximally symmetric possibilities, \(p = 0\) is flat and has an ISO(2) isometry group. The case \(p = 2\) is the hyperbolic half-plane and has the Mobius transformations as isometry group, isomorphic to SO(2, 1). This ensures that the curvature of the manifold is constant and negative with scaling \(R \sim L^{-2}\). Moreover, the Mobius transformations include the inversion \(T \to 1/T\). As a consequence, there is a pole of order two at \(T = 0\) as well as at \(T = \infty\). Indeed, one can see that the proper distance to both points is infinite. For a geometry of the form (36) \(p = 0\) and \(p = 2\) are the only ones with maximal symmetries and no singularities.

For any other value of \(p\) there is only a single isometry: the shift in the axionic direction. However, as we have discussed, \(p = 4\) is special for other reasons since when we include the higher order operators we can realise the full AdS\(_6\) symmetries. At the two derivative level, of these symmetries the linearly realised Lorentz group of course survives the truncation to the two-derivative level but so does the shift in \(\pi\), \(\pi \to \pi + c\), corresponding to the broken translation \(P_4\) and the scale symmetry. For the field basis used in (32) this symmetry reads

\[ \phi \to \phi + \lambda(\phi - x^\mu \partial_\mu \phi) \quad \pi \to \pi + \lambda(\pi - x^\mu \partial_\mu \pi), \]  

(37)

where \(\lambda\) is the infinitesimal parameter of dilatations and here we do not transform the space-time coordinates. The other symmetries corresponding to the broken Lorentz transformations and special conformal transformations require higher order operators for invariance of

\(^9\)A more detailed knowledge of the structure of the Wess-Zumino term is required to be sure that at the two derivative level the AdS kinetic sector gives rise to the geometry (35). In this paper our ultimate interest is in inflationary dynamics along the dilatonic direction where this subtlety plays no role, but here we will point out the geometric properties at the two derivative level assuming that the Wess-Zumino allows for a truncation to (35).
the action. In the following we will investigate the effects of these symmetries on inflationary
dynamics but we note that spontaneous breaking of scale invariance has been studied in the
context of inflation before, e.g. [37], but in a different set-up to ours.

For \( p > 2 \) the proper distance to the pole at \( T = 0 \) is infinite but this does not hold
for the point \( T = \infty \). Given that in these cases the curvature scales as \( R \sim (T + \bar{T})^{p-2} \),
the geometry has a singularity at this point. Note that \( p \) and \( 4 - p \) yield identical results
along the real line but this is not true for the entire complex plane. We can use the Cayley
transformation (33) to go to disc-like coordinates, which highlights both special points at
\( T = 0 \) and \( T = \infty \) and moves them to finite coordinate values. This leads to the space-time
interval
\[
d\sigma^2 = \frac{L^4(L + Z)^{p-2}(L + \bar{Z})^{p-2}}{(L^2 - ZZ)^p}dZd\bar{Z}.
\]  

(38)

For \( p = 2 \), this choice of coordinates highlights the \( SO(2) \) isometry and corresponds to the
Poincaré disc parametrisation of the hyperbolic geometry. Along the real axis, the above
metric reduces to the interval
\[
d\sigma^2 = \frac{L^4(L + Z)^{p-4}}{(L - Z)^p}dZ^2.
\]  

(39)

For \( p = 2 \), there is equivalence between the two special points at the real line, \( Z = \pm 1 \).
For values \( p > 2 \) we have mapped the pole to \( Z = 1 \) and the singularity to \( Z = -1 \), while
these two are interchanged for \( p < 2 \). Again \( p = 0 \) and \( p = 4 \) are special in that there is
no singularity at one side. We refer the reader to [38] for a more detailed discussion for
\( p = 2 \) and to [39] for a further discussion on the role of geometry in scale invariant models
of inflation.

3 Symmetry Breaking Potentials

3.1 Universality Classes of Inflation

The symmetric kinetic sectors of the previous section provide an attractive starting point
for inflationary scenarios. To this end, one has to introduce a scalar potential in order to
introduce the required energy for the accelerated expansion, as well as evolution towards
the end of inflation. At the same time, the weakly broken symmetry in the kinetic sector
protects the model against large quantum corrections within EFT. This ties in with the
smallness of the observed level of quantum fluctuations: the inflationary energy scale is
orders of magnitude below the Planck scale and small symmetry breaking parameters are
technically natural.

As alluded to in the introduction, the simplest of such examples consists of a single scalar
field with a canonical kinetic term. The symmetries of this model include a constant shift
which will be broken by the introduction of a generic potential. We will assume a Minkowski
minimum somewhere in field space, which can be taken at \( \phi = 0 \) without loss of generality.
Different manners of breaking this shift symmetry then correspond to e.g. a quadratic or a
quartic scalar potential around this point, or a combination of such monomials.
The inflationary predictions of such models are particularly simple under the assumption that a single monomial dominates the inflaton dynamics at the observable window of $N = 50$ to 60 e-folds. Taking $V = \lambda \phi^m$ as the simplest example of this class, the resulting predictions are

$$n_s = 1 - \frac{2 + m}{2} \frac{1}{N}, \quad r = \frac{4m}{N}.$$ (40)

The leading order $1/N$ scaling for the tensor-to-scalar ratio means that the simplest of these models with e.g. $m = 2$ or $m = 4$ are virtually ruled out [9,10].

The underlying assumption in the above is that $N = 50$ to 60 e-folds is a generic window on the primordial quantum fluctuations, i.e. there is nothing special about the moment we probe inflation, leading to an expansion in the small parameter $1/N$. Different models (e.g. of polynomial character) will lead to the same predictions at leading order in $1/N$ (under the assumption that $N = 50$ to 60 is dominated by a single monomial) and only lead to different, model-dependent subleading terms at higher order in $1/N$.

However, the above predictions (40) are one out of two possible perturbative expansions\textsuperscript{10} in $1/N$. The alternative has predictions that can be written as (with $p > 1$) [42]

$$n_s = 1 - \frac{p}{p - 1} \frac{1}{N}, \quad r = \frac{r_0}{N^{p/(p-1)}},$$ (41)

at leading order in the $1/N$ expansion. Instead of a monomial expansion of the scalar potential, the second class of inflationary predictions can be conveniently parametrised in terms of the kinetic sector and can result in a suppression of tensor modes. Rather than having a canonical kinetic term, one can allow for a pole in the kinetic sector of the theory. The latter is a natural possibility in multi-field inflation, as suggested by UV theories, where in general one cannot canonically normalise the fields. Along the single-field trajectory, the kinetic sector has the general Laurent expansion [43], see also [44,45],

$$K = \left( \frac{a_p}{\phi^p} + \frac{a_{p-1}}{\phi^{p-1}} + \ldots \right) (\partial \phi)^2,$$ (42)

where $p$ is the order of the pole. The assumption in this scenario is that $V$ is regular around $\phi = 0$ i.e. we have

$$V = V_0 (1 + c_1 \phi + c_2 \phi^2 + \ldots).$$ (43)

As inflation takes place close to the pole, it is only the leading term in the scalar potential which determines the inflationary predictions and pole inflation can therefore be seen as a very convenient parametrisation of these inflationary models: all relevant information about the prediction is stored in the leading term of the kinetic sector. Note that for $p = 2$ the coefficient $c_1$ drops out of all observables due to the scaling symmetry in the kinetic sector, while for other values it can always be set equal to unity by a rescaling of the field and redefinitions of $a_p, a_{p-1}$ etc. Many models fall in the same universality class, with the same model-independent leading predictions and different model-dependent sub-leading terms at higher order in $1/N$.

\textsuperscript{10}A third possibility has a non-perturbative expansion in $1/N$ instead [40], which includes natural inflation [41]. These can be associated to the kinetic sector with the positively curved internal manifold of section 2.
Our previous discussion has singled out two types of poles that have an enhanced symmetry in the kinetic sector. The first is the well-known inflationary model based on the hyperbolic geometry (34) with $p = 2$ which is commonly referred to as $\alpha$-attractors [20,46]. In this case, under the assumption of a regular potential at the pole, the inflationary predictions yield

$$n_s = 1 - \frac{2}{N}, \quad r = \frac{8 a_2}{N^2} \, ,$$

(44)

to leading order in $1/N$ where we have set $M_{\text{pl}} = \Lambda = 1$ and the higher order corrections are sufficiently suppressed [42]. As discussed in the literature, the leading terms in the $1/N$ expansion are model-independent for $\alpha$-attractors, with robust predictions. The fixed $2/N$ deviation from scale invariance is in very good agreement with Planck constraints [9], leading to e.g. $n_s = 0.960$ to 0.967 for a range of $N = 50$ to 60 (as will be the case for all following quotes). Moreover, the $1/N^2$ scaling implies that $r$ generically takes values of a few permille, assuming order one values for $a_2 = 3\alpha/2$. The benchmark model $a_2 = 3/2$, which corresponds to Starobinsky, has $r = 0.005$ to 0.003, while other constructions can boost this to percent level values, see e.g. [47,48].

The other inflationary model based on the AdS kinetic sector, which has not been discussed previously in the literature, corresponds to pole inflation with $p = 4$ as shown in (35), plus higher order corrections in the kinetic sector which will be suppressed during inflation. Inflation proceeds along one of the isometries of the AdS space: as inflation proceeds, the 3-brane moves from through the ambient space. It is therefore natural to refer to this set-up as ambient inflation. It follows from the above discussion that the inflationary predictions to leading order in $1/N$ are

$$n_s = 1 - \frac{4}{3N}, \quad r = \frac{8 a_4^{1/3}}{3^{1/3} N^{4/3}} \frac{1}{N^{4/3}},$$

(45)

where again we have set $M_{\text{pl}} = \Lambda = 1$. For order one values of $a_4$ this leads to a spectral index with a range $n_s = 0.973$ to 0.978 which is compatible with observational constraints if the number of e-folds would be on the low side of the range from 50 to 60 [9]. However, it turns out that the next to leading order correction to $n_s$ scales as $1/N^{4/3}$ and given the sensitivity of CMB experiments this can produce important corrections. Fortunately this next correction comes in with a minus sign so it can decrease the value of $n_s$ thereby moving it towards the sweet spot of the Planck data. We will discuss this further in subsection 3.2. The $1/N^{4/3}$ scaling for the tensor-to-scalar ratio naturally takes values at the percent level, for instance $r = 0.010$ to 0.008 for $a_4 = 1$. The tensors therefore come out an order of magnitude higher than the generic $\alpha$-attractor prediction. Both models therefore provide interesting observational targets for upcoming ground-based (e.g. CMB-S4) and satellite (e.g. Litebird and Core) CMB polarisation experiments.

For $p > 1$ the number of inflationary e-folds is given by

$$N = \int \frac{a_p}{\phi^p} d\phi \sim \frac{a_p \phi^{1-p}}{(p - 1)},$$

(46)

from which we can extract the field range during inflation. For $\alpha$-attractors ($p = 2$) we have $N \sim \phi^{-1}$. After we canonically normalise the kinetic sector we see that the field
range scales as $\sim \log(N)$ in Planck units. On the other hand, for ambient inflation ($p = 4$) the field range of the canonically normalised field scales as $\sim N^{1/3}$ in Planck units. Both of these field ranges are smaller than for chaotic inflation where the field range scales as $\sim N^{1/2}$. However, note that both pole models are essentially large-field models with super-Planckian excursions. They could therefore be susceptible to UV considerations such as the weak gravity conjecture, see e.g. [49–51], which questions the validity of the EFT but this question is far from settled and remains an area of active research.

Even in the context of EFT, in the above we have assumed that inflation takes place along the dilatonic direction, while setting the axion constant. For $\alpha$-attractors the resulting predictions turn out to be a very good approximation to those where the axion is not stabilised thanks to the hyperbolic geometry of the scalar manifold [52]. In the absence of some mechanism to stabilise the axion in ambient inflation we would require a similar analysis to be sure that our predictions are stable against turning on axionic fluctuations. Again in ambient inflation the kinetic sector is fixed by symmetry so there is reason to believe that this will indeed be the case but the reader should bear in mind that a full multi-field analysis would require a more detailed knowledge of the form of the Wess-Zumino term in the AdS kinetic sector (32).

### 3.2 Adding Curvature to Reduce Tensors

A natural question concerns the relation between the different cases above: is there a limit in which the curved cases, with poles of order 2 and 4, reduce to the flat case with $p = 0$ and the monomial expansion? We will now show that this is indeed the case. The simplest way to this connection is in terms of the $Z$ coordinates introduced in subsection 2.3. Along the real line, this yields kinetic sectors

$$K = \frac{1}{(1 - \phi^2/L^2)^2} (\partial \phi)^2, \quad K = \frac{1}{(1 - \phi/L)^4} (\partial \phi)^2,$$

for $p = 2$ and $p = 4$, respectively. In this section we will again work with $M_{\text{pl}} = \Lambda = 1$. In this parametrisation, the kinetic structure is regular around the minimum at $\phi = 0$ while the pole is located at $\phi = L$. One can thus go from the flat case, with $L$ infinite, to the curved case by bringing the pole in from infinity to a finite distance from the minimum of the potential. This allows for a continuous interpolation between the different flat and curved inflationary scenarios of the previous subsection.

We have illustrated the behaviour of the different inflationary predictions in the presence of a symmetry breaking potential $V = \lambda \phi^m$ in the plots below. Included are the predictions based on the flat geometry with a weakly broken shift symmetry, as well as the two geometries with negative curvatures.

- The inflationary predictions based on the flat geometry include those of monomial inflationary models, with a $1/N$ scaling for both the spectral index as well as the tensor-to-scalar ratio, indicated by the dotted line.

Turning on the curvature scale $L$ of the two geometries, the predictions converge to a similarly precise relation (at least when $L$ is order one):
For the internal symmetry based on the hyperbolic geometry, one is led to

\[
n_s = 1 - \frac{2}{N} + \mathcal{O} \left( \frac{1}{N^2} \right), \quad r = \frac{2L^2}{N^2} + \mathcal{O} \left( \frac{1}{N^3} \right),
\]

(48)

The spectral index has a model-independent leading term, while subleading terms are sufficiently suppressed. Moreover, the $1/N^2$ scaling leads to permille values of the tensors, indicated by the dashed lines. Note that these only depend on $L$. As a consequence, the $L = 1$ points (denoted by blue dots) for all monomials coincide.

In the case of the spacetime symmetry based on the AdS geometry, one finds

\[
n_s = 1 - \frac{4}{3N} - \frac{(mL)^{2/3}}{(3N)^{4/3}} + \mathcal{O} \left( \frac{1}{N^{5/3}} \right), \quad r = \frac{8(mL)^{2/3}}{(3N)^{4/3}} + \mathcal{O} \left( \frac{1}{N^2} \right).
\]

(49)

While the leading term for the spectral index is again model-independent, there is a subleading term which is only $1/N^{1/3}$ suppressed and hence can make a (possibly observable) model-dependent contribution. Similarly, the $1/N^{4/3}$ leads to percent values for the tensors indicated by the solid lines. Their value in this case depends on $mL$. Therefore the $L = 1$ points differ slightly in their $(n_s, r)$ values.

These can be seen as prototypes for chaotic inflation, $\alpha$-attractors and ambient inflation, respectively. The robustness of the latter two is beautifully illustrated by the funnel-like behaviour in the logarithmic $(n_s, r)$ plane.

Figure 1: The interpolation in $(n_s, r)$ (in linear and log plots) from the flat predictions (40) to the $\alpha$-attractor predictions (48) based on an internal hyperbolic symmetry (dashed lines) or to the ambient inflation predictions (49) based on a spacetime AdS symmetry (solid lines). The different lines indicate models with a monomial potential $\phi^m$ with $m = (4, 2, 1, 2/3, 1/2)$ from left to right, while the curvature scale $L$ in the kinetic sectors (47) varies along each line, with blue, orange and green dots at $L = 1, 10, 100$ respectively. The black dotted line indicates the flat limit $L \to \infty$ with canonical kinetic term and monomial potentials. We have taken $N = 55$ throughout.
For intermediate values of $L$ one finds an interpolation between the different cases. Note that these do not conform to either of the $1/N$ scalings introduced in the previous subsection. The reason for this is the interplay between the large values of $N$ and $L$ in these cases: while certain terms might be higher-order in $1/N$, their $L$-prefactor might offset this and make them equally important. We are not aware of any simple expansion or organising principle in this intermediate regime. Moreover, in this regime the model-independence is lost; for e.g. $\alpha$-attractors there are different interpolations between the regimes of $L$ infinite and of order one.

Note that there are specific flat limits which have the same spectral index as either of the curved models as we decrease $L$. The corresponding models can be extracted by equating the spectral indices in (40) and (41), leading to the relation $m = 2/(p - 1)$ between the pole $p$ of the curved model and the power $m$ of the corresponding monomial. For $\alpha$-attractors this is the quadratic potential. In a sense, this model can therefore be seen as the simplest flat counterpart to the $\alpha$-attractors: as one varies $L$, the spectral index is invariant while the tensor-to-scalar ratio interpolates from a $1/N^2$ to a $1/N$ scaling. In contrast, for ambient inflation the special flat limit yields a $\phi^{2/3}$ behaviour. Again, as one varies $L$, the spectral index is roughly invariant while the $1/N$ scaling of $r$ varies from $4/3$ to $1$. It is tantalising to notice that exactly this fractional behaviour surfaced in the first realisation of axion monodromy inflation [23]. One might hope that there is an extension of this scenario where one includes the curvature scale $L$ and obtains a microscopic realisation of the ambient inflation scenario.

4 Conclusions

The recent CMB data indicates that the most simple single field inflationary models do not seem to describe the physics of the very early universe, since they predict a tensor-to-scalar ratio above the current upper bound [9,10]. This requires model builders to construct slightly more complicated inflationary models but one should aim to maintain the very nice field theory properties of these original models, namely, radiative stability within EFT. This is crucial to ensure that slow-roll inflation can take place while perturbative quantum corrections are under control. For simple single field models this is the case thanks to a weakly broken shift symmetry in the kinetic sector.

Multi-field inflation is a popular alternative to single field models given that high-energy frameworks such as string theory and supergravity often involve a large number of moduli. In this paper we have constructed kinetic sectors for multi-field inflation which have a non-linearly realised symmetry which can be weakly broken by a potential to drive inflation. This in direct comparison to what happens in simple chaotic inflation. Indeed, throughout our motivation has been to build observationally consistent inflationary models which maintain radiative stability within EFT.

We have classified possible kinetic structures for $n$ scalar fields which are fixed by a non-linearly realised symmetry corresponding to a coset space $G/H$ similar to what was done in [11]. Concentrating on cases where $G$ is maximally symmetric, five different kinetic sectors are possible and each come with their own interesting structures. Three of these arise when $G$ is an internal group and the other two arise when it is a space-time extension
of the 4-dimensional Poincaré group. In all cases we made use of the coset construction to extract the invariant kinetic sectors and for the space-time symmetric cases we imposed various inverse Higgs constraints to arrive at a theory of interacting scalar fields. Out of these five possibilities our main focus has been on two examples which when one adds the symmetry breaking potential correspond to the well known $\alpha$-attractors model and a new inflationary model we called ambient inflation. In the two field limit these models describe different interactions between an axion and a dilaton.

Although $\alpha$-attractors and ambient inflation have a comparable origin with their kinetic sectors dictated by symmetry, their inflationary predictions differ. The spectral index for $\alpha$-attractors naturally lies close to the point $n_s = 0.965$ whereas for ambient inflation one finds predictions closer to $n_s = 0.975$. A similar difference can be seen in the tensor-to-scalar ratios which naturally differ by an order of magnitude due their $1/N^2$ and $1/N^{4/3}$ scaling for order one parameters. These lead to a range of permille and percent level values for the tensors, well within the reach of future CMB missions.

While the present discussion has highlighted the symmetries of the bosonic scalar sectors, it is natural to embed these in more formal constructions in order to connect to high-energy theories. In this context, $\alpha$-attractors arise very naturally in scenarios with minimal supersymmetry or superconformal symmetry [20,46] as well as no-scale supergravity [53,54]. Such set-ups often have a Kähler potential with specific symmetries which are weakly broken by the superpotential (alternatively, the symmetry breaking can also be realized in terms of the Kähler potential, indicating an interesting link with anti-D3 brane geometry [55,56]). Moreover, there are proposals to realise the same inflationary scenarios in maximally supersymmetric theories as well as string theory [47,48,57,58]. For the new bosonic construction, based on the Anti-de Sitter ambient space, it would be very interesting to investigate similar set-ups. In particular, this would involve the spontaneous breaking of the 6-dimensional Anti-de Sitter superalgebra with eight supercharges to 4-dimensional minimal super-Poincaré, which can be seen as the curved version of DBI-Volkov-Akulov [59].

On a final note, while in this paper our non-linear symmetries were weakly broken by the inflationary potential, it would also be interesting to consider the effects of unbroken non-linearly realised symmetries on cosmological correlators both in the single field and multi-field case. This is the cosmological version of studying the effects of non-linear symmetries in the soft limits of scattering amplitudes [2,4,5] as we discussed in the introduction. For a single field with a shift symmetry this was very recently explored in [60,61] and novel features can arise. Based on what we know about scattering amplitudes, one would expect new novel features to arise if one considers space-time extensions of this shift symmetry. This is an interesting avenue for future work.
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