Global weak solution to real bi-fluid system with magnetic field
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Abstract. We prove the existence of global weak solutions with finite energy to some two-fluid systems with magnetic field and the results suit for corresponding two-fluid systems. The proof method is mainly inspired by Novotný et al. [10] and Vasseur et al. [12]. For academic magnetic bi-fluid system, we focus on the case of pressure law with ideal gases and the new ingredient is that we can make the proof more explicit without using the preposed hypotheses and remove some unnecessary conditions of the main theorem in Novotný et al. [10]. Meanwhile, the same proof method can be used for real magnetic bi-fluid system with pressure law proposed in Vasseur et al. [12].
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1 Introduction

In this paper, we study

\begin{align*}
\partial_t (\alpha \rho_+) + \text{div} (\alpha \rho_+ u) &= 0, \\
\partial_t ((1 - \alpha) \rho_-) + \text{div} ((1 - \alpha) \rho_- u) &= 0, \\
\partial_t ((\alpha \rho_+ + (1 - \alpha) \rho_-) u) + \text{div} ((\alpha \rho_+ + (1 - \alpha) \rho_-) u \otimes u) + \nabla \mathfrak{P}_+ (\rho_+) &= \mu \Delta u + (\mu + \lambda) \nabla \text{div} u + (\nabla \times H) \times H, \\
H_t - \nabla \times (u \times H) &= -\nabla \times (\nu \nabla \times H), \quad \text{div} H = 0,
\end{align*}

where $0 \leq \alpha \leq 1$, $\rho_+ \geq 0, \rho_- \geq 0$, $u, H$ are unknown functions and $\mathfrak{P}_\pm (\rho_\pm) = (\rho_\pm)^\gamma$ denotes the pressure function. $\alpha$ is the rate function of total volume for the first species, $\rho_+, \rho_-$ denote the density for two species respectively, while $u, H$ is the velocity and magnetic field of the mixture respectively. The constants $\mu, \lambda$ are the shear and bulk (average) viscosities of the mixture and satisfy $\mu > 0, 2\mu + 3\lambda \geq 0$. The above equations are set in the time-space domain $Q_T = (0, T) \times \Omega$, where $\Omega$ is a sufficiently smooth bounded domain in $\mathbb{R}^3$.
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The equations (1.1)-(1.5) are endowed with boundary condition that
\[ (u,H)|_{\partial\Omega} = 0 \quad \text{for} \quad t \geq 0, \] (1.6)
and the initial conditions in \( \Omega \)
\[ \alpha \rho_+|_{(0,x)} = \alpha_0 \rho_+|_{(0,x)} := \rho_0(x), \]
\[ (1-\alpha)\rho_-|_{(0,x)} = (1-\alpha_0) \rho_-|_{(0,x)} := n_0(x), \] (1.7)
\[ (\alpha \rho_+ + (1-\alpha)\rho_-)u|_{(0,x)} = (\alpha \rho_+ + (1-\alpha)\rho_-)u_0(x) := m_0, \]
\[ H|_{(0,x)} := H_0(x), \quad \text{div} \, H_0 = 0. \]

We call system (1.1)-(1.7) the \textit{real magnetic bi-fluid system} following the appellation in [10]. To dispose the system without discussing the rate function \( \alpha \) directly, we can set \( \rho = \alpha \rho_+ \), \( n = (1-\alpha)\rho_- \), then (1.1)-(1.4) and (1.6)-(1.7) can be transformed into
\[ \partial_t \rho + \text{div}(\rho u) = 0, \] (1.8)
\[ \partial_t n + \text{div}(nu) = 0, \] (1.9)
\[ \partial_t((\rho + n)u) + \text{div}((\rho + n)u \otimes u) + \nabla P(\rho,n) = \mu \Delta u + (\mu + \lambda)\nabla \text{div} \, u + (\nabla \times H) \times H, \] (1.10)
\[ H_t - \nabla \times (u \times H) = -\nabla \times (\nu \nabla \times H), \quad \text{div} \, H = 0, \] (1.11)
\[ u,H|_{\partial\Omega} = 0 \quad \text{for} \quad t \geq 0, \quad \text{div} \, H_0 = 0, \] (1.12)
\[ \rho(0,x) = \rho_0(x), \quad n(0,x) = n_0(x), \quad (\rho + n)u(0,x) = m_0(x), H(0,x) = H_0(x). \] (1.13)

and (1.5) transformed into
\[ P(\rho,n) = \mathcal{P}_+((\rho_+ + n)\rho) = \mathcal{P}_-((\rho_- + n)n). \] (1.14)

In this paper, we call (1.8)-(1.13) an \textit{academic magnetic bi-fluid system}. When there is no magnetic field, system (1.8)-(1.13) with pressure law (1.14) and
\[ P(\rho,n) = \rho^\gamma + n^\alpha \] (1.15)
is studied in [10] [12] respectively. We remark that the model of [10] and the one of [12] are different and do not contain each other, as the pressure function of these two models are different. The \( \rho, n \) of [10] can build direct relationship through identity (1.14), however the pressure law is an implicit function of \( \rho, n \). While the pressure function in [12] is expressed explicitly by convex function \( \rho^\gamma + n^\alpha \), yet the \( \rho, n \) don’t have any information from each other.

When there is no magnetic field, (1.8)-(1.13) is called \textit{academic bi-fluid system} and (1.1)-(1.7) is called \textit{real bi-fluid system} in Novotný et al. [10]. The \textit{real bi-fluid system} is one of the multi-fluid models that raised in [2]. Multi-fluid models are realistic and important for many practical application scenarios, such as turbulent mixing in nuclear industry, reactive flows etc. However, there are rare works for the multi-fluid models. If shear and bulk (average) viscosities \( \mu, \lambda \) are constants, Vassuer et al. [12] obtained global weak solution for \textit{academic bi-fluid system} with pressure law (1.15), when \( \gamma > \frac{\alpha}{5}, \alpha \geq 1 \). Novotný et al. [10] obtained global weak solution for \textit{real bi-fluid system} with \( \gamma^+ \geq \frac{\alpha}{5}, \gamma^- > 0 \) and some other restriction on relationship of \( \gamma^+, \gamma^- \). The proof method in [12] and [10] followed the line in Feireisl et al. [8] and they developed some
technique respectively that handle the bi-fluid pressure law (1.3) and (1.14). Bresch et al. [5] obtained existence of global in time weak solutions to a compressible two-fluid Stokes system and their method mainly followed the novel compactness tool developed by Bresch et al. [4], which is much different from [8]. For more results of weak solution and physical description of bi-fluid with constant shear and bulk (average) viscosities, see [12, 10, 5] and the references therein. For results on weak solution of bi-fluid with constant shear and bulk (average) viscosities depending on density and existence of strong solution for multi-fluid, we refer to [11, 8, 2, 14] the references therein.

The main purpose of this article is to derive the global weak solution with finite energy of real magnetic bi-fluid system (1.1)-(1.7) and academic magnetic bi-fluid system (1.8)-(1.13) with pressure law (1.14) or (1.15). Wen and Zhu [15] has obtained global strong solution for academic magnetic bi-fluid system (1.8)-(1.13) with pressure law \( P(\rho, n) = \rho + An^\gamma \). As far as we know, ours are the first results of global weak solution for magnetic bi-fluid systems. Meanwhile, compared to the work of [10], we can remove the some unnecessary condition in main theorem in [10] and make the proof more explicit. As the magnetic field don’t make a difference, our proof and results can improve those of real bi-fluid system in [10] and academic bi-fluid system in [12], see more in Remark 1.7 and 1.8.

The main part of the article is about proof of the global finite weak solution for academic magnetic bi-fluid system (1.8)-(1.13) with pressure law (1.14), which we can follows directly to give the corresponding results of real magnetic bi-fluid system, and we can use the same method to derive similar results of academic magnetic bi-fluid system with pressure law (1.15). For the treatment of magnetic field, we mainly follow the line of Hu and Wang [9]. Similar with the mono-fluid isentropic compressible Navier-Stokes equation in Feireisl et al. [8], the main difficulty of disposing other terms is to prove the convergence of the pressure law function. However, the pressure function (1.14) involves two density function \( \rho, n \) and we can’t get the exact form of the pressure function. We firstly research the properties of pressure function and then transform it into mono-function during the second and third step of convergence, thus we can use the method in [8]. To be specific, we find in Lemma 2.1 that the pressure function \( P(\rho, n) \) and the first order derivative of \( P \) can be bounded by exponential function of \( \rho \) and \( n \). Then, we use auxiliary function (2.26) to transform \( P(\rho, n) \) into \( P(ns, n) \), where the \( s \) is fixed during the procedure convergence. After these two steps, we are able to obtain the strong convergence of \( n \) in a similar way of [8]. These ideas are mainly inspired by Novotný et al. [11] and Vasseur-Wen-Yu [12] and we can make some improvements with more precise analysis.

To begin with the proof, we need to investigate the energy inequality. For any smooth solution of system (1.8)-(1.14), we have following energy inequality holds for \( 0 \leq t \leq T \):

\[
E(t) + \int_0^t \int_\Omega \left( \mu |D\mathbf{u}|^2 + (\lambda + \mu)(\text{div}\mathbf{u})^2 + \nu |\nabla \times \mathbf{H}|^2 \right) \, dx \, ds \leq E(0),
\]

where

\[
E(t) = \int_\Omega \left( \frac{1}{2} (\rho + n) |\mathbf{u}|^2 + H_P(\rho, n)(t, \cdot) + \frac{1}{2} |\mathbf{H}|^2 \right) \, dx,
\]

\[
H_P(\rho, n) := \rho \int_1^\rho \frac{P \left( \zeta, \frac{\rho}{\zeta^2} \right)}{\zeta^2} \, d\zeta, \quad \text{if } \rho > 0, \quad H_P(0, 0) = 0,
\]
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and
\[ E(0) = \int_{\Omega} \left( \frac{|\mathbf{m}_0|^2}{2(\rho_0 + n_0)} + H_P(\rho_0, n_0) + \frac{1}{2} |\mathbf{H}_0|^2 \right) \, dx. \] (1.19)

Indeed, if \( \rho, n, u, H \) smooth enough, we can utilize (1.8)-(1.10) to get
\[ \partial_t \left( \frac{(\rho + n)|u|^2}{2} \right) + \text{div}((\rho + n)u|u|^2) + u\nabla P(\rho, n) = \mu u \Delta u \]
\[ + (\mu + \lambda)u \nabla \text{div} u + ((\nabla \times H) \times H) \cdot u, \] (1.20)
and multiply (1.8), (1.9) with \( \rho, n \), indeed, if \( \rho \) smooth enough, we can utilize (1.8)-(1.10) to get
\[ (\rho + n)|u|^2 + \text{div}((\rho + n)u|u|^2) + u\nabla P(\rho, n) = \mu u \Delta u \]
\[ + (\mu + \lambda)u \text{div} u + ((\nabla \times H) \times H) \cdot u, \]
and multiply (1.8), (1.9) with \( \rho, n \) with respectively to derive that
\[ \partial_t (H_P(\rho, n)) + \text{div}(H_P(\rho, n)u) + P(\rho, n) \text{div} u = 0, \] (1.21)
where we used identity
\[ P(\rho, n) = \rho \frac{\partial H_P(\rho, n)}{\partial \rho} + n \frac{\partial H_P(\rho, n)}{\partial n} - H_P(\rho, n). \]

Integrating (1.20), (1.21) on \( Q_T \), combining them with (1.11) and using the following identities
\[ \int_{\Omega} ((\nabla \times H) \times H) \cdot u \, dx = -\int_{\Omega} H^T \nabla u H + \frac{1}{2} \nabla (|H|^2) \cdot u \, dx, \]
\[ \int_{\Omega} (\nabla \times \nu \nabla H) \cdot H \, dx = \nu \int_{\Omega} |\nabla \times H|^2 \, dx, \]
\[ \int_{\Omega} (\nabla \times (u \times H)) \cdot H \, dx = \int_{\Omega} (\nabla \times u H + \frac{1}{2} \nabla (|H|^2) \cdot u) \, dx, \]
we get (1.16) immediately, see also [9]. Using the transformation \( \rho = \alpha \rho_+, \ n = (1 - \alpha)\rho_-, \ P(\rho, n) = \mathcal{P}_+(\rho_+(\rho, n)) \), and replacing (1.18) by
\[ H_{\mathcal{P}_+}(\alpha, \rho_+, \rho_-) = \alpha \rho_+ \int_1^{\rho_+} \mathcal{P}_+(\rho_+ (\zeta, \zeta (1 - \alpha) \zeta)) \, d\zeta, \quad H_{\mathcal{P}_+}(0, 0, 0) = 0, \] (1.22)
then, (1.16) is also the energy inequality for system (1.8)-(1.14). As usual, we set the following restriction on the initial data
\[ \inf_{x \in \Omega} \rho_0 \geq 0, \quad \inf_{x \in \Omega} n_0 \geq 0, \quad \rho_0 \in L^\infty(\Omega), \quad n_0 \in L^\infty(\Omega), \]
\[ \frac{\mathbf{m}_0}{\sqrt{\rho_0 + n_0}} \in L^2(\Omega), \quad \text{where} \quad \frac{\mathbf{m}_0}{\sqrt{\rho_0 + n_0}} = 0 \text{ on } \{ x \in \Omega \mid \rho_0(x) + n_0(x) = 0 \}. \] (1.23)

The definition of weak solution for (1.8)-(1.14) is given as

**Definition 1.1** We call \((\rho, n, u, H)\) a finite energy weak solution of (1.8)-(1.14) for any \( 0 < T < \infty \), if it satisfies
- \( \rho \in L^\infty(0, T; L^\infty(\Omega)), \ n \in L^\infty(0, T; L^\infty(\Omega)), \ u \in L^2(0, T; H^1_0(\Omega)), \ \sqrt{(\rho + n)} u \in L^\infty(0, T; L^2(\Omega)), \ H \in L^2(0, T; H^1_0(\Omega)) \cap C (0, T; L^2_{\text{weak}}(\Omega)), \)
- the energy inequality (1.16) holds in \( \mathcal{D}'(Q_T) \),
- \((\rho, n, u, H)\) solves the system (1.8)-(1.14) in \( \mathcal{D}'(Q_T) \),
- \((\rho, n, u, H)\) solves the system (1.8)-(1.14) in \( \mathcal{D}'(Q_T) \),
• the equation (1.8) and (1.9) are satisfied in the sense of renormalized solutions, i.e.
\[ \partial_t b(f) + \text{div}(b(f)u) + [b'(f)f - b(f)]\text{div}u = 0 \]
holds in \( D'(Q_T) \), for any \( b \in C^1(\mathbb{R}) \) such that \( b'(z) \equiv 0 \) for all \( z \in \mathbb{R} \) large enough, where \( f = \rho, n \).

Similar with definition 1.1, the definition of weak solution for (1.1)-(1.7) is

**Definition 1.2** We call \((\alpha, \rho_+, \rho_-, u, H)\) a finite energy weak solution of (1.1)-(1.5) for any \( 0 < T < \infty \), if

• \( \rho_+ \) is the unique non-negative solution of equation
\[ \rho_+ (\rho_+) + \rho - n \rho_+ = 0 \] (1.24)
for given function \( \rho, n \) as in definition 1.1 and, \( \alpha, \rho_- \) solve
\[ \alpha \rho_+ = \rho, \rho_- = (\rho_+) \]
respectively.

• \( \alpha \rho_+ \in L^\infty(0,T;L^\gamma^+(\Omega)), (1-\alpha)\rho_- \in L^\infty(0,T;L^\gamma^-(\Omega)), u \in L^2(0,T;H^1_0(\Omega)) \),
\( \sqrt{(\alpha \rho_+ + (1-\alpha)\rho_-)}u \in L^\infty(0,T;L^2(\Omega)), H \in L^2(0,T;H^1_0(\Omega)) \cap C(0,T;L^2_{\text{weak}}(\Omega)) \),

• the energy inequality (1.16) with (1.22) holds in \( D'(Q_T) \),

• \((\alpha, \rho_+, \rho_-, u, H)\) solves the system (1.1)-(1.5) in \( D'(Q_T) \),

• the equation (1.1) and (1.2) are satisfied in the sense of renormalized solutions, i.e.
\[ \partial_t b(f) + \text{div}(b(f)u) + [b'(f)f - b(f)]\text{div}u = 0 \]
holds in \( D'(Q_T) \), for any \( b \in C^1(\mathbb{R}) \) such that \( b'(z) \equiv 0 \) for all \( z \in \mathbb{R} \) large enough, where \( f = \alpha \rho_+, (1-\alpha)\rho_- \).

We introduce the set that deals with the relation between \( \rho \) and \( n \)
\[ \mathcal{O}_{c_0} := \left\{ (\rho, n) \in \mathbb{R}^2 \mid n \in [0, \infty), \frac{1}{c_0} n \leq \rho \leq c_0 n, \text{ for } c_0 \geq 1 \right\}, \] (1.25)
which is fundamental important in the analysis next pages. Then, we can present the main result for academic magnetic bi-fluid system (1.8)-(1.13) with pressure law (1.14).

**Theorem 1.3** For \( \gamma^+ \geq 1, \frac{9}{5} \leq \gamma^- \), assume the initial data satisfies (1.23) and
\[ \frac{1}{c_0} n_0 \leq \rho_0 \leq c_0 n_0 \text{ on } \Omega \]
for \( c_0 \geq 1 \), then for system (1.8)-(1.13), there exists a finite energy solution defined as definition 1.1. Moreover, we have \((\rho, n) \in \mathcal{O}_{c_0} \) for a.e. \((t,x) \in Q_T \).
Theorem 1.4 For $\gamma^+ \geq 1, \frac{2}{5} \leq \gamma^-$, assume the initial data satisfies (1.23) and
\[
\frac{1}{c_0}(1 - \alpha_0)\rho_{-0} \leq \alpha_0 \rho_{+0} \leq c_0(1 - \alpha_0)\rho_{-0} \quad \text{on} \quad \Omega \quad (1.26)
\]
for $c_0 \geq 1$, then for system (1.1)-(1.5), there exists a finite energy solution defined as definition (1.7). Moreover, we have $(1 - \alpha)\rho_{-} \leq c_0 \alpha \rho_{+}$ for a.e. $(t, x) \in Q_T$.

Proof of Theorem 1.4:
We can immediately obtain the result, if we have Theorem 1.3, use the properties in Subsection 2.1 and notice the equivalency of system (1.1)-(1.7) and (1.8)-(1.14).

For system (1.8)-(1.13) with pressure law (1.15), we have similar result analogous with Theorem 1.3, whose approach can be used to prove Theorem 1.6 that is parallel to Theorem 1.2 of [12].

Definition 1.5 We call $(\rho, n, u, H)$ a finite energy weak solution of system (1.8)-(1.13) with pressure law (1.15) for any $0 < T < \infty$, if it satisfies

- $\rho \in L^\infty(0, T; L^1(\Omega)), n \in L^\infty(0, T; L^\alpha(\Omega)), u \in L^2(0, T; H^1_0(\Omega)), \sqrt{(\rho + n)} u \in L^\infty(0, T; L^2(\Omega))$.
- $H \in L^2(0, T; H^1_0(\Omega)) \cap C(0, T; L^2_{\text{weak}}(\Omega))$.
- the energy inequality
  \[
  \frac{d}{dt} \int_\Omega \left[ \frac{(\rho + n)|u|^2}{2} + G_\gamma(\rho) + \frac{1}{\alpha - 1} n^\alpha + \frac{1}{2} |H|^2 \right] dx + \int_\Omega \left[ \mu |\nabla u|^2 + (\mu + \lambda) |\text{div} u|^2 + \nu |\nabla \times H|^2 \right] dx \leq 0
  \]
  holds in $D'(Q_T)$, where
  \[
  G_\gamma(\rho) = \begin{cases} 
  \rho \ln \rho - \rho + 1, & \text{for } \gamma = 1, \\
  \frac{\rho^\gamma}{\gamma - 1}, & \text{for } \gamma > 1.
  \end{cases}
  \]
- $(\rho, n, u, H)$ solves the system (1.8)-(1.14) in $D'(Q_T)$,
- the equation (1.8) and (1.9) are satisfied in the sense of renormalized solutions, i.e.
  \[
  \partial_t b(f) + \text{div}(b(f)u) + [b'(f)f - b(f)] \text{div} u = 0
  \]
  holds in $D'(Q_T)$, for any $b \in C^1(\mathbb{R})$ such that $b'(z) \equiv 0$ for all $z \in \mathbb{R}$ large enough, where $f = \rho, n$.

Theorem 1.6 For $\gamma \geq 1, \frac{9}{5} \leq \alpha$, assume the initial data satisfies (1.23) and
\[
\frac{1}{c_0} n_0 \leq n_0 \leq c_0 n_0 \quad \text{on} \quad \Omega
\]
for $c_0 \geq 1$, then for system (1.8)-(1.13) with pressure law (1.15), there exists a finite energy solution defined as definition (1.5). Moreover, we have
\[
\frac{1}{c_0} n \leq n \leq c_0 n, \quad \text{for a.e. } (t, x) \in Q_T.
\]
Remark 1.7 Compared with Theorem 2 of [10], the Theorem 1.4 here removes the unnecessary condition \( \bar{\Gamma} < G \) in [10] with

\[
G := \max\{\gamma^+ + \gamma^+_{\text{Bog}}, \gamma^- + \gamma^-_{\text{Bog}}\}, \quad \gamma^\pm := \min\{\frac{2}{3}\gamma^\pm - 1, \frac{\gamma^\pm}{3}\},
\]

\[
\bar{\Gamma} := \max\left\{\gamma^+ - \frac{\gamma^+}{\gamma^-} + 1, \gamma^- + \frac{\gamma^-}{\gamma^+} - 1\right\}.
\]

Moreover, our proof of deriving the strong convergence of density \( n \) is more plain compared with those of [10]. These improvements result from the more exquisite calculation of properties of \( P(\rho, n) \) in Subsection 2.1 and the advantage of relation for \( \rho, n \), i.e. [1, 24].

When there is no magnetic field in system (1.1) - (1.7) and (1.8) - (1.13), Theorem 1.3, 1.4 and 1.6 still hold, since the magnetic field doesn’t make difference in the proof. Thus, our results improves those in [10] correspondingly.

Remark 1.8 As \( n \) and \( \rho \) are symmetric to each other, we can obtain the same results in Theorem 1.3, 1.4 and 1.6, if we exchange \( \rho, n \) with each other.

Remark 1.9 We learned recently Wen [13] developed the method in Vasseur et al. [12] and has obtained real bi-fluid system and academic bi-fluid system with pressure law (1.15) for \( \gamma^+ \geq \frac{9}{5}, \gamma^- \geq \frac{9}{7} \), while his proof didn’t depend on the assumed condition

\[
\frac{1}{c_0} \rho_0 \leq n_0 \leq c_0 \rho_0 \text{ on } \Omega.
\]

We remark that our proof is a different approach compared with those in Wen [13].

The rest of the paper is organized as follows. We study academic magnetic bi-fluid system (1.8) - (1.13) with pressure law (1.14) in Sections 2, 3. In Section 2, we investigate the properties of pressure function (1.14) and give some useful lemmas and propositions. Faedo-Galerkin approach for system is given in Section 3. Passing to the limit of \( \epsilon \to 0^+ \) and \( \delta \to 0^+ \) is shown in Sections 4 and 5, respectively. Finally, we study academic magnetic bi-fluid system (1.8) - (1.13) with pressure law (1.15) and prove Theorem 1.6 in Section 6.

2 Preliminaries

2.1 Properties of the pressure function \( P(\rho, n) \)

Recall \( \rho = \alpha \rho_+, n = (1-\alpha)\rho_-, \mathcal{P}_+(\rho_+) = \mathcal{P}_-(\rho_-) \). Defining \( q = \mathcal{P}^{-1}_+ \circ \mathcal{P}_+ \), where \( \mathcal{P}^{-1}_+() = ()^{-\frac{1}{\gamma^+}} \), then one has

\[
\rho_- = q(\rho_+) = \rho_+^{\frac{1}{\gamma^+}}, \quad \rho_+ = q^{-1}(\rho_-) = \rho_-^{\frac{1}{\gamma^-}}.
\]

(2.1)

It follows that

\[
n\rho_+ = (1-\alpha)\rho_- \rho_+ = (1-\alpha)q(\rho_+)\rho_+ \quad \text{(2.2)}
\]

i.e.

\[
r_+ q(\rho_+) - q(\rho_+) p - n\rho_+ = 0. \quad \text{(2.3)}
\]
From (2.1), (2.2) or (2.3), direct calculation gives

\[
\begin{cases}
    \rho_+ = \rho,  & \text{if } n = 0, \rho > 0, \\
    q(\rho_+) = \rho_-, = n, & \text{if } n > 0, \rho = 0, \\
    \rho_+ = \rho_-, = 0, & \text{if } \rho = n = 0.
\end{cases}
\]

(2.4)

For instance, if \( n = 0, \rho = \alpha \rho_+ > 0 \), we have \( q^{-1}(\rho_-) = \rho_+ > 0 \), thus \( n = (1 - \alpha) \rho_- = 0 \) indicates that \( \alpha = 1 \) and \( \rho_+ = \rho \). For the remaining case \( \rho > 0, n = 0, \rho = \alpha \rho_+ \) gives \( \rho_+ > 0 \). Set \( f(\rho_+) := \rho_+q(\rho_+) - q(\rho_+)\rho - n\rho_+ \), then

\[
f'(\rho_+) = \rho_+q'(\rho_+) + q(\rho_+), - q' (\rho_+)\rho - n \\
= q'(\rho_+)(\rho_+ + 1) + (q(\rho_+) - n) > 0, \text{ for } \rho_+(1 - \alpha) > 0
\]

and (2.3) admits a unique solution \( \rho_+(\rho, n) \) according to implicit function theorem. Consequently, for any \( \rho \geq 0, n \geq 0 \), (2.3) has a unique solution

\[
\begin{cases}
    0 < \rho_+ = \rho_+(\rho, n) \in [\rho, \infty) \text{ if } \rho > 0 \text{ or } n > 0 \\
    \rho_+(0, 0) = 0
\end{cases}
\]

such that

\[\rho_+(\rho, 0) = \rho, \quad \rho_+(0, n) = q^{-1}(n).\]

Based on the analysis above, we can research the properties of \( P(\rho, n) \).

**Lemma 2.1** Assume \( 0 \leq \rho, n \), then \( \rho_+(\rho, n), P(\rho, n) \) is continuous function of \( \rho, n \) and \( \partial_{\rho}\rho_+(\rho, n), \partial_n\rho_+(\rho, n), \partial_\rho P(\rho, n), \partial_n P(\rho, n) \) exist. Moreover,

(i) suppose \( 0 < \rho, 0 < n \), then

\[
\max \left\{ \rho, \frac{q(\rho + q^{-1}(n))}{\rho + q^{-1}(n)} \right\} \leq \rho_+(\rho, n) \leq \bar{q} \left( \rho + q^{-1}(n) \right),
\]

(2.5)

\[
\bar{q} \leq \partial_{\rho}\rho_+(\rho, n) \leq \bar{q},
\]

(2.6)

\[
C \left( \rho^{\gamma^+} + n^{\gamma^-} \right) \leq P(\rho, n) \leq \bar{C} \left( \rho^{\gamma^+} + n^{\gamma^-} \right),
\]

(2.7)

\[
0 \leq \partial_n\rho_+(\rho, n) \leq C \left( \rho^{\gamma^+ - 1/n} + n^{\gamma^- - 1} \right),
\]

(2.8)

\[
0 \leq \partial_\rho P(\rho, n) \leq C \left( \rho^{\gamma^+ - 1/n} + n^{\gamma^- - 1} \right),
\]

(2.9)

\[
0 \leq \partial_n P(\rho, n) \leq C \left( \rho^{\gamma^+ - 2/n} + n^{\gamma^- - 1} \right),
\]

(2.10)

where \( \bar{q}, \bar{q}, \bar{C}, \bar{C} \) are positive constants to be defined later.

(ii) Suppose \( \rho = 0 \) or \( n = 0 \), then (2.5), (2.7) still hold. Likewise, (2.9), (2.10) hold if we set extra condition \( 1 \leq \gamma^+, \gamma^- \), and (2.8) holds if we set \( 1 \leq \frac{\gamma^-}{\gamma^+} \).

**Proof:**

(i) \( \rho > 0, n > 0 \)

As \( \rho > 0, n > 0 \), we can apply implicit function theorem and take derivation on (2.3) with respect to \( \rho \) to derive

\[
\partial_\rho \rho_+(\rho, n) = \frac{\rho_+q(\rho_+)}{\rho q(\rho_+) + \rho_+q'(\rho_+)\rho_+ - \rho} = \frac{1}{\alpha + \frac{\gamma^+}{\gamma^-}(1 - \alpha)}.
\]

(2.11)
It follows from $0 \leq \alpha \leq 1$ that
\[
\frac{\gamma^+}{\gamma^-} \leq \alpha + \frac{\gamma^+}{\gamma^-} (1 - \alpha) = \frac{\gamma^+}{\gamma^-} + \alpha(1 - \frac{\gamma^+}{\gamma^-}) \leq 1, \quad \text{if } \frac{\gamma^+}{\gamma^-} \leq 1,
\]
\[
1 \leq \alpha + \frac{\gamma^+}{\gamma^-} (1 - \alpha) = \frac{\gamma^+}{\gamma^-} + \alpha(1 - \frac{\gamma^+}{\gamma^-}) \leq \frac{\gamma^+}{\gamma^-}, \quad \text{if } \frac{\gamma^+}{\gamma^-} > 1.
\]
Thus,
\[
\bar{q} := \min\{1, \frac{\gamma^-}{\gamma^+}\} \leq \partial_\rho \rho_+(\rho, n) \leq \max\{1, \frac{\gamma^-}{\gamma^+}\} := \overline{\gamma}.
\] (2.12)
Integrating (2.12), one has
\[
\rho_+(0, n) + \bar{q} \rho \leq \rho_+(\rho, n) \leq \bar{q} \rho + \rho_+(0, n),
\]
which combined with $\rho_+(0, n) = q^{-1}(n)$ gives (2.13).

Recalling
\[
P(\rho, n) = \Psi_+ (\rho_+(\rho, n)) = (\rho_+(\rho, n))^{\gamma^+},
\] (2.13)
one can obtain from (2.5) that
\[
C \left( \rho^{\gamma^+} + (q^{-1}(n))^{\gamma^+} \right) \leq \Psi_+ (\rho_+(\rho, n)) \leq C \left( \rho^{\gamma^+} + (q^{-1}(n))^{\gamma^+} \right),
\] (2.14)
where $\mathcal{C} = (\bar{q})^{\gamma^+}$, $\overline{\mathcal{C}} = (2\overline{\gamma})^{\gamma^+}$ and which combined with $(q^{-1}(n))^{\gamma^+} = n^{\gamma^-}$ gives (2.17).

Applying implicit function theorem and taking derivation on (2.13) with respect to $n$, one has
\[
0 < \partial_n \rho_+(\rho, n) = \frac{(\rho_+)^2}{\rho q(\rho_+) + \rho_+ q'(\rho_+) (\rho_+ - \rho)}
= \frac{(\rho_+)^2}{1 - \left( \frac{(\rho_+)^2}{\gamma^-} \rho_+ \right) \gamma^- \alpha + (1 - \alpha)}
\leq \frac{\gamma^-}{\gamma^+} (\rho_+)^{-\left(1 - \frac{\gamma^-}{\gamma^+}\right)}
\leq \frac{\gamma^-}{\gamma^+} \max\{q^{-\left(1 - \frac{\gamma^-}{\gamma^+}\right)}, q^{-\left(1 - \frac{\gamma^-}{\gamma^+}\right)} (\rho + q^{-1}(n))^{-\left(1 - \frac{\gamma^-}{\gamma^+}\right)}
\leq \mathcal{C} \left( \rho^{1 - \frac{\gamma^-}{\gamma^+}} + n^{\frac{\gamma^-}{\gamma^+} - 1} \right),
\] (2.15)
where
\[
\hat{q}_1 := \min\{1, \gamma^+ \} \leq \frac{1}{\gamma^- \alpha + (1 - \alpha)} \leq \max\{1, \gamma^+ \} := \overline{\gamma}_1
\] (2.16)
and we have used $q(\cdot) = (\cdot)^{\gamma^-}$, $q^{-1}(\cdot) = (\cdot)^{\gamma^-}$ and (2.5).

In the same manner, we can use (2.5), (2.12) and $q^{-1}(\cdot) = (\cdot)^{\gamma^-}$ to derive
\[
0 < \partial_\rho P(\rho, n) = \Psi'_+ (\rho_+(\rho, n)) \partial_\rho \rho_+(\rho, n)
\leq \mathcal{C} \overline{\gamma} \left( \rho + q^{-1}(n) \right)^{\gamma^- - 1}
\]
\[ \leq C(r^q \left( r^{\gamma^{-1} - \frac{n}{\gamma}} + n^{\gamma^{-1} - \frac{\gamma}{\gamma}} \right)), \tag{2.17} \]

\[ 0 < \partial_n P(\rho, n) = \mathcal{P}_+(\rho_+(\rho, n)) \partial_n \rho_+(\rho, n) \]
\[ \leq \mathcal{P}_+(\rho_+(\rho, n)) \frac{1}{q'_{(\rho_+)}} \]
\[ \leq C \left( \rho + q^{-1}(n) \right)^{\gamma^{-\frac{\gamma}{\gamma}} + n^{\gamma^{-1}}} \]
\[ \leq C \left( \rho^{\gamma^{-1}} + n^{\gamma^{-1}} \right), \tag{2.18} \]

where we have used \( \mathcal{P}_+(\cdot) = \gamma^+(\cdot)^{\gamma^{-1} - 1}, \tag{2.22} \) \( q(\cdot) = (\cdot)^{\frac{\gamma}{\gamma}}, q^{-1}(\cdot) = (\cdot)^{\frac{\gamma}{\gamma}}. \)

(ii) \( \rho = 0 \text{ or } n = 0 \)

We firstly discuss the case \( n > 0, \rho = 0, \) where we have \( q_{(\rho_+)} = n, \alpha = 0 \) by following \( (2.13) \). Then,

\[ \rho_+ = q^{-1}(n), \quad P(0, n) = \rho_+^{\gamma^{-1}} = n^{\gamma^{-1}}, \tag{2.19} \]

therefore \( (2.20) \) holds and direct calculation shows

\[ \partial_n \rho_+(0, n) = \frac{\gamma^{-1} n^{-\frac{\gamma}{\gamma}}}{\gamma^{-1}}, \quad \partial_n P(0, n) = \gamma^{-1} n^{-\frac{\gamma}{\gamma}}. \tag{2.20} \]

By \( (2.1) \) and the definition of \( \rho, n, \rho_+, q(\cdot) \), one has

\[ \partial_\rho \rho_+(0, n) = \lim_{\delta \rho \to 0^+} \frac{\rho_+(\delta \rho, n) - \rho_+(0, n)}{\delta \rho} = \lim_{\delta \rho \to 0^+} \frac{\delta \rho}{\delta \rho} - q^{-1}(n) \]
\[ = \frac{1 - (1 - \alpha)^{\frac{\gamma}{\gamma}}}{\alpha}, \]

where

\[ q^{-1}(n) = (1 - \alpha)^{\frac{\gamma}{\gamma}} (\rho_-(\delta \rho, n))^{\frac{\gamma}{\gamma}} = (1 - \alpha)^{\frac{\gamma}{\gamma}} \rho_+(\delta \rho, n) \]
\[ = (1 - \alpha)^{\frac{\gamma}{\gamma}} \delta \rho. \]

It is easy to prove that \( g(\alpha) := \frac{1 - (1 - \alpha)^{\frac{\gamma}{\gamma}}}{\alpha}, \alpha \in [0, 1] \) is decreasing for \( \gamma^{-1} > 1 \) and increasing for \( 0 < \gamma^{-1} \leq 1 \). We also have

\[ \lim_{\alpha \to 0^+} \frac{1 - (1 - \alpha)^{\frac{\gamma}{\gamma}}}{\alpha} = \frac{\gamma^{-1}}{\gamma^{-1}}, \]

thus

\[ q \leq \partial_\rho \rho_+(0, n) \leq \overline{q}. \]

As \( \delta \rho = \alpha \rho_+(\delta \rho, n) \), one has

\[ \delta \rho \to 0 \iff \alpha \to 0, \]

\[ 30 \]
otherwise, if $\rho_+ \to 0$, there is $n = (1 - \alpha)\rho_- = (1 - \alpha)\rho_+^\gamma \to 0$, which contradicts to $n > 0$. Thus, one has

$$\partial_\rho P(0, n) = \lim_{\delta\rho \to 0} \frac{P(\delta\rho, n) - P(0, n)}{\delta\rho}$$

$$= \lim_{\alpha \to 0} (1 - \alpha)\frac{\gamma}{\alpha} \frac{(\frac{n}{\gamma} - \alpha) \gamma - n \gamma^-}{\alpha \gamma^{-1}(n)}$$

$$= \lim_{\alpha \to 0} (1 - \alpha)\frac{\gamma - 1 - (1 - \alpha) \gamma^-}{\alpha} \frac{n \gamma^-}{\alpha \gamma^{-1}(n)}$$

$$= \gamma^- n \gamma^- - \frac{1}{\gamma^-}.$$

Similarly for the case $n = 0$, $\rho > 0$, we have $\alpha = 1$, $\rho_+(\rho, 0) = \rho$, $P(\rho, 0) = \rho^\gamma$, $\partial_\rho \rho_+(\rho, 0) = 1$, $\partial_\rho P(\rho, 0) = \gamma^+ \rho^\gamma - 1$ and

$$\partial_n \rho_+(\rho, 0) = \lim_{\delta n \to 0^+} \frac{\rho_+(\rho, \delta n) - \rho_+(\rho, 0)}{\delta n}$$

$$= \lim_{\alpha \to 1^-} \frac{(\frac{1}{\alpha} - 1)\rho \gamma^+}{(1 - \alpha)\gamma^+}$$

$$= \rho^+ \frac{\gamma^+}{\gamma^-},$$

$$\partial_n P(\rho, 0) = \lim_{\delta n \to 0^+} \frac{P(\rho, \delta n) - P(\rho, 0)}{\delta n}$$

$$= \lim_{\alpha \to 1^-} \frac{(\frac{1}{\alpha} - 1)\rho^\gamma}{(1 - \alpha)\rho^\gamma}$$

$$= \gamma^+ \rho^\gamma - \frac{1}{\gamma^-},$$

where we used

$$\delta n = (1 - \alpha)\rho_-(\rho, \delta n) = (1 - \alpha)(\rho_+(\rho, \delta n)) \frac{\gamma}{\alpha} = (1 - \alpha)(\frac{\rho}{\alpha}) \frac{\gamma}{\alpha}.$$

Finally, for the case $n = \rho = 0$, we have $\rho_+(0, 0) = \rho_-(0, 0) = P(0, 0) = 0$ and

$$\partial_\rho \rho_+(0, 0) = \lim_{\delta \rho \to 0^+} \frac{\rho_+(\delta \rho, 0)}{\delta \rho} = 1,$$

$$\partial_\rho P(0, 0) = \lim_{\delta \rho \to 0^+} \frac{P(\delta \rho, 0)}{\delta \rho} = 0,$$

$$\partial_n \rho_+(0, 0) = \lim_{\delta n \to 0^+} \frac{\rho_+(0, \delta n)}{\delta n} = \lim_{\delta n \to 0^+} \frac{q^-(\delta n)}{\delta n}$$

$$= \lim_{\delta n \to 0^+} (\delta n)^{\frac{1}{\gamma^-} - 1} = \begin{cases} 
0, & \text{if } \frac{\gamma^-}{\gamma^+} > 1, \\
1, & \text{if } \frac{\gamma^-}{\gamma^+} = 1,
\end{cases}$$

$$\partial_n P(0, 0) = \lim_{\delta n \to 0^+} \frac{P(0, \delta n)}{\delta n} = \lim_{\delta n \to 0^+} (\delta n)^{\gamma^- - 1} = \begin{cases} 
0, & \text{if } \gamma^- > 1, \\
1, & \text{if } \gamma^- = 1,
\end{cases}$$

where we used $\rho_+(\delta \rho, 0) = \delta \rho, \rho_+(0, \delta n) = q^-(\delta n)$.

In summary, we have arrived at the conclusion.
Lemma 2.2 If \( \rho, n > 0 \), then \( n \to \partial_n P(\rho, n) \) are Lipschitz continuous. Moreover,

\[
|\partial_n^2 P(\rho, n)| \leq C \left( \rho^{\gamma^+ - 2\frac{\gamma^+}{\gamma}} + n^{\gamma^- - 2} \right),
\]

where \( C \) is a positive constant.

Proof:
We only need to prove (2.21) and the analysis is similar with those of Lemma 2.1. Direct calculation gives

\[
\partial_n^2 P(\rho, n) = \mathcal{P}'(\rho, n) (\partial_n \rho + (\partial_n \rho)(\rho - \rho)) + \mathcal{P}'(\rho, n) \partial_n^2 \rho + (\rho, n) \partial_n^2 \rho + (\rho, n)
\]

and, with (2.15), we can get

\[
\mathcal{P}'(\rho, n) (\partial_n \rho + (\partial_n \rho)(\rho - \rho)) \leq C(\rho^{\gamma^+ - 2} (\rho^{\gamma^+ - 2\frac{\gamma^+}{\gamma}} + n^{\gamma^- - 2})),
\]

where we have used (2.5).

Similarly, one has

\[
0 < |\partial_n^2 \rho + (\rho, n)| = \frac{\rho + \rho}{[\rho + \rho \cdot \rho](\rho + \rho - \rho)} \left| 2\rho (\partial_n \rho + (\partial_n \rho)(\rho - \rho)) + \rho (\rho, n) \partial_n^2 \rho + (\rho, n) \partial_n^2 \rho + (\rho, n) \right|
\]

\[
= \frac{(\rho + \rho)^3}{[\rho + \rho \cdot \rho](\rho + \rho - \rho)} \left| 2\alpha(1 - \gamma^+ + \frac{\gamma^+}{\gamma} - (1 - \gamma^- - 1)(1 - \alpha) - \alpha + \frac{2}{\gamma} - (1 - \alpha) \right|
\]

\[
\leq q(\gamma^+ + 2) \left| \gamma^+ - 1 \right| \left| \frac{(\rho + \rho)^3}{\rho^2(\rho + \rho)(\rho - \rho)} \right| \left| 1 - (\rho + \rho)^{-1} \right| \leq C q(\gamma^+ + 2) \left| \gamma^+ - 1 \right| \leq C(\rho^{\gamma^+ - 2\frac{\gamma^+}{\gamma}} + n^{\gamma^- - 2}),
\]

where we used \( \partial_n \rho + (\rho, n) = \frac{(\rho + \rho)^3}{\rho + \rho \cdot \rho}(\rho + \rho - \rho) \) and \( q(\cdot) = (\frac{\gamma^+}{\gamma} \). Thus,

\[
\left| \mathcal{P}'(\rho, n) (\partial_n \rho + (\partial_n \rho)(\rho - \rho)) \partial_n^2 \rho + (\rho, n) \right| \leq C(\rho^{\gamma^+ - 2\frac{\gamma^+}{\gamma}} + n^{\gamma^- - 2}),
\]

which combine with (2.23) gives (2.24).

We introduce function \( s(t, x) \) as

\[
s := \left\{ \begin{array}{ll}
\frac{\rho}{n} & \text{if } n > 0 \\
0 & \text{if } n = 0,
\end{array} \right.
\]

and when \( (\rho, n) \in \mathcal{O}_9 \), one has \( 0 \leq s \leq c_0 \). The following lemma is based on function \( s \), and is crucial in process of passing the \( \epsilon, \delta \) to \( 0^+ \) in Section 4 and 5.

\[
\square
\]
Lemma 2.3 If \((\rho, n) \in \mathcal{A}_c, 1 \leq \gamma^+, \gamma^-\), then for any \(0 \leq s \leq c_0\), \(P(ns, n)\) is a non-decreasing of function \(n\) and can be decomposed into

\[
P(ns, n) = \frac{q_1}{2} n^{\gamma^-} + \pi(n, s),
\]

where \(q_1\) is a positive constant defined as (2.10) and \([0, \infty) \ni n \mapsto \pi(n, s)\) is a non-decreasing map.

Proof:
From (2.1), (2.2), and (2.3), we know

\[
\rho, \rho^+, q
\]

are a positive constant defined as (2.16). If \(1 \leq \gamma^+, \gamma^-\), we can also verify that (2.9), (2.10) hold in the case \(\rho = 0\) or \(n = 0\).

We set

\[
\partial \pi = \partial (\rho, n) - \frac{q_1}{2} n^{\gamma^-}
\]

for \(n > 0\) and \(n > 0\), where \(q_1, \gamma^-\) is defined as (2.10). If \(1 \leq \gamma^+, \gamma^-\), we can also verify that (2.9), (2.10) hold in the case \(\rho = 0\) or \(n = 0\).

We set

\[
\pi(n, s) := P(ns, n) - \frac{q_1}{2} n^{\gamma^-}
\]

If \(n > 0\), then \(\rho > 0\) due to \(n \leq c_0\rho\), and it follows (2.29), (2.30) that

\[
\frac{\partial \pi}{\partial n} = \hat{\rho}_\pi (\rho, n) \left( \frac{\partial \rho}{\partial n} (ns, n) + \frac{\partial \rho}{\partial n} (ns, n) \right) - \frac{q_1}{2} n^{\gamma^- - 1}
\]

\[
\geq \gamma^- \left( \rho (ns, n) \right) \gamma^- - 1 \left( \frac{q_1}{2} + 0 \right) - \frac{q_1}{2} n^{\gamma^- - 1}
\]

\[
\geq \gamma^- q_1 n^{\gamma^- - 1} - \frac{q_1}{2} n^{\gamma^- - 1}
\]

\[
= \frac{q_1}{2} n^{\gamma^- - 1} \geq 0,
\]

where we used \(n = (1 - \alpha)\rho \leq \rho^-\). If \(n = 0\) and \(1 \leq \gamma^+, \gamma^-\), it follows (2.9), (2.10) that

\[
\frac{\partial \pi}{\partial n} (0, s) = s \partial_n P(0, 0) + \partial_n P(0, 0) - \frac{q_1}{2} n^{\gamma^- - 1} n \geq 0
\]

In conclusion, \(\frac{\partial \pi}{\partial n} (n, s) \geq 0\) for all \(n \in [0, \infty)\), and \(P(ns, n)\) can be written into form of (2.21) and is non-decreasing, as \(n^{\gamma^-}\) is increasing for \(n \in [0, \infty)\).

\[
\square
\]

Lemma 2.4 Suppose \((\rho, n) \in \mathcal{A}_c \cap (\infty, \infty)\), then

\[
\left| \frac{\partial^2 H_P}{\partial \rho^2} (\rho, n) \right| + \left| \frac{\partial^2 H_P}{\partial \rho \partial n} (\rho, n) \right| + \left| \frac{\partial^2 H_P}{\partial n^2} (\rho, n) \right| \leq C\left(1 + \rho^A\right),
\]

(2.34)
where \( L > 0, C(L) \) is a constant that depend on \( L \) and

\[
A = \max\{0, \gamma^+ - 2, \gamma^- - 2, \gamma^+ - \frac{2\gamma^+}{\gamma^-}, \gamma^+ - \frac{\gamma^+}{\gamma^-} - 1, \gamma^- - \frac{\gamma^-}{\gamma^+} - 1\}. \tag{2.35}
\]

**Proof:**

Recalling the definition of \( H := H_\varphi(\rho, n) \) in (1.18) and taking derivation on \( H \) with respect to \( \rho, n \), we have

\[
\frac{\partial H}{\partial \rho} = \int_1^\rho \frac{P' \left( \zeta, \frac{\rho}{n} \right)}{\zeta^n} d\zeta - \frac{n}{\rho} \int_1^\rho \frac{P' \left( \zeta, \frac{\rho}{n} \right)}{\zeta} d\zeta + \frac{P(\rho, n)}{\rho}, \tag{2.36}
\]

\[
\frac{\partial H}{\partial n} = \int_1^\rho \frac{P' \left( \zeta, \frac{\rho}{n} \right)}{\zeta} d\zeta, \tag{2.37}
\]

\[
\frac{\partial^2 H}{\partial \rho \partial n} = -\frac{n}{\rho^2} \int_1^\rho P'' \left( \zeta, \frac{\rho}{n} \right) d\zeta + \frac{P'(\rho, n)}{\rho}, \tag{2.38}
\]

\[
\frac{\partial^2 H}{\partial n^2} = \frac{1}{\rho} \int_1^\rho P'' \left( \zeta, \frac{\rho}{n} \right) d\zeta, \tag{2.39}
\]

\[
\frac{\partial^2 H}{\partial \rho^2} = -\frac{n}{\rho^2} P'(\rho, n) + \frac{\partial_n P(\rho, n)}{\rho} + \frac{n}{\rho^3} \int_1^\rho P'' \left( \zeta, \frac{\rho}{\gamma} \right) d\zeta. \tag{2.40}
\]

where we denote \( P'(\rho, n) := \partial_\rho P(\rho, n), P''(\rho, n) := \partial^2_\rho P(\rho, n) \). By \( \rho \geq L \), (2.21) and (2.39), one can direct calculate that

\[
\left| \frac{\partial^2 H}{\partial n^2} \right| \leq C \left| \int_1^\rho \left( \zeta^\gamma - 2^\gamma + \gamma \gamma^\gamma - 2 n^{\gamma - 2} \frac{\gamma^\gamma - 2}{\gamma - 2} \right) d\zeta \right|
\]

\[
\leq C \left( \rho^{\gamma^\gamma - 2} + 1 + \rho \gamma^\gamma - 2 + \frac{n^{\gamma - 2}}{\rho^{\gamma - 2}} \right), \tag{2.41}
\]

which combined with (2.10), (2.39), (2.21), (2.38) and (2.40) shows

\[
\left| \frac{\partial^2 H}{\partial \rho \partial n} \right| \leq C \left( \rho^{\gamma^\gamma - 2} - 1 + \rho^{\gamma^\gamma - 2} - 1 + \frac{n^{\gamma - 1}}{\rho} \right) + \frac{C}{L}, \tag{2.42}
\]

\[
\left| \frac{\partial^2 H}{\partial \rho^2} \right| \leq C \left( \rho^{\gamma^\gamma - 2} - 1 + \rho^{\gamma^\gamma - 2} - 1 + \frac{n^{\gamma - 2}}{\rho} \right) + \frac{C}{L}, \tag{2.43}
\]

Combining (2.41), (2.42), (2.43) and using \( \frac{r}{c_0} < 1 \) \( c_0 \leq \rho \), we can get (2.44).

\[\square\]

### 2.2 Analysis tools

In this subsection, we introduce some propositions and lemmas that are necessary for the analysis in later Sections.

The following lemma concerns the renormalized solutions introduced by DiPerna et al. [6] and is presented in Vasseur et al. [12]. When \( N = 1 \), it is the corresponding result in Feireisl et al. [8].
Lemma 2.5 [12] Let \( \beta : \mathbb{R}^N \to \mathbb{R} \) be a \( C^1 \) function with \( |\nabla \beta(X)| \in L^\infty (\mathbb{R}^N) \), and \( R \in (L^2(0,T;L^2(\Omega)))^N \) \( u \in L^2(0,T;H_0^1(\Omega)) \) satisfy
\[
\frac{\partial}{\partial t} R + \text{div}(u \otimes R) = 0, \quad R|_{t=0} = R_0(x)
\] (2.44) in the distribution sense. Then we have
\[
(\beta(R))_t + \text{div}(\beta(R)u) + [\nabla \beta(R) \cdot R - \beta(R)] \text{div} u = 0
\] in the distribution sense. Moreover, if \( R \in L^\infty (0,T;L^2(\Omega)) \) for \( \gamma > 1 \), then
\[
R \in \{C([0,T];L^1(\Omega))\}^N
\] and so
\[
\int_\Omega \beta(R)dx(t) = \int_\Omega \beta(R_0)dx - \int_0^t \int_\Omega [\nabla \beta(R) \cdot R - \beta(R)] \text{div} u dx dt.
\]
\[\Box\]

The following proposition is standard in the analysis for obtaining weak solution for fluid models.

Proposition 2.6 [10] Let \( P,G : (I \times \Omega) \times [0,\infty) \to R \) be a couple of functions such that for almost all \( (t,x) \in I \times \Omega \), \( \rho \mapsto P(t,x,\rho) \) and \( \rho \mapsto G(t,x,\rho) \) are both non decreasing and continuous on \([0,\infty)\). Assume that \( \rho_n \in L^3(\Omega) \) is a sequence such that
\[
\begin{align*}
P(\cdot,\rho_n(\cdot)) &\to \overline{P}(\cdot,\rho), \\
G(\cdot,\rho_n(\cdot)) &\to \overline{G}(\cdot,\rho)
\end{align*}
\] in \( L^1(I \times \Omega) \).

Then
\[
\overline{P}(\cdot,\rho) \geq \overline{P}(\cdot,\rho) \geq P(\cdot,\rho)
\] a.e. in \( I \times \Omega \).
\[\Box\]

Proposition 2.7 [12] Let \( \varsigma_k \to 0 \), as \( k \to 0 \). If \( \rho_k \geq 0, n_k \geq 0 \) are the solutions to
\[
\begin{align*}
\partial_t \rho_k + \text{div}(\rho_k u_k) &= \varsigma_k \Delta \rho_k \\
\partial_t n_k + \text{div}(n_k u_k) &= \varsigma_k \Delta n_k \\
\frac{\partial \rho_k}{\partial \nu} |_{\partial \Omega} &= 0, \quad \frac{\partial n_k}{\partial \nu} |_{\partial \Omega} = 0 \\
\rho_k(0,x) &= \rho_0, \quad n_k(0,x) = n_0.
\end{align*}
\] (2.47) (2.48)
and
\[
u_k \in L^2 \left(I, W_0^{1,2}(\Omega)\right), (\rho_k, n_k) \in \mathcal{O} \cap (C(I;L^1(\Omega)) \cap L^2(\Omega))
\]
\[
\begin{align*}
sup_{k \in \mathbb{N}} \left( \|\rho_k\|_{L^\infty(I;L^1(\Omega))} + \|n_k\|_{L^\infty(I;L^1(\Omega))} + \|\rho_k\|_{L^2(\Omega)} + \|n_k\|_{L^2(\Omega)} \right) < \infty
\end{align*}
\]
\[
\int_{\Omega} n_k(0,x)s_k^2(0,x)dx \to \int_{\Omega} n(0,x)s^2(0,x)dx,
\]
where

\[
s_k := \begin{cases} 
\frac{\rho_k}{n_k} & \text{if } n > 0 \\
0 & \text{if } n = 0
\end{cases}
\quad s := \begin{cases} 
\frac{\rho}{n} & \text{if } n > 0 \\
0 & \text{if } n = 0
\end{cases}
\]

and

\[
\frac{1}{c_0}n_k \leq \rho_k \leq c_0n, 
\frac{1}{c_0}n \leq \rho_k \leq c_0n.
\]

Then, up to a subsequence, we have

\[
n_k \to n, \quad \rho_k \to \rho \text{ weakly in } L^\infty(0,T; L^2(\Omega)),
\]
\[
u_k \to u \text{ weakly in } L^2(0,T; H^1_0(\Omega))
\]

and for any \( p \geq 1 \),

\[
\int_{\Omega} (n_k |s_k - s|^p)(\tau, \cdot)dx \to 0 \text{ with any } 1 \leq p < \infty
\]
for all \( \tau \in [0,T] \).

**Remark 2.8** Proposition 2.7 is analogous to Theorem 2.2 in Vasseur et al. [12] and Proposition 11 in Novotný et al. [10], and is the key to obtain strong convergence of \( n_k \) and to handle the possible oscillation for the pressure law function. We refer the proof to [12]. When \( \varsigma_k \equiv 0 \), it can be applied in Sections 4 and 5 corresponding to the process \( \epsilon \to 0^+ \) and \( \delta \to 0^+ \).

Corresponding to mono-fluid case in Feireisl et al. [8], the best expected range of \( \gamma^- \) would be \( \gamma^- > \frac{3}{2} \) and it is still an open problem for bi-fluid to reach this range. The sufficient condition for the proof of Proposition 2.7 is that \( n_k \) satisfy the renormalized transport equation (2.44), and even with the help of estimate in Lemma 5.1 given by the Bogovskii operator, we only have \( \gamma^- + \frac{3}{2}\gamma^- - 1 \geq 2 \), i.e. \( \gamma^- \geq \frac{9}{5} \). See more in [10].

### 3 Faedo-Galerkin approach

Motivated by the work of [10] and [9], we propose following approximation system

\[
\partial_t \rho + \text{div}(\rho u) = \epsilon \Delta \rho,
\]
\[
\partial_t n + \text{div}(nu) = \epsilon \Delta n,
\]
\[
\partial_t ((\rho + n)u) + \text{div}((\rho + n)u \otimes u) + \nabla \Pi_h(\rho, n) = \mu \Delta u + \epsilon \nabla u \cdot \nabla (\rho + n) + (\mu + \lambda) \nabla \text{div} u + (\nabla \times H) \times H,
\]
\[
H_t - \nabla \times (u \times H) = -\nabla \times (\nu \nabla \times H), \quad \text{div} H = 0,
\]
on \((t,x) \in Q_T\), with initial boundary condition

\[
\left. \left( \partial_p, \partial_n, u, H \right) \right|_{t=0} = \left( \rho_{0,\delta}^0, n_{0,\delta}^0, m_{0,\delta}^0, H_{0,\delta}^0 \right) \text{ on } \overline{\Omega}
\]
\[
\left. \left( \frac{\partial}{\partial \nu}, \frac{\partial}{\partial \nu}, u, H \right) \right|_{\partial \Omega} = 0.
\]
For any given $\epsilon, \delta > 0$, and
\begin{equation}
\Pi_\delta(\rho, n) := P(\rho, n) + \delta \left( \rho^B + n^B + \frac{1}{2} \rho^2 n^{B-2} + \frac{1}{2} n^2 \rho^{B-2} \right),
\end{equation}
and $B$ is large enough such that $B \geq A + 2$. Here, $A$ is defined in (2.35). The initial boundary condition satisfy $\rho_{0,\delta}, n_{0,\delta} \in C^3(\Omega), u_{0,\delta}, H_{0,\delta} \in C^3(\Omega), m_{0,\delta} = (\rho_{0,\delta} + n_{0,\delta}) u_{0,\delta}$ and
\begin{align*}
&\frac{1}{c_0} \rho_{0,\delta} \leq n_{0,\delta} \leq c_0 \rho_{0,\delta}, \quad 0 < \delta \leq \rho_{0,\delta}, n_{0,\delta} \leq \delta^{-\frac{1}{2}n}, \quad \left( \frac{\partial n_{0,\delta}}{\partial \nu}, \frac{\partial \rho_{0,\delta}}{\partial \nu} \right) \big|_{\partial \Omega} = 0, \\
&\lim_{\delta \to 0} \left( \|\rho_{0,\delta} - \rho_0\|_{L^\gamma(\Omega)} + \|n_{0,\delta} - n_0\|_{L^\gamma(\Omega)} + \|H_{0,\delta} - H_0\|_{L^2(\Omega)} \right) = 0,
\end{align*}
and satisfies boundary and initial conditions in the sense of traces. Moreover, the operator $u \mapsto H(u)$ maps bounded sets in $C(0, T; C^1(\bar{\Omega}))$ into bounded subsets of $Y := L^2(0, T; H^1(\Omega)) \cap L^\infty(0, T; L^2(\Omega))$ and the mapping $u \mapsto H(\rho, n) \in Y$ is continuous on any bounded subsets of $C(0, T; \bar{\Omega})$.

Next, consider a sequence of finite dimensional spaces
\[ X_k = \left[ \text{span} \{ \phi_j \}_{j=1}^k \right]^3, \quad k \in \{1, 2, 3, \cdots \} \]
where $\{ \phi_i \}_{i=1}^\infty$ is the set of the eigenfunctions of the Laplacian:
\begin{align*}
\left\{ \begin{array}{ll}
-\Delta \phi_i = \lambda_i \phi_i & \text{on } \Omega \\
\phi_i \big|_{\partial \Omega} = 0.
\end{array} \right.
\end{align*}

For any given $\epsilon, \delta > 0$, we need to find the approximate solution $u_k \in C(0, T; X_k)$ given by:
\begin{align*}
\int_\Omega (\rho_k + n_k) u_k \cdot \phi dx - \int_\Omega m_{0,\delta} \cdot \phi dx = \int_0^T \int_\Omega \left( (\rho_k + n_k)(u_k \otimes u_k) : \nabla \phi + \Pi_\delta(\rho_k, n_k) \div \phi \right) dx dt.
\end{align*}
Lemma 3.2 \[12\] If locally in time by means of the Schauder fixed-point argument, see Section 7 of Feireisl [7].

We can build the relationship between \(\rho, n\) and (3.12) to get

\[
H_k := H_k(u_k) \quad \text{where } \Sigma(\delta) \text{ is a constant to be determined later.}
\]

Now, we set \(\rho, n\) satisfying (3.9) and \(n_k = n_k(u_k)\) satisfy

\[
\begin{align*}
\partial_t \rho_k + \text{div}(\rho_k u_k) &= \epsilon \Delta \rho_k \\
\partial_t n_k + \text{div}(n_k u_k) &= \epsilon \Delta n_k \\
\frac{\partial \rho_k}{\partial \nu} \bigg|_{\partial \Omega} &= 0, \quad \frac{\partial n_k}{\partial \nu} \bigg|_{\partial \Omega} = 0 \\
\rho_k(0, x) &= \rho_0, \quad n_k(0, x) = n_0.
\end{align*}
\]

With Lemma 3.1 and Lemma 2.2 of [8], the problem (3.10), (3.9), (3.11)-(3.14) can be solved locally in time by means of the Schauder fixed-point argument, see Section 7 of Feireisl [7].

Next, we need to derive the energy inequality to give the uniform estimates to extend \(T_k\) to \(T\). We can build the relationship between \(n_k\) and \(\rho_k\). Indeed, we have following lemma

Lemma 3.2 [12] If \((\rho_k, n_k, u_k)\) is a solution to (3.11) and (3.12) with the initial data satisfying

\[
\frac{1}{c_0} n_0 \leq \rho_0 \leq c_0 n_0, \quad \text{on } \Omega
\]

for a given positive constant \(c_0 \geq 1\), then the following inequality holds

\[
\frac{1}{c_0} n_k(x, t) \leq \rho_k(x, t) \leq c_0 n_k(x, t) \quad \text{on } Q_T.
\]

This could be done immediately by the maximum principle of parabolic equation. We refer the proof to [12].

Now, we set \(\delta > 1\), then by Lemma 3.2 we have \(\rho, n > 1\). Multiplying (3.11), (3.12) by \(\rho_k\) and \(n_k\) respectively, integrating them on \(\Omega\), one has

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \left( \rho_k^2 + n_k^2 \right) \, dx + \epsilon \int_{\Omega} \left( |\nabla \rho_k|^2 + |\nabla n_k|^2 \right) \, dx = -\frac{1}{2} \int_{\Omega} \left( \rho_k^2 + n_k^2 \right) \, div u_k \, dx \leq C(\Sigma(\delta), \mu) \int_{\Omega} \left( \rho_k^2 + n_k^2 \right) \, dx + \frac{\mu}{4 \Sigma(\delta)} \int_{\Omega} |\nabla u_k|^2 \, dx,
\]

where \(\Sigma(\delta)\) is a constant to be determined later. Take \(\phi = u_k\) in (3.10) and combine with (3.11) and (3.12) to get

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} \left( (\rho_k + n_k) |u_k|^2 + |H_k|^2 \right) \, dx + \int_{\Omega} (\mu |\nabla u_k|^2 + (\lambda + \mu) (div u_k)^2) + c |\nabla \times H_k|^2 \, dx = \int_{\Omega} \Pi_k(\rho_k, Z_k) ) \, div u_k \, dx.
\]

Denote

\[
H_{\delta}(\rho, n) := H_P(\rho, n) + h_{\delta}(\rho, n),
\]

where \(H_P(\rho, n)\) is defined as (1.18) and

\[
h_{\delta}(\rho, n) := \frac{\delta}{B - 1} \left( \rho^B + n^B + \frac{1}{2} \rho^2 n^{B-2} + \frac{1}{2} n^2 \rho^{B-2} \right).
\]
Then, direct calculation gives

\[
\begin{align*}
\int_{\Omega} \partial_t H_\delta(\rho_k, n_k) \, dx &= \int_{\Omega} \left( \partial_\rho H_\delta(\rho_k, n_k) \partial_t \rho_k + \partial_n H_\delta(\rho_k, n_k) \partial_t n_k \right) \, dx, \\
\int_{\Omega} (\epsilon \Delta \rho_k \partial_\rho H_\delta + \epsilon \Delta n_k \partial_n H_\delta) \, dx &= -\epsilon \int_{\Omega} \left( \frac{\partial^2 H_\delta}{\partial \rho^2} |\nabla \rho_k|^2 + 2 \frac{\partial^2 H_\delta}{\partial \rho \partial n} \nabla \rho_k \cdot \nabla n_k + \frac{\partial^2 H_\delta}{\partial n^2} |\nabla n_k|^2 \right) \, dx, \\
\int_{\Omega} \left[ \text{div}(\rho_k u_k \partial_\rho H_\delta) + \text{div}(n_k u_k \partial_n H_\delta) \right] \, dx &= \int_{\Omega} \left[ n_k \partial_n H_\delta + \rho_k \partial_\rho H_\delta - H_\delta \right] \text{div} u_k \, dx \\
&= \int_{\Omega} \left( n_k \partial_n + \rho_k \partial_\rho - 1 \right) (H_\rho + H_\delta) \text{div} u_k \, dx \\
&= \int_{\Omega} \Pi_\delta(\rho_k, n_k) \text{div} u_k \, dx,
\end{align*}
\]

where \( H_\delta = H_\delta(\rho_k, n_k) \). Multiplying (3.11), (3.12) with \( \partial_\rho H_\delta \) and \( \partial_n H_\delta \) respectively, integrating them on \( \Omega \), combining them with (3.20), and we finally get

\[
\frac{d}{dt} \int_{\Omega} H_\delta(\rho_k, n_k) \, dx + \int_{\Omega} \Pi_\delta(\rho_k, n_k) \text{div} u_k \, dx = -\epsilon \int_{\Omega} \left( \frac{\partial^2 H_\delta}{\partial \rho^2} |\nabla \rho_k|^2 + 2 \frac{\partial^2 H_\delta}{\partial \rho \partial n} \nabla \rho_k \cdot \nabla n_k + \frac{\partial^2 H_\delta}{\partial n^2} |\nabla n_k|^2 \right) \, dx.
\]

Multiplying (3.16) with \( \Sigma = \Sigma(\delta) \), combining it with (3.17) and (3.21), we can obtain

\[
\begin{align*}
\frac{1}{2} & \frac{d}{dt} \int_{\Omega} \left( \rho_k^2 + n_k^2 \right) + (\rho_k + n_k) |u_k|^2 + |H_k|^2 + 2 H_\delta(\rho_k, n_k) \right) \, dx + \\
& + \epsilon \int_{\Omega} \left( |\nabla \rho_k|^2 + |\nabla n_k|^2 \right) \, dx + \int_{\Omega} \left( \frac{3\mu}{4} |\nabla u_k|^2 + (\lambda + \mu)(\text{div} u_k)^2 + \nabla \Sigma \right) \, dx \\
& + \epsilon \int_{\Omega} \left( \frac{\partial^2 H_\delta}{\partial \rho^2} |\nabla \rho_k|^2 + 2 \frac{\partial^2 H_\delta}{\partial \rho \partial n} \nabla \rho_k \cdot \nabla n_k + \frac{\partial^2 H_\delta}{\partial n^2} |\nabla n_k|^2 \right) \, dx \leq \\
& - \epsilon \int_{\Omega} \left( \frac{\partial^2 H_\delta}{\partial \rho^2} |\nabla \rho_k|^2 + 2 \frac{\partial^2 H_\delta}{\partial \rho \partial n} \nabla \rho_k \cdot \nabla n_k + \frac{\partial^2 H_\delta}{\partial n^2} |\nabla n_k|^2 \right) \, dx \\
& + C(\Sigma, \mu) \int_{\Omega} \left( \rho_k^4 + n_k^4 \right) \, dx.
\end{align*}
\]

(3.22)

If \( \rho_k \geq 1, n_k \geq 1 \), computing on (3.19) and utilizing (3.15), \( n > 1 \) shows that

\[
\left| \frac{\partial^2 h_\delta(\rho_k, n_k)}{\partial \rho^2} \right|, \left| \frac{\partial^2 h_\delta(\rho_k, n_k)}{\partial \rho \partial n} \right|, \left| \frac{\partial^2 h_\delta(\rho_k, n_k)}{\partial n^2} \right| \leq C \frac{\delta}{B - 1} \rho_k^{B-2},
\]

which combined with Lemma (2.4) and (3.15) leads to

\[
\begin{align*}
\epsilon & \int_{\Omega} 1_{\{\rho_k + n_k \geq K\}} \left( \frac{\partial^2 H_\delta}{\partial \rho^2} |\nabla \rho_k|^2 + 2 \frac{\partial^2 H_\delta}{\partial \rho \partial n} \nabla \rho_k \cdot \nabla n_k + \frac{\partial^2 H_\delta}{\partial n^2} |\nabla n_k|^2 \right) \, dx \\
& \leq \epsilon \int_{\Omega} 1_{\{\rho_k + n_k \geq K\}} \left( 1 + \rho_k^4 \right) \left( |\nabla \rho_k|^2 + 2 \nabla \rho_k \cdot \nabla n_k + |\nabla n_k|^2 \right) \, dx \\
& \leq \epsilon \int_{\Omega} 1_{\{\rho_k + n_k \geq K\}} \left( \rho_k^{B-2} + n_k^{B-2} \right) \left( |\nabla \rho_k|^2 + 2 \nabla \rho_k \cdot \nabla n_k + |\nabla n_k|^2 \right) \, dx \\
& \leq C \epsilon (B - 1) \int_{\Omega} \left( \frac{\partial^2 h_\delta}{\partial \rho^2} |\nabla \rho_k|^2 + 2 \frac{\partial^2 h_\delta}{\partial \rho \partial n} \nabla \rho_k \cdot \nabla n_k + \frac{\partial^2 h_\delta}{\partial n^2} |\nabla n_k|^2 \right) \, dx.
\end{align*}
\]

(3.23)
\[ \begin{align*}
&\epsilon \int_{\Omega} \frac{1}{2} (\rho_k + n_k) \left( \left| \nabla \rho_k \right|^2 + 2 \left| \nabla n_k \right|^2 \right) \left( \nabla \rho_k \cdot \nabla n_k + \left| \nabla n_k \right|^2 \right) dx \\
&\quad \leq \epsilon C(\delta) \int_{\Omega} (\rho_k^2 + n_k^2) \left( \nabla \rho_k \cdot \nabla n_k + \left| \nabla n_k \right|^2 \right) dx \\
&\quad \leq 2\epsilon C(\delta) K^A \int_{\Omega} (\rho_k^2 + n_k^2) \left( \nabla \rho_k \cdot \nabla n_k + \left| \nabla n_k \right|^2 \right) dx \\
&\quad \leq \frac{\epsilon \Sigma(\delta)}{2} \int_{\Omega} \left( \nabla \rho_k^2 + \left| \nabla n_k \right|^2 \right) dx
\end{align*} \]

for \( B \geq A + 2, \ K \geq 1 \) and

\[ \Sigma(\delta) \geq 4C(\delta)K^A, \]

where \( C(\delta) \) is a constant defined in Lemma 2.4. We find that the last line of (3.24) is absorbed by second line of (3.22) and the last line of (3.23) is absorbed by the third line of (3.22), if \( \delta \geq \frac{(B-1)}{C_2} \).

On the other hand, for \( \rho_k, n_k \) satisfying

\[ \int_{\Omega} \left( \frac{\delta}{B-1} (\rho_k^2 + n_k^2) \right) dx \leq C(\Sigma, \mu) \int_{0}^{T} \int_{\Omega} (\rho_k^2 + n_k^2) dx d \]

we can use Gronwall lemma to obtain

\[ \int_{\Omega} (\rho_k^2 + n_k^2) d \leq \int_{\Omega} (\rho_k^2 + n_k^2) dx \leq C(\Sigma, \mu) \int_{0}^{T} (\rho_k^2 + n_k^2) dx, \]

we have

\[ \int_{\Omega} (\Sigma(\delta) (\rho_k^2 + n_k^2) + (\rho_k + n_k) |u_k|^2 + |H_k|^2 + 2H_3 (\rho_k, n_k)) dx + \]

\[ \int_{0}^{T} \int_{\Omega} (\mu |\nabla u_k|^2 + (\lambda + \mu) (\text{div} u_k)^2 + \rho |\nabla \times H_k|^2) dx dt + \epsilon \int_{0}^{T} \int_{\Omega} (\left| \nabla \rho_k \right|^2 + \left| \nabla n_k \right|^2) dx dt + \]

\[ + \epsilon \int_{0}^{T} \int_{\Omega} (\left| \nabla \rho_k \right|^2 + \left| \nabla n_k \right|^2) (\rho_k^{B-2} + n_k^{B-2}) dx dt \leq E_\delta (0) + C(\Sigma, \mu) \int_{0}^{T} \exp^{C(\Sigma, \mu) \Sigma T}, \]

where

\[ E_\delta (t) := \int_{\Omega} (\Sigma(\delta) (\rho_k^2 + n_k^2) + (\rho_k + n_k) |u_k|^2 + |H_k|^2 + 2H_3 (\rho_k, n_k)) dx. \]

We have obtained a solution \( (\rho_k, n_k, u_k, H_k) \) globally in time for system (3.10), (3.9), (3.11), (3.14) with the use of (3.28), which gives bounds

\[ 0 < \frac{1}{c_k} \leq \rho_k (x, t), n_k (x, t) \leq c_k \text{ for a.e. } (x, t) \in \Omega \times (0, T), \]

\[ \sup_{t \in [0, T]} \| \rho_k(t) \|_{L^p(\Omega)} \leq C, \quad \sup_{t \in [0, T]} \| n_k(t) \|_{L^p(\Omega)} \leq C, \]

\[ \sup_{t \in [0, T]} \| H_3 (\rho_k, n_k) \|_{L^1(\Omega)} \leq C, \quad \int_{0}^{T} \| \nabla \times H_k(t) \|_{L^2(\Omega)} dt \leq C, \]

\[ \sup_{t \in [0, T]} \| H_k(t) \|_{L^2(\Omega)} \leq C, \quad \sup_{t \in [0, T]} \| \sqrt{\rho_k + n_k} u_k(t) \|_{L^2(\Omega)} \leq C, \]

\[ \epsilon \int_{0}^{T} \left( \| \nabla \rho_k(t) \|_{L^2(\Omega)}^2 + \| n_k \|_{L^2(\Omega)}^2 \right) dt \leq C, \]

\[ \epsilon \int_{0}^{T} \left( \| \nabla n_k(t) \|_{L^2(\Omega)}^2 \right) dt \leq C, \]

\[ \epsilon \int_{0}^{T} \left( \| \nabla n_k(t) \|_{L^2(\Omega)}^2 \right) dt \leq C, \]

\[ 0 < \frac{1}{c_k} \leq \rho_k (x, t), n_k (x, t) \leq c_k \text{ for a.e. } (x, t) \in \Omega \times (0, T), \]
where $C = C(T, \delta, \rho_0, n_0, m_0, H_0)$.

With these estimates and Aubin-Lions lemma, we can let the $k$ go to infinity to obtain a global weak solution for the approximation system (3.11) and (3.12). Indeed, for the pressure term

$$\Pi_k(\rho_k, n_k) = P(\rho_k, n_k) + \delta \left( \rho_k^2 + n_k^2 + \frac{1}{2} \rho_k^2 n_k^2 + \frac{1}{2} n_k^2 \rho_k^2 \right).$$

in (3.10), (3.30) gives

$$\left\| \rho_k^{\tau} (t) \right\|_{L^2(0,T;H^1(\Omega))} \leq C, \quad \sup_{t \in [0,T]} \| \rho_k(t) \|_{L^2(\Omega)} \leq C.$$

It follows interpolation inequality and Sobolev embedding inequality that

$$\int_0^T \left\| \rho_k^B(t) \right\|_{L^2}^{4/3} dt \leq C \int_0^T \left\| \rho_k^B \right\|_{L^1}^{1/3} \left\| \rho_k^B \right\|_{L^3} dt \leq C \sup_{t \in [0,T]} \left\| \rho_k^B(t) \right\|_{L^1}^{1/3} \int_0^T \left\| \rho_k^B \right\|_{L^3} dt \leq C \sup_{t \in [0,T]} \left\| \rho_k^B(t) \right\|_{L^1}^{1/3} \int_0^T \left\| \nabla \rho_k^{\tau} \right\|_{L^2} dt \leq C.$$

If $B$ large enough, we have

$$\| \rho_k \|_{L^{B+1}(Q_T)} \leq C, \quad (3.31)$$

and the same analysis gives

$$\| n_k \|_{L^{B+1}(Q_T)} \leq C. \quad (3.32)$$

Using the estimates in (3.30) and applying Aubin-Lions lemma (see [11]) on (3.11) and (3.12), we get

$$n_k \to n, \quad \rho_k \to \rho \text{ in } L^2(Q_T).$$

This with (3.31), (3.32) and interpolation inequality give

$$n_k \to n, \quad \rho_k \to \rho \text{ in } L^B(Q_T). \quad (3.33)$$

Thus,

$$\| \rho_k n_k^B - \rho n^B \|_{L^1(Q_T)} \leq \| (\rho_k^B - \rho^B) n_k^B \|_{L^1(Q_T)} + \| \rho^B (n_k^B - n^B) \|_{L^1(Q_T)} \leq C \| \rho_k - \rho \|_{L^B(Q_T)} \| n_k^B \|_{L^B(Q_T)} + \| \rho \|_{L^B(Q_T)} \| n_k^2 \|_{L^B(Q_T)} \| n_k - n \|_{L^B(Q_T)} \to 0, \text{ as } k \to \infty, \quad (3.34)$$

where we have used

$$n_k^B - n^B = \int_0^1 (B - 2) [\sigma n_k + (1 - \sigma)n]^{B-3} (n_k - n) d\sigma \leq C (|n_k|^{B-3} + |n|^{B-3}) |n_k - n|.$$ 

In the same manner,

$$n_k^B \rho_k^B \to n^B \rho^B \text{ in } L^1(Q_T).$$
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For $0 < \theta < 1$, it follows mean value theorem that

$$
\|P(\rho_k, n_k) - P(\rho, n)\|_{L^1(Q_T)}
= \|\partial_\rho P(\rho + \theta(\rho_k - \rho), n_k)(\rho_k - \rho) + \rho(\partial_n P(\rho, n + \theta(n_k - n))(n_k - n))\|_{L^1(Q_T)}
\leq C \left(\|\partial_\rho P(\rho + \theta(\rho_k - \rho), n_k)\|_{L^\infty(Q_T)}\|\rho_k - \rho\|_{L^p(Q_T)}
+ \|\partial_n P(\rho, n + \theta(n_k - n))\|_{L^\infty(Q_T)}\|n_k - n\|_{L^p(Q_T)}\right) \to 0, \text{ as } k \to \infty,
$$

(3.35)

where

$$
\|\partial_\rho P(\rho + \theta(\rho_k - \rho), n_k)\|_{L^\infty(Q_T)}
\leq C \left(\|\theta \rho_k + (1 - \theta)\rho\|_\gamma^{-1} + \|\theta \rho_k + (1 - \theta)\rho\|_\gamma^{-2}\right)_{L^\infty(Q_T)} \leq C,
$$

$$
\|\partial_n P(\rho, n + \theta(n_k - n))\|_{L^\infty(Q_T)}
\leq C \left(\|\theta n_k + (1 - \theta)n\|_\gamma^{-1} + \|\theta n_k + (1 - \theta)\|_\gamma^{-1}\right)_{L^\infty(Q_T)} \leq C
$$
due to (3.21), (3.23), (3.31), (3.32) and $B \geq A$.

For the magnetic field, (3.30) gives $\mathbf{H}_k \in L^\infty([0, T]; L^2(\Omega)) \cap L^2([0, T]; \mathbb{H}_0^1(\Omega))$, which combined with (3.3) and the Aubin-Lions lemma yields strong convergence of

$$
\mathbf{H}_k \to \mathbf{H} \in L^\infty([0, T]; L^2(\Omega)) \cap L^2([0, T]; \mathbb{H}_0^1(\Omega))
$$

Thus, we have

$$
(\nabla \times \mathbf{H}_k) \times \mathbf{H}_k \to (\nabla \times \mathbf{H}) \times \mathbf{H} \text{ in } \mathcal{D}'(\Omega \times (0, T)),
$$

$$
\nabla \times (\mathbf{u}_k \times \mathbf{H}_k) \to \nabla \times (\mathbf{u} \times \mathbf{H}) \text{ in } \mathcal{D}'(\Omega \times (0, T))
$$

for $\mathbf{u}_k \to \mathbf{u}$ in $L^2([0, T]; \mathbb{H}_0^1(\Omega))$.

For the dispose of other terms in (3.1)-(3.4), we can follow the same path of [8], as there is no essential difference. We remark that the $C$ above equal to $C(T, \delta, \rho_0, n_0, \mathbf{m}_0, \mathbf{H}_0)$ and is independent of $k$ and can let $k$ in (3.15) and (3.28) go to infinity. In consequence, we have obtained following proposition

**Proposition 3.3** If $B \geq A + 2, \delta \geq \frac{(B - 1)}{c_2^2}$, where $C_2$ is determined in (3.28), then there exists a global weak solution $(\rho, n, \mathbf{u}, \mathbf{H})$ to (3.1)-(3.3) for any given $T > 0$ and hold following estimates

$$
\frac{1}{c_0}n(x, t) \leq \rho(x, t) \leq c_0 n(x, t),
$$

(3.36)

$$
\int_{\Omega} (\rho^2 + n^2 + (\rho + n)|\mathbf{u}|^2 + |\mathbf{H}|^2 + 2\mathcal{H}(\rho, n)) \, dx +
\int_{0}^{T} \int_{\Omega} (\mu|\nabla \mathbf{u}|^2 + (\lambda + \mu) (\text{div} \mathbf{u})^2 + \nu|\nabla \times \mathbf{H}|^2) \, dx dt +
\int_{0}^{T} \int_{\Omega} (|\nabla \rho|^2 + |\nabla n|^2) \, dx dt +
\int_{0}^{T} \int_{\Omega} (|\nabla \rho|^2 + |\nabla n|^2) \left(\rho^{B-2} + n^{B-2}\right) \, dx dt \leq E_\delta(0) + C(\Sigma, \mu) \Sigma T \exp(C(\Sigma, \mu) T),
$$

(3.37)

where $E_\delta(t), \Sigma = \Sigma(\delta)$ are defined in (3.29), (3.25) respectively, and $C(\Sigma, \mu)$ is independent of $\epsilon$. 22
4 The vanishing viscosity limit $\epsilon \to 0^+$

In this section, we aim at passing to the limit of $(\rho_\epsilon, n_\epsilon, u_\epsilon, H_\epsilon)$ as $\epsilon$ goes to zero. The method is similar with those in Feireisl et al. [8] and Novotný et al. [10]. We need to build a better estimate for $\rho_\epsilon, n_\epsilon$, as those in [3.37] is not enough to obtain the convergence of pressure term $\Pi_\delta(\rho, n)$.

**Lemma 4.1** Let $(\rho_\epsilon, n_\epsilon, u_\epsilon, H_\epsilon)$ be the sequence of solutions of the problem [3.1] - [3.2] constructed in Proposition 3.3, then there exists a constant $C$ independent of $\epsilon$, such that

$$\int_0^T \int_\Omega \left(n_\epsilon P(\rho_\epsilon, n_\epsilon) + \delta (n_\epsilon^{\beta+1} + n_\epsilon \rho_\epsilon^p)\right) dx \leq C \left(T, \delta, \rho_0, n_0, m_0, H_0\right).$$

**(Proof)** We can follow the same path as those in Section 3 of Feireisl et al. [8] to prove this lemma. Recall the Bogovskii operator

$$\mathcal{B} = [\mathcal{B}_1, \mathcal{B}_2, \mathcal{B}_3]: \left\{f \in L^p(\Omega) \mid \int_\Omega f = 0\right\} \mapsto \left[W_0^{1,p}(\Omega)\right]^3$$

and its properties

$$\text{div} \mathcal{B}(f) = f, \quad \|\mathcal{B}(f)\|_{W^{1,p}(\Omega)} \leq C\|f\|_{L^p(\Omega)}, \quad \|\mathcal{B}(\text{div} \mathcal{g})\|_{L^q(\Omega)} \leq C\|\mathcal{g}\|_{L^q(\Omega)}$$

for $1 < p, q < \infty$. Let $\phi$ be a test function on (3.37), where $\phi = (\phi_1, \phi_2, \phi_3)$ and

$$\phi_i = \psi(t)\mathcal{B}_i [n_\epsilon - m_0], \quad \psi \in D(0,T), \quad 0 \leq \psi \leq 1, \quad m_0 = \frac{1}{|\Omega|} \int_\Omega n(t) dx, \quad i = 1, 2, 3.$$

Noticing that

$$\int_0^T \int_\Omega \Pi_\delta(\rho_\epsilon, n_\epsilon) \text{div} \phi dx dt = \int_0^T \int_\Omega \psi(t) \text{div} \mathcal{B}(n_\epsilon - m_0) \Pi_\delta(\rho, n) dx dt$$

$$= \int_0^T \int_\Omega \psi(t) (n_\epsilon \Pi_\delta(\rho_\epsilon, n_\epsilon) - m_0 \Pi_\delta(\rho_\epsilon, n_\epsilon)) dx dt, \quad (4.2)$$

$$\int_0^T \int_\Omega \psi(t) ((\nabla \times H_\epsilon) \times H_\epsilon) \cdot \mathcal{B}[n_\epsilon - m_0] dx dt$$

$$= - \int_0^T \int_\Omega \psi(t) \left(H_\epsilon^T \nabla \mathcal{B}[n_\epsilon - m_0] H_\epsilon + \frac{1}{2} \nabla (|H_\epsilon|^2) \cdot \mathcal{B}[n_\epsilon - M_0]\right) dx dt$$

$$= - \int_0^T \int_\Omega \psi(t) H_\epsilon^T \nabla \mathcal{B}[n_\epsilon - m_0] H_\epsilon dx dt + \int_0^T \int_\Omega \psi(t) \frac{1}{2} |H_\epsilon|^2 \cdot (n_\epsilon - m_0) dx dt, \quad (4.3)$$

and

$$m_0 \int_0^T \int_\Omega \psi(t) \Pi_\delta(\rho_\epsilon, n_\epsilon) dx dt \leq C,$$

$$\int_0^T \int_\Omega \psi(t) H_\epsilon^T \nabla \mathcal{B}[n_\epsilon - m_0] H_\epsilon dx dt + \int_0^T \int_\Omega \psi(t) \frac{1}{2} |H_\epsilon|^2 \cdot n_\epsilon dx dt$$

$$\leq C \int_0^T \psi(t)\|H_\epsilon\|^2_{L^2} \|n_\epsilon\|_{L^2} dx dt$$

$$\leq C\|\nabla H_\epsilon\|_{L^2 L^2} + \|n_\epsilon\|_{L^\infty L^2}$$

$$\leq C \left(T, \delta, \rho_0, n_0, m_0, H_0\right), \quad (4.4)$$

we can obtain [4.14] following the method in [8], as the rest is almost the same.
With \( s \) and \( c \) and letting \( \epsilon \) of the (3.36)-(3.37) pass to \( 0^+ \), we know the limit \((\rho, n, u, H)\) solves following system on \( Q_T \) in distribution sense
\[
\begin{align*}
\partial_t \rho + \text{div}(\rho u) &= 0, \\
\partial_t n + \text{div}(nu) &= 0, \\
\partial_t((\rho + n)u) + \text{div}((\rho + n)u \otimes u) + \nabla \Pi_s(\rho, n) &= \mu \Delta u \\
+ (\mu + \lambda) \nabla \text{div} u + (\nabla \times H) \times H, \\
H_t - \nabla \times (u \times H) &= -\nabla \times (\nu \nabla \times H), \\
\text{div} H &= 0,
\end{align*}
\]
\( (\rho, n, (\rho + n)u, H) \bigg|_{t=0} = (\rho_0, n_0, m_0, H_0) \) on \( \Gamma \),
\[
\left( \frac{\partial \rho}{\partial \nu}, \frac{\partial n}{\partial \nu}, u, H \right) \bigg|_{\partial \Omega} = 0.
\]

The process of passing the limit about magnetic field is the same as the analysis in Faedo-Galerkin approach, and the rest terms can be treated in the same manner in Feireisl et al. [8]. Indeed, when \( \epsilon \rightarrow 0^+ \), one has
\[
\begin{align*}
(\rho_\epsilon, n_\epsilon) \rightarrow (\rho, n) \text{ in } \mathcal{C} \left( 0, T; L^{B+1}_\text{weak}(\Omega) \right) \text{ and } n_\epsilon \rightarrow n \text{ weakly in } L^{B+1}(Q_T), \\
(\epsilon \Delta \rho_\epsilon, \epsilon \Delta n_\epsilon) \rightarrow 0 \text{ in } L^2 \left( 0, T; H^{-1}(\Omega) \right), \quad u_\epsilon \rightarrow u \text{ weakly in } L^2 \left( 0, T; H^1_0(\Omega) \right),
\end{align*}
\]
\[
\begin{align*}
(\rho_\epsilon + n_\epsilon)u_\epsilon \rightarrow (\rho + n)u \text{ in } \mathcal{C} \left( 0, T; L^{\frac{2n}{n+2}}_\text{weak} \right) \cap \mathcal{C} \left( 0, T; H^{-1}(\Omega) \right),
\end{align*}
\]
\[
\begin{align*}
(\rho_\epsilon u_\epsilon, n_\epsilon u_\epsilon) \rightarrow (\rho u, nu), \quad (\rho_\epsilon + n_\epsilon)u_\epsilon \otimes u_\epsilon \rightarrow (\rho + n)u \otimes u \text{ in } \mathcal{D}'(Q_T),
\end{align*}
\]
\[
\begin{align*}
(\nabla \times H_\epsilon) \times H_\epsilon \rightarrow (\nabla \times H) \times H, \quad \nabla \times (u_\epsilon \times H_\epsilon) \rightarrow \nabla \times (u \times H) \text{ in } \mathcal{D}'(\Omega \times (0, T)), \\
\Pi_s(\rho_\epsilon, n_\epsilon) \rightarrow \Pi_s(\rho, n) \text{ weakly in } L^1(Q_T), \\
\epsilon \nabla u_\epsilon \cdot \nabla (\rho_\epsilon + n_\epsilon) \rightarrow 0 \text{ in } L^1(Q_T),
\end{align*}
\]
where \( \Pi_s(\rho, n) \) denotes the weak limit of \( \Pi_s(\rho_\epsilon, n_\epsilon) \) in at least \( L^1(Q_T) \). We may also pass the limit in (3.36) and (3.37) to get
\[
\begin{align*}
\frac{1}{c_0} n(x, t) &\leq \rho(x, t) \leq c_0 n(x, t), \\
\int_{\Omega} \left( \rho^2 + n^2 + (\rho + n)|u|^2 + |H|^2 + 2H_\delta(\rho, n) \right) dx + \\
\int_{0}^{T} \int_{\Omega} \left( \mu |\nabla u|^2 + (\lambda + \mu) (\text{div} u)^2 + \nu |\nabla \times H|^2 \right) dx dt &\leq E_\delta(0) + C(\Sigma, \mu) \Sigma T \exp^{C(\Sigma, \mu) \Sigma T}.
\end{align*}
\]

We are in the position to show \( \Pi_s(\rho, n) = \Pi_s(\rho, n) \). However, \( \Pi_s(\rho, n) \) involves two functions and one can’t apply the theory of Feireisl. et al. [8] directly. Novotný et al. [10] introduced a method that using (2.26) to transform \( \rho \) into \( n_s \), \( P(\rho_s, n_s) \) into \( P(n_s, s, n_s) \), and \( \Pi_s(\rho_s, n_s) \) into \( \Pi_s(n_s, s, n_s) \). Thus, one can use Lemma (2.23) and follow the line of [8] to obtain the result, if we can prove following lemma, where \( s \) is fixed function when concerning the process of passing limit \( \epsilon \rightarrow 0 \). The following results and proof are inspired by [10].
Lemma 4.2

\[ \lim_{\epsilon \to 0^+} \Pi_{\delta}(\rho_\epsilon, n_\epsilon) = \lim_{\epsilon \to 0^+} \Pi_{\delta}(n_\epsilon s, n_\epsilon) \quad (4.13) \]

holds on \( Q_T \) in the weak sense.

Proof:

The relationship \( \rho_\epsilon = n_\epsilon s_\epsilon \) gives

\[ \Pi_{\delta}(\rho_\epsilon, n_\epsilon) = \Pi_{\delta}(n_\epsilon s_\epsilon, n_\epsilon) = \Pi_{\delta}(n_\epsilon s_\epsilon, n_\epsilon) - \Pi_{\delta}(n_\epsilon s, n_\epsilon) + \Pi_{\delta}(n_\epsilon, n_\epsilon) \]

and it follows mean value theorem and (3.7) that

\[
\lim_{\epsilon \to 0^+} \int_0^T \int_\Omega |\Pi_{\delta}(n_\epsilon s_\epsilon, n_\epsilon) - \Pi_{\delta}(n_\epsilon s, n_\epsilon)| \, dx \, dt \\
\leq C(\delta) \lim_{\epsilon \to 0^+} \int_0^T \int_\Omega |P(n_\epsilon s_\epsilon, n_\epsilon) - P(n_\epsilon s, n_\epsilon)| + n_\epsilon^B |s_\epsilon^B - s^B| \, dx \, dt \\
\leq C(\delta) \lim_{\epsilon \to 0^+} \int_0^T \int_\Omega |\partial_\rho P(\theta n_\epsilon s + (1 - \theta)(n_\epsilon s_\epsilon - n_\epsilon s), n_\epsilon)| |s_\epsilon - s| n_\epsilon + n_\epsilon^B |s_\epsilon^B - s^B| \, dx \, dt. \quad (4.14)
\]

When \( k_1 \) large enough, one can obtain

\[
(B - \frac{1}{k_1}) \frac{k_1}{k_1 - 1} < B + 1,
\]

and

\[
\lim_{\epsilon \to 0^+} \int_0^T \int_\Omega n_\epsilon^B |s_\epsilon^B - s^B| \, dx \, dt \\
\leq C \lim_{\epsilon \to 0^+} \left( \int_0^T \int_\Omega n_\epsilon^{B - \frac{1}{k_1}} |s_\epsilon^B - s^B| \, dx \, dt \right)^{\frac{1}{1}} \left( \int_0^T \int_\Omega n_\epsilon^B |s_\epsilon^B - s^B| \, dx \, dt \right)^{\frac{k_1}{k_1}} \\
\leq C \lim_{\epsilon \to 0^+} \left( \int_0^T \int_\Omega n_\epsilon |s_\epsilon - s|^{k_1} \, dx \, dt \right)^{\frac{1}{k_1}} = 0, \quad (4.15)
\]

where we used (2.50), \( s_\epsilon, s \leq c_0 \) and

\[
\int_0^T \int_\Omega n_\epsilon |s_\epsilon^B - s^B|^{k_1} \, dx \, dt \leq B^{k_1} \int_0^T \int_\Omega n_\epsilon \max\{s_\epsilon, s\}^{B-1} |s_\epsilon - s|^{k_1} \, dx \, dt \\
\leq C \int_0^T \int_\Omega n_\epsilon |s_\epsilon - s|^{k_1} \, dx \, dt.
\]

The (2.9) shows

\[
|\partial_\rho P(\theta n_\epsilon s + (1 - \theta)(n_\epsilon s_\epsilon - n_\epsilon s), n_\epsilon)| |s_\epsilon - s| n_\epsilon \\
\leq C \left\{ |\theta n_\epsilon s + (1 - \theta)| n_\epsilon s_\epsilon - n_\epsilon s|^{\gamma_+ - 1 + \frac{\gamma^- - \frac{2}{\gamma_+}}{\gamma_+}} \right\} |s_\epsilon - s| n_\epsilon \\
\leq C \left\{ n_\epsilon^{\gamma_+} + \frac{\gamma^- - \frac{2}{\gamma_+}}{\gamma_+} n_\epsilon \right\} |s_\epsilon - s| \quad (4.16)
\]
for $s_c, s \leq c_0$ and $\theta \in (0, 1)$. Set $B \geq \max\{\gamma^+, \gamma^- - \frac{\gamma^-}{\gamma^+} + 1\}$, deriving in the same way as (4.15), we have

$$
\lim_{\epsilon \to 0^+} \int_0^T \int_{\Omega} |P(n_\epsilon s_\epsilon, n_\epsilon) - P(n_\epsilon s, n_\epsilon)| \, dx \, dt = 0,
$$

(4.17)

which combined (4.14) and (4.15) gives (4.13).

Therefore, we only need to prove

Proposition 4.3

$$
\Pi_\delta(ns, n) := \lim_{\epsilon \to 0^+} \Pi_\delta(n_\epsilon s_\epsilon, n_\epsilon) = \Pi_\delta(ns, n)
$$

(4.18)

a.e. on $Q_T$.

To prove this proposition, we have to use the effective viscous flux $\Pi_\delta(n_\epsilon s, n_\epsilon) - (2\mu + \lambda) \nabla \cdot \mathbf{u}_\epsilon$ to get following identity.

Proposition 4.4 We denote $\Pi_\delta(ns, n) := \lim_{\epsilon \to 0^+} \Pi_\delta(n_\epsilon s_\epsilon, n_\epsilon)n_\epsilon$, then the identity

$$
\Pi_\delta(ns, n)n - (2\mu + \lambda)n \nabla \cdot \mathbf{u} = \Pi_\delta(ns, n)n - (2\mu + \lambda)n \nabla \cdot \mathbf{u}
$$

(4.19)

holds a.e. on $Q_T$.

Proof:

We can follow the path of Feireisl et al. [8] to prove this lemma. We can use test function

$$
\varphi(t, x) = \psi(t) \left(\nabla \Delta^{-1} (n_\epsilon \phi(x))\right)(t, x), \quad \psi \in C^1_c(0, T), \phi \in C^1_c(\Omega)
$$

(4.20)

and

$$
\varphi(t, x) = \psi(t) \left(\nabla \Delta^{-1} (n \phi(x))\right)(t, x), \quad \psi \in C^1_c(0, T), \phi \in C^1_c(\Omega)
$$

(4.21)

act on (3.3), (4.7) respectively. Subtract the two identity and pass the $\epsilon$ to $0^+$. Noticing that $\rho = ns, \rho_\epsilon = n_\epsilon s_\epsilon$, we can use analysis similar with (4.14) to obtain

$$
\int_0^T \int_{\Omega} \psi(t)\phi(x)\Pi_\delta(\rho, n) n dx \, dt = \int_0^T \int_{\Omega} \psi(t)\phi(x)\Pi_\delta(ns, n) n dx \, dt,
$$

$$
\int_0^T \int_{\Omega} \psi(t)\phi(x)\Pi_\delta(\rho, n) n dx \, dt = \int_0^T \int_{\Omega} \psi(t)\phi(x)\Pi_\delta(ns, n) n dx \, dt.
$$

For the rest terms, we can use the classical Mikhlin multiplier theorem and the Div-Curl Lemma of compensated compactness to dispose. The terms including magnetic field can be treated similar with those in Lemma [4.1] and we will see there is no essential difference with the analysis in [8]. For more details, we refer to [8] and Novotný et al. [10].

□
Proof of Proposition 4.3

Following the line in [8], we multiply (3.2) with \( b_k(n) \), where

\[
b_k(z) = \begin{cases} 
  z \log \left( \frac{z + 1}{k} \right) & |z| \leq k \\
  (k + 1) \log \left( k + 1 + \frac{1}{k} \right) & |z| > k + 1 
\end{cases} \in C^1(\mathbb{R})
\]

integrate on \((0, \tau) \times \Omega\) and let \( k \to \infty, \epsilon \to 0^+ \), we have

\[
\forall \tau \in (0, T), \int_\Omega n \ln n(\tau, \cdot) \, dx - \int_\Omega n_0 \ln n_0 \, dx \leq \int_0^\tau \int_\Omega n \text{div} u \, dx \, dt.
\]  

(4.22)

As \((n, u)\) is the renormalized solution of (4.6), we conclude from Lemma 2.5 that

\[
\forall \tau \in (0, T), \int_\Omega n \ln n(\tau, \cdot) \, dx - \int_\Omega n_0 \ln n_0 \, dx = \int_0^\tau \int_\Omega n \text{div} u \, dx \, dt
\]  

(4.23)

which combined with (4.22) and (4.19) gives

\[
\int_\Omega (n \ln n - n \ln n)(\tau, \cdot) \, dx \leq \frac{1}{2\mu + \lambda} \int_0^\tau \int_\Omega (\Pi_\delta(n, n)n - \Pi_\delta(n, n)n) \, dx \, dt.
\]  

(4.24)

From (3.7) and (2.27), we know that

\[
\Pi_\delta(n, n) = P(ns, n) + \delta \left( nB(1 + s^B) + \frac{1}{2}nB(s^{B-2} + s^2) \right),
\]

where \( nB \) is a convex function and \( P(ns, n) \) is non-decreasing by Lemma 2.3. It follows that

\[
\int_\Omega (n \ln n - n \ln n)(\tau, \cdot) \, dx \leq \frac{1}{2\mu + \lambda} \int_0^\tau \int_\Omega \left\{ \Pi_\delta(ns, n)n - \Pi_\delta(ns, n)n \right\} \, dx \, dt \leq 0,
\]  

(4.25)

where we used Proposition 2.6 and \( nB \leq nB \), a.e. on \( Q_T \), for \( nB \) is convex.

Since \( n \ln n \leq \overline{n \ln n} \), (4.25) shows

\[
\int_\Omega (n \ln n - n \ln n) \, dx = 0.
\]

It allows us to have strong convergence of \( n \). By (2.9) and (2.10), \( P(ns, n) \) and \( \Pi_\delta(ns, n) \) are continuous function of \( n \), thus (4.18) holds and there exists a global weak solution \((\rho, n, u, H)\) to

\[
\partial_t \rho + \text{div}(\rho u) = 0, \\
\partial_t n + \text{div}(nu) = 0, \\
\partial_t ((\rho + n)u) + \text{div}((\rho + n)u \otimes u) + \nabla \Pi_\delta(\rho, n) = \mu \Delta u \\
+ (\mu + \lambda)\nabla \text{div} u + (\nabla \times H) \times H, \\
H_t - \nabla \times (u \times H) = -\nabla \times (\nu \nabla \times H), \quad \text{div} H = 0,
\]

(4.26) - (4.29)
for any given $T > 0$, $\delta > 0$ and $B \geq A + 2$. Here $(\rho, n, u, H)$ satisfy (4.28) in the sense of

$$
\int_\Omega (\rho_k + n_k) u_k \cdot \phi dx - \int_\Omega m_{0,\delta} \cdot \phi dx = \int_0^T \int_\Omega \left( [(\rho_k + n_k)(u_k \otimes u_k) : \nabla \phi + \Pi_k(\rho_k, n_k) \div \phi] \right) dx dt
$$

$$
- \int_0^T \int_\Omega (\mu \nabla u_k : \nabla \phi + (\mu + \lambda) \div u_k \div \phi - (\nabla \times H_k) \times H_k) \phi) dx dt.
$$

(4.32)

Take $\phi = u_k$ and follow the path of deriving (4.19), we know the solutions satisfy

$$
E(t) + h_\delta(\rho, n) + \int_0^t \int_\Omega (\mu |D\psi|^2 + (\lambda + \mu) (\div \psi)^2 + \nu |\nabla \times H|^2) dx dx dt \leq E(0) + h_\delta(\rho, n)|_{t=0},
$$

(4.33)

where $E(t), E(0)$ and $h_\delta(\rho, n)$ are given in (4.19), (4.19), (5.1) respectively. Moreover,

$$
\frac{1}{c_0} n(x, t) \leq \rho(x, t) \leq c_0 n(x, t),
$$

(4.34)

follows (4.30).

5 The vanishing viscosity limit $\delta \to 0^+$

This section shall recover the weak solution to (1.8)-(1.13) by passing the limit of $(\rho_\delta, n_\delta, u_\delta, H_\delta)$ as $\delta \to 0^+$. We can get following estimates of pressure term uniformly for $\delta$ following Feireisl et al. [8].

Lemma 5.1 Let $(\rho_\delta, n_\delta, u_\delta, H_\delta)$ be the solution stated in Proposition 4.3, then

$$
\int_0^T \int_\Omega \left( n_\delta^{\gamma_\delta + \gamma_{B\delta}} + \rho_\delta^{\gamma_\delta + \gamma_{B\delta}} + \delta \left( n_\delta^{\gamma_{B\delta}} + \rho_\delta^{B_{\delta}} + n_\delta^{B_{\delta} + \gamma_{B\delta}} \right) \right) dx dt \leq C
$$

(5.1)

where $\gamma_{B\delta} := \min\{1, \frac{2}{\gamma} - 1, \frac{2}{\gamma_\delta} \}, 1 \leq \gamma_\delta, \frac{2}{\gamma_\delta} \leq \gamma$ and $C$ is a positive constant that is independent of $\delta$.

One can derive the result by using test function

$$
\phi = \psi(t) B \left( n_\delta^{\gamma_{B\delta}} - \frac{1}{|H_{\delta}|} \int_\Omega n_\delta^{\gamma_{B\delta}} \right)
$$

to get

$$
\int_0^T \int_\Omega \left( \frac{P(\rho_\delta, n_\delta)}{n_\delta^{\gamma_{B\delta}}} + \delta \left( n_\delta^{\gamma_{B\delta}} \rho_\delta^{B_{\delta}} + n_\delta^{B_{\delta} + \gamma_{B\delta}} \right) \right) dx dt \leq C
$$

(5.2)

respectively, which combined with (2.7) and (4.34) gives (5.1). The process is similar with those in Lemma 4.1 and we refer the proof to Novotný et al. [10], Feireisl et al. [5] and Hu et al. [9].

With (4.34), (4.33) and (5.1), we can let $\delta \to 0^+$. Following the analysis as in Section 4 and Lemma 5.1, we have

$$(\rho_\delta, n_\delta) \to (\rho, n) \text{ in } C \left( 0, T; L^{\text{max}}(\gamma^+, \gamma^-)(\Omega) \right) \text{ and } n_\delta \to n \text{ weakly in } L^{\gamma^- + \Theta}(Q_T),$$

(4.30)
\( u_\delta \to u \) weakly in \( L^2 (0, T; H^1_0(\Omega)) \), \( P_\delta (\rho_\delta, n_\delta) \to \overline{P}_\delta (\rho, n) \) weakly in \( L^1 (Q_T) \), \( (\rho_\delta + n_\delta) u_\delta \to (\rho + n) u \) in \( C \left( [0, T]; L^{2^*}\right) \cap C \left( [0, T]; H^{-1}(\Omega) \right) \),

\[ \begin{align*}
  (\rho_\delta u_\delta, n_\delta u_\delta) \to (\rho u, nu), & \quad \text{in } D'(Q_T), \\
  (\nabla \times H_\delta) \times H_\delta \to (\nabla \times H) \times H, & \quad \text{div } H = 0, \\
  \nabla \times (u_\delta \times H_\delta) \to \nabla \times (u \times H) & \text{ in } D'(\Omega \times (0, T)),
\end{align*} \]

and the limit \((\rho, n, u, H)\) solves

\[ \begin{align*}
  \partial_t \rho + \text{div} (\rho u) &= 0, \quad (5.3) \\
  \partial_t n + \text{div} (nu) &= 0, \quad (5.4) \\
  \partial_t ((\rho + n)u) + \text{div}((\rho + n)u \otimes u) + \nabla P(\rho, n) &= \mu \Delta u \\
  &+ (\mu + \lambda) \nabla \text{div } u + (\nabla \times H) \times H, \quad (5.5) \\
  H_t - \nabla \times (u \times H) = -\nabla \times (n \nabla \times H), & \quad \text{div } H = 0, \quad (5.6) \\
  \rho, n, (\rho + n)u, H \big|_{t=0} = (\rho_0, n_0, m_0, H_0) &\text{ on } \Gamma, \quad (5.7) \\
  \left. \left( \frac{\partial \rho}{\partial n}, \frac{\partial n}{\partial u}, u, H \right) \right|_{\partial \Omega} = 0, \quad (5.8)
\end{align*} \]

and satisfy

\[ \begin{align*}
  \frac{1}{c_0} n(x, t) &\leq \rho(x, t) \leq c_0 n(x, t), \quad (5.9) \\
  \int_0^T \int_\Omega \left( n^{\gamma_+} n_{\text{Bog}} + \rho^{\gamma_+} n_{\text{Bog}}^{-\alpha} \right) \, dt \, dx &\leq C \left( T, \rho_0, n_0, m_0, H_0 \right), \quad (5.10) \\
  \int_\Omega \left( \frac{1}{2} (\rho + n) u^2 + H^2(\rho, n)(t, \cdot) + \frac{1}{2} |H|^2 \right) \, dx \\
  + \int_0^T \int_\Omega (\mu |D u|^2 + (\lambda + \mu)(\text{div} u)^2 + \nu \nabla \times H|^2) \, dx \, ds &\leq E(0), \quad (5.11)
\end{align*} \]

where \( E(0) \) is given in (1.19).

Next, we introduce following Lemma to prepare for the process of passing the limit.

**Lemma 5.2** If \( \frac{\gamma^-}{k^2} \leq \gamma_- \leq 1 \leq \gamma_+ \), then for weak solution \((\rho, n)\) satisfy (5.9), (5.10), (5.11), we have

\[ \begin{align*}
  \int_0^T \int_\Omega \left( n^{\gamma_- - \alpha} n_{\text{Bog}} - \Xi + \rho^{\gamma_-} n_{\text{Bog}}^- \Xi \right) \, dx \, dt \\
  \leq C \left\{ \int_0^T \int_\Omega \left( n^{\gamma_- + \alpha} - \Xi + \rho^{\gamma_-} n_{\text{Bog}}^- \Xi \right) \, dx \, dt \right\} \frac{1}{\kappa_2}, \quad (5.12)
\end{align*} \]

where \( \Xi = \min \left\{ \gamma_{\text{Bog}}^{-1}, \frac{1}{k^2} \right\} > 0 \) and \( k_2 > 1 \) is the Hölder relationship number that depends on \( \Xi \).

**Proof:** The (5.9) shows for any constant \( \kappa > 0 \), there is \( n^\kappa \leq C \rho^\kappa \). Noticing that the \( C \) in (5.11) is depend on \( T \) and \( \Omega \) is bounded, then by Hölder inequality and (5.9), we know that the (5.12) can be reduced to prove

\[ \gamma_- - \frac{\gamma_-}{\gamma_+} + 1 + \Xi \leq \Theta := \max \{ \gamma_+ + \gamma_\text{Bog}^{-1}, \gamma_- + \gamma_\text{Bog}^- \} \]
for \( \frac{2}{3} \leq \gamma^- \leq 1 \leq \gamma^+ \).

It is easy to verify that

\[ \gamma_{\text{Bog}}^- = \begin{cases} \frac{2}{3} \gamma^- - 1, & \text{if } \gamma^- < 3, \\ 1, & \text{if } \gamma^- \geq 3. \end{cases} \]

If \( 3 \leq \gamma^- \), then there is

\[ \gamma^- - \frac{\gamma^-}{\gamma^+} + 1 + \Xi \leq \gamma^- + 1 = \gamma^- + \gamma_{\text{Bog}}^- \]

If \( \gamma^- \geq \gamma^+ \), then we immediately have

\[ \gamma^- - \frac{\gamma^-}{\gamma^+} + 1 + \Xi \leq \gamma^- + \Xi \leq \gamma^- + \gamma_{\text{Bog}}^- \]

If \( \frac{2}{3} \leq \gamma^- < 3 \) and \( \gamma^- < \gamma^+ \), we only need to prove

\[ 2 + \frac{1}{10} \leq \gamma^+ - \frac{1}{3} \gamma^- + \frac{\gamma^-}{\gamma^+} \] (5.14)

As \( \frac{2y}{3} + \frac{9}{5y} \geq 2 \sqrt{\frac{6}{5}} > 2 \frac{1}{10} \) for \( \forall y > 0 \), then one has

\[ \gamma^+ - \frac{1}{3} \gamma^- + \frac{\gamma^-}{\gamma^+} \geq \frac{2}{3} \gamma^+ + \frac{9}{5} > 2 \frac{1}{10} \]

this is (5.14).

Combining all above, we have obtained (5.13).

\[ \square \]

**Lemma 5.3**

\[ \lim_{\delta \to 0^+} P(\rho_\delta, n_\delta) = \lim_{\delta \to 0^+} P(n_\delta s, n_\delta) \] (5.15)

holds in the weak sense.

**Proof:**

We can arrive at the conclusion by using (5.9), (5.10), (5.12), Hölder inequality, Proposition 2.7 and following the path of Lemma 4.2, if we notice the facts below. The mean value theorem gives

\[ \lim_{\delta \to 0^+} \int_0^T \int_{\Omega} |P(\rho_\delta, n_\delta) - P(n_\delta s, n_\delta)| \, dx \, dt = \lim_{\delta \to 0^+} \int_0^T \int_{\Omega} |P(n_\delta s, n_\delta) - P(n_\delta s, n_\delta)| \, dx \, dt \]

\[ \leq C \lim_{\delta \to 0^+} \int_0^T \int_{\Omega} |\partial_\rho P(\theta n_\delta s + (1 - \theta)(n_\delta s - n_\delta s), n_\delta) - n_\delta | \, dx \, dt, \] (5.16)

for some \( \theta \in (0, 1) \). The (2.9) indicates

\[ |\partial_\rho P(\theta n_\delta s + (1 - \theta)(n_\delta s - n_\delta s), n_\delta) - n_\delta | \leq |n_\delta - s| n_\delta \]
\[
\begin{align*}
&\leq C \left\{ \theta (\delta s + (1 - \theta) |s_n s_\delta - n s|)^{\gamma^+ - 1} + n_s^{\gamma^- - \frac{\gamma^-}{\gamma^+}} \right\} |s_\delta - s| n_s \\
&\leq C \left\{ n_s^{\gamma^+} + n_s^{\gamma^- - \frac{\gamma^-}{\gamma^+} + 1} \right\} |s_\delta - s|
\end{align*}
\]

(5.17)
due to \( \theta \in (0, 1) \), \( s, s_\delta \leq c_0 \). The (5.13) shows
\[
\left( \gamma^+ - \frac{1}{k_3} \frac{k_3}{k_3 - 1} \right) < \gamma^+ + \gamma_{Bog}^+, \quad \left( \gamma^- - \frac{1}{\gamma^+} \frac{1}{k_4} \frac{k_4}{k_4 - 1} \right) < \Theta,
\]
if \( k_3, k_4 \) large enough. The Hölder inequality and Proposition 2.7 give
\[
\lim_{\delta \to 0^+} \int_0^T \int_\Omega n_s^{\gamma^+} |s_\delta - s| \, dx \, dt \\
\leq C \lim_{\delta \to 0^+} \left( \int_0^T \int_\Omega n_s^{\gamma^+} |s_\delta - s|^{k_3} \, dx \, dt \right)^{\frac{1}{k_3}} \left( \int_0^T \int_\Omega n_s |s_\delta - s| \, dx \, dt \right)^{\frac{1}{k_3} - 1} = 0,
\]
where
\[
\int_0^T \int_\Omega n_s^{\gamma^+ - \frac{1}{\gamma^+} \frac{k_3}{k_3 - 1}} \, dx \, dt \leq C \left( \int_0^T \int_\Omega n_s^{\gamma^+ + \gamma_{Bog}^+} \, dx \, dt \right)^{\frac{\gamma^+ + \gamma_{Bog}^+}{\gamma^+ - \frac{1}{\gamma^+} \frac{k_3}{k_3 - 1}}} \\
\leq C \left( \int_0^T \int_\Omega n_s^{\gamma^+ + \gamma_{Bog}^+} \, dx \, dt \right)^{\frac{\gamma^+ + \gamma_{Bog}^+}{\gamma^+ \gamma_{Bog}^+}} \leq C,
\]
due to (5.9).

\[\square\]

We denote
\[
\overline{P}(n s, n) := \lim_{\delta \to 0^+} P(n s, n_\delta)
\]
and by Lemma 5.3 we only need to prove

**Proposition 5.4**

\[
\overline{P}(n s, n) = P(n s, n) = P(\rho, n),
\]
a.e. on \( Q_T \).

Recall the cut-off function family in [8],
\[
T_k(z) = k T \left( \frac{z}{k} \right), \, z \in \mathbb{R}, k = 1, 2, \ldots
\]
where $T \in C^\infty(\mathbb{R})$ satisfying

$$T(z) = \begin{cases} z, & z \leq 1 \\ 2, & z \geq 3 \end{cases} \in C^\infty(\mathbb{R}), \quad \text{concave, } z \in \mathbb{R}.$$  

And, Lemma 2.3 suggest $(\varrho_\delta, u_\delta)$ is a renormalized solution of (4.20). Thus, we have

$$\partial_t T_k(n) + \text{div} \left( T_k(n) u_\delta \right) + [T'_k(n) n - T_k(n)] \text{div} u_\delta = 0 \quad \text{in } \mathcal{D}'(Q_T) \quad (5.20)$$

and let $\delta \to 0^+$, one yields

$$\partial_t T_k(n) + \text{div} \left( T_k(n) u \right) + [T'_k(n) n - T_k(n)] \text{div} u = 0 \quad \text{in } \mathcal{D}'(Q_T) \quad (5.21)$$

And, we will have the effective viscous flux identity as

**Proposition 5.5 Identity**

$$P(ns,n)T_k(n) - (2\mu + \lambda)T_k(n) \text{div} u = P(ns,n)T_k(n) - (2\mu + \lambda)\overline{T_k(n)} \text{div} u$$

holds a.e. on $Q_T$.

The proof is similar those in Feireisl et al. [8] and the analysis in Proposition 4.4. See also [10].

As defined in [8], we introduce

$$L_k(z) = \begin{cases} z \log z, & 0 \leq z \leq k \\ z \log z + z \int_k^z \frac{T_k(s)}{s^2} \, ds, & z \geq k \end{cases}$$

satisfying

$$L_k(z) = \beta_k z - 2k \text{ for all } z \geq 3k$$

where

$$\beta_k = \log k + \int_k^{3k} \frac{T_k(s)}{s^2} \, ds + \frac{2}{3}.$$  

Let $b_k(z) := L_k(z) - \beta_k z$ where $b'_k(z) = 0$ for all large $z$, then

$$b'_k(z) z - b_k(z) = T_k(z).$$

When $\gamma^- \geq \frac{3}{2}$, we have $\gamma^- + \gamma_{\text{log}} \geq 2$, and by Lemma 2.3 $(\varrho_\delta, u_\delta), (\varrho, u)$ are renormalized solution of (4.20) and (5.3) respectively. Thus,

$$\partial_t L_k(n) + \text{div} \left( L_k(n) u_\delta \right) + T_k(n) \text{div} u_\delta = 0 \quad \text{in } \mathcal{D}'((0,T) \times \Omega), \quad (5.23)$$

$$\partial_t L_k(n) + \text{div} \left( L_k(n) u \right) + T_k(n) \text{div} u = 0 \quad \text{in } \mathcal{D}'((0,T) \times \Omega). \quad (5.24)$$

Subtract these two equation, integrate on $(0,\tau) \times \Omega$. Then, letting $\delta \to 0$ and combining (5.22) and (5.23), one has

$$\int_\Omega \left( T_k(n) - \frac{T_k(n)}{T_k(n)} \right)(\tau,\cdot) \, dx = \int_0^\tau \int_\Omega \left( T_k(n) - \frac{T_k(n)}{T_k(n)} \right) \text{div} u \, dx \, dt$$

$$+ \frac{1}{2\mu + \lambda} \int_0^\tau \int_\Omega \left( P(ns,n) T_k(n) - P(ns,n)\overline{T_k(n)} \right) \, dx \, dt \leq \int_0^\tau \int_\Omega \left( T_k(n) - \frac{T_k(n)}{T_k(n)} \right) \text{div} u \, dx \, dt$$

$$\leq \int_0^\tau \int_\Omega \left( T_k(n) - \frac{T_k(n)}{T_k(n)} \right) \, dx \, dt$$

$$\leq \int_0^\tau \int_\Omega \left( T_k(n) - \frac{T_k(n)}{T_k(n)} \right) \, dx \, dt.$$
For the term of the last line, we have

\[ \| T_k(n_\delta) - T_k(n) \|_{L^2(Q_T)} \| \operatorname{div} u \|_{L^2(Q_T)} \leq C \limsup_{\delta \to 0} \| T_k(n_\delta) - T_k(n) \|_2^{2-\gamma} = 0. \tag{5.26} \]

Here, we used (5.10) and following lemma introduced in Novotný et al. [10]. The proof is essentially given in [10], but we write here for reader’s convenience.

**Proposition 5.6** The sequence \( n_\delta \) satisfies

\[ \text{osc}_{\gamma^{-1}} [n_\delta \to n] (Q_T) := \sup_{k \geq 1} \limsup_{\delta \to 0} \int_{Q_T} |T_k(n_\delta) - T_k(n)|^{\gamma^{-1}} \, dx \, dt < \infty. \tag{5.27} \]

**Proof:**

By (5.22) and (2.27), we have

\[ \frac{d \rho}{2} \int_0^T \int_\Omega \left( n^{\gamma} \frac{\partial T_k(n)}{\partial t} - n^{\gamma} \frac{\partial T_k(n)}{\partial t} \right) \, dx \, dt + \int_0^T \int_\Omega \left( \pi(n,s)T_k(n) - \pi(n,s) \frac{\partial T_k(n)}{\partial t} \right) \, dx \, dt = (2\mu + \lambda) \lim_{\delta \to 0^+} \int_0^T \int_\Omega (T_k(\rho) - T_k(\rho)) \, dx \, dt \tag{5.28} \]

\[ + (2\mu + \lambda) \lim_{\delta \to 0^+} \int_0^T \int_\Omega \left( T_k(\rho) - \frac{\partial T_k(n)}{\partial t} \right) \, dx \, dt \]

\[ = \lim_{\delta \to 0^+} \left( I_1^1 + I_2^2 \right) \]

Following the analysis in Feireisl et al. [8], we have

\[ \lim_{\delta \to 0^+} \left( I_1^1 + I_2^2 \right) \leq C \sup_{\delta > 0} \| \operatorname{div} u \|_{L^2(Q_T)} \lim_{\delta \to 0} \left( \| T_k(n_\delta) - T_k(n) \|_{L^2(Q_T)} + \| T_k(n) - \frac{\partial T_k(n)}{\partial t} \|_{L^2(Q_T)} \right) \]

\[ \leq C \lim_{\delta \to 0} \| T_k(n_\delta) - T_k(n) \|_{L^2(Q_T)} \]

\[ \leq C \left[ \text{osc}_{\gamma^{-1}} [n_\delta \to n] (Q_T) \right]^{\frac{1}{2-\gamma}}, \tag{5.29} \]

where we used Young inequality and Interpolation inequality in the last line. Direct calculation shows

\[ \int_0^T \int_\Omega \left( n^{\gamma} \frac{\partial T_k(n)}{\partial t} - n^{\gamma} \frac{\partial T_k(n)}{\partial t} \right) \, dx \, dt = \limsup_{\delta \to 0} \int_0^T \int_\Omega \left( n^{\gamma} \frac{\partial T_k(n_\delta)}{\partial t} - n^{\gamma} \frac{\partial T_k(n_\delta)}{\partial t} \right) \, dx \, dt \]

\[ + \int_0^T \int_\Omega \left( n^{\gamma} - n^{\gamma} \right) \left( \frac{\partial T_k(n_\delta)}{\partial t} - T_k(n) \right) \, dx \, dt \]

\[ \geq \limsup_{\delta \to 0} \int_0^T \int_\Omega |T_k(n_\delta) - T_k(n)|^{\gamma^{-1}} \, dx \, dt, \tag{5.30} \]

where we used convexity of \( n \mapsto n^{\gamma} \) and concavity of \( n \mapsto T_k(n) \) on \([0, \infty)\), and algebraic inequalities

\[ |a - b|^{\gamma} \leq |a^{\gamma} - b^{\gamma}| \quad \text{and} \quad |a - b| \geq |T_k(a) - T_k(b)|, \quad (a, b) \in [0, \infty)^2 \]

With (5.28)-(5.30), we have obtained (5.27). 

\[ \square \]
As $L_k(n) \rightarrow \ln n$, $L_k(n) \rightarrow n \ln n$, in $C_{weak}([0,T];L^r(\Omega))$ for any $1 \leq r < \gamma$, it follows (5.25)-(5.26) that

$$\int_{\Omega} (n \ln n - n \ln n)(\tau, \cdot) dx = 0,$$

which combined the convexity of $n \ln n$ gives

$$n_\delta \rightarrow n \text{ a.e. on } Q_T.$$  \hspace{1cm} (5.32)

As $P(ns,n)$ is continuous function of $n$ due to (2.9) and (2.10), thus (5.19) holds and the conclusion of Theorem 1.3 has been obtained. Moreover, we can obtain $\rho_\delta \rightarrow \rho$ a.e. on $Q_T$ by combining (2.50) and (5.32).

6 Proof of Theorem 1.6

The method introduced in section 3-5 works for academic magnetic bi-fluid system (1.8)-(1.13) with pressure law (1.15) as well, and this gives an approach that is different from those of Vasseur et al. \[12\]. Moreover, the conclusion still holds when $\gamma \geq 1, \alpha = \frac{\gamma}{5}$, since we can control the amplitude of oscillations as Proposition 5.6.

Indeed, we can finish the Faedo-Galerkin approach by using the standard method in Feireisl et al. \[8\] and Lemma 3.2, as the explicit form of pressure law (1.15) won’t produce essential difficulty as in Section 3, see \[12\]. For the process of passing to the limit of $\epsilon \rightarrow 0^+$ and $\delta \rightarrow 0^+$, we can use auxiliary function (2.26)

$$s := \begin{cases} \frac{\epsilon}{\delta} & \text{if } n > 0 \\ 0 & \text{if } n = 0, \end{cases}$$

instead of

$$d = \rho + n, A = n/d, B = \rho/d$$

in \[12\]. Let $P_\delta = P(\rho, n) + \delta(\rho + n)^\beta = \rho^\gamma + n^\alpha + \delta(\rho + n)^\beta$, then,

$$P_\delta(\rho, n) = n_\gamma + n_\alpha + \delta(n_\epsilon s + n_\epsilon)\beta, \quad P(\rho, n) = n_\gamma + n_\alpha$$

can be treated similarly as Lemma 4.2 to arrive at

$$\lim_{\epsilon \rightarrow 0^+} P_\delta(n_\epsilon s + n_\epsilon) = \lim_{\epsilon \rightarrow 0^+} P_\delta(n_\epsilon s, n_\epsilon)$$

$$= \lim_{\epsilon \rightarrow 0^+} (n_\gamma + n_\alpha + \delta(n_\epsilon s + n_\epsilon)\beta) \equiv P(ns, n), \hspace{1cm} (6.2)$$

$$\lim_{\delta \rightarrow 0^+} P(\delta s, \delta) = \lim_{\delta \rightarrow 0^+} P(\delta s, \delta) = \lim_{\delta \rightarrow 0^+} (n_\gamma + n_\alpha) \equiv P(ns, n), \hspace{1cm} (6.3)$$

in the weak sense. Then, we can use the standard method in Feireisl et al. \[8\] and part of the discussion of Section 4, 5 to prove the strong convergence of $n$ and obtain the conclusion, if we have the proposition of controlling amplitude of oscillations. For instance, during the process of passing the limit $\epsilon \rightarrow 0^+$, we can prove

$$\lim_{\epsilon \rightarrow 0^+} \{P(n_\epsilon s, n_\epsilon) - (2\mu + \lambda) n_\epsilon \text{div } u\} \equiv P(ns, n) - (2\mu + \lambda) n \text{div } u.$$
holds a.e. on \( Q_T \), where \( P_\delta(ns,n) = \lim_{\epsilon \to 0^+} [n_\epsilon^s s^\gamma + n_\epsilon^\alpha + \delta(n_\epsilon s + n_\epsilon^\beta)]n_\epsilon \). Then, noticing that \( P_\delta(ns,n) \) is a non-decreasing function of \( n \), we can use similar discussion in Section 4 to get

\[
0 \leq \int_0^\tau (n \ln n - n \ln n)(\tau, \cdot)dx \leq \frac{1}{2\mu + \lambda} \int_0^\tau (P_\delta(ns,n) - P_\delta(ns,n))dt = 0,
\]

which gives

\[
\ln n - n \ln n = 0
\]

and strong convergence of \( n \).

Consequently, we only need to control amplitude of oscillations.

**Proposition 6.1** The sequence \( n_\delta \) satisfies

\[
\text{osc}_{\alpha+1} [n_\delta \to n] (Q_T) := \sup_{k>1} \limsup_{\delta \to 0} \int_{Q_T} [T_k(n_\delta) - T_k(n)]^\alpha dx dt < \infty.
\]  

**Proof:**

The Proposition 2.6 shows

\[
\int_0^T \int_\Omega \left( (ns)^\gamma T_k(n) - (ns)^\gamma T_k(n) \right)dxdt
\]

\[
= \int_0^T \int_\Omega \left( \lim_{\delta \to 0^+} n_\delta^s s^\gamma T_k(n_\delta) - \lim_{\delta \to 0^+} n_\delta^\gamma s^\gamma \cdot \lim_{\delta \to 0^+} T_k(n_\delta) \right)dxdt
\]

\[
\geq \int_0^T \int_\Omega \left( \lim_{\delta \to 0^+} n_\delta^s T_k(n_\delta) - \lim_{\delta \to 0^+} n_\delta^\gamma \cdot \lim_{\delta \to 0^+} T_k(n_\delta) \right) s^\gamma dxdt
\]

\[
= \int_0^T \int_\Omega \left( T_k(n) n^\gamma - n^\gamma T_k(n) \right) s^\gamma dxdt \geq 0,
\]

where \((ns)^\gamma = \lim_{\delta \to 0^+} n_\delta^s s^\gamma\) and we used the fact that \( z \mapsto T_k(z) \) and \( z \mapsto z^\gamma \) are increasing functions in the last line of (6.6). Define

\[
\tilde{H}_\delta := P(n_\delta s, n_\delta) - (2\mu + \lambda) \text{div} u_\delta,
\]

\[
\tilde{H} := \lim_{\delta \to 0^+} P(n_\delta s, n_\delta) - (2\mu + \lambda) \text{div} u,
\]

where

\[
P(n_\delta s, n_\delta) = n_\delta^s s^\gamma + n_\delta^\alpha.
\]

Then, we can prove

\[
\lim_{\delta \to 0^+} \int_0^T \psi \int_\Omega \phi_\delta \tilde{H}_k(n_\delta)dxdt = \int_0^T \psi \int_\Omega \phi \tilde{H} \tilde{T}_k(n)dxdt,
\]

where \( \tilde{T}_k(n) = \lim_{\delta \to 0^+} T_k(n_\delta), \psi \in D(0, T), \phi \in D(\Omega) \).

The analysis above enable us to derive (6.3) following the proof of Lemma 4.3 in Feireisl et al. with slightly change. Indeed, as shown in Lemma 4.3 of [13], one gets

\[
|T_k(x) - T_k(y)|^{\alpha+1} \leq (x^\alpha - y^\alpha) (T_k(x) - T_k(y)), \quad \text{for } \forall x, y \geq 0.
\]
Then,

\[
\lim_{\delta \to 0} \| T_k(n_\delta) - T_k(n) \|_{L^1_{2s+1}(Q_T)} \leq \lim_{\delta \to 0} \int_0^T \int_\Omega \phi \left( n_\delta^\alpha - n_\alpha^\alpha \right) (T_k(n_\delta) - T_k(n)) \, dx \, dt
\]

\[
\leq \lim_{\delta \to 0} \int_0^T \int_\Omega \phi \left( n_\delta^\alpha - n_\alpha^\alpha \right) \left( T_k(n_\delta) - T_k(n_\delta) \right) \, dx \, dt
\]

\[
+ \int_0^T \int_\Omega \phi \left( n_\delta^\alpha - n_\alpha^\alpha \right) \left( T_k(n_\delta) - T_k(n) \right) \, dx \, dt
\]

\[
\leq \lim_{\delta \to 0} \int_0^T \int_\Omega \phi \left[ n_\delta^\alpha T_k(n_\delta) - n_\alpha^\alpha \overline{T_k(n)} \right] \, dx \, dt
\]

\[
\leq \lim_{\delta \to 0} \int_0^T \int_\Omega \phi \left[ \overline{H_\delta} + (2\mu + \lambda) \text{div} \, u_\delta \cdot n_\delta^\alpha \right] \left( T_k(n_\delta) \right) \, dx \, dt
\]

\[- \int_0^T \int_\Omega \phi \left[ \overline{H} + (2\mu + \lambda) \text{div} \, u \cdot \overline{(ns)}^\gamma \right] \left( T_k(n) \right) \, dx \, dt
\]

\[
\leq (2\mu + \lambda) \lim_{\delta \to 0} \int_0^T \int_\Omega \left[ \text{div} \, u_\delta T_k(n_\delta) \cdot \text{div} \, u \overline{T_k(n)} \right] \, dx \, dt
\]

\[
\leq C \lim_{\delta \to 0} \left| \int_0^T \int_\Omega \text{div} \, u_\delta \left[ T_k(n_\delta) - T_k(n) + T_k(n) - T \overline{T_k(n)} \right] \, dx \, dt \right|
\]

\[
\leq C \sup_{\delta > 0} \| \text{div} \, u_\delta \|_{L^2(Q_T)} \lim_{\delta \to 0} \left( \| T_k(n_\delta) - T_k(n) \|_{L^2(Q_T)} + \| T_k(n) - \overline{T_k(n)} \|_{L^2(Q_T)} \right)
\]

\[
\leq C \lim_{\delta \to 0} \| T_k(n_\delta) - T_k(n) \|_{L^2(Q_T)}
\]

where we used \( n_\alpha \geq n_\delta \), \( T_k(n_\delta) \leq \overline{T_k(n)} \) in the third, fourth line and (6.6), (6.8) in the fourth-seventh line. Finally, (6.9) and Young inequality gives (6.5).

□
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