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Abstract. We show that the homotopy type of a finite oriented Poincaré 4-complex is determined by its quadratic 2-type provided its fundamental group is finite and has a dihedral Sylow 2-subgroup. By combining with results of Hambleton–Kreck and Bauer, this applies in the case of smooth oriented 4-manifolds whose fundamental group is a finite subgroup of SO(3). An important class of examples are elliptic surfaces with finite fundamental group.

Introduction

Recall that a finite oriented Poincaré 4-complex is a finite CW-complex with a fundamental class \([X] \in H_4(X; \mathbb{Z})\) such that

\[
- \cap [X] \colon C^{4-*}(X; \mathbb{Z}[\pi_1(X)]) \to C_*(X; \mathbb{Z}[\pi_1(X)])
\]

is a chain homotopy equivalence \([\text{Val}67]\). Every closed topological 4-manifold has the structure of a finite Poincaré 4-complex, but there are finite Poincaré 4-complexes which are not homotopy equivalent to any closed topological 4-manifold \([\text{HM}78]\).

In 1988, Hambleton and Kreck \([\text{HK}88, \text{Theorem 1.1}]\) proved that an oriented Poincaré 4-complex \(X\) with finite fundamental group \(\pi_1(X)\) is determined up to homotopy equivalence by three invariants, including the isometry class of its quadratic 2-type, i.e. the quadruple

\([\pi_1(X), \pi_2(X), k_X, \lambda_X]\)

where \(\pi_2(X)\) is considered as a \(\mathbb{Z}[\pi_1(X)]\)-module, \(k_X \in H^3(\pi_1(X); \pi_2(X))\) is the \(k\)-invariant determining the Postnikov 2-type of \(X\) and \(\lambda_X\) is the equivariant intersection form on \(\pi_2(X)\).

Moreover, for oriented Poincaré 4-complexes whose fundamental group has 4-periodic cohomology, the quadratic 2-type is actually a complete homotopy type invariant (see \([\text{HK}88, \text{Theorem A}]\)). This was improved upon by Bauer \([\text{Bau}88]\) who showed this was true under the weaker assumption that \(\pi_1(X)\) is a finite group whose Sylow 2-subgroup has 4-periodic cohomology, i.e. is isomorphic to a cyclic group \(\mathbb{Z}/2^n\) or a generalised quaternion group \(Q_{2^n}\).

Recently, it was shown in \([\text{KPR}20]\) that this is also true when the Sylow 2-subgroup of \(\pi_1(X)\) is abelian with two generators, i.e. of the form \(\mathbb{Z}/2^n \times \mathbb{Z}/2^m\). The aim of this article will be to extend this to the case where the Sylow 2-subgroup of \(\pi_1(X)\) is dihedral, i.e. is isomorphic to the dihedral group \(D_{2^n}\) of order \(2^{n}\) for some \(n \geq 2\).

Theorem A. Let \(\pi\) be a finite group whose Sylow 2-subgroup is dihedral. Then the homotopy type of a finite oriented Poincaré 4-complex with fundamental group \(\pi\) is determined by the isometry class of its quadratic 2-type. That is, every isometry of the quadratic 2-types of \(M\) and \(N\) is realized by a homotopy equivalence \(M \to N\).

By \([\text{HK}88, \text{Theorem 1.1 and Remark 1.2}]\) and Teichner \([\text{Tei}92]\) (see \([\text{KT}21, \text{Corollary 1.6}]\)), in order to prove that the homotopy type of a finite oriented Poincaré 4-complex \(X\) is determined by its quadratic 2-type, it suffices to show that \(\mathbb{Z} \otimes_{\mathbb{Z}[\pi_1(X)]} \Gamma(\pi_2(X))\) is torsion free as an abelian group where \(\Gamma\) denotes Whitehead’s quadratic functor (see Section 1).
For a finitely presented group $\pi$ and $n \geq 1$, recall that the $n$th stable syzygy $\Omega_n(\mathbb{Z})$, which we also write as $\Omega_n^\pi(\mathbb{Z})$, is the set of $\mathbb{Z}\pi$-modules $J$ for which there exists an exact sequence

$$0 \to J \to F_{n-1} \to \cdots \to F_0 \to \mathbb{Z} \to 0$$

where the $F_i$ are finitely generated free $\mathbb{Z}$-modules. It follows from [Ban88] (see also Corollary [2,7] and Lemma [2,8]) that $\mathbb{Z} \otimes_{\mathbb{Z}[\pi_1(X)]} \Gamma(\pi_2(X))$ is torsion free provided $\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J)$ and $\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J^*)$ are torsion free for some $J \in \Omega_3^\pi(\mathbb{Z})$ where $\pi$ is the Sylow 2-subgroup of $\pi_1(X)$ and $J^* = \text{Hom}_{\mathbb{Z}[\pi]}(J, \mathbb{Z})$ is the dual of $J$.

In order to prove that $\mathbb{Z} \otimes_{\mathbb{Z}[\pi_1(X)]} \Gamma(\pi_2(X))$ is torsion free, it therefore suffices to accomplish the following two tasks for the finite 2-group $\pi$ which arises as the Sylow 2-subgroup of $\pi_1(X)$:

1. Find an explicit parametrisation for $\Omega_3^\pi(\mathbb{Z})$, i.e. give an explicit description of a $\mathbb{Z}\pi$-module $J$ such that $J \in \Omega_3^\pi(\mathbb{Z})$.
2. Show that $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J)) = 0$ and $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J^*)) = 0$.

Recall that, if $K$ is a finite 2-complex with fundamental group $\pi$, then $\pi_2(K) \in \Omega_3^\pi(\mathbb{Z})$. It is still an open problem, though it is a consequence of an affirmative solution to Wall’s D2 problem [Joh12], to determine whether or not every $J \in \Omega_3^\pi(\mathbb{Z})$ arises as $\pi_2(K)$ for a finite 2-complex $K$ with fundamental group $\pi$. It is therefore not surprising that the existing literature on Wall’s D2 problem contains many computations of $\Omega_3^\pi(\mathbb{Z})$ (see [Joh12]).

More specifically, the case of dihedral groups was explored by Mannan and O’Shea [MO13], and also independently by Hambleton [Ham19] building upon earlier work with Kreck [HK93b]. Both sources contain suitable parametrisations for $\Omega_3^\pi(\mathbb{Z})$ albeit of different forms.

After recalling basic facts about Whitehead’s $\Gamma$ functor and Tate cohomology in Section 1, we will then give an overview of the theory of syzygies of finite groups in Section 2. In Section 3, we will make use of the result of Hambleton–Kreck [HK93b] to obtain an explicit parametrisation for some $J \in \Omega_3^\pi(\mathbb{Z})$ in the case where $\pi = D_{4n}$ is the dihedral group of order $4n$, and Section 4 will then be dedicated to the proof that $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J)) = 0$. In Section 5, we will obtain an explicit parametrisation for $J^*$ and, finally, in Section 6 we will prove also that $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J^*)) = 0$.

We conclude by noting that every finite subgroup of $SO(3)$ has a cyclic or dihedral Sylow 2-subgroup. In particular, by combining our result with [Ban88, HK88], we get that Theorem A also holds in the case where $\pi$ is a finite subgroup of $SO(3)$. This makes possible a complete homotopy classification of 4-manifolds whose fundamental group is $\pi$. The study of these manifolds was one of the motivations for the original results of Hambleton–Kreck [HK93b] as they contain all elliptic surfaces with finite fundamental group (see, for example, [HK93a, p. 81]). These were the subject of a subsequent paper [HK93a] where they studied exotic smooth structures on elliptic surfaces.

Note also that, if $\pi$ is a fixed point finite subgroup of $SO(4)$, then $\pi$ has 4-periodic cohomology and so the results of [HK88] imply that finite oriented Poincaré 4-complexes with fundamental group $\pi$ are also determined by the isometry class of its quadratic 2-type.

However, it is not clear whether or not this holds for all finite subgroups of $SO(4)$. For example, let $\pi = D_8 \times \mathbb{Z}/2$. Then $\pi$ is a finite subgroup of $SO(4)$ since it is contained in the central product $Q_8 \times Q_8$ as the image of $Q_8 \times Q_8$ under the double cover $S^3 \times S^3 \to SO(4)$. On the other hand, if $J \in \Omega_3^\pi(\mathbb{Z})$, then it follows from computations of the third author [Rup16b] and Hennes [Hen91] that $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J)) = 0$ and $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \Gamma(J^*)) \neq 0$. For a finite 2-complex $K$ with $\pi_1(K) \cong \pi$, let $X$ be the boundary of a smooth regular neighbourhood of an embedding of $K$ in $\mathbb{R}^5$. Then $X$ is a 4-manifold with $\pi_1(X) \cong \pi$ and $\pi_2(X) \cong J_0 \oplus J_0^*$ where $J_0 = \pi_2(K) \in \Omega_3^\pi(\mathbb{Z})$ [HK88, p. 95]. It follows that $\text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}[\pi]} \pi_2(X)) \neq 0$ and so the proof of Theorem A does not extend to this case.

It is still not known whether or not the homotopy type of a finite oriented Poincaré 4-complex with arbitrary finite fundamental group $\pi$ is determined by the isometry class of its quadratic 2-type, though we do not expect this to be true when $\pi = D_8 \times \mathbb{Z}/2$ (as above) or $\pi = (\mathbb{Z}/2)^3$ (as
discussed in [KPR20]. In the case where \( X \) is non-orientable, this was shown by Kim, Kojima and Raymond [KKR92] to be false even for smooth 4-manifolds in the case \( \pi = \mathbb{Z}/2 \).
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1. Preliminaries

The aim of this section will be to define Whitehead’s \( \Gamma \) functor and Tate homology, and recall a few of their basic properties which we will use in the rest of the article. From now on, all modules will be assumed to be finitely generated left modules.

The following was first defined by Whitehead in [Whi50].

**Definition 1.1 (\( \Gamma \) groups).** Let \( A \) be an abelian group. Then \( \Gamma(A) \) is an abelian group with generators the elements of \( A \). We write \( a \) as \( v(a) \) when we consider it as an element of \( \Gamma(A) \). The group \( \Gamma(A) \) has the following relations:

\[
\{v(-a) - v(a) \mid a \in A\} \quad \text{and} \quad \{v(a + b + c) - v(b + c) - v(c + a) - v(a + b) + v(a) + v(b) + v(c) \mid a, b, c \in A\}.
\]

In particular, \( v(0_A) = 0_{\Gamma(A)} \).

We will be interested in the case where \( A \) is a free abelian group, in which case \( \Gamma(A) \) has the following simple description.

**Lemma 1.2 ([Whi50 page 62]).** If \( A \) is free abelian with basis \( \mathcal{B} \), then \( \Gamma(A) \) is free abelian with basis

\[
\{v(b), v(b + b') - v(b) - v(b') \mid b \neq b' \in \mathcal{B}\}.
\]

Recall that a \( \mathbb{Z}\pi\text{-lattice} \) is a \( \mathbb{Z}\pi\)-module \( A \) whose underlying abelian group is finitely generated torsion free, and so is of the form \( \mathbb{Z}^n \) for some \( n \geq 0 \). For example, if \( X \) is a finite oriented Poincaré 4-complex with finite fundamental group \( \pi \), then

\[
\pi_2(X) \cong H_2(\overline{X}; \mathbb{Z}) \cong H^2(\overline{X}; \mathbb{Z}) \cong \text{Hom}(H_2(\overline{X}; \mathbb{Z}), \mathbb{Z}),
\]

is finitely-generated and torsion-free as an abelian group and so \( \pi_2(X) \) is a \( \mathbb{Z}\pi\text{-lattice} \).

If \( A \) is a \( \mathbb{Z}\pi\text{-lattice} \), then we can view \( \Gamma(A) \) as a \( \mathbb{Z}\pi\)-module as follows. Firstly, by Lemma 1.2 we can take \( \Gamma(A) \) to be the subgroup of symmetric elements of \( A \otimes A \) given by sending \( v(a) \) to \( a \otimes a \). Observe that \( v(b + b') - v(b) - v(b') \) corresponds to the symmetric tensor \( b \otimes b' + b' \otimes b \). We can now let the group \( \pi \) act on \( \Gamma(A) \subseteq A \otimes A \) via

\[
g \cdot \sum_i (a_i \otimes b_i) = \sum_i (g \cdot a_i) \otimes (g \cdot b_i).
\]

For \( a, b \in A \), we will write

\[
a \Box b = a \otimes b + b \otimes a \in A \otimes A
\]

and we will also often write \( a \otimes^2 a \in A \otimes A \) to shorten many expressions. We will continue to use that \( a \Box b = b \Box a \), \( a \Box a = 2a \otimes a \) and \( a \Box b + c \Box b = (a + c) \Box b \) for \( a, b, c \in A \). For a map \( f : A \to B \) of \( \mathbb{Z}\pi \) modules we have induced \( f_* : \Gamma(A) \to \Gamma(B) \) with \( f_*(a \otimes a) = f(a) \otimes f(a) \) and \( f_*(a \Box b) = f(a) \Box f(b) \).

To compute \( \Gamma \) groups we will make frequent use of the following lemma.
Lemma 1.3 ([Bau88, Lemma 4]). Let $\pi$ be a group. If $0 \to A \to B \to C \to 0$ is a short exact sequence of $\mathbb{Z}\pi$-lattices, then there exists a $\mathbb{Z}\pi$-lattice $D$ and short exact sequences of $\mathbb{Z}\pi$-modules

$$0 \to \Gamma(A) \to \Gamma(B) \to D \to 0$$

and

$$0 \to A \otimes_{\mathbb{Z}} C \xrightarrow{f} D \to \Gamma(C) \to 0.$$

If $\{a_i\}, \{c_j\}$ and $\{a_i, \tilde{c}_j\}$ are bases for $A$, $C$, and $B$ as free abelian groups respectively, where $\tilde{c}_j$ is a lift of $c_j$, then the map $f$ is defined by

$$f(a_i \otimes c_j) = [a_i \otimes \tilde{c}_j + \tilde{c}_j \otimes a_i] = [a_i \square \tilde{c}_j] \in D \cong \Gamma(B)/\Gamma(A).$$

Remark 1.4. For the direct sum of $\mathbb{Z}\pi$-lattices $A$ and $B$, these short exact sequences split, and so $\Gamma(A \oplus B) \cong \Gamma(A) \oplus \Gamma(B) \oplus A \otimes_{\mathbb{Z}} B$.

The second key definition we require is as follows. See [Bro94] for a convenient reference.

Definition 1.5 (Tate homology). Given a finite group $\pi$ and a $\mathbb{Z}\pi$-module $A$, the Tate homology groups $\hat{H}_n(\pi; A)$ are defined as follows. Let $N: A_\pi \to A^\pi$ denote multiplication with the norm element from the orbits $A_\pi := \mathbb{Z} \otimes_{\mathbb{Z}\pi} A$ of $A$ to the $\pi$-fixed points of $A$, that is, $N(1 \otimes a) = \sum_{g \in \pi} ga$. This is well-defined since $N(1 \otimes ga) = N \cdot ga = N \cdot a = N(1 \otimes a)$. Then

$$\hat{H}_n(\pi; A) := H_n(\pi; A) \text{ for } n \geq 1,$$

$$\hat{H}_0(\pi; A) := \ker(N),$$

$$\hat{H}_{-1}(\pi; A) := \text{coker}(N),$$

$$\hat{H}_n(\pi; A) := H^{-n-1}(\pi; A) \text{ for } n \leq -2.$$

We can similarly define Tate cohomology groups by, for example, letting $\hat{H}^n(\pi; A) = \hat{H}_{-n-1}(\pi; A)$.

We will require the following properties of Tate homology, and we will use them throughout the article without further mention.

Lemma 1.6 ([Bro94, VI (5.1)]). If $0 \to A \to B \to C \to 0$ is a short exact sequence of $\mathbb{Z}\pi$-modules, then there is a long exact sequence of Tate homology groups

$$\cdots \to \hat{H}_n(\pi; A) \to \hat{H}_n(\pi; B) \to \hat{H}_n(\pi; C) \to \hat{H}_{n-1}(\pi; A) \to \cdots$$

Lemma 1.7 ([Bro94, VI (5.2)]). If $A$ is a free $\mathbb{Z}\pi$-module, then $\hat{H}_n(\pi; A) = 0$ for all $n \in \mathbb{Z}$.

For a $\mathbb{Z}\pi$-module $A$, let $\text{Tors}(A)$ denote the torsion subgroup of $A$ as an abelian group. The following lemmas are elementary and we refer to [KPR20] for proofs.

Lemma 1.8 ([KPR20, Lemma 3.2]). If $\pi$ is a finite group and $A$ is a $\mathbb{Z}\pi$-lattice, then there is an isomorphism of abelian groups

$$\hat{H}_0(\pi; A) \cong \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}\pi} A).$$

Remark 1.9. As an abelian group, we have $\mathbb{Z} \otimes_{\mathbb{Z}\pi} A \cong A/\pi$ where $\pi$ acts on $A$ by left multiplication. We will therefore also often use $a \in A$ to refer to the element $1 \otimes a \in \mathbb{Z} \otimes_{\mathbb{Z}\pi} A$.

While we defined $\hat{H}_n(\pi; A)$ as abelian groups in Definition 1.5 it will be useful to fix more explicit descriptions when $n = 0, \pm 1$. The following will be in place from now on.

Convention 1.10. Throughout the rest of this article, $A$ will be a $\mathbb{Z}\pi$-lattice. Following Definition 1.5 and Remark 1.9 we will use $a \in A$ to denote both elements of the homology groups:

$$\hat{H}_0(\pi; A) = \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}\pi} A) = \text{Tors}(A/\pi)$$

$$\hat{H}_{-1}(\pi; A) = \text{coker}(N) = A^\pi/(N \cdot A_\pi).$$
Furthermore, we will write:
\[
\hat{H}_1(\pi; A) = \frac{\ker(d_1 \otimes \text{id}_A : C_1 \otimes_{\mathbb{Z}\pi} A \rightarrow C_0 \otimes_{\mathbb{Z}\pi} A)}{\text{im}(d_2 \otimes \text{id}_A : C_2 \otimes_{\mathbb{Z}\pi} A \rightarrow C_1 \otimes_{\mathbb{Z}\pi} A)}
\]
where \(C_2 \xrightarrow{d_2} C_1 \xrightarrow{d_1} C_0 \rightarrow \mathbb{Z} \rightarrow 0\) is a choice of free \(\mathbb{Z}\pi\)-resolution for the trivial \(\mathbb{Z}\pi\)-module \(\mathbb{Z}\).

**Convention 1.11.** We adopt the following notation convention for maps \(g : A \rightarrow B\) between \(\mathbb{Z}\pi\) modules, which can also occur in various combinations:
- A subscript \(\ast\) as in \(g_\ast : \Gamma(A) \rightarrow \Gamma(B)\) denotes the induced map between \(\Gamma\)-groups.
- A hat \(\hat{\ast}\) as in \(\hat{g} : \hat{H}_i(\pi, A) \rightarrow \hat{H}_i(\pi, B)\) denotes the map on Tate homology.

For a \(\mathbb{Z}\pi\)-module \(A\), let \([A]_s\) denote the equivalence class of \(A\) up to *stable isomorphism*, i.e. up to the relation where \(A \sim_s B\) for a \(\mathbb{Z}\pi\)-module \(B\) if there exists \(i, j \geq 0\) for which \(A \oplus \mathbb{Z}\pi^i \cong B \oplus \mathbb{Z}\pi^j\). For later purposes, it will often be convenient to view this as the set \([A]_s = \{B : A \sim_s B\}\).

We conclude this section with the following observation.

**Lemma 1.12 ([KPR20 Lemma 4.2]).** Let \(A\) be a \(\mathbb{Z}\pi\)-lattice. Then \(\hat{H}_0(\pi; \Gamma(A))\) only depends on the stable isomorphism class \([A]_s\), i.e. if \(A \sim_s B\) for a \(\mathbb{Z}\pi\)-module \(B\), then there is an isomorphism of abelian groups \(\hat{H}_0(\pi; \Gamma(A)) \cong \hat{H}_0(\pi; \Gamma(B))\).

In particular, in order to determine \(\hat{H}_0(\pi; \Gamma(A))\) for a \(\mathbb{Z}\pi\)-module \(A\), it suffices to consider \(\hat{H}_0(\pi; \Gamma(B))\) for any \(B\) inside the stable class \([A]_s\).

### 2. Syzygies of finite groups

In this section, we will recall the basic theory of syzygies of finite groups. This offers an alternative perspective to some of the results which were discussed in [KPR20].

Recall that, for a finitely presented group \(\pi\), a \(\mathbb{Z}\pi\)-module \(A\) and \(n \geq 1\), the \(n\)th stable syzygy \(\Omega_n(A)\), which we also write as \(\Omega^+_n(A)\), is defined as the set of \(\mathbb{Z}\pi\)-modules \(B\) for which there exists an exact sequence
\[
0 \rightarrow B \rightarrow F_{n-1} \rightarrow \cdots \rightarrow F_0 \rightarrow A \rightarrow 0
\]
where the \(F_i\) are free \(\mathbb{Z}\pi\)-modules.

The following was first shown by Swan in [Swa60 Corollaries 1.1, 2.1]. For a more recent reference, and a different proof, see [Joh12, Theorem 30.1].

**Lemma 2.1.** Let \(\pi\) be a finite group, let \(A\) be a \(\mathbb{Z}\pi\)-lattice and let \(n \geq 2\). Then \(\Omega_n(A) = [B]_s\) for any \(B \in \Omega_n(A)\), i.e. if \(B \in \Omega_n(A)\), then \(B' \in \Omega_n(A)\) if and only if \(B\) and \(B'\) are stably isomorphic.

The following is also immediate by noting that the exact sequence for \(A\) and \(B\) defined above is split when restricted to the underlying abelian groups provided \(A\) is torsion free.

**Lemma 2.2.** Let \(\pi\) be a finite group, let \(A\) be a \(\mathbb{Z}\pi\)-lattice and let \(n \geq 1\). If \(B \in \Omega_n(\mathbb{Z})\), then \(B\) is a \(\mathbb{Z}\pi\)-lattice.

It is often useful to take the perspective (see [Joh12 Preface]) that the Syzygies \(\Omega_n(A)\) are, in some sense, the \(n\)th derivative of the module \(A\). This is already mentioned by R. H. Fox in his definition of Fox derivative in 1960 [Fox60]. We will now recall this definition for use in the following section.

**Definition 2.3** (Fox derivative). If \(F\) is a free group with generators \(g_i\), then the *Fox derivative* with respect to \(g_i\) is the \(\mathbb{Z}\)-module homomorphism
\[
\partial_{g_i} :ZF \rightarrow ZF
\]
which is defined by the requirements that
\[
\partial_{g_i}(g_j) = \delta_{ij}\quad\text{where}\quad\delta_{ij} \text{ is the Kronecker delta, } \partial_{g_i}(1) = 0,
\]
and the product rule \(\partial_{g_i}(xy) = \partial_{g_i}(x) + x\partial_{g_i}(y)\) for \(x, y \in F\). If \(\phi : F \rightarrow \pi\) is a surjection of groups, then we can view \(\partial_{g_i}\) as a map \(\partial_{g_i} :ZF \rightarrow \mathbb{Z}\pi\) by post composition with \(\phi\). In particular, \(\partial_{g_i}\) maps words in the generators of \(\pi\) to \(\mathbb{Z}\pi\).
The main result on Fox derivatives that concerns us is as follows. A detailed account can be found, for example, in [MRIS, Section 1.2].

**Proposition 2.4.** Let \( \mathcal{P} = \langle x_1, \ldots, x_n \mid r_1, \ldots, r_m \rangle \) be a group presentation with corresponding presentation complex \( X_\mathcal{P} \), and \( \phi : F = \langle x_1, \ldots, x_n \rangle \to \pi \) the corresponding surjection. Then the cellular chain complex of \( X_\mathcal{P} \) is given by

\[
C_n(X_\mathcal{P}) : \quad C_2(X_\mathcal{P}) \xrightarrow{d_2} C_1(X_{\mathcal{P}}) \xrightarrow{d_1} C_0(X_{\mathcal{P}}) = \bigoplus_{i=1}^n \mathbb{Z}_\pi(r_i)
\]

where the maps (of left \( \mathbb{Z}_\pi \)-modules) are given on the basis vectors as \( d_2(r_i) = \sum_{j=1}^n \phi(\partial x_j(r_i)) \cdot x_j \) and \( d_1(x_j) = \phi(x_j) - 1 \) for all \( i, j \).

If \( \mathcal{P} \) is a presentation for \( \pi \), then \( \ker(d_2) \subseteq \mathbb{Z}_\pi^3(\mathbb{Z}) \). Hence, in order to find an explicit parametrisation of \( \mathbb{Z}_\pi^3(\mathbb{Z}) \), it remains to compute \( \ker(d_2) \) for some presentation \( \mathcal{P} \).

**Remark 2.5.** Whilst this method works to obtain a parametrisation for \( \mathbb{Z}_\pi^3(\mathbb{Z}) \), it is currently not known whether or not this method can always be used to find a representative whose abelian group has minimal rank. For example, it was noted by the second named author in [Nic21], that there is a family of groups \( \pi = \mathcal{P}_{48} \) for \( n \geq 3 \) odd with 4-periodic cohomology over which there exists \( J \in \mathbb{Z}_\pi^3(\mathbb{Z}) \) with \( \text{rank}_2(J) = |\pi| - 1 \) but for which every known presentation \( \mathcal{P} = \langle x_1, \ldots, x_n \mid r_1, \ldots, r_m \rangle \) has \( m - n \geq 1 \) and so has \( \text{rank}_2(\ker(d_2)) \geq 2|\pi| - 1 \).

For a \( \mathbb{Z}_\pi \)-module \( A \), define the dual \( A^* = \text{Hom}_{\mathbb{Z}_\pi}(A, \mathbb{Z}) \) which has left \( \mathbb{Z}_\pi \)-action given by sending \( \varphi \mapsto g \cdot \varphi \) where \((g \cdot \varphi)(x) = \varphi(g^{-1}x)\) for \( x \in A \). By, for example, [Nic20, Lemma 1.5] this coincides with the usual dual of \( \mathbb{Z}_\pi \)-modules \( \text{Hom}_{\mathbb{Z}_\pi}(A, \mathbb{Z}) \). From our definition it is clear that for \( \pi \) finite, if \( A \) is a \( \mathbb{Z}_\pi \)-lattice, then \( A^* \) is also a \( \mathbb{Z}_\pi \)-lattice.

The following was proven by Hambleton–Kreck [HK88, Proposition 2.4].

**Proposition 2.6.** Let \( X \) be a finite oriented Poincaré 4-complex \( X \) with finite fundamental group \( \pi \). Then there exists \( J \in \mathbb{Z}_\pi^3(\mathbb{Z}) \), an integer \( r \geq 0 \) and an exact sequence

\[
0 \to J \to \pi_2(X) \oplus \mathbb{Z}^r \to J^* \to 0
\]

By the discussion above, we know that \( J \) and \( J^* \) are necessarily \( \mathbb{Z}_\pi \)-lattices. By combining Lemmas 1.3 and 1.12 it is straightforward to show the following. See [KPR20, Corollary 4.5] for a detailed proof.

**Corollary 2.7.** If \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} \Gamma(J)) = 0 \) and \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} \Gamma(J^*)) = 0 \) for some \( J \in \mathbb{Z}_\pi^3(\mathbb{Z}) \), then \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} \Gamma(\pi_2(X))) = 0 \).

If \( A \) is a \( \mathbb{Z}_\pi \)-lattice then, by Lemma 1.8 we have \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} A) \cong \widetilde{H}_0(\pi; A) \). It is well known (see, for example, [Bro91, III (10)]) that this vanishes if and only if it vanishes over each Sylow \( p \)-subgroup \( \pi_p \).

Using this, Bauer made the following observation [Bau86, p. 5] in the case \( n = 3 \) (see [KPR20, Section 6] for additional details). By examining the argument, it is not difficult to see that this extends to all \( n \geq 1 \) odd.

**Lemma 2.8.** Let \( \pi \) be a finite group with Sylow 2-subgroup \( \pi' \). For \( n \geq 1 \) odd, let \( \mathcal{J} \in \mathbb{Z}_\pi^3(\mathbb{Z}) \), and let \( J' = \text{Res}_{\pi'}(\mathcal{J}) \in \mathbb{Z}_\pi^3(\mathbb{Z}) \) denote its restriction to \( \mathbb{Z}_{\pi'} \). If \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_{\pi'}} \Gamma(J')) = 0 \), then \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_{\pi'}} \Gamma(J)) = 0 \). Similarly, if \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_{\pi'}} \Gamma(J'^*)) = 0 \), then \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_{\pi'}} \Gamma(J^*)) = 0 \).

We conclude this section with an overview of the proof of Theorem A. As we mentioned in the introduction, it is a consequence of [HK88, Theorem 1.1] and [Gri92] (see [KT21, Corollary 1.5]) that, in order to prove Theorem A it suffices to prove that \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} \Gamma(\pi_2(X))) = 0 \) when \( \pi \) is a finite group whose Sylow 2-subgroup is dihedral. By Corollary 2.7 and Lemma 2.8 it suffices to prove that \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} \Gamma(J)) = 0 \) and \( \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}_\pi} \Gamma(J^*)) = 0 \) where \( \pi \) is the dihedral group of order \( 2^n \) for \( n \geq 1 \). These results will be shown in Theorem L.1 and Theorem 6.1 respectively.
3. An explicit parametrisation for $\Omega_3(\mathbb{Z})$ over dihedral groups

The aim of this section will be to obtain an explicit parametrisation for $\Omega_3(\mathbb{Z})$ in the case where $\pi = D_{2n}$ is the dihedral group of order $2n$ where $n$ is even. Note that, if $n$ is odd, then $D_{2n}$ has 4-periodic cohomology and so is dealt with by the results of Hambleton–Kreck [HK88]. In fact, it is possible to parametrise all the syzygies $\Omega_m^{D_{2n}}(\mathbb{Z})$ for $m \geq 1$ in this case [Joh16].

Using the presentation

$$\mathcal{P} = \langle x, y \mid x^n, y^2, xyxy^{-1} \rangle$$

for $D_{2n}$, we obtain the following partial free resolution of $\mathbb{Z}$ using Proposition 2.4.

$$C_*(\mathcal{P}): \quad 0 \to \ker(d_2) \to \mathbb{Z}[\pi^3] \xrightarrow{\cdot (N_x - (1+y)x^{-1})} \mathbb{Z}[\pi^2] \xrightarrow{\cdot (x^{-1})} \mathbb{Z} \to 0$$

(3.1)

where $N_x = 1 + x + \cdots + x^{n-1}$ and $\varepsilon$ is the augmentation map. Here the matrices describing the left $\mathbb{Z}[\pi]$-linear differentials $d_1, d_2$ multiply from the right, with the elements of the free $\mathbb{Z}[\pi]$-modules written as row vectors. In particular, the composition corresponds to the matrix product $(d_1 \circ d_2)(v) = v \cdot d_2 \cdot d_1$. Let $N = \sum_{g \in \pi} g$ denote the group norm. Then:

**Lemma 3.1.** The following sequence is exact:

$$0 \to \mathbb{Z} \xrightarrow{\cdot N} \mathbb{Z}[\pi] \xrightarrow{\cdot (x^{-1}1-xy)} \mathbb{Z}[\pi^2] \xrightarrow{\cdot (x^{-1})} \mathbb{Z} \to 0$$

**Proof.** This can be checked directly. However, let us give a shorter proof imitating [HK93b, Lemma 2.4]. Consider the 4-periodic resolution

$$\mathbb{Z}[Q_{4n}] \xrightarrow{\cdot (x^{-1}1-xy)} \mathbb{Z}[Q_{4n}] \xrightarrow{\cdot (x^{-1}1-xy)} \mathbb{Z}[Q_{4n}^2]$$

of $\mathbb{Z}$ over the generalized quaternion group $Q_{4n}$ from [CE56, p. 253]. The beginning of this resolution corresponds to the presentation $\langle x, y \mid x^n, y^2, xyxy^{-1} \rangle$ of $Q_{4n}$.

Apply the functor $\otimes \mathbb{Z}[\langle y^2 \rangle]$, where $\langle y^2 \rangle \subset Q_{4n}$ is the cyclic group $C_2$ with two elements. Since $\text{Tor}_3^\mathbb{Z}[\langle y^2 \rangle](\mathbb{Z}, \mathbb{Z}) \cong \mathbb{H}_3(C_2; \mathbb{Z})$ it does not remain exact at the third term, but as $\text{Tor}_2^\mathbb{Z}[\langle y^2 \rangle](\mathbb{Z}, \mathbb{Z}) \cong \mathbb{H}_2(C_2; \mathbb{Z}) = 0$, we conclude that

$$\mathbb{Z}[\pi] \xrightarrow{\cdot (x^{-1}1-xy)} \mathbb{Z}[\pi^2] \xrightarrow{\cdot (x^{-1})} \mathbb{Z} \to 0$$

is still exact. Note that the kernel of $\mathbb{Z}[\pi] \xrightarrow{\cdot (x^{-1}1-xy)} \mathbb{Z}[\pi^2]$ is the set of fixed points under the $\pi$-action and so is the image of the norm map. This implies the lemma. \hfill \Box

**Lemma 3.2.** Let $f = (f_A, f_B): A \oplus B \to C$ be a map between abelian groups. Then there is an exact sequence

$$0 \to \ker(f_A) \xrightarrow{i} \ker(f) \xrightarrow{j} \ker(g \circ f_B: B \to C/\text{im}(f_A)) \to 0$$

where $i: a \mapsto (a, 0)$, $j: (a, b) \mapsto b$ and $q: C \to C/\text{im}(f_A)$ is the quotient map.

**Proof.** It is easy to see that $i$ is injective and that $\text{im}(i) = \ker(j)$. To show that $j$ is surjective, let $b \in \ker(g \circ f_B: B \to C/\text{im}(f_A))$. Then $f_B(b) \in \text{im}(f_A)$ so there exists $a \in A$ such that $f_B(a) = f_B(b)$ and so $j(-a, b) = b$. \hfill \Box

**Definition 3.3.** We denote the augmentation ideal by $I = I\pi = \ker(\mathbb{Z}[\pi] \xrightarrow{\varepsilon} \mathbb{Z})$ and the ideal generated by $I$ and 2 by $(I, 2) = \ker(\mathbb{Z}[\pi] \xrightarrow{\varepsilon} \mathbb{Z}/2)$. 
Remark 3.4. Dualising the exact sequence
\[ 0 \to I \to \mathbb{Z}\pi \xrightarrow{\cdot} \mathbb{Z} \to 0 \]
we obtain the exact sequence
\[ 0 \to \mathbb{Z} \xrightarrow{N} \mathbb{Z}\pi \to I^* \to 0. \]
In particular, the dual of I is isomorphic to \( \mathbb{Z}\pi/N \).

Proposition 3.5. With respect to the inclusion \( \ker(d_2) \subseteq \mathbb{Z}\pi^3 \), there is an exact sequence:
\[ 0 \to \mathbb{Z}\pi/N \xrightarrow{\cdot(x-1,1-xy,0)} \ker(d_2) \xrightarrow{(0,1)} \mathbb{Z}/(1,2) \to 0. \]
Furthermore, we have \( j(1+y,-N_x,2) = 2, j(x-1,0,x-1) = x-1 \) and \( j(0,0,y-1) = y-1 \) which gives lifts of the \( \mathbb{Z}\pi \)-module generators for \( (1,2) \).

Proof. Follows by applying the decomposition in Lemma 3.2 to the \( d_2 \) differential in the resolution \( \mathbb{Z}Q_4n \) for the dihedral group. Here \( f_A = \cdot(1_N - (1+y)x^{-1}) \) corresponds to the first two rows of the matrix, and \( f_B = \cdot(0 \ y+1) \) to the bottom row. Now use Lemma 3.1 to identify \( \ker f_A \) with \( \mathbb{Z}\pi/N \).

To identify \( \ker(q \circ f_B: \mathbb{Z}\pi \to \mathbb{Z}\pi^2/\text{im} f_A) \), consider again the resolution
\[ \mathbb{Z}Q_{4n} \xrightarrow{N\mathbb{Q}_{4n}} \mathbb{Z}Q_{4n} \xrightarrow{(x-1-1,xy)} \mathbb{Z}Q_{4n}^2 \xrightarrow{(N_x - (1+y)x^{-1})}{\mathbb{Z}Q_{4n}^2} \xrightarrow{(x-1)} {\mathbb{Z}Q_{4n}} \]
of \( \mathbb{Z} \) over the generalized quaternion group \( Q_{4n} \) from the proof of Lemma 3.1. Since \( \text{Tor}_1^{\mathbb{Z}/(y^2)}(\mathbb{Z},\mathbb{Z}) \cong H_1(C_2; \mathbb{Z}) \cong \mathbb{Z}/2 \), the sequence
\[ (3.2) \]
has homology \( \mathbb{Z}/2 \). As \( f_B = \cdot(0 \ y+1) \) composed with \( \cdot(\ y^{-1}) \) is trivial, the map \( q \circ f_B: \mathbb{Z}\pi \to \mathbb{Z}\pi^2/\text{im} f_A \) factors through
\[ \mathbb{Z}/2 = \ker \left( \mathbb{Z}\pi^2/\text{im} f_A \xrightarrow{(x-1)} \mathbb{Z}\pi \right) . \]
To see that \( \ker(q \circ f_B: \mathbb{Z}\pi \to \mathbb{Z}\pi^2/\text{im} f_A) \cong (I,2) \) it remains to show that \( (0,y+1) \) is non-trivial in \( \mathbb{Z}\pi^2/\text{im} f_A \). Assume that \( (0,y+1) \) is in the image of \( f_A \), then the exactness of \( (3.1) \) implies that \( (3.2) \) is exact. But \( (3.2) \) has homology \( \mathbb{Z}/2 \) as mentioned above. \( \square \)

Remark 3.6. It will also be useful to note that \( j(0,xy-1,xy-1) = xy-1 \). The following equalities in \( \mathbb{Z}\pi \) will be used without comment in our calculations:
- \( (1 + x^ky)(1 - x^ky) = 0 = (1 - x^ky)(1 + x^ky) \)
- \( x^ky = x^ky, N_x = N_x, \Gamma \pm xy = 1 \pm xy, \Gamma + y = 1 + y \)
- \( (1 - xy)(x + y) = 0 \)
- \( xy - 1 = (x - 1)y + (y - 1) \)
Here \( - \) is the usual involution on the group ring \( \mathbb{Z}\pi \) induced by sending \( g \mapsto g^{-1} \) for \( g \in \pi \).

4. Computing \( \hat{H}_0(\pi; \Gamma(\ker(d_2))) \)

The aim of this section will be the following theorem, whose proof appears on page 16.

Theorem 4.1. If \( \pi \) is a dihedral group of order \( 2n \) for \( n \) even, then \( \hat{H}_0(\pi; \Gamma(\ker(d_2))) = 0. \)

Remark 4.2. Computer assisted calculations verifying the vanishing of \( \hat{H}_0(\pi; \Gamma(\ker(d_2))) \) where \( \pi = D_{2n} \) and \( n \leq 24 \) can be found at [Rup16a].
Let $D = \Gamma(\ker(d_2))/\Gamma(Z\pi/N)$, i.e. so that there is an exact sequence

$$0 \to \Gamma(Z\pi/N) \xrightarrow{i} \Gamma(\ker(d_2)) \xrightarrow{q} D \to 0$$

where $q$ is the quotient map. By Lemma 4.3 applied to the decomposition of $\ker(d_2)$ in Proposition 3.5 there is an exact sequence

$$0 \to (Z\pi/N) \otimes Z (I, 2) \xrightarrow{j} D \xrightarrow{\partial} \Gamma((I, 2)) \to 0.$$ 

By the work done previously, the map $f$ is given by

$$f : (Z\pi/N) \otimes Z (I, 2) \to D = \Gamma(\ker(d_2))/\Gamma(Z\pi/N)$$

$$1 \otimes 2 \mapsto [(x - 1, 1 - xy, 0) \Box (1 + y, -N_x, 2)]$$

$$1 \otimes (y - 1) \mapsto [(x - 1, 1 - xy, 0) \Box (0, 0, y - 1)]$$

$$1 \otimes (xy - 1) \mapsto [(x - 1, 1 - xy, 0) \Box (0, xy - 1, xy - 1)]$$

Here we decided to define the map $f$ using lifts of the elements $2, y - 1, xy - 1$ as opposed to $2, y - 1, xy - 1$, since the following calculations will be easier with respect to the generating set $x, xy$ consisting of order 2 elements of $D_{2n}$.

Now consider the long exact sequence on Tate homology coming from the first exact sequence. By [HKSS, Theorem 2.1] and Remark 3.4 we have that $\bar{H}_0(\pi; \Gamma(Z\pi/N)) = 0$ and so we have:

$$\ldots \to 0 \to \bar{H}_0(\pi; \Gamma(\ker(d_2))) \xrightarrow{\partial} \bar{H}_0(\pi; D) \xrightarrow{\partial} \bar{H}_1(\pi; \Gamma(Z\pi/N)) \to \ldots$$

where $\partial$ denotes the boundary map in Tate homology.

We will now prepare a sequence of lemmas, which will then lead to a proof of the following Proposition 4.3 on page 13. From now on, let

$$\sigma = (1 + yx) \sum_{i=1}^{n/2} x^{2i} = (1 + yx)(x^2 + x^4 + \ldots + x^n) = (1 + yx)(1 + x^2 + x^4 + \ldots + x^{n-2}).$$

**Proposition 4.3.** There is an isomorphism of abelian groups

$$\bar{H}_0(\pi; D) \cong \mathbb{Z}/2 \langle \alpha_1 \rangle \oplus \mathbb{Z}/2 \langle \alpha_2 \rangle$$

where the images in $\bar{H}_1(\pi; \Gamma(Z\pi/N))$ of the generators $\alpha_1, \alpha_2$ under the boundary map are

$$\partial(\alpha_1) = 2 \cdot (N_x \otimes N_x)$$

and

$$\partial(\alpha_2) = n \cdot (N_x \otimes N_x) + 2 \cdot (\sigma \otimes \sigma).$$

Remember that we use the notation from Convention $\mathbf{L10}$ to denote the equivalence classes of the elements $2 \cdot (N_x \otimes N_x), n \cdot (N_x \otimes N_x) + 2 \cdot (\sigma \otimes \sigma) \in \bar{H}_{-1}(\pi; \Gamma(Z\pi/N))$ that live in the cokernel of the norm map.

We begin by noting that we have the following long exact sequence on Tate homology:

$$\ldots \to \bar{H}_0(\pi; (Z\pi/N) \otimes Z (I, 2)) \xrightarrow{j} \bar{H}_0(\pi; D) \xrightarrow{\partial} \bar{H}_0(\pi; \Gamma((I, 2))) \to \ldots$$

**Lemma 4.4.** For every finite group $G$ of even order, there is an isomorphism of abelian groups

$$\bar{H}_0(G; (ZG/N) \otimes Z (I, 2)) \cong \mathbb{Z}/2 \langle 1 \otimes N \rangle.$$ 

**Proof.** First consider the short exact sequence $0 \to (I, 2) \to ZG \to \mathbb{Z}/2 \to 0.$ Since the order of $G$ is even, the norm map is trivial on $\mathbb{Z}/2$ and hence $1 \in \mathbb{Z}/2$ is non-trivial in $\bar{H}_0(G; \mathbb{Z}/2)$. In particular, $\bar{H}_0(G; \mathbb{Z}/2) \cong \mathbb{Z}/2$. By dimension shifting, i.e. using that the Tate homology of $ZG$ vanishes, we get $\bar{H}_0(G; \mathbb{Z}/2) \cong \bar{H}_{-1}(G; (I, 2))$. The pre-image $1 \in ZG$ maps to $N \in ZG$ under the norm map and hence $N \in \bar{H}_{-1}(G; (I, 2))$ is the non-trivial element.
Now consider the short exact sequence

\[(4.1) \quad 0 \to \mathbb{Z} \otimes_{\mathbb{Z}} (I, 2) \xrightarrow{N \otimes 1} ZG \otimes_{\mathbb{Z}} (I, 2) \xrightarrow{1 \otimes f} (ZG/N) \otimes_{\mathbb{Z}} (I, 2) \to 0\]

where the middle term is free by [KPR20] Lemma 4.3. By dimension shifting, we have

\[\tilde{H}_0(G; (ZG/N) \otimes_{\mathbb{Z}} (I, 2)) \cong \tilde{H}_{-1}(G; (I, 2)) \cong \mathbb{Z}/2.\]

Since $N$ is a fixed point under the $G$ action, the element $1 \otimes N \in (ZG/N) \otimes_{\mathbb{Z}} (I, 2)$ maps to $0 = N \otimes N$ under the norm map. Hence it represents an element of $\tilde{H}_0(G; (ZG/N) \otimes_{\mathbb{Z}} (I, 2))$. Under the boundary map induced from the sequence (4.1) it is mapped to $1 \otimes 0$. Hence it represents an element of $\tilde{H}_{-1}(G; (I, 2))$ which is the non-trivial element by the previous calculation. This implies that $1 \otimes N$ represents the non-trivial element in $\tilde{H}_0(G; (ZG/N) \otimes_{\mathbb{Z}} (I, 2))$. \hfill \Box

**Lemma 4.5.** The map $\tilde{H}_0(\pi; (\mathbb{Z} \pi/N) \otimes_{\mathbb{Z}} (I, 2)) \to \tilde{H}_0(\pi; D)$ is trivial, i.e. $\tilde{f}(1 \otimes N) = 0$.

**Proof.** A lift of $N \in (I, 2)$ in $\ker d_2$ is given by $(N, -\frac{n}{2}N, N)$. Hence we have

\[f(1 \otimes N) = (x - 1, y, 0) \square (N, -\frac{n}{2}N, N).\]

It is straightforward to verify that there are the following three ways to decompose

\[(N, -\frac{n}{2}N, N) = N_x v_1 = (1 + xy) \sum_{i=1}^{n/2} x^{2i} v_2 = (1 + y) \sum_{i=1}^{n/2} x^{2i} v_3,
\]

where

\[v_1 = (x + y - \frac{n}{2}x - yN + \frac{n}{2}(1 - xy), x + y),\]

\[v_2 = (1 + y, -N_x, 1 + y),\]

\[v_3 = (1 + yx, -N_x, 1 + yx),\]

are all in $\ker (d_2)$. Note that we can also decompose the other factor in $\ker (d_2)$ as

\[(x - 1, y, 0) = (x - 1, 0, x - 1) + (0, 1 - xy, 1 - xy) + (x(0, 0, y - 1)).\]

In the situation where $\mathbb{Z} \pi$ acts diagonally on a tensor product $L \otimes_{\mathbb{Z}} L$ of $\mathbb{Z} \pi$-modules, in the tensored down module $\mathbb{Z} \otimes_{\mathbb{Z} \pi} (L \otimes_{\mathbb{Z}} L) \cong L \otimes_{\mathbb{Z} \pi} L$ the relation $a \otimes (\lambda b) = (\lambda a) \otimes b$ holds, where $\lambda \in \mathbb{Z} \pi$ and $a, b \in L$. The elements $N_x, 1 + xy$ and $1 + y$ are invariant under applying the involution $\tau$, so we use this in $D \otimes_{\mathbb{Z} \pi} D$ to move them freely between the factors in the tensor products in the first equalities below. We have in $\tilde{H}_0(\pi; D) \cong \text{Tors} \mathbb{Z} \otimes_{\mathbb{Z} \pi} (\Gamma(\ker (d_2))/\Gamma(\mathbb{Z} \pi/N))$ that the following tensors all vanish:

\[(x - 1, 0, x - 1) \otimes N_x v_1 = N_x (x - 1, 0, x - 1) \otimes v_1 = 0\]

\[(0, 1 - xy, 1 - xy) \otimes (1 + xy) \sum x^{2i} v_2 = (1 + xy)(0, 1 - xy, 1 - xy) \otimes \sum x^{2i} v_2 = 0\]

\[x(0, 0, y - 1) \otimes (1 + y) \sum x^{2i} v_3 = (0, 0, y - 1) \otimes x^{-1}(1 + y) \sum x^{2i} v_3\]

\[= (0, 0, y - 1) \otimes (1 + y) \sum x^{2i+1} v_3\]

\[= (1 + y)(0, 0, y - 1) \otimes \sum x^{2i+1} v_3 = 0.\]

By adding together these expressions, we get $(x - 1, 0, x - 1) \square (N, -\frac{n}{2}N, N) = 0$ in $\tilde{H}_0(\pi; D)$. \hfill \Box

We will now compute $\tilde{H}_0(\pi; \Gamma(\langle I, 2 \rangle))$. First note that there is an exact sequence

\[0 \to I \to (I, 2) \xrightarrow{\varepsilon} \mathbb{Z} \to 0.\]
Lemma 4.6. There is an isomorphism of \(\mathbb{Z}\pi\)-modules

\[ \varphi: (I, 2) \to \Gamma((I, 2))/\Gamma(I) \]

given by \(2 \mapsto 2 \otimes 2\) and \(g - 1 \mapsto 2 \square (g - 1)\) for \(g \in \pi\).

Proof. A \(\mathbb{Z}\) basis of \((I, 2)\) is given by 2 and all \(g - 1\) for \(g \in \pi \setminus \{1\}\). By Lemma 1.2, a \(\mathbb{Z}\) basis for \(\Gamma((I, 2))\) is thus given by

\[ \{(g - 1) \otimes (g - 1), 2 \otimes 2, 2 \square (g - 1), (g - 1) \square (h - 1) \mid g, h \in \pi \setminus \{1\}, g \neq h\} \]

Doing the same consideration for \(I\), we see that a \(\mathbb{Z}\) basis for \(\Gamma((I, 2))/\Gamma(I)\) is given by

\[ \{[2 \otimes 2], [2 \square (g - 1)] \mid g \in \pi \setminus \{1\}\} \]

Thus the map \(\varphi\) is a bijection of \(\mathbb{Z}\)-modules.

It remains to show that \(\varphi\) is \(\mathbb{Z}\pi\)-linear. Let \(g \in \pi\) be given. Then

\[ (g - 1) \cdot (2 \otimes 2) = 2(g - 1) \otimes (g - 1) = (g - 1) \cdot (2 \otimes 2) \]

and so \([2 \square (g - 1)] \in \Gamma((I, 2))/\Gamma(I)\). Hence

\[ \varphi(2g) = \varphi(2(g - 1) + 2) = [2(2 \square (g - 1))] + [2 \otimes 2] = [(g - 1)(2 \otimes 2)] + [2 \otimes 2] = g[2 \otimes 2] = g\varphi(2) \]

Similarly, for \(g, h \in \pi\) we have \(2(g - 1) \square g(h - 1) \in \Gamma(I)\) and hence

\[ [2 \square g(h - 1)] = [2g \square (g(h - 1))] = g[2 \square (h - 1)] = g\varphi(h - 1) \]

Thus

\[ \varphi(g(h - 1)) = \varphi(gh - 1) - \varphi(g - 1) = [2 \square gh - 1] - [2 \square g - 1] = [2 \square g(h - 1)] = g\varphi(h - 1) \]

\qed

Lemma 4.7. For every finite group \(G\) there is an isomorphism of abelian groups

\[ G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2 \cong \hat{H}_0(G; (I, 2)) \]

sending \(g \otimes 1\) to \(g - 1\).

Proof. Consider the exact sequence

\[ 0 \to (I, 2) \to \mathbb{Z}G \xrightarrow{\varepsilon} \mathbb{Z}/2 \to 0 \]

The boundary map \(\hat{H}_1(G; \mathbb{Z}/2) \xrightarrow{\partial} \hat{H}_0(G; (I, 2))\) is an isomorphism since \(\hat{H}_*(G; \mathbb{Z}G) = 0\). Thus

\[ \hat{H}_0(G; (I, 2)) \cong \hat{H}_1(G; \mathbb{Z}/2) \cong H_1(G; \mathbb{Z}/2) \cong G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2 \]

We now compute the boundary map explicitly, adopting Convention \ref{convention} for the notation in the diagram:

\[ \begin{array}{ccc}
0 & \longrightarrow & C_1 \otimes_{\mathbb{Z}G} (I, 2) \\
\big| & & \big| \\
0 & \longrightarrow & C_0 \otimes_{\mathbb{Z}G} (I, 2) \\
\downarrow d_1 \circ \text{id} & & \downarrow d_1 \circ \text{id} & \downarrow d_1 \circ \text{id} \\
C_1 \otimes_{\mathbb{Z}G} \mathbb{Z}/2 & \longrightarrow & C_1 \otimes_{\mathbb{Z}G} \mathbb{Z}/2 & \longrightarrow & 0 \\
\downarrow \varepsilon & & \downarrow \varepsilon & & \downarrow \varepsilon \\
C_0 \otimes_{\mathbb{Z}G} \mathbb{Z}/2 & \longrightarrow & C_0 \otimes_{\mathbb{Z}G} \mathbb{Z}/2 & \longrightarrow & 0 \\
\end{array} \]

For \(g \in G\) let \(c_g \in C_1\) be a preimage of \((g - 1) \in C_0 \cong \mathbb{Z}G\) under \(d_1\). Then \(c_g \otimes 1 \in C_1 \otimes_{\mathbb{Z}G} \mathbb{Z}/2\) represents \(g \otimes 1\) in \(G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2\). Under the boundary map

\[ G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2 \cong \hat{H}_1(G; \mathbb{Z}/2) \xrightarrow{\partial} \hat{H}_0(G; (I, 2)) \]

\(g \otimes 1\) is sent to \(d_1(c_g) \otimes 1 = 1 \otimes (g - 1) \in C_0 \otimes_{\mathbb{Z}G} (I, 2)\). \qed
Lemma 4.8. There is an isomorphism of abelian groups
\[ \hat{H}_0(\pi; \Gamma((I, 2))) \cong \mathbb{Z}/2 \langle \alpha_{xy} \rangle \oplus \mathbb{Z}/2 \langle \alpha_y \rangle \]
where for \( g \in \pi \) which satisfy \( g^2 = 1 \) we introduce the notation
\[ \alpha_g = 2 \Box (g - 1) + 2(g - 1) \otimes (g - 1) \in \hat{H}_0(\pi; \Gamma((I, 2))). \]

Remark 4.9. We can also write this as \( \alpha_g = 2 \otimes (g - 1) - (g - 1) \otimes 2 \). Observe that for \( g \) of order 2, we have \( g(g - 1) = -(g - 1) \) and \( (g - 1)^2 = -2(g - 1) \) in \( \mathbb{Z} \).

Proof. We first show that the elements \( \alpha_g \) are torsion in \( \mathbb{Z} \otimes_{\mathbb{Z}} \Gamma((I, 2)) \) and hence represent elements in \( \hat{H}_0(\pi; \Gamma((I, 2))) \). Using that \( g^2 = 1 \), in \( \Gamma((I, 2)) \) we have
\[
(1 + g)\alpha_g = (1 + g)(2 \Box (g - 1) + 2(g - 1) \otimes (g - 1)) \\
= 2 \Box (g - 1) - 2g \Box (g - 1) + 4(g - 1) \otimes (g - 1) \\
= -2(g - 1) \Box (g - 1) + 4(g - 1) \otimes (g - 1) \\
= -4(g - 1) \otimes (g - 1) + 4(g - 1) \otimes (g - 1) \\
= 0
\]

Hence in \( \mathbb{Z} \otimes_{\mathbb{Z}} \Gamma((I, 2)) \) the elements \( \alpha_g \) are 2-torsion, since multiplication by 2 and by \( 1 + g \) are equivalent under the trivial action on the first factor.

Now consider the short exact sequence
\[ 0 \rightarrow \Gamma(I) \rightarrow \Gamma((I, 2)) \xrightarrow{\psi} (I, 2) \rightarrow 0, \]
using the isomorphism \( \Gamma((I, 2))/\Gamma(I) \cong (I, 2) \) from Lemma 4.6. Under this isomorphism, the elements \( \alpha_g \) map to \( g - 1 \). Hence by Lemma 4.7, the map
\[ \hat{H}_0(\pi; \Gamma((I, 2))) \xrightarrow{\psi} \hat{H}_0(\pi; (I, 2)) \]
is surjective. Here we use that the dihedral group \( \pi \) of order \( 2n \) for \( n \) even is generated by \( xy \) and \( y \) which are both 2-torsion, and thus generate the abelianization \( \pi^{ab} \cong \mathbb{Z}/2 \oplus \mathbb{Z}/2 \). By [HK88, Theorem 2.1], we have that \( \hat{H}_0(\pi; \Gamma(I)) = 0 \) and so the map \( \psi: \hat{H}_0(\pi; \Gamma((I, 2))) \rightarrow \hat{H}_0(\pi; (I, 2)) \) is an isomorphism by the long exact sequence on Tate homology. \( \square \)

Recall that we defined the element \( \sigma = (1 + yx) \sum_{i=1}^{n/2} x^{2i} \). We note the following properties that we will use in our calculations: \( x\sigma = x^{-1}\sigma = y\sigma = \sigma x = \sigma x^{-1} = \sigma y \). The following lemma concerns the images of the maps
\[ \hat{H}_0(\pi; D) \xrightarrow{j_*} \hat{H}_0(\pi; \Gamma((I, 2))) \] and \( \Gamma(\mathbb{Z}n/N) \xrightarrow{i_*} \Gamma(\ker(d_2)) \xrightarrow{q} D = \Gamma(\ker(d_2))/\Gamma(\mathbb{Z}n/N). \)

Lemma 4.10. There exists \( \alpha_1, \alpha_2 \in \Gamma(\ker(d_2)) \) such that
\( (i) \) the corresponding elements in the Tate group \( \hat{H}_0(\pi; D) \) map to \( j_*(\alpha_1) = \alpha_{xy} - \alpha_y \) and \( j_*(\alpha_2) = \alpha_y \) in \( \hat{H}_0(\pi; \Gamma((I, 2))) \)
\( (ii) \) \( N \cdot \alpha_1 = i_*(2 \cdot (N_x \otimes N_x)) \) and \( N \cdot \alpha_2 = i_*(n \cdot (N_x \otimes N_x) + 2 \cdot (\sigma \otimes \sigma)) \).

Proof. First let
\[ \widetilde{\alpha_y} = (1 + y, -N_x, 2) \Box (0, 0, y - 1) + 2(0, 0, y - 1) \otimes 2 \]
\[ \alpha_{xy} = (1 + y, -N_x, 2) \Box (0, xy - 1, xy - 1) + 2(0, xy - 1, xy - 1) \otimes 2 \]
be in \( \Gamma(\ker(d_2)) \) so that the corresponding elements in \( \hat{H}_0(\pi; D) \) have
\[ j_*(\widetilde{\alpha_y}) = 2 \Box (y - 1) + 2(y - 1) \otimes (y - 1) = \alpha_y \]
\[ j_*(\alpha_{xy}) = 2 \Box (xy - 1) + 2(xy - 1) \otimes (xy - 1) = \alpha_{xy}. \]
Let us further in $\Gamma(\ker(d_2))$ define

$$\alpha_1 = \alpha_{xy} - \alpha_y - \beta_1$$
$$\alpha_2 = \alpha_{y} - \beta_2$$

where $\beta_1 = (1 - x, xy - 1, 0) \square (0, xy - 1, xy - 1)$, $\beta_2 = (x - 1, 1 - xy, 0) \square (\sigma, -\frac{n}{2} N_x, N_x)$.

Observe that in $D$, we have $\beta_1 = f(-1 \otimes (xy - 1))$. It is easy to see that $\hat{j}_\ast(\alpha_1) = \alpha_y - \alpha_{xy}$ since $j_\ast \circ f = 0$ and $\hat{j}_\ast(\alpha_2) = \alpha_y$ as $\hat{j}_\ast(\beta_2) = 0$, which confirms part (i) of the Lemma.

For part (ii) we make the following computation in $\Gamma(\ker(d_2))$:

$$N \cdot \beta_1 = N_x(1 + xy)((1 - x, xy - 1, 0) \square (0, xy - 1, xy - 1))$$
$$= N_x((1 - xy)(1 + y), 2(xy - 1), 0) \square (0, xy - 1, xy - 1)$$

$$N \cdot \alpha_{xy} = N_x(1 + xy)((1 + y, -N_x, 2) \square (0, -x^{-1}(xy - 1), xy - 1) + 2(0, -x^{-1}(xy - 1), xy - 1)^{\otimes 2})$$
$$= N_x((1 - xy)(1 + y), -N_x + yN_x, 2(1 - xy)) \square (0, xy - 1, xy - 1) + 2N_x(0, xy - 1, xy - 1)^{\otimes 2}$$
$$= N \beta_1 + N_x(0, -N_x + yN_x, 0) \square (0, xy - 1, xy - 1)$$
$$= N \beta_1 + (0, (y - 1)N_x, 0) \square (0, 0, (y - 1)N_x) + 2(0, (y - 1)N_x, 0)^{\otimes 2}$$

$$N \cdot \beta_2 = (1 + y)N_x((x - 1, 1 - xy, 0) \square (0, -\frac{n}{2} N_x, N_x)) + (1 + x)\sigma((x - 1, 1 - xy, 0) \square (\sigma, 0, 0))$$
$$= (1 + y)((0, N_x - yN_x, 0) \square (0, -\frac{n}{2} N_x, N_x)) + (1 + x)((\sigma(x - 1), 0, 0) \square (\sigma, 0, 0))$$
$$= (0, (y - 1)N_x, 0) \square (0, 0, (y - 1)N_x) - n(0, (y - 1)N_x, 0)^{\otimes 2} - 2(\sigma(x - 1, 1 - xy, 0))^{\otimes 2}$$

$$N \cdot \alpha_y = N_x((1 + y)(1 + y, -N_x, 2) \square (0, 0, y - 1) + 2(0, 0, y - 1)^{\otimes 2})$$
$$= N_x((0, -yN_x, 2(1 - y)) \square (0, 0, y - 1) + 4(0, 0, y - 1)^{\otimes 2})$$
$$= N_x((0, -yN_x, 0) \square (0, 0, y - 1))$$

Hence we have:

$$N \cdot \alpha_1 = 2(0, N_x(1 - y, 0))^{\otimes 2} = i_\ast(2 \cdot (N_x \otimes N_x))$$

$$N \cdot \alpha_2 = n(0, N_x(1 - y, 0))^{\otimes 2} + 2(\sigma(x - 1, 1 - xy, 0))^{\otimes 2} = i_\ast(n \cdot (N_x \otimes N_x) + 2 \cdot (\sigma \otimes \sigma))$$

since $i_\ast(N_x \otimes N_x) = (0, N_x(1 - y, 0))^{\otimes 2}$ and $i_\ast(\sigma \otimes \sigma) = (\sigma(x - 1, 1 - xy, 0))^{\otimes 2}$.

**Proof of Proposition 4.3.** Let $\alpha_1$, $\alpha_2$ be as in Lemma 4.10. We will view them as elements of $\mathbb{Z} \otimes_{\mathbb{Z} \pi} D$ using the identification $D = \Gamma(\ker(d_2))/\Gamma(\mathbb{Z} \pi/N)$. In Lemma 4.10 (ii), we showed that $N \cdot \alpha_1, N \cdot \alpha_2 \in \text{im}(i_\ast)$ which implies that $N \cdot \alpha_1 = N \cdot \alpha_2 = 0 \in D$ and so $\alpha_1, \alpha_2 \in \hat{H}_0(\pi; D)$.

By Lemma 4.5 the map

$$\hat{j}_\ast: \hat{H}_0(\pi; D) \to \hat{H}_0(\pi; \Gamma((I, 2)))$$

is injective. By Lemma 4.8, $\hat{H}_0(\pi; \Gamma((I, 2)))$ is generated by $\alpha_{xy}$ and $\alpha_y$. By Lemma 4.10 (i), we have that $\hat{j}_\ast(\alpha_1) = \alpha_{xy} - \alpha_y$ and $\hat{j}_\ast(\alpha_2) = \alpha_y$. Hence $\hat{j}_\ast$ is bijective, $\hat{H}_0(\pi; D) \cong \mathbb{Z}/2 \otimes \mathbb{Z}/2$ and it is generated by $\alpha_1$, $\alpha_2$.

Now to compute the boundary map $\partial: \hat{H}_1(\pi; \Gamma(\mathbb{Z} \pi/N))$, consider the map of short exact sequences

$$\begin{array}{cccccc}
0 & \longrightarrow & \Gamma(\mathbb{Z} \pi/N) & \overset{i_\ast}{\longrightarrow} & \Gamma(\ker(d_2)) & \overset{q}{\longrightarrow} & D & \longrightarrow & 0 \\
& & \downarrow N & & \downarrow N & & \downarrow N & & \\
0 & \longrightarrow & \Gamma(\mathbb{Z} \pi/N) & \overset{i_\ast}{\longrightarrow} & \Gamma(\ker(d_2)) & \overset{q}{\longrightarrow} & D & \longrightarrow & 0
\end{array}$$

Since $N \cdot \alpha_1 = i_\ast(2 \cdot (N_x \otimes N_x))$ and $N \cdot \alpha_2 = i_\ast(n \cdot (N_x \otimes N_x) + 2(\sigma \otimes \sigma))$, the boundary map $\partial$ sends $\alpha_1$ and $\alpha_2$ to $2 \cdot (N_x \otimes N_x)$ and $n \cdot (N_x \otimes N_x) + 2(\sigma \otimes \sigma)$, respectively. \qed
In order to finish the proof of Theorem 4.1, we first need the following two lemmas.

**Lemma 4.11.** Let $G$ be a finite group and let $\psi : \mathbb{Z}G \to \mathbb{Z}G/N$ be the quotient map. For each $g \in G$ of order two, fix a set of coset representatives $\{x_1, \cdots, x_n\}$ for $G/\langle g \rangle$ and let $\Sigma_{G/\langle g \rangle} = \sum_{i=1}^{n} x_i$. Then there is an isomorphism of abelian groups

$$\bigg( \bigoplus_{g \neq 1, g^2 = 1} \mathbb{Z}/2 \bigg) / (1, \cdots, 1) \cong \text{im}(\psi) : \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G)) \to \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G/N))$$

which, on the summand indexed by $g$, has the form $1 \mapsto \psi(\Sigma_{G/\langle g \rangle} \cdot (1 \Box g))$.

**Proof.** Let $S$ be the set given by a representative of $g, g^{-1}$ for each $g \in G, g^2 \neq 1$. By [HK88, Lemma 2.2], we have

$$\mathbb{Z}G \oplus \bigoplus_{S} \mathbb{Z}G \oplus \bigoplus_{g \neq 1, g^2 = 1} \mathbb{Z}G / (1 - g)\mathbb{Z}G \cong \Gamma(\mathbb{Z}G).$$

On the first summand the isomorphism is given by $h \mapsto h \otimes h$ and on a summand corresponding to $g \in G, g \neq 1$ the isomorphism sends $h$ to $hg \otimes h + h \otimes hg$. On $\mathbb{Z}G$, the norm map $\mathbb{Z} \to (\mathbb{Z}G)^{\hat{G}}$ is an isomorphism, on $\mathbb{Z}G/(1 - g)\mathbb{Z}G$ with $g^2 = 1, g \neq 1$, the norm map $\mathbb{Z} \to (\mathbb{Z}G/(1 - g)\mathbb{Z}G)^{\hat{G}}$ is injective with cokernel $\mathbb{Z}/2$. The cokernel is generated by summing over some set of representatives of $G/\langle g \rangle$. As $\hat{H}_{-1}(G; \mathbb{Z}G) = 0$ and $\hat{H}_{-1}(G; \mathbb{Z}G/(1 - g)\mathbb{Z}G) \cong \hat{H}_{-1}(\langle g \rangle; \mathbb{Z}) \cong \mathbb{Z}/2$, this implies that there is an isomorphism

$$\bigg( \bigoplus_{g \neq 1, g^2 = 1} \mathbb{Z}/2 \bigg) \cong \hat{H}_{-1}(G; (1 - g)\mathbb{Z}G) \cong \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G)).$$

It can be shown (see [HK18, p. 529]) that, on the summand indexed by $g$, this map is given by:

$$1 \mapsto \psi(\Sigma_{G/\langle g \rangle} \cdot (1 \Box g)).$$

Now note that there is an exact sequence $0 \to \mathbb{Z} \to \mathbb{Z}G \to \mathbb{Z}G/N \to 0$ which has associated sequences from Lemma 4.3:

$$0 \to \Gamma(\mathbb{Z}) \to \Gamma(\mathbb{Z}G) \to D_0 \to 0$$

$$0 \to \mathbb{Z} \otimes_{\mathbb{Z}} (\mathbb{Z}G/N) \to D_0 \to \Gamma(\mathbb{Z}G/N) \to 0$$

We have that $\hat{H}_{-1}(G; \mathbb{Z}G/N) \cong \hat{H}_{-2}(G; \mathbb{Z}) \cong H^1(G; \mathbb{Z}) = 0$ and so the two long exact sequences for Tate homology can be combined at the $\hat{H}_{-1}(G; D_0)$ term to give an exact sequence:

$$\hat{H}_{-1}(G; \mathbb{Z}) \xrightarrow{1 \mapsto N \otimes N} \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G)) \xrightarrow{\psi} \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G/N)).$$

By exactness, we have that

$$\text{im}(\psi) : \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G)) \to \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G/N)) \cong \hat{H}_{-1}(G; \Gamma(\mathbb{Z}G))/N \otimes N.$$

Let $\{x_1(g), \cdots, x_n(g)\}$ be coset representatives for $G/\langle g \rangle$ where $g \neq 1, g^2 = 1$. It can be shown (again, see [HK18, p. 529]) that:

$$N \otimes N = N \cdot \gamma + \sum_{g \neq 1, g^2 = 1} \Sigma_{G/\langle g \rangle} \cdot (1 \Box g)$$

for some $\gamma \in \Gamma(\mathbb{Z}G/N)$, and so $N \otimes N$ maps to the diagonal element under the isomorphism described above. \qed
Furthermore, note that \( \hat{x} \) which is trivial in \( yx \). Hence if \( n/2 \) is even, the non-trivial order two elements are
\[
\{yx^i : 0 \leq i < n\} \cup \{x^{n/2}\}
\]
and we can take \( \Sigma_{\pi/(yx^i)} = N_x \) for all \( 0 \leq i < n \) and \( \Sigma_{\pi/(x^{n/2})} = (1 + y) \sum_{i=0}^{n/2-1} x^i \).

**Lemma 4.12.** The elements \( 2 \cdot (N_x \otimes N_x), 2 \cdot (\sigma \otimes \sigma) \in \hat{H}_{-1}(\pi; \Gamma(\mathbb{Z}\pi/N)) \) are linearly independent.

**Proof.** Consider the exact sequence \( \mathbb{Z} \to \mathbb{Z}\pi \to \mathbb{Z}\pi/N \) and the associated exact sequences \( \Gamma(\mathbb{Z}) \to \Gamma(\mathbb{Z}\pi) \to D_0 \) and \( \mathbb{Z} \otimes \mathbb{Z}\pi/N \to D_0 \to \Gamma(\mathbb{Z}\pi/N) \). A pre-image of \( 2(N_x \otimes N_x) \in D_0 \) in \( \Gamma(\mathbb{Z}\pi) \) is given by
\[
2(N_x \otimes N_x) - N \sqcup N_x = -yN_x \sqcup N_x.
\]
Note that on \( yN_x \otimes N_x \in \mathbb{Z}\pi \otimes \mathbb{Z}\pi \) the element \( x \) acts trivial and that \( yN_x \otimes N_x \) is mapped to \( N_x \otimes yN_x \) under \( y \). Hence \(-yN_x \sqcup N_x\) is a fixed point in \( \Gamma(\mathbb{Z}\pi) \) and thus represents an element of \( \hat{H}_{-1}(\pi; \Gamma(\mathbb{Z}\pi)) \).

Under the isomorphism from Lemma 4.11, the element
\[
yN_x \sqcup N_x = N_x \sqcup yN_x = \sum_{i,j} x^i \sqcup yx^{i+j} = \sum_i N_x \cdot (1 \sqcup yx^i)
\]
maps to 1 in all summands index by \( yx^i \) for some \( i \) and to 0 in all other summands. In particular, \( 2(N_x \otimes N_x) \) is non-trivial in \( \hat{H}_{-1}(\pi; \Gamma(\mathbb{Z}\pi/N)) \).

We have with our usual notation \( \sigma = (1 + yx) \sum_{i=1}^{n/2} x^{2i} \) that
\[
2(\sigma \otimes \sigma) - N \otimes N + N \sqcup x\sigma = \sigma \otimes \sigma + x\sigma \otimes x\sigma
\]
which is a fixed point in \( \Gamma(\mathbb{Z}\pi) \). We claim that, under the isomorphism from Lemma 4.11, this element maps to 1 in all summands index by \( yx^{2i+1} \) for some \( i \) and to 0 in all summands index by \( yx^{2i} \) for some \( i \). It also maps to 1 in the summand indexed by \( x^{n/2} \) if and only if \( n/2 \) is even. Let \( N_{x^2} := \sum_{i=1}^{n/2} x^{2i} \), so that \( \sigma = (1 + yx)N_{x^2} \). Then
\[
\sigma \otimes \sigma + x\sigma \otimes x\sigma = (1 + x)(\sigma \otimes \sigma)
\]
\[
= (1 + x)(N_{x^2} \otimes N_{x^2} + yxN_{x^2} \otimes yxN_{x^2} + N_{x^2} \sqcup yxN_{x^2}).
\]
We have
\[
(1 + x)(N_{x^2} \sqcup yxN_{x^2}) = N_x(1 \sqcup yxN_{x^2}) = \sum_{i=1}^{n/2} N_x(1 \sqcup yx^{2i+1}).
\]
Furthermore,
\[
(1 + x)(N_{x^2} \otimes N_{x^2} + yxN_{x^2} \otimes yxN_{x^2}) = (1 + x)(1 + yx)(N_{x^2} \otimes N_{x^2})
\]
\[
= N(1 \otimes N_{x^2}) = \sum_{i=1}^{n/2} N(1 \otimes x^{2i}).
\]
Note that \( N(1 \otimes x^{2i}) = N x^{n-2i}(1 \otimes x^{2i}) = N(x^{n-2i} \otimes 1) \) and thus \( N(1 \otimes x^{2i} + 1 \otimes x^{n-2i}) = N(1 \otimes x^{2i}) \). Hence if \( n/2 \) is odd, we have
\[
\sum_{i=1}^{n/2} N(1 \otimes x^{2i}) = \sum_{i=1}^{(n+2)/4} N(1 \otimes x^{2i})
\]
which is trivial in \( \hat{H}_{-1}(\pi; \Gamma(\mathbb{Z}\pi/N)) \). If \( n/2 \) is even, we have
\[
\sum_{i=1}^{n/2} N(1 \otimes x^{2i}) = N(1 \otimes x^{n/2}) + \sum_{i=0}^{n/4-1} N(1 \otimes x^{2i}).
\]
The last summand is again trivial in $\tilde{H}_{-1}(\pi; \Gamma((\mathbb{Z}\pi/N))$ and we have

$$N(1 \otimes x^{n/2}) = (1 + y) \sum_{i=0}^{n/2-1} x^i (1 \otimes x^{n/2})$$

which maps to the summand index by $x^{n/2}$ under the isomorphism from Lemma 4.11. This proves the claim. As $2(N_x \otimes N_x)$ maps to 1 in all summands index by $yx^i$ for all $i$, the two elements are linearly independent.

Proof of Theorem 4.1. We showed previously that there is an exact sequence:

$$0 \to \tilde{H}_0(\pi; \Gamma(\ker(d_2))) \overset{\tilde{d}_2}{\to} \tilde{H}_0(\pi; D) \overset{d_2}{\to} \tilde{H}_{-1}(\pi; \Gamma((\mathbb{Z}\pi/N)) \to \ldots.$$ 

By Proposition 4.3, we have that $\tilde{H}_0(\pi; D)$ is generated by $\alpha_1$ and $\alpha_2$ with $\partial(\alpha_1) = 2 \cdot (N_x \otimes N_x)$ and $\partial(\alpha_2) = n \cdot (N_x \otimes N_x) + 2 \cdot (\sigma \otimes \sigma)$. As $n$ is even, $n \cdot (N_x \otimes N_x)$ is a multiple of $2 \cdot (N_x \otimes N_x)$.

By Lemma 4.12 $2 \cdot (N_x \otimes N_x)$ and $2 \cdot (\sigma \otimes \sigma)$ are linearly independent and so $\partial$ is injective. By exactness, this implies that $\tilde{H}_0(\pi; \Gamma(\ker(d_2))) = 0$.

5. An explicit parametrisation for $\Omega^3(\mathbb{Z})$

Since $\ker(d_2)^* \cong \ker(d_2)$, from dualizing Proposition 3.5 there is an exact sequence of left $\mathbb{Z}\pi$-modules:

$$0 \to (I, 2)^* \overset{j^*}{\to} \ker(d_2)^* \overset{i^*}{\to} (\mathbb{Z}\pi/N)^* \to 0$$

where we recall that the original maps from the kernel sequence were $i = \cdot (x^1 1 - xy 0)$ and $j = \cdot (0 0 1)$. Dualizing preserves exactness of the sequence since all modules are $\mathbb{Z}\pi$-lattices, as discussed for example in [Nic20, Remark 1.8]. Our aim will now be to simplify each of the terms in the sequence above.

We first note that $d_2$ as the dual of $d_2$ is given by transposing the matrix for $d_2$ and applying the involution. That is, $d_2^* = \cdot \left( \begin{array}{ccc} N_x & 1+xy & 0 \\ -1 & -1+1+y & 0 \end{array} \right)$. With the same procedure, the dual of $\mathbb{Z}\pi/N \overset{(x^1 1 - xy 0)}{\longrightarrow} \ker(d_2)$ is given by $i^* = \cdot \left( \begin{array}{ccc} x^1-1 \\ 1-xy \\ 0 \end{array} \right)$.

To reduce the number of inverses in the following computation, we substitute $x^1$ by $x$ and obtain $d_2^* = \cdot \left( \begin{array}{ccc} N_x & 1+xy & 0 \\ -1 & -1+1+y & 0 \end{array} \right)$, and the map $\ker(d_2^*) \to (\mathbb{Z}\pi/N)^*$ is given by $i^* = \cdot \left( \begin{array}{ccc} x^1-1 \\ 1-xy \\ 0 \end{array} \right)$. This gives the following exact sequence.

$$0 \to (I, 2)^* \overset{(0 0 1)}{\longrightarrow} \ker(d_2^*) \overset{(x^1 1 - xy 0)}{\longrightarrow} (\mathbb{Z}\pi/N)^* \to 0$$

Lemma 5.1. There is an isomorphism of $\mathbb{Z}\pi$-modules

$$\varphi: (N, 2) \to (I, 2)^*$$

which sends $2 \mapsto i_{(I, 2); \mathbb{Z}\pi}$, $N \mapsto p$, where $i_{(I, 2); \mathbb{Z}\pi}: (I, 2) \hookrightarrow \mathbb{Z}\pi$ is inclusion and $p: (I, 2) \to \mathbb{Z}\pi$ is given by $p(\lambda) = N \cdot \frac{1}{2} \varepsilon(\lambda)$.

Remark 5.2. The definition of the map $p$ makes sense since $\varepsilon((N, 2)) \subseteq 2\mathbb{Z}$. By abuse of notation, we could also write $p = \frac{1}{2} N \varepsilon$.

Proof. First recall that $\mathbb{Z}\pi/N \cong I^*$ which sends 1 to the inclusion map $i_{I; \mathbb{Z}\pi}: I \hookrightarrow \mathbb{Z}\pi$, and so $I^*$ as a $\mathbb{Z}\pi$-module is generated by $i_{I; \mathbb{Z}\pi}$. By dualising the exact sequence $0 \to I \to (I, 2) \xrightarrow{i} 2\mathbb{Z} \to 0$, we get

$$0 \to \mathbb{Z} \overset{1 \mapsto p}{\longrightarrow} (I, 2)^* \overset{\lambda(i_{I; \mathbb{Z}\pi} \mapsto \lambda) \circ i_{(I, 2)}}{\longrightarrow} \mathbb{Z}\pi/N \to 0$$
where \( i_{(I,2)}: I \hookrightarrow (I, 2) \) is the inclusion map. Since under the second map \((i_{(I,2)}: Z\pi) \mapsto \mathbb{Z}/N \) is a generator, this implies that \((I, 2)^* = (i_{(I,2)}: Z\pi, p)\). To see that \( \varphi \) is well-defined, note that \( N \cdot i_{(I,2)}: Z\pi = 2 \cdot p \). Hence \( \varphi \) is a surjective \( \mathbb{Z}\pi\)-module homomorphism and so it remains to show injectivity.

To see this, note that the underlying abelian groups of \((N, 2)\) and \((I, 2)\) are both torsion-free and have rank \(|\pi|\) since \( \mathbb{Q} \otimes_{\mathbb{Z}} (N, 2) = \mathbb{Q} \otimes_{\mathbb{Z}} (I, 2) = \mathbb{Q} \pi \). This implies that the underlying abelian group of \((I, 2)^*\) is also torsion-free of rank \(|\pi|\). Hence \( \varphi \) is bijective since every surjection \( \varphi: \mathbb{Z}[\pi] \to \mathbb{Z}[\pi] \) is also a bijection. □

Lemma 5.3. There is an isomorphism of \( \mathbb{Z}\pi\)-module\( s \) \((\mathbb{Z}\pi/N)^* \cong I\) which sends the map \( f \in (\mathbb{Z}\pi/N)^* \) to \( f(1) \in I\).

Proof. To show this we can, for example, dualise the isomorphism \( \mathbb{Z}\pi/N \cong I \) which sends 1 to the inclusion map \( I \hookrightarrow \mathbb{Z}\pi \).

We can now substitute \((I, 2)^* \cong (N, 2)\) and \((\mathbb{Z}\pi/N)^* \cong I\) in \([5.1]\). For this we need to find an element in \( \text{coker}(d^2) \) which becomes \((0, 0, N)\) under multiplication by 2. We compute
\[
2(N_x, 0, 0) - (0, 0, N) = (1 - yx)(N_x, 1 + yx, 0) - N_x(-1 + y, x - 1, 1 + y)
\]
in \( \mathbb{Z}^3 \). Since \((N_x, 1 + yx, 0)\) and \((-1 + y, x - 1, 1 + y)\) are in the image of \( d^2 \), this implies \((0, 0, N) = 2(N_x, 0, 0) \in \text{coker}(d^2) \). Thus the following proposition follows from applying Lemmas \([5.1]\) and \([5.3]\) to \([5.1]\).

Proposition 5.4. With respect to the above identification of \( \text{coker}(d^2) \), there is an exact sequence:
\[
0 \to (N, 2) \xrightarrow{\iota'} \text{coker}(d^2) \xrightarrow{\phi'} I \to 0.
\]
Furthermore, we have \( j'(1, 0, 0) = x - 1 \) and \( j'(-y, -1, 0) = y - 1 \) which gives lifts of the \( \mathbb{Z}\pi\)-module generators for \( I \).

6. Computing \( \hat{H}_0(\pi; \Gamma(\text{coker}(d^2))) \)

At the end of this section on page 21 we will prove the following:

Theorem 6.1. If \( \pi \) is a dihedral group of order \( 2n \) for \( n \) even, then \( \hat{H}_0(\pi; \Gamma(\text{coker}(d^2))) = 0 \).

Let \( E = \Gamma(\text{coker}(d^2))/\Gamma((N, 2)) \) so that there is an exact sequence
\[
0 \to \Gamma((N, 2)) \xrightarrow{\iota'} \Gamma(\text{coker}(d^2)) \xrightarrow{\phi'} E \to 0
\]
where \( \phi' \) is the quotient map. By Lemma \([1.3]\) there is an exact sequence:
\[
0 \to (N, 2) \otimes \mathbb{Z} \xrightarrow{\iota'} E \xrightarrow{\phi'} \Gamma(I) \to 0.
\]
By Proposition \([5.4]\) the map \( \phi' \) is defined by
\[
f': (N, 2) \otimes \mathbb{Z} I \to E = \Gamma(\text{coker}(d^2))/\Gamma((N, 2))
\]
\[
\begin{align*}
2 \otimes (x - 1) &\mapsto [(0, 0, 1) \sqcap (1, 0, 0)] \\
N \otimes (x - 1) &\mapsto [(N_x, 0, 0) \sqcap (1, 0, 0)] \\
2 \otimes (y - 1) &\mapsto [(0, 0, 1) \sqcap (-y, -1, 0)] \\
N \otimes (y - 1) &\mapsto [(N_x, 0, 0) \sqcap (-y, -1, 0)]
\end{align*}
\]
By the long exact sequence for Tate homology applied to the first exact sequence, we have:
\[
\cdots \to \hat{H}_0(\pi; \Gamma((N, 2))) \xrightarrow{\phi'} \hat{H}_0(\pi; \Gamma(\text{coker}(d^2))) \xrightarrow{\phi'} \hat{H}_0(\pi; E) \to \ldots.
\]
We will now aim to show the following.
Proposition 6.2. \( \hat{H}_0(\pi; E) = 0 \).

We begin by noting that \( \hat{H}_0(\pi; \Gamma(I)) = 0 \) by \cite{HK88} Theorem 2.1. By the long exact sequence on Tate homology for the second exact sequence, we thus have an exact sequence:

\[
\ldots \to \hat{H}_1(\pi; \Gamma(I)) \xrightarrow{\partial} \hat{H}_0(\pi; (N, 2) \otimes \mathbb{Z} I) \xrightarrow{\hat{P}} \hat{H}_0(\pi; E) \to 0 \to \ldots
\]

where \( \partial \) denotes the boundary map. Hence, in order to show Proposition 6.2, it will suffice to prove that \( \partial \) is surjective.

Lemma 6.3. For every finite group \( G \) there is an isomorphism of abelian groups

\[
G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2 \to \hat{H}_0(G; (N, 2) \otimes \mathbb{Z} I)
\]

given by \( g \mapsto N \otimes (g - 1) \).

Proof. Similarly to the proof of Lemma 4.4, we consider the following two exact sequences. Firstly the sequence \( 0 \to I \to ZG \xrightarrow{\zeta} \mathbb{Z} \to 0 \) tensored with \( (N, 2) \otimes \mathbb{Z} \):

\[
0 \to (N, 2) \otimes \mathbb{Z} I \to (N, 2) \otimes \mathbb{Z} G \xrightarrow{\text{id} \otimes \tau} (N, 2) \otimes \mathbb{Z} \mathbb{Z} \to 0
\]

where the middle term is free by \cite{KPR20, Lemma 4.3}. And secondly, we have:

\[
0 \to \mathbb{Z}G \xrightarrow{\zeta} (N, 2) \xrightarrow{N \otimes 1} \mathbb{Z}/2 \to 0.
\]

This is exact since \( N \cdot \mathbb{Z}G = N \cdot \mathbb{Z} \) and, by the second isomorphism theorem for modules, we have that \( (N, 2)/2 \cdot \mathbb{Z}G \cong N \cdot \mathbb{Z}/(2 \cdot \mathbb{Z}G \cap N \cdot \mathbb{Z}) = N \cdot \mathbb{Z}/2N \cdot \mathbb{Z} \cong \mathbb{Z}/2 \).

By applying dimension shifting twice, we get:

\[
\hat{H}_0(G; (N, 2) \otimes \mathbb{Z} I) \cong \hat{H}_1(G; (N, 2)) \cong \hat{H}_1(G; \mathbb{Z}/2)
\]

and \( \hat{H}_1(G; \mathbb{Z}/2) \cong G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2 \).

Under the isomorphism \( G^{ab} \otimes_{\mathbb{Z}} \mathbb{Z}/2 \cong \hat{H}_1(G; \mathbb{Z}/2) \cong \hat{H}_1(G; (N, 2)) \), and adopting Convention 1.10 the element \( g \) maps to \( [c_g \otimes N] \) where \( c_g \in C_1 \) is such that \( d_1(c_g) = g - 1 \in C_0 \). Under the boundary map \( \hat{H}_1(G; (N, 2)) \to \hat{H}_0(G; (N, 2) \otimes \mathbb{Z} I) \) induced by the first exact sequence above, the element maps to \( N \otimes (g - 1) \) as claimed. \( \square \)

We can now show the following which completes the proof of Proposition 6.2. Recall that, for the presentation \( P = (x, y \mid x^a y^{-2}, x y x y^{-1}, y^2) \), we obtained a partial free resolution \( C_\ast(P) \) using Fox derivatives. In what follows, we will write \( (C_\ast, d_\ast) = (C_\ast(P), d_\ast) \) for \( 0 \leq \ast \leq 2 \) and will adopt Convention 1.10 using this specific resolution.

Lemma 6.4. The boundary map \( \partial : \hat{H}_1(\pi; \Gamma(I)) \to \hat{H}_0(\pi; (N, 2) \otimes \mathbb{Z} I) \) is surjective.

Proof. For each \( g \in \pi \) of order 2, let \( c_g \in C_1 \) be such that \( d_1(c_g) = 1 - g \). Note that the map

\[
d_1 \otimes \text{id}_{\Gamma(I)} : \mathbb{Z} \pi^2 \otimes_{\mathbb{Z} \pi} \Gamma(I) \to \mathbb{Z} \pi \otimes_{\mathbb{Z} \pi} \Gamma(I) \cong \Gamma(I)
\]

sends \( c_g \otimes ((1 - g)^{\otimes 2}) \mapsto (1 - g) \cdot (1 - g)^{\otimes 2} = 0 \) and so we have defined an element

\[
\gamma_g = [c_g \otimes (1 - g)^{\otimes 2}] \in \hat{H}_1(\pi; \Gamma(I)).
\]

Now note that \( \partial(\gamma_g) \in \hat{H}_0(\pi; (N, 2) \otimes \mathbb{Z} I) \) is defined by a diagram chase on the following diagram:

\[
\begin{array}{ccc}
0 & \longrightarrow & C_1 \otimes_{\mathbb{Z} \pi} ((N, 2) \otimes \mathbb{Z} I) \\
\downarrow_{d_1 \otimes \text{id}} & & \downarrow_{d_1 \otimes \text{id}} \\
0 & \longrightarrow & (N, 2) \otimes \mathbb{Z} I \\
& & \downarrow_{f'}
\end{array}
\quad
\begin{array}{ccc}
C_1 \otimes_{\mathbb{Z} \pi} E & \longrightarrow & C_1 \otimes_{\mathbb{Z} \pi} \Gamma(I) \\
\downarrow_{d_1 \otimes \text{id}} & & \downarrow_{d_1 \otimes \text{id}} \\
E & \longrightarrow & \Gamma(I)
\end{array}
\]

where we use the identification \( C_0 \otimes_{\mathbb{Z} \pi} M \cong M \) in the bottom exact sequence.
It will be useful to note that, if \(w_g \in \text{coker}(d^2)\) is a lift of \(1-g \in I\), then
\[
(id \otimes j'_y)(c_g \otimes \langle w_g \otimes w_g \rangle) = \gamma_g \quad \text{and} \quad (d_1 \otimes \text{id})(c_g \otimes \langle w_g \otimes w_g \rangle) = (1-g) \cdot \langle w_g \otimes w_g \rangle.
\]

We will now show that \(\partial(\gamma_{yx}) = N \otimes (yx - 1)\) and \(\partial(\gamma_y) = N \otimes (y - 1)\). This finishes the proof since, by Lemma 6.3 and the fact that \(\pi\) is generated by \(yx\) and \(y\), the elements \(N \otimes (yx - 1)\) and \(N \otimes (y - 1)\) are generators for \(\mathbb{H}_0(\pi; (N, 2)^{\otimes 2} \otimes I)\).

We will begin by computing \(\partial(\gamma_{yx})\). Since \(w_{yx} = (0, 1, 0) \in \text{coker}(d^2)\) is a lift of \(1-yx \in I\), it suffices to prove that \(f'((N \otimes (yx - 1))(y - 1)) = (0, 1, 0) \otimes (0, 1, 0)\). Firstly, since \((0, yx, 0) \in \text{coker}(d^2)\) maps to \(yx - 1 \in I\), we can take \(f'((N \otimes (yx - 1))(y - 1)) = [(N, 0, 0) \square (0, yx, 0)]\). Secondly, note that \((N_x, 1 + yx, 0) = 0 \in \text{coker}(d^2)\) and so we have:
\[
(0, 1, 0) = -(N_x, 0, 0) - (0, yx, 0) \in \text{coker}(d^2).
\]

By using this repeatedly inside \(E\), we get:
\[
(1 - yx) \cdot [(0, 1, 0) \otimes (0, 1, 0)] = [(0, 1, 0) \otimes (0, 1, 0)] - [(0, yx, 0) \otimes (0, yx, 0)] \\
= -[(0, 1, 0) \otimes (N_x, 0, 0)] + [(N_x, 0, 0) \otimes (0, yx, 0)],
\]
where we have used for the last equality that \([(N_x, 0, 0)^{\otimes 2}] = 0 \in E\) since \(i'(N) = (N_x, 0, 0)\).

We will now compute \(\partial(\gamma_y)\). Similarly, we can take \(w_y = (y, 1, 0)\) to be a lift of \(y - 1 \in I\) so that \(f'((N \otimes (y - 1)) = [(N_x, 0, 0) \square (y, 1, 0)]\). We now compute:
\[
(1 - y) \cdot [(y, 1, 0) \otimes (y, 1, 0)] \\
= [(y, 1, 0) \otimes (y, 1, 0)] - [(1, y, 0) \otimes (1, y, 0)] \\
= [(y, 1, 0) \otimes (y, 1, 0)] + [(1, y, 0) \otimes (y, 1, 0)] - [(1, y, 0) \otimes (1 + y, 1 + y, 0)] \\
= [(1 + y, 1 + y, 0) \otimes (y, 1, 0)] - [(1, y, 0) \otimes (1 + y, 1 + y, 0)] \\
= [(1 + y, 1 + y, 0) \square (y, 1, 0)] - [(1 + y, 1 + y, 0)^{\otimes 2}] \\
= [(1 + y, 1 + y, 0) \square (y, 1, 0)] \\
\]
where we have used in the last step that \([(1 + y, 1 + y, 0)^{\otimes 2}] = 0 \in E\) since \(i'(N) = (N_x, 0, 0)\) and so \((1 + y, 1 + y, 0) \in \text{im}(i')\). Now note that
\[
(y + 1, y + 1, 0) = (0, y + x, 1 + y) = (-yN_x, 0, 1 + y) = (-N_x, 0, 1 + y) \in \text{coker}(d^2),
\]
where the first uses that \((-1-y, x, 1+y)\) is trivial, the second uses that \(y + x = y(1+y)x)\) and that \((N_x, 1 + y, 0)\) is trivial, and the last line uses that \(0 = (1 - yx)(N_x, 1 + y, 0) = (N_x - yN_x, 0, 0)\). In particular, this shows that:
\[
(1 - y) \cdot [(y, 1, 0) \otimes (y, 1, 0)] = f'((N \otimes (y - 1)) = [(0, 0, 1 + y) \square (y, 1, 0)].
\]

Now note that \((id \otimes j'_y)(c_y \otimes [(0, 0, 1) \square (1, y, 0)]) = 0\) and
\[
(d_1 \otimes \text{id})(c_y \otimes [(0, 0, 1) \square (1, y, 0)]) = (1 - y) \cdot [(0, 0, 1) \square (1, y, 0)] \\
= -[(0, 0, 1 + y) \square (y, 1, 0)] + [(0, 0, 1) \square (1 + y, 1 + y, 0)] \\
= -[(0, 0, 1 + y) \square (y, 1, 0)]
\]
since \(j'(0, 0, 1) = 0\) and \(j'(1 + y, 1 + y, 0) = 0\) implies that \((0, 0, 1), (1 + y, 1 + y, 0) \in \text{im}(i')\) and so \([(0, 0, 1) \square (1 + y, 1 + y, 0)] = 0 \in E\).

Hence, if we take \(\gamma_y = c_y \otimes [(0, 0, 1) \square (1, y, 0)] + c_y \otimes [(y, 1, 0) \otimes (y, 1, 0)] \in C_1 \otimes E\) to be our lift of \(\gamma_y \in C_1 \otimes \Gamma(I)\), then \((d_1 \otimes \text{id})(\gamma_y) = f'((N \otimes (y - 1))\) and so \(\partial(\gamma_y) = N \otimes (y - 1)\), as required. \(\square\)
In order to prove Theorem 6.1 we will now calculate $\widehat{H}_0(\pi; \Gamma((N, 2)))$. Recall that there is an exact sequence:

$$0 \to \mathbb{Z} \overset{N}{\to} (N, 2) \overset{2 \cdot 1}{\to} \mathbb{Z} \to 0.$$ 

Let $F = \Gamma((N, 2))/\Gamma(\mathbb{Z})$ so that

$$(6.2) \quad 0 \to \Gamma(\mathbb{Z}) \overset{N}{\to} \Gamma((N, 2)) \overset{\varphi_0}{\to} F \to 0$$

where $\varphi_0$ is the quotient map. By Lemma 13 again, we get the exact sequence:

$$0 \to \mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} / \pi \overset{f_0}{\to} F \to \Gamma(\mathbb{Z} / \pi) \to 0$$

where $f_0 : \mathbb{Z} / \pi \to F$ sends $1 \to [2 \boxtimes N]$.

**Lemma 6.5.** $\widehat{H}_0(\pi; F)$ is generated by $[2 \boxtimes N]$.

**Proof.** First note that $\mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} / \pi \cong \mathbb{Z} / |\pi| \cong \mathbb{Z} / 2n$ and so

$$\widehat{H}_0(\pi; \mathbb{Z} / \pi) = \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} / \pi) \cong \mathbb{Z} / 2n.$$ 

By [HK88 Theorem 2.1], we have that $\widehat{H}_0(\pi; \Gamma(\mathbb{Z} / \pi)) = 0$ and so the map

$$\widehat{f}_0 : \mathbb{Z} / 2n \cong \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}} \mathbb{Z} / \pi) \to \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}} F)$$

is surjective. Hence $\widehat{f}_0(1) = 2 \boxtimes N$ is a generator of $\widehat{H}_0(\pi; F)$. \qed

**Lemma 6.6.** $\widehat{H}_0(\pi; \Gamma((N, 2))) = \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}} \Gamma((N, 2)))$ is generated by

$$\alpha = \frac{n}{2} \cdot (2 \boxtimes N) - N \otimes N.$$ 

**Proof.** Since $\mathbb{Z} \otimes_{\mathbb{Z}} \Gamma(\mathbb{Z}) \cong \mathbb{Z}$ is torsion-free, the long exact sequence on Tate homology coming from the exact sequence (6.2) is:

$$0 \to \widehat{H}_0(\pi; \Gamma((N, 2))) \overset{\varphi_0}{\to} \widehat{H}_0(\pi; F) \overset{\partial}{\to} \widehat{H}_{-1}(\pi; \Gamma(\mathbb{Z})) \to \ldots.$$ 

By dimension shifting, we have that

$$\widehat{H}_{-1}(\pi; \Gamma(\mathbb{Z})) \cong \widehat{H}_{-1}(\pi; \mathbb{Z}) \cong \widehat{H}_0(\pi; \mathbb{Z} / \pi) \cong \mathbb{Z} / 2n$$

and, with respect to the identification $\widehat{H}_{-1}(\pi; \Gamma(\mathbb{Z})) = \Gamma(\mathbb{Z})^\pi / \text{im}(N)$, it is generated by $1 \boxtimes 1$. It follows from a straightforward diagram chase that $\partial([2 \boxtimes N]) = 4 \cdot (1 \boxtimes 1)$. Since $[2 \boxtimes N] \in \widehat{H}_0(\pi; F)$ is a generator by Lemma 6.5, this implies that $\ker(\partial) = \langle \frac{n}{2} \cdot [2 \boxtimes N] \rangle$.

Let $\alpha = \frac{n}{2} \cdot (2 \boxtimes N) - N \otimes N \in \mathbb{Z} \otimes_{\mathbb{Z}} \Gamma((N, 2))$. Then

$$4\alpha = 2(N \boxtimes N) - 4(N \otimes N) = 0$$

and so $\alpha \in \text{Tors}(\mathbb{Z} \otimes_{\mathbb{Z}} \Gamma((N, 2)))$. Since $\varphi_0(\alpha) = \frac{n}{2} \cdot [2 \boxtimes N]$, this implies that $\alpha$ generates $\widehat{H}_0(\pi; \Gamma((N, 2)))$. \qed

**Remark 6.7.** We were not able to detect whether the generator $\alpha$ is non-zero in $\widehat{H}_0(\pi; \Gamma((N, 2)))$, and hence we do not know whether the module $\widehat{H}_0(\pi; \Gamma((N, 2)))$ is trivial. Nevertheless, we can finish the proof of Theorem 6.1 by showing that the generator $\alpha$ maps to zero under the map $\widehat{i}^* : \widehat{H}_0(\pi; \Gamma((N, 2))) \to \widehat{H}_0(\pi; \Gamma(\text{coker}(d^2)))$ in the long exact sequence (6.1).

**Lemma 6.8.** $\widehat{i}^* = 0$, i.e. $\widehat{i}^*(\alpha) = 0 \in \widehat{H}_0(\pi; \Gamma(\text{coker}(d^2)))$. 

Proof. By Lemma 6.6 we know that \( \tilde{H}_0(\pi; \Gamma((N,2))) \) is generated by \( \alpha \) and so \( \text{im}(\tilde{i}_*^\alpha) \) is generated by

\[
\tilde{\alpha} = \tilde{i}_*^\alpha(\alpha) = \frac{n}{2} \cdot ((0,0,1) \square (N_x,0,0)) - (N_x,0,0)^{\otimes 2}.
\]

We will now show that \( \tilde{\alpha} \) is trivial. Consider the following elements in \( \Gamma(\text{coker}(d^2)) \):

\[
c_1 = (N_x,0,0)^{\otimes 2} + (N_x,0,0) \square (0,yx,0) = (1 - yx) \cdot (0,1,0)^{\otimes 2}
\]

and

\[
c_2 = (-N_x,0,0) \square (y,1,0) - (-N_x,0,1 + y)^{\otimes 2} + (0,0,1) \square (-N_x,0,1 + y)
\]

\[
= (1 - y) \cdot ((0,0,1) \square (1,y,0) + (y,1,0)^{\otimes 2})
\]

where the second equalities follow from the calculations in Lemma 6.4. Hence we have that the classes represented by \( c_1, c_2 \in \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))) \) are trivial.

Since \( (N_x,0,0) = (yN_x,0,0) \in \text{coker}(d^2) \), we have in \( \text{coker}(d^2) \):

\[
yx \cdot c_1 + c_2 = (-N_x,0,0) \square (y,0,0) + (-N_x,0,1 + y)^{\otimes 2} - (N_x,0,0)^{\otimes 2} = (N_x,0,0) \square (0,0,0) \cdot (0,0,1) - (N_x,0,1 + y)^{\otimes 2}
\]

\[
= (-N_x,0,0) \square (y,0,0) + (N_x,0,0) \square (0,0,0) + (0,0,1 + y)^{\otimes 2} - (N_x,0,1 + y)^{\otimes 2}
\]

Let \( v_1 = (-N_x,0,0) \square (y,0,0) + (N_x,0,0) \square (0,0,0) \). Since

\[
c_3 = (-0,0,y)^{\otimes 2} + (0,0,1)^{\otimes 2} = 0 \in \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))),
\]

the above implies that \( v_1 = yx \cdot c_1 + c_2 - c_3 = 0 \in \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))). \)

Let \( S := \sum_{i=0}^{n/2-1} x^i \) and let \( v_2 = (1 - x^{n/2}) \cdot (S,0,0)^{\otimes 2} \) so that \( v_2 = 0 \in \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))). \)

Now, we have:

\[
v_2 = (S,0,0)^{\otimes 2} - (N_x - S,0,0)^{\otimes 2}
\]

\[
= (N_x,0,0) \square (S,0,0) - (N_x,0,0)^{\otimes 2}.
\]

Using \( (N_x,0,0) = (yN_x,0,0) \in \text{coker}(d^2) \) again,

\[
y \cdot v_1 + v_2 = (-yN_x,0,0) \square (S,0,0) + (yN_x,0,0) \square (0,0,S) + v_2
\]

\[
= (-N_x,0,0) \square (S,0,0) + (N_x,0,0) \square (0,0,S) + v_2
\]

\[
= (N_x,0,0) \square (0,0,S) - (N_x,0,0)^{\otimes 2}
\]

\[
= S(N_x,0,0) \square (0,0,1) - (N_x,0,0)^{\otimes 2}
\]

\[
= S(0,0,1) \square (N_x,0,0) - (N_x,0,0)^{\otimes 2}.
\]

Finally, note that \( \hat{\alpha} = Sy \cdot v_1 + v_2 = 0 \in \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))) \), as required. \( \Box \)

**Proof of Theorem 6.1.** We showed previously that there was an exact sequence:

\[
\tilde{H}_0(\pi; \Gamma((N,2))) \xrightarrow{i_*} \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))) \xrightarrow{\phi} \tilde{H}_0(\pi; E).
\]

By Proposition 6.2 we have that \( \tilde{H}_0(\pi; E) = 0 \) and, by Lemma 6.8 we have that \( \tilde{i}_* = 0 \). By exactness, this implies that \( \tilde{H}_0(\pi; \Gamma(\text{coker}(d^2))) = 0 \). \( \Box \)
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