Global structure of black holes via the dynamical system
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Abstract
We have recast the system of Einstein field equations for locally rotationally symmetric spacetimes into an autonomous system of covariantly defined geometrical variables. The analysis of this autonomous system gives all the important global features of the maximal extension of these spacetimes. We have concluded that the dynamical system analysis can be a powerful mathematical tool for qualitative understanding of the global structure of spacetimes covariantly, without actually solving the field equations.
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1. Introduction

In general relativity (GR), any spacetime can be regarded as a solution to the Einstein field equations $G_{\mu\nu} = T_{\mu\nu}$, if one defines the energy momentum tensor of the matter according to the left hand side of the equation, which can be calculated from the metric tensor of the spacetime. However, the matter tensor so defined will in general have nonphysical properties and, in most of the cases, will have no resemblance to the standard matter around us. Hence by the term exact solution of Einstein field equations, we shall mean the following: a spacetime $(\mathcal{M}, g)$ in which the field equations are satisfied with the energy momentum tensor $(T_{\mu\nu})$ of some specific form of matter which obeys the postulate of local causality and at least
one of the physically reasonable energy conditions [1]. Most of the well known exact solutions are thus for the empty space \((T_{\mu\nu} = 0)\), for an electromagnetic field, for a perfect fluid or for combination of these. Because of the extreme complexity of the field equations, which are in general 10 coupled non linear second order partial differential equations, it is impossible to find exact solutions except in the spaces of high symmetry (e.g. spherical symmetry) and for relatively simple matter content. In this regard these exact solutions are rather idealised.

Nevertheless, the exact solutions give the idea of important qualitative features that can arise in GR and hence also the possible properties of the realistic solutions of field equations. One of the most intriguing and challenging tasks is to find the global properties of the field equations by the maximal analytic extension of the local solutions. Study of these global structures of the solutions are important as we get the maximal manifold \((\mathcal{M}, \mathbf{g})\) on which the solution is valid and hence the maximal complete atlas. This enables us to get rid of all the coordinate singularities that may appear due to bad choice of coordinates while solving the field equations. Obtaining such maximal extension may be tedious and tricky as one needs to cleverly redefine the spacetime coordinates so that the space around the coordinate singularity becomes regular. By this step, we get rid of the coordinate singularity and the metric tensor becomes nondegenerate even in the locus of the previous coordinate singularity. We may continue it as far as we can till this process ultimately stops because the spacetime is surrounded either by asymptotic infinity—infinte volume where trajectories may be extended to an infinite proper length—or by genuine (curvature) singularities that cannot be extended by any coordinate. Geodesics physically terminate at such real singularities.

We know the dynamical systems approach has proven to be a very important mathematical tool in studying the global properties of various cosmologies in GR [2] and also other higher order theories of gravity [3–11]. Similar analysis were performed to study the properties of spherically symmetric solutions in dimensionally reduced spacetimes and diatonic black holes in GR and other higher order theories of gravity [12–18]. The most important advantage of the dynamical systems technique is that without solving the system completely one can have qualitative informations on important global features of the phase space, in terms of the fixed points of the system, their stabilities and different invariant submanifolds of the complete phase space.

The aim of this paper is as follows:

(a) Using a semitetrad covariant formalism, we show that one can recast the field equations (which are the combination of Ricci and doubly contracted Bianchi identities) for vacuum (with or without a cosmological constant) or electrovacua locally rotationally symmetric (LRS-II) spacetimes into an autonomous system of covariantly defined variables. Hence by definition, this autonomous system is gauge independent.

(b) Using the usual Poincaré compactification, we compactify the phase space of this autonomous system.

(c) Using the general symmetries of LRS-II spacetimes and the properties of the phase space of the above defined autonomous system, we show that we can have the qualitative idea of all the important global features of these spacetimes, without actually solving the system.

Thus the analysis developed in this paper can be effectively used to find the important global properties of other more realistic solutions of Einstein field equations, without solving these equations.

In this paper, we confine our attention to spherically symmetric vacuum (with or without a cosmological constant) or electrovacuum, see [19] for applications to modified gravity.
theories. For technical reasons, it is convenient to consider a class of spacetimes which is a small generalization of spherically symmetric metrics: namely LRS class II spacetimes [20–22]. These are evolving and vorticity free spacetimes with a one-dimensional isotropy group of spatial rotations at every point. Except for few higher symmetry cases, these spacetimes have locally (at each point) a unique preferred spatial direction that is covariantly defined. To describe these spacetimes in terms of metric components, it is well known that the most general interval for LRS-II is written as [21]

\[
\begin{align*}
\text{d}s^2 &= -A^2(t, \chi) \, dt^2 + B^2(t, \chi) \, d\chi^2 + C^2(t, \chi) \left[ dy^2 + D^2(y, k) \, dz^2 \right].
\end{align*}
\]

where \( t \) and \( \chi \) are parameters along the integral curves of the timelike vector field \( u^\mu = A^{-1}\delta_0^\mu \) and the preferred spacelike vector field \( n^\mu = B^{-1}\delta_k^\mu \). The function \( D(y, k) = \sin y, y, \sinh y \) for \( k = (1, 0, -1) \) respectively. The 2-metric \( dy^2 + D^2(y, k) \, dz^2 \) describes spherical, flat, or open homogeneous and isotropic 2-surfaces for \( k = (1, 0, -1) \). Spherically symmetric spacetimes are the \( k = 1 \) subclass of these spacetimes. One can easily see that all the physically interesting spherically symmetric spacetimes fall in the class LRS-II.

It has been recently shown in [23], that a vacuum or electrovac LRS-II spacetime (with or without a cosmological constant) has an extra symmetry in terms of existence of a Killing vector in local \([u, n]\) plane, where \( u^\mu \) and \( n^\mu \) are timelike and spacelike vector fields respectively, defined above. This extra Killing vector, if timelike, makes the spacetime locally static and, if spacelike, makes the spacetime locally spatially homogeneous. In the maximally extended manifold these two sections are joined via a three-dimensional submanifold, commonly known as the event horizon. Using this extra symmetry of LRS-II spacetimes, we recast the field equations into a covariantly defined autonomous system separately for both these sections, compactify the phase spaces and show that we can recover all the important features of the global properties of these solutions.

2. 1+1+2 covariant approach

The formalism follows the same strategy as the 1 + 3 decomposition or threading of space-time (see [24] for a comparison with the so-called 3 + 1 formalism, or slicing of space-time), where one split the spacetime into a timelike and an orthogonal three-dimensional spacelike hypersurface. All information is captured in a set of kinematic and dynamic variables. We can further decompose the 3-hypersurface into a spacelike vector and a 2-space. This strategy was developed in [25, 26] (see also [27] for the so-called 2 + 1 + 1 formalism). In this paper we will study the simple problem of spherically symmetric spacetimes, hence the full set of variables are scalars [25] which simplifies the analysis. In fact, the same situation occurs in cosmology where the space is homogeneous and isotropic and by virtue of the symmetry the 1 + 3 decomposition gives rise to equations evolving only scalars. Therefore the non-zero variables for any rotationally symmetric spacetime are scalars in the 1 + 1 + 2 approach, therefore it is a natural approach for the study of LRS spacetimes.

2.1. Formalism

First we perform a standard 1 + 3 decomposition. For this, we define a unit timelike vector \( u^\mu \) \((u^\mu u_\mu = -1)\) which defines the projection tensor on the 3-space \( h^\mu_\nu = g^\mu_\nu + u^\mu u_\nu \). Hence we can define two derivatives; one following the vector \( u^\mu \) defined as
\[ \dot{T}^{\mu \nu ... \rho ... \sigma} = u^\alpha V_\alpha T^{\mu \nu ... \rho ... \sigma}, \]  
and a projected derivative defined as
\[ D_\mu T^{\mu \nu ... \rho ... \sigma} = h_\mu^\alpha h_\rho^\gamma h_\rho^\delta h_\sigma^\epsilon V_\beta T^{\gamma \delta ... \epsilon ... \zeta}. \]

Further we perform the split of the 3-space by introducing a unit spacelike vector \( n^\mu \) with a projection tensor on the 2-space (sheet) orthogonal to \( n^\mu \) and \( u^\mu \)
\[ n_\mu u^\mu = 0, \quad n_\rho n^\rho = 1. \]

with a projection tensor on the 2-space (sheet) orthogonal to \( n^\mu \) and \( u^\mu \)
\[ n_\mu \equiv n_\mu n_\nu n_\rho n_\sigma = g_\mu^\nu + u_\mu u^\nu - n_\mu n^\nu, \quad N_\mu^\nu = 2, \]

Hence we can define two additional derivatives along \( n^\mu \) in the surface orthogonal to \( u^\mu \)
\[ \dot{T}_{\mu \nu ... \rho ... \sigma} = n^\rho D_\rho T_{\mu \nu ... \rho ... \sigma}, \]

and a projected derivative onto the sheet
\[ \delta_\mu T_{\mu \nu ... \rho ... \sigma} = N_\mu^\beta ... N_\sigma^\nu ... N_\alpha^\delta D_\gamma T_{\gamma \delta ... \mu \nu}. \]

### 2.2. Variables

The Riemann curvature tensor represents completely the spacetime which is fully determined by the Weyl tensor (free gravitational field) and the Ricci tensor which is determined locally at each point by the energy–momentum tensor. Hence in a fully 1 + 3 covariant approach, we split the Weyl curvature tensor \( W_{\mu \nu \rho \sigma} \) relative to \( u^\mu \) into electric \( E_{\mu \nu} \) and magnetic \( H_{\mu \nu} = \frac{1}{2} \epsilon_{\mu \nu \rho \sigma} W_{\rho \sigma}^\mu u^\rho \) parts and \( \epsilon_{\mu \nu \rho \sigma} \) is the 3-space permutation symbol. Also the energy–momentum tensor \( T_{\mu \nu} \) can be decomposed relative to \( u^\mu \)
\[ T_{\mu \nu} = \rho u_\mu u_\nu + p h_{\mu \nu} + q_\mu u_\nu + q_\nu u_\mu + \pi_{\mu \nu}, \]

where \( \rho \) is the energy density, \( p \) isotropic pressure, \( q^\mu \) momentum density (energy flux) and \( \pi_{\mu \nu} \) trace-free anisotropic pressure (anisotropic stress). For LRS spacetime, only scalars do not vanish after the additional decomposition of space. Hence the only non-zero part of the heat flux and the anisotropic pressure are
\[ q_\mu = Q n_\mu, \quad \pi_{\mu \nu} = \Pi \left( n_\mu n_\nu - \frac{1}{2} N_\mu N_\nu \right). \]

Also the non-zero part of the electric part of Weyl tensor is \( E_{\mu \nu} = \mathcal{E} (n_\mu n_\nu - \frac{1}{2} N_\mu N_\nu) \) and we will focus on spherically symmetric spacetimes with \( n^\mu \) points along the radial direction. Hence the spacetime is vorticity free (LRS-II) which further constrains the magnetic Weyl curvature \( H = 0 \) [28]. The additional non-zero geometrical quantities are respectively the expansion (\( \theta = V_\mu u^\mu \)), shear (\( \Sigma = u^\mu n^\nu V_\mu u_\nu \)), sheet expansion (\( \phi = \delta_\mu n^\mu \)) and acceleration (\( A = n^\mu \dot{u}_\mu \)).

### 2.3. Equations

The complete set of propagation and/or evolution equations which define these spacetimes, namely LRS class II spacetimes, are:
2.3.1. Propagation equations

\[ \dot{\phi} = -\frac{1}{2} \phi^2 + \left( \frac{1}{3} \theta + \Sigma \right) \left( \frac{2}{3} \theta - \Sigma \right) - \frac{2}{3} (\rho + \Lambda) - \frac{1}{2} \Pi - \mathcal{E}, \tag{10} \]

\[ \dot{\Sigma} - \frac{2}{3} \dot{\theta} = -\frac{3}{2} \phi \Sigma - Q, \tag{11} \]

\[ \dot{\mathcal{E}} - \frac{1}{3} \dot{\rho} + \frac{1}{2} \dot{\Pi} = -\frac{3}{2} \phi \left( \mathcal{E} + \frac{1}{2} \Pi \right) + \left( \frac{1}{2} \Sigma - \frac{1}{3} \theta \right) Q. \tag{12} \]

2.3.2. Evolution equations

\[ \dot{\phi} = -\left( \Sigma - \frac{2}{3} \theta \right) \left( A - \frac{1}{2} \phi \right) + Q, \tag{13} \]

\[ \dot{\Sigma} - \frac{2}{3} \dot{\theta} = -2A\phi + 2 \left( \frac{1}{2} \theta - \frac{1}{2} \Sigma \right)^2 + \frac{1}{3} (\rho + 3p - 2\Lambda) - \mathcal{E} + \frac{1}{2} \Pi, \tag{14} \]

\[ \dot{\mathcal{E}} - \frac{\dot{\rho}}{3} + \frac{\dot{\Pi}}{2} = \left( \frac{3}{2} \Sigma - \theta \right) \mathcal{E} + \frac{\Pi}{4} \left( \Sigma - \frac{2}{3} \theta \right) + \frac{\phi Q}{2} - \frac{\rho + p}{2} \left( \Sigma - \frac{2}{3} \theta \right). \tag{15} \]

2.3.3. Mixed (propagation/evolution) equations

\[ \dot{A} - \dot{\theta} = -(A + \phi)A + \frac{1}{3} \theta^2 + \frac{3}{2} \Sigma^2 + \frac{1}{2} (\rho + 3p - 2\Lambda), \tag{16} \]

\[ \dot{\rho} + \dot{Q} = -\theta (\rho + p) - (\phi + 2A)Q - \frac{3}{2} \Sigma \Pi, \tag{17} \]

\[ \dot{A} + \dot{\rho} + \dot{\Pi} = \left( \frac{3}{2} \phi + A \right) \Pi - \left( \frac{4}{3} \theta + \Sigma \right) Q - (\rho + p)A. \tag{18} \]

where $\Lambda$ is the cosmological constant. In most general case we will consider only the electromagnetic field. Assuming that we do not have magnetic monopole or using the duality rotation [29], we can always suppress the magnetic field in the vacuum. Also the electric field can be decomposed in the form $E^\mu = E_n u^\mu$ which is solution of $\dot{E} = -\phi E$ and $\dot{E} = (\Sigma - \frac{2}{3} \theta) E$. We have $F_{\mu \nu} = \frac{1}{2} u_{[\mu} E_{\nu]}$ from which we have

\[ T_{\mu \nu} = \frac{E^2}{\mu_0} \left[ \frac{1}{2} g_{\mu \nu} + u_\mu u_\nu - n_\mu n_\nu \right], \tag{19} \]

where $\mu_0$ is the permeability in free space. This gives $Q = 0$, $\Pi = -4\rho/3$, $P = \rho/3$ and $\rho = E^2/2\mu_0$. We can always absorb the constants and work with the variable $\rho$ which is solution of the equations

\[ \dot{\rho} = -2\phi \rho, \tag{20} \]

\[ \dot{\rho} = \frac{1}{2} \left( \Sigma - \frac{2}{3} \theta \right) \rho. \tag{21} \]

We also define the Gaussian curvature via the Ricci tensor on the sheet $^2R_{\mu \nu} = K g_{\mu \nu}$ which can be written in the form [28]
\[ K = \frac{1}{3} (\rho + \Lambda) - \mathcal{E} - \frac{\Pi}{2} + \frac{\phi^2}{4} - \left( \frac{1}{3} \theta - \frac{1}{2} \Sigma \right)^2, \]  

(22)

it gives from the previous equations

\[ \dot{K} = -\phi K, \]  

(23)

\[ \ddot{K} = -\left( \frac{2}{3} \theta - \Sigma \right) K. \]  

(24)

Notice that equation (22) is a constraint because for any surface \( K \) is fixed, e.g., in Schwarzschild coordinates we have \( K = 1/r^2 \). This equation will be used to define the dimensionless variables as the Friedmann equation is used in cosmology.

### 2.4. Static case

In this part, we will consider spacetime with an additional timelike killing vector. Therefore all the time derivatives are zero, hence it can easily be seen from the previous equations that \( \theta = \Sigma = Q = 0 \). As a consequence the variables \( \{A, \phi, \mathcal{E}, \rho, \Lambda\} \) fully characterize the kinematics. We define the dimensionless geometrical variables in the following way

\[ x_1 = -\frac{\mathcal{E}}{K}, \quad x_2 = \frac{\phi}{2\sqrt{K}}, \quad x_3 = \frac{A}{\sqrt{K}}, \quad x_4 = \frac{\Lambda}{3K}, \quad x_5 = \frac{\rho}{K}. \]

(25)

We have from (10)–(24):

\[ x_1' = x_2 \left( 2x_5 - x_1 \right), \]

(26)

\[ x_2' = \frac{x_1}{2} - x_4, \]

(27)

\[ x_3' = x_5 - 3x_4 - x_3(x_2 + x_3), \]

(28)

\[ x_4' = 2x_2x_4, \]

(29)

\[ x_5' = -2x_2x_5, \]

(30)

\[ 0 = x_1 - 2x_4 - 2x_2x_3, \]

(31)

\[ 1 = x_1 + x_2^2 + x_4 + x_5, \]

(32)

where we have defined the dimensionless spatial derivative \( x' = \hat{x}/\sqrt{K} \).

### 2.5. Non-static case

In the previous subsection, we discussed the static case. Here we will assume the presence of spacelike killing vector. Hence all space-derivatives will be zero. Therefore, for the non-static Universe, \( \phi = A = Q = 0 \) and the variables \( \{\theta, \Sigma, \mathcal{E}, \rho, \Lambda\} \) completely characterize the system. Along with the definitions in (25), we further define two new variables

\[ x_6 = \frac{\theta}{3\sqrt{K}}, \quad x_7 = -\frac{\Sigma}{2\sqrt{K}}. \]

(33)

Here the propagation of the variables will be zero and only the evolution terms remain. The system of equations from (10)–(24), turns out to be:

\[ \dot{x}_1 = \left( 2x_5 - x_1 \right)(x_6 + x_7), \]

(34)
\[
\dot{x}_4 = 2x_4(x_6 + x_7),
\]
\[\dot{x}_5 = -2x_5(x_6 + x_7),
\]
\[\dot{x}_6 = x_7(x_6 - 2x_7) + x_4 - \frac{x_5}{3}, \quad (37)
\]
\[\dot{x}_7 = x_7(2x_7 - x_6) + \frac{x_5}{3} - \frac{x_1}{2}, \quad (38)
\]
\[1 = x_1 + x_4 + x_5 - (x_6 + x_7)^2, \quad (39)
\]
\[0 = x_1 - 2x_4 + 2(x_6 - 2x_7)(x_6 + x_7), \quad (40)
\]
where we define the dimensionless temporal derivative \(\dot{x} = \dot{x}/\sqrt{K}\).

### 3. Vacuum space–time

In this section we will assume vacuum i.e. \(\rho = p = \Pi = \Lambda = 0\).

#### 3.1. Static

Only the variables \(x_1, x_2\) and \(x_3\) are non-zero. We use the last constraint (32) to reduce the system to

\[
x_2' = x_2x_3, 
\]
\[x_3' = -x_3(x_2 + x_3), 
\]
\[1 = 2x_2x_3 + x_3^2. \quad (43)
\]

The analysis of the system is carried out in the standard way. Notice that the full knowledge of the dynamical system should comprise its behaviour at infinity. Hence we transform the phase space into the so-called Poincaré sphere, a sphere with unit radius, tangent to the plane \((x_2, x_3)\) at the origin. Every point of the plane \((x_2, x_3)\) is mapped into 2 points on the surface of the sphere which are situated on the line passing through the point \((x_2, x_3)\) and the center of the sphere. Therefore, infinitely distant points of the plane are mapped into the equator of the sphere. Finally, we will represent the orthogonal projection of any one of the hemispheres (to do away with duplicate points) of the sphere onto the tangent plane. This is the projective plane. In the compactified phase portrait, we will use capital letters \((X_2, X_3)\). Under Poincaré transformation, the equations become

\[
X_2' = X_2X_3\left(X_2X_3 + 2X_3^2 + Z^2\right), 
\]
\[X_3' = -X_2X_3\left(X_2 + 2X_3\right) - X_3(X_2 + X_3)Z^2, 
\]
\[Z' = ZX_3\left(-1 + X_2X_3 + 2X_3^2 + Z^2\right), 
\]
\[Z^2 = 2X_2X_3 + X_3^2, 
\]
\[1 = X_2^2 + X_3^2 + Z^2, \quad (48)
\]
where we have defined \(x_i = X_i/Z\) with the constraint \(X_2^2 + X_3^2 + Z^2 = 1\) and rescaled the derivative \(ZX' \rightarrow X'\). The analysis of the dynamical system for vacuum is summarized in.
Table 1 and the phase portrait is shown in figure 1. Notice that for each point we have given the stability. A hyperbolic equilibrium can be an attractor, repeller or saddle point. But there are many more types for non-hyperbolic equilibria. Most of these equilibria do not have names. A complete classification doesn’t exist. Therefore for non-hyperbolic critical points we will specify only if it is stable or unstable.

Finally, we need to find the nature of each critical point. There are various ways to do it. It can be derived by solving the linearized equations around the critical points. First, we need to define a coordinate system. We will use the spherical coordinates with a metric in the following form

$$\Omega = -dr^2 + \frac{d\theta^2}{B} + r^2 d\Omega^2,$$

where $d\Omega^2 = d\theta^2 + \sin^2 \theta d\phi^2$. In order to understand the nature of critical point, we need to determine the different variables in terms of the metric. From the definition (49), we define the four-velocity $u' = 1/\sqrt{A}$ and the radial vector $n' = \sqrt{B}$. Hence we get

| Dynamical system | Critical points | Stability | Nature |
|------------------|----------------|-----------|--------|
| $x_2 = x_2 x_3$ | $P_M$ : $(x_2, x_3) = (1, 0)$ | Attractor | Minkowski |
| $x_3 = -x_3(x_2 + x_3)$ | $\bar{P}_M$ : $(x_2, x_3) = (-1, 0)$ | Repeller | Minkowski |
| $2x_2 x_3 + x_3^2 = 1$ | | | |
| $X_2 = x_2 x_3 (x_2 + x_3)$ | $P_H$ : $(x_2, x_3) = (0, 1)$ | Repeller | Horizon |
| $X_3 = -X_2^2 x_3 (x_2 + x_3) - X_3 (x_2 + x_3) Z^2$ | $\bar{P}_H$ : $(x_2, x_3) = (0, -1)$ | Attractor | Horizon |
| $X_2^2 + x_3^2 + Z^2 = 1$ | | | |
| $X_2^2 + 2X_2 x_3 = Z^2$ | | | |
| $X_2^2 + 2X_2 x_3 = Z^2$ | $P_S$ : $(x_2, x_3) = (\frac{2}{\sqrt{3}}, \frac{-1}{\sqrt{3}})$ | Repeller | Singularity |
| $X_2^2 + 2X_2 x_3 = Z^2$ | | | |
| $X_2^2 + 2X_2 x_3 = Z^2$ | $\bar{P}_S$ : $(x_2, x_3) = (\frac{-2}{\sqrt{3}}, \frac{1}{\sqrt{3}})$ | Attractor | Singularity |
Also we can rewrite the derivatives in the following form

\[ x' = \frac{\dot{x}}{\sqrt{K}} = r\dot{x} = r\frac{r\dot{\phi} dx}{2 \, dr} = x_2 \frac{dx}{d\ln r}, \]  

(52)

where \( K = 1/r^2 \) and we have used \( \dot{x} = n^\mu D_\mu x = \sqrt{B} \frac{dx}{dr} = r \frac{\phi \, dx}{dr} \). The last equality comes from (51). Hence we have

\[ B = x_2^2, \quad \frac{d \ln A}{d \ln r} = 2 \frac{x_3}{x_2}, \]  

(53)

from which we can easily recover the metric at each critical point. Notice that each critical point is at a fixed value of radial distance \( r \), hence it is necessary to perform a linearisation around the point to do an integration and recover the gravitational potential \( A \). For example, the solution of the dynamical system reduces around the critical point \((1, 0)\) to

\[ x_2 \approx 1 + \frac{\epsilon}{r}, \]  

(54)

\[ x_3 \approx -\frac{\epsilon}{r}, \quad \text{with} \ \epsilon \ll 1. \]  

(55)

From (53) we get

\[ A = B = 1 \pm \frac{2\epsilon}{r}. \]  

(56)

The point \( P_M \) corresponds to the limit where \( \epsilon \to 0 \), therefore \( P_M \) is the Minkowski spacetime. Notice from (51) that \( x_2 = \sqrt{B} \), hence we have \( x_2 > 0 \). But if we take the inner normal to the surface \( n^\mu = -\sqrt{B} \) we will have \( x_2 = -\sqrt{B} < 0 \). Hence the phase space \( x_2 < 0 \) will be opposite to the subspace \( x_2 > 0 \), the nature of the points will be reversed, e.g. an attractor will be repeller (because of sign change in derivative (52)). Also we see from (50, 51) that reversing the direction of \( u^\mu \) has no effect, because of the static nature of the spacetime. We also notice that in the Kruskal–Szekeres coordinates, we have \( U^2 - V^2 = C^u \) when \( r = C^u \). Therefore the normal vector to this hypersurface is \( n^\mu = (U, -V, 0, 0) \) or \( n^\mu = (-U, V, 0, 0) \). In these coordinates, inner/outer direction of the spacelike normal vector \( n \) corresponds to the transformation \( (U \to -U, V \to -V) \) which is equivalent to the transformation from exterior region to parallel exterior region. Therefore the phase space corresponding to \( x_2 < 0 \) is the parallel exterior region. The analysis covers the static part of the black hole and the white hole.

We can do the same for the points at infinity, e.g. the point \( P_S \). In this case, we have \((X_2, X_3, Z) = (\frac{2}{\sqrt{5}}, -\frac{1}{\sqrt{5}}, 0)\). The solution of the dynamical system around this point (the dynamical system is given in the table 1) is

\[ X_2 = \frac{2}{\sqrt{5}}, \]  

(57)

\[ X_3 = -\frac{1}{\sqrt{5}}, \]  

(58)
\[ Z = \epsilon \sqrt{r}, \text{ with } \epsilon \ll 1, \quad (59) \]

which gives

\[ x_2 \equiv \frac{X_2}{Z} \approx \frac{2}{\epsilon \sqrt{5r}}, \quad (60) \]
\[ x_3 \equiv \frac{X_3}{Z} \approx -\frac{1}{\epsilon \sqrt{5r}}, \quad (61) \]

after redefinition of time (constant is absorbed for \(A\)), we have

\[ A = B = \frac{4}{5\epsilon^2 r}. \quad (62) \]

Therefore in the limit \(\epsilon \to 0\), we conclude that \(P_S\) corresponds to the singularity at \(r = 0\).

Finally \(P_H\) is a little bit more subtle. In fact we can’t linearize the equations around this point. We notice that in a stationary spacetime, the apparent horizon coincides with the event horizon and the apparent horizon is a marginally trapped surface on which the outgoing null geodesics have zero expansion [1]. We define 2 spacelike vectors \((a^\mu, b^\mu)\) on the 2-surface, which define an orthonormal basis with \(n^\mu\) the normal spacelike vector to the 2-surface and \(u^\mu\) the timelike vector. Hence we can write the metric as

\[ g_{\mu\nu} = -u_\mu u_\nu + n_\mu n_\nu + a_\mu a_\nu + b_\mu b_\nu. \quad (63) \]

Also the expansion of the outgoing null geodesics is [1, 30]

\[ \Theta = \frac{1}{2} V^\mu k^\nu \left( a^\mu a^\nu + b^\mu b^\nu \right) = \frac{1}{2} V^\mu k^\nu N_{\mu\nu} \quad (64) \]

where \(k^\mu = u^\mu + n^\mu\) is the outgoing null vector. Hence (64) can be written as

\[ \Theta = \frac{1}{2} \left( N_{\mu\nu} K_{\mu\nu} + \delta_{\mu\nu} n^\mu \right). \quad (65) \]

where \(K_{\mu\nu} = h_{\mu}^\alpha h_{\nu}^\beta \nabla_\alpha u_\beta\) is the extrinsic curvature. Using the decomposition of the extrinsic curvature and the definition of sheet expansion, we have

\[ \Theta = \frac{1}{2} \left( \frac{2}{3} \theta - \Sigma + \phi \right) = \sqrt{K} (x_2 + x_6 + x_7). \quad (66) \]

Therefore we conclude that \(x_2 + x_6 + x_7 = 0\) [31] for the apparent horizon (\(\Theta = 0\)) and hence \(x_2 = 0\) for static case, which implies \(P_H\) is horizon.

Hence we see from figure (1) that if the system starts from the horizon \((P_H)\) it goes asymptotically to the Minkowski spacetime \((P_M)\) which corresponds to the standard Schwarzschild black hole solution with a positive mass and, if the system starts from the singularity \((P_S)\), it also evolves till Minkowski spacetime but without crossing horizon. That solution corresponds to a naked singularity where the mass is negative. The transformation to the extended spacetime \((U \rightarrow -U, V \rightarrow -V)\) is equivalent to \((x_2 \rightarrow -x_2, x_3 \rightarrow -x_3)\) which gives the other part of the phase space where \(\phi < 0\) which means anti-gravity or defocusing of geodesics.

**3.2. Non-static**

For this case, only the variables \(x_1, x_6\) and \(x_7\) are non-zero. We also use the constraint (40) to reduce the system to
where we have rescaled the derivative $Z \rightarrow X$.

We perform the same analysis as before except that the metric takes the following form

$$ds^2 = -\frac{dt^2}{B(t)} + A(t)dr^2 + r^2d\Omega^2.$$  (75)

We define the normal vectors as $u^\mu = (\pm \sqrt{B}, 0, 0, 0)$ and $n^\mu = (0, \pm 1/\sqrt{A}, 0, 0)$. It is easy to see that for any field $X$, we have $\dot{X} = u^\mu \nabla_\mu X = \pm \sqrt{B}dX/dt$. We can also get $\theta = V^\mu u_\mu = S^{tot}/2 + 2/tu^0$ and $\theta/3 - \Sigma/2 = N^{\mu} V^\mu u_\mu /2 = u^0/t$ which gives $u^0 = x_6 + x_7$. Hence $u^\mu = (x_6 + x_7, 0, 0, 0)$. The position of the horizon corresponds to $x_6 + x_7 = 0$. Also the line of constant time are in the Kruskal coordinates defined by $V^2 - U^2 = C^{tot}$ so in these coordinates we have $u^\mu = (V, -U, 0, 0)$ or $u^\mu = (-V, U, 0, 0)$. The transformation from non static black hole to non static white hole is $(U \rightarrow -U, V \rightarrow -V)$ or equivalently by reversing the sign of $x_6 + x_7$. As previously the metric can be written in terms of the normalized variables

$$B = (x_6 + x_7)^2, \quad \frac{d \ln A}{d \ln t} = 2 \frac{x_6 - 2x_7}{x_6 + x_7},$$  (76)

and the derivative $\dot{k} = (x_6 + x_7)d\ln t$.

### Table 2.

Critical points, stability and their nature in both finite and infinite (Poincaré sphere) domains for non-static vacuum.

| Dynamical system | Critical points | Stability | Nature         |
|------------------|-----------------|-----------|----------------|
| $\dot{x}_6 = x_7(x_6 - 2x_7)$ | No fixed points |           |                |
| $\dot{x}_7 = x_6(x_6 - 2x_7)$ | $P_l: (x_6, x_7) = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})$ | Repeller | Horizon        |
| $1 = 3(x_6^2 - x_7^2)$ | $P_l: (x_6, x_7) = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})$ | Attractor | Singularity    |
| $\dot{x}_6 = -x_7(x_6 - 2x_7)(x_6^2 - x_7^2 - Z^2)$ | $P_l: (x_6, x_7) = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})$ | Attractor | Singularity    |
| $\dot{x}_7 = x_6(x_6 - 2x_7)(x_6^2 - x_7^2 + Z^2)$ | $P_l: (x_6, x_7) = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})$ | Attractor | Singularity    |
| $Z^2 = 3(x_7^2 - x_6^2)$ | $P_l: (x_6, x_7) = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})$ | Repeller | Singularity    |
Hence it is easy to analyze the system and find the nature of each critical points. The final result is summarized in the table 2 and the phase portrait is shown on figure 2.

4. Vacuum spacetime with cosmological constant

We follow the same analysis done previously in the presence of a cosmological constant. In this case, $\rho = p = H = 0$, so we include $x_4$ other than the variables defined in the previous section.

4.1. Static

Using the constraints (31, 32) the system reduces to

$$\dot{x}_2 = x_2 x_3,$$  \hspace{1cm} (77)

$$\dot{x}_3 = -x_3 (x_3 - x_2) + x_2^2 - 1.$$  \hspace{1cm} (78)

We see that $x_2 = 0$ is an invariant submanifold of the dynamical system contrary to $x_3 = 0$, meaning the system cannot go through the subspace $x_2 = 0$ and can only approach it asymptotically, which corresponds to horizon as seen previously. Like before, we have the Minkowski critical point $(x_2, x_3) = (\pm 1, 0)$. Using the transformation $x_i = X_i/Z$ with $X_2^2 + X_3^2 + Z^2 = 1$, the Poincaré sphere, we have

$$X_2' = -X_2 X_3 \left( X_2^2 + X_2 X_3 - 2X_3^2 - 2Z^2 \right)$$  \hspace{1cm} (79)

$$X_3' = X_2^2 (X_2 - X_3) (X_2 + 2X_3) + (X_2 - X_3)X_3 Z^2 - Z^4$$  \hspace{1cm} (80)

$$1 = X_2^2 + X_3^2 + Z^2$$  \hspace{1cm} (81)

where we performed a rescaling of the derivative $ZX' \rightarrow X'$. 

**Figure 2.** The phase portrait for non-static vacuum within a Poincaré sphere for the black hole and white hole.
As usual the nature can be derived by making a linearization around the critical point. Let us consider the point \((\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})\). The linearisation gives

\[
X_2 \approx \frac{1}{\sqrt{2}} + \frac{\epsilon_1}{r^2}, \tag{82}
\]

\[
X_3 \approx \frac{1}{\sqrt{2}} - \frac{\epsilon_1}{r^2}, \tag{83}
\]

\[
Z \approx \frac{\epsilon_2}{r}, \tag{84}
\]

which gives

\[
x_2 \approx \frac{r}{\sqrt{2} \epsilon_2} + \frac{\epsilon_1}{r^2}, \tag{85}
\]

\[
x_3 \approx \frac{r}{\sqrt{2} \epsilon_2} - \frac{\epsilon_1}{r^2}, \tag{86}
\]

which at the leading order gives

\[
B \approx \frac{r^2}{2 \epsilon_2^2} \approx -\frac{\Lambda r^2}{3}, \quad \Lambda < 0, \tag{87}
\]

\[
A \approx a r^2, \tag{88}
\]

where \(a\) is a constant of integration and we used the constraint (31, 32) to get \(x_3 = \Delta r^2 / 3 \approx -r^2 / 2 \epsilon_2^2\). Hence we conclude the point is the anti-deSitter Universe.

Finally, \((P_{BH_1}, P_{BH_2}, P_{BH_2})\) are the horizons. First, we notice that because we want a static Universe, the sign of the metric can’t flip, hence \(A > 0\) and \(B > 0\). Also from (53) we have \(\text{sign}(\text{d}A / \text{d}r) = \text{sign}(x_2, x_3)\). Finally, following standard convention, we have \(\text{d}A / \text{d}r > 0\) for event horizon and the cosmological horizon is the null surface for which \(\text{d}A / \text{d}r < 0\) (or also a cauchy horizon). We conclude that \(P_{BH_1}\) and \(P_{BH_2}\) are event horizons while de Sitter horizons for \(P_{BH_1}\) and \(P_{BH_2}\). The results are summarized in table 3. To avoid the singularity, we see from figure 3 that the sign of the cosmological constant is not important but we avoid it by imposing \(\mathcal{E} < 0\).

Figure 3 represents the complete static manifold. We can, for example, start an evolution from the event horizon of the BH \((P_{BH_1})\). Depending on the initial conditions, we can choose a path towards the anti-de Sitter space or evolve to the de Sitter horizon in \(P_{BH_2}\). Localized at the cosmological horizon we can imagine a coordinate transformation which is going to smoothen that coordinate singularity, but we don’t get rid off the central singularity. That transformation is going to reverse \(x_2\) and \(x_3\) hence we will be at the point \(P_{BH_1}\) which corresponds to the cosmological horizon where now \(\phi < 0\), hence we are on the other side of the extension of the spacetime. The system will evolve till the point \(P_{BH_2}\), which corresponds to the event horizon. Now, close to that horizon, we can use another transformation which is going to transform the system into \(P_{BH_1}\) which is again the event horizon, we can proceed to the same thing again and again which shows the infinite structure of the complete manifold. Notice also that we have a straight trajectory from \(P_{BH_1}\) to \(P_{BH_2}\), this corresponds to both horizons indistinguishably, it’s the degenerate solution. In fact we have in that case \(\phi = 0\) and from the equations we have \(K = \Lambda\) and
| Dynamical system | Critical points | Stability | Nature |
|------------------|-----------------|-----------|--------|
| $x^2 = x_2 x_3$ | $P_M : (x_2, x_3) = (1, 0)$ | Saddle point | Minkowski |
| $x^3 = -x_3(x_2 - x_2) + x_2^2 - 1$ | $P_M : (x_2, x_3) = (-1, 0)$ | Saddle point | Minkowski |
| $Z = ZX_3(-2X_2^2 - 2X_3 + 2X_4 + 2Z^2)$ | $(R_{11}, R_{12}) : (X_2, X_3) = (0, 1)$ | Repeller | Horizon |
| $Z^2 = ZX_3(2X_2^2 - 2X_3 + 2X_4 + 2Z^2)$ | $(B_{11}, B_{12}) : (X_2, X_3) = (0, -1)$ | Attractor | Horizon |
| $X^2 + X_2^2 + Z^2 = 1$ | $(B_{11}, B_{12}) : (X_2, X_3) = (\frac{2}{\sqrt{3}}, \frac{1}{\sqrt{3}})$ | Repeller | Anti-de Sitter |

*Table 3. Critical points and their stability in both finite and infinite (Poincaré sphere) domains for general relativity with cosmological constant (static case).*
\[ B \frac{d^2A}{2A \, dr^2} + \frac{1}{4A} \frac{dB}{dr} \frac{dA}{dr} - \frac{B}{4A^2} \left( \frac{dA}{dr} \right)^2 + A = 0. \] (89)

Notice that this equation is equivalent to \( R_{\mu \nu} = \Lambda g_{\mu \nu} \) with a metric given by

\[ ds^2 = -A dt^2 + dr^2 + B + d\Omega^2/\Lambda. \]

In case where \( A = B \), we have \( A = \alpha + \beta r - \Lambda r^2 \) corresponding to Nariai spacetime. It is interesting to notice from figure 3 how easily we deduce the absence of singularity for Nariai spacetime and anti-de Sitter asymptotic region.

4.2. Non-static

In this part, we investigate the non-static case with a cosmological constant. Using the constraints (39, 40) the system reduces to

\[ \dot{x}_6 = x_6 x_7 - 3 x_7^2 + x_6^2 + \frac{1}{3}, \] (90)

\[ \dot{x}_7 = x_7^2 - 2 x_6 x_7 - \frac{1}{3}. \] (91)

We see that \( x_6 + x_7 \) is an invariant submanifold and hence can’t be crossed. Horizons are always invariant submanifolds in our formalism. We have 2 fixed points at finite distance corresponding to horizons. Under Poincaré transformation, the equations become

\[ \dot{X}_6 = 3X_7 \left( X_6^2 - X_7^2 \right) + \left( 3X_6^2 + 4X_6 X_7 - 8X_7^2 \right) \frac{Z^2}{3} + \frac{Z^4}{3}, \]

\[ \dot{X}_7 = -3X_6 X_7 \left( X_6^2 - X_7^2 \right) - \left( X_6^2 + 7X_6 X_7 - 3X_7^2 \right) \frac{Z^2}{3} - \frac{Z^4}{3}, \]

\[ 1 = X_6^2 + X_7^2 + Z^2, \] (92)

where we rescaled the derivative \((Z \dot{X} \rightarrow \dot{X})\).
Table 4. Critical points and their stability in both finite and infinite (Poincaré sphere) domains for general relativity with cosmological constant (non-static case).

| Dynamical system | Critical points | Stability | Nature |
|------------------|-----------------|-----------|--------|
| \( x_6 = x_6 x_7 - 3 x_7^2 + x_6^2 + \frac{1}{3} \) | \( (P_{H_{13}}, \theta_{H_{13}}) : (x_6, x_7) = (\frac{i}{\sqrt{2}}, \frac{-1}{\sqrt{2}}) \) | Saddle point | Horizon |
| \( x_7 = x_7^2 - 2 x_6 x_7 - \frac{1}{3} \) | \( (P_{H_{12}}, \theta_{H_{12}}) : (x_6, x_7) = (\frac{-1}{2}, \frac{1}{2}) \) | Saddle point | Horizon |
| \( \dot{x}_6 = 3 X_6^2 (X_6^2 - X_7^2) + (3X_6^2 + 4X_6 X_7 - 8X_7^2) \frac{Z^2}{T} + \frac{Z_x^2}{T} \) | \( P_{R} : (X_6, X_7) = (-1, 0) \) | Repeller | de Sitter |
| \( \dot{x}_7 = -3X_6X_7(X_6^2 - X_7^2) - (X_6^2 + 7X_6X_7 - 3X_7^2) \frac{Z_x^2}{T} - \frac{Z_x^2}{T} \) | \( \theta_{R} : (X_6, X_7) = (\frac{-1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}) \) | Attractor | de Sitter |
| \( \dot{Z} = -(X_6^2 + X_6^2 X_7 - 5X_6 X_7^2 + X_7^3) Z + (-X_6 + X_7) \frac{Z_x^2}{T} \) | \( \theta_{R} : (X_6, X_7) = (\frac{-1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}) \) | Repeller | Singularity |
| \( 1 = X_6^2 + X_7^2 + Z^2 \) | | | |
| | \( (P_{H_{13}}, \theta_{H_{13}}) : (X_6, X_7) = (\frac{-1}{\sqrt{2}}, \frac{1}{\sqrt{2}}) \) | Attractor | Horizon |
| | \( (P_{H_{14}}, \theta_{H_{14}}) : (X_6, X_7) = (\frac{-1}{\sqrt{2}}, \frac{-1}{\sqrt{2}}) \) | Repeller | Horizon |
The analysis follows the same previous strategy and is summarized in table 4 and phase space is displayed in figure 4. We notice from figure 4 condition $E > 0$ is sufficient to avoid singularity. Finally the degenerate case where $x_{6} + x_{7} = 0$ reduces to

$$K = \Lambda,$$

$$\dot{\theta} + \theta^2 - \Lambda = 0,$$  \hspace{1cm} (93, 94)

which gives in terms of metric

$$\frac{B}{2A} \frac{d^2A}{dt^2} - \frac{B}{4A^2} \left( \frac{dA}{dt} \right)^2 + \frac{1}{4A} \frac{dA}{dt} \frac{dB}{dt} - \Lambda = 0,$$  \hspace{1cm} (95)

In the case where $B = A$ we have $\Lambda = \alpha \cosh(t + \beta)^2$ corresponding to Nariai solution in global coordinates. We see from the figure 4 the solution is singularity-free and does not have asymptotic de Sitter region as expected [32].

5. Charged space–time

In this section, we will consider the presence of a charge hence the additional variable $x_5$.

5.1. Static

Using the constraints (31, 32) the equations reduce to three-dimensional autonomous system

$$x_2' = x_2x_3,$$  \hspace{1cm} (96)

$$x_3' = 1 - 3x_2x_3 - x_2^2 - x_3^2 - 6x_4,$$  \hspace{1cm} (97)

$$x_4' = 2x_2x_4,$$  \hspace{1cm} (98)

---

**Figure 4.** The phase portrait for non static with $\Lambda$ in infinite (Poincaré sphere) domain. The green part corresponds to $\Lambda > 0$ and the red dashed region corresponds to $E > 0$. 
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with the constraint (positivity of density $\rho = E^2/2\mu_0$)

$$x_5 = 1 - x_2^2 - 3x_4 - 2x_2x_3 \geq 0.$$  \hfill (99)

We see that $x_4 = 0$ and $x_2 = 0$ are invariant submanifolds. The latter defines the horizon while $x_4 \propto \Lambda$ does not change sign. The critical points and their nature are summarized in table 5. We have two type of singularities which are calculated by a linearisation around the critical point. The weakest singularity ($B \sim 1/r$) is always a saddle point if $x_5 \neq 0$ while the strongest singularity ($B \sim 1/r^2$) is a repeller for black hole ($x_2 > 0$) and an attractor for the white hole. Notice also that $x_2 = 0$ doesn’t imply $x_3$ zero. This critical point corresponds to the end point of the saddle line in table 5. It is stable for the black hole ($X_2 > 0$) while unstable for the white hole.

In figure 5, we have the behaviour of the dynamical system at infinity and figure 6 shows the full phase space for a spacetime without cosmological constant, this is the Reissner–Nordström solution.

Finally the critical solution $x_2 = 0$ gives $x_4' + x_4^2 + 1 = 0$ which corresponds to Nariai solution. More generically if we impose $\dot{\phi} = 0$ to the equations (10)–(24) in the static case, and assuming $\Pi = 0$, we have $Q = 0$, $p = -\rho$, $K = \Lambda$ and

$$\dot{A} + A^2 + \Lambda = 0.$$  \hfill (100)

It can be integrated easily by defining an affine parameter $\xi$ by $\sqrt{B} \, d\xi = dr$ which gives $A = -\sqrt{A} \tan(\sqrt{A} \xi + \alpha) = 2^{-1} d \ln A/d\xi$ and hence we have the line element

| Dynamical system | Critical points | Stability | Nature |
|------------------|-----------------|-----------|-------|
| Finite distance  | $P_{M} : (x_2, x_3, x_4) = (1, 0, 0)$ | Saddle point | Minkowski |
|                  | $\bar{P}_{M} : (x_2, x_3, x_4) = (-1, 0, 0)$ | Saddle point | Minkowski |
| Points at infinity | $(P_{H2}, \bar{P}_{H2}) : (X_2, X_3, X_4) = (0, 1, 0)$ | Repeller | Horizon |
|                  | $(P_{H3}, \bar{P}_{H3}) : (X_2, X_3, X_4) = (0, -1, 0)$ | Attractor | Horizon |
|                  | $(P_{H4}, \bar{P}_{H4}) : (X_2, X_3, X_4) = (0, 0, 1)$ | Stable ($X_2 > 0$), Unstable ($X_2 < 0$) | Horizon |
|                  | $(P_{AdS}, \bar{P}_{AdS}) : (X_2, X_3, X_4) = (0, 0, -1)$ | Stable ($X_2 > 0$), Unstable ($X_2 < 0$) | Anti-de Sitter |
|                  | $P_3 : (X_2, X_3, X_4) = (\frac{2}{\sqrt{3}}, -\frac{1}{\sqrt{3}}, 0)$ | Saddle point | Singularity ($\sim 1/r$) |
|                  | $\bar{P}_3 : (X_2, X_3, X_4) = (-\frac{2}{\sqrt{3}}, \frac{1}{\sqrt{3}}, 0)$ | Saddle point | Singularity ($\sim 1/r$) |
|                  | $P_2 : (X_2, X_3, X_4) = (\frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, 0)$ | Repeller | Singularity ($\sim 1/r^2$) |
|                  | $\bar{P}_2 : (X_2, X_3, X_4) = (-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0)$ | Attractor | Singularity ($\sim 1/r^2$) |

Table 5. Critical points and their stability in both finite and infinite (Poincaré sphere) domains for general relativity with charge and cosmological constant (static case).
Therefore we can define the static Nariai solution as spacetime without sheet expansion $\phi = 0$.

\begin{equation}
\begin{aligned}
d\bar{x}^2 &= -\cos^2(\xi)dr^2 + \frac{d\xi^2 + d\Omega^2}{\Lambda}, \\
\end{aligned}
\end{equation}

Figure 5. The phase portrait at infinity for general relativity with charge and cosmological constant. Only the black hole region is shown $X_3 > 0$. The white hole phase space can be easily deduced. The blue region represents the violation of energy condition $x_5 < 0$, which is equivalent to $q^2 < 0$ where $q$ is the black hole charge.

Figure 6. The phase portrait for general relativity with charge without cosmological constant in infinite (Poincaré sphere) domain. The blue region represents $x_5 < 0$ and should not be included. The dashed red part represents the positive electric part of Weyl tensor $\mathcal{E} > 0$. 
6. Non-static

Using the constraints (39, 40) the non static system reduces to

\[ \dot{x}_4 = 2x_4(x_6 + x_7), \]

\[ \dot{x}_5 = x_6x_7 - x_6^2 - x_7^2 + 2x_4 - \frac{1}{3}, \]

\[ \dot{x}_7 = 2x_6(x_6 - x_7) - x_7^2 - 2x_4 + \frac{1}{3}, \]

with the constraint on the positivity of density

\[ x_5 = 1 - 3x_4 + 3x_6^2 - 3x_7^2 \geq 0. \]

As expected \( x_4 = 0 \) is invariant submanifold but also \( x_6 + x_7 = 0 \) which defines the horizon. The full analysis of the dynamical system is summarized in table 6. We have 2 types of singularities but as in static case \( B \sim 1/t \) is a saddle point. The point \((1, 0, 0)\) corresponds to de Sitter (\( \Lambda > 0 \)), it is stable for the white hole while unstable for black hole \( X_6 + X_7 < 0 \).

The behaviour of the full system at infinity is shown in figure 7 while figure 8 shows the full phase space for \( \Lambda = 0 \). We see that we can’t reach the singularity \( P_{b2} \) where the metric goes like \( 1/t^2 \) as soon as we assume \( \rho = E^2/2\mu_0 > 0 \). In fact to reach the singularity we need to cross an other horizon (cauchy horizon) therefore the spacetime becomes static around this singularity.

Finally, very generically assuming \( x_6 + x_7 = 0 \) gives from equations (10)–(24) (and assuming \( \Pi = 0 \))

\[ K = \Lambda, \]

Table 6. Critical points and their stability in both finite and infinite (Poincaré sphere) domains for general relativity with charge and cosmological constant (non-static case).

| Dynamical system | Critical points | Stability | Nature |
|------------------|-----------------|-----------|--------|
| Finite distance \( (\bar{P}_{b1} , \bar{P}_{b2}) \): \((x_4, x_6, x_7) = (\frac{1 + y_6^2}{y_6^2}, x_5, -x_5)\) | Saddle line (if \( x_5 \neq 0 \)) | Horizon |
| Points at infinity \( (P_{b2}, P_{b3}) \): \((X_4, X_6, X_7) = (1, 0, 0)\) | Unstable \((X_6 + X_7 < 0)\) | de Sitter |
| \( (P_{b2} , P_{b3}) \): \((X_4, X_6, X_7) = (-1, 0, 0)\) | Unstable \((X_6 + X_7 < 0)\) | Horizon |
| \( (P_{b4}, P_{b4}) \): \((X_4, X_6, X_7) = (0, \frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}})\) | Repeller | Horizon |
| \( P_{b4} \): \((X_4, X_6, X_7) = (0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})\) | Attractor | Horizon |
| \( P_{b5} \): \((X_4, x_6, X_7) = (0, -\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})\) | Saddle point | Singularity \((\sim 1/t)\) |
| \( P_{b6} \): \((X_4, x_6, X_7) = (0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})\) | Repeller | Singularity \((\sim 1/t^2)\) |
| \( P_{b7} \): \((X_4, x_6, X_7) = (0, \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})\) | Attractor | Singularity \((\sim 1/t^2)\) |
As previously, by introducing an affine parameter, it is easy to integrate the equation, we found

$$\dot{\theta} + \theta^2 - \Lambda = 0. \quad (107)$$

*Figure 7.* The phase portrait at infinity for general relativity with charge and cosmological constant in the non-static case. Only one side of the extended manifold is shown. The white region is $\rho > 0$.

*Figure 8.* The phase portrait for general relativity with charge without cosmological constant in infinite (Poincaré sphere) domain. The dashed red region is $\mathcal{E} > 0$ while blue represents the forbidden region $\mathcal{S}_3 < 0$. 

$$\dot{\theta} + \theta^2 - \Lambda = 0. \quad (107)$$

As previously, by introducing an affine parameter, it is easy to integrate the equation, we found
\[
\frac{dx^2}{A} = -\frac{dr^2}{\Lambda} + \cosh^2(t)dr^2 + \frac{d\Omega^2}{\Lambda}, \quad (108)
\]

Hence imposing the condition \( \Sigma = 2\theta/3 \) \( (x_6 + x_7 = 0) \) for a non-static spherically symmetric spacetime gives Nariai solution.

7. Conclusion

In this paper we effectively reformulated the system of Einstein field equations, for LRS-II spacetimes, into an autonomous system of dimensionless, covariantly defined geometrical variables. By compactifying the phase space of this system and using the usual tools of dynamical system analysis, we qualitatively found all the important global features of the maximal extension of these spacetimes. Through the construction of this autonomous system of covariant variables, we eliminated the problems of coordinate singularities. It is quite interesting that horizons manifest themselves as invariant submanifolds of the phase space of the autonomous system. It is also very easy, via this formalism, to see the singularity-free nature of the Nariai solution.

This analysis provides an efficient way to understand the global properties of any spacetime, by bypassing the very difficult task of solving the field equations and maximally extending the solution.
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