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Abstract—To collaborate well with robots, we must be able to understand their decision making. Humans naturally infer other agents’ beliefs and desires by reasoning about their observable behavior in a way that resembles inverse reinforcement learning (IRL). Thus, robots can convey their beliefs and desires by providing demonstrations that are informative for a human learner’s IRL. An informative demonstration is one that differs strongly from the learner’s expectations of what the robot will do given their current understanding of the robot’s decision making. However, standard IRL does not model the learner’s existing expectations, and thus cannot do this counterfactual reasoning. We propose to incorporate the learner’s current understanding of the robot’s decision making into our model of human IRL, so that a robot can select demonstrations that maximize the human’s understanding. We also propose a novel measure for estimating the difficulty for a human to predict instances of a robot’s behavior in unseen environments. A user study finds that our test difficulty measure correlates well with human performance and confidence. Interestingly, considering human beliefs and counterfactuals when selecting demonstrations decreases human performance on easy tests, but increases performance on difficult tests, providing insight on how to best utilize such models.

I. INTRODUCTION

Our capacity to deploy, collaborate, and co-exist fluently with robots is contingent on our ability to understand their decision-making. For example, an engineer certifying the navigation policy of a ground delivery robot may ask, “Does the robot understand all the terrains it might encounter well enough to successfully balance efficiency and safety?”

Moreover, new owners of an autonomous vacuum gauging how much of their floor to declutter may wonder, “How much clutter will the robot tolerate before it steers clear of an area to ensure it does not get stuck?” More generally, various human stakeholders, from manufacturers, to co-workers, to owners, must be able to reliably predict robot behavior for robots to be seamlessly be integrated into society. Toward this end, we explore how robots can convey their decision-making and subsequent policies to human learners.

One important way that humans communicate and comprehend each other’s decision-making is through demonstrations. Human behavior is commonly modeled as being driven by reward functions [1], which can be inferred through reasoning akin to inverse reinforcement learning (IRL) [2], [3]. Once someone’s reward function is known, humans may then (approximately) deduce their corresponding reward-maximizing behavior through planning [4]. Furthermore, although a robot could convey its reward function to a human directly, we posit that it can be nontrivial for humans to precisely derive the optimal behavior from a numerical reward function, particularly if there a is large number of reward features or the reward features themselves are hard to define (e.g. aggressiveness for driving). Indeed, a study by Sukkerd et al. [5] that suggests that humans better understand a robot policy if demonstrations accompany a numerical reward function. Motivated by how humans communicate and comprehend behavior, we use demonstrations informative for IRL to convey decision-making.

For IRL, the information a demonstration reveals regarding the underlying reward function inherently depends on the counterfactuals (i.e. alternative, suboptimal demonstrations) that are considered. Picture a delivery robot that must bring a package to the destination, whose reward function balances traveling through difficult terrain, like mud, and the overall number of actions it takes (i.e. steps). To convey its reward function, imagine the robot provides a human with the demonstration in Fig. 1a. Because the robot takes a two-action detour to avoid the mud instead of going through it (a natural counterfactual), the human may infer that the robot associates a negative reward with going through mud.

After providing this first demonstration, the robot considers what to demonstrate next to convey more information regarding its reward function. Importantly it knows that the human likely knows that mud is costly from the first demonstration, but does not know how costly. For instance, the human may reasonably believe that the robot would take a four-action detour when faced with two mud patches (Fig. 1b). However, the robot knows that its ratio of mud to action reward is -3 to -1 and that consequently, it would simply go through the mud in Fig. 1b to maximize its reward. Seeing how its direct path meaningfully differs from the human’s likely counterfactual that detours heavily, the robot considers this to be a very informative demonstration to provide next to upper-bound the human’s belief of the cost of mud.

Standard IRL [6], however, does not model the learner’s beliefs and would fail to consider this detouring human counterfactual. Instead, standard IRL (henceforth referred to as IRL for the sake of brevity) enumerates all trajectories that differ by a single initial action as counterfactuals. Two sample IRL counterfactuals are shown in Fig. 1c, but neither matches the intuitive human counterfactual of completely detouring around the mud. As a result, IRL has the potential to both under- and over-estimate the informativeness of a demonstration to a human by considering the wrong counterfactuals or considering too many, respectively.
This work aims to more effectively convey robot decision-making to humans by using a model of human beliefs to reason about demonstrations. First, we evaluate the informativeness of demonstrations based on counterfactual trajectories likely to be considered by the human rather than those generated via one-action deviations by standard IRL. Second, we aim to further improve demonstration selection by incrementally increasing (and scaffolding) the number of unique reward features that are conveyed (e.g. the delivery domain not only has mud, but also a battery recharge station). And toward testing a learner’s understanding of a robot’s decision-making, we also propose a novel measure for estimating the difficulty for a human to predict instances of a robot’s behavior in unseen environments.

Our user study finds that our test difficulty measure correlates well with human performance and confidence but finds no effect for feature scaffolding. Considering human beliefs on robot decision making in selecting informative demonstrations decreases human performance on easy tests, but increases performance for difficult tests, providing insight on how to best utilize such human models.

II. RELATED WORK

**Policy Summarization:** Policy summarization aims to convey a global understanding of a robot’s policy to a user through select states and actions [7]. The first approach relies on heuristics such as entropy or differences in Q-values to select states and actions to show [8], [9].

We instead build on the second approach is based on machine teaching [10]. Machine teaching aims to teach a target model (e.g. reward function) to a learner with a given learning model (e.g. IRL) using a minimal set of teaching examples (e.g. demonstrations). Methods for conveying a robot’s reward function and/or behavior to humans are surveyed by Sanneman et al. [11] and Booth et al. [12] and we summarize a few relevant works below.

Brown and Niekum [13] proposed the Set Cover Optimal Teaching (SCOT) algorithm for selecting demonstrations that provide the tightest constraints on a target reward function for a pure IRL learner. However, human learning is more multi-faceted and our prior work [14] tailored SCOT for humans by incorporating human learning techniques such as scaffolding. Our initial method of scaffolding via IRL did not yield significant learning gains, which we aim to improve in this work by incorporating counterfactuals based on the human’s beliefs regarding the robot’s reward function.

Finally, we note that there are other IRL methods commonly used in the literature such as Bayesian [15] and MaxEnt [16] IRL. Both were both used by Huang et al. [17] as alternate models of how humans may recover the reward function underlying selected demonstrations. Though these models can incorporate the learner’s beliefs and subsequent counterfactuals) via beliefs initially sampled from a prior over the robot’s reward function, such beliefs are not resampled with additional demonstrations in [17], making these IRL methods sensitive to the initial sampling and perhaps leading to slower convergence to the robot’s reward function.

**Techniques for Human Teaching:** The following ideas from cognitive science inspire our approach for how a robot may convey its decision-making to a human learner.

**Scaffolding:** This pedagogical strategy informs how a teacher may assist a learner in grasping a task outside the learner’s current skill set, e.g. by reducing the task’s degrees of freedom [18]. We implement this by showing demonstrations that convey information on an increasing number of unique reward features. Following Reiser’s [19] recommendation to reduce learning complexity through scaffolding additional structure, we also provide demonstrations that sequentially increase in both informativeness and difficulty.

**Counterfactuals:** Literature on how humans explain to one another notes that “explanations are contrastive—they are sought in response to particular counterfactual cases,” and that it is critical that the learner’s counterfactuals matches the ones intended by the teacher [20]. In our work, we tailor
demonstrations to the learner given their current belief and the counterfactuals they will likely consider. Furthermore, Reiser [19] suggests that scaffolding should sometimes challenge the learner by inducing cognitive conflict. It is thus important to ensure that the robot correctly anticipates the human’s likely counterfactual and provides a demonstration that differs from that counterfactual to provide information.

Testing: A learner’s current abilities must be accurately assessed to provide the right assistance when scaffolding [21]. We test learners accordingly by asking them to predict the robot’s optimal behavior in unseen instances of a domain. In our prior work [14], we showed that informativeness of a demonstration during teaching could simply be inverted to measure the expected difficulty of correctly predicting it during testing. In this work, we propose to update the difficulty measure by explicitly conditioning on the learner’s beliefs of the robot’s reward function.

III. TECHNICAL BACKGROUND

Markov decision process: The robot models its world as an instance (indexed by \(i\)) of a Markov decision process, \(\text{MDP}_i\), comprised of sets of states \(S_i\) and actions \(A\), a transition function \(T_i\), reward function \(R_i\), discount factor \(\gamma_i\), and initial state distribution \(S_0^i\). We refer to a group of related MDP instances as a domain (described below) and \(S := \bigcup_i S_i\) is the union over all of their states. An optimal trajectory \(\xi^*\) is a sequence of \((s_t, a_t, s_{t+1})\) tuples obtained by following the robot’s optimal policy \(\pi^*\). Following prior work [22], \(R = w^*^T \phi(s, a, s')\) is represented as a weighted linear combination of reward features. Finally, we assume the human is aware of the full MDP apart from weights \(w^*\).

A domain is a group of MDPs that share \(R, A, \gamma\) but differ in \(T_i, S_i, S_0^i\). For example, all MDPs in the delivery domain share the same \(R\) even though they may contain different mud patches (Figs. 1a and 1b). Thus through IRL, all demonstrations within a domain will support inference over a common \(w^*\). We simplify the notation such that \(\pi^*\) refers to any optimal policy within a domain, and \(\xi^*\) refers to a demonstration (dropping the corresponding MDP).

Machine teaching for policies: Our objective to select informative demonstrations for conveying \(\pi^*\) is captured by the machine teaching framework for policies [23]. We aim to select a set of demonstrations \(D\) of size \(n\) that maximizes the similarity \(\rho\) between optimal policy \(\pi^*\) and the policy \(\hat{\pi}\) recovered using a computational model \(\mathcal{M}\) (e.g., IRL) on \(D\)

\[
\arg\max_{D \subset \Xi} \rho(\hat{\pi}(D, \mathcal{M}), \pi^*) \quad \text{s.t.} \quad |D| = n
\]

(1)

where \(\Xi\) is the set of all demonstrations of \(\pi^*\) in a domain. Once \(w^*\) is approximated through IRL, this approach assumes that the learner is able to deduce \(\pi^*\) by planning on the underlying MDP. Thus, the objective reduces to selecting demonstrations that are informative at conveying \(w^*\), which can be measured using behavior equivalence classes.

Behavior equivalence class: The behavior equivalence class (BEC) of a demonstration is the region of reward functions under which the demonstration is still optimal.

For a reward function that is a weighted linear combination of features, the BEC of a demonstration \(\xi\) of \(\pi\) is defined as the intersection of half-spaces [13] formed by the standard IRL equation [6]

\[
\text{BEC}([\xi] \pi):= w^T \left( \mu(\pi) - \mu(\pi) \right) \geq 0, \forall (s, a) \in \xi, b \in \mathcal{A}.
\]

(2)

Consider again the delivery domain, which has binary reward features \(\phi = \{\text{traversed mud, battery recharged}, \text{action taken}\}\), \(w^* \propto [-3, 3.5, -1]\). In practice, we require \(|w^*|_2 = 1\) to bypass both the scale invariance of IRL and the degenerate all-zero reward function. With no information, we assume that the potential reward weights in the human’s mind uniformly span the full surface of the \(n-1\) sphere due to the \(L^2\) norm constraint on \(w^*\), where \(n\) is the number of domain features. The demonstration in Fig. 1a yields the constraints in Fig. 2, which has left only a sliver of the \(2\text{-sphere}\) surface which contains the robot’s true reward weights. The red plane in Fig. 2 intuitively indicates the constraint that \(w_2^* \leq 0\), since no unnecessary actions were taken in delivering the package, and jointly with the blue plane indicates the constraint that \(w_0^* \leq 0\) and \(w_0^* \leq 2w_2^*\), since two actions were taken to detour around the mud. Importantly, the surface area of the \(n-1\) sphere that remains after incorporating a demonstration’s constraints can be used as a measure of its informativeness. The smaller the area, the fewer viable reward weights remain, and the more informative the demonstration.
IV. PROPOSED TECHNIQUES FOR TEACHING HUMANS

We make two observations regarding the BEC. First, (2) captures the key idea that IRL depends not only on the robot’s optimal trajectory but also on the suboptimal counterfactual trajectories that are considered, represented by \( \mu_{(s,a)} \) and \( \mu_{(s,b)} \) respectively. Second, BEC(\( \xi | \pi \)) could be used to model the human’s belief over the robot’s possible reward weights after having seen \( \xi \). We now build on these concepts to leverage a human model and select demonstrations that account for human counterfactuals.

Counterfactual Scaffolding: A demonstration’s ability to reveal the underlying reward function via IRL hinges on the counterfactuals considered. However, many counterfactuals proposed by IRL can seem nonsensical to humans as they fail to consider the human’s beliefs. Instead, IRL generates counterfactuals in the following way—at each state \( s \) along the robot’s optimal trajectory, it first takes a potentially suboptimal action \( b \) before following the optimal policy afterward (2). This process generates the two sample counterfactuals in Fig. 1c, which do not correspond to the human counterfactual in Fig. 1b. While such one-action deviations from the optimal trajectory are computationally sensible and efficient (as multi-action deviations often only yield redundant constraints), these are unlikely to be the counterfactuals on the human’s mind for a number of reasons.

First, humans are unlikely to methodically go through each state of the robot’s trajectory and consider all alternative actions. Instead, humans naturally incline toward a few causes and a few counterfactuals for explanation [20]. This can lead IRL to overvalue the informativeness of a demonstration if counterfactuals beyond those on the human’s mind are considered. Second, IRL counterfactuals are generated by “perturbing” the demonstration directly (by taking a suboptimal action) and may not be consistent with any reward function (e.g. no reward function in the delivery domain would first avoid mud, then later go through mud like one of the counterfactuals in Fig. 1c). While humans may consider a reward function that differs from the robot’s, their counterfactuals are likely to be consistent with that “perturbed” reward function (e.g. avoiding the mud both ways in Fig. 1b). This can lead IRL to also undervalue a demonstration’s informativeness if the human’s counterfactuals are not considered.

In selecting effective explanations, we posit that you must not only consider the learner’s learning model (i.e. IRL) but also their beliefs and subsequently what counterfactuals they would consider. We thus extend our previous work [14] to evaluate a demonstration’s informativeness based on counterfactuals generated via potential reward functions on the human’s mind as opposed to counterfactuals generated via one-action deviations, which can be expressed as

\[
\text{BEC}_{CF}(\xi | \pi, \pi_w) := w^\top (\mu^s - \mu_{(s,a)}^s) \geq 0, \quad s = \xi(0),
\]

where \( \mu_{(s,a)} = \mathbb{E}\left[ \sum_{t=0}^{\infty} \gamma^t \phi(s_t) \mid \pi, s_0 = s \right] \) is the vector of reward feature counts accrued from starting in \( s \) and follow-

\( \pi \) after (note that \( \pi_w \) is the optimal policy under reward weight \( w \)) and \( \xi(0) \) is the first state of \( \xi \). We can now scaffold by showing demonstrations of increasing informativeness.

To account for human beliefs and counterfactuals when evaluating the informativeness of potential demonstrations, we do the following. First, we instantiate a prior model of the human’s beliefs over the robot’s reward weights \( w^* \) as \( B(\pi^*) \). This model could be the full \( n - 1 \) sphere if the human has no prior knowledge, or it may be a partial sphere due to prior knowledge (e.g. action weight is negative). Then we sample \( m \) weights from \( B(\pi^*) \). Each weight \( w \) represents a particular belief that the human could have over the robot’s reward function. For every possible robot demonstration in a domain, and for each of the \( m \) weights, we simulate what the “human” counterfactual to each demonstration would be if the human had this reward weight in mind and generate the corresponding constraints using (3). For each possible demonstration by the robot, we consolidate the corresponding \( m \) human counterfactuals by taking a union of all corresponding constraints. Finally, we select the demonstration that differs strongly from the human’s expectations and subsequently maximizes knowledge gain, i.e. select the demonstration that maximizes the ratio between \( B(\pi^*) \) before and after the human sees this demonstration. Once we have shown the selected demonstration and updated \( B(\pi^*) \), we select the next demonstration to show by sampling \( m \) weights from the updated \( B(\pi^*) \) and repeating the steps above. This method is summarized in Alg. 1, where \( \mathbb{N}_{\cdot} \) denotes the operation of extracting unit normal vectors corresponding to a set of half-space constraints, and \( \setminus \) denotes set subtraction.

Feature Scaffolding: A standard scaffolding technique suggested by Wood et al. [18] is to reduce the degrees of freedom of the problem. Accordingly, one could initially show demonstrations that limit the number of reward features over which information is conveyed. In the delivery domain, one could show demonstrations that convey information on the mud and action weights first, then on battery recharge and action weights, then on mud, battery, and action weights to show potentially nuanced tradeoffs. Any feature over which information should not be conveyed is “masked”.

To scaffold three features, we first determine the order that the features will be masked. For all of the possible robot demonstrations in a domain, we obtain all possible constraints that could be generated using (2). We mask features in order from the one with fewest number of nonzero entries across all of the constraints to the one that has the greatest number, with the rationale that a high number of nonzero entries are often indicative of a good reference feature useful for comparisons early on (e.g. the two-action deviation denotes mud as costly in Fig. 1a). Once the masking order has been decided, we remove any demonstrations that convey

---

1 Code for the methods, domains, and hyper-parameters can be found here.

2 Because solutions of IRL are scale invariant, we must show at least two features at a time relative to one another (e.g. how many actions are you willing to take to avoid mud?).

3 The sample constraint \( w^\top [2, 0, -5] \geq 0 \) has nonzero entries for the first and third features.
Algorithm 1 Counterfactual Machine Teaching for Humans
\[\textbf{Require:} \pi^*\): robot policy, \(\Xi\): all possible demonstrations of \(\pi^*\) in a domain, \(m\): number of beliefs to sample, \(B(w^*)\): human prior over robot reward weights
\]
1: \texttt{knowldgGn} = \infty \quad \triangleright \text{Knowledge gain}
2: \(D = [\] \)
3: \texttt{while} \texttt{knowldgGn} \(\neq 0\) \texttt{do}
4: \(B_{\text{dict}} = \emptyset\)
5: // Sample human beliefs on \(w^*\)
6: \(W = \) sample\((m, B(w^*))\)
7: // Obtain constraints yielded by each possible demonstration, conditioned on the sampled human beliefs
8: \texttt{for} \(\xi \in \Xi\) \texttt{do}
9: \(C = \emptyset\)
10: \texttt{for} \(w \in W\) \texttt{do}
11: // Constraints given “human” counterfactual
12: \(C = C \cup \hat{\mathbb{N}}[\text{BEC}_F(\xi|\pi^*, \pi_w)]\) \quad \triangleright \text{Eq. 3}
13: \texttt{end for}
14: // Store updated belief given this demonstration
15: \(B_{\text{dict}}[\xi] = C \cup \hat{\mathbb{N}}[B(w^*)]\)
16: \texttt{end for}
17: // Select trajectory that maximizes knowledge gain
18: \(\xi^* = \arg\max_{\xi \in \Xi} \text{BECArea}(B(w^*)) / \text{BECArea}(B_{\text{dict}}[\xi])\)
19: \texttt{if} \texttt{knowldgGn} \(\neq 0\) \texttt{then}
20: \(D.\text{append}(\xi^*)\)
21: \(\Xi = \Xi \setminus \xi^*\)
22: \(B(w^*) = B_{\text{dict}}[\xi]\) \quad \triangleright \text{Update human belief}
23: \texttt{end if}
24: \texttt{end while}
25: \texttt{return} \(D\) \quad \triangleright \text{Final demonstration set to show human}

Algorithm 2 Measuring Test Difficulty of a Demonstration
\[\textbf{Require:} \pi^*\): robot policy, \(\xi\): demo, \(m\): number of beliefs to sample, \(B(w^*)\): human prior over robot reward weights
\]
1: \(\text{BEC}'(\xi|\pi^*) = \emptyset\)
2: // Sample possible beliefs on \(w^*\)
3: \(W = \) sample\((m, B(w^*))\)
4: // Obtain constraints yielded by each possible demonstration, using both standard IRL and human counterfactuals
5: \(\text{BEC}'(\xi|\pi^*) = \text{BEC}'(\xi|\pi^*) \cup \hat{\mathbb{N}}[\text{BEC}_F(\xi|\pi^*, \pi_w)]\)
6: \texttt{for} \(w \in W\) \texttt{do}
7: \(\text{BEC}'(\xi|\pi^*) = \text{BEC}'(\xi|\pi^*) \cup \hat{\mathbb{N}}[\text{BEC}_F(\xi|\pi^*, \pi_w)]\)
8: \texttt{end for}
9: // The overlap is inversely correlated to difficulty
10: \texttt{difficulty} = \(1 / \text{measureOverlap}(B(w^*), \text{BEC}'(\xi|\pi^*))\)
11: \texttt{return} \texttt{difficulty}

Fig. 3: There are many reward weights \(\text{BEC}(\xi|\pi^*)\) (yellow) that will generate the demonstration \(\xi\). However, only a portion overlaps with the weights currently on the human’s mind \(B(w^*)\) (green), making it difficult for the human to correctly predict \(\xi\) during testing.

Information about the first masked feature from consideration (i.e. any demonstrations that conveys constraints in which the entry for a masked feature is nonzero). From this reduced set of demonstrations, we run counterfactual scaffolding as described in the previous subsection until there are no more demonstrations that can provide additional knowledge gain. We then remove any demonstrations that convey information about the second masked feature from consideration and run counterfactual scaffolding until there are no more demonstrations that can provide additional knowledge gain. We repeat for the third masked feature. Finally, we consider all possible demonstrations in the domain and run counterfactual scaffolding until there are no more demonstrations that can provide additional knowledge gain. Generalizing to higher dimensions, we can scaffold \(k\) features by showing demonstrations that iteratively mask \(k - 2, k - 3, ..., 0\) features and showing combinations of two, three, ..., all features respectively.

Testing: The area of a demonstration’s BEC intuitively correlates inversely with its informativeness during teaching as smaller areas indicate less uncertainty regarding \(w^*\). Our prior work [14] showed that a demonstration’s BEC area may also be inverted to measure the difficulty of correctly predicting the demonstration as a test if the human has not seen it before (i.e. smaller BEC area indicates a difficult test).

However, the learner’s belief over the robot’s reward function also likely plays a role. We hypothesize that the overlap between \(\text{BEC}(\xi|\pi^*)\) and \(B(w^*)\) better captures the difficulty of a demonstration \(\xi\) as a test for a human. This overlap intuitively represents the number of candidate reward function in the human’s mind that would generate the correct behavior. As seen in Fig. 3, a demonstration may have an intrinsically large BEC area but not overlap much with the human’s belief and therefore be a difficult test.

To estimate the expected difficulty of correctly predicting \(\xi\) as a test, we first obtain \(\text{BEC}(\xi|\pi^*)\) using (2). Noting that one-action deviation does not always consider all reasonable counterfactual trajectories, we take a union over constraints that define \(\text{BEC}(\xi|\pi^*)\) and constraints obtained from counterfactual scaffolding using \(m\) models sampled from \(B(w^*)\) using (3). These combined constraints for each demonstration will give a better estimate of the set of all weights that yield the correct demonstration, denoted by \(\text{BEC}'(\xi|\pi^*)\). Finally, to measure the difficulty of a demonstration \(\xi\) as a test for this human, we simply take the overlap between \(B(w^*)\) and \(\text{BEC}'(\xi|\pi^*)\). The smaller the overlap, fewer of the reward functions in the human’s mind will generate the
correct demonstration, and the harder the test. This method is summarized in Alg. 2.

V. USER STUDY

We ran an online user study\(^4\) exploring whether demonstrations selected using counterfactual and feature scaffolding improves a human’s understanding of a robot’s policy. The study involved participants watching robot demonstrations in three deterministic domains and predicting the robot’s behavior in new test environments. Each domain consisted of one shared action reward feature (that helped penalize each action), and two unique reward features as follows (see Fig. 4).

Delivery domain. The robot is penalized for moving out of mud and rewarded for recharging. Five demonstrations were shown in this domain.

Tiles domain. The robot is penalized differently for traversing the two differently shaped tiles. Five demonstrations were shown in this domain.

Skateboard domain. The robot is penalized less per action if it has either picked up a skateboard (i.e. riding is less costly than walking) or is traversing through a designated path. Seven demonstrations were shown in this domain.

The participants were explicitly informed of each domain’s reward features, but had to infer the respective reward weights by watching demonstrations. The demonstrations they were provided were determined by the one of four between-subjects conditions they were assigned. The between-subjects variables were BEC scaffolding (counterfactual and baseline), and feature scaffolding (yes and no). Baseline scaffolding followed the method proposed by our prior work [14], using one-action deviations to generate counterfactuals and selecting demonstrations that iteratively decreased in BEC area. And no feature scaffolding did not hold out demonstrations of iteratively mask features as feature scaffolding did.\(^5\) We conservatively modeled \(B(w^*)\) prior to any demonstrations having being shown as knowing that the action weight is negative (assuming a human bias for efficiency). All four between-subjects conditions optimized visual similarity amongst consecutive demonstrations and visual simplicity within demonstrations, as suggested by our prior work [14]. Thus, for any given set of equally informative demonstrations, the one that looked most similar to the previously shown demonstration (e.g. location of mud patches) and also had the fewest visual clutter (e.g. number of mud patches) was selected to be shown next.

There were also two within-subject variables: domain (delivery, tiles, skateboard) and test difficulty (high, medium, and low). The tests were pulled from three representative sets of demonstrations that had high, medium, and low overlap between \(B(w^*)\) and BEC(\(\xi|\pi^*\)) for the low, medium, and high difficulty test conditions. Specifically, the overlap for every possible demonstration in a domain were ordered from high to low, grouped into five clusters using K-means, and high, medium, and low overlap demonstrations were taken from the 1st, 3rd, and 5th cluster respectively. We conservatively modeled \(B(w^*)\) after having watched all of the teaching demonstrations as knowing the correct sign (i.e. positive or negative) of each of the reward weights.

The user study itself primarily consisted of three trials, with each trial comprising a teaching portion and a testing portion in a unique domain. During teaching, participants were first explicitly informed of the reward features of the domain. Then they inferred the corresponding reward weights by watching demonstrations\(^6\) and provided subjective observations regarding the demonstrations (M2-M3, see the following paragraph). For testing, participants were tasked with predicting the optimal trajectory in six unseen test environments (a random order of two high, medium, and low difficulty environments each, M1) and rating their confidence in their responses (M4). The following measures (M1-M4) were used to test the hypotheses below (H1-H4).

M1. Optimal response: Participants were assigned a binary score depending on the optimality of their test trajectory.

M2. Informativeness rating: “How informative were these demonstrations in understanding the best strategy [robot’s policy] in this game?”, answered with a 5-point Likert scale.

M3. Mental effort rating: “How much mental effort was required to understand the best strategy [robot’s policy] in this game?”, answered with a 5-point Likert scale.

M4. Confidence rating: “How confident are you that you [performed the task optimally in this unseen test environment]?”, answered with a 5-point Likert scale.

VI. RESULTS AND DISCUSSION

We collected data from 216 participants using Prolific. Participants were roughly 67% male, 32% female, 1% non-binary and ages varied from 18 to 69 (\(M = 28.39, SD = 9.48\)). 54 participants were randomly assigned to each of the

---

\(^4\)Code for the user study, data, and analyses can be found [here](#).

\(^5\)For the ‘counterfactual’ and ‘no feature scaffolding’ condition, demonstrations that provided 70% of maximal knowledge gain were selected for the delivery and skateboard domains so that all between-subjects conditions provided the same number of demonstrations (else this condition would have shown fewer demonstrations than the others). We note that demonstrations from all conditions yielded the same final BEC area for each domain, theoretically providing the same amount of information in the end.

\(^6\)To mitigate effects of limited memory, participants were allowed to rewatch demonstrations at any point before moving on to the testing portion.
Fig. 4: Three domains were designed for the user study, each with a different set of reward weights to infer from demonstrations: (a) delivery (b) tiles (c) skateboard. The semantics of the various objects were hidden using abstract geometric shapes and colors.

four between-subjects conditions and the order in which the domains were shown was fully counterbalanced. We removed data from 4 participants whose aggregate test performance (compared to the optimal answer) or many individual test performances (compared to other participants) were 3 standard deviations below their respective means as outliers.

The three domains varied in the difficulties of their optimal policies. We calculated a mean-rating (k = 3), 2-way mixed effects, consistency-based intraclass coefficient (ICC) to see how the performance of each participant varied across domains [24]. Given an ICC of 0.32 that indicates significant variance (p < .001), we average the performance of every participant across domains and provide findings that may represent a range of domains and difficulties.

**H1**: A one-way repeated measures ANOVA on percentage of optimal responses revealed a statistically significant difference across test difficulty \(F(2, 422) = 289.78, p < .001\). Post-hoc pairwise Tukey analyses confirmed significant differences between high (\(M = 0.40\)), medium (\(M = 0.71\)), and low (\(M = 0.86\)) test difficulties (\(p < .001\) in all cases).

Spearman’s rank-order correlation revealed that confidence inversely correlated significantly with test difficulty (\(r_s = -.36, p < .001, N = 636\).

The data support H1 that the overlap between \(B(w^*)\) and \(BEC'(ξ|π^*)\) captures a demonstration’s difficulty for testing and confirm test difficulty as a valid within-subjects variable.

**H2**: A two-way mixed ANOVA revealed a significant interaction between counterfactual scaffolding and test difficulty for percentage of optimal responses \(F(2, 420) = 6.56, p = .002\). Tukey analyses revealed that for low difficulty tests (\(p = .002\)), no counterfactual scaffolding (\(M = 0.90\)) significantly improved performance over counterfactual scaffolding (\(M = 0.83\)). However, the relationship was reversed for high difficulty tests (\(p = .048\)) with counterfactual scaffolding (\(M = 0.44\)) outperforming no counterfactual scaffolding (\(M = 0.37\)), as shown in Fig. 5. Surprisingly, a significant effect was not revealed for counterfactual scaffolding by a two-way mixed ANOVA \(F(1, 210) = 0.47, p = .49\).

Fig. 5: While baseline scaffolding significantly increases performance on low difficulty tests over counterfactual scaffolding, the effect is reversed for high difficulty tests.

Ratings for mental effort was found by a Mann-Whitney U test to be significantly higher for counterfactual scaffolding \(U(N_{baseline} = 108, N_{counterfactual} = 104) = 4690.0, p = .03\). The two counterfactual scaffolding conditions did not differ significantly in informativeness ratings (\(p = .08\)).

As exploratory measures, we also recorded the average number of times a participant watched each demonstration and the time taken for a participant to provide a test demonstration and rate their confidence. Interestingly, Tukey analyses revealed that counterfactual scaffolding significantly increased the average number of times a teaching demonstration was watched (\(M = 1.23\)) over baseline scaffolding (\(M = 1.15, p = .02\)) and also significantly increased the time taken to complete a test (\(M = 2.95\) sec) over baseline scaffolding (\(M = 2.49\) sec, \(p = .01\)).

The data partially support H2. Counterfactual scaffolding fails to outperform baseline scaffolding in test performance. However, counterfactual scaffolding appears to improve test performance on high difficulty tests at the cost of increased mental effort (as indicated by both objective and subjective measures). As previously mentioned, Reiser [19] suggests that scaffolding should sometimes challenge and engage the
learner by inducing cognitive conflict. Indeed, counterfactual scaffolding explicitly selects demonstrations that would not be anticipated by the learner and requires the learner to reconcile the gap by updating their belief.

Finally, counterfactual scaffolding performs worse than baseline scaffolding for low difficulty tests. In our counterfactual scaffolding method, we always took highly informative demonstrations given the user’s current belief. However, a person’s learning ability is likely more context dependent (e.g. on their prior knowledge, current stage of learning, etc) and learning rate should be more personalized in the future.

**H3:** A two-way mixed ANOVA revealed that feature scaffolding had no significant effect on percentage of optimal responses ($F(1, 210) = 1.79, p = .18$), and no interaction between feature scaffolding and test difficulty ($F(2, 420) = 1.72, p = .18$). Mann-Whitney U tests found that feature scaffolding did not impact ratings on informativeness ($p = .81$) nor mental effort ($p = .14$).

*The data does not support H3.* We did not observe any effect for feature scaffolding. The domains each only had three reward features, which perhaps were already too few to significantly benefit from feature scaffolding.

**H4:** A two-way mixed ANOVA revealed a significant interaction effect between the four possible between-subjects conditions and test difficulty on percentage of optimal responses ($F(6, 416) = 4.40, p < .001$). Tukey analyses showed that counterfactual scaffolding with no feature scaffolding ($M = 0.75$) was significantly outperformed by baseline scaffolding with ($M = 0.88$) and without ($M = 0.91$) feature scaffolding, and also by counterfactual scaffolding with feature scaffolding ($M = 0.91$) for low test difficulty. The conditions did not significantly affect test performance ($F(3, 208) = 1.98, p = .12$).

Mann-Whitney U tests revealed that counterfactual scaffolding with feature scaffolding (the proposed method) required the most mental effort ($Mdn = 3$) over baseline scaffolding with ($Mdn = 2, p < .001$) and without ($Mdn = 2, p = .007$) feature scaffolding, and also over counterfactual scaffolding without feature scaffolding ($Mdn = 2, p = .005$).

*The data does not support H4.* The observations that counterfactual scaffolding can decrease performance on low difficulty tests and requires more mental effort corresponds with the analysis for H2. Though not statistically significant, once again, perhaps the increase in mental effort is correlated with the increase in overall and high test difficulty performance of counterfactual scaffolding with feature scaffolding ($M = 0.68, M = 0.45$ respectively), over baseline scaffolding with ($M = 0.66, M = 0.35$) and without ($M = 0.67, M = 0.39$) feature scaffolding and counterfactual scaffolding without feature scaffolding ($M = 0.63, M = 0.42$).

**VII. Conclusion**

Our ability to collaborate well with robots is contingent on us understanding their decision making. We thus provided a method for robots to convey their decision making to humans through demonstrations, leveraging the key insight that an informative demonstration is intuitively one that differs strongly from the human’s expectations (i.e. counterfactuals). We also proposed a new measure for quantifying the difficulty for a human to predict an unseen instance of a robot’s behavior as a test. A user study confirmed our test difficulty measure correlates with human test performance and confidence. The study also interestingly showed that our proposed demonstrations decreased human performance on easy tests but increased performance on difficult tests. While our proposed demonstrations were ultimately informative, perhaps the first few differed too significantly from the human’s counterfactuals and were difficult to grasp. Effective pedagogy often interweaves teaching and testing, e.g. by adapting subsequent lessons to the learner’s test performance. We leave this as an exciting direction for future work.
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