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Abstract
Given a real number $\beta > 1$, the spectrum of $\beta$ is a well studied dynamical object. In this article we show the existence of a certain measure on the spectrum of $\beta$ related to the distribution of random polynomials in $\beta$, and discuss the local structure of this measure. We also make links with the question of the Hausdorff dimension of the corresponding Bernoulli Convolution.

1 Introduction

Given a real number $\beta > 1$ and an alphabet $\mathcal{A}$, the spectrum

$$X_{\mathcal{A}}(\beta) := \left\{ \sum_{i=1}^{n} c_i \beta^{n-i} : n \in \mathbb{N}, c_i \in \mathcal{A} \right\}$$

has been the focus of much attention. In particular, when $\mathcal{A} = \{0, \cdots, \lfloor \beta \rfloor\}$ then it is known that $X_{\mathcal{A}}(\beta)$ is uniformly discrete if and only if $\beta$ is a Pisot number (i.e. an algebraic number, all of whose Galois conjugates have modulus strictly less than one) \[3, 6, 9, 12\]. Additionally, $X_{\mathcal{A}}(\beta)$ is relatively dense in this setting, making the sets $X_{\mathcal{A}}(\beta)$ Delone sets (uniformly discrete, relatively dense). Delone sets give useful mathematical models for quasicrystals and so the above construction gives a number-theoretic construction of important physical objects.
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Much progress has been made on giving dynamical descriptions of sets $X_A(\beta)$ [7, 10, 14]. If $\beta$ is a Pisot number then $X_A(\beta)$ can be generated by a substitution system [10]. Moreover, for Pisot $\beta$ there is a naturally related cut and project set which contains $X_A(\beta)$. In all known examples of Pisot $\beta$ with $A \subset \mathbb{Z}$ the set $X_A(\beta)$ coincides with this cut and project set, but the question of whether these sets always coincide remains open, and there are some examples with a complex alphabet for which the cut and project set contains finitely many extra points which are not in $X_A(\beta)$ [14]. A generalisation of this cut and project structure to general hyperbolic algebraic integers is given in section 4.

We are interested in measures on the sets $X_{\{-1,0,1\}}(\beta)$. In particular, we are interested in what one can say about the measures $\mu_n$ given by

$$\mu_n(x) = \frac{1}{4^n} N_n(x)$$

where

$$N_n(x) = \# \{ a_1 \cdots a_n, b_1 \cdots b_n \in \{0,1\}^n : \sum_{i=1}^{n} (a_i - b_i) \beta^{n-i} = x \}.$$ 

The measure $\mu_n$ is the distribution of the set of differences

$$\sum_{i=1}^{n} a_i \beta^{n-i} - \sum_{i=1}^{n} b_i \beta^{n-i}$$

where each $a_i, b_i$ is picked from $\{0,1\}$ according to the $(\frac{1}{2}, \frac{1}{2})$ Bernoulli measure. We focus on the case that $\beta$ is an algebraic integer and a root of a $\{-1,0,1\}$ polynomial but does not have any Galois conjugates of absolute value one, we call such $\beta$ hyperbolic.

There has been a lot of recent research into a different class of measures (Patterson measures) on cut and project sets. These are related to diffraction on quasicrystals, where they play the role of the intensity of the Bragg peak [21, 22]. Loosely speaking, the difference between the class of measures that we study and Patterson measures is that our measures incorporate information on the number of different codings $a_1 \cdots a_n$ for which $\sum_{i=1}^{n} a_i \beta^{n-i} = x$, whereas Patterson measures do not. The analogue of $\mu_n(x)$ for the Patterson measure would be (more or less)

$$\gamma_n(x) = \# \{(y, z) \in (X_{\{0,1\}}(\beta))^2 : y - z = x \}.$$ 

This difference is crucial for our applications.
Broadly, we are interested in the question of whether the measures $\mu_n$, appropriately rescaled, have a limit $\mu$ as $n$ tends to infinity, and whether that limit has any ‘local structure’ analogous to that of the set $X_{\mathcal{A}}(\beta)$. Assuming some technical (but checkable) conditions, our results hold for general hyperbolic $\beta$, but all of the ideas behind our proofs are present in the golden mean case, which is notationally much simpler, and for this reason we prove our results first for the golden mean. The golden mean also has the advantage that the higher dimensional objects which we construct are only two dimensional, and so can be more easily visualised.

Our main theorems are the following.

**Theorem 1.1.** Let $\beta$ be hyperbolic. Then there exists a real number $\lambda > 1$, such that for all $x \in X(\beta)$ the limit measure $\mu$ given by

$$
\mu(x) := \lim_{n \to \infty} \frac{1}{\lambda^n} N_n(x)
$$

exists and has $\mu(x) \in (0, \infty)$ for $x \in X(\beta)$. Furthermore, the measure $\mu$ has infinite total mass.

In the case that $\beta$ has other Galois conjugates of absolute value larger than one, we prove this theorem by lifting to a measure $\bar{\mu}$ supported on a higher dimensional Delone set, whose projection onto the first coordinate gives $\mu$.

Our second theorem gives an explicit way to calculate $\mu(x)$ using any code of $x$.

**Theorem 1.2.** Let $\beta$ be hyperbolic. There exist a natural number $k$, a $1 \times k$ vector $W$, and three $k \times k$ matrices $M_{-1}, M_0$ and $M_1$ such that for any $x \in X(\beta)$ and $c_1 \cdots c_n \in \{-1, 0, 1\}^n$ with $x = \sum_{i=1}^n c_i \beta^{n-i}$,

$$
\mu(x) = \frac{1}{\lambda^n} (WM_{c_1} \cdots M_{c_n})_1.
$$

Here $(WM_{c_1} \cdots M_{c_n})_1$ denotes the first entry of the row vector $WM_{c_1} \cdots M_{c_n}$.

In fact the vector $WM_{c_1} \cdots M_{c_n}$ also holds information on the values of $\mu(y)$ for other values of $y \in X(\beta)$. There is a set of translations $d_1, \cdots, d_k \in \mathbb{R}$, with $d_1 = 0$, such that, for $x = \sum_{i=1}^n c_i \beta^{n-i}$,

$$
\frac{\mu(x + d_i)}{\mu(x)} = \frac{(WM_{c_1} \cdots M_{c_n})_i}{(WM_{c_1} \cdots M_{c_n})_1}.
$$
This suggests that one may be able to use a dynamical system to move through the measure $\mu$ to calculate its values at different points. We can do this, but we need first to replace the dependence of $\mu(x)$ on the coding of $x$ with a dependence on the position of a point $x_c$ corresponding to $x$ in the ‘contracting space’. To describe this, we must first describe a geometric construction related to $\beta$-expansions in algebraic bases.

Let $\beta$ have Galois conjugates $\beta_2 \cdots \beta_d$ of absolute value larger than one and Galois conjugates $\beta_{d+1} \cdots \beta_{d+s}$ of absolute value smaller than one. Define the contracting space $K_c$ by

$$K_c = \mathbb{F}_{d+1} \times \mathbb{F}_{d+2} \times \cdots \times \mathbb{F}_{d+s}$$

where $\mathbb{F}_k = \mathbb{R}$ if $\beta_k \in \mathbb{R}$, $\mathbb{F}_k = \mathbb{C}$ if $\beta_k \in \mathbb{C} \setminus \mathbb{R}$. Then, for $i \in \{-1, 0, 1\}$ define the contraction $S_i$ on $K_c$ by

$$S_i(x_{d+1}, \cdots, x_{d+s}) = (\beta_{d+1}x_{d+1} + i, \cdots, \beta_{d+s}x_{d+s} + i).$$

The maps $\{S_{-1}, S_0, S_1\}$ form an iterated function system on $K_c$ with an attractor that we denote $\mathcal{R}$. This is a standard construction in numeration/tiling theory, although it is more usual to consider a sub-IFS using only those codes which correspond to greedy $\beta$-expansions [1]. To each point $x = \sum_{i=1}^n c_i \beta^{n-i}$ there exists a corresponding point in the contracting space:

$$x_c = \sum_{i=1}^n c_i(\beta_{d+1}^{n-i}, \beta_{d+2}^{n-i}, \cdots, \beta_{d+s}^{n-i}) = S_{c_n} \circ \cdots \circ S_{c_1}(0) \in \mathcal{R}.$$  

It is important to stress that the point $x_c$ corresponding to $x$ is independent of the coding $c_1, \cdots, c_n$ of $x$, this holds since $\beta_{d+1} \cdots \beta_{d+s}$ are Galois conjugates of $\beta$.

**Theorem 1.3.** Assume that Condition [4.4] holds. There exists a set $\Delta = (v_1, \cdots v_k)$ of translations such that for any $j \in \{1 \cdots k\}$ there is a function $f_j : \mathcal{R} \to \mathbb{R}$ such that for any $x \in X(\beta)$ with $x + v_j$ also in $X(\beta)$ we have

$$\ln \left( \frac{\mu(x + v_j)}{\mu(x)} \right) = f_j(x_c).$$

Furthermore any $x \in X(\beta)$ can be reached from 0 by applying a finite number of translations from $\Delta$. There exists a word $w$ and constants $C_1 > 0$, $C_2 \in (0, 1)$ such that for any $a_1 \cdots a_n \in \{-1, 0, 1\}^n$ which contains $r$ non-overlapping copies of the word $w$, $f_j$ varies by at most $C_1 C_2^{-r-1}$ on $S_{a_1} \circ \cdots \circ S_{a_n}(\mathcal{R})$.  
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The final condition on the variation of $f_j$ gives rise to the following continuity properties of $f_j$.

1. **Continuity almost everywhere:** For any fully supported ergodic measure $\nu$ on $\mathcal{R}$, each $f_j$ is continuous $\nu$-almost everywhere.

2. **Continuity at most lattice points:** For any fully supported measure $m$ on $\{-1, 0, 1\}$ and any $\epsilon > 0$ there exists $n \in \mathbb{N}$ and $D \subseteq \{-1, 0, 1\}^n$ such that $m^n(D) > 1 - \epsilon$ and

$$\left| f_j(x) - f_j(y) \right| < \epsilon$$

for all $x, y \in X(\beta)$ with $x_c, y_c \in S_{a_1} \circ \cdots \circ S_{a_n}(\mathcal{R})$ for any $a_1 \cdots a_n \in D$.

These latter two continuity properties follow since $\nu$ almost every sequence contains infinitely many copies of the word $w$, and that for any $r$ and any $\epsilon > 0$ there exists $n$ such that a proportion at least $1 - \epsilon$ of $\{-1, 0, 1\}$ words of length $n$ contain $r$ non-overlapping occurrences of $w$.

We use this theorem extensively in our follow up article. For now, we limit our application of this theorem to the golden mean case, where we show that the values of $\mu(x)$ can be obtained via a cocycle over an interval exchange transformation on $\mathcal{R} = (-\phi^2, \phi^2)$, see Theorem 3.3.

In Section 2 we describe some links with the dimension theory of Bernoulli convolutions, which allows us to state some new conjectures about Bernoulli convolutions. In Section 3 we prove Theorems 1.1, 1.2 and 1.3 in the special case that $\beta$ is the golden mean. Finally in Section 4 we prove these theorems for the general case of hyperbolic $\beta$.

## 2 Links to the Dimension Theory of Bernoulli Convolutions

Our interest in the measures $\mu$ measures stems from a link with the study of the dimension and possible absolute continuity of Bernoulli convolutions $\nu_\beta$, defined below. We describe here connections with dimension theory for Pisot numbers, links between our work and the question of absolute continuity of
\( \nu_\beta \) for non-Pisot hyperbolic \( \beta \) are postponed to a follow up article, in which we generalise [19] to give a condition for the absolute continuity of \( \nu_\beta \) in terms of the growth of \( \mu_n([\frac{-1}{\beta-1}, \frac{1}{\beta-1}]) \), which in turn can be stated in terms of rapid equidistribution to Lebesgue measure of the measures \( \mu_n|_{[\alpha^{-1}, \alpha^{-1}]} \). We then use the local structure of the measures \( \mu_n \) described in Theorem 1.3 and an analogue of Theorem 3.3 to study this equidistribution.

Given a number \( \beta \in (1, 2) \), the Bernoulli convolution \( \nu_\beta \) is the weak* limit of the measures \( \nu_{\beta,n} \) given by

\[
\nu_{\beta,n} = \sum_{a_1, \ldots, a_n \in \{0, 1\}^n} \frac{1}{2^n} \delta_{\sum_{i=1}^n a_i \beta^{-i}}
\]

where \( \delta_x \) denotes the Dirac probability measure on \( x \). The measure \( \nu_\beta \) is a probability measure on \([0, \frac{1}{\beta-1}]\) and is perhaps the simplest example of a self-similar measure with overlaps. The question of whether \( \nu_\beta \) is absolutely continuous for some given parameter \( \beta \) goes back to Jessen and Wintner [18]. Erdős showed that \( \nu_\beta \) is singular when \( \beta \) is a Pisot number [8], and indeed Garsia showed that such Bernoulli convolutions have dimension less than one [12]. There has been very substantial progress on the dimension theory of Bernoulli convolutions in the last decade, stemming from the work of Hochman [17], and in particular it is now known that non-algebraic \( \beta \) give rise to Bernoulli convolutions of dimension one [25], whereas for algebraic \( \beta \) there are algorithms to determine whether or not \( \nu_\beta \) has dimension one [5, 2].

For a summary of recent research into the dimension theory of Bernoulli Convolutions see [24].

There have been many numerical studies into the dimensions of Bernoulli Convolutions associated with Pisot numbers. The evidence we have suggests that for Pisot numbers of large degree the dimension of the corresponding Bernoulli convolution is close to one [2, 13, 15, 16, 20]. We formalise this conjecture here.

**Conjecture 1.** Let \( \beta_n \) be a sequence of Pisot numbers in the interval \((1, 2)\) and suppose that the degree of \( \beta_n \) tends to infinity as \( n \to \infty \). Then

\[
\dim_H(\nu_{\beta_n}) \to 1.
\]

We have not seen this conjecture formally stated before, but it seems consistent with the (admittedly fairly limited) numerical evidence that we have.
The rest of this section is devoted to giving another conjecture on the measures $\mu_n$ and showing that this new conjecture would be sufficient to prove Conjecture 1.

It was proved in Hochman [17] that, for algebraic $\beta$ the dimension of the Bernoulli convolution $\nu_\beta$ is given by

$$\dim_H(\nu_\beta) = \min\left\{1, \frac{H(\beta)}{\log(\beta)}\right\}.$$  

Here the Garsia entropy $H(\beta)$ is given by

$$H(\beta) := \lim_{n \to \infty} \frac{1}{n} H_n(\beta)$$

where

$$H_n(\beta) = - \sum_{a_1 \cdots a_n \in \{0,1\}^n} \frac{1}{2^n} \log \left( \frac{1}{2^n} \# \{b_1 \cdots b_n \in \{0,1\}^n : \sum_{i=1}^{n} (a_i - b_i) \beta^{n-i} = 0 \} \right).$$

As noted in [2], one can use Jensen’s inequality to reverse the order of the summation and the log, to get

$$H_n(\beta) \geq - \log \left( \frac{1}{4^n} \# \{a_1 \cdots a_n, b_1 \cdots b_n \in \{0,1\}^n : \sum_{i=1}^{n} (a_i - b_i) \beta^{n-i} = 0 \} \right)$$

$$= \log(4^n) - \log(N_n(0)).$$

In particular, our main theorem, Theorem 1.1 introduces a constant $\lambda$ equal to the exponential growth rate of $N_n(0)$, using this constant we get

$$H(\beta) \geq \log(4) - \log \lambda. \quad (1)$$

Our contribution here in the Pisot case is to link the question of how close to being equidistributed $\mu$ is to the value of $\lambda$, broadly when $\mu|_{[-\beta^{1-1}, \beta^{1-1}]}$ is well distributed with respect to Lebesgue measure then Equation [11] gives a lower bound for the dimension of $\nu_\beta$ which is close to one. Our approach here is more or less that of trying to understand something about the maximal eigenvalue of a matrix by studying the corresponding eigenvector. We use the following elementary lemma from linear algebra.
Lemma 2.1. Let $M$ be a $k \times k$ matrix with maximal eigenvalue $\rho$ and associated left eigenvector $V = (v_1, \ldots, v_k)$ normalised so that $\sum_{i=1}^k v_i = 1$. Let $r_i := \sum_{j=1}^k M_{i,j}$ denote the $i$th row sum of $M$. Then

$$\rho = \sum_{i=1}^k v_i r_i.$$ 

Let $\beta$ be a Pisot number and $I_\beta := \left[ \frac{-1}{\beta-1}, \frac{1}{\beta-1}\right]$. Then, as noted before, $\lambda$ counts the (weighted) growth of the number of words in $\{-1,0,1\}^n$ for which $\sum_{i=1}^n c_i \beta^{n-i} = 0$, the weighting comes from giving each word weight $2^m$ where $m$ is the number of occurrences of letter 0 in the word. Whenever $\sum_{i=1}^n c_i \beta^{n-i} = 0$ we have that $\sum_{i=1}^m c_i \beta^{m-i}$ is in the interval $I_\beta$, and so is in $X(\beta) \cap I_\beta$ which is a finite set $V = \{v_1, \ldots, v_k\}$ thanks to the Garsia Separation Property [11]. We write down a matrix $M_0$ indexed by $\{v_1, \ldots, v_k\}$ with

$$(M_0)_{i,j} = \begin{cases} 1 & v_j = \beta v_i \pm 1 \\ 2 & v_j = \beta v_i \\ 0 & \text{otherwise} \end{cases}.$$ 

Then the measure $\mu_{I_\beta} := \frac{1}{\mu(I_\beta)} \mu|_{I_\beta}$ gives mass to $v_j$ equal to the $j$th entry of the left probability eigenvector of $M_0$ associated with maximal eigenvalue $\lambda$. Furthermore, we can read off the $i$th row sum $r_i$ of $M_0$ (associated to point $v_i \in X(\beta) \cap I_\beta$) immediately, since we need only know which of $\beta v_i - 1, \beta v_i$ and $\beta v_i + 1$ lie in $I_\beta$.

Let the function $g_\beta : I_\beta \to \{1, 2, 3, 4\}$ be given by

$$g_\beta(x) = \chi_{I_\beta}(\beta x - 1) + 2\chi_{I_\beta}(\beta x) + \chi_{I_\beta}(\beta x + 1).$$ 

Then $r_j = g_\beta(v_j)$ and so by Lemma 2.1 we have

$$\lambda = \sum_{v_j \in V} g_\beta(v_j) \mu_{I_\beta}(v_j) = \int_{I_\beta} g_\beta(x) d\mu_{I_\beta}(x). \quad (2)$$ 

A short calculation gives that if $\mathcal{L}_{I_\beta}$ denotes normalised Lebesgue measure on $I_\beta$ then

$$\int_{I_\beta} g_\beta(x) d\mathcal{L}_{I_\beta}(x) = \frac{4}{\beta}.$$ 

We have the following theorem.
Theorem 2.1. Let $\beta_n$ be a sequence of Pisot numbers and suppose that

$$W_1(\mu_{I_{\beta_n}}, \mathcal{L}_{I_{\beta_n}}) \to 0$$

where $W_1$ denotes the Wasserstein metric on the space of probability measures on the Euclidean line. Then $\dim_H(\nu_{\beta_n}) \to 1$.

Proof. The function $g_{\beta}$ is a step function on $I_{\beta}$ and it is straightforward to give an upper bound for $|\mu_{I_{\beta}}(A) - \mathcal{L}_{I_{\beta}}(A)|$ for any of the intervals $A$ upon which the step function is constant in terms of the distance between $\mu_{I_{\beta}}$ and $\mathcal{L}_{I_{\beta}}$. These upper bounds are uniform in $\beta$. This in turn yields uniform upper bounds on $\lambda(\beta) - \log(\frac{4}{\beta})$ in terms of $W_1(\mu_{I_{\beta_n}}, \mathcal{L}_{I_{\beta_n}})$.

Finally, for Pisot $\beta_n$

$$\dim_H(\nu_{\beta_n}) = \frac{H(\beta_n)}{\log(\beta_n)} \geq \frac{\log 4 - \log \lambda(\beta_n)}{\log(\beta_n)} \to \frac{\log 4 - \log \left(\frac{4}{\beta_n}\right)}{\log(\beta_n)} = 1,$$

as required.

The matrix $M_0(\beta)$ associated to a Pisot number $\beta$ is very large for $\beta$ of large degree, and so the numerical evidence we have is limited, but the evidence that we have does suggest that the measures $\mu_{I_{\beta_n}}$ are increasingly well equidistributed for sequences $\beta_n$ of Pisot numbers in $(1, 2 - \epsilon)$ with degree tending to infinity, see Table 1. The $\epsilon$ here is to exclude the multinacci family, which has different behaviour.\footnote{Many structures related to the multinacci family $\beta_n^n - \beta_n^{n-1} - \cdots - 1 = 0$, including the spectrum of $\beta_n$, are well understood.}

Finally, we give our conjecture on the distribution properties of the measures $\mu_{I_{\beta_n}}$. A proof of this conjecture would imply that Conjecture 1 is true by Theorem 2.1.

Conjecture 2. Let $\epsilon > 0$ and let $(\beta_n)$ be a sequence of Pisot numbers in the interval $(1, 2 - \epsilon)$ such that the degree of $\beta_n$ tends to infinity as $n$ tends to infinity. Then the distance

$$d(\mu_{I_{\beta_n}}, \mathcal{L}_{I_{\beta_n}}) \to 0$$

as $n \to \infty$, and consequently, by Theorem 2.1, $\dim_H(\nu_{\beta_n}) \to 1$.\footnote{Many structures related to the multinacci family $\beta_n^n - \beta_n^{n-1} - \cdots - 1 = 0$, including the spectrum of $\beta_n$, are well understood.}
Table 1: Pisot numbers $\beta \in (1, 2)$ of degree less than six, together with the Wasserstein distance to normalised Lebesgue measure. Multinacci numbers, which have somewhat different behaviour, are in bold.

### 3 A First Example: The Golden Mean

In this section we prove our main theorems for the special case that $\beta$ is equal to the golden mean $\phi$. Throughout we use the maps $T_i : \mathbb{R} \to \mathbb{R}$ given by $T_i(x) = \phi x + i$.

Recall that

$$X(\phi) = X_{\{-1,0,1\}}(\phi) = \left\{ \sum_{i=1}^{n} c_i \phi^{n-i} : n \in \mathbb{N}, c_i \in \{-1,0,1\} \right\}$$

and that, for $x \in X(\phi)$,

$$\mathcal{N}_n(x) := \#\{a_1 \cdots a_n, b_1 \cdots b_n \in \{0,1\}^n : \sum_{i=1}^{n} (a_i - b_i)\phi^{n-i} = x\}$$

We give the special case of Theorem 1 for when $\beta = \phi$.

**Theorem 3.1.** There exists a number $\lambda > 0$ such that limit

$$\lim_{n \to \infty} \frac{1}{\lambda^n} \mathcal{N}_n(x) =: \mu(x)$$
exists for each \( x \in X(\phi) \).

Here \( \lambda \) is easily computed as the maximal eigenvalue of a finite matrix \( M_0 \) defined below. This theorem will be proved as part of the proof of Theorem 3.2.

There are several ways to describe the measure \( \mu \). One could construct an infinite transition matrix corresponding to dynamics on \( X(\phi) \) induced by the maps \( T_0, T_1, T_{-1} \) such that the values of \( \mu(x) \) correspond to entries of the eigenvector corresponding to the maximal eigenvalue. In particular, for any finite \( K \) we can describe \( \mu|_{X(\phi) \cap [-K,K]} \) by reading off the values of an eigenvector of a finite matrix. We give instead a harder construction which allows us to see local structure in the measure \( \mu \).

**Lemma 3.1.** There exist matrices \( M_0, M_1, M_{-1} \), each of dimensions \( 17 \times 17 \) such that for any \( x = \sum_{i=1}^{n} c_i \phi^{n-i} \in X(\phi) \) we have

\[
N_n(x) = (M_{c_1} \cdots M_{c_n})_{1,1}
\]

**Proof.** This proof is similar to the proof of Lemma 3.1 in [2], we are just using a larger digit set.

If \( x = \sum_{i=1}^{n} c_i \phi^{n-i} \) for some word \( c_1 \cdots c_n \in \{-1,0,1\}^n \) then we start by tracking words \( d_1 \cdots d_n \in \{-1,0,1\}^n \) such that

\[
\sum_{i=1}^{n} c_i \phi^{n-i} = \sum_{i=1}^{n} d_i \phi^{n-i},
\]

i.e.

\[
\sum_{i=1}^{n} (c_i - d_i) \phi^{n-i} = 0. \tag{3}
\]

Here \( d_i \) represents a difference \( a_i - b_i \) where \( a_i, b_i \in \{0,1\} \), and so when counting words we want to double count the case \( d_i = 0 \) since it corresponds both to \( a_i = b_i = 1 \) and \( a_i = b_i = 0 \). This accounts for the 2 in the definition of the matrices \( M_0, M_1, M_{-1} \).

Now the equality (3) is equivalent to

\[
T_{c_n - d_n} \circ \cdots \circ T_{c_1 - d_1}(0) = 0, \tag{4}
\]
where each $c_i - d_i \in \{-2, -1, 0, 1, 2\}$. The maps $T_i$ are expanding, and in particular if $x \geq 2\phi$ then $T_i(x) \geq 2\phi$, and if $x \leq -2\phi$ then $T_i(x) \leq -2\phi$, for any $i \in \{-2, -1, 0, 1, 2\}$. Thus if equation 3 holds then for each $m \leq n$ we have

$$T_{c_m - d_m} \circ \cdots \circ T_{c_1 - d_1}(0) \in (-2\phi, 2\phi).$$

By the Garsia separation lemma, or by direct calculation, one can show that there are a finite number of points of the form $T_{c_m - d_m} \circ \cdots \circ T_{c_1 - d_1}(0)$ which lie in $(-2\phi, 2\phi)$ when $c_i, d_i \in \{-1, 0, 1\}$. In fact there are 17 such points, we call the set of such possible values $V = \{v_1, \cdots, v_{17}\}$ with $v_1 = 0$.

Now in general the difference $c_i - d_i$ can take values in \{-2, -1, 0, 1, 2\}, but if we know the value of $c_i$ then $c_i - d_i$ can only take three of these values, if $c_i = 1$ then $c_i - d_i$ can take values 0, 1 or 2 for example.

Let $M_1$ be the $17 \times 17$ matrix with rows and columns indexed by elements of $V$, with

$$(M_1)_{ij} = \begin{cases} 1 & v_j = T_0(v_i) \text{ or } v_j = T_{-2}(v_i) \\ 2 & v_j = T_1(v_i) \\ 0 & \text{otherwise} \end{cases}$$

This is the transition matrix for the maps $T_{c_1 - d_1}$, where we know $c_i = 1$ and $d_i \in \{-1, 0, 1\}$, the values 1 and 2 occur because we have one way of letting $d_i = a_i - b_i$ equal 1 or -1 but two ways of letting $d_i = 0$.

Similarly, let $M_{-1}$ be the matrix with rows and columns indexed by elements of $V$, with

$$(M_{-1})_{ij} = \begin{cases} 1 & v_i = T_0(v_j) \text{ or } v_i = T_{-2}(v_j) \\ 2 & v_i = T_1(v_j) \\ 0 & \text{otherwise} \end{cases}$$

and let $M_0$ be the matrix with rows and columns indexed by elements of $V$, with

$$(M_0)_{ij} = \begin{cases} 1 & v_i = T_1(v_j) \text{ or } v_i = T_{-1}(v_j) \\ 2 & v_i = T_0(v_j) \\ 0 & \text{otherwise} \end{cases}.$$
Again here when we refer to the ‘number’ of \(d_1 \cdots d_n\) we are double counting when \(d_i = 0\) because we have two ways of putting \(a_i - b_i = 0\).

Thus in order to count equalities of the form (\ref{eq:1}), we need to use (\ref{eq:2}) with \(v_i = v_j = v_1 = 0\). We conclude that the number of \(a_1 \cdots a_n, b_1 \cdots b_n\) such that \(\sum_{i=1}^n (a_i - b_i) \phi^{n-i} = x\) is given by the top left entry of the matrix \(M_{c_n} \cdots M_{c_1}\), where \(c_1 \cdots c_n\) is any \((-1, 0, 1)\) code for which \(x = \sum_{i=1}^n c_i \phi^{n-i}\).

We now state and prove Theorem \ref{thm:1.2} for the special case that \(\beta\) is equal to \(\phi\).

**Theorem 3.2.** Let \(W\) be the left eigenvector of \(M_0\) corresponding to the maximal eigenvalue \(\lambda\). Then for any \(x = \sum_{i=1}^n c_i \phi^{n-i} \in X(\phi)\) we have

\[
\mu(x) = \frac{1}{\lambda^n} (WM_{c_1}M_{c_2} \cdots M_{c_n})_{1,1},
\]

that is, \(\lambda^n \mu(x)\) is the first entry in the \(1 \times 17\) vector \(WM_{c_1} \cdots M_{c_n}\).

**Proof.** In the previous lemma we showed how to count the number of words \(a_1, \cdots a_n, b_1 \cdots b_n\) with \(\sum_{i=1}^n (a_i - b_i) \phi^i = x\), given knowledge of one code \(c_1 \cdots c_n \in \{-1, 0, 1\}^n\) such that

\[
x = \sum_{i=1}^n c_i \phi^{n-i}.
\]

Here it was important that the length of the word \(c_1 \cdots c_n\) coding \(x\) corresponded with the \(N_n\) which we want to calculate. But if equation (\ref{eq:2}) holds then it is also true that

\[
x = \sum_{i=1}^n c_i \phi^{n-i} + 0\phi^n + 0\phi^{n+1} + \cdots + 0\phi^{n+(k-1)}.
\]

So again using Lemma \ref{lm:3.1} we see that

\[
N_{n+k}(x) = (M_0^k M_{c_1} \cdots M_{c_n})_{1,1}
= (1 0 0 \cdots) M_0^k M_{c_1} \cdots M_{c_n} \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \end{pmatrix}.
\]
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If \( \lambda \) is the maximal eigenvalue of \( M_0 \) then, since \( M_0 \) is primitive, there exists a corresponding eigenvector \( W \) such that

\[
\frac{1}{\lambda^k}(1 0 0 \cdots)M_0^k \rightarrow W
\]

Putting the previous equations together gives that if \( x = \sum_{i=1}^{n} c_i \phi^{n-i} \) then

\[
\mu(x) = \lim_{k \to \infty} \frac{1}{\lambda^{n+k}}N_{n+k}(x)
\]

\[
= \lim_{k \to \infty} \frac{1}{\lambda^k} \frac{1}{\lambda^n}(1 0 0 \cdots)M_0^kM_{c_1} \cdots M_{c_n} \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \end{pmatrix}
\]

\[
= \frac{1}{\lambda^n}WM_{c_1} \cdots M_{c_n} \begin{pmatrix} 1 \\ 0 \\ 0 \\ \vdots \end{pmatrix}.
\]

It is also important to note that if \( x = \sum_{i=1}^{n} c_i \phi^{n-i} \) then the vector \( \frac{1}{\lambda^n}WM_{c_1} \cdots M_{c_n} \) doesn’t just hold information on \( \mu(x) \), which is the first entry, but also holds information on the values of \( \mu \) at other elements of \( X(\phi) \).

**Lemma 3.2.** For \( v_k \) the \( k \)th element of \( V \) we have

\[
\mu(x + v_k) = \frac{1}{\lambda^n}(WM_{c_1}M_{c_2} \cdots M_{c_n})_k,
\]

that is, \( \lambda^n \mu(x + v_k) \) is the \( k \)th entry in the \( 1 \times 17 \) vector \( WM_{c_1} \cdots M_{c_n} \).

**Proof.** This follows directly from the proof of the previous lemma and equation \( \Box \)

This allows us to start to discuss local structure for \( \mu \). We want to describe how one can use dynamics to move through the measure \( \mu \) and write down the set of pairs \( \{ (x, \mu(x)) : x \in X(\phi) \} \). To do this, we must first recall the cut and project structure of the set \( X(\phi) \).
3.1 The Structure of $X(\phi)$

The work of this subsection is well known to experts. We first show that set $X(\phi)$ can be dynamically generated. One can move from a level-$n$ sum to a level-$(n + 1)$ sum in the construction of $X(\phi)$ by observing that

$$\sum_{i=1}^{n+1} c_i \phi^{n+1-i} = \phi \left( \sum_{i=1}^{n} c_i \phi^{n-i} \right) + c_{n+1}.$$  

Thus with $T_i(x) := \phi x + i$ as before we see that

$$X(\phi) = \{T_{c_n} \circ \cdots \circ T_{c_1}(0) : n \in \mathbb{N}, c_i \in \{-1, 0, 1\}\}.$$  

As $\phi^2 = \phi + 1$ we can consider multiplication by $\phi$ in terms of its action on numbers of the form $z_1\phi + z_0$. We let $\pi_e : \mathbb{Z}^2 \to \mathbb{R}$ be given by

$$\pi_e \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) := z_1\phi + z_0$$

and $\pi_c : \mathbb{Z}^2 \to \mathbb{R}$ be given by

$$\pi_c \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) := -\frac{1}{\phi} z_1 + z_0.$$  

We will later refer to $\pi_e$ as projection in the expanding direction and $\pi_c$ as projection in the contracting direction. Note that $\pi_e : \mathbb{Z}^2 \to \mathbb{R}$ and $\pi_c : \mathbb{Z}^2 \to \mathbb{R}$ are injective (if they were not then $x^2 - x - 1$ would not be the minimal polynomial of $\phi$).

Then

$$\phi \left( \pi_e \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) \right) = z_1\phi^2 + z_0\phi = (z_1 + z_0)\phi + z_1 = \pi_e \left( \left( \begin{array}{cc} 1 & 1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) \right)$$

and so $T_i : X(\phi) \to X(\phi)$ lifts to a map $\tilde{T}_i : \mathbb{Z}^2 \to \mathbb{Z}^2$ given by

$$\tilde{T}_i \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) = \left( \begin{array}{cc} 1 & 1 \\ 1 & 0 \end{array} \right) \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) + \left( \begin{array}{c} 0 \\ i \end{array} \right).$$

We let

$$\tilde{X}(\phi) := \{\tilde{T}_{c_n} \circ \cdots \circ \tilde{T}_{c_1} \left( \begin{array}{c} 0 \\ 0 \end{array} \right) : n \in \mathbb{N}, c_i \in \{-1, 0, 1\}\}.$$
and have the relation $X(\phi) = \pi_c(\tilde{X}(\phi))$.

One can study the structure of $X(\phi)$ directly on the real line, this was done for example in \cite{10} where the substitution structure of $X(\phi)$ was described. However, some properties of $X(\phi)$ are easier to see if we first study the structure of $\tilde{X}(\phi)$. For example, from equation (7) we see that the uniformly discrete set $X(\phi)$ is a subset of the dense set $\{z_1\phi + z_0 : z_1, z_0 \in \mathbb{Z}\}$, but it is not immediately apparent which values of $(z_1, z_0)$ correspond to points in $X(\phi)$.

Lifting to $\tilde{X}(\phi)$ the structure becomes clear. The matrix $\begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}$ has one expanding eigenvector and one contracting eigenvector, and the maps $\tilde{T}_i$ can be described in terms of their action on points written in terms of these eigenvectors.

Note that if $\pi_c \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} = x$ then

$$\pi_c(\tilde{T}_i \begin{pmatrix} z_1 \\ z_0 \end{pmatrix}) = \frac{-x}{\phi} + i =: S_i(x).$$

Then the system $\{S_0, S_1, S_{-1}\}$ is a contracting iterated function system with attractor $[-\phi^2, \phi^2]$, and so for any point $\begin{pmatrix} z_1 \\ z_0 \end{pmatrix} = \tilde{T}_{a_n} \circ \cdots \tilde{T}_{a_1} \begin{pmatrix} 0 \\ 0 \end{pmatrix} \in X(\phi)$ we have $\pi_c \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} = S_{a_n} \circ \cdots S_{a_1} (0) \in (-\phi^2, \phi^2)$. The converse is also true and is contained in the following lemma.
Lemma 3.3. The set $\tilde{X}(\phi)$ consists of all pairs $\begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \in \mathbb{Z}^2$ for which $\pi_c \left( \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \right)$ lies in the interval $(-\phi^2, \phi^2)$.

Furthermore, if $\pi_c \left( \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \right) \in S_{d_1} \circ \cdots \circ S_{d_k} (-\phi^2, \phi^2)$ for some $d_1, \cdots, d_k \in \{-1, 0, 1\}^k$ then for all sufficiently large $n$ there exists a word $c_1 \cdots c_{n+k} \in \{-1, 0, 1\}^{n+k}$ with $c_{n+k} \cdots c_1 = d_1 \cdots d_k$ and such that

$$\left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) = \tilde{T}_{c_{n+k}} \circ \cdots \circ \tilde{T}_{c_1} \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$ 

Proof. One inclusion was proved in the paragraph before the statement of this lemma.

Now let $(z_1, z_0) \in \mathbb{Z}^2$ have $\pi_c(z_1, z_0) \in (-\phi^2, \phi^2)$. We wish to find a word $c_1 \cdots c_n$ such that

$$\left( \begin{array}{c} z_1 \\ z_0 \end{array} \right) = \tilde{T}_{c_n} \circ \cdots \circ \tilde{T}_{c_1} \begin{pmatrix} 0 \\ 0 \end{pmatrix},$$

or equivalently

$$\begin{pmatrix} 0 \\ 0 \end{pmatrix} = \tilde{T}_{c_1}^{-1} \circ \cdots \circ \tilde{T}_{c_n}^{-1} \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right). \quad (8)$$

We first observe that for any $\begin{pmatrix} z_1 \\ z_0 \end{pmatrix}$ with $\pi_c \left( \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \right) \in (-\phi^2, \phi^2)$ and $\pi_e \left( \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \right) \in [-\phi, \phi]$ one can find words $c_1 \cdots c_n$ such that Equation $8$ holds. Since there are only finitely many pairs $\begin{pmatrix} z_1 \\ z_0 \end{pmatrix}$ in this bounded region one can check this observation with a finite calculation.

Now let $\begin{pmatrix} z_1 \\ z_0 \end{pmatrix}$ have $\pi_c \left( \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \right) \in (-\phi^2, \phi^2)$, but place no restriction on $\pi_e \left( \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \right) \in (-\phi, \phi)$. By the IFS construction of the contracting interval, we can choose arbitrarily long words $i_1 \cdots i_n \in \{-1, 0, 1\}$ such that $\tilde{T}_{i_n}^{-1} \circ \cdots \tilde{T}_{i_1}^{-1} \left( \begin{array}{c} z_1 \\ z_0 \end{array} \right)$ still has contracting coordinate in the interval $(-\phi^2, \phi^2)$. But since inverse maps $\tilde{T}_{i}^{-1}$ contract the expanding direction, the expanding
coordinate will eventually lie in $[-\phi, \phi]$, and by the previous paragraph we know that we can return to $\begin{pmatrix} 0 \\ 0 \end{pmatrix}$. Finally we not that if we had $\pi_c \begin{pmatrix} z_1 \\ z_0 \end{pmatrix} \in S_{d_1} \circ \cdots \circ S_{d_k} (-\phi^2, \phi^2)$ then we can choose the word $i_1 \cdots i_n$ to start with $d_1 \cdots d_k$.

It is worth stressing that the first three quarters of the preceding proof generalises easily to any algebraic integer $\beta$, but the finite check that any integer pair suitably close to the origin can return to the origin under the maps $\tilde{T}_i^{-1}$ needs verifying for each $\beta$ and we don’t know that it is always true.

One interesting consequence of Lemma 3.3 is that in order to understand the distance from some point $\tilde{T}_{c_n} \circ \cdots \tilde{T}_{c_1} \begin{pmatrix} 0 \\ 0 \end{pmatrix}$ to its close neighbours in $\tilde{X}(\phi)$, we need only to know about $\pi_c (\tilde{T}_{c_n} \circ \cdots \tilde{T}_{c_1} \begin{pmatrix} 0 \\ 0 \end{pmatrix})$.

Given $x \in X(\phi)$ let $\tilde{x}$ denote the corresponding point in $\tilde{X}(\phi)$ and let $x_c = \pi_c(\tilde{x})$. For $K \in \mathbb{R}$ let $x \in X(\phi)$. Call the set

$$(X(\phi) - x) \cap [-K, K] = \{ y - x : y \in X(\phi), y - x \in [-K, K] \}$$

the $K$-neighbourhood of $x$.

**Lemma 3.4.** [Local Structure for $X(\phi)$] For any $K > 0$ there exists a finite partition of $(-\phi^2, \phi^2)$ such that the $K$-neighbourhood of any $x \in X(\phi)$ depends only upon which partition element of $(-\phi^2, \phi^2)$ $x_c$ lies in.

**Proof.** This follows from the analogous statement for $\tilde{X}(\phi)$, which has a fairly direct proof following Lemma 3.3 since one needs only to consider which translations in $\mathbb{Z}^2$ can be performed without leaving the contracting window or moving by a distance of more than $K$ in the expanding direction.

Finally, we outline how to use dynamics to describe the odometer map which maps $x \in X(\phi)$ to $\min \{ y \in X(\phi) : y > x \}$.

---

3For hyperbolic non-Pisot $\beta$ we will also require that expansions of Galois conjugates are close to the origin, see section 4.
Let $d : X(\phi) \to \mathbb{R}^+$ denote the distance from $x \in X(\phi)$ to $\min\{y \in X(\phi) : y > x\}$. That is, let $d$ be defined by

$$d(x) = \min\{y \in X(\phi) : y > x\} - x.$$ 

**Proposition 3.1.** The odometer map $x \to x + d(x)$ on $X(\phi)$ lifts to the skew-product map $O : X(\phi) \times X_c(\phi) \to X(\phi) \times X_c(\phi)$ by

$$\tilde{d}(x, x_c) = \begin{cases} 
(x + 2\phi - 3, x_c - \frac{2}{\phi} - 3) & x_c \in [\phi, \phi^2] \\
(x + \phi - 1, x_c - 1 - \frac{1}{\phi}) & x_c \in (0, \phi) \\
(x + 2 - \phi, x_c + 2 + \frac{1}{\phi}) & x_c \in [-\phi^2, 0]
\end{cases}$$

We stress here that the action of $O$ on the contracting direction is of a uniquely ergodic interval exchange transformation.

**Proof.** The fact that there is some partition of $(-\phi^2, \phi^2)$ telling us how to evolve a skew-product map which is a lift of $d$ follows immediately from Lemma 3.4 with $K = \phi - 1$. It is a finite calculation to write down the map exactly. \qed

### 3.2 An Odometer map for $\mu$

Proposition 3.1 dealt with how one can move locally through the set $X(\phi)$ using only knowledge on the position in the contracting direction, we want to build a similar theorem which also incorporates knowledge of the values $\mu(x)$, we do this by building a cocycle over the odometer map $O$.

Given $x \in X(\phi)$ let $x_c$ denote the corresponding point in the contracting window $(-\phi^2, \phi^2)$. We recall from Lemma 3.3 that for $x \in X(\phi)$ and for any word $d_1 \cdots d_k$, $x$ can be written $x = \sum_{i=1}^{n} c_i \phi^{n-i}$ with $c_{n-k+1} \cdots c_n = d_k \cdots d_1$ if and only if $x_c \in S_{d_1} \circ \cdots \circ S_{d_n}(-\phi^2, \phi^2)$.

Now let us map real $1 \times 17$ vectors $U$ with strictly positive first entry onto the corresponding projective space by letting

$$(U')_i = \frac{(U)_{i+1}}{(U)_1}$$

for $(1 \leq i \leq 16)$. In particular, we associate to each $x = \sum_{i=1}^{n} c_i \phi^{n-i} \in X(\phi)$ the corresponding vector $V(x) = (WM_{c_1}M_{c_2} \cdots M_{c_n})'$ considered as an
element of real projective space. To be concrete, we define the $1 \times 16$ vector $V(x)$ by
\[
(V(x))_i = \frac{(WM_{c_1}M_{c_2} \cdots M_{c_n})_{i+1}}{(WM_{c_1}M_{c_2} \cdots M_{c_n})_1} = \frac{\mu(x + v_i)}{\mu(x)}.
\]
It follows from the proofs of the previous two statements that these vectors do not depend on the choice of code $c_1 \cdots c_n$ of $x$. We can also write $V(x)$ as a function $V(x_c)$ of the position in the contracting window.

Consider the metric $d$ on the space of $1 \times 16$ non-negative vectors by letting
\[
d(U,V) = \max_{i \in \{1, \ldots, 16\}} |\ln(v_i) - \ln(u_i)|.
\]
Two vectors $U, V$ are at infinite distance from one another if there exist $i, j \in \{1 \cdots 16\}$ such that $u_i = 0$ or $v_i = 0$.

**Lemma 3.5.** Suppose that $A$ is a $17 \times 17$ matrix with $A_{1,1} > 0$ such that for any pair of parameters $(i,j) \in \{1, \cdots, 17\}^2$ one of the following holds
\[
1. \ (i,j) \text{ is in a zero row, i.e. } (A)_{i',j} = 0 \text{ for all } i' \in \{1, \cdots, 17\}
2. \ (i,j) \text{ is in a zero column, i.e. } (A)_{i,j'} = 0 \text{ for all } j' \in \{1, \cdots, 17\}
3. \ (A)_{i,j} > 0.
\]
Then there exists a constant $C < 1$ such that, for any $1 \times 17$ vectors $U, V$ with positive first entries and with $d(U', V') < \infty$ we have
\[
d((UA)', (VA)') < Cd(U', V').
\]
Furthermore, there exists $K > 0$ such that, for any $1 \times 17$ vectors $U, V$ with positive first entry (and possibly with $d(U', V') = \infty$),
\[
d((UA)', (VA)') < K.
\]
This lemma is proved carefully in section 4.

**Lemma 3.6.** The matrix $M_0^7$ satisfies the condition of Lemma 3.5.

This can be verified by a short calculation.
One can also see that given a $17 \times 17$ non-negative matrix $B$ with strictly positive top left entry and two $1 \times 17$ vectors $U$ and $V$ with strictly positive first entries,
\[ d((UA)', (VA)') \leq d(U', V'). \]
This shows that matrices $M_0$, $M_1$ and $M_{-1}$ do not expand distances between vectors in our metric.

Finally we are able to state Theorem 1.3 in the special case that $\beta = \phi$ and dealing only with nearest neighbours. Recall that, for $x \in X(\phi)$, $d(x) := \min\{y - x : y \in X(\phi), y > x\}$.

**Proposition 3.2.** For $x \in X(\phi)$ with corresponding point $x_c \in (-\phi^2, \phi^2)$ define $f(x_c)$ by
\[ \ln(\mu(x + d(x))) - \ln(\mu(x)) = f(x_c). \]
Then $f$ is bounded and is continuous at each $x_c \in X_c(\phi)$ except for 0 and $\phi$.

If we defined $d'$ on $(\phi^2, \phi^2)$ by $d'(x_c) := d(x)$ then 0 and $\phi$ are the points in $(\phi^2, \phi^2)$ where $d'(x_c)$ is not continuous.

**Proof.** We have already shown that
\[ d(x) = \begin{cases} 2\phi - 3 & x_c \in [\phi, \phi^2) \\ \phi - 1 & x_c \in (0, \phi) \\ 2 - \phi & x_c \in (-\phi^2, 0] \end{cases} \]
One can check that each of $2\phi - 3$, $\phi - 1$ and $2 - \phi$ correspond to entries $v_k$ of $V$. Then by Lemma 3.2 we see that
\[ f(x_c) := \ln(\mu(x + d(x))) - \ln(\mu(x)) \]
appears as the log of a ratio of two entries in the vector $(WM_{c_1} \cdots M_{c_n})$ for any $c_1 \cdots c_n$ coding $x$. Since both $x$ and $x + d(x)$ have strictly positive mass, the difference of the logs is finite so $f(x_c) \in \mathbb{R}$.

We now discuss the continuity properties of $f$. Let $x \in X(\phi)$ and $\epsilon > 0$ be given. Let $K$ and $C$ be the quantities introduced in Lemma 3.5 associated to $M_0^r$, and let $r \in \mathbb{N}$ be such that $KC^{r-1} < \epsilon$. Let $c_1 \cdots c_n$ be a code of $x$ containing at least $r$ copies of the word 0000000, this can be done for example by taking any expansion of $x$ and adding lots of zeros to the start.
Now $x_c$ is contained in the interval $S_{c_n} \circ S_{c_{n-1}} \circ \cdots \circ S_{c_1}(-\phi^2, \phi^2)$. Let $y \in X(\phi)$ be another point with $y_c \in S_{c_n} \circ S_{c_{n-1}} \circ \cdots \circ S_{c_1}(-\phi^2, \phi^2)$. Then $y$ can be written $y = \sum_{i=1}^{m} d_i \phi^{m-i}$ for some code $d_1 \cdots d_m$ with $d_{m-n} \cdots d_n = c_1 \cdots c_n$, as in Lemma 3.3.

Assume that $x_c$ and $y_c$ lie in the same one of the intervals $(-\phi^2, 0], (0, \phi)$, $[\phi, \phi^2)$ so that $d(x) = d'(x_c) = v_j$. Then

$$|f(x) - f(y_c)| = |\ln(WM_{c_1} \cdots M_{c_n})_j - \ln(WM_{d_1} \cdots M_{d_m})_j|$$
$$\leq d((WM_{c_1} \cdots M_{c_n})', (WM_{d_1} \cdots M_{d_m-n-1}) M_{c_1} \cdots M_{c_n})'$$
$$\leq d((WM_{c_1} \cdots M_{c_n})', (UM_{c_1} \cdots M_{c_n})') \leq KC'^{-1} < \epsilon.$$

Here the final line follows since $c_1 \cdots c_n$ contains $r$ non-overlapping occurrences of the word $M_0^r$, the first of which guarantees that

$$d((WM_{c_1} \cdots M_{c_n})', (UM_{c_1} \cdots M_{c_n})') < K$$

and the subsequent $r - 1$ of which multiply this upper bound by $C$, thanks to Lemmas 3.5 and 3.6.

We have now completed the proofs of analogues of Theorems 1.1, 1.2, and 1.3 in the special case of the golden mean, although the analogue of 1.3 we did only for moving to nearest neighbours.

Putting everything together, we get the following theorem which demonstrates how one can move through the measure $\mu$ on $X(\phi)$, and how one could start to study it using ergodic theory.

**Theorem 3.3.** Let the map $\psi : X(\phi) \times (-\phi^2, \phi^2) \times \mathbb{R}$ be given by

$$\phi(x, y, z) = \begin{cases} 
(x + 2\phi - 3, y - z + f(y)) & y \in [\phi, \phi^2) \\
(x + \phi - 1, y - 1 - z + f(y)) & y \in (0, \phi) \\
(x + 2 - \phi, y + z + f(y)) & y \in (-\phi^2, 0] 
\end{cases}$$

Then if $x$ is the $n$th element to the right of $0$ in $X(\phi)$ we have that

$$(x, x_c, \mu(x)) = \psi^n(0, 0, 0).$$

Thus we have that many of the properties of $\mu$ can be studied by studying $\psi$, which is really a skew-product over an interval exchange transformation on the contracting window $(\phi^2, \phi^2)$. 
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4 Measures on the spectra of general hyperbolic algebraic integers

In this section we show how to extend the previous work to general hyperbolic algebraic integers and prove Theorems 1.1, 1.2 and 1.3. As stated in the introduction, the motivation is to study measures of the form

\[ \mu_n(x) = \frac{1}{4^n} \# \{ a_1 \cdots a_n, b_1 \cdots b_n \in \{0, 1\}^n : \sum_{i=1}^{n} (a_i - b_i) \beta^{n-i} = x \}. \]

Given \( \beta \), we lift \( \mu_n \) to a measure \( \bar{\mu}_n \) living on a lattice subset of a multidimensional euclidean space \( \mathbb{K} \). We prove that there is \( \lambda > 0 \) such that \( 4^n \bar{\mu}_n / \lambda^n \) converges to a measure \( \bar{\mu} \). We also prove that there are local patterns in the measure \( \bar{\mu} \) that repeat in a way that we understand. This means that we understand how the measure of a lattice point changes when we move to nearby points on the lattice \( \mathbb{K} \). In particular there is a non-trivial linear subspace \( \mathbb{K}_c \) of \( \mathbb{K} \) such that the following holds. Under conditions and given a suitable vector \( d \) then for typical \( x \) the ratio \( \frac{\bar{\mu}(x+d)}{\bar{\mu}(x)} \) is determined, up to certain accuracy, by the approximate position of the orthogonal projection of \( x \) on \( \mathbb{K}_c \). That is the numbers of the form \( \frac{\bar{\mu}(x+d)}{\bar{\mu}(x)} \) are approximately equal for all \( x \) projecting on to the same small region of \( \mathbb{K}_c \).

Let \( \beta = \beta_1 \in (1, 2) \) be an algebraic integer with Galois conjugates \( \beta_2, ..., \beta_d, \beta_{d+1}, ..., \beta_{d+s} \) such that \( |\beta_2|, ..., |\beta_d| > 1 \) and \( |\beta_{d+1}|, ..., |\beta_{d+s}| \in (0, 1) \). Further define \( \vec{\beta}^n = (\beta_1^n, ..., \beta_{d+s}^n) \). For this section we let

\[ T_i(x_1, ..., x_{d+s}) = (\beta_1 x_1 + i, ..., \beta_{d+s} x_{d+s} + i), \]

these maps are higher dimensional lifts of their analogues in the previous section. For Galois conjugates \( \beta_i \in \mathbb{C} \) let \( F_{\beta_i} = \mathbb{R} \) if \( \beta_i \in \mathbb{R} \) and \( F_{\beta_i} = \mathbb{C} \) if \( \beta_i \in \mathbb{C} \setminus \mathbb{R} \). We define the sets

\footnote{We don’t state an analogue of Theorem 3.3 for the higher dimensional case since there is no natural choice of ‘next point’ to move to when we are working in higher dimensional Euclidean space. One could state such results, perhaps by identifying a strip which is infinite in only one direction and describing the dynamics to move through such a strip.}
\[ \mathbb{K} := \prod_{i=1}^{d+s} \mathbb{F}_{\beta_i}, \]
\[ \mathbb{K}_c := \{0\}^d \times \mathbb{F}_{\beta_{d+1}} \times \ldots \times \mathbb{F}_{\beta_{d+s}}, \]
\[ \bar{Z} := \{a_{d+s-1}\bar{\beta}^{d+s-1} + \ldots + a_0\bar{\beta}^0 : a_{d+s-1}, \ldots, a_0 \in \mathbb{Z}\}, \]
and
\[ \bar{X}(\beta) := \left\{ \sum_{i=1}^{n} a_i\bar{\beta}^{n-i} : n \in \mathbb{N}, a_1, \ldots, a_n \in \{-1, 0, 1\} \right\} \]
\[ = \{T_{a_n} \circ \ldots \circ T_{a_1}(0) : n \in \mathbb{N}, a_1, \ldots, a_n \in \{-1, 0, 1\}\} \]
where 0 denotes the origin in \( \mathbb{K} \).

The set \( \bar{Z} \) is a lattice in \( \mathbb{K} \cong \mathbb{R}^{\sum_{i=1}^{d+s} \text{dim}(\mathbb{F}_{\beta_i})} \). That is because \( \{\bar{\beta}^0, \ldots, \bar{\beta}^{d+s-1}\} \) is an independent subset of the real vector space \( \mathbb{K} \). That can be checked using the formula for the determinant of the Vandermonde matrix. It is useful to keep in mind that for each \( i \in \mathbb{Z} \) we have \( T_i(\bar{Z}) \subseteq \bar{Z} \), in particular \( \bar{X}(\beta) \subseteq \bar{Z} \).

Notice that all coordinate projections, restricted on \( \bar{Z} \), are injective so there is in a sense a natural identification of \( \bar{Z} \) to any image of it under a coordinate projection. Here by a coordinate projection we mean any map from \( \mathbb{K} \) to itself, of the form \((a_1, \ldots, a_{d+s}) \mapsto (a_1\kappa_1, \ldots, a_{d+s}\kappa_{d+s})\) where \( \kappa_1, \ldots, \kappa_{d+s} \in \{0, 1\} \). As in the one dimensional case, we define the measure \( \bar{\mu}_n \) on \( \bar{Z} \) by
\[ \bar{\mu}_n(x) = \frac{1}{4^n}\bar{N}_n(x) \]
where
\[ \bar{N}_n(x) = \# \left\{ (a_1, \ldots, a_n, b_1, \ldots, b_n) \in \{0, 1\}^{2n} : \sum_{i=1}^{n} a_i\bar{\beta}^{n-i} - \sum_{i=1}^{n} b_i\bar{\beta}^{n-i} = x \right\}, \]
for \( x \in \bar{Z} \). It is immediate that \( \bar{\mu}_n(\bar{Z}\setminus \bar{X}(\beta)) = 0 \), that \( \bar{\mu}_n(x) = \mu_n(x_1) \) and \( \bar{N}_n(x) = N_n(x_1) \). We set
\[ \pi_c(x_1, \ldots, x_{d+s}) = (x_{d+1}, \ldots, x_{d+s}) \]
to be the projection onto the contracting directions, and $S_i := (\pi_c \circ T_i)|_{ \mathcal{X}_c }$. The maps $S_i$ are contractions. Let $\mathcal{R}$ be the attractor of the overlapping iterated function scheme $\{ S_{-1}, S_0, S_1 \}$. We have immediately that

$$
\pi_c(\bar{X}(\beta)) = \pi_c \{ T_{a_n} \circ \cdots \circ T_{a_1}(0) : n \in \mathbb{N}, a_1, \ldots, a_n \in \{-1, 0, 1\} \}
$$

$$
= \{ S_{a_n} \circ \cdots \circ S_{a_1}(0) : n \in \mathbb{N}, a_1, \ldots, a_n \in \{-1, 0, 1\} \} \subset \mathcal{R}
$$

since $0 \in \mathcal{R}$.

**Definition 4.1.** Let $a = (a_1, \ldots, a_n) \in \{-1, 0, 1\}^n$. We define $[a] := S_{a_1} \circ \cdots \circ S_{a_n}(\mathcal{R})$.

Finally we define a set of small differences between points in $\bar{\mathcal{X}}(\beta)$.

**Definition 4.2.** Let

$$
\Delta = \{ x - y : x, y \in \bar{\mathcal{X}}(\beta) \text{ and } \exists c_1 \cdots c_n, d_1 \cdots d_n \in \{-1, 0, 1\}^n : T_{c_n} \circ \cdots \circ T_{c_1}(x) = T_{d_n} \circ \cdots \circ T_{d_1}(y) \}.
$$

That is, $\Delta$ is the set of differences between points $x, y \in \bar{\mathcal{X}}(\beta)$ which can be mapped to the same point in the future by the application of maps $T_i$. $\Delta$ is finite, we write $\Delta = \{v_1, \ldots, v_k\}$ with $v_1 = 0$.

In this section we prove Theorems 1.1, 1.2 and 1.3 by proving higher dimensional analogues. In particular, in subsection 4.1 we prove that, for some $\lambda > 0$, the measure $\bar{\mu}_n$ converges to an infinite stationary measure $\bar{\mu}$ (Proposition 4.1) which has Theorem 1.1 as a direct corollary.

In subsection 4.2 we define matrices $A_{-1}, A_0, A_1$ playing the role of $M_{-1}, M_0, M_1$ of the Golden mean example. Given a point $x = T_{a_n} \circ \cdots \circ T_{a_1}(0)$, where $a_i \in \{-1, 0, 1\}$, we use the matrix $A_{a_1} \cdots A_{a_n}$ to compute the measure $\bar{\mu}$ locally around $x$ (Proposition 4.1), which has Theorem 1.2 as a direct corollary.

Finally in subsection 4.3 we show that information about the position of $\pi_c(x)$ determines the last few elements $a_{k}, \ldots, a_n$ of a code of $x$. This allow us to use arguments involving a modified Birkhoff metric on the product $A_{a_1} \cdots A_{a_n}$ to estimate the local measure around $x$ based on information about $\pi_c(x)$. This gives rise to Proposition 4.5 which has Theorem 1.3 as a corollary, as explained directly after the proof of Proposition 4.5.
4.1 The limit measure $\bar{\mu}$

We will denote the vector space of signed measures on $\bar{Z}$ by $\mathcal{M}(\bar{Z})$. For $\nu \in \mathcal{M}(\bar{Z})$ we set

$$||\nu|| = \sum_{x \in \bar{Z}} |\nu(x)|.$$ 

There is a recursive way to go from $\bar{\mu}_n$ to $\bar{\mu}_{n+1}$ which gives a dynamical description of $\bar{\mu}_n$.

$$\bar{\mu}_{n+1}(x) = \# \left\{ (a_1, \ldots, a_{n+1}, b_1, \ldots, b_{n+1}) \in \{0, 1\}^{2n} : \sum_{i=1}^{n+1} a_i \bar{\beta}^{n+1-i} - \sum_{i=1}^{n+1} b_i \bar{\beta}^{n+1-i} = x \right\}$$

$$= \# \left\{ (a_1, \ldots, a_{n+1}, b_1, \ldots, b_{n+1}) \in \{0, 1\}^{2(n+1)} : \sum_{i=1}^{n} a_i \beta^{n-i} - \sum_{i=1}^{n} b_i \beta^{n-i} = T_{a-b}(x) \right\}$$

$$= \sum_{(a,b) \in \{0,1\}^2} \bar{\mu}_n(T^{-1}_{a-b}(x)).$$

**Definition 4.3.** We define the operator $L$ on $\mathcal{M}(Z)$ by letting

$$(L(\nu))(A) := \sum_{(a,b) \in \{0,1\}^2} \nu(T^{-1}_{a-b}(A)).$$

for $A \subset Z$.

Then $\bar{\mu}_n$ satisfies

$$\bar{\mu}_n = L^n \bar{\mu}_0.$$

**Lemma 4.1.** For all $n \in \mathbb{N}$ and $y \in \bar{X}(\beta)$ we have $\bar{\mu}_n(y) \leq \bar{\mu}_n(0)$.

**Proof.** This follows from the Cauchy-Schwarz inequality. Define

$$\mu'_n(x) = \# \left\{ a_1, \ldots, a_n \in \{0, 1\}^n : \sum_{i=1}^{n} a_i \beta^{n-i} = x \right\}$$
By the construction of $\bar{\mu}_n$ we have that
\[
\bar{\mu}_n(y) = \sum_{x \in \bar{\mathbb{Z}}} \mu'_n(x) \mu_n(x + y)
\]
\[
\leq \left( \sum_{x \in \bar{\mathbb{Z}}} \mu'_n(x)^2 \right)^{1/2} \left( \sum_{x \in \bar{\mathbb{Z}}} \mu_n(x + y)^2 \right)^{1/2}
\]
\[
\leq \left( \sum_{x \in \bar{\mathbb{Z}}} \mu'_n(x)^2 \right)^{1/2} \left( \sum_{x \in \bar{\mathbb{Z}}} \mu'_n(x)^2 \right)^{1/2}
\]
\[
= \sum_{x \in \bar{\mathbb{Z}}} \mu'_n(x)^2
\]
\[
= \sum_{x \in \bar{\mathbb{Z}}} \mu'_n(x) \mu'_n(x)
\]
\[
= \bar{\mu}_n(0)
\]

\[
\square
\]

Now we prove that the measure $\bar{\mu}$ exists. To do this, we show that it exists on arbitrarily large neighbourhoods of the origin. Let
\[
I_{\beta_i}(R) = \begin{cases} 
\left( \frac{-R}{||\beta_i|| - 1}, \frac{R}{||\beta_i|| - 1} \right), & \beta_i \in \mathbb{R} \setminus \{-1, 1\} \\
\{ z \in \mathbb{C} : |z| < \frac{R}{||\beta_i|| - 1} \}, & \beta_i \in \{ z \in \mathbb{C} : |z| \neq 1 \} \setminus \mathbb{R}
\end{cases}
\]
\[
B_\beta(R) = \Pi_{i=1}^{d+s} I_{\beta_i}(R), \text{ and }
\]
\[
\bar{X}_R(\beta) := \bar{X}(\beta) \cap B_\beta(R).
\]

Observe that
\[
T_i(\bar{X}(\beta) \setminus \bar{X}_R(\beta)) \subseteq \bar{X}(\beta) \setminus \bar{X}_R(\beta)
\]
for $R \geq 1$ and $i \in \{-1, 0, 1\}$. This means that, for $R > 1$ and $x \in \bar{X}_R(\beta)$, any word $a_1 \cdots a_n$ for which $T_{a_n} \circ \cdots \circ T_{a_1}(0) = x$ has that all the intermediate orbit points $T_{a_m} \circ \cdots \circ T_{a_1}(0)$ for $m < n$ also lie in $\bar{X}_R(\beta)$. Thus, for $x \in \bar{X}_R(\beta)$ we can compute $\bar{N}_n(x)$ just by studying the dynamics of the maps $T_i$ restricted to $\bar{X}_R(\beta)$. 
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Since $\bar{X}_R(\beta)$ is a bounded subset of a lattice, it is finite, we enumerate its elements $\{x_1, \cdots x_k\}$ with $x_1 = 0$. Then we write down the matrix

$$
\Lambda_R(i, j) = \begin{cases} 
1 & \text{if } T_1(x_i) = x_j \text{ or } T_{-1}(x_i) = x_j \\
2 & \text{if } T_0(x_i) = x_j \\
0 & \text{otherwise}
\end{cases}.
$$

which encodes the dynamics on $\bar{X}_R(\beta)$ given by the maps $T_i$. Then since $\bar{N}_n(x_j)$ counts the number of length $n$ orbit pieces from 0 to $x_j$ under the maps $T_0, T_1, T_{-1}$, double counting for each use of $T_0$, we see that

$$
\bar{N}_n(x_j) = (\Lambda_R^n)_{1,j}.
$$

From $T_i(\bar{X}(\beta) \setminus \bar{X}_1(\beta)) \subset \bar{X}(\beta) \setminus \bar{X}_1(\beta)$ we get that the irreducible component of $\Lambda_R$ that contains the zero point is contained in $\bar{X}_1(\beta)$ so by lemma 4.1 we have that the spectral radius of $\Lambda_R$ is equal to the spectral radius of $\Lambda_1$ for all $R > 1$.

**Definition 4.4.** We set $\lambda := \rho(\Lambda_1)$. 

Now if we knew that the matrices $\Lambda_R$ were irreducible, the existence of $\mu$ would be immediate. As it is we require the following lemma, the proof of which is postponed to the appendix.

**Lemma 4.2.** Let $A$ be a non-negative $N \times N$ matrix and $e_1 = (1, 0, 0, ..., 0) \in \mathbb{R}^N$. Assume that

i) $A(1, 1) > 0$,

ii) there exists $n \in \mathbb{N}$ such that $e_1A^n$ is strictly positive,

iii) $e_1A^n(i) \leq e_1A^n(1)$ for all $n \in \mathbb{N}$ and $i \in \{1, ..., N\},$

then $\lim_{n \to \infty} e_1A^n/\rho(A)^n$ exists.

Now by the construction of $\Lambda_R$ and by Lemma 4.1 and Lemma 4.2 we have the following proposition.
Proposition 4.1. For each $x \in \bar{X}(\beta)$

$$\bar{\mu}(x) := \lim_{n \to \infty} \frac{\bar{N}_n(x)}{\lambda^n}$$

exists, defining a measure $\bar{\mu} \in \mathcal{M}(\bar{Z})$.

We conclude this section with three lemmas showing that the measure $\mu$ is invariant under $L$, that $\lambda < 4$, and that the total mass of the measure $\mu$ is infinite.

Lemma 4.3. $L\bar{\mu} = \lambda \bar{\mu}$

Proof. For all $x \in \bar{X}(\beta)$ we have

$$L\bar{\mu}(x) = \bar{\mu}(T^{-1}_{-1}(x)) + 2\bar{\mu}(T^{-1}_0(x)) + \bar{\mu}(T^{-1}_1(x))$$

$$= \lim_{n \to \infty} \frac{1}{\lambda^n} \left( \bar{\mu}_n(T^{-1}_{-1}(x)) + 2\bar{\mu}_n(T^{-1}_0(x)) + \bar{\mu}_n(T^{-1}_1(x)) \right)$$

$$= \lim_{n \to \infty} \frac{1}{\lambda^n} L\bar{\mu}_n(x)$$

$$= \lambda \lim_{n \to \infty} \frac{1}{\lambda^{n+1}} \bar{\mu}_{n+1}(x)$$

$$= \lambda \bar{\mu}(x).$$

□

For sets $X$, measures $\nu \in \mathcal{M}(X)$ and measurable sets $A \subset X$ we let $\nu|_A$ be such that $\nu|_A(B) = \nu(A \cap B)$ for all measurable $B \subset X$.

Lemma 4.4. $\lambda < 4$

Proof. It is clear that if $\nu \in \mathcal{M}(\bar{Z})$ is such that

$$||\nu|| < \infty$$

then

$$||L\nu|| = 4||\nu||.$$
Note that $L(\bar{\mu}) = \lambda \bar{\mu}$ and
$$L \left( \bar{\mu} | X_1(\beta) \right) | _{X_1(\beta)} = \lambda \bar{\mu} | _{X_1(\beta)},$$
but
$$\| \left( L \left( \bar{\mu} | X_1(\beta) \right) \right) | _{\bar{X}_1(\beta)} \| > 0$$
since $\bar{X}_1(\beta)$ is not invariant under the maps $T_0, T_1, T_{-1}$. Then
$$4 \| \bar{\mu} | _{X_1(\beta)} \| = \| L \left( \bar{\mu} | X_1(\beta) \right) \| = \| L \left( \bar{\mu} | X_1(\beta) \right) \| + \| L \left( \bar{\mu} | X_1(\beta) \right) \| | _{\bar{X}_1(\beta)} \| > \lambda \| \bar{\mu} | _{X_1(\beta)} \|,$$
giving us $\lambda < 4$.

**Proposition 4.2.** $\| \bar{\mu} \| = \infty$, i.e., the measure $\bar{\mu}$ is infinite.

**Proof.** For $n \in \mathbb{N}$ we get
$$\| \bar{\mu} \| = \left| \frac{1}{\lambda^n} L^n \bar{\mu} \right| > \left| \frac{1}{\lambda^n} L^n \left( \bar{\mu} | _{\bar{X}_1(\beta)} \right) \right| = \frac{4^n}{\lambda^n} \bar{\mu}(0).$$
The result follows since $\lambda < 4$, $\bar{\mu}(0) > 0$ and $n$ was arbitrary.

### 4.2 Transition Matrices

Let $\Delta = \{v_1, \ldots, v_k\}$ with $v_1 = 0$. We introduce a $k \times k$ matrix with rows/columns corresponding to the points in $\Delta$.

**Definition 4.5.** For $i \in \{-1, 0, 1\}$ let $A_i$ be the $k \times k$ matrix such that
$$(A_i)_{m,n} = \begin{cases} 
1 & \text{if } \exists j \in \{-1, 1\} : T_{j-i}(v_m) = v_n \\
2 & \text{if } T_{-i}(v_m) = v_n \\
0 & \text{otherwise}
\end{cases}.$$  

The matrices $A_i$ describe the evolution of local measure as we move from $x$ to $T_i(x)$, as described in Lemma 4.5. Recall that $v_1 = 0, v_2, \ldots v_k$ are the elements of $\Delta$ (Definition 4.2. We define a vector which describes the local measure around $x$. 
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Definition 4.6. We let $v(x) = (\mu(x), \mu(x + v_2), \ldots, \mu(x + v_k))$.

Lemma 4.5. Let $x \in \bar{X}(\beta)$. Then

$$\frac{1}{\lambda} v(x) A_i = v(T_i(x)).$$

Proof. We show that

$$(\mathcal{N}_n(x), \mathcal{N}_n(x+v_2), \ldots, \mathcal{N}_n(x+v_k)) A_i = (\mathcal{N}_{n+1}(T_i(x)), \mathcal{N}_{n+1}(T_i(x)+v_2), \ldots, \mathcal{N}_{n+1}(T_i(x)+v_k)),$$

the result will follow from this statement.

Note that

$$\mathcal{N}_{n+1}(T_i(x)+v_l) = \mathcal{N}_n(T_i^{-1}(T_i(x)+v_l)) + \mathcal{N}_n(T_{i-1}^{-1}(T_i(x)+v_l)) + 2 \mathcal{N}_n(T_{0}^{-1}(T_i(x)+v_l))$$

(9)

where of course $\mathcal{N}_n(y) = 0$ for $y \notin \bar{X}(\beta)$.

Secondly we note that

$$T_j(x + v_m) = T_j(x) + T_0(v_m) = T_i(x) + T_0(v_m) + j - i = T_i(x) + T_{j-i}(v_m),$$

which is equal to $T_i(x) + v_l$ if and only if $T_{j-i}(v_m) = v_l$.

So we can rewrite equation (9) to get

$$\mathcal{N}_{n+1}(T_i(x) + v_l) = \sum_{m \in \{1, \ldots, k\}} \mathcal{N}_n(x + v_m) \chi_{T_{j-i}(v_m) = v_l} + \sum_{m \in \{1, \ldots, k\}} \mathcal{N}_n(x + v_m) \chi_{T_{i-1}(v_m) = v_l} + 2 \sum_{m \in \{1, \ldots, k\}} \mathcal{N}_n(x + v_m) \chi_{T_{i-1}(v_m) = v_l},$$

which is precisely the $l$th entry of $(\mathcal{N}_n(x), \mathcal{N}_n(x+v_2), \ldots, \mathcal{N}_n(x+v_k)) A_i$.

Proposition 4.1. Set $W = v(0) = (\mu(0), \mu(v_2), \ldots, \mu(v_k))$. Let $x = \sum_{i=1}^{n} c_i \beta^{n-i}$.

Then

$$v(x) = \frac{1}{\lambda^n} (W A_{c_1} \cdots A_{c_n}).$$
In particular,
\[ \bar{\mu}(x) = \frac{1}{\lambda^n}(WA_{c_1} \cdots A_{c_n})_{1}, \]
i.e. the first entry of the $1 \times k$ vector $\frac{1}{\lambda^n}WA_{c_1} \cdots A_{c_n}$.

**Proof.** This follows immediately from the previous lemma by writing
\[ x = T_{a_n} \circ T_{a_{n-1}} \circ \cdots \circ T_{a_1}(0). \]

Since the one dimensional measure $\mu$ is the projection of $\bar{\mu}$ onto the first coordinate, Theorem 1.2 follows as a direct corollary to Proposition 4.1.

### 4.3 Approximating local measures via the contractive subspace

Recall that $\mathcal{R}$ is the attractor of the IFS $\{S_{-1}, S_0, S_1\}$ and that $\pi_c(\bar{X}(\beta)) \subseteq \mathcal{R}$. We will assume the following condition.

**Condition 4.1.** $\bar{X}(\beta) \cap \text{cl}(B_{\beta}(1)) = \bar{Z} \cap \pi_c^{-1}(\mathcal{R}^o) \cap \text{cl}(B_{\beta}(1))$

This is similar to a condition appearing in Corollary 4.5 of [14]. Here $\mathcal{R}^o$ denotes the interior of the set. Condition 4.1 is a condition about two finite sets being equal, and so can be easily checked. In words, the condition says that a finite patch around zero of the set $\bar{X}(\beta)$, which is a higher dimensional analogue of the spectrum of $\beta$, can be written as a patch of a cut and project set with window $\mathcal{R}^o$. Condition 4.1 implies that the whole set $\bar{X}(\beta)$ can be written as a cut and project set, this is the content of Corollary 4.1. In every example we have checked with $\beta \in (1, 2)$ a hyperbolic algebraic unit and alphabet $\mathcal{A} = \{-1, 0, 1\}$, Condition 4.1 does indeed hold, but there are examples of Hare, Masáková and Vávra [14] using complex alphabets in which the cut and project set contains extra points.

**Lemma 4.6.** For each $i \in \{-1, 0, 1\}$ we have $T_i^{-1}(\bar{Z}) \subseteq \bar{Z}$.  
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Proof. We need only show that for \( x = \sum_{i=0}^{d-1} z_i \beta^i \) where \( z_0, \ldots, z_{d-1} \in \mathbb{Z} \) we have that there exist \( z'_0, \ldots, z'_{d-1} \) such that \( \frac{x}{\beta} = \sum_{i=0}^{d-1} z'_i \beta^i \). Once we have shown this for \( x \), the corresponding results for the Galois conjugates follow directly.

The result holds because, for \( \beta \) to be a root of a \( \{ -1, 0, 1 \} \)-polynomial, it is necessary that the final term \( a_0 \) of the minimal polynomial of \( \beta \) is \( \pm 1 \). Then we use

\[
0 = a_d \beta^d + a_{d-1} \beta^{d-1} + \cdots + a_1 \beta + a_0
\]

\[
\implies \frac{1}{\beta} = \frac{a_d}{-a_0} \beta^{d-1} + \cdots + \frac{a_1}{-a_0}.
\]

and since each of the terms \( \frac{a_i}{-a_0} \) are integers, since \( a_0 = \pm 1 \), we have that dividing by \( \beta \) keeps numbers within the integer lattice as required. \( \square \)

**Proposition 4.3.** Suppose that \( x \in \bar{X}(\beta) \) has \( \pi_c(x) \in [\varepsilon_1, ..., \varepsilon_n]^0 \) for some \( \varepsilon_1, ..., \varepsilon_n \in \{-1, 0, 1\}^n \). Then, under condition 4.1, there are \( a_1, ..., a_n \in \{-1, 0, 1\} \) such that

\[
T_{\varepsilon_1} \circ \ldots \circ T_{\varepsilon_n} \circ T_{a_n} \circ \ldots \circ T_{a_1}(0) = x.
\]

Recall that \( [\varepsilon_1, \ldots, \varepsilon_n] \) is a subset of \( \mathcal{R} \) defined in Definition 4.1, and that \( [\varepsilon_1, \ldots, \varepsilon_n]^0 \) is its interior.

**Proof.** By the iterated function system construction of \( \mathcal{R} \), the fact that \( \pi_c(x) \in [\varepsilon_1, ..., \varepsilon_n] \) gives the existence of arbitrarily long words \( a_1, \ldots, a_m \in \{-1, 0, 1\}^m \) such that

\[
\pi_c(x) \in S_{\varepsilon_1} \circ \ldots \circ S_{\varepsilon_n} \circ S_{a_n} \circ \ldots \circ S_{a_1}(R).
\]

This implies that there is \( y \in \bar{Z} \) with \( \pi_c(y) \in \mathcal{R} \) such that

\[
x = T_{\varepsilon_1} \circ \ldots \circ T_{\varepsilon_n} \circ T_{a_n} \circ \ldots \circ T_{a_1}(y),
\]

the fact that \( y \in \bar{Z} \) follows using Lemma 4.6 using that \( x \in \bar{Z} \). Now \( x = (x_1 \cdots, x_d, x_{d+1}, \cdots x_{d+s}) \) where the maps \( T_i \) are expanding on the first \( d \)
coordinates and contracting on the final $s$ coordinates. Hence the maps $T_i^{-1}$ contract the first $d$ coordinates and for any $\epsilon > 0$, for large enough $m$, the point

$$y = (T_{\varepsilon_1} \circ ... \circ T_{\varepsilon_n} \circ T_{a_1} \circ ... \circ T_{a_m})^{-1}(x)$$

must have its first $d$ coordinates within distance $\epsilon$ of the box $\Pi_{i=1}^d I_{\beta_i}(1)$. But since these points lie in a uniformly discrete set, the first $d$ coordinates must actually lie in the closure of this box.

The final $s$ coordinates must be in $\mathbb{R}^o$, since $\pi_c(x) \in S_{\varepsilon_1} \circ ... \circ S_{\varepsilon_n} \circ S_{a_1} \circ ... \circ S_{a_m}(\mathbb{R}^o)$. Thus

$$(T_{\varepsilon_1} \circ ... \circ T_{\varepsilon_n} \circ T_{a_1} \circ ... \circ T_{a_m})^{-1}(x) \in \tilde{Z} \cap \pi_c^{-1}(\mathbb{R}) \cap B_{\beta}(1),$$

and so by Condition 4.1 there exists $b_1 \cdots b_k \in \{-1, 0, 1\}^k$ such that

$$(T_{\varepsilon_1} \circ ... \circ T_{\varepsilon_n} \circ T_{a_1} \circ ... \circ T_{a_m})^{-1}(x) = T_{b_1} \circ \cdots \circ T_{b_k}(0) \in \tilde{X}(\beta).$$

Then

$$x = T_{\varepsilon_1} \circ ... \circ T_{\varepsilon_n} \circ T_{a_1} \circ ... \circ T_{a_m} \circ T_{b_1} \circ \cdots \circ T_{b_k}(0)$$

as required.

\[ \square \]

**Corollary 4.1.** Under condition 4.1, $\tilde{X}(\beta) = \tilde{Z} \cap \pi_c^{-1}(\mathbb{R}^o)$.

This is just the statement of the previous proposition with $\varepsilon_1, \cdots \varepsilon_n$ being the empty word. A similar statement appears as Corollary 4.5 in [14].

**Lemma 4.7.** Let $i, j \in \{1, \cdots, k\}$. Then there exists $c_1, ..., c_n \in \{-1, 0, 1\}$ such that

$$(A_{c_1} \cdots A_{c_n})_{ij} > 0.$$  

**Proof.** The definition of $\Delta$ means there exist $a_1 \cdots a_m \in \{-2, -1, 0, 1, 2\}^m$ and $a_{m+1} \cdots a_n \in \{-2, -1, 0, 1, 2\}$ such that $T_{a_m} \circ \cdots \circ T_{a_1}(v_i) = 0$ and $T_{a_{m+1}} \circ \cdots \circ T_{a_n}(0) = v_j$. Then choosing $c_1 \cdots c_m$ such that $a_i - c_i \in \{-1, 0, 1\}$ for each $i$ the result follows directly from the definition of $A_i$. \[ \square \]

The following lemma is important in defining for us a ‘mixing word’ $a_n \cdots a_1 \in \{-1, 0, 1\}^n$.  
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Proposition 4.4. There is a word $w = w_1, \ldots, w_n \in \{-1, 0, 1\}^n$ and $I, J \subseteq \Delta$ such that $0 \not\in I, 0 \not\in J$ and $(A_{w_1} \cdots A_{w_n})_{i,j} = 0 \iff i \in I$ or $j \in J$.

Proof. We start by building a set $I$ and a word $w_1, \cdots, w_m$ such that the $i$th row of $A_{w_1} \cdots A_{w_m}$ is a zero row for $i \in I$ and $(A_{w_1} \cdots A_{w_m})_{i,1} > 0$ otherwise.

Step 1: Note that for $i \in \{-1, 0, 1\}$, $(A_i)_{1,1} > 0$.

Step 2: The point $v_2$ is in $\Delta$, and from the definition of $\Delta$ and lemma 4.7, there exist $w_1 \cdots w_m \in \{-1, 0, 1\}$ such that

$$(A_{w_1} \cdots A_{w_m})_{2,1} > 0$$

Step 3: Either the 3rd row of the product $A_{w_1} \cdots A_{w_m}$ is a zero row, in which case we declare $v_3 \in I$, or there exists $v_p \in \Delta$ with $(A_{w_1} \cdots A_{w_m})_{3,p} > 0$. As in step 2, since $v_p \in \Delta$ choose a word $w_{m_1+1} \cdots w_{m_2}$ such that

$$(A_{w_{m_1+1}} \cdots A_{w_{m_2}})_{p,1} > 0.$$ 

Then the product of matrices $A_{w_1} \cdots A_{w_m}$ has that entry $(3,1)$ is positive. Furthermore, entry $(2,1)$ is still positive, since $A_{w_1} \cdots A_{w_m}$ had entry $(2,1)$ positive, and then we are post multiplying by matrices with positive top left entry.

Iterating this procedure, we create a word $w_1 \cdots w_{m_k}$ and a set $I \subseteq \Delta$ such that the $i$th row of $A_{w_1} \cdots A_{w_{m_k}}$ is a zero row for $i \in I$ and $(A_{w_1} \cdots A_{w_{m_k}})_{i,1} > 0$ otherwise.

Note that the matrices $A_{w_1}^T, A_{w_0}^T, A_{w_1}^T$ also have top left entry strictly positive and that for any $i \in \{1, \cdots k\}$ there exists a word $c_1 \cdots c_n$ such that $(A_{c_1} \cdots A_{c_n})_{(i,1)} > 0$. So we repeat the above procedure for the matrices $A_{c_1}^T, A_{c_0}^T, A_{c_1}^T$ to create a word $w_1' \cdots w_{n_k}'$ and a set $J$ such that the $j$th row of $A_{w_1'} \cdots A_{w_{n_k}'}$ is a zero row for $j \in J$, and $(A_{w_1'} \cdots A_{w_{n_k}'})_{(j,1)} > 0$ otherwise.

Taking the transpose once more gives us that the product $A_{w_{n_k}}' \cdots A_{w_1}'$ has a set $J$ of zero columns, and for all other columns the first entry is strictly positive.

Now setting $w_1 \cdots w_n = w_1 \cdots w_{m_k} w_{m_k}' \cdots w_1'$ we see that the product $A_{w_1} \cdots A_{w_n}$ has a set $I$ of zero rows, a set $J$ of zero columns, with all other entries strictly positive as required.
**Definition 4.7.** Let the mixing word $w = w_1, \ldots, w_n$ and $A_w = A_{w_1} \cdot \ldots \cdot A_{w_n}$ where $w_1, \ldots, w_n$ are as in Proposition 4.4

Recall that we defined the $1 \times k$ vectors

$$v(x) = (\mu(x), \mu(x+v_2), \ldots, \mu(x+v_k))$$

where $\Delta = (v_1, \ldots, v_k)$ with $v_1 = 0$. Map the space of $1 \times k$ vectors with positive first entry onto projective space by letting $(V')_i = \frac{(V)_i}{(V)_1}$ for $1 \leq i \leq 16$, giving

$$v'(x) = \left(\frac{\mu(x+v_2)}{\mu(x)}, \frac{\mu(x+v_3)}{\mu(x)}, \ldots, \frac{\mu(x+v_k)}{\mu(x)}\right)$$

As before, define the projective distance by

$$d(U, V) = \max_{i \in \{1, \ldots, k-1\}} |\ln((V)_i) - \ln((U)_i)| \in [0, \infty].$$

Here $\ln(0) - \ln(0)$ should be understood to take value 0.

**Proposition 4.2.** There exist $C_1 > 0$ and $C_2 \in (0, 1)$ such that for any $1 \times k$ vectors $U, V$,

- $d(UA_w, VA_w) < C_1$
- if $d(U, V) < \infty$ then $d(UA_w, VA_w) < C_2d(U, V)$.
- if $d(U, V) < \infty$ then $d(UA_i, vA_i) < d(U, V)$ for any $i \in \{-1, 0, 1\}$.

If $A_w$ was a strictly positive matrix, this would be a standard result of Birkhoff [4]. It is a simple modification to extend this to the matrices $A_w$, which are strictly positive on some block with all entries outside of this block zero. Details of this proof are given in the first author’s thesis.

**Proposition 4.5.** Assume that Condition 4.1 holds. Then there exist positive constants $C_1, C_2$ such that for any word $a_1 \cdots a_r \in \{-1, 0, 1\}^n$ and for any $x, y \in \bar{X}(\beta)$ with $\pi_{c}(x), \pi_{c}(y) \in [a]_0$,

$$d(v'(x), v'(y)) < C_1C_2^{-d(a) - 1}$$

where $d(a)$ is the number of disjoint occurrences of $w$ in $a = a_1 \cdots a_n$. 

Proof. By Lemma 4.3 we have that \( x \) and \( y \) both have expansions ending with the word \( a \), i.e. we can write 
\[
x = \sum_{i=1}^{n} c_i \beta^{n-i}, \quad y = \sum_{i=1}^{m} d_i \beta^{m-i}
\]
where both \( c_1 \cdots c_n \) and \( d_1 \cdots d_m \) end in word \( a_r \cdots a_1 \).

Then by Lemma 4.5 we can write
\[
v(x) = \frac{1}{\lambda} v(0) A c_1 \cdots A c_n = \frac{1}{\lambda} v(0) A c_1 \cdots A c_{n-r} A_{a_r} \cdots A_{a_1} \]
and
\[
v(y) = \frac{1}{\lambda} v(0) A d_1 \cdots A d_m = \frac{1}{\lambda} v(0) A d_1 \cdots A d_{m-r} A_{a_r} \cdots A_{a_1}
\]

But now \( a_r \cdots a_1 \) contains \( d \) occurrences of the mixing word \( w \), the first of which contracts the distance between vectors \( U \) and \( V \) to at most \( C_1 \), and the final \( d(a) - 1 \) of which each contract the distance by a factor of \( C_2 \), as in Proposition 4.2. Then we have the required result.

\[\square\]

We note that Theorem 1.3 follows as a direct corollary to Proposition 4.5 as the vector \( v'(x) \) can be written
\[
v'(x) = (\exp(f_2(x_c)), \exp(f_3(x_c)), \cdots \exp(f_k(x_c)))
\]
and that \( d(v'(x), v'(y)) < C_1 C_2^{d(a)-1} \) implies that for each \( i \in \{2, \cdots, k\} \) the differences \( |\ln(f_i(x_c)) - \ln(f_i(y_c))| < C_1 C_2^{d(a)-1} \). Projecting \( \bar{\mu} \) and the elements of \( \Delta \) onto their first coordinates we are done.

Finally we show that all elements of \( \bar{X} \) can be reached from 0 by applying finitely many translations from the set \( \Delta \).

Lemma 4.8. Let \( a_1, \ldots, a_m \in \{-1, 0, 1\} \) be such that \( a_1 \beta^{m-1} + \ldots + a_{m-1} \beta + a_m \beta^0 = 0 \) and \( a_1 \neq 0 \). Then
\[
\left\{ \sum_{i=0}^{\kappa} x_i : \kappa \in \mathbb{N}, x_1, \ldots, x_{\kappa} \in \Delta \right\} = \bar{X}.
\]

Proof. Notice that \( m \geq \deg(\beta) + 1 \). We have
\[
T_{a_m} \circ \ldots \circ T_{a_1}(0) = 0
\]
hence the set
\[ B = \{ T_{a_k} \circ ... \circ T_{a_1}(0) : 1 \leq k \leq m - 1 \} \]
\[ = \{ a_1 \beta^{k-1} + ... + a_{k-1} \beta + a_k \beta^0 : 1 \leq k \leq m - 1 \} \]
is a subset of \( \Delta \). Set
\[ \Delta(0) = \left\{ \sum_{i=0}^\kappa x_i : \kappa \in \mathbb{N}, x_1, ..., x_\kappa \in \Delta \right\} . \]
The proof is completed by showing inductively that \( \bar{\beta}_0, ..., \bar{\beta}_{m-1} \in \Delta(0) \). Indeed \( \bar{\beta}_0 \in B \subseteq \Delta \) and if \( \bar{\beta}_0, ..., \bar{\beta}_k \in \Delta(0) \), for \( \kappa < m-1 \), then
\[ \bar{\beta}_{k+1} = a_1((a_1 \beta^{k+1} + ... + a_{k+1} \beta + a_{k+2} \beta^0) - a_2 \beta^k - ... - a_k \beta - a_{k+2} \beta^0) \in \Delta(0). \]

\[ \square \]

5 Appendix

In this section we will prove Lemma 4.2

Proof. By bringing the matrix to it’s normal form of a reducible matrix, see \( [23] \), p. 51, we can assume that
\[
A = \begin{bmatrix}
  B_1 & * & * & \cdots & * \\
  0 & B_2 & * & \cdots & * \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & 0 & \cdots & * \\
  0 & 0 & 0 & \cdots & B_{h} \\
\end{bmatrix}
\]
where \( B_i \) is a non-negative irreducible square matrix for \( i \in \{1, ..., h\} \). By rescaling we can assume that \( \rho(A) = 1 \). Clearly \( 1 = \rho(A) = \max\{\rho(B_1), ..., \rho(B_h)\} \) so from assumption iii) we get \( \rho(B_1) = 1 \). We set
\[ S_i := \{ j \in \{1, ..., N\} : \text{The entry (j,j) is contained in the } B_i \text{-block} \} . \]
For $i \in \{1, \ldots, h\}$ let 
\[ V_i := \{ u \in \mathbb{R}^N : u(j) = 0 \text{ if } j \notin S_i \} \]
and 
\[ V_i^- := \{ u \in \mathbb{R}^N : u(j) = 0 \text{ if } j \notin \cup_{k=1}^{i-1} \kappa \} \].

Define $p_i$ and $p_i^-$ to be the orthogonal projections of $\mathbb{R}^N$ to the subspaces $V_i$ and $V_i^-$ respectively. Finally let $B'_i$ to be $A$ where all entries outside the $B_i$-block are replaced by 0 and $B'_i^-$ to be $A$ where all the entries of the form $(i, j)$ are replaced by zero if and only if $j \notin \cup_{k=1}^{i-1} \kappa$.

We will prove the lemma by proving inductively that $p_i(e_1A^n)$ converges for $i \in \{1, \ldots, h\}$. For $i = 1$ we have that $p_i(e_1A^n) = p_i(e_1B'_1^n)$ so the statement is true since $B_1$ is an irreducible aperiodic matrix of spectral radius one. The aperiodicity comes from assumption i). Now we assume that $i \in \{2, \ldots, h\}$ and $p_i^-(e_1A^n)$ converges to some $v' \in \mathbb{R}^N$ aiming to prove that $p_i(e_1A^n)$ converges.

Case 1 $\rho(B_i) < 1$: We define $T_i : \mathbb{R}^N \to \mathbb{R}^N$ by 
\[ T_i(x) = xB'_i + p_i(v'A) \]
Since $\rho(B_i) < 1$ there is $u' \in \mathbb{R}^N$ such that $u'(I - B'_i) = p_i(v'A)$ so that 
\[ T_i(x) = (x - u')B'_i + u'. \]

Now, from $\rho(B_i) < 1$ again, we can conclude that $T_i^n(x) \to u'$ for any $x \in \mathbb{R}^N$. Writing 
\[ p_i(e_1A^n) = T_i^n(0) + p_i(e_1A^n) - T_i^n(0) \]
we only need to prove that $p_i(e_1A^n) - T_i^n(0) \to 0$ to prove the convergence of $p_i(e_1A^n)$ to $u'$. Let $\varepsilon > 0$. By the spectral radius formula there exists $C > 0$ such that 
\[ ||B'_i^n|| \leq C (\rho(B_i) + \delta)^n \]
where $\delta > 0$ is chosen such that $\rho(B'_i) + \delta < 1$. Also by $p_i^-(e_1A^n) \to v'$ we get that there is $\kappa_0$ such that $|p_i(v'A) - p_i^-(e_1A^{n-1})A| < \varepsilon$. Notice that 
\[ p_i(e_1A^{\kappa+1}) = p_i(e_1A^\kappa)B'_i + p_i^-(e_1A^\kappa), \quad \kappa \in \{0, \ldots\}. \]
By iterating the relation above and choosing \( n \) large enough we get

\[
|p_i(e_1 A^n) - T_i^n(0)| = \left| \sum_{\kappa=1}^{n} (p_i(p_{i-1}(e_1 A^{\kappa-1}) A) - p_i(v'A)) B_i^{n-\kappa} \right|
\]

\[
\leq \sum_{\kappa=1}^{\kappa_0-1} (p_i(p_{i-1}(e_1 A^{\kappa-1}) A) - p_i(v'A)) B_i^{n-\kappa} + \sum_{\kappa=\kappa_0}^{n} \|B_i^{n-\kappa}\| \cdot \varepsilon
\]

\[
\leq \left| \sum_{\kappa=1}^{\kappa_0-1} (p_i(v'A) - p_{i-1}(e_1 A^{\kappa-1}) A) B_i^{\kappa_0-1-\kappa} \right| B_i^{\kappa_0-\kappa + 1}
\]

\[
+ \frac{\varepsilon \cdot C}{1 - \rho(B_i) - \delta}
\]

Since \( xB_i^n \to 0 \) for all \( x \in \mathbb{R}^N \) the above gives

\[
\limsup_{n \to \infty} |p_i^n(e_1 A^n) - T_i^n(0)| \leq \frac{\varepsilon \cdot C}{1 - \rho(B_i) - \delta}
\]

but since \( \varepsilon \) was arbitrary we get

\[
\lim_{n \to \infty} |p_i^n(e_1 A^n) - T_i^n(0)| = 0
\]

completing the inductive step in the case \( \rho(B_i) < 1 \).

Case \( 2 \) \( \rho(B_i) = 1 \): Now let \( u' \) be a left eigenvector of 1 of \( B_i' \) with all entries in \( S_i \) being positive. There exists such a \( u' \) from Perron–Frobenius theorem since \( B_i \) is a non-negative irreducible matrix. There are \( \kappa_0, m \in \mathbb{N} \) and \( c > 0 \) such that all entries in \( S_i \) of

\[
p_i (p_{i-1}(e_1 A^n) A^m) - cu'
\]

are positive for all \( n > \kappa_0 \). This is true, by choosing \( c \) small enough, because of assumption ii) and \( p_{i-1}(e_1 A^n) \to v' \). Let \( \kappa_1 \in \mathbb{N} \) be such that \( m(\kappa_1 - 1) > \kappa_0 \). The inequalities in the following are to be understood entrywise. For \( n \)
large enough we have,

\[
p_i(e_1 A^m) = \sum_{\kappa=1}^{n} (p_i (e_1 A^{(\kappa-1)} A^m)) B_i^{m(n-\kappa)} \\
\geq \sum_{\kappa=\kappa_1}^{n} (p_i (e_1 A^{(\kappa-1)} A^m)) B_i^{m(n-\kappa)} \\
= \sum_{\kappa=\kappa_1}^{n} (p_i (e_1 A^{(\kappa-1)} A^m) - cu') B_i^{m(n-\kappa)} + \sum_{\kappa=\kappa_1}^{n} cu' B_i^{m(n-\kappa)} \\
\geq \sum_{\kappa=\kappa_1}^{n} cu' B_i^{m(n-\kappa)} = (n - \kappa_1 + 1) cu'.
\]

The above implies that \( ||p_i(e_1 A^m)||_1 \to \infty \) which contradicts assumption iii). Thus case 2 never occurs.

\[\Box\]

6 Further Questions:

We have a number of further questions on the structure of the sets \( X(\beta) \), the measure \( \mu \), and on how one can start to study \( \mu \) using ergodic theory.

**Question 1:** Is it the case for any integer alphabet \( A \) and for any hyperbolic \( \beta \) one can express \( X(\beta) \) (or the higher dimensional analogue \( X(\beta) \) in the non-Pisot case) as a cut and project set with window \( R \) (or maybe \( R^\alpha \)) defined as the attractor of an iterated function system \( \{ S_i : i \in A \} \) where \( S_i \) is defined in terms of the Galois conjugates of \( \beta \) of absolute value less than one? We have shown an inclusion in Corollary 4.1. This question is also considered in [13].

**Question 2:** Is it true that, for a sequence of Pisot numbers \( \beta_n \) of increasing degree in any interval \( (1, 2-\epsilon) \), the sequence of sets \( \frac{1}{\beta_n - 1} \left( X_{\{-1,0,1\}}(\beta_n) \cap \left[ \frac{-1}{\beta_n - 1}, \frac{1}{\beta_n - 1} \right] \right) \) equidistribute in \([-1, 1]\)? These sets are just pieces of the spectra of \( X_{\{-1,0,1\}}(\beta_n) \) renormalised to live on \([-1, 1]\).

In Conjecture 2 we predict that, for such a sequence of Pisot numbers \( \beta_n \), the distance between measures \( \mu_I_{\beta_n} \) and normalised Lebesgue measure on \( I_{\beta_n} \)
tends to zero as $n$ tends to infinity. Our question here is the corresponding question for the sets $\text{supp}(\mu_{I_{\beta_n}}) = X_{\{-1,0,1\}}(\beta_n) \cap \left[ \frac{-1}{\beta_n-1}, \frac{1}{\beta_n-1} \right]$. If the answer to Question 1 is positive, then this is a question about the structure of a sequence of cut and project sets.

**Question 3:** Does further numerical evidence support our Conjectures 1 and 2 on the dimension of Bernoulli convolutions and the distribution of measures $\mu_{I_{\beta_n}}$? The case that $\beta_n$ is a sequence of Pisot numbers converging to a limit in $(1, 2)$ is of particular interest. In that case the limit must also be a Pisot number.

**Question 4:** In the special case of the Golden mean, Theorem describes how the measure $\mu$ evolves as one moves through the spectrum. Can one use this theorem, for example, to prove that the sequence of probability measures

$$\lim_{n \to \infty} \frac{1}{\sum_{x \in X(\phi) \cap [0,n]} \mu(x)} \sum_{x \in X(\phi) \cap [0,n]} \mu(x) \delta_{x \pmod{1}}$$

converges weak* to Lebesgue measure on $[0,1]$? Inducing on the region $\{(x,y,z) : y \in [0,\phi^2]\}$ we have an irrational rotation in the $x$ direction, and an irrational rotation in the $y$ direction which also gives the weights which tell us how to evolve the measure $\mu$. Then one might believe our question has a positive answer, since the weights $\mu(x)$ are driven by the evolution in the $y$ direction which is somehow independent of our position in the $x$ direction.
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