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We would like to suggest new perspectives, following Trevethan’s article (1), on misconceptions about the measures of screening.

MEASURES OF TEST ACCURACY IN TWO DISTINCT SITUATIONS: DETECTION AND DIAGNOSIS (2–20)

We suggest a clear distinction between the accuracy measures of the detection of a disease in a screening setting in populations, using data on persons with and without known disease status, vs. accuracy measures of diagnosis in a clinical setting in individuals when the disease status is unknown.

In the first situation, a researcher is conducting a study in which the prevalence of the disease is artificial: it is determined by the researcher based on the number of persons with and without the disease who are included in the study. For example, if in a study one examines the sensitivity and specificity of a test in 100 persons with a disease (for example, AIDS) and 100 persons without the disease, the prevalence of AIDS in this particular study is 50%, which is of course far from the true prevalence of AIDS. The sensitivity and specificity are used to describe the technical characteristics of a test, i.e., how many persons with a disease or without a disease will be detected correctly by a test in a population with known diagnoses. These measures are important in public health and health planning. For example, one might need to know the percentage of sick persons (the sensitivity) or healthy persons (the specificity) that will be detected among travelers at an airport and thus plan preventive measures in times of a communicable disease epidemic.

The second situation is a clinical setting when the diagnoses are as yet unknown and the test is used to diagnose the disease in individuals: the positive predictive value (PPV) and the negative predictive value (NPV) are an estimate of the accuracy of the test, i.e., of the fractions of patients who are diagnosed correctly as positive or negative, respectively.

Let us explain the need to use two different approaches for the two distinct situations described above, with specific analogous notations (italic lowercase and uppercase) and the derived equations.

Estimating the Accuracy of Test Detectability in Populations (Table 1)

We use italic lower-case letters in the description of screening in the general population in a 2 x 2 table, Table 1. The sensitivity and specificity are calculated in samples of persons with (a + c) and without (b + d) the disease in a selected population. In this table, it is inappropriate to include totals of the “horizontal” axis of test (T) results.
The positive likelihood ratio, \( plr \), is the ratio of sensitivity to the false positive fraction, \( fpf \) (i.e., 1-specificity). Obviously, when \( plr = 1 \), the test is useless: its detection will be equally correct among persons with the disease and persons without the disease, \( sensitivity = fpr \). When \( plr > 1 \), the higher the value of \( plr \), the more effective is the test for detecting correctly persons with the disease, and it is less likely to wrongly identify a healthy person as a person with the disease. When \( plr < 1 \), the sensitivity is lower than the \( fpf \), so that the test detects correctly persons with the disease less frequently than it incorrectly identifies a healthy person as a person with a disease; i.e., the test is more misleading than helpful in detecting a disease.

Similarly, the negative likelihood ratio, \( nlr \), is the ratio of the false negative fraction, \( fnf \) (i.e., 1-sensitivity) to specificity. When \( nlr = 1 \), the test is useless: it will equally not detect the disease incorrectly among persons with the disease (and fail to detect the disease) and without the disease (specificity = \( 1 - fnf \)).

When \( nlr < 1 \), the test is more effective: it identifies correctly healthy persons more frequently than it detects incorrectly persons with a disease as being without it. When \( nlr > 1 \), the test is more misleading than helpful in detecting the absence of a disease.

**Estimating Accuracy of Diagnosis of a Disease in the Patient Population (Table 2)**

The application of a diagnostic test to a patient (target) population utilizes a similar \( 2 \times 2 \) table (Table 2). To evaluate the effectiveness of the application of a diagnostic test in the patient population, the investigator first observes the outcome, i.e., the test results, and obtains information about the study factor, i.e., the disease status.

We use upper-case letters to describe screening in the patient population in a \( 2 \times 2 \) table, Table 2. It is the data in this table that are of interest to the patient (and the physician), answering the following questions: When the test is positive, what is the probability that the patient has the disease? (Answerable by the PPV); and when the test is negative, what is the probability that the patient does not have the disease? (Answerable by the NPV).

We have suggested trustability ratios of a test, analogous to the likelihood ratios that have been discussed above (19).

The positive predictive ratio (PPR) is the ratio of the PPV to the False Negative Fraction in the patient population (FNF). Obviously, when \( PPR = 1 \) the test is useless: it will equally diagnose correctly (when the test is positive) and fail to diagnose persons with the disease (PPV = FNF).

In contrast, when \( PPR > 1 \), the higher the value of PPR, the more effective is the test for diagnosing correctly persons with the disease relative to diagnosing the absence of the disease when a person does have a disease, thus failing to yield a positive diagnosis. When \( PPR < 1 \), the test is misleading. It diagnoses unhealthy persons as not having a disease more frequently than it diagnoses correctly a person with a disease.

Similarly, the negative predictive ratio (NPR) is the ratio of the False Positive Fraction in the patient population (FPF) to the NPV. When \( NPR = 1 \), the test is useless: it will equally diagnose correctly persons without the disease (when the test is negative) and fail to diagnose persons without the disease (NPV = FPF). In contrast, when \( NPR < 1 \), the lower the value of NPR, the more effective is the test, as it correctly diagnoses healthy persons as persons without a disease more frequently than it diagnoses incorrectly a person without a disease as having the disease. When \( NPR > 1 \), the test is misleading. It diagnoses healthy persons as having a disease more frequently than it diagnoses correctly persons without a disease.

---

**TABLE 1** | Data presentation in a selected population, assessing detectability of a test.

| Test results | Disease status | S+ | S– |
|--------------|---------------|----|----|
| T+           | a             | b  |    |
| T–           | c             | d  |    |

\[
sensitivity = P(T+)\big|S+\bigg) = \frac{a}{a+c}, \quad specificity = P(T–|S–) = \frac{b}{b+d},
\]

\[
Positive\ Likelihood\ Ratio\ (plr) = \frac{sensitivity}{fpr} = \frac{a}{b},
\]

\[
Negative\ Likelihood\ Ratio\ (nlr) = \frac{1}{specificity} = \frac{b}{a},
\]

\[
Error\ terms\ for\ the\ study\ population:
\]

\[
False\ positive\ fraction = fpf = \frac{b}{b+d},\quad False\ negative\ fraction = fnf = \frac{c}{a+c}
\]

---

**TABLE 2** | Data presentation in a clinical study setting in a target patient population assessing the diagnostic capability of a test.

| Test results | Disease status | S+ | S– |
|--------------|---------------|----|----|
| T+           | A             | B  | A+B |
| T–           | C             | D  | C+D |

\[
PPV = P(S+|T+) = \frac{A}{A+B}, \quad NPV = P(S–|T–) = \frac{D}{C+D}
\]

\[
Positive\ Predictive\ Ratio\ (PPR) = \frac{PPV}{fpr} = \frac{A}{A+B},
\]

\[
Negative\ Predictive\ Ratio\ (NPR) = \frac{1}{NPV} = \frac{D}{C+D}
\]

\[
Error\ terms\ for\ the\ patient\ population:
\]

\[
False\ Positive\ Fraction = FPF = \frac{B}{A+B} = 1 - PPV
\]

\[
False\ Negative\ Fraction = FNF = \frac{C}{C+D} = 1 - NPV
\]
### GAIN IN CERTAINTY AND SUMMARY MEASURES

#### Youden Index as a Summary Measure of the Detectability of a Test in Populations

In 1950, Youden proposed an index as a measure of the goodness of a test. Using the false positive and false negative fractions, the index is defined as

\[
J = 1 - (fpr + fnr) = (1 - fpr) + (1 - fnr) - 1 = sensitivity + specificity - 1
\]

When \( J = 1 \), the test is always correct. In other words, there are no errors, so that \( fpf = fnf = 0 \); i.e., the test detects correctly the sickness status. When \( J = 0 \), assuming that sensitivity and specificity have equal importance in determining the expected gain, the above equation implies that when the sensitivity + specificity = 1, the test provides no overall information. In other words, the test is useless if the proportion of errors equals 100%, i.e., when \( fpf + fnf = 1, J = 0 \). When \( J < 0 \) (between \(-1\) and \(0\)), the test is misleading; i.e., the tests results are negatively associated with the true diagnosis.

\( J \) can also be interpreted as the gained probability of correct detection information, i.e., the difference between the joint probabilities of correct detection (positive or negative detection), sensitivity * specificity, vs. the joint probabilities of incorrect detection, \( fpf * fnf \).

\[
J = sensitivity * specificity - fpf * fnf = sensitivity * specificity - (1 - sensitivity) * (1 - specificity) = sensitivity + specificity - 1
\]

#### Predictive Summary Index as a Summary Measure of Diagnostibility of a Test in Individuals (20)

We have proposed a summary index of the information, the Predictive Summary Index (PSI = \( \psi \)) (17, Table 4), which is a measure of the additional information given by the test results, beyond the prior knowledge (the prevalence of the disease). Thus, the PSI summarizes the information in Table 2. Let us note that the information from a positive test result beyond what is already known a priori about the disease prevalence is PPV-Prevalence. Similarly, the information from a negative test result beyond what is already known a priori about the probability of no disease (the prevalence of no disease) is NPV-(1-Prevalence).

Thus, the overall information, i.e., the gain in certainty that we obtain after a test is performed, beyond what is already known, is calculable as a summary measure

\[
\text{Total gain in certainty} = PPV - \text{Prevalence} + \text{NPV} - (1 - \text{Prevalence}) = PPV + \text{NPV} - 1 = \psi
\]

Alternatively, \( \psi \) is the information that is not derived from errors, \( fnf \) and \( fpf \)

\[
\psi = 1 - (fpf + fnf) = 1 - [(1 - PPV) + (1 - NPV)] = PPV + NPV - 1
\]

If \( \psi = 1 \), the test is always correct, that is, there are no errors, so that \( fpf + fnf = 0 \); i.e., the test detects correctly the sickness status. When \( \psi = 0 \), PPV + NPV = 1, and the test provides no overall information. In other words, the test is useless if the proportion of errors equals 100%, i.e., when \( fpf + fnf = 1, \psi = 0 \). For example, if test results are random and the probability of both \( fpf \) and \( fnf \) is 50%, then the test is useless. When \( \psi < 0 \), negative values (between \(-1\) and \(0\)) of \( \psi \) make the test misleading; i.e., the tests results are negatively associated with the true diagnosis.

The PSI can also be interpreted as the gained probability of correct diagnosis information, i.e., the difference between the joint probabilities of correct diagnosis (positive or negative diagnosis) PPV*NPV vs. the joint probabilities of incorrect diagnosis FPFP*FNP

\[
\psi \psi = PPV - NPV - FNR * FPR = PPV * NPV - [(1 - PPV) * (1 - NPV)] = PPV * NPV - 1 + NPV + PPV - NPV * PPV = \psi
\]

#### UTILIZATION OF BAYES’ THEOREM (1–20)

We have discussed the use of two different approaches for detection vs. diagnoses. In practice, the analyses are frequently performed in two stages: first one uses a selective (study) population for which the sensitivity and specificity are calculated, comparing a screening based on a test that is less accurate, costly, or invasive to a gold standard (GS), which may be a more accurate but more expensive or invasive test (e.g., biopsy), and then, Bayes’ theorem and the prevalence are used, together with the sensitivity and specificity, to calculate the PPV or NPV. This is particularly useful when we do not have the information that is needed to construct Table 2; i.e., when we cannot calculate directly the PPV and NPV, because it is frequently unfeasible and unethical to perform both the diagnostic tests and an additional definitive test (the “gold standard” against which the test is evaluated) to determine the true diagnosis. Therefore, the test is evaluated in a selected sample of a population and only Table 1 can be constructed. PPV and NPV are then calculated from the sensitivity and specificity and the prevalence of the disease, applying Bayes’ theorem.

#### DISCUSSION

Trevethan’s article explains the difference between a “screening test” and a diagnostic test. We add and suggest that a distinction should be made between detection (in an already diagnosed population) and diagnosis (in the patient target population).

The term “screening” is used in two different situations. Screening can be performed in a population to detect a health...
condition for public health purposes. This activity is then evaluated in studies among persons with a known disease status, calculating the sensitivity and the specificity among persons with an already diagnosed disease and among those without a disease, calculating the specificity and the positivity. The prevalence of the disease in such studies is frequently artificial: the selection of participants with or without a disease may be dependent on the budget, availability of persons with known disease status (with or without a disease), and ethical considerations. Thus, the predictive values cannot be calculated in these studies. Such studies can help in the planning of health services in a public health setting and the possible use of the test for public health purposes (costeffectivity and utility).

In contrast, screening for a disease in the patient population in a clinical setting is performed for the purpose of diagnoses and treatments. This activity is then evaluated in studies among persons who present themselves at the clinics, without a known disease status. In fact, the clinical interaction focuses usually on the determination of a disease status. Screening in the clinical setting is thus performed for diagnosis purposes. In the clinical setting, it is possible to calculate the predictive values of a test, calculating the PPV and FPF among persons with a positive test result and the NPV and FNF among persons with negative test results. The prevalence of the disease in studies in the clinical setting is frequently the true prevalence in the population that is served by a clinic.

Further, we suggest that attention should be paid to ratio measures that are based on the sensitivity and specificity, that is, the likelihood ratios, plr and nlr. These measures can facilitate the assessment of a test in the public health setting. Similarly, we suggest that attention should be paid to ratio measures that are based on the PPV and NPV, i.e., the PPR and NPR above. These measures can facilitate the assessment of a test in the clinical setting and inform patients and physicians about the trustworthiness of a diagnostic test to diagnose a disease (the PPR) or a healthy status (the NPR).

We suggest that attention should be paid to summary measures, which indicate the gain in certainty in the detection of a disease in a public health setting and diagnosis of a disease in the patient population in the clinical setting, using measures such as the Youden index (J) and the PSI (ψ) (respectively).

We hope that our approach will clarify the methodology and the use of measures of detection in a screening setting vs. measures of diagnosis in a clinical setting.
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