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Abstract
We derive a matrix product formula for symmetric Macdonald polynomials. Our results are obtained by constructing polynomial solutions of deformed Knizhnik–Zamolodchikov equations, which arise by considering representations of the Zamolodchikov–Faddeev and Yang–Baxter algebras in terms of $t$-deformed bosonic operators. These solutions are generalized probabilities for particle configurations of the multi-species asymmetric exclusion process, and form a basis of the ring of polynomials in $n$ variables whose elements are indexed by compositions. For weakly increasing compositions (anti-dominant weights), these basis elements coincide with non-symmetric Macdonald polynomials. Our formulas imply a natural combinatorial interpretation in terms of solvable lattice models. They also imply that normalizations of stationary states of multi-species exclusion processes are obtained as Macdonald polynomials at $q = 1$.
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1. Introduction

Symmetric Macdonald polynomials [1, 2] are families of multivariable orthogonal polynomials indexed by partitions whose coefficients depend rationally on two parameters $q$ and $t$. In the case $q = t$ they degenerate to the more familiar Schur functions which encode characters of irreducible representations of the symmetric group. One way to define Macdonald polynomials is as joint eigenfunctions of a family of commuting operators in the double affine
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Hecke algebra [3, 4]. They can also be defined combinatorially as generating functions [5–7], or via symmetrization of non-symmetric Macdonald polynomials that are computed from Yang–Baxter graphs [8, 9].

Another family of commuting operators can be constructed in the Hecke algebra, corresponding to commuting transfer matrices in the theory of Yang–Baxter solvable lattice models [10]. Those operators are solutions of the Yang–Baxter algebra generated by an $R$-matrix arising from a quantum group. Eigenfunctions of transfer matrices are generally complicated objects that can be constructed using the so-called Bethe ansatz. In cases where the eigenvalue is simple it is sometimes possible to construct explicit eigenfunctions of transfer matrices, and a well developed technique to construct such eigenfunctions is the matrix product algebra [11] for the asymmetric exclusion process. In an inhomogeneous setting the matrix product algebra is known as the Zamolodchikov–Faddeev (ZF) algebra [12, 13]. The latter algebra is related to the $t$-deformed Knizhnik–Zamolodchikov equation [14, 15].

Opdam [16] and Cherednik [3, 4] generalized Macdonald’s construction to a non-symmetric setting and defined families of non-symmetric Macdonald polynomials which are indexed by tuples of integers called compositions. There exists a basis in the ring spanned by non-symmetric Macdonald polynomials whose defining equations are exchange relations which are equivalent to the $t$-deformed ZF algebra. Elements of this basis specialize to probabilities of particle configurations of the multi-species asymmetric exclusion process. Solutions to the ZF algebra can be obtained from solutions of the Yang–Baxter algebra, but not all solutions of the latter give non-trivial solutions of the former. Polynomial solutions of the deformed ZF and KZ algebras have received recent attention in the context of the Razumov–Stroganov–Cantini–Sportiello theorem and alternating-sign matrices [17–23].

In this paper we put several ingredients together to show that a solution of the Yang–Baxter algebra arising for the multi-species asymmetric exclusion process and based on $t$-deformed bosons generates non-trivial polynomial solutions of the ZF algebra. We show that those solutions lead to matrix product formulas for certain basis functions in the ring of polynomials spanned by the non-symmetric Macdonald polynomials, and by symmetrization this implies a matrix product formula for symmetric Macdonald polynomials. We furthermore provide a combinatorial interpretation of our formulas in terms of two-dimensional lattice configurations of boson trajectories.

For $q = 1$ the homogeneous limit of our formulas are steady state probabilities of multispecies asymmetric exclusion processes. In the context of the simple asymmetric exclusion process the ZF algebra was studied in [24] and recently reviewed in a more general context of integrable exclusion processes in [25]. The connection between exclusion processes and the Hecke algebra was pointed out in [26]. Our construction here is heavily based on recent results for the multispecies asymmetric exclusion process [27–31, 44].

### 1.1. Deformed bosons

In the following we shall make extensive use of bosonic operators called $t$-deformed oscillators. These operators appear naturally in the context of solvable lattice models and in matrix product formulas for the asymmetric simple exclusion process (ASEP) [24, 34, 35]. They are defined by

\[
\begin{align*}
    a_k t^k a, & \quad a^\dagger k &= t^{-k} a^\dagger, \\
    a a^\dagger &= 1 - k, & \quad a^\dagger a &= 1 - t^{-k}.
\end{align*}
\]

A consequence of these relations is the following equation which we shall use frequently,

\[
    a a^\dagger - t a^\dagger a = 1 - t.
\]
A faithful representation of this algebra on the Fock space $\text{Span} \{\mathcal{m}\}_{m=0}^\infty$ is given by
\[ a^k |m\rangle = \left(1 - t^m\right)^k |m\rangle, \quad a^\dagger |m\rangle = \left(1 - t^{m+1}\right)^{1/2} |m+1\rangle, \]
\[ k = \text{diag} \{1, t, t^2, \ldots\}. \]  \hfill (3)

### 1.2. Hecke algebra action on polynomials

The second algebraic ingredient we need is an action of the Hecke algebra on polynomials. We start by denoting by $S_n$ the symmetric group on $n$ elements, i.e., $S_n$ is the Weyl group of type $A_{n-1}$. The symmetric group has a natural action on compositions $\lambda \in \mathbb{N}_0^n$ given by
\[ s_i(\ldots, \lambda_i, \lambda_{i+1}, \ldots) = (\ldots, \lambda_{i+1}, \lambda_i, \ldots). \]  \hfill (4)

The symmetric group also has a natural action on polynomials, given by
\[ s_i f(\ldots, x_i, x_{i+1}, \ldots) = f(\ldots, x_{i+1}, x_i, \ldots). \]  \hfill (5)

A $t$-deformation of (5) may be defined using divided differences leading to the Demazure operator
\[ T_{i}^{\pm 1} = t^{1/2} - t^{-1/2} x_i - x_{i+1} \left(1 - s_i\right), \]  \hfill (6)
which for $t \to 1$ reduces to (5). The operator $T_i$ satisfies the relations of the Hecke algebra of type $A_{n-1}$,
\[ (T_i - t^{1/2})(T_i + t^{-1/2}) = 0, \quad (i = 1, \ldots, n - 1), \]
\[ T_i T_{i+1} T_i = T_{i+1} T_i T_{i+1}, \]
\[ T_i T_j = T_j T_i \quad |i - j| \geq 2. \]  \hfill (7)

It is convenient to define the following shifted operator (sometimes referred to as Baxterised operator),
\[ T_i(u) = T_i + \frac{t^{-1/2}}{u}, \quad [u] = \frac{1 - t^u}{1 - t}. \]  \hfill (8)
which satisfies the Yang–Baxter equation,
\[ T_i(u) T_{i+1}(u + v) T_i(v) = T_{i+1}(v) T_i(u + v) T_{i+1}(u). \]  \hfill (9)

We furthermore define the following shift operator compatible with the affine Hecke algebra of type $A_{n-1}$,
\[ (\omega f)(x_1, \ldots, x_n) = f(q x_{n}, x_1, \ldots, x_{n-1}), \]  \hfill (10)
\[ \omega T_i = T_{i+1} \omega. \]  \hfill (11)

The affine Hecke algebra formed by the operators (6) and $\omega$ has an Abelian subalgebra generated by the Murphy elements, which are defined as
\[ Y_i = T_i \cdots T_{n-1} \omega T_{i-1}^{-1} \cdots T_{n-1}^{-1}. \]  \hfill (12)

These operators mutually commute and central elements in the Hecke algebra can be constructed by taking symmetric combinations of the Murphy elements. Joint eigenfunction of the operators $Y_i$ are non-symmetric Macdonald polynomials.

For later use it is convenient to develop some notation. Representations of $S_n$ are indexed by partitions, which are those compositions for which $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$. Compositions are naturally ordered under the dominance order $\succeq$ on $\mathbb{N}_0^n$, which is defined as
Let $\lambda$ be a composition and let $\lambda^+$ be the dominant weight of $\lambda$ in the dominance order on compositions, i.e. $\lambda^+$ is a permutation of $\lambda$ such that $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$. Let $w_{\lambda}$ be the smallest word such that $\lambda = w_{\lambda} \cdot \lambda^+$. The permutation $w_{\lambda}^{-1}$ is obtained by labeling each entry from $\lambda$ with a number from 1 to $n$, from the biggest entry to the smallest and from the left to the right. For instance $\lambda = (3, 0, 4, 4, 2)$ and $\lambda^+ = (4, 4, 3, 2, 0)$, the anti-dominant weight for this example is $\delta = (0, 2, 3, 4, 4)$.

To be able to define the spectral vector in the next section we will need the quantity $\rho(\lambda) := w_{\lambda}^{-1} \cdot \rho$, (14)

where $\rho = \frac{1}{2}(n - 1, n - 3, \ldots, - (n - 1))$. For the example above, $n = 5$ and therefore $\rho = (2, 1, 0, -1, -2)$ and $\rho(\lambda) = (0, -2, 2, 1, -1)$.

1.3. Deformed Knizhnik–Zamolodchikov equations

We are interested in finding explicit matrix product formulas for Macdonald polynomials. We first derive matrix product formulas for polynomials which are linear combinations of non-symmetric Macdonald polynomials. These polynomials are defined by a system of exchange equations closely related to the $q$-deformed Knizhnik–Zamolodchikov ($q$KZ) equation. We note here that in our notation the parameter that is usual called $q$ is replaced by $t$ in order to make connection to the literature on Macdonald theory.

Following Kasatani and Takeyama [20], polynomial solutions to the (reduced) $q$KZ equations, sometimes called exchange relations, can be obtained from eigenfunctions of the $Y_i$ operators. Let $\delta$ be the anti-dominant weight and let $E_{\delta}$ be the non-symmetric Macdonald polynomial solving the eigenvalue equation

$$Y_i E_{\delta} = \chi_i(\delta) E_{\delta},$$

where $\chi_i(\delta) = t^{\rho_i(\lambda)}q^\delta_i$. We now define another set of polynomials, which are linear combinations of the Macdonald polynomials $E_{\delta}$, and for which we will be able to find compact explicit expression. Define

$$f_{\delta} := E_{\delta},$$

$$f_{\ldots, \lambda_i, \ldots} := t^{-1/2} Y_i^{-1} f_{\ldots, \lambda_i+1, \ldots} \quad \lambda_i > \lambda_{i+1}. \quad (16)$$

Note that our notation differs slightly from [20] as (18) contains a factor $t^{-1/2}$ on the right-hand side, and consequently some other details below are different.

Then $f$ solves the $q$KZ equations

$$T_i f_{\ldots, \lambda_i, \lambda_{i+1}, \ldots} = t^{1/2} f_{\ldots, \lambda_i, \lambda_{i+1}, \ldots} \quad \lambda_i = \lambda_{i+1},$$

$$T_i f_{\ldots, \lambda_i, \lambda_{i+1}, \ldots} = t^{-1/2} f_{\ldots, \lambda_i+1, \lambda_{i+1}, \ldots} \quad \lambda_i > \lambda_{i+1}, \quad (18)$$

$$\omega f_{\ldots, \lambda_i, \ldots} = q^\delta f_{\lambda_i, \ldots}. \quad (19)$$

Writing $q = t^u$ we define the elements of the spectral vector $\langle \lambda \rangle$ of a composition $\lambda$ as,

$$\langle \lambda \rangle = \rho(\lambda) + u \rho_i. \quad \chi_i(\lambda) = t^{\rho_i(\lambda)}.$$ 

(20)

The non-symmetric Macdonald polynomials are obtained from $E_{\delta}$ by the action of Baxterised operators:
These polynomials satisfy
\( Y_i E_\lambda = y_i(\lambda) E_\lambda. \)  
\( \lambda_i < \lambda_{i+1}. \)  
\( \lambda_i \) (21)

Below we will derive a matrix product expression for the functions \( f_\lambda \), and while we will not give an explicit matrix product expression for the polynomials \( E_\lambda \), these can be derived as linear combinations of the \( f_\lambda \) using (21). In fact, the two families of polynomials are related via a triangular change of basis:
\( E_\lambda = \sum_{\mu \leq \lambda} c_{\mu\lambda}(q, t) f_\mu, \quad f_\lambda = \sum_{\mu \leq \lambda} d_{\mu\lambda}(q, t) E_\mu \)  
for suitable rational coefficients \( c_{\mu\lambda}(q, t) \) and \( d_{\mu\lambda}(q, t) \).

2. Matrix product, Yang–Baxter and ZF algebras

2.1. Matrix product ansatz

The aim of this section is to obtain a matrix product expression for \( E_\lambda(x_1, ..., x_n) \), the non-symmetric Macdonald polynomial indexed by the anti-dominant weight \( \delta \). Our approach is to write an Ansatz for the polynomials \( f_\lambda \), which generalize \( E_\lambda \), and to show that this Ansatz obeys the \( q \)KZ equations (17)–(19). The Ansatz is as follows:
\( \Omega_\lambda f_\lambda(x_1, ..., x_n) = \text{Tr} \left[ A_{\lambda_1}(x_1) \cdots A_{\lambda_n}(x_n) S \right] \)  
(24)
where \( \Omega_\lambda \) is a normalization factor to be determined later and \( A_\rho(x), A_1(x), ..., A_r(x) \) and \( S \) are matrices satisfying the exchange relations
\( A_i(x)A_j(y) = A_j(y)A_i(x), \)  
\( t A_i(x)A_j(y) = \frac{t x - y}{x - y} (A_j(x)A_i(y) - A_i(y)A_j(x)) = A_i(x)A_j(y), \)  
\( S A_\rho(qx) = q^\rho A_\rho(x) S, \)  
(27)
for all \( 0 \leq i < j \leq r \). It is straightforward to demonstrate that the Ansatz (24) is a faithful solution to the \( q \)KZ relations (17)–(19). The validity of (17) is ensured by (25), since \( f_\lambda(x_1, ..., x_n) \) is symmetric in \( x_i, x_{i+1} \) when \( \lambda_i = \lambda_{i+1} \). Accordingly, the action of \( (1 - s_i) \) gives zero in this case, and we find that
\( T_i f_{\lambda_1, ..., \lambda_i+1, ..., \lambda_n}(x_1, ..., x_n) = t^{1/2} f_{\lambda_1, ..., \lambda_i, ..., \lambda_n}(x_1, ..., x_n) \)  
(28)
by inspection. In a similar vein, when \( \lambda_i > \lambda_{i+1} \), direct application of (26) allows us to conclude that
\( T_i f_{\lambda_1, ..., \lambda_i-1, ..., \lambda_n}(x_1, ..., x_n) = t^{-1/2} f_{\lambda_1, ..., \lambda_{i-1}, ..., \lambda_n}(x_1, ..., x_n). \)  
(29)
Finally, to prove (19), we observe that
\( \Omega_\lambda f_{\lambda_1, ..., \lambda_{n-1}}(qx, x_1, ..., x_{n-1}) = \text{Tr} \left[ A_{\lambda_1}(qx)A_{\lambda_2}(x_1) \cdots A_{\lambda_{n-1}}(x_{n-1}) S \right], \)
\( = \text{Tr} \left[ A_{\lambda_1}(x_1) \cdots A_{\lambda_{n-1}}(x_{n-1}) S A_{\lambda_n}(qx) \right], \)
\( = q^{\lambda_n} \Omega_\lambda f_{\lambda_1, ..., \lambda_n}(x_1, ..., x_n), \)  
(30)
where we have used the cyclicity of the trace and the exchange relation (27) to reach the final equality.
2.2. ZF algebra

Solutions to the relations (25), (26) can be recovered from the Yang–Baxter algebra corresponding to the quantum group $U_{q=1/2}(A_1^{(1)})$, or rather a twisted version of it [35]. For models based on $U_{q=1/2}(A_1^{(1)})$, the $R$-matrix can be expressed in the form

$$R^{(r)}(x, y) = \sum_{i=1}^{r} E^{(i)}(x) \otimes E^{(i)}(y) + \frac{x - y}{lx - y} \sum_{1 \leq i < j \leq r + 1} \left( (x E^{(i)}(x) \otimes E^{(j)}(y) + y E^{(j)}(x) \otimes E^{(i)}(y)\right),$$

where $E^{(j)}$ denotes the elementary matrix with a single non-zero entry 1 at position $(i, j)$. The intertwining equation, or Yang–Baxter algebra, for such models is given by

$$R(x, y) \cdot [L(x) \otimes L(y)] = [L(y) \otimes L(x)] \cdot R(x, y),$$

where we have suppressed the superscript $(r)$ and $L(x) = L^{(r)}(x)$ is an $(r + 1) \times (r + 1)$ operator-valued matrix. This algebra is well-studied and many solutions for $L(x)$ are known. In the next section we will provide a solution for which the elements of $L(x)$ are given in terms of $t$-deformed quantum oscillators.

The exchange relations (25), (26) are equivalent to the ZF algebra [12, 13],

$$\tilde{R}(x, y) \cdot [\tilde{A}(x) \otimes \tilde{A}(y)] = [\tilde{A}(y) \otimes \tilde{A}(x)],$$

where again we suppress $(r)$ and $\tilde{A} = \tilde{A}^{(r)}(x)$ is an $(r + 1)$-dimensional operator valued column vector given by

$$\tilde{A}^{(r)}(x) = \left( A_0(x), \ldots, A_r(x) \right)^T.$$

Equation (27) is instead rewritten as

$$S \tilde{A}(qx) = q^{\sum_{i \neq 0} E^{(i)}} \tilde{A}(x) S,$$

where the rank $r$ is again implicit, i.e. $\tilde{A} = \tilde{A}^{(r)}(x)$ and $S = S^{(r)}$.

We can construct solutions of (33) by rank-reducing the Yang–Baxter algebra (32) in the following way. Assume a solution of the following modified $RLL$ relation

$$\tilde{R}^{(r)}(x, y) \cdot \left[ \tilde{L}(x) \otimes \tilde{L}(y) \right] = \left[ \tilde{L}(y) \otimes \tilde{L}(x) \right] \cdot \tilde{R}^{(r-1)}(x, y),$$

in terms of an $(r + 1) \times r$ operator-valued matrix $\tilde{L}(x) = \tilde{L}^{(r)}(x)$, and an operator $s = s^{(r)}$ that satisfies

$$s \tilde{L}(qx) = q^{\sum_{i \neq 0} E^{(i)}} \tilde{L}(x) s q^{-\sum_{i \neq 0} E^{(i)}},$$

which in components just means

$$s \tilde{L}_{ij}(qx) = q^{-j} \tilde{L}_{ij}(x) s.$$

Then

$$\tilde{A}^{(r)}(x) = \tilde{L}^{(r)}(x) \cdot \tilde{L}^{(r-1)}(x) \cdot \cdots \cdot \tilde{L}^{(1)}(x),$$

$$S^{(r)} = s^{(r)} \cdot s^{(r-1)} \cdots s^{(1)}$$

gives a solution to (33) and (35) provided that the operator entries of $\tilde{L}^{(a)}(x)$ commute with those of $\tilde{L}^{(b)}(y)$, for all $a \not\equiv b$. The usual way to ensure this commutativity is to demand that the entries of $\tilde{L}^{(a)}$ act on same vector space $V_a$ while $\tilde{L}^{(b)}$ act on a different vector spaces $V_b$. 

and indeed we shall adopt this approach in the coming sections. We will show that solutions to (36) can be obtained from the Yang–Baxter algebra (32) by trivializing the representation of one of the quantum oscillators, with the consequence of reducing the rank of $L(x)$ by one and thus giving rise to $\tilde{L}(x)$.

3. Low rank examples

3.1. Rank 1 solution to $ZF$ algebra

Before presenting the general construction we will first display some explicit examples. For convenience we define the following functions

\[ b^+ = \frac{t(x - y)}{tx - y}, \quad b^- = t^{-1}b^+ = \frac{x - y}{tx - y}, \]
\[ c^+ = 1 - b^+ = \frac{y(t - 1)}{tx - y}, \quad c^- = 1 - b^- = \frac{x(t - 1)}{tx - y}. \]  

Then for $r = 1$, we can trivially solve (36) for $\tilde{L}^{(1)}(x)$:

\[
\begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & c^- & b^+ & 0 \\
0 & b^- & c^+ & 0 \\
0 & 0 & 0 & 1
\end{pmatrix} \cdot \begin{pmatrix}
1 \\
x \\
y \\
1
\end{pmatrix} = \begin{pmatrix}
1 \\
x \\
y \\
1
\end{pmatrix}.
\]

Hence we see that

\[ \tilde{L}^{(1)}(x) = \tilde{A}^{(1)}(x) = \begin{pmatrix} 1 \\
x \end{pmatrix}, \]

is a rank 1 solution to (33). The corresponding solution to the Yang–Baxter algebra (32) is equal to

\[ L^{(1)}(x) = \begin{pmatrix} 1 \\
xa \\
x \end{pmatrix}, \]

where the operators $a, a^\dagger$ and $k$ satisfy the $t$-oscillator relations (1). We note that trivializing the $t$-oscillator by sending $a^\dagger, a \mapsto 1$ and $k \mapsto 0$, we reduce the rank, and thus obtain the solution $\tilde{L}^{(1)}(x)$:

\[ \begin{pmatrix} 1 \\
xa \\
x \end{pmatrix} \mapsto \begin{pmatrix} 1 \\
x \\
x \end{pmatrix}. \]  

3.2. Rank 2 solution to $ZF$ algebra

The rank 2 case is less trivial, giving rise to operator valued solutions for $\tilde{A}^{(2)}(x)$. In the case $r = 2$, solving equation (36) for $\tilde{L}^{(2)}(x)$, we find that
using (39) we thus construct a solution of the ZF algebra in the following way:

\[
\mathcal{B}^{(2)}(x) = \hat{L}^{(2)}(x) \cdot \hat{L}^{(1)}(x) = \begin{pmatrix} 1 & a \\ xk & 0 \\ xa^l & x \end{pmatrix} \cdot \begin{pmatrix} 1 & a \\ 0 & 0 \\ c^- & b^- \end{pmatrix} = \begin{pmatrix} 1 + xa \\ kx \\ xa^l + x^2 \end{pmatrix}.
\]  

The associated rank 2 solution to the Yang–Baxter algebra is

\[
L^{(2)}(x) = \begin{pmatrix} 1 & a & a_2 \\ xa^l & k_2 & 0 \\ xa^l & xa_2 & x \end{pmatrix},
\]

where \(\{a_1, a_1^\dagger, k_1\}\) and \(\{a_2, a_2^\dagger, k_2\}\) are two commuting copies of the t-oscillator algebra (47). The map \(a_1^\dagger \mapsto 1\) and \(k_1 \mapsto 0\) reduces the rank of \(L^{(2)}(x)\) by one

\[
L^{(2)}(x) \mapsto \begin{pmatrix} 1 & 1 & a_2 \\ xa^l & k_2 & 0 \\ xa^l & xa^l & x \end{pmatrix} \Rightarrow \hat{L}^{(2)}(x) = \begin{pmatrix} 1 & a_2 \\ k_2 & 0 \\ xa^l & x \end{pmatrix},
\]

where the indices of t-oscillators are redundant in the final matrix, since we no longer need to distinguish between the two copies of the algebra.

We note that low-rank examples of \(L\)-matrices based on deformed oscillators have been treated in earlier literature, for example, [24, 38–41].

3.3. A polynomial example

We look at an explicit example for rank 2 taking \(\delta = (0, 0, 1, 1, 2, 2)\). In the notation of [20] this leads to \(\rho(\delta) = \frac{1}{2}(-3, -5, 1, -1, 5, 3)\). The nonsymmetric Macdonald polynomial that generates solutions to the \(q\)KZ equation satisfies the following equations:

\[
\begin{align*}
Y_1 E_\delta &= t^{-3/2} E_\delta \\
Y_2 E_\delta &= t^{-5/2} E_\delta \\
Y_3 E_\delta &= q t E_\delta \\
Y_4 E_\delta &= q^2 t^{3/2} E_\delta.
\end{align*}
\]  

\[
(49)
\]
Using the notation
\[ q = t^n, \quad [m] = \frac{1 - t^m}{1 - t}, \] (50)
it can be verified that the following polynomial solves (49),
\[ E_q(x_1, \ldots, x_n; q, t) = x_3x_4x_5^2x_6^2 + \frac{t^2}{[3 + u]}(x_1 + x_2)x_3x_4x_5x_6(x_5 + x_6) \]
\[ + \frac{t^4[2]}{[3 + u][4 + u]}x_1x_2x_3x_4x_5x_6. \] (51)

We now verify the matrix product form
\[ \Omega_{q^n}E_q(x_1, \ldots, x_n; q = t^n, t) = \text{Tr} \left[ A_0(x_1)A_0(x_2)A_1(x_3)A_1(x_4)A_2(x_5)A_2(x_6)S \right], \] (52)
for this explicit solution. From (46) we see that
\[ A_0(x) = 1 + xa, \]
\[ A_1(x) = xk, \]
\[ A_2(x) = xa^\dagger + x^2, \] (53)
and using (27) we note that \( S \) should satisfy
\[ qS - aS = 0, \quad S - qaS = 0. \] (54)
Taking the explicit representation (3) for the \( t \)-oscillators, \( S \) has the form
\[ S = k^n = \text{diag} \{ 1, t^n, t^{2n}, \ldots \} = \text{diag} \{ 1, q, q^2, \ldots \}. \] (55)
Up to a normalization, the nonsymmetric Macdonald polynomial \( E_q \) is now represented in matrix product form by
\[ \text{Tr} \left[ (1 + x_1a)(1 + x_2a)x_3x_4x_5x_6(a^\dagger + x_5)(a^\dagger + x_6)S \right] \]
\[ = x_3x_4x_5x_6 \text{Tr} \left[ \left( x_5x_6a^\dagger + (x_1 + x_2)(x_5 + x_6)ak^2a^\dagger + x_1x_2ak^2(a^\dagger)^2 \right)S \right]. \] (56)
where other terms involving unequal powers of \( a \) and \( a^\dagger \) have zero trace. Normalizing with \( \Omega_{q^n} = \Omega_{221100} = \text{Tr}(k^2S) \) we finally get
\[ E_q(x_1, \ldots, x_n; q = t^n, t) = x_3x_4x_5^2x_6^2 + x_3x_4x_5x_6(x_1 + x_2)(x_5 + x_6)t^2 \frac{\text{Tr} a^\dagger k^2 S}{\text{Tr} k^2 S} \]
\[ + \frac{\text{Tr} a^\dagger (a^\dagger)^2 k^2 S}{\text{Tr} k^2 S}, \] (57)
which can be shown to equal (51). We give the details of calculating the traces in section 8.

4. Matrix product for general rank

The ZF algebra for the case \( x = y = 1 \) is known as the matrix product algebra for the multispecies asymmetric exclusion process. A general rank solution for this case, first for \( t = \infty \) and then in terms of \( t \)-oscillators, was recently obtained by several authors in a sequence of works [27–31]. A generalization of these results that includes a spectral parameter which can be chosen inhomogeneously was found earlier in [32] and independently in the case of superalgebras in [33]. In section 4.1 we shall illuminate the very natural combinatorial structure of
this solution. We note that a different inhomogeneous generalization of the multi-species ASEP, with species-dependent hopping parameters, was studied in \cite{42-45}.

**Theorem 1.** Consider a matrix $L^{(r)}(x)$ whose entries are given by

$$L^{(r)}_{ij}(x) = \begin{cases} x \prod_{m=i+1}^{r} k_m, & i = j \\ xa_i a_j \prod_{m=i+1}^{r} k_m, & i > j \\ 0, & i < j \end{cases}$$

for all $1 \leq i, j \leq r$, and

$$L^{(r)}_{ij} = a_i, \quad 1 \leq j \leq r, \quad L^{(r)}_{ii}(x) = xa_i \prod_{m=i+1}^{r} k_m, \quad 1 \leq i \leq r, \quad L^{(r)}_{00} = 1,$$

where \{a_i, a_i^\dagger, k_i\}, $1 \leq i \leq r$ are $r$ commuting copies of the $t$-oscillator algebra (47). Then this $L$ matrix satisfies the intertwining equation (32).

An example of of $L$ for $r = 3$ is given in (70). A proof of theorem 1 can be obtained by a long brute force check of the intertwining equation (32), by distinguishing many different cases. Here we present a more compact and elegant proof. First we start with an easy general property of the solutions of the intertwining equation (32).

**Lemma 1.** Let $L(x)$ be a $(r+1) \times (r+1)$ matrix of operators depending on a spectral parameter $x$, and $\{v_0, \ldots, v_r\}$ and $\{u_0, \ldots, u_r\}$ two constant vectors of commuting operators that also commute with the entries of $L(x)$. Define the matrix

$$L(x) = \text{diag}\{v_0, \ldots, v_r\} \cdot L(x) \cdot \text{diag}\{u_0, \ldots, u_r\}.$$

(i) If $L(x)$ is a solution of the intertwining equation (32), then $L(x)$ solves (32).

(ii) Conversely, if $L(x)$ is a solution of the intertwining equation (32) and the operators $v_i, u_j$ are non identically zero, then $L(x)$ solves (32).

Next we want to describe how to get a solution of the intertwining equation (32) of rank $r$ from a solution of rank $r-1$. For $0 \leq m \leq r-1$ introduce an insertion operator $\mathcal{I}_{m,\kappa} : \text{Mat}(r) \rightarrow \text{Mat}(r+1)$

$$\mathcal{I}_{m,\kappa}(M)_{ij} = \begin{cases} M_{ij}, & 0 \leq i \leq m-1, \quad 0 \leq j \leq r-1, \\ \kappa \delta_{ij}, & i = m, \quad 0 \leq j \leq r, \\ M_{m-1,j}, & m+1 \leq i \leq r, \quad 0 \leq j \leq r-1, \\ 0, & 0 \leq i \leq m, \quad j = r. \end{cases}$$

where $\kappa$ is a constant.

Here is an example for $r = 3$,

$$g = \begin{pmatrix} g_{00} & g_{01} & g_{02} \\ g_{10} & g_{11} & g_{12} \\ g_{20} & g_{21} & g_{22} \end{pmatrix} \quad \rightarrow \quad \mathcal{I}_{1,\kappa}(g) = \begin{pmatrix} g_{00} & g_{01} & g_{02} & 0 \\ 0 & 0 & 0 & \kappa \\ g_{10} & g_{11} & g_{12} & 0 \\ g_{20} & g_{21} & g_{22} & 0 \end{pmatrix}$$
Lemma 2. Let $L(x)$ be a solution of the intertwining equation ($32$) of rank $r - 1$ such that the first $m$ rows are independent of $x$, while the last $r - m$ are linear in $x$. The matrix $\mathcal{I}_{m,n}(L(x))$ is a solution of the intertwining equation ($32$) of rank $r$ if and only if the operator $\kappa$ satisfies the following commutations

$$\kappa L_{ij}(x) = L_{ij}(x) \kappa \quad \forall \ i, j, 0 \leq i \leq m - 1,$$

$$\kappa L_{ij}(x) = t L_{ij}(x) \kappa \quad \forall \ i, j, m \leq i \leq r - 1.$$  

(62)

Proof. The proof of this lemma is a straightforward check of ($32$).

We have already seen that the matrix

$$L(a, a^+; x) = \begin{pmatrix} 1 & a \\ x a^\dagger & x \end{pmatrix}$$

satisfies the intertwining equation ($32$) of rank 1, and we set

$$L^{(1)}(x) = L(a_1, a_1^+; x).$$

(64)

Now we are going to construct $L^{(r)}(x)$ starting from $L^{(r-1)}(x)$ in a recursive way. The first ingredient we need is the auxiliary matrix

$$\mathcal{L}^{(r-1)}(x) = \mathcal{I}_{0,P_0}(\text{diag} \{1, Q_0, \ldots, Q_0\} \cdot L^{(r-1)}(x)).$$

(65)

where $P_0, Q_0$ commute with the entries of $L^{(r-1)}(x)$ and satisfy

$$P_0 Q_0 = t Q_0 P_0.$$  

(66)

Assuming that $L^{(r-1)}(x)$ satisfies the intertwining equations and applying lemma 1 and lemma 2 it follows that $\mathcal{L}^{(r-1)}(x)$ satisfies the intertwining equation ($32$).

The second ingredient we need is the matrix $\mathcal{L}^{(2, r)}(x)$ defined by

$$\mathcal{L}^{(2, r)}(x) = \mathcal{I}_{r-1,P_k, \ldots, P_k}(L(a_r, a_r^+, x) \cdot \text{diag} \{1, Q_1\} \cdot \mathcal{I}_{r-1,P_k, \ldots, P_k}).$$

(67)

where here $P_i, Q_1$ commute with $a_r, a_r^+, k_1$ and $t$-commute among themselves

$$P_i Q_1 = t Q_1 P_i.$$  

By applying lemma 1 and repeatedly lemma 2 we have that $\mathcal{L}^{(2, r)}(x)$ also satisfies the intertwining equation ($32$).

Then we put the two ingredients together and define

$$\mathcal{L}^{(r+1)}(x) = \mathcal{L}^{(r-1)}(x) \cdot \mathcal{L}^{(2, r)}(x),$$

(68)

which obviously satisfies the intertwining equation ($32$) if $L^{(r)}(x)$ does. Comparing $\mathcal{L}^{(r+1)}(x)$ and $L^{(r+1)}(x)$, we see that

$$\mathcal{L}^{(r+1)}(x) = \text{diag} \{1, Q_0 P_1, Q_0 P_1, \ldots, 1, Q_0 P_0\} \cdot L^{(r+1)}(x) \cdot \text{diag} \{1, 1, Q_1 P_0\},$$

(69)

therefore theorem 1 follows from the second point of lemma 1 and induction on $r$.

4.1. Graphical interpretation of L-matrix

While the $L$-matrix as given by equations ($58$) and ($59$) solves the intertwining equation ($32$), the precise form of the entries is quite mysterious without any further explanation. The aim of this section is to show that all entries can be deduced from some governing combinatorial
rules. To that end, we denote the entries of the $L$-matrix graphically by tiles. The left and right edges of the tiles are either unoccupied (corresponding with index 0), or occupied by a boson of colour $i$ (corresponding with index $i$). For example, for rank 3, the entries of the $L$-matrix are encoded as follows:

\[
L^{(3)}(x) = \begin{pmatrix}
1 & a_1 & a_2 & a_3 \\
xk_3k_2a_1^\dagger & xk_3k_2 & 0 & 0 \\
xk_3a_2^\dagger & xk_3a_2^\dagger a_1 & xk_3 & 0 \\
xa_3^\dagger & xa_3^\dagger a_1 & xa_3^\dagger a_2 & x
\end{pmatrix}
\]  

(70)

where the indexing conventions are $\bullet = 1$, $\circ = 2$, $\bullet = 3$, with an empty edge representing the index 0.

This information alone is sufficient to label the entries of the $L$-matrix unambiguously. But for the purpose of motivating the form of the entries it is useful to consider, further to this, lattice paths which are generated by the bosons. The horizontal edges of tiles can be occupied by arbitrary numbers of bosons from each of the families, and we adopt the convention that the bosons are ordered from darkest to lightest, reading from left to right. In passing from the bottom horizontal edge to the top one, the occupation number of any species of boson can go up/down by 1 (representing the action of a creation/annihilation operator), or remain the same (representing the action of some diagonal operator). We keep track of these transitions between states by simply ‘connecting the dots’. For example,

\[
\begin{array}{c}
\bullet \\
\circ \\
\bullet \\
\bullet \\
\end{array}
\]

(71)

represents the action of the operator $a_2^\dagger a_1$ (creation of a type 2 boson, annihilation of a type 1, with time flow up the page). These graphical conventions suffice to explain all creation/annihilation operators appearing in the $L$-matrix (70).

In order to specify the zero entries of (70), as well as the inclusion of the $k_i$ operators, we need two rules for the lattice paths thus constructed:

1. It is forbidden to create a boson of type $i$ and simultaneously annihilate one of type $j$, when $i < j$.
2. We obtain a factor of $t$ every time a type $j$ line horizontally crosses a type $i$ line, where $i > j$.

Taking into account these rules, we can now reproduce the exact form of all entries of the $L$-matrix. The zero entries correspond with tiles forbidden by rule 1. Rule 2 explains which entries are dressed by $k_i$ operators. For example, (71) corresponds to $L^{(3)}_{3,2,1} = k_3a_2^\dagger a_1$, with $k_3$ producing a factor of $t^{m_3}$, where $m_3$ is the number of type 3 bosons present. We easily deduce this from rule 2, since we will have exactly $m_3$ horizontal crossings of type 3 lines by the left-turning type 2 line. A further example:
corresponds with $L_{1,0}^{(3)} = k_3 k_2 a_1^\dagger$, since the left-turning type 1 boson horizontally crosses all type 2 and 3 lines present, and we must keep track of these crossings by the inclusion of $k_3 k_2$.

4.2. Trivializing a representation

To obtain a solution to the rank-reduced intertwining equation (36) we choose the representation of the first $t$-oscillator algebra to be trivial:

$$a_1 = a_1^\dagger = 1, \quad k_1 = 0.$$  

With this choice of representation, it is easy to see that the first two columns of the $L$-matrix (58), (59) become equal, leading to an immediate solution of (36) (by simply omitting one of the redundant columns from the $L$-matrix). For the example (70), after trivializing the first $t$-oscillator algebra, we obtain

$$L^{(3)}(x) = \begin{pmatrix}
\begin{array}{cccc}
\bigcirc & \bigcirc & \bigcirc & \bigcirc \\
\bigcirc & \bigcirc & \bigcirc & \bigcirc \\
\bigcirc & \bigcirc & \bigcirc & \bigcirc \\
\bigcirc & \bigcirc & \bigcirc & \bigcirc \\
\bigcirc & \bigcirc & \bigcirc & \bigcirc \\
\end{array}
\end{pmatrix} = \begin{pmatrix} 1 & a_2 & a_3 \\ x k_3 k_2 & 0 & 0 \\ x k_3 a_2^\dagger & x k_3 & 0 \\ x a_3^\dagger & x a_2^\dagger a_2 & x \\
\end{pmatrix} \quad (72)$$

Up to some elementary transformations, this is exactly the rank 3 solution obtained in [30] (see equation (47) therein), although here we write our operators with subscripts to distinguish commuting copies of the $t$-oscillator algebra, rather than the tensor product notation employed in [30].

4.3. Solution of ZF algebra

Having obtained solutions of (36) for all $r$, we construct solutions of the ZF algebra via the prescription (39). This is conceptually straightforward, although it introduces a slight notational complexity: we must now distinguish not only between different families of $r$-bosons (which we have done so far by using subscripts), but also between operators which act at different lattice sites (which we now do by placing superscripts on our operators). For example the rank 3 solution of the ZF algebra is given by

$$A^{(3)}(x) = \begin{pmatrix} 1 & a_2 & a_3 \\ x k_3 k_2 & 0 & 0 \\ x k_3 a_2^\dagger & x k_3 & 0 \\ x a_3^\dagger & x a_2^\dagger a_2 & x \\
\end{pmatrix} \cdot \begin{pmatrix} 1 & a_2^{(2)} \\ x k_2 & 0 \\ x a_2^\dagger & x \\
\end{pmatrix} \cdot \begin{pmatrix} A_0(x) \\ A_1(x) \\ A_2(x) \\ A_3(x) \\
\end{pmatrix} \quad (73)$$

where the superscript placed on a matrix indicates that all operators within that matrix acquire that superscript. In terms of the graphical conventions that we have introduced, the components $A_i(x)$ of the rank $r$ solution $A^{(r)}(x)$ are given by rows of tiles of length $r$. The left boundary of the row is occupied by a particle of colour $i$, for $1 \leq i \leq r$, or unoccupied in the case $i = 0$. The right boundary is always unoccupied. For example, formulating (73) in terms
of tiles, we obtain

\[
A^{(3)}(\chi) = \left( \begin{array}{c}
\text{tiles}
\end{array} \right)^{(3)} - \left( \begin{array}{c}
\text{tiles}
\end{array} \right)^{(2)} + \left( \begin{array}{c}
\text{tiles}
\end{array} \right)^{(1)} = \begin{pmatrix}
A_0(\chi) \\
A_1(\chi) \\
A_2(\chi) \\
A_3(\chi)
\end{pmatrix}.
\]

(74)

From this it is easy to extract individual components, for example:

\[
A_2(x) = \left( \begin{array}{c}
\text{tiles}
\end{array} \right)^{(1)} + \left( \begin{array}{c}
\text{tiles}
\end{array} \right)^{(2)} + \left( \begin{array}{c}
\text{tiles}
\end{array} \right)^{(3)}
\]

where the top and bottom edges of the row can be occupied by arbitrary numbers of ‘background’ particles, which we do not show here, since they play no role in specifying the operators at each site.

In the discussion in sections 4.1 and 4.2 we made no distinction between the colour of a particle, and the family of bosons that it represents. Indeed, a particle of colour \(i\) corresponded with the \(t\)-oscillator algebra \(\{a_i, a_i^\dagger, k_i\}\). However (with the conventions that we have adopted) in passing to the full solution of the \(ZF\) algebra, which is valued on \(V^{(r)} \otimes \cdots \otimes V^{(1)}\), the notions of colour and family no longer coincide across all \(V^{(j)}\). For example in (74), a particle of colour \(\bullet\) corresponds with the algebra \(\{a_3, a_3^\dagger, k_3\}\) when in column 3, with \(\{a_2, a_2^\dagger, k_2\}\) when in column 2, and with the trivialized algebra \(\{a_1, a_1^\dagger, k_1\}\) when in column 1. The general rule is that a particle of colour \(i\) in column \(r - j\) corresponds with the \(t\)-oscillator family \(i - j\), and this shift should be kept in mind in the subsequent sections.

4.4. Representation of twist operator

Having constructed solutions of (36) for all values of \(r\), we now seek an explicit operator \(s\) which satisfies (38). This is very easily achieved by considering the form of the entries of \(L(\chi)\). We let \(s\) be factorized over the non-trivial copies of the \(t\)-oscillator algebra, with the following commutation relations:

\[
s = s_1 \cdots s_2, \quad a_is_i = q^{-i}s_ia_i, \quad a_i^\dagger s_i = q^{1-i}s_i a_i^\dagger, \quad k_is_i = s_ik_i,
\]

(75)

where as usual all operators carry the superscript \((r)\), which we have suppressed for visual clarity.

**Proposition 1.** Equation (38) is satisfied with \(s\) as defined by (75).

We obtain a valid solution of (75) by letting

\[
s_i = k_i^{(i-1)u} = \text{diag} \left\{ 1, q^{(i-1)}, q^{2(i-1)}, \ldots \right\}_i
\]

(76)

which is the representation that we use in all subsequent sections.
5. Transition formulas

The aim of this section is to write a recursion relation for the function $f_\lambda(x_1,\ldots,x_n)$ for any composition $\lambda$, using the fact that both $H_\lambda^{(r)}(x)$ and $S_\lambda^{(r)}$ are recursively defined. Indeed, we can rewrite equations (39) and (40) as

$$H_\lambda^{(r)}(x) = \tilde{L}_\lambda^{(r)}(x) H_\lambda^{(r-1)}(x),$$

$$S_\lambda^{(r)} = \lambda^{(r)} S^{(r-1)},$$

where the action in the vector space $V^{(r)}$ is explicitly factorized out. This suggests the definition of a transition matrix:

$$T_{\lambda,\mu}(x_1,\ldots,x_n) := \text{Tr} \left[ \tilde{L}_{\lambda_{1,1}}(x_1) \cdots \tilde{L}_{\lambda_{n,1}}(x_n) s \right],$$

where all operators carry a subscript $(r)$ which we have suppressed, and $\lambda, \mu$ are compositions whose parts lie in $[0, 1, \ldots, r]$ and $[0, 1, \ldots, r-1]$, respectively. We will use this transition matrix to derive the recursion relation that is of interest to us, but before we do that, we introduce a simple operation on compositions. Let $\lambda^*$ be the composition obtained by subtracting 1 from all non-zero parts of $\lambda$:

$$\lambda_i^* = \max(\lambda_i - 1, 0).$$

**Theorem 2.** Let $\lambda$ be a composition whose parts satisfy $0 \leq \lambda_i \leq r$, for all $1 \leq i \leq n$. The following recursion relation holds:

$$f_\lambda(x_1,\ldots,x_n) = \prod_{i=1}^{n-1} \left( 1 - q^i \prod_{j \leq i} t_{m_j(\lambda)} \right) \sum_{\mu \in S_n(\lambda^*)} T_{\lambda,\mu}(x_1,\ldots,x_n) f^*_\mu(x_1,\ldots,x_n),$$

where $n_i(\lambda)$ is the number of parts of size $i$ in $\lambda$ and the sum is taken over all compositions $\mu$ that are a permutation of $\lambda^*$.

**Proof.** Rewrite (24) as

$$\Omega_{\lambda} f_\lambda(x_1,\ldots,x_n) = \text{Tr} \left[ A_{\lambda_{1,1}}(x_1) \cdots A_{\lambda_{n,1}}(x_n) S \right],$$

for some proportionality factor $\Omega_{\lambda} = \Omega_{\lambda}^{(r)}$ that remains to be determined (and in particular needs to be shown different from zero). We remark that the factor $\Omega_{\lambda}^{(r)}$ is the same for all partitions $\lambda$ with the common re-ordering $\lambda^*$. Combining (80) with equations (77) and (78), we obtain

$$\Omega_{\lambda}^{(r)} f_\lambda(x_1,\ldots,x_n) = \sum_\mu \text{Tr} \left[ \tilde{L}_{\lambda_{1,1}}^{(r)}(x_1) \cdots \tilde{L}_{\lambda_{n,1}}^{(r)}(x_n) s^{(r)} \right] \text{Tr} \left[ A_{\mu_1}^{(r-1)}(x_1) \cdots A_{\mu_n}^{(r-1)}(x_n) S^{(r-1)} \right],$$

which can be rewritten as

$$\Omega_{\lambda}^{(r)} f_\lambda(x_1,\ldots,x_n) = \sum_\mu T_{\lambda,\mu}(x_1,\ldots,x_n) \Omega_{\mu}^{(r-1)} f^*_\mu(x_1,\ldots,x_n).$$


At this stage the sum in (81) is taken over all compositions \( \mu \), with parts in \([0, 1, \ldots, r - 1]\). In order to reduce the size of this sum, we need the following result.

Proposition 2. For any two compositions \( \lambda \) and \( \mu \), if \( \mu^\text{+} \cong (\lambda^\text{+})^\text{+} \) then \( T_{\lambda, \mu}(x_1, \ldots, x_n) = 0 \).

Proof. Given a composition \( \lambda \), let \( m_i(\lambda) \) be the number of its parts of size \( i \). We wish to show that if \( m_i(\lambda) \cong m_{i-1}(\mu) \) for some \( i \geq 2 \), then \( T_{\lambda, \mu}(x_1, \ldots, x_n) = 0 \).

For each \( i \geq 2 \), let \( \#_i(\lambda, \mu) \) be the number of pairs \((\lambda_k, \mu_k) = (i, i - 1)\). Invoking the explicit form of \( \hat{L}(x) \), we see that the number of \( \alpha_i^\dagger \) operators appearing in \( T_{\lambda, \mu}(x_1, \ldots, x_n) \) is equal to \( m_i(\lambda) - \#_i(\lambda, \mu) \). Conversely, the number of \( \alpha_i \) operators appearing in this trace is given by \( m_{i-1}(\mu) - \#_i(\lambda, \mu) \). In order for the trace to be non-vanishing, these two numbers must be equal for all \( i \geq 2 \).

An immediate consequence of this proposition is that we can rewrite (81) as

\[
\Omega^{(r)}_{\lambda^\text{+}}(x_1, \ldots, x_n) = \Omega^{(r-1)}_{\lambda^\text{+}} \sum_{\mu \in \kappa(\lambda^\text{+})^\text{+}} T_{\lambda, \mu}(x_1, \ldots, x_n) f_\mu(x_1, \ldots, x_n). \tag{82}
\]

To complete the proof of (79), it remains only to demonstrate the following result.

Proposition 3. The proportionality factors appearing in (82) satisfy

\[
\Omega^{(r)}_{\lambda^\text{+}} = \Omega^{(r-1)}_{\lambda^\text{+}} \prod_{i=1}^{r-1} \frac{1}{1 - q \tau_{\lambda^\text{+}}^{\lambda^\text{+}}}, \tag{83}
\]

where \( \lambda^\text{+} \) is the conjugate of \( \lambda^\text{+} \).

Proof. Without losing generality, we ease notation by assuming that \( \lambda \) is a partition. We compare coefficients of the monomial \( x^\lambda = x_1^{\lambda_1} \cdots x_n^{\lambda_n} \) on both sides of (82). Since the matrix elements \( T_{\lambda, \mu}(x_1, \ldots, x_n) \) are at most degree 1 in each \( x_j \), the only contribution to \( x^\lambda \) in the right hand side comes from \( \mu = \lambda^\text{+} \). Therefore we can write

\[
\Omega^{(r)}_{\lambda^\text{+}} x^\lambda = \Omega^{(r-1)}_{\lambda^\text{+}} T_{\lambda^\text{+}, \lambda^\text{+}}(x_1, \ldots, x_n) x^\lambda = \Omega^{(r-1)}_{\lambda^\text{+}} T_{\lambda^\text{+}, \lambda^\text{+}}(1, \ldots, 1) x^\lambda, \tag{84}
\]

or more simply, \( \Omega^{(r)}_{\lambda^\text{+}} = \Omega^{(r-1)}_{\lambda^\text{+}} T_{\lambda^\text{+}, \lambda^\text{+}}(1, \ldots, 1) \). A simple, explicit computation gives

\[
T_{\lambda^\text{+}, \lambda^\text{+}}(1, \ldots, 1) = \prod_{i=1}^{r-1} \text{Tr} \left[ k^m_{\lambda_1(\lambda)} \cdots k^m_{\lambda_n(\lambda)} k^{m_1(\lambda)} \right] = \prod_{i=1}^{r-1} \frac{1}{1 - q \tau_{\lambda^\text{+}}^{\lambda^\text{+}}}.
\]

Thanks to this proposition, (82) implies (79) provided that \( \Omega^{(r-1)}_{\lambda^\text{+}} \) is non-vanishing. This can be deduced inductively on \( r \), using (83) with \( \Omega^{(0)} = 1 \). Indeed, we find that

\[
\Omega^{(r)}_{\lambda^\text{+}} = \prod_{j=1}^{r} \prod_{i=1}^{j} \frac{1}{1 - q \tau_{\lambda^\text{+}}^{\lambda^\text{+}}} = \prod_{1 \leq i < j \leq r} \frac{1}{1 - q^{j-i} \tau_{\lambda^\text{+}}^{\lambda^\text{+}}}.
\]

A simple case of (79) is when all parts of the composition \( \lambda \) are non-zero, \( \lambda_i > 0 \) for all \( 1 \leq i \leq n \). In this case the summation on the right hand side is trivial, and we recover

\[
f_{\lambda}(x_1, \ldots, x_n) = \left( \prod_{i=1}^{n} x_i \right) f_{\lambda^\text{+}}(x_1, \ldots, x_n).
\]
6. Combinatorial interpretation of matrix product formula

6.1. Lattice formulation of matrix product

In view of the graphical representation of the elements of the $\tilde{L}$-matrices, it is possible to interpret the matrix product formula (24) entirely in terms of lattice paths. This leads to a combinatorial rule for $f_{\lambda_1,...,\lambda_n}(x_1,...,x_n)$, for any composition $\lambda$.

We consider a lattice formed by $n$ rows of tiles, with associated spectral parameters $x_1,...,x_n$, where the index of the spectral parameters increases as we go from the top row to the bottom. Each row is $r$ tiles wide, where $r$ is the size of the largest part in $\lambda$. For each $\lambda_i > 0$, there is a boson of colour $i$ incident on the left boundary of the $i$th row. However, the rows $i$ for which $\lambda_i = 0$ have no particle at the left boundary. The right boundary of the lattice is completely unoccupied by particles. The lattice thus constructed reproduces all terms in the matrix product (24), since each row corresponds with one of the components $A_i(x)$ of $\tilde{A}^{\Omega}(x)$.

For example, for $r = 3$ and $\lambda = (0, 2, 3, 1, 0, 2)$, the matrix product can be represented in the following way:

![Lattice Diagram](image)

Some care needs to be taken in regard to the boundary conditions on the top and bottom edges of the lattice. Since we are taking a trace in (24), the correct way to view the lattice is with the top and bottom edges identified, so that lattice paths are permitted to ‘wrap around’ the cylinder thus formed. This ensures that in each column of the lattice, there is conservation between the number of particles entering/leaving that column (in other words, all creation/annihilation operators come in pairs, ensuring a non-vanishing trace). The sole exception to this rule involves the boson species whose representation has been trivialized. Recall that in column $j$ of the lattice, bosons from any of the families $\{1,...,j\}$ are allowed, but we trivialize the representation of the first family. Hence at the top of each column we are permitted to eject type 1 particles without causing the trace to vanish. In the example above, we eject 1 trivial boson from column 3, 2 trivial bosons from column 2, and 1 trivial boson from column 1, since these are the corresponding multiplicities in the composition $\lambda$.

Having set up the boundary conditions of the lattice in this way, we obtain all possible terms in the matrix product (24) by summing over all lattice paths which evolve from the left edge to the top boundary (with roundthe-cylinder contributions being allowed). Note that each configuration gives rise to an explicit product of operators, whose trace must then be
calculated, rather than local Boltzmann weights, as would normally be the case in combinatorial calculations of this nature.

Let us remark finally that equation (79) has a particularly natural meaning in the above combinatorial framework. If we represent \( f_\delta(x_1, \ldots, x_n) \) in terms of an \( n \times r \) lattice as described, then (79) can be interpreted as summing over all possible configurations of column \( r \) of the lattice, with the remaining \( r - 1 \) columns giving rise to \( f_\delta'(x_1, \ldots, x_n) \). The elements \( T_{\lambda, \mu}(x_1, \ldots, x_n) \) of the transition matrix can thus be viewed as partition functions of a single column. We illustrate the calculation of \( T_{\lambda, \mu}(x_1, \ldots, x_n) \) on an explicit example in the appendix.

6.2. Rank 2 example

We give an example of the lattice-path calculation for \( f_\delta(x_1, \ldots, x_n) \), where \( \delta = (0, 0, 1, 1, 2, 2) \) is an anti-dominant weight. This is of particular interest, since in this case \( f_\delta = E_\delta(x_1, \ldots, x_n; q, t) \). The possible lattice configurations for this example:

\[
\begin{aligned}
&x_1 \\
&x_2 \\
&x_3 \\
&x_4 \\
&x_5 \\
&x_6
\end{aligned}
\]

where we highlight in green the tiles which give rise to an \( x \) weight (these are the tiles which have an occupied left edge). Note that in column 2 of the lattice it is possible for the type 2 bosons to go around the cylinder, but this does not lead to any particle configurations not already shown here. From these lattice configurations we can read off the product of operators...
which we need to trace over. We obtain
\[
\Omega_{\nu}E_{\nu}(x_1, \ldots, x_d; q, t) = x_3x_4x_5^2x_6^2 \text{Tr}[\hat{k}^2 S] + x_2x_3x_4x_6^2 \text{Tr}[\hat{a}^2 S] + x_3x_4x_5^2x_6^2 \text{Tr}[\hat{a}^2 \hat{a}^1 S]
\]
in agreement with our earlier calculation (57).

7. Symmetric Macdonald polynomials

We relate our results to symmetric Macdonald polynomials. The following result is already mentioned in \cite{37},

Lemma 3. \textit{Let }$\lambda$\textit{ be a dominant composition, i.e. a partition. Then the sum}
\[
\mathcal{P}_\lambda(x_1, \ldots, x_d; q, t) = \sum_{\mu} f_\mu(x_1, \ldots, x_d; q, t),
\]

\textit{where the sum runs through all permutations }$\mu$\textit{ of }$\lambda^\circ$, \textit{is symmetric.}

\textbf{Proof.} We need to show that $T_i \mathcal{P}_\lambda = t^{1/2} \mathcal{P}_\lambda$ for all $i = 1, \ldots, n - 1$. From (18) and (6) we find for $\lambda_i < \lambda_{i+1}$ that
\[
t^{1/2}T_i f_{\lambda_1, \lambda_2, \ldots, \lambda_n} = tT_i^2 f_{\lambda_1, \lambda_2, \ldots, \lambda_n} = t \left(1 + (t^{1/2} - t^{-1/2})T_i\right) f_{\lambda_1, \lambda_2, \ldots, \lambda_n} = tf_{\lambda_1, \lambda_2, \ldots, \lambda_n} + (t - 1)f_{\lambda_1, \lambda_2, \ldots, \lambda_n}.
\]
(86)

Combining this with (17) and (18) we thus find
\[
t^{1/2}T_i \sum_{\mu} f_\mu = \sum_{\rho: \mu_i^j < \mu_{i+1}^j} \left(t f_{\rho, \mu} + (t - 1)f_{\rho}\right) + \sum_{\rho: \mu_i^j = \mu_{i+1}^j} t f_{\rho} + \sum_{\rho: \mu_i^j > \mu_{i+1}^j} f_{\rho},
\]
\[
= \sum_{\mu: \mu_i^j < \mu_{i+1}^j} t f_{\rho, \mu} + \sum_{\rho: \mu_i^j = \mu_{i+1}^j} t f_\rho = t \sum_{\rho} f_\rho.
\]
(87)

The Macdonald polynomial $P_\lambda$ is the unique symmetric polynomial (up to normalization) which can be obtained by taking linear combinations of the non-symmetric Macdonald polynomials $E_\mu$, where $\mu$ is a permutation of $\lambda$. By (23), each $f_\mu$ can be written as a linear combination of non-symmetric Macdonald polynomials $E_\nu$, where $\nu$ is a permutation of $\mu$ and $\nu \succeq \mu$. It follows that $\mathcal{P}_\lambda$ is a linear combination of $E_\nu$ such that $\mu$ is a permutation of $\lambda$, and since $\mathcal{P}_\lambda$ is symmetric, $\mathcal{P}_\lambda$ and $P_\lambda$ must be equal up to normalization, due to uniqueness. By this argument and lemma 3, we have the following theorem,

\textbf{Theorem 3.} \textit{For }$\lambda \subset r^n$
\[
\Omega_\lambda P_\lambda(x_1, \ldots, x_d; q, t) = \sum_{\mu \in S_\nu \lambda} \text{Tr} S \prod_{i=1}^n A_{\mu_i}(x_i),
\]
(88)
\textit{where }$\Omega_\lambda = \Omega_\lambda^{(r)}$, $S = S^{(r)}$, $A_\mu = A_\mu^{(r)}$ \textit{and the sum is over all permutations }$\mu$\textit{ of }$\lambda$. 
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A corollary of theorem 3 is that the generating function for symmetric Macdonald polynomials for partitions \( \lambda \subset r^n \) can be written as a single matrix product. Define first

\[
A(y_0, \ldots, y_l; x) = \sum_{i=0}^{r} y_i A_i(x).
\]  

(89)

Notice that \([A(y_0, \ldots, y_l; x), A(y_0, \ldots, y_l; x')] = 0\) by a similar argument as in lemma 3. Moreover we have that

\[
\text{Tr} \left[ \sum_{i=1}^{r} A(y_0, \ldots, y_l; x_i) \right] = \sum_{\lambda \subset r^n} \Omega_{\lambda} \prod_{i=0}^{r} y_i^{\mu_i(\lambda)} P_\lambda(x_0, \ldots, x_n; q, t),
\]

(90)

where again all superscripts \((r)\) are suppressed and \(m_i(\lambda)\) is the multiplicity of part \(i\) in \(\lambda\).

Special values of \(q\) include the Hall–Littlewood polynomials \((q = 0)\), which have been expressed as Bethe wave-functions in the \(t\)-boson model [46]. The structure of the expression in [46] has some features in common with our matrix product formula, but is distinguished by some important differences. In particular, higher rank \(L\)-matrices are not needed in the Hall–Littlewood formula, and the construction does not involve a trace operation. Other special values of \(q\) include Schur functions \((q = t)\), Jack polynomials \((q = t^n, t \to 1)\) and \(q = 1\) results in the normalization of the inhomogeneous multi-species asymmetric exclusion process with periodic boundary conditions. The homogeneous limit of the latter is recovered by sending \(x_i \to 1\).

8. Calculation of traces

So far we have explained how to calculate the matrix product (24) in terms of traces of \(t\)-oscillators, without explicitly evaluating these. We now turn to the evaluation of the traces, using the representation (3) of the \(t\)-oscillator algebras. Let us start with the examples encountered in equation (57):

\[
\begin{align*}
\text{Tr}[k^p] &= \sum_{m=0}^{\infty} (t^p)^m = \frac{1}{1 - t^p} = \frac{1}{(1 - t)[p]}, \\
\frac{\text{Tr}[a^d k^p]}{\text{Tr}[k^p]} &= \frac{\sum_{m=0}^{\infty} (t^p)^m (1 - t^{m+1})}{\text{Tr}[k^p]} = \frac{1}{[p + 1]}, \\
\frac{\text{Tr}[a^a a^d k^p]}{\text{Tr}[k^p]} &= \frac{\sum_{m=0}^{\infty} (t^p)^m (1 - t^{m+1})(1 - t^{m+2})}{\text{Tr}[k^p]} = \frac{[2]}{[p + 1][p + 2]}.
\end{align*}
\]  

(91)

In theory, the trace of any product of \(t\)-oscillators can be evaluated by simply summing up geometric series. On the other hand, as the examples become more complicated, the answer is no longer neatly factorized. In order to evaluate the most general case, let \(D_\ell\) be the set of all Dyck paths of length \(2\ell\). It is easy to verify that all types of traces arising in this work have the generic form \(\text{Tr}[D_\ell k^p]\) where \(p\) is an arbitrary exponent, and \(D_\ell\) represents a Dyck path of length \(2\ell\) generated by the oscillators \((a\text{ means an up step}, a^d\text{ means a down step})\). Indeed, the trace of any string of \(t\)-oscillators can be brought into this form (up to overall factors of \(t\)) using the cyclicity of the trace and the commutation relations (1). Let us denote \(D_\ell\) by a series of open/closed parentheses, for example:

\[
\text{Tr}[a^a a^d a^a a^d a^a a^d k^p] := \text{Tr}[a^a a^d a^a a^d a^a a^d k^p].
\]
We consider the following map:

\[
\mathcal{M} : \mathbb{D}_\ell \rightarrow \mathbb{N}^I
\]

\[
\mathbb{D}_\ell \mapsto (m_1, \ldots, m_I),
\]

where \( m_i \) is the number of parenthetic pairs (\( \ldots \)) in \( \mathbb{D}_\ell \) which are surrounded by \( i - 1 \) other parenthetic pairs. For example in the case \((())(())\) we have \( m_1 = 1 \), \( m_2 = 2 \) and \( m_3 = 1 \). Using this map we deduce the following lemma.

**Lemma 4.**

\[
\text{Tr}[\mathbb{D}_\ell k^p] = \sum_{n=0}^{\infty} t^{pn}(1 - t^{n+1})^{m_{n+1}}(1 - t^{n+\ell})^{m_{n+\ell}},
\]

where \((m_1, \ldots, m_I) = \mathcal{M}(\mathbb{D}_\ell)\).

It is now useful to introduce the following operators on functions:

\[
\delta_i[f(z)] = f(z) - f(tz), \quad \Delta_i^{(m)} = z \circ \delta_1 \circ \cdots \circ \delta_i, \quad m \geq 1, \quad \Delta_i^{(0)} = z.
\]

The operator \( \Delta_i^{(m)} \) acts multiplicatively on monomials and it is easy to see that

\[
\Delta_i^{(m)}(z^n) = (1 - t^n)^m z^{n+1}.
\]

It therefore follows that

\[
\sum_{n=0}^{\infty} t^n(1 - t^{n+1})^{m_{n+1}}(1 - t^{n+\ell})^{m_{n+\ell}} = \left[ \Delta_i^{(m_1)} \cdots \Delta_i^{(m_I)} \sum_{n=0}^{\infty} x^n z^{n+1} \right]_{z=1} = \left[ \Delta_i^{(m_1)} \cdots \Delta_i^{(m_I)} \frac{z}{1 - xz} \right]_{z=1}.
\]

If we define the function

\[
\psi_{[m_1, \ldots, m_I]}(x) = \left[ \Delta_i^{(m_1)} \cdots \Delta_i^{(m_I)} \frac{z}{1 - xz} \right]_{z=1},
\]

then

\[
\text{Tr}[\mathbb{D}_\ell k^p] = \psi_{[m_1, \ldots, m_I]}(t^p), \quad \text{where } (m_1, \ldots, m_I) = \mathcal{M}(\mathbb{D}_\ell).
\]

Hence we are able to evaluate all traces that we encounter in terms of the function \((97)\), whose definition is relatively elementary.

### 9. Conclusion

The main result of this paper is a matrix product formula for Macdonald polynomials in terms of deformed bosonic operators. This formula implies a new explicit way to efficiently compute these polynomials and also provides a combinatorial interpretation. Our result firmly connects the polynomial representation theory of the affine Hecke algebra with the theory of solvable lattice models using tools such as the Yang–Baxter equation, R-matrices, the ZF algebra and the deformed Knizhnik–Zamolodchikov equation.

The results discussed in this paper have a direct generalization to the inhomogeneous multi-species asymmetric exclusion process with boundaries [47–51] resulting in a matrix...
product formula for Koornwinder polynomials [52]. A connection between Koornwinder polynomials and the quantum XXZ chain, which is closely related to the exclusion process by a similarity transformation, was made in [53].

We note that a different generalization of the mult-species asymmetric exclusion process, using inhomogeneous hopping parameters, was discussed in [42–45]. It would be interesting to clarify the matrix product structure [44] in this case, as well as the relation to integrability [54].
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Appendix. A further combinatorial example

We illustrate the combinatorial meaning of (79) on a small rank 3 example, namely $f_\lambda(x_1, x_2, x_3, x_4)$ with $\lambda = (3, 1, 0, 2)$. The function $f_{(3,1,0,2)}$ can be expanded into functions $f_{\mu}$ where $\mu$ is a permutation of $(2, 1, 0, 0)$. So in principle there are 12 terms in this expansion but since the entries $(1, 1), (1, 2),$ and $(2, 2)$ of $L^{(3)}$ vanish, we have only to consider the permutations $(\pi_1, \pi_2, \pi_3, \pi_4)$ of $(2, 1, 0, 0)$ such that $\pi_2 \neq 1, 2$ and $\pi_4 \neq 1, 2$. Hence we obtain the following four terms in the expansion:

$$f_\lambda = T_{\lambda,(2,0,0,0)}f_{(2,0,0,0)} + T_{\lambda,(0,0,2,1)}f_{(0,0,2,1)} + T_{\lambda,(2,0,1,0)}f_{(2,0,1,0)} + T_{\lambda,(1,0,2,0)}f_{(1,0,2,0)}.$$  \hspace{1cm} (A.1)

These terms are represented by the following four pictures:
Replacing each tile in column 3 with the operator(s) it represents, this becomes

\[
f_{(3,1,0,2)} = (1 - q t) (1 - q^2 t^2) x_1 x_2 x_3 \left( \text{Tr} \left[ k_3 k_2 k_3 s \right] f_{(2,0,0,1)} + \text{Tr} \left[ a_3^1 k_3 k_2 a_3^1 s \right] f_{(0,0,2,1)} \right)
\]

\[
+ \text{Tr} \left[ k_3 k_2 a_2 k_3 a_2^1 s \right] f_{(2,0,1,0)} + \text{Tr} \left[ a_3^1 a_2 k_2 a_3^1 a_2 s \right] f_{(1,0,2,0)}
\].

The traces themselves are easily calculated using the results in section 8. Thus we obtain the

\[
f_{(3,1,0,2)} = (1 - q t) (1 - q^2 t^2) x_1 x_2 x_3 \left( \text{Tr} \left[ k_3^2 s_3 \right] \text{Tr} \left[ k_2 s_2 \right] f_{(2,0,0,1)} + q t^2 \text{Tr} \left[ a_3^1 k_3^2 s_3 \right] \text{Tr} \left[ a_2 k_2 s_2 \right] f_{(1,0,2,0)} \right)
\]

\[
+ q^2 t^2 \text{Tr} \left[ a_3^1 k_3^2 + 2a^1 \right] \text{Tr} \left[ k_1^2 s_1 + u \right] f_{(0,0,2,1)} + q^2 t^2 \text{Tr} \left[ a_3^1 k_3^2 + 2a^1 \right] \text{Tr} \left[ a_2 k_2 s_2 \right] f_{(1,0,2,0)}
\].

The traces can then be factorized across commuting families of operators:

\[
f_{(3,1,0,2)} = (1 - q t) (1 - q^2 t^2) x_1 x_2 x_3 \left( \text{Tr} \left[ k_3^2 s_3 \right] \text{Tr} \left[ k_2 s_2 \right] f_{(2,0,0,1)} + q^2 t^2 \text{Tr} \left[ a_3^1 k_3^2 s_3 \right] \text{Tr} \left[ a_2 k_2 s_2 \right] f_{(1,0,2,0)} \right)
\]

\[
+ q^2 t^2 \text{Tr} \left[ a_3^1 k_3^2 + 2a^1 \right] \text{Tr} \left[ k_1^2 s_1 + u \right] f_{(0,0,2,1)} + q^2 t^2 \text{Tr} \left[ a_3^1 k_3^2 + 2a^1 \right] \text{Tr} \left[ a_2 k_2 s_2 \right] f_{(1,0,2,0)}
\].

The traces themselves are easily calculated using the results in section 8. Thus we obtain the

matrix elements \( T_{\lambda,(2,0,0,1)}, T_{\lambda,(0,0,2,1)}, T_{\lambda,(1,0,2,0)} \) and \( T_{\lambda,(1,0,2,0)} \).
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