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Abstract

The robustness of pretrained language models (PLMs) is generally measured using performance drops on two or more domains. However, we do not yet understand the inherent robustness achieved by contributions from different layers of a PLM. We systematically analyze the robustness of these representations layer by layer from two perspectives. First, we measure the robustness of representations by using domain divergence between two domains. We find that \(i\) Domain variance increases from the lower to the upper layers for vanilla PLMs; \(ii\) Models continuously pretrained on domain-specific data (DAPT) (Gururangan et al., 2020) exhibit more variance than their pretrained PLM counterparts; and that \(iii\) Distilled models (e.g., DistilBERT) also show greater domain variance. Second, we investigate the robustness of representations by analyzing the encoded syntactic and semantic information using diagnostic probes. We find that similar layers have similar amounts of linguistic information for data from an unseen domain.

1 Introduction

Pretrained Language Models (PLMs) have improved the downstream performance of many natural language understanding tasks on \textit{standard} data (Devlin et al., 2019).\textsuperscript{1} Recent works attest to the surprising out-of-the-box robustness of PLMs on out-of-distribution tasks (Hendrycks et al., 2020; Brown et al., 2020; Miller et al., 2020). These works measure robustness in terms of the performance invariance of PLMs on end tasks like Natural Language Inference (Bowman et al., 2015; Williams et al., 2018); Sentiment Analysis (Maas et al., 2011), Question Answering (Zhang et al., 2018), among others. However, they do not investigate the domain invariance of PLM representations from different layers when presented with data from distinct domains. Studying the invariance of PLM representations has been useful in advancing methods for unsupervised domain adaptation. For example, in building domain adaptation models that explicitly reduce the divergence between layers of a neural network (Long et al., 2015; Shen et al., 2018a), for data selection (Aharoni and Goldberg, 2020; Ma et al., 2019) et cetera.

Given the importance of PLMs, a glass-box study of the internal robustness of PLM representations is overdue. We thus study these representations, dissecting them layer by layer, to uncover their internal contributions in domain adaptation. Firstly, we use the tools of domain divergence and domain invariance, without subscribing to the performance of a model on any end task. The theory of domain adaptation (Ben-David et al., 2010), shows that reducing \(\mathcal{H}\)-divergence between two domains results in higher performance in the target domain. Many works have since adopted this concept for domain adaptation in NLP (Ganin et al., 2016; Bousmalis et al., 2016). The aim is to learn representations that are invariant to the domain, while also being discriminative of a particular task. Other divergence measures such as Maximum Mean Discrepancy (MMD) (Gretton et al., 2012a), Correlational Alignment (CORAL), Central Moment Discrepancy (CMD) (Zellinger et al., 2017), have been subsequently defined and used (Rampone and Plank, 2020; Kashyap et al., 2020). However, our community does not yet understand the inherent domain-invariance of PLM representations, particularly across different layers.

We ask key questions concerning domain invariance of PLM representations and find surpris-
ing results. First, we consider vanilla PLM representations (e.g., BERT) which are trained on standard data like Wikipedia and Books (Plank, 2016). We ask: do they exhibit domain invariance when presented with non-standard data like Twitter and biomedical text? (§3), and are lower layers of PLMs general and invariant compared to higher layers? To answer these, we measure the domain divergence of PLM representations considering standard and non-standard data. We find that the lower layers of PLMs are more domain invariant compared to the upper layers (§3.2). We find that it is similar in spirit to computer vision models where lower layers of the neural network learn Gabor filters and extract edges irrespective of the image and are more transferable across tasks compared to the upper layers (Yosinski et al., 2014).

While PLMs improve the performance of tasks on standard data, Gururangan et al. (2020) improve on domain-specific tasks by continuing to pretrain RoBERTa on domain-specific data (DAPT). We thus also ask: what happens to the domain invariance of DAPT models? We find that compared to pretrained RoBERTa, the divergence of DAPT at a given layer either remains the same or increases, providing evidence of their specialization to a domain (§3.3). Lastly, given that standard PLMs have high training cost, we also consider the distilled model DistilBERT (Sanh et al., 2019). What happens to the domain invariance in distilled model representations? We find that such representations produce more domain-specific representations across layers (§3.4).

We further analyze the robustness of representations from the perspective of the encoded syntactic and semantic information across domains (§4). Do contextualized word-level representations encode similar syntactic and semantic information even for unseen domains? We experiment with zero-shot probes where the probes are trained on standard data only. We consider syntactic tasks like POS and NER and a semantic task – coreference resolution and find that the probes indicate similar layers encode similar amount of information, even on non-standard data.

In summary, our contributions are as follows:

• We investigate the domain invariance of PLMs layer by layer and find that lower layers are more domain invariant than upper layers, which is useful for transfer learning and domain adaptation.

• Further, we analyze the robustness in terms of the syntactic and semantic information encoded in the representations across unseen domains and find that similar layers have similar amounts of linguistic information, which is a preliminary exposition of their overall performance robustness.

2 Experimental Setup

The majority of current PLMs like BERT (Devlin et al., 2019) are transformer (Vaswani et al., 2017) based models. As such we focus on the representations from different transformers. They are unsupervisedly pretrained using masked language-modeling and next sentence prediction objectives, over large amounts of English standard data such as the Books corpus (Zhu et al., 2015) and Wikipedia articles. We consider variation in size: two differently sized versions of the BERT model, bert_base_uncased — a 12 layer model and bert_large_uncased — a 24 layer model, both trained on lower-cased text, for comparing matters of size in representations. Next, to analyze whether training with larger data scale aids in robustness, we consider RoBERTa (Liu et al., 2019b), which is similar to BERT, but trained on a magnitude larger standard data. Further, we check the effect of distillation on domain-invariance and hence, consider DistilBERT (Sanh et al., 2019). Finally, training of models on domain-specific data is known to increase their performance on domain-specific tasks. To analyze the effect of continued fine-tuning on invariance, we consider RoBERTa pretrained on non-standard Biomedical (Gururangan et al., 2020), and Twitter (Barbieri et al., 2020) domain data. We refer to this as DAPT-biomed and DAPT-tweet, respectively. For our experiments, we use the models hosted on the huggingface-transformer library (Wolf et al., 2020).

Divergence Measures. We consider three different divergence measures that are widely used in the unsupervised domain adaptation literature. Correlation Alignment (CORAL) measures the difference between covariance of features – a second-order moment. Sun and Saenko (2016) reduce the distributional distance between features for unsupervised domain adaptation (UDA) in computer vision models. In contrast to CORAL, Central moment Discrepancy (CMD) considers higher-order moments of random variables to
measure the distributional difference between features, and has been used in both NLP (Peng et al., 2018) and multimodal UDA (Hazarika et al., 2020). Finally, we consider another popular measure of measuring divergence — Maximum Mean Discrepancy (Gretton et al., 2012a). Specifically, we consider the Multi-Kernel Gaussian variate (MK-MMD-Gaussian), which ensures that the statistical two sample test for the difference in distributions have high power and low test error (Gretton et al., 2012b; Long et al., 2015). We chose these measures because of their popularity, relevance and inexpensive calculations, and provide their technical details in Appendix A.

3 How Domain-Invariant are PLM Representations?

Most of the current techniques in unsupervised domain adaptation explicitly reduce the divergence between different layer representations during training (Yu et al., 2020). A common post-hoc analysis from such works shows the reduction of domain invariance at different layers. However, they do not pay much heed to the domain-invariance of representations that already exist in such models prior to domain-adapted training. Thus, we use domain divergence measures to investigate whether domain-invariance is an inherent property of pretrained transformer models, by the virtue of large-scale self-supervised learning.

3.1 Datasets and Method

We randomly sample 5000 standard data sentences from the Toronto Books corpus (Zhu et al., 2015), which is similar to the data used to train pretrained language models. We further split them into five groups of 1000 sentences for calculating our divergence measures and report the mean and variance of our results. We consider two non-standard domains. The biomedical domain similarly consists of 5000 sentences from publicly available PubMed abstracts and for the Twitter domain, we sample 5000 tweets from the year 2011 made available by the archive team. We follow the same procedure as Nguyen et al. (2020) to preprocess tweets: we use fastText (Joulin et al., 2017) to consider only English tweets and use the emoji package to translate emojis into text strings, normalize all the user mentions to @USER and URLs to HTTPURL.
Table 1: NMI values measuring the clustering performance at different layers of \texttt{bert-base-uncased}.

| Layer | 1   | 2   | 3   | 4   | 5 | 6   | 7 | 8   | 9 | 10 | 11 | 12 |
|-------|-----|-----|-----|-----|---|-----|---|-----|---|----|----|----|
| NMI (standard-biomed) | 0.004 | 0.565 | 0.046 | 0.63 | 0.722 | 0.596 | 0.245 | 0.092 | 0.164 | 0.312 | 0.588 |
| NMI (standard-twitter) | 0.256 | 0.252 | 0.215 | 0.233 | 0.698 | 0.699 | 0.727 | 0.695 | 0.753 | 0.772 | 0.762 | 0.68 |

We make forward passes of 1000 samples from one pair of domains (standard–biomedical / standard–twitter) separately through the transformers, obtaining two sets of representations. We then use these to calculate divergence measures. We consider the representations of $[CLS]$ token as the representation of a sentence, as done in other works. Note that we do not fine-tune any of our models on the non-standard data.

### 3.2 Results

#### Across Layers:

Overall, the divergence measures increase from the lower layers to the upper layers (Figure 1). CORAL and CMD for \texttt{bert-base-uncased} and \texttt{bert-large-uncased} indicate that the divergence strictly increases. Surprisingly, the models trained on standard data extract invariant representations at the lower layers, becoming more domain-specific at the upper layers, irrespective of the domain. Both CORAL and CMD indicate a sharp decrease in divergence for the last layer for all the models. Since they are language models trained to predict the next word, they might encode representations related to the pretraining objective itself (Liu et al., 2019a). Compared to BERT-base, the divergence measures of BERT-large, at layers where they can be compared, is lower (c.f. Fig. 1 and Fig. 5 in Appendix B). Even though both the models are trained on a similar amount of data and similar training procedures, it is surprising that BERT-base has lower divergence than BERT-large.

But, MK-MMD-Gaussian does not indicate a clear increase in divergence. We attribute this to the divergence measure, since MK-MMD-Gaussian is sensitive to the kernel and choosing an optimal value for its parameters is non-trivial (Gretton et al., 2012b). We confirm this by plotting the PCA representations of these data points (Figs. 8 to 13 in Appendix E.), which show that the representations from the two domains are interspersed in the lower layers and separated in the upper layers, as done in many previous works (Ganin et al., 2016; Long et al., 2015). We further quantify this by performing $k$-means clustering where $k = 2$ (the number of domains). We evaluate the clusters using Normalized Mutual Information (c.f. Table 1). Clustering quality is higher for upper layers compared to lower layers where representations are interspersed.

The increasing divergence across layers has plausible implications in making decisions in many scenarios. For example, in deciding the number of layers in the gradual unfreezing of layers in transfer learning (Howard and Ruder, 2018), in unsupervised domain adaptation where divergence between representations from different layers are reduced (Long et al., 2015). Recently, Aharoni and Goldberg (2020) show the final transformer layer representations cluster while Ma et al. (2019) consider penultimate layer representations. The high domain divergence of the upper layers is a plausible explanation for the clustering (Figs. 8 to 13 in Appendix E.). Clustering of representations plays a key role in downstream applications, such as data selection for machine translation and curriculum learning, data points in the source domain closest to the target domain are chosen (Axelrod et al., 2011; Moore and Lewis, 2010).

**BERT vs. RoBERTa**: Compared to BERT, RoBERTa has uniform divergence across layers (c.f. Fig. 1). RoBERTa is similar to BERT, but a major difference is the amount of pre-training data used (one magnitude; 160GB vs. 16GB). We speculate that the domain-invariance is because the pretraining data is an unintended mixture of different domains. Recent works have shown the impact of training models with large and diverse datasets on the robustness of image classification models (Taori et al., 2020) and text classification models (Tu et al., 2020) with similar trends observed where RoBERTa is more robust.

### 3.3 What happens to the domain-invariance of DAPT models?

To create domain-specific PLM, the simplest methods train models from scratch on domain-specific data like scientific publications (Beltagy et al., 2019), BioBERT (Lee et al., 2019), ClinicalBERT (Alsentzer et al., 2019) among others.

contrast, instead of pretraining from scratch, recent work shows impressive benefits of continuing to pretrain on domain-specific data — termed domain adaptive pretraining (DAPT) (Gururangan et al., 2020). Although there are improvements on domain-specific end tasks, the domain-invariance of these representations is not analyzed. We consider only the CORAL and CMD divergence measures from now, due to our observations from the previous section.

Figure 2 shows that the divergence across the layers for DAPT-biomed is the same as Roberta or is higher (c.f. Fig. 6 in Appendix C for DAPT-twitter). The main aim of continuing to pretrain is to make the models more domain-specific. We expect the representations to diverge from the standard representations after model training. DAPT representations possibly serve as good initial representations for fine-tuning on domain-specific end tasks like natural language inference, text classification et cetera (Hao et al., 2019). Teasing out the benefits of domain-specific pretraining from the task-specific fine-tuning is still unclear and warrants careful attention.

3.4 What happens to the domain-invariance after distillation?

Knowledge Distillation (Hinton et al., 2015) has been successfully used to reduce the size and inference time of PLMs. Here, a smaller student network mimics the output of a larger teacher network. We consider the DistilBERT model. Fig. 3 shows the comparison of divergence measures between DistilBERT with BERT for the standard and the biomedical domain pair (c.f. Fig. 7 in Appendix D for comparison with Twitter domain). DistilBERT contains half the number of layers compared to BERT. At a comparable layers, DistilBERT always has higher divergence values for both CMD and CORAL. Sanh et al. (2019) show that distillation loss that mimics the teacher’s output and cosine embedding loss which aligns the student and teacher hidden states vectors, are the major contributors to the student’s performance. Yet, we find that DistilBERT still has greater variance which may affect downstream tasks like text classification. Although a few models (Jiao et al., 2020; Sanh et al., 2019) reduce some notion of geometric distance between the intermediate representations of the student and the teacher, it does not guarantee that the entire linguistic knowledge and the domain-invariance of the teacher are transferred to the student model. Recent work in NLP have tried to incorporate rich information from teacher networks using contrastive learning (Tian et al., 2020; Sun et al., 2020) and by reducing the Earth Mover’s distance between the hidden representations in the transformer architecture (Li et al., 2020). Related computer vision work also to impart adversarial robustness, even in the student network (Goldblum et al., 2020). The benefits of such enhanced distillation techniques on the robustness of the model is an under-explored area.

4 Robustness of Linguistic Information

How much linguistic information do representations from pretrained language models still encode for data from a different domain? Here, we evaluate the robustness of representations in bert-base-uncased. Do word-level repre-
sentations from PLMs encode similar levels of linguistic knowledge irrespective of the domain?

4.1 Datasets and Method

Edge Probes: Edge probes (Tenney et al., 2019b) measure the magnitude of linguistic information present in contextualized word representations. Representations of spans from a specific layer are passed through a shallow, multi-layer perceptron which predict their linguistic label. The performance of the probes indicates the magnitude of linguistic information.

To evaluate the linguistic information in BERT representations regardless of the domain, we train probes on source domain data and test on a held-out test dataset from the target domain. Since the non-standard data is unseen during training, this is a form of zero-shot probing, as also experimented in (Ravichander et al., 2020b). Training separate probes on every domain would yield inaccurate information about the linguistic information in the representations. The probes themselves may learn the linguistic task and overfit on the target domain data which can serve as a confounding factor.

A performance drop in probing performance between domains should not be interpreted as an absence of linguistic information. Other confounding factors like distribution difference (Recht et al., 2019; Miller et al., 2020) may be responsible. We are interested in the underlying pattern, and one has to exercise caution in interpreting the absolute performance numbers.

We chose three tasks from the suite of tasks defined by (Tenney et al., 2019b), where POS tagging (part-of-speech tagging), and NER (Named entity recognition) are considered syntactic, and where Coreference resolution (Coref) is considered a semantic task. We chose these tasks guided by the availability of similar datasets in both domains. For all our experiments involving probing, we use the jiant framework (Wang et al., 2019).

Data: Following (Tenney et al., 2019b) we use the OntoNotes 5.0 corpus (Weischedel, Ralph et al., 2013) for probing. Since they are from newswire and web text, which is similar to the pretraining corpus of BERT (Devlin et al., 2019), we consider this dataset as standard data (source domain). We choose Twitter to represent non-standard data (target domain) for the probing task since our previous experiments showed a greater divergence, and thus are significantly different from the pretraining corpus used in BERT.

For POS tagging, we use the dataset described by (Derczynski et al., 2013). We remove the following POS tags from the dataset: USR, URL, HT, RT, “(”, and “)”, to normalize the labels across the domains. For NER, we use the dataset released for the shared task of the Workshop on Noisy User-generated Text (W-NUT) (Baldwin et al., 2015). For coreference resolution, we use the dataset presented in (Aktas et al., 2018), whose annotations were later modified by (Aktas et al., 2020) so that they were conceptually parallel to OntoNotes 5.0 corpus (Weischedel, Ralph et al., 2013). The size of the datasets across train, development and test splits were kept similar for both the domains (c.f. Appendix F).

4.2 Results

Even though the probes had not seen examples from the target domain, we observe from Fig. 4
that the best performing layer is the same across domains for each task. The F1 scores peak at the same layers for both the domains, across all tasks. In both domains, the F1 for the task of POS tagging peaks at layer 5; for NER and Coref, at layer 10 and 8, respectively. Considering the knowledge discovered by the probes, it can be seen that similar layers are the most important for syntactic and semantic tasks across domains.

Concerning which part of the model encodes syntactic information required for POS and NER, we observe that the middle layers perform the best for both tasks, invariant of domain. This result is consistent with the results reported for non-domain adaptation work (Liu et al., 2019a; Jawahar et al., 2019). For Coref, the upper layers perform better on the task for the source domain. This indicates that the models store the information required for Coref (Liu et al., 2019a), but that the lower layers perform better when it comes to the target domain. We speculate that this is due to the nature of Twitter-coref dataset (target domain). For tasks like coreference resolution, there is a need for the presence of semantic information to identify the co-referring entities. But as tweets are naturally shorter, they contain co-referring entities that are close to each other, and do not require long-range information. This might make it easier for BERT models to use syntactic information from the lower layers to perform well on the target domain dataset.

We note that Merchant et al. (2020) show PLM representations do not experience catastrophic forgetting when fine-tuned on different end tasks such as MNLI, SQuAD and dependency parsing. With the limited capabilities that probes have, the results of this work show that similar information is being encoded for a task in similar layers without fine-tuning on any domain-specific data. This indicates that PLM representations might encode similar linguistic information across domains to begin with, potentially aiding performance on domain-specific end tasks.

5 Limitations

Our analysis using probes for different domains is intended to be an initial exploration of this topic. We inherit all the limitations of the probing classifiers highlighted by recent works (Tenney et al., 2019a; Voita and Titov, 2020; Pimentel et al., 2020). Since probing trains shallow models, there exists a possibility that the performance confounds with the models learning the task rather than being diagnostic about the linguistic power of representations. It also does not indicate that the model uses this information effectively (Hewitt and Manning, 2019) which requires further analysis. We also consider only one target domain — Twitter — and analyze bert-base-uncased for our probes. The availability and varying characteristics of the dataset across domains dictates our choice. For example, compared to standard coreference, biomedical text exhibits co-referring terms across sentences in long documents.

6 Related Work

6.1 NLP Robustness

Pretrained language models (PLMs) perform well on a wide range of NLP tasks, but they do not generalize well when the test distribution is different. A robust model must adapt to the shift in distributions (Quirogo-Candela et al., 2009) and generalize to out-of-distribution (OOD) examples. (Hendrycks et al., 2020) study the OOD robustness of PLMs, finding that the performance drop is
substantially smaller than their shallow LSTM and CNN counterparts. Much of the literature on PLM robustness use the notion of performance drop in a new target domain (Hendrycks et al., 2020; Tu et al., 2020; Miller et al., 2020). However, analyzing the robustness and invariance of the representations under data from different domains or adversarial examples (Zhu et al., 2020) has not received much attention thus far in domain adaptation.

Concerning the robustness of linguistic information stored in representations, Merchant et al. (2020) analyze the syntactic and semantic information preserved by PLMs, both before and after fine-tuning the models on task-specific data. Similarly, Tamkin et al. (2020) analyze the role of different layers in transfer learning on end tasks. Different from their study, we are interested in the intrinsic invariance of the PLM representations under data from different domains.

6.2 Unsupervised Domain Adaptation

For unsupervised domain adaptation, a popular method is use the adversarial training between a domain and a task classifier (DANN) (Ganin et al., 2016). Compared to DANN, where domain-specific peculiarities are lost, (Bousmalis et al., 2016) introduce domain-specific networks, which where domain-specific and domain-invariant representations are formed in a shared-private network. Another method to obtain invariant representations is to explicitly reduce the domain divergence between different layers of a neural network (Miller et al., 2020; Sun and Saenko, 2016; Shen et al., 2018b,a). For a complete treatment on UDA refer to (Ramponi and Plank, 2020) and for a review on divergence measure refer to (Kashyap et al., 2020). Considering the inherent domain-invariance of representations is thus important for UDA models.

6.3 Probing

As pretrained transformer models provide improvements on end tasks, understanding their internals and knowledge they encode has become increasingly important. For a review on efforts to understand pretrained transformers, see Rogers et al. (2021). Probing is a popular method to understand the linguistic information stored in continuous representations (Conneau et al., 2018). Tenney et al. (2019a,b) use probes to understand the linguistic information that the representations capture.

Recent work has questioned the premise of using a probe. Hewitt and Liang (2019) propose control tasks to ensure that the performance of probe is diagnostic about the linguistic information and is not because of learning the task. (Pimentel et al., 2020) utilize information theory to show that contextual representations contain similar amounts of information as lexical tokens. They suggest that better performing probes are increasingly accurate of detecting linguistic information regardless of their complexity and propose ease of probing as an alternative solution. This is similar to minimum description length suggested by Voita and Titov (2020). Contrary to previous works Ravichander et al. (2020a); Elazar et al. (2020) argue that presence of linguistic information does not guarantee its utility for end tasks. In contrast to these works that consider only a single domain, we provide experiments to diagnose cross domain linguistic information using probes.

7 Conclusion

We consider domain robustness from the perspective of domain-invariance of pretrained language model (PLM) representations. We observe that the lower layers of PLMs are generally domain-invariant. We also find that domain variance increases on continuously pretrained (DAPT) models and distilled models (DistilBERT). We have seen that RoBERTa is robust, possibly by virtue of training with more data. Domain adaptation methods using it should be careful in assessing the empirical benefits of their methods. As distillation becomes a mainstay method in NLP for retaining accuracy and saving training and inference costs on large models, considering distillation techniques to retain domain invariance and broadly applicable linguistic properties is of interest to the community.

Considering the inherent domain-invariance of PLM representations at various layers is possibly useful in understanding their performance on out of domain distribution data (Hendrycks et al., 2020) and for domain adaptation in general. For example, since we understand that the lower layers of BERT are domain-invariant compared to higher layers, we can freeze them during domain adaptation (Peters et al., 2019; Shen et al., 2018a) or drop them to make the models smaller and more
efficient (Sajjad et al., 2020). In the future, we will incorporate this information for domain adaptation of models.

We used edge probes (Tenney et al., 2019b) to identify the linguistic information in representations of data from different domains. One has to note that edge probes consider span representations for probing and not the representations of the entire sentence. To answer *Is there any correlation between domain-invariance of a sentence and the amount of linguistic information contained in them?*, we should consider sentence-level probes, similar to (Conneau et al., 2018; Jawahar et al., 2019). But, we are restricted by the lack of sentence-level probing data for different domains. We believe that this is a ripe area for future work.
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A Divergence Measures

Maximum Mean Discrepancy (MMD): MMD is a non-parametric method to estimate the distance between distributions based on Reproducing Kernel Hilbert Spaces (RKHS). Given two random variables \( X = \{x_1, x_2, \ldots, x_m\} \) and \( Y = \{y_1, y_2, \ldots, y_n\} \) that are drawn from distributions \( P \) and \( Q \), the empirical estimate of the distance between distribution \( P \) and \( Q \) is given by

\[
MMD(X, Y) = \left\| \frac{1}{m} \sum_{i=1}^{m} \phi(x_i) - \frac{1}{n} \sum_{i=1}^{n} \phi(y_i) \right\|_h
\]  

(1)

Here \( \phi : \mathcal{X} \rightarrow \mathcal{H} \) are nonlinear mappings or of the samples to a feature representation in a RKHS, called kernels. In this work, we map the contextual word representations of the text to RKHS. Various kernels can be used for this purpose. Some of the kernels are given below.

Rational Quadratic Kernel

\[
\phi(x, y) = \left( 1 + \frac{1}{2\alpha}(x - y)^T\Theta^{-2}(x - y) \right)^{-\alpha}
\]

Energy

\[
\phi(x, y) = -\|x - y\|_2
\]

Gaussian

\[
\phi(x, y) = exp\left(-\frac{\|x - y\|^2_2}{\gamma}\right)
\]

Laplacian

\[
\phi(x, y) = exp\left(-\frac{\|x - y\|^2_2}{\sigma}\right)
\]

In this work we use a mixture of Gaussian Kernels rather than a single kernel which is known to be more stable than just using a single kernel. The mixture of kernels are given by

\[
\mathcal{K} = \left\{ \sum_{i=1}^{m} \lambda_i k_i \mid \sum_{i=1}^{m} \lambda_i = 1 \right\}
\]  

(2)

We set \( \lambda_i \) to be \( \frac{1}{m} \). We follow (Long et al., 2015) and use the Gaussian kernel. We calculate an initial value \( \gamma_s \) and set it to the median pairwise distances between two samples, also known as median heuristic. For every kernel \( k_i \), the value of \( \gamma \) is set from \( 2^{-8}\gamma_s \) and \( 2^8\gamma_s \), increasing it by a multiple of 2.

Correlation Alignment (CORAL): Correlation alignment is the distance between the second-order moment of the source and target samples. If \( d \) is the representation dimension, \( \| \cdot \|_F \) represents Frobenius norm and \( \text{Cov}_S, \text{Cov}_T \) is the covariance matrix of the source and target samples, then CORAL is defined as

\[
D_{\text{CORAL}} = \frac{1}{4d^2} \| \text{Cov}_S - \text{Cov}_T \|_F^2
\]

(3)

Central Moment Discrepancy (CMD): Central Moment Discrepancy is another metric that measures the distance between source and target distributions. It not only considers the first moment and second moment, but also other higher-order moments. While MMD operates in a projected space, CMD operates in the representation space. If \( P \) and \( Q \) are two probability distributions and \( X = \{X_1, X_2, \ldots, X_N\} \) and \( Y = \{Y_1, Y_2, \ldots, Y_N\} \) are random vectors that are independent and identically distributed from \( P \) and \( Q \) and every component of the vector is bounded by \([a, b] \), CMD is then defined by

\[
CMD(P, Q) = \frac{1}{|b - a|} \| E(X) - E(Y) \|_2
\]

\[
+ \sum_{k=2}^{\infty} \frac{1}{|b - a|^k} \| c_k(X) - c_k(Y) \|_2
\]

(4)

where \( E(X) \) is the expectation of \( X \) and \( c_k \) is the \( k \)-th order central moment which is defined as

\[
c_k(X) = E \left( \prod_{i=1}^{N} (X_i - E(X_i))^r_i \right)
\]

(5)

and \( r_1 + r_2 + r_N = k \) and \( r_1, \ldots, r_N \geq 0 \)

B Domain Divergence Plots

Fig. 5 shows the domain divergence measures for bert-base-uncased and bert-large-uncased models only for greater quality. We consider only the CORAL and CMD divergence measures. Even though both the models are trained on similar amounts of data, with similar training procedures, at comparable layers bert-large-uncased models are more domain-invariant compared to bert-base-uncased.
C DAPT Twitter Divergence Plots

Divergence plots for DAPT-twitter compared with its roberta-base counterpart are shown in Fig. 6. Here we consider the CORAL and CMD divergence measures. The plots show that for DAPT-twitter the divergence measures are either the same or more than their roberta-base counterpart which indicates their specialization for a domain.

D DistilBERT vs BERT for twitter

Fig. 7 shows the comparison between DistilBERT – the student network and the bert-base-uncased which is the teacher network in knowledge distillation (Hinton et al., 2015). We consider the CORAL and CMD divergence measures. The plots show that at comparable layers DistilBERT divergence measures are strictly more than bert-base-uncased.

E PCA Plots for PLM Representations

Figures 8 to 15 show the 2 dimensional PCA plots for representations from different layers for all the encoders – bert-base-uncased, distilbert-base. Interspersed representations in the plots indicate more domain-invariance (less domain divergence) between the representations and clearer separation indicates lesser domain divergence (more domain divergence).

F Probing classifiers’ training details

| Task   | Train | Dev | Test |
|--------|-------|-----|------|
| POS    | 110,514 | 15060 | 11,462 |
| NER    | 720    | 150  | 690  |
| Coref  | 2255   | 101  | 101  |

Table 2: Train/dev/test split used for the probing experiments in §4 for each task.

The statistics about the datasets used for training the probes are consolidated in Table 2.

For all the three tasks (POS, NER and coreference resolution) we train the probing classifiers on the source domain for 3 epochs. We use Adam as the optimizer with a learning rate of 1e-4, and a batch size of 32. We also evaluate on the validation dataset every 1000 steps, and halve the learning rate if no improvement is seen in 5 validations. The rest of the hyperparameters are the
Figure 6: Comparing divergences for RoBERTa vs DAPT-twitter (Barbieri et al., 2020). We consider the CORAL and CMD divergence measures for standard vs twitter samples. The plots are shown for CORAL and CMD divergence measures.

Figure 7: BERT vs DistilBERT models for standard vs twitter domains. CORAL and CMD divergence measures for standard vs twitter samples. Two encoders are considered here. bert-base-uncased which is the teacher and distilbert-base which is the student of knowledge distillation. The domain-invariance of distilbert-base is always larger than it’s teacher.
Figure 8: PCA plots for representation of \texttt{bert-base-uncased} for the pair of standard and the biomedical domain for different layers. The PCA representations show that representations are interspersed in the lower layers with a progressively clearer separation in the later layers.

same as defined by (Tenney et al., 2019a) in their edge probing experiments.
Figure 9: PCA plots for representation of \texttt{bert-base-uncased} for the pair of standard and the twitter domain for different layers. The PCA representations show that representations are interspersed in the lower layers with a progressively clearer separation in the later layers.
Figure 10: PCA plots for representation of bert-large-uncased for the pair of standard and the biomedical domain for different layers. The PCA representations show that representations are interspersed in the lower layers with a progressively clearer separation in the later layers.
Figure 11: PCA plots for representation of \texttt{bert-large-uncased} for the pair of standard and the twitter domain for different layers. The PCA representations show that representations are interspersed in the lower layers with a progressively clearer separation in the later layers.
Figure 12: PCA plots for representation of `roberta-base` for the pair of standard and the biomedical domain for different layers. The PCA representations compared to the `bert-base-uncased` and `bert-large-uncased` models, the representations are interspersed across all the layers.

Figure 13: PCA plots for representation of `roberta-base` for the pair of standard and the twitter domain for different layers. The PCA representations compared to the `bert-base-uncased` and `bert-large-uncased` models, the representations are interspersed across all the layers.
Figure 14: PCA plots for representation of distilbert-base for the pair of standard and the biomedical domain for different layers. The lower layers are still interspersed, with a clearer separation in the higher layers. We can see a corresponding increase in the divergence measures for these layers.

Figure 15: PCA plots for representation of distilbert-base for the pair of standard and the biomedical domain for different layers. The lower layers are still interspersed, with a clearer separation in the higher layers. We can see a corresponding increase in the divergence measures for these layers.