Quantum Systems Equilibrate Rapidly for Most Observables
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Considering any Hamiltonian, any initial state, and measurements with a small number of possible outcomes compared to the dimension, we show that most measurements are already equilibrated. To investigate non-trivial equilibration we therefore consider a restricted set of measurements. When the initial state is spread over many energy levels, and we consider the set of observables for which this state is an eigenstate, most observables are initially out of equilibrium yet equilibrate rapidly. Moreover, all two-outcome measurements, where one of the projectors is of low rank, equilibrate rapidly.

The topic of equilibration time scales has been of much interest lately [1–9]. Given that it has been shown that quantum systems equilibrate under rather general conditions [10,12], it is important to understand the time scale for the process. However, attempts to derive an upper bound on equilibration time have resulted in very large time scales. Short and Farrelly [11], for instance, obtain a very general bound, of which we give an improved derivation in appendix A, which scales with the dimension of the system, typically exponentially in the number of particles.

A quantum system is said to undergo equilibration when its quantum state spends most of its time almost indistinguishable from a fixed (time-invariant) steady-state. This is not the same as thermalization, in which the steady-state is a Gibbs state. Thus, thermalization is a special case of equilibration, and understanding equilibration times is a key step in understanding thermalization times.

When one discusses quantum equilibration, it is common to refer to either subsystem equilibration [10,13] in which a small system equilibrates due to contact with a bath, or observable equilibration, in which a fully closed system appears to equilibrate due to the limited information offered by outcomes of a particular set of observables. The latter was initially shown by Reimann [11,14], as a statement that the expectation values of quantum observables stay predominantly close to a static value, and was later built-on by Short [15], who showed that these results apply even if one considers all the information that can be gathered from the observable, instead of just the expectation value.

In this paper we consider any finite-dimensional system and any Hamiltonian, and show that most N-outcome observables are initially in equilibrium (for N small compared to the dimension). To investigate timescales we therefore turn to a natural class of observables which are initially typically out of equilibrium – those with a definite initial value (i.e. observables for which the initial state is an eigenstate). We show that, for pure initial states spread over many energy levels, most of these observables equilibrate in very short times – in fact, most equilibrate essentially as fast as possible. Moreover, in the case of two-outcome observables where one of the projectors is of low rank we show that all observables equilibrate fast (for any initial state spread over many energy levels).

As will be clear in theorems 2 and 3, when referring to “typical” or “most” observables we mean that in the context of the Haar measure. While this does include all observables of physical significance, they constitute a small fraction of all possible observables. Still, these results give us new insight into the problem of equilibration time scales – which was not available through the use of strict upper bounds. This also raises the question of what is special about physical measurements that makes them much slower than most measurements.

To obtain these results, we address the issue of equilibration time scales with respect to measurements composed of N outcomes. As a figure of merit for equilibration we will use the distinguishability $D_{\mathcal{M}}(\sigma,\rho)$ between two states $\sigma$ and $\rho$ according to an observable $\mathcal{M} = \{P_1,\ldots,P_N\}$, where the projectors $P_j$ represent the different outcomes of the measurement. We define it so that after performing the measurement, given full information about the two states being compared, the distinguishability quantifies the probability of successfully “guessing” which state the system was in [15], according to

$$D_{\mathcal{M}}(\sigma,\rho) = \frac{1}{2} \sum_j |\text{Tr}[\sigma P_j] - \text{Tr}[\rho P_j]|.$$  

where

$$p_{\text{success}} = \frac{1}{2} + \frac{1}{2} D_{\mathcal{M}}(\sigma,\rho),$$  

When $D_{\mathcal{M}}(\sigma,\rho) = 0$ the measurement does not provide information that helps to distinguish $\sigma$ from $\rho$ (one might as well toss an unbiased coin to decide). On the other hand, when $D_{\mathcal{M}}(\sigma,\rho) = 1$ the states are perfectly discriminated by this measurement.

In the special case in which the measurement has two outcomes (i.e. $\mathcal{M} = \{P, I - P\}$), the distinguishability is given by $D_{\mathcal{M}}(\sigma,\rho) = |\text{Tr}[\sigma P] - \text{Tr}[\rho P]|$, and we will denote it by $D_P(\sigma,\rho)$.
Given an initial state $\rho$ evolving under a Hamiltonian $H$, we say equilibration has taken place at time $T_{eq}$ when, for some small constant $\varepsilon > 0$,

$$\langle D_M(\rho_t, \omega) \rangle_T \leq \varepsilon, \quad \forall T > T_{eq},$$

(3)

where $\langle f(t) \rangle_T = \frac{1}{T} \int_0^T f(t)dt$, $\omega = \lim_{T \to \infty} \langle \rho_t \rangle_T$ is the time-averaged state and $\rho_t = e^{-itHt} \rho e^{itHt}$ is the evolved state. When equilibration does take place, $\omega$ is also called the equilibrium state $\rho_{eq}$.

In words, equilibration with respect to a measurement has taken place when the time-averaged distinguishability for this measurement falls below a small value. Since the distinguishability is a positive quantity this means that, for any $T > T_{eq}$, the instantaneous state $\rho_t$ is essentially indistinguishable from $\omega$ for almost all times in the interval $[0, T]$.

It is worth stating that we are not claiming thermalization, in which the equilibrium state is a thermal state. This definition of equilibration, while necessary for thermalization [10], is a separate issue and guarantees only the approach to a steady state.

Two parameters of the initial state that will be of importance to us are the effective dimension $d_{eff}$ and the energy standard deviation $\sigma_E$, defined by

$$d_{eff} = \left( \sum_{n=1}^{\hat{d}} p_n^2 \right)^{-1}, \quad \sigma_E^2 = \sum_{n=1}^{\hat{d}} p_n (E_n - \bar{E})^2.$$

(4)

Here $\hat{d}$ is the number of distinct energy levels $E_n$ with probabilities $p_n = \text{Tr}[Q_n \rho]$, where $Q_n$ is the projector onto the eigenspace with energy $E_n$, and $\bar{E} = \sum_{n=1}^{\hat{d}} p_n E_n$. The effective dimension gives an estimate of how many energy levels $\rho$ occupies with significant probability [17], and $d_{eff} \gg 1$ is the key requirement for equilibration to take place, as we will see. The energy standard deviation, in turn, will take a primary role in the time scale of equilibration. Note that we use $\bar{h} = 1$ throughout.

Given any $d$-dimensional Hamiltonian and any initial state with support on many energy levels (high effective dimension), we present the following results regarding the time scale of equilibration:

1. we show that all two-outcome measurements, for which one of the projectors $P$ has small rank, have very short time scales ($T_{eq} \sim \text{rank } P/\sigma_E$);

2. for $N$-outcome measurements, we prove that most measurements are already equilibrated, and that most measurements with a definite initial value (i.e., for which the initial state is a pure eigenstate) equilibrate with extremely short time scales ($T_{eq} \sim 1/\sigma_E$). These results hold as long as $N \ll d$ but regardless of the rank of the projectors.

The first statement shows how restricting the measurements can lead to a whole family of observables that equilibrate fast, while the second one refers to the time scales of typical measurements (under the Haar measure), which are indeed also fast.

To understand why $1/\sigma_E$ is a fast time scale, one can consider the uncertainty relation between $H$ and an observable $O$, which states [18] $2\sigma_E \sigma_O \geq |\langle [H, O]\rangle| = |\langle O \rangle|$. Thus, the minimum necessary time for the expectation value of any observable to vary significantly is $\sigma_O/|\langle O \rangle| \geq 1/(2\sigma_E)$.

Previous related results on equilibration time scales have been obtained by Goldstein, Hara and Tasaki [3]. In that paper the authors considered particular constructions of two-outcome measurements that take a very long or very short time to equilibrate. Interestingly, they find an example of a projector with high rank which equilibrates fast, albeit with very particular properties. Our first result proves fast equilibration of all small rank projectors, for any system with high $d_{eff}$. Moreover, we find that most observables also equilibrate fast (when $N \ll d$ and initial state is pure with high $d_{eff}$). On the issue of slow time scales, we give an alternative example to that in [3] of a measurement which equilibrates slowly ($T_{eq} \gtrsim d_{eff}/\sigma_E$), given a pure initial state with high $d_{eff}$.

We end with a short discussion. Our results can also be stated almost identically in terms of expectation value of observables (indistinguishability is used here as it provides a stronger statement of equilibration).

## I. FAST EQUILIBRATION

We now show that all systems with high effective dimension equilibrate fast with respect to the two-outcome measurement $M = \{P, \mathbb{1} - P\}$, whenever either of the projectors is of sufficiently low rank. Given $K = \min\{\text{rank } P, \text{rank } (\mathbb{1} - P)\}$, we will show that the average distinguishability $\langle D_P(\rho_t, \omega) \rangle_T$ becomes small in a time of the order of $K/\sigma_E$. We start by defining the function $\eta_{\epsilon}$.

**Definition 1.** Given any Hamiltonian with spectrum $\{E_j | j = 1, \ldots, \hat{d}\}$, a $d$-dimensional Hilbert space $\mathcal{H}$ and any state $\rho: \mathcal{H} \to \mathcal{H}$ with probabilities $p_j$ associated to each energy level. For any $\epsilon > 0$

$$\eta_{\epsilon} = \max_{E \in \mathbb{R}} \sum_{E_j \in [E,E + \epsilon]} p_j$$

is the maximum probability that can be found inside any energy interval of size $\epsilon$.

This function is useful because it captures both the state’s energy distribution and the Hamiltonian’s energy spectrum.

The theorem is then simply an upper bound on the finite-time average of the distinguishability $D_P(\rho_t, \omega)$ for any projector $P$. 
Theorem 1 (Fast equilibration). For any initial state \( \rho : \mathcal{H} \to \mathcal{H} \), any Hamiltonian, and any projector \( P \) where \( K = \min \{ \text{rank } P, \text{rank}(1 - P) \} \),

\[
\langle D_P(\rho_t, \omega) \rangle_T 
\leq c \sqrt{\frac{\eta_+}{K}},
\]

where \( c = \frac{5\pi}{4} \sqrt{\frac{2}{1-e^{-2}}} + 1 \approx 6.97 \).

Proof. Defining the Lorentzian average \( \langle f(t) \rangle_{LT} = \int_{-\infty}^{\infty} f(t) e^{-\pi(t^2 - T^2) / T^2} dt \), any positive function \( f \) satisfies \( \langle f \rangle_T \leq \frac{\pi}{2} \langle f \rangle_{LT} \) \([19]\). Then by use of the Cauchy-Schwarz inequality and the fact that \( \text{Tr} [\omega^2] \leq 1/d_{\text{eff}} \) \([20]\)

\[
\langle D_P(\rho_t, \omega) \rangle_T = (\text{Tr}[P(\rho_t - \omega)])_T 
\leq \langle \text{Tr}[P\rho_t] \rangle_T + \text{Tr}[P\omega] 
\leq \frac{5\pi}{4} \text{Tr}[P\omega_{LT}] + \sqrt{\text{Tr}[\omega^2] \text{Tr}[P^2]} 
\leq \frac{5\pi}{4} \sqrt{\text{Tr}[\omega_{LT}^2] \text{Tr}[P^2]} + \sqrt{\text{Tr}[\omega^2] \text{Tr}[P^2]} 
\leq \frac{5\pi}{4} \sqrt{K \text{Tr}[\omega_{LT}^2]} + \sqrt{\frac{K}{d_{\text{eff}}}},
\]

where \( \omega_{LT} = \langle \rho_t \rangle_{LT} \) and \( K = \text{rank } P \). Appendix B shows that

\[
\text{Tr}[\omega_{LT}^2] \leq \frac{2\eta_+}{1-e^{-2}}.
\]

Using the fact that \( d_{\text{eff}}^{-1} \leq \rho_{\text{max}} \leq \eta_+ (1 + \epsilon) \), where \( \rho_{\text{max}} \) is the maximum occupation probability of any energy level, results in eq. (6). The reason we may take \( K = \min \{ \text{rank } P, \text{rank}(1 - P) \} \) is that \( D_P(\rho_t, \omega) = D_{1-P}(\rho_t, \omega) \ \forall t \in \mathbb{R} \). \( \square \)

The requirement of “large \( d_{\text{eff}} \)” mentioned in the introduction is a consequence of \( d_{\text{eff}}^{-1} \leq \eta_+ \), since \( \eta_+ \) cannot converge to a small value if \( d_{\text{eff}} \) is small.

Note that the quantity \( \text{Tr}[\omega_{LT}^2] \) corresponding to the purity of the time-averaged state, is at the core of the equilibration process, dictating, for any given system, an upper bound on the timescale of equilibration (the reciprocal of this quantity acts like a time-dependent effective dimension, growing from 1 to \( d_{\text{eff}} \) as \( T \) increases). The right hand side of eq. (6) displays a bound on the purity which is easier to calculate than the purity itself (in fact, it is trivial if one knows the spectrum and the state) and whose tightness is discussed below.

This theorem proves that the measurement of a rank-1 projector equilibrates as soon as the energy interval \( 1/T \) is too small to contain a significant portion of the probabilities, which happens roughly when it is small compared to \( \sigma_E \) (which is a very short time scale). Conversely, a rank-\( K \) projector requires that the probabilities be \( K \) times smaller. For instance, if \( \eta_+ \sim \frac{1}{\sigma_E^2} \), as we argue below, the time scale of equilibration is at most \( \sim \frac{K}{\sigma_E} \).

A. Estimating \( \eta_+ \)

We focus now our attention on equation (6), in order to compare how well \( \eta_+ \) upper-bounds the purity, and to illustrate how easy it is to estimate \( \eta_+ \).

Given a dense enough energy spectrum, we can approximate the probability distribution of the initial state by a continuous function \( p(E) \) for which the maximum value is roughly

\[
\max_E p(E) \sim \frac{a}{\sigma_E^2},
\]

where \( a \) is some constant which depends on the shape of the distribution. Since \( \eta_+ \) can always be upper bounded by \( \epsilon \max_E p(E) \), we have

\[
\eta_+ \leq \frac{a}{\sigma_E^2}.
\]

as long as \( T \) is not large enough that the \( \frac{1}{T} \) window only contains a few energy levels. In appendix B1 we show that the above estimation is correct for the case of a Gaussian distribution for the energy probabilities, with \( a \approx 0.40 \) in this case.

II. TYPICAL MEASUREMENTS

Here we prove two statements regarding typical two-outcome measurements composed of a projector of any rank, applied to any initial state and any Hamiltonian.

Theorem 2 (Typical two-outcome measurements are already equilibrated for any initial state). Take the rank-\( K \) projector \( P_U \) defined as the unitary transformation from an energy basis projector

\[
P_U = UPU^\dagger = \sum_{n=1}^{K} U^n|n\rangle\langle n|U^\dagger,
\]

with \( U : \mathcal{H} \to \mathcal{H} \) unitary and \( |n\rangle \) being energy eigenstates.

The distinguishability between \( \rho_t \) and \( \omega \) according to \( P_U \) (and its complement) averaged over all unitaries is

\[
\langle D_P(\rho_t, \omega) \rangle_U \leq \sqrt{K \frac{d-K}{d^2} + 1} \leq \frac{1}{2\sqrt{d+1}}.
\]

Proof. The only necessary inequality is the first step, Jensen’s inequality \([21]\),

\[
\langle D_P(\rho_t, \omega) \rangle_U \leq \sqrt{\langle D_P(\rho_t, \omega)^2 \rangle_U}.
\]

In appendix C1 we show that the average of the squared distinguishability can be exactly calculated to be

\[
\langle D_P(\rho_t, \omega)^2 \rangle_U = K \frac{d-K}{d^2-1} \text{Tr}[\rho_t^2 - \omega^2].
\]

Then, the fact that \( \text{Tr}[\omega^2] \geq 1/d \) \([22]\) implies that \( \text{Tr}[\rho_t^2 - \omega^2] \leq (d-1)/d \) and leads to the first inequality of eq. (12). The second inequality is obtained by setting \( K = d/2 \), which maximizes the expression. \( \square \)
This average result is relevant because $D_{P_U}(\rho_i, \omega)$ is a positive definite quantity. Thus, stating that its average is small necessarily implies that $D_{P_U}(\rho_i, \omega)$ is small for most $P_U$ (in other words, it is strongly concentrated close to zero).

This result, however, does not make any statements about time scales, or the dynamics of equilibration. It is more relevant to study measurements which start out of equilibrium, and ask how fast they approach it. For this reason, Theorem 3 visits again the average distinguishability, but constrains the projector to contain $\rho(0) = \rho_0 = |\Psi\rangle\langle\Psi|$ as one of its terms (note that for this theorem, we restrict the initial state to be pure). For that, we divide the Hilbert space between the span of the initial state and everything else $H = H' \oplus \rho_0$, where $\dim H = d$ and $\dim H' = d - 1$.

**Theorem 3** (Typical two-outcome measurements with a definite initial value equilibrate fast for any pure initial state with high $d_{\text{eff}}$). Consider the projector given by

$$\Pi_U = \rho_0 + P_U, \quad P_U = UPU^\dagger, \quad (15)$$

where $\rho_0$ is the initial (pure) state, $U$ is a partial unitary with $UU^\dagger = U^\dagger U = 1_{H'}$, $P$ is any rank-$(K-1)$ projector with support on $H'$. The distinguishability between $\rho_i$ and $\omega$ according to $\Pi_U$ (and its complement) averaged over all unitaries on $H'$ is

$$\langle D_{\Pi_U}(\rho_i, \omega) \rangle_U \leq D_{\rho_0}(\rho_i, \omega) + \frac{1}{2\sqrt{d-1}}, \quad (16)$$

where we have (from Theorem 4) that

$$\langle D_{\Pi_U}(\rho_i, \omega) \rangle_U \lesssim c \sqrt{\eta^2} + \frac{1}{2\sqrt{d-1}} \quad (17)$$

declines very fast, with $c \approx 6$.

The details of the proof can be found in appendix C2. This result is enough to state that most two-outcome measurements (of any rank) containing the initial state equilibrate essentially as fast as the measurement of the rank-1 projector consisting of only the initial state.

To show that this class of observables is typically out of equilibrium initially (and thus equilibrates in a non-trivial way), we show in appendix C3 that the average initial distinguishability is given by

$$\langle D_{\Pi_U}(\rho_0, \omega) \rangle_U \geq \left(1 - \frac{K-1}{d-1}\right) \left(1 - \frac{1}{d_{\text{eff}}}\right), \quad (18)$$

and is therefore significantly above zero so long as the projector does not cover almost the entire space.

We now extend these results to multi-outcome measurements.

**Corollary 1** ($N$-outcome generalization of Theorem 2). Given $N \ll d$, the typical $N$-outcome measurement is already equilibrated. Describing the measurement by the POVM $\mathcal{M}_U = \{U_i^\dagger U_i\}_{i=1,N}$, and using the result from Theorem 2, it is easy to see that

$$\langle D_{\mathcal{M}_U}(\rho_i, \omega) \rangle_U = \frac{1}{2} \sum_{j=1}^N \langle D_{U_i^\dagger P_i U_i}(\rho_i, \omega) \rangle_U \leq \frac{1}{2} \sum_{j=1}^N \sqrt{K_j d - K_j} \leq \frac{1}{2} \sqrt{\frac{N}{d-1}} \quad (19)$$

where $K_j = \text{rank } P_j$, and the second line is maximal for $K_j = d/N$.

**Corollary 2** ($N$-outcome generalization of Theorem 3). Given $N \ll d$, typical out-of-equilibrium $N$-outcome measurements equilibrate fast for any pure initial state with high $d_{\text{eff}}$. Define the POVM $\mathcal{M}_U^{\rho_0} = \{\rho_0 + U_i^\dagger P_i U_i, \ldots, U_N^\dagger P_N U_i\}$, with $\rho_0 + \sum U_i^\dagger P_N U_i = 1$. In appendix C4, we show that

$$\langle D_{\mathcal{M}_U^{\rho_0}}(\rho_i, \omega) \rangle_U \leq \rho_0(\rho_i, \omega) + \frac{1}{2} \sqrt{\frac{N}{d-1}} \quad (20)$$

This means most measurements are already equilibrated even for a large number of outcomes as long as $N \ll d$, a physically reasonable assumption for systems composed of many particles given that the dimension $d$ grows exponentially with the number of particles. Furthermore, for any $N \ll d$, most measurements with a definite initial value (which are typically out of equilibrium initially) still equilibrate essentially as fast as a rank-1 projector.

**III. SLOW EQUILIBRICATION**

This result complements the previous sections by showing that fast equilibration is not always the case. We find that for any pure system with high effective dimension it is always possible to define a measurement for which the equilibration time is tremendously long.

We do that by considering the projector $P_{\mathcal{H}_K}$ onto the subspace $\mathcal{H}_K$ defined by

$$\mathcal{H}_K = \text{span} \{ |\psi(j\tau)\rangle \mid j = 0, \ldots, K-1\}, \quad (21)$$

with $\tau = 2\epsilon/\sigma_E$. We prove in appendix D that, for any $\epsilon$,

$$D_{P_{\mathcal{H}_K}}(\rho_i, \omega) \geq 1 - e^2 - \frac{K}{d_{\text{eff}}}, \quad \forall t \in \left[0, K \tau - \frac{\epsilon}{\sigma_E}\right], \quad (22)$$

and

$$\langle D_{P_{\mathcal{H}_K}}(\rho_i, \omega) \rangle_{T \to \infty} \leq 2\sqrt{\frac{K}{d_{\text{eff}}} < 1}, \quad (23)$$
FIG. 1. $D_{\rho_0}(\rho_t, \omega)$ and its finite-time average for a full period of the harmonic oscillator with level spacing $\nu$ and the initial condition is a pure state spread equally over the first 50 energy levels (irrespective of phases). Notice that, despite the revival (blue solid line), the projector still equilibrates (red dotted line), showing that the distinguishability is above some constant for a time that can be very long, but still equilibrates eventually.

The construction simply takes the subspace comprised of $K$ sequential “snapshots” of the wave function, and makes sure that the time step between these snapshots is small enough such that the wave function does not move out during the intermediate times. The “time is long” statement holds because the necessity to take small steps is nothing compared to the very large number of steps we are allowed to include ($K \ll d_{\text{eff}}$). In the appendix D we provide an example where this time is $\sim d_{\text{eff}}^{1000\sigma_E}$, which can easily be longer than the age of the universe.

IV. DISCUSSION

In this work we have proved several properties regarding observable equilibration all of which apply to any system capable of equilibration.

First we find an upper bound on the time scale of equilibration of any two-outcome measurement based on the rank of the projector that defines it, which turns out to be very fast for small ranks. We also find that typical measurements of any rank and any reasonable number of outcomes are already equilibrated. To investigate time scales we then turn to a natural class of measurements which are typically initially out of equilibrium (those for which the initial state gives a definite value) and show that most of these measurements equilibrate fast – approximately as fast as a rank-1 projector. On the other hand, we construct a measurement which is extremely slow to equilibrate. This shows that indeed, in order to obtain physically realistic time scales, one must restrict to further constraints on the measurements and/or on the system considered.

One characteristic that distinguishes the present work from some previous results [11, 10, 11, 13, 15] is that there was no need to assume non-degenerate energy gaps in order to prove equilibration. To emphasize this, Figure 1 plots an example of the distinguishability $D_{\rho_0}(\rho_t, \omega)$ of a harmonic oscillator (with highly degenerate gaps) against its time average. The function in the Figure decays fast for large $d$, with $T_{\text{eq}} \sim \frac{1}{\nu}$, which implies that typical projectors equilibrate fast, as given by equation (16). Nevertheless, the function returns to its original value at multiple times of $T_{\text{rev}} = \frac{2\pi}{\nu}$, times at which a full revival manifests. This does not conflict with equilibration because these revivals are so short that they cannot affect the average significantly.

The results described here aim to be general, by making statements as a function of the rank, and which apply to any system. However, there are specific cases which deserve special attention. When the measurement is restricted to a small subsystem of a complex many-body system it is expected to equilibrate fast; however, Theorem 1 by itself does not lead to that conclusion since the outcomes of these measurements are of high rank. Moreover, typical measurements (in the Haar measure sense) need not necessarily represent physically relevant measurements. It would be interesting to study whether these results can be extended to typical measurements with certain constraints, for instance measurements acting on a small subsystem.
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(W) \( |v|/|v| \geq 0 \) for all \( |v| \), which applies in particular to \( |v| = a(j) + b(k) \), so \( \rho_{jk}^2 \) is positive too, and, since the determinant must be greater than or equal to zero,

The time range in equation (D2) can be increased to \( 2Kt/\sigma_E \) by a slightly more complicated construction of \( \mathcal{H}_K \).

Throughout the paper, we choose units such that \( h = 1 \). Only in this example we adopt S.I. units for illustration purposes.

**Appendix A: General bound on time scales of equilibration**

Following Short and Farrelly [1], we focus on the average distance between the expected value of some observable \( A \) and its infinite time average. As proved in a footnote in the main text [24], the usual average can be bounded by the Lorentzian average, therefore

\[
\langle |\text{Tr}[A(\rho_t - \omega)]|^2 \rangle_T \leq \frac{5\pi}{4} \langle |\text{Tr}[A(\rho_t - \omega)]|^2 \rangle_{L_T},
\]

where \( \rho_t \) is the instantaneous state and \( \omega = \lim_{T \to \infty} (\rho_T) \) is the infinite time-averaged state.

Denoting by \( E_j \) and \( |j\rangle \) the eigenvalues and eigenvectors of the Hamiltonian, and assuming an initially pure state for simplicity, the evolved state is

\[
\rho_t = \sum_{j,k=1}^d c_j c_k^\ast e^{-i(E_j - E_k)t} |j\rangle \langle k|.
\]

Defining the matrix elements \( \langle j|A|k\rangle = A_{jk} \) one has

\[
\langle |\text{Tr}[A(\rho_t - \omega)]|^2 \rangle_{L_T} = \left| \sum_{j,k} c_j^2 A_{jk} c_k \right|^2 L_T
\]

Each energy gap can be labeled by \( \mathcal{G}(j,k) = E_j - E_k \) with indexes \( \alpha = (n,l) \) and \( \beta = (j,k) \). In this way we define a vector \( v \) and a Hermitian matrix \( M \)

\[
v_{\alpha} = v_{n,l} = c_l^\ast A_{ln} c_n, \quad M_{\alpha\beta} = \langle e^{i(\mathcal{G}_n - \mathcal{G}_\beta)t} \rangle_{L_T}.
\]

With the above definitions we can see

\[
\langle |\text{Tr}[A(\rho_t - \omega)]|^2 \rangle_{L_T} = \sum_{\alpha,\beta} v_{\alpha}^\ast M_{\alpha\beta} v_{\beta} \leq ||M|| \sum_{\alpha} |v_{\alpha}|^2
\]

\[
\leq ||M|| \sum_{i,j} |c_i|^2 |c_j|^2 |A_{ij}|^2 = ||M|| \text{Tr}(A^\dagger A_\omega^2)
\]

\[
\leq ||M|| ||A||^2 \text{Tr}(A_\omega^2) = ||M|| ||A||^2 d_{\text{eff}}.
\]

On the first step, from the definition of the spectral norm \( ||M|| \geq ||Mv|| \), so \( ||v|| \geq ||Mv|| \geq ||v^\dagger Mv|| \). The other steps come from using the Frobenius inner product and Cauchy-Schwarz inequality, and from the fact that for pure states \( \text{Tr}[A_\omega^2] = 1/d_{\text{eff}} \), with

\[
d_{\text{eff}} = \left( \sum_j |c_j|^2 \right)^{-1}.
\]

By use of the identity \( e^{i\omega T} L_T = e^{-|v|^T} e^{i\nu T/2} \) we have

\[
|M_{\alpha\beta}| = \left| \langle e^{i(\mathcal{G}_n - \mathcal{G}_\beta)t} \rangle_{L_T} \right| = e^{-|\mathcal{G}_n - \mathcal{G}_\beta|^T} \text{ and, since } M \text{ is a Hermitian matrix, standard results give}
\]

\[
||M|| \leq \max_{\alpha} \sum_{\beta} |M_{\alpha\beta}| = \max_{\beta} \sum_{\alpha} e^{-|\mathcal{G}_n - \mathcal{G}_\beta|^T}.
\]

We can now break the sum into intervals of width \( \epsilon \), centered around a given gap \( \mathcal{G}_\beta \). An interval \( \epsilon \) can fit at
most $\mathcal{N}(\epsilon)$ gaps which satisfy $(k+1/2)\epsilon > G_\alpha - G_\beta > (k-1/2)\epsilon$, which in turn implies $|G_\alpha - G_\beta| \geq (|k|-1/2)\epsilon$. Therefore

$$|M_{\alpha\beta}| \leq e^{-|k|-1/2)e^T}. \quad (A7)$$

For the case $k = 0$ we just use the fact that $|M_{\alpha\beta}| \leq 1$.

The sum is maximized by taking as many small values of $|k|$ as possible, and since there are $d(d-1)$ terms in total we have that

$$\max_{\alpha} \sum_{\beta} |M_{\alpha\beta}| \leq \mathcal{N}(\epsilon) \left( 1 + 2 \sum_{k=1}^{d(d-1)} e^{-(k-1/2)e^T} \right)$$

$$= \mathcal{N}(\epsilon) \left( 1 + 2 e^{e^T e^T} \frac{e^{-(k-1/2)e^T}}{e^{e^T} - 1} \right)$$

$$\leq \mathcal{N}(\epsilon) \left( 1 + 2 \frac{e^{e^T}}{1 - e^{e^T}} \right). \quad (A8)$$

Finally, by using $\frac{1}{1-e^{-x}} \leq 1 + \frac{1}{2} e^{-x}$ we get

$$\langle |\text{Tr}[A(\rho_t - \omega)]^2 \rangle T \leq \frac{5\pi}{2} \frac{||A||^2}{d_{\text{eff}}} \mathcal{N}(\epsilon) \left( \frac{3}{2} + \frac{1}{e^T} \right). \quad (A9)$$

Comparing this expression to the result in $\text{[1]}$, there is an improvement in the bound of order $\sim \log_2(d)$.

The result is taken in the original paper by Short and Farrelly as a stepping stone to obtain bounds on the time scale of equilibration with respect to the distinguishability. By the same procedure they take, we obtain that the average distinguishability for a set of measurements $\mathcal{M}$ satisfies

$$\langle D_\mathcal{M}(\rho_t, \omega) \rangle T \leq \frac{S(\mathcal{M})}{4} \sqrt{\frac{5\pi N(\epsilon)}{2d_{\text{eff}}} \left( \frac{3}{2} + \frac{1}{e^T} \right)} \quad (A10)$$

where $S(\mathcal{M})$ is the total number of outcomes of all the possible measurements.

A simple estimate illustrates how long these bounds on the time scales still are. If one assumes the energy levels are more or less equally distributed, the minimum distance between energy gaps scales as $\epsilon_{\text{min}} \leq \frac{\Delta U}{d}$, with $\Delta U$ being the total energy range. This gives an equilibration time that scales very roughly as $T_{\text{eq}} \sim \frac{1}{d_{\text{eff}}} = \frac{\Delta d}{\Delta U}$, which is terribly long for systems composed of more than a few particles.

**Appendix B: Theorem $\text{[1]}$**

For a general initial state given by $\rho = \sum_{j,k} \rho_{jk} |j\rangle \langle k|$, the purity of $\omega_{LT}$ can be written

$$\text{Tr}[\omega^2_{LT}] = \text{Tr}[\omega_{LT} \omega_{LT}^\dagger].$$

$$= \text{Tr} \left[ \sum_{n,m} \rho_{nm} e^{-i(E_n - E_m)t} \langle n| \langle m| \right] + \sum_{j,k} \rho_{jk} e^{i(E_j - E_k)t} \langle k| \langle j| \right]$$

$$\leq \sum_{j,k} |\rho_{jk}| \left| e^{-i(E_j - E_k)t} \right|^2 \right]$$

$$\leq \sum_{j,k} |\rho_{jj}\rho_{kk} | \langle e^{-i(E_j - E_k)t} \rangle \left] \right|^2$$

$$\leq \sum_{j,k} p_j p_k \left( \left| e^{-i(E_j - E_k)t} \right|^2 \right], \quad (B1)$$

where the previous to the last line is an equality for an initially pure state, and the inequality follows in general from positivity of the density operator $\text{[25]}$.

By use of the identity $\langle e^{it\rho} \rangle = e^{-|t|^2} e^{i\rho T/2}$ we can in turn see

$$\text{Tr}[\omega^2_{LT}] \leq \sum_{j,k} p_j p_k e^{-2|E_j - E_k| T} \quad (B2)$$

the above being an equality for pure states.

To see the connection to $\eta_{\pm}$, we define the function

$$g(x) = \begin{cases} 1, & \text{if } x \in [0,1) \\ 0, & \text{otherwise}. \end{cases} \quad (B3)$$

This definition is important because it allows us to upper bound the exponential as

$$e^{-|x|} \leq \sum_{n=0}^{\infty} e^{-n\delta} g \left( \frac{|x|}{\delta} - n \right), \quad \forall \delta > 0. \quad (B4)$$

So we have

$$\text{Tr}[\omega^2_{LT}] \leq \sum_{n=0}^{\infty} e^{-n\delta} \sum_j p_j \sum_k p_k$$

$$\times g \left( \frac{2|E_j - E_k| T}{\delta} - n \right)$$

$$= \sum_{n=0}^{\infty} e^{-n\delta} \sum_j p_j \sum_{k: (2|E_j - E_k| T/\delta) \in [0,1)} p_k$$

$$\leq \sum_{n=0}^{\infty} e^{-n\delta} \sum_j p_j \left( \sum_{k: E_k \in I_-} p_k + \sum_{k: E_k \in I_+} p_k \right)$$

$$\leq \sum_{n=0}^{\infty} e^{-n\delta} \sum_j p_j \left( 2\eta_{\delta} \right)$$

$$= \frac{2\eta_{\delta}}{1 - e^{-\delta}} \quad (B5)$$

where $I_+ = [E_+, E_+ + \delta_{\delta}]$, $I_- = (E_- - \delta_{\delta}, E_-)$, $E_{\pm} = E_j \pm \frac{\delta_{\delta}}{2}$, and the inequality in the penultimate line applies for any combination of $n$ and $j$. 


We can also manually fix the energy interval with \( \delta \) probability inside any energy interval of size 1 and we know the system has equilibrated when the total probability inside any energy interval of size 8

\[
\eta = \left( \frac{8}{\pi \sigma^2} \right)^{1/2} \approx 2.83
\]

and we know the system has equilibrated when the total probability inside any energy interval of size \( 1/T \) is small. We can also manually fix the energy interval with \( \delta = 2T \Delta E \), so

\[
\text{Tr} [\omega_{LT}^2] \leq \frac{2\eta \Delta E}{1 - e^{-2}} < 2.32 \eta
\]

which still leaves us with a free variable, but clearly singles out the time-dependence.

In any case, we have that

\[
\langle \text{Tr}[\rho(t)P] \rangle_T \leq \left( \frac{5\pi}{4} \right) \frac{2\eta}{1 - e^{-2}}
\]

\[
< 6 \sqrt{\eta} K.
\]

For clarity, Figure 2 displays a graphic illustration of \( \eta \).

1. Gaussian Distribution Example

Taking a pure initial state whose probability distribution can be approximated by the following continuous function of energy

\[
p(E) = \frac{1}{\sqrt{2\pi \sigma E}} e^{-\frac{\xi^2}{2\sigma^2}},
\]

we show below that the purity of \( \omega_{LT} \) can be approximated by

\[
\text{Tr}[\omega_{LT}^2] \approx \frac{1}{2\sqrt{\pi \sigma E T}}, \quad \text{(B10)}
\]

for \( \sigma E T \gg 1 \). Meanwhile, we also show that \( \eta \) satisfies

\[
\frac{2\eta}{1 - e^{-2}} < 3.28 \frac{\sigma}{2\sqrt{\pi \sigma E T}}, \quad \text{(B11)}
\]

and therefore

\[
\eta < \frac{0.4}{\sigma E T}. \quad \text{(B12)}
\]

It is interesting to see that, despite the approximations taken, the function \( \eta \) gives good estimates for the purity of the average, with much simpler calculations.

a. Calculations

The Fourier transform of the energy distribution defined in eq. (B9) is

\[
\mu(t) = \int_{-\infty}^{\infty} p(E) e^{-itE} dE = e^{-\frac{t^2}{2\sigma^2}}. \quad \text{(B13)}
\]

Thus, using the continuous version of eq. (B2) and assuming a pure state,

\[
\text{Tr}[\omega_{LT}^2] = \int \int_{-\infty}^{\infty} dE dE' p(E) p(E') e^{-2|E - E'|T} = \int \int_{-\infty}^{\infty} dt e^{i(E - E')t} \frac{\mu(2t)^2}{T^2 + t^2}
\]

\[
= \frac{T}{\pi} \int_{-\infty}^{\infty} dt e^{-4\sigma^2 T^2 x^2} \int_{-\infty}^{\infty} dx = \frac{1}{\pi} \int_{-\infty}^{\infty} e^{-4\sigma^2 T^2 x^2} \frac{T^2}{1 + x^2} dx
\]

\[
= e^{4\sigma^2 T^2} (1 - \text{erf}(2\sigma E T)), \quad \text{(B14)}
\]

where the second line uses the inverse Fourier transform of \( e^{-2|E - E'|T} \).

We can use the expansion of the Error Function

\[
\text{erf}(x) = 1 - \frac{e^{-x^2}}{\sqrt{\pi} x} + e^{-x^2} O(x^{-3}) \quad \text{(B15)}
\]

which, for \( \sigma E T \) large enough, results in eq. (B10).

b. Comparison to \( \eta \)

As we have established previously

\[
\text{Tr}[\omega_{LT}^2] < 2.32 \eta
\]

\[
\text{(B6)}
\]
Since the density \( p(E) \) is a Gaussian, \( \eta_c \) is obviously at its center. Thus
\[
\eta_+ = \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{E^2}{2\sigma^2}} \, dE \leq \frac{1}{\sqrt{2\pi}\sigma T},
\]
where the integral was trivially approximated by \( \int_{-\epsilon}^{\epsilon} p(E) \, dE < \epsilon \rho(0) \).

\[ (B16) \]

\[ \text{c. Infinite Time Limit} \]

The upper bounds we calculated in the example for \( \text{Tr}[\omega^2_{L,T}] \) tend to zero as \( T \) tends to infinity, which seems to contradict the fact that for the infinite time average state \( \omega \), \( \text{Tr}[\omega^2] \) is not zero. The reason this occurs is that we need to be careful when averaging expressions like \( \sum_j \rho_j \exp[-2i(E_j - E_k)t] \) over energy levels. The terms with \( E_j = E_k \) in the integrals arising from averages over \( p(E) \) do not contribute (they are of measure zero), whereas in the finite sum they did, giving \( \sum_{j=k} \rho_j \rho_k = 1/d_{eff} \).

Another way of looking at this is that taking the continuous limit implies taking \( d_{eff} = \infty \).

\[ \text{Appendix C: Typical Projectors} \]

Here, we prove theorems \[2\] and \[3\].

\[ \text{1. Proof of Theorem \[2\]} \]

Here, we use the fact (well known from representation theory) that, for any operator \( M \),
\[
\langle U^\otimes 2 M (U^\otimes 2)^\dagger \rangle_U = \alpha \Pi_S + \beta \Pi_A, \quad (C1)
\]
where \( \Pi_S = (1^\otimes 2 + S)/2 \) and \( \Pi_A = (1^\otimes 2 - S)/2 \) are the projectors onto the symmetric and antisymmetric subspaces of dimensions \( \frac{d(d+1)}{2} \) and \( \frac{d(d-1)}{2} \) respectively, and \( S \) is the swap operator on \( \mathcal{H} \otimes \mathcal{H} \): \( S |a\rangle |b\rangle = |b\rangle |a\rangle \). Given that \( \text{Tr}[SA \otimes B] = \text{Tr}[AB] \), it is straightforward to see that, for \( M = P^\otimes 2 \),
\[
\alpha = \frac{\text{Tr}[\Pi_S P^\otimes 2]}{\text{Tr}[\Pi_S]} = \frac{1}{d(d+1)} [\text{Tr}[P \otimes P] + \text{Tr}[P^2]] = K(K+1),
\]
and similarly \( \beta = \frac{\text{Tr}[\Pi_A P^\otimes 2]}{\text{Tr}[\Pi_A]} = \frac{K(K-1)}{d(d-1)} \).

Finally, going back to the distinguishability and using the fact that \( \text{Tr}[\rho t \omega] = \text{Tr}[\omega^2] \),
\[
\langle D_{\rho_U}(\rho t, \omega)^2 \rangle_U = \langle \text{Tr}[\Pi_U(\rho t - \omega)]^2 \rangle_U
\]
\[
= \text{Tr}[(P_U \otimes L^\dagger) \Pi_S(\rho t - \omega)^\otimes 2].
\]
\[
= \text{Tr}[(\alpha \Pi_S + \beta \Pi_A)(\rho t - \omega) \otimes (\rho t - \omega)]
\]
\[
= \frac{\alpha + \beta}{2} (\text{Tr}[\rho t - \omega])^2 + \frac{\alpha - \beta}{2} \text{Tr}[(\rho t - \omega)^2]
\]
\[
= \frac{K}{2d} \left( \frac{K+1}{d+1} - \frac{K-1}{d-1} \right) (\text{Tr}[\rho t^2] + \text{Tr}[\omega^2] - 2 \text{Tr}[\rho t \omega])
\]
\[
= \frac{K d}{d-1} \text{Tr}[\rho t^2 - \omega^2]. \quad (C3)
\]

\[ \text{2. Proof of Theorem \[3\]} \]

To simplify notation in the proof, we will assume \( d > 2 \) and set \( d' = \dim \mathcal{H}' = d-1 \) and \( K' = \text{rank } P_U = K-1 \). Again, the quantity we are interested in will be
\[
\langle D_{\Pi_U}(\rho t, \omega) \rangle_U = \langle \text{Tr}[\Pi_U(\rho t - \omega)] \rangle_U
\]
\[
\leq \sqrt{\langle \left( \text{Tr}[\Pi_U(\rho t - \omega)] \right)^2 \rangle_U}
\]
\[
= \sqrt{\text{Tr}[(\Pi_U \otimes \Pi_U)(\rho t - \omega)^\otimes 2]}. \quad (C4)
\]

Using the results from section \[C3\] it is easy to see that
\[
\langle \Pi_U \otimes \Pi_U \rangle_U
\]
\[
= \langle \rho_0 \otimes \rho_0 + \rho_0 \otimes P_U + P_U \otimes \rho_0 + P_U \otimes P_U \rangle_U
\]
\[
= \rho_0 \otimes \rho_0 + \rho_0 \otimes \langle P_U \rangle_U
\]
\[
= \rho_0 \otimes \rho_0 + \frac{K'}{d'} \rho_0 \otimes 1' + \frac{K'}{d'} 1' \otimes \rho_0
\]
\[
+ \frac{K'(K'+1)}{d'(d'+1)} \Pi_S + \frac{K'(K'-1)}{d'(d'-1)} \Pi_A, \quad (C5)
\]
where \( 1' = 1 - \rho_0, \Pi_S = 1^\otimes 2 \Pi_S 1^\otimes 2 \) and \( \Pi_A = 1^\otimes 2 \Pi_A 1^\otimes 2 \). So that
\[
\langle \text{Tr}[\Pi_U(\rho t - \omega)^2] \rangle_U
\]
\[
= \text{Tr}[(\Pi_U \otimes \Pi_U)(\rho t - \omega)^\otimes 2]
\]
\[
= f(t)^2 - 2 f(t)^2 \frac{K'}{d'} \text{Tr}[\Pi_S A(t)]
\]
\[
+ \frac{K'(K'-1)}{d'(d'-1)} \text{Tr}[\Pi_A A(t)], \quad (C6)
\]
where \( A(t) = [(\mathbb{1} - \rho_0)(\rho_t - \omega)(\mathbb{1} - \rho_0)]^{\otimes 2} \), and \( f(t) = \text{Tr}[\rho_0(\rho_t - \omega)] \). Since

\[
\text{Tr}[\Pi S A(t)] = \text{Tr} \left[ \frac{1}{2} (\mathbb{1} - \rho_0)(\rho_t - \omega)(\mathbb{1} - \rho_0) \right] \\
= \frac{1}{2} \text{Tr}[(\mathbb{1} - \rho_0)(\rho_t - \omega)(\mathbb{1} - \rho_0)] + \frac{1}{2} \left( \text{Tr}[\rho_t - \omega - \rho_0(\rho_t - \omega)] \right)^2 \\
\leq \frac{1}{2} \left( 1 - \frac{1}{d_{\text{eff}}} \right) + \frac{1}{2} (f(t))^2, \tag{C7}
\]

where the last line is due to \( \text{Tr}[\Pi X_t X_t^\dagger] \leq \text{Tr}[X_t^2] \) for a projector \( \Pi \) (in this case, \( \mathbb{1} \)), which follows from the Cauchy-Schwarz inequality \( \text{Tr}[\Pi X_t X_t^\dagger] \leq \sqrt{\text{Tr}[X_t^2] \text{Tr}[\Pi X_t X_t^\dagger]} \). Thus, since

\[
\text{Tr}[\Pi A(t)] = \text{Tr} \left[ \frac{1}{2} (\mathbb{1} - \rho_0)(\rho_t - \omega) \right] \\
\leq \frac{1}{2} \left( f(t)^2 - 1 + \frac{1}{d_{\text{eff}}} \right), \tag{C8}
\]

we have

\[
\langle \text{Tr}[\Pi U](\rho_t - \omega)^2 \rangle_U \\
\leq f(t)^2 \left( \frac{1}{2} K'(K' + 1) + \frac{1}{2} d'(d' + 1) - 2 K' \right) \\
+ \frac{1}{2} \left( 1 - \frac{1}{d_{\text{eff}}} \right) \left( K'(K' + 1) + K'(K' - 1) \right) \\
= f(t)^2 \left( 1 - \frac{1}{d_{\text{eff}}} \right) \left( K' d' - K' \right) \\
\leq f(t)^2 + \frac{1}{4 d'}. \tag{C9}
\]

The last line can be derived from the fact that the first parentheses in the penultimate equation is maximized by \( K' = 0 \), and the second term is maximized by \( K' = d'/2 \), along with \( d_{\text{eff}} \leq d \) and \( \frac{d'^2}{(d' - 1)(d' + 1)^2} \leq \frac{1}{d'} \).

### 3. Proof of typical initial distinguishability

To show that observables with a definite initial value are typically out of equilibrium (and thus undergo a non-trivial equilibration process) we consider the initial distinguishability between \( \rho_0 \) and \( \omega \) for a measurement of \( \Pi_U \), averaged over \( U \). As before, we will set \( d' = \dim \mathcal{H}' = d - 1 \) and \( K' = \text{rank} P_U = K - 1 \).

\[
\langle D_{\text{PiU}}(\rho_0, \omega) \rangle_U = \langle \text{Tr}[\Pi U(\rho_0 - \omega)] \rangle_U \\
= (1 - \text{Tr}[\Pi U(\omega)]) \\
= 1 - \text{Tr}[\rho_0 + K'/d' (\mathbb{1} - \rho_0)] \omega
\]

\[
= \left( 1 - \frac{K'}{d'} \right) (1 - \text{Tr}[\rho_0(\rho_t - \omega)]) \\
\geq \left( 1 - \frac{K - 1}{d - 1} \right) \left( 1 - \frac{1}{d_{\text{eff}}} \right), \tag{C10}
\]

where the last line is an equality if \( \rho_0 \) is pure.

Note that because refining a measurement (by splitting one outcome into many) can only increase the distinguishability, it follows that

\[
\langle D_{\text{MiU}}(\rho_t, \omega) \rangle_U \geq \left( 1 - \frac{K - 1}{d - 1} \right) \left( 1 - \frac{1}{d_{\text{eff}}} \right) \tag{C11}
\]

where here \( K \) is the rank of the measurement projector containing \( \rho_0 \).

### 4. Proof of Corollary 2

Denoting by \( K_j \) the rank \( P_j \), we have that

\[
\sum_j K_j = d' \tag{C12}
\]

and

\[
\langle D_{\text{MiU}}(\rho_t, \omega) \rangle_U \\
= \frac{1}{2} \langle D_{\rho_0 + P_j U}(\rho_t, \omega) \rangle_U + \frac{1}{2} \sum_{j=2}^N \langle D_{P_j U}(\rho_t, \omega) \rangle_U \\
\geq \frac{1}{2} \sqrt{\langle D_{\rho_0 + P_j U}(\rho_t, \omega)^2 \rangle_U} + \frac{1}{2} \sum_{j=2}^N \sqrt{\langle D_{P_j U}(\rho_t, \omega)^2 \rangle_U}. \tag{C13}
\]

Following the proof in appendix C2 above, and using the fact that \( 1 - \frac{1}{d_{\text{eff}}} \leq 1 - \frac{1}{d} = \frac{d'}{d' + 1} \leq \frac{1}{d} \), leads to

\[
\langle D_{P_j U}(\rho_t, \omega)^2 \rangle_U \leq f(t)^2 K_j K_j d' - 1 + K_j \frac{d'}{d' + 1} \frac{d'^2}{d'^2 - 1} \tag{C14}
\]

and

\[
\langle D_{\rho_0 + P_j U}(\rho_t, \omega)^2 \rangle_U \leq f(t)^2 \left( 1 - \frac{2 K_1}{d' - 1} \right) \frac{K_1 K_1 d' - 1}{d'^2 - 1} + K_1 \frac{d' - K_1}{d' + 1} \frac{d'^2 - 1}{d'^2 - 1} \tag{C15}
\]

\[
\leq f(t)^2 \left( 1 - \frac{2 K_1}{d' - 1} \right) \frac{K_1 K_1 d' - 1}{d'^2 - 1} + K_1 \frac{d' - K_1}{d' + 1} \frac{d'^2 - 1}{d'^2 - 1} \tag{C16}
\]

By using the fact that \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \) for \( a, b \geq 0 \), this leads to

\[
\langle D_{\text{MiU}}(\rho_t, \omega) \rangle_U \geq \frac{1}{2} |f(t)| + \frac{1}{2} \sum_{j=1}^N \sqrt{\langle D_{P_j U}(\rho_t, \omega)^2 \rangle_U}. \tag{C17}
\]
Through the method of Lagrange multiplier it is easy to see that the sum in eq. (C17), expressed in terms of the \( K_j \), is maximized by taking all \( P_j \) to be of equal rank. This rank must then be \( K_j = d'/N \). Substituting that into eq. (C14), and using the inequalities \( d^2 - N < 1, 1 - 1/N < 1 \) and \( d^3 < (d' + 1)^2(d' - 1) \),

\[
\left< D_{M'''}(\rho_t, \omega) \right>_{U} \\
\leq \frac{1}{2} |f(t)| + \frac{1}{2} N \sqrt{\frac{f(t)^2 d'^2 - N}{N^2} \left( \frac{d' + 1}{d'^2 - 1} \right) + \frac{d'/N}{d'^2 - 1}}. \\
\leq \frac{1}{2} |f(t)| + \frac{1}{2} \sqrt{N d'^2 + \frac{Nd^2}{(d' + 1)^2(d' - 1)}}. \\
\leq |f(t)| + \frac{1}{2} \sqrt{\frac{N d'^2}{d'^2 - 1}}. \tag{C18}
\]

**Appendix D: Slow Equilibration**

The Slow Equilibration result can be rigorously stated as the following theorem.

**Theorem 4** (Slow equilibration). Given any Hamiltonian, any pure state \( |\psi(t)\rangle \in \mathcal{H} \) with effective dimension \( d_{\text{eff}} \), any positive integer \( K < d_{\text{eff}} \) and any \( \epsilon > 0 \); take \( \sigma_E \) to be the standard deviation in energy. So, we have that

\[
\langle \psi(t) | \psi(0) \rangle^2 \geq 1 - \epsilon^2, \tag{D6}
\]

\( \forall t \) such that \( |t| \leq \tau/2 = \epsilon/\sigma_E \). This trivially implies

\[
\langle \psi(t) | \psi(t') \rangle^2 \geq 1 - \epsilon^2, \tag{D7}
\]

\( \forall t, t' \) such that \( |t - t'| \leq \tau/2 \).

Meanwhile, \( \mathcal{H}_K \) contains, by definition, all projectors \( |\psi(j\tau)\rangle \langle \psi(j\tau)| \) for \( j \) up to \( K - 1 \). Therefore, for any time \( t \) up to \( (K - 1/2)\tau \), the state \( |\psi(t)\rangle \) is very close to one of these projectors.

In other words, there is always a value of \( 0 \leq j \leq K - 1 \) such that \( |t - j\tau| \leq \tau/2 \) and

\[
\text{Tr}[\rho_t P_{t\tau}] = \langle \psi(t) | [P_{t\tau} + P_{t\tau}^\dagger] | \psi(t) \rangle \\
\geq \langle \psi(t) | \psi(t) \rangle^2 \\
\geq 1 - \epsilon^2, \tag{D8}
\]

where \( \rho_t = |\psi(t)\rangle \langle \psi(t)| \) and \( P_{t\tau}^\dagger = P_{t\tau} - P_t \). This directly leads to eq. (D2).

\[
D_{P_{t\tau}}(\rho_t, \omega) = |\text{Tr}[P_{t\tau} (\rho_t - \omega)]| \\
\geq \text{Tr}[P_{t\tau} \rho_t] - \text{Tr}[P_{t\tau} \omega] \\
\geq 1 - \epsilon^2 - \sqrt{K \over d_{\text{eff}}}. \tag{D9}
\]

Equation (D3) is easily obtained from the Cauchy-Schwarz inequality

\[
\left< D_{P_{t\tau}}(\rho_t, \omega) \right>_{T \to \infty} \\
= \langle |\text{Tr}[P_{t\tau} (\rho_t - \omega)]| \rangle_{T \to \infty} \\
\leq \langle |\text{Tr}[P_{t\tau} \rho_t] + |\text{Tr}[P_{t\tau} \omega]| \rangle_{T \to \infty} \\
= 2 \text{Tr}[P_{t\tau} \omega] \leq 2 \sqrt{\text{Tr}[P_{t\tau}^2]} \langle |\omega| \rangle \\
\leq 2 \sqrt{K \over d_{\text{eff}}} \leq 1. \tag{D10}
\]

The role played by equations (D2) and (D3) is simple. (i) The system obviously has not equilibrated, and is
still distinguishable from its equilibrium state, as long as $D_{P_{\mathcal{H}_K}}(\rho_t, \omega)$ is significantly above zero. (ii) On the other hand, the rank of $P_{\mathcal{H}_K}$ is small enough that any system spread over many energy levels will equilibrate with respect to it.

For instance, if we take $K = d_{\text{eff}}/1000$ (which is extremely large) and $\epsilon = 1/2$, we have

$$D_{P_{\mathcal{H}_K}}(\rho_t, \omega) \geq \frac{1}{2}, \quad \forall t \in \left[0, \frac{d_{\text{eff}}}{1000\sigma_E}\right]. \quad (D11)$$

For systems composed of many particles we would typically expect $\sigma_E \sim \log(d_{\text{eff}})$ leading to the system taking a time of order $\frac{d_{\text{eff}}}{\log(d_{\text{eff}})}$ to equilibrate with respect to this measurement.

To illustrate how large this time scale can be, we describe now a simple example – the time scale depends only on $\sigma_E$ and $d_{\text{eff}}$, and is largely independent on the details. Consider a system of $L$ weakly-interacting qubits with level-spacing $\delta E = 10^{-18}$ Joules, the order of the excitation energy in atoms. Defining each qubit to have equal population on each level, simple calculations give $\sigma_E \approx \sqrt{L\delta E}$ and $d_{\text{eff}} \approx 2^L$, and we get $T_{\text{eq}}^{\text{slow}} > \frac{d_{\text{eff}}}{1000\sigma_E} \approx 2^L L^{1/2} \approx 10^{-19} \text{s}$ \footnote{Almost all the other references in this section use this typical time scale.}. Then, taking as little as 125 qubits already gives $T_{\text{eq}}^{\text{slow}} \approx 4.10^{17} \text{s}$, nearly the age of the universe and increasing exponentially with $L$. In contrast, for the same number of particles, the average distinguishability of a typical measurement falls below $10^{-3}$ in a time scale of $T_{\text{eq}}^{\text{typ}} \approx \frac{6000^2 \hbar}{\sigma_E} \approx 3 \times 10^{-19} \text{s}$.

This typical time scale decreases with $L^{-1/2}$, becoming even smaller for macroscopic systems, and is obtained from Theorem 3 by assuming $\eta_{\neq} \lesssim 1/\sigma_E T$ as discussed in the main text.

Of course, the construction in Theorem 3 is not the only possibility and indeed an alternative construction is given in \cite{8}. For instance, one can easily define measurements with a larger number of outcomes, which also obey eq. (D2) for at least as long as $D_{P_{\mathcal{H}_K}}$ (see appendix E).

It is also worth mentioning that this theorem trivially extends to the existence of an observable and whose expectation value takes a long time to equilibrate, since $P_{\mathcal{H}_K}$ is, of course, an observable. The distinguishability simply presents a stronger definition of equilibration.

Appendix E: Extension to $N$-Outcomes

Theorem 1 can be generalized to $N$-outcome measurements $\mathcal{M} = \{P_1, \ldots, P_N\}$ with the bound $\langle D_{\mathcal{M}}(\rho_t, \omega) \rangle_T \leq \frac{\epsilon}{2} \sqrt{\frac{N_\omega}{\sum_{i=1}^N N_i}}$ where $k_i \leq \min\{\text{rank } P_i, d - \text{rank } P_i\}$.

There are several ways one could extend Theorem 3. One is to simply divide $\mathcal{H}_K$ into $N-1$ smaller subspaces. Then one has $\mathcal{M} = \{P_{\mathcal{H}_K1}, \ldots, P_{\mathcal{H}_K N-1}, 1 - P_{\mathcal{H}_K}\}$, and the resulting distinguishability

$$D_{\mathcal{M}}(\rho_t, \omega) = \frac{1}{2} \sum_{n=1}^{N-1} \left| \langle \text{Tr}[P_{\mathcal{H}_Kn}(\rho_t - \omega)] \rangle \right|$$

$$\geq \frac{1}{2} \left| \text{Tr} \left[ \sum_{n=1}^{N-1} P_{\mathcal{H}_K n}(\rho_t - \omega) \right] \right|$$

$$= D_{P_{\mathcal{H}_K}}(\rho_t, \omega) \quad (E1)$$

takes at least as long to equilibrate as $D_{P_{\mathcal{H}_K}}$. 

