Detecting Temporal Attacks: An Intrusion Detection System for Train Communication Ethernet Based on Dynamic Temporal Convolutional Network
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The train communication Ethernet (TCE) of modern intelligent trains is under an ever-increasing threat of serious network attacks. Denial of service (DoS) and man in the middle (MITM), the two most destructive attacks against TCE, are difficult to detect by conventional methods. Aiming at their highly time-correlated properties, a novel dynamic temporal convolutional network-based intrusion detection system (DyTCN-IDS) is proposed in this paper to detect these temporal attacks. A semi-physical TCE testbed that is capable of simulating real situations in TCE-based trains is first built to generate an effective dataset for training and testing. DyTCN-IDS consists of two phases, and in the first phase, systematic feature engineering is designed to optimize the dataset. In the second phase, a basic detection model that is good at dealing with temporal features is first built by utilizing the temporal convolutional network with several architectural optimizations. Then, in order to decrease the computational consumption waste on network packet sequences with different lengths of inner temporal relationships, dynamic neural network technology is further adopted to optimize the basic detection model. Diverse experiments were carried out to evaluate the proposed system from different angles. The experimental results indicate that our system is easy to train, converges fast, costs less computational resources, and achieves satisfying detection performance with a macro false alarm rate of 0.09%, a macro F-score of 99.39%, and an accuracy of 99.40%. Compared to some canonical DL-based IDS and some latest IDS, our system acquires the best overall detection performance as well.

1. Introduction

Train communication network is a typical industrial control system in the railway domain, which enables information exchange throughout a train [1]. There is much more smart equipment, e.g., intelligent sensors and smart control units [2, 3], attached to the train communication network, with the rapid development of intelligence in rail vehicles. The traditional train communication network, composed of wire train bus and multifunction vehicle bus, cannot meet the demands of growing bandwidth and interconnection. Therefore, the Ethernet technology with the merits of large bandwidth and strong flexibility is emerging as the new major architecture for the train communication network, which is also known as the train communication Ethernet (TCE).

Although TCE improves data communication within the train, it is associated with a large number of cybersecurity issues. In a recent whitepaper, UNIFE, the association representing European rail supply companies, identified the cybersecurity as one of the five most critical focus areas for rail [4]. Unlike commercial scenarios, trains are closely related to the safety of passengers. Almost all information is transmitted through TCE, and this includes critical control instructions (e.g., traction instructions and brake instructions). Unfortunately, malicious network intrusions can disrupt normal communications, which could lead to unexpected breakdowns of a train, or even loss of lives. Among all kinds of network attacks, denial of service (DoS) attacks and man in the middle (MITM) attacks were extremely destructive to TCE. DoS attacks terminate communications by exhausting the computing resources of network
equipment, which breaches the availability of TCE. MITM attacks have the capability of replaying or tampering crucial control messages in TCE to cause serious accidents. For example, a brake instruction could be replayed by a MITM attack after a certain time, resulting in the brake control unit unable to brake timely. Furthermore, this could lead to a severe brake incident. One thing in common with these two kinds of network attacks is that they disorganize the original temporal order of normal communications in TCE. In other words, network packets of these attacks appear in an inappropriate time place to destroy availability and integrity of TCE. We often refer to them as temporal attacks because of their highly time-correlated properties [5]. Since TCE is an infrastructure network system with high real-time and reliability requirements, these temporal attacks are definitely intolerable in TCE. Therefore, it is vital to take necessary measures to counter temporal attacks targeted at TCE.

The intrusion detection system (IDS) is a defense system that provides a wall of defense, which overcomes cyber-attacks, and it is based on an assumption that the behaviors of intruders differ from legal users [6]. IDS performs the critical task of detecting malicious network attacks, and the detection results of IDS could be utilized as alerting signals to network operators. IDS can be considered as the concrete implementation and deployment of intrusion detection methods in network systems. Broadly, according to the detection method, IDS could be categorized into two classes, namely, signature-based IDS and anomaly-based IDS [7]. Signature-based IDS refers to detecting attacks by searching for specific patterns, such as byte sequences in network packets. An obvious shortcoming of signature-based IDS is that it is incapable of detecting unknown attacks, for which no signature pattern is available. On the contrary, anomaly-based IDS detects attacks by identifying deviations between observed packets and normal packets, enabling to find out unseen attacks.

The huge volume of network data has made intrusion detection issues amenable to machine learning (ML) methods, which have been successfully applied in natural language processing [8], recommendation system [9], etc. ML-based IDS has attracted much interest from researchers over the last decade [10–12]. ML-based IDS could be roughly divided into pattern recognition issues and anomaly detection issues despite its fuzzy boundary, which means that it overlaps with anomaly-based IDS to a large extent. Hence, researchers sometimes attribute ML-based IDS to anomaly-based IDS. In general, ML-based intrusion detection is a classification problem in nature, classifying the network data into normal class and various attack classes. ML methods can be broadly grouped into two categories: shallow learning methods (e.g., support vector machine, K-nearest neighbor, and decision trees) and deep learning (DL) methods (e.g., convolutional neural network (CNN), recurrent neural network (RNN), and temporal convolutional network (TCN)). The application of DL methods in IDS has achieved excellent performance due to IDS’s strong fitting ability of nonlinear functions [13–15].

Because the spatial features of these temporal attacks are extremely similar to those of benign packets in TCE, which means that traditional spatial features do not have enough contribution to intrusion detection algorithms, according to the above introduction of these temporal attacks, we choose to utilize their temporal relationships between continuous network packets to be the main learning features for our intrusion detection algorithm. In this paper, utilizing the advantages of TCN, while improving its network structure by some architectural optimization and dynamic neural network technologies, we propose an IDS named DyTCN-IDS dedicated to detecting underlying temporal attacks against TCE. On a TCE testbed built by us, we demonstrate that our IDS reaches a prominent performance both in detection accuracy and computational resources consumption. To the best of our knowledge, no researchers have conducted systematic intrusion detection research aiming at TCE temporal attacks till date, and this paper is the first attempt to deal with this issue. The specific contributions of this paper can be summarized as follows:

1. Specific underlying temporal attacks against TCE are analyzed, and an effective dataset is generated from a self-built semiphysical TCE testbed.
2. A systematic feature engineering is designed to optimize our dataset. The temporal convolutional network with several architectural optimizations is utilized to build a basic TCN architecture for intrusion detection. Moreover, dynamic neural network technology is adopted to optimize our basic TCN and finally construct our DyTCN-IDS.
3. Various experiments were conducted to evaluate the performance of the proposed system, and the detailed analytical processes are given. Experimental results indicate that the proposed DyTCN-IDS can detect temporal attacks against TCE accurately and efficiently.

The remainder of this paper is organized as follows. The background of TCE and the description of our testbed are given in Section 2. The proposed intrusion detection system is described in detail in Section 3. In Section 4, experiment operations are represented, and the experimental results are analyzed. Finally, Section 5 highlights the conclusions of this paper.

2. Background and Testbed

In this section, we first give a literature survey of relevant works. For a better understanding of our work, the basic background of TCE and the description of our testbed are then given. The network topology of TCE is described. Afterwards, the main protocols of TCE are given, based on which the underlying temporal intrusions are analyzed. In order to create an appropriate evaluation environment, a semiphysical testbed dedicated to TCE is built. Finally, details of the testbed including equipment compositions and communication configurations are given.

2.1. Literature Survey. Extensive literature reviews on shallow ML-based or DL-based IDS have been published in recent years. They can be broadly divided into two parts. The
first part is works that do not concern temporal relationships. Vijayakumar and Ganapathy [16] made an extensive survey about the role of ML techniques to reduce the false alarm rate in WIDS. They proved that substantial improvements have been achieved by reducing false alarm rate by ML algorithms. In addition, they also proposed a filtration technique that has the capability of enhancing the performance in terms of reduction of false alarm rate. Man and Sun [17] proposed a residual learning-based intrusion detection model. They utilized a modified focal loss function to deal with the class imbalance problem existing in the UNSW-NB15 dataset. Experimental results show that their model can improve detection accuracy compared with several existing models. Riyaz and Ganapathy [18] proposed an IDS that is capable of identifying and detecting the intruders effectively in wireless networks. They proposed a conditional random field and linear correlation coefficient-based feature selection algorithm to select the most contributed features and then classify them using CNN. Experimental results indicate that their IDS achieves 98.88% as overall detection accuracy. Xu et al. [19] designed an IDS on the basis of a meta-learning method to solve the few-shot detection problem. Their method achieves an outstanding average detection rate on their self-built dataset. Li et al. [20] designed DAS-CIDS by applying disagreement-based semisupervised learning algorithm for collaborative IDS. Both KDD99 dataset and a dataset collected in a real IoT environment are used to evaluate their method. Experimental results indicate that their approach is more effective in detecting intrusions and reducing false alarms by automatically leveraging unlabeled data when compared with traditional supervised classifiers.

The second part is works that concern temporal relationships. Nancy et al. [21] proposed an IDS that enables the detection of known and unknown types of attacks using an intelligent decision tree algorithm, where a dynamic recursive feature selection algorithm and an intelligent fuzzy temporal decision tree algorithm are designed. Experiments were carried out using KDD cup dataset and network trace dataset. The results indicate that the false positive rate, energy consumption, and delay are reduced by their method. Hsu et al. [22] proposed an IDS method based on convolutional neural network (CNN) and long short-term memory (LSTM). Using NSL-KDD dataset as the benchmark, they evaluated their method, and the results indicate that the method outperforms several existing works. Gao et al. [23] proposed an omni-IDS for supervisory control and data acquisition networks. They combined LSTM and FNN through an ensemble approach and validated their method on both temporally uncorrelated attack data and temporally correlated attack data. The results show that the method achieves a promising F1 score. Wang et al. [24] put forward a hierarchical spatial-temporal feature-based intrusion detection system, which first learns the low-level spatial features of network traffic using CNN and then learns high-level temporal features using LSTM. They use standard DARPA 1998 and ISCX2012 dataset to evaluate the performance, and the results indicate that their system works well.

The above works obtained promising performance in various intrusion detection scenarios; however, there are still some limitations and problems left to be addressed. First, previous works are mainly evaluated upon several classical public network intrusion datasets. The network scenarios reflected by these datasets have obvious differences with TCE, which means that these works may not work well with attacks against TCE. Second, most former works are targeted for multitudinous attacks. They do not necessarily perform well on temporal attacks due to the lack of specialized considerations on temporal correlation within network packets. Third, although there are some works employing RNN methods (e.g., LSTM and GRU) that have the capability to deal with temporal issues, yet these methods are difficult to train [25] and cost high detection time [13]. Some works using shallow ML algorithms concerning temporal relationships may not work well on very long temporal sequences.

In order to detect underlying temporal attacks against TCE, while breaking through the limitations of existing methods, this paper proposes a DyTCN-IDS, which is described in detail in Section 3.

2.2. Network Topology of TCE. Since 2014, the International Electrotechnical Commission (IEC) has formally brought industrial Ethernet into the train communication network through its IEC61375 series standards, thus forming the TCE network system. Defined in IEC61375-2-3 [26], the conventional network topology of TCE consists of two segments, namely, the Ethernet train backbone (ETB) and the Ethernet consist network (ECN), as shown in Figure 1. ETB is a train-wide communication network that enables data transmission among vehicles within one train (usually eight or sixteen vehicles per train) via physical lines connecting the train-level active network devices together (ETBN, Repeater, etc.) [27]. ECN is a vehicle-wide communication network that enables data transmission among end devices within one vehicle via the physical lines connecting vehicle-level active network devices (CS, Repeater, etc.) and all kinds of end devices [28].

2.3. Main Protocols of TCE. TCE adopts a specially designed train real-time data protocol (TRDP) for high-level real-time communication [26]. TRDP is designed on the basis of Ethernet/IP stack and located between the application layer and the transport layer, as illustrated in Figure 2. It enables the exchange of process data (PD) and message data (MD) between end devices (e.g., master controller, door control units, video units, and event recorders) based on user datagram protocol (UDP) and optionally on transmission control protocol (TCP). A packet transmitted in TCE has a TRDP header added before the transport layer header is added. Address resolution protocol (ARP) is utilized to discover physical addresses associated with known IP addresses. Additionally, the Internet control message protocol (ICMP) and Internet group management protocol (IGMP) are employed for network management.
2.4. Underlying Temporal Intrusions against TCE. As mentioned in Section 1, DoS attacks and MITM attacks are two main types of underlying temporal intrusions against TCE. A DoS attack is an intrusion meant to slow down the data transmission or even shut down the network, making the network service unavailable. It accomplishes this by flooding the network with a massive amount of network packets or sending unexpected packets as a blasting fuse to trigger a network crash [29]. Although DoS attacks come up a lot in commercial networks, people do not pay much attention to them. That is because it usually just makes sufferers unable to enjoy their entertainment time without doing too much damage to personnel’s property. However, the consequence is opposite when it comes to TCE. A DoS attack intruded in TCE, where the most transmitted information is critical control message, will make control instructions unavailable. This will probably lead to an unexpected operation accident. According to the weaknesses of protocols within TCE, several categories of DoS attacks could happen: UDP flood attacks [30] exploiting the weaknesses of TRDP and UDP, SYN flood attacks [31] exploiting the weaknesses of TRDP and TCP, MAC flood attacks [32] exploiting the weaknesses of switch tables, and Smurf attacks [33] exploiting the weaknesses of ICMP.

A MITM attack is an intrusion where the intruder hides itself in a middle position between two devices to tamper or replay the normal messages, making it appear as if the normal exchange of network packets is ongoing normally. Assuming that there are two end devices in TCE exchanging information (one of them is a master controller sending deceleration instructions from the train driver, and the other is the traction and brake control unit), a MITM attack can intercept the instructions and then replay them after a long delay or directly tamper them to acceleration instructions. It is easy to imagine that it is about to cause a train operation incident and pose a threat to the safety of passengers. There are three kinds of MITM attacks that are highly likely to occur in TCE: Tamper attacks [34], Replay attacks [35], and ARP spoofing attacks [36].

There are obvious temporal correlations existing in both DoS attacks and MITM attacks as described in Section 1. DoS attacks can cause a huge number of network packets, which disrupts the original time sequence of normal communication (normal communication of TCE usually occurs periodically). This makes DoS attacks intruded in TCE have temporal characteristics. MITM attacks are generally difficult to detect, because they have almost the same features with normal packets. Fortunately, as the saying goes, all that pass by leave a trace, and MITM is no exception. A MITM attack, either tamper or replay, is bound to consume time, which means that the tampered or replayed packets appear in new positions. The change in position of normal and MITM packets results in a unique temporal correlation. In our proposed method, in Section 3, we make full use of the temporal characteristics of DoS attacks and MITM attacks to detect them.

2.5. TCE Testbed. Because of the data privacy limitations of the railway industry, there is no available public dataset for the evaluation of intrusion detection issues of TCE. To overcome this problem, we built a semiphysical TCE testbed based on a certain type of train (following the general TCE topology described in Section 2.2), which has been put into public use in America (the name of the train could not be
given because of the confidentiality requirements). The implemented TCE testbed is shown in Figure 3.

Our testbed comprises the following devices: (1) two TP-link L3 Ethernet switches (TL-SH6428) as the ETBNs, (2) four TP-link L3 Ethernet switches (TL-SG5218) as the CSes, (3) twelve embedded Linux development boards as the end devices, (4) one ALINX development board (ZYNQ7000) as the intrusion device, and (5) one PC as the data acquisition device.

TRDP stack is ported into every end device, and the normal traffic communications are configured, referencing the actual train communication services configurations. An intrusion software that is capable of injecting DoS and MITM attacks is developed by Python. Network data can be captured by the data acquisition device, utilizing the switched port analyzer technology and the Wireshark software. To be specific, except for benign packets, four types of DoS attacks, namely, UDP flood, SYN flood, MAC flood, and Smurf, and three types of MITM attacks, namely, Tamper, Replay, and ARP spoofing, are implemented, respectively.

3. Proposed DyTCN Intrusion Detection System

The proposed DyTCN intrusion detection system has two main components: feature engineering and detection method, as illustrated in Figure 4. The feature engineering can create a suitable data environment for our detection method. The detection method essentially is a classification method and is used to detect temporal network intrusions. Detailed descriptions about the whole detection system are provided in the following subsections. The data collection part is a proportion of our system, so for the convenience of reading, we give a description of it in this section first.

3.1. Data Collection: TCE-IDS Dataset. To build an experimental dataset that represents TCE network traffic, we first generate benign background traffic in our testbed, according to the network configuration files of the real train mentioned in Section 2.5. Furthermore, four types of DoS attacks (namely, UDP flood, SYN flood, MAC flood, and Smurf) and three types of MITM attacks (namely, Tamper, Replay, and ARP spoofing) are implemented in our testbed. Finally, using the Wireshark software to capture the raw packets, we build a realistic dataset including normal packets (labelled as benign) and seven types of attacks (labelled as their type names). For description convenience, our dataset is named as the TCE-IDS dataset. The total number of instances in the TCE-IDS dataset is 944860, and the data distribution of the dataset is illustrated in Figure 5.

3.2. Feature Engineering. By conducting real network attacks in our testbed, we can obtain a dataset that contains normal packets and malicious packets. In order to establish a suitable data environment for our detection method, all the network data should be preprocessed appropriately (i.e., applying feature engineering). The feature engineering phase of our system consists of feature extraction, handling missing values, data transformation, label transformation, and temporal sequence construction. These five parts are executed sequentially; namely, each part is triggered after the previous part is finished.

3.2.1. Feature Extraction and Selection. Raw network packets have irregular length, in which the data is noisy and represented by the format of hexadecimal character. It is meaningful to extract effective features from the raw network packets to form a more efficient data representation. Firstly, network packets were captured using Wireshark software and saved in a pcap file. From this file, all the header features of TCE network packets are extracted to be columns in a csv file. Network packets are constructed starting from the application layer and encapsulating the corresponding protocol headers layer by layer. From the headers of several major protocols within TCE network packets (i.e., IP, UDP, TCP, ICMP, TRDP, etc.), we select valid features sufficiently to cover as much information as possible. The 32 selected features with acronyms in brackets are listed in Table 1, where the descriptions of data type are also given. Feature 1 is the protocol type of the packet, and feature 2 is the total length of the packet. These two features are basic features shared by all the packets. Features 3–9 are information of IP headers. Because all the TCE packets are based on IP, these features are also globally shared. Features 10–12 are information of UDP headers of UDP-based TRDP packets, and features 13–19 are information of TCP headers of TCP-based TRDP packets. Features 20–22 are information of ICMP headers. Features 23–24 are source and destination MAC address of TCE packet. Features 25–32 are features of TRDP headers specific to TCE. We use this feature extraction and selection manner to avoid information omission as much as possible.

3.2.2. Handling Missing Values. Differences between protocol types may result in certain features of some instances being unavailable, which means that there are some missing values in our dataset. For instance, the features extracted from ICMP are only effective in the ICMP packets; that is to say, the features Type_ICMP, Code_ICMP, and ID_ICMP in other types of packets do not have values. This kind of missing data belongs to the class of Missing not at Random (MNAR) [37], so a missing value imputation technology is needed. Zero imputation [38] that has the merit of being capable of reducing the influence of subjective factors on the system is adopted in this paper.

3.2.3. Data Transformation. There are three types of features as can be seen in Table 1, namely, nominal type, string type, and numerical type. Nominal features and string features cannot be fed into neural network models; thus, we use one-hot encoding to transform nominal features into numerical types. It is worth noting that one-hot encoding is not suitable for string features like Src_IP and Dst_IP, because these features have too many values, and the usage of one-hot encoding will lead to a curse of dimensionality [39]. Ordinal
Figure 3: Implemented TCE testbed. (a) The physical photograph of the testbed. (b) The logical topology of the testbed. Every node and line in (a) and (b) have one-to-one correspondence.

Figure 4: Framework of the proposed DyTCN intrusion detection system.

Figure 5: Data distribution of the TCE-IDS dataset.
receiving temporal sequence data as input. The sequence of our DyTCN-IDS.

3.2.5. Temporal Sequence Construction.

The mapping relationship is shown in Table 2. Tamper, Replay, and ARP spoofing are mapped to MITM, and Smurf are mapped to DoS class; meanwhile, 3-class classification problem, UDP flood, SYN flood, MAC flood, and Smurf are mapped to DoS class; meanwhile, Tamper, Replay, and ARP spoofing are mapped to MITM class. The mapping relationship is shown in Table 2.

3.2.4. Label Transformation. The original labels of our dataset comprise eight types as described in Section 3.1. Since our intrusion detection issue could be formulated as a 3-class classification problem, UDP flood, SYN flood, MAC flood, and Smurf are mapped to DoS class; meanwhile, Tamper, Replay, and ARP spoofing are mapped to MITM class. The mapping relationship is shown in Table 2.

3.2.5. Temporal Sequence Construction. Our DyTCN-IDS receives temporal sequence data as input. The sequence of our dataset is formed by grouping a series of consecutive network packets, and the label of the sequence is denoted as the label of the last packet within the sequence, which means that the temporal information between a packet and former packets is aggregated in the sequence. The construction process of the temporal sequence is illustrated in Figure 6.

All the sequences have the same length seqLen, which determines the maximum amount of temporal information carried in a sequence and acts as a hyperparameter in our system.

3.3. Detection Method: Dynamic Temporal Convolutional Network. As for the detection method, on the basis of the baseline TCN architecture [25], we conduct several architectural optimizations to build a basic TCN architecture that is good at dealing with temporal network packet sequences. Considering the basic TCN architecture has the disadvantage of computational waste when facing packets sequences with changeable temporal relationships, we adopt the adaptive computation time algorithm to optimize the architecture. In this way, a dynamic network that automatically adjusts the number of TCN blocks involved in the computation is finally built.

3.3.1. Optimized Temporal Convolutional Network. As a variation over the convolutional neural network, TCN is a descriptive term of a family of architectures aiming to solve temporal sequence prediction and classification issues. The prototype of TCN was proposed by Lea et al. between 2016 and 2017 [40, 41] and was further described and evaluated by Bai et al. in 2018 [25].

The commonly used DL methods for temporal sequence modelling are family of RNN methods, including vanilla RNN, LSTM, and GRU. However, as described in Section 2.1, these methods face some problems like being difficult to train. Thanks to the mechanism of convolutional neural network and its parallel computing process, TCN is easy to train and converges fast. Meanwhile, experiments carried out by [25] indicate that TCN performs better and is more effective across diverse sequence modelling tasks than RNN family architecture. So, we choose to use TCN as our basic method to build our DyTCN-IDS.

TCN is capable of processing temporal sequence with any length (once the model is constructed, this length is fixed). Formally, given an input temporal sequence $x_{1:T} = (x_1, x_2, \ldots, x_T)$, a TCN is a function $x^T \rightarrow y^T$ producing the mapping:

### Table 1: Extracted features of the TCE-IDS dataset.

| No. | Description                  | Type          |
|-----|------------------------------|---------------|
| 1   | Protocol type (protocol)     | Nominal       |
| 2   | Total length (Len)           | Numerical     |
| 3   | Source IP address (Src_IP)   | String        |
| 4   | Destination IP address (Dst_IP) | String      |
| 5   | Time to live of IP (TTL_IP)  | Numerical     |
| 6   | Differentiate services field (DSF_IP) | Numerical |
| 7   | Length of IP (Len_IP)        | Numerical     |
| 8   | Identification of IP (ID_IP) | Numerical     |
| 9   | Flag of IP (Flag_IP)         | Numerical     |
| 10  | UDP source port (SrcPort_UDP)| Numerical     |
| 11  | UDP destination port (DstPort_UDP) | Numerical |
| 12  | Length of UDP (Len_UDP)      | Numerical     |
| 13  | TCP source port (SrcPort_TCP)| Numerical     |
| 14  | TCP destination port (DstPort_TCP) | Numerical     |
| 15  | Length of TCP (Len_TCP)      | Numerical     |
| 16  | Sequence number of TCP (Seq_TCP) | Numerical |
| 17  | Acknowledge number of TCP (Ack_TCP) | Numerical |
| 18  | Flag of TCP (Flag_TCP)       | Nominal       |
| 19  | Window size value (WinSize)  | Numerical     |
| 20  | Type of ICMP (Type_ICMP)     | Numerical     |
| 21  | Code of ICMP (Code_ICMP)     | Numerical     |
| 22  | Identifier of ICMP (ID_ICMP) | Numerical     |
| 23  | Source MAC address (Src_MAC) | String        |
| 24  | Destination MAC address (Dst_MAC) | String    |
| 25  | TRDP sequence number (Seq_TRDP) | Numerical |
| 26  | TRDP message type (MsgType_TRDP) | Nominal |
| 27  | TRDP communication ID (ComId_TRDP) | Numerical |
| 28  | ETB topology counter (Etc_TRDP) | Numerical |
| 29  | Operation topology counter (Otc_TRDP) | Numerical |
| 30  | Length of TRDP (Len_TRDP)    | Numerical     |
| 31  | Reply ComID (ReComId_TRDP)   | Numerical     |
| 32  | Reply IP (RelIP_TRDP)        | String        |

encoding is adopted in our IDS to convert string features to numerical types.

To balance the comparability of features with a large initial range and features with a small initial range, we utilize z-score normalization to normalize all the features. It is calculated as follows:

$$x' = \frac{x - \mu}{\sigma},$$  \hspace{1cm} (1)

where $x$ denotes unnormalized data, $x'$ denotes normalized data, and $\mu$ and $\sigma$ are the mean value and the standard deviation of an original feature.

### Table 2: Mappings of original labels to transformed labels.

| Original labels | Transformed labels |
|-----------------|--------------------|
| UDP flood       | DoS                |
| SYN flood       |                    |
| MAC flood       | Smurf              |
| MAC flood       |                     |
| ARP spoofing    | MITM               |
| Benign          | Benign             |

3.3. Detection Method: Dynamic Temporal Convolutional Network. As for the detection method, on the basis of the baseline TCN architecture [25], we conduct several architectural optimizations to build a basic TCN architecture that is good at dealing with temporal network packet sequences. Considering the basic TCN architecture has the disadvantage of computational waste when facing packets sequences with changeable temporal relationships, we adopt the adaptive computation time algorithm to optimize the architecture. In this way, a dynamic network that automatically adjusts the number of TCN blocks involved in the computation is finally built.
which indicates that the output $y_T$ contains the information of $x_T$ itself and information of temporal relationships between $x_T$ and $(x_1, \ldots, x_{T-1})$. A simplified diagram of TCN is shown in Figure 7.

Four types of modern convolutional architectures, i.e., 1D convolutional network [42], causal convolution [43], dilated convolution [43], and residual connection [44], are integrated to form the baseline TCN.

1. 1D convolutional network. It differs from the well-known CNN, 2D convolutional network, which uses a 2D convolution kernel (filter) moving by rows and columns to extract features from 3D data, and a 1D convolutional network utilizes a 1D kernel to extract features along the sequence direction, as shown in Figure 8. To keep the length of all hidden layers the same as the input layer, zero padding is adopted.

2. Causal convolution. TCN adopts causal convolutions to maintain a strict causal time relationship, which means that the output $y_T$ only contains the information convolved with elements no later than time $T$ in the previous layer, as illustrated in Figure 9(a).

3. Dilated convolution. There is a weakness of the simple causal convolution that its receptive field is linearly related to the depth of the network. This indicates that when facing a long temporal sequence, a very deep network with high computational cost is needed. To overcome this weakness, a dilated convolution illustrated in Figure 9(b) enables an exponentially large receptive field by applying a filter skipping input values with a certain step $d$ (dilation rate). Formally, for a filter $f$ and a sequence input $x_n \in (x_1, x_2, \ldots, x_T)$, the dilation operator $F_d$ on input $x_n$ is given by

$$F_d(n) = \sum_{i=0}^{k-1} f(i) \cdot x_{n-i \cdot d},$$

where $k$ stands for the filter size, $d$ stands for the dilation rate, and $s - i \cdot d$ indicates the time direction of the front.
When there are \( L \) hidden layers, the receptive field size \( \text{RFS} \) of a dilated convolution is calculated by

\[
\text{RFS} = (k - 1) \cdot \sum_{i=1}^{L} d_L + 1, \quad (4)
\]

where \( d_L \) is the dilation rate of the \( N \)th hidden layer. Commonly, \( d_L \) is increased exponentially along with the depth of the network, as calculated by

\[
d_L = 2^{L-1}. \quad (5)
\]

This method of calculation ensures that, at the first hidden layer, where \( d = 1 \), all the information of inputs is extracted without losing, because filters do not skip here. Meanwhile, it also provides a large receptive field without too many hidden layers, because of the exponential relationship.

(4) Residual connection. As shown in formula (4), the receptive field of a TCN depends on the dilation rate \( d_L \), the filter size \( k \), and the number of hidden layers (network depth). In order to learn long temporal dependence, the depth of a TCN should increase. For example, for a sequence with a length of about 1000, a network with about ten hidden layers is needed. It is important to adopt appropriate means to maintain the stabilization of the network (avoiding network degeneracy and gradient vanishing), and residual connection is a good choice. As depicted in Figure 10, a residual connection uses a branch to achieve an identity mapping \( f(x) = x \). The output of the network can be rewritten as

\[
y = F_r(x) = g(F_d(x) + x), \quad (6)
\]

where \( F_r(x) \) is the residual function, \( g(\cdot) \) is an activation function, \( F_d(x) \) is the original dilated transformation, and \( y \) and \( x \) stand for the output and the input.

Through an elaborate combination of the above architectural elements, we designed the basic temporal convolutional network of our DyTCN-IDS, as illustrated in Figure 11. A stack of four TCN blocks makes up our basic TCN architecture with two dilated causal convolution layers in each TCN block (why four is chosen as the stack number will be explained in the experimental section). In order to ensure that the shortcut connection and the affine transformation have the same output size, a \( 1 \times 1 \) convolution is always utilized in our method instead of the identity mapping. Same as the baseline TCN, weight normalization [45] is applied after each dilated causal convolution layer.

In addition, we make several architectural optimizations on the baseline TCN proposed by [18] to form our final basic TCN architecture:

(1) Unlike the baseline TCN, we do not use dropout after each dilated causal convolution layer. The
reason for this is that a convolution layer does not have as many parameters as a fully connected layer, and therefore, using dropout after each convolution layer does not have much impact on the generalization ability of the model. In our basic TCN, dropout is adopted only between the last fully connected layer and the softmax function, which can achieve the same performance as the baseline TCN by a more compact architecture [46].

(2) Within a TCN block of our basic TCN, the activation function is added after the addition of the second convolution layer and the shortcut connection, which is inspired by the well-verified Resnet [37]. The baseline TCN adds an activation function before the addition, which does not express a clear meaning.

(3) The activation function used in the baseline TCN is ReLU [47], which faces the dying ReLU problem. We adopt exponential linear unit (ELU) [41] to replace ReLU. ELU is an approximate zero-centered non-linear activation function and is more robust to input changes or noise.

To sum up, firstly, we use dropout between the last fully connected layer and the softmax function in a TCN block to build a compact and effective architecture. Secondly, inspired by the well-known Resnet, we set the activation function after the addition of the second convolution layer and the shortcut connection. Thirdly, we adopt ELU to replace the original ReLU activation function of baseline TCN to overcome the dying ReLU problem. Experimental results in Section 4.3.3 indicate that after our architectural optimizations are adopted, our TCN acquires a better detection performance than the baseline TCN and avoids the overfitting problem.

Our method constructs a series of consecutive network packets into temporal sequences like described in Section 3.2.5. The temporal sequences are the input to DyTCN, and temporal relationships between network packets are learned.

Figure 11: Basic TCN architecture of our DyTCN-IDS. (a) A TCN block of our basic TCN. (b) Four TCN blocks constitute the overall basic TCN architecture. Eight dilated causal convolution layers are used with filter dilation rate \( d = 1, 2, 4, 8, 16, 32, 64, 128 \).
by performing a sequential one-dimensional dilated casual convolution between the samples within the sequence. The longer the sequences are, the more convolution layers are needed, and the larger the kernel size is.

3.3.2. Dynamic Optimization of TCN. Compared to baseline recurrent architectures, TCN appears not only more accurate, but also simpler and easier to train. However, TCN still has one obvious drawback when used in intrusion detection issues. That is, once the depth of the network is selected, no matter how long the temporal relationship in the input sequence is related to $x_T$, the network traverses the entire receptive field. For network packet sequences used as the input of our system, the length of the temporal relationships is changeable, which means that we need to create a long packet sequence to cover the longest temporal sequence. This kind of sequence construction method ensures that all temporal relationships are covered but also causes a computational waste when faced with a short temporal relationship, as shown in Figure 12.

Assuming the filter size $k$ is selected, the receptive field RFS is determined by the depth of the network. The deeper the network, the bigger the perceptive field. Imagine that if the network can skip the rest convolution layers when enough temporal correlative information has been extracted, the aforementioned computational waste will be greatly reduced. To reach this goal, dynamic neural network technologies [48] could be a good choice. Adaptive computation time (ACT) [49] is a layer skipping algorithm that allows RNN to learn how many computational steps can be taken between receiving an input and emitting an output. Inspired by this work, we adopt the ACT algorithm to achieve a dynamic neural network optimization to our basic TCN architecture, so as to complete our whole DyTCN method.

We add a branch to the output of each TCN block to predict a halting score $h$ which is in the range $[0,1]$. Halting scores are calculated sequentially as shown in Figure 13. Once the cumulative sum of $h$ reaches one, all remaining TCN blocks will be skipped. To ensure that all the halting scores sum to one, the $h$ of the last branch before the skipping is replaced by a remainder, which equals to one minus the former cumulative sum. The output of the TCN network is then redefined in the form of a weighted sum of the outputs of former TCN blocks, where the weight of each TCN block is given by a halting probability value. We use a ponder cost that is the number of calculated TCN blocks to make the computation more likely to stop earlier, that is, because minimizing the ponder cost increases the halting scores of former TCN blocks. The final loss function is the sum of the original loss function and summed ponder costs that are weighted by a constant $r$. The entire formal calculation process is given below.

Considering our basic TCN architecture of $M$ TCN blocks (experimental results show that $M = 4$ achieves the best results),

input $= x^0$,

$$x^m = \mathcal{G}(F_d(x^{m-1}) + x^{m-1}), \quad m = 1, \ldots, M,$$

output $= x^M$.

The halting score $h^m \in [0,1]$ for each TCN block is calculated by a sigmoidal function $H(\cdot)$ and the halting score of the last block $h^M$ is set to 1 to enforce stopping after this block, as shown in the following:

$$\sigma(x) = \frac{1}{1 + \exp(-x)},$$

$$h^m = H(x^m) = \sigma(W^m \cdot \text{pool}(x^m) + b^m), \quad m = 1, \ldots, M - 1,$$

$$h^M = 1,$$

where $\sigma(\cdot)$ is a logistic function, and pool(\cdot) is a global average pooling [50].

The number of blocks to calculate is $N$ and it is given by

$$N = \min \left\{ n : \sum_{m=1}^{n} h^m \geq 1 - \epsilon \right\},$$

where $\epsilon$ is a very small constant ensuring that $N$ can be equal to 1, which means that the computation can be halted after a single block.

The remainder $R$ is defined by

$$R = 1 - \sum_{m=1}^{N-1} h^m.$$  \hfill (10)

Furthermore, the halting probability $p$ is calculated by

$$p^m = \begin{cases} h^m, & m < N, \\ R, & m = N, \\ 0, & m > N. \end{cases}$$  \hfill (11)

The new output of the dynamic TCN architecture is updated to the sum of the outputs of TCN blocks weighted by the halting probabilities, as given by

$$\text{output}’ = \sum_{m=1}^{N} p^m x^m.$$  \hfill (12)

Our goal is to encourage the computation to stop earlier, i.e., to minimize the number $N$. However, $N$ is a non-differentiable discrete variable that is unable to be optimized with gradient descent. The ponder cost, an almost differentiable upper bound of $N$, is introduced here to help achieve this goal. It is calculated by

$$\rho = N + R.$$  \hfill (13)

The pseudocode description of the calculation process of ACT in our method is shown in Algorithm 1.
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![Figure 12: Comparison of different length Len T of temporal sequences within an input packet sequence to the receptive field. Input sequence 2 has the longest temporal relationship 16, so RFS is set to 16 to cover it. Facing the input sequence 1 with Len T = 6, information of (x₁, x₂, ..., x₁₀) is not useful and the computational cost on these ten packets is wasted.](image)

![Figure 13: Dynamic layer skipping of DyTCN using APC algorithm. After each TCN block, a halting score h is calculated, and a judgement of whether the accumulative sum \( h \) Sum of \( h \) exceeds one is conducted. Once the judgement is true, the rest of TCN blocks will be skipped. The halting score of the last TCN block is fixed to one to enforce stopping here. The final output is a weighted sum, as seen in equation (12).](image)

```
Input: network packets sequences input
Input: number of TCN blocks M = 4
Output: 2-D tensor output
Output: ponder cost \( \rho \)

(1) input = x
(2) output = 0
(3) sum = 0, \( \rho = 0, R = 1 \)
(4) for \( m = 1, \ldots, M \) do
(5) \( x = F^m(x) \)
(6) if \( m < M \) then \( h = H^m(x) \)
(7) else \( h = 1 \)
(8) end if
(9) sum += h
(10) \( \rho += 1 \)
(11) if sum < 1 - \( \epsilon \) then
(12) \( R = h \)
(13) output += hx
(14) else
(15) \( \rho += R \)
(16) output += Rx
(17) break
(18) end if
(19) end for
(20) return output, \( \rho \)
```

Algorithm 1: The dynamic optimization of our basic TCN architecture using ACT.
ignored according to [49] and the partial derivative of $\rho$ with respect to a halting score $h^m$ is given by

$$
\frac{\partial \rho}{\partial h^m} = \begin{cases} 
-1, & m < N, \\
0, & m \geq N.
\end{cases}
$$

(14)

Minimizing $\rho$ will increase $h^1, \ldots, h^{m-1}$, which will enable the computation halts earlier. The whole DyTCN is trained with the final loss function:

$$
\ell' = \ell + \tau \rho,
$$

(15)

where $\tau \geq 0$ is a time penalty parameter (acts as a hyperparameter in our method), and it weights the relative computational cost versus error. The final loss function $\ell'$ is differentiable, so that it can be optimized by backpropagation.

To sum up, as described above, because the length of the temporal relationships of temporal attacks against TCE are changeable, and the length of input sequence of our basic TCN is fixed, the computational resources will be wasted when the former length is smaller than the latter. APC algorithm-based dynamic neural network technology is capable of skipping network layers dynamically when enough information is captured from a changeable input sequence. To overcome this problem, we use the APC algorithm-based dynamic neural network technology to optimize our basic TCN architecture and finally build a dynamic network for intrusion detection, which is the aforementioned DyTCN. The main idea of DyTCN is to take advantage of the merits of TCN in processing temporal sequences, while combining with a dynamic technology to decrease the computational cost. Next, several experiments will be conducted to evaluate the performance of our DyTCN-IDS.

4. Experiments and Results

In this section, evaluation metrics suitable for DL-based intrusion detection models are first introduced. Detailed experimental settings are given next. Experiments are conducted to determine the best $M$ and $\tau$. Then, the capability of our dynamic optimization method to reduce computational cost is verified. Finally, the detection performance of our DyTCN-IDS is evaluated through comprehensive experiments.

4.1. Evaluation Metrics. There are five most widely used evaluation metrics: detection accuracy Acc, recall $R$, precision $P$, F-score $F$, and false alarm rate FAR. Among them, $F$ is a summary expression for $P$ and $R$. Therefore, we choose Acc, FAR, and $F$, as our evaluation metrics.

All the metrics are calculated on the basis of the confusion matrix, which is a 2D matrix providing classification results about the actual and predicted class. There are four attributes used in the confusion matrix:

1. True positive (TP): network packets correctly predicted as attacks
2. False positive (FP): network packets wrongly predicted as attacks
3. False negative (FN): network packets wrongly predicted as benign packets.
4. True negative (TN): network packets correctly predicted as benign packets.

The meaning of the five metrics is as follows:

1. Accuracy Acc: it is the ratio of correctly predicted instances to the total instances, that is,

$$
\text{Acc} = \frac{TP + TN}{TP + FN + FP + TN + FN}
$$

(16)

2. Recall $R$: it is the ratio of correctly predicted attacks to all the ground-truth attack instances, that is,

$$
R = \frac{TP}{TP + FN}
$$

(17)

3. Precision $P$: it is the ratio of correctly predicted attacks to the instances classified as attacks, that is,

$$
P = \frac{TP}{TP + FP}
$$

(18)

4. False alarm rate FAR: it is the ratio of wrongly predicted attacks to all the benign instances, that is,

$$
\text{FAR} = \frac{FP}{FP + TN}
$$

(19)

5. F-score $F$: it is a weighted harmonic mean of precision and recall, that is,

$$
F = \frac{(1 + \beta^2) \cdot P \cdot R}{\beta^2 \cdot P + R}
$$

(20)

where $\beta$ measures the relative importance of precision and recall. For intrusion detection issues, recall that reflecting the degree of missing report of attacks is more important than precision. Therefore, we set $\beta = 1.2$ to make the $F$-score more likely to measure the recall.

The above metrics are used to evaluate binary classification; however, our experiments are carried out on multiclass classification issues. To solve this, the multiclass classification issue can be treated as a combination of several binary classification problems. The macro average is adopted to evaluate the multiclass classification performance globally due to its advantage of being capable of paying more
attention to the classes with small sample capacity. The macro average is calculated by

\[
\begin{align*}
macroP &= \frac{1}{n} \sum_{i=1}^{n} P_i, \\
macroR &= \frac{1}{n} \sum_{i=1}^{n} R_i, \\
macroFAR &= \frac{1}{n} \sum_{i=1}^{n} FAR_i, \\
macroF &= \frac{(1 + \beta^2) \cdot macroP \cdot macroR}{\beta^2 \cdot macroP + macroR}
\end{align*}
\]

where \( n = 3 \) is the number of classes in this paper.

Besides Acc, FAR, and F, we adopt floating point operations (FLOPs), which are a resource-aware metric to evaluate the model complexity and thus evaluate the ability of our dynamic optimization to reduce computational cost.

4.2. Experimental Settings. Experiments were carried out using the following hardware and software platforms: AMD Ryzen 5 1600X Six-Core processor @3.60 GHz, 32 GB RAM, NVIDIA GeForce GTX 1060 6 GB GPU, Windows 10 operating system, Keras 2.5.0, and CUDA 10.2.95.

Our DyTCN is specifically designed for detecting temporal attacks against TCE. However, other commonly used public network attack datasets are not captured in the TCE scenario, and the TCE scenario is quite a special industrial network scenario, which means that these datasets have different characteristics with TCE network data and do not reflect the real TCE situation. So, we choose not to use these public datasets. Because our semiphysical TCE testbed is built based on a certain type of TCE train, and all the benign and attack packets are implemented according to actual situations of TCE, we believe that our TCE-IDS dataset captured from this testbed can well simulate the real TCE situation. So, we finally choose to use TCE-IDS dataset to train and test our method.

TCE-IDS dataset has a total number of 94460 instances, including 363818 DoS attack instances, 155063 MITM attack instances, and 425979 benign instances. In order not to break the original temporal relationships, we separate our dataset into training, validation, and test subset after the feature engineering part. Using the stratified 3-way holdout method that ensures the original class proportion, the dataset was split out into three subsets: 60% for training, 20% for validation, and 20% for test.

Hyperparameters used in our system including two categories. The first category is normal hyperparameters commonly used in deep learning method, including batch size, training epoch, learning rate, filter size, and filter number. The second category is special hyperparameters specific for our method, including TCN blocks number \( M \), time penalty parameter \( \tau \), and sequence length \( seqLen \).

Normal hyperparameters are set according to the rule of thumb. Special hyperparameters are set according to tuning experiments described in Section 4.3.1. Table 3 presents the hyperparameter configuration. Weights and biases in our system are initialized randomly on the basis of Gaussian distribution. Adam algorithm is adopted as the optimizer.

4.3. Results and Analysis

4.3.1. Parameter Tuning Experiments for Special Hyperparameters. As described in Section 4.2, there are three special hyperparameters used in our method. The values of them are set according to tuning experiments, as described in the following:

(1) Experiments for Finding the Best. \( M \) (The Number of TCN Blocks to be Stacked). In Section 3, we described that our system uses four stacked TCN blocks to form our basic TCN architecture. How this \( M = 4 \) is elected through experiments is described here.

We set the initial test range \( M = [2, 3, 4, 5, 6] \) to build five basic TCN models. According to equation (4), networks with such TCN blocks have the receptive field size of \([31, 127, 511, 2047, 8095]\). Accordingly, we fed different input packet sequences with \( seqLen = [30, 120, 500, 2000, 8000] \) from TCE-IDS dataset into these five models. Experimental results are shown in Figure 14.

As shown in Figure 14, although the computational cost reflected by FLOPs is low when \( M \) is two and three, it does not reach the optimal \( macroF \). When \( M \) is larger than four, the computational cost increases rapidly without facilitation on \( macroF \). \( M = 4 \) reaches the highest detection performance and bears a relatively low computational cost, which means that this value acquires the best trade-off between detection performance and computational cost. So, we choose to build our basic TCN architecture with four TCN blocks.

(2) Experiments for Finding the Best. \( \tau \) (The Time Penalty Parameter). The time penalty parameter \( \tau \) is an important hyperparameter of our dynamic optimization. It values the trade-off between the original basic TCN architecture and the dynamic skipping unit. Furthermore, it measures the propensity of the dynamic part to skip layers. It is first used in intrusion detection issues with a temporal convolutional network by our work, so there is not much experience to follow. Experiments of our DyTCN were conducted to search for a good \( \tau \) that reconciles both detection performance and computational cost, as illustrated in Figure 15.

As shown in Figure 15, computational cost shows an overall downward trend with the increase of \( \tau \). This is because a larger \( \tau \) enables the dynamic part more inclined to skip earlier. The detection performance \( macroF \) also reveals a downward trend but to a slighter extent. The reason of this could be that the earlier the network skip layers, the fewer the high-dimensional features extracted. As a trade-off between \( macroF \) and FLOPs, we choose \( \tau = 0.015 \) for our
Table 3: Hyperparameter configuration.

| Hyperparameter          | Value | Setting principle          |
|-------------------------|-------|---------------------------|
| Batch size              | 64    |                           |
| Training epoch          | 20    |                           |
| Learning rate           | 0.002 | Rule of thumb             |
| Filter size k           | 3     |                           |
| Filter number           | 64    |                           |
| TCN blocks number $M$   | 4     | Tuning experiments        |
| Time penalty $\tau$     | 0.015 |                           |
| Sequence length seqLen  | 480   |                           |

Bold values are special hyperparameters used in our method and are described in Section 4.3.1.

DyTCN model, where macroF is highest (0.9939), and FLOPs is acceptable (0.415 G).

(3) Experiments for Finding the Best seqLen (Length of the Constructed Temporal Sequence). As we have selected to use four TCN blocks as described above, the maximum input sequence length is 511, which means that the network packets constructed in one input temporal sequence should be less than 511. We have tested that when $M$ is two, and seqLen is 120, the macroF is lower, which precludes choosing a length of 120 or less. From 120 to 500, we tested different length at an interval of 20, and the experimental results are as Figure 16.

It can be seen that, in Figure 16, as the sequence length increases, the macroF shows an increasing trend. This means that, in the range of 120 to 500, the larger the seqLen is, the higher the detection performance is. According to theory analysis, longer sequence can contain more temporal relationship information and contributes more in the detection process. So, the experimental results are consistent with the theoretical analysis. Of course, longer is not always better, and this depends on how much the temporal attacks disrupt the normal temporal relationship of benign packets. For our TCE-IDS dataset, through experiments carried out in 4.3.1(1), we can consider that sequences longer than 500 do not carry more temporal relationship information, and this is also why we choose to tune seqLen in range of smaller than 500.

The best macroF performance is acquired at seqLen of 460 or 480 or 500. We choose to use 500 for two reasons. The first reason is that 500 is easier to handle as a more standard integer. The second reason is that, benefiting from our dynamic neural network design, the length of the input sequence can be dynamically downward and compatible. So, we choose the maximum value 500 in the optional range (460, 480, 500).

4.3.2. Model Training Experiments. Our DyTCN intrusion detection model was trained on our TCE-IDS dataset and was evaluated by the mentioned evaluation metrics. Figures 17(a) and 17(b), respectively, illustrate the detection accuracy curve and loss curve on training set and validation set. Table 4 shows the test results of DyTCN on test set.

It can be seen from Figure 17(a) that the training loss and validation loss decrease rapidly in the first few epochs. This means that the model is learning fast, and usable information is captured. Afterward, losses are falling at a slower rate, and this means that the model is learning the harder part of information in training data. In the later stage of training, the loss tends to stabilize, and its value is small. From Figure 17(b), we can also see a consistent trend that the training accuracy and validation accuracy rise rapidly and then stabilize at about 99.4%. These results show that the DyTCN has fast convergence speed, small training error, and high accuracy. Another situation that can be seen is that the validation loss is almost equal or slightly higher than the training loss, and the validation accuracy is almost equal or slightly less than the training accuracy. This means that DyTCN is able to overcome overfitting very well.

Test results in Table 4 indicate that DyTCN has both low false alarm rate and high F-score ($\beta=1.2$) on DoS attacks and MITM attacks. The overall macro false alarm rate is 0.09% and means that DyTCN has a good performance of not misclassifying benign packets as attacks. The overall macro F-score and accuracy are 99.39% and 99.40%, which means that DyTCN has a promising overall detection performance on TCE-IDS dataset.

4.3.3. Comparison Experiments

(1) Comparison Experiments with Baseline TCN and Basic TCN. Experiments were carried out on TCE-IDS dataset to compare the detection performance between baseline TCN, our basic TCN, and our DyTCN. Table 5 shows their evaluation results. Experiments for evaluating the ability of our dynamic optimization to reduce computational cost are also conducted, and Figure 18 shows the computational cost between our basic TCN and DyTCN.

It can be seen from Table 5 that our basic TCN and DyTCN perform better than baseline TCN on all the evaluation metric, which proves that our architectural optimizations and dynamic neural network optimization acquire promising effect. According to theory analysis, the detection ability of our DyTCN should be weaker than that of the basic TCN. This is because we think that the dynamic
Figure 15: Comparison of different $\tau$ in our DyTCN: mean value from 10 repetitions.

Figure 16: Comparison of different seqLen in our DyTCN: mean value from 10 repetitions.

Figure 17: Training graphs of DyTCN on TCE-IDS dataset: mean value from 10 repetitions: (a) loss curve; (b) accuracy curve.
optimization costs less computational resources, so that the feature extraction ability of the model will degrade a little. However, an interesting finding is that our DyTCN performs even slightly better than our basic TCN while consuming fewer computational resources. This may be due to the dynamic adaptability of the model to fully extract the features of the input sequences while avoiding overfitting. And this further proves that our dynamic design has the capability of maintaining promising detection capabilities while reducing computational cost.

The purpose of our dynamic optimization is to automatically adjust the depth of the network according to the different length of the time relationship implied by the input sequence so as to reduce the computational cost. Experiments were conducted using our basic TCN and the whole dynamic TCN separately. We tested inference time (time spent on test) between them using 100000 instances. We also recorded the average FLOPs required for each input sequence in the test set. The results presented in Figure 18 show that when facing input sequences with different inner temporal relationship length, DyTCN costs less computational resources and inference time than basic TCN. To be specific, 19.57% of computational resources and 23.55% of time are saved by our dynamic optimization on our basic TCN architecture.

(2) Comparison Experiments with Canonical DL-Based Intrusion Detection Methods. In order to verify the intrusion detection superiority of DyTCN, comparison experiments with canonical DL methods with several canonical DL-based intrusion detection methods were conducted on TCE-IDS dataset. The selected comparison methods include two classes. The first class is methods that do not concern temporal relationships, containing MLP (Multi-Layer Perceptron) and VGG11. The VGG11 model uses the hyperparameters of the original text [51]. The second class is methods that concern temporal relationships, containing LSTM and GRU. They use one layer with 256 hidden units. Test results of them are shown in Table 6. Overall results are illustrated in Figure 19(a) for a better visual comparison.

From Table 6 we notice that MLP and VGG11 have poor detection performance, and this is because they cannot capture temporal features. From another point of view, MLP
and VGG11 still have some detection capability, and this means that temporal attacks still have some spatial features rather than only temporal relationships. Because MITM attacks contain more temporal features and less spatial features, their performance on MITM is worse than that in DoS. LSTM and GRU models that are often used in sequence modelling tasks achieve a mediocre performance. This proves that these two methods can be used in intrusion detection tasks of TCE but cannot reach a promising performance. From Table 6 and Figure 19(a) we can see that our DyTCN acquires the best performance, which proves that DyTCN is suitable for detecting temporal attacks against train communication Ethernet than those canonical DL methods.

(3) Comparison Experiments with Latest Temporal Relationship Concerned IDS. In order to verify that DyTCN can better detect temporal attacks against TCE, comparison experiments with latest temporal relationship concerned IDSs (in range of 2020 to 2021) were conducted on TCE-IDS dataset. The selected temporal relationship concerned IDS contains Omni IDS (FNN and LSTM based) [23], CANet IDS (LSTM and Autoencoder based) [52], INDRA IDS (GRU and Autoencoder based) [53], CANnolo IDS (LSTM and Autoencoder based) [54], and OCNN-HMLSTM IDS (CNN and LSTM based) [55].

Because some of these IDSs are binary anomaly detection-based IDS, the comparison experiments use overall metrics (viz. macroFAR, macroF, and Acc) to evaluate their performance. The test results are listed in Table 7. For a better visualization, we illustrate the overall results of macroF and Acc in Figure 19(b) (these two metrics can best reflect the comprehensive performance of an intrusion detection model).

It can be seen from Table 7 that latest IDSs have a not bad macro F-score ($\beta = 1.2$) and accuracy, which means that these IDSs have capabilities to deal with temporal attacks against TCE to some extent. However, compared with DyTCN, these IDSs cannot acquire promising detection performances. The first reason for this is that they are mainly recurrent neural network-based methods, and from the comparison experiments in 4.3.3(2), we can know that this class of methods performs worse than DyTCN. The second reason is that they are designed for other scenarios rather than train communication Ethernet scenarios. So, it is predictable that they do not perform well on our TCE-IDS dataset. Of course, due to their optimization design, they perform better than canonical RNN methods like LSTM and GRU. As can be seen in Table 7 and Figure 19(b), our DyTCN outperforms all the other models on TCE-IDS dataset. The macroFAR of DyTCN is 0.09%, and this means that DyTCN has a good capability to correctly recognize benign packets. The macroF and Acc of DyTCN are 99.39% and 99.40%, which means that DyTCN is able to detect DoS and MITM attacks against TCE very well.

To sum up, from the training experiments described above, we can see that the proposed DyTCN-IDS converges fast in training and can avoid overfitting. From all the comparison experiments, we can see that DyTCN has a superior intrusion detection performance than several

| Models     | DoS FAR | MITM F | Overall F | Overall macroFAR | Overall macroF | Overall Acc |
|------------|---------|--------|-----------|------------------|---------------|-------------|
| MLP        | 0.0114  | 0.0153 | 0.0135    | 0.8355           | 0.8427        |
| VGG11      | 0.0083  | 0.0137 | 0.0111    | 0.8846           | 0.9037        |
| LSTM       | 0.0057  | 0.0079 | 0.0069    | 0.9571           | 0.9581        |
| GRU        | 0.0051  | 0.0075 | 0.0063    | 0.9607           | 0.9612        |
| DyTCN      | 0.0007  | 0.0009 | 0.0009    | 0.9939           | 0.9940        |

Figure 19: Overall comparison results of macroF and Acc: mean value from 10 repetitions: (a) comparison with canonical DL methods; (b) comparison with latest IDSs.
canonical DL-based IDSs and several latest IDSs. While acquiring promising detection performance on TCE-IDS dataset, the DyTCN can also cost less computational resources that canonical TCN due to our dynamic neural network optimization. In a word, all the results indicate that DyTCN is not only powerful in detecting temporal attacks against TCE, but is also computationally efficient.

4.4. Limitations. There are three limitations of our DyTCN-IDS, as described in the following:

(1) The proposed DyTCN-IDS is specifically designed for detecting temporal attacks in TCE, and the limitation is that its performance on other non-temporal attacks in TCE is not verified.

(2) The proposed DyTCN-IDS is tested in our TCE-IDS dataset, and the limitation is that whether it can achieve promising performance on other dataset in other scenarios is not verified.

(3) Our TCE-IDS dataset is captured in a self-built semiphysical TCE testbed. Compared with real data in real trains, the authenticity of data and the diversity of attack classes still have some limitations.

Although these limitations limit the application scope of our DyTCN-IDS, they also point out the direction for our further research work.

5. Conclusions

In this paper, a novel dynamic temporal convolutional network-based intrusion detection system is proposed to detect the temporal correlated DoS and MITM attacks against TCE. In order to establish a reasonable data environment for validation, a TCE testbed is built to generate a TCE attack dataset including several kinds of specific DoS attacks and MITM attacks (the dataset can generally mimic a real train scenario), and a systematic feature engineering is designed elaborately. Specifically, the detection method in our system consists of two main parts. In the first part, a basic TCN model was designed to capture temporal relationships between network packets. In the second part, a dynamic optimization of our basic TCN architecture using the APC algorithm was proposed to reduce the computational cost of the basic TCN model. The experimental results indicate that the proposed DyTCN-IDS is not only computationally efficient, but also yields a superior result in terms of macro false alarm rate (0.09%), macro F-score (99.39%), and accuracy (99.40%).

Network attack technologies are developing rapidly, so new kind temporal attacks are constantly emerging. The excellent results obtained in this paper encourage us to validate the effectiveness of the proposed system to new temporal attacks against TCE in the future. Our system is evaluated on the dataset obtained from our TCE testbed. In the future, we will further improve our system through field trials in a real train.
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