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ABSTRACT. Easy quantum groups have been studied intensively since the time they were introduced by Banica and Speicher in 2009. They arise as a subclass of (\(C^\ast\)-algebraic) compact matrix quantum groups in the sense of Woronowicz. Due to some Tannaka-Krein type result, they are completely determined by the combinatorics of categories of (set theoretical) partitions. So far, only orthogonal easy quantum groups have been considered in order to understand quantum subgroups of the free orthogonal quantum group \(O_n^+\).

We now give a definition of unitary easy quantum groups using colored partitions to tackle the problem of finding quantum subgroups of \(U_n^+\). In the free case (i.e. restricting to noncrossing partitions), the corresponding categories of partitions have recently been classified by the authors by purely combinatorial means. There are ten series showing up each indexed by one or two discrete parameters, plus two additional quantum groups. We now present the quantum group picture of it and investigate them in detail. We show how they can be constructed from other known examples using generalizations of Banica’s free complexification. For doing so, we introduce new kinds of products between quantum groups.

We also study the notion of easy groups.

INTRODUCTION

In order to provide a new notion of symmetries adapted to the situation in operator algebras, Woronowicz introduced compact matrix quantum groups in 1987 in [Wor87]. The idea is roughly to take a compact Lie group \(G \subseteq M_n(\mathbb{C})\) and to pass to the algebra \(C(G)\) of continuous functions over it. It turns out that this algebra fulfills all axioms of a \(C^\ast\)-algebra with the special feature that the multiplication is commutative. If we now also dualize main properties of the group law \(\mu : G \times G \rightarrow G\) to properties of a map \(\Delta : C(G) \rightarrow C(G \times G) \cong C(G) \otimes C(G)\) (the comultiplication), and consider noncommutative \(C^\ast\)-algebras equipped with such a map \(\Delta\), we are right in the heart of the definition of a compact matrix quantum group (see Section 3.1 for details). It generalizes the notion of a compact matrix group. The reader not familiar with quantum groups might also first jump to Section 5 and read it as a motivation.
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By some Tannaka-Krein type result of Woronowicz [Wor88] compact matrix quantum groups are governed by their intertwiner spaces which form a tensor category. Banica and Speicher observed in [BS09] that one can define operations on set theoretical partitions which translate one-to-one to operations on intertwiners of certain quantum groups. This lead to the definition of easy quantum groups in 2009. They all sit in between the symmetric group $S_n$ and the free orthogonal quantum group $O_n^+$ constructed by Wang in [Wan95a]. We now extend this approach to quantum groups $S_n \subseteq G \subseteq U_n^+$, where $U_n^+$ is Wang’s free unitary quantum group [Wan95a]. This approach will help to understand $U_n^+$ better by analyzing its quantum subgroups.

Let us briefly sketch the main ideas and the main result of this article. Our basic objects are two-colored set theoretical partitions, i.e. we study decompositions of the set of $k + l$ points into disjoint subsets (the blocks), for $k, l \in \mathbb{N}_0$. In addition, these points may be colored either white or black. We represent such a partition pictorially by connecting $k$ upper points with $l$ lower points using strings according to the block pattern. Given two such partitions, we may form the tensor product (placing them side by side), the composition (placing one above the other), and the involution (reflecting a partition at the horizontal axis). If a set of partitions is closed under these operations and if it contains certain base partitions, it is called a category of partitions (see Section 1.3). Now, any category of partitions gives rise to a compact matrix quantum group $G$ with $S_n \subseteq G \subseteq U_n^+$ via a functor $p \mapsto T_p$ assigning linear maps (i.e. intertwiners) to partitions $p$. Following Banica and Speicher’s definition in the orthogonal case (partitions without colors), we say that a quantum group $G$ is a unitary easy quantum group (see Section 3.2), if its intertwiner spaces arise in this way from a category of partitions. Here, the color pattern of a partition rules to which tensor product combination of the fundamental representation $u$ and its contragredient $\bar{u}$ the intertwiner $T_p$ is applied. In the orthogonal case, we have $u = \bar{u}$ and no colors are needed on the level of partitions. In this sense, the coloring of the partitions is due to the fact that the generators $u_{ij}$ of our quantum groups are no longer self-adjoint when passing from the orthogonal to the unitary situation.

This is a way of producing examples of quantum groups having a purely combinatorial structure underlying. It is natural to ask how rich this machinery is, and we therefore wish to classify all categories of partitions – hence, all unitary easy quantum groups. Note that in the orthogonal case (no colors) this has recently been achieved [RW15b]. In the unitary case (two colors) however, little is known. In a recent article [TW15], the authors classified all categories of (two-colored) noncrossing partitions. This is called the free case, since the corresponding quantum groups all sit in between Wang’s free symmetric quantum group $S_n^+$ and $U_n^+$. While there are only seven free orthogonal easy quantum groups, the world of free unitary easy quantum groups is way richer. In the present article, we introduce the unitary easy quantum groups associated to the categories of partitions found in [TW15]. There are ten series of quantum groups each indexed by one or two parameters from the natural numbers, and two additional quantum groups. They all can be constructed
from some basic quantum groups (including the free easy orthogonal ones) using either free or tensor $d$-complexifications. We define these constructions as a generalization of Banica’s free complexification \[\text{Ban08}\] by replacing $\mathbb{Z}$ by $\mathbb{Z}/d\mathbb{Z}$. Note that from the classification in \[TW15\], we know that the categories of noncrossing partitions fall into the class of globally colorized ones and the locally colorized ones. The first case is much easier (for instance the $u_{ij}$ are normal) and the quantum groups can be written as tensor $d$-complexifications. In the latter case, we have to involve also free $d$-complexifications.

As a main result of this article, we prove that all free easy quantum groups may be constructed from a few basic quantum groups using these complexifications, see Theorems 4.13 and 4.16. We compare our easy quantum groups with other known examples and we infer that for instance Banica and Vergnioux’s quantum reflection groups $H^+_n$ are easy. We also treat the case of unitary easy groups, see Section 5. We end this article with many remarks on the use of easy quantum groups and on open problems, see Section 6.
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1. Categories of two-colored partitions

Let us first briefly introduce the combinatorial objects underlying the unitary easy quantum groups. See \[TW15\] for more details concerning this section. The work in \[TW15\] is an extension of the well-known combinatorics of orthogonal easy quantum groups which were introduced by Banica and Speicher in \[BS09\].

1.1. Partitions. For $k, l \in \mathbb{N}_0 := \{0, 1, 2, \ldots\}$, we consider the finite set given by $k$ “upper” points and $l$ “lower” points. These points are colored either in white or in black and we say that these colors are inverse to each other. A (two-colored) partition is a decomposition of this set into disjoint subsets, the blocks. We usually draw these partitions by placing the $k$ “upper” points on a top row and the $l$ “lower” points on a bottom row, connecting them by strings according to the block pattern. Here are two examples of such partitions. The first one consists of three blocks whereas the second one has four blocks (one of these four blocks is a singleton).
We denote by $P^\circ(k, l)$ the set of all such partitions, and by $P^\circ$ the union of all $P^\circ(k, l)$, for $k, l \in \mathbb{N}_0$. By $NC^\circ(k, l)$ and $NC^\circ$ respectively, we denote the set of noncrossing partitions, i.e. of partitions whose lines can be drawn in such a way that they do not cross. In the above examples, the first partition is in $NC^\circ$ whereas the second is not.

1.2. Operations on partitions. Let us now turn to operations on the set $P^\circ$.

- The tensor product of two partitions $p \in P^\circ(k, l)$ and $q \in P^\circ(k', l')$ is the partition $p \otimes q \in P^\circ(k + k', l + l')$ obtained by horizontal concatenation (writing $p$ and $q$ side by side).
- The composition of two partitions $q \in P^\circ(k, l)$ and $p \in P^\circ(l, m)$ is the partition $pq \in P^\circ(k, m)$ obtained by vertical concatenation (writing $p$ below $q$ and removing the $l$ middle points). Note that we can compose these two partitions only if the colorings match, i.e. the color of the $j$-th lower point of $q$ coincides with the color of the $j$-th upper point of $p$, for all $1 \leq j \leq l$.
- The involution of a partition $p \in P^\circ(k, l)$ is given by the reflection $p^* \in P^\circ(l, k)$ at the horizontal axis.
- The verticolor reflection of a partition $p \in P^\circ(k, l)$ is given by the partition $\tilde{p} \in P^\circ(k, l)$ obtained from reflecting $p$ at the vertical axis and inverting all colors of the points.
- We may also produce rotated versions of a partition by shifting the leftmost upper point to the lower line or vice versa; likewise on the right hand side. A shifted point still belongs to the same block as before, but its color is inverted when being moved from the upper line to the lower line or vice versa.

See [TW15] for examples of these operations.

1.3. Categories of partitions. A collection $\mathcal{C} \subseteq P^\circ$ of subsets $\mathcal{C}(k, l) \subseteq P^\circ(k, l)$ (for all $k, l \in \mathbb{N}_0$) is a category of partitions, if it is closed under the tensor product, the composition and the involution, and if it contains the pair partitions $\begin{array}{c} \includegraphics{0} \\ \includegraphics{0} \end{array} \in P^\circ(0, 2)$ and $\begin{array}{c} \includegraphics{0} \\ \includegraphics{0} \end{array} \in P^\circ(0, 2)$ as well as the identity partitions $\begin{array}{c} \includegraphics{0} \\ \includegraphics{0} \end{array} \in P^\circ(1, 1)$ and $\begin{array}{c} \includegraphics{0} \\ \includegraphics{0} \end{array} \in P^\circ(1, 1)$. It can be shown that categories of partitions are closed under rotation and verticolor reflection [TW15] Lemma 1.1]. We write $\mathcal{C} = \langle p_1, \ldots, p_n \rangle$ if $\mathcal{C}$ is the smallest category containing the partitions $p_1, \ldots, p_n \in P^\circ$. We then say that $\mathcal{C}$ is generated by $p_1, \ldots, p_n$. We usually omit to write down the generators $\begin{array}{c} \includegraphics{0} \\ \includegraphics{0} \end{array}$ and $\begin{array}{c} \includegraphics{0} \\ \includegraphics{0} \end{array}$, since they are always in a category, by definition.
1.4. The non-colored case. When defining orthogonal easy quantum groups, Banica and Speicher [BS09] introduced categories of partitions whose points are not colored. These categories are in one-to-one correspondence with categories of two-colored partitions containing the partition $\bigcirc\bigcirc$ (or equivalently, by verticolor reflection, $\bigcirc\bigcirc$). Note that any such category contains $\bigcirc\bigcirc$ and $\bigcirc\bigcirc$ by rotation. Composition with these partitions yields that we can change the colors of the points arbitrarily – in this sense, they appear to be non-colored. More precisely, let $\Psi : \mathcal{P}^\circ \to \mathcal{P}$ be the map given by forgetting the colors of a two-colored partition. Here $\mathcal{P}$ denotes the set of all non-colored partitions. We have [TW15, Prop. 1.4]: If $C \subseteq \mathcal{P}$ is a category of non-colored partitions, then its preimage $\Psi^{-1}(C) \subseteq \mathcal{P}^\circ$ is a category of two-colored partitions containing $\bigcirc\bigcirc$. Conversely, if $C \subseteq \mathcal{P}^\circ$ is a category of two-colored partitions containing the unicolored pair partition $\bigcirc\bigcirc$, then $\Psi(C) \subseteq \mathcal{P}$ is a category of non-colored partitions (we need $\bigcirc\bigcirc$ to show that it is closed under composition) and $\Psi^{-1}(\Psi(C)) = C$.

1.5. The cases of categories of non-crossing partitions. The classification of categories of noncrossing partitions in [TW15] is based on a division of the categories into four cases. By $\uparrow\bigcirc \in \mathcal{P}^\circ(0,1)$ we denote the singleton partition consisting of a single, white point; likewise $\uparrow\bullet$ if this point is black.

**Definition 1.1.** Let $C \subseteq \mathcal{P}^\circ$ be a category of partitions. We say that:

- $C$ is in case $\mathcal{O}$, if $\uparrow\bigcirc \otimes \uparrow\bigcirc / \notin C$ and $\bigcirc\bigcirc\bigcirc \notin C$.
- $C$ is in case $\mathcal{B}$, if $\uparrow\bigcirc \otimes \uparrow\bigcirc \in C$ and $\bigcirc\bigcirc\bigcirc \notin C$.
- $C$ is in case $\mathcal{H}$, if $\uparrow\bigcirc \otimes \uparrow\bigcirc / \notin C$ and $\bigcirc\bigcirc\bigcirc \in C$.
- $C$ is in case $\mathcal{S}$, if $\uparrow\bigcirc \otimes \uparrow\bigcirc \in C$ and $\bigcirc\bigcirc\bigcirc \in C$.

These four case behave quite differently, as can be seen in the next lemma.

**Lemma 1.2 ([TW15] Lemmas 1.3 and 2.1).** Let $C \subseteq \mathcal{P}^\circ$ be a category of partitions.

(a) If $\uparrow\bigcirc \otimes \uparrow\bigcirc \in C$, then $C$ is closed under permutation of colors of neighbouring singletons both sitting on the upper row, or both on the lower one. Furthermore, we may disconnect any point from a block and turn it into a singleton.

(b) If $\uparrow\bigcirc \otimes \uparrow\bigcirc / \notin C$, then all blocks of partitions $p \in C$ have length at least two.

(c) If $\bigcirc\bigcirc\bigcirc \in C$, we may connect neighbouring blocks if they meet at two points (on the same row) with inverse colors. If we even have $\bigcirc\bigcirc\bigcirc \in C$, then $C$ is closed under permutation of colors of neighbouring points (on the same row) belonging to the same block; furthermore, we may connect neighbouring blocks independent of the colors of the points at which they meet.

(d) If $\bigcirc\bigcirc\bigcirc \notin C$, then all blocks of partitions $p \in C$ have length at most two.
Each of these four cases is subdivided again into two cases.

**Definition 1.3.** A category of partitions $C \subseteq P^\circ \bullet$ is

- **globally colorized**, if $\bigcirc \otimes \bigcirc \in C$
- and **locally colorized** if $\bigcirc \otimes \bigcirc \notin C$.

Globally colorized categories of partitions are closed under permutation of colors of the points (compose with $\bigcirc \otimes \bigcirc \bullet$, see [TW15, Lemma 1.3]). Hence, the colorization of partitions only matters on a global level, i.e. the difference $c(p)$ between the number of white and black points of a partition $p \in C$ yields a crucial parameter, the **global parameter** $k(C)$ given by the minimum of all $c(p) > 0$, $p \in C$, see [TW15, Def. 2.5]. Locally colorized categories in turn are more sensitive for the specific color patterns and we need additional parameters, mainly the **local parameter** $d(C)$ which is based on the numbers $c(p_1)$ for subpartitions $p_1$ of $p \in C$ that sit between two legs of $p$. We distinguish between the cases when the two points of these legs are colored by the same color or not.

1.6. **All categories of (two-colored) noncrossing partitions.** We review the classification of all categories of noncrossing partitions obtained in [TW15]. By $b_k \in P^\circ \bullet(0, k)$ we denote the partition consisting of a single block of $k$ points all of which are white, while $\bar{b}_k \in P^\circ \bullet(0, k)$ denotes its verticolor reflection (see Section 1.2), i.e. all $k$ points are black.

**Theorem 1.4 ([TW15, Thm. 7.1]).** Let $C \subseteq NC^\circ \bullet$ be a globally colorized category of noncrossing partitions. Then it coincides with one of the following categories.

**Case O:** $O_{\text{glob}}(k) = \langle \bigcirc \bigotimes \bigcirc \bigotimes \bigcirc \bigotimes \bigcirc \rangle$ for $k \in 2\mathbb{N}_0$

**Case H:** $H_{\text{glob}}(k) = \langle b_k, \bigotimes \bigotimes \bigotimes \bigotimes \rangle$ for $k \in 2\mathbb{N}_0$

**Case S:** $S_{\text{glob}}(k) = \langle \bigcirc \bigotimes \bigotimes \bigotimes \bigotimes \rangle$ for $k \in \mathbb{N}_0$

**Case B:** $B_{\text{glob}}(k) = \langle \bigcirc \bigotimes \bigotimes \bigotimes \bigotimes \rangle$ for $k \in 2\mathbb{N}_0$

or $B'_{\text{glob}}(k) = \langle \bigcirc \bigotimes \bigotimes \bigotimes \bigotimes \rangle$ for $k \in \mathbb{N}_0$

The parameters $k \in \mathbb{N}_0$ in the above theorem are derived from the global parameters $k(C)$ as mentioned in the previous subsection. In the locally colorized case, we also need to take into account the local parameter $d(C)$ which is always a divisor of $k(C)$. By $d|k$ we mean that $k$ is a multiple of $d$. In particular, $d = 0$ implies $k = 0$, but the case $d \neq 0$ with $k = 0$ may occur.

**Theorem 1.5 ([TW15, Thm. 7.2]).** Let $C \subseteq NC^\circ \bullet$ be a locally colorized category of noncrossing partitions. Then it coincides with one of the following categories.

**Case O:** $O_{\text{loc}} = \langle \emptyset \rangle$

**Case H:** $H'_{\text{loc}} = \langle \bigotimes \bigotimes \bigotimes \rangle$
or \( \mathcal{H}_{\text{loc}}(k, d) = \langle b_k, b_d \otimes b_d, \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \bullet \bullet \bullet \bullet \end{array} \rangle \) for \( k, d \in \mathbb{N}_0 \backslash \{1, 2\}, d | k \)

Case \( S \): \( S_{\text{loc}}(k, d) = \langle \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \uparrow \otimes \downarrow \end{array} \rangle \) for \( k, d \in \mathbb{N}_0 \backslash \{1\}, d | k \)

Case \( B \): \( B_{\text{loc}}(k, d) = \langle \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \uparrow \otimes \downarrow \end{array} \rangle \) for \( k, d \in \mathbb{N}_0, d | k \)

or \( B'_{\text{loc}}(k, d, 0) = \langle \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \uparrow \otimes \downarrow \end{array} \rangle \) for \( k, d \in \mathbb{N}_0 \backslash \{1\}, d | k \)

or \( B'_{\text{loc}}(k, d, \frac{d}{2}) = \langle \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \bullet \bullet \bullet \bullet \end{array}, \begin{array}{c} \uparrow \otimes \downarrow \end{array} \rangle \) for \( k \in \mathbb{N}_0 \backslash \{1\}, d \in 2\mathbb{N}_0 \backslash \{0, 2\}, d | k \) and \( r = \frac{d}{2} \)

2. \( C^* \)-algebraic relations associated to partitions

We can associate \( C^* \)-algebras to categories of partitions by associating relations to partitions. This is the main step in the direction of defining unitary easy quantum groups.

Definition 2.1. Let \( p \in P^{\ast}(k, l) \) and let \( \alpha = (\alpha_1, \ldots, \alpha_k) \) and \( \beta = (\beta_1, \ldots, \beta_l) \) be multi indices with \( \alpha_i, \beta_j \in \{1, \ldots, n\} \). We decorate the upper points of \( p \) with \( \alpha \) and the lower ones with \( \beta \). If now for every block of \( p \) all of the corresponding indices coincide, we put \( \delta_p(\alpha, \beta) := 1 \); otherwise \( \delta_p(\alpha, \beta) := 0 \). Here, the colorization of \( p \) is irrelevant.

Example 2.2. The following choices of \( \alpha \) and \( \beta \) yield:

\[
\begin{array}{cc}
1 & 1 \\
2 & 2 \\
5 & 5 \\
\end{array} \quad \delta = 1 \\
\begin{array}{cc}
1 & 1 \\
2 & 2 \\
5 & 5 \\
\end{array} \quad \delta = 0
\]

Definition 2.3. Let \( n \in \mathbb{N} \) and let \( A \) be a \( C^* \)-algebra generated by \( n^2 \) elements \( u_{ij} \), \( 1 \leq i, j \leq n \). Let \( p \in P^{\ast}(k, l) \) be a partition and let \( r = (r_1, \ldots, r_k) \in \{\circ, \bullet\}^k \) be its upper color pattern and \( s = (s_1, \ldots, s_l) \in \{\circ, \bullet\}^l \) be its lower color pattern. We put \( u_{ij}^\circ := u_{ij} \) and \( u_{ij}^\bullet := u_{ij}^* \).

We say that the generators \( u_{ij} \) fulfill the relations \( R(p) \), if for all \( \beta_1, \ldots, \beta_l \in \{1, \ldots, n\} \) and for all \( i_1, \ldots, i_k \in \{1, \ldots, n\} \), we have:

\[
\sum_{\alpha_1, \ldots, \alpha_k=1}^n \delta_p(\alpha, \beta) u_{\alpha_1 i_1}^\circ \cdots u_{\alpha_k i_k}^\circ = \sum_{\gamma_1, \ldots, \gamma_l=1}^n \delta_p(i, \gamma) u_{\beta_1 \gamma_1}^\bullet \cdots u_{\beta_l \gamma_l}^\bullet
\]

The left-hand side of the equation is \( \delta_p(0, \beta) \) if \( k = 0 \) and analogous \( \delta_p(i, 0) \) for the right-hand side in the case \( l = 0 \).

Using this definition, we can now give a list of relations associated to partitions that appeared throughout the classification (see Section \[1.6\]) of categories of non-crossing partitions. We denote by \( u \) the matrix \( u = (u_{ij})_{1 \leq i, j \leq n} \), and \( \bar{u} := (u_{ij}^*) \). Furthermore, \( \text{rot}_t(p) \in P^{\ast}(t, k) \) denotes the partitions obtained from \( p \in P^{\ast}(0, k + t) \).
by rotating the last $t$ points to the upper line. If we simply write $\text{rot}(p)$, we do not specify which or how many of the points are rotated. It is often more convenient to consider the relations of a partition in some rotated form rather than of the partition itself.

Regarding the relations, it is reasonable to reformulate the category $\mathcal{O}_{\text{glob}}(k)$ using the partition $\bigotimes_{\text{nest}(k)}$ obtained from nesting the partition $\bigotimes$ $k$-times into itself, i.e.:

$$\bigotimes_{\text{nest}(3)} = \begin{bmatrix} \circ \circ \circ \circ \end{bmatrix}.$$  

**Lemma 2.4.** If $\mathcal{C} \subseteq P^{\bullet \bullet}$ is a category of partitions, then $\bigotimes_{\text{nest}(k)}^k \in \mathcal{C}$ if and only if $\bigotimes_{\text{nest}(k)}^\oplus \in \mathcal{C}$. In particular $\mathcal{O}_{\text{glob}}(k) = \langle \bigotimes_{\text{nest}(k)}^\oplus, \bigotimes_{\text{nest}(k)}^\otimes, \bigotimes_{\text{nest}(k)}^\bullet \rangle$.

**Proof.** Let $k \in \mathbb{N}_0 \setminus \{0\}$ and $\bigotimes_{\text{nest}(k)}^\oplus \in \mathcal{C}$. We have $\bigotimes_{\text{nest}(k)}^\oplus \in \mathcal{C}$ by [TW15, Lemma 1.1(d)] and hence $\bigotimes_{\text{nest}(k)}^\oplus \bigotimes_{\text{nest}(k)}^\otimes \bigotimes_{\text{nest}(k)}^\bullet \in \mathcal{C}$. By [TW15, Lemma 1.1], we know that $\bigotimes_{\text{nest}(k)}^\oplus \bigotimes_{\text{nest}(k)}^\otimes \in \mathcal{C}$ and hence $\mathcal{C}$ is closed under permutation of colors [TW15 Lemma 1.3]. Thus $\bigotimes_{\text{nest}(k)}^\oplus \bigotimes_{\text{nest}(k)}^\otimes \bigotimes_{\text{nest}(k)}^\bullet \in \mathcal{C}$ and therefore $\bigotimes_{\text{nest}(k)}^\bullet \in \mathcal{C}$ using [TW15 Lemma 1.1(b)]. The converse direction is similar. □

The next relations can directly be derived from Definition 2.3

$$R(\bigotimes) : \sum_k u_{ik}^* u_{jk}^* = \delta_{ij}, \text{ i.e. } uu^* = 1$$

$$R(\bigoplus) : \sum_k u_{ik}^* u_{kj} = \delta_{ij}, \text{ i.e. } u^* u = 1$$

$$R(\bigcirc \bigcirc) : \sum_k u_{ik}^* u_{jk} = \delta_{ij}, \text{ i.e. } \bar{u}(\bar{u})^* = 1$$

$$R(\bigcirc \bullet) : \sum_k u_{ik} u_{jk}^* = \delta_{ij}, \text{ i.e. } (\bar{u})^* \bar{u} = 1$$

$$R(\bigotimes) = R(\bigoplus) : u_{ij} u_{kl} = u_{kl} u_{ij}$$

$$R(\bigcirc \bigcirc) = R(\bigcirc \bullet) : u_{ij} u_{kl}^* = u_{kl}^* u_{ij}$$

$$R(\bigcirc) = R(\bigcirc) = R(\text{rot}_1(\bigotimes)) : u_{ij} = u_{ij}^*, \text{ i.e. } u = \bar{u}$$

$$R(\text{rot}_l(\bigotimes_{\text{nest}(l)})) : u_{i_1 j_1} \ldots u_{i_l j_l} = u_{i_1 j_1}^* \ldots u_{i_l j_l}^*$$
In this section we define unitary easy quantum groups. We first recall some notions and facts about compact matrix quantum groups.

3. Definition of unitary easy quantum groups

\[ R\left( \begin{array}{c|c}
\ast & \ast \\
\ast & \ast
\end{array} \right) = R(\text{rot}\left( \begin{array}{c|c}
\ast & \ast \\
\ast & \ast
\end{array} \right)) : u_{ij}^* u_{kl} = u_{ij} u_{kl} \]

\[ R(\text{rot}_1(\begin{array}{c}
\ast \\
\ast
\end{array})) : \left( \sum_k u_{kj} \right) = \left( \sum_l u_{il} \right) \]

\[ R(\text{rot}_t(\begin{array}{c}
\ast \\
\ast
\end{array})^s) : \left( \sum_k u_{k1j1} \right) \cdots \left( \sum_k u_{k1js} \right) = \left( \sum_l u_{l1l1}^* \right) \cdots \left( \sum_l u_{l1l1}^* \right) \]

\[ R(\begin{array}{c|c|c}
\ast & \ast & \ast \\
\ast & \ast & \ast \\
\ast & \ast & \ast
\end{array}) = 1 \]

\[ R(\begin{array}{c|c|c|c}
\ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast
\end{array}) = 0 \text{ if } i \neq j \]

\[ R(\begin{array}{c|c|c|c}
\ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast \\
\ast & \ast & \ast & \ast
\end{array}) = 0 \text{ if } i \neq j \]

\[ R(\text{rot}_d(b_d \otimes \tilde{b}_d)) : \sum_k \delta_{i1i2} \delta_{i2i3} \cdots \delta_{i_{d-1}id} u_{k1j1} \cdots u_{kjd} = \sum_l \delta_{j1j2} \delta_{j2j3} \cdots \delta_{j_{d-1}jd} u_{l1l1} \cdots u_{lid} \]

\[ R(b_k) : \sum_l u_{i1l} \cdots u_{i_kl} = \delta_{i1i2} \delta_{i2i3} \cdots \delta_{i_{k-1}ik} \]

\[ R(\text{rot}_t(b_{s+t})) : \delta_{i1i2} \delta_{i2i3} \cdots \delta_{i_{s+t}i1} = \delta_{j1j2} \delta_{j2j3} \cdots \delta_{j_{s+t}j1} \]

\[ R(\text{rot}_{d+1}(\begin{array}{c}
\ast \\
\ast \\
\ast
\end{array})) : u_{ij} \left( \sum_{k_1} u_{k1j1} \right) \cdots \left( \sum_{k_d} u_{k1jd} \right) = \left( \sum_{l_1} u_{l1l1} \right) \cdots \left( \sum_{l_d} u_{l1l1} \right) u_{ij} \]

\[ R(\text{rot}_2(\begin{array}{c}
\ast \\
\ast \\
\ast
\end{array})) : u_{ij} \left( \sum_{k_1} u_{k1j1} \right) = \left( \sum_{l_1} u_{l1l1} \right) u_{ij}^* \]

\[ R(\text{rot}_r(\begin{array}{c}
\ast \\
\ast \\
\ast
\end{array})^{r+1}) : u_{ij} \left( \sum_{k_1} u_{k1j1} \right) \cdots \left( \sum_{k_{r-1}j_{r-1}} u_{k_{r-1}j_{r-1}} \right) = \left( \sum_{l_1} u_{l1l1} \right) \cdots \left( \sum_{l_{r+1}} u_{l_{r+1}l_{r+1}} \right) u_{ij}^* \]
3.1. **Compact matrix quantum group.** In [Wor87] (see also [Wor91]), Woronowicz gave a definition of a compact matrix quantum group within the $C^*$-algebraic framework.

**Definition 3.1.** A compact matrix quantum group for $n \geq 1$ is given by a unital $C^*$-algebra $A$ such that

- the $C^*$-algebra $A$ is generated by $n^2$ elements $u_{ij}$, $1 \leq i, j \leq n$,
- the matrices $u = (u_{ij})$ and $\bar{u} = (u_{ij}^*)$ are invertible in $M_n(A)$,
- and the map $\Delta : A \to A \otimes_{\min} A$ given by $\Delta(u_{ij}) = \sum_k u_{ik} \otimes u_{kj}$ is a $*$-homomorphism.

We sometimes also write $A = C(G)$ – even if $A$ is noncommutative – and speak of $G$ as the quantum group, sometimes specifying $(G, u)$ to indicate the matrix $u$ of the above definition. We then say that $(G, u)$ is a quantum subgroup of $(H, u^H)$, writing $G \subseteq H$, if there exists a $*$-homomorphism $\varphi : C(H) \to C(G)$ mapping $u_{ij}^H \mapsto u_{ij}^G$. Note that there exist weaker definitions of quantum subgroups in the more general context of compact quantum groups. We should remark that the usual definition of compact matrix quantum groups requires $u$ and $u^t = (u_{ji})$ to be invertible, but since $\bar{u}^* = u^t$, our definition is an equivalent one.

In order to get a feeling for the above definition, observe that any compact group $G \subseteq M_n(\mathbb{C})$ can be viewed as a compact matrix quantum group by considering $A = C(G)$, the algebra of continuous functions over $G$, and $u_{ij} : G \to \mathbb{C}$ the coordinate functions mapping a matrix $(g_{kl}) \in G$ to the entry $g_{ij}$. Here, the map $\Delta$ is nothing but the dualized matrix multiplication. Thus, compact matrix quantum groups generalize compact matrix groups $G \subseteq M_n(\mathbb{C})$. Moreover, any compact matrix quantum group is a compact quantum group in the more general sense as defined by Woronowicz [Wor98].

The following definitions are due to Woronowicz [Wor87, Sect. 1].

**Definition 3.2.** Let $(G, u)$ and $(H, v)$ be compact matrix quantum groups with $u$ and $v$ of size $n$. We say that $G$ and $H$ are

(a) **identical**, if there is a $*$-isomorphism from $C(G)$ to $C(H)$ mapping $u_{ij}$ to $v_{ij}$, hence mapping $u$ to $v$.

(b) **similar**, if there is an invertible matrix $T \in GL_n(\mathbb{C})$ and a $*$-isomorphism from $C(G)$ to $C(H)$ mapping $u$ to $TvT^{-1}$.

We refer to [Wor87] and [Wor91] or to the surveys [KT99], [MVD98] and the books [Tim08], [NT13] for more information on the subject.

3.2. **An ad hoc definition of unitary easy quantum groups.** We first give an ad hoc definition of unitary easy quantum groups, which somehow seems to come out of the blue but will be put into a wider context in the next subsections. For the moment, recall that we associated certain relations $R(p)$ to a partition $p \in P^{<\bullet}$, see Definition 2.3.
Definition 3.3 (easy QG – ad hoc definition). A compact matrix quantum group \( G \) is called easy (in its full version), if there is a set of partitions \( C_0 \subseteq P^\circ \) such that the \( C^* \)-algebra \( C(G) \) associated to \( G \) is the universal unital \( C^* \)-algebra generated by elements \( u_{ij}, 1 \leq i, j \leq n \) such that \( u \) and \( \bar{u} \) are unitary and the \( u_{ij} \) satisfy the relations \( R(p) \) for \( p \in C_0 \).

The quantum group is called orthogonal easy (in its full version) if in addition all \( u_{ij} \) are selfadjoint.

Remark 3.4. One should check that any universal \( C^* \)-algebra of the form as in the above definition gives rise to a compact matrix quantum group in the sense of Definition 3.1. To do so, it is straightforward to verify that the relations \( R(p) \) are satisfied by the elements \( u'_{ij} := \sum_k u_{ik} \otimes u_{kj} \) whenever the \( u_{ij} \) satisfy the relations \( R(p) \). Note that as mentioned in Section 2, the relations making \( u \) and \( \bar{u} \) unitaries are also of the form \( R(p) \) for some \( p \in P^\circ \).

Moreover, one can prove that if \( A \) is the universal \( C^* \)-algebra generated by the \( u_{ij} \) and the relations \( R(p) \) for \( p \in C_0 \), together with those making \( u \) and \( \bar{u} \) unitaries, and if \( B \) is the universal \( C^* \)-algebra generated by elements \( u_{ij} \) and the relations \( R(p) \) for all partitions \( p \) from the category \( C = \langle C_0 \rangle \) generated by the set \( C_0 \), then \( A \) and \( B \) coincide. Such considerations may also be found in an article in preparation by the second author.

Example 3.5. The following three quantum groups as defined by Wang [Wan95a, Wan98] are easy quantum groups:

- The free unitary quantum group \( U^+_n \) is given by the universal \( C^* \)-algebra generated by \( u_{ij} \) and the relations making \( u \) and \( \bar{u} \) unitaries. It is easy with \( C_0 = \emptyset \).
- The free orthogonal quantum group \( O^+_n \) is given by the quotient of \( C(U^+_n) \) by the relations making the \( u_{ij} \) selfadjoint. It is orthogonal easy with \( C_0 = \{ \cdot \} \).
- The free symmetric quantum group \( S^+_n \) is given by the quotient of \( C(O^+_n) \) by the relations making the \( u_{ij} \) projections with \( \sum_k u_{ik} = \sum_k u_{kj} = 1 \). It is orthogonal easy with \( C_0 = \{ \cdot \} \).

Example 3.6. The symmetric group \( S_n \subseteq M_n(\mathbb{C}) \) can be viewed as a compact matrix quantum group with algebra \( C(S_n) \) and the coordinate functions \( u_{ij} \) as generators (see Section 3.1). It is easy with \( C_0 = \{ \cdot \} \). We have \( S_n \subseteq S^+_n \subseteq O^+_n \subseteq U^+_n \).

3.3. Tannaka-Krein for compact matrix quantum groups. The above definition of easy quantum groups is motivated from the following result. In [Wor88], Woronowicz revealed an abstract way of obtaining compact matrix quantum groups from certain tensor categories. To be more precise: from concrete monoidal \( W^* \)-categories. Consider the following data:

- Let \( R \) be a set endowed with a binary operation \( \cdot : R \times R \to R, (r, s) \mapsto rs \).
For each $r \in R$, let $H_r$ be a finite-dimensional Hilbert space.

- For each $r, s \in R$, let $\text{Mor}(r, s)$ be a linear subspace of the space of all linear maps $T : H_r \to H_s$.

If now $\mathcal{R} := (R, \cdot, (H_r)_{r \in R}, (\text{Mor}(r, s))_{r, s \in R})$ fulfills the following list of axioms, we say that $\mathcal{R}$ is a concrete monoidal $W^*$-category:

(i) $\mathcal{R}$ is closed under tensor products, i.e. if $T_i \in \text{Mor}(r_i, s_i)$, for $i = 1, 2$, then also $T_1 \otimes T_2 \in \text{Mor}(r_1 r_2, s_1 s_2)$ and $H_{rs} = H_r \otimes H_s$.

(ii) $\mathcal{R}$ is closed under composition, i.e. if $T_i \in \text{Mor}(r_i, s_i)$, for $i = 1, 2$, and $s_1 = r_2$ then also $T_2 T_1 \in \text{Mor}(r_1, s_2)$.

(iii) $\mathcal{R}$ is closed under involution, i.e. if $T \in \text{Mor}(r, s)$, then $T^* \in \text{Mor}(s, r)$.

(iv) The identity map $\text{id}$ is in $\text{Mor}(r, r)$, for all $r \in R$.

(v) If $H_r = H_s$ and $\text{id} \in \text{Mor}(r, s)$, then $r = s$.

(vi) We have $(rs) t = r(st)$ for all $r, s, t \in R$.

(vii) There is an element $1 \in R$ such that $H_1 = \mathbb{C}$ and $1r = r1 = r$.

For $f \in R$ we denote by $\bar{f} \in R$ the element in $R$ – if it exists – such that there is an invertible antilinear mapping $j : H_f \to H_{\bar{f}}$ with $t_j \in \text{Mor}(1, \bar{f}f)$ and $\bar{t}_j \in \text{Mor}(f \bar{f}, 1)$, where for an orthonormal basis $(e_i)$ of $H_f$ and all $a \in H_f, b \in H_f$, the maps $t_j$ and $\bar{t}_j$ are given by:

$$t_j(1) = \sum_i e_i \otimes j(e_i) \quad \text{and} \quad \bar{t}_j(a \otimes b) = \langle j^{-1}(a), b \rangle_{H_f}$$

We say that $\{f, \bar{f}\}$ generates $\mathcal{R}$ if for any $s \in R$ there exist $b_k \in \text{Mor}(r_k, s)$, $k = 1, \ldots, m$ such that $\sum b_k b_k^* = \text{id}$, and every $r_k$ is a product of the form $r_k = f_1 \ldots f_{nk}$, where $f_i \in \{f, \bar{f}\}$.

Woronowicz also has a notion of completeness for a concrete monoidal $W^*$-category (using unitary equivalence, projections onto smaller objects, and direct sums), and he can show that any such category can be completed.

His main theorem in [Wor88] is then that compact matrix quantum groups can be reconstructed from their intertwiner spaces. To be more precise, let $G$ be a compact matrix quantum group and let $R(G)$ be the class of its finite-dimensional unitary representations. Every such representation $u^r \in R(G)$ is of the form $u^r = \sum_{i,j} e_{ij} \otimes u_{ij}^r \in B(H_r) \otimes C(G)$, where $e_{ij}$ are the matrix units in $B(H_r)$. We may equip $R(G)$ with the binary operation given by the tensor product of representations, $u^r \otimes u^s = \sum_{i,j,k,l} e_{ij} \otimes e_{kl} \otimes u_{ij}^r u_{kl}^s \in B(H_r \otimes H_s) \otimes C(G)$. Furthermore, we denote the space of intertwiners by:

$$\text{Mor}(u^r, u^s) := \{T : H_r \to H_s \mid Tu^r = u^s T\}$$

We now formulate Woronowicz’s theorem in the Kac case, i.e. when the conjugate of $u$ is given by $\bar{u} = (u_{ij}^*)$ (in general the form the conjugate of $u$ depends on the above map $j$).

**Theorem 3.7** (Tannaka-Krein for compact matrix quantum groups [Wor88]).
UNITARY EASY QUANTUM GROUPS

(a) Let $(G, u)$ be a compact matrix quantum group in the Kac case. The class $R(G)$ of all finite-dimensional unitary representations of $G$ is a complete concrete monoidal $W^*$-category generated by $\{u, \bar{u}\}$.

(b) Conversely, let $\mathcal{R}$ be a concrete monoidal $W^*$-category generated by $\{f, \bar{f}\}$. Then there is a compact matrix quantum group $(G, u)$ such that:

- $R(G)$ is a model of $\mathcal{R}$, i.e. for every $r \in R$ there is a representation $u^r \in R(G)$ with $u^r \in B(H_r) \otimes C(G)$, $u^{rs} = u^r \otimes u^s$, $Tu^r = u^r T$ for all $T \in \text{Mor}(r, s)$, and $u^\emptyset = u$.
- The completion of $\mathcal{R}$ coincides with $R(G)$.
- The quantum group $G$ is universal in the sense, that any other model of $\mathcal{R}$ yields a quantum subgroup of $G$.

Let us highlight two remarkable aspects of this theorem. Firstly, we obtain a compact matrix quantum group whenever we have a concrete monoidal $W^*$-category at hand. This is quite plausible in the case when our category is complete – we define a quantum group simply by specifying all of its representations. But the second very nice thing is now, that we do not need to come up with all representations but only with a rougher skeleton of it – we only need a not necessarily complete category. This means, that the whole information about the quantum group is already given by a much smaller class of intertwiner spaces. This is a drastic reduction of complexity which will be needed in the sequel. In some sense, categories of partitions result from yet another reduction of complexity.

3.4. A definition of unitary easy quantum groups using intertwiner spaces.

Building on Woronowicz’s Tannaka-Krein result, we may now give a more systematical definition of easy quantum groups using intertwiner spaces. We very much follow the ideas of Banica and Speicher in the orthogonal case [BS09]. Let $p \in P^\circ \cdot (k, l)$ be a two-colored partition. Using the numbers $\delta_p$ as defined in Definition 2.1 we define linear maps $T_p : (\mathbb{C}^n)^{\otimes k} \to (\mathbb{C}^n)^{\otimes l}$ by the following, where $(e_i)$ is the canonical orthonormal basis of $\mathbb{C}^n$.

$$T_p(e_{i_1} \otimes \ldots \otimes e_{i_k}) = \sum_{j_1, \ldots, j_l} \delta_p(i, j) e_{j_1} \otimes \ldots \otimes e_{j_l}$$

We use the convention that $(\mathbb{C}^n)^{\otimes 0} = \mathbb{C}$. Note that the coloring of the partition $p$ is not relevant for the definition of the map $T_p$. It only becomes relevant when $T_p$ is supposed to be an intertwiner. For this, we need some more notation. For $r = (r_1, \ldots, r_k) \in \{\circ, \bullet\}^k$ we put $u^\circ := u$, $u^\bullet := \bar{u}$ and $u^r := u^{r_1} \otimes \ldots \otimes u^{r_k}$.

Definition 3.8 (easy QG – intertwiner definition). A compact matrix quantum group $G$ with $S_n \subseteq G \subseteq U_n^+$ is called (unitary) easy, if there is a category of partitions $\mathcal{C} \subseteq P^\circ \cdot$ such that for every $r \in \{\circ, \bullet\}^k$, every $s \in \{\circ, \bullet\}^l$, and all $k, l \in \mathbb{N}_0$, the space of intertwiners Mor$(u^r, u^s)$ is spanned by all linear maps $T_p$ where $p$ is in $\mathcal{C}(k, l)$ and has upper coloring according to $r$ and lower coloring according to $s$.

An easy quantum group $G$ is called an orthogonal easy quantum group, if $G \subseteq O_n^+$. 
Note that if $r$ and $s$ consist only of white points, we have:

$$\text{Mor}(u^r, u^s) = \text{Mor}(u^\otimes k, u^\otimes l) = \text{span}\{T_p \mid p \in C(k, l), \text{ all points of } p \text{ are white}\}$$

The above definition of an orthogonal easy quantum group is equivalent to the one given by Banica and Speicher [BS09]. Indeed, let $G$ be an easy quantum group with $S_n \subseteq G \subseteq O_n^+$ as defined by Banica and Speicher. Hence, there is a category of non-colored partitions $C \subseteq \mathcal{P}$ such that for all $k, l \in \mathbb{N}_0$:

$$\text{Mor}(u^\otimes k, u^\otimes l) = \text{span}\{T_p \mid p \in C(k, l)\}$$

By Section 1.4, $\Psi^{-1}(C) \subseteq P^\circ\bullet$ is a category of two-colored partitions containing $\mathcal{Q}$. Now, $G$ is an easy quantum group in the sense of Definition 3.8, since the relations $R(p)$ exactly give $u = \bar{u}$, see Section 2. This shows that, our definition of unitary easy quantum groups is straightforward once the definition of orthogonal easy quantum groups was given by Banica and Speicher. Furthermore, the idea of unitary easy quantum groups was somehow around in the literature, see for instance [BBC07, Sect. 12]. Finally, we gratefully acknowledge the access to an unpublished draft by Banica, Curran and Speicher [BCS12a] dating from 2012, in which the theory of unitary easy quantum groups was already developed. However, up to now, there was no honest definition of unitary easy quantum groups available in the literature.

The link between the $C^*$-algebraic relations and the intertwiner spaces is the following.

**Lemma 3.9.** Let $p \in P^\circ\bullet(k, l)$ with upper color pattern $r \in \{\circ, \bullet\}^k$ and lower color pattern $s \in \{\circ, \bullet\}^l$, and let $n \in \mathbb{N}$. Let $A$ be a $C^*$-algebra generated by elements $u_{ij}$, $1 \leq i, j \leq n$. Then, the generators $u_{ij}$ fulfill the relations $R(p)$ if and only if $T_p u^r = u^s T_p$ for $u^r$ and $u^s$ as defined above.

**Proof.** Applying $u^r = \sum_{i_1, \ldots, i_k} e_{j_1 i_1} \otimes \cdots \otimes e_{j_k i_k} \otimes u^{r_1}_{j_1 i_1} \cdots u^{r_k}_{j_k i_k} \in M_n(\mathbb{C})^\otimes k \otimes A$ to a vector $e_{i_1} \otimes \cdots \otimes e_{i_k} \otimes 1$ amounts to:

$$u^r(e_{i_1} \otimes \cdots \otimes e_{i_k} \otimes 1) = \sum_{\alpha_1, \ldots, \alpha_k} e_{\alpha_1} \otimes \cdots \otimes e_{\alpha_k} \otimes u^{r_1}_{\alpha_1 i_1} \cdots u^{r_k}_{\alpha_k i_k}$$

Thus:

$$T_p u^r(e_{i_1} \otimes \cdots \otimes e_{i_k} \otimes 1) = \sum_{\alpha, \beta} \delta_p(\alpha, \beta) e_{\beta_1} \otimes \cdots \otimes e_{\beta_l} \otimes u^{r_1}_{\alpha_1 i_1} \cdots u^{r_k}_{\alpha_k i_k}$$

Whereas:

$$u^s T_p(e_{i_1} \otimes \cdots \otimes e_{i_k} \otimes 1) = \sum_{\gamma, \beta} \delta_p(i, \gamma) e_{\beta_1} \otimes \cdots \otimes e_{\beta_l} \otimes u^{s_1}_{\beta_1 \gamma_1} \cdots u^{s_l}_{\beta_l \gamma_l}$$

Comparison of the coefficients yields the claim. \qed
3.5. From categories of partitions to easy quantum groups via Tannaka-Krein. By Definition 3.8 an easy quantum group is a quantum group, whose intertwiner spaces are indexed by elements from a category of partitions. But can we always assign a quantum group to a category of partitions? We will now show how to construct a concrete monoidal $W^\ast$-category given a category of partitions. We then apply Woronowicz’s Tannaka-Krein result and we are done. This yields a third definition of easy quantum groups.

The first step is to show – like in [BS09] – that operations on the maps $T_p$ match nicely with operations on partitions. To do this for the composition of two partitions $q \in P^\ast(k,l)$ and $p \in P^\ast(l,m)$, we need some more notation. Recall from Section 1.2 that the $l$ middle points are removed when forming the composition $pq \in P^\ast(k,m)$. But before doing so, we restrict the partition $p$ to its upper, and $q$ to its lower points. We then form the maximum of these two restricted partitions $p_0$ and $q_0$, i.e. we consider the minimal partition $r$ such that every block of $p_0$ is contained in a block of $r$, and likewise for $q_0$. Now let $rl(q,p)$ be the number of those blocks of $r$ containing only points which are neither connected to one of the $k$ upper points of $q$ nor to one of the $m$ lower points of $p$.

**Lemma 3.10.** The assignment $p \mapsto T_p$ respects the category operations for partitions:

(a) $T_p \otimes T_q = T_{p \otimes q}$
(b) $T_q T_p = n^{rl(q,p)} T_{qp}$
(c) $(T_p)^* = T_{p^*}$

**Proof.** The proof is word by word the same as in [BS09, Prop 1.9] (since $T_p$ does not see the coloring of $p$). □

In fact, it is not important to understand the precise number $n^{rl(q,p)}$ – the only thing that matters is that the span of all $T_p$ is closed under composition of maps.

We are now ready to apply Woronowicz’s theorem.

**Proposition 3.11.** Let $\mathcal{C} \subseteq P^\ast$ be a category of partitions. We may associate a concrete monoidal $W^\ast$-category with generating set $\{f, \bar{f}\}$ to it, and hence a compact matrix quantum group $G$ of Kac type (in the sense that $u_f = u = (u_{ij})$ and $u_f^* = \bar{u} = (u_{ij}^*)$). The $C^\ast$-algebra $C(G)$ is the universal $C^\ast$-algebra generated by the relations $R(p)$ with $p \in \mathcal{C}$, thus it is easy in the sense of Definition 3.3.

**Proof.** This is how we associate a concrete monoidal $W^\ast$-category $\mathcal{R}_C$ to a category $\mathcal{C}$ of partitions:

- We let $R_0$ be the set of all words $r = r_1 \ldots r_k \in \{\circ, \bullet\}^k$, for all $k \in \mathbb{N}_0$. Denote by $|r| := k$ the length of the word. We also consider the empty word $e$ with $|e| = 0$. We let $R$ be the set of words in $R_0$ with the identification of two words $r$ and $s$ whenever $|r| = |s|$ and the tensor product of $\circ, \bullet$. 

and \( \circ \) with upper color pattern \( r \) and lower color pattern \( s \) is in \( \mathcal{C} \). We define a binary operation \( \cdot : \mathcal{R} \times \mathcal{R} \to \mathcal{R} \) by concatenation of words.

- For \( r \in \mathcal{R} \), put \( H_r := (\mathbb{C}^n)^{\otimes |r|} \). Moreover \( H_e := \mathbb{C} \).
- Let \( \text{Mor}(r, s) \) be the linear span of all maps \( T_p \) where \( p \in \mathcal{C}(|r|, |s|) \) such that the upper points of \( p \) are colored according to \( r \) and the lower points according to \( s \).
- Put \( f := \circ \) and \( \bar{f} := \bullet \).

Using Lemma 3.10 conditions (i), (ii) and (iii) of a concrete monoidal \( W^* \)-category are readily verified. The map for (iv) is given by a suitable tensor product of the identity partitions \( \circ \) and \( \bullet \), and (v) is fulfilled since we passed from \( R_0 \) to \( R \). Finally, the concatenation of words is associative, thus (vi) is satisfied and as for (vii), we use the empty word. Moreover, \( f = \circ \) and \( \bar{f} = \bullet \) are conjugate with the invertible antilinear mapping \( j : \mathbb{C}^n \to \mathbb{C}^n \) given by \( \sum \alpha_i e_i \mapsto \sum \bar{\alpha}_i e_i \). Then \( t_j = T \circ \in \text{Mor}(1, f\bar{f}) \) and \( t_j = T \bullet \in \text{Mor}(ff, 1) \). Furthermore, for any \( s \in \mathcal{R} \), we let \( b_1 \in \text{Mor}(s, s) \) be the identity map, proving that \( \{f, \bar{f}\} \) generates the \( W^* \)-category. Hence, \( \mathcal{R}_\mathcal{C} \) is a concrete monoidal \( W^* \)-category and we obtain a quantum group \( G \) due to Theorem 3.7.

The \( C^* \)-algebra \( C(G) \) fulfills the relations \( R(p) \) for all \( p \in \mathcal{C} \) by Lemma 3.9. On the other hand, the universal \( C^* \)-algebra generated by all relations \( R(p) \), \( p \in \mathcal{C} \) gives rise to a model for \( \mathcal{R}_\mathcal{C} \). Hence, it coincides with \( C(G) \).

In this sense, the theory of easy quantum groups arises as a very direct application of Woronowicz’s Tannaka-Krein result and categories of partitions are yet another reduction of complexity compared to concrete monoidal \( W^* \)-categories (see the discussion after Theorem 3.7). Implicitly first roots of such a diagrammatic approach to these \( W^* \)-categories may be found in Woronowicz’s construction of the twisted \( SU(N) \) groups [Wor88, Proof of Thm. 1.4].

**Corollary 3.12.** If \( G \) is easy in the sense of Definition 3.3, it is easy in the sense of Definition 3.8.

**Proof.** Let \( \mathcal{C}_0 \subseteq P^* \) be a set and let \( C(G) \) be the universal \( C^* \)-algebra generated by elements \( u_{ij} \) with \( u \) and \( \bar{u} \) unitary and the relations \( R(p) \), \( p \in \mathcal{C}_0 \). By Remark 3.4, we may assume that \( \mathcal{C}_0 \) is a category of partitions and by Proposition 3.11 we obtain a compact matrix quantum group \( H \) such that \( C(H) = C(G) \). Hence \( G = H \) and its intertwiners are given by the span of all \( T_p \), \( p \in \mathcal{C}_0 \). Moreover, as \( u \) and \( \bar{u} \) are unitaries, we have \( G \subseteq U_n^+ \). Finally, \( P^* \) is the category generated by \( \{\circ, \uparrow, \circ, \circ, \circ, \circ, \circ, \circ\} \) (see [Web13]) and thus we have a surjection of \( C(G) \) to \( C(S_n) \) mapping generators to generators. This proves \( S_n \subseteq G \) and we are done.

Asking for the converse, we have to mention one subtlety. Given a \( * \)-algebra \( A \), there may exist several \( C^* \)-completions of it. A compact matrix quantum group \( G \)
is in its full version, if \( C(G) \) is the universal enveloping \( C^* \)-algebra \( C_f(G) \) of the \( * \)-algebra \( \text{Pol}(G) \) generated by polynomials in the elements \( u_{ij} \) for \( i, j \in \{1, \ldots, n\} \). We also have a reduced version of \( G \) given by the \( C^* \)-algebra \( C_r(G) \) obtained from the GNS construction with the Haar state on \( C_f(G) \) (see [NT13] for details). This is yet another completion of \( \text{Pol}(G) \). A quantum group in its full version, in its reduced version or in its algebraic version (taking \( \text{Pol}(G) \) as the algebra) – from an algebraic point of view, these are all different objects since the underlying algebras are different. But on a more abstract level, it is always the same quantum group – in different disguises, but with the same “quantum group features” like the representation theory or the intertwiner spaces.

Now, Definition 3.3 and Woronowicz’s Tannaka-Krein approach only cover quantum groups in their full versions while Definition 3.8 appears to be more general. However, any easy quantum group in the sense of Definition 3.8 will be easy in the sense of Definition 3.3 once put into its full version, i.e. once its algebra \( \text{Pol}(G) \) is completed in a maximal way. We conclude that all three approaches to a definition of easy quantum groups yield the same objects linking combinatorics with quantum algebra in the following nice way.

**Corollary 3.13.** Categories of partitions are in one-to-one correspondence with easy quantum groups. More precisely, to a category \( \mathcal{C} \), we may assign an easy quantum group \( G_n \) for every \( n \in \mathbb{N} \), as seen in Proposition 3.11. Now, the correspondence

\[
\{ \mathcal{C} \subseteq \mathcal{P}^\bullet \text{ categ. of part.} \} \quad \longleftrightarrow \quad \{(G_n)_{n \in \mathbb{N}} \text{ easy q.g. with same categ. of part.}\}
\]

is one-to-one.

**Proof.** Surjectivity is clear by the definition of easy quantum groups. As for injectivity, assume that two categories \( \mathcal{C} \) and \( \mathcal{D} \) yield the same sequence \( (G_n) \) of easy quantum groups. Let \( p \in \mathcal{C}(k, l) \) and let \( n \geq k + l \). Then the associated linear map \( T_p \) is an intertwiner for \( G_n \), since \( G_n \) is easy with category \( \mathcal{C} \). Since it is also easy with \( \mathcal{D} \), the map \( T_p \) is in the span of all maps \( T_q \) for \( q \in \mathcal{D}(k, l) \). Now, the maps \( T_r \) for \( r \in P^\bullet(k, l) \) are linearly independent since \( n \geq k + l \) (see [BS09 Th. 1.10] or [BRRZ08 Sect. 3]). Thus, \( T_p \) must coincide with one of the \( T_q \), \( q \in \mathcal{D}(k, l) \) and hence \( p = q \in \mathcal{D} \). □

**Remark 3.14.** As discussed in Section 3.1, the \( W^* \)-category appearing in Proposition 3.11 does not necessarily give all representations of the easy quantum group, since it might not be complete. A study of the completion of this \( W^* \)-category is implicitly given in the article [FW14].

4. Free unitary easy quantum groups

In this section we describe the easy quantum groups corresponding to categories of noncrossing partitions. Our main result may be found in Section 4.5.
4.1. Definition of the free case.

**Definition 4.1.** A free easy quantum group is an easy quantum group $G$ such that the corresponding category of partitions $C \subseteq P^\bullet$ contains only noncrossing partitions, thus $C \subseteq NC^\bullet$.

The terminology goes back to Wang’s papers [Wan95a, Wan98] and more explicitly to [BBC07]. See also [Fre14] for a general definition of a free compact matrix quantum group, tracing back to [BV09]. In principle, Theorems 1.4 and 1.5 yield the complete list of free easy quantum groups. However, their interplay with other quantum groups might not be so clear right away. In particular, it is interesting to know how “new” or exotic they are. We will now reveal how these free easy quantum groups may be constructed from some basic quantum groups using products with reflection groups as explained below.

4.2. Free and tensor complexifications with $\mathbb{Z}_d$.

In [Wan95b] and [Wan95a], Wang proved the existence of a comultiplication on the free product as well as on the tensor product of the $C^*$-algebras associated to quantum groups (see also [Tim08]). More precisely, let $G$ and $H$ be two compact (matrix) quantum groups with comultiplications $\Delta_G$ resp. $\Delta_H$. Let $C(G) \boxtimes C(H)$ either be the unital free product $C(G) \ast C(H)$ of the two $C^*$-algebras or the maximal tensor product $C(G) \otimes_{\max} C(H)$.

Denote by $\iota_{C(G)}$ the embedding of $C(G)$ into $C(G) \boxtimes C(H)$ and likewise by $\iota_{C(G) \boxtimes C(G)}$ the embedding of $C(G)$ into $(C(G) \boxtimes C(G)) \otimes_{\min} (C(G) \boxtimes C(H))$.

**Proposition 4.2** ([Wan95b, Wan95a]). Given two compact (matrix) quantum groups $G$ and $H$, there is always a comultiplication $\Delta$ on $C(G) \boxtimes C(H)$ for $\boxtimes \in \{\ast, \otimes_{\max}\}$ such that:

$$\Delta \circ \iota_{C(G)} = \iota_{C(G) \boxtimes C(G)} \circ \Delta_G \quad \text{and} \quad \Delta \circ \iota_{C(H)} = \iota_{C(H) \boxtimes C(H)} \circ \Delta_H$$

As a consequence, one can define the free product and the direct product of compact matrix quantum groups. The fundamental corepresentation is then given by the direct sum of these representations, thus by $\left(\begin{array}{cc} u & \theta \\ \theta & v \end{array}\right)$, where $u$ and $v$ are the matrices of generators for $G$ resp. $H$. We now define another kind of free resp. tensor product of two compact matrix quantum groups.

**Remark 4.3.** Recall that for unital $C^*$-algebras $A$ and $B$, the maximal tensor product $A \otimes_{\max} B$ can be seen as the universal $C^*$-algebra generated by elements $a \in A$ (with the relations of $A$) and $b \in B$ (with the relations of $B$) such that all such $a$ and $b$ commute; the units of $A$ and $B$ are identified. We thus simply write $ab$ for elements $a \otimes b$. The free product $A \ast B$ in turn is the universal $C^*$-algebra generated by elements $a \in A$ (with the relations of $A$) and $b \in B$ (with the relations of $B$) without any further relations; again the units of $A$ and $B$ are identified.

**Definition 4.4.** Let $(G, u)$ and $(H, v)$ be two compact matrix quantum groups with $u$ of size $n$ and $v$ of size $m$. 
The glued free product $G \ast H$ of $G$ and $H$ is given by the $C^*$-subalgebra $C^*(u_{ij}v_{kl} \mid 1 \leq i, j \leq n$ and $1 \leq k, l \leq m) \subseteq C(G) \ast C(H)$.

The glued direct product $G \times H$ of $G$ and $H$ is given by the $C^*$-subalgebra $C^*(u_{ij}v_{kl} \mid 1 \leq i, j \leq n$ and $1 \leq k, l \leq m) \subseteq C(G) \otimes_{\text{max}} C(H)$.

As a simple consequence of Wang’s result, the glued free product and the glued direct product are again compact matrix quantum groups.

**Corollary 4.5.** The $C^*$-subalgebra $C^*(u_{ij}v_{kl} \mid 1 \leq i, j \leq n$ and $1 \leq k, l \leq m)$ of $C(G) \Box C(H)$, $\Box \in \{\ast, \otimes_{\text{max}}\}$ admits a comultiplication $\Delta(u_{ij}v_{kl}) = \Delta_C(u_{ij})\Delta_H(v_{kl})$.

**Proof.** Restriction of the comultiplication $\Delta$ of Proposition 4.2 yields the result. □

Note that in general, the glued products differ from Wang’s products, i.e. we have $G \ast H \neq G \ast H$ and $G \times H \neq G \times H$. The crucial difference lies in the fundamental matrix $u \oplus v$ (Wang) versus $u \otimes v$ (glued).

To a discrete group $\Gamma$, one can associate the universal $C^*$-algebra $C^*(\Gamma)$ generated by unitaries $u_g$, $g \in \Gamma$ with $u_gu_h = u_{gh}$, $u_g^* = u_{g^{-1}}$. It is well known that the comultiplication $\Delta(u_g) = u_g \otimes u_g$ turns it into a compact quantum group denoted by $\mathcal{G}$.

**Corollary 4.6.** Let $\Gamma$ be a discrete group generated by a single element $g_0$, and denote by $z$ the generator $u_{g_0}$ of $C^*(\Gamma)$. Let $(G, u)$ be a compact matrix quantum group. Then $G \ast \mathcal{G}$ and $G \times \mathcal{G}$ are compact matrix quantum groups given by $C^*(u_{ij}z)$ in $C(G) \ast C^*(\Gamma)$ resp. in $C(G) \otimes_{\text{max}} C^*(\Gamma)$ and $\Delta(u_{ij}z) = \sum_k u_{ik}z \otimes u_{kj}z$.

**Proof.** Since $\Gamma$ is generated by a single element, $(C^*(\Gamma), z)$ is a compact matrix quantum group with matrix of size 1. Using Corollary 4.5, we obtain the result. □

Denote by $\mathbb{Z}_d$ the cyclic group $\mathbb{Z}_d := \mathbb{Z}/d\mathbb{Z}$. Note that $C^*(\mathbb{Z}_d)$ is the universal $C^*$-algebra generated by a unitary $z$ such that $z^d = 1$. In order to simplify the notation, we will also write $\mathbb{Z}_0$ for $\mathbb{Z}$.

**Definition 4.7.** Let $G$ be a compact matrix quantum group.

(a) The quantum group $G \ast \mathcal{Z}_d$ is called the free $d$-complexification of $G$ and $G \ast \mathbb{Z}_d$ is called the free complexification.

(b) The quantum group $G \times \mathcal{Z}_d$ is called the tensor $d$-complexification of $G$ and $G \times \mathbb{Z}_d$ is called the tensor complexification.

The above definition is a generalization of Banica’s free complexification [Ban08, Ban99].

**Lemma 4.8.** Let $G \subseteq U_n^+$ be a compact matrix quantum group. Then $G \subseteq G \ast \mathcal{Z}_d \subseteq U_n^+$ and $G \subseteq G \times \mathcal{Z}_d \subseteq U_n^+$ for $d \in \mathbb{N}_0$. Note that if $G \subseteq O_n^+$, we do not have $G \ast \mathcal{Z}_d \subseteq O_n^+$ or $G \times \mathcal{Z}_d \subseteq O_n^+$ in general.
Proof. As before, let $\bullet = *$ or $\bullet = \otimes_{\text{max}}$. We have $C(G) \Box C^*(\mathbb{Z}_d) \to C(G)$ mapping $u_{ij} \mapsto u_{ij}$ and $z \mapsto 1$. This yields $G \subseteq G \Box \mathbb{Z}_d$. As for $G \Box \mathbb{Z}_d \subseteq U_n^+$, it is straightforward to check that the matrices $u' := (u_{ij}z)$ and $\bar{u}' = (z^*u_{ij}^*)$ are unitaries. As for the remark on the orthogonal case, note that $u_{ij}z$ does not need to be selfadjoint, even if $u_{ij}$ is. \hfill $\square$

4.3. The $r$-selfadjoint free $d$-complexification. We need to introduce yet another product of a quantum group with $\mathbb{Z}_d$.

Definition 4.9. Let $(G, u)$ be a compact matrix quantum group with $u = (u_{ij})$ of size $n$, and let $r, d \in \mathbb{N}$. Denote the generator of $C^*(\mathbb{Z}_d)$ by $z$. Let $A$ be the quotient of $C(G) \ast C^*(\mathbb{Z}_d)$ by the ideal generated by $u_{ij}z^r = (z^*)^r u_{ij}^*$ for all $i, j$. The $r$-selfadjoint free $d$-complexification $G \hat{\ast} \mathbb{Z}_d$ is given by the $C^*$-subalgebra $C^*(u_{ij}z, 1 \leq i, j \leq n)$ of $A$.

In a certain sense, the above product is a free $d$-complexification with glimpses of selfadjointness – the elements $u_{ij}z$ are not self-adjoint in general but $u_{ij}z^r$ is. Note that from the definition it is not clear whether any of the elements $u_{ij}z^r$ lies in $C^*(u_{ij}z, 1 \leq i, j \leq n)$.

Proposition 4.10. The $r$-selfadjoint free $d$-complexification gives rise to a compact matrix quantum group: There is a $*$-homomorphism $\Delta : A \to A \otimes_{\text{min}} A$ on the $C^*$-algebra $A$ of the above definition sending $u_{ij}$ to $\sum_k u_{ik} \otimes u_{kj}$ and $z$ to $z \otimes z$. It restricts to $C^*(u_{ij}z, 1 \leq i, j \leq n) \to C^*(u_{ij}z, 1 \leq i, j \leq n) \otimes_{\text{min}} C^*(u_{ij}z, 1 \leq i, j \leq n)$ turning $C^*(u_{ij}z, 1 \leq i, j \leq n)$ into a compact matrix quantum group.

Proof. By Wang’s result, Proposition 4.2, there is a comultiplication $\Delta_0$ on $B := C(G) \ast C^*(\mathbb{Z}_d)$. Composing it with the quotient map $\pi \otimes \pi : B \otimes B \to A \otimes A$, we obtain a $*$-homomorphism from $B$ to $A \otimes A$ mapping $u_{ij}$ to $u'_{ij} := \sum_k u_{ik} \otimes u_{kj}$ and $z$ to $z' := z \otimes z$. Since $u'_{ij}$ and $z'$ satisfy $u'_{ij}z'^r = (z'^*)^r u'_{ij}^*$, the map $(\pi \otimes \pi) \circ \Delta_0$ factors through $\pi : B \to A$ and we obtain a map $\Delta : A \to A \otimes A$ as desired. \hfill $\square$

In principle one could also define an $r$-selfadjoint tensor $d$-complexification, but we do not need it for our purpose.

4.4. Free wreath products. Finally, we also need a product construction provided by Bichon [Bic04]. Denote by $z \mapsto z^{(i)}$ the embedding of $C^*(\mathbb{Z}_d)$ into the $i$-th copy of $C^*(\mathbb{Z}_d)$ in the $n$-fold free product $C^*(\mathbb{Z}_d)^m$.

Definition 4.11 ([Bic04]). Let $(G, u)$ be a compact matrix quantum group. The free wreath product $\mathbb{Z}_d \wr_* S_n^+$ is given by the quotient of $C^*(\mathbb{Z}_d)^m \ast C(S_n^+)$ by the ideal generated by $u_{ij}z^{(i)} = z^{(i)}u_{ij}$. The fundamental unitary is given by $(u_{ij}z^{(i)})_{i,j}$.

Strictly following Bichon’s article, the free wreath product comes without a specification of the fundamental unitary in the case of compact matrix quantum groups. The one that is commonly used nowadays is the one above (see for instance [Wah14, Lem14] or [BV09]). In this sense, the free wreath product is already in a “glued
Remark 4.12. Recall that a category $\mathcal{C} \subseteq NC$ of non-colored partitions can be viewed as a category of colored partitions containing $\begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}$ (or equivalently $\begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}$), see Section 1.4. We now list the seven free orthogonal easy quantum groups and their corresponding categories as subsets of $NC^\ast$. They appear in the list of Theorem 1.4. For the convenience of the reader, we also list the $C^\ast$-algebraic relations, besides those making the $u_{ij}$ selfadjoint and $u$ orthogonal (i.e. $\sum_k u_{ik}u_{jk} = \sum_k u_{ki}u_{kj} = \delta_{ij}$).

- $O_n^+$: $O_{\text{glob}}(2) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture} \rangle$, no further relations.
- $H_n^+$: $H_{\text{glob}}(2) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture} \rangle$, $u_{ik}u_{jk} = u_{ki}u_{kj} = 0$ if $i \neq j$.
- $S_n^+$: $S_{\text{glob}}(1) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture} \rangle$, $u_{ij} = u_{ij}^* = u_{ij}^2$, $\sum_k u_{ik} = \sum_k u_{kj} = 1$.
- $S_n^+$: $S_{\text{glob}}(2) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture} \rangle$, $u_{ik}u_{jk} = u_{ki}u_{kj} = 0$ if $i \neq j$, $\sum_k u_{ik} = \sum_k u_{kj}$ independent of $i, j$.
- $B_n^+$: $B_{\text{glob}}'(1) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture} \rangle$, $\sum_k u_{ik} = \sum_k u_{kj} = 1$.
- $B_n'^+$: $B_{\text{glob}}'(2) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture} \rangle$, $s := \sum_k u_{ik} = \sum_k u_{kj}$ independent of $i, j$ and $u_{ij}s = su_{ij}$.
- $B_n'^+_{\#}$: $B_{\text{glob}}'(2) = \langle \begin{tikzpicture} \fill[blue!20] (0,0) rectangle (1,1); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture}, \begin{tikzpicture} \fill[blue!20] (0,0) circle (0.25); \end{tikzpicture} \rangle$, $\sum_k u_{ik} = \sum_k u_{kj}$ independent of $i, j$.

Using the list of Theorem 1.4, we obtain the following theorem which will be proven in the next subsection. We use the identification of compact matrix quantum groups as described in Definition 3.2(a).

**Theorem 4.13** (globally colorized case). The globally colorized categories give rise to the following quantum groups.

- $O_{\text{glob}}(k)$: $O_n^+ \times \hat{\mathbb{Z}}_k$, $k \in 2\mathbb{N}_0$
- $H_{\text{glob}}(k)$: $H_n^+ \times \hat{\mathbb{Z}}_k$, $k \in 2\mathbb{N}_0$
- $S_{\text{glob}}(k)$: $S_n^+ \times \hat{\mathbb{Z}}_k$, $k \in \mathbb{N}_0$
- $B_{\text{glob}}(k)$: $B_n'^+ \times \hat{\mathbb{Z}}_k$, $k \in 2\mathbb{N}_0$
- $B_{\text{glob}}'(k)$: $B_n'^+ \times \hat{\mathbb{Z}}_k$, $k \in \mathbb{N}_0$
Theorem 4.16 (locally colorized case). The solution is simply that $O_d$ also holds.

Remark 4.14. Comparing Remark 4.12 with Theorem 4.13, we observe that the relations of $O_{\text{glob}}(2)$ give rise to $O_n^+$, whereas Theorem 4.13 yields $O_n^+ \times \Z_2$ in this case. The solution is simply that $O_n^+$ is isomorphic to $O_n^+ \times \Z_2$, see Proposition 4.20 below. The same happens for $H_{\text{glob}}(2)$ and $B_{\text{glob}}(2)$. In the cases of $S_{\text{glob}}(2)$ and $B'_{\text{glob}}(2)$, we recover the well-known facts $S_n^+ \cong S_n^+ \times \Z_2$ and $B_n^+ \cong B_n^+ \times \Z_2$ from [Rau12] and [Web13].

In order to state the theorem in the locally colorized case, we have to define a new quantum group. It is a kind of a unitary version of $B_n^+$. The credit for discovering it goes to the unpublished draft [BCS12a] by Banica, Curran and Speicher.

Definition 4.15. Let $C_n^+$ be the quantum group given by the universal $C^*$-algebra generated by $u_{ij}$, $1 \leq i, j \leq n$, such that $u$ and $\bar{u}$ are unitaries and $\sum_k u_{ik} = \sum_k u_{kj} = 1$ for all $i, j$.

It can be read directly from the relations in Section 2 that $C_n^+$ is free easy with category $B_{\text{loc}}(1, 0)$. The next theorem is based on the classification in Theorem 1.6. Recall that $d | k$ stands for the fact that $k$ is a multiple of $d$. Thus, if $d = 0$, then also $k = 0$.

Theorem 4.16 (locally colorized case). The locally colorized categories give rise to the following quantum groups: the case $d = k$ includes $d = 0$.

- $O_{\text{loc}}^+ : O_n^+ \times \Z_2 = U_n^+$
- $H_{\text{loc}}^+ : H_n^+ \times \Z_2$
- $H_{\text{loc}}(k, d, \ell) : (\Z_d \ast S_n^+) \times \Z_k$, $k, d \in \N_0 \setminus \{1, 2\}, d | k, d \neq 0$
- $S_{\text{loc}}^+ : (S_n^+ \times \Z_d) \times \Z_k$, $k, d \in \N_0 \setminus \{1\}, d | k, d \neq 0$
- $B_{\text{loc}}(k, d) : (C_n^+ \times \Z_d \times \Z_k$, $k, d \in \N_0, d | k, d \neq 0$
- $B'_{\text{loc}}(k, d, 0) : (B_n^+ \times \Z_d \times \Z_k$, $k, d \in \N_0 \setminus \{1\}, d | k, d \neq 0$
- $B'_{\text{loc}}(k, d, r) : (C_n^+ \times \Z_d \times \Z_k$, $k \in \N_0 \setminus \{1\}, d \in 2\N_0 \setminus \{0, 2\}, d | k, r = \frac{d}{2}$

In the case $k = 0$, we replace $\Z_k$ by $\mathbb{Z}$.

Before passing to the proofs, let us remark a few things.

Remark 4.17. The cases $d \neq 0$ and $d = k$ do not exclude each other – we might have $d = k \neq 0$. We thus proved incidentally $(G \ast \Z_k) \times \Z_k \cong G \ast \Z_k$ etc. See also Proposition 4.20 for a direct proof.
Remark 4.18. In [Ban97], Banica observed that $U_n^+$ can be written as a free complexification of $O_n^+$. In [Ban08], he studied the free complexifications of $H_n^+$ and $S_n^+$, denoting them by $K_n^+$ and $P_n^+$. The former one also appeared in [BBCC11]. All these quantum groups are free easy.

Remark 4.19. In [Rau12] and [Web13], it is proven that the $C^*$-algebra $C(B_n^{+\#})$ is isomorphic to $C(B_n^+ \ast C^*(\mathbb{Z}_2))$. But this isomorphism does not map $u_{ij} \mapsto u_{ij}z$, so it does not provide an isomorphism of $B_n^{+\#}$ and $B_n^+ \ast \hat{\mathbb{Z}}_2$. In fact, the elements $u_{ij}z$ in $C(B_n^+ \ast \hat{\mathbb{Z}}_2)$ are not selfadjoint, so $B_n^+ \ast \hat{\mathbb{Z}}_2$ happens to be no quantum subgroup of $O_n^+$ while $B_n^{+\#}$ is.

4.6. The proofs of Theorem 4.13 and Theorem 4.16. The proofs of Theorem 4.13 and Theorem 4.16 obey the following uniform scheme, as now being sketched in a general version. Let $C \subseteq NC^{\bullet\bullet}$ be a category of noncrossing partitions and let $G$ be the associated free easy quantum group with $C^*$-algebra $C(G)$. Let $k$ and $d$ be the parameters of the category appearing in Theorems 4.13 and 4.16 (recall also Section 1.5). Consider the following diagram:

$$
\begin{array}{ccc}
M_t(C(G)) & \xleftarrow{\beta} & A \square C^*(\mathbb{Z}_k) \\
v_{ij}', s', z' & \mapsto & v_{ij}, s, z \\
\uparrow \iota & & \\
C(G) & \xrightarrow{\alpha} & C^*(v_{ij}sz)
\end{array}
$$

In the above diagram, $\square \in \{\ast, \otimes_{\text{max}}\}$, and the $C^*$-algebra $A$ is specified case by case. Typically, it is of the form $A = C(H)$ or $A = C(H) * C^*(\mathbb{Z}_d)$ where $C(H)$ is generated by elements $v_{ij}$ and $C^*(\mathbb{Z}_d)$ by $s$ (or $s = 1$, if $A = C(H)$). The $C^*$-algebra $C^*(\mathbb{Z}_k)$ in turn is generated by $z$. Finally, we will have $t = d$ in most of the cases.

The general strategy is now:

- Using the universal property, we prove that $\alpha$ exists, mapping $u_{ij} \mapsto v_{ij}sz$. Here, we may usually trace back a relation $R(p)$ of $C(G)$ to exactly the same relation $R(p)$ of $C(H)$. It is clear that $\alpha$ is surjective.
- As for finding a converse to $\alpha$, we would like to use the universal property of $A \square C^*(\mathbb{Z}_k)$ (see Remark 4.3). Unfortunately, we may not find all elements of this $C^*$-algebra in $C(G)$ itself. For instance, we might find a candidate for $z^d$ in $C(G)$ (implicitly using the fact that $(sz)^d = z^d)$, but not $z$ itself. We thus somehow have to find a $d$-th root of $z^d$, which we do by passing to $M_d(C(G))$. We prove that $\beta$ exists with $\beta(u_{ij}) = \iota(u_{ij})\beta(sz)^s$. 


Finally, \( R \) the check that the elements \( u_j \) = 2.

Proof of Theorem 4.13. Let \( C(k) \) be one of the globally colorized categories, with \( k \in \mathbb{N}_0 \) and let \( G \) be the associated quantum group. We use the uniform proof scheme as sketched above with the parameters \( s := 1, \Box := \otimes_{\text{max}} \) and \( t \) and \( A \) as below. For the convenience of the reader, we recall the generators of the globally colorized categories from Theorem 1.4 and we also list all partitions that generate the category of partitions associated to \( A \) (from Remark 4.12).

| \( C(k) \) | \( = \sum_{\text{nest}(\frac{k}{2})} \sum_{i} \otimes \) & those below | \( A \) | \( \leftrightarrow \sum_{i} \otimes \) & those below | \( t \) |
|---|---|---|---|---|
| \( O_{\text{glob}}(k) \) | \( \Box \) | \( C(O_n^+) \) | \( \emptyset \) | 2 |
| \( H_{\text{glob}}(k) \) | \( b_k \) | \( C(H_n^+) \) | \( \emptyset \) | 2 |
| \( S_{\text{glob}}(k) \) | \( \otimes \) | \( C(S_n^+) \) | \( \emptyset \) | 1 |
| \( B_{\text{glob}}(k) \) | \( \otimes \) | \( C(B_n^+) \) | \( \emptyset \) | 1 |
| \( B'_{\text{glob}}(k) \) | \( \otimes \) | \( C(B_n^+) \) | \( \emptyset \) | 1 |

Thus, \( t = d(C) \) in the sense of [TW15, Sect. 3.1, 4.1, 5.1, 6.1]. Recall that the restriction on the parameter \( k \) in Theorem 4.13 is exactly that \( k \) is even in case \( t = 2 \).

Step 1: The map \( \alpha : C(G) \to A \otimes_{\text{max}} C^*(\mathbb{Z}_k) \) exists. It is straightforward to check that the elements \( u'_{ij} := v_{ij}z \in A \otimes_{\text{max}} C^*(\mathbb{Z}_k) \) give rise to unitary matrices \( u' := (u'_{ij}) \) and \( \bar{u}' := (u'^{\ast}_{ij}) \) and that the relations \( R(\bigotimes \otimes \Box) \) are fulfilled (recall that all necessary \( C^* \)-algebraic relations may be found in Section 2). Moreover, the relations \( R(\bigotimes \otimes \Box) \) are fulfilled in the case \( C(k) = O_{\text{glob}}(k) \). Here, we used that \( z^2 = (z^\ast)^2 \) for \( k = 2 \lambda \). Next, we check that the \( u'_{ij} \) fulfill \( R(\bigotimes \otimes \Box) \) and \( R(b_k) \), if the \( v_{ij} \) fulfill \( R(\bigotimes \otimes \Box) \) (recall that the \( v_{ij} \) are selfadjoint). Using the fact that the \( v_{ij} \) are orthogonal projections adding up to 1 when the sum is taken over \( j \), this is a direct computation. Similarly, we prove that \( R(\bigotimes \otimes \Box) \) and \( R(\bigotimes \otimes \Box) \) are fulfilled by the \( u'_{ij} \), if \( R(\bigotimes \otimes \Box) \) is fulfilled by the \( v_{ij} \) or maybe even \( R(\bigotimes \otimes \Box) \). For doing so, use:

\[
\left( \sum_{l_1} v_{l_1j_1} \right) \left( \sum_{l_2} v_{l_2j_2} \right) = \sum_{l_1} \left( v_{l_1j_1} \left( \sum_{l_2} v_{l_1l_2} \right) \right) = \sum_{l_1} \sum_{l_2} v_{l_1j_1} v_{l_1l_2} = \sum_{l_2} \delta_{j_1l_2} = 1
\]

Finally, \( R(\bigotimes \otimes \Box) \) is fulfilled by the \( u'_{ij} \) in case the \( v_{ij} \) satisfy \( R(\bigotimes \otimes \Box) \).

Step 2: The map \( \beta : A \otimes_{\text{max}} C^*(\mathbb{Z}_k) \to M_t(C(G)) \) exists in the case \( t = 1 \). We put \( z' := \sum_i u_{it} = \sum_i u_{ij} \in C(G) \) and check that it is independent of the choice of
\[ i \text{ and } j, \text{ since } \uparrow \otimes \uparrow \in \mathcal{C}(k). \text{ Moreover it is unitary, since:} \]
\[
\sum_l \left( u_{il}^* \left( \sum_m u_{ml} \right) \right) = \sum_m \sum_l u_{il}^* u_{ml} = \sum_m \delta_{im} = 1
\]

The relation \( z'^k = 1 \) immediately follows from \( \uparrow \otimes \uparrow \in \mathcal{C}(k) \). We put \( v'_{ij} := u_{ij} z^* \) and check that it is selfadjoint since firstly, using \( R( \uparrow \otimes \downarrow \downarrow \downarrow ) \) we have
\[
 u_{ij} z^* = \sum_l u_{ij} u_{kl}^* = \sum_l u_{ij} u_{kl} = u_{ij} z'
\]

and secondly we have \( u_{ij} z' = z' u_{ij} \) because \( \uparrow \otimes \downarrow \downarrow \downarrow \in \mathcal{C}(k) \). This also proves \( v'_{ij} z' = z' v'_{ij} = u_{ij} \). Finally, check that \( v'_{ij} \) satisfies \( R( \uparrow ) \) and \( R( \downarrow \downarrow \downarrow ) \) (the latter one in the case \( \mathcal{C}(k) = \mathcal{S}_\text{glob}(k) \)) from which we infer the existence of \( \beta \). Note that we used \( \uparrow \otimes \uparrow \) only for proving \( z'^k = 1 \), so the proof works also in the case \( k = 0 \).

Step 3: The map \( \beta : A \otimes_{\text{max}} C^*(\mathbb{Z}_k) \to M_t(C(G)) \) exists in the case \( t = 2 \). We cannot work with the same \( z' \) as in Step 2, since this element will not commute with \( v'_{ij} \) because \( \uparrow \downarrow \downarrow \downarrow \notin \mathcal{C}(k) \). We therefore consider the auxiliary element \( w := \sum_i u_{il}^2 = \sum_i u_{il}^2 \in C(G) \) and check that it is independent of the choice of \( i \) or \( j \) using \( R( \uparrow \otimes \downarrow \downarrow \downarrow ) \) and:
\[
\sum_l u_{il}^2 = \sum_l u_{il} u_{il}^* u_{mj} u_{mj} = \sum_l u_{il}^* u_{il} u_{mj} u_{mj} = \sum_m u_{mj}^2
\]

Similarly, we see that \( w \) is unitary. Moreover, since \( k \) is even in the case \( t = 2 \), we may write \( k = 2\lambda \). Note that \( \uparrow \downarrow \downarrow \downarrow \) is always in \( \mathcal{C}(k) \), since the permutation of colors allows us to infer \( \uparrow \downarrow \downarrow \downarrow \otimes \pi_{2\lambda} \in \mathcal{C}(k) \) from \( \uparrow \downarrow \downarrow \downarrow \otimes \pi_{2\lambda} \in \mathcal{C}(k) \), where \( \pi_{2\lambda} \) is any partition in \( P^{\bullet}(0,2\lambda) \) consisting only of white points and \( \pi_{2\lambda} \in P^{\bullet}(0,2\lambda) \) consists of \( \lambda \) white points and \( \lambda \) black points; now, by [TW15 Lemma 1.1(b)], we have \( \uparrow \downarrow \downarrow \downarrow \notin \mathcal{C}(k) \). Using \( R( \uparrow \downarrow \downarrow \downarrow ) \), we may replace \( \lambda \) many occurrences of the \( u_{ij} \) by \( u_{ij}^* \), hence:
\[
w^\lambda = \sum_{i_1,\ldots,i_\lambda} u_{i_1 i_1} u_{i_2 i_2}^* u_{i_3 i_3}^* \ldots u_{i_\lambda i_\lambda} u_{i_\lambda i_\lambda}^* = 1
\]

Using \( R( \uparrow \otimes \downarrow \downarrow \downarrow ) \), it is easy to see that \( u_{ij}^* w = u_{ij} = w u_{ij}^* \). We now define:
\[
 z' := \begin{pmatrix} 0 & w \\ 1 & 0 \end{pmatrix} \in M_2(C(G)), \quad v'_{ij} := \begin{pmatrix} 0 & u_{ij}^* \\ u_{ij} & 0 \end{pmatrix} \in M_2(C(G))
\]

It is clear that \( z' \) is unitary with \( z'^k = 1 \), the \( v'_{ij} \) are selfadjoint and fulfill the relations \( R(p) \) of \( A \) whenever \( p \in \mathcal{C}(k) \). Finally, \( v'_{ij} z' = z' v'_{ij} \) and hence \( \beta \) exists. Again, this step also works in the case \( k = 0 \).
Step 4: With \( \iota : C(G) \rightarrow M_1(\mathbb{C}) \otimes C(G), x \mapsto 1 \otimes x \) the diagram commutes. Check that \( v'_{ij}z' = \iota(u_{ij}) \) in the cases \( t = 1 \) and \( t = 2 \). We conclude that \( \alpha \) is an isomorphism. \( \square \)

Proof of Theorem 4.16.

Case 1. In the cases \( C \in \{ \mathcal{O}_{\text{loc}}, \mathcal{H}'_{\text{loc}} \} \), we use the uniform scheme with \( t = 2 \), \( A \in \{ C(O^+_n), C(H^+_n) \} \), \( \square = * \), \( k = 0 \) (i.e. \( \mathbb{Z}_k = \mathbb{Z} \)) and \( s = 1 \). Putting

\[
\begin{align*}
  z' &:= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, &
  v'_{ij} &:= \begin{pmatrix} 0 & u_{ij} \\ u_{ij}^* & 0 \end{pmatrix}, &
  \iota(u_{ij}) &:= \begin{pmatrix} u_{ij} & 0 \\ 0 & u_{ij}^* \end{pmatrix}
\end{align*}
\]

we immediately see that \( \alpha \) and \( \beta \) exist and that the diagram is commutative, proving that \( \alpha \) is an isomorphism. In fact, we could also have chosen \( k = 2 \), thus we just proved \( H^+_n \otimes \mathbb{Z} \cong H^+_n \otimes \mathbb{Z}_2 \) and \( O^+_n \otimes \mathbb{Z} \cong O^+_n \otimes \mathbb{Z}_2 \), as a byproduct (see also Proposition 4.20).

Case 2. As for the other cases of \( C \) we choose the following parameters, if \( d \neq 0 \).

| \( C(k, d) \) | \( A \) |
|---|---|
| \( S_{\text{loc}}(k, d) \) | \( \mathbb{C}(S^+_n) \otimes C^*(\mathbb{Z}_d) \) |
| \( B_{\text{loc}}(k, d) \) | \( C(C^+_n) \otimes C^*(\mathbb{Z}_d) \) |
| \( B'_{\text{loc}}(k, d, 0) \) | \( C(B^+_n) \otimes C^*(\mathbb{Z}_d) \) |
| \( B'_{\text{loc}}(k, d, r) \) | \( C(C^+_n) \otimes C^*(\mathbb{Z}_d)/\langle v_{ij}s^r = s^rv_{ij} \rangle \) |
| \( \mathcal{H}_{\text{loc}}(k, d) \) | \( \mathbb{C}(\mathbb{Z}_d \otimes S^+_n) \) |

Furthermore, we put \( t := d \), \( \square := \otimes_{\text{max}} \), and we let \( z \) be the generator of \( C^*(\mathbb{Z}_k) \) whereas \( s \) is the generator of \( C^*(\mathbb{Z}_d) \). In the case \( \mathcal{H}_{\text{loc}}(k, d) \), we refine the scheme replacing \( s \) by the generators \( s^{(i)} \) of the copies of \( C^*(\mathbb{Z}_d) \) in \( C(\mathbb{Z}_d \otimes S^+_n) \). Let us always write \( s^{(i)} \) in the sequel, meaning \( s^{(i)} = s \) if \( C(k, d) \neq \mathcal{H}_{\text{loc}}(k, d) \).

The existence of \( \alpha : C(G) \rightarrow A \otimes_{\text{max}} C^*(\mathbb{Z}_d) \) mapping \( u_{ij} \mapsto u'_{ij} := v_{ij}s^{(i)}z \) is a straightforward calculation.

As for \( \beta \), we proceed as follows. If \( C(k, d) \neq \mathcal{H}_{\text{loc}}(k, d) \) we put \( w := \sum_i u_{il} = \sum_j u_{ij} \) and we use \( \uparrow \otimes \uparrow \in C(k, d) \) in order to prove that this definition is independent of \( i \) and \( j \). Moreover, an easy computation shows that \( w \) is unitary with \( w^k = 1 \). If \( C(k, d) = \mathcal{H}_{\text{loc}}(k, d) \) the elements \( w_i := \sum_l u_{il} \) do depend on \( i \), but they are still unitary with \( w_i^k = 1 \). Using \( R(\uparrow \uparrow \uparrow \uparrow) \) and \( R(b_d \otimes b_d) \), we may show that \( w_i^d = \sum_l u_{il}^d = \sum_l u_{ij}^d \), hence the \( d \)-th powers of the \( w_i \) coincide. We then put, in all
five cases of $\mathcal{C}(k, d)$

$$z' := \begin{pmatrix} 0 & 1 & \cdots & \cdots & 0 \\ & & \ddots & \ddots & \vdots \\ & & & \ddots & 1 \\ w_d & \cdots & \cdots & \cdots & w_i \end{pmatrix}$$

and $\iota(u_{ij}) := 1 \otimes u_{ij}$, $v'_{ij} := \iota(u_{ij}w_i^*)$ with $w_i = w$ and $s' = s_i'$ in the case $\mathcal{C}(k, d) \neq \mathcal{H}_{\text{loc}}(k, d)$. We check that $z'$ and $s_i'$ are unitaries with $z'^k = s_i'^d = 1$. Recall that $d$ is a divisor of $k$. Moreover, we have $z'^d = \iota(w_i^d)$, $\iota(w_i) = z'u_i w_i^d = w_i^d u_{ij}$ in all cases. Additionally, we have $u_{ij}w_i^* = w_i u_{ij}$, if $\bigcirc \bigcirc \bigcirc \bigcirc \in \mathcal{C}(k, d)$. The existence of $\beta$ with $\beta \circ \alpha = \iota$ is now a routine check.

**Case 3.** Now let $\mathcal{C}$ be as in Case 2 but with $d = k$ (including $d = 0$). It is clear from the combinatorics that $\mathcal{C}(k, k) = \mathcal{C}(k, 0)$, see Theorem 4.13. If $d = 0$, we use $t = 1$ and the following table for the choice of $B := A \square C^*(\mathbb{Z}_k)$:

| $\mathcal{C}(k, 0)$   | $B := A \square C^*(\mathbb{Z}_k)$ |
|-----------------------|--------------------------------------|
| $\mathcal{S}_{\text{loc}}(k, 0)$ | $C(S_n^+) \ast C^*(\mathbb{Z}_k)$ |
| $\mathcal{B}_{\text{loc}}(k, 0)$ | $C(C_n^+) \ast C^*(\mathbb{Z}_k)$ |
| $\mathcal{B}'_{\text{loc}}(k, 0, 0)$ | $C(B_n^+) \ast C^*(\mathbb{Z}_k)$ |
| $\mathcal{B}'_{\text{loc}}(k, 0, \frac{k}{2})$ | $C(C_n^+) \ast C^*(\mathbb{Z}_k)/\langle v_{ij} = s^*v_{ij} \rangle$ |
| $\mathcal{H}_{\text{loc}}(k, 0)$ | $C(\mathbb{Z}_k \ast s_n^+)$ |

The existence of $\alpha$ is as before, while $\beta : B \rightarrow C(G)$ maps the generator $s$ of $C^*(\mathbb{Z}_k)$ (or rather $s^{(i)}$) to $\sum_i u_{it}$ and $v_{ij}$ to $u_{ij} (\sum_i u_{it}^*)$.  

We now take up the statements of Remarks 4.14 and 4.17 and the one at the end of Case 1 of the proof of Theorem 4.16. We prove them using again the scheme of the proofs of Theorems 4.13 and 4.16.

**Proposition 4.20.** We have the following isomorphisms (in the sense of Def. 3.2(a)):

(a) $O_n^+ \cong O_n^+ \times \widehat{\mathbb{Z}}_2$, $H_n^+ \cong H_n^+ \times \widehat{\mathbb{Z}}_2$ and $B_n^{\#+} \cong B_n^{\#+} \times \widehat{\mathbb{Z}}_2$.

(b) $H_n^{++} \sharp \mathbb{Z} \cong H_n^{++} \times \widehat{\mathbb{Z}}_2$ and $O_n^{++} \sharp \mathbb{Z} \cong O_n^{++} \times \widehat{\mathbb{Z}}_2$.

(c) $(\mathbb{Z}_k \ast s_n^+) \times \widehat{\mathbb{Z}}_k \cong \widehat{\mathbb{Z}}_k \ast s_n^+$, $(C_n^+ \times \mathbb{Z}_k) \times \widehat{\mathbb{Z}}_k \cong C_n^+ \times \mathbb{Z}_k$ and $(G \ast \mathbb{Z}_k) \times \widehat{\mathbb{Z}}_k \cong G \ast \widehat{\mathbb{Z}}_k$ for $G \in \{S_n^+, C_n^+, B_n^+\}$.

**Proof.** (a) Using the proof scheme presented at the beginning of this subsection with the parameters $G \in \{O_n^+, H_n^+, B_n^{++}\}$, $A \square C^*(\mathbb{Z}_k) = C(G) \otimes_{\text{max}} C^*(\mathbb{Z}_2)$, $t = 2$,

$$v'_{ij} = \begin{pmatrix} 0 & u_{ij} \\ u_{ij} & 0 \end{pmatrix}, \quad z := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \iota(u_{ij}) = \begin{pmatrix} u_{ij} & 0 \\ 0 & u_{ij} \end{pmatrix}$$
we obtain the result. For the existence of $\alpha$ it is crucial that the $v_{ij}z$ are selfadjoint, hence we need to have $z = z^*$. Thus, the proof does not carry over for general $\mathbb{Z}_k$.

Furthermore, we have $\sum_j v_{ij}z = z \neq 1$, so the proof does not work for $G = S_n^+$ or $G = B_n^+$.

(b) Check that for $G \in \{O_n^+, H_n^+\}$ the maps

$$\alpha : C(G) \ast C^*(\mathbb{Z}) \to C(G) \ast C^*(\mathbb{Z}_2)$$
$$u_{ij} \mapsto u_{ij}$$
$$z \mapsto z$$

$$\beta : C(G) \ast C^*(\mathbb{Z}_2) \to M_2(C(G) \ast C^*(\mathbb{Z}))$$
$$u_{ij} \mapsto \begin{pmatrix} 0 & u_{ij} \\ u_{ij} & 0 \end{pmatrix}$$
$$z \mapsto \begin{pmatrix} 0 & z^* \\ z & 0 \end{pmatrix}$$

$$\iota : C(G) \ast C^*(\mathbb{Z}) \to M_2(C(G) \ast C^*(\mathbb{Z}))$$
$$u_{ij} \mapsto \begin{pmatrix} u_{ij} & 0 \\ 0 & u_{ij} \end{pmatrix}$$
$$z \mapsto \begin{pmatrix} z & 0 \\ 0 & z^* \end{pmatrix}$$

exist, with $\iota$ being injective and $\iota(u_{ij}z) = \beta(\alpha(u_{ij}z))$.

(c) Again we use a version of the general proof scheme showing that the following maps exist for $A = C(G) \ast C^*(\mathbb{Z}_k)$, $A = C(C_n^+) \ast C^*(\mathbb{Z}_k)/\langle u_{ij} s^r = s^r u_{ij} \rangle$ or $A = C^*(\mathbb{Z}_k)^n \ast C(S_n^+)/\langle u_{ij} s^{(i)} = s^{(i)} u_{ij} \rangle$.

$$\alpha : A \to A \otimes C^*(\mathbb{Z}_k)$$
$$u_{ij} \mapsto u_{ij}$$
$$s^{(i)} \mapsto s^{(i)}z$$
\[ \beta : A \otimes C^*(\mathbb{Z}_k) \to M_k(A) \]

\[ u_{ij} \mapsto \iota(u_{ij}) \]

\[ s^{(i)} \mapsto \begin{pmatrix} 0 & & & & s^{(i)} \\ & \ddots & & & \\ & & \ddots & & \\ & & & \ddots & s^{(i)} \\ 0 & & & & \end{pmatrix} \]

\[ z \mapsto \begin{pmatrix} 0 & 1 & & & \\ & \ddots & & & \\ & & \ddots & & \\ & & & \ddots & 1 \\ 1 & & & & 0 \end{pmatrix} \]

\[ \iota : A \to M_k(A) \]

\[ x \mapsto 1 \otimes x \]

4.7. The quantum reflection groups \( H_n^{s+} \). The quantum reflection groups \( H_n^{s+} \) were defined by Banica, Belinschi, Capitaine and Collins in \[\text{BBCC11, Sect. 11}\].

**Definition 4.21.** Given \( n, s \in \mathbb{N} \), the quantum reflection group \( H_n^{s+} \) is given by the universal \( C^* \)-algebra generated by elements \( u_{ij}, 1 \leq i, j \leq n \) subject to the conditions:

- \( u = (u_{ij}) \) and \( \bar{u} = (u_{ij}^*) \) are unitaries
- all \( u_{ij} \) are partial isometries (i.e. \( u_{ij}u_{ij}^*u_{ij} = u_{ij} \)) and the projections \( u_{ij}^*u_{ij} \) coincide
- \( u_{ij}^s = u_{ij}u_{ij}^* \)

We define \( H_n^{\infty+} \) by omitting the third of the above conditions.

We have \( H_n^{1+} = S_n^+, H_n^{2+} = H_n^+ \) and \( H_n^{s+} = \mathcal{Z}_S \iota_*, S_n^+ \) by \[\text{BV09, Thm. 3.4}\]. Hence, they are free easy, by Theorem 4.16. As an alternative proof, check that the categories found in \[\text{BV09}\] in order to describe the fusion rules of \( H_n^{s+} \) are exactly \( \mathcal{H}_{\text{loc}}(s,0) = (\mathfrak{b}_k, \circ \circ \circ \circ, \circ \circ \circ \circ) \).

As a third proof, check that the universal \( C^* \)-algebra \( A \) of Definition 4.21 is isomorphic to the \( C^* \)-algebra \( B \) generated by elements \( v_{ij} \) and the relations \( R(b_n) \), \( R(\circ \circ \circ \circ) \), \( R(\circ \circ \circ \circ) \) and those making \( v \) and \( \bar{v} \) unitaries, mapping generators to generators. Indeed, fixing \( k \), the projections \( u_{ik}u_{ik}^* \in A \) are orthogonal since they sum up to one. Hence they fulfill \( R(\circ \circ \circ \circ) \) and also \( R(\circ \circ \circ \circ) \), because for \( i \neq j \):

\[ u_{ik}u_{jk} = u_{ik}u_{ik}^*u_{ik}u_{jk}u_{jk}^*u_{jk} = u_{ik}u_{ik}^*u_{jk}u_{jk}^*u_{jk} = 0 \]
Moreover we have \( R(b_n) \), since 
\[
\sum_l u_{i_1 l} \cdots u_{i_j l} = \delta_{i_1 i_2} \delta_{i_2 i_3} \cdots \delta_{i_{j-1} i_j} \sum_l u^s_{i_j l}
\]
as a consequence of \( R(\circ \square \bullet \circ \square \bullet) \). Now, \( \sum_l u^s_{i_j l} = \sum_l u_{i_j l} u^*_{i_j l} = 1 \). Conversely, \( v^*_{i_j} = v^*_{i_j} \) in \( B \), as a consequence of \( R(\text{rot}_1(b_n)) \). Hence, \( v^*_{i_j} v_{i_j} = v^*_{i_j} v_{i_j} \). Furthermore, use \( R(\circ \square \circ \circ \bullet) \) to show:
\[
v^*_{i_j} v_{i_j} = \sum_k v^*_{i_j} v^*_{k} v^*_{k} v_{i_j} = v^*_{i_j} v_{i_j} v^*_{i_j} v_{i_j}
\]

## 5. Unitary easy groups

Treating the case of groups in the setting of easy quantum groups brings us back to the very beginning of Woronowicz’s Tannaka-Krein machine for compact matrix quantum groups: We now recall Schur-Weyl duality. This section can be read as an introduction to easy quantum groups by someone not familiar with quantum groups or operator algebras.

Let \( U_n \subseteq M_n(\mathbb{C}) \) be the group of unitary matrices. It acts naturally on the Hilbert space \( (\mathbb{C}^n)^{\otimes k} \) by \( \pi : U_n \rightarrow B((\mathbb{C}^n)^{\otimes k}) \) defined by \( \pi(u) := u^{\otimes k} \), i.e.:
\[
\pi(u)(e_{i_1} \otimes \cdots \otimes e_{i_k}) = u e_{i_1} \otimes \cdots \otimes u e_{i_k} = \sum_{j_1, \ldots, j_k} (u_{j_1 i_1} \cdots u_{j_k i_k})(e_{j_1} \otimes \cdots \otimes e_{j_k})
\]
The permutation group \( S_k \) in turn acts on \( (\mathbb{C}^n)^{\otimes k} \) by \( \rho : S_k \rightarrow B((\mathbb{C}^n)^{\otimes k}) \) given by:
\[
\rho(\sigma)(e_{i_1} \otimes \cdots \otimes e_{i_k}) = e_{i_{\sigma(1)}} \otimes \cdots \otimes e_{i_{\sigma(k)}}
\]
Schur-Weyl duality now states that the commutant of span \( \pi(U_n) \) is span \( \rho(S_k) \) and vice versa. In other words:
\[
\text{Mor}(u^{\otimes k}, v^{\otimes k}) := \{ T : (\mathbb{C}^n)^{\otimes k} \rightarrow (\mathbb{C}^n)^{\otimes k} \mid T u^{\otimes k} = u^{\otimes k} T \} = \text{span} \rho(S_k)
\]

Rephrasing this fact in the language of this article, we first observe that to each permutation \( \sigma \in S_k \), we may associate a pair partition \( p_\sigma \in P^\bullet_2(k, k) \) connecting the \( i \)-th upper point with the \( j \)-th lower point if and only if \( \sigma(i) = j \). All points of \( p_\sigma \) are white.

**Example 5.1.**
\[
\sigma = \begin{pmatrix} 1 & 2 & 3 & 4 & 5 \newline 2 & 4 & 1 & 3 & 5 \end{pmatrix} \quad p_\sigma = \begin{array}{c}
\circ \circ \circ \\
\bullet \circ \circ \\
\circ \bullet \circ \\
\circ \circ \circ \\
\circ \circ \circ
\end{array}
\]

Now, let \( \mathcal{C} = \{ \circ \circ \circ \} \) be the category of partitions generated by \( \circ \circ \circ \) and the base partitions \( \circ \bullet \) and \( \circ \bullet \circ \bullet \circ \circ \) (see Section 1.3). We then have:
\[
\{ p \in \mathcal{C}(k, k) \text{ all points are white} \} = \{ p_\sigma \in P^\bullet_2(k, k) \mid \sigma \in S_k \}
\]
Moreover, we have \( \rho(\sigma) = T_{p, \sigma} \) with the definition of \( T_{p, \sigma} \) as in Section 3.4 and thus:
\[
\text{Mor}(u^\otimes k, u^\otimes k) = \text{span}\{T_p \mid p \in \mathcal{C}(k, k) \text{ all points are white}\}
\]
This proves that the intertwiner spaces \( \text{Mor}(u^\otimes k, u^\otimes k) \) of \( U_n \) are given by \( \mathcal{C}(k, k) \), in the sense of easy quantum groups. The question is now: Let \( G \subseteq U_n \subseteq M_n(\mathbb{C}) \) be a subgroup and let it act on \( (\mathbb{C}^n)^\otimes k \) via \( \pi(u) := u^\otimes k \). How can \( \text{Mor}(u^\otimes k, u^\otimes k) \) be described, how can we write
\[
\text{Mor}(u^\otimes k, u^\otimes k) = \text{span}\{T_p \mid p \in \mathcal{C}(k, k) \text{ all points are white}\}
\]
for a suitable set \( \mathcal{C}(k, k) \)? This is exactly the starting point for Tannaka-Krein and its quantum version leading to easy quantum groups.

Let us now describe all unitary easy groups. In [TW15], the categories in the group case, i.e. those containing the crossing partition \( \bullet \) in \( P^\bullet(2, 2) \) are classified. (Equivalently, \( \bullet \) etc. is in the category.) They are listed in the following theorem.

**Theorem 5.2 (Thm 8.3 [TW15]).** The categories in the group case are the following.

- \( \mathcal{O}_{\text{grp.glob}}(k) = \langle \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \end{array} \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \text{ for } k \in 2\mathbb{N}_0 \)
- \( \mathcal{O}_{\text{grp.loc}}(k) = \langle \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \)
- \( \mathcal{H}_{\text{grp.glob}}(k) = \langle b_k, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \text{ for } k \in 2\mathbb{N}_0 \)
- \( \mathcal{H}_{\text{grp.loc}}(k, d) = \langle b_k, b_d \otimes b_d, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \text{ for } k, d \in \mathbb{N}_0 \setminus \{1, 2\}, d|k \)
- \( \mathcal{S}_{\text{grp.glob}}(k) = \langle \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \text{ for } k \in \mathbb{N}_0 \)
- \( \mathcal{B}_{\text{grp.glob}}(k) = \langle \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \text{ for } k \in 2\mathbb{N}_0 \)
- \( \mathcal{B}_{\text{grp.loc}}(k) = \langle \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array}, \begin{array}{c} \otimes \nu \text{nest}(\frac{1}{k}) \end{array} \rangle \text{ for } k \in \mathbb{N}_0 \)

If \( \mathcal{C} \) is a category containing the crossing partitions \( \bullet \) and \( \bullet \), then the \( C^* \)-algebra associated to it is commutative (see the relations in Section 2). Hence, the associated quantum groups are in fact groups. They are listed in the next theorem. Let us prepare the statement.

If \( G \subseteq M_n(\mathbb{C}) \) is a group, we denote by \( G \times \mathbb{Z}_k \) the subgroup of \( G \times \mathbb{Z}_k = \{(g, x) \mid g \in G, x \in \mathbb{Z}_k\} \) generated by \( \{(g, z) \mid g \in G\} \) where \( z \) is the generator of \( \mathbb{Z}_k = \mathbb{Z}/k\mathbb{Z} \). Moreover, let

- \( O_n \subseteq M_n(\mathbb{C}) \) be the group of orthogonal matrices,
- \( \mathbb{Z}_k \wr S_n = (\mathbb{Z}_k \times \mathbb{Z}_k)^\times S_n \) denote the wreath product of \( \mathbb{Z}_k \) with \( S_n \), with \( H_n := \mathbb{Z}_2 \wr S_n \) the Coxeter group of type B,
- \( B_n \subseteq M_n(\mathbb{C}) \) be the bistochastic group consisting of all orthogonal matrices summing up to one in each row and each column,
• $C_n \subseteq M_n(\mathbb{C})$ be the group of all unitary matrices summing up to one in each row and each column. See also [BS09, Prop. 2.4].

**Theorem 5.3.** The groups corresponding to the categories in the group case are the following:

• $\mathcal{O}_{\text{grp.glob}}(k) : O_n \rtimes \mathbb{Z}_k$, for $k \in 2\mathbb{N}_0$
• $\mathcal{O}_{\text{grp.loc}} : U_n$
• $\mathcal{H}_{\text{grp.glob}}(k) : (\mathbb{Z}_2 \wr S_n) \rtimes \mathbb{Z}_k = H_n \rtimes \mathbb{Z}_k$, for $k \in 2\mathbb{N}_0$
• $\mathcal{H}_{\text{grp.loc}}(k, d) : (\mathbb{Z}_d \wr S_n) \rtimes \mathbb{Z}_k$, for $k, d \in \mathbb{N}_0 \setminus \{1, 2\}$, $k$ a multiple of $d$
• $S_{\text{grp.glob}}(k) : S_n \rtimes \mathbb{Z}_k$, for $k \in \mathbb{N}_0$
• $B_{\text{grp.glob}}(k) : B_n \rtimes \mathbb{Z}_k$, for $k \in 2\mathbb{N}_0$
• $B_{\text{grp.loc}}(k) : C_n \rtimes \mathbb{Z}_k$, for $k \in \mathbb{N}_0$

**Proof.** Let $\mathcal{C}$ be a category in the group case and let $G$ be the associated quantum group with $C^*$-algebra $C(G)$. Since $\bigodot, \bigotimes \in \mathcal{C}$ and $\bigotimes, \bigodot \in \mathcal{C}$, the $C^*$-algebra $C(G)$ is commutative, so $G$ is actually a group.

If $\mathcal{C} = \mathcal{O}_{\text{grp.loc}}$, it is immediately clear that $C(G) = C(U_n)$ and hence $G = U_n$. In the other cases, all we have to do is to read the proofs of Theorems 4.13 and 4.16 again and carefully check that the maps $\alpha$ and $\beta$ still exist, i.e. that the elements $u_{ij}'$ commute and likewise for the $v_{ij}'$. Note that if $\mathcal{C}$ is one of the categories $\mathcal{O}_{\text{grp.glob}}(k)$, $\mathcal{H}_{\text{grp.glob}}(k)$, $S_{\text{grp.glob}}(k)$ or $B_{\text{grp.glob}}(k)$, we consider the groups $H \in \{O_n, H_n, S_n, B_n\}$. We may view $C(H \rtimes \mathbb{Z}_k)$ as the $C^*$-subalgebra $C^*(v_{ij}z)$ of $C(H) \otimes C^*(\mathbb{Z}_k)$. The cases of $\mathcal{H}_{\text{grp.loc}}(k, d)$ and $B_{\text{grp.loc}}(k)$ are similar. □

**Remark 5.4.** As an alternative proof, let $\mathcal{C}$ be a category in the group case and let $G \subseteq M_n(\mathbb{C})$ be the group consisting of all matrices $u = (u_{ij})$ satisfying the relations $R(p)$ of Section 2, for $p$ being the generators of $\mathcal{C}$. One can check that we have a surjective group homomorphism from $G$ onto the corresponding group of the statement in Theorem 5.3. It remains to show that the homomorphism is injective. In our proof, we do it by showing that the function algebras over these groups are isomorphic, which by the general theory of $C^*$-algebras shows that the underlying topological spaces are homeomorphic. But there is certainly also a direct proof within group theory.

6. Concluding remarks

6.1. Open problems in the classification of unitary easy quantum groups. The classification of all categories $\langle \emptyset \rangle \subseteq \mathcal{C} \subseteq NC^{c*}$ obtained in [TW15] amounts to knowing all easy quantum groups $S_n^+ \subseteq G \subseteq U_n^+$. The classification of all categories containing the crossing partitions $\bigodot, \bigotimes$, etc. yields all easy groups $S_n \subseteq G \subseteq U_n$. Moreover, as an outcome of the classification in the orthogonal case we know all easy quantum groups $S_n \subseteq G \subseteq S_n^+$ – there are none besides $S_n$ and $S_n^+$, see [RW15b] or
However, so far we have no result on determining the easy quantum groups $U_n \subseteq G \subseteq U^+_n$, which would be a natural next step to do in order to complete the classification of all four sides of the following square:

$$
\begin{align*}
S^+_n & \subseteq U^+_n \\
S_n & \subseteq U_n
\end{align*}
$$

In the long run, the diagonal of that square needs to be classified, too, hence all easy quantum groups $S_n \subseteq G \subseteq U^+_n$ need to be found. Like in the orthogonal case, one could start with the half-liberated case, thus with categories containing some half-liberated partitions with various colorings, not containing the crossing partitions etc. This should immediately give at least one example of a quantum group $U_n \subseteq G \subseteq U^+_n$, i.e. some definition of $U^*_n$ in analogy to $O^*_n$.

In the orthogonal case, the classification has been completed [RW15b] showing that the class of easy quantum groups roughly falls into three parts: the non-hyperoctahedral categories (finitely many, exactly 13), the hyperoctahedral ones not containing (one discrete series), and the hyperoctahedral ones containing (semidirect products, huge class). In the unitary case, hyperoctahedral categories should be those containing but not . For the moment, we did not try to divide the unitary easy quantum groups into these three classes and to classify them along the lines of the orthogonal case. It is recommended to begin with the non-hyperoctahedral case, since this seems to be the simplest one.

6.2. **Using more colors.** Freslon developed in [Fre14] ways of assigning quantum groups to categories of partitions involving $n$ colors and $n$ inverse colors (thus, our case would be $n = 1$). A classification of such categories is completely open. Even in the noncrossing case, nothing is known, and it would be interesting to see if the step from $n = 1$ to $n > 1$ is substantial or not.

6.3. **Iterating free and tensor complexification.** From Theorems [14] and [15] we deduce that all free easy quantum groups may be constructed from certain base quantum groups and the product constructions from Sections 4.2, 4.3 and 4.4. Concerning these base quantum groups, recall that we have the following isomorphisms:

$$
H^+_n \cong \mathbb{Z}_2 \wr S^+_n, \quad B^{\#*}_n \cong O^+_{n-1} \ast \hat{\mathbb{Z}}_2, \quad B^+_n \cong O^+_{n-1}, \quad C^+_n \cong U^+_{n-1}
$$

The first isomorphism can be found in Section 4.7 while the second and the third are proven in [Rau12] Thm. 4.1 (note that Raum uses the notation $B^*_n$ for the quantum group $B^{\#*}_n$ since at the time it was unknown that there are in fact two quantum versions of the group $B'_n$, see [Web13] Rem. 2.4 and Sect. 5 for a discussion). The proof of $C^+_n \cong U^+_{n-1}$ is verbatim the same as for $B^+_n \cong O^+_{n-1}$. The latter three isomorphisms are of the kind as in Definition 3.2(b).
We infer that all free easy quantum groups may be obtained from $S^+_n$, $O^+_n$, $\mathbb{Z}_k \wr S^+_n$ and the $(r$-selfadjoint) free and tensor complexifications together with isomorphisms of the type $B^+_n \cong O^+_{n-1}$. What about the converse?

**Question 6.1.** Iterating these constructions – do we always end up with a (free) easy quantum group?

Both kind of answers would be very interesting, an affirmative one and a negative one. In the first case, we would have an alternative description of the class of free easy quantum groups in an inductive way. In the second case, we would have a machine one. In the first case, we would have an alternative description of the class of free easy quantum groups.

**Proposition 6.2.** Let $G$ be a compact matrix quantum group. Let $k, l \in \mathbb{N}_0 \setminus \{1\}$ and let $m$ be the least common multiple of $k$ and $l$ (with $m = 0$ if $k = 0$ or $l = 0$).

We then have (as an identification in the sense of Def. 3.2(a)):

$$(G \times \mathbb{Z}_k)^{\ast} \mathbb{Z}_l = G \times \mathbb{Z}_m$$

Again, we use the convention $\mathbb{Z}_0 = \mathbb{Z}$.

**Proof.** Let $z_k$, $z_l$, $z_m$ denote the generators of $C^*(\mathbb{Z}_k)$, $C^*(\mathbb{Z}_l)$ and $C^*(\mathbb{Z}_m)$ respectively. Let $\alpha$ be the map:

$$\alpha : C(G) \otimes C^*(\mathbb{Z}_m) \to (C(G) \otimes C^*(\mathbb{Z}_k)) \otimes C^*(\mathbb{Z}_l)$$

$$u_{ij} \mapsto u_{ij}$$

$$z_m \mapsto z_k z_l$$

This homomorphism exists by the universal property. Here, we used that $m$ is a multiple of $k$ and of $l$ respectively in order to prove $(z_k z_l)^m = 1$. Now, the restriction of $\alpha$ to $C^*(u_{ij} z_m)$ is surjective onto $C^*(u_{ij} z_k z_l)$. It remains to prove injectivity of $\alpha$.

Consider first the homomorphism $\alpha_1 : C^*(\mathbb{Z}_m) \to C^*(\mathbb{Z}_k) \otimes C^*(\mathbb{Z}_l)$ given by $\alpha_1(z_m) := z_k z_l$. We convince ourselves that the elements $(z_k z_l)^t$ for $0 \leq t < m$ are linearly independent. This can be seen by representing $C^*(\mathbb{Z}_k)$ on $M_k(\mathbb{C})$ by sending $z_k$ to the $k$-cyclic shift operator $s_k$ (i.e. $s_k e_n = e_{n+1}$, $s_k e_k = e_1$); and likewise mapping $z_l$ to $s_l$ in $M_l(\mathbb{C})$. Now, applying $(s_k \otimes s_l)^t$ to $e_1 \otimes e_1$ yields $m$ linearly independent vectors. Therefore, a dimension count proves that $\alpha_1$ is injective. Since also the restriction $\alpha_2$ of $\alpha$ to $C(G)$ is injective, we obtain that $\alpha = \alpha_1 \otimes \alpha_2$ is injective (see for instance [BO08 Prop. 3.1.12, Exer. 3.4.1]).

Using techniques from free probability, we may also prove (see [TW16]):

$$(G \times \mathbb{Z}_k)^{\ast} \mathbb{Z}_l = (G \times \mathbb{Z}_k)^{\ast} \mathbb{Z}_l = G^{\ast} \mathbb{Z}_l$$
It is quite likely, that there is also a direct algebraic proof (similar to the one of the proposition above), but we do not have one at hand at the moment. In any case, an iteration of the free and the tensor complexifications should always yield:

\[ G \hat{\times} \hat{\mathbb{Z}}_k, \quad G^* \hat{\times} \hat{\mathbb{Z}}_k, \quad \text{or} \quad (G^* \hat{\times} \hat{\mathbb{Z}}_k) \hat{\times} \hat{\mathbb{Z}}_l \]

It remains to analyze the behavior with respect to the \( r \)-selfadjoint complexifications and the isomorphisms of the kind \( B_n^+ \cong O_{n-1}^+ \) (see Def. 3.2(b)) in order to tackle Question 6.1. Moreover, it is straightforward to define an \( r \)-selfadjoint tensor complexification, too. Is it reasonable or does it boil down to the ordinary tensor complexification? We can also ask for a refinement of Proposition 4.20: How does \( O_n^+ \hat{\times} \hat{\mathbb{Z}}_k \) look like? Is it isomorphic to \( O_n^{*+} \hat{\times} \hat{\mathbb{Z}} \)? Do we have a general statement of the form \( G^* \hat{\times} \hat{\mathbb{Z}}_k \cong G^* \hat{\times} \hat{\mathbb{Z}}_b \) whenever the fundamental representation \( u \) of \( G \) is irreducible? How does \( S_n^+ \hat{\times} \hat{\mathbb{Z}}_k \) or \( O_n^{*+} \hat{\times} \hat{\mathbb{Z}}_k \) look like, are they easy? What does \( (\hat{\mathbb{Z}}_d \hat{\times} S_n^+) \hat{\times} \hat{\mathbb{Z}}_k \) yield? Plenty of questions.

6.4. Use of easy quantum groups for the theory of quantum groups. It is the basic philosophy of easy quantum groups that they should form an accessible class of compact matrix quantum groups, simply because of their basic combinatorial feature. In this sense, general theorems about compact matrix quantum groups could be found by first investigating the easy quantum groups. An example for that method can be found in \[RW15a\], where any quantum group \( S_n \subseteq G \subseteq O_n^+ \) with \( u_{ij}^2 \) being central projections can be understood as a semi-direct product. This fact has first been observed in the case of easy quantum groups, before it has been extend also to non-easy quantum groups. Another example is the description of some partial fusion rules for all easy quantum groups in a uniform way \[FW14\] (which turn out to be the honest fusion rules in the case of categories of noncrossing partitions). By that, we obtain insight in some parallelism between \( S_n^+ \) and \( O_n^+ \), for instance. The hope is that more theorems of this kind follow, and that it turns out that easy quantum groups are somehow the combinatorial backbone of all compact matrix quantum groups (at least for all of the type \( S_n \subseteq G \subseteq U_n^+ \)).

6.5. Use of easy quantum groups for free probability. Quantum groups seem to be the right notion of symmetries for free probability (see \[NS06\] for an introduction to the latter subject). The most important applications are de Finetti theorems, \[KS09\] and \[BCS12b\]. For \( U_n^+ \) there is a de Finetti theorem by Curran, see \[Cur10\], but for other unitary easy quantum groups nothing is known. Furthermore, the laws of characters appearing with easy quantum groups are well known players in free probability. In \[BCS11\], Banica, Curran and Speicher extended the results of Diaconis and Shahshahani \[DS94\] on the law of traces of powers of \( O_n, U_n \) and \( S_n \) to all orthogonal free easy quantum groups. In a forthcoming paper \[TW16\], the authors will extend these results to all free easy quantum groups. See also \[BCV14\] for other applications of easy quantum groups to free probability.
6.6. Links with quantum isometry groups. Quantum isometry groups are a powerful machinery in order to provide examples of quantum groups. The very nice feature is, that they immediately come with a (noncommutative) space on which they act. Thus, noncommutative geometry and quantum groups come together in a twinned way. Several examples of easy quantum groups can be seen as quantum isometry groups, see [Wan98], [BG10], [Ban15]. The question is whether all easy quantum groups appear to be quantum isometry groups; and whether conversely all quantum isometry groups $S_n \subseteq G \subseteq U_n^+$ are easy. It would be fruitful for both sides to have these two kinds of quantum group schools intertwined and maybe to find a way of describing the natural noncommutative manifolds arising with such “easy” quantum isometry groups in a purely combinatorial way.

6.7. Links with Woronowicz’s $SU_q(n)$. In [Wor88], Woronowicz considers unital universal $C^*$-algebras $A$ generated by elements $u_{ij}$, $1 \leq i, j \leq n$ such that $u = (u_{ij})$ is unitary and
\[
\sum_{j_1, \ldots, j_n} E(j_1, \ldots, j_n)u_{i_1j_1}\ldots u_{injn} = E(i_1, \ldots, i_n)
\]
where $E(i_1, \ldots, i_n)$ are complex numbers. For $k \in \{1, \ldots, n\}$ he puts:
\[
E_k := (E(k, i_2, \ldots, i_n))_{1 \leq i_2, \ldots, i_n \leq n}, \quad E_{-k} := (E(i_1, \ldots, i_{n-1}, k))_{1 \leq i_1, \ldots, i_{n-1} \leq n}
\]
He proves that $(A, u)$ is a compact matrix quantum group, if $E_{1-}, \ldots, E_{n-}$ are linear independent and $E_{-1}, \ldots, E_{-n},$ too. Putting
\[
E(i_1, \ldots, i_n) := \begin{cases} 0 & \text{if } i_k = i_l \text{ for some } k, l \\ (-q)^{I(i_1, \ldots, i_n)} & \text{otherwise} \end{cases}
\]
where $I(i_1, \ldots, i_n)$ is the minimal number of transpositions needed to turn the string $(i_1, \ldots, i_n)$ into $(1, 2, \ldots, n)$, he defines his quantum group $SU_q(n)$ for $q \in (0, 1]$ with $q = 1$ being the classical case $SU(n)$.

Let $n \geq 3$. Our quantum groups $\hat{Z}_n \wr \hat{S}_n^+$ corresponding to
\[
\mathcal{H}_{\text{loc}}(n, n) = \mathcal{H}_{\text{loc}}(n, 0) = \langle b_n, \quad \overline{\otimes}, \quad \overline{\otimes} \rangle = \langle b_n \rangle
\]
(apply [TW15] Lemma 1.1(b)] to $b_n \otimes \hat{b}_n$ and use [TW15] Lemma 1.3(c)] in order to see the last of the above equalities) are somehow complementary to $SU_q(n)$. Indeed, putting
\[
E(i_1, \ldots, i_n) := \delta_{b_n}(0, i) = \begin{cases} 1 & \text{if all } i_k \text{ coincide} \\ 0 & \text{otherwise} \end{cases}
\]
we obtain $\hat{Z}_n \wr \hat{S}_n^+$ from Woronowicz’s definition.
6.8. Links with dual groups. In [Voi87], Voiculescu introduced dual groups as unital $C^*$-algebras $A$ together with $\ast$-homomorphisms $\Delta : A \to A \ast A$, $S : A \to A$ and $\varepsilon : A \to \mathbb{C}$ such that natural Hopf algebraic like relations between these maps are fulfilled. These objects also appear under different names (such as co-groups) in other contexts. The crucial difference to quantum groups is that their comultiplication $\Delta$ goes into the free product of the $C^*$-algebras rather than into their tensor product. In this sense, dual groups are even more "quantum" (in the sense of noncommutativity) than quantum groups, but the prize is that they do not generalize the notion of groups. Indeed, the multiplication $\mu : G \times G \to G$ of a group translates into $\Delta : C(G) \to C(G \times G)$ on the algebraic level, but we have $C(G \times G) \cong C(G) \otimes C(G)$ rather than $C(G \times G) \cong C(G) \ast C(G)$.

However, dual groups have been studied as reasonable noncommutative analogues of groups in various settings, see for instance [CU15] for an overview on the literature. The main example of a dual group is Brown’s algebra [Bro81] denoted by $U_{\langle n \rangle}$ or $U^{nc}_{\langle n \rangle}$. In the language of $C^*$-algebras it is given by the unital universal $C^*$-algebra $C(U_{\langle n \rangle})$ generated by elements $u_{ij}$, $1 \leq i, j \leq n$ such that $u = (u_{ij})$ is unitary, together with the maps:

$$\Delta(u_{ij}) = \sum_k u_{ik}^{(1)} u_{kj}^{(2)}, \quad S(u_{ij}) = u_{ji}^*, \quad \varepsilon(u_{ij}) = \delta_{ij}$$

Here, $u_{ik}^{(1)}$ lies in the first copy of $A$ in $A \ast A$ while $u_{kj}^{(2)}$ is in the second. Note that we do not require that $\bar{u} = (u_{ij}^*)$ is unitary and in fact this relation does not pass the comultiplication $\Delta$. Thus, $U_{\langle n \rangle}$ is not a compact matrix quantum group, while $U_{\langle n \rangle}^+, O_{\langle n \rangle}^+$ and $S_{\langle n \rangle}^+$ are no dual groups.

The pool of examples of quantum subgroups of $U_{\langle n \rangle}$ is huge – amongst others thanks to the easy quantum group machine. Finding dual subgroups $G$ of $U_{\langle n \rangle}$ (in the sense that there is a $\ast$-homomorphism from $C(U_{\langle n \rangle})$ to $C(G)$ mapping generators to generators) in turn is a much more difficult task – there are not so many, and in particular, we have no “easy” approach, using intertwiners and partitions. However, from this article we obtain two new examples of dual groups $B_{\langle n \rangle} \subseteq B'_{\langle n \rangle} \subseteq U_{\langle n \rangle}$:

- $C(B_{\langle n \rangle}) := C^*(u_{ij}, 1 \leq i, j \leq n \mid u$ is unitary and the relations $R(\uparrow)$ are fulfilled)
- $C(B'_{\langle n \rangle}) := C^*(u_{ij}, 1 \leq i, j \leq n \mid u$ is unitary and the relations $R(\uparrow \otimes \uparrow)$ are fulfilled)

The maps $\Delta$, $S$ and $\varepsilon$ are as in the case of $U_{\langle n \rangle}$. All other relations $R(p)$ of Section 2 do not pass the comultiplication.
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