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Abstract—The strongly correlated systems we use to realise quantum error-correcting codes may give rise to high-weight, problematic errors. Encouragingly, we can expect local quantum error-correcting codes with no string-like logical operators — such as the cubic code — to be robust to highly correlated, one-dimensional errors that span their lattice. The challenge remains to design decoding algorithms that utilise the high distance of these codes. Here, we begin the development of such algorithms by proposing an efficient decoder for the ‘Fibonacci code’; a two-dimensional classical code that mimics the fractal nature of the cubic code. Our iterative decoder finds a correction through repeated use of minimum-weight perfect matching by exploiting symmetries of the code. We perform numerical experiments that show our decoder is robust to one-dimensional, correlated errors. First, using a bit-flip noise model at low error rates, we find that our decoder demonstrates a logical failure rate that scales super exponentially in the linear size of the lattice. In contrast, a decoder that could not tolerate spanning errors would not achieve this rapid decay in failure rate with increasing system size. We also find a finite threshold using a spanning noise model that introduces string-like errors that stretch along full rows and columns of the lattice. These results provide direct evidence that our decoder is robust to one-dimensional, correlated errors that span the lattice.
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I. INTRODUCTION

Quantum error-correcting codes [1–3] enable us to reduce the error rate of encoded logical qubits arbitrarily. They are essential for the realisation of scalable quantum computation. Ideally, we will design codes that still function well when a large number of physical qubits experience errors. Such codes will be easier to construct as they will reduce the demand on the experimentalist to decrease the noise acting on the physical qubits of the system. We often consider using strongly correlated systems to construct a quantum computer [4–6]. For such systems, it will be advantageous to search for codes that are robust to correlated errors [2–10]. Given such a code, it is important to find a decoding algorithm to interpret syndrome data to restore the system back to its encoded state with high probability. A good decoder will enable a code to reach its potential logical failure rate for a given system size.

The hardware we use to implement a quantum error-correcting code is often constrained by locality [5, 6]. It is well known that these constraints limit the scaling of important code parameters such as the code distance, \( d \) [11–13]. The code distance is the support of the least-weight operator that can non-trivially transform an encoded state onto an orthogonal codeword. Broadly speaking, the code distance is proportional to the number of physical qubits of the code that can experience an error while the encoded information remains unaffected. For two-dimensional stabilizer codes of length \( n = O(L \times L) \) such as the surface code [1], [14], the distance is limited to \( d = O(L) \) [11, 12]. Moreover, the logical operators of these codes have string-like support and will not be robust to long string-like correlated errors.

We find a much richer space of quantum error-correcting codes by moving beyond two-dimensional systems. Notable examples include fracton topological codes [15–19] and, in particular, type-II fracton codes [16–18] such as the cubic code introduced by Haah [17]. With the appropriate system size, these models encode \( O(L) \) logical qubits using \( O(L \times L \times L) \) physical qubits. This code rate scales equivalently to \( L \) copies of the surface code. Unlike the surface code, type-II fracton codes have no string-like logical operators. This means that their distance scales super linearly in \( L \). It also follows from this fact that these codes have the potential to be robust to correlated, one-dimensional errors. This is because the supports of their logical operators are much larger than a one-dimensional string. This is a qualitative advantage that type-II fracton topological codes have over the surface code. However, little work has been done to design decoders that can achieve a failure rate that scales exponentially in the code distance.

Here, we propose a decoder for a classical code, called the Fibonacci code [18], [20], that shares analogous properties with a type-II fracton code. Similar classical codes have also been shown to saturate known bounds on information storage capacity [21]. In this sense, finding decoders for classical fractal codes is interesting in its own right. The Fibonacci code is a two-dimensional code with no string-like logical operators. Instead, the code has logical operators with fractal-like support. As such we look to develop decoders that can correct high-weight errors. We find that we can use minimum-weight perfect matching [22, 23] to pair defects on fractal subsets of the lattice to test whether specific physical bits have experienced errors. We use this observation to propose an iterative decoder that enables us to correct errors with string-like support. To demonstrate this feature we provide numerical results indicating that the logical failure rate of our decoder decays super exponentially in \( L \). This suggests that there are no errors of weight \( \sim L \) that will cause our decoder to fail. In addition to this, we test our decoder using a correlated error model that introduces one-dimensional errors that span the system along horizontal and vertical lines of the two-dimensional lattice. The positive threshold that we
demonstrate provides further evidence that our decoder is robust to correlated errors that span the lattice.

The decoder we present has a parallelised runtime complexity of \( O(L^D) \) where \( D = 1 + \log_2 \phi \approx 1.69 \) and \( \phi \) is the golden mean \([18], [24]\). Specifically, we make \( O(L^2) \) calls to the minimum-weight perfect matching algorithm, the complexity of which is \( O(V^3) \) \([25], [26]\) where the number of vertices is \( V = O(L^D) \) in our model. Calls to the minimum-weight perfect matching algorithm can be parallelised to reduce the runtime complexity of our decoder. We note that the minimum-weight perfect matching algorithm can be replaced with other paring subroutines, for instance \([27]\), which has a runtime of almost \( O(V) \) with, presumably, a small cost in performance.

The remainder of the Manuscript is organised as follows. In Sec. II we define the Fibonacci code and describe its novel features, then in Sec. III we introduce the decoder we will use. In Sec. IV we present our numerical results. After offering some concluding remarks, in Appendix A we discuss the runtime of the decoder, in Appendix B we discuss the analysis of our numerical data, and in Appendix C we consider adaptations of our decoding methods to other classical codes and compare their properties with those of the Fibonacci code.

II. THE FIBONACCI CODE

We define the Fibonacci code on a two-dimensional lattice such that it encodes \( k = L \) logical bits using \( n = L^2/2 \) physical bits. The exact distance of the code, \( d > L \), is unknown. We begin by introducing some basic notation that we will use throughout this work. We will describe the basic features of the Fibonacci code \([18], [20]\), its logical operators and how it responds to errors. We will also review the symmetries of the model that will be important in Sec. III where we introduce the decoder.

A. The lattice, stabilizers and logical operators

The Fibonacci code is defined with a single bit \( \sigma_f = \{0, 1\} \) on each of the faces \( f \) of a square lattice with periodic boundary conditions. We focus on lattices with dimensions \( L \times L/2 \) where \( L = 2^N \) for integers \( N \geq 2 \), but we give a short discussion on how we might generalise our results beyond this case in SubSec. III-A. We specify faces using coordinates \( f = (x, y) \) with integers \( 1 \leq x \leq L \) and \( 1 \leq y \leq L/2 \) where \( f + L\hat{x} = f + L\hat{y} = 2f \) for all \( f \) due to the periodic boundary conditions and where \( \hat{x} = (1, 0) \) and \( \hat{y} = (0, 1) \) are canonical unit vectors. It will be helpful to define the functions \( X(r) = x \) and \( Y(r) = y \) for coordinates \( r = (x, y) \).

The code is defined by its parity checks, or ‘stabilizers’. The stabilizers are defined as follows:

\[
S_f = \sigma_f + \sigma_{f-\hat{x}} \oplus \sigma_{f-\hat{y}} \oplus \sigma_f \oplus \sigma_{f+\hat{x}}.
\]  

where ‘\( \oplus \)’ denotes addition modulo 2. All codewords satisfy \( S_f = 0 \) for all \( f \). We show a stabilizer in Fig. 1(a); its central face \( f \) is shown with a black box.

The \( 2^k \) codewords of the Fibonacci code are found using cellular automaton update rules \([20]\) over the rows of the lattice, see Fig. 2. We encode an arbitrary bit string of length \( k = L \) on the bottom row of the lattice which includes all \( \sigma_f \) where \( Y(f) = 1 \). This row is shaded in Fig. 2. We then determine the values \( \sigma_f \) on the second row where \( Y(f) = 2 \) using the update rule

\[
\sigma_f = \sigma_{f-\hat{x}-\hat{y}} \oplus \sigma_{f-\hat{y}} \oplus \sigma_f \oplus \sigma_{f+\hat{x}-\hat{y}}.
\]

before proceeding onto the third row and so on. This update rule is generated using the stabilizer definition for the Fibonacci code given in Eqn. (1). If \( S_f = 0 \), we have that \( \sigma_f \oplus \sigma_{f-\hat{x}} \oplus \sigma_f \oplus \sigma_{f+\hat{x}} = 0 \). Adding \( \sigma_f \oplus \sigma_{f+\hat{x}} \) to both sides of this relation and using \( \sigma_f \oplus \sigma_f = 0 \) for all \( f \) we recover Eqn. (2). Assuming the correct system sizes with \( L = 2^N \), codewords obtained with these update rules will satisfy the constraints of the parity checks once all the rows have been updated.

B. Errors

The fractal structure of the Fibonacci code is reflected by its response to errors. We begin with a valid codeword of the Fibonacci code that satisfies all of the stabilizer constraints. If bit-flip errors \( \sigma_f \to \sigma_f \oplus 1 \) occur, some of the stabilizer constraints may be violated. For a given error configuration, we say that there is a defect at face \( f \) if \( S_f = 1 \). The list of all the stabilizers \( S_f \) for a given error configuration is called the error syndrome.

![Fig. 1. The Fibonacci code. (a) A parity check \( S_f \) is a weight four term where the face \( f \) is marked by a black box. Errors at (b), (c), and (d) are marked by black crosses and cause the same syndrome at different length scales. The violated parity checks are marked by black boxes.](image)
Let us now look at the fractal structure of the Fibonacci code. To do so, we consider error configurations that produce a syndrome with a self-similar pattern as we move single defects to isolated locations on the lattice, see Fig. 1(b-d). In Fig. 1(b) we first show the syndrome of four defects generated by an error acting on a single bit. Then, in Fig. 1(c) we show an error configuration resulting in four defects where now three defects have been displaced a single lattice site away from $f$, while a single defect remains at $f$. One can verify that we cannot delocalise a single defect without separating the other defects over the lattice by a proportionate distance. In this sense, the syndrome respects a self-similar pattern. In Fig. 1(d) we show the three defects separated by three lattice spacings from the central face $f$. If we continue to separate the defects over the entire lattice by introducing more errors, they will eventually align on the same face and introduce an undetectable logical error, as shown in Fig. 2. The support of the flipped bits on the lattice shows the fractal-like nature of the codewords of the Fibonacci code.

As an aside, we remark that fractal codes were initially of interest due to the energy landscape of the corresponding Hamiltonian $H = \sum_f S_f$, where the energy is proportional to the number of defects on the lattice. This Hamiltonian gives rise to glassy dynamics and, as such, has been of interest for the study of self correction due to the energy barrier of the Hamiltonian. See Ref. [3] and references therein for a discussion on energy barriers and their physical significance. Intuitively, this is due to the fractal support of the faces that must experience bit flips to delocalise the defects over a long distance as shown in Figs. 1(b-d). Further work has shown that the dynamics of a fractal code in a thermal environment are partially self correcting due to their logarithmic energy barrier.

C. Fundamental symmetries

We finally define the symmetries of the Fibonacci code. A symmetry $\Sigma$ is a subset of the stabilizers $S_f$ that satisfies

$$\bigoplus_{f \in \Sigma} S_f = 0. \quad (3)$$

Importantly, the definition of a symmetry implies that the syndrome configuration caused by any arbitrary error will introduce an even number of defects on the subset of faces $S_f \in \Sigma$. This can be regarded as a conservation law among the defects of the code. We will exploit this feature of the symmetry in the next section where we propose a decoder.

Here we define a special subset of symmetries that we refer to as ‘fundamental’ symmetries for our decoding algorithm. An example of a fundamental symmetry is shown in Fig. 3. The faces $f$ identifying the stabilizers $S_f$ included in this symmetry are marked by black squares. We label this fundamental symmetry $\Sigma_F$ where $F = (L/2, 1)$ is marked by the filled black square in the figure. Also note that $S_F \in \Sigma_F$. Other fundamental symmetries are the $L^2/2$ possible spatial translations of that shown in Fig. 3.

We find $\Sigma_F$ using cellular automaton update rules, see Refs. [21], [24]. These rules specify a bit $b_f$ for each face of the lattice defined such that $b_f = 1$ if the stabilizer $S_f$ is included in the symmetry and $b_f = 0$ otherwise. Let us first specify the bit string for the top row of the lattice, i.e., bits $b_f$ with $Y(f) = L/2$. We impose that $b_f = 0$ for all top row bits apart from a single bit at face $f = (L/2, L/2)$ with $b_{(L/2, L/2)} = 1$. We then determine all bit values $b_f$ on the second row where $Y(f) = L/2 - 1$ using the update rule

$$b_f = b_{f-\hat{x}+\hat{y}} \oplus b_{f+\hat{y}} \oplus b_{f+\hat{x}+\hat{y}}, \quad (4)$$

where addition is taken modulo two. Using Eqn. 4, we evaluate all bits on each row sequentially in descending order until all rows of the lattice have been updated. Once we have updated all of the rows in this order, we recover a fundamental symmetry for lattices of size $L \times L$ where $L = 2^N$ and $N \geq 2$ is an integer. Given $\Sigma_F$, we then find $\Sigma_{F+r}$ with $r = (x, y)$ some translation such that $S_{f'} \in \Sigma_{F+r}$ if and only if $S_{f'} = S_{f+r}$ where $S_f \in \Sigma_F$.

For completeness, we finally remark that the symmetries of a code form an Abelian group $\Sigma \in \mathcal{S}$. Let us define this group in terms of the bit strings $b_f$ we defined above that specify group elements $\Sigma$. The bit string $b_f = 0$ for all $f$ specifies the identity element of the group, $\Sigma_1 = 0$. The binary operation of the group $\Sigma' = \Sigma \circ \Sigma'$ is the bitwise addition of the bit strings specifying each of the symmetries, namely, $\Sigma' = b_f \oplus b_f'$ where $b_f (b_f')$ specify the elements of $\Sigma (\Sigma')$. All elements of the group are self inverse. One can check that the group of symmetries can be generated by $L$ elements, for instance, the fundamental symmetries $\Sigma_{f+j\hat{x}}$ where $1 \leq j \leq L$. This is consistent with the dimensionality of the code space of the Fibonacci code we study here.
a stabilizer of a fundamental symmetry of the Fibonacci code matching subroutines. In Fig. 4, we mark the faces that support pairing procedure carried out by the minimum-weight perfect matching algorithm. Specifically, the defects an error produces must respect a conservation law for each of its symmetries. For local codes, this defect conservation can be likened to Gauss’ law [14].

Taking a more practical perspective, for some symmetry, we use the symmetries of the system together with the minimum-weight perfect matching algorithm. Specifically, the defects an error produces must respect a conservation law for each of its symmetries. For local codes, this defect conservation can be likened to Gauss’ law [14].

We examine the symmetries of the Fibonacci code to determine a decoder by pairing nearby defects on a given symmetry, that correspond to the edges of Fig. 4. We then discuss why we expect that errors that give rise to each edge are shown in Fig. 5. Errors, marked by black crosses, can be viewed as string segments with defects at their endpoints. We account for this degeneracy in the minimum-weight perfect matching subroutines. In Fig. 5, it is proposed that we can design a decoder given sufficient knowledge of the symmetries of the code. Specifically, the defects an error produces must respect a conservation law for each of its symmetries. For local codes, this defect conservation can be likened to Gauss’ law [14].

In Ref. [31], it is proposed that we can design a decoder given sufficient knowledge of the symmetries of the code. Specifically, the defects an error produces must respect a conservation law for each of its symmetries. For local codes, this defect conservation can be likened to Gauss’ law [14].

We use the Kolmogorov implementation [23] of the minimum-weight perfect matching algorithm due to Edmonds [22] to pair defects supported on a symmetry. The algorithm takes a graph of nodes with weighted connections and returns a 'matching', i.e. a set of node pairs from the original graph such that the sum of connection weights between pairs is minimised. This implementation has worst case complexity of $O(V^3 E)$ where $V$ is the number of input nodes and $E = O(V^2)$ is the number of input connections for a complete graph.

At this point, we note that we have used unconventional terminology to describe the input graph and output matching of the minimum-weight perfect matching algorithm. Specifically, we have used the synonyms 'connections' and 'nodes' in lieu of 'edges' and 'vertices'. This is to avoid confusion with the edges and vertices of the matching graph defined in SubSec. III-A. We will maintain this convention throughout.

III. DECODER

Here we describe our decoder for the Fibonacci code. With the appropriate choice of symmetries, we find two distinct tests to determine if a physical bit of the lattice has experienced an error. Our decoder dynamically updates the correction according to the outcomes of the tests that we use on each of the bits of the code. In what follows, after explaining how we use the symmetries of the system together with the minimum-weight perfect matching algorithm, we go on to describe how we use these components to design two tests that we call the horizontal probe and the vertical probe to determine if a bit has experienced an error. We then discuss why we expect that the probes can deal with high-weight errors before we propose an iterative decoder using the probes we have introduced.

A. The matching graph

In Ref. [31], it is proposed that we can design a decoder given sufficient knowledge of the symmetries of the code. Specifically, the defects an error produces must respect a conservation law for each of its symmetries. For local codes, this defect conservation can be likened to Gauss’ law [14].

Taking a more practical perspective, for some symmetry, we find that errors produce an even number of defects whose separation grows with the weight of the error. With this observation, it is natural to propose a decoder by pairing nearby defects on the stabilizers of a symmetry to determine the most likely errors that caused a given syndrome. We now examine the symmetries of the Fibonacci code to determine a strategy for decoding.

We define a matching graph $G_F$. It will be used for the pairing procedure carried out by the minimum-weight perfect matching subroutines. In Fig. 4, we mark the faces that support a stabilizer of a fundamental symmetry of the Fibonacci code $\Sigma_F$ with black squares. We assign each of these faces with a vertex of the matching graph. Pairs of vertices of the symmetry are connected with an edge if a single error can produce a defect on both of the vertices of the pair. The
all short paths that pair defects on the matching graph are supported entirely on the dark grey triangle shown in Fig. 6. This is because all but two edges of the matching graph are supported on this region. We disregard defects that are paired via paths supported on edges that lie on the grey triangle.

There are exactly two edges of the matching graph that connect opposite sides of the shaded triangle in Fig. 6. These are special edges of the matching graph. We show these edges on a translated matching graph $G_f$. One edge intersects the vertical dashed line defined on coordinates $c = (x, y)$ such that $X(c) = X(f + sL/2)$ where we recall that $f$ indexes the central face of the matching graph, see Fig. 6(a). The other edge intersects the horizontal dashed line, see Fig. 6(b). The equation for this line is aligned with the coordinates such that $Y(c) = Y(f - y/2)$.

We now look at the special edges that intersect the dashed lines in Fig. 6 more closely. In both cases, in order to create a pair of defects with a low-weight error that is connected by a short path on the matching graph that includes a special edge, then we find that one specific bit must have experienced an error. We mark these bits with circles in Figs. 6(a) and (b). To make this observation more explicit, we show short error strings in Figs. 6(a) and (b) which have errors on the faces marked by a circle. Crucially, if we assume low-weight errors, the pairing the minimum-weight perfect matching subroutine will connect defects via a short path that crosses the dashed lines if and only if the respective bits at the special faces, marked by circles, have experienced errors. It follows that if the minimum-weight perfect matching algorithm returns a matching that crosses these dashed lines, then it is highly-likely that an error has occurred at these special sites.

We can use the observations discussed above to test each of the bits of the code for errors individually. In fact, we have two separate tests for each bit. We call these the horizontal probe $H(f) = 0, 1$ and the vertical probe $V(f) = 0, 1$ where the probes return 0 if they do not suspect that a face $f$ has experienced an error and 1 otherwise. Let us define these tests explicitly. The horizontal probe performs minimum-weight perfect matching on the defects lying on the matching graph $G_f$ with vertices corresponding to the faces defined by the fundamental symmetry $\Sigma_f$. The probe $H(f)$ returns the parity of the number of edges returned by the minimum-weight perfect matching algorithm that cross the horizontal dashed line with coordinates $c$ satisfying $Y(c) = Y(f - y/2)$. Likewise, we can test face $f$ for a bit flip with the vertical probe by using minimum-weight perfect matching to pair defects on the vertices of the matching graph $G_f$. The vertical probe predicts a bit flip at $\sigma_f$, i.e. returns $V(f) = 1$, if and only if an odd parity of matchings cross the vertical dashed line $X(c) = X(f)$.

### C. Error detection probes

We can probe the physical bits of the Fibonacci code for errors individually by pairing the defects lying on the faces of the fundamental symmetries. We exploit the following observation to find a correction for the code. With few exceptions, our exposition. We will say that there is a ‘matching’ between two nodes if they share a connection in the output of the minimum-weight perfect matching algorithm.

We must create an input graph for the minimum-weight perfect matching subroutine such that the connections of the output matching align closely to the error strings. We make each defect supported on the fundamental symmetry a node of the input graph. We then assign weights to the connections between pairs of nodes according to, approximately, the logarithm of the probability that a local collection of error events created that pair of defects. Assuming the independent and identically distributed noise model, to first order, this is proportional to the shortest path between any two given defects with respect to the matching graph.

We improve our decoding algorithm by assigning weights to connections that account for degeneracy. A degenerate syndrome is one where more than one error configuration may have given rise to the same pattern of defects. See, for instance, Fig. 6 where the same pair of defects shown on the fundamental symmetry can be produced by a single bit flip at two locations. When considering subsets of the syndrome that intersect with the fundamental symmetries of the code, we can account for degeneracy between defects with an appropriate choice of connection weight function. Given two defects at locations $f_1$ and $f_2$ of the matching graph, we weight their connection according to the formula

$$W(f_1, f_2) \propto -\log D + E \log \left( \frac{1-p}{p} \right)$$

where $E$ is the length of the shortest path separating $f_1$ and $f_2$ along the matching graph and $D$ is the number of least-weight errors that can create the pair of defects. For references on how to account for degeneracy using minimum-weight matching, see [32], [33].
region that spans the lattice vertically where we suppose that many errors have occurred. If there are many errors on this band, the horizontal probe will inaccurately estimate the locations of errors on this region. However, the vertical probe will successfully identify the locations of errors with high likelihood.

The grey triangle in Fig. 7 depicts the matching graph that has been aligned to use the vertical probe \( V(f) \) to test some bit \( \sigma_f \) on the hatched region for an error. While there are many errors in this region, the overlap of the error with the symmetry is relatively small. We shade the overlap of the symmetry with the error in dark grey. The shaded area is separated into two parts. If there is no error on the face that is being tested, then there must be an even number of defects in each of the two parts of the shaded region. Otherwise, there will be an odd number of defects lying on the neighbourhood of each of these regions such that the minimum-weight perfect matching subroutine will pair two defects from the two dark grey regions. The connection of the pair will cross the line where \( c = X(f) \), indicating that an error has occurred at \( f \).

We have proposed two probes \( H(f) \) and \( V(f) \) to determine if \( \sigma_f \) has been flipped. The success of these probes will depend on the incident error configuration. In general, it is not clear which of the two probes will perform best. In the example we have considered, the vertical probe will identify errors on the hatched region with high probability. However, it is easy to imagine error configurations where the horizontal probe will be better suited to identify errors. A more reliable test might require that both \( H(f) \) and \( V(f) \) agree an error has occurred at \( f \), but in some cases this might not be the best strategy. Consider again the example shown in Fig. 7. In this example \( V(f) \) will determine the errors very reliably, but given that \( H(f) \) will be unreliable at correcting this error it may be too stringent to correct a bit only if both \( V(f) \) and \( H(f) \) register an error at \( f \). To end this in the following section we propose a decoder that finds a correction iteratively where the results of different tests are chosen dynamically at different stages of decoding.

**Fig. 7.** A high-weight error supported on the hatched region that covers a vertical span of the lattice. The light grey triangle shows a symmetry that has been translated such that the vertical probe tests a face \( f \) lying on the hatched region for an error. Although there are many errors on the hatched region, it will be straightforward for the vertical probe to determine faces that support errors. If an error lies on the face \( f \) that is being tested, then there must be an odd number of defects on the two separate dark grey regions where the symmetry and the hatched region overlap. Such a configuration will mean an edge will connect the two disjoint dark grey regions, indicating an error at \( f \) using the vertical probe.

E. Finding a correction using the probes

Given a syndrome with stabilizers \( S_f = \{0, 1\} \) we look for a correction \( C_f \) that will correct all the bits that have experienced errors. The correction is a bit string \( C_f = \{0, 1\} \) for all faces \( f \) of the lattice. The correction will flip \( \sigma_f \) if and only if \( C_f = 1 \). To determine \( C_f \) we choose between three different proposed corrections. The first, \( C_f^V \), is evaluated with the vertical probe where \( C_f^V = V(f) \). The second, \( C_f^H \), is evaluated with the horizontal probe, i.e., \( C_f^H = H(f) \). The final correction, \( C_f^D \), is evaluated using both probes, \( C_f^D = V(f)H(f) \).

Once the three corrections \( C_f^V, C_f^H \) and \( C_f^D \) have been determined, we must choose which of the three corrections to apply. We assume that a good strategy to find the best correction will be to minimise the weight of the new syndrome once the correction has been applied. We evaluate the syndrome for each of the correction operators, i.e.,

\[
S_f^\Gamma = C_f^\Gamma + \hat{x} + \hat{y},
\]

where \( \Gamma = V, H, D \). We then choose the correction that minimises the weight of the syndrome after the correction has been applied. Specifically, we take \( C_f^\Gamma = C_f^{\Gamma_f} \) for \( \Gamma = V, H \) or \( D \) for the updated syndrome \( S_f^\Gamma \) where the bit string \( S_f^\Gamma \) has the smallest number of checks with \( S_f^\Gamma = 1 \). Once we have determined a new correction, we update the error configuration with the correction we have obtained, and update its syndrome.

In general, we do not expect to correct all errors with one iteration of the decoder. If parity checks remain violated after one decoder sequence, we continue with another iteration of the decoder. If after some number of repetitions all of the updated syndrome terms find the 0 value, we declare that the decoder has completed its task. We then determine if the
correction recovers the encoded state to evaluate the success of the sample. In some cases, a decoder sequence will increase the weight of the syndrome. In these cases, we terminate the decoder and report a heralded failure. We discuss the runtime of our decoder and analyse the different failure mechanisms in Appendix [A]

F. Correcting irregular lattice sizes

For simplicity, we have focused on lattices of size $L \times L/2$ with $L = 2^k$ for integers $k$. However, one could generalise our method to other system sizes by duplicating a given syndrome in a regular pattern as illustrated in Fig. [8]. We consider a lattice of size $L^x \times L^y$ such as that shown in the top left of Fig. [9] where we cannot find a triangular fundamental symmetry that will fit on the lattice in a regular way. To deal with this, we can duplicate the error several times, as we have shown in the top right of Fig. [8]. Specifically, we duplicate the system to make a repeated lattice of size $J^x L^x \times J^y L^y$ whereby $J^x L^x = K^x 2^{k+1}$ and $J^y L^y = K^y 2^{k'}$ for some integers $J^x$, $J^y$, $K^x$, $K^y$ and $k'$ such that a periodic triangular symmetry can be obtained. Given such a symmetry, one can identify probes that identify the locations of errors in a similar way to which we have described above. Given a duplicated system that satisfies the constraints we have suggested, it may then be interesting to scale the duplicated error further to find new symmetries on a larger lattice. This may improve the error correcting power of the decoder. Similar effects have been found by studying surface codes under a specific noise model where the dimensions of the lattice are coprime [34].

IV. RESULTS

Here we present data from numerical experiments that demonstrate our decoder is robust to one-dimensional errors. We use Monte-Carlo sampling to determine the logical failure rate of the decoder for varying system sizes and error rates using two different noise models. Against an independent and identically distributed noise model, we find that the logical failure rate scales super-exponentially in $L$ for small physical error rates. The second model we test is the ‘spanning’ noise model. This noise model introduces string-like errors along the rows and columns of the lattice. The decoder demonstrates a finite threshold for the spanning noise model. Both of these observations are consistent with the behaviour of a decoder that can correct errors with one-dimensional support.

A. Independent and identically distributed noise

We begin our analysis by benchmarking our decoder using an independent and identically distributed noise model. The variable $p$ denotes the probability that a given bit is flipped. For each error we sample, we report a success if the decoder predicts the error exactly. In any other instance, the logical information has been corrupted and we report a logical failure.

We evaluate the performance of the decoder at low error rates by comparing our data to the ansatz

$$p_{\text{fail}} = A \exp \left( \alpha L^\gamma \log p + \beta L^\delta \right), \quad (7)$$

where $\alpha$, $\gamma$, and $\delta$ are constants to be determined [35]. Central to our analysis are $\gamma$ and $\delta$. These constants reflect the leading order scaling in $L$ of the weight of the most probable failure configurations, and the number of least weight failure configurations, respectively. Fitting to the low error data points for each system size in Fig. [9] we find

$$\gamma \sim 1.47, \quad \delta \sim 1.25. \quad (8)$$

As we will explain shortly, the values $\gamma$, $\delta > 1$ are consistent with a decoder that can tolerate one-dimensional errors. We also find that $A \sim 0.17$, $\alpha \sim 0.18$ and $\beta \sim 0.59$. The ansatz in Eqn. (7) is superimposed with these parameters in the low error region for each system size in Fig. [9]. In Appendix [B] we explain the analysis we used to obtain these parameters.

Let us now interpret the parameters we have found using our fitting. The logical failure rate can be written explicitly with the expression $p_{\text{fail}} = \sum_{\sigma \in \mathcal{F}} p(\sigma)$ where $\mathcal{F}$ denotes the set of all error configurations $\sigma$ that will cause the decoder to fail, and $p(\sigma)$ is the probability that the error configuration $\sigma$ occurs with respect to the noise model. We assume that the least weight error that can cause a logical failure using our decoder has weight $t \lesssim d/2$ where $d$ is the distance of the Fibonacci code. We then write the logical failure rate as

$$p_{\text{fail}} = (1-p)^{L^2/2} \sum_{l=t}^{\infty} N(l) \left( \frac{p}{1-p} \right)^t \quad (9)$$

with respect to the independent and identically distributed noise model where $N(l)$ is the number of error configurations of weight $l$ that can cause the decoder to fail.

To determine the ability of the decoder to correct spanning errors that are introduced by the independent and identically distributed noise model, we are interested in estimating the
size $t$ of the lowest weight error that could cause the decoder to fail as a function of system size. For small $p$ we assume that higher-order terms in Eqn. 9 are negligible such that

$$p_{\text{fail}} \propto N(t) \left( \frac{p}{1-p} \right)^t.$$  

(10)

By taking $t \sim \alpha L^7$ and $\log(N(t)) \sim \beta L^5$ we recover the ansatz in Eqn. 7 where we also suppose that $\log[p/(1-p)] \approx \log p$ at small values of $p$. Finding that $\gamma > 1$ is consistent with a code where the least weight error scales super linearly in $L$. Moreover, we assume that those errors may configure themselves in $\sim 2^{2t}$ different ways to produce a logical failure. Finding an entropic term $N(t)$ with $\delta > 1$ is therefore also consistent with the behaviour of a code that can tolerate one-dimensional errors.

It is also worthwhile to evaluate the threshold error rate for the independent and identically distributed noise model. The threshold error rate is the physical error rate below which the logical failure rate $p_{\text{fail}}$ can be suppressed arbitrarily by increasing the system size. We obtain the threshold error rate by fitting data close to the crossing to the function

$$p_{\text{fail}} = \exp(B_0 + B_1 x + B_2 x^2),$$  

(11)

where $x = (p - p_h) L^\mu$, $p_h$ is the threshold error rate and $B_j$ and $\mu$ are constants to be determined [36]. We calculate that

$$p_h \sim 0.304,$$  

(12)

for the independent and identically distributed noise model. We also find $B_0 \sim -1.3 \cdot 10^{-2}$, $B_1 \sim 2.5 \cdot 10^{-3}$, $B_2 \sim -6.4 \cdot 10^{-5}$ and $\mu \sim 1.7$.

Let us finally remark on the different mechanisms that cause the decoder to fail. Typically, we find that the most common failure mechanism is for the decoding sequence to terminate after an iteration increases the hamming weight of the syndrome, rather than to predict the code state incorrectly after the successful removal of defects. The ratio between these failure mechanisms for varying system sizes is discussed in Appendix A.

### B. Spanning noise

We assess the capability of our decoder to correct high-weight errors further using a 'spanning' noise model. The noise model introduces one-dimensional errors that span the lattice. The noise model is depicted in Fig. 10.

We introduce errors onto the codeword with bits $\sigma_{(x,y)}$ as follows.

1) For every $1 \leq y \leq L/2$, with probability $p$, we perform a bit flip $\sigma_{(x,y)} \rightarrow \sigma_{(x,y)} \oplus 1$ for all $1 \leq x \leq L$ with certainty, see Fig. 10(a).

2) For every $1 \leq x \leq L$, with probability $p$, we perform a bit flip $\sigma_{(x,y)} \rightarrow \sigma_{(x,y)} \oplus 1$ for all $1 \leq y \leq L/2$ with certainty, see Fig. 10(b).

3) For every face $f = (x,y)$, with probability $p$, we perform a bit flip $\sigma_{(x,y)} \rightarrow \sigma_{(x,y)} \oplus 1$, see Fig. 10(c).

We determine the threshold error rate for the spanning noise model by fitting to Eqn. 11. We find

$$p_{\text{sp.th.}} = 0.197,$$  

(13)

where we fit to the data shown in Fig. 11 to obtain this value. Other parameters calculated are $B_0 \sim 1.0$, $B_1 \sim 9.2 \cdot 10^{-2}$, $B_2 \sim -3.0$ and $\mu \sim 0.50$. The dashed lines in Fig. 11 show the fitting close to threshold for each system size.

It will be remarkable to extend this result to quantum error correcting codes. Research into quantum error correction has focused on two-dimensional codes that will invariably undergo logical failures if errors span the lattice. In future work, it will be valuable to find decoders for quantum codes [16]–[18] that have the potential to tolerate spanning errors.

### V. Discussion

We have proposed an efficient decoding algorithm for the Fibonacci code that pairs defects on fractal symmetries to determine the locations of errors. Our numerical results indicate that the code is robust to errors that span the lattice.
Moving forward, it will be interesting to produce an analytical proof that a decoder is capable of decoding all spanning errors on a fractal code.

The methods we have proposed are readily adapted to other fractal codes. These codes are of fundamental interest as they have been shown to saturate the information storage bounds of local codes [21]. Our numerics establish a lower bound on the distance of these codes. Refinements of the decoder we have presented here may help to tighten these bounds. We give a discussion on other classical codes that we find interesting in Appendix [C]. The examples we give have a variety of symmetries that we might consider exploiting to design and test new decoders using the methods we have presented here.

The leading motivation for this work was to develop methods to decode higher-dimensional fractal quantum error-correcting codes. The two-dimensional quantum error-correcting codes that we are currently developing are fundamentally vulnerable to one-dimensional errors. Should there be some process in the laboratory that introduces spanning errors to a lattice system, then it will be important to find codes that are robust to such errors. Adapting the methods we have presented here to the quantum case may provide a solution to this problem. We leave this to future work.

APPENDIX

A. Runtime and failure mechanisms

The runtime of the decoder is determined by the runtime of the pairing subroutines used in one iteration of the decoder, and the number of repeated iterations of these matchings that are required to neutralise the defects. We determine a correction for a single iteration by performing $L^2/2$ pairing subroutines on $L^D$ sites of the lattice that can occupy defects where $D = 1 + \log_2 \phi \approx 1.69$ and $\phi$ is the golden mean [18], [24]. By parallelising calls, the time taken to find a single iteration of the decoder is equal to the time-complexity of a single pairing subroutine. As we chose to use minimum-weight perfect matching, a single subroutine will take $V^3$ where $V = O(L^D)$ is the number of graph nodes input into the subroutine. However, an iteration is readily sped up using other pairing subroutines that can find a pairing in time closer to $O(L^D)$ [27].

The Kolmogorov implementation of the minimum-weight perfect matching algorithm we use has worst case complexity of $O(V^3E)$ where $V$ is the number of input vertices and $E = O(V^2)$ is the number of input edges for a complete graph.

It remains to determine how many times we need to reiterate the decoder before all defects are neutralised. While it is difficult to determine how well a single iteration of the decoder will perform in general, at low error rates it is reasonable to assume that more bit flips will be corrected accurately with a larger system. As such, we might expect a larger system size to require fewer iterations to achieve a correction that neutralises the syndrome.

In Fig. 12 we plot the average number of iterations that are required before either all defects are neutralised or the decoder terminates. We show results for different system sizes and values of $p$. We find that at $p \lesssim 0.25$ that the largest system size we study requires the fewest number of attempts on average. Our findings indicate that the number of iterations does not diverge with increasing system size for moderate physical error rates. Near to threshold, the number of iterations required by the decoder grows with system size. In practice, we would not use the code in this regime. Nevertheless, in future work it may be interesting to determine the dynamics of the decoder in this regime at larger system sizes. Here, larger system sizes are more likely to successfully correct the error by using more iterations. A better understanding of this dynamic may reveal ways to improve the decoder we have presented.

Let us finally comment on the different failure mechanisms of the decoder. The iterative decoder can produce a logical
error either by incorrect code state assignment, or, a heralded failure can occur after an iteration of the decoder increases the hamming weight of the syndrome. Figure 13 shows how failed Monte-Carlo samples are distributed between each of these failure mechanisms. Our results show that it is much more common for the decoder to terminate and herald a failure, than to find an incorrect codeword. In practice this feature is advantageous as we can repeat the protocol when we have knowingly failed to read the encoded information.

B. Behaviour at low error rates

Here we describe how we determine the free coefficients in Eqn. (7). We take the logarithm of both sides of Eqn. (7) to obtain

$$\log p_{\text{fail}} = \log A + \beta L^\delta + \alpha L^\gamma \log p. \quad (14)$$

For a fixed system size, we see that the gradient of a linear fit of $\log p_{\text{fail}}$ plotted as a function of $\log p$ is $G(L) = \alpha L^\gamma$, and that the intercept of this line is $I(L) = \beta L^\delta + \log A$. We therefore find $G(L)$ and $I(L)$ for each system size separately using data points where $p$ is small. Each of the linear fittings are shown in Fig. 14. We obtain values for $\alpha$ and $\gamma$ by plotting $\log G(L)$ as a function of $\log L$, see Fig. 15. From the definition of $G(L)$ we have that

$$\log G(L) = \log \alpha + \gamma \log L. \quad (15)$$

We make a linear fit to system sizes $L = 8, 16, 32$ and 64 to find

$$\log \alpha = -1.74, \quad \text{and} \quad \gamma = 1.47. \quad (16)$$

Similarly, we obtain values of $A$, $\beta$ and $\delta$ by fitting the function $I(L)$ to our data as a function of $L$ using the Python package SciPy.

$$I(L) = \log A + \beta L^\delta. \quad (17)$$

We find $\log A = -1.79$, $\beta = 0.59$, and $\delta = 1.25$, see Fig. 16.

The data we have collected was obtained using $\sim 10^5$ CPU hours.

Fig. 14. Plot showing logical failure rate $p_{\text{fail}}$ as a function of physical error rate $p$ for different system sizes $L$. For each system size, we use the method of least squares to fit a straight line to the five data points with lowest $p$. These fits are shown as dashed lines in the figure. We plot gradients $G(L)$ and intercepts $I(L)$ for each system size in Figs. 15 and 16 respectively.

Fig. 15. Gradients $G(L)$ obtained for the fittings shown in Fig. 14 plotted as a function of system size $L$. We fit the data to a straight line on the logarithmic plot to obtain $\gamma$, the gradient of the fitting, and $\log \alpha$, its intercept. We use the method of least squares on our data to calculate that $\gamma = 1.47$ and $\log \alpha = -1.74$. We compare our fitting to a line with gradient 1, as shown by the light-grey dashed line.

C. Comparison with other classical codes

In this Appendix we discuss some other two-dimensional classical models with higher-dimensional quantum analogues that mimic some of the encouraging features of the Fibonacci code. We first discuss the eight-vertex model; a classical model that encodes a number of logical bits that scales with the linear size of the lattice. We also discuss the two-dimensional Ising model: a model capable of correcting very high-weight errors including those that span one-dimensional bands of the lattice. The Newman-Moore model is also of interest as, like the Fibonacci model, it has similar fractal features.

1) The eight-vertex model: We first consider the eight-vertex model [37]-[40]. One could view this model as a classical analogue of the X-cube model [19], see Ref. [31] where a decoder is introduced for the X-cube model. It is also noteworthy that this model is equivalent to the surface code that only experiences Pauli-Y errors [41] where the star and plaquette operators of the surface code are expressed in their conventional Pauli-X and Pauli-Z bases, respectively [14].

The eight-vertex model can be represented on an $L \times L$ square lattice with a bit on each of its faces $f$, see Fig. 17. The eight-vertex model has one-dimensional logical operators and has distance $L$. As such, the code is not robust to one-dimensional errors. However, like the Fibonacci code, the number of logical bits encoded by the eight-vertex model scales with $L$. It encodes $O(L)$ logical bits.

The eight-vertex model has stabilizers

$$S_v = \bigoplus_{\partial f \ni v} \sigma_f, \quad (18)$$

for each vertex $v$ of the lattice where $\partial f$ are the set of vertices at the corners of $f$, see Fig. 17(a). A single error on face $f$ introduces four defects on the vertices at the corners of $f$, see Fig. 17(b), and in general, the model introduces defects at the corners of the boundary see Fig. 17(c). A logical error is introduced by flipping all the bits along a single vertical
or horizontal line. An example of an error that cannot be corrected is shown in Fig. 17(d).

This model can be decoded by performing minimum-weight perfect matching along the vertical and horizontal lines of the model. This is due to the one-dimensional symmetries of the model. The edges returned from the matching produce the boundary of the error. A correction is then obtained by finding the interior of the boundary. This decoder was recently implemented in Ref. [42].

2) The Ising model: We next compare the Fibonacci code with the two-dimensional Ising model [43]. The Ising model is a classical analogue of a self-correcting quantum memory [4] such as the four-dimensional toric code [1], [5], [45], [46]. The model encodes a single logical bit, and has distance $L^2$. As such, like the Fibonacci code, the model should be tolerant to one-dimensional errors.

We define the model with a bit on each face of an $L \times L$ square lattice. The model has a stabilizer $S_e$ associated to each edge $e$ of the square lattice, such that

$$S_e = \bigoplus_{f \in \partial e} \sigma_f$$

(19)

where $\partial f$ is the set of edges on the boundary of face $f$. We show two stabilizers in Figs. 18(a) and (b). Defects lie on the edges of the model. A single error introduces defects on the four edges that bound the error, see Fig. 18(c). In general, a large error introduces defects on all the edges of its boundary, see Fig. 18(d). The code can correct one-dimensional errors such as that shown in Fig. 18(e).

The Ising model can be decoded using majority vote. The faces of the lattice are divided into two subsets that are separated by the edge defects that describe the boundary of the error. We correct the lattice by flipping all bits on the smallest subset of faces. This global decoder will have a very high threshold.

The two-dimensional Ising model also has local symmetries and can therefore be decoded with cellular automata [47], even if some of the stabilizer measurements are unreliable. However, a cellular automaton decoder will be unable to decode errors that span the lattice. Cellular automata automaton decoders for quantum self-correcting memories are studied in Refs. [1], [48]–[50].

Furthermore, as the model is self-correcting, it is also capable of single-shot error correction [51] where we suppose that stabilizer measurements are unreliable. This means that the Ising model is robust to both one-dimensional errors and time-correlated errors [52]. As such, the code is still functional, even if some stabilizers malfunction permanently over the lifetime of the code.

3) The Newman-Moore model: The Newman-Moore model [28] and its higher-dimensional generalisations [21] are the canonical example of classical fractal codes. In two dimensions, it has stabilizers of the form

$$S_f = \sigma_f \oplus \sigma_{f + \hat{x}} \oplus \sigma_{f + \hat{y}}$$

(20)

To delocalise three defects over the two-dimensional variant of this model, bit flips are introduced onto a collection of lattice sites with the support of a Sierpinski triangle. As such, the physics of these systems is similar to that of the Fibonacci code that has been the focus of this work.

It may be of value to design a decoder for this code, as this exercise may reveal new insights into decoding quantum versions of fractal codes [17]. Moreover, comparison of this code with the Fibonacci code studied here may give us new insights into the role that entropy plays in the performance of error correction [53].

One could conceive of using the methods we have presented to design a decoder for this code. We show a symmetry of the two-dimensional code in Fig. 19 where we draw a triangle

![Fig. 17. The eight-vertex model with bits lying on the faces of a square lattice. (a) A weight-four parity check $S_v$. Vertex $v$ is marked by a diamond in the centre of the parity check. (b) A single error at face $f$ introduces four defects on the vertices at the corners of $f$. (c) In general, the code introduces defects on the corners of the boundary of the error. (d) An example of a one-dimensional error that will cause a logical failure.](image)

![Fig. 18. The two-dimensional Ising model with bits on the faces. (a) and (b) show the weight-two stabilizers associated to the thick black edges. (c) A single error will introduce edge defects on the edges that bound the error. (d) Large errors introduce defects at the edges of its boundary. (e) Errors that span the lattice can be corrected.](image)
for each face $f$ whereby $S_{f}^{NM} \in \Sigma$ for some symmetry, $\Sigma$. The symmetry can be divided into six distinct Sierpinski triangles. One can see from the figure that there are nine distinct locations where a single error will change the parity of defects lying on the stabilizers of the separate triangles. Using these, one can come up with three unique tests to determine if physical bits have experienced errors.
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