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Abstract. We show that in a certain sense “almost all” exceptional modules over wild canonical algebra \( \Lambda(p, \lambda) \) can be described by matrices with entries of the form \( \lambda_i - \lambda_j \), where \( \lambda_i, \lambda_j \) are elements from the parameter sequence \( \lambda \).

The proof is based on Schofield induction for sheaves in the associated categories of weighted projective lines (Kędzierski and Meltzer 2013) and an extended version of Ringel’s proof of the 0,1 matrix property of exceptional representations for finite acyclic quivers.

1. Introduction. Canonical algebras were introduced by C. M. Ringel [Rin84]. A canonical algebra \( \Lambda \) of quiver type over a field \( k \) is the quotient algebra of the path algebra of a quiver \( Q \):

\[
\begin{array}{cccccccc}
\alpha_1^{(1)} & \alpha_2^{(1)} & \alpha_3^{(1)} & \ldots & \alpha_{p_1-1}^{(1)} & (p_1-1)\bar{x}_1 \\
\bar{x}_1 & 2\bar{x}_1 & \bar{x}_2 & \ldots & \bar{x}_1 & \bar{x}_1 \\
0 & \alpha_1^{(2)} & \alpha_2^{(2)} & \ldots & \alpha_{p_2-1}^{(2)} & (p_2-1)\bar{x}_1 \\
\alpha_2^{(2)} & \alpha_3^{(2)} & \ldots & \alpha_{p_2}^{(2)} & \alpha_2^{(2)} & \bar{x}_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots \\
\alpha_1^{(t)} & \alpha_2^{(t)} & \ldots & \alpha_{p_t-1}^{(t)} & (p_t-1)\bar{x}_t & \bar{x}_t \\
\bar{x}_t & 2\bar{x}_t & \bar{x}_t & \ldots & \bar{x}_t \\
\end{array}
\]

modulo an ideal \( I \) defined by the canonical relations

\[
\alpha_{p_i}^{(i)} \ldots \alpha_2^{(i)} \alpha_1^{(i)} = \alpha_{p_1}^{(1)} \ldots \alpha_2^{(1)} \alpha_1^{(1)} + \lambda_i \alpha_{p_2}^{(2)} \ldots \alpha_2^{(2)} \alpha_1^{(2)} \quad \text{for } i = 3, \ldots, t,
\]

where the \( \lambda_i \) are pairwise distinct non-zero elements of \( k \), called parameters.

The positive integers \( p_i \) are at least 2 and are called weights. Usually we assume that \( k \) is algebraically closed, but for many results this is not necessary. The algebra \( \Lambda \) depends on the weight sequence \( p = (p_1, \ldots, p_t) \) and
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the sequence of parameters $\lambda = (\lambda_2, \ldots, \lambda_t)$. We can assume that $\lambda_2 = 0$ and $\lambda_3 = 1$. We write $A = A(p, \lambda)$. Concerning the complexity of the module category over $A$ there are three types of canonical algebras: domestic, tubular and wild (see [ASS06] for definitions). It was shown in [Rin76] that the canonical algebra $A$ is of wild type if and only if the Euler characteristic $\chi_A = (2 - t) + \sum_{i=1}^{t} 1/p_i$ is negative.

Let $A = A(p, \lambda)$ be a canonical algebra and let $Q = (Q_0, Q_1)$ be its quiver, where $Q_0$ is the set of vertices and $Q_1$ the set of arrows. Denote by $\text{mod}(A)$ the category of finitely generated right $A$-modules. Then a right module $M$ in $\text{mod}(A)$ can be viewed as a $k$-linear representation $M = (M_j, M_\beta)$, where $M_j$ is a finite-dimensional $k$-vector space for each $j \in Q_0$, and $M_\beta : M_i \to M_j$ is a $k$-linear map for any arrow $\beta : j \to i$, such that the canonical relations are satisfied. We will usually identify linear maps with matrices.

We recall that a right module $M$ over an algebra $A$ is defined to be exceptional if its endomorphism algebra $\text{End}_A(M)$ is a skew field and $M$ does not have self-extensions, i.e. $\text{Ext}^i_A(M, M) = 0$ for $i > 0$. For a canonical algebra $A$, the second condition can be reduced to $\text{Ext}^1_A(M, M) = 0$. Moreover, since $k$ is algebraically closed, the first condition implies that $\text{End}_A(M) = k$.

Our aim is to study the possible entries of the matrices of the $k$-linear maps $M_\beta : M_i \to M_j$ of an exceptional module $M$ over a wild canonical algebra $A$.

The issue of possible coefficients that appear in the matrices describing exceptional modules over various algebras, or more generally exceptional objects in some category, has been considered many times before. In 1998 C. M. Ringel [Rin88] proved that each exceptional representation of a finite acyclic quiver can be realized by $0, 1$ matrices. The same result was shown by P. Dräxler [Drä01] for indecomposable modules over representation-finite algebras. In the case of the path algebra of a Dynkin quiver, P. Gabriel [Gab71] computed $0, 1$ matrices for all indecomposable representations. A similar result was shown by M. Kleiner [Kle72] for indecomposable representations of some representation-finite posets, and a complete list is presented by D. Simson [Sim91] and by Arnold–Richman [AHR92] (see also a result of K. J. Bäckström [Bäc72] for orders over lattices). For the path algebra of an extended Dynkin quiver indecomposable representations allow $0, \pm 1$ matrices (see [KuM07b], [KęM11]). Among new results we mention a paper of M. Grzecza, S. Kasjan and A. Mróz [GKM12].

The problem of possible entries in matrices of exceptional representations was well researched in the case of canonical algebras of domestic and tubular type. For domestic type, if $\text{char } k \neq 2$, D. Kussin and the second author [KuM07a] computed matrices having $0, \pm 1$ entries for all indecomposable modules, where $-1$ entries appear only for very special regular modules. The case of arbitrary characteristic was discussed in [KoM08].
A tubular canonical algebra has one of the following weight types: $(2, 3, 6)$, $(3, 3, 3)$, $(2, 4, 4)$ and $(2, 2, 2, 2)$ with a parameter $\lambda$. In the first three cases each exceptional module can be described by matrices having 0, $\pm 1$ entries. In the last case entries 0, $\pm 1$, $\pm \lambda$ and $1 - \lambda$ can appear. This result was discussed in [Mel07] and the proof uses universal extensions in the sense of K. Bongartz [Bon81].

Later P. Dowbor, A. Mróz and the second author [DMM10] developed an algorithm and a computer program for explicit calculations of matrices for exceptional modules over tubular canonical algebras.

In general little is known about matrices of non-exceptional modules. However, in the case of tubular canonical algebras an algorithm for the computation of matrices of non-exceptional modules was developed in [DMM14b]. Moreover, explicit formulas for these matrices were obtained when the module is of integral slope [DMM14a].

Recently the $0, 1$ property was proved for exceptional objects in the category of nilpotent operators of vector spaces with one invariant subspace, where the nilpotency degree is bounded by 6 [DMS19] and for exceptional objects in the category of nilpotent operators of vector spaces with two incomparable invariant subspaces, where the nilpotency degree is bounded by 3 [DM19]. Both problems are of tubular type and are related to recent results on stable vector space categories [KLM13a], [KLM13b], [KLM18], and the Birkhoff problem [Bir34], which was studied recently by M. Schmidmeier and C. M. Ringel [RSc08] and D. Simson [Sim18].

The aim of this paper is to present the following result.

**Main Theorem 1.1.** Let $\Lambda = \Lambda(p, \Lambda)$ be a wild canonical algebra of quiver type with $\Lambda = (\lambda_2, \ldots, \lambda_t)$. Then “almost all” exceptional $\Lambda$-modules can be realized by matrices with entries of the form $\lambda_i - \lambda_j$, where $2 \leq i, j \leq t$.

“Almost all” means that in every $\tau_X$-orbit of exceptional modules, to the right of a certain place, all modules have the expected matrices. We strongly believe that the theorem holds for all exceptional $\Lambda$-modules, but the proof would need additional arguments.

The theorem will be proved by induction on the rank of a module. Recall that matrices for modules of rank 0 and 1 are known [KuM07a], [Mel07]. Next, by Schofield induction [Sch91] each exceptional $\Lambda$-module $M$ of rank greater than or equal to 2 can be obtained as the central term of a non-split sequence

$$0 \to Y^{\oplus v} \to M \to X^{\oplus u} \to 0,$$

where $(X, Y)$ is an orthogonal exceptional pair in the category $\text{coh}(\mathbb{X})$ of coherent sheaves over the weighted projective line $\mathbb{X}$ corresponding to $\Lambda$, and $(u, v)$ is the dimension vector of an exceptional representation for the generalized Kronecker algebra having $\dim_k \text{Ext}^1_{\mathbb{X}}(X, Y)$ arrows [KeM13]. Con-
sequently, following C. M. Ringel [Rin88] we will study the category $\mathcal{F}(X, Y)$ of all middle terms of short exact sequences (⋆) for $u, v \in \mathbb{N}_0$. This category is equivalent to the module category of the generalized Kronecker algebra. Finally, using an alternative description of extension spaces, by using Ringel’s map [Rin88] we will determine the relevant matrix entries for exceptional modules over wild canonical algebras.

Throughout this paper we freely use the quiver representation terminology of [ASS06]. For the representation type terminology and known facts on tameness wildness, domesticity, tubularity, and related subjects the reader is referred to [Rin84] and [SSk06].

2. Notations and basic concepts. We recall the concept of a weighted projective line in the sense of Geigle–Lenzing [GLS7] associated to a canonical algebra $\Lambda = \Lambda(p, A)$. Let $\mathbb{L} = \mathbb{L}(p)$ be the rank 1 abelian group with generators $\vec{x}_1, \ldots, \vec{x}_t$ and relations $p_1 \vec{x}_1 = \cdots = p_t \vec{x}_t := \vec{c}$, where $\vec{c}$ is called the canonical element. Moreover $\mathbb{L}$ is an ordered group with $\mathbb{L}_+ = \sum_{i=1}^t \mathbb{N}_0 \vec{x}_i$ as its set of non-negative elements. Each element $\vec{y}$ of $\mathbb{L}$ can be written in normal form $\vec{y} = a\vec{c} + \sum_{i=1}^t a_i \vec{x}_i$ with $a \in \mathbb{Z}$ and $0 \leq a_i < p_i$ then $\vec{y} \geq 0$ when $a \geq 0$.

The polynomial algebra $k[x_1, \ldots, x_t]$ is $\mathbb{L}$-graded, where the degree of $x_i$ is $\vec{x}_i$. Because the polynomials $f_i = x_i^p - x_i^1 - \lambda_i x_2^{p_2}$ for $i = 3, \ldots, t$ are homogeneous, the quotient algebra $S = k[x_1, \ldots, x_t]/\langle f_i \mid i = 3, \ldots, t \rangle$ is also $\mathbb{L}$-graded. A weighted projective line $\mathbb{X}$ is by definition the projective spectrum of the $\mathbb{L}$-graded algebra $S$. The category of coherent sheaves over $\mathbb{X}$ will be denoted by $\text{coh}(\mathbb{X})$. In other words, $\text{coh}(\mathbb{X})$ is the Serre quotient $\text{mod}^L_0(S)/\text{mod}^L_\mathbb{L}(S)$, where $\text{mod}^L_\mathbb{L}(S)$ is the category of finitely generated $\mathbb{L}$-graded modules over $S$, and $\text{mod}^L_0(S)$ the subcategory of modules of finite length. It is well known that each indecomposable sheaf in $\text{coh}(\mathbb{X})$ is either a locally free sheaf, called a vector bundle, or a sheaf of finite length. Denote by $\text{vect}(\mathbb{X})$ (resp. $\text{coh}_0(\mathbb{X})$) the category of vector bundles (resp. finite length sheaves) on $\mathbb{X}$.

Recall from [GLS7] that for coherent sheaves there are well known invariants, rank, degree and determinant, which correspond to linear forms $\text{rk}, \text{deg} : K_0(\mathbb{X}) \to \mathbb{Z}$ and $\text{det} : K_0(\mathbb{X}) \to \mathbb{L}(p)$, again called rank, degree and determinant, where $K_0(\mathbb{X})$ is the Grothendieck group of $\text{coh}(\mathbb{X})$.

A vector bundle of rank 1 is called a line bundle. Each line bundle has the form $\mathcal{O}(\vec{x})$ for some $\vec{x} \in \mathbb{L}$, where $\mathcal{O}$ is the structure sheaf. Moreover there is an isomorphism $\text{Hom}_\mathbb{X}(\mathcal{O}(\vec{x}), \mathcal{O}(\vec{y})) \cong S_{\vec{y} - \vec{x}}$, where $S_{\vec{y} - \vec{x}}$ is the space of homogeneous elements of the algebra $S$ of degree $\vec{y} - \vec{x}$, and $S_{\vec{y} - \vec{x}} \neq 0$ if and only if $\vec{y} - \vec{x} \geq 0$.

The category $\text{coh}(\mathbb{X})$ is a Hom-finite, abelian $\mathbb{K}$-category. Moreover, it is hereditary in the sense that $\text{Ext}^i_{\mathbb{X}}(\mathcal{O}, \mathcal{O}) = 0$ for $i \geq 2$, and it has Serre duality in the form $\text{Ext}^1_{\mathbb{X}}(\mathcal{F}, \mathcal{G}) \cong D \text{Hom}_{\mathbb{X}}(\mathcal{G}, \tau_\mathbb{X}\mathcal{F})$, where the Auslander–
Reiten translation $\tau_X$ is given by the shift $F \mapsto F(\omega)$, where $\omega := (t-2) \vec{c} - \sum_{i=1}^t \vec{x}_i$ denotes the dualizing element; equivalently, the category $\text{coh}(X)$ has Auslander–Reiten sequences. Moreover, there is a tilting object composed of line bundles with $\text{End}_X(T) = \Lambda$ and it induces an equivalence of bounded derived categories $\mathcal{D}^b(\text{coh}(X)) \xrightarrow{\approx} \mathcal{D}^b(\text{mod}(\Lambda))$.

For more details concerning the concept of weighted projective lines and the category of coherent sheaves over them we recommend [GL87] and [LeM93].

Recall that a coherent sheaf $E$ over $X$ is called exceptional if $\text{Ext}^1_X(E, E) = 0$ and $\text{End}_X(E)$ is a division ring; equivalently, the category $\text{coh}(X)$ has Auslander–Reiten sequences. Moreover, there is a tilting object composed of line bundles with $\text{End}_X(T) = \Lambda$ and it induces an equivalence of bounded derived categories $\mathcal{D}^b(\text{coh}(X)) \xrightarrow{\approx} \mathcal{D}^b(\text{mod}(\Lambda))$.

For simplicity we will often identify a sheaf $E$ in $\text{coh}_+(X)$ or $\text{coh}_0(X)$ with the corresponding $\Lambda$-module $\text{Hom}_X(T, E)$.

3. Exceptional modules of small rank. First, we start with some matrix notations. For a natural number $n$ we denote by $I_n$ the $n \times n$ identity matrix we consider. For natural numbers $n$ and $m$ we consider the matrices

$$X_{n+m,n} := \begin{bmatrix} I_n & \vdots & \vdots & \vdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & \cdots & 0 \end{bmatrix}, \quad Y_{n+m,n} := \begin{bmatrix} 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & I_n \end{bmatrix}$$

in $M_{n+m,n}(k)$. 
A $\Lambda$-module of rank zero is called regular. It is well known (see [LdP97]) that the Auslander–Reiten quiver of all regular $\Lambda$-modules consists of a family of orthogonal regular tubes with $t$ exceptional tubes $\mathcal{T}_1, \ldots, \mathcal{T}_t$ of rank $p_1, \ldots, p_t$, respectively, while the other tubes are homogeneous. Moreover an exceptional regular module lies in an exceptional tube and its quasi-length is less than the rank of the tube [Rin84]. We will use the description of indecomposable regular modules from [KuM07a]. However, we will only quote the shape of the exceptional ones, which lie in the tube $\mathcal{T}_i$ for $i \in \{3, \ldots, t\}$. For $\mathcal{T}_i$ and $\mathcal{T}_2$ the description is similar. Following the notations introduced in [KuM07a] we denote by $S^{[l]}_a$ a regular $\Lambda$-module, with quasi-length $l$, where $a$ indicates the position on the corresponding floor of the tube. For an exceptional module $S^{[l]}_a$ we have $l < p_i$ and so all vector spaces of $S^{[l]}_a$ are zero- or one-dimensional.

There are three cases:

1. $1 \leq a < p_i$ and $0 < l < p_i - a$,
2. $1 \leq a < p_i$ and $p_i - a < l < p_i$,
3. $a = p_i$ and $0 < l < p_i$.

**Case (1).** Then $S^{[l]}_a$ has the form

$\begin{array}{ccccccc}
0 & \leftarrow & 0 & \leftarrow & \cdots & \leftarrow & 0 & \leftarrow & 0 \\
\downarrow & \leftarrow & 0 & \leftarrow & \cdots & \leftarrow & 0 & \leftarrow & 0 \\
\downarrow & \leftarrow & \cdots & \leftarrow & 0 & \leftarrow & \cdots & \leftarrow & 0 \\
\downarrow & \leftarrow & 0 & \leftarrow & \cdots & \leftarrow & 0 & \leftarrow & 0 \\
\downarrow & \leftarrow & 0 & \leftarrow & \cdots & \leftarrow & 0 & \leftarrow & 0 \\
\end{array}$

where $0 \leftarrow k$ and $k \leftarrow 0$ correspond to the arrows $\alpha^{(i)}_a$ and $\alpha^{(i)}_{a+l}$ in the $i$th arm.

**Case (2).** Let $s := l - (p_i - a)$. Then $S^{[l]}_a$ has the form

$\begin{array}{ccccccc}
k & \leftarrow & k & \leftarrow & \cdots & \leftarrow & k & \leftarrow & k \\
\downarrow & \leftarrow & k & \leftarrow & \cdots & \leftarrow & k & \leftarrow & k \\
\downarrow & \leftarrow & \cdots & \leftarrow & k & \leftarrow & \cdots & \leftarrow & k \\
\downarrow & \leftarrow & 0 & \leftarrow & \cdots & \leftarrow & 0 & \leftarrow & 0 \\
\end{array}$

where $k \leftarrow 0$ and $0 \leftarrow k$ correspond to the arrows $\alpha^{(i)}_s$ and $\alpha^{(i)}_a$ in the $i$th arm.
Case (3). Then $S^i_a$ has the form

\[
\begin{array}{c}
\begin{array}{cccccc}
& & k & \leftarrow & k & \leftarrow \\
\downarrow & & \downarrow & \leftarrow & \downarrow & \leftarrow \\
-\lambda_i & k & \leftarrow & k & \leftarrow & k \\
\downarrow & \leftarrow & \leftarrow & \leftarrow & \downarrow & \leftarrow \\
\lambda_2 - \lambda_i & k & \leftarrow & k & \leftarrow & k \\
\downarrow & \leftarrow & \leftarrow & \leftarrow & \downarrow & \leftarrow \\
\lambda_t - \lambda_i & \cdots & k & \leftarrow & 0 & \cdots & k \\
\downarrow & \leftarrow & \leftarrow & \leftarrow & \downarrow & \leftarrow \\
& k & \leftarrow & k & \leftarrow & k \\
\end{array}
\end{array}
\]

where $k \leftarrow 0$ and $0 \leftarrow k$ correspond to the arrows $\alpha^{(i)}_t$ and $\alpha^{(i)}_{p_i}$ in the $i$th arm.

For $\Lambda$-modules of rank 1 we have the following description.

**Proposition 3.1** ([Mel07]). Let $\Lambda$ be a canonical algebra of quiver type and of arbitrary representation type and $M$ an exceptional $\Lambda$-module of rank 1. Then $M$ is isomorphic to one of the following modules:

\[
\begin{array}{c}
\begin{array}{cccccc}
\cdots & \ll M_{r_1 x_1} & \leftarrow & M_{(r_1+1)x_1} & \leftarrow & \cdots \\
\downarrow & \ll & \downarrow & \leftarrow & \downarrow & \leftarrow \\
& \cdots & M_{r_2 x_2} & \leftarrow & M_{r_2 x_2} & \leftarrow & \cdots \\
\downarrow & \ll & \downarrow & \leftarrow & \downarrow & \leftarrow \\
& k^{n+1} & \leftarrow & M_{r_{t-1} x_{t-1}} & \leftarrow & M_{(r_{t-1}+1)x_{t-1}} & \leftarrow & \cdots \\
\downarrow & \ll & \downarrow & \leftarrow & \downarrow & \leftarrow \\
& \cdots & M_{r_t x_t} & \leftarrow & M_{(r_t+1)x_t} & \leftarrow & \cdots \\
\end{array}
\end{array}
\]

where $r_i$ is an integer such that $0 \leq r_i < p_i$ for each $i = 1, \ldots, t$ and

\[
M_{sx_i} = \begin{cases} 
k^{n+1} & \text{for } 0 \leq s \leq r_i, \\
k^n & \text{for } r_i < s \leq p_i.
\end{cases}
\]

Further the matrices of $M$ are as follows:

\[
M_{\alpha^{(i)}_s} = \begin{cases} 
I_{n+1} & \text{for } 1 < s < r_i \\
I_n & \text{for } r_i < s \leq p_i
\end{cases} \quad \text{for } i = 1, \ldots, t,
\]

\[
M_{\alpha^{(1)}_{r_1}} = X_{n+1,n},
\]

\[
M_{\alpha^{(2)}_{r_2}} = Y_{n+1,n},
\]

and for $i = 3, \ldots, t$ we distinguish two cases:
(a) $r_i = 0$:

$$M_{\alpha_1(i)} = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
\lambda_i & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & \lambda_i
\end{bmatrix} \in M_{n+1,n}(k);$$

(b) $r_i > 0$:

$$M_{\alpha_1(i)} = \begin{bmatrix}
1 & 0 & \cdots & 0 & 0 \\
\lambda_i & 1 & \cdots & 0 & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & \lambda_i & 1
\end{bmatrix} \in M_{n+1}(k), \quad M_{\alpha_1(i)} = X_{n+1,n}.$$

4. Schofield induction from sheaves to modules. Let $M$ be an exceptional object from $\text{mod}_+(\Lambda)$ of rank greater than or equal to 2. Then there is a short exact sequence

$$0 \to Y^\oplus v \to M \to X^\oplus u \to 0,$$

where $(X,Y)$ is an orthogonal exceptional pair in the category $\text{coh}(X)$ such that $\text{rk} X < \text{rk} M$ and $\text{rk} Y < \text{rk} M$, and $(u,v)$ is the dimension vector of an exceptional representation of the generalized Kronecker algebra given by the quiver

$$\Theta(n) : 1 \xrightarrow{\alpha_1} \cdots \xrightarrow{\alpha_n} 2$$

with $n := \dim_k \text{Ext}^1_X(X,Y)$ arrows. This result is called Schofield induction \cite{Sch91} and was applied by C. M. Ringel in the situation of exceptional representations over finite acyclic quivers, hence of hereditary algebras \cite{Rin88}.

When the rank of $X$ or $Y$ is at least 2, we can apply Schofield induction again to obtain the sequences

$$0 \to Y_2^\oplus v_2 \to Y \to X_2^\oplus u_2 \to 0, \quad 0 \to Y_3^\oplus v_3 \to X \to X_3^\oplus u_3 \to 0.$$

Because with each successive use of Schofield induction, the rank of the sheaves decreases, after a finite number of steps we get pairs of exceptional sheaves of rank 0 or 1.

This situation is illustrated by the following diagram, which has the shape of a tree:
Applying the functor $\text{Ext}^1_X(T, −)$ to the exact sequence (⋆) we see that if $M$ is a $\Lambda$-module, then each sheaf $X_{i_n}$ such that there is a path from $M$ to $X_{i_n}$ in the tree (4.1) is also a $\Lambda$-module. However, we do not know whether a sheaf $Y_j$ is a $\Lambda$-module.

The following lemma will allow us, by using the $\tau_X$-translation, to shift the tree (4.1) so that all its components will be $\Lambda$-modules.

**Lemma 4.1.** Let $\{L_1, \ldots, L_m\}$ be a family of line bundles over $X$. Then there is a natural number $N$ such that $\text{Ext}^1_X(T, \tau^n_X L_j) = 0$ for $j = 1, \ldots, m$ and for all $n > N$.

**Proof.** Let $L_j = \mathcal{O}(a_j \vec{c} + \sum_{i=1}^t b_{j,i} \vec{x}_i)$, where $a_j \in \mathbb{Z}^2$, $0 \leq b_{j,i} \leq p_i - 1$ for $j = 1, \ldots, m$ and $i = 1, \ldots, t$. We put

$$N := \max\{[(1 - a_j)(t - 2)] + 1 | 1 \leq j \leq m\}.$$  

Then

$$\vec{c} + \vec{\omega} - \det \tau^n_X L_j = (1 - a_j - (n - 1)(t - 2))\vec{c} + \sum_{i=1}^t (n - 1 - b_{j,i}) \vec{x}_i < 0$$

for all $n > N$ and $j = 1, \ldots, m$. Therefore by Serre duality

$$(\Delta) \quad \text{Ext}^1_X(\mathcal{O}(\vec{c}), \tau^n_X L_j) \cong D \text{Hom}_X(\tau^n_X L_j, \mathcal{O}(\vec{c} + \vec{\omega})) = 0 \quad \text{for } j = 1, \ldots, m.$$ 

We have to show that if $n > N$ then $\text{Ext}^1_X(\mathcal{O}(\vec{x}), \tau^n_X L_j) = 0$ for $0 \leq \vec{x} < \vec{c}$ and $j = 1, \ldots, m$. Suppose that $\text{Ext}^1_X(\mathcal{O}(\vec{x}), \tau^n_X L_j) \neq 0$ for some $0 \leq \vec{x} < \vec{c}$. Then by Serre duality, $\det \tau^n_X L_j \leq \vec{x} + \vec{\omega}$. As $\vec{x} + \vec{\omega} \leq \vec{c} + \vec{\omega}$, we get $\det \tau^n_X L_j \leq \vec{c} + \vec{\omega}$ and $\text{Ext}^1_X(\mathcal{O}(\vec{c}), \tau^n_X L_j) \cong D \text{Hom}_X(\tau^n_X L_j, \mathcal{O}(\vec{c} + \vec{\omega})) \neq 0$ contrary to $(\Delta)$.

Immediately from the lemma above we deduce the following corollary.

**Corollary 4.2.** There is a natural number $N$ such that for $n > N$ all components of the tree (4.1) shifted by $\tau^n_X$ are $\Lambda$-modules.

**Proof.** First, note that if the sheaves $X$ and $Y$ in the sequence (⋆) are $\Lambda$-modules, then the middle term $M$ is a $\Lambda$-module. Next, since there are no
non-zero morphisms from finite length sheaves to vector bundles, each finite length sheaf is a \( \Lambda \)-module.

Let \( \mathcal{L} = \{ L_i \}_{i \in I} \) be the set of all line bundles appearing in (4.1). From Lemma 4.1 applied to \( \mathcal{L} \), there is a natural number \( N \) such that for all \( n > N \) the line bundles \( \tau^N_{\mathcal{X}}L_i \) are \( \Lambda \)-modules for \( i \in I \). So the vector bundles in the penultimate level of the tree (4.1) are also \( \Lambda \)-modules. Moving up from the bottom, we infer that all sheaves in the \( \tau^N_{\mathcal{X}} \) image are \( \Lambda \)-modules.

5. Description of extension spaces. Let \( (X, Y) \) be an orthogonal exceptional pair in the category \( \text{coh}(X) \), so \( \text{Hom}_\Lambda(X, Y) = 0 = \text{Hom}_\Lambda(Y, X) \), \( \text{Ext}^1_\Lambda(Y, X) = 0 \) and \( \text{Ext}^1_\Lambda(X, Y) = k^n \) is a non-zero space. Assume further that both sheaves \( X \) and \( Y \) in the sequence (\( \star \)) are \( \Lambda \)-modules.

We consider the category \( \mathcal{F}(X, Y) \) of all right \( \Lambda \)-modules \( M \) that appear as the middle term in a short exact sequence

\[
0 \to Y^{\oplus v} \to M \to X^{\oplus u} \to 0
\]

for some \( v, u \in \mathbb{N}_0 \).

It is well known (see \cite{Rin76}) that the category \( \mathcal{F}(X, Y) \) is abelian and has only two simple objects, \( X \) and \( Y \), where the former is injective and the latter is projective.

Acting like C. M. Ringel \cite{Rin88} in the situation of modules over a hereditary algebra we show that the problem of classifying the objects in \( \mathcal{F}(X, Y) \) can be reduced to the classification of modules over the generalized Kronecker algebra with \( n \) arrows.

To do so let \( \eta_1, \ldots, \eta_n \) be a basis of the vector space \( \text{Ext}^1_\Lambda(X, Y) \). Thus we have short exact sequences

\[
\eta_i : 0 \to Y \to Z_i \to X \to 0 \quad \text{for } i = 1, \ldots, n.
\]

From the “pull-back” construction there is a commutative diagram

\[
\begin{array}{ccccccccc}
0 & \to & Y^{\oplus n} & \to & Z & \to & X & \to & 0 \\
\downarrow & & \downarrow & & \downarrow & & [1_X, \ldots, 1_X]^T \\
0 & \to & Y'^{\oplus n} & \to & \bigoplus_{i=1}^n Z_i & \to & X'^{\oplus n} & \to & 0
\end{array}
\]

where the upper sequence is a universal extension and \( Z \) is an exceptional projective object in \( \mathcal{F}(X, Y) \). In addition, the projective module \( Y \oplus Z \) is a progenerator of \( \mathcal{F}(X, Y) \). Therefore the functor \( \text{Hom}_X(Y \oplus Z, -) \) induces an equivalence between \( \mathcal{F}(X, Y) \) and the category of modules over the algebra \( \text{End}_\Lambda(Y \oplus Z) \), which is isomorphic to the generalized Kronecker algebra \( k\Theta(n) \), where \( n := \dim_k \text{Ext}^1_\Lambda(X, Y) \).

Now, we need a more precise description of the above equivalence. Recall from \cite{Rin88} the concept of extension space between two quiver representations \( X \) and \( Y \). Let \( C^0(X, Y) \) and \( C^1(X, Y) \) be the vector spaces defined
by

\[ C^0(X, Y) := \bigoplus_{0 \leq \overline{x} \leq \overline{z}} \text{Hom}_{k}(X_{\overline{x}}, Y_{\overline{z}}), \quad C^1(X, Y) := \bigoplus_{\alpha: \overline{x} \rightarrow \overline{y}} \text{Hom}_{k}(X_{\overline{y}}, Y_{\overline{z}}), \]

and let \( \delta_{X,Y} : C^0(X, Y) \rightarrow C^1(X, Y) \) be the linear map, defined by

\[ \delta_{X,Y}(\lfloor \overline{x} \rfloor_{0 \leq \overline{x} \leq \overline{z}}) = [f_{\overline{y}}X_{\alpha} - Y_{\alpha}f_{\overline{z}}]_{\alpha: \overline{y} \rightarrow \overline{z}}, \]

where \( \alpha \) runs through \( Q_1 \).

For the path algebra \( kQ \) the map \( \delta_{X,Y} : C^0(X, Y) \rightarrow C^1(X, Y) \) gives a useful description of the extension space of \( kQ \)-modules [Rin88]. Indeed, there is then a \( k \)-linear isomorphism

\[ \text{Ext}^1_{kQ}(X, Y) \cong C^1(X, Y)/\text{Im}(\delta_{X,Y}). \]

For modules over a canonical algebra \( \Lambda = \Lambda(p, \Lambda) \) we must additionally consider the canonical relations of the algebra \( \Lambda \). For this we take the subspace \( U(X, Y) \) of \( C^1(X, Y) \) consisting of all \([f_{\alpha}]_{\alpha \in Q_1}\) satisfying

\[
\begin{align*}
Y_{\omega_{1,p_1-1}}^1 & f_{\omega_{1,p_1-2}}(i) + \cdots + Y_{\omega_{1,p_1-1}}^1 f_{\omega_{1,p_1-2}}(i) X_{\alpha_1(i)}^1 + \cdots + Y_{\omega_{1,p_1-1}}^1 f_{\omega_{1,p_1-2}}(i) X_{\alpha_1(i)}^1 = Y_{\omega_{1,p_2-1}}^1 f_{\omega_{1,p_2-2}}(i) + \cdots + Y_{\omega_{1,p_2-1}}^1 f_{\omega_{1,p_2-2}}(i) X_{\alpha_1(i)}^1 + \cdots + Y_{\omega_{1,p_2-1}}^1 f_{\omega_{1,p_2-2}}(i) X_{\alpha_1(i)}^1 \\
\vdots & = Y_{\omega_{1,p_2-1}}^1 f_{\omega_{1,p_2-2}}(i) + \cdots + Y_{\omega_{1,p_2-1}}^1 f_{\omega_{1,p_2-2}}(i) X_{\alpha_1(i)}^1 + \cdots + Y_{\omega_{1,p_2-1}}^1 f_{\omega_{1,p_2-2}}(i) X_{\alpha_1(i)}^1 \\
& + \lambda_i(Y_{\omega_{1,p_2-1}}^2 f_{\omega_{1,p_2-2}}(i) + \cdots + Y_{\omega_{1,p_2-1}}^2 f_{\omega_{1,p_2-2}}(i) X_{\alpha_2(i)}^2 + \cdots + Y_{\omega_{1,p_2-1}}^2 f_{\omega_{1,p_2-2}}(i) X_{\alpha_2(i)}^2 + \cdots + Y_{\omega_{1,p_2-1}}^2 f_{\omega_{1,p_2-2}}(i) X_{\alpha_2(i)}^2)
\end{align*}
\]

for \( i = 3, \ldots, t \).

**Lemma 5.1** ([Mel07]). \( \text{Ext}^1_{\Lambda}(X, Y) \cong U(X, Y)/\text{Im}(\delta_{X,Y}) \).

We recall the definition of the isomorphism above. Choosing bases of the spaces \( M_{\overline{x}} \) we can assume that for each arrow \( \alpha : i \rightarrow j \) the corresponding map \( M_{\alpha} : M_j \rightarrow M_i \) has the shape

\[
\begin{bmatrix}
Y_{\alpha} & \varphi_{\alpha} \\
0 & X_{\alpha}
\end{bmatrix}.
\]

Then an isomorphism \( \phi : \text{Ext}^1_{\Lambda}(X, Y) \rightarrow U(X, Y)/\text{Im}(\delta_{X,Y}) \) is given by the formula \( M = (M_i, M_{\alpha}) \mapsto (\varphi_{\alpha})_{\alpha \in Q_0} + \text{Im}(\delta_{X,Y}) \).

Now, we can describe \( \Lambda \)-modules contained in \( F(X, Y) \) by using the matrices of \( X \), \( Y \) and the representation of the quiver \( \Theta(n) \), which corresponds to the module \( M \). Each module in \( F(X, Y) \) can be identified with an element of \( \text{Ext}^1_{\Lambda}(X^{\otimes u}, Y^{\otimes v}) \). Since \( X^{\otimes u} = X \otimes k^u \) and \( Y^{\otimes v} = Y \otimes k^v \), the space \( \text{Ext}^1_{\Lambda}(X^{\otimes u}, Y^{\otimes v}) = \text{Ext}^1_{\Lambda}(X \otimes k^u, Y \otimes k^v) \) is given by the map \( \delta_{X \otimes k^u, Y \otimes k^v} \), where the tensor product is taken over \( k \). In this situation \( C^1(X \otimes k^u, Y \otimes k^v) = C^1(X, Y) \otimes \text{Hom}_k(k^u, k^v) \) and also \( U(X \otimes k^u, Y \otimes k^v) = U(X, Y) \otimes \text{Hom}_k(k^u, k^v) \). Therefore, from Lemma 5.1 and from the commutativity of the diagram...
we obtain $\text{Ext}^1_k(X \otimes k^u, Y \otimes k^v) \cong \text{Ext}^1_A(X, Y) \otimes \text{Hom}_k(k^u, k^v)$.

Let $\phi_1, \ldots, \phi_d$ be a basis of $U(X, Y)$. Then $\phi_1 + \text{Im}(\delta_{X,Y}), \ldots, \phi_n + \text{Im}(\delta_{X,Y})$ form a basis of $\text{Ext}^1_A(X, Y)$. Now any element in $\text{Ext}^1_k(X \otimes k^u, Y \otimes k^v)$ is given by an expression $\sum_{m=1}^n (f_{\alpha}^{(m)} \otimes A_m)$, where $A_m \in \text{Hom}_k(k^u, k^v)$ and $\phi_m = [f_{\alpha}^{(m)}]_{\alpha \in Q_1}$. Therefore an exceptional $A$-module $M$ that appears in the sequence $0 \to Y \otimes v \to M \to X \otimes u \to 0$ has the form

$$M = \left( Y_{\bar{x}} \oplus X_{\bar{x}}, \begin{bmatrix} Y_{\bar{x}} \oplus v & \varphi_{\alpha} \\ 0 & X_{\bar{x}} \oplus \alpha \end{bmatrix} \right), \quad \varphi_{\alpha} = \sum_{m=1}^n (f_{\alpha}^{(m)} \otimes A_m),$$

for an exceptional $\Theta(n)$-representation $k^v \leftarrow \cdots \leftarrow k^u$ of the generalized Kronecker algebra. An explicit basis for $U(X, Y)$ will be constructed in the next section.

Now we will focus on exceptional modules over the generalized Kronecker algebra. The exceptional modules in this case are known; they are preprojective or preinjective and can be represented by $0, 1$ matrices [Rin88]. For recent results concerning modules over $t$ generalized Kronecker algebra we refer to [Rin13], [Rin18], [Rin16], [Wei10].

**Lemma 5.2.** Let $V = k^v \leftarrow \cdots \leftarrow k^u$ be an exceptional representation of the quiver $\Theta(n)$ and let $A_m = [a^{(m)}_{i,j}]$ for $m = 1, \ldots, n$. Then for each pair $(i, j)$ of natural numbers there is at most one $m$ such $a^{(m)}_{i,j} \neq 0$.

**Proof.** We will use the description of the extension space to show that if for two matrices $A_1$ and $A_2$ of an exceptional representation $V$ of $\Theta(n)$ a non-zero entry appears in the same row and column, then $\text{Ext}^1_{k\Theta(n)}(V, V) = 0$. Consider the map $\delta = \delta_{V,V} : C^0(V, V) \to C^1(V, V)$, where

$$C^0(V, V) = \text{Hom}_k(k^v, k^v) \oplus \text{Hom}_k(k^u, k^u),$$

$$C^1(V, V) = \bigoplus_{m=1}^n \text{Hom}_k(k^u, k^v).$$
Then for \((f, g) \in C^0(V, V)\) we have
\[
\delta(f, g) = \bigoplus_{m=1}^{n} (f A_m - A_m g).
\]
The vector space \(C^0(V, V)\) has a basis of the form \(\left(e^v_{i,j}, 0\right)\) for \(1 \leq i, j \leq v\), and \((0, e^u_{i,j})\) for \(1 \leq i, j \leq u\), where \(e^*_{i,j}\) is an elementary matrix with one non-zero element (equal to 1) in the \(i \times j\)-place. Because \(A_m = [a^{(m)}_{i,j}]\) for \(m = 1, \ldots, n\), \(\text{Im}(\delta)\) is generated by the elements
\[
\delta(e^v_{i,j}, 0) = \bigoplus_{m=1}^{n} e^v_{i,j} A_m = \bigoplus_{m=1}^{n} \begin{bmatrix} 0 & \cdots & 0 & a^{(m)}_{1,j} & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ 0 & \cdots & 0 & a^{(m)}_{v,j} & 0 & \cdots & 0 \end{bmatrix},
\]
\[
\delta(0, e^u_{i,j}) = \bigoplus_{m=1}^{n} A_m e^u_{i,j} = \bigoplus_{m=1}^{n} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 \\ a^{(m)}_{i,1} & a^{(m)}_{i,2} & \cdots & a^{(m)}_{i,u} \\ \vdots & \vdots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 \end{bmatrix}.
\]

Without loss of generality we can assume that \(a^{(m)}_{1,1} \neq 0\) for \(m = 1, 2\). Then \(x = e_{1,1} \oplus 0 \oplus \cdots \oplus 0 \in C^1(V, V)\) and \(x \notin \text{Im}(\delta)\). Therefore
\[
\text{Ext}^1_{k\Theta(n)}(V, V) \cong C^1(V, V)/\text{Im}(\delta) \neq 0.
\]

6. A construction of a basis for \(U(X,Y)\). Let \(\Lambda\) be a canonical algebra of the type \(p = (p_1, \ldots, p_t)\) with parameters \(A = (\lambda_2 = 0, \lambda_3 = 1, \ldots, \lambda_t)\). A representation \(M = (\{M_{\vec{x}}\}_{\vec{x} \in Q_0}, \{M_{\alpha}\}_{\alpha \in Q_1})\) of an exceptional \(\Lambda\)-module with positive rank is called acceptable if it satisfies the following conditions:

C1. \(M^{(1)}_{\alpha_{1}}, M^{(3)}_{\alpha_{1}}, \ldots, M^{(t)}_{\alpha_{1}}\) have all entries of the form \(\lambda_a - \lambda_b\) for some \(a, b \geq 2\).

C2. All other matrices \(M_{\alpha}\) have all entries 0 or 1.

C3. For each path \(\omega^{(2)}_{u,v} : (u - 1)\vec{x}_2 \to v\vec{x}_2\) all entries of \(M_{\omega^{(2)}_{u,v}}\) are 0 or 1.

C4. For each path \(\omega^{(i)}_{1,v} : 0 \to v\vec{x}_i\), where \(i \neq 2\), all entries of \(M_{\omega^{(i)}_{1,v}}\) are of the form \(\lambda_a - \lambda_b\) for some \(a, b \geq 2\).

C5. For each path \(\omega^{(i)}_{u,v} : (u - 1)\vec{x}_i \to v\vec{x}_i\) where \(i \neq 2\) and \(u \geq 2\), all entries of \(M_{\omega^{(i)}_{u,v}}\) are 0 or 1.
The following lemma [Mel07, Lemma 3.4] is useful.

**Lemma 6.1.** Let $M$ be an acceptable representation of a module in $\text{mod}_+(\Lambda)$. Then by base change we can assume that

$$M_{\alpha_j(i)} = \begin{bmatrix} I_n \\ 0 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 0 \end{bmatrix}$$

for $2 \leq j \leq p_i$, $i = 3, \ldots, t$.

In addition, all entries of $M_{\alpha_j(i)}$ are of the form $\lambda_a - \lambda_b$ for some $a, b \geq 2$. ■

For an exceptional pair $(X, Y)$ with acceptable representations of $X$ and $Y$ we will construct a basis of $U(X, Y)$ for which each basis vector has all entries of the form $\lambda_a - \lambda_b$. For $\text{rk} X, \text{rk} Y > 0$ this was done in [Mel07].

**Lemma 6.2.** Let $X$ and $Y$ be $\Lambda$-modules in $\text{mod}_+(\Lambda)$ with acceptable representations. Then there is a basis $F^{(1)}, \ldots, F^{(d)}$ of $U(X, Y)$, where $F^{(j)} = [f^{(j)}_{\alpha}]_{\alpha \in Q_1}$, which has the following properties:

(i) All entries of the matrix $f^{(2)}_{\alpha_j(i)}$ for $1 \leq j \leq p_i$ are 0 or 1.

(ii) All entries of $f^{(i)}_{\alpha_j(i)}$ for $2 \leq j \leq p_i$ and $i = 1, 3, 4, \ldots, t$ are 0 or 1.

(iii) All entries of $f^{(i)}_{\alpha_1(i)}$ for $i = 1, 3, 4, \ldots, t$ are of the form $\lambda_a - \lambda_b$.

(iv) All entries of the matrix $f^{(m)}_{\alpha_j(i)}$ for $2 \leq j \leq p_m$ and $m = 3, 4, \ldots, t$ are 0 or 1.

Note, that in the sequence $(\ast)$ of Schofield induction the $\Lambda$-module $Y$ always has positive rank, but $X$ can have rank 0. In this situation, we need one more lemma.

**Lemma 6.3.** Let $Y$ and $X$ be exceptional $\Lambda$-modules such that $Y \in \text{mod}_+(\Lambda)$ and $X \in \text{mod}_0(\Lambda)$. Assume that $X$ and $Y$ have acceptable representations and $X$ lies in the exceptional tube corresponding to the $i$th arm of the canonical algebra. Then there is a basis $F^{(1)}, \ldots, F^{(d)}$ of $U(X, Y)$, where $F^{(j)} = [f^{(j)}_{\alpha}]_{\alpha \in Q_1}$, which has the following properties:

(i) All entries of $f^{(2)}_{\alpha_j(i)}$ for $1 \leq j \leq p_2$ are 0 or 1.

(ii) All entries of $f^{(i)}_{\alpha_j(i)}$ for $1 \leq j \leq p_i$ are 0 or 1.

(iii) All entries of $f^{(m)}_{\alpha_1(i)}$ for $m = 1, 3, 4, \ldots, t$ with $m \neq i$ are of the form $\lambda_a - \lambda_b$.

(iv) All entries of the matrix $f^{(m)}_{\alpha_j(i)}$ for $2 \leq j \leq p_m$ and $m = 3, 4, \ldots, t$ are 0 or 1.
Proof. Since $X$ lies in the exceptional tube corresponding to the $i$th arm of the canonical algebra, it has a representation of the form $S_{a[l]}$ from Section 3 such that either

1. $1 \leq a < p_i$ and $0 < l < p_i - a$,
2. $1 \leq a < p_i$ and $p_i - a < l < p_i$, or
3. $a = p_i$ and $0 < l < p_i$.

In particular, all vector spaces of $S_{a[l]}$ are zero- or one-dimensional.

Case (1). From the shape of $S_{a[l]}$ any element of the subspace $U(X,Y)$ has the form

$$F = \begin{bmatrix}
0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots & & \\
0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & f_{\alpha_a}^{(i)} & \cdots & f_{\alpha_{a+l-1}}^{(i)} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots & & \\
0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \vdots & & \\
0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0
\end{bmatrix}.$$

In addition, the condition describing the subspace $U(X,Y)$ is always satisfied.

Now we fix $j$ such that $a \leq j < a + l$. Let $e_r$ denote a matrix unit (a matrix with one entry 1 in row $r$, and the remaining entries 0). Then $e_r$ is in

$$\text{Hom}_k(X_j \bar{x}_i, Y_{(j-1)} \bar{x}_i) = \text{Hom}_k(k, Y_{(j-1)} \bar{x}_i),$$

where $1 \leq r \leq \dim_k Y_{(j-1)} \bar{x}_i$, and

$$F_j^r = \begin{bmatrix}
0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & e_r & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots & \\
0 & \cdots & 0 & \cdots & 0 & \cdots & \\
\vdots & \ddots & \vdots & \ddots & \vdots & \\
0 & \cdots & 0 & \cdots & 0 & \cdots & 0
\end{bmatrix}.$$

belongs to $U(X,Y)$ ($e_r$ lies in the $j$th column). It is easy to check that the $F_j^r$ for $1 \leq r \leq \dim_k Y_{(j-1)} \bar{x}_i$ and $a \leq j < a + l$ form a basis of $U(X,Y)$. 
CASE (2). Any element of $U(X, Y)$ has the form

$$F^r_{\alpha_j} = \begin{bmatrix}
  f_{\alpha_1}^{(1)} & \cdots & f_{\alpha_s}^{(1)} & \cdots & f_{\alpha_{a-1}}^{(1)} & f_{\alpha_a}^{(1)} & \cdots & f_{\alpha_{p1}}^{(1)} \\
  \vdots & \cdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
  f_{\alpha_1}^{(i-1)} & \cdots & f_{\alpha_s}^{(i-1)} & \cdots & f_{\alpha_{a-1}}^{(i-1)} & f_{\alpha_a}^{(i-1)} & \cdots & f_{\alpha_{p1-1}}^{(i-1)} \\
  f_{\alpha_1}^{(i)} & \cdots & f_{\alpha_s}^{(i)} & \cdots & f_{\alpha_a}^{(i)} & f_{\alpha_{a-1}}^{(i)} & \cdots & f_{\alpha_{p1}}^{(i)} \\
  \vdots & \cdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
  f_{\alpha_1}^{(i+1)} & \cdots & f_{\alpha_s}^{(i+1)} & \cdots & f_{\alpha_a}^{(i+1)} & f_{\alpha_{a-1}}^{(i+1)} & \cdots & f_{\alpha_{p1+1}}^{(i+1)} \\
  \vdots & \cdots & \vdots & \cdots & \vdots & \vdots & \cdots & \vdots \\
  f_{\alpha_1}^{(t)} & \cdots & f_{\alpha_s}^{(t)} & \cdots & f_{\alpha_a}^{(t)} & f_{\alpha_{a-1}}^{(t)} & \cdots & f_{\alpha_{p1}}^{(t)} \\
\end{bmatrix},$$

where the condition describing $U(X, Y)$ has the following shape:

$$Y_{\omega_1 p_1} f_{\alpha_1} + \cdots + Y_{\omega_a a} f_{\alpha_a} = Y_{\omega_1 p_1} f_{\alpha_1} + Y_{\omega_2 p_2} f_{\alpha_1} + \cdots + Y_{\omega_a a} f_{\alpha_a} + f_{\alpha_1}$$

and for $j \in \{3, 4, \ldots, t\}$ and $j \neq i$ we get

$$Y_{\omega_1 p_1} f_{\alpha_1} + Y_{\omega_2 p_2} f_{\alpha_2} + \cdots + Y_{\omega_a a} f_{\alpha_a} = Y_{\omega_1 p_1} f_{\alpha_1} + Y_{\omega_2 p_2} f_{\alpha_1} + \cdots + Y_{\omega_a a} f_{\alpha_a} + f_{\alpha_1} + \lambda_i(Y_{\omega_1 p_1} f_{\alpha_1} + Y_{\omega_2 p_2} f_{\alpha_1} + \cdots + Y_{\omega_a a} f_{\alpha_1} + f_{\alpha_1}).$$

We fix $j$ such that $2 \leq j \leq p_i$. Again $e_r$ is a matrix unit that belongs to

$$\text{Hom}_k(X_{j_{\overline{1}}}, Y_{(j-1)_{\overline{1}}}) = \text{Hom}_k(k, Y_{(j-1)_{\overline{1}}}) \quad \text{for} \quad 1 \leq r \leq \dim_k Y_{(j-1)_{\overline{1}}}.$$

Then the element

$$F^r_{\alpha_j} = \begin{bmatrix}
  -Y_{\omega_1 j-1} e_r & 0 & \cdots & 0 & e_r & 0 & \cdots & 0 \\
  0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
  0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \cdots & \vdots \\
  0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\end{bmatrix},$$

(where $e_r$ lies in the $j$th column) belongs to $U(X, Y)$.

We fix $j$ such that $1 \leq j \leq p_2$ and let $e_r$ belong to

$$\text{Hom}_k(X_{j_{\overline{2}}}, Y_{(j-1)_{\overline{2}}}) = \text{Hom}_k(k, Y_{(j-1)_{\overline{2}}}) \quad \text{for} \quad 1 \leq r \leq \dim_k Y_{(j-1)_{\overline{2}}}.$$
Then the element

\[
F^{r}_{\alpha_{j}}(2) = \begin{bmatrix}
-\lambda_{1}Y_{\omega_{1,j-1}}(2) e_{r} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & e_{r} & 0 & \cdots & 0 \\
(\lambda_{3} - \lambda_{i})Y_{\omega_{1,j-1}}(2) e_{r} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
(\lambda_{i+1} - \lambda_{i})Y_{\omega_{1,j-1}}(2) e_{r} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \vdots \\
(\lambda_{t} - \lambda_{i})Y_{\omega_{1,j-1}}(2) e_{r} & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 
\end{bmatrix}
\]

belongs to \(U(X,Y)\).

Next, assume that \(3 \leq m \leq t\), \(m \neq i\) and \(1 < j \leq p_{m}\). Let \(e_{r}\) be a matrix unit in

\[
\text{Hom}_{k}(X_{j\bar{x}_{m}}, Y_{(j-1)\bar{x}_{m}}) = \text{Hom}_{k}(k, Y_{(j-1)\bar{x}_{m}}) \quad \text{for } 1 \leq r \leq \dim_{k} Y_{(j-1)\bar{x}_{k}}.
\]

Then the element

\[
F^{r}_{\alpha_{j}}(m) = \begin{bmatrix}
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
-\lambda_{j}Y_{\omega_{1,j-1}}(m) e_{r} & 0 & \cdots & 0 & e_{r} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 
\end{bmatrix}
\]

belongs to \(U(X,Y)\).

Now, we fix \(j\) such that \(j \in \{a, a+1, \ldots, p_{i}\}\) and let \(e_{r}\) be a matrix unit in

\[
\text{Hom}_{k}(X_{j\bar{x}_{i}}, Y_{(j-1)\bar{x}_{i}}) = \text{Hom}_{k}(k, Y_{(j-1)\bar{x}_{i}}),
\]

where \(1 \leq r \leq \dim_{k} Y_{(j-1)\bar{x}_{i}}\). Then the element
belongs to \( U(X, Y) \).

Let \( j \in \{1, \ldots, s - 1\} \) and let \( e_r \) belong to \( \text{Hom}_k(X_{j\bar{z}_i}, Y_{(j-1)\bar{z}_i}) = \text{Hom}_k(k,Y_{(j-1)\bar{z}_i}) \) for \( 1 \leq r \leq \text{dim}_k Y_{(j-1)\bar{z}_i} \). Then the element

\[
F^r_{\alpha_j} = \begin{bmatrix}
Y_{\omega_{i,j-1}}^{(i)} & e_r & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
Y_{\omega_{i,j-1}}^{(i)} & e_r & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
Y_{\omega_{i,j-1}}^{(i)} & e_r & 0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

belongs to \( U(X, Y) \), where \( e_r \) lies in the \( j \)th column and \( i \)th row.

It is easy to check that the \( F^r_{\alpha} \) form a basis of \( U(X, Y) \). Finally, we must check that the matrices \( f^r_{\alpha} \) of the basis vectors \( F^r_{\alpha} \) have the desired entries. Because the representation for \( Y \) is acceptable, the matrices \( Y_{\omega_{u,v}}^{(m)} \) have only entries 0, \( \pm 1 \), \( \pm \lambda_a \), \( \lambda_a - \lambda_b \). Hence \( Y_{\omega_{1,j-1}}^{(i)} e_r \) has the same entries.

In addition, for \( m = 2 \), all entries of \( Y_{\omega_{1,j-1}}^{(2)} \) are 0 or 1. Therefore the matrices \( (\lambda_a - \lambda_b)Y_{\omega_{1,j-1}}^{(2)} e_r \) have only entries 0, \( \pm 1 \), \( \pm \lambda_a \), \( \lambda_a - \lambda_b \).

Case (3) is similar to case (2). \( \blacksquare \)

Note that entries of the form \( \lambda_a - \lambda_b \) only occur in a basis vector of \( U(X, Y) \) if they appear in the acceptable representations of \( X \) or \( Y \). In particular if \( X \) and \( Y \) are modules of rank 1, then by Proposition 3.1 all basis vectors of \( U(X, Y) \) have only entries 0, \( \pm 1 \) and \( \pm \lambda_i \).
7. Proof of the main theorem

PROPOSITION 7.1 (Induction step). Let $M$ be an exceptional module over a canonical algebra $\Lambda$ with $\text{rk} M \geq 2$. Let $(X,Y)$ be an orthogonal exceptional pair of $\Lambda$-modules, obtained by applying Schofield induction to $M$. If $X$ and $Y$ allow acceptable representations, then also $M$ allows an acceptable representation.

Proof. We will use the basis $F^{(1)} = [f^{(1)}_\alpha]_{\alpha \in Q_1}, \ldots, F^{(n)} = [f^{(n)}_\alpha]_{\alpha \in Q_1}$ of the subspace $U(X,Y)$ from Lemma 6.2 or Lemma 6.3 Since $M$ belongs to $\mathcal{F}(X,Y)$, it has the form

$$M = \left( Y_{\omega}^{\oplus v} \oplus X_{\omega}^{\oplus u}, \begin{bmatrix} Y_{\omega}^{\oplus v} & \varphi_{\alpha} \\ 0 & X_{\omega}^{\oplus u} \end{bmatrix} \right)_{0 \leq \omega \leq \varepsilon, \alpha \in Q_1} , \quad \varphi_{\alpha} = \sum_{m=1}^{n} (f^{(m)}_\alpha \otimes A_m),$$

for an exceptional $\Theta(n)$-representation $k^v \xleftarrow{A_1} \cdots \xleftarrow{A_n} k^u$. Recall that all matrices $A_1, \ldots, A_n$ have all entries 0 or 1 (see [Rim88]) and moreover from Lemma 5.2 non-zero coefficients in consecutive matrices $A_1, \ldots, A_n$ occur in different places. Therefore the matrix $\sum_{m=1}^{n} (f^{(m)}_\alpha \otimes A_m)$ has the same entries as the matrices of the basis vectors $F^{(1)}, \ldots, F^{(n)}$ of $U(X,Y)$. Therefore, since $X$ and $Y$ are acceptable, the matrix $M_{\alpha_j}^{(i)}$ has all entries of the form $\lambda_i - \lambda_j$ for $i = 1, 3, 4, \ldots, t$, and for $i = 2$ only 0 and 1 appear. Next, $M_{\alpha_j}^{(i)}$ is a 0, 1 matrix for $2 \leq j \leq p_i$ and $i = 1, \ldots, t$.

Now, we must check that for each path $\omega_{l,m}^{(i)} = \alpha_{m}^{(i)} \ldots \alpha_{l}^{(i)}$ the matrix $M_{\omega_{l,m}^{(i)}} = M_{\alpha_{l}^{(i)}} \ldots M_{\alpha_{m}^{(i)}}$ has expected entries. After standard calculations we obtain

$$M_{\omega_{l,m}^{(i)}} = \left[ \begin{array}{c} (Y_{\omega_{l,m}^{(i)}})^{\oplus v} \\ \varphi_{\alpha_{m}^{(i)}} \\ 0 \\ (X_{\omega_{l,m}^{(i)}})^{\oplus u} \end{array} \right] ,$$

where $\sum \sum Y f X_{\omega_{l,m}^{(i)}}$ denotes

$$\sum_{j=1}^{n} \left\{ Y_{\omega_{l,m-1}^{(i)}} f^{(j)}_{\alpha_{m}^{(i)}} + Y_{\omega_{l,m-2}^{(i)}} f^{(j)}_{\alpha_{m-1}^{(i)}} X_{\alpha_{m}^{(i)}} + \cdots + f^{(j)}_{\alpha_{l}^{(i)}} X_{\omega_{l+1,m}^{(i)}} \right\} \otimes A_j.$$

Since $X$ and $Y$ are acceptable, $Y_{\omega_{l,m}^{(i)}}$ and $X_{\omega_{l,m}^{(i)}}$ have desired entries. Again $\sum \sum Y f X_{\omega_{l,m}^{(i)}}$ has the same entries as

$$Y_{\omega_{l,m-1}^{(i)}} f^{(j)}_{\alpha_{m}^{(i)}} + Y_{\omega_{l,m-2}^{(i)}} f^{(j)}_{\alpha_{m-1}^{(i)}} X_{\alpha_{m}^{(i)}} + \cdots + f^{(j)}_{\alpha_{l}^{(i)}} X_{\omega_{l+1,m}^{(i)}} .$$
Now the statement concerning the entries of $M_{\omega_{l,m}}^{(i)}$ follows from the explicit description of $F^{(i)}$ by a case by case inspection. ■

Note that entries of the form $\lambda_a - \lambda_b$ appear only for regular modules. This means that if in the tree (4.1) there are only vector bundles, then each module in this tree (after translations) can be realized by matrices with entries 0, ±1, ±$\lambda_a$.

**Proof of the Main Theorem.** We use induction on the rank of the exceptional module. The description of exceptional modules of rank 0 and 1 in Section 3 gives the base case of induction. Let $M$ be an exceptional $\Lambda$-module of rank $r$ and assume that $r \geq 2$. Then $M$ corresponds to an exceptional vector bundle over the weighted projective line $X$ associated to $\Lambda$. By repeated use of Schofield induction, we obtain the tree (4.1) in the category $\text{coh}(X)$ for $M$. Then from Corollary 4.2 we can shift all sheaves in this tree so that each of them becomes a $\Lambda$-module. Therefore, we can assume that “almost all” sheaves in (4.1) belong to $\text{mod}(\Lambda)$. Since all components in this tree have smaller rank than $M$, they have acceptable representations. Therefore the claim follows from Proposition 7.1. ■

**Acknowledgments.** The result is part of the PhD thesis of the first author at Szczecin University in 2017. The authors are grateful to C. M. Ringel for a helpful discussion concerning the paper [Rin88].
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