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Abstract: This paper analyzes the causal link between aggregated and disaggregated levels of energy consumption and economic growth in Mexico between 1965 and 2014, with the presence of structural breaks stemming from the series. To that end, unit root with structural breaks, cointegration, and linear and nonlinear causality tests are employed. The results show that there is a long-run relationship between production, capital, labor, and energy, and linear causal links from total and disaggregated energy consumption to economic growth. A nonlinear causality also exists from energy consumption, the transport sector, capital, and labor to output. These results support the growth hypothesis, which maintains that energy is an important input factor for economic activity and that energy conservation policies impact the economic growth in Mexico.
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1. Introduction

The causal link between energy consumption and economic growth has been examined in the literature ever since the seminal study by Kraft and Kraft [1] was published. Four hypotheses have been derived from the analysis of the dynamic relationships between economic growth and energy consumption: the growth hypothesis, i.e., energy consumption causes economic growth, so any energy conservation policies could adversely affect economic growth; the conservation hypothesis, i.e., economic growth causes energy consumption, and energy conservation policies have therefore little or no impact on growth; the neutrality hypothesis, i.e., there is no causal link between the variables, which implies that energy conservation policies do not affect economic growth; and the feedback hypothesis, i.e., two-way causality exists, whereby there is interdependence and complementarity between the two variables. In this regard, [2] shows that 27.87% of studies support the conservation hypothesis, 22.95% support the growth hypothesis, 31.15% support the neutrality hypothesis, and 18.03% support the feedback hypothesis. The lack of consensus is probably due to the differences in the characteristics among countries, the data sets used, the variables included in the analysis, and the econometric methodology used.

The gradual opening up of the world economy after World War II, infrastructure development, and technological advances in transport and equipment have helped to explain the increase in demand...
for energy in all forms, leading to other major challenges, such as its impact on the environment, sustainability, supply capacity, and finding alternative energy sources [3]. This issue is currently very important, as an estimated 6.1 million people annually die from air pollution, which is mainly caused by the production and use of energy by human activities (e.g., power plants, industry, households, transport, and agriculture), and results in negative effects on human health, the acidification and eutrophication of water and soil, crop damage, and climate change [4]. Despite the greater focus on this issue and the corresponding effort to lower environmental damage, fossil fuels (i.e., oil, coal, and natural gas) still dominate in global energy consumption. These fossil fuels had an 81% share in the last 25 years. That ratio did not change between 1989 and 2014, although the use of oil dropped, from 37% to 31%; over that same period, the use of natural gas rose from 19% to 21% and coal increased from 25% to 28% [4].

Some studies [5–17] focus on total energy consumption whereas [18–22] disaggregate per type of energy source or per consumption sector. The latter seek to better understand the relative importance of each sector or type of energy source in economic growth. Another part of the literature includes energy as a factor in the production function, in addition to capital and labor, in order to establish the influence of energy on the economy and to better design the energy policies of the countries [23–25]. More recently, the literature has focused on analyzing economic growth and energy consumption by type of transport, because this sector is one of the most dynamic and plays a very important role for economic and social development [26,27].

Some economic events, such as changes in economic conditions, changes in energy policy, and fluctuations in the price of energy, can cause structural changes in energy consumption behavior; it is imperative to incorporate them to avoid the possibility of model misspecification affecting statistical inference [9,28]. Due to the presence of such structural changes in the variables, the nonlinear context may be more appropriate for investigating the relationship between energy consumption and economic growth [11,28].

In the mid-eighties, the Mexican economy, like that of many other Latin American countries, began to implement structural reforms, after four decades employing an import-substitution model, which was obviously exhausted. This entailed opening its market up to competition and foreign investment, privatizing public enterprises, deregulating the domestic market, and finally, signing the North American Free Trade Agreement (NAFTA) in 1992, all aimed at increasing economic efficiency (the agreement came into force in 1 January 1994). Alongside these reforms, there were strong devaluations and economic crises in 1976, 1982, 1987, and 1994–1995. These events in the Mexican economy might imply structural changes that should be incorporated into economic modeling.

The energy sector has played an important role in the economic and social growth and the development of Mexico. Between 2000 and 2011, energy consumption grew at an average annual rate of 2.08%, while GDP increased at 1.82% and primary energy production decreased at a rate of 0.3% [29]. These trends indicate that Mexico will face a major energy deficit by 2020. It is important to note that Mexico has currently set targets for environmental issues, such as reducing greenhouse gas emissions by 30% by 2020 compared to the baseline figure [29]. However, this goal does not appear to be compatible with the energy reform approved on December 20, 2013, and the first package of secondary legislation published on 11 August 2014 [29], as they focus on the participation of non-renewable resources in the country’s energy sector and not on either their environmental impact or the promotion of renewable energies in the national energy sector. This is worrying for the country in a global context, as energy consumption is increasing and total fossil fuel reserves are becoming depleted and neglected. In Mexico, air pollution is a significant problem both in urban and rural areas. Dependence on biomass for cooking and other energy uses falls outside the usual patterns among Organization for Economic Co-operation and Development (OECD) member countries. Although a 30% increase in energy demand is expected in 2040, the projections do not show a proportional increase in emissions of air pollutants in Mexico. However, the impact of air pollution on health persists; the number of
premature deaths attributable to air pollution is expected to increase from 12,500 cases per year at present to 15,500 in 2040 [4].

Some studies have already attempted to determine the relationship between energy and economic growth in Mexico. Reference [30] finds no causal link; reference [31] finds a bidirectional causality between energy consumption and product changes from 1965 to 2001; [32] finds temporal causality running from economic growth to energy consumption and finally, [33] finds support for the neutrality hypothesis.

This research seeks to analyze the dynamic relationships between production and energy consumption in Mexico between 1965 and 2014. Our paper differs from these studies on several points: (1) A model with four variables (energy consumption, economic growth, capital, and labor) is estimated to avoid the problem of the omitted variable in a bivariate system; (2) the newly developed Residual Augmented Least Squares-Lagrange Multiplier (RALS-LM) unit root test with trend-breaks [34] and the co-integration test proposed by [35] are employed; (3) in addition to the linear Granger causality, a nonlinear causal analysis proposed by [36] is used; (4) the analysis is conducted for both aggregated and disaggregated energy consumption.

The results of causality help to device the importance of energy consumption as an input for economic growth in Mexico. In this way, we seek to propose policies oriented towards sustainable economic growth and efficient use of energy resources in Mexico.

The rest of the paper is structured as follows: Section 2 describes the econometric methodology. Section 3 presents the data and period studied. In Section 4, the empirical results are presented and analyzed, and finally, the conclusions are discussed in Section 5.

2. Methodology

Our research assumes the context of a production function, where energy consumption is considered a separate input from capital and labor, as discussed in [7,37]. The general form of the production function is:

$$GDP_t = f(EC_t, K_t, L_t)$$

(1)

where real output (GDP) at time $t$ is a function of energy consumption (EC), labor (L), and capital (K). We assume that these inputs are weakly separable from other inputs such as materials and services. Equation (1) is parameterized as a Cobb-Douglas production function and, taking natural logarithms on both sides of the equation, can be expressed as follows:

$$lnGDP_t = α + βlnEC_t + γlnK_t + δlnL_t + u_t,$$

(2)

where $u_t$ is the error term.

First, the order of integration of the series is determined using the Augmented Dickey–Fuller (ADF) [38] and Phillips–Perron (PP) [39] unit root tests. As these tests are well known in the literature, they are not described in this paper. The Lagrange Multiplier (LM) tests developed by [40,41] and the RALS-LM test developed by [34] for one and two structural breaks, respectively, are used to take the possible presence of structural changes into account.

Reference [40] consider the following data generation process (DGP):

$$y_t = \delta'Z_t + e_t with \ e_t = \beta e_{t-1} + \epsilon_t$$

(3)

where $y_t$ is the series of interest to be analyzed, i.e., GDP and all the input variables of the production function, $Z_t$ is a vector of exogenous variables and $\epsilon_t$ is iid $N(0, \sigma^2)$. With two structural changes, the Model A allows two structural changes in the intercept and the Model C allows two structural changes in the level and slope. In Model A, $Z_t = [1, t, D_{1t}, D_{2t}]'$ where $D_{jt} = 1$ for any $t \geq T_{Bj} + 1, j = 1, 2$, and 0 otherwise, $T_{Bj}$ is the time period of structural change. In Model C, $Z_t = [1, t, D_{1t}, D_{2t}, DT_{1t}, DT_{2t}]'$, where $D_{jt} = 1$ for $t \geq T_{Bj} + 1, j = 1, 2$ and 0 otherwise.
The DGP incorporates structural changes under the null hypothesis of unit root and the alternative of trend stationarity, and are determined endogenously, based on the data. The test statistic is obtained from the following regression:

\[ \Delta y_t = \delta' \Delta Z_t + \phi \tilde{S}_{t-1} + u_t \]  \hspace{1cm} (4)

where the moment conditions, \( E \) are the regression coefficients of \( \Delta y_t \) on \( \Delta Z_t \); and \( \varphi \) is given by \( y_1 - Z_1 \hat{\delta} \). \( y_1 \) and \( Z_1 \) represent the first observation of \( y_t \) and \( Z_t \), respectively. The LM unit root test statistic, \( \tau_{tLM} \), is the t-statistic for the hypothesis \( \phi = 0 \).

As explained in \([34,42,43]\), when there are trend breaks, the LM statistic, \( \tau_{tLM} \), depends on the location parameter, \( \lambda_i \), which indicates the fraction of the subsamples in each regime, such that \( \lambda_1 = T_0 / T \) and \( \lambda_2 = (T_2 - T_0) / T \). Reference \([42]\) suggests a simple transformation, which can make the unit root test statistic free of the dependency on the break location. To that end, \( \tilde{S}_t \) is replaced by \( \tilde{S}_{i}^* \) in Equation (4), with \( \tilde{S}_{i}^* = \left( \frac{T}{T_0} \right) \hat{S}_t \) for \( t \leq T_0 \) and \( \tilde{S}_{i}^* = \left( \frac{T}{T_2 - T_0} \right) \hat{S}_t \) for \( T_0 < t \leq T_2 \). The resulting equation is:

\[ \Delta y_t = \delta' \Delta Z_t + \phi \tilde{S}_{i}^* + \sum_{j=1}^{k} d_j \triangle \tilde{S}_{i-j} + e_t \], \hspace{1cm} (5)

where \( \Delta \tilde{S}_{i-j} \) and \( j = 1, \ldots, k \). These terms are included to correct error autocorrelation. The t-statistic for \( \phi = 0 \) is indicated by \( \tilde{\tau}_{tLM}^* \), whose distribution is invariant to \( \lambda_i \). In order to improve the power of the LM test, \([34]\) adopts a procedure to employ the information of non-normal errors, and they suggest modifying the testing regression (5) as follows:

\[ \Delta y_t = \delta' \Delta Z_t + \phi \tilde{S}_{i}^* + \sum_{j=1}^{p} d_j \triangle \tilde{S}_{i-j} + \tilde{\omega}_t \gamma + u_t \], \hspace{1cm} (6)

where \( \tilde{\omega}_t \) captures the moment conditions, employing the second and third moments of the residuals of the regression (6). Letting \( \tilde{m}_j = T^{-1} \sum_{t=1}^{T} \tilde{\varepsilon}_t^j \), the augmented term could be given as:

\[ \tilde{\omega}_t = [\tilde{\varepsilon}_t^2 - \hat{m}_2, \tilde{\varepsilon}_t^3 - \hat{m}_3 - 3\hat{m}_2 \tilde{\varepsilon}_t] \], \hspace{1cm} (7)

where the moment conditions, \( E[\tilde{\omega}] = 0 \), reveal the redundancy condition, that knowledge of higher moments \( m_{j+1} \) are uninformative if \( m_{j+1} = \rho^2 m_{j-1} \). This condition is satisfied only with the normal distribution. Under non normality, the efficiency of the estimators is enhanced by adding the augmented term, \( \tilde{\omega}_t \), and therefore, the power of the test is increased. The corresponding t-statistic for \( \phi = 0 \) is \( \tilde{\tau}_{ALS-LM}^* \), and the asymptotic distribution is given as \( \tilde{\tau}_{ALS-LM}^* \rightarrow \rho \tau_{LM}^* + \sqrt{1 - \rho^2} Z \), where \( \rho \) indicates the relative ratio of the variances of two error terms, \( \rho^2 = E[u_t^2] / E(\varepsilon_t^2) \).

We use the autoregressive distributed lag (ARDL) bounds testing approach proposed by \([35]\) to test for cointegration or a long-run relationship between the variables. This method enables the testing of cointegration, regardless of whether the regressors are I(0), I(1), or mutually cointegrated. It provides two critical sets of values: one that is appropriate when all regressors are I(0) and another that is appropriate when all regressors are I(1). It is important to note that these critical values are not valid for variables with an integrated process of order two, I(2). The test involves estimating the following unrestricted error correction model (ECM) in differences, considering each variable in turn as the dependent variable:

\[ \Delta GDP_t = \alpha_1 + \sum_{i=1}^{m} \alpha_2 \Delta GDP_{t-i} + \sum_{i=1}^{m} \alpha_3 \Delta K_{t-i} + \sum_{i=1}^{m} \alpha_4 \Delta L_{t-i} + \sum_{i=1}^{m} \alpha_5 \Delta EC_{t-i} + \beta_1 GDP_{t-1} + \beta_2 K_{t-1} + \beta_3 L_{t-1} + \beta_4 EC_{t-1} + e_t \], \hspace{1cm} (8)
of the series is required if the F statistic falls between the upper and lower critical values. Reference [44] proposes critical values for data sets between 30 and 80 observations; these are used in this research.

Linear causality is then tested, using the [45,46] tests. The former states that causality exists when lagged values of a variable, say Y, have explanatory power on another variable X. If that is the case, lagged values of Y can help to reduce the prediction error of current X. In order to test for linear Granger causality between two series, a conventional $F$ statistic is applied in vector autoregression (VAR) models. However, this methodology requires the series being stationary since using non-stationary data can yield spurious causality results. Reference [47] argues that, if the variables are co-integrated, an ECM must be estimated instead of a VAR in testing Granger causality. In this case, the first step would be to estimate the long-term model in Equation (2), and the second step would be to estimate an ECM that includes the variables in first differences and the error correction term lagged one period (ECT-1).

Some traditional unit root tests might have low power when the sample period is small and the causality results could be affected. To overcome this problem we follow [46] who propose an alternative approach for testing causality in a VAR model, regardless of the order of integration of the series and of whether or not they are co-integrated. The procedure uses the modified Wald test statistic for restricting the parameters in the VAR (k), where k is the order of the lags in the system. The statistic has an asymptotic chi-square distribution when the VAR (k + dmax) is estimated (where dmax is the maximum expected order of integration of the variables in the system).

Regarding nonlinear causality, [48] proposes a nonparametric test in a bivariate system, based on the idea that once linear causality is captured by the linear system, any remaining improvement in the predictive power of one residual series for another can be considered nonlinear. In this paper, the generalization of the test for the multivariate setting proposed by [36] is used to test the null hypothesis that a vector series $Y_t$ does not strictly Granger cause another vector series $X_t$.

3. Data

Annual data on output and capital are obtained from the [49]. Output is measured by real GDP (in constant 2005 US dollars). In line with some previous studies [50,51], the gross fixed capital formation is used as a proxy variable (in constant 2005 US dollars) in the absence of capital stock. The labor variable is taken from [52] and is measured using the number of people employed (in thousands). Data on EC and the disaggregation into energy consumption from the transport sector (ECTR), the industrial sector (ECI), the residential sector (ECR), and the agriculture sector (ECA) are measured in petajoules; the data are obtained from the [29]. The sample period runs from 1965 to 2014. Figure 1 plots GDP, K, L, and EC, expressed in natural logarithms. GDP, EC, and K have a positive trend, with strong, sudden movements in the early eighties (1982–1983), the mid-nineties (1994–1995), and around 2009, which could indicate structural changes in the time series. L exhibits a relatively stable behavior in relation to the other variables.
Figure 2 plots the energy consumption by sector. A positive trend can be seen, with some sharp movements in the early eighties, mid-nineties, and around 2009. These sudden movements in variables could be explained by the economic and financial crises in 1976, 1982, and 1994. The common elements are: (1) a non-controllable external deficit; (2) an overvalued currency; (3) a major currency flight; and (4) policy measures implemented by the Mexican government that followed the lines of the adjustment programs of the International Monetary Fund [53]. The sudden movements around 2009 could be explained by the impact of the global financial crisis.

Table 1 presents the correlation coefficients between energy consumption and GDP for Mexico. These results show high levels of correlation at both the aggregated and disaggregated levels, which means a high degree of linear relation between variables and does not necessarily imply causality.
Table 1. Correlation matrix: Energy consumption and economic growth in Mexico.

| Variables | GDP | EC | ECTR | ECR | ECI | ECA |
|-----------|-----|----|------|-----|-----|-----|
| GDP       | 1   | -  | -    | -   | -   | -   |
| EC        | 0.995 | 1  | -    | -   | -   | -   |
| ECTR      | 0.996 | 0.998 | 1    | -   | -   | -   |
| ECR       | 0.975 | 0.981 | 0.976 | 1   | -   | -   |
| ECI       | 0.979 | 0.992 | 0.985 | 0.965 | 1   | -   |
| ECA       | 0.967 | 0.969 | 0.971 | 0.917 | 0.964 | 1   |

Source: Own calculations based on the sample. The abbreviations in Table 1 are: real output (GDP), energy consumption (EC), and the disaggregation of energy consumption into transport sector (ECTR), industrial sector (ECI), residential sector (ECR), and agriculture sector (ECA).

4. Results

We begin by analyzing the order of integration of the time series. In Appendix A, the Table A1 shows the results of the ADF and PP unit root tests. The unit root null hypothesis cannot be rejected for all the variables in levels, but they are stationary in first differences at the 1% significance level. However, structural breaks could be present; if they are not taken into account in the econometric modeling, erroneous results may be generated. To that end, the LM and RALS-LM tests for one and two structural breaks are performed, respectively, as defined by [34,40,41]. The results of the tests for one structural break are reported in Table 2.

The results of the LM test show evidence of stationarity for the variables K, EC, ECTR, and ECI at the 5% significance level or better. The null hypothesis is rejected when the RALS-LM test is applied for the variables GDP, K, L, EC, and ECI at the 10% level or better. The rest of the variables are integrated of order one.

The unit root test results for two structural breaks are reported in Table 3. As observed, when the LM statistic is applied, all the variables are stationary at the 5% significance level or better, except GDP, which is stationary at the 10% level, and L and ECA, which are integrated of order one. By contrast, all variables are stationary when the RALS-LM test is applied. Thus, stationarity of energy consumption has important policy implications for energy conservation, because a shock will affect energy consumption only temporarily; it will return to its growth path in the long term.

Table 2. LM and RALS-LM unit root tests with one structural break.

| Variable | Model | Structural Break | LM Statistic | Lag Length | Structural Break | RALS-LM ρ² | Lag Length |
|----------|-------|------------------|--------------|------------|------------------|------------|------------|
| GDP      | Model C | 1984 −3.57       | 1            | 1983 −3.70 ** | 0.99 | 0 |
| K        | Model C | 1985 −4.57 ** | 2            | 1982 −4.73 * | 0.91 | 2 |
| L        | Model C | 1991 −3.26       | 0            | 1992 −3.02 *** | 0.56 | 1 |
| EC       | Model C | 1978 −4.72 ** | 2            | 1982 −6.91 * | 0.98 | 0 |
| ECR      | Model C | 1992 −3.83       | 2            | 1997 −1.95 | 0.81 | 2 |
| ECTR     | Model C | 1977 −5.18 * | 4            | 1980 −2.38 | 0.81 | 0 |
| ECI      | Model C | 1981 −5.57 * | 0            | 1982 −6.91 * | 0.65 | 0 |
| ECA      | Model C | 1985 −2.81       | 1            | 1981 −2.39 | 0.91 | 1 |

First differences

| Variable | Model | Lag Length |
|----------|-------|------------|
| ΔGDP     | Model A | 1982 −6.63 * | 0 |
| ΔK       | Model A | 1982 −6.78 * | 0 |
| ΔL       | Model A | 2007 −8.25 * | 0 |
| ΔEC      | Model A | 1982 −7.00 * | 0 |
| ΔECR     | Model A | 1992 −7.17 * | 0 |
| ΔECTR    | Model A | 1982 −5.09 * | 0 |
| ΔECI     | Model A | 2010 −9.07 * | 0 |
| ΔECA     | Model A | 1980 −5.76 * | 0 |

Note: *, **, and *** denote rejection of the null hypothesis at the 1%, 5%, and 10% levels, respectively. The abbreviations are: real output (GDP), energy consumption (EC), labor (L), capital (K), and the disaggregation of energy consumption into transport sector (ECTR), industrial sector (ECI), residential sector (ECR), and agriculture sector (ECA). The critical values for the LM and RALS-LM tests are obtained from [34,40], respectively.
Table 3. Unit root tests with two structural breaks.

| Variable | Model | Structural Breaks | LM Statistic | Lag Length | Structural Break RALS-LM | ρ² | Lag Length |
|----------|-------|-------------------|--------------|------------|-------------------------|----|------------|
| GDP      | Model C | 1984/1998 | −5.11 *** | 2 | 1981/1990 | −6.27* | 0.98 | 0 |
| K        | Model C | 1976/1985 | −5.86 * | 2 | 1980/1984 | −4.23* | 0.71 | 0 |
| L        | Model C | 1977/1995 | −4.33 | 0 | 1980/1993 | −8.80* | 0.63 | 0 |
| EC       | Model C | 1979/1988 | −5.97 * | 4 | 1980/2000 | −7.37* | 0.97 | 0 |
| ECR      | Model C | 1978/1996 | −6.00 * | 3 | 1978/1994 | −7.26* | 0.79 | 1 |
| ECTR     | Model C | 1978/1987 | −5.64 ** | 4 | 1969/1982 | −4.95* | 0.58 | 0 |
| ECI      | Model C | 1979/2001 | −6.17 * | 2 | 1982/1990 | −7.20* | 0.86 | 0 |
| ECA      | Model C | 1977/2002 | −4.82 | 3 | 1981/1985 | −4.26 ** | 0.97 | 1 |

First differences

| ∆GDP      | Model A | 1982/1996 | −6.65 * | 0 |
| ∆K        | Model A | 1982/1987 | −7.32 * | 0 |
| ∆L        | Model A | 1980/1997 | −5.21 * | 0 |
| ∆EC       | Model A | 1981/1989 | −8.10 * | 0 |
| ∆ECR      | Model A | 1987/1992 | −8.03 * | 0 |
| ∆ECTR     | Model A | 1992/1986 | −5.79 * | 0 |
| ∆ECI      | Model A | 1995/2010 | −9.92 * | 0 |
| ∆ECA      | Model A | 1980/2002 | −5.91 * | 0 |

Notes: *, **, and *** denote the rejection of the null hypothesis at the 1%, 5%, and 10% levels, respectively.

The results of the unit root tests are not conclusive, so the co-integration test proposed by [35], in which a different order of integration of the variables is allowed, is conducted. Tables 4 and 5 show the results for the ARDL models and their diagnostic tests, such as autocorrelation, heteroscedasticity, normality and Ramsey’s RESET. Dummy variables are included to improve the specification of the models (the dummy variables take values of 1 for the year indicated and 0 otherwise: D73 (1973), D823 (1982 and 1983), D83 (1983), D86 (1986), D90 (1990), D95 (1995), D01 (2001), and D09 (2009)). According to the results, at the aggregated level (see Table 4), the cointegration test shows evidence of three long-term relationships between GDP, K, L, and EC at the 5% significance level or better, when GDP, EC, and L are dependent variables.

Table 4. ADRL co-integration analysis at the aggregated level.

| ADRL Model | F-Test |
|------------|--------|
| F(GDP|K, L, EC, D86, D95, D09) | 6.34 ** |
| F(K|GDP, L, EC, D823, D86, D95) | 3.14 |
| F(L|GDP, K, EC, D95, D09) | 7.69 * |
| F(EC|GDP, K, L, D823, D86, D95) | 10.67 * |

Notes: *, **, and *** denote the rejection of the null hypothesis at the 1%, 5%, and 10% levels, respectively.

The abbreviations are: real output (GDP), energy consumption (EC), labor (L), and capital (K). The critical values (CV) for the lower I(0) and upper I(1) bounds are taken from [44].

Table 5. ADRL co-integration analysis at the disaggregated level.

| ADRL Model | F-Test |
|------------|--------|
| F(GDP|K, L, ECTR, D86, D95, D09) | 6.16 ** |
| F(ECR|K, L, GDP, D823, D95, D09) | 4.10 *** |
| F(GDP|K, L, ECI, D95) | 5.73 ** |
| F(ECI|K, L, GDP, D86, D09, D01) | 5.61 ** |
| F(GDP|K, L, ECR, D95) | 3.39 |
| F(ECR|K, L, GDP, D90) | 5.96 ** |
| F(GDP|K, L, ECA, D95) | 4.49 ** |
| F(ECA|K, L, GDP, D73, D83, D09) | 8.32 * |

Notes: *, **, and *** denote rejection of the null hypothesis at the 1%, 5%, and 10% levels, respectively.

The abbreviations are: real output (GDP), labor (L), capital (K), and the disaggregation of energy consumption into transport sector (ECTR), industrial sector (ECI), residential sector (ECR), and agriculture sector (ECA). The critical values (CV) for the lower I(0) and upper I(1) bounds are taken from [44].
At the disaggregated level, the $F$-test shows evidence of long-run relationships between GDP, $L$, $K$ and three consumption sectors when GDP is taken as the dependent variable: in this case at the 5% significance level when ECTR, ECI and ECA are included as explanatory variables. When the dependent variables are energy consumption by sector, the results show that there is a co-integration relationship in all cases.

Reference [47] points out that, if the variables are co-integrated, there must be a causal link in at least one direction; thus, a vector error correction model (VECM) must be estimated instead of a VAR for Granger causality testing, since the latter would be misspecified, which could lead to incorrect conclusions regarding causality. Table 6 shows the results of causality testing in the short run and long run at the aggregated level.

### Table 6. Granger causality test results: Aggregated level.

| Explanatory Variables | ∆GDP  | Dependent Variables ∆K | ∆L  | ∆EC  |
|-----------------------|-------|-------------------------|-----|------|
| ∆GDP                 | -     | 5.33 **                 | 3.02 *** | 1.20 |
| ∆K                   | 7.46 * | -                       | 1.53 | 1.39 |
| ∆L                   | 1.03   | 2.34                    | -   | 4.34 ** |
| ∆EC                  | 1.88   | 2.26                    | 7.43 * | -   |
| ECT-1 Dummy          | -0.60 ** | 0.07                   | 0.07 | 0.22 |
|                       | D83, D95, D09 | D823, D86, D95         | D80, D09 | D83, D09 |
| Diag. tests          | -     | -                       | -   | -    |
| JB Normal            | 2.43   | 2.83                    | 3.24 | 2.04 |
| LM test              | 2.07   | 1.72                    | 0.56 | 0.39 |
| White test           | 8.23   | 3.53                    | 9.44 | 6.33 |
| Ramsey test          | 0.44   | 0.15                    | 1.83 | 1.00 |

Note: *, **, and *** denote significance at the 1%, 5%, and 10% levels, respectively. ECT-1 denotes the estimated coefficient of the lagged error correction term. The abbreviations are: real output (GDP), energy consumption (EC), labor (L), and capital (K).

In the long run, there is evidence of a causal relationship from EC, $K$, and $L$ to GDP, since the coefficient of ECT-1 is negative and significant at the 5% level. These results support the growth hypothesis, which suggests that energy is an important factor for economic activity. A reduction in energy consumption, capital, or employment will adversely affect output growth. In terms of implications for energy conservation policies without affecting economic growth, it is important to explore policies related to reducing the intensity of energy and promoting cleaner energy consumption and production. In the short run, there is evidence of causality from $K$ to GDP, which means that capital contains important information to help predict GDP. There is also a causal link from GDP to $K$ and $L$ at the 5% and 10% significance levels, respectively. Finally, there is evidence of a bidirectional causality relationship between $L$ and EC.

At the disaggregated level, Table 7 show evidence of a causal link in the long run from energy consumption in three sectors (ECTR, ECI, and ECR), $K$, and $L$ to GDP. This result coincides with the results of the analysis at the aggregated level and implies that a reduction in energy consumption in any of the three sectors, in capital, or in employment will adversely affect output growth. Energy consumption by transport, industry, and the residential sector is a major factor for economic activity in Mexico. In 2011, the final energy consumption across sectors was 48% for transportation (mainly gasoline and diesel); 29% for industry; 20% for residential, commercial, and public; and 3% for agriculture [29].
Table 7. Granger causality test results: Disaggregated level.

| Explanatory Variables | ∆GDP | ∆ECTR | ∆GDP | ∆GDP | ∆ECTR | ∆GDP | ∆ECTR | ∆GDP | ∆ECTR |
|-----------------------|-------|--------|-------|-------|--------|-------|--------|-------|--------|
| ∆GDP                  | -     | 0.46   | -     | 2.51 *** | -     | 3.30 *** | -     | 1.99   |
| ∆K                   | 6.28 * | 0.29   | 9.61 * | 1.11   | 13.34 * | 1.44   | 2.81 *** | 1.83   |
| ∆L                   | 0.47   | 0.22   | 0.00   | 0.62   | 0.00   | 7.40 * | 0.96   | 0.04   |
| ∆ECTR                | 0.86   |        |        |        |        |        |        |        |
| ∆ECI                 | -      | -      | -      | -      | -      | -      | -      | -      |
| ∆ECR                | 0.39   | -0.82 ** | 0.77   | 0.66 ** | 0.06   | -0.21  | 0.38   |
| ∆ECA                 | -      | -      | -      | -      | -      | -      | -      | -      |
| ECT-1                | -0.66 ** | 0.39   | -0.82 ** | 0.77   | 0.66 ** | 0.06   | -0.21  | 0.38   |
| Dummy                | D95,D09 | D823,D09 | D83,D95 | D01,D09 | D83,D95 | D83,D90 | D83,D95,D09 | D83   |

Notes: *, **, and *** denote significance at the 1%, 5%, and 10% levels, respectively. ECT-1 denotes the estimated coefficient of the lagged error correction term. The abbreviations are: real output (GDP), labor (L), capital (K), and the disaggregation of energy consumption into transport sector (ECTR), industrial sector (ECI), residential sector (ECR), and agriculture sector (ECA).

In the short run, there is evidence of causality from GDP to ECI and ECR at the 10% significance level. By contrast, in the short term, there is no evidence of a causal relationship from energy consumption per sector to GDP.

To check the robustness of the results, the alternative methodology proposed by [46] is also applied. Table A2 in Appendix A shows that there is a causal relationship from EC and K to GDP at the 1% and 10% significance levels, respectively. There is also a causal relationship from GDP and L to K at the 1% and 10% significance levels, respectively, and from GDP, EC, and K to L at the 1% significance level. Finally, there is a causal link at the 5% significance level from L to EC. These results also support the growth hypothesis and confirm the results at the aggregated level.

A causality test between GDP and energy consumption per sector is also performed. The results are shown in Appendix A with Table A3, where the evidence suggests a causal link from GDP to ECR and ECI at the 5% and 1% significance levels, respectively. In the short run, these results confirm the evidence shown in Table 7. Therefore, the dynamics of economic activity contain important information for consumption by the ECR and ECI.

These results also confirm a causal link from energy consumption to economic growth at the aggregated level. This means that energy consumption contains useful information that can help to predict economic growth and that energy conservation policies impact economic activity.

The [36] nonlinear causality test is applied to the residual series of the VECM, estimated for both aggregated and disaggregated energy consumption. The results show no evidence of nonlinear causality from K, L, and GDP to EC, nor do they show evidence of nonlinear causality from K, L, and EC to GDP, when aggregated energy consumption is considered. However, for the disaggregated energy consumption, evidence of a unique nonlinear causality is found running from ECTR, K, and L to GDP (the values \( m = Lx = Ly = 1 \) and \( e = 1.5 \) are considered for all residual series. The value \( e = 0.5 \) has also been considered, but no evidence of causality has been found. The results of the tests are available from the authors upon request) which means that the past values of ECTR, K, and L help to predict GDP through a more complex means than the linear causality. This relation is not found for the energy consumption of the rest of the sectors.

To summarize, our results are robust to the different methodologies and support the growth hypothesis. The results differ from those in [30–33] for Mexico, which could be due to the different methodologies and the variables employed. However, results are in line with [8] for Mexico.
Finally, [3,8,10,11,17] also support the growth hypothesis for other countries such as Algeria, China, Philippines and South Africa.

5. Conclusions and Policy Implications

This research studies the dynamic relationships between GDP, capital, labor, and energy in Mexico from 1965 to 2014, incorporating structural breaks. Total energy consumption is disaggregated to analyze the dynamics of the different sectors. The results show that most series are stationary in levels with two structural breaks and a deterministic trend. Co-integration testing shows three long-term relationships between GDP, K, L, and EC, whereas at a disaggregated level, there is evidence of long-run relationships between GDP, K, and L and energy consumption in three sectors: ECTR, ECI, and ECA.

In the long run, there is evidence of causality from EC, K, and L to GDP at both the aggregated and disaggregated (ECTR, ECR, and ECI) levels. This implies that a reduction in energy consumption in any of the three sectors or in total energy consumption, capital, or employment would negatively affect the growth of economic activity. In the case of energy consumption in the transport sector, there is also a nonlinear causal relationship from ECTR, K, and L to GDP. The alternative methodology of [46] confirms the results at the aggregated level, since there is evidence of a causal link from EC to GDP.

These empirical results support the growth hypothesis; a decrease in energy consumption could restrict economic growth in Mexico. This result does not necessarily mean that the ultimate goal of the economic policies should not be to encourage energy consumption as such. For instance, the energy reform program approved on 20 December 2013, and the first package of secondary legislation published on 11 August 2014, focus on the participation of non-renewable resources in the energy sector of Mexico, neglecting their environmental impact. Two thirds of total emissions come from the energy sector. Thus, this policy would be in line with our results but it is in clear contradiction to the environmental goal of reducing greenhouse gas emissions by 30% by 2020 compared to the baseline. Therefore, Mexico must explore policies related to the most efficient use of energy which allows consuming less energy to produce the same level of product, as well as the production of cleaner energies such as those that are renewables. This is a very important issue in a global context where energy consumption is increasing and the fossil fuel reserves are becoming exhausted.
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### Appendix A

#### Table A1. Unit root tests without structural breaks.

| Variable | Deterministic Parameters | ADF Test | PP Test |
|----------|--------------------------|----------|---------|
| GDP      | CT                       | -2.255   | -2.112  |
| K        | CT                       | -2.826   | -2.900  |
| L        | CT                       | -0.242   | -0.101  |
| EC       | CT                       | -1.706   | -1.694  |
| ECR      | CT                       | 0.238    | 0.318   |
| ECTR     | CT                       | -1.946   | -1.768  |
| ECI      | CT                       | -2.348   | -2.440  |
| ECA      | CT                       | -1.755   | -1.962  |
| First differences |                      | -        | -       |
| ∆GDP    | C                        | -5.054 * | 5.054 * |
| ∆K      | C                        | -6.139 * | 6.188 * |
| ∆L      | C                        | -6.049 * | 6.210 * |
| ∆EC     | C                        | -4.908 * | 5.013 * |
| ∆ECR    | C                        | -5.963 * | 6.160 * |
| ∆ECTR   | C                        | -4.084 * | 4.062 * |
| ∆ECI    | C                        | -8.191 * | 8.066 * |
| ∆ECA    | C                        | -5.252 * | 5.249 * |

Notes: * denotes the rejection of the null hypothesis at the 1% level. C denotes constant and CT denotes constant and trend. ADF: Augmented Dickey–Fuller; PP: Phillips–Perron.

#### Table A2. Toda and Yamamoto causality test results: Aggregated level.

| From  | To    | Statistic | Dummy Variables |
|-------|-------|-----------|-----------------|
| K     | GDP   | 2.84 ***  | D83, D95, D09   |
| L     | GDP   | 0.15      | D83, D95, D09   |
| EC    | GDP   | 4.61 *    | D83, D95, D09   |
| GDP   | K     | 9.32 *    | D823, D86, D95  |
| L     | K     | 2.99 ***  | D823, D86, D95  |
| EC    | K     | 1.46      | D823, D86, D95  |
| GDP   | L     | 6.52 *    | D83, D09        |
| K     | L     | 5.55 *    | D83, D09        |
| EC    | L     | 15.42 **  | D83, D09        |
| GDP   | EC    | 0.35      | D83, D09        |
| K     | EC    | 0.91      | D83, D09        |
| L     | EC    | 4.56 **   | D83, D09        |

Note: *, ** and *** denote significance at the 1%, 5% and 10% levels, respectively.

#### Table A3. Toda and Yamamoto causality test results: Disaggregated level.

| From  | To    | Statistic | Control Variables |
|-------|-------|-----------|-------------------|
| ECTR  | GDP   | 1.32      | K, L, D95, D09    |
| GDP   | ECTR  | 0.33      | K, L, D823, D09   |
| ECR   | GDP   | 1.13      | K, L, D83, D95    |
| GDP   | ECR   | 3.73 **   | K, L, D83, D90    |
| ECI   | GDP   | 0.52      | K, L, D83, D95    |
| GDP   | ECI   | 5.32 *    | K, L, D09, D2001  |
| ECA   | GDP   | 1.32      | K, L, D83, D95, D09|
| GDP   | ECA   | 0.87      | K, L, D83        |

Note: * and ** denote rejection of the null hypothesis at the 1% and 5% levels, respectively.
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