Abstract—This article proposes Convolutional Neural Network based Auto Encoder (CNN-AE) to predict location dependent rate and coverage probability of a network from its topology. We train the CNN utilising BS location data of India, Brazil, Germany and the USA and compare its performance with stochastic geometry (SG) based analytical models. In comparison to the best-fitted SG-based model, CNN-AE improves the coverage and rate prediction errors by a margin of as large as 40% and 25% respectively. As an application, we propose a low complexity, provably convergent algorithm that, using trained CNN-AE, can compute locations of new BSs that need to be deployed in a network in order to satisfy pre-defined spatially heterogeneous performance goals.
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I. INTRODUCTION

THE RELATIONSHIP between the topology of a network and its performance is one of the most important questions in cellular network industry [1]. An answer to this question will not only allow us to evaluate the performance of existing networks but also provide a way to design smart networks for the future with enhanced performance. With rapid development of augmented and virtual reality, video streaming, network gaming and other data-hungry applications, the issue of smart design has become pertinent for the forthcoming fifth generation (5G) and beyond networks [2]. There are two major approaches in the literature, namely simulation and stochastic geometry, that are applied to map a cellular network topology to its performance.

A. Simulation

In a simulation based setup, the precise locations of the base stations (BSs) are fed into a simulator along with a statistical model of the channel gains. The simulator then calculates the Signal-to-Interference-plus-noise ratio (SINR) at each possible user location for a given realisation of the BS-to-user channels. The task is then repeated sufficiently large number of times to generate a user location-dependent probabilistic description of a desired performance metric [3]. For example, one can obtain location-specific coverage probability (i.e., the probability that the SINR at a given location surpasses a predefined threshold) and location-specific average rates via this method.

Simulation provides an accurate description of network reality. However, the simulation process is quite computationally expensive and therefore, time-consuming, especially where the number of BSs and potential user locations are high [4]. Thus, simulation cannot be efficiently used for network design where we must simulate large number of network scenarios to choose the best performing network.

B. Stochastic Geometry

Stochastic Geometry (SG) is an alternate tool to simulation that analytically evaluates the network performance. One of the core presumptions of SG-based models is that the locations of the users and BSs in a network can be described as realizations of stationary two-dimensional (2D) random point processes. A 2D point process is essentially a collection of random points in an infinite 2D area such that their locations are determined by a given probability law. For example, 2D Poison Point Process (PPP) was one of the earliest models for BS and user locations [5]. It is defined as a collection of random points in a 2D plane such that the number of points contained in two disjoint areas can be depicted as two independent Poisson random variables. On the other hand, a 2D random process is said to be stationary if translation of each random point by a fixed vector does not change the probabilistic description of the process [6]. PPP is an example of a stationary point process.

An advantage of a stationary process is that it appears to be statistically identical from the perspective of every arbitrarily chosen points in the plane. Hence, if BS locations are depicted by a stationary process, then in the ensemble of all possible BS location realisations, the average network performance must be identical at each point in the plane. The appeal of the SG-based models is that they yield closed-form expressions for location-independent ensemble-averaged network performance.

However, there are two major pitfalls to this approach. First, in a network design scenario, one is typically interested in the
performance of a given network realization rather than the that of their ensemble. In a given network realization, different user may experience different network performance. Moreover, due to various socio-economic, and demographic reasons, different user locations may have different network design requirements. For example, the highly populated areas of a city may require higher coverage probability whereas the low-populated places may need lower coverage [7]. It is clear that to design networks with such spatially heterogeneous goals, we must have access to location-specific network performance and hence, location-independent SG-based average performances are not useful for this purpose.

Secondly, the assumed BS location models in the SG-based analyses may not always be realistic. For example, PPP allows the BSs to be placed arbitrarily close to each other. Repulsion based models [8] were later introduced to avoid this drawback. Clustered BS process-based analyses [9] also appeared in the literature to mimic the clustered real networks. Comparing the fitted error of a pool of candidate point processes, it was later established [7] that the \( \alpha \)-Stable process best depicts the BS deployment in urban scenarios. All of these refinements added realism to the model, however, at the expense of increasingly complex average performance analysis. Also, with increase in complexity, the estimation process of different parameters of the models from the real data became challenging.

C. Our Approach

The gist of the above discussion is that simulation caters to network design needs but demands large computation-time. On the other hand, SG-based models are computationally fast but cannot provide location-specific network performance. In this article, we take the middle path and come up with a procedure that can provide location specific network performance despite being easily executable. In other words, our target is to mimic the function of a simulator in a computationally-efficient way.

At a high level, the task of a simulator can be described as a functional mapping that takes a network realization as an input and produces its location-dependent performances (which we collectively define as the performance manifold) as an output. In this article, we use a Neural Network (NN) to approximate this mapping. Sufficiently dense NNs with proper architecture and adequate training can approximate any functional mapping with reasonable accuracy. Therefore, it is currently being used as a universal translator between different data types in various areas-from language translation [10] to image recognition [11]. In wireless communication, NN based Deep Learning models are used for channel prediction [12], trajectory planning [13] and resource allocation [14] among others.

To the best of our knowledge, this work is the first to explore the concept of NN-based translation of a network topology to its performance manifold. We feed the BS locations of India, Brazil, Germany and the USA for their relatively higher BS densities. Next, we construct a Convolutional Neural Network based Auto Encoder (CNN-AE) to predict coverage and rate manifold of a cellular network from its BS locations.

\[ \text{D. Organization} \]

We elaborate CNN-AE and its performance in Section II and explain how one can apply it for designing networks in Section III. Although this article primarily targets cellular network and considers coverage and rate manifolds as performance metrics, we argue in Section IV that extension of our framework to non-cellular scenarios and other performance metrics may also be feasible. We also discuss other extensions/applications of this work that might be interesting to both wireless communication and machine learning communities. Finally, we conclude our article in Section V.

II. NN Based Prediction

In this section, we first describe the datasets that are used in this work, along with the preprocessing steps that are applied on them before being fed to our proposed NN model. Next, we explain our proposed architecture and its training and testing process. Finally, we discuss its performance in comparison to the SG-based models.

A. Datasets

BS location data of India, Brazil, Germany and the USA are collected from the database www.opencellid.org. We divide each country into square grids such that the size of the smallest square is \( L \times L \).\(^1\) We term each smallest square as a Region-of-Interest (RoI). We choose \( L = 10 \text{ km} \) for India and Brazil for their relatively lower BS densities and \( L = 5 \text{ km} \) for Germany and the USA for their relatively higher BS densities. Next, we count the number of BSs in each RoI and discard those

\[^{1}\text{The spherical nature of the Earth must be taken into account while drawing such grids. If the Earth is presumed to be a perfect sphere with radius } R = 6371 \text{ km, then at a location with coordinates } (\theta, \phi), \text{ a small latitude change of } \Delta \theta \text{ would correspond to a geodesic length of } R \Delta \theta \text{ while a small longitude change of } \Delta \phi \text{ would correspond to a geodesic length of } R \cos(\theta) \Delta \phi. \text{ Thus, at } (\theta, \phi), \text{ a square of size } L \times L \text{ would correspond to a rectangle with lengths } \Delta \theta = L / R \text{ and } \Delta \phi = L / R \cos(\theta) \text{ in the spherical coordinate space as long as } L \ll R. \]
RoIs that contain 20 or less BSs. It enforces an interference-limited environment in each RoI. We also discard RoIs with 400 or more BSs as those represent less than 1% of the RoI population in each country. The remaining RoIs are used for training and testing of the NN. The (unfiltered) BS locations for India and Brazil can be visualized in Fig. 1.

**B. Performance Metrics and Ground Truth Generation**

In this paper, our primary target is to estimate the coverage and rate manifolds. However, the same framework can be used for other performance metrics as well. Below we describe how these quantities are calculated in a simulator to be utilised in the supervised learning.

Let, $\mathcal{R}$ be an arbitrary RoI of size $L \times L$ and $\{r_1, \ldots, r_n\}$ be the locations of $n$ BSs contained in it. Let, $r_0$ be a potential user location in $\mathcal{R}$. Any user located at $r_0$ will receive signals from its nearest BS, i.e., if $j_0$ is the index of the BS which the user is connected to, then

$$ j_0 = \arg \min_{j \in \{1, \ldots, n\}} |r_0 - r_j| $$

It is presumed that each BS transmits at power $P$ and reuses the same spectrum. Therefore the received signal strength at $r_0$ can be expressed as: $P h_{j_0} |r_0 - r_{j_0}|^{-\alpha}$ where $h_{j_0}$ is a random variable indicating small scale fading and $\alpha$ is the path-loss coefficient. Similarly, the aggregate interference power at $r_0$ generated by other BSs in $\mathcal{R}$ can be expressed as follows.

$$ I_{\mathcal{R}} = \sum_{j \in \{1, \ldots, n\} \setminus j_0} P h_j |r_0 - r_j|^{-\alpha} \quad (1) $$

where $\{h_j\}_{j \in \{1, \ldots, n\}}$ is a collection of independent and identically distributed random variables denoting small scale fading.

We would like to clarify that the BSs that are located outside of $\mathcal{R}$ also contribute to the interference at $r_0$. However, if $r_0$ is sufficiently distant from the boundaries of $\mathcal{R}$, then the total interference generated from outside of $\mathcal{R}$ will be significantly less than that generated from inside of $\mathcal{R}$. In this case, $I_{\mathcal{R}}$ can be approximated to be the total interference at $r_0$ and thus the (approximate) expression of SINR at $r_0$ can be written as:

$$ \text{SINR}(r_0) = \frac{h_{j_0} |r_0 - r_{j_0}|^{-\alpha}}{\sum_{j \in \{1, \ldots, n\} \setminus j_0} h_j |r_0 - r_j|^{-\alpha} + \sigma^2/P} \quad (2) $$

where $\sigma^2$ indicates the power of additive white Gaussian noise (AWGN). The subset of an RoI where this approximation can be applied with reasonable accuracy is termed to be the Region of Evaluation (RoE). In this article, we assume that the RoE of an RoI of size $L \times L$ is a concentric square of size $L/2 \times L/2$. The concept of RoE is important because the target of our NN is to approximate the mapping from BS locations to coverage and rate manifolds. To predict those manifolds within an RoI, we thus restrict ourselves to a subset of RoI where those metrics are completely determined by the BS locations of the concerned RoI. The RoE subset exactly satisfies this criterion. We design the simulator such that, for a given RoI, it generates the coverage/rate manifolds only over its RoE. Other segments of the RoI are discarded as the interference from outside of the concerned RoI in those areas may be significant and therefore can no longer be ignored. The simulated manifolds associated with RoEs serve as the ground truth for training our NN.

Using (2), we can obtain the coverage probability at $r_0$ as,

$$ \text{coverage}(r_0, \gamma_{th}) = P(\text{SINR}(r_0) > \gamma_{th}) = E[1(\text{SINR}(r_0) > \gamma_{th})] \quad (3) $$

where $\gamma_{th}$ is a pre-defined threshold and $1(.)$ is the indicator function. The ergodic rate at $r_0$ can be computed as,

$$ \text{rate}(r_0) = E[\log_2(1 + \text{SINR}(r_0))] \quad (4) $$

The expectations in (3), (4) are taken over the distributions of fading gains. In simulator, these expectations are calculated via Monte Carlo simulations.

Fig. 1. BS locations in India and Brazil. BS locations of Germany and the USA are not shown as those are too dense to make a meaningful visual depiction.
Fig. 2. A schematic diagram of the CNN-AE architecture. Each convolution layer in the encoder performs convolution operation with filters of kernel (3, 3), stride 2 and padding 1. Also, the number of input and output channels of these layers are (1, 8, 16) and (8, 16, 32) respectively. The hyperparameters of the deconvolution filters in the decoder match exactly with their counterparts in the encoder. The hyperparameters of FF networks are depicted in the figure along with the size of the latent representations. The sizes of the output of each convolution layer and that of the input of each deconvolution layer are also shown in the figure. BS locations of the RoIs are fed to the NN as images of size $64 \times 64$. In response, it yields coverage manifolds of the same size. A $32 \times 32$ subset (corresponding to the RoE) of the generated manifold is then compared to its simulated counterpart. The obtained loss is used to update the NN-parameters using stochastic gradient-descent algorithm.

Notice that the variable $r_0$ is continuous. For the purpose of computing the coverage and rate manifolds, we must discretise the spatial dimensions, i.e., the possible values that $r_0$ can take. We discretise each RoI and its RoE into $64 \times 64$ and $32 \times 32$ square-grids respectively. Thus, the BS locations within an RoI and the coverage/rate manifolds over its RoE can be presented as a $64 \times 64$ binary image and a $32 \times 32$ colormap respectively. The discretisation levels can be increased to gain finer details, however, that comes at the cost of larger computation time.

C. Proposed NN Architecture

In this work, we use a Convolutional Neural Network based Auto-Encoder (CNN-AE) to estimate the coverage and the rate manifolds of a network from its BS location data. We shall first describe the CNN-AE architecture for predicting the coverage manifold and later demonstrate how the same NN can be used for predicting the rate manifold with slight modifications in the training data.

Fig. 2 demonstrates the CNN-AE architecture for coverage prediction. Structurally, CNN-AE is segregated into two parts—encoder and decoder. At a high level, the job of an encoder is to generate a low-dimensional latent representation of the input RoI. On the other hand, the goal of a decoder is to generate the coverage manifold of the same RoI from its encoder-generated latent representation.

The BS locations of an arbitrary RoI are fed into the encoder as a $64 \times 64$ binary image. It then passes through three convolutional layers, each containing a sublayer of convolution filters followed by a rectified linear unit (ReLU) activation function. The output of the third convolutional layer is then straightened and fed into a fully connected feed-forward (FF) network with a hidden layer. The output of the FF network acts as the latent representation of the given RoI. All hyperparameters of CNN-AE are provided in Fig. 2.

The structure of decoder is the exact opposite of that of the encoder. The latent representation is first fed into a FF network with one hidden layer. Its output is then arranged into a square grid and fed to a cascade of three deconvolutional layers, each containing deconvolution filters followed by a ReLU function. The last deconvolution layer also contains a sigmoid function to ensure that every $64 \times 64$ points of its generated output lies between 0 and 1. This output is finally passed through a mask to yield a $32 \times 32$ manifold corresponding to the RoE of the input.

The NN shown in Fig. 2 can also be utilised to estimate the rate manifold. However, as each point of the output manifold lies in $[0, 1]$, we must scale the rate appropriately.

D. Training and Testing Procedures

Out of all eligible RoIs within a country, 70% are randomly chosen for training CNN-AE while the rest are used for testing its performance. For each RoI, its CNN-AE generated $32 \times 32$ manifold is compared to its simulated counterpart and the loss is obtained via $L_1$ function which is a common loss-function in the image processing literature [15]. Particularly if $\{X_{i,j}\}_{i,j=1}^{32}$ denotes the simulated rate/coverage manifold corresponding to the RoE of an RoI, and $\{Y_{i,j}\}_{i,j=1}^{32}$ indicates its corresponding...
Fig. 3. The relative error performance of CNN-AE in comparison to the PPP-based model and the best fitted SG-based model in estimating the coverage manifold in an RoE. The path-loss coefficient, $\alpha$, is taken as 4 and the fading distributions are taken to be exponential with mean 1 (Rayleigh fading). The results are averaged over 5 random seed values.

NN-based output (after masking), then loss is defined as below.

$$\text{loss} \triangleq \sum_{i=1}^{32} \sum_{j=1}^{32} |X_{i,j} - Y_{i,j}|$$

The computed loss is utilised to update the NN-parameters via a stochastic gradient descent (SGD) algorithm. The testing procedure is similar to the training except for the fact that the NN-parameters are no longer updated.

**E. Error Performance**

In this section, we compare the average error/loss generated by our trained NN during the testing phase with that generated by the SG-based models. As clarified earlier, SG-based models cannot provide location-specific performance values. To obtain the error for these models, we first generate a $32 \times 32$ manifold for each RoI such that each points in that manifold holds the same average performance value as predicted by the SG-model and then compare it with the simulated ground-truth manifold via $L_1$ function.

We compare the performance of our model to two SG-based models. The first model is Poisson point process (PPP) which is one of the simplest and most widely adapted models in the literature. If the BSs are deployed in an infinite area following a PPP with density $\lambda$, then the expression of average coverage probability and rate can be obtained following [5, Ths. 1 and 3]. If the BS locations of an RoI are approximated as a realization of a PPP, then to compute the average performances, we must first estimate the BS density $\lambda$ using the estimator (5) and then plug it into their respective expressions.

$$\hat{\lambda} = \frac{\# \text{ BSs in RoI}}{\text{Area of RoI}}$$

We denote the second SG-based model as the best-fitted SG model. In this case, we presume that, in each RoI, the average performance value predicted by the model is exactly the same as the empirical spatial average of the simulated performance manifold. In other words, we assume that the best-fitted model can predict the ground-truth average performance value with zero error. Clearly, the loss generated by this model is a lower bound to the loss performance of any other SG-based models.

Fig. 3 describes the relative performance of our NN-model in predicting the coverage manifold in comparison to the two SG-based models stated above over a wide range of the SINR threshold, $\gamma_{th}$. In particular, for a given $\gamma_{th}$, we mathematically define the relative performance/loss reduction of our NN-based model in comparison to the PPP-based model as
Fig. 4. The relative error performance of CNN-AE in comparison to the best-fitted SG-based model in estimating the coverage manifold in an RoE. The channel gains are Gamma distributed (Nakagami fading) with shape parameter $m = 2, 3, 5$ and scale parameter $1$. The pathloss coefficient $\alpha$ is taken to be 4. The results are averaged over 5 random seed values.

follows.

$$\text{loss reduction}(\text{PPP}) = \frac{\text{loss}(\text{PPP}) - \text{loss}(\text{NN})}{\text{loss}(\text{PPP})} \times 100\%$$

where loss(PPP), loss(NN) indicate the losses corresponding to the PPP and the NN-based outputs respectively. The relative performance of the NN-based model in comparison to the best-fitted SG-based model is defined similarly.

We observe that, in each country, the CNN-AE based model improves the error performance by a margin of as large as 40% in comparison to the best-fitted model for some values of $\gamma_{th}$. Moreover, over the range of all $\gamma_{th}$ values considered in our result, the minimum values of error performance improvement, in comparison to the best-fitted model, are approximately 21%, 28%, 4% and 15% for India, Brazil, Germany and the USA respectively.\footnote{The python code for generating these results are openly available at: https://github.itap.purdue.edu/Clan-labs/CoverageRate_via_CNN_AE.}

The improvements in comparison to the PPP-model are even more dramatic. In this scenario, over all $\gamma_{th}$ values considered in our experiment, the minimum improvement values for India, Brazil, Germany and the USA are 46%, 53%, 10%, and 23%, respectively while the peak improvement values are 65%, 65%, 53%, and 57%, respectively.

Interestingly, the performance improvement values are high at both ends of the $\gamma_{th}$ spectrum and low in the middle. It can be explained as follows. At the ends, the coverage values at all the potential user locations are close to either 1 (low end) or 0 (high end) and hence present little uncertainty to the prediction algorithm. In the middle, however, coverage values are almost equidistant from both of its bounds and thereby present high uncertainty. Thus, predictive CNN-AE performs relatively better at the ends than in the middle.

In generating the above results, the BS to user channel gains are presumed to be Rayleigh faded. In Fig. 4(e), we consider the channel fading distribution to be Nakagami-$m$ that subsumes the Rayleigh distribution as its special case [16]. Interestingly, we observe that, the relative error performance of the CNN-AE architecture in comparison to the best-fitted SG-based model in predicting the coverage manifold does not change significantly with change in $m$. In other words, the improvements are robust across a wide range of fading environments.

Finally, in Table I, we enlist the relative performance of the CNN-AE in predicting the rate manifold in comparison to the best-fitted SG-based model. For various fading parameters $m$, we see that the error improvement varies between 18%–22%, 19%–25%, 15%–15%, 16%–17% for India, Brazil, Germany.
and the USA respectively. This is consistent with our previous results (Fig. 4(e)) that the estimation error improvement of CNN-AE is robust against changes in the fading environment.

### III. APPLICATION IN NETWORK DESIGN

In this section, we describe how a trained CNN-AE can be used to optimally place new BSs in an RoI while obeying some spatially heterogeneous coverage requirements within its RoE. We would like to clarify that, although our discussion shall be confined to the coverage-driven network design, it can also be extended to rate-driven designs as well.

To better understand our objective, consider the situation of a network designer who is faced with the problem of deploying new BSs in an RoI which can be segregated into a high demand area where the coverage must be provided at least 90% of the time (i.e., the coverage probability must exceed 0.9) and a low demand area where it is sufficient to provide coverage 80% of the time. The designer is satisfied with a deployment solution if these constraints are met at least 95% of the user locations. Algorithm 1 describes a method to solve such questions. More specifically, its goal is to provide solution to the problem of optimally deploying new BSs in an RoI, alongside the existing ones (brownfield deployment), such that the coverage manifold generated within the RoE by the new network satisfies a pre-defined location-specific constraint at least a certain fraction of the potential user locations.

The algorithm initiates with one new BS (for loop initiation at line 4). Notice that the RoI is discretised into a $N \times N$ grid.\(^3\) Our first task is to check whether the BS consideration can be deployed at one of the $N^2$ locations such that its associated coverage manifold exceeds certain location-specific thresholds at least a certain fraction of user locations. The first part of the job is in handled by the subroutine CyclicOpt. Specifically, the for loop at line 26 loops the potential location of this BS all over the $N \times N$ grid. For each location, its associated coverage manifold is obtained by feeding the network topology (location of BS) to a trained NN (line 29). We then calculate the fraction of potential user locations where the computed coverage values exceed given location specific thresholds (line 30). Subroutine CyclicOpt returns the maximum value of the fraction (denoted by CycleMaxFrac) calculated over all possible $N^2$ locations. In line 14, we compare the returned fraction value with a given threshold FracTh. If it does not exceed FracTh, we increment the number of deployable BSs by one (progress in the for loop at line 4) and move to the next stage. Otherwise, the algorithm terminates and returns a favourable deployment solution (line 19).

In the next stage, the goal of the algorithm is to find suitable deployment locations of the two new BSs. However, due to the combinatorial nature of the problem, the number of possible scenarios is $O(N^4)$. In general, for $k$ new BSs, the number of possibilities increases to $O(N^{2k})$. Thus, unlike the first stage, the exhaustive search can no longer be used. To circumvent the exponential blowup, we now apply the alternate maximization process [17] (while loop at line 6). The main idea is described as follows. For given locations of new BSs, we first obtain the coverage manifold by feeding the entire topology to a trained CNN-AE (line 29) and calculate the fraction of potential user locations where the generated manifold satisfies a pre-defined

\[^{3}\text{In section II-B, we have taken } N = 64.\]
Fig. 5. The coverage probability manifolds associated with a random RoI of India before and after deploying some new BSs. The BSs are deployed using Algorithm 1 with the constraint that the coverage probability must exceed 0.9 at least 95% of the user locations. The SINR threshold value $\gamma_{th}$ is taken to be 0 dB for computing the coverage probabilities. We would like to point out that the scale of colors in the two subfigures are different.

location dependent lower bound (line 30). Alternate or Cyclic maximization process maximizes this fraction by unilaterally varying the location of only one deployable BS at a time. The BS whose location is to be varied is chosen in a cyclic manner. This cyclic process continues unless at the end of a cycle any one of the following two termination conditions gets validated. The first termination flag triggers if the maximum value of the fraction obtained at the current cycle turns out to be less than that obtained in the previous cycle (line 13). It indicates that the cyclic procedure can no longer improve the fraction value. In this case, the number of deployable new BSs is incremented by one and the cycle starts all over again (progress in for loop at line 4). The other termination flag activates if the value of the fraction obtained at the current cycle exceeds a pre-defined threshold (line 14). In this case, the whole program terminates and returns a viable solution.

Note that Algorithm 1 takes MaxBS, the maximum number of deployable BSs, as an input. Therefore, if no viable solution is obtained even after deploying MaxBS number of new BSs, (line 17) then the program returns NONE and terminates.

We would like to mention that the cyclic optimization process (while loop at line 6) can potentially steer the Algorithm 1 into an infinite loop. However, in the following theorem, we prove that such a scenario cannot arise and thus the algorithm is guaranteed to terminate within a finite amount of time.

Theorem 1: Algorithm 1 is guaranteed to terminate within a finite number of steps.

Proof: It is sufficient to establish that the while loop in line 6 always terminates in finite steps. Note that, for a given level of discretization $N$, and NumBS number of deployable BSs, the number of new network scenarios can be at most $\left(\frac{N^2}{\text{NumBS}}\right)^2$, which is a finite number. Consequently, the number of distinct outcomes of the subroutine CyclicOpt must at most be finite. Note that the while loop continues as long as CycleMaxFrac, the first component of the outcome of the process CyclicOpt exceeds all of its previous occurrences in the while loop. Thus, if the loop never terminates, then the values of CycleMaxFrac obtained in different iterations of the while loop must form a strictly increasing sequence. This is an impossibility since only finitely many possibilities are allowed for the elements of that sequence.

The computational complexity of the subroutine CyclicOpt is $O(N^2)$ where $N$ denotes the number of spatial discretisation levels in RoI. If $k$ indicates the maximum number of iterations of the while loop in line 6, then the computational complexity of Algorithm 1 can be written as $O(k \text{MaxBS} N^2)$ where the term MaxBS defines the maximum number of deployable BSs. Although, in theory, $k$ can be large, our numerical experiments exhibit that in practice, $k$ is small. Effectively, the complexity of Algorithm 1, therefore, can be written as $O(\text{MaxBS} N^2)$.

We would like to point out that there are many heuristic and meta-heuristic algorithms in the literature (see [18] and the references therein) to deploy BSs in a network. Unlike our algorithm, however, they do not use NN to generate the coverage/rate manifolds. Moreover, the objectives and constraints in those articles are different than ours. For example, [18] places BSs to maximize the coverage area of the network.

We apply Algorithm 1 to a randomly chosen RoI of India to deploy some new BSs to elevate the coverage probability to 0.9 for at least 95% of the user locations in the RoE. Fig. 5 exhibits before and after deployment scenarios. Similar experiment can also be performed with RoIs of other countries.

IV. OPEN QUESTIONS

Our article lays out the foundation of NN-based translation of network topology to its performance manifold. Interestingly,
there are many avenues to extend this work. Below we discuss some of these possibilities.

A. Other Network Scenarios

Our article primarily analyses outdoor cellular networks. The channel models are thus chosen accordingly. However, the same concepts can also be extended to indoor networks (e.g., Visible Light Communication [19]), device-to-device communication [20], vehicular networks [21] etc. Each of these network scenarios present its own challenge in designing appropriate NN because the channel models, the network topology and the potential receiver locations could be drastically different from one another.

B. Variants of Cellular Networks

There are many variants of the cellular network itself where our work can be extended. For example, in this paper, the network is taken to be homogeneous, i.e., all BSs are presumed to be identical. Unfortunately, in reality, BSs can differ in height, transmission directionality, signal power etc. Incorporating this network heterogeneity into a unified NN-framework is an important future endeavor. One possible way to tackle the heterogeneity of transmission power could be to represent the BS locations by numbers in [0, 1] that are proportional to the strength of the transmitted signal. It is in stark contrast with our current approach where each location in the RoI is represented by a binary random variable indicating the presence/absence of a BS at that specific location.

C. Performance Metrics

In our work, we take coverage and rate as the network performance metrics. However, in the fifth generation (5G) and beyond networks, many other metrics are deemed important. For example, in ultra reliable low latency communication (URLLC), latency is one of the most important performance criteria [22]. Moreover, in sensor networks where majority of the devices may be battery-driven, power efficiency is an important requirement [23]. NN-aided prediction of these performance metrics could be an interesting area to explore.

D. Architectural Modification

We utilise a NN-architecture that is commonly used for image-to-image mapping. However, many variations of this NN are possible. For example we could increase the depth of encoder-decoder, increase the size of the hidden layers etc. Understanding how the hyperparameters can effect the error performance is essential to design better NNs to improve the accuracy.

E. Training Data

We use the output of a simulator as the ground-truth for training the NN. Instead, if country-wide field measurements are used, then it can potentially aid the training process in two ways. First, it can dramatically reduce the time for computation because a significant portion of it is used for simulating the ground truth. Secondly, the channel model used in the simulation cannot capture the finer details of the reality.

In summary, our work points towards a myriad of opportunities for both the machine learning community and the wireless network community to contribute.

V. CONCLUSION

In this article, we design a CNN-AE to predict the coverage and rate manifolds of a network from its topology. We train our model by feeding BS location data of India, Brazil, Germany, and the USA. In comparison to the stochastic geometry based baseline model, CNN-AE reduces coverage and rate prediction error by a margin of as large as 40% and 25% respectively. As an application, we show how trained CNN-AE can be used for brownfield network design. We also discuss how our approach can be extended to other application areas.
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