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Abstract. Despite the broad adoption of Machine Learning models in many domains, they remain mostly black boxes. There is a pressing need to ensure Machine Learning models that are interpretable, so that designers and users can understand the reasons behind their predictions. In this work, we propose a new method called C-LORE-F to explain the decisions of fuzzy-based black box models. This new method uses some contextual information about the attributes as well as the knowledge of the fuzzy sets associated to the linguistic labels of the fuzzy attributes to provide actionable explanations. The experimental results on three datasets reveal the effectiveness of C-LORE-F when compared with the most relevant related works.
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1. Introduction

The past decade has witnessed significant improvements in the development of Machine Learning (ML)-based systems, due to the presence of huge amounts of data, the advances in Deep Learning and the affordability of more advanced computer equipment. As a result, ML has become a vital component of multiple applications in many fields. However, most ML-based systems are considered black boxes, and it is not straightforward to understand the reasons behind their decisions. Hence, developing methods for interpreting the decisions of such systems has become highly demanded [1,2].

Explainability mechanisms for complex ML models can be model-dependent or model-agnostic. The former analyse the internal structure of the model (e.g., the weights inside a neural network) to understand their internal working and come up with a clear picture of how the solution is computed. The latter usually generate a set of inputs, analyse the answers provided by the black box to them, and then create a simpler model from which we can infer an explanation [3-5].
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Two well-known post-hoc explanation methods are Local Interpretable Model-agnostic Explanations (LIME, [5]) and Local Rule-Based Explanations (LORE, [6]). LIME samples points randomly from the same distribution of the point to be explained, sends them to the black box, and provides local explanations for the classifier’s prediction by fitting a linear regression model locally around that point. LORE generates a set of neighbours of the input point using a genetic algorithm, applies the black-box on each of them, and builds a decision tree on these results. The LORE explanation contains the rule used to produce the decision and a set of counterfactual rules which represent the minimal number of changes in the feature values of the instance that would change the conclusion of the system.

Despite the popularity of LORE and LIME, they have some shortcomings. First, they do not use any knowledge about the characteristics of the input features. Secondly, the neighbour generation algorithms generate “close” points more or less blindly. In our previous work [7] we proposed Guided-LORE (or G-LORE), a version of LORE in which the neighbourhood generation is formalised as a search problem and solved using Uniform Cost Search, making it more focused. However, like LIME and LORE, Guided-LORE does not consider explicitly the case in which the attributes that define the objects are fuzzy. For example, when we use Guided-LORE, a neighbour of a point is generated by adding (or subtracting) a fixed amount (which is called step) to the value of an attribute. In the case of using fuzzy attributes this option could be reasonable if the fuzzy sets associated with the linguistic labels were equally and uniformly distributed across all the domain. However, in many situations, this property does not hold.

This paper proposes C-LORE-F (Contextualized LORE for Fuzzy attributes), a variant of Guided-LORE that addresses those issues. Our first motivation is that, if we know that an attribute is fuzzy and we have the information on its fuzzy labels and their associated fuzzy sets, we can profit from that knowledge to make a more focused neighbourhood generation. More precisely, we can generalise its step from being a fixed value to being a function that depends on that knowledge. In that way the proposed method is more general, and it works in the cases in which the fuzzy sets associated with the linguistic labels are uniformly or non-uniformly distributed. To the best of our knowledge, this work is the first one that utilises such knowledge to develop explanation methods for ML systems based on fuzzy logic. The second novel point of the system is the use of the knowledge about the type of attribute to guide the neighbourhood generation process and search for actionable explanations. For example, if we have an attribute like age, which automatically increases in time, it probably does not make much sense to look for neighbours that have a lower value in this attribute, as it would not be very interesting for the user to receive an explanation like “if you were 10 years younger, the prediction of the system would be different” (even if this explanation was correct). This knowledge about the type of attribute is not currently being used in the most popular explanation systems.

The rest of this article is structured as follows. Section 2 provides an overview of the related works. Section 3 explains the proposed neighbourhood generation procedure and the types of attributes that have been considered. In Section 4 we describe the experimental setup and discuss the obtained results. Finally, in section 5, we conclude the paper and list some points for future work.
2. Related Work

In the last years the research of methods for explaining black box decision systems has received a lot of attention [8], and there has been an extraordinary amount of articles in ML interpretability in the last years. This section comments some of the most relevant ones to this work. We can categorise the works on ML interpretability into those based on features’ importance (§2.1), counterfactual examples (§2.2) and visualisation mechanisms (§2.3).

2.1. Feature relevance

There are two main directions for developing explanation methods based on the importance of features, global and local explanation methods. Global methods try to explain the entire model behaviour using surrogate models whereas local models explain a single prediction. It can be useful, in some scenarios, to understand the global logic of a model. However, the major issue with such approaches is that, as the explanations are extracted from simpler surrogate models, there is no guarantee that they are faithful to the original model [3,5,9].

Local explanation methods are considered to be one of the fundamental approaches to post-hoc explanations. LIME [5], already mentioned in the introduction, is a well-known example of such approaches. It is independent of the type of data and the black box to be explained. Given a black box model $f$, an instance $x$, and a decision $y$ produced by $f$ on $x$, LIME constructs a simple linear model that approximates $f$’s input-output behaviour to justify why $f$ predicts $y$. It generates some neighbours of $x$ randomly in the feature space, that are centred on $x$. Such an approach is becoming a conventional method. We can find now LIME implementations in multiple popular packages, including Python, R and SAS.

The authors of LIME observed that it does not measure its fidelity. As a result, the local behaviour of a notably non-linear model may lead to faulty linear approximations. Hence, they were motivated to work on a new model-agnostic method, Anchors, based on if-then rules [10]. This method highlights the part of the input that is adequate for the classifier to make the prediction, delivering more intuitive and easy-to-understand explanations.

SHAP [11] is a method that provides an explanation of the prediction of the output of a black box for an instance $x$ by estimating each feature’s contribution to that prediction. These contributions are collected by measuring the Shapley values from coalitional game theory. The features act like players in a coalition. Each player can be formed by a single feature or a subset of features. The Shapley values show the payout distribution of the prediction among the features.

2.2. Counterfactual examples

Another important category of explanations is based on the generation of counterfactuals. These methods seek minimal changes to the feature values such that the model’s predicted outcome changes. These changes should actually be actionable to be useful (e.g. an applicant for a bank loan might want to know which part of her application could be changed to get her application approved).
The pioneering work by Martens and Provost [12] used a best-first search to develop a model-agnostic method for finding counterfactuals that explain the predictions of any classifier. LORE [6] is another example of this approach, although it can also be seen as an example of the determination of features' importance. It constructs a decision tree $c$ based on a synthetic neighbourhood of the input point. Then, an explanation $e$, composed of a decision rule and a set of counterfactual rules, based on some extracted counterfactual examples, is obtained from the logic of $c$. The work presented in [13] proposed a general optimisation framework to generate sets of diverse counterfactual examples for any differentiable ML classifier. Russell [14] proposed in 2019 a “mixed polytope”, a set of constraints that can be used with integer programming solvers to extract counterfactual explanations without making a brute-force enumeration.

2.3. Methods focused on visualisation

We can find several visualisation methods proposed in the literature to help ML engineers and domain experts to understand, debug, and refine ML models. For example, Ming et al. [15] proposed an interactive visualisation method to help users, even those without expertise in Machine Learning, to understand, explore and confirm predictive models. This method by Ming et al. extracts a set of rules that approximates a classifier’s prediction and visualises them using an interactive visual interface. Neto and Paulovich proposed Explainable Matrix (ExMatrix) [16], a visualisation method to interpret Random Forests. They used a matrix-like visual metaphor in which rows represent rules, columns are features, and cells are rules predicates. They showed that their method is capable of offering global and local explanations of Random Forest models.

Like LORE and Guided-LORE, our proposal can be considered as a hybrid of the approaches based on features’ importance and counterfactual examples. However, unlike them, it focuses on the case in which the attributes that define the objects are fuzzy.

3. Contextualised LORE for Fuzzy attributes

$C$-LORE-$F$ uses contextual information (the type of attribute and the fuzzy sets associated to the linguistic values of the fuzzy attributes) to produce explanations. Its inputs are a trained fuzzy-based ML model, $f$, and an example $x_0$. First, we apply $f$ to $x_0$ to get a decision $y_0$. Then, we apply $C$-LORE-$F$ to generate an explanation, which is composed of a rule $r$ and a set of counterfactual rules $\delta$ that produce a different outcome. To this end, the general LORE process is used:

1. Generate a set of neighbours $G$ of $x_0$.
2. Train a decision tree $t$ using $G$.
3. Inspect $t$ and extract the rule $r$ used to classify $x_0$.
4. Generate a set of counterfactual examples to $x_0$, pass them to $t$ to get their labels and get the set of counterfactual rules $\delta$. 
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Figure 1. Neighbours Generator.

For more details about the counterfactual examples generation and rules extraction, we refer the reader to [6]. The set $G$ is obtained by merging two subsets, $G^+$ and $G^-$. The first one is called the positive set, and it contains a set of instances that belong to the same class as $x_0$. We get this subset by passing the instance $x_0$ to Algorithm 1. The second one, the negative set, contains examples with a different class. We obtain $G^-$ by looking at an auxiliary set $T$ and finding the closest example to $x_0$, i.e., $x_0^-$, that has a different label than $y_0$. $T$ can be the training set used to train the black-box model, if accessible, or any other data set from the same distribution. Once we get $x_0^-$, we pass it to Algorithm 1 to generate the negative set.

The Neighbours Generation step aims to find the set $\hat{G}$ with the points that are close to a given instance $\hat{x}$ and have the same class. $\hat{G}$ can be either $G^+$ if $\hat{x} = x_i$ or $G^-$ if $\hat{x} = x_i^-$. As a first change with respect to LORE and Guided-LORE, we have defined the following types of attributes.

- Attributes with a fixed value (e.g. sex).
- Attributes whose value increases in time (e.g. age).
- Attributes whose value decreases in time (e.g. years left until retirement).
- Variable attributes, that can change positively and negatively (e.g. weight).
Neighbourhood generation is defined as a search problem in which we explore the neighbourhood space of a point \( x_0 = \hat{x} \) by applying a Uniform Cost Search based on the Heterogeneous Value Difference Metric (HVDM, \([17]\)), using some contextual information about the attributes (the attribute range and the step value). This search problem can be formulated as follows:

- **State Space**: the set of all possible examples \( S \).
- **Initial State**: \((x_0, y_0)\), where \( x_0 \) is the instance of which we want to generate its neighbours and \( y_0 \) is the label of this instance obtained by the black-box \( f \).
- **Actions**: Modifications of the value of a single attribute (feature). These actions leverage some contextual information about the feature to make the desired changes to generate new neighbours. In our case we define two types of actions, \( \text{next} \) and \( \text{prev} \), described later.
- **Transition Model**: returns a new instance in which the value of a feature is changed by applying all actions.
- **Goal Test**: We check, for each generated individual, if, according to the black box, it has the same label as the root, \( y_0 \). If that is the case, we generate its neighbours in the same way (i.e. applying one positive/negative change in the value of a single attribute). Otherwise, we have found an individual close to \( x_0 \) that belongs to another class; thus, we have reached a boundary of \( y_0 \), and we terminate the search from that instance.
- **Path Cost**: The path cost of each example is calculated by measuring the HVDM distance between the generated example and \( x_0 \).

Algorithm 1 shows how the neighbours of a given instance, \( x_0 \), are generated. The search tree starts in \( x_0 \), and in each node all the possible actions to move from one instance to another are applied. For each feature \( f \), the number of possible actions can be zero (\( f \) is \textit{Fixed}), one (either \textit{next} if the feature is temporally increasing or \textit{prev} if it is temporally decreasing) or both, if \( f \) is variable. Each action only changes the value of one feature. The candidate node to be expanded, \( n \), is the one closest to \( x_0 \), based on the path cost. If the outcome of the black-box model for \( n \) is different from \( y_0 \), then it is a leaf of the tree. Otherwise, we expand that node. Consequently, for each node in the second level, we would have changes in two attributes or double changes in the same attribute, and so on. The expanding process finishes when we reach a predefined max-level, or when there are no more nodes to be expanded (all the leaves have led to changes in the initial classification). Repeated instances are ignored to avoid cycles.

The expanding process is done by cloning the instance of the current node, i.e., \( n.x \) (lines 11 and 19 in Algorithm 1) and applying the \textit{next} and/or \textit{prev} actions. After that, we pass the obtained instance to the black box model \( f \) to get its corresponding label. To apply the actions \textit{step} and \textit{prev} for a given attribute we consider some separate zones based on its fuzzy sets, which are defined as shown in Figure 2, taking into account the intersection point between two consecutive fuzzy sets and the intervals of maximum activation. In Figure 2 the zones would be 0-5, 5-10, 10-15, 15-20, 20-25, 25-40, 40-50, 50-60, 60-75, 75-90 and 90-100. Given the value of the attribute, we locate its zone, and then we take the middle of the previous zone as the lower neighbour (the result of the \textit{prev} action), and
the middle of the next zone as the upper neighbour (the result of the next action). Figure 2 shows an example. The input value is 22, which belongs to the zone 20-25. Thus, the middle of the previous zone is the lower neighbour, \((15 + 20)/2 = 17.5\), and the middle of the next zone is the upper neighbour, \((25 + 40)/2 = 32.5\). We might end up applying only either the next action, if the located zone was the first one, or the prev action, if it was the last one.

![Figure 2. Illustration of the next and prev actions.](image)

4. Experiments and Results

4.1. Experimental Setup

We used three data sets in our experiments: German-Credit, Adult-Income and Diabetic-Retinopathy. The first two ones are publicly available in the well-known UCI Machine Learning Repository, whilst the last one is a private data set for the assessment of the risk of developing diabetic retinopathy (DR) for diabetic patients. All of them are examples of binary classification. Considering the public data sets, as in [6], each data set was randomly split into a training set with 80% instances, and a test set, i.e., the set of instances for which the black box decision has to be explained, with 20% instances. The black box predictors used in the test were Fuzzy Random Forest (FRF) and Fuzzy Decision Tree (FDT). In case of Diabetic-Retinopathy, we directly used our fuzzy random forest-based system, Retiprogram, that is currently being used in the Hospital de Sant Joan in Reus (Tarragona). Table 1 illustrates the number of features and the number of training and testing examples used in the test for each data set. It also shows the accuracy scores of the black-box models for each data set.

| Data set               | Features | Train   | Test    | Total   | Acc. FRF | Acc. FDT |
|------------------------|----------|---------|---------|---------|----------|----------|
| Adult-Income           | 8        | 39,074  | 9,768   | 48,842  | 0.781    | 0.654    |
| German-Credit          | 20       | 8,000   | 2,000   | 10,000  | 0.715    | 0.715    |
| Diabetic-Retinopathy   | 9        | 1,212   | 1,111   | 2,323   | 0.804    | 0.781    |
4.2. Evaluation Metrics

We used the following evaluation metrics:

- **hit**: this metric computes the accuracy between the output of the decision tree $t$ and the black box model $f$ for the testing instances. It returns 1 if $t(x)$ is equal to $f(x)$ and 0 otherwise.
- **fidelity**: this metric measures to which extent the decision tree accurately reproduces the black-box predictor, by comparing its predictions and the ones of the black-box on the instances $\mathcal{G}$.
- **l-fidelity**: it is similar to the fidelity, but it is computed on the instances covered by a decision rule in a local explanation for $x$. It is used to measure to what extent the rule is good at mimicking the black-box model.
- **c-hit**: it compares the predictions of the decision tree and the black-box model on a counterfactual instance of $x$ that is extracted from the counterfactual rules in a local explanation of $x$.
- **cl-fidelity**: it is also similar to the fidelity, but it is computed on the instances covered by the counterfactual rules in a local explanation for $x$.

4.3. Results and Discussion

Table 2 shows the means and standard deviations of the metrics for C-LORE-F, LORE and G-LORE on the three data sets with the FRF and FDT models. In general, C-LORE-F outperforms the other methods in all metrics with the FRF model. In the case of FDT, it shows better performance than LORE and G-LORE in hit and fidelity. In the other metrics it is very close to the best one. LORE is the worst in most cases, especially with the FRF model. The reason is that G-LORE and C-LORE-F try to find the closest "frontier" between the class of $x_0$ and the other classes, producing a clearer decision boundary.

Table 2. The results on the three datasets.

| Model | Method  | hit      | fidelity | l-fidelity | cl-fidelity | c-hit |
|-------|---------|----------|----------|------------|-------------|-------|
| FRF   | LORE    | 0.96±0.19| 0.98±0.02| 0.97±0.07 | 0.45±0.43   | 0.43±0.39 |
|       | G-LORE  | 0.99±0.02| 0.99±0.02| 0.99±0.03 | 0.52±0.43   | 0.47±0.40 |
|       | C-LORE-F| 1.00±0.0 | 0.99±0.0 | 0.99±0.0  | 0.59±0.39   | 0.58±0.42 |
| FDT   | LORE    | 0.95±0.22| 0.98±0.03| 0.98±0.03 | 0.48±0.41   | 0.45±0.44 |
|       | G-LORE  | 0.98±0.10| 0.98±0.01| 0.85±0.24 | 0.54±0.45   | 0.50±0.48 |
|       | C-LORE-F| 0.99±0.05| 0.99±0.0 | 0.97±0.08 | 0.43±0.43   | 0.41±0.46 |

Focusing on the black-box dimensions, all the methods show a better performance with the FRF in the hit, fidelity and l-fidelity metrics. This can lead us to conclude that the accuracy of a model is crucial in getting a better explanation.

At the data sets level, as shown in Figure 3, the best performance is obtained by Diabetic-Retinopathy, followed by Adult-Income. The reason is that all the explanation methods are sensitive to the accuracy of the black-box model. The more accurate is the model, the best is the obtained explanation, as confirmed by the accuracy scores reported in Table 1. In terms of c-hit and cl-fidelity, the best results are obtained with the Diabetic-Retinopathy data set. We can attribute
this fact to the quality design of the fuzzy sets in this problem. The fuzzy sets of the Diabetic-Retinopathy data set were defined by an expert of the domain, whereas the fuzzy sets of Adult-Income and German-Credit were obtained automatically by applying a fuzzification algorithm [18]. The argument here is that these two metrics rely on the quality of the counterfactual examples that are used to generate counterfactual rules (which may be affected by the generated neighbours). Moreover, the intelligent design of the fuzzy sets is also a key factor in C-LORE-F as it utilises them as contextual information in the neighbourhood generation process. This can be confirmed by comparing the results of C-LORE-F vs others on the Diabetic-Retinopathy data set and comparing the performance of C-LORE-F method on the Diabetic-Retinopathy data set vs the other data sets. C-LORE-F outperforms LORE and G-LORE in almost all evaluation metrics. The cl-fidelity and c-hit are exceptions with the FDT and German-Credit case. In general, all the explanation methods showed a poor performance in terms of cl-fidelity and c-hit. That may be due to the bad quality of the counterfactual examples, and we intend to analyse this issue in our future work.

5. Conclusion

This paper has presented C-LORE-F, a new method to explain the decisions of fuzzy-based systems, that uses the information about the fuzzy sets that define the meaning of the linguistic values of the fuzzy attributes. It also considers the character of the attribute (whether its value is fixed, increasing, decreasing or variable). Its main advantage is that the generation of neighbours for a point $x$ is more informed due to the usage of contextual information. Moreover, we search for boundaries with relevant meanings for the user (e.g. in order to avoid creating counterfactuals that depend on the change of a fixed attribute, or on the positive change of an attribute that only decreases on time). The experimental results on different data sets demonstrate the effectiveness of the proposed method. It outperformed the state-of-the-art methods in several metrics. The main issue in the proposed method is its poor performance on the c-hit and cl-fidelity metrics, although it showed a performance comparable to the best one. In our future work, we will focus on resolving this issue by improving the counterfactual examples.
generation. We should study the relationships between attributes to avoid generating impossible instances. Moreover, we intend to study how we can extract the explanations directly from fuzzy decision trees and use them as surrogate models.
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