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Abstract
We present a general setting where wavelet filters and multiresolution decompositions can be defined, beyond the classical \( L^2(\mathbb{R}, dx) \) setting. This is done in a framework of iterated function system (IFS) measures; these include all cases studied so far, and in particular the Julia set/measure cases. Every IFS has a fixed order, say \( N \), and we show that the wavelet filters are indexed by the infinite dimensional group \( G \) of functions from \( X \) into the unitary group \( U_N \). We call \( G \) the loop group because of the special case of the unit circle.
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1 Introduction

1.1 Preliminaries

In this paper we continue our investigations of the various connections between wavelet filters, reproducing kernel Hilbert spaces and probability; see [10, 12, 14–16]. We present new results in representation/operator theory in order to extend the more traditional framework of multi-level filters. This in turn is motivated by new applications. While the word ”filter” has multiple meanings in mathematics, both pure and applied. Here we shall refer to the kinds of filters, or systems of filters, which typically arise in signal and image processing, in encoding of data, in data-processing, or in analyses of a variety of digital multi-level systems. Moreover, such filters are often used in diverse programs that convert, or process, data into multiple frequency bands. In other related contexts, filters are functions, or procedures, which remove unwanted parts of a signal, or serve to sort signals into components, for example, into frequency bands. Such filters, or systems of filter-functions, are particularly useful in engineering. But, as we shall demonstrate here, they also play a crucial role in representation theory, in the design of multiresolutions for wavelets, and for related multivariate systems with entail scales of resolutions, in fractal analysis, in chaos theory, in quantum theory, and in dynamical systems. In addition, we shall show that a particular class of representations of the Cuntz algebras is associated in a useful way with such filter-systems. (These are representations of $C^*$-algebras, named after J. Cuntz. They are specified by specific relations on generators; a fixed finite, or a countably infinite, number of generators; see [24, 26–29, 33, 34, 37, 38, 45].) A more classical method for creating filter systems entails tools from Fourier transform analysis. In Fourier-duality systems, signals are transformed and studied instead in a choice of frequency space. The filtering operation is done there, and then transformed back into the original space. In the setup of Norbert Wiener, these two steps are called analysis and synthesis, respectively.

Two main ideas which lie at the foundation of our current analysis covering multiple settings involving algorithms and systems of generalized multiresolutions are as
follows: (i) the theory of representations of the Cuntz relations (details below), and (ii) an identification of structures of Wold decompositions (scales of subspaces in Hilbert space) from classical operator theory.

Perhaps the best known examples of multi-level filter systems are high-pass/low-pass filters from signal processing, or, more generally, multi-frequency band filters from image processing. Both in turn are closely related to wavelet filters, and multiresolution analysis. As proved in [25, 27, 28, 30], for multi-scale systems in $L^2(\mathbb{R}^d)$ and for wavelet filters, one can show that these ”standard” wavelet algorithms may be realized in the Hilbert space $L^2(\mathbb{R}^d)$ for some $d$, with scaling functions, and detail wavelet generators in $L^2(\mathbb{R}^d)$. For these, there is an associated multiscale structure and Wold decomposition in $L^2(\mathbb{R}^d)$. And it was proved that, in this case the ”tail part” in the corresponding Wold decomposition will be trivial. But, for more general multiresolution structures, this is not the case. Such more general multiresolutions arise in harmonic analysis of fractals, and in dynamical systems (e.g., conformal attractors.)

Indeed, as demonstrated in the recent literature [4, 11, 14, 15], there is a rich variety of such generalized multiresolution constructions, e.g., fractals, and Iterated Function Systems (IFSs) which may also be computed and realized as multiresolutions with the use of representations of the Cuntz relations and of associated Wold decompositions. These applications include classes of dynamical systems, arising for example in machine learning, in signal and image processing, among others. And indeed, for these generalized multiresolutions, the tail in the Wold decomposition might be non-trivial. Hence when multi-scale algorithms are presented for these applications, the tail must be included in the statement of results; and one may then study specific properties of these non-trivial tail multiresolutions.

General notions of multiresolutions, for signals or images (scale of subspaces and differences of resolutions representing detail) are studied in [39, 44, 46, 57]. Below we shall refer to these earlier papers for details. Despite the simplicity of the Cuntz representations and associated Wold models, this approach has proved versatile, and it holds out promise.

1.2 Some wavelet filters

For the benefit of non-experts, we include below a quick review of a few basic ideas and concepts from some of the best known constructions of multi-band filters, starting with high-pass/low-pass filters, see (1.1) and (1.2) for the latter, and Remark 1.1 below for the former. In Definition 1.4 this is then connected directly to the theory of representations of the Cuntz relations. (See also Fig. 1 in Section 4 below).

More generally, the role of the Cuntz algebra and the Cuntz relations (with some number $N$ of generators) is explored in detail inside the body of our paper. A word on the terminology: The Cuntz algebra is an abstract $C^*$-algebra, and its representations yields a realization of what is called the ”Cuntz relations”, i.e., the operators resulting from applying a representation to the generators of the Cuntz algebra $O_N$. A specific class of representations of $O_N$ corresponds to generalized systems of filters, also often referred to as filter-banks.
Below we begin with a quick outline of how the specific systems of operators from (1.17) may be constructed in such a way that we get the desired Cuntz relations from Definition 1.4, i.e., realizations of filter-banks, now presented as systems of functions \((m_i)\) indexing the operators for which the Cuntz relations in Definition 1.4 hold. These systems \((m_i)\) are referred to as a multi-band filter. It will also be convenient for us to express these conditions in matrix form via (1.4). Indeed, in Fig. 1 from Section 4 below, we restate the Cuntz relations for a fixed system of functions \((m_i)\) in the form of Multiresolution Filter Banks. This Fig. 1 further makes clear that the conditions from Definition 1.4 translate into the perhaps more familiar statement about multi-frequency band filters as follows: Via the corresponding input/output model we achieve the following: signal in, application of filters to the input signal, then down-sampling, transmission, up-sampling, application of dual filter system, synthesis, and finally output. Perfect reconstruction means ”signal in” = ”signal out.”

1.3 Wavelet filters, multiresolutions of the Lebesgue space \(L^2(\mathbb{R}, dx)\) and beyond

Recall that in the case of \(\mathbb{C}^{2\times 2}\)-valued functions, a wavelet filter is also called Conjugate Quadrature Filter (CQF), also known as Quadrature Mirror Filter, and is of the form

\[
M(z) = \begin{pmatrix} m_0(z) & \frac{1}{z}m_0(-1/z) \\ m_0(-z) & -\frac{1}{z}m_0(1/z) \end{pmatrix}
\]  

(1.1)

taking moreover unitary values on the unit circle \(\mathbb{T}\) (possibly in the sense of non-tangential limits) and with the conditions \(m_0(1) = 1\) and \(m_0(-1) = 0\). See e.g. [32, (1.26) p. 18]. Assuming that the function is smooth on the boundary, the unitarity condition is equivalent to

\[
|m_0(e^{i w})|^2 + |m_0(-e^{i w})|^2 = 1, \quad w \in [0, 2 \pi],
\]

(1.2)

see [32].

With \(m_1(z) = \frac{1}{z}m_0(-1/z)\) it is important to notice already at this stage that (1.1) is equivalent to the following: the maps

\[
S_{m_0} f(z) = m_0(z) f(z^2) \quad \text{and} \quad S_{m_1} f(z) = m_1(z) f(z^2)
\]

(1.3)

define bounded operators in the Lebesgue space of the unit circle \(L^2(\mathbb{T})\), and satisfy the Cuntz relations

\[
S_{m_0} S_{m_0}^* + S_{m_1} S_{m_1}^* = I \quad \text{and} \quad S_{m_j}^* S_{m_k} = I \delta_{j,k}, \quad j, k = 0, 1,
\]

where \(I\) denotes the identity operator. See Lemma 8.1. We note that not every \((1, 1)\) entry of a unitary on the unit circle matrix-function of the form (1.1) (that is, satisfying (1.2)) will give rise to a multiresolution decomposition of the Lebesgue space \(L^2(\mathbb{R}, dx)\). See e.g. [32, Theorem 2.1, p 39], [53]. In [32, p. 46] a simple necessary
condition (namely \(m_0(z)\) does not vanish in the arc of circle \(\{e^{it}, t \in -[\frac{\pi}{3}, \frac{\pi}{3}]\}\) is given. When \(m_0\) fails to generate such a decomposition, one can go to the solenoid setting; see [36].

**Remark 1.1** The framework presented in the present paper goes beyond the solenoid case and considers the more general setting where (1.2) does not hold.

The case where the matrix-function \(M\) is rational is of special interest. One can then resort to the theory of realization of unitary rational matrix-functions with symmetries; see [2, 3, 5, 6]. This case was considered in a series of earlier papers [9–11, 14], where we have explored wavelet filters of order \(N\) and multiresolution decompositions inside the Lebesgue space \(L^2(\mathbb{R}, dx)\) in the rational case. In addition, we studied the closely related topic of representations of the Cuntz algebra using reproducing kernel spaces and realization theory of rational functions. By rational wavelet filter, we mean a \(N \times N\)-valued rational function unitary on the unit circle and of the form,

\[
M(z) = \frac{1}{\sqrt{N}} \begin{pmatrix}
m_1(z) & m_1(\varepsilon z) & \cdots & m_1(\varepsilon^{N-1} z) \\
m_2(z) & m_2(\varepsilon z) & \cdots & m_2(\varepsilon^{N-1} z) \\
\vdots & \vdots & \ddots & \vdots \\
m_N(z) & m_N(\varepsilon z) & \cdots & m_N(\varepsilon^{N-1} z)
\end{pmatrix},
\]

(1.4)

where

\[
\varepsilon = \exp \frac{2i\pi}{N}.
\]

(1.5)

Associated with such matrix-functions \(M(z)\) are representations of the Cuntz relations and realizations of wavelet systems in various settings, and in particular:

1. The \(L^2(\mathbb{R}, dx)\) setting,
2. Solenoids, see Definition 9.5,
3. Iterated function systems (IFS),

but the study of these functions and of the associated \(m\) systems is interesting in its own right. See [11, 13, 14].

Note that, in particular, \(M(z)\) is determined by its first column, and that

\[
M(\varepsilon z) = M(z) \cdot \begin{pmatrix} 0_{1 \times (N-1)} \\ 1_{(N-1) \times 1} \end{pmatrix}.
\]

(1.6)

We remark that, unlike our previous works, we index the filter functions as \(m_1, \ldots, m_N\) rather than \(m_0, \ldots, m_{N-1}\). In the solenoid setting the distinction between low pass versus high pass filter is not as important as it is in the classical \(L^2(\mathbb{R})\) case. It will be convenient to denote by \(U_N(\mathbb{C})\) the multiplicative group of \(\mathbb{C}^{N \times N}\) unitary matrices, and for a given measurable set \(X\), by

\[
G_N(X) = \{\text{all measurable functions from } X \text{ into } U_N(\mathbb{C})\}.
\]

(1.7)
Lemma 1.2  Let $X = \mathbb{C}$. The group $G_N(\mathbb{C})$ acts transitively on the set of all $N$-multiband filters as defined in (1.6), denoted $\mathcal{M}_N(\mathbb{C})$ via the formula

$$U^G(z) = G(z^N)U(z), \quad U \in \mathcal{M}_N(\mathbb{C}).$$  \hfill (1.8)

**Sketch of the proof**  We have

$$U^G(\varepsilon z) = G((\varepsilon z)^N)U(\varepsilon z) = G(z^N)U(z)$$

since $\varepsilon^N = 1$ and $U(\varepsilon z) = U(z)$.

Furthermore, if $M_1$ and $M_2$ are rational matrix functions of the form (1.4) (or, equivalently satisfy (1.6)) which take unitary values on the unit circle, their ratio $U = M_1M_2^{-1}$ satisfies

$$U(\varepsilon z) = U(z)$$ \hfill (1.9)

and thus is of the form (see [10, §2 and Appendix])

$$U(z) = B(z^N),$$ \hfill (1.10)

where $B$ is a rational unitary matrix function.

**Remark 1.3**  $B(z)$ is therefore a quotient of two finite matrix-valued Blaschke products; the latter statement, see [5], is a special case of a general result of Krein and Langer, see [49]. It also follows from [5] that $U$ is a finite product of a unitary matrix and of rational matrix-functions of the form

$$I_N - P + \frac{z^N - a}{1 - z^N \bar{a}} P,$$ \hfill (1.11)

where $|a| \neq 1$ and $P \in \mathbb{C}^{N \times N}$ is an orthogonal projection: $P = P^* = P^2$. The case $|a| = \infty$ in (1.11) corresponds to

$$I_N - P + \frac{1}{z^N} P,$$ \hfill (1.12)

while the case $a = 0$ corresponds to

$$I_N - P + z^N P.$$ \hfill (1.13)

For further details see [12].

As already pointed out, for $N = 2$, and up to a permutation of the rows and columns, $M$ takes the form (1.1). On the other hand, a generalization of (1.10) is given by (7.10) and (7.11).
As we explained, such functions $M(z)$ generate wavelet decompositions (hence the terminology), both in the classical $L^2(\mathbb{R}, dx)$ case and in more general settings (such as Lebesgue space associated with a solenoid), and multiresolution identities; see Section 7 for the latter. This classification is made using the following operator, called Ruelle operator (or transfer operator) defined by (see [27], [28, §3.2])

\[(Rf)(z) = \frac{1}{N} \sum_{w \in \mathbb{T}} |m_0(w)|^2 f(w). \tag{1.14}\]

We note that, in $L^2(\mathbb{T})$,

\[(Rf)(z) = (S^* |m_0|^2 f)(z) \tag{1.15}\]

where $S$ denotes the composition operator associated to $z^N$:

\[(Sf)(z) = f(z^N). \]

Following these works we considered in [14] multiresolution decompositions when the framework of the Lebesgue space is replaced by a space called solenoid. In this work we further extend the scope by formulating axioms for a set of wavelet filters in the framework of a general endomorphism $\sigma$ in a measure space $(X, \mathcal{F})$, only assuming the existence of an invariant measure $\mu$. Our Hilbert space will then be the corresponding $L^2(X, \mathcal{F}, \mu)$. We will often use the shorter notation $L^2(\mu)$ for $L^2(X, \mathcal{F}, \mu)$. In certain cases, we obtain the counterpart of (1.4); see (10.14). This setting of course extends the usual, where $X$ was the circle group $\mathbb{T}$ and $\sigma(z) = z^N$. With the quadruple $(X, \mathcal{F}, \mu, \sigma)$ we will associate a family of wavelet filters, denoted by $WLF(X, \sigma)$. We first introduce the operator

\[f \mapsto f \circ \sigma \tag{1.16}\]

which we will denote by $S$, and the weighted composition operators associated to the composition by $\sigma$

\[(S_m(f))(x) = m(x) f(\sigma(x)) \tag{1.17}\]

where $m$ is a measurable function on $X$. Note that, in this notation, the operator $S$ defined by (1.16) is equal to $S = S_1$, corresponding to the function $m(x) \equiv 1$. The solenoid is the dilation of an endomorphism to an automorphism. A key tool in the present paper is the generalization of wavelet filters, as defined below:

**Definition 1.4** Given a measured space $(X, \mathcal{F}, \mu)$, we will define a wavelet filter as a $N$-tuple of measurable functions $(m_1, \ldots, m_N)$ such that the corresponding weighted composition operators $S_{m_1}, \ldots, S_{m_N}$ form a representation of the Cuntz algebra $O_N$
in the space $L^2(X, \mathcal{F}, \mu)$, meaning that

$$
\sum_{n=1}^{N} S_{m_n}^* S_{m_n} = I_{L^2(\mu)} \hspace{1cm} (1.18)
$$

$$
S_{m_j}^* S_{m_k} = \delta_{jk} I_{L^2(\mu)}, \hspace{0.5cm} j, k = 1, \ldots, N. \hspace{1cm} (1.19)
$$

These relations will play a key role in the present work, and it is useful to note the following. Let $\mathcal{H}$ be a Hilbert space. Then, the linear bounded operators $B_1, \ldots, B_N$ from $\mathcal{H}$ into itself (notation: $B_j \in \mathbf{B}(\mathcal{H})$) satisfy the Cuntz relations if, by definition, the row-operator

$$(B_1 B_2 \cdots B_N) \hspace{1cm} (1.20)$$

is unitary from $\mathcal{H}^N$ onto $\mathcal{H}$. See [24].

We have, see [20, 29, 45], three equivalent ways of constructing wavelet filters associated with $(X, \mathcal{F}, \mu, \sigma)$, namely:

(A) Start from a system of functions $m_1, m_2 \ldots$ such that the weighted composition operators $S_{m_j} : f \mapsto m_j \cdot (f \circ \sigma)$, $j = 1, 2, \ldots$ define a representation of the Cuntz algebra acting in $L^2(X, \mathcal{F}, \mu)$.

(B) We view $L^2(X, \mathcal{F}, \mu)$ as a module over the subalgebra

$$
\mathcal{A} = \{ f \circ \sigma \text{ with } f \in L^\infty(X, \mathcal{F}, \mu) \}, \hspace{1cm} (1.21)
$$

and assume of finite dimension $N$. For the present applications, this hypothesis is sufficient. The infinite dimensional case is beyond the scope of this work. We then look for module bases, meaning that

$$
\mathbb{E}_\sigma(m_k m_j) = \delta_{jk}, \hspace{0.5cm} j, k = 1, \ldots, N, \hspace{1cm} (1.22)
$$

$$
f = \sum_{n=1}^{N} m_n \mathbb{E}_\sigma(m_n f), \hspace{0.5cm} \forall f \in L^2(X, \mathcal{F}, \mu), \hspace{1cm} (1.23)
$$

where $\mathbb{E}_\sigma = SS^*$ is the conditional expectation onto the subalgebra determined by $\sigma$. It is interesting to note that in the particular in the case of iteration function systems (IFS), the above $m_n$ has disjoint support.

(C) Using an extension condition: With the map $\sigma$ we associate a map $\widehat{\sigma}$ which in turn with the multiplication operator $M_f$ associates the multiplication operator $M_{f \circ \sigma}$:

$$
\widehat{\sigma}(M_f) = M_{f \circ \sigma}. \hspace{1cm} (1.24)
$$
The map $\hat{\sigma}$ extends to an endomorphism of $B(L^2(X, F, \mu))$ if and only if there exist operators $A_1, A_2, \ldots$ such that,

$$\hat{\sigma}(M f) = \sum_{n=1}^{N} A_n M f A_n^*, \quad (1.25)$$

which furthermore are weighted composition operators (associated with $\sigma$) and satisfy the Cuntz relations.

1.4 Outline of the paper

The paper consists of nine sections besides this introduction, and we now briefly review their contents. To motivate and provide background to our general setting we find it useful to begin the paper with two sections of a review nature, namely on the theory of QMF filters (Section 2) and on weighted composition operators in reproducing kernel Hilbert spaces (Section 3, where an important illustration of the Cuntz relation can also be found). The composition operator (1.16) plays a key role in the paper and is studied in Section 4 (general properties) and in Section 5, using results on disintegration of measures. The general new setting we propose is presented in Sections 6 and 7. The last three sections deal with examples, namely Section 8 for the classical case, Section 9 for the case of a solenoid. In the latter we study a new approach to multiresolutions and representations, the Solenoid construction. It accounts for much more general systems than the standard wavelet constructions, thus entailing more general wavelet filter banks $\{m_i\}$, and leading to realizations instead in Hilbert spaces of the form $L^2(\text{Sol}_X, P)$, where $\text{Sol}_X$ denotes a solenoid path-space, and where the measures $P$ entering the construction are now variable, depending on choices of filter bank $\{m_i\}$, hence the term ”change of measure.” Thus, with the change of measure approach, it is the probability measure $P$ which depends on the choice of wavelet filter bank $\{m_i\}$. Finally Section 10 is devoted to IFS systems.

2 A brief summary of QMF theory and filter banks

Our starting point is a study of specific systems of filter banks. They are of interest in both pure and applied mathematics, and they arise in such multiresolution frameworks as wavelets, signal/image processing, systems theory, and representations of infinite-dimensional groups (loop-groups.) Via an identification of frequency-bands in suitable dual complex domains, we identify here classes of meromorphic matrix-valued functions. We study such classes of matrix valued functions, defined in complex domains. But our applications go beyond the setting of wavelets. Indeed we identify a variety of multiresolution structures in a new algorithmic analysis for iterated function system (IFS) measures; including all cases studied so far, and in particular the Julia set/measure cases. We shall identify such multiresolution structures in the form of representations of an algebraic system, called the Cuntz-relations, or the Cuntz algebra. A Cuntz algebra is specified by a fixed number $N$ of generators, with relations.
It is a purely infinite simple \( C^* \)-algebra, denoted \( O_N \). For fixed \( N \), the class of representations of \( O_N \) has a rich structure. It is known that the equivalence classes of representations of \( O_N \) does not have a Borel cross-section. We shall link classes of representations of \( O_N \) to the study of module-bases in Hilbert space, as well as to the above mentioned multiresolution structures.

We start from the \((1, 1)\) entry of \( m_0 \) a \( \mathbb{C}^{2 \times 2} \)-valued matrix function of the form (1.1). Under appropriate technical conditions \( m_0 \) generates three different, but closely related, structures, namely:

(a) A representation of the Cuntz algebra \( O_2 \) in the space \( L^2(\mathbb{T}) \).

(b) The low pass filter in a bank filter (also known as wavelet filter), where \( m_0 \) is low-pass and \( m_1, \ldots, m_N \) are high-pass filters, and generate the “details” in a related multiresolution decomposition of the Lebesgue space \( L^2(\mathbb{R}, dx) \). Then we get a representation of \( O_{N+1} \).

(c) The scaling function of a multiresolution decomposition of the Lebesgue space \( L^2(\mathbb{R}, dx) \).

See [26, 42] for background.

Specifically, in case (c) we build two functions \( \varphi \) and \( \psi \), assumed to belong to \( L^2(\mathbb{R}, dx) \) via the equations

\[
\widehat{\varphi}(2\omega) = m_0(e^{i\omega})\widehat{\varphi}(\omega) \quad (2.1)
\]

\[
\widehat{\psi}(2\omega) = m_1(e^{i\omega})\widehat{\varphi}(\omega), \quad (2.2)
\]

which can be rewritten as

\[
\widehat{U}\varphi(\omega) = m_0(e^{i\omega})\varphi(\omega) \quad (2.3)
\]

\[
\widehat{U}\psi(\omega) = m_1(e^{i\omega})\varphi(\omega), \quad (2.4)
\]

where \( U \) denotes the unitary operator from \( L^2(\mathbb{R}, dx) \) onto itself:

\[
Uf(\omega) = \frac{1}{\sqrt{2}} f(\omega/2) \quad (2.5)
\]

The closed spaces \( V_j = U^j L^2 \) satisfy

\[
\cap_j V_j = \{0\} \quad \text{and} \quad \bigvee_j V_j = L^2(\mathbb{R}, dx), \quad (2.6)
\]

and the space

\[
W_0 = V_1 \ominus V_0
\]

is the detail space. We have

\[
L^2(\mathbb{R}, dx) = \bigoplus_{j \in \mathbb{Z}} T^j W_0
\]
where $T$ denotes the shift in $L^2(\mathbb{R}, dx)$:

$$(Tf)(\omega) = f(\omega - 1)$$

It follows that an orthonormal basis for $L^2(\mathbb{R}, dx)$ is given by the functions $U^j T^k \psi$. It is useful to remark that

$$UTU^* = T^2$$

(2.7)

To develop a general setting which encompasses the above QMF filters setting, the solenoid setting and others we note that in the QMF case really two spaces come into place, namely the Lebesgue spaces $L^2(\mathbb{R}, dx)$ and $L^2(\mathbb{T})$.

### 3 Weighted composition operators and reproducing kernel Hilbert spaces

In this section we briefly review some known results on operators in reproducing kernel Hilbert spaces, and results from our previous work in [15], where Cuntz relations and the unitary of an underlying matrix function are explicited. This allows to put the results of the present paper in context. See [7, 16, 17].

Our starting point is a function $K(x, y)$ positive definite on a set $X$, with associated reproducing kernel Hilbert space $\mathcal{H}(K)$.

Theorem 3.2 below was proved in [15], to which we also refer the reader for Theorem 3.1. The latter is a classical result from reproducing kernel space theory.

**Theorem 3.1** Let $m(x)$ be a complex-valued function defined on $X$ and let $\sigma$ be an endomorphism of $X$. The weighted composition operator

$$(T_{m,\sigma}f)(x) = m(x)f(\sigma(x))$$

(3.1)

is a contraction from $\mathcal{H}(K)$ into itself if and only if the kernel

$$K(x, y) - m(x)\overline{m(y)}K(\sigma(x), \sigma(y))$$

(3.2)

is positive definite in $X$.

**Theorem 3.2** Let $N \in \mathbb{N}$ and let $T_{m_1,\sigma}, \ldots, T_{m_N,\sigma}$ be $N$ weighted composition operators (with common composition operator $\sigma$). It holds that

$$\sum_{n=1}^{N} T_{m_n,\sigma} T^*_{m_n,\sigma} = I$$

(3.3)

if and only if the kernel $K$ is a solution of the equation

$$K(x, y) = \left(\sum_{n=1}^{N} m_n(x)\overline{m_n(y)}\right) K(\sigma(x), \sigma(y)).$$

(3.4)
Two examples of importance were presented in our previous work. The first one corresponds to \( X = \mathbb{D} \), the open unit disk and

\[
K(z, w) = \frac{1}{1 - zw} \quad \text{and} \quad \sigma(z) = b(z) \quad \text{is a finite Blaschke product.}
\]

Then, (3.4) becomes

\[
K(z, w) = K(b(z), b(w)) = \sum_{n=1}^{M} m_n(z) \overline{m_n(w)}, \quad z, w \in \mathbb{D},
\]

where \( m_1, \ldots, m_M \) form an orthonormal basis of \( \mathcal{H}^2 \otimes b\mathcal{H}^2 \), where we have denoted by \( \mathcal{H}^2 \) the classical Hardy space of the open unit disk \( \mathbb{D} \). It follows in particular from this equation that every element in \( \mathcal{H}^2 \) can be written in a unique way as

\[
f(z) = \sum_{n=1}^{M} m_n(z) f_n(b(z)), \quad (3.5)
\]

where \( f_1, \ldots, f_M \in \mathcal{H}^2 \). We will meet similar decompositions in the sequel.

The second example is related to an infinite product, and is related to the Julia set. With \( \sigma \) and \( m_1, \ldots, m_N \) as above, we assume that the infinite product

\[
K(x, y) = \prod_{k=1}^{\infty} \left( \sum_{n=1}^{N} m_n(\sigma^k(x)) \overline{m_n(\sigma^k(y))} \right) \quad (3.6)
\]

converges for \( x, y \in X \). The function \( K(x, y) \) satisfies then

\[
K(x, y) = \left( \sum_{n=1}^{N} m_n(x) \overline{m_n(y)} \right) K(\sigma(x), \sigma(y)), \quad x, y \in X. \quad (3.7)
\]

We remark the following: a sufficient condition for the infinite product to converge is that there exists \( x_0 \in X \) where \( K(x_0, x_0) > 0 \) and such that

\[
\lim_{n \to \infty} \sigma^{on}(x) = x_0, \quad \forall x \in X.
\]

(3.3) is only part of the Cuntz relations. To get the remaining ones, one makes the following hypothesis.

**Hypothesis 3.3** We assume that

\[
n(x) = \text{Card} \sigma^{-1} \{x\} < \infty, \quad \forall x \in X \quad (3.8)
\]
and that
\[
\frac{1}{n(x)} \sum_{\sigma(y)=x} m_i(y) \overline{m_j(y)} = \delta_{i,j}, \quad \forall i, j \in \{1, \ldots, N\}. \tag{3.9}
\]

**Theorem 3.4** Assuming that the infinite product converges, and under the above hypothesis it holds that

\[
(T^*_{m_j, \sigma} f)(x) = \frac{1}{n(x)} \sum_{y \in X \text{ such that } \sigma(y)=x} \overline{m_j(y)} f(y), \tag{3.10}
\]

and

\[
T^*_{m_i, \sigma} T_{m_j, \sigma} = \delta_{i,j} I. \tag{3.11}
\]

**Proof** We repeat the arguments from the proof of [15, Lemma 5.3 p. 79]. With \(w \in X\) we have

\[
\frac{1}{n(x)} \sum_{y \in X \text{ such that } \sigma(y)=x} \overline{m_j(y)} K(w, y))
\]

\[
= \frac{1}{n(x)} \sum_{y \in X \text{ such that } \sigma(y)=x} m_j(y) \left( \sum_{n=1}^{N} m_n(y) \overline{m_n(x)} \right) K(\sigma(w), \sigma(y))
\]

\[
= \frac{1}{n(x)} \left( \sum_{n=1}^{N} \left( \sum_{y \in X \text{ such that } \sigma(y)=x} \overline{m_j(y)} m_n(y) \right) \overline{m_n(x)} \right) K(\sigma(w), \sigma(y))
\]

\[
= m_j(x) K(\sigma(w), x)
\]

\[
= (T^*_{m_j, \sigma} K(., x))(w),
\]

where the last formula follows from the formula giving the adjoint of a weighted composition operator in reproducing kernel Hilbert spaces.

The result follows since the operators are assumed continuous and the kernels are dense in the associated reproducing kernel Hilbert space, We furthermore have:
\[
(T_{m_i,\sigma}^* T_{m_j,\sigma} f)(x) = \frac{1}{n(x)} \sum_{y \in X \text{ such that } \sigma(y) = x} m_i(y)(T_{m_j,\sigma} f)(y)
= \frac{1}{n(x)} \sum_{y \in X \text{ such that } \sigma(y) = x} m_i(y)m_j(y)f(\sigma(y))
= \begin{pmatrix}
\frac{1}{n(x)} \sum_{y \in X \text{ such that } \sigma(y) = x} m_i(y)m_j(y)
\end{pmatrix} f(x)
= \delta_{i,j} f(x),
\]

thanks to (3.9). \qed

4 The composition operator \( S \)

In preparation to Section 6 we study in the present section properties of the underlying composition operator (1.16). See [20, 38] for more information and related works. We consider therefore a measurable space \((X, \mathcal{F})\), an endomorphism \(\sigma\) of \(X\) and a positive measure \(\mu\) which is \(\sigma\)-invariant on \(X\), that is:

\[
\mu \circ \sigma^{-1} = \mu,
\]

meaning that

\[
\mu(A) = \mu(\sigma^{-1}(A)), \quad A \in \mathcal{F},
\]

and more generally,

\[
\int_X f(\sigma(x))d\mu(x) = \int_X f(x)d\mu(x), \quad \forall f \in L^1(X, \mathcal{F}, \mu).
\]

We will also require from \(\sigma\) the property:

\[
\overline{f \circ \sigma} = \overline{f} \circ \sigma, \quad \forall f \in L^2(X, \mathcal{F}, \mu).
\]

This property is satisfied in particular for \(\sigma\) given by (8.6) below.

We begin with:

Lemma 4.1 Let \( p \in [1, \infty] \) and assume (4.3) in force. The composition operator (1.16):

\[
f \mapsto f \circ \sigma
\]
is an isometry $S$ from $L^p(X, \mathcal{F}, \mu)$ into itself. When $p = 2$ the operator $\mathbb{E}_\sigma = SS^*$ is the orthogonal projection onto the space
\[
\left\{ f \circ \sigma \text{ with } f \in L^2(X, \mathcal{F}, \mu) \right\}.
\]

**Proof** The first claim follows from (4.2) applied to $|f|^p$. Indeed, and taking into account (4.3), we can write
\[
|f(\sigma(x))|^p = (f(\sigma) \overline{f}(\sigma))^{p/2} = |f|^p(\sigma(x)).
\]
Thus
\[
\int_X |f(\sigma(x))|^p d\mu(x) = \int_X |f(x)|^p d\mu(x).
\]

The second claim is clear as a general property of isometries in Hilbert spaces; we recall it for completeness. Let $f, g \in L^2(X, \mathcal{F}, \mu)$. We can write:
\[
\langle SS^* f, g \circ \sigma \rangle_\mu = \langle SS^* f, Sg \rangle_\mu = \langle S^* f, g \rangle_\mu = \langle f, Sg \rangle_\mu = \langle f, g \circ \sigma \rangle_\mu.
\]

\[\square\]

In analogy with the probability setting, we will also refer to the orthogonal projection $\mathbb{E}_\sigma$ as the conditional expectation onto $\mathcal{A}$ (defined in (1.21)).

The invariance property (4.2) implies that $\sigma$ is onto up to a set of measure 0. More precisely:

**Lemma 4.2** *In the above notation, and assuming (4.2), we have
\[
\mu(X \setminus \sigma(X)) = 0.
\]

**Proof** Let $A \in \mathcal{F}$ be such that $A \subset X \setminus \sigma(X)$. Then,
\[
\sigma^{-1}(A) = \{x \in X; \sigma(x) \in A\} = \emptyset
\]
since $A \subset X \setminus \sigma(X)$. Thus we have by (4.2)
\[
\mu(A) = \mu(\sigma^{-1}(A)) = 0.
\]

\[\square\]
We will assume that $\mu$ is sigma-finite and define

$$\mathcal{F}^\text{fin} = \{ A \in \mathcal{F} : \mu(A) < \infty \}. \quad (4.6)$$

**Lemma 4.3** It holds that

$$\mu S^* 1 = \mu. \quad (4.7)$$

**Proof** Let $A \in \mathcal{F}^\text{fin}$. We have

$$(\mu S^*)(A) = \int_X (S^* 1_A)(x) d\mu(x)$$

$$= \langle S^* 1_A, 1 \rangle$$

$$= \langle 1_A, S(1) \rangle$$

$$= \mu(A)$$

since $S1 = 1$. The result follows since $\mathcal{F}^\text{fin}$ generates $\mathcal{F}$. $\square$

There are cases where an explicit formula for the adjoint $S^*$ is available. We mention in particular the case where $\sigma(z) = z^N$ and $X = \mathbb{T}$ (the unit circle); see Example 8.2. We also mention iterated function systems (IFS); see formula (10.4), and the case of reproducing kernel Hilbert spaces, where the adjoint has an explicit expression on the kernel functions.

We now give a general formula for the adjoint, and first consider the case of a finite positive measure $\mu$.

**Proposition 4.4** Assume that $\mu$ is finite, and let $g \in L^2(X, \mathcal{F}, \mu)$. Then, the formula

$$M_\mu(A) = \int_{\sigma^{-1}(A)} g(x) \mu(dx), \quad A \in \mathcal{F}, \quad (4.8)$$

defines a signed measure (which we denote by $(gd\mu) \circ \sigma^{-1}$), absolutely continuous with respect to $\mu$ and $S^*$ is the Radon-Nikodym derivative of $M_\mu$ with respect to $\mu$:

$$S^*(g) = \frac{(gd\mu) \circ \sigma^{-1}}{d\mu}. \quad (4.9)$$

**Proof** $M_\mu$ is clearly a measure since $\mu$ is finite and so for every $A \in \mathcal{F}$ the integral $\int_A f(x) \mu(dx)$ exists for $f \in L^2(X, \mathcal{F}, \mu)$. We first prove that the measure $M_\mu$ is absolutely continuous with respect to the measure $\mu$. To this end, let $A \in \mathcal{F}$ be such that $\mu(A) = 0$. Then
\[(gd\mu)\circ\sigma^{-1}(A) = \int_{\sigma^{-1}(A)} g(x)d\mu(x)\]

\[= \int_X 1_{\sigma^{-1}(A)}(x)g(x)d\mu(x)\]

\[= \int_X (1_A \circ \sigma)(x)g(x)d\mu(x)\]

\[= \int_X 1_A(x)\left(S^*(g)(x)\right)d\mu(x)\]

\[= 0\]

since \(\mu(A) = 0\). Thus the signed measure \((gd\mu)\circ\sigma^{-1}\) is absolutely continuous with respect to \(\mu\). Furthermore

\[\int_X f(\sigma(x))g(x)d\mu(x) = \int_X f(x)((gd\mu)\circ\sigma^{-1})(x)\]

\[= \int_X f(x)\left(\frac{(gd\mu)\circ\sigma^{-1}}{d\mu}\right)(x)d\mu(x)\]

and hence the formula for \(S^*\). \(\square\)

When the measure \(\mu\) is assumed sigma-finite, but not necessarily finite, the function \(M_\mu\) is defined only on \(\mathcal{F}_{\text{fin}}\). It is additive in \(\mathcal{F}_{\text{fin}}\), but not defined, let alone sigma-additive, on \(\mathcal{F}\). One has to replace the derivative of Radon-Nikodym by another derivative, called the Krein-Feller derivative, which we define below. We present in particular a formula for its adjoint, under the hypothesis that the measure \(\mu\) is sigma-finite. The result is based on a paper of S. Chatterji [31] and was recently given in the preprint [8], in connection with an associated reproducing kernel Hilbert space with reproducing kernel \(\mu(A \cap B)\), where \(A, B\) run through \(\mathcal{F}_{\text{fin}}\). In the setting of functions of a real variable the result is due to F. Riesz; see [54, §5 p. 462].

**Theorem 4.5** A function \(M\) defined on \(\mathcal{F}_{\text{fin}}\) is of the form (4.8) for some \(g \in L^2(X, \mathcal{F}, \mu)\) if and only if there is a constant \(C > 0\) such that for every \(N \in \mathbb{N}\) and pairwise disjoint elements \(A_1, \ldots, A_N\),

\[\sum_{n=1}^{N} \frac{|M(A_n)|^2}{\mu(A_n)} \leq C.\]  \(\text{(4.10)}\)

The function \(g\) is then uniquely determined from \(M\) and is called its Krein-Feller derivative, notation

\[g = \nabla_\mu M.\]  \(\text{(4.11)}\)

**Remark 4.6** In the setting of real functions, condition (4.10) and its counterpart for \(p \in (1, \infty)\) appears in the work of F. Riesz. See [50, p. 257] and in [31] for general spaces.
The formulas presented in the next lemma are used in the paper. Their proofs use in particular the multiplicative property of $S$,

$$S(fg) = (Sf)(Sg),$$

(4.12)

where $f$ and $g$ are functions defined on $X$, and do not use explicitly the formula for $S^*$.

**Lemma 4.7** Let $f, g \in L^2(X, \mathcal{F}, \mu)$. Then, when the expressions make sense:

\begin{align}
S^* ((f \circ \sigma) \cdot g) &= fS^*(g), \\
E_{\sigma} (f \cdot (g \circ \sigma)) &= (g \circ \sigma)E_{\sigma}(f), \\
S^* (fE_{\sigma}(g)) &= (S^* f)(S^* g).
\end{align}

(4.13) (4.14) (4.15)

**Proof** We first prove (4.13). Let $f, g, h \in L^2(X, \mathcal{F}, \mu)$ such that the expressions make sense. On the one hand we have

$$\langle S^*((f \circ \sigma)g), h \rangle_\mu = \langle (f \circ \sigma)g, h \circ \sigma \rangle_\mu$$

and on other hand:

$$\langle fS^*g, h \rangle_\mu = \langle S^*g, \bar{f}h \rangle_\mu$$

$$= \langle g, S(\bar{f}h) \rangle_\mu$$

$$= \langle g, (f \circ \sigma)(h \circ \sigma) \rangle_\mu$$

$$= \langle (f \circ \sigma)g, h \circ \sigma \rangle_\mu$$

in view of (4.3), and hence the result.

To prove (4.14) we write

$$SS^*(f \cdot (g \circ \sigma)) = S (g \cdot S^* f) \quad \text{(using (4.13))}$$

$$= (Sg)(SS^* f) \quad \text{(using (4.12))}$$

$$= (g \circ \sigma)E_{\sigma}(f).$$

Finally, to prove (4.15) we write

$$S^*(fE_{\sigma}(g)) = S^*(fSS^* g) = S^*(f(S^* g(\sigma))) = (S^* f)(S^* g)$$

where we have used (4.13) with $S^* g$ and $f$ in place of $f$ and $g$ respectively. \hfill \Box

**Definition 4.8** (see [14, Definition 3.1, p. 315]) (4.13) and (4.14) are called the pull-out property and the operator $S^*$ is also called the Ruelle operator (or $\sigma$-transfer operator).

In general, the operator $S^*$ can be identified in the following equivalent ways:
Lemma 4.9 Let \((X, \mathcal{F}, \mu, \sigma)\) be as above, with associated composition operator \(S\), and let \(T\) be a bounded linear operator from \(L^2(X, \mathcal{F}, \mu)\) into itself. The following are equivalent:

(a) \(T = S^*\)

(b) \(\mu T = \mu\) and \(T\) satisfies the pull-out property:

\[
T(f \cdot (g \circ \sigma)) = g \cdot T(f), \quad \forall f, g \in L^2(X, \mathcal{F}, \mu).
\]

(4.16)

Proof Assume (a) in force. To prove that \(\mu T = \mu\) we write for \(f \in L^2(X, \mathcal{F}, \mu)\)

\[
(\mu T)(f) = \langle T f, 1 \rangle_\mu
\]

\[
= \langle f, T^*(1) \rangle_\mu
\]

\[
= \langle f, S(1) \rangle_\mu
\]

\[
= \langle f, 1 \rangle_\mu
\]

\[
= \mu(f).
\]

To prove (4.16) we have for \(f, g, h \in L^2(X, \mathcal{F}, \mu)\) (and replacing \(g\) by \(\overline{g}\))

\[
\langle T(f \cdot (\overline{g} \circ \sigma)), h \rangle_\mu = \langle f \cdot (\overline{g} \circ \sigma), h \circ \sigma \rangle_\mu
\]

\[
= \langle f, (g \circ \sigma)(h \circ \sigma) \rangle_\mu
\]

\[
= \langle f, S(gh) \rangle_\mu
\]

while

\[
\langle g \cdot (Tf), h \rangle_\mu = \langle Tf, gh \rangle_\mu = \langle f, S(gh) \rangle_\mu.
\]

We now prove the converse statement, namely (b) implies (a). We have, still with \(f, g \in L^2(X, \mathcal{F}, \mu)\),

\[
\langle f, Sg \rangle_\mu = \int_X f(x) \cdot \overline{g}(\sigma(x)) d\mu(x)
\]

\[
= \langle f \cdot (\overline{g} \circ \sigma), 1 \rangle_\mu
\]

\[
= \mu(f \cdot (\overline{g} \circ \sigma))
\]

\[
= (\mu T)(f \cdot (\overline{g} \circ \sigma)) \quad \text{(since } \mu T = \mu)\]

\[
= \langle T(f \cdot (\overline{g} \circ \sigma)), 1 \rangle_\mu
\]

\[
= \langle \overline{g}(Tf), 1 \rangle_\mu \quad \text{(by (4.16))}
\]

\[
= \langle Tf, g \rangle_\mu.
\]

\[\square\]

Corollary 4.10 A function defined on \(X\) is measurable with respect to the sigma-algebra \(\sigma^{-1}(\mathcal{F})\) if and only if there exists a \(\mathcal{F}\)-measurable function \(g\) such that \(f = g \circ \sigma\).
Proof One direction is clear. Conversely, if \( f = \mathbb{E}_\sigma f \) we have in particular
\[
f = SS^* f = S(S^* f) = g \circ \sigma
\]
with \( g = S^* f \).
\[\square\]

As a corollary of the pull-out property we have

**Corollary 4.11** Let \( \mathcal{A} \) be defined as in (1.21). The space \( \ker S^* \) is a \( \mathcal{A} \)-module.

**Proof** Indeed, the pull-out property (4.13) implies that \( S^*( (f \circ \sigma) g) = 0 \) as soon as \( S^*(g) = 0 \).
\[\square\]

Let \( m \) be a complex-valued measurable function defined on \( X \). We define the weighted composition operator (1.17):
\[
S_m f = m \cdot (f \circ \sigma)
\]

**Lemma 4.12** The operator \( S_m \) is bounded if and only if \( \mathbb{E}_\sigma (|m|^2) \in L^\infty(X, \mathcal{F}, \mu) \).

**Proof** We have
\[
\|S_m f\|_\mu^2 = \int_X (\mathbb{E}_\sigma |m|^2) |f|^2 d\mu \leq C \|f\|_\mu^2
\]
\[
\iff \int_X (\mathbb{E}_\sigma |m|^2 - C) |f|^2 d\mu \leq 0, \quad \forall f \in L^2(X, \mathcal{F}, \mu)
\]
and hence the result.
\[\square\]

**Lemma 4.13** Let \( (X, \mathcal{F}, \mu, \sigma) \) be as above. The following are equivalent:

(i) The operator \( S_m \) is an isometry from \( L^2(X, \mathcal{F}, \mu) \) into itself.

(ii) It holds that
\[
S^*(|m|^2) = 1, \quad \mu \text{ a.e.} \quad (4.17)
\]

(iii) It holds that
\[
\mathbb{E}_\sigma (|m|^2) = 1, \quad \mu \text{ a.e.} \quad (4.18)
\]

**Proof** We denote by \( M_m \) the operator of multiplication by \( m \) from \( L^2(X, \mathcal{F}, \mu) \) into itself, assumed bounded. Then, its adjoint is given by \( M_m^* = M_{\overline{m}} \). Assume that (i) is in force. We can then write:
\[
S_m^* S_m f = f, \quad \forall f \in L^2(X, \mathcal{F}, \mu)
\]
\[
\iff S^* M_{|m|^2} S f = f, \quad \forall f \in L^2(X, \mathcal{F}, \mu)
\]
\[
\iff f S^* |m|^2 = f, \quad \forall f \in L^2(X, \mathcal{F}, \mu)
\]
\[
\iff S^* |m|^2 = 1, \quad \mu \text{ a.e.}
\]
\[
\iff SS^* |m|^2 = 1, \quad \mu \text{ a.e.}
\]
where we have used the pull-out property (4.13) to go from the second to third line, and the fact that \( S \) is an isometry to go from the third to the fourth line, noting that \( S1 = 1 \).

\[ (S_{m_1}^* S_{m_2}) f = f S^* (\overline{m_1} m_2) \]  
(4.19)

\[ (S_{m_1} S_{m_2}^*) f = m_1 \mathbb{E}_\sigma (\overline{m_2} f) . \]  
(4.20)

In particular, for \( m_1 = m_2 = m \), the operator \( S_{m_0}^* S_m \) assumed bounded is the multiplication operator by \( S^* (|m|^2) \).

**Proposition 4.14** Let \( m_1 \) and \( m_2 \) be measurable functions on \( X \) such that both \( S_{m_1} \) and \( S_{m_2} \) are bounded. Then,

\[ f \in L^2(X, \mathcal{F}, \mu) \]

\[ S_{m_1}^* S_{m_2}^* f = S_{m_1}^* (m_2 (f \circ \sigma)) = S^* (\overline{m_1} m_2 (f \circ \sigma)) = f S^* (\overline{m_1} m_2). \]

The second claim is proved in much the same way.

We now fix a measurable function \( m_0 \) such that \( \mathbb{E}_\sigma (|m_0|^2) = 1 \), and induce the corresponding Ruelle operator \( R_{m_0} = R \) by:

\[ Rf = S^* (|m_0|^2 f), \quad f \in L^\infty(X, \mathcal{F}, \mu). \]  
(4.21)

Harmonic functions are functions such that \( Rh = h \).

**Lemma 4.15** The constant function \( 1 \) is harmonic. We have

\[ (\mu R)(A) = 0 \implies \mu(A) = 0, \quad A \in \mathcal{F}^\text{fin}, \]

and \( \mu R \) is additive on \( \mathcal{F}^\text{fin} \), with Krein-Feller derivative

\[ \nabla_\mu (\mu R) = |m_0|^2. \]

**Proof** Let \( A \in \mathcal{F}^\text{fin} \). We have

\[ (\mu R)(A) = \int_A R(1_A) d\mu \]
\[ = \int_A S^* (|m_0|^2 1_A) d\mu \]
\[ = \langle S^* (|m_0|^2 1_A), 1 \rangle_\mu \]
\[ = \langle |m_0|^2 1_A, S(1) \rangle_\mu \]
\[ = \int_A |m_0|^2 d\mu \]

\( \Box \) Springer
since \( S(1) = 1 \). It follows from \([8]\) that \( \mu A \) is additive on \( \mathcal{F}^{\text{fin}} \) and that \( \nabla_{\mu}(\mu R) = |m_0|^2 \). \( \square \)

Note that \( \mathcal{A} \) (defined by (1.21)) is an algebra and that \( \mathbf{L}^\infty(X, \mathcal{F}, \mu) \) is a \( \mathcal{A} \)-module. We define a \( \mathcal{A} \)-valued inner product on \( \mathbf{L}^\infty(X, \mathcal{F}, \mu) \) by

\[
\langle m, n \rangle_\sigma = \mathbf{E}_\sigma(\overline{m}n),
\]

and will say that \( m \) and \( n \) are orthogonal if \( \langle m, n \rangle_\sigma = 0 \).

**Proposition 4.16** Assume \( \mathbf{L}^2(X, \mathcal{F}, \mu) \neq \{0\} \). Given a function \( f \neq 0 \in \mathbf{L}^2(X, \mathcal{F}, \mu) \) there exists \( m \in \mathbf{L}^2(X, \mathcal{F}, \mu) \) such that

\[
\mathbf{E}_\sigma|m|^2 = 1, \quad \mu \text{ a.e.} \quad (4.23)
\]

and

\[
\mathbf{E}_\sigma m \overline{f} > 0. \quad (4.24)
\]

The function \( m \) is given explicitly in terms of \( f \) via formula (4.25) below.

**Proof** The operator \( S \) is an isometry and so \( S \neq 0 \), and \( S^* \neq 0 \). Let \( f \neq 0 \in \mathbf{L}^2(X, \mathcal{F}, \mu) \) be such that \( S^*f \neq 0 \), (and hence \( SS^*f \neq 0 \)), and let

\[
A = \left\{ x \in X : \mathbf{E}_\sigma|f|^2(x) > 0 \right\}.
\]

We have \( A \neq \emptyset \) and

\[
A = \left\{ x \in X : S(S^*|f|^2)(x) > 0 \right\}
\]

\[
= \left\{ x \in X : (S^*|f|^2)(\sigma(x)) > 0 \right\}
\]

\[
= \sigma^{-1}(U),
\]

where

\[
U = \left\{ x \in X ; (S^*|f|^2)(x) > 0 \right\} \in \mathcal{F}.
\]

Since \( A \in \sigma^{-1}(\mathcal{F}) \), the pull-out property implies that

\[
\mathbf{E}_\sigma(1_A g) = 1_A \mathbf{E}_\sigma g, \quad \forall g \in \mathbf{L}^1(X, \mathcal{F}, \mu).
\]

We set

\[
m(x) = \frac{1_A(x)f(x)}{\sqrt{\mathbf{E}_\sigma|f|^2}} + 1_X \setminus A(x). \quad (4.25)
\]

Using once more the pull-out property we obtain \( \mathbf{E}_\sigma |m|^2 = 1, \quad \mu \text{ a.e. in } X. \) \( \square \)
Proposition 4.17 Let \( m, n \in L^\infty(X, F, \mu) \) and let \( a, b \in A \) (defined in (1.21)). Then:

\[
\langle ma, nb \rangle_\mu = \int_X bE_\sigma (\overline{nm})a d\mu
\]  

(4.26)

**Proof** We write \( a = h \circ \sigma \) and \( b = g \circ \sigma \). We have:

\[
\langle ma, nb \rangle_\mu = \langle mSh, nSb \rangle_\mu
\]

\[
= \langle S^* (\overline{nm} h), g \rangle_\mu
\]

\[
= \langle h S^* (\overline{nm}), g \rangle_\mu
\]

\[
= \langle a S S^* (\overline{nm}), b \rangle_\mu
\]

where we used the pull-out property to get from the second to the third line, and the fact that \( S \) is an isometry to get to the last equality.

\( \square \)

Lemma 4.18 With \((X, F, \mu, \sigma)\) and \( S \) and \( E_\sigma = SS^* \) as above, the following are equivalent:

\[
\int_X (f \circ \sigma) \overline{m_1 m_2} d\mu = 0, \forall f \in L^2(X, F, \mu)
\]  

(4.27)

\[
\iff
\]

\[
S^* (\overline{m_1 m_2}) = 0
\]  

(4.28)

\[
\iff
\]

\[
E_\sigma (\overline{m_1 m_2}) = 0
\]  

(4.29)

**Proof** The arguments are as the arguments above.

\( \square \)

Corollary 4.19 \( E_\sigma \)-orthogonality implies \( L^2(X, F, \mu) \)-orthogonality.

**Proof** Start from (4.29) and restrict (4.27) to \( f = 1 \).

\( \square \)

Lemma 4.20 Let \( K \) be a subset of \( L^2(X, F, \mu) \). The set

\[
K^\perp = \left\{ f \in L^2(X, F, \mu) ; E_\sigma (\overline{f k}) = 0, \forall k \in K \right\}
\]  

(4.30)

is a \( A \)-module.

**Proof** This follows from (4.14).

\( \square \)

Theorem 4.21 The functions \( m_1, \ldots, m_N \) define a wavelet filter (see Definition 1.4) associated with \( \sigma \) if and only if conditions (1.22) and (1.23) below,

\[
E_\sigma (\overline{m_k m_j}) = \delta_{jk}, \quad j, k = 1, \ldots, N,
\]

\[
f = \sum_{n=1}^N m_n E_\sigma (\overline{m_n} f), \quad \forall f \in L^2(X, F, \mu),
\]

are in force.
Proof We make use of the module version of the Gram-Schmidt orthonormalization process, and explain the first step of this version. We fix $m_1$ such that $\mathbb{E}_\sigma (|m_1|^2) = 1$ (such a function exists by the previous proposition), and set

$$m_2(x) = m(x) - m_1(x)\mathbb{E}_\sigma (m_1m).$$

We have

$$\mathbb{E}_\sigma (m_1m_2) = 0$$

and

$$\mathbb{E}_\sigma (|m_2|^2) = \mathbb{E}_\sigma (|m|^2) - |\mathbb{E}_\sigma (m_1m)|^2 > 0.$$ 

We achieve the condition $\mathbb{E}_\sigma (|m_2|^2) = 1$ by using Proposition 4.16. \qed

The above diagram explains the relations for the operators that are defined from an $(m_j)$-systems as in Theorem 4.21.

5 A short survey on disintegration of measures and a formula for $S^*$

Disintegration of measures can be seen as an extension of reconstructing a probability $P(A)$ from conditional probabilities $P(A|B_j)$, when the probabilities $P(B_j)$ are allowed to be 0. Then the classical definitions do not make sense anymore, but can be extended under appropriate hypothesis. The result is called Rokhlin disintegration theorem. Before presenting it, we first need a number of preliminary definitions. For the first one, see for instance [47, (12.5) p. 74].

Definition 5.1 The measure space $(X, \mathcal{B})$ is called a standard Borel space if it is Borel isomorphic to a Polish space.

These sets were called Lebesgue space by Rohklin. Alternatively, standard Borel sets may be characterized, or defined, as follows:
Definition 5.2 The measure space \((X, B)\) is called a standard Borel space if \(B\) can be generated by a countable family \((A_n)_{n \in \mathbb{N}}\) of sets which separates the points of \(X\), meaning:

\[
\forall x, y \in X, \ x \neq y, \ \exists A_n, \ x \in A_n \text{ and } y \notin A_n, \text{ or vice versa.}
\]

Note (see [47]) that all uncountable standard Borel sets are Borel equivalent to 
\([0, 1]\) endowed with the Lebesgue measure.

We consider a space \(X\) with an associated partition \(\xi = \{C_\alpha : \alpha \in \Lambda\}\), meaning that \(X = \cup_{\alpha} C_\alpha\) and that the \(C_\alpha\) are pairwise disjoint. The index set \(\Lambda\) may have any power. Defining an equivalence relation on \(X\) by

\[x \sim y \iff \exists \alpha \in \Lambda, \ x, y \in C_\alpha.
\]

When \(X\) is a measure space, endowed with the sigma-algebra \(B\), we define the sigma-algebra \(B_\xi\) as

\[B_\xi = \left\{ U \subset X/\xi ; \ \pi^{-1}(U) \in B \right\}. \tag{5.1}\]

and define

\[\mu_\xi = \mu \circ \pi^{-1} \tag{5.2}\]

Definition 5.3 The partition is measurable if \((X/\xi, B_\xi)\) is a standard measurable (Borel) space.

Theorem 5.4 Let \((X, B)\) be a standard Borel set, and let \(\xi\) be a measurable partition. Then there exists a family \((\mu_C)\) of measures on \(X/\xi\), called conditional measures, and such that:

1. The support of \(\mu_C\) is \(C\).
2. For all \(A \in B\), the map \(C \mapsto \mu_C(A \cap C)\) is measurable.
3. It holds that (Rokhlin disintegration formula)

\[\mu(A) = \int_{X/\xi} \mu_C(A \cap C)d\mu_\xi(C) \tag{5.3}\]

The family \((\mu_C)\) will be unique when \(\mu\) finite; see [55]. It will not be unique when \(\mu\) is only sigma-finite.

Theorem 5.5 Under the existence of a disintegration the following formula holds for \(S^*\):

\[ (S^* f)(x) = \int_{\sigma^{-1}(x)} f(y)d\mu^{(x)}(y). \tag{5.4} \]
Proof

\[ \langle S^* f, g \rangle = \langle f, Sg \rangle \]
\[ = \int_X g \circ \sigma(x) f(x) d\mu(x) \]
\[ = \int_X \left( \int_{\sigma^{-1}(x)} g(y) f(y) d\mu^{(x)}(y) \right) d\mu(x) \]
\[ = \int_X g(x) \left( \int_{\sigma^{-1}(x)} f(y) d\mu^{(x)}(y) \right) d\mu(x) \]

\[ \square \]

We use the notation

\[ \mu^{(x)} = E_{\mu} (\cdot | C_x) \]  \hfill (5.5)

and (5.7) is equivalent to

\[ E_{\mu}(f) = \int_X E_{\mu}(f|C_x) \nu(dx) \]  \hfill (5.6)

where \( f \) is measurable on \((X, \mathcal{F}, \mu)\).

The special case of IFS is considered in Section 10.

We also note the following approach to obtain a disintegration formula (see [1, 20–22]). Let \( C_x = \sigma^{-1}\{x\} \).

**Theorem 5.6** Assume that \( X \) is a standard Borel space and \( \mu \) is a. Then, there exists measures \( \mu^{(x)} \) on \( C_x \) and a measure \( \nu \) on \( B \) such that

\[ \mu = \int_B \mu^{(x)} \nu(dx) \]  \hfill (5.7)

We consider a measurable endomorphism \( \sigma \) in the space \( (X, \mathcal{F}) \), and assume that there are \( N < \infty \) branches \( \tau_1, \ldots, \tau_N \) (for example in the setting of the Cantor set, and affine iterated function systems, or Julia sets associated to rational functions, or Gauss maps). To build a measure satisfying (5.7) we use Kakutani construction of infinite product measures. Let \( \{1, 2, \ldots, N\} \) with the probability measure

\[ p(n) = p_n, \quad n = 1, \ldots, N \]

and consider the probability space \((\Omega, \mathbb{P})\) with

\[ \Omega = \prod_{1}^{\infty} \{1, 2, \ldots, N\}, \quad \mathbb{P} = \times_{1}^{\infty} p \]
One can also use the fact that \{1, 2, \ldots, N\} is (trivially) a Polish space to ensure the existence of the product probability; see e.g. [52, Corollaire, p. III-3]. We set

\begin{align}
  s(j_1, j_2, \ldots) &= (j_2, j_3, \ldots), \\
  t_i(j_1, j_2, \ldots) &= (i, j_1, j_2, \ldots), \quad i = 1, 2, \ldots, N.
\end{align}

We set with \(\omega = (j_1, j_2, \ldots) \in \Omega\) and \(\omega|_n = (j_1, j_2, \ldots, j_n)\),

\[\tau_{\omega|_n} = \tau_{j_1} \circ \tau_{j_2} \circ \cdots \circ \tau_{j_n}\]

and assume that the intersection \(\cap_{n \in \mathbb{N}} \tau_{\omega|_n}(X)\) is a singleton for every \(\omega \in \Omega\):

\[\cap_{n \in \mathbb{N}} \tau_{\omega|_n}(X) = \{x(\omega)\}.
\]

The formula

\[V(\omega) = x(\omega)\]

defines a measurable function from \(\Omega\) into \(X\).

**Proposition 5.7** Let \(V\) and \(P\) be as above, and let \(\mu = P \circ V^{-1}\). It holds that

\[\mu = \sum_{n=1}^{N} p_n \mu \circ \tau_n^{-1}.
\]

**Proof** We have the commutative diagrams

\[
\begin{array}{c}
\Omega \xrightarrow{V} X \\
\downarrow s \downarrow \sigma \\
\Omega \xrightarrow{V} X
\end{array}
\]

i.e. \(V \circ s = \sigma \circ V\), and

\[
\begin{array}{c}
\Omega \xrightarrow{V} X \\
\downarrow t_i \downarrow \tau_i \\
\Omega \xrightarrow{V} X
\end{array}
\]

i.e. \(V \circ t_i = \tau_i \circ V\), \(i = 1, \ldots, N\).
6 A general setting

Beginning with an endomorphism $\sigma$ having an invariant measure $\mu$, we define an induced isometry $S$ in $L^2(X, \mathcal{F}, \mu)$, and the starting point to our analysis is the associated Wold decomposition for $S$. All the analysis we do for the initial endomorphism $\sigma$ depends on the structure of this Wold decomposition.

Let $(X, \mathcal{F}, \sigma, \mu)$ be a quadruple as above. In our earlier papers [14] we only considered special cases of endomorphisms $\sigma$. Here, we present a general setting for multiresolutions in terms of another associated quadruple $(\mathcal{H}, U, \varphi, \pi)$ where:

1. $\mathcal{H}$ is a Hilbert space.
2. $U$ is a unitary operator from $\mathcal{H}$ onto itself.
3. $\varphi \in \mathcal{H}$ is a unit vector
4. $f \mapsto \pi(f)$ is a representation of $L^\infty(X)$ in terms of operators from $\mathcal{H}$ into itself.

(see also [37]). We assume the following axioms:

A1) It holds that
$$U\pi(f)U^{-1} = \pi(f \circ \sigma), \quad f \in L^\infty(X).$$

A2) There exists $m_0 \in L^\infty(X)$ such that
$$U\varphi = \pi(m_0)\varphi$$

A3) $L^\infty(X, \mathcal{F}, d\mu)$ is dense in $L^2(X, \mathcal{F}, d\mu)$. Note that this will hold, independently of $\mu$, when $X$ is locally compact.

A4) There exists a positive bounded function $h_\varphi$ and an isometry $W_0 : L^2(X, \mathcal{F}, h_\varphi d\mu) \rightarrow \mathcal{H}$ such that
$$W_0 S m_0 f = U W_0 f, \quad f \in L^2(X, \mathcal{F}, h_\varphi d\mu).$$

A5) The linear span of the vectors $\pi(f)\varphi$ is dense in $\mathcal{H}$ when $f$ runs through $L^\infty(X, \mathcal{F}, d\mu)$, that is $\varphi$ is cyclic for $\pi$.

These axioms allow to define a multiresolution analysis in the Hilbert space $\mathcal{H}$. Examples include $\mathcal{H} = L^2(\mathbb{R}, dx), \mathcal{H} = L^2(X, \mathcal{F}, \mu)$ where $\mu$ satisfies the conditions in Section 4, and the case where $\mathcal{H}$ is the Lebesgue space associated to a solenoid.

**Definition 6.1** We will call (6.2) the scaling identity.

**Lemma 6.2** Under the present setting, it holds that
$$U\pi(f)\varphi = \pi(m_0 \cdot (f \circ \sigma))\varphi, \quad f \in L^\infty(X).$$

**Proof** We have
$$U\pi(f)\varphi = \pi(f \circ \sigma)U\varphi \quad \text{(using (6.1))}$$
$$= \pi(f \circ \sigma)\pi(m_0)\varphi \quad \text{(using (6.2))}$$
$$= \pi(m_0 \cdot (f \circ \sigma))\varphi \quad \text{(since $\pi$ is a representation).} \quad \Box$$
Lemma 6.3  There exists an isometry $W_0$ such that (6.3) holds if and only if there exists a measurable bounded function $h_\varphi$ such that

$$\langle \pi(f)\varphi, \varphi \rangle_H = \int_X fh_\varphi d\mu, \ \forall f \in L^2(X, \mathcal{F}, \mu).$$  \hspace{1cm} (6.5)

Proof  To prove that the condition is sufficient, assume that (6.5) is in force and define

$$W_0 f = \pi(f)\varphi, \ \ f \in L^\infty(X).$$

We prove that $W_0$ extends to an isometry and that (6.3) is in force. To prove the isometry property, we write

$$\|W_0 f\|_H^2 = \|\pi(f)\varphi\|_H^2$$

$$= \langle \pi(f)\varphi, \pi(f)\varphi \rangle_H$$

$$= \langle \pi(|f|^2)\varphi, \varphi \rangle_H$$

$$= \int_X |f(x)|^2 h_\varphi(x) d\mu(x) \hspace{1cm} \text{(since } \pi \text{ is a representation)}$$

This proves the isometry property on $L^\infty(X)$; we assumed that the latter is dense in $L^2(X, \mathcal{F}, d\mu)$, and hence in $L^2(X, \mathcal{F}, h_\varphi d\mu)$, and so $W_0$ has a (uniquely defined) isometric extension to $L^2(h_\varphi d\mu)$. To prove (6.3) we write for $f \in L^2(X, \mathcal{F}, \mu)$:

$$UW_0 f = U\pi(f)\varphi$$

$$= \pi(f \circ \sigma)U \varphi \hspace{1cm} \text{(using (6.1))}$$

$$= \pi(f \circ \sigma)\pi(m_0)\varphi \hspace{1cm} \text{(using (6.2))}$$

$$= \pi(m_0(f \circ \sigma) \cdot m_0)\varphi$$

$$= \pi(S_{m_0} f)\varphi$$

$$= W_0 S_{m_0} f.$$

\[ \square \]

With this axiom system introduced above with $U$, $\mathcal{H}$ and $\pi$ we are able to give precise meaning to a multiresolution in $\mathcal{H}$ as well as the notion of detail subspace.

For a special instance of the following definition, see Definition 9.14. Note that, in view of (6.3), $W_0 L^2(X, \mathcal{F}, \mu)$ is $U$-invariant and the detail subspace is well defined.

Definition 6.4  The space $W_0 L^2(X, \mathcal{F}, \mu)$ will be called the zero-th resolution space, denoted $\text{Res}_\varphi$, and $\text{Res}_\varphi \ominus U\text{Res}_\varphi$ is the detail space.

Lemma 6.5  In the previous notation we have:

$$\langle U\pi(f)\varphi, \pi(g)\varphi \rangle_H = 0, \ \forall f \in L^2(X, \mathcal{F}, \mu) \iff \mathbb{E}_\sigma(m_0 gh_\varphi) = 0.$$  \hspace{1cm} (6.6)
**Proof** In view of (6.1),

\[
U\pi(f)\varphi = \pi(f \circ \sigma)U\varphi = \pi((f \circ \sigma)\pi)m_0\varphi = \pi(m_0(f \circ \sigma)\varphi
\]

and so we can write

\[
\langle U\pi(f)\varphi, \pi(g)\varphi \rangle_H = \langle \pi(m_0 \cdot (f \circ g))\varphi, \pi(g)\varphi \rangle_H = \int_X m_0(x)f(\sigma(x))g(x)h_\varphi(x)d\mu(x)
\]

\[
= \int_X (Sf)(x)(m_0g)(x)h_\varphi(x)d\mu(x)
\]

\[
= \langle f, S^*(m_0gh_\varphi) \rangle_H.
\]

\[\square\]

**Proposition 6.6** The function \(h_\varphi\) is harmonic with respect to the Ruelle operator if and only if

\[
\langle \pi(f)\varphi, \varphi \rangle_H = \int_X f(x)h_\varphi(x)d\mu(x), \forall f \in L^2(X, \mathcal{F}, d\mu).
\]

(6.7)

**Proof** We have on the one hand

\[
\langle \pi(f)\varphi, \varphi \rangle_H = \langle U\pi(f)\varphi, U\varphi \rangle_H
\]

\[
= \langle \pi(f \circ \sigma)U\varphi, U\varphi \rangle_H
\]

\[
= \langle \pi((f \circ \sigma)\pi)m_0\varphi, \pi(m_0)\varphi \rangle_H
\]

\[
= \langle \pi((f \circ \sigma)) \cdot |m_0|^2\varphi, \varphi \rangle_H
\]

\[
= \int_X (f \circ \sigma)(x)|m_0|^2(x)h_\varphi(x)d\mu(x)
\]

\[
= \langle Sf, |m_0|^2 \cdot h_\varphi \rangle_\mu
\]

\[
= \langle f, S^*(|m_0|^2 \cdot h_\varphi) \rangle_\mu
\]

\[
= \langle f, Rh_\varphi \rangle_\mu.
\]

Comparing with (6.5) we obtain the result. \[\square\]

7 The multiresolution associated with \((H, U, \varphi, \pi)\); generalized wavelet representations

The purpose of this section is to introduce an axiomatic multiresolution associated to endomorphisms. For this we require the following structure: functions \(m_i \in L^\infty(X)\) and corresponding vectors \(\varphi\) and \(\psi_i\) where the system \((X, \sigma, U, \pi, \varphi)\) is introduced.
in Section 6. The abstract vector \( \varphi \) becomes an analog of a wavelet scaling function and the vectors \( \psi_i \) become analog of the wavelet detail functions. In order to do this we require that the \( m_i \) form a wavelet filter in the sense of Definition 1.4.

We have by hypothesis (see (6.2)) above

\[
\varphi = U^{-1} \pi(m_0) \varphi
\]

and we define

\[
\psi_i = U^{-1} \pi(m_i) \varphi, \quad i = 1, \ldots, N - 1.
\]  

(7.1)

**Lemma 7.1** It holds that

\[
U \pi(f) \varphi = \pi(S f) \varphi, \quad (7.2)
\]

\[
U \pi(f) \psi_i = \pi(S m_i f) \varphi, \quad i = 1, \ldots, N - 1. \quad (7.3)
\]

**Proof** To prove the first equality, we write for \( f \in L^2(X, \mathcal{F}, \mu) \):

\[
U \pi(f) \varphi = \pi(f \circ \sigma) U \varphi
\]

\[
= \pi(f \circ \sigma) \pi(m_0) \varphi \quad \text{(using (6.2))}
\]

\[
= \pi(S f) \varphi.
\]

We now prove (7.3). We have for \( i = 1, \ldots, N - 1 \):

\[
U \pi(f) \psi_i = \pi(f \circ \sigma) U \psi_i
\]

\[
= \pi(f \circ \sigma) \pi(m_i) \varphi
\]

\[
= \pi(m_i \cdot (f \circ \sigma)) \varphi
\]

\[
= \pi(S m_i) \varphi.
\]

\[\square\]

**Proposition 7.2** The detail space \( \text{Res}_\varphi \oplus U \text{Res}_\varphi \) is generated by the functions \( \pi(m_j) \varphi \) for \( j = 1, \ldots, N \).

**Proof** This comes form the fact that \( L^2(X, \mathcal{F}, \mu) \) is a \( \mathcal{A} \)-module (with \( \mathcal{A} \) defined by (1.21)) with basis \( m_1, \ldots, m_N \). \[\square\]

When the residual space reduces to \( \{0\} \), the Wold decomposition gives

\[
\bigvee_{j \in \mathbb{Z}} U^j \text{Res}_\varphi = \mathcal{H}. \quad (7.4)
\]

and

\[
\mathcal{H} = \bigoplus_{j \in \mathbb{Z}} U^j \text{Res}_\varphi \oplus U \text{Res}_\varphi. \quad (7.5)
\]
The following corollary is very important; it gives an orthonormal basis of the detail space, and is the counterpart of the special case presented in Lemma 8.5.

**Corollary 7.3** An $E_{\sigma}$ orthonormal basis of the details space is given by $\psi_1, \ldots, \psi_N$.

**Proof** We have

$$
\langle \varphi, \psi_i \rangle_{\mathcal{H}} = \langle U^{-1}(m_0)\varphi, U^{-1}(m_i)\varphi \rangle_{\mathcal{H}} \\
= \langle \pi(m_0)\varphi, \pi(m_i)\varphi \rangle_{\mathcal{H}} \\
= \langle \pi(m_0m_i)\varphi, \varphi \rangle_{\mathcal{H}} \\
= \int_X m_0(x)m_i(x)h_\varphi(x)d\mu(x) \\
= \int_X (E_{\sigma}(m_0m_i)h_\varphi)(x)d\mu(x) \\
= \int_X (E_{\sigma}(m_0m_i)h_\varphi)(x)d\mu(x) = 0
$$

We remark that we can compute all the moments

$$
\langle U^k\pi(f)\varphi, \varphi \rangle_{\mathcal{H}}.
$$

(7.6)

Indeed, for $k = \pm 1$ we have

$$
\langle U\pi(f)\varphi, \varphi \rangle_{\mathcal{H}} = \int_X (S_{m_0}f)(x)h_\varphi(x)d\mu(x)
$$

and

$$
\langle U^{-1}\pi(f)\varphi, \varphi \rangle_{\mathcal{H}} = \int_X (S_{m_0}^{-1}f)(x)h_\varphi(x)d\mu(x)
$$

respectively. The general case is obtained by iteration, with $m_0$ replace by

$$
m_0^{(k)}(x) = (m_0(x)) \cdot (m_0(\sigma(x))) \cdots m_0(\sigma^{k-1}(x)).
$$

Let $f, g \in L^\infty(X)$. We have

$$
\langle \pi(f)\psi_i, \pi(g)\psi_j \rangle_{\mathcal{H}} = \langle \pi(f)U^{-1}(m_i)\varphi, \pi(g)U^{-1}(m_j)\varphi \rangle_{\mathcal{H}} \\
= \langle U^{-1}(f \circ \sigma)\pi(m_i)\varphi, U^{-1}(g \circ \sigma)\pi(m_j)\varphi \rangle_{\mathcal{H}} \\
= \langle \pi(m_i \cdot (f \circ \sigma))\varphi, \pi(m_j \cdot (g \circ \sigma))\varphi \rangle_{\mathcal{H}} \\
= \langle \pi(S_i f)\varphi, \pi(S_j g)\varphi \rangle_{\mathcal{H}} \\
= \langle S_i f, S_j g \rangle_{L^2(X,\mathcal{F},\mu)} \\
= \delta_{i,j}\langle f, g \rangle_{L^2(X,\mathcal{F},\mu)}.
$$
Three important cases of Hilbert spaces, corresponding to levels of generality are:

(i) The classical Lebesgue space $\mathcal{H} = L^2(\mathbb{R}, dx)$. The corresponding unitary operator $U$ is given by

$$Uf(x) = \frac{1}{\sqrt{N}} f(x/N),$$

and the function $\varphi$ is the solution of the equation

$$\frac{1}{\sqrt{N}} \varphi(x/N) = \sum_{n \in \mathbb{Z}} h_n \varphi(x - n)$$

where $(h_n)_{n \in \mathbb{Z}}$ is the sequence of Fourier coefficients of the function $m_0$:

$$m_0(z) = \sum_{n \in \mathbb{Z}} h_n z^n,$$

and is assumed to belong to $L^2(\mathbb{R}, dx)$. This case is presented in Section 8, and includes Haar and Daubechies wavelets for instance.

(ii) The Lebesgue space $L^2(\text{Sol}_X, P)$ associated with the solenoid $\text{Sol}_X$ and we take $\varphi(x) = 1$ (the function identically equal to 1).

(iii) The most general case, based on representation theory. We assume two representations, one of $O_N$, and the other $\pi$ of $L^\infty(X)$, and acting in $\mathcal{H}$. These representations may be obtained by general theory, and so the third case covers the earlier two settings. The operator $U$ needs to satisfy both conditions (6.1) and (6.2).

In all three cases, we need a module-ONB; or equivalently a representation of some $O_N$, acting in $L^2(X, \mathcal{F}, \mu)$. We have a unitary operator $U$ in $\mathcal{H}$, which serves to define an associated multiresolution realized in the Hilbert space $\mathcal{H}$. But the realization of $U$ is different in the three cases, even though we identify its common properties, as part of a multiresolution. Here: (i) is the traditional wavelets that allow a scaling function $\varphi$ in $\mathcal{H} = L^2(\mathbb{R})$. For (ii) we have $\mathcal{H} = L^2(\text{Sol}_X, P)$; in this case, we may take the scaling function to be the constant function 1. Finally, (iii) allows a general Hilbert space $\mathcal{H}$, but we then need a quadruple system $(\mathcal{H}, U, \varphi, \pi)$; the key is the two axioms (A1) and (A2) assumed for this quadruple. (A2) is the scaling identity, but it takes different forms in cases (i) through (iii). In case (i) it is the familiar scaling identity for the wavelet father function $\varphi$.

We now describe the set $WLF(X, \sigma, \mu)$. It is only in the case of an iterated function system that this set has a representation

$$x \in X \mapsto U(x) \in U_N(\mathbb{C}).$$

See [35].
Theorem 7.4 The $N$-tuple of measurable functions $m = (m_1, \ldots, m_N)$ defines a wavelet filter for $(X, \mathcal{F}, \sigma, \mu)$ if and only if the following conditions are in force:

\begin{equation}
S^* (m_j m_k) = \delta_{jk}, \quad j, k = 1, \ldots, N \tag{7.8}
\end{equation}

and

\begin{equation}
f = \sum_{j=1}^{N} m_j E_{\sigma}(m_j f) = f, \quad \forall f \in L^2(X, \mathcal{F}, \mu) \tag{7.9}
\end{equation}

The following result is the counterpart of (1.10).

Theorem 7.5 Let $m = (m_1, \ldots, m_N)$ and $\tilde{m} = (\tilde{m}_1, \ldots, \tilde{m}_N)$ be two wavelet filters. Let $U$ be the $N \times N$ matrix function on $X$ defined by

\begin{equation}
U_{jk}(x) = (S^* (m_j \tilde{m}_k))(x), \quad j, k = 1, \ldots, N, \quad \text{and} \quad x \in X. \tag{7.10}
\end{equation}

Then $U(x) \in U_N$ for every $x \in X$ and it holds that

\begin{equation}
m \cdot (U \circ \sigma) = \tilde{m}. \tag{7.11}
\end{equation}

Proof We have

\begin{equation}
U_{jk}(\sigma(x)) = SS^* (m_j \tilde{m}_k) = E_{\sigma}(m_j \tilde{m}_k)
\end{equation}

and so

\begin{equation}
\sum_{j=1}^{N} m_j U_{jk}(\sigma(x)) = \sum_{j=1}^{N} m_j E_{\sigma}(m_j \tilde{m}_k) = \tilde{m}_j,
\end{equation}

and so (7.11) is in force.

We have

\begin{equation}
U = \begin{pmatrix}
S^*_{m_1} \\
\vdots \\
S^*_{m_N}
\end{pmatrix}
\begin{pmatrix}
S_{\tilde{m}_1} & \cdots & S_{\tilde{m}_N}
\end{pmatrix}
\end{equation}

and so $U$ is unitary as a composition of two unitary operators. By the pull-out property (4.13) we see that $U$ is the operator of multiplication by the matrix function defined by (7.10).
Given as above a quadruple \((X, \mathcal{F}, \mu, \sigma)\) we have therefore a new way to decide whether the set \(\text{WLF}(\sigma)\) is empty or not.

**Proposition 7.6** Let the \(N\)-tuple \(m = (m_1, \ldots, m_N)\) define a wavelet filter, and let \(\tilde{m} = (\tilde{m}_1, \ldots, \tilde{m}_N)\) be another \(N\)-tuple of measurable bounded functions on \(X\). Then, \(\tilde{m}\) defines a wavelet filter if and only if the matrix function \(U\) defined by (7.10) takes unitary values.

**Proof** The direct implication follows from Theorem 7.4. Conversely, assume that the matrix-function \(U\) takes unitary values. Since \(m\) is assumed to be a wavelet filter, using (2) in Theorem 7.4 we can write

\[
\tilde{m}(x) = m(x)U(\sigma(x)).
\]

Hence

\[
(S_{\tilde{m}_1} \cdots S_{\tilde{m}_N}) = (S_{m_1} \cdots S_{m_N})M_{U(x)}.
\]

It follows that

\[
(S_{\tilde{m}_1} \cdots S_{\tilde{m}_N})^*(S_{\tilde{m}_1} \cdots S_{\tilde{m}_N}) = (S_{m_1} \cdots S_{m_N})^*M^*_{U(\sigma(x))}M_{U(\sigma(x))}(S_{m_1} \cdots S_{m_N}) = I
\]

since the operators \(S_{m_1}, \ldots, S_{m_M}\) satisfy the Cuntz relations. Similarly,

\[
(S_{\tilde{m}_1} \cdots S_{\tilde{m}_N})(S_{\tilde{m}_1} \cdots S_{\tilde{m}_N})^* = (S_{m_1} \cdots S_{m_N})M_{U(\sigma(x))}M^*_{U(\sigma(x))}(S_{m_1} \cdots S_{m_N})^* = (S_{m_1} \cdots S_{m_N})(S_{m_1} \cdots S_{m_N})^* = I
\]

Hence the operators \(S_{\tilde{m}_1}, \ldots, S_{\tilde{m}_N}\) satisfy the Cuntz relations, and thus define a wavelet filter.

\[\square\]

**Notation 7.7** We denote by \(G_N(X)\) the set of measurable functions from \(X\) into the unitary group \(U_N(\mathbb{C})\).

We note that \(G_N(X)\) is a multiplicative group.

We now relate the present work to the Gelfand-Naimark-Segal (GNS) construction. Recall that a state is a positive linear functional in a \(C^*\)-algebra. We consider the \(C^*\)-algebra \(B\) generated by the operators \(U^k \pi(f)\), where \(k\) runs through \(\mathbb{Z}\) and \(f\) runs through \(L^\infty(X)\). The map

\[
\pi(f) \mapsto \int_X f(x)h_\psi(x)d\mu(x)
\]
defines a positive state on $\mathcal{B}$ and there exists a unique representation of $\mathcal{B}$ such that

$$\rho(U^k \pi(f)) = \int_X m^k_0(x) f(x) h\varphi(x) d\mu(x), \quad k = 1, 2, \ldots$$  \hfill (7.12)

We also note that, as an algebraic structure, $\mathcal{B}$ is the semidirect product of $L^\infty(X)$ and $\mathbb{Z}$,

$$\mathcal{B} = L^\infty(X) \rtimes \mathbb{Z},$$

via the formula

$$(\pi(f) U^n)(\pi(g) U^m) = \pi(f \cdot (g \circ \sigma^n)) U^{n+m}, \quad n, m \in \mathbb{Z}. \quad (7.13)$$

**Proposition 7.8**

$$\langle \pi(f) U^{-1} \varphi, \varphi \rangle_{\mathcal{H}} = \int_X (S_{m_0} f)(x) h\varphi(x) d\mu(x) \quad (7.14)$$

**Proof** We have

$$\langle \pi(f) U^{-1} \varphi, \varphi \rangle_{\mathcal{H}} = \langle \varphi U \pi(\overline{f}) \varphi \rangle_{\mathcal{H}}$$

$$= \langle \varphi S_{m_0} f \varphi \rangle_{\mathcal{H}}$$

$$= \int_X (S_{m_0} f)(x) h\varphi(x) d\mu(x)$$

\hfill $\square$

### 8 The $L^2(\mathbb{R})$ case

We first discuss the case $N = 2$.

**Lemma 8.1** Let $M(z)$ be a $\mathbb{C}^{2 \times 2}$-valued function defined and continuous on the unit circle $\mathbb{T}$, and of the form

$$M(z) = \begin{pmatrix} m_0(z) & m_1(z) \\ m_0(-z) & m_1(-z) \end{pmatrix}.$$  \hfill (8.1)

The operators $S_{m_0}$ and $S_{m_1}$ defined by (1.3) satisfy the Cuntz relations if and only if $M$ takes unitary values on $\mathbb{T}$.

**Proof** We first note that the operators are bounded in $L^2(\mathbb{T})$ since the entries of $M$ belong to $L^\infty(\mathbb{T})$. We also note

$$(S^*_{m_j} f)(w) = \frac{1}{2} \left( m_j(w/2) f(w/2) + m_j(w/2 + \pi) f(w/2 + \pi) \right), \quad (8.2)$$
and so
\[(S_{m_j} S_{m_k}^* f)(w) = \frac{1}{2} m_j(w) \left( m_k(w) f(w) + \overline{m_k(w) f(w)} \right) = m_j(w) \overline{m_k(w) f(w)} \tag{8.3}\]
\[(S_{m_j}^* S_{m_k} f)(w) = (\overline{m_j(w/2)} m_k(w/2) + \overline{m_j(w/2)} m_k(w/2 + \pi)) f(z). \tag{8.4}\]

The claim follows from these two formulas. □

Let \( f \in H^2(\mathbb{D}) \), and \( N \in \mathbb{N} \). Then \( f \) can be written in a unique way as
\[ f(z) = \sum_{n=1}^{N} z^{n-1} f_n(z^N) \]
where \( f_1, \ldots, f_N \in H^2(\mathbb{D}) \). The map \( f \mapsto f_j = S_j f \) are such that \((S_1 \cdots S_N)\) is unitary from \( H^2(\mathbb{D}) \) onto \((H^2(\mathbb{D}))^N\).

Example 8.2 Let \( X = \mathbb{T} \), the unit circle, and let \( L^2(\mathbb{T}) \) denote the associated Hardy space, i.e. the space of Fourier series
\[ f(z) = \sum_{k \in \mathbb{Z}} f_k z^k \tag{8.5} \]
whose sequence of Fourier coefficients belongs to \( \ell_2(\mathbb{N}_0) \). We take
\[ \sigma(z) = z^N, \tag{8.6} \]
where \( N \in \mathbb{N} \) is fixed. Then,
\[ (S f)(z) = f(z^N) \tag{8.7} \]
\[ (S^* f)(z) = \frac{1}{N} \sum_{\omega^N = z} f(\omega). \tag{8.8} \]
are respectively the counterparts of the up-sampling and down-sampling operators (denoted on sequences by \( \uparrow \) and \( \downarrow \) respectively) which appear in the decomposition and reconstruction algorithms for multiresolution decompositions. To check that \( (8.8) \) gives indeed the adjoint of \( S \) it suffices to note the formulas (where \( f \) is given by \( (8.5) \)):
\[ (Sf)(z) = \sum_{n \in \mathbb{Z}} f_n z^n \]
\[ \frac{1}{N} \sum_{\omega^N = z} f(\omega) = \sum_{n \in \mathbb{Z}} f_N z^n \]

which illustrate the terminology up-sampling and down-sampling operators.

**Theorem 8.3** Let \( m_0, \ldots, m_{N-1} \in L^\infty(\mathbb{T}) \). The associated weighted composition operators \( S_{m_0}, \ldots, S_{m_{N-1}} \) satisfy the Cuntz relations if and only if the matrix-function (1.4) takes unitary values on the unit circle \( \mathbb{T} \).

**Proof** We divide the proof into a number of steps.

**STEP 1:** It holds that
\[ (S^* f)(z) = \frac{1}{N} \sum_{\omega^N = z} f(\omega) \] (8.9)

and
\[ (S_{m_j}^* f)(z) = \frac{1}{N} \sum_{\omega^N = z} \overline{m_j(\omega)} f(\omega) \] (8.10)

**STEP 2:** We have
\[ (S_{m_j}^* S_{m_i} f)(x) = \frac{1}{N} \left( \sum_{\omega^N = z} \overline{m_j(\omega)} m_i(\omega) \right) f(\omega) \] (8.11)

**STEP 3:** We have
\[ (S_{m_i} S_{m_j}^* f)(x) = \sum_{\omega^N = z} \left( \sum_{i=1}^{N-1} m_i(x) \overline{m_j(x \varepsilon)} \right) f(\omega) \] (8.12)

\[ \square \]

**Example 8.4** Let \( N = 2 \) in the previous example. In the space \( \ell_2(\mathbb{Z}) \), we have
\[ \uparrow (b_k) = (\cdots, b_{-1}, 0, b_0, 0, b_1, 0, b_2, \cdots) \] (8.13)
\[ \downarrow (b_k) = (b_{2k}) \] (8.14)

The pair of weighted composition operators in \( L^2(\mathbb{T}) \) is now
\[ S_0 f(z) = m_0(z) f(z^2), \]
\[ S_1 f(z) = m_1(z) f(z^2), \]
and they provide a representation in $\text{Rep}(O_2, L^2(\mathbb{T}))$ if and only if the matrix-function (1.1) is unitary on the unit circle.

Assuming $m_0(1) = m_1(-1) = \sqrt{2}$, and under appropriate hypothesis, the product

$$\prod_{k=1}^{\infty} \frac{m_0(e^{it}/2^k)}{\sqrt{2}}$$

will converge to a $L^2(\mathbb{R})$ function, whose Fourier transform is $\varphi$.

The map $\pi$ is defined by

$$((\pi(z^n))(f))(x) = f(x - 1),$$

where $n \in \mathbb{Z}$ and $f \in L^2(\mathbb{R})$. Denoting by $T$ the translation by 1 in $L^2(\mathbb{R})$,

$$(Tf)(x) = f(x - 1)$$

we have $\pi(z^n)f = Tf$. Hence,

$$\pi(z^{n+m}) = \pi(z^n)\pi(z^m), \quad n, m \in \mathbb{Z},$$

and for to be made precise.

$$((\pi(\sum_{n \in \mathbb{Z}} f_n z^n))\psi)(x) = \sum_{n \in \mathbb{Z}} f_n \psi(x - n), \quad \psi \in L^2(\mathbb{R}).$$

The Ruelle operator is given by

$$(Rf)(e^{it}) = S^*|m_0|^2 f = \frac{1}{N} \sum_{k=0}^{N-1} \left(|m_0|^2 f \right) (e^{(t+k)/N}).$$

The harmonic function is now

$$h_\varphi(e^{it}) = \sum_{n \in \mathbb{Z}} |\hat{\varphi}(e^{i(t+n)})|^2$$

The resolution subspace is now

$$\text{Res}_\varphi = c.l.s \{\varphi(x - n) ; n \in \mathbb{Z}\}$$
and the filtration is

\[ \cdots \subset U^2(\text{Res}_\psi) \subset U(\text{Res}_\psi) \subset \text{Res}_\psi \subset U^{-1}(\text{Res}_\psi) \subset \cdots \subset L^2(\mathbb{R}) \]

Now the space is \( X = \mathbb{T} \), the unit circle and \( \sigma(z) = z^N \). We first focus on the case where \( N = 2 \). We let \( \varphi \in L^2(\mathbb{R}) \) be such that the functions \( x \mapsto \varphi(x-n), n \in \mathbb{Z} \), form an orthonormal basis of \( V_0 \), the zeroth layer in the multiresolution \( L^2(\mathbb{R}) = \bigcup_{j \in \mathbb{Z}} V_j \), and consider \( m_0 \in L^\infty(\mathbb{T}) \) such that the map \( S_{m_0} \) defined by

\[
(S_{m_0} f)(e^{it}) = m_0(e^{it}) f(e^{2it})
\]

is an isometry from \( L^2(\mathbb{T}) \) into itself. Note that, with \( f(e^{it}) = \sum_{k \in \mathbb{Z}} f_k e^{ikt} \) and \( m_0(e^{it}) = \sum_{k \in \mathbb{Z}} c_k e^{ikt} \), we have

\[
(S_{m_0} f)(e^{it}) = \sum_{k \in \mathbb{Z}} e^{ikt} \left( \sum_{u,v \in \mathbb{Z}} c_u f_{2v} \right)
\]

(8.20)

With \( U \) the unitary map as above, we have:

\[
U W_0 f = W_0 S_{m_0} f \iff \frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} \varphi(x/2-k) f_k = \sum_{k \in \mathbb{Z}} \varphi(x-n) \left( \sum_{u,v \in \mathbb{Z}} c_u f_{2v} \right)
\]

\[
\iff \frac{2}{\sqrt{2}} \left( \sum_{k \in \mathbb{Z}} f_k e^{-2iwk} \right) \varphi(2w)
\]

\[
= \left( \sum_{k \in \mathbb{Z}} f_k e^{-2iwk} \right) \left( \sum_{k \in \mathbb{Z}} c_k e^{-iwk} \right) \varphi(w)
\]

\[
\iff \sqrt{2} \varphi(2w) = \left( \sum_{k \in \mathbb{Z}} c_k e^{-iwk} \right) \varphi(w)
\]

\[
\iff \frac{1}{\sqrt{2}} \varphi(x/2) = \sum_{k \in \mathbb{Z}} c_k \varphi(x-k)
\]

(see e.g. [32, (1.20) p. 1]). More generally, for \( N \) we have the condition

\[
\frac{1}{\sqrt{N}} \varphi(x/N) = \sum_{k \in \mathbb{Z}} c_k \varphi(x-k)
\]

(8.21)

We denote by \( T \) the shift in \( L^2(\mathbb{R}, dx) \):

\[
(T f)(x) = f(x - 1)
\]

(8.22)
We set \( V_j = U^j V_0 \), where \( V_0 \) is spanned by the shifted images of \( \varphi \),
\[
x \mapsto \varphi(x - n), \quad n \in \mathbb{Z}.
\]

**Lemma 8.5** Let \( \psi_1, \ldots, \psi_N \) be an orthonormal basis of \( V_0 \oplus V_{-1} \). The functions
\[
\psi_{i,k,\ell} = U^k T^\ell \psi_i;
\]
\[
\psi_{i,k,\ell}(x) = N^{k/2} \psi_i(N^k x - \ell), \quad i = 1, \ldots, N - 1, \quad k, \ell \in \mathbb{Z},
\]
form an orthonormal basis of \( L^2(\mathbb{R}, dx) \).

We here have
\[
h_\varphi(t) = \sum_{n \in \mathbb{Z}} |\varphi(t + n)|^2
\]
and the Ruelle operator
\[
(Rf)(t) = S^* (|m_0|^2 f) = \frac{1}{N} \sum_{k=0}^{N-1} \left( |m_0|^2 f\left( \frac{t + k}{N} \right) \right).
\]

**9 The solenoid case**

In classical wavelet constructions, the Hilbert space is the same, i.e., it is \( L^2(\mathbb{R}, dx) \) for all wavelet filter banks \( \{m_i\} \). So for each choice of classical system of filter functions \( \{m_i\} \), we obtain wavelet generators \( \varphi \) and \( \psi_i \) in \( L^2(\mathbb{R}, dx) \) (with scaling function \( \varphi \), and detail functions \( \psi_i \) depending on the choice of filter functions \( m_i \)). But the measure, Lebesgue measure remains the same. By contrast, with the new Solenoid approach we now study much more general wavelet filter banks \( \{m_i\} \), leading to realizations instead in \( L^2(\text{Sol}_X, P) \). Here the measure \( P \) is now variable, depending on choice of filter bank \( \{m_i\} \), hence the term "change of measure," but the wavelet generators are constant functions in \( L^2(\text{Sol}_X, P) \). With the change of measure approach, it is the probability measure \( P \) which depends on the choice of wavelet filter bank \( \{m_i\} \). For a systematic account of the general theory of change of measure, see e.g., [19].

We now recall the following result, from [24, 25, 27, 29], which makes a connection between endomorphisms and representations of a Cuntz algebra. In our previous paper [14] we have shown how representations of Cuntz algebras yield a geometric framework for multi-resolutions. Propositions 9.4 and 9.7 below makes this more precise. We begin with a result which explains the links between two kinds of endomorphisms, one for endomorphisms in measure space and the other for endomorphisms in the algebra \( B(\mathcal{H}) \). A link between the two is a study of the representations of the Cuntz algebra.

**Theorem 9.1** Let \( \mathcal{H} \) be a Hilbert space, and let \( B_1, \ldots, B_N \in B(\mathcal{H}) \) be such that
\[
\sum_{n=1}^{N} B_n h_n = 0 \implies h_1 = \ldots = h_N = 0.
\]
Then $B_1, \ldots, B_N$ satisfy the Cuntz relations if and only if the map

$$\beta(X) = \sum_{n=1}^{N} B_n X B_n^*, \quad X \in B(\mathcal{H})$$  \hspace{1cm} (9.2)

satisfies $\beta(I) = I$ and

$$\beta(XY) = \beta(X)\beta(Y), \quad \forall X, Y \in B(\mathcal{H}).$$  \hspace{1cm} (9.3)

**Proof** One direction is clear, and does not need (9.1); assume that the operators $S_1, \ldots, S_N$ satisfy the Cuntz relations. Then, for $X, Y \in B(\mathcal{H})$ we have

$$\beta(X)\beta(Y) = \left(\sum_{n=1}^{N} B_n X B_n^*\right) \left(\sum_{m=1}^{N} B_m Y B_m^*\right) = \sum_{n,m=1}^{N} B_n X B_n^* B_m Y B_m^* = \sum_{n=1}^{N} B_n XY B_n^* = \beta(XY).$$

Conversely, let $\beta$ be given by (9.2), i.e. $\beta(X) = Bd(X)B^*$ with $B = (B_1 \ B_2 \ \cdots \ B_N)$, and $d(X)$ is the block diagonal operator with $N$ block diagonal entries all equal to $X$,

$$d(X) = \text{diag} \ (X, X, \ldots, X),$$

and assume that (9.3) is in force, i.e.

$$Bd(X)B^* = Bd(X)B^*Bd(Y)B^*, \quad \forall X, Y \in B(\mathcal{H}).$$

Multiplying the left and right sides of this equality by $B^*$ and $B$ respectively we obtain

$$B^*Bd(X)B^*B = B^*Bd(X)B^*Bd(Y)B^*B, \quad \forall X, Y \in B(\mathcal{H}).$$  \hspace{1cm} (9.4)

We first assume $B^*B$ has a zero kernel from $\mathcal{H}^N$ onto itself. Then, (9.4) can be rewritten as

$$d(XY) = d(X)B^*Bd(Y), \quad \forall X, Y \in B(\mathcal{H}).$$  \hspace{1cm} (9.5)

The choice $X = Y = I$ leads then to $B^*B = I_{\mathcal{H}^N}$. On the other hand $\beta(I) = I$ leads to
\[ BB^* = I_{\mathcal{H}} \]  \hspace{1cm} (9.6)

and hence the Cuntz relations are in force.

To conclude we remark that the condition (9.1) implies that \( \ker B^*B = \{0\} \). Indeed, if \( B^*Bh = 0 \) with \( h \in \mathcal{H}^N \), then \( Bh = 0 \) and (9.1) imply that \( h = 0 \). \( \square \)

The map \( \sigma \) induces a map \( \hat{\sigma} \) on multiplication operators on \( X \) as follows: Let \( f \in L^\infty(X, \mathcal{F}, \mu) \). With the operator \( M_f \) of multiplication by \( f \), we associate the operator \( M_{f \circ \sigma} \). The problem at hand is to extend \( \hat{\sigma} \) to the space \( B(L^2(X, \mathcal{F}, \mu)) \).

The following lemma is similar to the Bochner-Chandrasekharan theorem (see [23, Theorem 72, p. 144]) and [18, §6] for a discussion.

**Lemma 9.2** Assume

\[ AM_f = MSf A. \]  \hspace{1cm} (9.7)

Then \( A \) is a weighted composition operator with weight \( m = A1 \):

\[ Af = (A1)(f \circ \sigma) \]

where \( 1 \) denotes the function identically equal to 1.

**Proof** Given \( f \in L^2(X, \mathcal{F}, \mu) \), apply both sides (9.7) to the function \( 1 \). We have

\[ Af = (f \circ \sigma)A1 = (A1)(f \circ \sigma). \]

\( \square \)

**Lemma 9.3** Let \( S_{m_1}, \ldots, S_{m_N} \) be weighted multiplication operators such that

\[ \sum_{n=1}^{N} S_{m_n} S_{m_n}^* = I \]

and let, for \( X \in B(L^2(X, \mathcal{F}, \mu)) \),

\[ \alpha_{\sigma}(X) = \sum_{n=1}^{N} S_{m_n} X S_{m_n}^* \]

Then

\[ \alpha_{\sigma}(M_f) = M_{f \circ \sigma}, \quad \forall f \in L^2(X, \mathcal{F}, \mu). \]  \hspace{1cm} (9.8)
Proof Let \( m \in L^\infty(X, \mathcal{F}, \mu) \). Using Lemma 9.2 we have for \( g \in L^2(X, \mathcal{F}, \mu) \): 
\[
\alpha_\sigma(Mf) = \sum_{n=1}^{N} S_{m_n} Mf S_{m_n}^* g \\
= MSf \left( \sum_{n=1}^{N} S_{m_n} S_{m_n}^* \right) g \\
= MSf g 
\] (9.9)
thanks to the assumed Cuntz relation.

Conversely we have:

**Proposition 9.4** Let \( B_1, \ldots, B_N \) be a representation of the Cuntz algebra in \( L^2(X, \mathcal{F}, \mu) \) such that 
\[
MSf = \sum_{n=1}^{N} B_n Mf B_n^*, \quad \forall f \in L^2(X, \mathcal{F}, \mu). 
\] (9.10)

Then \( B_1, \ldots, B_N \) are weighted multiplication operators associated with \( \sigma \), 
\[
B_n f = S_{m_n} f = m_n(f \circ \sigma), \quad n = 1, \ldots, N, 
\]
for some system of functions \( m_1, \ldots, m_N \in L^\infty(X) \), and these functions define a wavelet filter, meaning that they satisfy (1.22)-(1.23).

**Proof** We consider the case of \( B_1 \) to fix the notation. Multiply both sides of (9.10) by \( B_1 \) on the left. Taking into account the Cuntz relations we get 
\[
MSf B_1 = B_1 Mf. 
\]

Lemma 9.2 allows then to conclude.

For a general space \( X \) we do not have a Fourier representation as in (8.5), and this motivates the introduction of a space associated with \( X \), called the solenoid.

**Definition 9.5** The solenoid \( \text{Sol}(X, \sigma) \) is defined as the set of sequences \( x = (x_n)_{n \in \mathbb{N}_0} \in \prod_{n=0}^{\infty} X \) such that 
\[
\sigma(x_{n+1}) = x_n, \quad n = 0, 1, \ldots 
\] (9.11)

We denote by \( \pi_n \) the coordinate map \( \pi_n(x) = x_n \), where \( x \in \text{Sol}(X, \sigma) \).

**Proposition 9.6** The map 
\[
\tilde{\sigma}(x_0, x_1, \ldots) = (\sigma(x_0), x_0, x_1, \ldots) 
\] (9.12)
is an automorphism of $\text{Sol}(X, \sigma)$ with inverse given by

$$\hat{\sigma}^{-1}(x_0, x_1, x_2, \ldots) = (x_1, x_2, \ldots) \quad (9.13)$$

**Proposition 9.7** Assume that the family $(m_n)_{n=1,\ldots,N}$ defines a wavelet filter, and denote by $S_n$ the weighted composition operator $S_n f = m_n \cdot (f \circ \sigma)$. Then, the map

$$\alpha_\sigma (K) = \sum_{n=1}^{N} S_n K S_n^*, \quad K \in \mathcal{B}(L^2(X, \mathcal{F}, \mu)), \quad (9.14)$$

is an extension of $\hat{\sigma}$ to all of $\mathcal{B}(L^2(X, \mathcal{F}, \mu))$.

Denote by $\pi_n$ the $n$-th coordinate map: $\pi_n(x) = x_n, n = 0, 1, \ldots$. We recall that

$$\pi_0 \hat{\sigma} = \sigma \pi_0 \quad (9.15)$$

$$\pi_{n+1} \hat{\sigma} = \pi_n, \quad n = 0, 1, \ldots \quad (9.16)$$

We now recall how to build a probability on the solenoid. The existence of the probability $P$ follows from Kolmogorov’s theorem (see [14, Theorem 3.9] for a related result with $R_W$ replaced by $\mathbb{E}_\sigma$). Recall that for a positive function $W$ we define the Ruelle operator $R_W$ by

$$R_W = S^* M_W.$$ 

See also (4.21) in Section 4 and Proposition 6.6, earlier in the paper where we mention the Ruelle operator in a special case.

**Theorem 9.8** (see [14, Theorem 3.9, p 318]) Let $(X, \mathcal{F}, \sigma, \mu)$ be as above and let $h$ be a positive measurable function such that $R_W (h) = h$. Then there exists a unique probability measure $P$ on the cylinder sigma-algebra on the associated solenoid $\text{Sol}_\sigma(X)$ such that, for every $n \in \mathbb{N},$

$$\int_{\text{Sol}_\sigma(X)} (f_0 \pi_0)(\omega)(f_1 \pi_1)(\omega) \cdots (f_n \pi_n)(\omega) dP(\omega) = \int_X (f_0(x) R_W (f_1 R_W (f_2 \cdots R_W (f_n h))))(x) d\mu(x) \quad (9.17)$$

for every choice of bounded measurable functions $f_0, \ldots, f_n$.

**Corollary 9.9** Let $m_0 \in L^2(X, \mathcal{F}, \mu)$ and let $W = |m_0|^2$. There exists probability on the solenoid $\text{Sol}_X$ satisfying

$$P \circ \pi_0^{-1} = \mu \quad (9.18)$$
and

\[
\frac{d(P \circ \hat{\sigma})}{dP} = |m_0|^2 \cdot \pi_0, \tag{9.19}
\]

**Proof** Immediate from (9.17) in the theorem. \[\square\]

**Lemma 9.10** The map

\[
W_0 : f \mapsto f \circ \pi_0 \tag{9.20}
\]

is an isometry from \(L^2(X, \mathcal{F}, \mu)\) into \(L^2(\text{Sol}, P)\). Let \(m \in L^\infty(X)\) be such that \(1/m \in L^\infty(X)\), and let \(S_m\) be the weighted composition operator associated with \(m\). The map

\[
U_m : F \mapsto (m \circ \pi_0)(F \circ \hat{\sigma}) \tag{9.21}
\]

is a unitary map from \(L^2(\text{Sol}_X, P)\) into itself, with inverse

\[
U_m^{-1} f = \frac{1}{m \circ \pi_1} f \circ \hat{\sigma}^{-1}. \tag{9.22}
\]

**Proof** To prove that \(W\) is an isometry we write:

\[
\int_{\text{Sol}_X} |f|^2 \circ \pi_0 \, dP = \int_X |f|^2 \circ \pi_0^{-1} = \int_X |f|^2 \, d\mu
\]

by (9.18).

We now prove (9.22). We have:

\[
U_m(U_m^{-1} f) = (m \circ \pi) (U_m^{-1} f \circ \hat{\sigma})
\]

\[
= (m \circ \pi) \frac{1}{m \circ \pi_1 \circ \hat{\sigma}} f (\hat{\sigma}^{-1} \circ \hat{\sigma})
\]

\[
= f
\]

in view of (9.16) with \(n = 0\).

Similarly, and also using (9.16) with \(n = 0\):

\[
U_m^{-1}(U_m f) = \left( \frac{1}{m \circ \pi_1} \right) (U_m f \circ \hat{\sigma}^{-1})
\]

\[
= \left( \frac{1}{m \circ \pi_1} \right) (m \circ \pi \circ \hat{\sigma}^{-1}) f (\hat{\sigma} \circ \hat{\sigma}^{-1})
\]

\[
= f.
\]

\[\square\]
We note furthermore that the map
\[ U = WSW^* \] (9.23)
satisfies
\[ U^*_m U_m = WS^* W^* WSW^* = WW^* \]

**Lemma 9.11** In the notation of the previous lemma, the map \( U_m \) is a unitary dilation of \( S_m \), meaning that
\[ S^n_m = W^* U^n_m W, \quad n = 1, 2, \ldots \] (9.24)
\[ S^{*|n|}_m = W^* U^*|n|_m W, \quad n = -1, -2, \ldots \] (9.25)

**Proof** We first prove that
\[ WS_m = U^n_m W \quad n = 1, 2, \ldots \] (9.26)
Indeed, we have:
\[
WS_m f = W((f_m \circ \sigma) \cdot m) \\
= (f \circ \sigma \circ \pi_0) \cdot (m \circ \pi_0) \\
= (f \circ \pi_0 \circ \hat{\sigma}) \cdot (m \circ \pi_0) \\
= U_m (f \circ \pi_0) \\
= U_m W f
\]
which proves (9.26) for \( n = 1 \). The case of \( n > 1 \) follows by induction since
\[
WS^{n+1}_m = W S^n_m S_m = U^n_m W S_m = U^n_m U_m W = U^{n+1}_m W.
\]
Multiplying on the left both sides of (9.26) by \( W^* \) we get (9.24) since \( W \) is an isometry. Equality (9.25) is obtained by taking the adjoint of (9.24).

The operator \( U \) plays the role of the operator
\[ U_0 f (x) = \frac{1}{\sqrt{2}} f(x/2) \]
for \( \mathbf{L}^2(\mathbb{R}) \) wavelets. With \( T_0 f (x) = f(x - 1) \) recall that
\[ U_0 T_0 U_0^* = T_0^2. \]

**Lemma 9.12** It holds that:
\[
\langle U \pi(f) \varphi, \pi(m_j) \varphi \rangle_{\mathbf{L}^2(Sol_X)} = 0 \] (9.27)
Theorem 9.13  Let

\[ \pi(f) = M_{f \circ \pi_0} \]  \hspace{1cm} (9.28)

Then

\[ Um \pi(f) U^{-1}_m = \pi(f \circ \sigma) \] \hspace{1cm} (9.29)

Proof  We have

\[ (U_m \pi(f))(g) = U_m((f \circ \pi_0) \cdot g) \]
\[ = (m \circ \pi_0) \cdot (f \circ \pi_0 \circ \sigma \circ \pi_0) \cdot (g \circ \hat{\sigma}) \]
\[ = (f \circ \pi_0 \circ \sigma \circ \pi_0) \cdot (m \circ \pi_0 \circ \sigma \circ \pi_0) \cdot (g \circ \hat{\sigma}) \]
\[ = M(f \circ \sigma \circ \pi_0)U_m g \]
\[ = \pi(f \circ \sigma)U_m g. \]

\[ \square \]

Definition 9.14  The space

\[ \text{Res}_0 = W\left( L^2(X, \mathcal{F}, \mu) \right) \] \hspace{1cm} (9.30)

is called the zero-th resolution level of the multiresolution.

In our setting \( \text{Res}_0 \) is a zero level resolution realized inside \( L^2(\text{Sol}_X, P) \) as an isometric copy of \( L^2(X, \mu) \). The operator \( U_m \) then moves up and down the resolution. So the positive powers of \( U_m \) yield coarser resolutions, and the negative powers of \( U_m \) higher (more detailed) resolutions. In classical wavelet algorithms, the resolutions are realized inside \( L^2(\mathbb{R}, dx) \), but even for the classical case, the zero level resolution space is too small. Here, it is realized as a dense curve inside a solenoid.

Proposition 9.15  \( \text{Res}_0 \) is \( U \)-invariant.
Proof  Let \( f \in L^2(X, \mathcal{F}, \mu) \). We have:

\[
U_m W f = W S W^* W f = W S f.
\]

\[\square\]

10 Iterated function systems (IFS)

Recall that property (4.3) is assumed all along the paper, and in particular in this section. As a special case of the previous analysis consider an IFS \((X, \mathcal{F}, \sigma, \tau_j)\) with

\[
\sigma \circ \tau_j = I_X, \quad j = 1, \ldots, N. \tag{10.1}
\]

Then

\[
\sigma^{-1}(x) = C_x = \{\tau_1(x), \ldots, \tau_N(x)\}.
\]

Assuming the \( p_n \) constant then we have \( \sum_n p_n = 1 \).

Lemma 10.1 Assume the \( p_n \) constant. Then the measure

\[
\sum_{n=1}^N p_n d\mu \circ \tau_n^{-1} \tag{10.2}
\]

is \( \sigma \)-invariant.

Proof  We have

\[
\int_X (f \circ \sigma)(x) \left( \sum_{n=1}^N p_n d\mu \circ \tau_n^{-1} \right) = \sum_{n=1}^N p_n \int_X (f \circ \sigma \circ \tau_n)(x) d\mu(x)
\]

\[
= \sum_{n=1}^N p_n \int_X (f)(x) d\mu(x)
\]

\[
= \int_X f(x) d\mu(x).
\]

\[\square\]

Note that

\[
X = \bigcup_{n=1}^N \tau_n(X) \quad \text{and} \quad \tau_n(X) \cap \tau_m(X) = \emptyset \quad \text{for} \quad n \neq m. \tag{10.3}
\]

The invariance property of the measure (10.2) allows to get an explicit expression for the operator \( S^* \), where \( S \) is the composition operator defined by (1.16).
Lemma 10.2 The measure (10.2) is $\sigma$-invariant if and only if it holds that

$$S^* f = \frac{1}{N} \sum_{n=1}^{N} f \circ \tau_n.$$ (10.4)

Proof Let $f, g \in L^2(X, \mathcal{F}, \mu)$. Assume that (10.2) is $\sigma$-invariant. We can then write:

$$\int_X f(\sigma(x))g(x)d\mu(x) = \frac{1}{N} \sum_{n=1}^{N} \int_X f(\sigma(\tau_n(x)))g(\tau_n(x))d\mu(x)$$

$$= \frac{1}{N} \sum_{n=1}^{N} \int_X f(x)g(\tau_n(x))d\mu(x)$$

$$= \int_X f(x) \frac{1}{N} \sum_{n=1}^{N} g(\tau_n(x))d\mu(x),$$

and hence (10.4) holds.

Conversely, assume that (10.4) holds. We have:

$$\int_X f(\sigma(x))g(x)d\mu(x) = \int_X f(x) \frac{1}{N} \sum_{n=1}^{N} g(\tau_n(x))d\mu(x)$$

$$= \int_X f(x) \frac{1}{N} \left( \sum_{n=1}^{N} g(\tau_n(x)) \right) d\mu(x).$$

We note that (10.4) can be rewritten (in a somewhat informal way) as

$$S^* f = \frac{1}{N} \sum_{y \in X \atop \sigma(y) = x} f(y).$$ (10.5)

We also remark that the measure can be replaced by

$$\sum_{n=1}^{N} p_n \mu \circ \tau_n^{-1} = \mu$$

where $(p_1, \ldots, p_N)$ defined a probability distribution.

Lemma 10.3 Let $(X, \mathcal{F}, \mu, \sigma)$ define an iterated function system. Then $\mu$ is invariant, i.e. $\mu \circ \sigma^{-1} = \mu$. 

$\square$ Springer
Proof  We have

\[
\frac{1}{N} \sum_{n=1}^{N} \int_X f(\tau_n(x)) d\mu(x) = \int_X f(x) d\mu(x), \quad \forall f \in L^2(X, \mathcal{F}, \mu).
\]

So, replacing \( f \) by \( f \circ \sigma \) and taking into account (10.1) we can write:

\[
\int_X f(\sigma(x)) d\mu(x) = \frac{1}{N} \sum_{n=1}^{N} \int_X f(\tau_n(\sigma(x))) d\mu(x)
\]

\[
= \frac{1}{N} \sum_{n=1}^{N} \int_X f(x) d\mu(x)
\]

\[
= \int_X f(x) d\mu(x).
\]

\[\square\]

Theorem 10.4  Given an IFS, every element in \( L^2(X, \mathcal{F}, \mu) \) admits a decomposition of the form

\[
f(x) = \sum_{n=1}^{N} m_n(x) f_n(\sigma(x)),
\]

where the functions \( f, \ldots, f_N \) belong to \( L^2(X, \mathcal{F}, \mu) \) and the functions \( m_1, \ldots, m_N \) belong to \( L^\infty(X, \mathcal{F}, \mu) \).

Proof  We set \( B_n = \tau_n(X), n = 1, \ldots, N \). With \( \varepsilon \) as in (1.5), we define

\[
m_n(x) = \sum_{\ell=1}^{N} \varepsilon^{n\ell} 1_{B_\ell}(x)
\]

which clearly belong to \( L^\infty(X, \mathcal{F}, \mu) \), and set

\[
f_n(x) = \frac{1}{N} \sum_{y \in \sigma^{-1}(x)} m_n(y) f(y), \quad n = 1, \ldots, N.
\]

The proof is divided into two steps.

STEP 1: We have

\[
\frac{1}{N} \sum_{y \in \sigma^{-1}(x)} m_{j_1}(y) m_{j_2}(y) = \delta_{j_1,j_2}, \quad j_1, j_2 = 1, \ldots, N.
\]
Indeed

\[
\frac{1}{N} \sum_{y \in \sigma^{-1}(x)} m_{j_1}(y) m_{j_2}(y) = \frac{1}{N} \sum_{y \in \sigma^{-1}(y)} \sum_{\ell = 1, \ldots, N}^N \sum_{h = 1, \ldots, N}^N \epsilon^{j_1 k} \epsilon^{j_2 h} 1_{B_{\ell}}(y) 1_{B_h}(y) \\
= \frac{1}{N} \sum_{y \in \sigma^{-1}(y)} \sum_{\ell = 1, \ldots, N}^N \epsilon^{j_1 - j_2} \ell 1_{B_{\ell}}(y).
\]

But

\[
\sum_{\ell = 1}^N \epsilon^{j_1 - j_2} \ell = 0 \text{ if } j_1 \neq j_2 \text{ and equals } N \text{ for } j_1 = j_2. \quad (10.10)
\]

Thus,

\[
\frac{1}{N} \sum_{y \in \sigma^{-1}(x)} m_{j_1}(y) m_{j_2}(y) = \delta_{j_1, j_2} \frac{1}{N} \left( \sum_{y \in \sigma^{-1}(x)} 1_{B_{\ell}}(y) \right) = 1
\]

since \( \sum_{\ell = 1}^N 1_{B_{\ell}}(y) = 1. \)

STEP 2: The weighted composition operators

\[
S_n(x) = m_n(x) f(\sigma(x)), \quad n = 1, \ldots, N \quad (10.11)
\]
satisfy the Cuntz relations in \( L^2(X, \mathcal{F}, \mu). \)

We first check (1.18). Let \( x \in X. \) There is a uniquely determined \( y \in X \) and \( a \in \{1, \ldots, N\} \) such that \( x = \tau_a(y). \) We have

\[
\tau_u(\sigma(\tau_v(y))) = \tau_u(y), \quad y \in X, \quad u, v \in \{1, \ldots, N\}.
\]

Therefore we can write:

\[
\left( \sum_{n=1}^N S_n S_n^* f \right)(x) = \sum_{n=1}^N m_n(x)(S_n^* f)(\sigma(x))
\]

\[
= \frac{1}{N} \sum_{n=1}^N m_n(x) \left( \sum_{v=1}^N m_n(\tau_v(\sigma(x))) f(\tau_v(\sigma(x))) \right)
\]

\[
= \frac{1}{N} \sum_{n=1}^N m_n(\tau_a(y)) \left( \sum_{v=1}^N m_n(\tau_v(y)) f(\tau_v(y)) \right)
\]

\[
= \frac{1}{N} \sum_{n, \ell, h = 1, \ldots, N} \epsilon^{n \ell} \epsilon^{-nh} 1_{B_{\ell}}(\tau_a(y)) 1_{B_h}(\tau_v(y)) f(\tau_v(y)).
\]
Using once more (10.10) we get
\[
\left( \sum_{n=1}^{N} S_n S_n^* f \right)(\tau_a(y)) = \frac{1}{N} \sum_{n, \ell=1}^{N} 1_{B_{\ell}}(\tau_a(y)) 1_{B_{\ell}}(\tau_v(y)) f(\tau_v(y))
\]
\[
= \sum_{\ell=1}^{N} 1_{B_{\ell}}(\tau_a(y)) 1_{B_{\ell}}(\tau_v(y)) f(\tau_v(y)) \delta_{a,\ell,v}
\]
\[
= f(\tau_a(y)).
\]

We now verify that (1.19) holds, and write:
\[
(S_j^* S_k f)(x) = \frac{1}{N} \sum_{v=1}^{N} m_j(\tau_v(x)) m_k(\tau_v(x)) f(\sigma(\tau_v(x)))
\]
\[
= f(x) \frac{1}{N} \left( \sum_{v=1}^{N} m_j(\tau_v(x)) m_k(\tau_v(x)) \right)
\]
\[
= f(x)
\]
where we have used (10.9) to go from the second to the third line.

Finally we note that (10.8) is just $S_n^* f$.

\boxend

**Corollary 10.5** The functions $m_1, \ldots, m_N$ as in (10.7) define a wavelet filter: $(m_1, \ldots, m_N) \in \text{WLF}(\sigma)$.

**Remark 10.6** Another decomposition is given by
\[
m_n = \sqrt{N} \cdot 1_{\tau_n(X)}, \quad n = 1, \ldots, N.
\]
(10.12)

Then $(m_1, \ldots, m_N) \in \text{WLF}(\sigma)$.

Here too, we need to check (1.18) and (1.19), taking into account (10.4). Equality (1.18) can be rewritten as
\[
\sum_{n=1}^{N} 1_{\tau_n(X)}(x) \left( \sum_{k=1}^{N} 1_{\tau_n(X)}(\tau_k(\sigma(x))) f(\tau_k(\sigma(x))) \right) = f(x),
\]
(10.13)

where the factor $1/N$ in the formula for $S^*$ has been canceled by the factor $\sqrt{N}$ appearing in the $m_n$. To verify (10.13) let $x \in X$. Then $x = \tau_u(y)$ for a uniquely determined choice of $u \in \{1, \ldots, N\}$ and $y \in X$. Thus
\[
\tau_k(\sigma(x)) = \tau_k(\sigma(\tau_u(y))) = \tau_k(y), \quad k = 1, 2, \ldots, N
\]
which is equal to \( x \) if and only if \( k = u \). Equality (10.13) becomes

\[
\sum_{n=1}^{N} 1_{\tau_n(X)}(\tau_u(y)) \left( \sum_{k=1}^{N} 1_{\tau_n(X)}(\tau_k(y)) f(\tau_k(y)) \right) = f(\tau_u(y)),
\]

and is readily checked.

We now verify (1.19). We have:

\[
(S_j^* S_k f)(x) = \frac{1}{N} \sum_{u=1}^{N} (m_j S_k f)(\tau_u(x)) = \frac{1}{N} \sum_{u=1}^{N} (m_j(\tau_u(x)))(m_k(\tau_u(x))) f(\sigma(\tau_u(x))) = \left( \sum_{u=1}^{N} 1_{\tau_j(X)}(\tau_u(x)) 1_{\tau_k(X)}(\tau_u(x)) \right) f(x) = \delta_{j,k,u} f(x).
\]

As a corollary we have:

**Theorem 10.7** The matrix \( U(x) \) defined from the \( m_n \) as in (10.12) takes values in \( O_N \).

We get thus the counterpart of the rational matrix-functions of the form (1.4) unitary on the unit disk, namely the measurable matrix function

\[
M(x) = \frac{1}{\sqrt{N}} \begin{pmatrix}
1_{\tau_1(X)} & 1_{\tau_1(X)} & \cdots & 1_{\tau_N(X)} \\
1_{\tau_2(X)} & 1_{\tau_2(X)} & \cdots & 1_{\tau_N(X)} \\
\vdots & \vdots & \ddots & \vdots \\
1_{\tau_N(X)} & 1_{\tau_1(X)} & \cdots & 1_{\tau_N(X)}
\end{pmatrix}(x), \quad x \in X,
\]

whose values are unitary matrices.

We note that in general condition (10.22) is stronger than the invariance of \( \mu \) for \( \sigma \), and is called strong invariance. A counter-example is now provided:

**Example 10.8** (see [14, Example 4.1 p. 327] and [41, pp. 87-91]) We take \( X = [0, 1] \) and

\[
\sigma(x) = 4x(1-x)
\]

and \( \tau_{\pm}(x) \) be such that

\[
x = 4\tau_{\pm}(x)(1 - \tau_{\pm}(x)), \quad x \in [0, 1],
\]
that is
\[
\tau_{\pm}(x) = \frac{1 \pm \sqrt{1-x}}{2}, \quad x \in [0, 1].
\]

Then \(N = 2\) and \(Sf(x) = f(4x(1-x))\). We have \(\sigma \circ \tau_{\pm}(x) = x\) for \(x \in [0, 1]\). The measure
\[
d\mu(x) = \frac{dx}{\pi \sqrt{x(1-x)}} \tag{10.15}
\]
is \(\sigma\)-invariant, but the operator
\[
Ff(x) = \frac{1}{2} \left( f(\tau_{+}(x)) + f(\tau_{-}(x)) \right)
\]
is not the adjoint of the operator \(S\). More precisely, one computes (see [14, Proposition 4.3 p. 328])
\[
S^*f(x) = \frac{1}{2} \left( \frac{1}{x} \int_0^x f(t)dt + \frac{1}{1-x} \int_x^1 f(t)dt \right). \tag{10.16}
\]

To conclude we discuss a matrix-valued example (see [40, 43, 48, 51, 56] for related discussions on IFS). Consider a matrix \(A \in \mathbb{Z}^{d \times d}\) with spectrum lying outside the closed unit disk, and let \(B = \{b_1, \ldots, b_N\}\) denote a proper subset of vectors in \(\mathbb{Z}^d / A\mathbb{Z}^d\). We consider the set
\[
X_{A,B} = \left\{ \sum_{k=1}^{\infty} A^{-k}b_{i_k} : b_{i_k} \in B \right\} \tag{10.17}
\]
The set \(X_{A,B}\) is a fractal since \(B\) is a proper subset of representatives for the above quotient. We provide \(X_{A,B}\) a structure of measure space as follows. On \(\Omega = B^\mathbb{N}\) we put the cylinder algebra and the infinite product probability \(P\) obtained when each copy of \(B\) is endowed with the uniform distribution. The map \(V\) defined by
\[
V(b_{i_1}, b_{i_2}, \ldots) = x = \sum_{k=1}^{\infty} A^{-k}b_{i_k}
\]
is a bijection between \(\Omega\) and \(X_{A,B}\), and we define a measure on \(X_{A,B}\) by \(\mu = P \circ V^{-1}\). Furthermore, let
\[
\sigma \left( \sum_{k=1}^{\infty} A^{-k}b_{i_k} \right) = \sum_{k=2}^{\infty} A^{-k-1}b_{i_k}, \tag{10.18}
\]
\[ \tau_n(x) = A^{-1}(x + b_n), \quad n = 1, \ldots, N. \] (10.19)

We have
\[ X_{A,B} = \bigcup_{n=1}^{N} \tau_n(X_{A,B}), \] (10.20)

and
\[ \tau_n(X_{A,B}) \cap \tau_m(X_{A,B}) = \emptyset, \quad \text{for } n \neq m \] (10.21)

**Theorem 10.9** The measure \( \mu = P \circ V^{-1} \) satisfies
\[ \frac{1}{N} \sum_{n=1}^{N} \mu \circ \tau_n^{-1} = \mu. \] (10.22)

and in particular is invariant.

**Remark 10.10** If in the above one takes \( B \) to be a full set of representatives for the quotient \( \mathbb{Z}^d/A\mathbb{Z}^d \), the corresponding measure \( \mu \) will be equivalent to Haar measure on a torus. So for example, for the case of the Sierpinski gasket, the group \( \mathbb{Z}^d/A\mathbb{Z}^d \) is of order 4, and we choose \( B \) consisting of 3 vectors representing 3 distinct points in \( \mathbb{Z}^d/A\mathbb{Z}^d \). In general, the order of the quotient group \( \mathbb{Z}^d/A\mathbb{Z}^d \) is \( |\det A| \). For the Sierpinski example, obviously \( |\det A| = 4 \). For standard wavelets without gaps, the order of \( B \) is \( |\det A| \), but for fractals the cardinality of \( B \) is strictly less than \( |\det A| \).
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