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Abstract: The Ryu-Takayanagi and Hubeny-Rangamani-Takayanagi formulae suggest that bulk geometry emerges from the entanglement structure of the boundary theory. Using these formulae, we build on a result of Alexakis, Balehowsky, and Nachman to show that in four bulk dimensions, the entanglement entropies of boundary regions of disk topology uniquely fix the bulk metric in any region foliated by the corresponding HRT surfaces. More generally, for a bulk of any dimension $d \geq 4$, knowledge of the (variations of the) areas of two-dimensional boundary-anchored extremal surfaces of disk topology uniquely fixes the bulk metric wherever these surfaces reach. This result is covariant and not reliant on any symmetry assumptions; its applicability thus includes regions of strong dynamical gravity such as the early-time interior of black holes formed from collapse. While we only show uniqueness of the metric, the approach we present provides a clear path towards an explicit spacetime metric reconstruction.
1 Introduction

The AdS/CFT correspondence provides an indirect definition of a nonperturbative, background-independent theory of quantum gravity: the fundamental microscopic degrees of freedom of the boundary field theory are the microscopic degrees of freedom of the bulk theory of quantum gravity. Fruitfully exploiting this observation requires understanding how these degrees of freedom, which are well-understood from the perspective of nongravitational quantum field theory, reorganize themselves (in an appropriate limit) into a manifestly local gravitational theory. This challenge is broadly termed “bulk reconstruction”.

The Ryu-Takayanagi (RT) and Hubeny-Rangamani-Takayanagi (HRT) proposals for holographic entanglement entropy [1–4] provided a key insight into this reorganization. These proposals state that the entanglement entropy of a subregion \( R \) of the CFT is given by

\[
S[R] = \frac{\text{Area}[X[R]]}{4G_N \hbar},
\]  

(1.1)
where $X[R]$ is the minimal-area codimension-two extremal$^1$ surface homologous to $R$ (and we are omitting $1/N$ corrections). Since the HRT formula relates boundary entanglement and bulk geometry, [5, 6] suggested that the entanglement structure of the boundary state must play a crucial role in the emergence of the bulk. This observation led to great strides in perturbative bulk reconstruction: thanks to additional insights from quantum error correction [7, 8], we now understand how (approximately) local bulk operators on a fixed background geometry are encoded in the operator algebra of the boundary field theory (see e.g. [9] for some review). This fixed background geometry identifies a subspace of the CFT Hilbert space consisting of all those states with that same dual geometry (to leading order in $1/N$). Borrowing from the language of quantum error correction, [7] refers to this subspace as a “code subspace”. In this language, the bulk geometry is the code subspace and the reconstruction of [8, 10] (as well as the earlier [11–13]) is the reconstruction of local operators on a code subspace.

However, a full understanding of bulk reconstruction must be nonperturbative: that is, it requires not just reconstruction of operators on a given code subspace, but also an understanding of which CFT states even belong to a code subspace and how to determine what that code subspace is. In other words: which CFT states correspond to a dual bulk geometry, and how does this geometry emerge from boundary degrees of freedom? Here we endeavor to answer this second question: how, precisely, does the bulk spacetime arise from the boundary?

Several partial results in this direction exist, which we now highlight along with their limitations. Motivated by the expectation that the bulk should emerge from the entanglement structure of the boundary state, [14–19] showed that for perturbations of the vacuum, any dual geometry which satisfies the HRT formula must satisfy the (perturbative) Einstein equation. Since the HRT formula (1.1) assumes the Einstein equation in the first place, these results can be interpreted as a nontrivial consistency check on it; however, their purpose is to use (1.1) to constrain the bulk dynamics, rather than to give a kinematic reconstruction of the bulk geometry. Such a kinematic construction for static slices of $(2 + 1)$-dimensional bulk geometries was achieved in [20] using ideas from differential entropy and hole-ography [21–24]; however, the no-go theorem of [25] shows that any covariant generalization of this construction cannot rebuild the metric everywhere extremal surfaces reach. In particular, it cannot rebuild the metric in regions of strong gravity, which are perhaps the most interesting bulk regions to probe. More generally but less explicitly, [26] sketches a formal way of identifying approximately local bulk operators by studying the modular Hamiltonians of all possible boundary causal diamonds, and then using these to fix the bulk metric. In a different direction, there have been attempts to “discretize” a slice of the bulk geometry into a tensor network that reproduces the entanglement structure of the boundary state [27–32], but it is unclear how to covariantize such a construction in order to interpret it as an approximation of a general, dynamical, bulk geometry.

---

$^1$As is conventional in the AdS/CFT community, we use the misnomer “extremal” to refer to surfaces that are merely stationary points of the area functional, even if they do not extremize it.
In a more direct approach that doesn’t rely on entanglement, one could assume the bulk gravitational dynamics and naively “integrate in” the equations of motion from the boundary. However, hyperbolic boundary-value problems of this type are generically ill-posed. Even when they do yield a solution, it is too coarse-grained: the boundary conditions supplied to the classical bulk equations of motion are just one-point functions on the boundary, while the bulk should be sensitive to the microscopic boundary state. This excessive coarse-graining is manifest in the fact that “integrating in” from a boundary region $R$ in this way can recover at most the causal wedge of $R$, which generically is a proper subset of the entanglement wedge to which $R$ is expected to be dual. A more refined construction is that of light-cone cuts developed in [33, 34], which determines the bulk conformal metric from singularities in $n$-point functions in the dual field theory. This approach has the advantage that it serves as a diagnostic on when a CFT state admits a dual geometry [35, 36], but it too cannot recover any of the bulk geometry outside of the causal wedge. Relatedly but much more restrictively, approaches like those of [37–40] assume a bulk with a high degree of symmetry and then try to recover the remaining degree(s) of freedom; more generally, [41] constructs the conformal metric on static time slices from two-point functions of heavy operators.

We therefore conclude that a background-independent prescription for explicitly reconstructing a general bulk metric (when one exists) from boundary objects is still lacking. We expect these boundary objects to be entanglement entropies (or something closely related to them), so the HRT formula (1.1) naturally leads to a purely geometric question: do the areas of extremal surfaces anchored to the boundary of a manifold uniquely determine its geometry, and if so, how is this geometry recovered from these areas? This question is in the class of so-called boundary rigidity problems (see [42] for an early review in the context of AdS/CFT), and notable uniqueness results include the rigidity of simple two-dimensional Riemannian manifolds from the lengths of boundary-anchored geodesics [43–47] as well as the rigidity of three-dimensional Riemannian manifolds from the areas of minimal boundary-anchored two-dimensional surfaces [48] (under nontrivial additional assumptions on the geometry). Constructive results are more difficult, but in the case of two-dimensional manifolds they include [49–52], while perturbative results have been applied in e.g. seismology and medical imaging [53–55].

The main result of this paper, therefore, is to extend the uniqueness result of [48] to higher dimensions (and Lorentzian geometries)$^2$: specifically, we will show, under an appropriate set of assumptions given explicitly below, that second area variations of two-dimensional boundary-anchored extremal surfaces are sufficient to uniquely fix the metric (up to diffeomorphism) everywhere in a neighborhood of these surfaces. The ambient geometry is assumed to have any dimension $d \geq 4$ (and in fact can have any signature), which substantially simplifies a portion of the argument as compared to the $d = 3$ case studied in [48]. However, for a technical reason we always take the extremal surfaces to be two-dimensional, so it is

$^2$We should note that while [48] presents a mathematically rigorous theorem, our argument relies on some physically reasonable but not rigorously proven assumptions in Section 3.3; for this reason, we refer to our result as an argument rather than a rigorous proof.
clear that the $d = 4$ case is of most immediate relevance to AdS/CFT (since for $d = 4$ two-dimensional surfaces are also codimension-two). We would like to emphasize, however, that our argument does not require the bulk metric to have any particular symmetry; it applies to dynamical geometries, including a portion of the region behind the early-time event and apparent horizons of a black hole formed from collapse.

This uniqueness result is not particularly surprising, as the problem of determining a bulk metric from the areas of all possible boundary-anchored extremal surfaces is very over-constrained, and the holography community often implicitly assumes that such a result must be true. From this perspective, our result simply puts this expectation on much firmer footing. More interestingly, our result is almost completely constructive: a key non-constructive part of our argument is the invocation of the uniqueness result [56], which applies to inverse boundary-value problems for elliptic differential operators; roughly speaking, such problems ask if an elliptic partial differential operator $L$ be recovered from the boundary value and normal derivative of all solutions to the equation $L \phi = 0$ on some compact domain. Though to our knowledge the particular problem considered in [56] does not have a constructive solution, many closely related problems do, so we suspect that a constructive version of [56] should exist. Moreover, our argument requires only knowledge of first and second variations of the areas of boundary-anchored extremal surfaces; converting to AdS/CFT parlance, this means we only require access to first and second variations of the entanglement entropies of boundary subregions. Such variations are much simpler to control from a boundary perspective than the full entanglement entropies themselves, and are significantly more tractable than requiring access to the full modular Hamiltonian, as in some other holographic approaches to bulk metric reconstruction (e.g. [26]).

Because some details of the argument, which broadly follows the structure of [48], are rather technical, in Section 2 we present an overview of it. In that same Section we also list our assumptions and provide some discussion of their interpretation and strength. Section 3 contains the argument itself, presented in a way that fleshes out the outline provided in Section 2. Finally, Section 4 summarizes the result and lists open directions, including the ingredients necessary to make our argument fully constructive, higher-curvature and quantum corrections, higher dimensional surfaces, and generalizations to probe even deeper into the bulk.

**Preliminaries**

We will consider $d$-dimensional Lorentzian spacetimes $(M, g_{ab})$ with boundary $\partial M$ on which the induced metric is $h_{ab}$. Two-dimensional spacelike surfaces embedded in $M$ will be called $\Sigma$, and their induced metric will be written as $\sigma_{ab}$. The projector onto the normal bundle is defined to be $P_{ab} \equiv g_{ab} - \sigma_{ab}$. The extrinsic curvature of $\Sigma$ is given by

$$K^{a}_{bc} = -\sigma_b^d \sigma_c^e \nabla_d \sigma^a_e.$$  \hspace{1cm} (1.2)

Their mean curvature is the trace $K^a \equiv \sigma^{bc} K^a_{bc}$, which vanishes if and only if $\Sigma$ is extremal.
Lower-case letters from the beginning of the Latin alphabet (e.g. a, b, c) will be used exclusively as abstract indices. Lower-case letters from the middle of the Greek alphabet (e.g. μ, ν) will be used for spacetime indices, and range from 1 to d; lower-case letters from the beginning of the Greek alphabet (e.g. α, β) will label coordinates on Σ, and range from 1 to 2; lower-case letters from the middle of the Latin alphabet (e.g. i, j) will label directions normal to Σ, and range from 3 to d.

2 Overview

The purpose of this Section is to give a broad overview of the structure of our argument.

2.1 Assumptions

First, let us list and motivate the important assumptions behind our argument. Assume that there exists a bulk subregion \( \mathcal{R} \subset M \) foliated by a \((d-2)\)-parameter family of two-dimensional surfaces \( \Sigma(\lambda^i) \), \( i = 3, \ldots, d \), with the following properties:

- Each surface \( \Sigma(\lambda^i) \) is spacelike (with respect to \( g_{ab} \)), topologically a disk, and is anchored to \( \partial M \) on a closed curve \( \partial \Sigma(\lambda^i) \);
- The foliation \( \{ \Sigma(\lambda^i) \} \) contains a one-parameter subfamily of surfaces which converge to a point on \( \partial M \);
- Each \( \Sigma(\lambda^i) \) is extremal with respect to \( g_{ab} \);
- For each \( \lambda^i \), \( \Sigma(\lambda^i) \) is weakly stable in the sense of [57]: that is, for any curve \( \gamma \subset \partial M \) which is a sufficiently small perturbation of \( \partial \Sigma(\lambda^i) \), there exists an extremal surface anchored to \( \gamma \) which is a small perturbation of \( \Sigma(\lambda^i) \); and
- The area of the surface \( \Sigma(\lambda^i) \) is known, as is the area of any such sufficiently small extremal perturbation of it.

An illustration of this foliation is provided in Figure 1. Also assume that the metric \( h_{ab} \) induced on \( \partial M \) from \( g_{ab} \) is known, as is the extrinsic curvature \( K_{ab} \) of \( \partial M \) in \( M \). We will colloquially use the term “boundary data” to refer to the collection of objects consisting of the geometry \((\partial M, h_{ab})\), curvature \( K_{ab} \), boundary curves \( \partial \Sigma(\lambda^i) \), and areas \( A[\Sigma(\lambda^i)] \) of the \( \Sigma(\lambda^i) \) and small (extremal) perturbations thereof. Our main result is that under the above assumptions, this boundary data uniquely fixes the metric \( g_{ab} \) in \( \mathcal{R} \) up to diffeomorphisms.

A reader may be concerned that because the geometries we typically consider in AdS/CFT are asymptotically locally AdS (AlAdS), the “boundaries” we are considering really correspond to a conformal structure at asymptotic infinity, rather than a finite boundary like \( \partial M \) as we consider here. However, the process of holographic renormalization, which is by now quite well-understood [58, 59], is essentially the process of “regulating” the conformal boundary of
Figure 1. An illustration of the foliation $\Sigma(\lambda^i)$ of extremal surfaces we consider (for clarity we suppress a dimension so the extremal surfaces appear as curves). These surfaces foliate some portion of the bulk, and in an appropriate limit of the $\lambda^i$ they degenerate to a point on $\partial M$.

an AlAdS spacetime by transforming it into a finite cutoff boundary\(^3\). The geometry $(M,g_{ab})$ above should be interpreted as such a regulated AlAdS geometry, and its corresponding boundary data should be interpreted as the regulated version of UV-divergent objects.

The assumption that $h_{ab}$ and $K_{ab}$ are known is quite natural: the former is just the boundary metric (appropriately regulated), while $K_{ab}$ is essentially the boundary stress tensor (up to known anomalies that depend on the intrinsic curvature of $(\partial M,h_{ab})$, if $d$ is odd). Likewise, when $d=4$ (which is our case of primary interest), the areas of the $\Sigma(\lambda^i)$ have a physical interpretation as well: as long as the $\Sigma(\lambda^i)$ are the minimal-area extremal surfaces anchored to the boundary curves $\partial \Sigma(\lambda^i)$, then the HRT proposal interprets their areas as (regularized) entanglement entropies of the boundary regions enclosed by the curves $\partial \Sigma(\lambda^i)$. For more general $d$, the physical interpretation of these areas is less clear, but at least in certain contexts it is known that they correspond to the expectation values of Wilson loops in the dual CFT [60]. Consequently, what we refer to as boundary data are expected to correspond to objects in the dual CFT.

How should we interpret the assumption that the $\Sigma(\lambda^i)$ foliate $\mathcal{R}$? Let us provide some intuition by giving a rough construction of such a family\(^4\), again in the most relevant case of $d=4$. Specifically, consider a time slicing of the boundary $\partial M$ by some arbitrary time coordinate $t$, and on each slice of constant $t$, introduce a one-parameter family of regions $R_t(s)$ such that as $s$ decreases, $R_t(s)$ shrinks into itself until it degenerates to a point at $s=0$, as shown in Figure 2(a). Now, entanglement wedge nesting — a consequence of causality in the CFT — requires that as $s$ is decreased (and thus as $R_t(s)$ shrinks), the corresponding HRT surface $X[R_t(s)]$ must move in a spacelike direction towards $R_t(s)$, as shown in Figure 2(b).

\(^3\)E.g., after introducing the Fefferman-Graham radial coordinate $z$ associated to a particular choice of boundary conformal frame, we may consider the surface $z=\epsilon>0$ to be a regulated boundary and define regulated boundary data on it rather than on the bona fide conformal boundary at $z=0$.

\(^4\)We emphasize that the construction we are about to describe, which introduces a foliation of bulk time slices $\Xi_t$, is simply meant to be illustrative; the existence of the slices $\Xi_t$ is not necessary to obtain our result.
Figure 2. In \( d = 4 \), we sketch the construction of a family of extremal surfaces \( \Sigma(\lambda^i) \) which foliate \( \mathcal{R} \) under some mild, but certainly nontrivial, assumptions. (a): Consider some slicing of the boundary into slices of constant \( t \in (t_i, t_f) \), and on each such slice introduce a one-parameter family of regions \( R_t(s) \) which shrink to a point as \( s \) is decreased. (b): for each \( t \), the HRT surfaces \( X[R_t(s)] \) will sweep out a three-dimensional surface \( \Xi_t \) (shaded) as long as they never jump. If \( \Xi_t \) moves everywhere continuously to the future as \( t \) is increased, then the \( \Xi_t \) foliate some region \( \mathcal{R} \), and the family of extremal surfaces \( \Sigma(t, s) = X[R_t(s)] \) do as well.

Since \( R_t(s) \) eventually shrinks down to a point, then if the \( X[R_t(s)] \) change continuously under this shrinking (i.e. if they never “jump”), then the \( X[R_t(s)] \) sweep out an achronal three-dimensional surface \( \Xi_t \) which by construction is foliated by extremal surfaces. Now if we assume that as the boundary time \( t \) is increased over a sufficiently small range of \( t \in (t_i, t_f) \), \( \Xi_t \) moves continuously towards the future, then the two-parameter family of surfaces \( \Sigma(t, s) = X[R_t(s)] \) obeys precisely the assumptions required above. Specifically, since the \( \Xi_t \) foliate the neighborhood \( \mathcal{R} = \bigcup_{t \in (t_i, t_f)} \Xi_t \), and since each \( \Xi_t \) is foliated by the \( X[R_t(s)] \), the \( \Sigma(t, s) \) must foliate \( \mathcal{R} \). Moreover, since by construction the \( \Xi_t \) degenerate to a point on \( \partial M \), the two-parameter family \( \Sigma(t, s) \) contains a one-parameter subfamily that does so as well.

The key assumptions in this construction were that the \( X[R_t(s)] \) change continuously and that the \( \Xi_t \) move uniformly to the future as \( t \) is increased. There are of course many known cases of the former assumption being violated, most specifically in the context of entanglement shadows [61], but it is not too restrictive for our purposes: indeed, there are known cases of HRT surfaces entering the event horizon of dynamical black holes [62–64], provided that they do so not too late after the formation of the black hole. Likewise, we expect that while the assumption that the \( \Xi_t \) move uniformly to the future as \( t \) is increased should not hold in full generality, it certainly holds in many known cases. Therefore, while the assumption that the \( \Sigma(\lambda^i) \) foliate \( \mathcal{R} \) is nontrivial, it is not so restrictive as to exclude cases of physical interest.
2.2 Sketch of Argument

In order to show that the boundary data listed above uniquely fix the metric $g_{ab}$ in the bulk subregion $\mathcal{R}$, we mirror the structure of [48], with modifications where necessary to deal with the fact that $d \geq 4$. This structure consists of four steps:

1. Fixing coordinates. We first fix a unique coordinate system in $\mathcal{R}$, consisting of the foliation parameters $\lambda^i$ as well as an isothermal coordinate system $\{x^\alpha\}$ on each $\Sigma(\lambda^i)$.

2. Fixing the normal inverse metric components. We use the extremality condition on the $\Sigma(\lambda^i)$ to reduce the problem of fixing the inverse metric components $g^{ij} = g^{ab}(d\lambda^i)_a (d\lambda^j)_b$ “normal” to the $\Sigma(\lambda^i)$ to an inverse boundary value problem for an elliptic PDE, after which a uniqueness theorem gives us the desired result.

3. Fixing the off-diagonal inverse metric components. By “tilting” the foliation $\Sigma(\lambda^i)$ in different directions, we obtain an algebraic system of linear equations for the “off-diagonal” inverse metric components $g^{ai} = g^{ab}(dx^\alpha)_a (d\lambda^i)_b$, which fixes these components uniquely.

4. Fixing the conformal factor. The remaining metric component corresponds to the induced metric on each surface $\Sigma(\lambda^i)$. The condition that the $\Sigma(\lambda^i)$ be extremal yields a first-order hyperbolic PDE for the conformal factor of the (conformally flat) metric on the $\Sigma(\lambda^i)$, which again ensures uniqueness.

The fact that the surfaces $\Sigma(\lambda^i)$ are all extremal means that infinitesimal perturbations thereof are governed by an elliptic system of PDEs. Specifically, given a one-parameter family $\Sigma(s)$ of extremal surfaces, the deviation vector $\eta^a \equiv (\partial_s)^a$ obeys the Jacobi equation

$$J\eta^a_{\perp} = 0,$$

(2.1)

where $\eta^a_{\perp} \equiv P^a_{\perp b} \eta^b$ is the projection of $\eta^a$ onto the normal bundle of $\Sigma$. The explicit form of the Jacobi operator $J$ is given explicitly in (3.1a) below, but importantly it is an elliptic differential operator on $\Sigma$ that depends on its intrinsic and extrinsic geometry. The derivation of (2.1) can be found in the context of minimal surface theory in e.g. [65]; in the context of perturbative dynamics of classical cosmic branes and strings in [66–68]; and in the context of entanglement entropy in AdS/CFT in [69–71]; a broad review will be provided in [57]. For the unfamiliar reader, we note that (2.1) can be thought of as a generalization of the equation of geodesic deviation

$$t^b \nabla_b (t^c \nabla_c \eta^a) + R_{bcd}^a t^b t^d \eta^c = 0$$

(2.2)

to higher-dimensional extremal surfaces (here $t^a$ is the affinely-parametrized tangent to the geodesic).

In Section 3.2 we show that knowledge of the first and second variations of the areas of the $\Sigma(\lambda^i)$ is sufficient to determine the Cauchy data of the operator $J$: that is, given any perturbation of $\partial \Sigma(\lambda^i)$ characterized by some deviation vector $\eta^a$, second area variations
determine the normal derivative $N^b D_a y^a$ at $\partial \Sigma(\lambda^i)$, where $D_a$ is the covariant derivative on $\Sigma(\lambda^i)$ and $N^a$ is the unit normal to $\partial \Sigma(\lambda^i)$ in $\Sigma(\lambda^i)$. With this observation made, we may now summarize each of the four steps listed above.

**Fixing Coordinates**

To introduce the unique coordinate system on $\mathcal{R}$, note that since the extremal surfaces $\Sigma(\lambda^i)$ are assumed to foliate $\mathcal{R}$, the parameters $\lambda^i$ that label the members of this foliation provide a natural choice of $(d-2)$ coordinates; moreover, since the boundary curves $\partial \Sigma(\lambda^i)$ are known, these coordinates are uniquely specified by boundary data. The remaining two coordinates, which we will denote in general as $y^\alpha$ ($\alpha = 1, 2$), must be coordinates on each of the surfaces $\Sigma(\lambda^i)$. To fix these, we exploit the crucial fact that the $\Sigma(\lambda^i)$ are two-dimensional, which implies that on each $\Sigma(\lambda^i)$ there exist isothermal coordinates. We denote these isothermal coordinates by $x^\alpha$, and the induced metric on $\Sigma(\lambda^i)$ must then take the conformally flat form

$$ds_\Sigma^2 = e^{2\phi} \left[ (dx^1)^2 + (dx^2)^2 \right], \quad (2.3)$$

where $\phi$ is a scalar on $\Sigma(\lambda^i)$. However, as we discuss in Section 3.3, because the isothermal coordinates $\{x^\alpha\}$ of course depend on the induced metric on $\Sigma(\lambda^i)$, there is no guarantee that we can choose to work in isothermal coordinates without spoiling the boundary data (in other words, two different metrics on $\Sigma$ typically cannot both be brought to the form (2.3) in the same set of isothermal coordinates). Fortunately, it turns out that the aforementioned fact that the Cauchy data of $J$ is fixed by the boundary data ensures that this problem can be avoided. To do so, the surface $\Sigma(\lambda^i)$, which has finite boundary, is first artificially extended to an asymptotically flat manifold in a way that is fixed by boundary data. Then a theorem of Ahlfors [72] guarantees that there exists a unique set of isothermal coordinates $\{x^\alpha\}$ on this asymptotically flat manifold which are fixed at infinity. These unique coordinates range over the entire plane $\mathbb{R}^2$, but the Cauchy data of $J$ uniquely fixes the subregion of the plane that corresponds to the original (unextended) surface $\Sigma(\lambda^i)$. The restriction of these unique $\{x^\alpha\}$ to this subregion thus yields a unique set of isothermal coordinates on each $\Sigma(\lambda^i)$, and thus a unique coordinate chart $\{x^\alpha, \lambda^i\}$. We emphasize, however, that we only show the existence of the $\{x^\alpha\}$; we do not give a construction of these coordinates from boundary data. In the chart $\{x^\alpha, \lambda^i\}$, the metric is naturally decomposed into three sets of components:

$$g^{ij} \equiv g^{ab}(d\lambda^i)_a(d\lambda^j)_b, \quad g^{a\lambda} \equiv g^{ab}(dx^a)_a(d\lambda^i)_b, \quad g^{\lambda\beta} \equiv g^{ab}(dx^a)_a(dx^\beta)_b. \quad (2.4)$$

To prove uniqueness of the metric, we must prove uniqueness of the $g^{ij}$, which we call the components of the (inverse) metric on the normal bundle to the $\Sigma(\lambda^i)$; of the $g^{a\lambda}$, which we call the the off-diagonal components; and of the conformal factor $\phi$ appearing in (2.3).

---

5It is slightly conceptually simpler to work with the inverse metric components for two reasons: first, the coordinate basis one-forms $(d\lambda^i)_a$ are independent of the choice of coordinates on the $\Sigma(\lambda^i)$, while the coordinate basis vectors $(\partial_{\lambda^i})^a$ are not; second, the vectors $(dx^i)^a$ are normal to the $\Sigma(\lambda^i)$, while in general the $(\partial_{\lambda^i})^a$ need not be.

6We also call them the normal components throughout this paper.
Fixing the normal metric components

Once the existence of the \( \{ x^\alpha \} \) is established, it is quite straightforward to show that the \( g^{ij} \) are unique. We invoke a theorem of Albin, Guillarmou, Tzou, and Uhlmann [56], which implies that the Jacobi operator \( J \) is uniquely determined (up to gauge) by boundary data. Since by construction the coordinate vectors \( (\partial_{\lambda^i})^a \) are deviation vectors along a family of extremal surfaces, they must all satisfy the Jacobi equation (2.1); we show in Section 3.4 that this property uniquely fixes the \( g^{ij} \). As for the isothermal coordinates \( \{ x^\alpha \} \), here we only show that the \( g^{ij} \) are unique without providing a way of constructing them.

Fixing the off-diagonal metric components

To show uniqueness of the \( g^{\alpha i} \), we consider globally perturbing the foliation \( \Sigma(\lambda^i) \) to a one-parameter family of foliations \( \Sigma(s;\lambda^i_s) \) parametrized by \( s \), as shown in Figure 3. Intuitively, one can think of this perturbation as “tilting” all the surfaces \( \Sigma(\lambda^i) \) in some continuous way; more precisely, this perturbation is generated by some diffeomorphism generated by \( \eta^a \equiv (\partial_s)^a \). Since we have established that the normal components \( g^{ij} \) can be obtained from boundary data, so too must the normal components \( g^{ij}_s \equiv g^{ab}(d\lambda^i_s)_a(d\lambda^j_s)_b \) in this new foliation for each \( s \). But as we show in Section 3.5, the \( g^{ij}_s \) are related in a known way to the unperturbed normal metric components \( g^{ij} \), the unperturbed off-diagonal metric components \( g^{\alpha i} \), and the generator \( \eta^a \) of the diffeomorphism that transforms the foliation \( \Sigma(\lambda^i) \) to the family \( \Sigma(s;\lambda^i_s) \). Since this generator \( \eta^a \) is again a deviation vector field along a family of extremal surfaces, it too obeys the Jacobi equation (2.1), which as described above is known in terms of boundary data. Consequently, we obtain an equation relating the known objects \( g^{ij}, g^{ij}_s, \eta^a_\parallel \) to the unknown objects \( g^{\alpha i} \) and (the components of) \( \eta^a_\perp \equiv \sigma^a_b \eta^b \). By considering different ways of “tilting” the \( \Sigma(\lambda^i) \), we show that for \( d \geq 4 \) it is possible to thereby obtain a set of linear algebraic equations for the \( g^{\alpha i} \) which can be solved in terms of known boundary data, thereby proving uniqueness of the off-diagonal metric components \( g^{\alpha i} \).

It is worth highlighting that taking \( d \geq 4 \) is crucial, as for \( d = 3 \) it is not possible to obtain enough independent linear algebraic equations to fix all of the \( g^{\alpha i} \); this is essentially due to the presence of the components of \( \eta^a_\parallel \), which are not fixed by the Jacobi equation. Indeed, the \( d = 3 \) case was dealt with in [48], and requires deriving integral equations for the components of \( \eta^a_\perp \), which in turn yield a system of integral equations for the \( g^{\alpha i} \). Using these equations to show that the \( g^{\alpha i} \) are uniquely fixed by boundary data requires making several quite strong additional assumptions on the geometry \( (M,g_{ab}) \) which we are able to avoid here.

Fixing the conformal factor

Finally, to show that the conformal factor \( \phi \) is unique, we show in Section 3.6 that the extremality condition \( K^a = 0 \) reduces to a first-order linear PDE for \( \phi \) whose coefficients are all known functions of the (now uniquely fixed) metric components \( g^{ij}, g^{\alpha i} \). When restricted to a one-parameter subfamily of the \( \Sigma(\lambda^i) \) which converges to a point on \( \partial M \) (which exists by
Figure 3. To show uniqueness of the off-diagonal metric components, we deform the foliation \( \Sigma(\lambda^i) \) to a family of foliations \( \Sigma(s; \lambda^i_s) \). This deformation is generated by a one-parameter group of diffeomorphisms \( \phi_s \) which are fixed by requiring that under the action of \( \phi_s \), the isothermal coordinates of each point remain unchanged. In other words, if the point \( p \) is labeled by the isothermal coordinate values \( (x^1_*, x^2_*) \) on the surface \( \Sigma(\lambda^i = \lambda^i_*) \), then the mapped point \( \phi_s(p) \) must be labeled by the same values of the isothermal coordinates on the deformed surface \( \Sigma(s; \lambda^i_s = \lambda^i_*) \).

the assumptions of our argument), this PDE becomes a hyperbolic differential equation for \( \phi \) along this subfamily. Since the value of \( \phi \) on the boundary \( \partial M \) is known, this equation can be evolved inwards from the boundary to obtain \( \phi \) everywhere along the three-dimensional surface \( \Xi \) foliated by the aforementioned one-parameter subfamily of the \( \Sigma(\lambda^i) \). But since the \( \Sigma(\lambda^i) \) are a continuous foliation, \( \Xi \) can be deformed to run through any of the \( \Sigma(\lambda^i) \), leading us to conclude that \( \phi \) is uniquely fixed everywhere in \( R \).

3 Detailed Argument

Let us now flesh out the sketch of the argument presented in the previous section. We begin by briefly setting up some notation and conventions for the Jacobi operator \( J \) and the normal bundle and by taking stock of what information is easily accessible from boundary data, specifically from first and second variations of the area of extremal surfaces. Then we provide the construction of the isothermal coordinates \( \{x^\alpha\} \) which allows us to show in turn uniqueness of the \( g^{ij} \), \( g^{i\alpha} \), and \( g^{\alpha\beta} \).

3.1 The Jacobi Operator and the Normal Bundle

Explicitly, the Jacobi equation (2.1) governing the normal component \( \eta^a_\perp \) of the deviation vector along a family of extremal surfaces is

\[
0 = J\eta^a_\perp \equiv \Delta_\Sigma \eta^a_\perp + Q^a_{b} \eta^b_\perp, \tag{3.1a}
\]

where

\[
\Delta_\Sigma \eta^a_\perp \equiv P^a_{b} \sigma^{cd} \nabla_c \left( P^{b}_{e} \sigma^{fj} \nabla_f \eta^e_\perp \right) \tag{3.1b}
\]
is the Laplacian on the normal bundle of $\Sigma$ and
\[
Q_{ab} \equiv K_a^{cd}K_{bcd} + P_a^cP_b^d\sigma^{ef}R_{cedf}.
\]
(3.1c)

It will be useful to decompose the Jacobi operator $J$ in a basis $\{(n^i)_a, i = 3, \ldots, d\}$ of the normal bundle of $\Sigma$. To do so, we define a covariant derivative $\tilde{D}_a$ on the normal bundle of $\Sigma$ as follows\footnote{The notation $\tilde{D}_a$ is a bit redundant; the hat on $\tilde{D}_a$ is simply meant to emphasize that $\tilde{D}_a u^i$ is the $i$ component of the covariant derivative $\sigma^b {\nabla}_b u^i$; which of course in general need not be the same as the covariant derivative of the scalar components of $u^a$.}: for any vector $u^a$ in the normal bundle of $\Sigma$,
\[
\tilde{D}_a u^i = (n^i)_a \sigma_m^b \nabla_b u^c = D_a u^i - \sum_{j=3}^d \omega_{aj} u^j,
\]
(3.2)

where $D_a$ is the usual covariant derivative on $\Sigma$ compatible with the induced metric $\sigma_{ab}$, $u^i \equiv u \cdot n^i$ are the components of $u^a$ in this basis, and the connection one-forms are given by
\[
\omega_{aj} = \sum_{k=3}^d \sigma_a^b P_{ik} (n^k)^c \nabla_b (n^j)_c,
\]
(3.3)

where $P_{ij}$ are the components of the matrix inverse of $P^{ij} = n^i \cdot n^j$. By construction, this covariant derivative is metric-compatible in the sense that $\tilde{D}_a \sigma_{bc} = 0$, $\tilde{D}_a P_{ij} = 0$, and likewise for $\sigma_{ab}$ and $P^{ij}$. In terms of this derivative operator, we may write $J$ as
\[
J \eta^i = -\tilde{D}^i \tilde{D} \eta^i + \sum_{j=3}^d Q^i_j \eta^j,
\]
(3.4)

where $\tilde{D}^i$ is the (formal) adjoint of $\tilde{D}$ under the inner product
\[
\langle u | w \rangle_\sigma = \int_\Sigma P_{ij} u^i w^j \epsilon_\sigma,
\]
(3.5)

where $\epsilon_\sigma$ is the natural volume element on $\Sigma$ constructed from the metric $\sigma_{ab}$ (i.e. in a coordinate system $\{y^\alpha\}$ on $\Sigma$, $\epsilon_\sigma = \sqrt{\sigma} dy^1 \wedge dy^2$, where $\sigma$ is the determinant of the matrix of components $\sigma_{\alpha\beta}$). In particular, note that we have used the fact that $(n^i)_a \Delta_\Sigma \eta^a = \sigma^{ab} \tilde{D}_a \tilde{D}_b \eta^i = -\tilde{D}^i \tilde{D} \eta^i$.

### 3.2 Boundary Data

Let us now examine what information is extractable from the boundary data, which we remind the reader consists of the area of any spacelike two-dimensional extremal surface anchored to the boundary $\partial M$; the boundary metric $h_{ab}$ on $\partial M$; the extrinsic curvature $K_{bc}$ of $\partial M$ in $M$; and the boundary surfaces $\partial \Sigma(\lambda^i)$ (and hence also the parameters $\{\lambda^i\}$ on the boundary).

Consider an extremal surface $\Sigma$ anchored to $\partial M$ and some deviation vector field $\eta^a$ on it corresponding to a one-parameter family of boundary-anchored surfaces $\Sigma(s)$; note that as all
the $\Sigma(s)$ are boundary-anchored, $\eta^a$ must be tangent to $\partial M$. A standard result, presented in Appendix A, is that the first variation of the area of these surfaces is just a boundary term:

$$\frac{dA[\Sigma(s)]}{ds}\bigg|_{s=0} = \int_{\partial \Sigma} N_a \eta^a,$$

(3.6)

where $N^a$ is the unit outward-pointing normal to $\partial \Sigma$ in $\Sigma$ (and we are leaving the natural volume form on $\partial \Sigma$ implied). Since we know the area of any extremal surface anchored to the boundary, we in particular know the area of any extremal surface anchored to an arbitrary deformation of $\partial \Sigma$; this means we know the left-hand side of (3.6) for any $\eta^a|_{\partial \Sigma}$ tangent to $\partial M$. Considering only deviation vectors $\eta^a|_{\partial \Sigma}$ that have support on arbitrarily small portions of $\partial \Sigma$ implies that we have access to the projection $h^b_a N_b$. Since $N^a$ is a unit vector, this means we can also obtain the inner product $N \cdot v$, where $v^a$ is the unit outward-pointing vector normal to $\partial M$:

$$N \cdot v = \sqrt{1 - h_{ab} N^a N^b}.$$

(3.7)

Finally, we also show in Appendix B that first area variations of each surface $\Sigma(\lambda^i)$ are sufficient to recover the components $g^{ij}$ of the inverse metric (in the coordinates $\lambda^i$) at $\partial \Sigma(\lambda^i)$.

Now consider a two-parameter family $\Sigma(s_1, s_2)$ of boundary-anchored extremal surfaces with $\Sigma(0,0) = \Sigma$; again we define the deviation vector fields $\eta^a_1 = (\partial s_1)^a|_{s_1=0, s_2=0}$, $\eta^a_2 = (\partial s_2)^a|_{s_1=0, s_2=0}$, and note that $\eta^a_1|_{\partial \Sigma}$ and $\eta^a_2|_{\partial \Sigma}$ are freely specifiable. A first derivative simply reproduces (3.6),

$$\frac{\partial A[\Sigma(s_1, s_2)]}{\partial s_1}\bigg|_{s_1=0, s_2=} = \int_{\partial \Sigma} N_a \eta^a_1,$$

(3.8)

while as we show in Appendix A, a second variation yields

$$\frac{\partial^2 A[\Sigma(s_1, s_2)]}{\partial s_2 \partial s_1}\bigg|_{s_1=0, s_2=} = \int_{\partial \Sigma} \left[ \sum_{i=3}^d \eta^a_i N^a \tilde{D}_a(\eta_2) + N_a \eta^b_2 \nabla_b \eta^a_1 + 2(N \cdot \eta_1)(\eta_2) a k^a - (N \cdot \eta_1)(N \cdot \eta_2) k^a N_a \right],$$

(3.9)

where $k^a$ is the mean curvature of $\partial \Sigma$ in $\partial M$. The left-hand side of (3.9) is of course known boundary data. We claim that the second line of the right-hand side is known as well; this can be seen by noting that since $\eta^a_1|_{\partial \Sigma}$, $\eta^a_2|_{\partial \Sigma}$, and $k^a$ are known and tangent to $\partial M$, and since the projection of $N^a$ onto $\partial M$ is known from first area variations, the last two terms on the right-hand side of (3.9) are known. Moreover, since $\eta^a_{1,2}|_{\partial \Sigma}$ are tangent to $\partial M$, from the definition of extrinsic curvature we have

$$N_a \eta^b_2 \nabla_b \eta^a_1 = N_a \left[ \eta^b_2 \tilde{D}_b \eta^a_1 + \eta^b_1 \eta^c_2 \mathcal{K}^a_{bc} \right] = N_a \eta^b_2 \tilde{D}_b \eta^a_1 + (N \cdot v) \eta^b_1 \eta^b_2 \mathcal{K}_{ab},$$

(3.10)

where $\tilde{D}_a$ is the covariant derivative on $\partial M$ compatible with the boundary metric $h_{ab}$, $\mathcal{K}_{ab}$ is the extrinsic curvature of $\partial M$ (and as is customary we wrote $\mathcal{K}_{ab} = v_c \mathcal{K}^c_{ab}$), and we used that
the component of \( N^a \) normal to \( \partial M \) is \((N \cdot v)v^a\) (where as before, \(v^a\) is the outward-pointing unit normal to \( \partial M \)). But since \( \eta^a_{1,2} \) are tangent to \( \partial M \), so is \( \eta^a_2 \mathcal{D}_a \eta^a_1 \), and thus its contraction with \( N^a \) is known from first area variations. Likewise, \( N \cdot v \) is known from equation (3.7), and \( K_{ab} \) is assumed known. Thus the first term on the second line of (3.9) is known as well.

We therefore conclude that the first term on the right-hand side of (3.9) is known boundary data:

\[
\int_{\partial \Sigma} \sum_{i=3}^{d} \eta^i_1 N^a \mathcal{D}_a (\eta^2_2)_i = \text{known.}
\]

(3.11)

Now, the boundary values \( \eta^a_{1,2}|_{\partial \Sigma} \) are known boundary data and can be chosen arbitrarily; the normal bundle components \( \eta^a_{1,2}|_{\partial \Sigma} \), however, need not be known from boundary data, since they depend on the choice of basis \( \{(n^i)^a\} \), which in general will not be tangent to \( \partial M \).

Luckily, as we show in Appendix B, when the basis \( \{(n^i)^a\} \) is chosen to be \((n^i)^a = (d\lambda^i)^a\) (with the \( \lambda^i \) the parameters labeling the foliation \( \Sigma(\lambda^i) \) introduced above), the components \( \eta^a_{1,2}|_{\partial \Sigma} \) and \((\eta^a_{1,2})|_{\partial \Sigma}\) can indeed be recovered from known boundary data thanks to the first area variation formula. Then by considering \( \eta^a_{1,2}|_{\partial \Sigma} \) with support on arbitrarily small regions, we conclude that second area variations yield the Neumann boundary data \( N^a \mathcal{D}_a (\eta^2_2)|_{\partial \Sigma} \) associated to any choice of \((\eta^a_2)|_{\partial \Sigma}\). But since \( \eta^a_2 \) is the deviation vector along a family of extremal surfaces, it obeys the Jacobi equation (3.1a); thus knowledge of \( N^a \mathcal{D}_a \eta^a_2 \) for any \( \eta^2_2 \) yields knowledge of the Cauchy data \( \mathcal{C}_J \) of the Jacobi operator \( J \):

\[
\mathcal{C}_J = \left\{ \left( \eta^i|_{\partial \Sigma}, N^a \mathcal{D}_a \eta^i|_{\partial \Sigma} \right) \middle| J \eta^i = 0 \text{ on } \Sigma \right\}.
\]

(3.12)

The main result of this section is thus that second variations of the area of a minimal surface \( \Sigma \) under arbitrary perturbations of its boundary fix \( \mathcal{C}_J \), so \( \mathcal{C}_J \) can be obtained from the boundary data.

### 3.3 Fixing Coordinates on \( \Sigma \)

As discussed above, the parameters \( \lambda^i \) give \((d-2)\) coordinates on \( M \) which are uniquely fixed by boundary data (i.e. by the boundary curves \( \partial \Sigma(\lambda^i) \)); the remaining two coordinates label individual points on the surfaces \( \Sigma(\lambda^i) \). The purpose of this section is to show the existence of a set of isothermal coordinates in which the metric takes the isothermal form (2.3) and in which the boundary data is known.

First, let us choose some arbitrary set of coordinates \( \{y^\alpha\} \) on each \( \Sigma \) defined by a map \( \psi \) from \( \Sigma \) to some domain \( \psi(\Sigma) \subset \mathbb{R}^2 \) of the \((y^1, y^2)\) plane. The map \( \psi \) is arbitrary, and in general there are three independent unknown metric components \( \sigma_{\alpha\beta} = g_{\alpha\beta} \) in this coordinate system. A general set of isothermal coordinates \( \{x^\alpha\} \), in which the metric takes the form (2.3), is obtained by an additional map \( \Phi \) (which is not unique), as shown in Figure 5. Now, for any two metrics \( g_1, g_2 \) on \( \Sigma \), the uniformization theorem guarantees that the corresponding maps \( \Phi_1, \Phi_2 \) that put them in a conformally flat form (2.3) can always be chosen so that the images \( \Phi_1(\psi(\Sigma)), \Phi_2(\psi(\Sigma)) \) in the \((x^1, x^2)\) plane coincide. But there is no guarantee that the maps will agree pointwise, and in particular it need not be the case that for any \( p \in \)
Figure 4. A set of coordinates \( \{y^\alpha\} \) on \( \Sigma \) corresponds to a map \( \psi: \Sigma \to \mathbb{R}^2 \). A set of isothermal coordinates \( \{x^\alpha\} \) can be obtained by another map \( \Phi: \mathbb{R}^2 \to \mathbb{R}^2 \). For two different metrics \( g_1, g_2 \) on \( \Sigma \), the corresponding maps \( \Phi_1, \Phi_2 \) can be chosen to yield the same image \( \Phi_1(\psi(\Sigma)) = \Phi_2(\psi(\Sigma)) \), but they need not agree pointwise; in other words, the isothermal coordinates of the point \( p \) obtained by the map \( \Phi_1 \) need not be the same as those obtained by the map \( \Phi_2 \), as shown. Thus if the (pointwise) boundary data corresponding to \( g_1 \) and \( g_2 \) agrees on \( \Sigma \), it necessarily agrees in the coordinates \( \{y^\alpha\} \), but it need not agree in the coordinates \( \{x^\alpha\} \).

\[ \partial \Sigma, \Phi_1(\psi(p)) = \Phi_2(\psi(p)) \]; crucially, this implies that if the boundary data of \( g_1 \) and \( g_2 \) coincides on \( \Sigma \), it need not coincide in the isothermal coordinates \( \{x^\alpha\} \) (by construction, it does coincide in the coordinates \( \{y^\alpha\} \), since they are defined by a single map \( \psi \)). However, [48] showed in their \( d = 3 \) case that if (their version of) the Cauchy data \( C_{J_1}, C_{J_2} \) agree on \( \Sigma \), then the maps \( \Phi_1, \Phi_2 \) can indeed be chosen to agree pointwise on \( \partial \Sigma \), and thus preserve boundary data. This result ensures that given any two metrics \( g_1, g_2 \) on \( \Sigma \) with matching Cauchy data, we can choose a gauge where both metrics take the form (2.3) (on the same subset of \( \mathbb{R}^2 \)) while maintaining the matching of their boundary data.

To generalize this result to our system, we proceed as follows. First, we claim that given any two metrics \( g_1, g_2 \), there exist two bases \( \{(n^i_1)_a\}, \{(n^i_2)_a\} \) of the normal bundle of \( \Sigma \) such that (i) the components of these metrics in these bases agree, i.e. \( (g_1)^{ab}_{(n^i_1)_a(n^j_1)_b} = (g_2)^{ab}_{(n^i_2)_a(n^j_2)_b} \equiv P^{ij} \); and (ii) the Cauchy data \( C_{J_1} \) and \( C_{J_2} \) agree in this basis. To see this, first note that in the coordinate basis \( (d\lambda^i)_a \), we have already established that \( C_{J_1} = C_{J_2} \) and that \( P^{ij}_1|_{\partial\Sigma} = P^{ij}_2|_{\partial\Sigma} \). Now consider the basis transformation

\[ (n^i_2)_a \to \sum_{j=3}^d R^{ij}_j (n^j_2)_a \quad (3.13) \]

where we impose that \( R^{ij}_j|_{\partial\Sigma} = \delta^{ij} \) and that

\[ \sum_{k,n=3}^d R^{i}_{k} R^{j}_{n} P^{kn}_2 = P^{ij}_1; \quad (3.14) \]

this latter condition can always be satisfied since \( P^{ij}_1 \) and \( P^{ij}_2 \) are invertible. Under such a transformation we have that \( P^{ij}_2 \to P^{ij}_1 \), verifying claim (i), while since \( R^{ij}_j \) is the identity
at $\partial \Sigma$, the boundary data is unaffected, verifying claim (ii). In fact, note that we may always perform an additional change of basis to make $\mathbf{P}^{ij}$ constant on $\Sigma$; for convenience, we will work in such a basis in what follows, though this simplification isn’t strictly necessary. In such a basis, it follows (either from the metric-compatibility condition $\hat{D}_a \mathbf{P}^{ij} = 0$ or directly from the definition (3.3)) that $\omega_a^{(ij)} = 0$ (where normal bundle indices are raised and lowered with $\mathbf{P}^{ij}$ and $\mathbf{P}^{ij}$).

Now we make a further claim: for any metric and for a given $\mathbf{P}^{ij}$, we can choose a basis in which the connection one-forms $\omega_{aij}$ obey $N^a \omega_{aij} \big|_{\partial \Sigma} = 0$ at $\partial \Sigma$. To see this, again perform a change of basis (3.13), except now require that $R^{ij}$ satisfy

$$R^i_j \big|_{\partial \Sigma} = \delta^i_j,$$

$$N^a \partial_a R^i_j \big|_{\partial \Sigma} = -N^a \omega_{aj}^i \big|_{\partial \Sigma}, \quad (3.15a)$$

$$\sum_{k,n=3}^d R^i_k R^j_n \mathbf{P}^{kn} = \mathbf{P}^{ij}. \quad (3.15c)$$

That these conditions are compatible can roughly be seen from a counting argument. The latter condition only places $(d-2)(d-1)/2$ constraints on the $(d-2)^2$ components of $R^i_j$ (since $\mathbf{P}^{ij}$ is symmetric), while the second condition only constrains (the derivatives of) $(d-2)(d-3)/2$ components of $R^i_j$ at $\partial \Sigma$ (since $\omega_{aij}$ is antisymmetric). Indeed, it is possible to check explicitly that the second constraint implies that

$$\sum_{k,n=3}^d N^a \partial_a \left( R^i_k R^j_n \mathbf{P}^{kn} \right) \big|_{\partial \Sigma} = 0, \quad (3.16)$$

which is consistent with the third. By construction, such a transformation leaves boundary data invariant (specifically, it leaves $C_J$ unchanged), while it is straightforward to check that $N^a \omega_{aij} \big|_{\partial \Sigma} \rightarrow 0$, as claimed. The upshot is therefore that for any two metrics $g_1$, $g_2$ on $M$ with matching boundary data, we can find (generally different) bases on the normal bundle of $\Sigma$ in which $\mathbf{P}^{ij}$ and $\mathbf{P}^{ij}$.

Let us now work in such a basis in the arbitrary coordinate system $\{y^\alpha\}$ on $\Sigma$. The metric components $g_{\alpha\beta}$, the components $\omega_{aij}$ of the connection one-forms, and the potential $Q^{ij}_{\alpha}$ are of course only defined in the image $\psi(\Sigma) \subset \mathbb{R}^2$ of $\Sigma$ in this coordinate chart. However, let us now extend all of these objects to the entire $(y^1, y^2)$ plane by taking $Q^{ij}_{\alpha} = 0$ and $\omega_{aij} = 0$ outside of $\psi(\Sigma)$, as well as taking the $g_{\alpha\beta} = \delta_{\alpha\beta}$ outside of some set containing $\psi(\Sigma)$ with $g_{\alpha\beta}$ taken to be continuous at $\partial \psi(\Sigma)$, as shown in Figure 5. Note that the value of the $g_{\alpha\beta}$ at $\partial \psi(\Sigma)$ is fixed by boundary data, since the line element along $\partial \Sigma$ is$^8$; thus the extension of $g_{\alpha\beta}$ outside of $\psi(\Sigma)$ can be chosen knowing only the boundary data corresponding to the metric $g_{ab}$.

---

$^8$This can perhaps be seen most explicitly by taking the $\{y^a\}$ to be Gaussian normal coordinates near $\partial \Sigma$. In fact, in these coordinates it’s clear that knowledge of the extrinsic curvature $K_{ab}$ of $\partial M$ in $M$ would be sufficient to fix the derivatives $N^a \partial_a g_{ab}$ at $\partial \psi(\Sigma)$ as well.
Figure 5. The extension of $\Sigma$ to an asymptotically flat manifold. After choosing a coordinate system $\{y^\alpha\}$ on $\Sigma$ defined by the map $\psi$, the metric components $g_{\alpha\beta}$, connection one-forms $\omega_{\alpha i}^j$, and potential $Q_i^j$ are extended to the entire $(y^1, y^2)$ plane by requiring that the former two vanish outside of $\psi(\Sigma)$ while $g_{\alpha\beta}$ should be continuous at $\partial \psi(\Sigma)$ and equal to the Euclidean metric $\delta_{\alpha\beta}$ outside of some set containing $\psi(\Sigma)$, denoted by the dotted line.

Having performed this extension to $\mathbb{R}^2$, consider the “exterior” boundary-value problem

$$J\eta^i_\xi = 0 \text{ on } \Omega_y \equiv \mathbb{R}^2 \setminus \psi(\Sigma), \quad (3.17a)$$

$$e^{-(y^1+iy^2)\xi} \eta^i_\xi(y) - \bar{\eta}^j \to 0 \text{ at large } y^\alpha, \quad (3.17b)$$

$$\left(\eta^i_\xi|_{\partial \psi(\Sigma)}, N^a \bar{D}_a \eta^i_\xi|_{\partial \psi(\Sigma)}\right) \in C_J, \quad (3.17c)$$

where $\bar{\eta}^j$ are arbitrary fixed nonzero numbers, $\xi$ is an arbitrary nonzero complex number, and $C_J$ is the Cauchy data of $J$ in $\psi(\Sigma)$. We now argue that this problem has a unique solution for any $\xi$ and $\bar{\eta}^j$. To do so, first consider the problem

$$J\eta^i_\xi = 0 \text{ on } \mathbb{R}^2, \quad (3.18a)$$

$$e^{-(y^1+iy^2)\xi} \eta^i_\xi(y) - \bar{\eta}^j \to 0 \text{ at large } y^\alpha. \quad (3.18b)$$

The Jacobi operator can be expanded in terms of the connection coefficients as

$$J\eta^i = \sum_{\alpha, \beta=1}^2 \left\{ \frac{1}{\sqrt{\sigma}} \partial_\alpha \left( \sqrt{\sigma} \sigma^{\alpha\beta} \partial_\beta \eta^i \right) + \sigma^{\alpha\beta} \sum_{j=3}^d \left[ -2\omega^{ij}_\alpha D_\beta \eta^j - (D_\alpha \omega^j_\beta)_i \eta^j + \sum_{k=1}^d \omega^{ij}_\alpha \omega^k_\beta \eta^k \right] \right\} + \sum_{j=3}^d Q^j \eta^j, \quad (3.19)$$

where $\sigma^{\alpha\beta}$ is the matrix inverse of $\sigma_{\alpha\beta} = g_{\alpha\beta}$ and $\sigma$ is the determinant of $\sigma_{\alpha\beta}$. From the fact that $g_{\alpha\beta}$ and $N^a \omega^j_a$ are continuous across $\partial \psi(\Sigma)$ (by construction), the coefficients in the
differential operator may be discontinuous at \( \partial \psi(\Sigma) \), but they are finite (i.e. no derivatives of discontinuous objects appear in (3.19)). Solutions to (3.18) must therefore be differentiable, and since by construction any solution to (3.18) has Cauchy data in \( \mathcal{C}_f \) at \( \partial \psi(\Sigma) \), any solution to (3.18) is therefore a solution to (3.17). We therefore look for solutions to (3.18).

To do so, convert to isothermal coordinates \( \{x^a\} \) via a map \( \Phi : \mathbb{R}^2 \to \mathbb{R}^2 \), where note that now \( \Phi \) is interpreted as mapping the entire \((y_1, y_2)\) plane to the entire \((x_1, x_2)\) plane in such a way that the extended metric takes the form (2.3) everywhere. In fact, a theorem of Ahlfors [72] guarantees that there exists a unique such set of coordinates with the property that \( x^a(y) \to y^a \) at large \( y^a \). In these coordinates, the Laplacian on the normal bundle is just \( \hat{D}^2 \eta^i = e^{-2\phi} \hat{D}_{\varepsilon k} \eta^i \), where \( \hat{D}_{\varepsilon k} \) is the Laplacian on the normal bundle with respect to the flat metric \( (g_E)_{\alpha \beta} = \delta_{\alpha \beta} \). Consequently, in these new coordinates the boundary-value problem (3.18) becomes

\[
e^{2\phi} J \eta^j = \hat{D}_{\varepsilon k} \eta^j + \sum_{k=3}^d e^{2\phi} Q^j_{k} \hat{\eta}^k = 0 \text{ on } \mathbb{R}^2, \tag{3.20a}
\]
\[
e^{-(x^1+ix^2)\xi} \eta^j(x) - \bar{\eta}^j \to 0 \text{ at large } x^a. \tag{3.20b}
\]

To obtain solutions to these equations, let us define

\[\delta \eta^j_{\xi}(x) \equiv e^{-(x^1+ix^2)\xi} \eta^j_{\xi}(x) - \bar{\eta}^j; \tag{3.21}\]

Given this, then the boundary condition (3.20b) is clearly the requirement that \( \delta \eta^j_{\xi}(x) \) vanish at large \( x^a \), while the Jacobi equation (3.20a) becomes

\[F_{\xi} \delta \eta^j_{\xi} = -F_{\xi} \bar{\eta}^j, \tag{3.22}\]

where we have defined the operator

\[F_{\xi} u^j \equiv e^{2\phi} e^{-(x^1+ix^2)\xi} J \left( e^{(x^1+ix^2)\xi} u^j \right), \tag{3.23a}\]

\[= \hat{D}_{\varepsilon k}^2 u^j + \sum_{k=3}^d e^{2\phi} Q^j_{k} u^k + \xi \left[ (\partial_1 + i \partial_2) u^j - 2 \sum_{k=3}^d (\omega_{1k}^j + i \omega_{2k}^j) u^k \right]. \tag{3.23b}\]

Note in particular that \( F \) is a uniformly elliptic operator, and that the right-hand side of (3.22) vanishes in the exterior region \( \Omega_x \equiv \Phi(\Omega_y) \) (since \( \bar{\eta}^j \) is constant and both \( Q^j_{j} \) and \( \omega_{alpha}^j \) vanish there). The equation (3.22) with boundary condition \( \delta \eta^j_{\xi}(x) \to 0 \) at large \( x^a \) is therefore an elliptic Dirichlet problem, which can be solved uniquely (assuming nondegeneracy of \( F_{\xi} \), which follows from the nondegeneracy of \( J \)) by integrating against the Dirichlet Green’s function of \( F_{\xi} 

\[\delta \eta^j_{\xi}(x) = - \int \sum_{k=3}^d G^j_{k}(x, x') F_{\xi} \hat{\eta}^k_{\xi}(x') \, d^2 x', \tag{3.24}\]
where the \( G^{i,k}(x, x') \) satisfy

\[
\hat{D}_{gE}^{2}G^{i,k}(x, x') + \sum_{n=3}^{d} e^{2\phi(x)}Q_{n}^{j}(x)G^{i,n,k}(x, x')
+ \xi \left[ (\partial_{1} + i \partial_{2}) G^{i,k}(x, x') - 2 \sum_{n=3}^{d} (\omega_{1n}^{j}(x) + i \omega_{2n}^{j}(x)) G^{i,k}(x, x') \right] = \delta(x, x') \delta^{i,k} \quad (3.25)
\]

with all derivatives acting on the first argument of \( G^{i,k}(x, x') \), and with \( G^{i,k}(x, x') \) vanishing at large \( x - x' \). Note that here we are assuming the existence and uniqueness of \( G^{i,k}(x, x') \), which seems quite reasonable to us on physical grounds; nevertheless, it is for this reason that we call our result an argument rather than a proof. Proceeding under this assumption, (3.24) shows existence and uniqueness of a solution to (3.20), and therefore to (3.17). In fact, because the operator \( F_{\xi} \) is a flat-space Laplacian plus lower-derivative correction terms, we expect that the asymptotic falloff of \( G^{i,k}(x, x') \) should be exponential; such a falloff is more than sufficient to ensure that for each \( j = 3, \ldots, d \), the norm\(^9\)

\[
\left\| \delta \eta_{\xi}^{j} \right\|_{L^{2}(\Omega_{x})} = \left\| e^{-(x^{1}+ix^{2})\xi} \eta_{\xi}^{j}(x) - \bar{\eta}^{j} \right\|_{L^{2}(\Omega_{x})} \quad (3.26)
\]

exists (where the norm is the usual \( L^{2} \) norm taken over the exterior region \( \Omega_{x} \) in the \((x^{1}, x^{2})\) plane). Moreover, this norm vanishes as \( |\xi| \to \infty \), which can be seen by noting that in the exterior region \( \Omega_{x} \), the equation (3.22) becomes simply

\[
D_{gE}^{2} \delta \eta_{\xi}^{j} + \xi (\partial_{1} + i \partial_{2}) \delta \eta_{\xi}^{j} = 0, \quad (3.27)
\]

with \( D_{gE}^{2} = \partial_{1}^{2} + \partial_{2}^{2} \) just the usual flat-space Laplacian. In the limit \( |\xi| \to \infty \), this equation is dominated by the first-derivative terms, which require that \( \partial_{\alpha} \delta \eta_{\xi}^{j} \to 0 \). But since \( \delta \eta_{\xi}^{j} \to 0 \) asymptotically, the vanishing of its derivatives implies the vanishing of \( \delta \eta_{\xi}^{j} \) as well. We therefore conclude that

\[
\left\| e^{-(x^{1}+ix^{2})\xi} \eta_{\xi}^{j}(x) - \bar{\eta}^{j} \right\|_{L^{2}(\Omega_{x})} \to 0 \quad \text{as} \quad |\xi| \to \infty. \quad (3.28)
\]

It is worth pausing to make a brief remark on the interpretation of this statement. In the exterior region \( \Omega_{x} \), (3.20a) are just \((d - 2)\) decoupled Laplace equations, which can all be solved subject to the boundary condition (3.20b) by simply setting \( \eta_{\xi}^{j}(x) = \bar{\eta}^{j} e^{(x^{1}+ix^{2})\xi} \) everywhere. However, the presence of the potential and connection coefficients in the interior region \( \Phi(\psi(\Sigma)) \) perturbs these Laplace equations in some nontrivial way, so the solution to the problem (3.20) on the whole plane is corrected away from the pure exponential behavior.

\(^9\)The asymptotic statements made in [48] actually used an \( L^{2}_{1,4} \) norm; our argument here is not sufficiently precise to make this distinction relevant, so we just use the usual \( L^{2} \) norm for simplicity.

\(^{10}\)In principle each derivative could instead be \( O(\xi) \), so each term in (3.27) would be \( O(\xi^{2}) \) thereby allowing for some cancellation, but we expect that the Dirichlet boundary conditions on \( \delta \eta_{\xi}^{j} \) must impose that the (unique) solution \( \delta \eta_{\xi}^{j} \) should have vanishing derivatives at large \( x^{\alpha} \), excluding such behavior.
form $\bar{\eta}_j e^{(x^1 + ix^2)\xi}$; the object $\delta\eta_j^i$ is precisely this correction. The behavior (3.28) is simply the statement that as $|\xi|$ grows, the asymptotic exponential behavior $e^{(x^1 + ix^2)\xi}$ becomes sufficiently dominant over any perturbations in $\Phi(\psi(\Sigma))$ that the correction $\delta\eta_j^i$ vanishes in $\Omega_x$.

We have therefore argued that the exterior boundary-value problem (3.17) has a unique solution for each $\xi$, and moreover from (3.28) we have that in terms of the $L^2$ norm in the exterior region $\Omega_y$ of the $(y^1, y^2)$ plane, this solution obeys (for each $j$)

$$\left\| e^{-(x^1(y) + ix^2(y))\xi} \eta_j^i(y) - \bar{\eta}_j^i \right\|_{L^2(\Omega_y)} \to 0 \text{ as } |\xi| \to \infty,$$

(3.29)

where $x^\alpha(y)$ are the unique isothermal coordinates introduced above. As in the proof of Proposition 2.3 of [48], we may now use this result to conclude that given two metrics $g_1, g_2$ with the same boundary data, we may find a shared set of isothermal coordinates $x^\alpha$ in which both metrics take the form (2.3) without spoiling the agreement of their boundary data. To do so, first put both metrics (and the corresponding connection coefficients and potentials) into the shared $\{y^\alpha\}$ coordinates via the map $\phi$, and extend both of these metrics to all of $\mathbb{R}^2$ as described above. Because by construction this extension is the same for both metrics, and because the Cauchy data of these metric is assumed to agree (in the $\{y^\alpha\}$ coordinates), the exterior problem (3.17) is the same for both metrics as well. Since we argued that the solution to the exterior boundary problem is unique, it must be the same for both metrics; we denote this solution by $\eta_j^i$. Now consider the two sets $\{x^\alpha_1\}, \{x^\alpha_2\}$ of unique isothermal coordinates corresponding to these two metrics. The asymptotic behavior (3.29) must hold in both of these coordinates, and therefore by the triangle inequality we must also have for each $j$

$$\left\| e^{-(x^1_1(y) + ix^2_1(y))\xi} \eta_j^i(y) - e^{-(x^1_2(y) + ix^2_2(y))\xi} \eta_j^i(y) \right\|_{L^2(\Omega_y)} \to 0 \text{ as } |\xi| \to \infty,$$

(3.30a)

or

$$\left\| e^{-(\Delta x^1(y) + i\Delta x^2(y))\xi - 1} \right\|_{L^2(\Omega_y)} \to 0 \text{ as } |\xi| \to \infty,$$

(3.30b)

where we have defined $\Delta x^\alpha(y) \equiv x^\alpha_1(y) - x^\alpha_2(y)$. Now proceed by contradiction: assume that $\Delta x^1(y) > 0$ at some point $y_0 \in \Omega_y$. This implies by continuity that $\Delta x^1(y) > 0$ in some neighborhood of $y_0$; thus taking $\xi = -c$ for some real $c$, we have

$$\left| e^{-(\Delta x^1(y) + i\Delta x^2(y))\xi - 1} \right| = \left| e^{-(\Delta x^1(y) + i\Delta x^2(y))c - 1} \right| \to \infty \text{ as } c \to \infty.$$

(3.31)

This clearly violates the behavior (3.30b). Analogous arguments therefore imply that $\Delta x^\alpha(y) = 0$ for all $y \in \Omega_y$, thus establishing that the isothermal coordinate systems $x^\alpha_1, x^\alpha_2$ must agree everywhere in the exterior region $\Omega_y$. In particular, this includes the boundary $\partial \Omega_y = \partial \psi(\Sigma)$. (It is for this reason that $\Sigma$ was taken to be a topological disk: if it were not, then $\Omega_y$ would have more than one connected component, and we would only be able to conclude that the $x^\alpha_1(y)$ and $x^\alpha_2(y)$ agree in the component of $\Omega_y$ containing the asymptotic region of the $\mathbb{R}^2$.)

As desired, we consequently find that there exists a set of isothermal coordinates on $\Sigma$ in which both metrics $g_1, g_2$ take the form (2.3) and in which their boundary data agree. The
upshot, and the key result of this section, is therefore that there exists a preferred coordinate system \( \{x^\alpha\} \) on \( \Sigma \) which is fixed only by boundary data, and therefore we can endow all of \( M \) with a unique coordinate system \( \{x^\alpha, \lambda^i\} \) in which the induced metric on each \( \Sigma(\lambda^i) \) takes the form (2.3). Moreover, the conformal factors \( \phi_1, \phi_2 \) of the corresponding metrics must agree at \( \partial \Phi(\psi(\Sigma)) \), since they are obtained from the metric components \( g_{\alpha\beta}|_{\partial \psi(\Sigma)} \) in the \( \{y^\alpha\} \) coordinate system, which as we discussed above must match.

For future reference, let us note some useful results regarding the relationship between the metric components \( g_{\mu\nu} \) and inverse metric components \( g^{\mu\nu} \) in these preferred coordinates. To do so, let us write the components \( g_{\mu\nu} \) as a matrix in block-diagonal form:

\[
g = \begin{pmatrix} e^{2\phi}I & B \\ B^T & C \end{pmatrix}, \tag{3.32} \]

where \( I \) is the \( 2 \times 2 \) identity matrix, \( B \) is the \( 2 \times (d-2) \) matrix with components \( g_{\alpha i} \), and \( C \) is the \( (d-2) \times (d-2) \) matrix with components \( g_{ij} \). The blockwise inversion of \( g_{\mu\nu} \) then yields

\[
g^{-1} = \begin{pmatrix} e^{-2\phi}I + e^{-4\phi}B(C - e^{-2\phi}B^T B)^{-1}B^T & -e^{-2\phi}B(C - e^{-2\phi}B^T B)^{-1} \\ -e^{-2\phi}(C - e^{-2\phi}B^T B)^{-1}B^T & (C - e^{-2\phi}B^T B)^{-1} \end{pmatrix}, \tag{3.33a} \]

\[
\equiv \begin{pmatrix} \tilde{A} & \tilde{B} \\ \tilde{B}^T & \tilde{C} \end{pmatrix}, \tag{3.33b} \]

where we have defined \( \tilde{A} \) as the \( 2 \times 2 \) matrix with components \( g^{\alpha\beta} \), \( \tilde{B} \) as the \( 2 \times (d-2) \) matrix with components \( g^{\alpha i} \), and \( \tilde{C} \) as the \( (d-2) \times (d-2) \) matrix with components \( g^{ij} \). We now immediately notice two features: (i) \( \tilde{C} \) is manifestly invertible, and (ii) \( \tilde{B} = -e^{-2\phi}\tilde{B}\tilde{C}^{-1} \), and therefore \( B = -e^{2\phi}\tilde{B}\tilde{C}^{-1} \). This latter statement implies that the metric components \( g_{\alpha i} \) are related to the inverse metric components \( g^{ij}, g^{\alpha i} \) as

\[
g_{\alpha i} = e^{2\phi}f_{\alpha i}(g^{\alpha i}, g^{ij}), \tag{3.34} \]

where \( f_{\alpha i} \) are known functions. This observation will later be useful in proving uniqueness of the conformal factor \( \phi \).

### 3.4 The \( g^{ij} \)

Having established the existence of the preferred coordinate system \( \{x^\alpha, \lambda^i\} \), we may begin to prove the uniqueness of the metric by proving uniqueness of its components in this coordinate system. We begin by proving uniqueness of the normal metric components \( g^{ij} \), which relies crucially on a theorem of [56].

To proceed, consider two metrics \( g_A, A = 1, 2 \) on \( M \), and consider a particular slice \( \Sigma \) of the foliation \( \Sigma(\lambda^i) \) and work in the shared isothermal coordinates \( \{x^\alpha\} \) on that slice. As discussed in Section 3.2, let us also introduce two bases \( \{(n^1_A)_a\} \) of the normal bundle of \( \Sigma \) such that \( (n^1_1)_a|_{\partial \Sigma} = (n^1_2)_a|_{\partial \Sigma} \) and in which the components of the inverse metric are
equal: \((g_1)^{ab}(n_1^i)_a(n_1^j)_b = (g_2)^{ab}(n_2^j)_a(n_2^j)_b \equiv P^{ij}\) (it's worth nothing that we do not decorate \(P^{ij}\) with an overline because here it need not be constant, in contrast with the previous section). Now, in the isothermal coordinates, the respective Jacobi operators \(J_A\) are given by

\[
J_A\eta^i = -e^{-2\phi_A}(\bar{D}_{g_E})^\dagger_A \bar{D}_A\eta^i + \sum_{j=3}^d (QA)^j (QA)^j \eta^j, \tag{3.35}
\]

where \(\phi_A\) are the conformal factors of \(g_A\) in the coordinates (2.3), \(\bar{D}_A\) is the covariant derivative defined as in (3.2) with connection coefficients \(\omega_A\alpha^i\), and \((\bar{D}_{g_E})^\dagger_A\) is the adjoint of \(\bar{D}_A\) with respect to the inner product (3.5) with the induced metric on \(\Sigma\) just the flat metric, \(\sigma_{\alpha\beta} = \delta_{\alpha\beta}\), and the metric on the normal bundle \(P^{ij}\). We emphasize that this inner product is the same for both metrics \(g_A\). Now, consider the conformally rescaled Jacobi operator

\[
\bar{J}_A\eta^i \equiv e^{2\phi_A} J_A\eta^i = -(\bar{D}_{g_E})^\dagger_A \bar{D}_A\eta^i + \sum_{j=3}^d e^{2\phi_A}(QA)^j \eta^j; \tag{3.36}
\]

it is easy to see from the conformal transformation properties of the normal vector \(N^a\) that the Cauchy data of \(J_A\) is the same as the Cauchy data of \(\bar{J}_A\). Since the Cauchy data of \(J_A\) agree, i.e. \(C_{J_1} = C_{J_2}\), we therefore also have that the Cauchy data of \(\bar{J}_A\) agree.

Now we invoke the theorem of [56]: since the operators \(\bar{J}_1\) and \(\bar{J}_2\) have the same Cauchy data, they are the same up to gauge\(^{11}\). That is, there must exist some \(R^i_j\) such that

\[
R^i_j|_{\partial\Sigma} = \delta^i_j, \tag{3.37a}
\]

\[
P^{ij} = \sum_{k,n=3}^d R^i_k R^j_n P^{kn}, \tag{3.37b}
\]

\[
e^{2\phi_1}(Q_1)^{ij} = \sum_{k,n=3}^d R^i_k R^j_n e^{2\phi_2}(Q_2)^{kn}, \tag{3.37c}
\]

\[
(\omega_1)^{ij} = \sum_{k,n=3}^d R^i_k \left( (R^j_n(\omega_2)_\alpha)_{kn} + P^{kn}\partial_\alpha R^j_n \right). \tag{3.37d}
\]

Now, recall that by construction the coordinate vectors \((\partial_{\lambda^i})^a\) are deviation vector fields along the foliation of extremal surfaces \(\Sigma(\lambda^i)\), and they must therefore obey the Jacobi equations \(\bar{J}_A(\partial_{\lambda^i}) = 0\) for both metrics. But from (3.37) it follows that any two solutions \((\eta_A)^i\)

\(^{11}\)Some caveats are in order: strictly speaking, the theorem of [56] says to consider two operators \(D_1^1D_1 + V_1^2D_2 + V_2\) acting on a complex vector bundle with Hermitian inner product over a Riemann surface; if these operators have the same Cauchy data, then the connections \(D_1^1\) and \(D_1^2\) and the potentials \(V_1^1\) and \(V_2\) are related by a gauge transformation. The vector bundle in our case is the normal bundle of \(\Sigma\), which is real, not complex; this does not affect the results of [56]. Perhaps more concerningly, the inner product (3.5) we use is not Hermitian due to the indefinite sign of \(P^{ij}\) (since we are working in a Lorentzian setting); fortunately, this lack of Hermiticity also does not affect the proof of the theorem [73].
to \( \tilde{J}_{A}(\eta_{A})^{i} = 0 \) with the same boundary conditions must also be related by

\[
(\eta_{1})^{i} = \sum_{j=3}^{d} R_{j}^{i}(\eta_{2})^{j},
\]

and consequently (since the components of the \((\partial_{\lambda^{i}})^{a}\) must be such solutions) that for all \( i, j = 3, \ldots, d \),

\[
(\partial_{\lambda^{i}})^{a}(n_{1}^{j})_{a} = \sum_{k=3}^{d} R_{j}^{i}(\partial_{\lambda^{i}})^{a}(n_{2}^{k})_{a}.
\]

Since the \((\partial_{\lambda^{i}})^{a}\) are linearly independent, it thus follows that the bases \{(n_{1}^{i})_{a}\} are related by

\[
(n_{1}^{i})_{a} = \sum_{k=3}^{d} R_{j}^{i}(n_{2}^{j})_{a}.
\]

This equation together with (3.37b) implies that we may transform the basis \{(n_{2}^{i})_{a}\} into the basis \{(n_{1}^{i})_{a}\} without changing the components \(P^{ij}\) of the metric on the normal bundle; that is, for any \{(n_{1}^{i})_{a}\}, we have

\[
(g_{1})^{ab}(n_{1}^{i})_{a}(n_{1}^{j})_{b} = (g_{2})^{ab}(n_{1}^{i})_{a}(n_{1}^{j})_{b}.
\]

This shows that the normal components of the inverse metric are unique: \(P_{b}^{a}P_{d}^{c}(g_{1})^{cd} = P_{b}^{a}P_{d}^{c}(g_{2})^{cd}\) if the boundary data of \(g_{1}\) and \(g_{2}\) agree. In particular, taking \{(n_{1}^{i})_{a}\} = \{(d\lambda^{i})_{a}\}, the normal components of the inverse metrics in the coordinate system \{x^{a}, \lambda^{i}\} match: \((g_{1})^{ij} = (g_{2})^{ij}\).

### 3.5 The \(g^{\alpha i}\)

The fact that the normal components of the metric are fixed by boundary data can be exploited to fix the off-diagonal components \(g^{\alpha i}\) as well. To do so, consider deforming the foliation \(\Sigma(\lambda^{i})\) to a one-parameter family of foliations of extremal surfaces \(\Sigma(s; \lambda^{i})\) parametrized by \(s\), as shown in Figure 3 (we rename the parameters of the new foliation to \(\lambda_{s}^{i}\) to keep them distinct from the original parameters \(\lambda^{i}\), but we are imagining that for fixed \(\lambda^{i}\), the surface \(\Sigma(\lambda^{i})\) is modified to the surface \(\Sigma(s; \lambda_{s}^{i} = \lambda_{i})\)). This family of deformations is generated by a one-parameter group of diffeomorphisms \(\psi_{s} : M \to M\) with the property that \(\psi_{s}(\Sigma(\lambda^{i})) = \Sigma(s; \lambda_{s}^{i} = \lambda_{i})\). These diffeomorphisms are not uniquely determined because any point on \(\Sigma(\lambda^{i})\) may be mapped to any point on \(\Sigma(s; \lambda^{i})\). However, this freedom may be eliminated by recalling that both \(\Sigma(\lambda^{i})\) and \(\Sigma(s; \lambda_{s}^{i})\) admit unique isothermal coordinates \(\{x^{a}\}\) and \(\{x_{s}^{a}\}\); we may therefore fix the residual freedom in the one-parameter family of diffeomorphisms by requiring that \(\psi_{s}\) map the point \(p \in \Sigma(\lambda^{i})\) to the point \(p_{s} \in \Sigma(s; \lambda^{i})\) with the same isothermal coordinates as \(p\).

The group of diffeomorphisms \(\psi_{s}\) is generated by a vector field \(\eta^{a} = (\partial_{s})^{a}\), which when restricted to each \(\Sigma(\lambda^{i})\) for fixed \(\lambda^{i}\) can be interpreted as the deviation vector field along
Figure 6. Here we show a particular extremal surface $\Sigma_\ast$ along with an arbitrarily chosen point $p_\ast$ on it. The Jacobi operator $J$ on $\Sigma_\ast$ is known from boundary data, so we may construct the linearization of the family $\Sigma(s;\lambda_i^\ast)$ about $s = 0$ by solving the Jacobi equation on $\Sigma_\ast$. Specifically, solving it only on the subdomain $B$ whose boundary passes through $p_\ast$, subject to any inhomogeneous Dirichlet boundary conditions that satisfy $\eta^i = 0$ at $p_\ast$, gives us a family $\Sigma(s;\lambda_i^\ast)$ which leaves $p_\ast$ fixed to first order in $s$.

the one-parameter family of surfaces $\Sigma(s;\lambda^i = \text{fixed})$ obtained by varying $s$. Moreover, since both $\{\lambda^i, x^\alpha\}$ and $\{\lambda_i^\ast, x_i^\alpha\}$ are good coordinates on $M$, the components of $\eta^a$ give the linearized transformation between these two coordinate systems: for each point $p \in M$, we have

$$
\lambda_i^\ast(p) = \lambda^i(p) + s\eta^i(p) + O(s^2), \quad x_I^\alpha(p) = x^\alpha(p) + s\eta^\alpha(p) + O(s^2). \quad (3.42)
$$

Next, let us consider a particular surface $\Sigma_\ast \equiv \Sigma_\ast(\lambda_i^\ast)$, where $\lambda_i^\ast$ is a fixed choice of parameters, and consider a point $p_\ast$ on this surface; we will show that the off-diagonal metric components are unique at $p_\ast$ (and therefore everywhere, since $p_\ast$ and $\Sigma_\ast$ were arbitrary). To accomplish this goal, let us choose the family of foliations $\Sigma(s;\lambda_i^\ast)$ such that $p_\ast$ remains fixed on $\Sigma(s;\lambda^i)$ “to first order” in the sense that $\eta^i(p_\ast) = 0$. A deviation vector field obeying this property can always be found by solving the Jacobi equation on a subset of $\Sigma_\ast$ subject to appropriate boundary conditions. For instance, consider the subdomain $B \subset \Sigma_\ast$ shown in Figure 6, whose boundary $\partial B$ consists of a portion $\partial B_{\text{bndry}} \subset \partial \Sigma_\ast$ which lies on the boundary of $\Sigma_\ast$ as well as a portion $\partial B_{\text{bulk}}$ which runs through $\Sigma_\ast$ and contains the point $p_\ast$. Since the Jacobi operator (3.36) can be obtained from boundary data, we may then solve the equation $J\eta^i = 0$ everywhere in $B$ subject to boundary conditions that fix the $\eta^i$ to be any specified functions on $\partial B$, as long as $\eta^i = 0$ at $p_\ast$. This boundary-value problem has a unique solution, and thus by construction provides us with a deviation vector $\eta^i$ which vanishes at $p_\ast$ (technically this construction provides us with a deviation vector only on $B$, but the solution can be extended to one on all of $\Sigma_\ast$ by appropriately fixing $\eta^i$ at the remaining portion $\partial \Sigma_\ast \setminus \partial B_{\text{bndry}}$ of the boundary). Note that there is a substantial amount of freedom in this construction: both $B$ and $\eta^i$ on $\partial B$ are arbitrary, except for the condition that $\partial B$ contain $p_\ast$ and that $\eta^i = 0$ there.

Now we may obtain the off-diagonal components of the metric. To do so, consider the normal metric components $g_{ij}^\ast \equiv g^{ab}(d\lambda_i^\ast)_a(d\lambda_j^\ast)_b$ associated to each foliation $\Sigma(s;\lambda_i^\ast)$; these are computable for each $s$ from boundary data by the procedure of Section 3.4. Using (3.42),
we have \((d\lambda^i)_{\alpha} = (d\lambda^i)_\alpha + s\partial_\alpha \eta^i + \mathcal{O}(s^2)\), and thus

\[
g_s^{ij}(x_s^\mu(p_s)) = g^{ij}(x_s^\mu(p_s)) + 2sg^{a(i}\partial_\alpha \eta^j)]|_{p_s} + \mathcal{O}(s^2),
\]

\[
= g^{ij}(x_s^\mu(p_s)) + s \sum_{\mu=1}^d \left[ \eta^\mu\partial_\mu g^{ij} + 2g^{\alpha(i}\partial_\alpha \eta^j) \right]|_{p_s} + \mathcal{O}(s^2).
\]

We therefore find

\[
G^{ij} \equiv \frac{d}{ds} g_s^{ij}(p_s) \bigg|_{s=0} - 2 \sum_{k=3}^d g^{k(i}\partial_k \eta^j)]|_{p_s} = \sum_{\alpha=1}^2 \left[ \eta^\alpha \partial_\alpha g^{ij} + 2g^{\alpha(i}\partial_\alpha \eta^j) \right]|_{p_s},
\]

where we used the fact that by construction \(\eta^i = 0\) at \(p_s\). This system of equations highlights the fact that the normal metric components \(g_s^{ij}\) in the perturbed foliation are given by an appropriate “mixing” of the normal and off-diagonal metric components \(g^{ij}, g^{\alpha i}\) of the original foliation. In particular, from Section 3.4 the metric components \(g_s^{ij}\) are uniquely determined by boundary data, and therefore so is their derivative. Since the components \(\eta^i\) are known by construction, (3.44) relates the unknown objects \(\eta^\alpha, g^{\alpha i}\) to the known quantities \(\eta^i, g^{ij}\), and \(dg_s^{ij}/ds|_{s=0}\). For this reason, we isolated all known objects into the \(G^{ij}\), and all unknowns are on the right-hand side of (3.44).

Equation (3.44) is in fact a system of linear, algebraic equations in the unknowns \(\eta^\alpha\) and \(g^{\alpha i}\), and thus one might hope to be able to easily invert it to prove the uniqueness of the \(g^{\alpha i}\). To assess whether or not this is possible, it is worth pausing to do some basic accounting of equations and unknowns. In \(d\) dimensions, there are \(2(d-2)\) off-diagonal metric components \(g^{\alpha i}\) and two unknown components \(\eta^\alpha\), for a total of \(2(d-1)\) unknown quantities. On the other hand, since there are \((d-2)\) directions orthogonal to \(\Sigma_s\) and \(g^{ij}\) is symmetric, (3.44) is a system of \((d-1)(d-2)/2\) linear equations. Therefore, for \(d \geq 6\) the number of unknowns does not exceed the number of equations, and one would expect that (3.44) are sufficient to conclude that the \(g^{\alpha i}\) are uniquely fixed by boundary data\(^\text{12}\).

On the other hand, for \(d \leq 5\) one might be concerned that the system of equations (3.44) cannot be inverted to conclude that \(g^{\alpha i}\) are unique. However, here we note that (3.44) must hold for any possible choice of \(\eta^i\) satisfying the Jacobi equation (and \(\eta^i(p_s) = 0\)). As discussed above, there is a large amount of freedom in this choice, and this additional freedom can be used to obtain more independent equations for the \(g^{\alpha i}\). In particular, if we think of a deformed family \(\Sigma(s; \lambda_s^i)\) as a way of “tilting” the \(\Sigma(\lambda^i)\), then we may obtain as many “independent” families as there are ways of “tilting” \(\Sigma_s\) about \(p_s\). Since a tilt is just a rotation that mixes a direction normal to \(\Sigma_s\) and one tangent to it, there are \(2(d-2)\) independent ways of tilting \(\Sigma_s\) about \(p_s\), with each one giving rise to a version of (3.44). The total number of such equations is then \(2(d-2) \times (d-1)(d-2)/2 = (d-1)(d-2)^2\), while the total number of unknowns

\(^{12}\)For \(d > 6\), the system is overconstrained, since there are more equations than unknowns, and one might be concerned that no solutions exists at all. But recall that here our goal is to prove uniqueness: that is, we assume at least one metric satisfying (3.34) exists, and prove that it is unique. An overconstrained system is no obstacle to this approach.
consists of the $2(d - 2)$ components $g^{\alpha i}$ in addition to the two unknown components $\eta^\alpha$ of the deviation vector for each of the $2(d - 2)$ tilts, for a total of $6(d - 2)$. We thus see that for $d \geq 4$ there are no more equations than unknowns, and we expect that the $g^{\alpha i}$ will be uniquely determined by known quantities. In the case $d = 3$, however, there are six unknowns but only two equations (from the two independent ways of tilting a two-dimensional surface in three ambient dimensions), so this straightforward method cannot be sufficient to uniquely fix the $g^{\alpha i}$. Indeed, the $d = 3$ case (in Riemannian signature) was precisely the subject of [48], which required a substantial amount of extra work to prove uniqueness of the off-diagonal terms\textsuperscript{13}. Fortunately, here we are only interested in the case $d \geq 4$, and so we may proceed using only (3.44).

To make the above intuition precise, note that the $2(d - 2)$ “independent tilts about $p_*$” to which we referred are just the $2(d - 2)$ independent objects $\partial_\alpha \eta_i$ at $p_*$ which appear as coefficients of the $g^{\alpha i}$ in (3.44). To control these components, we construct the perturbations $\eta^i$ as follows. For a given point $p_*$, take the domain $B$ described above to be bounded within $\Sigma$, by lines of constant $x^1 = x^1(p_*)$ and $x^2 = x^2(p_*)$, so that $p_*$ lies on a “corner” of $B$ as shown in Figure 7. Since we may specify the components $\eta^i$ arbitrarily on $\partial B$ (subject to the condition $\eta^i = 0$ at $p_*$), we may choose all but one component of $\eta^i$ to vanish on $\partial B$ in a neighborhood of $p_*$, with the remaining component (say $\eta^d$ for simplicity) behaving like $\eta^d|_{x^1 = x^1(p_*)} = 0$ and $\eta^d|_{x^2 = x^2(p_*)} \propto (x^1 - x^1(p_*))$ in a neighborhood of $B$ (the behavior of $\eta^i$ on $\partial B$ away from $p_*$ is arbitrary). Solving the Jacobi equation on $B$ subject to these boundary conditions, we obtain a perturbation with $\partial_i \eta^d \neq 0$ at $p_*$ but with all other $\partial_\alpha \eta^i$ vanishing there. Constructing such solutions for different choices of boundary conditions near $p_*$, we may therefore construct $2(d - 2)$ deformations $\eta^I_i$ (with $I = 1, \ldots, 2(d - 2)$ indexing the different perturbations) such that for each $I$, precisely one of the objects $\partial_\alpha \eta^I_i|_{p_*}$ is nonzero. The equations (3.44) then yield the $(d - 1)(d - 2)^2$ equations

$$G^{ij}_I = \sum_{\alpha = 1}^{2} \left[ \eta^\alpha \partial_\alpha g^{ij} + 2g^{\alpha(i} \partial_\alpha \eta^j_I) \right] \bigg|_{p_*} \quad \forall i, j = 3, \ldots, d \quad \text{and} \quad \forall I = 1, \ldots, 2(d - 2). \quad (3.45)$$

Crucially, because of the way we’ve constructed the perturbations $\eta^I_i$, in each equation above (i.e. for each $i$, $j$, $I$) no more than a single off-diagonal metric component appears. In fact, $(d - 2)$ of the equations corresponding to each $I$ contain precisely one off-diagonal metric component, while the other $(d - 2)(d - 3)/2$ contain none. Now, write (3.45) schematically

\textsuperscript{13}To prove uniqueness of the $g^{\alpha i}$, [48] needed to use the fact that $\{x^\alpha\}$ and $\{x^\alpha_\}$ are isothermal coordinates in order to derive expressions for the deviation vector components $\eta^\alpha$. These expressions take the form of integrals of objects containing $g^{\alpha i}$ and $\phi$ against Green’s functions; then when inserted back into (3.44), one obtains two independent nonlinear \textit{integral} equations for $g^{\alpha i}$ and $\phi$. Using an additional equation for $\phi$, which is essentially the $d = 3$ case of (3.50) below, then allows one to conclude uniqueness of the $g^{\alpha i}$. This approach is formidable, and requires several additional assumptions on $M$ and $\Sigma(\lambda')$ which we did not need to make here.
Figure 7. By choosing the domain \( B \) on which we solve the Jacobi equation to be bounded by lines of fixed isothermal coordinates \( x^1, x^2 \) which meet at \( p_* \), we may construct \( 2(d-2) \) deviation vector fields \( \eta^i \) such that for each one, precisely one of the objects \( \partial_\alpha \eta^i \) is nonzero at \( p_* \).

in terms of super-indices \( \mathcal{I}, \mathcal{J} \) as

\[
\sum_{\mathcal{J}=1}^{6(d-2)} R^\mathcal{I}_\mathcal{J}V^\mathcal{J} = G^\mathcal{I} \quad \forall \mathcal{I} = 1, \ldots, (d-1)(d-2)^2,
\]

where \( V^\mathcal{I} \) is a \( 6(d-2) \)-dimensional vector of the unknown quantities \( \eta^\mathcal{I}_\mathcal{I} \) and \( g^{\alpha i} \), \( G^\mathcal{I} \) is a \( (d-1)(d-2)^2 \)-dimensional vector of the known objects \( G^i_\mathcal{J} \), and \( R^\mathcal{I}_\mathcal{J} \) is a \( (d-1)(d-2)^2 \times 6(d-2) \) matrix of coefficients. By construction of the \( \eta^\mathcal{I}_\mathcal{I} \), \( 2(d-2)^2 \) rows of \( R^\mathcal{I}_\mathcal{J} \) contain precisely one nonzero entry corresponding to a coefficient of a \( g^{\alpha i} \) (though they may contain other entries corresponding to coefficients of \( \eta^\mathcal{I}_\mathcal{I} \)), while \( (d-2)^2(d-3) \) rows of \( R^\mathcal{I}_\mathcal{J} \) contain only zeros corresponding to coefficients of \( g^{\alpha i} \). We may then use these latter rows to row-reduce the former ones in order to eliminate any coefficients corresponding to the unknowns \( \eta^\mathcal{I}_\mathcal{I} \).

Consequently, we obtain a row-reduced form of \( R^\mathcal{I}_\mathcal{J} \) in which \( 2(d-2) \) rows contain only precisely one nonzero entry, corresponding to each of the \( g^{\alpha i} \). This guarantees that the \( g^{\alpha i} \) can be determined from the \( G^\mathcal{I} \), which are boundary data. Thus we have established that the \( g^{\alpha i} \) are uniquely fixed by boundary data.

(Note that we have only ensured that the \( g^{\alpha i} \) can be recovered; we have not discussed the \( \eta^\mathcal{I}_\mathcal{I} \) here, and indeed it is easy to see that there can be cases where the \( \eta^\mathcal{I}_\mathcal{I} \) cannot be recovered in this way, e.g. when \( \partial_\alpha g^{ij} = 0 \) at \( p_* \). Also note that in \( d > 4 \) – and even in \( d = 4 \) in these special cases – there will necessarily be redundancies in this procedure, since there are more equations than unknowns. These redundancies give rise to constraints on the \( G^{ij} \) in order for the system of equations to be consistent; this is to be expected, but as remarked in footnote 12, this is not a concern for us. Indeed, this feature is consistent with general expectations from boundary rigidity problems, which become more over-determined in higher dimensions [74].)
3.6 The Conformal Factor

To complete our proof, we must finally show that the induced metric on $\Sigma$ is uniquely fixed by boundary data; in the isothermal coordinates introduced above, this amounts to showing uniqueness of the conformal factor $\phi$. To do so, we make use of the extremality condition $K^a = 0$ of $\Sigma$, but we will additionally need to assume the existence of a smooth one-parameter foliation of extremal surfaces $\Sigma(s)$ such that $\Sigma(s = 1) = \Sigma$ and $\Sigma(s \to 0)$ degenerates to a point on $\partial M$.

To proceed, consider a vector $n^a$ normal to $\Sigma$; the extremality condition $n^a K^a = 0$ can equivalently be expressed as $\sigma^{ab} n_b = 0$. Expressing this condition in the coordinates $\{x^\alpha, \lambda^i\}$ adapted to the foliation $\Sigma(\lambda^i)$ containing $\Sigma$, and moreover choosing $n^a = (d\lambda^i)^a$ for any fixed $i$, we find that extremality requires that the Christoffel symbols of these adapted coordinates obey

$$0 = \sum_{\alpha, \beta = 1}^{2} \sigma^{\alpha \beta} \Gamma_{\alpha \beta}^i = \sum_{\alpha, \beta = 1}^{2} \sum_{\mu = 1}^{d} \sigma^{\alpha \beta} g^{i \mu} \left[ \partial_\alpha g_{\mu \beta} - \frac{1}{2} \partial_\mu g_{\alpha \beta} \right] \quad \forall i = 3, \ldots, d,$$

(3.47)

where the second equality is obtained by just using the usual formula for the Christoffel symbols. Now, the components of the induced metric in these isothermal coordinates are just $\sigma^{\alpha \beta} = g^{\alpha \beta} = e^{2\phi} \delta_{\alpha \beta}$, and thus $\sigma^{\alpha \beta} = e^{-2\phi} \delta^{\alpha \beta}$ (note that in general, $\sigma^{\alpha \beta} \neq g^{\alpha \beta}$). Using these expressions and decomposing the full sum over $\mu$ into partial sums in the normal and tangent directions to $\Sigma$, the above constraint simplifies to

$$\sum_{j = 3}^{d} g^{ij} \left[ \sum_{\alpha, \beta = 1}^{2} \delta^{\alpha \beta} \partial_\alpha g_{j \beta} - 2e^{2\phi} \partial_j \phi \right] = 0 \quad \forall i = 3, \ldots, d.$$  

(3.48)

Next, note that from (3.33), we concluded that the $(d - 2) \times (d - 2)$ matrix with entries $g^{ij}$ is invertible; this means that the free index $i$ above can be lowered by multiplying by this inverse, and we obtain

$$\sum_{\alpha, \beta = 1}^{2} \delta^{\alpha \beta} \partial_\alpha g_{i \beta} - 2e^{2\phi} \partial_i \phi = 0 \quad \forall i = 3, \ldots, d.$$  

(3.49)

Finally, using (3.34) to express the metric components $g_{\beta j}$ in terms of $\phi$ and the unique components $g^{\alpha i}, g^{ij}$, we finally obtain

$$\sum_{\alpha = 1}^{2} \left( \partial_\alpha f_{\alpha i} + 2f_{\alpha i} \partial_\alpha \phi \right) - 2 \partial_i \phi = 0 \quad \forall i = 3, \ldots, d,$$

(3.50)

where we recall that $f_{\alpha i}$ is a known function of the inverse metric components $g^{\alpha i}$ and $g^{ij}$. Since we have already established that these components are uniquely fixed by boundary data, $f_{\alpha i}$ is as well.
Equation (3.50) is sufficient to prove uniqueness of $\phi$. To see this, recall that we have assumed that one of the parameters $\lambda^i$, say $\lambda^d$, gives rise to a continuous foliation of extremal surfaces that limits to an arbitrarily small surface near $\partial M$ as $\lambda^d \to 0$. Now, fix all the $\lambda^{i \neq d} = 0$ and let $\Xi$ be the surface foliated by $\Sigma(\lambda^{i \neq d} = 0, \lambda^d)$ as $\lambda^d$ is varied; then equation (3.50) with $i = d$ is an inhomogeneous linear first-order PDE for $\phi$ on $\Xi$; since the $f_{\alpha i}$ are uniquely fixed by boundary data, this equation is unique. This equation is hyperbolic, which means in particular that as long as boundary conditions on $\partial M$ are provided, it can be evolved forward from $\lambda^d = 0$ to all of $\Xi$. But since the boundary value of $\phi$ is fixed boundary data, $\phi$ is fixed by boundary data everywhere on $\Xi$ as well. Thus $\phi$ is unique.

4 Discussion

As a standalone geometric result, the argument presented in this paper extends the work of [48] and related boundary rigidity literature to higher (co)dimension and general signature bulk geometries. Our primary interest, however, is in its application in the context of AdS/CFT, in which our result implies that the metric of an AlAdS bulk is uniquely fixed by second variations of the areas of a smooth family of two-dimensional boundary-anchored extremal surfaces. We emphasize again that, in contrast with many of the approaches to bulk metric reconstruction in the literature, our result does not assume any symmetries of the bulk geometry, and in particular applies to generic dynamical geometries. In the special case of AdS$_4$/CFT$_3$, such boundary-anchored two-dimensional extremal surfaces arise naturally from the HRT conjecture, and their areas are interpreted as entanglement entropies$^{14}$. We now comment on some limitations, generalizations, and potential future directions.

Towards an Explicit Reconstruction

The argument we have presented here is a uniqueness result: we have shown that the bulk metric (if one exists) is uniquely fixed by boundary data. Of course, it would be much more desirable to have a constructive result in the form of an algorithmic way of obtaining the bulk metric from the boundary data (which, moreover, should be tractable). What would be needed to obtain such an explicit reconstruction?

Of the four steps (outlined in Section 2.2) in our argument, two are not constructive. First, the argument that a consistent set of isothermal coordinates $\{x^\alpha\}$ exists on each $\Sigma$ is obtained by a proof by contradiction, and thus does not actually construct the coordinate system $\{x^\alpha\}$ explicitly. Second, in order to show that the normal metric components $g^{ij}$ are uniquely fixed by boundary data, we invoked the uniqueness theorem [56] to conclude that the Jacobi operator $J$ on each $\Sigma$ is fixed (up to gauge) by second area variations. On the other hand, if the coordinate system $\{x^\alpha\}$ and the $g^{ij}$ are somehow obtained explicitly, the final two steps in our argument – obtaining the off-diagonal metric components $g^{i\alpha}$ and the

$^{14}$Only when the extremal surfaces in question are the minimal-area ones homologous to the boundary regions to which they’re anchored, though see e.g. [75, 76] for holographic interpretations of non-minimal-area extremal surfaces.
conformal factor \( \phi \) – are constructive in that they require only solving a system of linear algebraic equations or a first-order hyperbolic PDE with known coefficients.

Extending our result to an explicit reconstruction therefore requires a constructive way of obtaining the \( \{ x^\alpha \} \) and of recovering the Jacobi operator from its Cauchy data. We do not give suggestions for how to accomplish the former, but extant results in the literature suggest that a solution to the latter should be possible to obtain. In particular, consider the operator \( \Delta + Q \) acting on some domain of \( \mathbb{R}^2 \), where \( \Delta \) is the usual flat-space Laplacian; it is shown in [77] that the potential \( Q \) can be explicitly reconstructed from the Cauchy data of \( \Delta + Q \). Now, in our context recall that the Jacobi operator can be written as \( \hat{D}^\dagger \hat{D} + Q \), where \( \hat{D} \) is a nontrivial connection and \( \hat{D}^\dagger \) is its adjoint with respect to the inner product (3.5). Because the connection \( \hat{D} \) is nontrivial, the result of [77] unfortunately does not allow us to recover the Jacobi operator from boundary data. However, the similarity between these two problems, and the fact that an explicit reconstruction formula does exist for the simpler operator \( \Delta + Q \), suggests to us that it should be possible to obtain an analogous reconstruction formula for operators of the form \( \hat{D}^\dagger \hat{D} + Q \) as well. Presumably such a formula would require some kind of gauge-fixing of the basis \( \{ (n^i)_a \} \), which could be enforced, for instance, by the condition

\[
(n^i)_a \cdot (\partial_{\lambda^j}) = \delta^i_j, \tag{4.1}
\]

which fixes \( (n^i)_a = (d\lambda^i)_a \). An explicit reconstruction formula for the connection \( \hat{D} \) (i.e. for the connection coefficients \( \omega_{\alpha ij} \)) in this gauge would then allow us to explicitly recover the components \( g^{ij} \) of the metric via the compatibility condition

\[
\hat{D}_\alpha g^{ij} = \partial_\alpha g^{ij} - 2 \sum_{k=3}^d \omega_{\alpha k}^{(i} g^{j)k} = 0; \tag{4.2}
\]

by Theorem 4.2 of [78] this equation has at most one solution with given boundary conditions, which can be obtained by integrating (4.2) in from the boundary along any path.

It therefore seems that obtaining a constructive version of the results in this paper is not beyond reach; we leave this as a promising direction of future work\textsuperscript{15}.

**A Diagnostic on the Existence of a Dual Geometry**

Our result relies on the uniqueness to several substantially overconstrained systems of equations (for instance, the algebraic system of equations (3.46), or the hyperbolic PDE (3.50), which can be defined on any one-parameter subfamily of the foliation \( \Sigma(\lambda^i) \)). This overdetermination is a general expectation in inverse boundary value problems: after all, the space of all possible subregions of the boundary (and hence the space of all possible boundary-anchored minimal surfaces) is much larger than the space of bulk metric components. In

\textsuperscript{15}Alternatively, it may be possible to use the tensor Radon transform to reconstruct bulk metrics from boundary data. This line of thinking seems more commonplace in tomographic applications where numerical efficiency is paramount. However, successful reconstruction using these approaches seems to rely on having chosen a reasonable background metric \textit{a priori}. 
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fact, if a constructive version of our argument can be developed, then this overdetermination suggests a way of diagnosing when a CFT state does not admit a bulk dual geometry: if any of these overdetermined systems of equations do not admit a solution, then a bulk geometry cannot exist. Indeed, a similar observation was made in [35, 36] in the context of bulk reconstruction from light-cone cuts. More generally, this question could be nontrivially related to other known constraints on what classes of CFT states are permitted to have classical bulk gravity duals, such as the entropic constraints of [79, 80].

**Maximum Bulk Depth**

Our result relies crucially on the existence of the foliation of extremal surfaces $\Sigma(\lambda^i)$ with disk topology, which in turn constrains the region $\mathcal{R}$ of the bulk to which our result applies. For instance, in a static black hole geometry, extremal surfaces anchored to a connected boundary region never enter the event horizon, and thus any such foliation $\Sigma(\lambda^i)$ cannot probe inside the black hole. If our goal is to probe the geometry in regions of strong gravity, how concerning is this observation? This question is especially relevant in light of the no-go theorem of [25], which forbids any metric reconstruction approach based on “hole-ography” from recovering the metric in any region of sufficiently strong gravity.

While it is true that a typical topologically nontrivial spacetime cannot be foliated completely by a family $\Sigma(\lambda^i)$ of the type we require, it is nevertheless the case that there exist generic examples of spacetimes in which a family $\Sigma(\lambda^i)$ can penetrate beyond the event horizon, and even past apparent horizons. For example, the extremal surfaces considered in [62–64] in Vaidya-AdS are able to penetrate both the early-time event and apparent horizons of a black hole formed from collapse, and thus we conclude that the metric in those regions is indeed uniquely fixed by boundary data (this result evades the no-go theorem of [25] because “hole-ographic” reconstructions require the existence of extremal surfaces that are tangent to arbitrarily small closed spacelike curves that degenerate to a point).

Relatedly, subregion/subregion duality also makes it natural to ask how much of the metric in the entanglement wedge $W_E[\mathcal{R}]$ of a boundary subregion $\mathcal{R}$ is ensured to be unique by our argument. In other words: how much of $W_E[\mathcal{R}]$ can be foliated by a continuous family $\Sigma(\lambda^i)$ of extremal surfaces which are anchored only to $\mathcal{R}$? Recall that the boundary $\partial W_E[\mathcal{R}]$ is generated by null congruences fired from the HRT surface $X[\mathcal{R}]$, which in a generic spacetime encounter caustics and self-intersect, leading to “cusps” in $\partial W_E[\mathcal{R}]$. Because extremal surfaces are smooth, and because the family $\Sigma(\lambda^i)$ must be continuous, generically we would expect that $W_E[\mathcal{R}]$ should always contain regions near these cusps that cannot be accessed by any family $\Sigma(\lambda^i)$ living only in $W_E[\mathcal{R}]$.

**Going Deeper?**

An interesting future direction would be to consider whether this proof method can be used to reconstruct previous “shadow” regions in the bulk via surface-state correspondence [81] and entanglement of purification [82, 83] techniques. The entanglement of purification conjecture allows us access to areas of bulk, rather than boundary, anchored minimal surfaces, while
the surface-state correspondence helps to recast these bulk-anchored minimal surfaces as boundary-anchored minimal surfaces of a transformed boundary. Combined with our results, these bulk-anchored surfaces could be used in an iterative fashion to build the metric further into the spacetime than boundary-anchored surfaces can reach, in a method complementary to the tensor network-based techniques of [30]. Even boundary-anchored surfaces can already reach past event horizons, as in the case of Vaidya spacetimes, so it is natural to ask just how far these bulk-anchored surfaces reach. Furthermore, it would be interesting to ask how multipartite and conditional entanglements of purification [84–86] can also help to probe deeper into the bulk.

**Properties of $\partial M$**

Our result is purely geometric, and applies to any geometry with finite boundary $\partial M$: in other words, whenever the aforementioned boundary data is known (including most importantly the areas of two-dimensional spacelike extremal surfaces anchored to $\partial M$), so is the metric in the region $\mathcal{R}$. Indeed, it has been suggested (though we remain agnostic on this topic) that this boundary data might be available for holographic screens in the program of generalized holography [87, 88]; if true, our result would apply.

In a related direction, because we took the boundary $\partial M$ to be a finite boundary, we interpreted our results as applying to a regulated AlAdS geometry. It would perhaps be more elegant, however, to reformulate our results in terms of renormalized (rather than merely regulated) quantities evaluated at the *bona fide* asymptotic boundary. At least in $d = 4$ it is clear how this might be done: as shown in [89], the renormalized area of a boundary-anchored two-dimensional extremal surface $\Sigma$ of disk topology can be computed by the functional

$$A_{\text{ren}}[\Sigma] = \int_{\Sigma} \left(1 + \frac{\ell^2}{2} \Sigma R\right) - 2\pi\ell^2,$$

where $\ell$ is the AdS length and $\Sigma R$ is the Ricci scalar of $\Sigma$. Since the additional term in the integral is just topological (by the Gauss-Bonnet theorem), we expect that variations of $A_{\text{ren}}$ (and therefore also of the renormalized entanglement entropy) should still yield the Cauchy data $C_J$, from which our result would still follow. It would be worth verifying in more detail that this expectation is indeed correct, as well as checking whether an analogous construction exists in more general dimension.

**More General Spacetime Emergence**

Another potentially interesting connection is with the emergent spacetime program of [90, 91]. For instance, [50, 91] provides a way to reconstruct the metric tensor of the near-flat emergent geometry using inverse tensor Radon transforms. It is natural to ask if our methods can be used to derive the metric tensor from area data but without prior knowledge of or restrictions on the background, and if this inversion can be done in a covariant way.
Higher Dimensions

Here we focused exclusively on the case of two-dimensional extremal surfaces. Restricting to two dimensions allowed us to invoke the isothermal coordinates \( \{ x^\alpha \} \), and also allowed our use of the uniqueness result \([56]\) to fix the Jacobi operator from boundary data. Of course, it is natural to ask whether the general proof technique can be extended beyond two-dimensional surfaces. The answer is unclear; besides a generalization of \([56]\), we suspect the most difficult task would be to fix a set of coordinates on the \( \Sigma(\lambda^i) \) that put the induced metric \( \sigma_{ab} \) in some fiducial form analogous to the isothermal form (2.3). We leave this investigation to future work.

Quantum Corrections

We have so far exclusively discussed the question of recovering a classical bulk geometry from boundary data. But the importance of this task in AdS/CFT stems from the fact that such a recovery should eventually lead to a way of probing quantum corrections to the bulk gravitational theory. It is worth asking, therefore, whether the approach we have followed here is amenable to a quantum generalization. To that end, first recall that under quantum corrections, the HRT prescription is modified: the entanglement entropy of a boundary region \( R \) is no longer given by the area of the bulk extremal surface \( X[R] \) homologous to \( R \), but rather by the generalized entropy of the bulk quantum extremal surface \( \mathcal{X'}[R] \) homologous to \( R \)[92],

\[
S[R] = S_{\text{gen}}[\mathcal{X}[R]] = \frac{\text{Area}[\mathcal{X}[R]]}{4G_N\hbar} + S_{\text{out}}[\mathcal{X}[R]],
\]

(4.4)

where \( \mathcal{X'}[R] \) is a stationary point of the functional \( S_{\text{gen}}[\mathcal{X}] \) and \( S_{\text{out}}[\mathcal{X}] \) is the (bulk) entropy of any quantum fields outside of \( \mathcal{X} \). The challenge in extending our results to include the quantum correction term \( S_{\text{out}}[\mathcal{X}] \) is thus to understand whether switching from classical extremal surfaces to quantum extremal surfaces spoils the uniqueness argument. In particular, we must generalize the Jacobi equation (2.1), which governs the behavior of the family of classical extremal surfaces, to a quantum version governing the behavior of a family of quantum extremal surfaces. Fortunately, this generalization is provided in \([57]\), where the quantum correction to (2.1) is shown to take the form of functional derivatives of \( S_{\text{out}} \). While a “quantum generalization” of the uniqueness theorem of \([56]\) is presumably not currently known, we expect that the precise quantum-corrected formalism of \([57]\) should provide a way of systematically tracking through these quantum corrections. We leave this as a direction of future work.
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A Area Variation Formulas

Here we compile the formulas used in the main text for first and second variations of the areas of extremal surfaces. First, let us note that for any one-parameter family of spacelike surfaces \( \Sigma(s) \), any integrated object

\[
F(s) = \int_{\Sigma(s)} f \epsilon
\]

(A.1)

(\( \epsilon \) is the natural volume form on \( \Sigma(s) \)) has derivative (see e.g. Appendix C of [89])

\[
F'(0) = \int_{\Sigma(0)} \left( \eta^a \nabla_a f + \eta_a K^a f \right) \epsilon + \int_{\partial \Sigma(0)} N_a \eta^a f \partial \epsilon,
\]

(A.2)

where \( \eta^a = (\partial_s)^a |_{s=0} \) is deviation vector along this family of surfaces, \( \eta^a_\perp \) is its component normal to \( \Sigma(0) \), \( K^a \) is the mean curvature of \( \Sigma(0) \), \( N^a \) is the unit outward-pointing normal to \( \partial \Sigma(0) \) in \( \Sigma(0) \), and \( \partial \epsilon \) is the natural volume form on \( \partial \Sigma(0) \).

Now take the \( \Sigma(s) \) to all be extremal codimension-two surfaces, so that \( K^a = 0 \), and also take \( f = 1 \), so that \( F(s) \) just computes the area of \( \Sigma(s) \). Then it is clear that a first derivative of the area is sensitive only to a boundary term,

\[
A'(0) = \int_{\partial \Sigma(0)} N_a \eta^a \partial \epsilon,
\]

(A.3)

reproducing the first area variation formula (3.6) in the main text.
To obtain a second area variation formula, consider a two-parameter family of extremal surfaces $\Sigma(s_1, s_2)$ and apply \( A.2 \) twice:

$$
\frac{\partial^2 A(s_1, s_2)}{\partial s_2 \partial s_1} \bigg|_{(s_1, s_2)=(0,0)} = \frac{\partial}{\partial s_2} \left( \left. \int_{\partial \Sigma(s_1, s_2)} N_1 \eta_1 a \partial \epsilon \right|_{(s_1, s_2)=(0,0)} \right),
$$

(A.4a)

$$
= \int_{\partial \Sigma(0,0)} \left( \eta_2 b \nabla_b (N_1 \eta_1) + (\eta_2 b) k a N_1 \eta_1 a \right) \partial \epsilon,
$$

(A.4b)

where $k a$ is the mean curvature of $\partial \Sigma(0,0)$ in $\partial M$ and without loss of generality we are taking $\eta_1^a$ and $\eta_2^a$ to be normal to $\partial \Sigma(0,0)$. Now we write the first term as

$$
\eta_2^b \nabla_a (N_0 \eta_2^b) = N^a \left[ \eta_2^b \nabla_b (\eta_1)_a + (\eta_1)_b \nabla_a \eta_2^b \right] + (\eta_1)_a \mathcal{L}_{\eta_2} N^a
$$

(A.5)

and simplify it piece-by-piece. First, note that we can decompose $\eta_1^a = \eta_{1,\perp}^a + \eta_{1,\parallel}^a$, where $\eta_{1,\perp}^a = \sigma_b a \eta_2^b$ is the component of $\eta_1^a$ tangent to $\Sigma(0,0)$; since $\eta_2^a$ is normal to $\partial \Sigma(0,0)$, we must have $\eta_{1,\parallel}^a = (N \cdot \eta_1) N^a$ at $\partial \Sigma(0,0)$. Using the same expansion for $\eta_2^a$, we have

$$
N^a (\eta_1)_b \nabla_a \eta_2^b = \left[ (\eta_{1,\perp})_b + (N \cdot \eta_1) N_0 \right] N^a \nabla_a \left[ \eta_{1,\perp}^b + \eta_{1,\parallel}^b \right],
$$

(A.6a)

$$
= (\eta_{1,\perp})_b N^a \nabla_a \eta_{1,\perp}^b + (\eta_{1,\perp})_b N^a \nabla_a \eta_{1,\parallel}^b + (N \cdot \eta_1) N_0 N^a \nabla_a \eta_2^b,
$$

(A.6b)

$$
= \sum_{i=1}^{d-2} \eta_{1,\perp}^i \nabla_a \eta_2^i - (N \cdot \eta_2) N_0 N^a \nabla_a \eta_{1,\parallel}^b + (N \cdot \eta_1) N_0 N^a \nabla_a \eta_2^b,
$$

(A.6c)

where to get to the last line we decomposed $\eta_{1,\parallel}^a$ in the basis \( \{ n^i \} \) of the normal bundle. The middle term can be simplified as

$$
N_0 N^a \nabla_a \eta_{1,\parallel}^b = N^a N_0 N^b K_{ab} (\eta_1)_c = -k^a (\eta_{1,\perp})_a,
$$

(A.7)

where we used the definition of the extrinsic curvature tensor $K_{ab}$ and the fact that

$$
N^a N_0 K_{ab} (\eta_1)_c = (\sigma_{ab} - \gamma_{ab}) K_{ab} (\eta_1)_c = (K^c - k^c) (\eta_{1,\perp})_c = -k^c (\eta_{1,\perp})_c,
$$

(A.8)

where $\gamma_{ab}$ is the induced metric on $\partial \Sigma(0,0)$ and $K^c = 0$ by extremality.

Next, to evaluate the Lie derivative term $(\eta_1)_a \mathcal{L}_{\eta_2} N^a$, we first note that the fact that $N^a$ is a unit vector implies that

$$
\mathcal{L}_{\eta_2} (N_a N_0 \gamma_{ab}) = 0 \Rightarrow N^a \mathcal{L}_{\eta_2} N_a = N^a N_0 \nabla_a (\eta_2)_b.
$$

(A.9)

The fact that $N^a$ is tangent to $\Sigma(s_1, s_2)$ implies that its Lie derivative must be as well: $\mathcal{L}_{\eta_2} N^a = \sigma_b a \mathcal{L}_{\eta_2} N_b$. Finally, the fact that $N^a$ is normal to $\partial \Sigma(s_1, s_2)$ implies that $N^a = \gamma_{ab} N_0$, where $\gamma_{ab} = \gamma_{ab} - \gamma_{ab}$ is the normal projector to $\partial \Sigma(s_1, s_2)$. Using these properties, along with the fact that the Lie derivative along the induced metric is\(^{16}\)

$$
\mathcal{L}_{\eta_2} \sigma_{ab} = -2 \sigma_{ac} \sigma_{bd} \nabla_c (\eta_2)_d, \quad \mathcal{L}_{\eta_2} \gamma_{ab} = -2 \gamma_{ac} \gamma_{bd} \nabla_c (\eta_2)_d,
$$

(10)

\(^{16}\)The Lie derivative $\mathcal{L}_{\eta_2} \sigma_{ab}$ can be computed relatively easily by realizing that the tangent space to $\Sigma$ is metric-independent, so $\sigma_{ab}$ must act as the identity on any vector tangent to $\Sigma$, and thus the Lie derivative $\mathcal{L}_{\eta_2} \sigma_{ab}$ must vanish when its lower index is projected onto $\Sigma$. Then using $\mathcal{L}_{\eta_2} \sigma_{ab} = \mathcal{L}_{\eta_2} (\sigma_{ac} \sigma_{bd} \gamma^{cd})$, one obtains the above expression. More details on this derivation will be provided in [57].
It is straightforward to show that
\[ \mathcal{L}_{\eta_2} N^a = \sigma^a_b \mathcal{L}_{\eta_2} N^b = \sigma^a_b \mathcal{L}_{\eta_2} \left( p^{bc} N_c \right) = -(\sigma_{ab} + y_{ab}) N_c \nabla^b \eta_2^i. \] (A.11)

We thus obtain
\[ (\eta_1)_a \mathcal{L}_{\eta_2} N^a = -(N \cdot \eta_1) N^a N_b \nabla_a \eta_2^b. \] (A.12)

Inserting (A.7) into (A.6c), (A.6c) and (A.12) into (A.5), and finally (A.5) into (A.4b), we finally obtain (after minor cancellations and rearrangement)
\[
\begin{aligned}
\frac{\partial^2 A(s_1, s_2)}{\partial s_2 \partial s_1} &\bigg|_{(s_1, s_2)=(0,0)} = \int_{\partial\Sigma(0,0)} \sum_{i=1}^{d-2} \eta^i N^a \hat{D}_a (\eta_2)_i \\
&+ N_a \eta_2^b \nabla_b \eta^a + 2(N \cdot \eta_1)(\eta_2)_a k^a - (N \cdot \eta_1)(N \cdot \eta_2) k_a N_a \bigg) \partial_c \xi, \quad (A.13)
\end{aligned}
\]

which is equation (3.9) quoted in the text.

**B  Boundary Values of \( \eta^i \)**

Consider the foliation of extremal surfaces \( \Sigma(\lambda^i) \); the existence of this foliation means that the parameters \( \lambda^i \) are scalars both in \( M \) and \( \partial M \); we may then introduce a basis of the normal bundle of \( \Sigma \) in \( M \) as \( (n^i)^a = (d\lambda^i)^a \), and a basis of the normal bundle of \( \partial \Sigma \) in \( \partial M \) as \( (\tilde{n}^i)^a = h^{ab}(d\lambda^i)_b \), where the tilde denotes a boundary object. The basis \( \{(\tilde{n}^i)^a\} \) is known on the boundary, and therefore for any deviation vector \( \eta^a \) on \( \Sigma \) such that \( \eta^a|_{\partial \Sigma} \) is tangent to \( \partial M \), the components \( \tilde{\eta}^i \equiv \tilde{n}^i \cdot \eta|_{\partial \Sigma} \) are as well. However, since \( \eta^a|_{\partial \Sigma} \) is tangent to the boundary, we have that
\[ \eta^i|_{\partial \Sigma} = \eta^a (d\lambda^i)_a|_{\partial \Sigma} = \eta^a h^b_a (d\lambda^i)_b|_{\partial \Sigma} = \tilde{\eta}^i, \] (B.1)

and thus with this particular choice of basis, the components \( \eta^i|_{\partial \Sigma} \) are in fact known boundary data as well. We may also show that \( g^{ij}|_{\partial \Sigma} \) are known in this basis as follows. Writing the induced metric on \( \partial M \) as
\[ h_{ab} = g_{ab}|_{\partial M} - v_a v_b \] (B.2)

(where as in the main text \( v^a \) is the unit normal to \( \partial M \) in \( M \)), we may contract this equation with \( (n^i)^a \) and \( (n^j)^b \) to obtain
\[ \tilde{g}^{ij} = g^{ij}|_{\partial \Sigma} - (v \cdot n^i)(v \cdot n^j), \] (B.3)

where \( \tilde{g}^{ij} \equiv \tilde{n}^i \cdot \tilde{n}^j = h^{ab}(n^i)^a(n^j)^b \). Now, since \( v^a \) is normal to \( \partial M \), it is also normal to \( \partial \Sigma \), and we may therefore decompose it in the basis \( \{N^a, (\tilde{n}^i)^a\} \) of the normal bundle of \( \partial \Sigma \) in \( M \).

It is straightforward to show, using the fact that \( v^a \) is a unit vector, that this decomposition takes the form
\[ v^a = \frac{1}{\sqrt{1 - h_{ab}N^aN^b}} \left[ N^a - \sum_{i,j=1}^{d-2} \tilde{g}_{ij} (\tilde{n}^i)^a \right], \] (B.4)
where $\tilde{N}^i = h_{ab} N^a (\tilde{n}^i)^b$ is known from first area variations, since such variations determine the projection $h^{a_b} N^b$. Using this decomposition to evaluate $v \cdot n^i$ in (B.3), we ultimately find

$$g^{ij} \vert_{\partial M} = \tilde{g}^{ij} + \frac{\tilde{N}^i \tilde{N}^j}{1 - h_{ab} N^a \tilde{N}^b},$$

(B.5)

which gives the promised expression for the components $g^{ij} \vert_{\partial M}$ in terms of boundary data. Inverting $g^{ij} \vert_{\partial \Sigma}$ gives $g_{ij} \vert_{\partial \Sigma}$, and it then follows in particular that the components $\eta_i \vert_{\partial \Sigma} = \sum_j g_{ij} \eta^j \vert_{\partial \Sigma}$ can also be expressed in terms of boundary data:

$$\eta_i \vert_{\partial \Sigma} = \tilde{\eta}_i - (N \cdot \eta) \tilde{N}^i,$$

(B.6)

where normal bundle indices on tilded objects are raised and lowered with $\tilde{g}_{ij}$ and $\tilde{g}^{ij}$.
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