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Abstract
In this paper, we propose a deep learning based reduced order modeling method for stochastic underground flow problems in highly heterogeneous media. We aim to utilize supervised learning to build a reduced surrogate model from the stochastic parameter space that characterizes the possible highly heterogeneous media to the solution space of a stochastic flow problem to have fast online simulations. Dominant POD modes obtained from a well-designed spectral problem in a global snapshot space are used to represent the solution of the flow problem. Due to the small dimension of the solution, the complexity of the neural network is significantly reduced. We adopt the generalized multiscale finite element method (GMsFEM), in which a set of local multiscale basis functions that can capture the heterogeneity of the media and source information are constructed to efficiently generate globally defined snapshot space. Rigorous theoretical analyses are provided and extensive numerical experiments for linear and nonlinear stochastic flow are provided to verify the superior performance of the proposed method.

1 Introduction
Many subsurface flow problems are described as stochastic partial differential equations (SPDEs) [16, 20], in which the media properties are characterized by parameters. One often needs to solve the SPDEs for a large numbers of different realizations to obtain statistics of interested quantities. In data assimilation for estimating the permeability of the porous media [5], one also needs to run the forward model with different inputs. Besides, with the advancement of geostatistical modeling techniques, the characterization of media properties can be detailed at multiply scales. As a result, even a single simulation entails large demand of CPU and memory to get high-fidelity solutions, let alone running the models repeatedly. Moreover, obtaining highly accurate solutions is not necessary in certain scenarios [33]. All these motivate the development of reduced order modeling (ROM), in which the key idea is to utilize a significantly reduced low-dimensional model to replace the original full-order model with some sacrifice of accuracy for online evaluations.

The reduced basis (RB) method [20, 31] is an efficient and powerful reduced order modeling technique within the framework of offline-online simulations. The basis idea of this method is to extract a set of reduced bases from a collection of full-order snapshots to approximate the solutions in online evaluation stages so that one only needs to solve a very small-dimensional system. There are two popular approaches in the literature for extracting the reduced bases, one is the greedy algorithm [37, 32] and another one is the proper orthogonal decomposition (POD) [20, 25, 31]. The greedy algorithm aims to select an optimal basis set from the snapshot space with an error indicator,
while the POD extracts the reduced bases utilizing the singular-value decomposition (SVD). Both methods have advantages and disadvantages; we refer [4] for a systematical comparison. Once the reduced bases are available, one can employ the Galerkin projection of the full system to the RB space to get reduced-order solutions. The success of RB method relies on the decoupling between the offline and online stage [17] and which is often difficult or even impossible for a general nonlinear problem. The empirical interpolation method (EIM) [2] and its variants [28, 3] can help deal with this issue but may still suffer from inflexibility since they are problem-dependent and intrusive.

In this work, we consider the stochastic linear and nonlinear underground flow problems in highly heterogeneous porous media. We explore approximating the input-output mapping using artificial neural networks (ANNs), which can be traced back to neurophysiology [27]. Recently, ANNs have been utilized as an effective tool to solve high-dimensional partial differential equations in applied mathematics, biology, computational physics [7, 18, 19, 29]. In [21], the authors developed a non-intrusive RB method for parametrized partial differential equations. Our method also follow the offline-online framework as the RB method. In the offline stage, we first generate a number of high-fidelity global snapshots and then well-designed spectral problems motivated by rigorous analysis are solved in the global snapshot space to obtain a set of reduced bases. This spectral problem is similar to the SVD in POD, therefore we also denote this step as POD. Then we use these reduced bases to get some reduced solutions and therefore we can utilize the neural network to obtain a mapping from the parameter space to the reduced solution space. In the online stage, the well-trained neural network is adopted to evaluate the solutions with different inputs. The dimension of the output layer equals the dimension of the RB space and therefore this NN is light-weighted and easy to train.

Although the this reduced NN is easy to train, generating the data for training the NN is nontrivial since we have to solve the flow equations with traditional methods like the finite element or finite difference. As we have mentioned before, the porous media properties often vary several orders of magnitude and one needs to use very fine mesh to describe these properties, which will inevitably lead to huge dimension linear systems to be solved. Therefore, it is quite necessary to apply some local model reduction techniques for creating the snapshots efficiently.

Typically there are two types of local model reduction techniques, one is the homogenization [41, 13] and another one is the multiscale method, which includes many variants such as multiscale finite element methods [22, 6], multiscale mortar methods [1, 40], variational multiscale methods [23], and multiscale finite volume methods [12, 26]. Among these methods the multiscale finite element method (MsFEM) and its extension, the generalized multiscale finite element method (GMsFEM), have shown impressive performance for various types of heterogeneous problems [11, 13, 14, 36, 33, 29]. The basis idea of the GMsFEM is using a representative permeability field to generate a set of multiscale basis functions that include the media’s heterogeneity information so that one can solve the problems in a relatively coarse grid. In [38], a local-global reduced order modeling method based on the GMsFEM and POD are proposed for stochastic underground flow in highly heterogeneous porous media. The combination is denoted by GMsFEM-POD method. Rigorous analysis and extensive numerical results show the impressive performance of this GMsFEM-POD for stochastic flow.

Here, we take advantage of the GMsFEM-POD method and the neural network and develop a combined method. The GMsFEM here serves to create the global snapshot space and the POD is utilized to get the RB and further generate the data for training the Neural network. We also explore the case that the source function used in generating the POD bases in offline stage is different with the source function used in online stage, which is not studied in [38]. Rich numerical examples are provided to show the performance of the proposed method. In particular, we study the influence of the number of local basis functions, the depth and width the NN on the accuracy of the method. We also compare the accuracy and efficiency of NN with the GMsFEM-POD [38] for the online valuation. Comparison of using different inputs are also investigated. Our proposed method is demonstrated to have good generalization power and high efficiency.

The paper is organized as follows. In Section 2, we review the Karhunen-Loève expansion
for characterizing the property of the porous media. GMsFEM-POD for generating the global reduced basis is described in Section 3, which contains the introduction of GMsFEM, POD and the convergence analysis of GMsFEM-POD. GMsFEM-POD based reduced neural network is presented in Section 4. Numerical simulations are shown in Section 5. We conclude the paper in Section 6.

2 Karhunen-Loève expansion

In this section, we briefly review the Karhunen-Loève (KL) expansion \[15, 30\] for characterizing the stochastic media properties. Similar to the Fourier series expansion, it aims to provide a representation of a random process using linear combination of a set of orthogonal bases. Let \((\Omega_r, \mathcal{F}, \mathbb{P})\) be a probability space. \(\kappa(x, \omega)\) is a random process defined in a compact spatial domain \(\Omega\) and we have \(\kappa(x, \omega) \in L^2(\Omega \times \Omega_r)\).

We first define the inner product and norm as,
\[
(p, q) = \int_{\Omega} pq, \quad \|p\|^2 = \int_{\Omega} |p|^2, \quad p, q \in L^2(\Omega),
\]
\[
A_\omega(p, q) = \int_{\Omega} \kappa(x, \omega) \nabla p \cdot \nabla q, \quad \|p\|^2_\omega = A_\omega(p, p), \quad p, q \in H_\kappa(\Omega),
\]
where \(H_\kappa(\Omega)\) is defined by
\[
H_\kappa(\Omega) = \{p | \int_\Omega \kappa|\nabla p|^2 < \infty\}.
\]

Suppose one has obtained a set of realizations \(\{\kappa(x, \omega_i)\}_{i=1}^{N_k}\). The covariance kernel \(C(x, y)\) is defined as follows,
\[
C(x, y) = \mathbb{E}[\langle \kappa(x, \omega) - \bar{\kappa}(x) \rangle \langle \kappa(y, \omega) - \bar{\kappa}(y) \rangle],
\]
where \(\bar{\kappa}(x) = \mathbb{E}[\kappa(x, \omega)]\). We further generate a set of eigenvalues paired with eigenfunctions \(\{\eta_i, \phi_i\}\) by using
\[
\int_{\Omega} C(x, y) \phi(y) = \eta \phi(x). \quad (1)
\]
Solving (1), one can obtain \(\{\eta_i, \phi_i\}_{i=1}^{\infty}\). Without loss of generality, suppose \(\{\eta_i\}\) is arranged in a decreasing order. Besides, \(\{\phi_i(x)\}\) is normalized in the \(L^2\) sense.

Then, we derive the KL expansion. For a specific sample permeability field \(\kappa(x, \omega)\), it can be expressed as:
\[
\kappa(x, \omega) = \bar{\kappa}(x) + \sum_{i=1}^{\infty} \sqrt{\eta_i} p_i(\omega) \phi_i(x), \quad (2)
\]
where \(p_i(\omega)\) is computed through
\[
q_i(\omega) = \frac{1}{\sqrt{\eta_i}} \langle \kappa(x, \omega) - \bar{\kappa}(x), \phi_i(x) \rangle.
\]
We remark that \(\{\eta_i\}\) are positive by the construction of \(C(x, y)\). We now are able to approximate any realization \(\kappa(x, \omega)\) using the truncated KL expansion as
\[
\kappa(x, \omega) \approx \bar{\kappa}(x) + \sum_{i=1}^{l} \sqrt{\eta_i} p_i(\omega) \phi_i(x). \quad (3)
\]
Here, eigenfunctions corresponding to the $l$ largest eigenvalues are chosen, which is determined by the error bound. In particular, once given a tolerance $\tau$, we select the smallest $l$ such that
\[ \frac{\sum_{i=1}^{l} \eta_i}{\sum_{i=1}^{\infty} \eta_i} \geq \tau. \]

3 GMsFEM-POD

In this section, we present the local-global model reduction technique (GMsFEM-POD) for the stochastic linear flow problems.

3.1 Preliminaries

We consider the following underground flow problem [5]:

\[ \begin{aligned}
& S \frac{\partial p}{\partial t} - \text{div}(\kappa(x, \omega) \nabla p) = f(t, x), & (t, x, \omega) \in (0, T) \times \Omega \times \Omega_r, \\
& p(t, x) = 0, & (t, x) \in (0, T) \times \partial \Omega, \\
& p(0, x) = g(x), & (t, x) \in \{t = 0\} \times \Omega.
\end{aligned} \]  

(4)

Here, $\Omega \in \mathbb{R}^2$ is a compact spatial domain and $\Omega_r$ is the sample space. $S$ is the specific storage which is assumed to be 1 in subsequent presentation for simplicity, $f(t, x)$ and $g(x)$ are given source term and initial function. $T$ is the final simulation time instant. $\kappa(x, \omega)$ is a random permeability field, without ambiguity, we use $\kappa := \kappa(x, \omega)$. In particular, it is a high-contrast and heterogeneous permeability field with randomness. $p := p(t, x; \omega)$ is defined to be the pressure, which is the solution of (4). We use the usual notations in Sobolev spaces such as $H^1_0(\Omega)$.

The variational formulation for the problem (4) is to find $p(t, x; \omega) \in H^1_0(\Omega)$, where $\omega$ fixed, such that

\[ \left\langle \frac{\partial p}{\partial t}, q \right\rangle + A_\omega(p, q) = \langle f, q \rangle, \quad \forall q \in H^1_0(\Omega), \]  

(5)

where $A_\omega(p, q) = \int_\Omega \kappa(x, \omega) \nabla p \cdot \nabla q$.

Backward Euler method is used to discretize (5) with time step $\Delta t > 0$, then we have

\[ \left\langle \frac{p^{(n)} - p^{(n-1)}}{\Delta t}, q \right\rangle + A_\omega(p^{(n)}, q) = \langle f^{(n)}, q \rangle, \quad \forall q \in H^1_0(\Omega), \]  

(6)

where $p^{(n)} := p(t_n, x; \omega)$ and $f^{(n)} = f(t_n, x)$. We then introduce the GMsFEM for (6).

3.2 GMsFEM

The key idea of the GMsFEM is to solve (4) in a relative coarse-mesh that may contains the variation of $\kappa$ with carefully constructed multiscale basis. The construction of multiscale space consists of two stages: offline multiscale space and residual driven basis enrichment. We denote these two processes by offline stage 1 and offline stage 2. For the first stage, a initial multiscale space that only include local media information is constructed. It contains two steps: firstly, a local snapshot space is constructed; secondly, a set of well-designed local spectral problems are solved to reduce the dimension of the local snapshot space. In particular, only the eigenvectors corresponding to some smallest eigenvalues are used to construct the multiscale space. In offline stage 2, some residual-driven bases are iteratively constructed and incorporated into the previous offline multiscale space.

To better present the details of the GMsFEM, we denote $T_h$ be the fine-scale partition of $\Omega$ with $h$ to be the fine mesh size. Let $T_H$ be a conforming partition of $\Omega$ with a set of coarse nodes
\( \{ N_i \}_{i=1}^{N_c} \). \( H \) is defined to be the coarse mesh size. Define \( N_f, N_c \) to be the numbers of fine nodes and coarse nodes in \( T_h \) and \( T_H \) respectively. \( N_{in,f} \) and \( N_{in,c} \) are defined to be the number of inner fine and coarse nodes. Besides, let \( D_i \) be a coarse neighborhood corresponding to the coarse node \( N_i \), in particular, \( D_i = \cup \{ K \in T_H, N_i \in \bar{K} \} \). Figure 1 is an illustration of the notations. Each coarse neighborhood consists of four coarse blocks with a common coarse node. Moreover, \( \forall K \in T_H, K \) are composed by some fine-scale blocks in \( T_h \). Let \( Q_{ms} \) be the standard finite element space which is composed of piecewise bilinear functions, \( \gamma_1, \ldots, \gamma_{N_{in,f}} \), corresponding to inner fine grids. In particular, \( Q_{ms} = \text{span}\{ \gamma_1, \ldots, \gamma_{N_{in,f}} \} \). We further define \( Q^0_{ms} = \{ q \in Q_{ms}; q = 0 \text{ on } \partial \Omega \} \), then fine-grid solution defined in \( Q^0_{ms} \) can be obtained by solving the following equation:

\[
\begin{align*}
\left< \frac{p_h^{(n)}}{\Delta t}, Q_{ms} \right> + A_{\omega} \left< p_h^{(n)}, Q_{ms} \right> &= \left< p_h^{(n-1)} + f^{(n)}, Q_{ms} \right>, \quad \forall Q_{ms} \in Q^0_{ms}, \\
\left< p_h^{(0)}, Q_{ms} \right> &= \left< g_h, Q_{ms} \right>.
\end{align*}
\]

(7)

(8)

Figure 1: Illustration of mesh grids and coarse neighborhoods. A coarse neighborhood is composed of four elements sharing a common coarse grid.

For each coarse neighborhood \( D_i \), let \( J_h(D_i) \) be the set of the fine nodes of \( T_h \) lying on \( \partial D_i \), whose cardinality is denoted by \( L_i \in \mathbb{N}^+ \), i.e. \( J_h(D_i) = \{ x_j \in \partial D_i \}_{j=1}^{L_i} \). For each node \( x_j \in \partial D_i \), a corresponding function \( \delta^j_h \) is defined by

\[
\delta^j_h(x_k) = \delta_{j,k} = \begin{cases} 1, & j = k, \\ 0, & j \neq k. \end{cases}
\]

(9)

For each \( j = 1, \ldots, L_i \), the local snapshot function \( \psi^{(i)}_j \) is the solution of following system,

\[
\begin{align*}
&-\text{div}(\kappa \nabla \psi^{(i)}_j) = 0 \text{ in } D_i, \\
&\psi^{(i)}_j = \delta^j_h \text{ on } \partial D_i.
\end{align*}
\]

(10)
Then, the local snapshot space corresponding to \(D_i\) is defined by \(Q_{\text{snap}}^{(i)} := \text{span}\{\psi_j^{(i)} : j = 1, \ldots, L_i\}\).

The snapshot space is defined by \(Q_{\text{snap}} := \bigoplus_{i=1}^{N_{\text{in},c}} Q_{\text{snap}}^{(i)}\).

Next, we perform the dimension reduction. For each \(i = 1, \ldots, N_{\text{in},c}\), the following spectral problem is solved,

\[
\int_{D_i} \kappa \nabla z_j^{(i)} \cdot \nabla v = \lambda_j^{(i)} \int_{D_i} \hat{\kappa} z_j^{(i)} v \quad \forall v \in Q_{\text{snap}}^{(i)}, \quad j = 1, \ldots, L_i,
\]

where \(\hat{\kappa} = \kappa \sum_{i=1}^{N_{\text{in},c}} |\chi_i|^2\). \(\{\chi_i\}\) is a set of partition of unity functions. In particular, \(\chi_i\) is supported in \(D_i\) and is the solution of the following equation

\[-\text{div}(\nabla \chi_i) = 0 \quad \text{in} \; K_i \in \mathcal{T}_H, \\
\chi_i = p_i \quad \text{on} \; \partial K_i.
\]

where \(p_i\) is linear function on \(\mathcal{T}_H\). Without loss of generality, we sort the eigenvalues obtained in (11) in an increasing order, i.e., \(\lambda_1^{(i)} \leq \ldots \leq \lambda_L^{(i)}\). We define the multiscale space \(Q_{\text{ms}}^{(i)} := \text{span}\{\chi_1 z_1^{(i)}, \ldots, \chi_{L_i} z_{L_i}^{(i)}\}\), where \(L_i \ll L_i\). In other words, only the first \(k\) modes associated with some smallest eigenvalues will be taken in the multiscale space. Moreover, define \(\Lambda\) to be the smallest eigenvalue whose corresponding eigenfunction is not included into the multiscale space.

\[
\Lambda = \min_{1 \leq i \leq N_{\text{in},c}} \lambda_{L_i+1}^{(i)}.
\]

The offline multiscale space is defined by \(Q_{\text{off}} := \bigoplus_{i=1}^{N_{\text{in},c}} Q_{\text{ms}}^{(i)}\). The multiscale solution \(p_H^n\) at \(t = t_n\) is sought in \(Q_{\text{off}}\) by solving

\[
\frac{1}{\Delta t} \langle p_H^n, v \rangle + \mathcal{A}_\omega (p_H^n, v) = \left\langle \frac{1}{\Delta t} p_H^{n-1} + f^n, v \right\rangle, \\
\langle p_H^0, v \rangle = \langle g, v \rangle, \quad \forall v \in Q_{\text{off}}.
\]

A residual driven bases enrichment technique can be adopted. Generally, there are two ways to add residual-driven bases. The first approach is to uniformly add the same number of bases in each local neighborhoods while the second one is to adaptively enrich the previous multiscale space. More specifically, only the local multiscale space corresponding to large residual will be further enriched. In a time-marching process, residual-driven bases are constructed at different time steps, which leads to two different types of adaptive methods denoted by adaptive method A and adaptive method B. As for adaptive method A, every enrichment will be conducted from the offline multiscale space, which means the residual-driven bases generated from previous time steps will not be further used. On the other hand, the adaptive method B accumulates the residual-driven bases from previous time steps. Table 1 presents the flow of the above two methods.

Table 1 presents the flow of the above two methods.

Suppose the basis enrichment is performed at only at time \(t_n\). Then the construction of multiscale space is shown as below:

1. Obtain the multiscale space \(Q_{\text{off}}\) in the offline stage 1.
2. At time \(t_n\), compute the local residuals defined in (14).
3. Construct residual-driven bases in the local neighborhoods with largest local residuals.
4. Add residual-driven bases to \(Q_{\text{off}}\) to obtain \(Q_{\ms}\).

Note that residual-driven bases are only constructed once, which means adaptive method A and B are the same here. In [9], a rigorous analysis in terms of the residual-driven bases construction is given. We here present the adaptive method in detail. Let \(p_H^n \in Q_{\ms}\) be the solution to (13).
at \( t = t_n \). Fixed a coarse neighborhood \( D_i \), let \( Q_i = H^1_0(D_i) \cap Q_{\text{snap}} \) equipped with the norm \( \| p \|_{L^2}^2 := \int_{D_i} \kappa |\nabla p|^2 \). We further define the local residual operator \( R^m_i : Q_i \to \mathbb{R} \) by

\[
R^m_i(q; p^m_H) := \int_{D_i} \left( \frac{1}{\Delta t} p^{m-1}_H + f^m \right) q - \int_{D_i} \left( \kappa \nabla p^m_H \cdot \nabla q + \frac{1}{\Delta t} p^m_H q \right), \quad \forall q \in Q_i.
\]

A global residual operator \( R^n : Q_{\text{snap}} \to \mathbb{R} \) is defined by

\[
R^n(q; p^n_H) := \int_{\Omega} \left( \frac{1}{\Delta t} p^{n-1}_H + f^n \right) q - \int_{\Omega} \left( \kappa \nabla p^n_H \cdot \nabla q + \frac{1}{\Delta t} p^n_H q \right), \quad \forall q \in Q_{\text{snap}}.
\]

We use \( \| R^n \|_O \), \( \| R^n \|_O \) to denote the operator norm of \( R^n \) and \( R^n \), respectively. Let \( R^n : = \| R^n \|_O \) and \( R^n := \| R^n \|_O \). A residual-driven basis \( \phi_i \in Q_i \) are obtained by solving

\[
A_{\omega}(\phi_i, q) = R^n(q; p^n_H), \quad \forall q \in Q_i.
\]

Let \( k \) be the level of the enrichment and \( Q^{(n),k}_{\text{ms}} \) be the multiscale space after \( k \) enrichment iterations at time \( t_n \). \( p^m_H \) is defined to be the multiscale solution sought in \( Q^{(n),k}_{\text{ms}} \). Suppose \( I \subset \{1,2,\ldots,N_{\text{ms},i}\} \) is the index set over some non-overlapping coarse neighborhoods, where the previous multiscale space is enriched. In particular, for each \( i \in I \), a residual-driven basis \( \phi_i \) is attained by solving \([13]\). We further define \( Q^{(n),k+1}_{\text{ms}} := Q^{(n),k}_{\text{ms}} \oplus \mathrm{span}\{\phi_i : i \in I\} \). We summarize the adaptive enrichment method in Table 1.

---

**Prepare:** \( Q_{\text{off}}, \theta \in [0,1], \tau > 0. \)

On a specific time step \( t_n \),

let \( Q^{(n),0}_{\text{ms}} = Q_{\text{off}} \) (method A) or \( Q^{(n),0}_{\text{ms}} = Q^{(n-1)}_{\text{ms}} \) (method B).

for the \( k \)-th enrichment

**Input:** \( Q^{(n),k-1}_{\text{ms}}. \)

1. Obtain the multiscale solution \( p^{(n),k}_H \) by solving the reduced system \([13]\) in \( Q^{(n),k-1}_{\text{ms}} \).

Compute the global residual \( \| R^n \|_O \) and break the for loop if \( \| R^n \|_O \leq \tau \).

2. Select a set of nonoverlapping coarse neighborhoods where basis enrichment is needed.

Compute the local residuals \( R^1_n, \ldots, R^n_{N_{\text{ms}}} \) (defined in \([13]\)).

Find \( R^1_{k_1}, \ldots, R^n_{k_m} \) (the biggest \( m \) local residuals) such that \( R^1_n + \cdots + R^n_{k_m} \geq \theta R^n \).

3. Solve the residual-driven bases and perform the basis enrichment.

Solve \([13]\) in the above \( m \) local domains with above residuals \( R^1_{k_1}, \ldots, R^n_{k_m} \)

respectively to obtain \( \phi^{(n),k}_{k_1}, \ldots, \phi^{(n),k}_{k_m} \).

\[ Q^{(n),k}_{\text{ms}} = Q^{(n),k-1}_{\text{ms}} \oplus \mathrm{span}\{\phi^{(n),k}_{k_1}, \ldots, \phi^{(n),k}_{k_m}\}. \]

**Output:** \( Q^{(n),k}_{\text{ms}}. \)

end for

---

**Table 1:** Adaptive enrichment methods.

3.3 **Proper orthogonal decomposition**

In \([38]\), a specific form of proper orthogonal decomposition (POD) is proposed, which is motivated by the analysis. In this part, we briefly review the main steps. Similar to the construction of an offline local multiscale space, the first step is to generate snapshot space. However, the local snapshot functions \([10]\) are solved in local neighborhoods, the snapshot space here denoted by \( S \) is spanned by a set of global snapshot functions whose supports are the global domain \( \Omega \). When \( S \) is constructed, a spectral decomposition is performed to reduce the dimension.
First of all, we introduce some notations. We define \( p_h^{(i)}(x; \tilde{\omega}, \tilde{f}) \) to be the solution to (13) at \( t = t_i \) associated with \( \kappa(x, \tilde{\omega}) \) and source term \( \tilde{f} \). Note that \( \tilde{\omega} \) and \( \tilde{f} \) are fixed. Suppose one has obtained a set of multiscale solutions \( \{ p_H^{(i)}(x; \tilde{\omega}, \tilde{f}) \} \subset Q_{ms} \). Let \( \Delta p_H^{(i)} \) be a finite difference operator in time, i.e., \( \Delta p_H^{(i)} = \frac{p_H^{(i+1)} - p_H^{(i-1)}}{2 \Delta t} \), for \( 1 \leq i \leq n \). We further define \( S := \{ p_H^{(i)}(x; \tilde{\omega}, \tilde{f}), \Delta p_H^{(i)}(x; \tilde{\omega}, \tilde{f}) \}_{i=1}^n \). Without ambiguity, we also denote \( p_H^{(i)} = p_H^{(i)}(x; \tilde{\omega}, \tilde{f}) \) for simplicity. Then we solve following spectral problem:

\[
\sum_{i=1}^n A_\omega(p_H^{(i)}, u)p_H^{(i)} + W^2 \sum_{i=1}^n A_\omega(\Delta p_H^{(i)}, u)\Delta p_H^{(i)} = \lambda u. \tag{17}
\]

Here \( W \) is selected such that

\[
\| p \| \leq W \| p \|_H, \quad \forall p \in H^1_0(\Omega), \tag{18}
\]

which is derived from Poincaré inequality. Hence a set of eigenvalues paired with eigenfunctions \( \{ \lambda_i, u_i \} \) are obtained. \( \{ \lambda_i \} \) are sorted in a decreasing order. \( \{ u_i \} \) are normalized such that \( A_\omega(u_i, u_j) = \delta_{ij} \). We take \( l \) eigenfunctions corresponding to \( l \) biggest eigenvalues. We denote the final reduced space by \( Q_{l,S} \).

Finally, we give a complete version of the GMsFEM-POD. The method contains three main steps:

1. Generate the multiscale space \( Q_{ms} \) associated with a representative permeability field \( \kappa(\tilde{\omega}) \);
2. Use \( Q_{ms} \) to obtain a global snapshot space \( S \);
3. Perform POD on \( S \) to get the final POD space \( Q_{l,S} \).

More specifically, first of all, with Theorem 3 we choose a representative permeability field \( \kappa(\tilde{\omega}) \), based on which one can construct a multiscale space \( Q_{ms} \). We remark that one adaptive enrichment method (see Table 1) is applied to generate residual-driven bases. Secondly, based on the prepared \( Q_{ms} \), one can solve a set of multiscale solutions \( \{ p_H^{(i)} \}_{i=1}^n \), which are projected back to the fine grid \( \mathcal{T}_h \). With \( \{ p_H^{(i)} \}_{i=1}^n \), one can generate \( \{ \Delta p_H^{(i)} \}_{i=1}^n \) and further get the snapshot space \( S \). Using the spectral problem (17), one can obtain a set of eigenfunctions \( \{ u_i \}_{i=1}^l \) corresponding to \( l \) largest eigenvalues \( \{ \lambda_i \}_{i=1}^l \). Then \( Q_{l,S} \) is spanned using \( \{ u_i \}_{i=1}^l \).

### 3.4 Convergence analysis

In this subsection, we prove the convergence of the proposed method. First of all, we denote \( p_h^{(n)}(x; \omega, f) \), \( p_H^{(n)}(x; \omega, f) \) and \( q_l^{(n)}(x; \omega, f) \) to be the fine solution, multiscale solution and POD solution corresponding to \( \kappa(x, \omega) \) and source \( f \). In particular, we have

\[
\frac{1}{\Delta t} \langle p_h^{(n)}, v \rangle + \left\langle \kappa(x, \omega) \nabla p_h^{(n)}, \nabla v \right\rangle = \left\langle \frac{1}{\Delta t} p_h^{(n-1)} + f^n, v \right\rangle, \tag{19}
\]

\[
\langle p_h^{(0)}, v \rangle = \langle g, v \rangle, \quad \forall v \in Q^0_h.
\]

\[
\frac{1}{\Delta t} \langle p_H^{(n)}, v \rangle + \left\langle \kappa(x, \omega) \nabla p_H^{(n)}, \nabla v \right\rangle = \left\langle \frac{1}{\Delta t} p_H^{(n-1)} + f^n, v \right\rangle, \tag{20}
\]

\[
\langle p_H^{(0)}, v \rangle = \langle g, v \rangle, \quad \forall v \in Q_{ms}.
\]

\[
\frac{1}{\Delta t} \langle q_l^{(n)}, v \rangle + \left\langle \kappa(x, \omega) \nabla q_l^{(n)}, \nabla v \right\rangle = \left\langle \frac{1}{\Delta t} q_l^{(n-1)} + f^n, v \right\rangle, \tag{21}
\]

\[
\langle q_l^{(0)}, v \rangle = \langle g, v \rangle, \quad \forall v \in Q_{l,s}.
\]
We aim at estimating the difference between \( p_h^{(n)} \) and \( q_i^{(n)} \). Since we construct the multiscale space based on a specific \( \hat{\omega} \) and \( \hat{f} \), which may be different with \( \omega \) and \( f \). In other words, the multiscale space constructed with \( \hat{\omega} \) and \( \hat{f} \) will be used to solve the concerned equation corresponding to different \( \omega \) and \( f \) in the online stage. We split the difference into six parts as follows.

\[
p_{h}^{(n)}(x; \omega, f) - q_{i}^{(n)}(x; \omega, f) = p_{h}^{(n)}(x; \omega, f) - p_{h}^{(n)}(x; \hat{\omega}, f) + p_{h}^{(n)}(x; \hat{\omega}, f) - p_{h}^{(n)}(x; \hat{\omega}, \hat{f}) + p_{h}^{(n)}(x; \hat{\omega}, \hat{f}) - p_{h}^{(n)}(x; \hat{\omega}, \hat{f}) + p_{h}^{(n)}(x; \hat{\omega}, \hat{f}) - q_{i}^{(n)}(x; \omega, f) + q_{i}^{(n)}(x; \omega, f) - q_{i}^{(n)}(x; \omega, f).
\]

(22)

In particular, \( e^{(n)} \) and \( e_{i}^{(n)}(i = 1, \ldots, 6) \) are defined by:

\[
e^{(n)} = p_{h}^{(n)}(x; \omega, f) - q_{i}^{(n)}(x; \omega, f),
\]

\[
e_{1}^{(n)} = p_{h}^{(n)}(x; \omega, f) - p_{h}^{(n)}(x; \hat{\omega}, f),
\]

\[
e_{2}^{(n)} = p_{h}^{(n)}(x; \hat{\omega}, f) - p_{h}^{(n)}(x; \hat{\omega}, \hat{f}),
\]

\[
e_{3}^{(n)} = p_{h}^{(n)}(x; \hat{\omega}, \hat{f}) - p_{h}^{(n)}(x; \hat{\omega}, \hat{f}),
\]

\[
e_{4}^{(n)} = p_{h}^{(n)}(x; \hat{\omega}, \hat{f}) - q_{i}^{(n)}(x; \omega, f),
\]

\[
e_{5}^{(n)} = q_{i}^{(n)}(x; \omega, f) - q_{i}^{(n)}(x; \omega, f),
\]

\[
e_{6}^{(n)} = q_{i}^{(n)}(x; \omega, f) - q_{i}^{(n)}(x; \omega, f).
\]

In [38], the total error was split into four parts. In this paper, we add \( e_{2}^{(n)} \) and \( e_{5}^{(n)} \) to denote the errors from source terms. In particular, we have the following theorem to give error bound for \( e_{2} \) and \( e_{5} \). It suffices to estimate \( e_{2} \) and the estimation for \( e_{5} \) are almost the same.

**Theorem 1.** Let \( p_{h,1}^{(n)} := p_{h}^{(n)}(x; \omega, f) \) and \( p_{h,2}^{(n)} := p_{h}^{(n)}(x; \omega, \hat{f}) \) be fine solutions to (19) corresponding to \( f \) and \( \hat{f} \). And \( q_{i,1}^{(n)} := q_{i}^{(n)}(x; \omega, f) \) and \( q_{i,2}^{(n)} := q_{i}^{(n)}(x; \omega, \hat{f}) \) are POD solutions to (21) corresponding to \( f \) and \( \hat{f} \). Then it holds that

\[
\| e_{2}^{(n)} \| \leq \Delta t \sum_{i=1}^{n} \| f^{(i)} - \hat{f}^{(i)} \|.
\]

(23)

\[
\| e_{5}^{(n)} \| \leq \Delta t \sum_{i=1}^{n} \| f^{(i)} - \hat{f}^{(i)} \|.
\]

(24)

**Proof.** \( \forall i \leq n, p_{h,1}^{(i)} \) and \( p_{h,2}^{(i)} \) satisfy the following equations respectively,

\[
\frac{1}{\Delta t} \langle p_{h,1}^{(i)}, v \rangle + \kappa(x, \omega) \nabla p_{h,1}^{(i)}, \nabla v \rangle = \left\langle \frac{1}{\Delta t} p_{h,1}^{(i-1)} + f^{(i)}, v \right\rangle.
\]

(25)

\[
\frac{1}{\Delta t} \langle p_{h,2}^{(i)}, v \rangle + \kappa(x, \omega) \nabla p_{h,2}^{(i)}, \nabla v \rangle = \left\langle \frac{1}{\Delta t} p_{h,2}^{(i-1)} + \hat{f}^{(i)}, v \right\rangle.
\]

(26)

Subtract (26) from (25) and we obtain

\[
\frac{1}{\Delta t} \langle e_{2}^{(i)}, v \rangle + \kappa(x, \omega) \nabla e_{2}^{(i)}, \nabla v \rangle = \left\langle \frac{1}{\Delta t} e_{2}^{(i-1)} + f^{(i)} - \hat{f}^{(i)}, v \right\rangle.
\]

(27)
Taking $v = e_2^{(i)}$ in (27) and applying Cauchy-Schwartz inequality, it holds that

$$\|e_2^{(i)}\|^2 + \Delta t \|e_2^{(i)}\|_\omega^2 \leq \|e_2^{(i-1)}\| \|e_2^{(i)}\| + \Delta t \|f^{(i)} - \tilde{f}^{(i)}\| \|e_2^{(i)}\|.$$  

Hence we attain

$$\|e_2^{(i)}\| \leq \|e_2^{(i-1)}\| + \Delta t \|f^{(i)} - \tilde{f}^{(i)}\|.$$  

Adding (28) for $i = 1, \ldots, n$, we conclude with

$$\|e_2^{(n)}\| \leq \|e_2^{(0)}\| + \Delta t \sum_{i=1}^n \|f^{(i)} - \tilde{f}^{(i)}\|.$$  

Since $e_2^{(0)} = p_h^{(0)} - p_h^{(0)} = 0$, (23) has been attained. Same strategies hold for the estimation for $\|e_5\|$, then we have derive (24).

Before the main theorem, we define the elliptic projection.

**Definition 2.** We define $R_H : H_0^1(\Omega) \to Q_{ms}$ to be the elliptic projection with respect to the energy inner product, therefore, we have

$$\langle \kappa \nabla (R_H p - p), \nabla q \rangle = 0, \quad \forall q \in Q_{ms}.$$  

We now consider other error components in (22), which the same strategy is applied as that in [38]. And we combine the Theorem 4 in [38] with the Theorem 1 in this paper to derive the final result.

**Theorem 3.** Almost nearly for all $\omega \in \Omega$, $p_h^{(n)}$ and $q_h^{(n)}$ are the solutions to (19) and (21) corresponding to $\omega$ and $f$ then there exists a corresponding $\tilde{\omega}$ such that

$$\|p_h^{(n)} - q_h^{(n)}\| \leq C \left( \|p_h^{(n)} - p_h^{(n)}\|^2 + \|p_h^{(n)} - R_H u_h^{(0)}\|^2 + \sum_{i=1}^n (\gamma(H))^{4} \kappa_{\min}(\tilde{\omega})^{-1} \|\kappa^{-\frac{1}{2}} (\tilde{f}^{i} - \partial_i p_h^{(i)})\|^2 \right)$$

$$+ C(\Delta t + Q) \sum_{p=1}^M \lambda_p + \frac{C \epsilon^2}{\kappa_{\min}(\omega) \kappa_{\min}(\tilde{\omega})} + \Delta t \sum_{i=1}^n \|f^{(i)} - \tilde{f}^{(i)}\|,$$

where $\tilde{\omega}$, $\tilde{f}$ are used to construct the multiscale space. Moreover, $\gamma(H)$ is defined as below:

$$\gamma(H) = \sqrt{2C_{ov}H} \max_{i=1, \ldots, N_{in}} \left\{ C_0 HC_{poin}(D_i) + \sqrt{C_{poin}(D_i)} \right\} + C_1 \sqrt{20C_{ov}H^2 \Lambda}^{-\frac{1}{2}}.$$  

The concerned constants are defined as follows:

$$C_{poin}(D_i) := H^{-2} \max_{\eta \in \mathcal{H}_e(D_i)} \int_{D_i} \kappa \eta^2$$  

(30)

$$C_{poin}(\Omega) := \text{diam}(\Omega)^{-2} \max_{\eta \in \mathcal{H}_e(\Omega)} \int_\Omega \kappa \eta^2.$$  

(31)

$$C_{ov} := \max_{K \in \mathcal{F}^H} \# \{ O_i : K \subset D_i \text{ for } i = 1, \ldots, N_{in} \}.$$  

(32)
4 A coupled GMsFEM-POD with Deep Learning

In this section, we introduce our GMsFEM-POD based neural network. First of all, we give some preliminaries of artificial neural networks (ANNs). Then, we will use GMsFEM-POD to construct a reduced-order neural network.

4.1 Neural Network

An ANN is designed to learn a map \( \mathcal{F} \) from existing data. In particular, let \( \{x_i, y_i\}_{i=1}^N \) be the given data and \( N \) is the number of samples in the set then the data is generated using \( \mathcal{F}(x_i) = y_i \), for \( 1 \leq i \leq N \). In order to predict \( \mathcal{F}(x_i) \), for \( i = N + 1, \ldots, N + M \), we use ANN. Generally, an ANN is composed of a set of connected neurons, which are arranged in some layers, i.e., an input, an output layer, and some hidden layers. Each neuron in a hidden layer has some inputs and produces a single output. In particular, for a neuron in an intermediate layer, a bias is added to a weighted sum of inputs that come from the previous layer. The result is passed through an activation function \( \sigma \) to produce a single output to the subsequent layer. A neural network of \( D \) hidden layers is written in the following form:

\[
\mathcal{N}(x; \theta) = \sigma(W_D \sigma(\cdots \sigma(W_2 \sigma(W_1 x + b_1) + b_2) \cdots) + b_D) \tag{33}
\]

where \( W_i \) and \( b_i \) are the weight and bias in the \( i \)-th layer, for \( 1 \leq i \leq D \). \( \theta := (W_1, \ldots, W_D, b_1, \ldots, b_L) \) and \( x \) is defined to be the input. \( \sigma \) is a specific activation function. Define \( y \) to be the output of the network. There are some common activation functions, such as Sigmoid (Logistic), Hyperbolic Tangent (Tanh), Rectified Linear Unit (ReLU), Leaky ReLU and Exponential Linear Units (ELU). We use ReLU in the work. The process of computing \( y \) from \( x \) is called forward propagation, whose mathematical description is shown in (33). The goal of training a NN is to find an optimal set of parameters \( \theta^* \) such that

\[
\theta^* = \arg \min_{\theta} \mathcal{L}(\theta), \tag{34}
\]

where \( \mathcal{L} \) is a cost function. Mean-squared error is a most commonly used metric equipped with the following loss function

\[
\mathcal{L}(\theta) := \frac{1}{N} \sum_{i=1}^{N} \| y_i - \mathcal{N}(x_i; \theta) \|^2. \tag{35}
\]

To solve (34), we need to use some optimization methods. There are many popular optimization methods applied in machine learning. Generally, they are divided into three categories: first-order optimization methods, high-order optimization methods and heuristic derivative-free optimization methods [34]. Representative examples for the above three are stochastic gradient method, Newton’s method and coordinate descent method, respectively. In this work, we use Adam optimization, which is an extension of stochastic gradient descent.

4.2 A reduced-order network

In this subsection, we present our GMsFEM-POD based neural network. With GMsFEM-POD, a set of POD bases \( \{u_i\}_{i=1}^{N_f} \) is obtained. Define \( U_j \in \mathbb{R}^{N_f} \) to be the fine-grid projection of \( u_j \), i.e., \( U_j[i] = u_j(x_i) \), for \( x_i \in T_h \) and \( 1 \leq j \leq I \) and further define \( M_p := [U_1, \ldots, U_I] \in \mathbb{R}^{N_f \times I} \). We solve (21) corresponding to a realization \( \omega \) with the globally defined POD bases and denote the corresponding solution \( c \in \mathbb{R}^I \). In other words, \( c \) is the coefficient vector of \( p \) with respect to \( \{U_j\}_{j=1}^I \). Thus, if one solves (21) in a fixed POD space, it suffices to compute the coefficient vector \( c \). Hence, we define a mapping \( \tilde{\mathcal{F}} \) from KL expansion coefficients and a specific time \( t \in (0, T] \) to POD coefficients \( c \), i.e., \( \tilde{\mathcal{F}} : (x, t) \rightarrow c \). And we utilize an ANN to approximate \( \tilde{\mathcal{F}} \). The algorithm
Deep learning based GMsFEM-POD

**Step 1:** Obtain a set of POD basis \( \{u_i\}_{i=1}^l \).

**Step 2:** Solve (21) with \( \{u_i\}_{i=1}^l \) to obtain \( D_1 \) and \( D_2 \), where \( D_1 \) is the training set and \( D_2 \) is the test set.

**Step 3:** Training process.

k-fold cross-validation is applied to divide \( D_1 \) into a training set and a test set.

**Step 4:** Test process. Evaluate the performance of trained NN in \( D_2 \).

Table 2: A workflow of deep learning-based reduced order method, which combines deep learning and GMsFEM-POD.

| Input Layer | Hidden Layer | Hidden Layer | Output Layer |
|-------------|--------------|--------------|--------------|
| \( \mathbb{R}^5 \) | \( \mathbb{R}^{10} \) | \( \mathbb{R}^{10} \) | \( \mathbb{R}^3 \) |

Figure 2: An illustration of a feedforward neural network. A network is composed of an input layer, two hidden layers and an output layer.

5 Numerical simulations

In this section, we test our method with linear and nonlinear stochastic flows. Two types of NNs are formulated: time-independent and time-dependent, where the difference lies in whether a specific time is included in the input. We first present general experiment settings in the subsection 5.1. In the next part, we investigate our method with linear stochastic flow. First of all, we compare NNs with different width and depth in subsection 5.2.1. With the NN architecture fixed, we compare the NN predictions with POD solutions in subsection 5.2.2. We show results from both time-independent and time-dependent NNs in subsections 5.2.1 and 5.2.2. Furthermore, we explore the influences from the numbers of KL expansion terms, POD bases and local multiscale bases on the performance of our method. Time-independent and time-dependent cases are considered separately in subsections 5.2.3 and 5.2.4. A nonlinear flow problem is explored in subsection 5.3.
in which effects of NN architectures are shown in subsection 5.3.1. Lastly, a comparison between
NN predictions and POD solutions is shown in subsection 5.3.2.

Figure 3: Display of the permeability field in natural logarithm scale.

5.1 Basic settings
We extract the last layer of the tenth SPE comparative solution project (SPE10 [8]) to serve as
the mean permeability field \( \bar{\kappa}(x) \), whose resolution is 220 \times 60 and is shown in Figure 3. High
heterogeneity of the media can be observed, which brings computational challenges in solving the
c Ornected equations. Therefore, the media can be a good test for our multiscale method and it is
indeed a benchmark model for assess some relevant numerical methods. We set the computation
domain \( \Omega \) to be \([0, 2.2] \times [0, 0.6]\) and the number of coarse-grid nodes to be 22 \times 6, therefore \( h = 0.01 \)
and \( H = 0.1 \). For the KL expansion, the covariance function is defined as

\[
C(x, y) = \sigma^2 \exp(-\frac{|x_1 - y_1|^2}{l_1^2} - \frac{|x_2 - y_2|^2}{l_2^2}),
\]

(36)

where \( \sigma^2 = 2 \), \( l_1 = l_2 = 0.5 \).

5.2 Linear flow
Training data and test data are obtained with source terms \( f_1 \) and \( f_2 \), respectively. Specifically,
\( \forall t \in [0, T] \), and \( x \in \Omega \),

\[
f_1(t, x) = \begin{cases} 
\sin(2\pi t/T), & x \in [0, H] \times [0, H], \\
0, & \text{otherwise};
\end{cases}
\]

\[
f_2(t, x) = \begin{cases} 
\cos(2\pi t/T), & x \in [0, H] \times [0, H], \\
0, & \text{otherwise}.
\end{cases}
\]

For the parameters in GMsFEM, we use “A+B” to denote that A local basis functions are used
in each local domain in offline stage 1 while B bases are added for each local domain in offline stage
2. The dimension of snapshot space is 13481 \times 1000. In particular, 13481 is total number of fine-grid
nodes while 1000 is the number of global snapshots bases in the global snapshot space. In terms of
whether time is contained in the inputs, we prepare two types of datasets \((D_1, D_2)\). The sizes for \(D_1\) and \(D_2\) are 1000 and 10000, respectively. More specifically, \(D_1\) contains 1000 sets of different KL terms, while \(D_2\) has 100 sets of KL terms. For each KL term in \(D_2\), we choose 100 uniformly distributed time points \(\{t_i\}\), where \(t_i = \frac{i}{100}T\) for \(i = 1, \ldots, 100\). In a training process or a test process, a whole set \(D_1\) or \(D_2\) will be used. For a training process, we use k-fold cross-validation to divide \(D_1\) or \(D_2\) into a training set \((S_{\text{train}})\) and a validation set \((S_{\text{valid}})\). Adam \([42]\) is used as the optimizer in training. We choose the learning rate to be 0.01 and batch size to be 50. We further define following loss:

\[ L = \sum_{i=1}^{N_{\text{train}}} \| \hat{p}_i - p_i \|_{L^2}, \]  

where \(p_i\) and \(\hat{p}_i\) are defined to be a reference solution and a corresponding model prediction, respectively. Based on \([37]\), the goal of a training process can be formulated as an optimization problem as \([34]\). To estimate the performance, we define an error \(e\) by

\[ e = \sum_{i=1}^{N} \frac{\| \hat{p}_i - p_i \|_{L^2}}{\|p_i\|_{L^2}} / N, \]

where \(N\) is the number of elements in the corresponding set.

### 5.2.1 Different structures of NN

In this subsection, we compare the performances of NNs with different depths and widths. In particular, we denote

- **NN\(_1\)**: A 2-layer NN with each hidden layer composed of 5 neurons;
- **NN\(_2\)**: A 3-layer NN with each hidden layer composed of 5 neurons;
- **NN\(_3\)**: A 4-layer NN with each hidden layer composed of 5 neurons;
- **NN\(_4\)**: A 2-layer NN with each hidden layer composed of 10 neurons;
- **NN\(_5\)**: A 2-layer NN with each hidden layer composed of 15 neurons.

The local multiscale basis number is chosen to be “2+3”. Inputs for time-independent NNs are 4 KL expansion coefficients and outputs are 40 POD coefficients at the final time. As for time-dependent NNs, inputs consist of KL expansion coefficients as well as a specific time \(t \in [0, T]\). The outputs are corresponding coefficients with respect to POD bases at the particular time \(t\). We note that the number of layers here is referred to the number of hidden layers in this paper.

|       | \(S_{\text{train}}\) | \(S_{\text{valid}}\) | \(S_{\text{test}}\) |
|-------|---------------------|---------------------|---------------------|
| \(NN_1\) | 0.0922              | 0.0642              | 0.0673              |
| \(NN_2\) | 0.0925              | 0.0645              | 0.0675              |
| \(NN_3\) | 0.0925              | 0.0645              | 0.0677              |

Table 3: Errors of the time-independent NNs with different depths on training, validation and test sets. 2-layer, 3-layer and 4-layer NNs with 5 neurons for each layer. Time is not included in inputs.

In Table 3 and Table 4, we display errors (defined in \([38]\)) corresponding to time-independent and time-dependent networks with different depths. In particular, networks with 2,3,4 hidden layers are used in all three different sets (training, validation and test). There are two conclusions. Firstly, the network performs almost the same among three datasets. The validation error is higher than the training error but the test error is almost identical with the training error. This shows that
Table 4: Errors of time-dependent NNs with different depths on training, validation and test sets. 2-layer, 3-layer and 4-layer NNs with 5 neurons for each layer. Time is included in inputs.

|        | NN1 | NN2 | NN3 |
|--------|-----|-----|-----|
| $S_{train}$ | 0.0674 | 0.0704 | 0.0688 |
| $S_{valid}$  | 0.0778 | 0.0816 | 0.0795 |
| $S_{test}$   | 0.0696 | 0.0726 | 0.0710 |

Table 5: Errors of the time-independent NNs with different widths on training, validation and test sets. 2-layer NNs with 5, 10, 15 neurons for each layer. Time is not included in inputs.

|        | NN1 | NN4 | NN5 |
|--------|-----|-----|-----|
| $S_{train}$ | 0.0922 | 0.0663 | 0.0639 |
| $S_{valid}$  | 0.0925 | 0.0663 | 0.0640 |
| $S_{test}$   | 0.0925 | 0.0667 | 0.0643 |

Table 6: Errors of time-dependent NNs with different widths on training, validation and test sets. 2-layer NNs with 5, 10, 15 neurons for each layer. Time is included in inputs.

|        | NN1 | NN4 | NN5 |
|--------|-----|-----|-----|
| $S_{train}$ | 0.0674 | 0.0668 | 0.0667 |
| $S_{valid}$  | 0.0778 | 0.0766 | 0.0764 |
| $S_{test}$   | 0.0696 | 0.0689 | 0.0688 |

Figure 4: Error of time-independent NNs with different depths and widths in training process. (a): Loss curves of 2-layer, 3-layer, 4-layer NNs, with each layer composed of 5 neurons. (b) Loss curves of three 2-layer NNs, with 5, 10, 15 neurons for each layer.
once trained, the neural network is good at generalization. For example, in the time-independent NN\textsubscript{1}, the test error is 9.25\% which is slightly larger than that of the training set (9.22\%). Secondly, adding a single layer can remarkably decrease the error. When the number of layers is sufficient, no further error reduction will be attained by increasing the number of layers. As shown in Table \ref{tab:results}, the test error of NN\textsubscript{2} (6.45\%) is smaller than NN\textsubscript{1} (9.25\%) and even smaller than NN\textsubscript{3} (6.77\%).

As for the time-dependent NNs (Table \ref{tab:results}), the case is slightly different. The performance of NN\textsubscript{1} is best among three NNs in terms of the final accuracy after a training process. In particular, the test error of NN\textsubscript{1} is 6.96\%, smaller than that of NN\textsubscript{2} (7.26\%) and NN\textsubscript{3} (7.10\%). From this, we can observe that the error reduction from adding layers is not guaranteed.

Results of networks with different widths, 5, 10, 15 neurons for each layer, are shown in Table \ref{tab:results} and \ref{tab:results2} corresponding to the time-independent and time dependent NNs, respectively. From the Tables, we have two observations. Firstly, as width increases, higher accuracy is obtained. In Table \ref{tab:results} the test errors of NNs with 5, 10, 15 neurons in each layer are 9.25\%, 6.89\% and 6.43\% respectively. Secondly, when time is added in the inputs, the performance of NNs are almost identical, which shows the proposed reduced deep learning method can be applied in a more generalized case.

In Figure \ref{fig:results} and Figure \ref{fig:results2}, error history in training a time-independent and a time-dependent NN are shown. In particular, results of 2-layer, 3-layer and 4-layer NNs are compared in subfigures 4(a) and 5(a) where each layer contains 5 neurons. In subfigures 4(b) and 5(b) error dynamics associated with 2-layer NNs with different widths (5, 10, 15 neurons for each layer) are presented. From subfigure 4(a) one can see that as the depth of NNs increases, the corresponding error converges faster. However, the final error of NN\textsubscript{2} is the smallest, which is the same as shown in Table \ref{tab:results}. In subfigure 4(b), similar pattern can be recognized. More neurons in each layer will accelerate the error decay. Error in NN\textsubscript{5} decreases faster than that in NN\textsubscript{1} and NN\textsubscript{4}. Besides, the error of NN\textsubscript{5} remains steady at a lowest level. In the time-dependent case, three curves of different NNs share high similarity. In Table \ref{tab:results2} and \ref{tab:results2} three curves are frozen almost simultaneously. More specifically, the NN\textsubscript{5} in Table \ref{tab:results2} converges slightly faster than NN\textsubscript{1} and NN\textsubscript{4}.

Overall, the 2-layer NN with 15 neurons in each layer can give the best estimations among the 5 alternatives in the sense of final accuracy and convergence rate of loss. Hence we will use the architecture of NN\textsubscript{5} in the rest experiments under the subsection \ref{sec:comparison}.

### 5.2.2 Comparison of NN prediction with POD solution

To assess the effectiveness of the DL based approach, we compare the NN predictions with the corresponding POD solutions. We will test time-independent NNs and time-dependent NNs separately as follows. For the previous case, inputs are 4 KL expansion coefficients and outputs are 20 POD
coefficients. Since the time-independent NN produces POD coefficients associated to the final time, no specific time $t$ is incorporated in the inputs. On the other hand, inputs of a time-dependent NN consist of 4 KL expansion coefficients and a particular time $t$, and NN produces 20 POD solutions at the time $t$. As before, we show results for three sets: training set, validation set and test set.

Final errors of time-independent and time-dependent NNs are displayed in Table 7 and Table 8. From the results, we can see that the NN approximations are better than the POD method for each set. In the time-independent case, the NN errors of training, validation and test sets are 9.53%, 9.54% and 9.55% while POD errors are 11.67%, 11.67% and 22.79% respectively. The differences are even larger in the time-dependent case. The training error of NN is 6.9% while the POD error in the same set is 12.28%, nearly twice as large as the NN error. The POD error in the test set (23.42%) is more than three times of the NN error (7.14%). Different sources are used in training and test sets. The relative bad performance of the POD approximation in a test set resulted from the application of POD bases which are generated with a different source used in a training set. However, NNs performs almost the same for the training set and test set, which shows that NN is better in generalization than previously developed POD method [38].

|            | $S_{\text{train}}$ | $S_{\text{valid}}$ | $S_{\text{test}}$ |
|------------|-------------------|-------------------|-----------------|
| NN         | 0.0953            | 0.0954            | 0.0955          |
| POD        | 0.1167            | 0.1167            | 0.2279          |

Table 7: Comparison of the errors between time-independent NNs and the GMsFEM-POD method for the linear flow problem (4). A 2-layer NN with 15 neurons on each layer is used.

|            | $S_{\text{train}}$ | $S_{\text{valid}}$ | $S_{\text{test}}$ |
|------------|-------------------|-------------------|-----------------|
| NN         | 0.0690            | 0.0804            | 0.0714          |
| POD        | 0.1228            | 0.1228            | 0.2342          |

Table 8: Comparison of the errors between time-dependent NNs and the GMsFEM-POD method for the linear flow problem (4). A 2-layer NN with 15 neurons on each layer is used.

5.2.3 Time-independent case

In this subsection, we consider the time-independent NNs, where the time is not included in the inputs. We will investigate the effect of following two factors:

1. Different dimensions of inputs layer and output layer;

2. Different numbers of multiscale bases.

We first study the influences from the numbers of KL expansion coefficients and POD coefficients, which represent the dimension of the input and output layers, respectively. More specifically, we consider following cases:

- 4 KL expansion coefficients, 20, 30, 40 POD coefficients;
- 15 KL expansion coefficients, 20, 30, 40 POD coefficients;
- 25 KL expansion coefficients, 20, 30, 40 POD coefficients.

In Tables 9 and 11, we show the final step errors associated with 4, 15, 25 KL expansion coefficients and 20, 30, 40 POD coefficients. We note that each column corresponds to one choice of a POD coefficients number. Three observations can be obtained. First of all, the error decays as more POD bases are used. For example, from Table 9, the training error decreases from 7.93% to 6.48% if the number of POD bases increases from 20 to 40. Similar phenomena can be observed in
Table 9: Final errors corresponding to the data associated with 4 KL expansion coefficients and 20, 30, 40 POD coefficients.

|       | 20   | 30   | 40   |
|-------|------|------|------|
| $S_{train}$ | 0.0793 | 0.0714 | 0.0648 |
| $S_{valid}$  | 0.0796 | 0.0716 | 0.0650 |
| $S_{test}$   | 0.0797 | 0.0718 | 0.0651 |

Table 10: Final errors corresponding to data associated with 15 KL expansion coefficients and 20, 30, 40 POD coefficients.

|       | 20   | 30   | 40   |
|-------|------|------|------|
| $S_{train}$ | 0.0803 | 0.0736 | 0.0672 |
| $S_{valid}$  | 0.0815 | 0.0748 | 0.0684 |
| $S_{test}$   | 0.0808 | 0.0741 | 0.0677 |

Table 11: Final errors corresponding to data associated with 25 KL expansion coefficients and 20, 30, 40 POD coefficients.

|       | 20   | 30   | 40   |
|-------|------|------|------|
| $S_{train}$ | 0.0814 | 0.0737 | 0.0686 |
| $S_{valid}$  | 0.0835 | 0.0761 | 0.0724 |
| $S_{test}$   | 0.0821 | 0.0744 | 0.0697 |

Figure 6: Comparison of error curves corresponding to different POD bases with the same number of features in the training process. 4, 15, 25 KL expansion coefficients are chosen. For each chosen of feature dimension, 20, 30, 40 POD bases are applied individually.
the cases that 15 and 25 KL expansion terms are used. Another observation is that if the number of POD bases is fixed, the error will increase as more KL expansion coefficients are input to the network. For example, with 40 POD bases, the testing error grows to 6.97% from 6.51% if the number of KL expansion coefficients increase from 4 to 25. Moreover, as more KL expansion coefficients are incorporated, the error gap between the training set and test set expands due to the increasing randomness. In other words, the difficulty in generalization increases as more features are considered.

We then explore the effect of the number of local multiscale bases. We choose 4 KL expansion coefficients as inputs and 40 POD coefficients as outputs and use NN5. Two basis combinations “2 + 3” and “8 + 0” are considered.

| Basis Combination | S_train | S_valid | S_test |
|-------------------|---------|---------|--------|
| “2 + 3”           | 0.0654  | 0.0655  | 0.0657 |
| “8 + 0”           | 0.0761  | 0.0764  | 0.0765 |

Table 12: Final errors corresponding to different combinations of multiscale bases. NN1 is trained. Data contains 4 KL expansion coefficients and 40 POD bases.

Figure 7: Comparison of the error corresponding to different multiscale bases in the training process. NN1 is trained. Data contains 4 KL expansion coefficients and 40 POD bases.

In Table 12, we show the final errors associated with the cases of “2 + 3” and “8 + 0” are used. We can see the performance of “2 + 3” is better than “8 + 0”, which shows the efficiency of adding residual-driven bases in initial local basis space. In particular, in the “2 + 3” case, the training, validation and test errors are 6.54%, 6.55% and 6.57%, respectively, while the errors of “8 + 0” are 7.61%, 7.64% and 7.65%. The error history of these two cases are displayed in Figure 7. It can be observed that errors in both cases decrease rapidly and slow down after certain epochs. Even though there are small oscillations in the “2 + 3” case, the error decays faster than the “8 + 0” case. Besides, it is worth mentioning that after the error of “8 + 0” keeps steady, the error of the other case still has a tendency to decrease. The result in Figure 7 verifies the final error gap between these two cases shown in Table 12.

5.2.4 Time-dependent case

In this subsection, we consider time-dependent NNs, in which the time is also included in the input layer. We are also interested in how the dimension of the input and output layers and the number of multiscale bases influence the performance of NNs.
Table 13: Errors corresponding to time-dependent data associated with 4 KL expansion coefficients and 20, 30, 40 POD coefficients.

|       | 20     | 30     | 40     |
|-------|--------|--------|--------|
| $S_{train}$ | 0.0791 | 0.0749 | 0.0707 |
| $S_{valid}$  | 0.0794 | 0.0751 | 0.0709 |
| $S_{test}$   | 0.0794 | 0.0752 | 0.0710 |

Table 14: Errors corresponding to time-dependent data associated with 15 KL expansion coefficients and 20, 30, 40 POD coefficients.

|       | 20     | 30     | 40     |
|-------|--------|--------|--------|
| $S_{train}$ | 0.0811 | 0.0759 | 0.0720 |
| $S_{valid}$  | 0.0816 | 0.0764 | 0.0723 |
| $S_{test}$   | 0.0814 | 0.0763 | 0.0724 |

Table 15: Errors corresponding to time-dependent data associated with 25 KL expansion coefficients and 20, 30, 40 POD coefficients.

|       | 20     | 30     | 40     |
|-------|--------|--------|--------|
| $S_{train}$ | 0.0810 | 0.0811 | 0.0755 |
| $S_{valid}$  | 0.0816 | 0.0818 | 0.0760 |
| $S_{test}$   | 0.0814 | 0.0815 | 0.0759 |

Figure 8: Comparison of the errors corresponding to different POD bases with the same number of features in the training process. 4, 15, 25 KL expansion coefficients are chosen. Time is input as a feature. For each chosen of feature dimension, 20, 30, 40 POD bases are applied individually.
In Table 13-15, we show the errors of time-dependent NNs corresponding to different numbers of POD coefficients where the numbers of KL expansion coefficients are 4, 15 and 25, respectively. Similar to the time-independent case, two observations are obtained. Firstly, higher accuracy is attained if more POD bases are incorporated. For example, the test errors in Table 14 are 8.14%, 7.63% and 7.24% associated with 20, 30 and 40 POD bases, respectively. Moreover, the error increases with more KL expansion coefficients incorporated due to the fact that higher dimensionality of input will bring more complexity of the NN. In Figure 8, curves of training error in the training process are displayed. In particular, we compare errors associated with different POD coefficients in subfigures S(a), S(b) and S(c) corresponding to 4, 15, 25 KL expansion coefficients respectively. The comparisons displayed in these three figures share obvious similarity. As more POD bases are used, the error decays faster and it levels off at an earlier point.

|       | S\(_{\text{train}}\) | S\(_{\text{valid}}\) | S\(_{\text{test}}\) |
|-------|----------------------|----------------------|----------------------|
| “2 + 3” | 0.0705               | 0.0817               | 0.0729               |
| “8 + 0” | 0.0814               | 0.0929               | 0.0838               |

Table 16: Errors corresponding to different combinations of multiscale bases. NN\(_5\) is trained. Data contains 4 KL expansion coefficients and 40 POD bases. Time is included in the data features.

Finally, we show how multiscale bases numbers influence the performance of the time-dependent NNs. In Table 16 “2 + 3” and “8 + 0” cases are compared using three datasets. Similar to the time-independent case, the “2 + 3” case can yield more accurate solutions than the “8 + 0” case. In particular, the training, validation and test errors of “2 + 3” are 7.05%, 8.17% and 7.29% compared with 8.14%, 9.29% and 8.38% in the “8 + 0” case. In Figure 9 we show the comparison of the error history, we can see the error curve representing “2 + 3” decays faster and tends steady at a lower level. In a word, residual driven basis is more efficient in approximations.

5.3 Nonlinear flow

In this subsection, we apply our method to the following nonlinear flow problem.

\[
\begin{align*}
\frac{\partial p}{\partial t} - \text{div}(\kappa(x; \omega, p) \nabla p) &= f(t, x), \quad (t, x, \omega) \in (0, T) \times \Omega \times \Omega_r, \\
p(t, x) &= 0, \quad (t, x) \in (0, T) \times \partial \Omega, \\
p(0, x) &= g(x), \quad (t, x) \in \{t = 0\} \times \Omega.
\end{align*}
\]
Here $\kappa(x; \omega, p)$ depends on $p$. Explicitly, $\kappa(x; \omega, p) = \kappa(x; \omega) \rho_r \exp(c(p - p_r))$, where $\rho_r, p_r, c$ are some given constants and $\kappa(x; \omega)$ is the random variable present in (3).

We use different source terms $f_3(x)$ and $f_4(x)$ for training and test stage, respectively.

\[
f_3(x) = \begin{cases} 
1/2, & x \in \zeta_i, i = 1, \ldots, 4, \\
-3, & x \in \zeta_5, \\
0, & \text{otherwise},
\end{cases}
\]

\[
f_4(x) = \begin{cases} 
1/2, & x \in \zeta_i, i = 1, 2, \\
-3, & x \in \zeta_5, \\
0, & \text{otherwise},
\end{cases}
\]

where $\zeta_i, i = 1, \ldots, 4$ are fine elements at the four corners of $\Omega$. In particular, $\zeta_1 = [0, h] \times [0, h]$, $\zeta_2 = [L_x - h, L_x] \times [0, h]$, $\zeta_3 = [0, h] \times [L_y - h, L_y]$, $\zeta_4 = [L_x - h, L_x] \times [L_y - h, L_y]$. Moreover $\zeta_5$ is the fine element at the center of $\Omega$. More specifically, $\zeta_5 = [\frac{L_x}{2}h, (\frac{L_x}{2} + 1)h] \times [\frac{L_y}{2}h, (\frac{L_y}{2} + 1)h]$.

In the following two subsections, the multiscale basis number is chosen to be “4+1”. Inputs for time-independent NNs are 4 KL expansion coefficients and outputs are 40 POD coefficients at the final time. For time-dependent NNs, a specific time $t \in (0, T]$ is included in the inputs of time-dependent NNs and the outputs are associated to the input $t$.

### 5.3.1 Different structures of NN

In this subsection, we compare the performances of NNs with different width and depths for the nonlinear problem. More specifically, we explore following architectures:

- **NN1**: A 2-layer NN with each hidden layer composed of 10 neurons;
- **NN2**: A 3-layer NN with each hidden layer composed of 10 neurons;
- **NN3**: A 4-layer NN with each hidden layer composed of 10 neurons;
- **NN4**: A 2-layer NN with each hidden layer composed of 20 neurons;
- **NN5**: A 2-layer NN with each hidden layer composed of 30 neurons.

|          | $S_{train}$ | $S_{valid}$ | $S_{test}$ |
|----------|-------------|-------------|------------|
| NN1      | 0.0954      | 0.0281      | 0.0255     |
| NN2      | 0.0953      | 0.0280      | 0.0256     |
| NN3      | 0.0942      | 0.0273      | 0.0242     |

Table 17: Errors of the time-independent NNs with different depths on training, validation and test sets. 2-layer, 3-layer and 4-layer NNs with 10 neurons for each layer. Time is not included in inputs.

|          | $S_{train}$ | $S_{valid}$ | $S_{test}$ |
|----------|-------------|-------------|------------|
| NN1      | 0.0954      | 0.0506      | 0.0159     |
| NN4      | 0.0953      | 0.0504      | 0.0161     |
| NN5      | 0.0942      | 0.0503      | 0.0189     |

Table 18: Errors of the time-independent NNs with different widths on training, validation and test sets. 2-layer NNs with 10, 20, 30 neurons for each layer. Time is not included in inputs.
(a) Different depths

(b) Different widths

Figure 10: Errors of the time-independent NNs with different depths and widths in training process.
(a): Loss curves of 2-layer, 3-layer, 4-layer NNs, with each layer composed of 10 neurons. (b) Loss curves of three 2-layer NNs, with 10, 20, 30 neurons for each layer.

In Table 17, we compare three NNs (2, 3, 4 hidden layers) with 10 neurons in each layer. The shown results are average error of 1000 set of samples. We denote three NNs by NN1, NN2 and NN3. We observe that if more layers are used, the final error will decrease. In particular, training error, validation error and test error with NN1 are 9.54%, 9.53% and 9.42%. With NN2 and NN3, the errors are all about 2%. Hence, only one layer will tremendously increase accuracy. Figure 10(a) shows that using more hidden layers will dramatically increase the convergence of error. In Table 18, NNs of same depth and different widths are estimated. Here, we consider 2-layer NNs with 10, 20 and 30 neurons for each layer. As more neurons are used, the errors decline gradually. In particular, the training errors of NN1, NN4 and NN5 are 9.54%, 5.06% and 1.59%, respectively. From Figure 10(b) we can see that with wider NNs one can obtain faster convergence rate.

5.3.2 Comparison of NN prediction and POD solution

We compare the neural network predictions with POD solutions in this subsection. k-fold cross-validation is applied to generate training set and validation set. We note that the GMsFEM with Newton’s method [24] is applied to solve snapshots associated with (39).

Similar to the linear case, we construct both the time-independent and time-dependent NNs. In the time independent case, we use 1000 sets of parameters for both training set D1 and test set D2. As for the time-dependent case, we use 100 sets of parameters and 10 uniform distributed time steps for each choice of parameter.

In Table 19, we show the mean errors of the time-independent NN predictions and POD solutions. The time in the input layer is set to be the final time T. We can see the NN errors are less than twice of the POD errors. Since the POD errors are all less than 1%, the NN predictions are relatively low. For instance, the NN errors for training set, validation set and test sets are 1.59%, 1.60% and 1.88%, respectively.

We compare the time-dependent NN prediction with POD solutions in Table 20. The NN errors are about three times of the corresponding POD errors, but all errors are small. Similar to the time-independent case, since the POD solutions are quite accurate, the NN errors are also very small. For example, the POD error and the NN error for training set are 0.8% and 1.54%. At the same time, NN evaluation is much faster than POD approximation. Once the NN is trained, the testing time is almost negligible. However, in the POD approach, it requires several Newton iterations in each time step, which is time-consuming. CPU time elapsed in a single online valuation with these two methods are shown in Table 21. The NN evaluation is about 10^5 times faster than the POD approach, which shows the high performance of reduced NN method.
$$\begin{array}{c|c|c|c}
\text{NN} & S_{\text{train}} & S_{\text{valid}} & S_{\text{test}} \\
\text{POD} & 0.0094 & 0.0094 & 0.0096 \\
\end{array}$$

Table 19: Comparison of the error between time-independent NNs and the GMsFEM-POD method for the nonlinear flow problem [39]. 2-layer NN with 30 neurons on each layer is used.

$$\begin{array}{c|c|c|c}
\text{NN} & S_{\text{train}} & S_{\text{valid}} & S_{\text{test}} \\
\text{POD} & 0.0154 & 0.0165 & 0.0148 \\
\end{array}$$

Table 20: Comparison of the error between time-dependent NNs and the GMsFEM-POD method for the nonlinear flow problem [39]. 2-layer NN with 30 neurons on each layer is used.

$$\begin{array}{c|c}
\text{CPU Time} & \text{NN} \\
& 4 \times 10^{-5} \\
\text{POD} & 1.2 \\
\end{array}$$

Table 21: CPU time comparison for each single online evaluation with the NN and POD method.

## 6 Conclusion

A deep learning based reduced-order method is proposed in this article. GMsFEM-POD are developed for generating the data for training the neural network in the offline stage, rigorous analysis of the GMsFEM-POD is presented, which provides as a milestone for the neural-network approach. Once a network is well-trained, online computation is fast owing to the reduced-order architecture. Two kinds of networks are proposed, depending on whether time is incorporated in the input of the neural network. Through non-trivial groundwater problems, the performance of the proposed neural network has been compared with previous GMsFEM-POD, demonstrating that the neural-network approach is better in efficiency and generalization. In particular, we consider linear and nonlinear stochastic flow problems. In the linear case, using different source terms in training test and test set, the NN predictions are much more accurate than POD predictions, especially in the test sets. As for the nonlinear case, NN predictions have slightly larger errors compared with POD solutions. But since POD solutions are sufficiently accurate, the NN errors are relatively low. Furthermore, the CPU time in online stage is significantly reduced with the deep learning approach since Newton iterations are needed in POD approximations. Besides, among five tested neural network architectures, the network consisting of two hidden layers provides best approximations. Hence a very shallow network is sufficient in this context. Furthermore, influence of utilizing different numbers of KL expansion coefficients, POD coefficients and multiscale bases are studied, providing a reference for further research and practical applications. Future work includes the applications for this method for more complicated flow problems such as compressible two phase flow.
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