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Abstract

We develop a data-driven, Partial Differential Equation-Ordinary Differential Equation (PDE-ODE) model that describes the response of the Carbon Dioxide (CO₂) dynamics inside a conference room, due to the presence of humans, or of a user-controlled exogenous source of CO₂. We conduct two controlled experiments in order to develop and tune a model whose output matches the measured output concentration of CO₂ inside the room, when known inputs are applied to the model. In the first experiment, a controlled amount of CO₂ gas is released inside the room from a regulated supply, and in the second, a known number of humans produce a certain amount of CO₂ inside the room. For the estimation of the exogenous inputs, we design an observer, based on our model, using measurements of CO₂ concentrations at two locations inside the room. Parameter identifiers are also designed, based on our model, for the online estimation of the parameters of the model. We perform several simulation studies for the illustration of our designs.
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1 Introduction

1.1 Motivation

Reducing energy demand is an important component of smart building research. Building energy use is responsible for an increasing proportion of the total energy demand. In the United States, the proportion of building electricity consumption has raised to 40% in 2005, from 33% in 1980 [19] and in Singapore, buildings accounted for 31% of the total electricity consumption for the year 2007 [38]. Thus, the problem of reducing building energy demand through advanced technologies and finer-tuned services has been the focus of ongoing research. The knowledge of occupancy levels in discrete zones within a building offers the potential of significant energy savings when coupled with zonal control of building services [1, 15, 20], which is a motivation for the work presented in the present article.

A relatively unexplored approach for estimating the number of humans occupying discrete zones of office spaces, such as, for example, a conference room within a larger office space, is to model and estimate the effect of the CO$_2$ that is produced from humans on the total CO$_2$ concentration in the specific discrete zone (i.e., the conference room). The reason is that humans are the primary producers of CO$_2$ inside a building [41] and that CO$_2$ sensors are widely deployed in smart buildings (since CO$_2$ is an important quantity to observe in order to manage occupant comfort [41] and since this quantity can be measured using sensors which are cheap).

Modeling CO$_2$ dynamics is challenging, due to the complexity of air dynamics. Most recently, two categories of models are used: Zonal models and Computational Fluid Dynamics (CFD) models. CFD models provide the most rich and detailed view of air motion in a space, however, they are beset by arduous work in modeling the physical space (e.g. providing locations of all walls, furniture, and occupants) and identifying all parameters that are needed for the model. CFD models also suffer from lengthy computation times to solve the necessary PDEs at a high resolution, especially
near boundaries [32], [40]. Zonal models relate the movement of air between discrete and well-mixed spaces, such as rooms and parts of rooms. Generally, zonal models rely on ODE mass-balance laws between these spaces, which, in comparison to CFD models, can be solved very quickly [32]. However, this comes at the expense of not modeling the distributed nature of airborne contaminant transfer within a single space, and complex local phenomena such as jets of air coming from a vent [33].

Yet, for designing and implementing estimation algorithms for the CO\textsubscript{2} concentration, one has to develop a simple, and at the same time, accurate PDE-based model that retains the distributed character of the system. Based on this model, one can then design an observer for estimating the unknown CO\textsubscript{2} input that is produced from humans. The observer design has to be developed using the minimum number of sensors, in order to reduce cost and increase reliability. It is also crucial to develop online identifiers for the parameters of the model, since these parameters change with time due to their dependency on time-varying quantities such as heat generation [4].

1.2 Literature

Boundary observers for some classes of PDEs are constructed in [17], [18], [25], [26], [44] via backstepping. In [35], this methodology is applied for the estimation of the state-of-charge of batteries. Observer designs for time-delay systems with unknown inputs are presented in [2], [5], [23]. Swapping identifiers, originally developed for parameter estimation of ODE systems [21], [24], are constructed for parabolic PDEs in [43], [45], [46], [47]. In [34] this class of identifiers is employed for the identification of the state-of-health of batteries. Update laws for the estimation of unknown plant parameters and delays, in adaptive control of linear and nonlinear systems with input delays, are developed in [7], [8], [10], [11], [12], [13].

1.3 Results

We model the dynamics of the CO\textsubscript{2} concentration in the room using a convection PDE with a source term which is the output of a first-order ODE system driven by an un-
known input which models the human’s emission rate of CO₂. The source term represents the effect of the humans on the CO₂ concentration in the room. In our experiments, we observe a delay in the response of the CO₂ concentration in the room to changes in the human’s input. For this reason, the source term is a filtered version of the unknown input rather than the actual input. We assume that the unmeasured input from the humans has the form of a piecewise constant signal. This formulation is based on our experimental observation that humans contribute to the rate of change of the CO₂ concentration of the room with a filtered version of step-like changes in the rate of CO₂.

The value of the PDE at the one boundary of its spatial domain indicates the CO₂ concentration inside the room at the location of the air supply. At this location, incoming air is entering the room, and hence, one can view the CO₂ concentration of the fresh incoming air as an input to the system. The value of the PDE at the other boundary of its spatial domain indicates the CO₂ concentration at the air return of the ventilation system. The air at this point is mixed with CO₂ that convects from the air supply towards the air return, and with CO₂ that is produced from humans. We consider the CO₂ concentration at this point as the output of our system. Any value of the PDE on an interior point of its spatial domain is an indicator of the concentration of CO₂ at the ceiling in a (non-ratiometric) normalized distance along an axis from the supply to the return vent.

We design an observer for the overall PDE-ODE system using boundary measurements (at the air supply and the air return). The observer estimates the unknown input from the humans, as well as the overall PDE state of our model. Our observer design and the proof of exponential stability of the observation error is based on the observer design from [6] for linear systems with distributed sensor delays. We design PDE and ODE swapping identifiers for the three constant parameters of the overall PDE-ODE system, namely the convection speed of the PDE, the coefficient that multiplies the source term which affects the PDE state on its whole spatial domain, and the time con-
stant of the ODE. We prove that all the identifiers are stable and that the identifier of the
time constant of the ODE converge to its true value when the input from the humans is
not zero. For the case in which the convection speed is known, we also prove that both
the identifiers for the coefficient that multiplies the source term in the PDE and the time
constant of the ODE converge to their true values when the input from the humans is not
zero.

1.4 Structure of the Article

In Section 2, we derive a coupled PDE-ODE model for the dynamics of the CO
2 concentration
in the room. In Section 3, we design an observer for the estimation of the total CO2 that
is generated by humans. We design parameter identifiers in Section 4 which are used
for online estimation of the values of the model’s parameters.

Notation: The spatial $L_2(0, 1)$ norm is denoted by $\| \cdot \|$. The temporal norms are
denoted by $L_\infty$ and $L_2$ for $t \geq 0$.

2 Model of the CO2 Dynamics

Our model consists of a PDE and an ODE part. The ODE part is given by

$$\dot{X}(t) = -aX(t) + V(t)$$
$$\dot{V}(t) = 0,$$

where $X(t)$, in ppm, models the source term of human CO2 production on the relative
concentration (in ppm) of the room in the local vicinity of the human (the evolution
of which is described later on by a PDE), and $V(t)$ is a step-valued function, in ppm
$\cdot s^{-1}$, representing the level of the human CO2 production rate within the vicinity of
humans. Parameter, $\frac{1}{a}$, in units of 100s, represents a time constant specifying how fast
changes in occupancy affect the CO2 concentration in the room, in the local vicinity of
the human.

The ODE is coupled with a PDE that models the CO2 concentration in the room
given by

\[
\begin{align*}
    u_t(x, t) &= bu_x(x, t) + b_X X(t) \\
    u(0, t) &= U_e - \Delta U(t),
\end{align*}
\]

with \(\Delta U(t) = U(t) - U_e\), where \(u(x, t)\), in ppm, is the concentration of CO\(_2\) in the room at a time \(t \geq 0\) s and for \(0 \leq x \leq 1\), \(-b > 0\), in \(\frac{1}{100} \text{s}\), represents the rate of air movement in the room, and \(b_X > 0\), in \(\frac{1}{10^4} \text{s}\), specifies the rate of diffusion of CO\(_2\) from the local vicinity of the human to the room. The spatial variable \(x\) is unitless and represents a normalized distance along a horizontal axis that connects the air supply and air return. The air supply and air return are located at \(x = 0\) and \(x = 1\) respectively. Therefore, \(u(0, t)\) is the CO\(_2\) concentration inside the room at the location of the air supply and \(u(1, t)\) is the CO\(_2\) concentration inside the room at the location of the air return. The input \(U(t)\) is the measured ppm concentration of the fresh incoming air. We do not simply specify the boundary condition at \(x = 0\) as \(u(0, t) = U(t)\). The reason is that during our experiments we observe that a sudden drop in the measured CO\(_2\) concentration at the air supply results in an increase of the CO\(_2\) concentration at the air return. Our explanation for this effect is that a drop in CO\(_2\) concentration at the supply from its equilibrium value corresponds to increased airflow at the vent, i.e. more fresh air gets mixed in the local vicinity. The increased airflow has the effect of pushing pockets of CO\(_2\) air out of the return vent. One way to capture this effect is to multiply the difference of the CO\(_2\) concentration from its equilibrium value \(\Delta U(t) = U(t) - U_e\) with minus one, where \(U_e\), in ppm, is the steady state input CO\(_2\) concentration at the supply ventilation.

In Fig. [1], we illustrate the geometrical representation of our model. The PDE portion of the model, \(u(x, t)\), represents convection of air from the air supply to the air return vent near the ceiling. Note the absence of a diffusive term, which we have omitted since it plays a relatively minor role in dispersing indoor pollutants [4]. We choose to model the CO\(_2\) concentrations near the ceiling since this is where we see
most effect from human-generated CO₂. This is explained by the fact that a warm breath from a human occupant acts as a “bubble” of gas that rises to the ceiling, since it is more buoyant than the ambient, cooler air. Thus, the air coming from lower in the room is modeled as a source term on the PDE across its entire length. The ODE portion of the model is intended to model the fact that this bubble of air does not immediately rise to the ceiling but only gradually.

In Fig. 2 we show the concentration of CO₂ at the air return and the air supply measured by the CO₂ sensors for our first experiment in which we periodically release CO₂ every one hour. We also show the output $u(1, t)$ of our model with parameters as shown in Table 1 and initial condition $u(x, 0) = 400$ ppm. The input $V$ to our model, with which we emulate the behavior of the CO₂ that is released from the pump, is the
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Figure 2: Solid line: The simulated concentration of CO\(_2\) at the air return \(u(1, t)\) given by the model (1)–(4) for Experiment I. Dashed line: The concentration of the CO\(_2\) at the air return measured by the CO\(_2\) sensor. Dotted line: The concentration of CO\(_2\) at the air supply measured by the CO\(_2\) sensor.

Table 2: Parameters of the Model (1)–(4) for Experiment II.

| Physical Parameter                                      | Model parameter | Value  |
|---------------------------------------------------------|-----------------|--------|
| Convection coefficient \((\frac{1}{10^2} s)\)            | \(-b\)          | 0.8    |
| Source term coefficient \((\frac{1}{10^4} s)\)         | \(b_X\)         | 0.16   |
| Time constant of the human’s effect \((100 s)\)         | \(\frac{1}{a}\) | 10     |
| Equilibrium concentration at the air return \((ppm)\)   | \(U_e\)         | 370    |

square wave that is shown in Fig. 3.

In Fig. 4 we show the CO\(_2\) concentration from Experiment II measured from the CO\(_2\) sensor and predicted from model (1)–(4) with parameters shown in Table 2 initial condition \(u(x, 0) = 400\) ppm, and input \(V\) that is shown in Fig. 5 with which we emulate the behavior of the CO\(_2\) that is produced by humans.
3 Estimation of the Humans’ Effect

We construct an observer for the plant (1)–(4) assuming measurements of $u(1, t)$ and $U(t)$. We assume that the parameters of the model are known, since they can either be manually identified (as in Section 2), or they can be identified using parameter identifiers (as in Section 4).

3.1 Observer Design

We consider the following observer which is a copy of the plant plus output injection

$$\hat{u}_t(x, t) = b\hat{u}_x(x, t) + b_x\hat{X}(t) + p(x)(u(1, t) - \hat{u}(1, t))$$  \hspace{1cm} (5)

$$\hat{u}(0, t) = -U(t) + 2U_e$$  \hspace{1cm} (6)

$$\dot{\hat{X}}(t) = -a\hat{X}(t) + \hat{V}(t) + L_1(u(1, t) - \hat{u}(1, t))$$  \hspace{1cm} (7)

$$\dot{\hat{V}}(t) = L_2(u(1, t) - \hat{u}(1, t)).$$  \hspace{1cm} (8)

The following corollary is a consequence of Theorem 2 in [6].
Corollary 1  Consider the system (1)–(4) and the observer (5)–(8) with

\[ p(x) = L_1 \gamma_1(x) + L_2 \gamma_2(x) \quad (9) \]

\[ \gamma_1(x) = \frac{b_X}{a} \left( e^{-\frac{a}{b}x} - 1 \right) \quad (10) \]

\[ \gamma_2(x) = -\frac{b_X}{ba} x + \frac{b_X}{a^2} \left( 1 - e^{-\frac{a}{b}x} \right). \quad (11) \]

Let \( b_X \neq 0 \) and choose \( L_1, L_2 \) such that the matrix \( A - \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} C \), where

\[ A = \begin{bmatrix} -a & 1 \\ 0 & 0 \end{bmatrix} \quad (12) \]

\[ C = \begin{bmatrix} \gamma_1(1) \\ \gamma_2(1) \end{bmatrix}, \quad (13) \]

is Hurwitz. Then for any \( u(x, 0), \hat{u}(x, 0) \in L_2(0, 1), X(0), \hat{X}(0), V(0), \hat{V}(0) \in \mathbb{R} \), there exist positive constants \( \kappa \) and \( \lambda \) such that the following holds for all \( t \geq 0 \)

\[ \Omega(t) \leq \kappa \Omega(0) e^{-\lambda t} \quad (14) \]

\[ \Omega(t) = \int_0^1 (u(x,t) - \hat{u}(x,t))^2 dx + \left( X(t) - \hat{X}(t) \right)^2 + \left( V(t) - \hat{V}(t) \right)^2 \quad (15) \]
Proof 1 It is sufficient to show that if $b_X \neq 0$ then the pair $(A, C)$ is observable (in which case one can choose $L_1$ and $L_2$ such that the matrix $A - \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} C$ is Hurwitz), which allow one to then use Theorem 2 in [6]. The determinant of the observability matrix $O$ of the pair $(A, C)$ is $\det(O) = \gamma_1(1)(\gamma_1(1) + a\gamma_2(1))$. Using (10), (11) it follows that $\det \neq 0$ whenever $b_X \neq 0$.

## 4 Online Parameter Identification

We design swapping identifiers (see [21], [24] for the case of ODEs and [34], [43] for the case of parabolic PDEs) for online identification of the parameters $b$, $b_X$ and $a$.

We now assume that the ODE and PDE states are measured. Directly measuring these quantities in an actual implementation might be impractical. Yet, our online parameter identifiers can be in principle combined with a state-estimation algorithm in order to simultaneously perform state estimation and parameter identification, i.e., in order to design an adaptive observer (although, as it is discussed in Section 5 for PDE systems this is highly nontrivial and there is no systematic approach for such a design).
4.1 Identifier Design

We deal first with the identification of $b$ and $b_X$. Define the “estimation” error

$$e(x,t) = u(x,t) - bv(x,t) - b_Xp(x,t) - \eta(x,t),$$

between the measured state $u$ and the signals $v, p, \eta$, where $v$ is a filter for $u_x$, $p$ a filter for $X$ and $\eta$ is an input filter, given by

$$v_t(x,t) = \hat{b}v_x(x,t) + u_x(x,t)$$
$$v(0,t) = 0$$
$$p_t(x,t) = \hat{b}p_x(x,t) + X(t)$$
$$p(0,t) = 0$$
$$\eta_t(x,t) = \hat{b}\eta_x(x,t) - \hat{b}u_x(x,t)$$
$$\eta(0,t) = -U(t) + 2U_e.$$

The goal of the filters (17)–(22) is to convert the dynamic parametrization of the plant into a static one. This is the main attribute of the swapping identification method [21], [24], [43]. Using the static relationship (16) as a parametric model and defining the “prediction error”

$$\hat{e}(x,t) = u(x,t) - \hat{b}v(x,t) - \hat{b}_xp(x,t) - \eta(x,t),$$

the identifiers for $b$ and $b_X$ are given by the following gradient update laws with normalization

$$\dot{\hat{b}}(t) = -\gamma_1\hat{b}(t)\text{Proj}_b\left\{ \frac{\int_0^1 \hat{e}(x,t)v(x,t)dx}{1 + \int_0^1 v(x,t)^2dx + \int_0^1 p(x,t)^2dx} \right\}$$
$$\dot{\hat{b}}_X(t) = -\gamma_2\hat{b}(t)\frac{\int_0^1 \hat{e}(x,t)p(x,t)dx}{1 + \int_0^1 v(x,t)^2dx + \int_0^1 p(x,t)^2dx},$$

where the projector operator is defined as

$$\text{Proj}_b\{ \tau \} = \begin{cases} 0, & \text{if } \hat{b} = \bar{b} \text{ and } \tau > 0 \\ \tau, & \text{otherwise} \end{cases}.$$
and $\gamma_1, \gamma_2 > 0, \hat{b} < 0$. The goal of the projection operator is to ensure that $\hat{b} < \hat{b}$. We design next an online identifier for $a$. Define the filters

$$
\dot{\Omega}_0(t) = \hat{A} (\Omega_0(t) - X(t)) + V(t) \\
\dot{\Omega}(t) = \hat{A} \Omega(t) - X(t),
$$

(27) (28)

where $\hat{A} < 0$. Defining the error

$$
epsilon(t) = X(t) - \Omega_0(t) - \Omega(t)a,$$

(29)

the identifier for $a$ is

$$
\dot{\hat{a}}(t) = \gamma_3 \frac{\epsilon(t)\Omega(t)}{1 + \Omega(t)^2} \\
\dot{\epsilon}(t) = X(t) - \Omega_0(t) - \Omega(t)\hat{a}(t),
$$

(30) (31)

where $\gamma_3 > 0$. Defining the estimation error of a parameter $m$ as

$$
\tilde{m} = m - \hat{m},
$$

(32)

the following can be proved.

\textbf{Theorem 1} Consider system (1)–(4) with the update laws (17)–(26), (27), (28), (30), (31), and let $b < \hat{b}$, where $\hat{b}$ is known. Then for all $V(0)$, $X(0)$, $\hat{b}(0)$, $\hat{b}_X(0)$, $\hat{a}(0)$, $\Omega(0)$, $\Omega_0(0)$, $v(x,0)$, $p(x,0)$, $\eta(x,0) \in L_2(0,1)$, $u(x,0) \in H_1(0,1)$, and $U, \hat{U} \in L_\infty$,

$$
\|v_x\|, \|v\|, \|\eta\|, \|\eta\|, \|\Omega\|, \|\Omega_0\|, \|\hat{b}\|, \|\hat{b}_X\|, \|\hat{a}\| \in L_\infty,
$$

(33)

Moreover, if $\lim_{t \to \infty} V(t) \to c$, with $c \neq 0$, then $\lim_{t \to \infty} \hat{a}(t) \to a$.

\textbf{Proof 2} See Appendix A.

In the special case in which $b$ is known, one does not need to design an update law for $b$ and the following can be proved.

\footnote{One could estimate the convection coefficient $b$ by measuring the delay in the response of the CO$_2$ concentration at the air return $u(1, t)$ to changes in the input CO$_2$ concentration at the air supply $U(t)$, when no exogenous sources of CO$_2$ are present. This can be either performed manually, or using signal processing techniques [9], using the data that we collect from the two experiments.}
Lemma 1  Let $b$ be known. Consider the update law for $a$ given by (30) and the update law for $b_X$ given by

$$\dot{\hat{b}}_X(t) = \gamma \frac{\int_0^1 \hat{\zeta}(x,t) \mu(x,t) dx}{1 + \int_0^1 \mu(x,t)^2 dx},$$  \hspace{1cm} (35)$$

where

$$\hat{\zeta}(x,t) = u(x,t) - \hat{b}_X \mu(x,t) - \xi(x,t)$$  \hspace{1cm} (36)$$

$$\mu_t(x,t) = b \mu_x(x,t) + X(t)$$  \hspace{1cm} (37)$$

$$\mu(0,t) = 0$$  \hspace{1cm} (38)$$

$$\xi_t(x,t) = b \xi_x(x,t)$$  \hspace{1cm} (39)$$

$$\xi(0,t) = -U(t) + 2U_e.$$  \hspace{1cm} (40)$$

Then for all $V(0), X(0), \hat{b}_X(0), \hat{a}(0), \Omega(0), \Omega_0(0), \in \mathbb{R}, u(x,0), \mu(x,0), \xi(x,0) \in L_2(0,1),$ and $U \in L_\infty,$

$$\|u\|, V, \|\mu\|, \|\xi\|, \Omega, \Omega_0, \hat{b}_X, \hat{a} \in L_\infty, \text{ and } \hat{b}_X, \hat{a} \in L_2 \cap L_\infty, \hspace{1cm} (41)$$

$$\frac{\|\hat{\zeta}\|}{\sqrt{1 + \|\mu\|^2}}, \frac{|\hat{r}|}{\sqrt{1 + \Omega^2}} \in L_2 \cap L_\infty. \hspace{1cm} (42)$$

Moreover, if $V(0) = c$ with $c \neq 0$, then $\lim_{t \to \infty} \hat{b}_X(t) \to b_X$ and $\lim_{t \to \infty} \hat{a}(t) \to a$.

Proof 3  See Appendix B.

5  Conclusions

In this article, we develop a PDE-ODE model that describes the dynamics of the CO$_2$ concentration in a conference room. We validate our model by conducting two different experiments. We design and validate an observer for the estimation of the unknown CO$_2$ input that is generated by humans. We also design online parameter identifiers for the online estimation of the parameters of the model.

Future work will address the problem of estimation of the actual human occupancy level using measurements of CO$_2$. This is a highly nontrivial problem because humans’
CO$_2$ generation rates can vary widely between different persons depending on current activity, diet, and body size [40].

Another topic for future research is to combine the observer design with the update laws for the estimation of the parameters of the model. In other words, to design an adaptive observer [21]. Yet, in contrast to the finite-dimensional case, in the case of PDE systems this is far from trivial due to the lack of systematic procedures for the construction of state-transformations that can transform the original system to a system having an observer canonical form [21], [43]. For this reason designing adaptive observers for PDE systems is possible only in special cases [43]. As an alternative one could resort to finite-dimensional approximations as it is done, for example, in [46].
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Appendix A

Proof of Theorem 1

Using (3), (4) together with (17), (22) one can show that the error (16) satisfies

\[ e_t(x, t) = \hat{b}e_x(x, t) \]

(A.1)

\[ e(0, t) = 0. \]

(A.2)

Analogously, using (1), along with (27), (28), it is shown that the error (29) satisfies

\[ \dot{c}(t) = \bar{A}c(t). \]

(A.3)

Consider the Lyapunov function

\[ V(t) = \int_0^1 (2 - x)e(x, t)^2 \, dx + \frac{1}{2}c(t)^2 + \frac{1}{2\gamma_1} \tilde{b}(t)^2 + \frac{1}{2\gamma_2} \tilde{b}_X(t)^2 - \frac{\bar{A}}{2\gamma_3} \tilde{a}(t)^2. \]

(A.4)
Taking the derivative of $V$, using the fact that for a constant parameter $\dot{m} = -\ddot{m}$, the update laws (24), (25), (30), the properties of the projector operator (see for example (A.4)) and relations (A.1), (A.2), (A.3) we get that

$$
\dot{V}(t) \leq b(t)e(1, t)^2 + \hat{b}(t) \int_0^1 e(x, t)^2 dx + \hat{A}e(t)^2 + b(t)\hat{b}(t)
$$

Using relation (A.9) we conclude that

$$
\dot{V}(t) \leq b(t)e(1, t)^2 + \hat{b}(t) \int_0^1 e(x, t)^2 dx + \hat{A}e(t)^2 + b(t)\hat{b}(t)\hat{b}(t)
$$

Using Young’s inequality and the fact that $b(t) \leq \bar{b} < 0$, for all $t \geq 0$, we arrive at

$$
\dot{V}(t) \leq \bar{b}e(1, t)^2 + \frac{\bar{b}}{2} \int_0^1 e(x, t)^2 dx + \frac{\hat{A}}{2}e(t)^2 + \frac{\bar{b}}{2} + \int_0^1 e(x, t)^2 dx + \int_0^1 p(x, t)^2 dx + \frac{\hat{A}}{2} \frac{\hat{e}(t)^2}{1 + \Omega(t)^2}.
$$

Using relation (A.9) we conclude that $||e(t)||$, $e$, $\hat{b}$, $\hat{b}_X$, $\hat{a}$ are bounded, and that also $\int_0^1 e(x, t)^2 dx + \int_0^1 p(x, t)^2 dx$ are square integrable. Therefore, using (24), (25), (30), and the boundness of $\hat{b}$ (which implies also the boundness of $\hat{b}$) one can conclude that $\hat{b}$, $\hat{b}_X$, $\hat{a}$ are bounded, and using (A.6), (A.7) that $\sqrt{1 + ||v(t)||^2 + ||p(t)||^2}$ are bounded. Therefore, using the update laws (24), (25), (30) one can conclude that $\hat{b}$, $\hat{b}_X$, $\hat{a}$ are also bounded. Using relations (1), (2), (27), (28) one can conclude that $\hat{b}$, $\hat{b}_X$, $\hat{a}$ are also bounded. Using relations (1), (2), (27), (28) one can conclude that $\hat{b}$, $\hat{b}_X$, $\hat{a}$ are also bounded.
conclude that \( V, X, \Omega, \Omega_0 \in \mathcal{L}_\infty \). Using (3), (4) one can conclude that
\[
\begin{align*}
 u_{xt}(x,t) &= b u_{xx}(x,t) \quad (A.10) \\
 u_x(0,t) &= \frac{\dot{U}(t) + b X(t)}{b} \quad (A.11).
\end{align*}
\]

With a Lyapunov functional as
\[
V^*(t) = \int_0^1 (2-x)u(x,t)^2 dx + \int_0^1 (2-x)u_x(x,t)^2 dx + \frac{b\bar{b}}{16} \int_0^1 (2-x)v(x,t)^2 dx + \int_0^1 (2-x)p(x,t)^2 dx,
\]
we get along (3), (4), (A.10), (A.11), (17), (20), after using integration by parts and Young’s inequality that
\[
\dot{V}(t) \leq \frac{b}{2} \int_0^1 u(x,t)^2 dx + \frac{b}{2} \int_0^1 u_x(x,t)^2 dx + \frac{\bar{b}}{2} \int_0^1 v(x,t)^2 dx + \frac{b}{2} \int_0^1 p(x,t)^2 dx - \frac{8}{b} X(t)^2(b_X + 1) - b (-U(t) + 2U_e)^2 \leq \left( \frac{\dot{U}(t) + b X(t)}{b} \right)^2,
\]
and hence,
\[
\dot{V}^*(t) \leq \frac{b}{4} V^*(t) + M \left( X(t)^2 + U(t)^2 + \dot{U}(t)^2 + U_e^2 \right),
\]
where \( M = -\frac{b}{b} (b_X + 1) - 8b - 2\frac{b\bar{b}+1}{b} \). It follows since \( U, X, \dot{U} \in \mathcal{L}_\infty \) that \( \|u\|, \|u_x\|, \|v\|, \|p\|, \in \mathcal{L}_\infty \). Using (16) it follows that \( \|\eta\| \in \mathcal{L}_\infty \).

We show next that \( \lim_{t \to \infty} \tilde{a}(t) = 0 \) when \( \lim_{t \to \infty} V(t) = c \neq 0 \). Using (1), (28), and the fact that \( a > 0, \bar{A} < 0 \), one can conclude that \( \Omega \) is bounded, when \( V \) is bounded, with \( \lim_{t \to \infty} \Omega(t) = \frac{c}{aA} \), and hence, it is sufficient to show that \( \lim_{t \to \infty} \dot{\tilde{a}}(t) = 0 \), since then, one can conclude using (A.3) and (A.7) that \( \lim_{t \to \infty} \tilde{a}(t) = 0 \). Using an alternative to Barbalat’s Lemma from (30) it is sufficient to show that \( \frac{dG(t)}{dt} \), where \( G(t) = \frac{\dot{\epsilon}(t)^2}{1+\Omega(t)^2} \), is bounded. We have that \( G \) satisfies the relation
\[
\frac{dG(t)}{dt} = \frac{\dot{\epsilon}(t)^2}{1+\Omega(t)^2} \left( \frac{\bar{A}(t) - \dot{a}(t)\Omega(t) + \dot{\epsilon}(t)(\dot{\Omega}(t) - X(t))}{1+\Omega(t)^2} + \frac{\dot{\epsilon}(t)^2}{1+\Omega(t)^2} \frac{\Omega(t)(\dot{\Omega}(t) - X(t))}{1+\Omega(t)^2} \right) - \frac{\dot{\epsilon}(t)^2}{1+\Omega(t)^2} \frac{\Omega(t)(\dot{\Omega}(t) - X(t))}{1+\Omega(t)^2}.
\]
Since \( \dot{\epsilon}(t) \), \( \bar{a}, \dot{a} \) are bounded, using (11) one can conclude that \( X \) is also bounded (when \( V \) is bounded), and hence, \( \frac{dG(t)}{dt} \) is bounded.
Appendix B

Proof of Lemma 1

Using (3), (4) together with (37), (40) it is shown that for the error
\[ \zeta(x, t) = u(x, t) - b_X \mu(x, t) - \xi(x, t), \]
(B.1)

it holds that
\[ \zeta_t(x, t) = b \zeta_x(x, t) \]  \hspace{1cm} (B.2)
\[ \zeta(0, t) = 0. \]  \hspace{1cm} (B.3)

Similarly to the proof of Theorem 1, using the fact that \[ \zeta(x, t) - \hat{\zeta}(x, t) = -\tilde{b} X \mu(x, t), \]
for the Lyapunov function
\[ V(t) = -\frac{1}{b} \int_0^1 (2 - x) \zeta(x, t)^2 dx + \frac{1}{2} \epsilon(t)^2 + \frac{1}{2} \bar{b}_X(t)^2 - \frac{\bar{A}}{2\gamma_3} \hat{\mu}(t)^2, \]
(B.4)

along the solutions of (B.2), (B.3), (A.3), (35), (30) it holds that
\[ \dot{V}(t) \leq -\zeta(1, t)^2 - \frac{1}{2} \int_0^1 \zeta(x, t)^2 dx + \frac{\bar{A}}{2} \epsilon(t)^2 - \frac{1}{2} \frac{\bar{A}}{1 + \Omega(t)^2} \hat{\mu}(t)^2. \]
(B.5)

We only prove that \( \lim_{t \to \infty} b_X(t) \to b_X \). The rest of the lemma is proved using the same arguments with the proof of Theorem 1. Using (37), (38) it is shown that the variable \( \bar{\mu}(x, t) = \mu(x, t) + \frac{c}{a} x \) satisfies \( \bar{\mu}_t(x, t) = b \bar{\mu}_x(x, t) + X(t) - \frac{c}{a} \), \( \bar{\mu}(0, t) = 0 \).

Using the fact that \( V(0) = c \) we get from (1), (2) that \( \bar{X}(t) = e^{-at} \bar{X}(0) \), where \( \bar{X} = X - \frac{c}{a} \). Therefore, \( \bar{X} \in L_2 \). For the function \( V_2(t) = V_1(t) + \frac{9}{2an} \bar{X}(t)^2 \), where \( V_1(t) = \int_0^1 (2 - x) \mu(x, t)^2 dx \) it holds that
\[ \dot{V}_2(t) \leq b_4 V_1(t) + \frac{1}{b} \bar{X}(t)^2. \]  \hspace{1cm} (B.6)

Therefore, \( \sqrt{V_1} \in L_2 \cap L_\infty \), and hence \( \sqrt{\int_0^1 \mu(x, t)^2 dx} \in L_2 \). Using the facts that \( \int_0^1 \zeta(x, t)^2 dx = \int_0^1 \frac{\zeta(x, t)^2}{1 + \int_0^1 \mu(x, t)^2 dx} dx \), that \( \sqrt{V_1} \in L_\infty \), and that \( \sqrt{\int_0^1 \zeta(x, t)^2 dx} \in L_2 \), it also follows that \( \sqrt{\int_0^1 \zeta(x, t)^2 dx} \in L_2 \). Writing \( \zeta(x, t) = \)
\[
\dot{\zeta}(x, t) + \tilde{b}_X \dot{\mu}(x, t) = \frac{1}{\varrho} \frac{d}{dt} \tilde{b}_X \] we get that
\[
\frac{d}{dt} \tilde{b}_X \leq \sqrt{\int_0^1 \zeta(x, t)^2 \, dx} + \sqrt{\int_0^1 \dot{\zeta}(x, t)^2 \, dx} + \sqrt{\int_0^1 \dot{\mu}(x, t)^2 \, dx},
\]
and hence, since also \( \sqrt{\int_0^1 \zeta(x, t)^2 \, dx} \in L_2 \) and \( \tilde{b}_X \in L_\infty \), and \( c \neq 0 \) we get that \( \dot{\tilde{b}}_X \in L_2 \). Since \( \tilde{b}_X, \dot{\tilde{b}}_X \in L_\infty \), one can conclude that \( \frac{d b_X^2}{dt} \in L_\infty \), and hence, from the alternative to Barbalat’s Lemma from \cite{30} we conclude that \( \lim_{t \to \infty} \tilde{b}_X(t) \to 0 \).
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