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Abstract
We prove a variant of Krein’s resolvent formula expressing the resolvents of self-adjoint extensions through the associated boundary conditions. Applications to solvable quantum-mechanical problems are discussed.

1 Introduction
Self-adjoint extensions of symmetric operators arise in many areas of mathematical physics, like solvable models of quantum mechanics and quantization problems [1–4]. Of interest are first of all their spectral and scattering properties. One of the most powerful tools for such an analysis is the well-known Krein’s formula connecting the resolvents of two self-adjoint extensions of a symmetric operator, see e.g. [5–11]. It is well known that all self-adjoint extensions of a densely defined symmetric operator \( S \) with equal deficiency indices are parameterized by unitary operators in a certain auxiliary Hilbert space. In many situations there is a distinguished self-adjoint extension \( H_0 \) whose spectral properties are known (for example, the free Laplacian the theory of zero-range potentials), and it would be useful to analyze all other self-adjoint extensions in terms of \( H_0 \) and of the unitary parameters. From this point of view, the existing versions of the resolvent formula are either applicable to disjoint extensions only (i.e. with special unitary parameters) or involve multivalued operators, and in both cases the global contribution of the parameters to the spectral properties of the extensions remains unclear. On the other hand, only considering a complete family of self-adjoint extensions delivers a relevant description of topology change phenomena in quantum-mechanical problems [12, 13]. We provide a resolvent formula covering the whole family of self-adjoint extensions in an explicit form in the present report.

We look at the situation from an abstract point of view. Let \( S \) be a closed densely defined symmetric operator with the deficiency indices \((n, n)\), \(0 < n \leq \infty\), acting on a Hilbert space \( \mathcal{H} \). Let \( \mathcal{G} \) be an auxiliary Hilbert space such that \( \dim \mathcal{G} = n \). One says that a triple \((\mathcal{G}, \Gamma_1, \Gamma_2)\), where \( \Gamma_1 \) and \( \Gamma_2 \) are linear maps from the domain \( \text{dom} S^* \) of the adjoint of \( S \) to \( \mathcal{G} \), is a boundary triple (or a boundary value space) for \( S \) if the following two conditions are satisfied:
• for any \( \phi, \psi \in \text{dom } S^* \) there holds an abstract integration by parts,
\[
\langle \phi, S^* \psi \rangle - \langle S^* \phi, \psi \rangle = \langle \Gamma_1 \phi, \Gamma_2 \psi \rangle - \langle \Gamma_2 \phi, \Gamma_1 \psi \rangle,
\]
• the map \((\Gamma_1, \Gamma_2) : \text{dom } S^* \to \mathcal{G} \oplus \mathcal{G}\) is surjective.

(We assume that the inner products in \( \mathcal{H} \) and \( \mathcal{G} \) are linear with respect to the second argument.) It has been known for a long time that all self-adjoint extensions of \( S \) are parameterized by self-adjoint linear relations in \( \mathcal{G} \oplus \mathcal{G} \) \([6,14]\). On the other hand, in many situations it is natural to parameterize self-adjoint extensions by boundary conditions of the form \( A \Gamma_1 \phi = B \Gamma_2 \phi \), where \( A \) and \( B \) are bounded linear operators acting on \( \mathcal{G} \) (an important class of such problems comes from the study of quantum graphs and hybrid manifolds \([15–19]\)). In the present note we show that the resolvent formula admits a simple form in terms of \( A \) and \( B \), which permits to cover the whole family of self-adjoint extensions of \( S \) (see theorems \([10,11]\)). The case when \( S \) has finite deficiency indices was considered in \([20]\), and here we are interested in the infinite dimensional situation. In section \( \text{IV} \) we discuss some quantum-mechanical examples in which mixed boundary conditions arise.

2 Parameterization of self-adjoint linear relations

Let us recall some basic facts on linear relations. For a more detailed discussion we refer to \([21]\). Any linear subspace of \( \mathcal{G} \oplus \mathcal{G} \) will be called a \textit{linear relation} on \( \mathcal{G} \). For a linear relation \( \Lambda \) on \( \mathcal{G} \) the sets
\[
\text{dom } \Lambda = \{ x \in \mathcal{G} : \exists y \in \mathcal{G} \text{ with } (x,y) \in \Lambda \}, \\
\text{ran } \Lambda = \{ x \in \mathcal{G} : \exists y \in \mathcal{G} \text{ with } (y,x) \in \Lambda \}, \\
\text{ker } \Lambda = \{ x \in \mathcal{G} : (x,0) \in \Lambda \}
\]
will be called the \textit{domain}, the \textit{range}, and the \textit{kernel} of \( \Lambda \), respectively. The linear relations
\[
\Lambda^{-1} = \{ (x,y) : (y,x) \in \Lambda \}, \\
\Lambda^* = \{ (x_1,x_2) : \langle x_1,y_2 \rangle = \langle x_2,y_1 \rangle \forall (y_1,y_2) \in \Lambda \}
\]
are called \textit{inverse} and \textit{adjoint} to \( \Lambda \), respectively. For \( \alpha \in \mathbb{C} \) we put \( \alpha \Lambda = \{ (x,\alpha y) : (x,y) \in \Lambda \} \). For two linear relations \( \Lambda', \Lambda'' \subset \mathcal{G} \oplus \mathcal{G} \) one can define their \textit{sum}
\[
\Lambda' + \Lambda'' = \{ (x,y' + y'') : (x,y') \in \Lambda', (x,y'') \in \Lambda'' \};
\]
clearly, one has \( \text{dom}(\Lambda' + \Lambda'') = \text{dom } \Lambda' \cap \text{dom } \Lambda'' \). The graph of any linear operator \( L \) on \( \mathcal{G} \) is a linear relation, which we denote by \( \text{gr } L \). Clearly, if \( L \) is invertible, then \( \text{gr } L^{-1} = (\text{gr } L)^{-1} \). For arbitrary linear operators \( L', L'' \) one has \( \text{gr } L' + \text{gr } L'' = \text{gr } (L' + L'') \). Therefore, the set of linear operators is naturally embedded into the set of linear relations. In what follows we consider mostly only closed linear relations, i.e. which are closed linear subspaces in \( \mathcal{G} \oplus \mathcal{G} \). Clearly, this notion generalizes the notion of a closed operator. By analogy with operators, one introduces the notion of the \textit{resolvent set} \( \text{res } \Lambda \)
of a closed linear relation \( \Lambda \) by the rule \( \text{res} \Lambda = \{ \lambda \in \mathbb{C} : \ker(\Lambda - \lambda I) = 0 \text{ and } \text{ran}(\Lambda - \lambda I) = \mathcal{G} \} \), where \( I \equiv \text{id}_G = \{(x,x), x \in \mathcal{G}\} \). In other words, the condition \( \lambda \in \text{res} \Lambda \) means that \((\Lambda - \lambda I)^{-1}\) is the graph of a certain linear operator defined everywhere; this operator is bounded due to the closed graph theorem.

A linear relation \( \Lambda \) on \( \mathcal{G} \) is called symmetric if \( \Lambda \subseteq \Lambda^* \) and is called self-adjoint if \( \Lambda = \Lambda^* \) (in the geometric language, they are called isotropic and Lagrangian subspaces, respectively, see remark below). A linear operator \( L \) in \( \mathcal{G} \) is symmetric (respectively, self-adjoint), if its graph is a symmetric (respectively, self-adjoint) linear relation. A self-adjoint linear relation (abbreviated as s.a.l.r.) is always maximal symmetric, but the converse is not true; examples are given by the graphs of maximal symmetric operators with deficiency indices \((m,0), m > 0\).

Our aim now is to find a suitable way for presenting s.a.l.r. Let \( A, B \) be bounded linear operators on \( \mathcal{G} \). We introduce the notation

\[
\Lambda^{A,B} = \{(x_1,x_2) \in \mathcal{G} \oplus \mathcal{G}, \text{ } Ax_1 = Bx_2\}.
\]

We say that a linear relation \( \Lambda \) is parameterized by the operators \( A \) and \( B \) if \( \Lambda = \Lambda^{A,B} \). Conditions for \( \Lambda^{A,B} \) to be self-adjoint can be written in many ways, see e.g. [22, 23]. We will use the conditions obtained in [16].

**Proposition 1 (Proposition B in [16]).** Denote by \( M^{A,B} \) an operator acting on \( \mathcal{G} \oplus \mathcal{G} \) by the rule

\[
M^{A,B} = \begin{pmatrix} A & -B \\ B & A \end{pmatrix},
\]

then the linear relation \( \Lambda^{A,B} \) is self-adjoint iff \( A \) and \( B \) satisfy the following two conditions:

\[
AB^* = BA^*,
\]

\[
\ker M^{A,B} = 0.
\]

**Proposition 2 (Theorem 3.1.4 in [14]).** For a given linear relation \( \Lambda \) in \( \mathcal{G} \) there is a unique unitary operator \( U \) in \( \mathcal{G} \) (called the Cayley transform of \( \Lambda \)) such that the condition \((x_1,x_2) \in \Lambda \) is equivalent to \( i(1 + U)x_1 = (1 - U)x_2 \), i.e. \( \Lambda = \Lambda^{i(1+U),1-U} \).

Taking \( U \) in the form \( U = e^{-2i\Phi} \), where \( \Phi \) is a self-adjoint operator in \( \mathcal{G} \), one write any s.a.l.r. as \( \Lambda^{\cos \Phi, \sin \Phi} \).

Although proposition claims that there exists a one-to-one correspondence between s.a.l.r.s and unitary operators, for a given s.a.l.r. \( \Lambda \) it is difficult to find its Cayley transform, but there are many other ways to represent it as \( \Lambda^{A,B} \) with suitable \( A \) and \( B \).

In what follows we will need a parameterization of s.a.l.r. satisfying stronger conditions than \(2\) and \(3\). More precisely, we replace the condition \(3\) by

\[
0 \in \text{res} M^{A,B}.
\]

We say that a pair of bounded operators \( A \) and \( B \) satisfying \(2\) and \(4\) is normalized if the condition \(4\) is satisfied. Clearly, in the case of finite-dimensional
the conditions (3) and (4) are equivalent. Moreover, in this case these conditions are equivalent to the following one [15]:

the \( n \times 2n \) matrix \((AB)\) has maximal rank.

(Note that this can be written also as \( \det(AA^* + BB^*) \neq 0 \), which can be found in the textbooks on operator theory [5, Section 125, Theorem 4]). In general, the conditions (3) and (4) do not coincide: if one replaces \( A \) by \( LA \) and \( B \) by \( LB \), where \( L \) is a bounded linear operators with \( \ker L = 0 \) and \( (\text{ran} L)^\perp \neq 0 \), this does not change the subspace \( \Lambda^{A,B} \), but the condition (4) will not be satisfied. Moreover, this construction is the only source of “denormalization”.

**Proposition 3.** Let \( A, B, C, D \) be bounded operators in \( G \) and \( \Lambda \) be a s.a.l.r in \( G \) such that \( \Lambda = \Lambda^{A,B} = \Lambda^{C,D} \). Assume that \( A \) and \( B \) are normalized, then there exists a bounded injective operator \( L \) on \( H \) with \( C = LA \) and \( D = LB \).

**Proof.** Introduce operators \( M_1, M_2 : G \oplus G \to G \) by \( M_1(x_1, x_2) = Ax_1 - Bx_2 \), \( M_2(x_1, x_2) = Cx_1 - Dx_2 \), \( x_1, x_2 \in G \). The condition (4) says, in particular, that \( \text{ran} M_1 = G \). Clearly, the null spaces of \( M_1 \) and \( M_2 \) coincide, \( \ker M_1 = \ker M_2 = \Lambda \), therefore, there exists an injective operator \( L \) in \( H \) such that \( M_2 = LM_1 \), which implies \( C = LA \) and \( D = LB \). Let us show that \( L \) is bounded.

Use the notation (1), then there holds \( M^{C,D} = (L \oplus L)M^{A,B} \). Due to the condition (4) the operator \( M^{A,B} \) has a bounded inverse defined everywhere. Therefore, \( L \oplus L = M^{C,D}(M^{A,B})^{-1} \) is bounded and defined everywhere, so is \( L \).

It is important to emphasize that for a given s.a.l.r one can always find a normalized parameterization, as the following proposition shows.

**Proposition 4.** (a) Let \( U \) be a unitary operator in \( G \), then the operators \( A = i(1 + U) \) and \( B = 1 - U \) satisfy the conditions (2) and (4). (b) Any s.a.l.r. can be parameterized by operators \( A \) and \( B \) satisfying (2) and (4).

**Proof.** (a) The condition (2) is obviously satisfied, so we prove only (4). First of all note that the operator \( M^* \) adjoint to \( M = M^{A,B} \) is given by the following operator-matrix:

\[
M^* = \begin{pmatrix}
A^* & B^*
\end{pmatrix}
\begin{pmatrix}
A & B
\end{pmatrix}^*
\]

or, in our case,

\[
M^* = \begin{pmatrix}
-i(1 + U^*) & 1 - U^*
\end{pmatrix}
\begin{pmatrix}
U^* - 1 & -i(1 + U^*)
\end{pmatrix}^*.
\]

Let us show that \( \ker M^* = 0 \). Assume \( x = (x_1, x_2) \in \ker M^* \), \( x_1, x_2 \in G \), then

\[
-i(1 + U^*)x_1 + (1 - U^*)x_2 = 0,
\]

\[
(U^* - 1)x_1 - i(1 + U^*)x_2 = 0.
\]

Multiplying (5) by \( i \) and adding the result to (6) one arrives at \( U^*(x_1 - ix_2) = 0 \); as \( U^* \) is unitary, we have \( x_1 - ix_2 = 0 \). On the other hand, multiplying (5) by \( i \) again and subtracting (6) from it, we obtain \( x + ix_2 = 0 \), which says that \( x_1 = x_2 = 0 \).
As \((\text{ran} \, M)^\perp = \ker M^*\), the linear subspace \(\text{ran} \, M\) is dense in \(\mathcal{G}\). Now to prove \(4\) it is sufficient to show that for any sequence \((x^n)\in \mathcal{G} \oplus \mathcal{G}\), \(x^n = (x_1^n, x_2^n)\), \(x_1^n, x_2^n \in \mathcal{G}\), the condition \(\lim_{n \to \infty} Mx^n = 0\) implies the convergence of \((x^n)\) to 0, which we will do now.

Assuming the existence of the limits

\[
\lim_{n \to \infty} (i(1 + U)x_1^n + (U - 1)x_2^n) = 0, \quad \lim_{n \to \infty} ((1 - U)x_1^n + i(1 + U)x_2^n) = 0
\]

one sees immediately that the sequences \((x_1^n + ix_2^n)\) and \((U(-x_1^n + ix_2^n))\) converge to 0. As \(U\) is unitary, the sequence \((-x_1^n + ix_2^n)\) converges to 0 too, which shows that \(\lim_{n \to \infty} x_1^n = \lim_{n \to \infty} x_2^n = 0\).

(b) This is an obvious corollary of (a) and proposition \(2\).

Finally, we are able to give another description of a s.a.l.r. with the help of its normalized parameterization.

**Lemma 5.** Let bounded operators \(A, B\) parameterize a s.a.l.r. in \(\mathcal{G}\) and be normalized, then \(\Lambda^{A,B} = \{(B^*u, A^*u), u \in \mathcal{G}\}\).

**Proof.** Set \(\Lambda' := \{(B^*u, A^*u), u \in \mathcal{G}\}.\) Clearly, due to \(4\) there holds the inclusion \(\Lambda' \subset \Lambda^{A,B}\). Let us show that \(\Lambda^{A,B} = \Lambda'\). The condition \(4\) means, in particular, that the operator \((M^{A,B})^*\) has a bounded inverse and, therefore, maps closed sets to closed sets. As \(\Lambda' = (M^{A,B})^*(\mathcal{G} \oplus \mathcal{G})\), \(\Lambda'\) is closed. As \(\Lambda^{A,B}\) is also closed, it is sufficient to prove that \((\Lambda')^\perp \cap \Lambda^{A,B} = 0\). Assume \(x = (x_1, x_2) \in (\Lambda')^\perp \cap \Lambda^{A,B}\), \(x_1, x_2 \in \mathcal{G}\). The condition \(x \in \Lambda^{A,B}\) means that \(Ax_1 - Bx_2 = 0\), and the equality \((x, y) = 0\) for any \(y \in \Lambda'\) results in \((x_1, B^*u) + (x_2, A^*u) = 0\) or \((Bx_1 + Ax_2, u) = 0\) for any \(u \in \mathcal{G}\), i.e. \(Bx_1 + Ax_2 = 0\). Therefore, \(M^{A,B}x = 0\) and due to \(4\) there holds \(x = 0\).

\[\square\]

3 Resolvents of self-adjoint extensions

The language of linear relations is widely used in the theory of self-adjoint extensions of symmetric operators [14,23,24]. We point out that any symmetric operator with equal deficiency indices (finite or infinite) has a boundary triple [14, Theorem 3.1.5].

**Proposition 6 (Theorem 3.1.6 in [14]).** Let \(S\) be a closed symmetric operator with equal deficiency indices acting on a certain Hilbert space, and \((\mathcal{G}, \Gamma_1, \Gamma_2)\) be its boundary triple, then there is a bijection between all self-adjoint extensions of \(S\) and s.a.l.r.‘s on \(\mathcal{G}\). A self-adjoint extension \(H^\Lambda\) corresponding to a s.a.l.r. \(\Lambda\) is the restriction of \(S^\star\) to elements \(\phi \in \text{dom} \, S^\star\) satisfying the abstract boundary conditions \((\Gamma_1\phi, \Gamma_2\phi) = \phi\).

To investigate spectral properties of the self-adjoint extensions it is useful to know their resolvents. To write Krein’s formula for the resolvents we need some additional constructions [6]. For \(z \in \mathbb{C} \setminus \mathbb{R}\), let \(\mathcal{N}_z\) denote the corresponding deficiency subspace for \(S\), i.e. \(\mathcal{N}_z = \ker (S^\star - z)\). The restrictions of \(\Gamma_1\) and \(\Gamma_2\) onto \(\mathcal{N}_z\) are invertible linear maps from \(\mathcal{N}_z\) to \(\mathcal{G}\). Put \(\gamma(z) = (\Gamma_1|_{\mathcal{N}_z})^{-1}\) and \(Q(z) = \Gamma_2\gamma(z)\); these maps form holomorphic families from \(\mathbb{C} \setminus \mathbb{R}\) to the spaces \(\mathcal{L}(\mathcal{G}, \mathcal{H})\) and \(\mathcal{L}(\mathcal{G}, \mathcal{G})\) of bounded linear operators from \(\mathcal{G}\) to \(\mathcal{H}\) and from \(\mathcal{G}\) to \(\mathcal{G}\) respectively. Denote by \(H^0\) the self-adjoint extension of \(S\) given by
the boundary condition \( \Gamma_1 \phi = 0 \), then the maps \( \gamma(z) \) and \( Q(z) \) have analytic continuations to the resolvent set \( \text{res} \ H^0 \), and for all \( z, \zeta \in \text{res} \ H^0 \) one has, in particular,

\[
Q(z) - Q^*(\zeta) = (z - \zeta) \gamma^*(\zeta) \gamma(z).
\]  

(7)

The maps \( \gamma(z) \) and \( Q(z) \) are called the \( \Gamma \)-field and the \( Q \)-function for the pair \((S, H^0)\), respectively \([7, 9]\). (The \( Q \)-function is called sometimes the Weyl \( M \)-function of the boundary triple \((G, \Gamma_1, \Gamma_2)\) \([6, 25, 26]\).) Similar objects arise naturally also in the study of singular perturbations of self-adjoint operators \([11, 31]\).

The following proposition describes the resolvents of the self-adjoint extensions of \( S \).

**Proposition 7 (Krein’s resolvent formula, cf. Propositions 1 and 2 in \([6]\)).** Let \( H^\Lambda \) be a self-adjoint extension of \( S \), which is the restriction of \( S^* \) to the set of functions \( \phi \in \text{dom} \ S^* \) satisfying \((\Gamma_1 \phi, \Gamma_2 \phi) \in \Lambda \), where \( \Lambda \) is a s.a.l.r. in \( G \). Then a number \( z \in \text{res} \ H^0 \) lies in the spectrum of \( H^\Lambda \) iff \( 0 \notin \text{res} (\text{gr} \ Q(z) - \Lambda)^{-1} \). For any \( z \in \text{res} \ H^0 \cap \text{res} \ H^\Lambda \) there holds

\[
(\Lambda - z)^{-1} = (H^0 - z)^{-1} - \gamma(z) C_\Lambda(z) \gamma^*(z),
\]  

(8)

where \( C_\Lambda(z) \) is a bounded linear operator on \( G \) with \( \text{gr} C_\Lambda(z) = (\text{gr} Q(z) - \Lambda)^{-1} \).

It is worth emphasizing that the correspondence between the spectral types of \( H^\Lambda \) and \( C_\Lambda(z) \) (discrete spectra, essential spectra etc.) is a rather difficult problem, cf. \([25, 27]\).

The calculation of \( C_\Lambda(z) \) is a rather difficult technical problem, as it involves “generalized” operations with linear relations. Such difficulties do not arise if \( \Lambda \) is the graph of a certain self-adjoint linear operator \( L \) (i.e. if \( \Lambda \) can be injectively projected onto \( G \oplus 0 \)); the boundary conditions take the form \( \Gamma_2 \phi = L \Gamma_1 \phi \), and such extensions are called disjoint to \( H^0 \) because of the equality \( \text{dom} \ H^\Lambda \cap \text{dom} \ H^0 = \text{dom} \ S \) (the operator \( S \) is then called the maximal common part of \( H^0 \) and \( H^\Lambda \)). Then the subspace \( \text{gr} Q(z) - \Lambda \) is the graph of the invertible operator \( Q(z) - L \), and \( C^\Lambda(z) = (Q(z) - L)^{-1} \).

**Remark 8.** One uses sometimes a different terminology, which is more related to geometry. The space \( G \oplus G \) is equipped with a symplectic structure given by the skew-linear form \([\cdot, \cdot], [(p_1, q_1), (p_2, q_2)] = (p_1, q_2) - (p_2, q_1), p_1, p_2, q_1, q_2 \in G \). In these terms, symmetric linear relations are linear subspaces on which this form vanishes (they are called more often isotropic subspaces) and s.a.l.r.s are Lagrangian subspaces (i.e. those coinciding with their skew-orthogonal complements with respect to the form \([\cdot, \cdot]\)). In the case of real finite-dimensional \( G \), such objects appeared in the semiclassical analysis \([28]\). They play an important role in the description of classical dynamics, as invariant manifolds of integrable Hamiltonian systems are Lagrangian, i.e. all tangent spaces are Lagrangian. If \( e_j \), \( j = 1, \ldots, n \), form an orthogonal basis in \( G \), then the \( 2n \) vectors \((e_j, 0), (0, e_j), j = 1, \ldots, n \), form a symplectic basis in \( G \oplus G \). Let \( \theta \) be a subset of \( \{1, \ldots, n\} \), then the linear hull of the vectors \((e_j, 0), j \notin \theta, (0, e_j), j \in \theta \), is called a coordinate subspace. Arnold’s lemma \([29]\) says that an arbitrary Lagrangian subspace can be injectively projected onto one of the coordinate subspaces. This is one of the central points in the construction of WKB-solutions resulting in
the Bohr-Sommerfeld-Maslov quantization rule [28]. In order to reduce calculations, one usually tries to minimize the number of elements in \( \theta \), as this number is, roughly speaking, the number of partial Fourier transforms needed to write a formula for the solution.

Arnold’s lemma can be transferred to the case of complex finite-dimensional \( \mathcal{G} \) and applies to symmetric operators with equal and finite deficiency indices as follows. Start with an arbitrary boundary value space \((\mathcal{G}, \Gamma_1, \Gamma_2)\). Fix an orthogonal basis \((e_j) \in \mathcal{G}\) and denote by \(\Gamma_k^j\) the \(j\)th component of \(\Gamma_k\) in this basis, \(\Gamma_k^j = (e_j, \Gamma_k \cdot)\), \(j = 1, \ldots, n\), \(k = 1, 2\). For a subset \(\theta \in \{1, \ldots, n\}\) we define new boundary operators \((\Gamma_1^\theta, \Gamma_2^\theta)\) by

\[
(\Gamma_1^\theta)^j = \Gamma_1^j, \quad (\Gamma_2^\theta)^j = \Gamma_2^j, \quad j \notin \theta, \quad (\Gamma_1^\theta)^j = \Gamma_2^j, \quad (\Gamma_2^\theta)^j = -\Gamma_1^j, \quad j \in \theta.
\]

Clearly, the triple \((\mathcal{G}, \Gamma_1^\theta, \Gamma_2^\theta)\) is a new boundary value space, and for a fixed self-adjoint extension \(H^\Lambda\) one can choose \(\theta\) for which the boundary conditions for \(H^\Lambda\) take the form \(\Gamma_1^\theta \phi = L \Gamma_2^\theta \phi\) with a certain matrix \(L\). For each of these boundary value spaces \((\mathcal{G}, \Gamma_1^\theta, \Gamma_2^\theta)\) one should recalculate the maps \(\gamma(z)\) and \(Q(z)\) entering the resolvent formula, which brings a number of calculations, cf. [7,26].

As we have shown in proposition\[\textbf{3}\] all self-adjoint boundary conditions can be represented with the help of two bounded linear operators \(A\) and \(B\) by

\[
A \Gamma_1 \phi = B \Gamma_2 \phi \iff (\Gamma_1 \phi, \Gamma_2 \phi) \in \Lambda^{A,B},
\]

where \(A\) and \(B\) satisfy \([2]\) and \([3]\). Our aim is to show that the resolvent formula \([\textbf{3}]\) admits a simple form in terms of these two operators.

**Lemma 9.** Let bounded operators \(A, B\) parameterize a s.a.l.r. in \(\mathcal{G}\) and be normalized. Then for any \(z \in \text{res } H^0\) the following three conditions are equivalent:

(a) \(0 \in \text{res } (\text{gr } Q(z) - \Lambda^{A,B})\),
(b) \(0 \in \text{res } (BQ(z) - A)\),
(c) \(0 \in \text{res } (Q(z)B^* - A^*)\).

If these conditions are satisfied, then

\[
(\text{gr } Q(z) - \Lambda^{A,B})^{-1} = \text{gr } B^* (Q(z)B^* - A^*)^{-1} = \text{gr } (BQ(z) - A)^{-1} B. \quad (10)
\]

**Proof.** Let us express the linear relation \(\text{gr } Q(z) - \Lambda^{A,B}\) through \(A\) and \(B\). Due to lemma\[\textbf{3}\] one has \(\Lambda^{A,B} = \{(B^*u, A^*u), u \in \mathcal{G}\}\). Therefore, \(\text{dom } (\text{gr } Q(z) - \Lambda^{A,B}) = \text{ran } B^*\), and there holds

\[
(\text{gr } Q(z) - \Lambda^{A,B}) = \left\{ (B^*u, Q(z)B^*u - A^*u), u \in \mathcal{G} \right\}. \quad (11)
\]

Assume that (a) is satisfied and show (c). Clearly, \(\text{ran } (\text{gr } Q(z) - \Lambda^{A,B}) = \text{ran } (Q(z)B^* - A^*)\), and there holds \(\text{ran } (Q(z)B^* - A^*) = \mathcal{G}\). We show now that \(\text{ker } (Q(z)B^* - A^*) = 0\). Let \((Q(z)B^* - A^*)u = 0, u \in \mathcal{G}\). As \(\text{ker } (\text{gr } Q(z) - \Lambda^{A,B}) = 0\), the corresponding first component in \((B^*u, (Q(z)B^* - A^*)u)\) must vanish, i.e. \(B^*u = 0\), and then \(A^*u = 0\). But \(\text{ker } A^* \cap \text{ker } B^* = 0\) due to \([\textbf{4}]\), and \(u = 0\). Therefore, the operator \(Q(z)B^* - A^*\) has a bounded inverse due to the closed graph theorem. Hence (a) implies (c).
Now let (c) hold, then we can rewrite \( \Lambda \)
\[
\text{gr } Q(z) - \Lambda^{A,B} = \left\{ (B^*(Q(z)B^* - A^*)^{-1}x, x \in G) \right\},
\]
and we get immediately \( \text{ran } (Q(z) - \Lambda^{A,B}) = G \) and \( \ker (Q(z) - \Lambda^{A,B}) = 0 \), which exactly (a). Therefore, we have shown that (a) is equivalent to (c).

Note that the condition (a) and, therefore, also (c), is invariant under the change \( z \leftrightarrow \bar{z} \), because they define the resolvent set of the self-adjoint operator \( H^{A,B} \), and the resolvent set is symmetric under the complex conjugation. The equivalence of (b) and (c) follows from the fact that \( Q(\bar{z})B^* - A^* \) has 0 in the resolvent set if and only if its adjoint \( BQ(z) - A \) has the same property (here one can use the equality \( Q(\bar{z}) = Q^*(z) \) following from \( \Lambda \)).

We have already proved the first equality in \( \Lambda \), see \( \Omega \). Let us show the second one. Let us the the notation of proposition \( \eta \). Replacing \( z \) in \( \eta \) by \( \bar{z} \) and taking the adjoint on the both sides one sees immediately that \( C_\Lambda(z) = C_\Lambda(z) \) for any \( z \in \text{spec } H^{0} \). On the other hand, we have shown already that for \( \Lambda = \Lambda^{A,B} \) one has \( C_\Lambda(z) = B^*(Q(z)B^* - A^*)^{-1} \), therefore, \( (BQ(z) - A)^{-1}B = C_\Lambda(z) = B^*(Q(z)B^* - A^*)^{-1} \).

Now we are in position to reformulate proposition \( \eta \) completely in the operator language, without using linear relations.

**Theorem 10 (Resolvent formula for normalized parameters).** Let \( H^{A,B} \) be the self-adjoint extension of \( S \) corresponding to the boundary conditions \( \eta \) with normalized \( A \) and \( B \). A number \( z \in \text{res } H^{0} \) lies in \( \text{spec } H^{A,B} \) iff \( 0 \in \text{spec } (BQ(z) - A) \) or, equivalently, \( 0 \in \text{spec } (Q(z)B^* - A^*) \). For any \( z \in \text{res } H^{0} \cap \text{res } H^{A,B} \) there holds
\[
H^{A,B} - z)^{-1} = (H^{0} - z)^{-1} - \gamma(z)B^*(Q(z)B^* - A^*)^{-1}\gamma^*(\bar{z}),
\]
\[
(H^{A,B} - z)^{-1} = (H^{0} - z)^{-1} - \gamma(z)(BQ(z) - A)^{-1}B\gamma^*(\bar{z}).
\]

**Proof.** Follows from lemma \( \eta \).

Note that by setting \( A = i(1 + U), \ B = 1 - U \) one obtains a global expression for the resolvents which covers the whole family of self-adjoint extensions. A finite-dimensional case of this resolvent formula was obtained in [20] in the context of singular quantum-mechanical interactions.

Up to now, we used only normalized parameterizations for self-adjoint extensions. As we see below, on example of elliptic boundary value problems, normalized parameterization can be difficult to find. Let us formulate the analogue of theorem \( \eta \) for the case of non-normalized parameters.

**Theorem 11 (Resolvent formula for non-normalized parameters).** Let \( H^{A,B} \) be the self-adjoint extension of \( S \) corresponding to some self-adjoint boundary conditions \( \eta \). Then for any \( z \in \text{res } H^{A,B} \cap \text{res } H^{0} \) the operator \( BQ(z) - A \) is invertible on its domain and the equality \( \Omega \) holds.

**Proof.** Let \( A_0, B_0 \) be a strong parameterization of \( \Lambda^{A,B} \). Due to proposition \( \eta \) there exists a bounded injective operator \( L \) such that \( A = LA_0, \ B = LB_0 \). The
resolvent formula \((14)\) takes the form

\[
R^{A,B}(z) = R^{A_0,B_0}(z) = R^0(z) - \gamma(z)(B_0Q(z) - A_0)^{-1}B_0\gamma^*(\bar{z})
\]

\[
= R^0(z) - \gamma(z)[L^{-1}(BQ(z) - A)]^{-1}L^{-1}B\gamma^*(\bar{z})
\]

\[
= R^0(z) - \gamma(z)(BQ(z) - A)^{-1}B\gamma^*(\bar{z}).
\]

Although the resolvent formulas in theorems \((9)\) and \((11)\) have the same form, they are different from the point of view of the spectral analysis. Namely, in the former case, the spectrum of \(H^{A,B}\) in the gaps of \(H^0\) is completely described of terms of the spectrum of \(BQ(z) - A\). In the latter case, the correspondence is more complicated. For example, the operator \(BQ(z) - A\) may have no bounded inverse for all \(z\). Nevertheless, one can describe at least the eigenvalues of \(H^{A,B}\), cf. \([30\), Theorem 1\] and \([31\), Theorem 3.4\].

**Theorem 12 (Eigenvalues of self-adjoint extensions).** Let \(H^{A,B}\) be the self-adjoint extension of \(S\) corresponding to the boundary conditions \((9)\) with \(A\) and \(B\) satisfying \((2)\) and \((3)\). The value \(z \in \text{res} H^0\) is an eigenvalue of \(H^{A,B}\) iff \(\ker (BQ(z) - A) \neq 0\), and in this case one has \(\ker (H^{A,B} - z) = \gamma(z) \ker (BQ(z) - A)\).

**Proof.** Let us show first that \(\gamma(z) \ker (BQ(z) - A) \subset \ker (H^{A,B} - z)\). For any \(\xi \in \ker (BQ(z) - A)\) the element \(f(z,\xi) := \gamma(z)\xi\) is an eigenfunction of \(S^*\) with the eigenvalue \(z\), because \(\gamma(z)\) is an isomorphism between \(\ker (S^* - z)\) and \(G\). Moreover, one has \(\Gamma_1 f(z,\xi) = \Gamma_1 \Gamma_1^{-1} \xi = \xi\) and \(\Gamma_2 f(z,\xi) = \Gamma_2 \gamma(z) \xi = Q(z)\xi\), therefore, \(A\Gamma_1 f(z,\xi) - B\Gamma_2 f(z,\xi) = -(BQ(z) - A)\xi = 0\), which means that \(f(z,\xi)\) is in the domain of \(H^{A,B}\). Therefore, \(f(z,\xi)\) is an eigenvector of \(H^{A,B}\) with eigenvalue \(z\).

Now let \(z \in \text{res} H^0\) be an eigenvalue of \(H^{A,B}\) and \(f\) be a non-zero element of the corresponding subspace. Then \(f\) is also an eigenvector of \(S^*\). As \(\gamma(z)\) is an isomorphism between \(\ker (S^* - z)\) and \(G\), there exists \(\xi \in G \setminus \{0\}\) such that \(f = \gamma(z)\xi\). As previously, there holds \(\Gamma_1 f = \xi, \Gamma_2 f = Q(z)\xi\), and the condition \(f \in \text{dom} H^{A,B}\) takes the form \(A\Gamma_1 f - B\Gamma_2 f = -(BQ(z) - A)\xi = 0\). \(\square\)

### 4 Applications to quantum-mechanical solvable models

There are numerous works dedicated to the construction of boundary triples in various situations, cf. \([6,11,14,22,31]\), so we restrict ourselves by considering some situations where mixed boundary conditions arise and the above results are useful.

#### 4.1 Generalized point interactions

Krein’s formula is used traditionally in the theory of zero-range potentials \([3]\). Let us illustrate the above construction by the generalized zero-range potentials. Denote by \(H^0\) the operator \(-d^2/dx^2\) in \(\mathcal{H} = L^2(\mathbb{R})\). Let \(L\) be a uniformly discrete subset of \(\mathbb{R}\), i.e. there exists \(d > 0\) such that \(|a - b| \geq d\) for any \(a, b \in L\) if \(a \neq b\). Denote by \(S\) the restriction of \(H^0\) to the domain \(\text{dom} S = \{ f \in \mathcal{H} : f(x) = 0 \text{ for all } x \in L\}'\).
domain } f(a) = f'(a) = 0 \text{ for all } a \in L \}. \text{ Clearly, } S \text{ is a symmetric operator in } H \text{ and its deficiency indices are } (2|L|, 2|L|) \text{ if } L \text{ is finite and } (\infty, \infty) \text{ if } L \text{ is infinite, cf. [17]. Let us enumerate the points of } L \text{ in the increasing order, } L =: \bigcup_{k \in K} \{a_k\}, \text{ where } K \text{ is a subset of } \mathbb{Z} \text{ and } a_j < a_k \text{ if } j < k.

The adjoint operator } S^* \text{ is } -d^2/dx^2 \text{ with the domain } \text{dom} \ H = W^{2,2}(\mathbb{R}, L). \text{ The usual integration by parts and the Sobolev embedding theorem show that the triple } (\mathcal{G}, \Gamma_0, \Gamma_2)

\[
\mathcal{G} = l^2(K) \otimes \mathbb{C}^2, \quad \Gamma_0 f = \left( f'(a_k) - f'(a_k^+), f(a_k^+) - f(a_k) \right)_{k \in K}, \\
\Gamma_2 f = \left( \frac{f(a_k^+) + f(a_k)}{2}, \frac{f(a_k^-) + f(a_k)}{2} \right)_{k \in K},
\]

is a possible choice of a boundary triple for } S. \text{ Note that the “distinguished” extension given by } \Gamma_1 f = 0 \text{ is exactly } H^0.

The general connecting self-adjoint boundary conditions at the points of } L \text{ have the form } \lbrack 32, 33 \rbrack

\[
\theta_k \in [0, \pi], \quad \alpha_k, \beta_k, \gamma_k, \delta_k \in \mathbb{R}, \quad \alpha_k \delta_k - \beta_k \gamma_k = 1, \quad k \in K,
\]

and can be rewritten as } A \Gamma_1 f = B \Gamma_2 f, \text{ where } A \text{ and } B \text{ are block-diagonal matrices, } A = \text{diag}(A_k), B = \text{diag}(B_k),

\[
A_k = \begin{pmatrix} 1 + \alpha_k e^{i \theta_k} & \beta_k e^{i \theta_k} \\ \gamma_k e^{i \theta_k} & \delta_k e^{i \theta_k} - 1 \end{pmatrix}, \quad B_k = \begin{pmatrix} \beta_k e^{i \theta_k} & 1 - \alpha_k e^{i \theta_k} \\ 1 + \delta_k e^{i \theta_k} & -\gamma_k e^{i \theta_k} \end{pmatrix}.
\]

Denote by } H \text{ the resulting self-adjoint operator.

Let } h = (h', h'') \text{, } h', h'' \in l^2(K). \text{ By direct calculations one shows that the solution of } (S^* - z)g = 0 \text{ with } \Gamma_1 g = h = (h', h'') \text{ and } z \notin \text{spec } H^0 \equiv [0, +\infty) \text{ has the form}

\[
g(x) = \gamma(z) h(x) = \frac{1}{2} \sum_{k \in K} \left( \frac{h'_k}{\sqrt{-z} + h''_k \text{sgn} (x - a_k)} \right) e^{-\sqrt{-z}|x-a_k|}
\]

For the corresponding Krein matrix one has } Q(z) = (Q^{jk}(z))_{j,k \in K}, \text{ where the } 2 \times 2 \text{ blocks } Q^{jk}(z) \text{ are: } Q^{jk}(\zeta),

\[
Q^{jk}(z) = \frac{e^{-\sqrt{-z}|a_j-a_k|}}{2} \begin{pmatrix} 1 & \text{sgn} (a_j - a_k) \\ -\text{sgn} (a_j - a_k) & -\sqrt{-z} \end{pmatrix}.
\]

The resolvent formula presented above can handle arbitrary boundary conditions at the points of } L. \text{ In particular, if } L \text{ is finite, the equation } \det [BQ(z) - A] = 0 \text{ provides a condition for } z \text{ to be an eigenvalue of } H. \text{ A part of this construction can be transferred to matrix-valued problems with point interactions [37].}
4.2 Hybrid manifolds

Another object on which mixed boundary conditions naturally arise is delivered by Schrödinger operators acting on a space consisting of pieces with different dimensions. We consider an example of a space consisting just of two pieces of different dimensions using the construction of boundary triple from \([16, \ 18]\) using some asymptotic properties of the Green function from \([19]\). Let \(M\) and \(N\) be two- and three-dimensional complete Riemannian manifolds of bounded geometry, respectively. (The class of manifolds of bounded geometry includes compact manifolds, homogeneous spaces with invariant metrics, etc., see \([38]\)).

Let \(V \in L^2_{\text{loc}}(M)\), \(W \in L^2_{\text{loc}}(N)\) be semibounded below. The expressions \(H_M = -\Delta_M + V\) and \(H_N = -\Delta_N + W\), where \(\Delta_M\) and \(\Delta_N\) are the Laplace-Beltrami operator on \(X\) and \(Y\), respectively, define Schrödinger operators acting on \(L^2(M)\) and \(L^2(N)\). By identifying two marked points \(m \in M\) and \(n \in N\) one arrives at a new topological space. Our aim to define Schrödinger operator on this new space using the partial operators \(S\) are boundary triples for \(A\) conditions are \(1\) - \(1\). Moreover, one can always put \(F_{M/N}(x,y) = \frac{1}{2\pi} \log d(x,y)\) and, if \(W \in L^p_{\text{loc}}(N)\) with \(p > 3\), \(F_N(x,y) = \frac{1}{4\pi d(x,y)}\). The domain of the adjoint operators are \(\text{dom} S_M^* = \text{dom} H_M + \mathbb{C} G_M(.m/n)\) and \(\text{dom} S_N^* = \text{dom} H_N + \mathbb{C} G_N(.n/m)\) with any \(z \notin \text{spec} H_M/N\). For any \(f \in \text{dom} S_M^*\) one has the following asymptotic expansion near \(m/n\): \(f(x) = a_{M/N}(f) F_{M/N}(x,m/n) + b_{M/N}(f) + o(1)\).

\(a_{M/N}, b_{M/N}\) are linear functionals on \(\text{dom} S_M^*\). Using the partial integration one can see that \((\mathbb{C}, \Gamma_1^{M/N}, \Gamma_2^{M/N})\) with \(\Gamma_j^{M/N} f = a_{M/N}(f)\) are boundary triples for \(S_{M/N}\). The most general boundary conditions are \(AT_1f = BT_2\) with \(2 \times 2\) matrices \(A\) and \(B\) with \(AB^* = BA^*\) and \(\det(AA^* + BB^*) \neq 0\). Using the resolvent formulas \([10]\) or \([11]\) one can perform a complete spectral analysis of the operators obtained by repeating the arguments of \([16]\) where special boundary conditions were studied. The construction presented admits a natural generalization to infinite direct sums and periodic hybrid structures, cf. \([19]\).
4.3 Laplacian on the half-space

One of related examples comes from the Robin-type elliptic boundary value problems, i.e. the Laplacians with boundary conditions of the form \( au^2|_\Gamma + b_\partial u|_\Gamma = 0 \), where \( \Gamma \) is a boundary of a certain domain \( \Omega \) and \( a, b \) are real-valued coefficients. If the coefficient \( b \) vanishes on some set of non-zero measure, one has the so-called mixed boundary problem; such boundary conditions arise in various areas of geometric analysis and mathematical physics [12, 34–36]. We discuss here an explicitly solvable case, when \( \Omega \) is a half-space. Similar constructions can be done also done in tube-like domains, see section 9 in [6] and section §4.7 in [14] for discussion.

Denote \( \mathbb{R}^n_+ := \{ x = (x_1, \ldots, x_n) \in \mathbb{R}^n : x_n \geq 0 \}, n \geq 2 \). By \( S \) denote the Laplace operator with the domain \( \text{dom} S = \{ f \in H^2(\mathbb{R}^n_+) : f|_{x_n=0} = \partial f/\partial x_n|_{x_n=0} = 0 \} \). Clearly, \( S \) is a symmetric operator in \( \mathcal{H} := L^2(\mathbb{R}^n_+) \) with infinite deficiency indices.

Let us consider the self-adjoint extensions of \( S \) corresponding to the Robin-type boundary conditions,

\[
a f|_{x_n=0} + b \partial f/\partial x_n|_{x_n=0} = 0, \quad a.e. \tag{15}
\]

We assume that \( a \in C^1(\mathbb{R}^{n-1}), b \in C^2(\mathbb{R}^{n-1}) \) are real-valued function, and that \( a, a', b, b' \) are bounded. Both \( a \) and \( b \) can vanish on sets of non-zero measure, but the sum \( |a| + |b| \) must be nonzero almost everywhere.

Denote by \( H^{a,b} \) the self-adjoint operator introduced above and by \( H^0 \) the Dirichlet Laplacian. Our aim is to express the resolvent of \( H^{a,b} \) in terms of \( H^0 \), \( a \) and \( b \). We use the construction of section 9 in [6] for the boundary triple and the Krein functions.

For any \( z < 0 \) denote \( \Lambda(z) = (-\Delta_{n-1} - z)^{1/2} \), where \( \Delta_{n-1} \) is the Laplacian in \( \mathbb{R}^{n-1} \). Clearly, \( \Lambda(z) \) is an injective non-negative self-adjoint operator in \( L^2(\mathbb{R}^{n-1}) \). Fix any \( \lambda < 0 \), then as a boundary triple \( (\mathcal{G}, \Gamma_1, \Gamma_2) \) for \( S \) one can take

\[
\mathcal{G} = L^2(\mathbb{R}), \quad \Gamma_1 f(x) = (\Lambda^{-1/2}(\lambda))_x f|_{x_n=0},
\]

\[
(\Gamma_2 f)(x) = (\Lambda^{1/2}(\lambda))_x \left( \frac{\partial f}{\partial x_n} \right)|_{x_n=0} + \Lambda(\lambda) f|_{x_n=0} \tag{16}
\]

The corresponding map \( \gamma(z) \) represent the well-known formula for the solution of the Dirichlet problem,

\[
\gamma(z) u = -\int_{\mathbb{R}^{n-1}} \frac{\partial G(x, y; z)}{\partial y_n} \big|_{y_n=0} \Lambda^{1/2}(\lambda) u(y) \, dy, \quad u \in L^2(\mathbb{R}^{n-1}),
\]

where \( G(x, y; z) \) is the Green function for \( H^0 \). The corresponding \( Q \)-function takes the form \( Q(z) = (\Lambda(\lambda) - \Lambda(z))\Lambda(\lambda) \). Substituting \( \Gamma_1 \) into \( \Gamma_2 \) applying on the both sides the operator \( \Lambda^{-3/2}(\lambda) \) we obtain the boundary conditions \( A \Gamma_1 f = B \Gamma_2 f \) with \( A = \Lambda^{-3/2}(\lambda) (b \Lambda(\lambda) - a) \Lambda^{1/2}(\lambda), \quad B = \Lambda^{-3/2}(\lambda) b \Lambda^{-1/2}(\lambda) \). \( \tag{17} \)

As the multiplications by \( a \) and \( b \) are bounded operators in \( H^{-1}(\mathbb{R}) \) and \( H^{-2}(\mathbb{R}) \), respectively, the coefficients \( A \) and \( B \) in \( \tag{17} \) are bounded operators in \( L^2(\mathbb{R}) \).
In general, $A$ and $B$ are not normalized and it is very difficult to normalize them in a closed form. Therefore, we can obtain only the weak form of the resolvent formula (14), see theorem 11. The expression $BQ(z) - A$ entering (14) takes the form $BQ(z) - A = \Lambda - 3/2(\lambda)(a - b\Lambda(z))\Lambda^{1/2}(\lambda)$ In particular, a real number $z < 0$ is an eigenvalue of $H^{a,b}$ iff there exists $u \in H^{-1/2}(\mathbb{R})$ with $(a - b\Lambda(z))u = 0$.
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