A Coupled-Oscillators Model to Analyze the Interaction between a Quartz Resonator and Trapped Ions
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The novel application of a piezoelectric quartz resonator for the detection of trapped ions has developed in the perspective of high-sensitive motional frequency measurements of radioactive particles. Energized quartz crystals have (long) constant-decay times in the order of milliseconds, permitting the coherent detection of charged particles within short times. In this publication we develop in detail a model governing the interaction between trapped \(^{40}\text{Ca}^+\) ions and a quartz resonator connected to a low-noise amplifier. We apply this model to experimental data and extract relevant information like the coupling constant \(g = 2\pi \times 1.449(2)\) Hz and the ions’ modified-cyclotron frequency in our 7-tesla Penning trap. The study on the latter is specially important for the use of this resonator in precision Penning-trap mass spectrometry. The improvement in sensitivity can be accomplished by increasing the coupling constant through the quality factor of the resonator. This can develop in the use of the hybrid quartz-ion system for other applications.

I. INTRODUCTION

Electronic detection of trapped charged particles in Penning traps is used in a variety of experiments in fundamental Physics \cite{1, 2} as well as applications in Chemistry and Biology \cite{3}. Most of these experiments pertain to mass spectrometry aiming at reaching the highest precision when only a single ion \cite{4} or an ion pair \cite{5} is in the Penning trap, or when the highest precision is not required, aiming at identifying molecular ions using tens or more ions from the same species without frequency-selective amplification. The increase in sensitivity to reach single-ion detection relies mainly on the use of high-Q resonators, which until very recently were made only of superconducting solenoids \cite{6, 7}. Recent developments and Penning trap experiments have demonstrated that quartz crystals can serve as resonators covering, depending on the cut along the crystallographic axis of the crystal, different frequency regimes, from MHz (AT-cut) \cite{8} to a few hundred of kHz (SL-cut) \cite{9}. The latter work includes the first proof of a cyclotron-frequency ratio measurement of two ion species. Besides, quartz resonators offer a feature not present in superconducting coils, arising from the relatively long decay-constant of a few milliseconds when the quartz is energized by a resonant radiofrequency field. This has resulted in the observation of the coherent interaction between the resonator and trapped ions under non-equilibrium conditions, without the need for long observation times. This has been presented in a recent work \cite{10} opening prospects for non-destructive detection of exotic nuclei at existing facilities \cite{11, 12} or under construction \cite{13}. Two models were introduced in Ref. \cite{10}, one based on the ions’ equivalent circuit \cite{14}, which is the one applied in precision Penning-trap mass spectrometry \cite{15}, and the other based on the coupling between the quartz and ions considering each system as a harmonic oscillator. In this manuscript we have fully developed the coupled-oscillators model using the experimental data presented in Ref. \cite{10}. We have established an analysis procedure which allows us extracting precise motional frequency values from the quartz-ions interaction at different times after the crystal has been energized. We extract important parameters like the coupling constant, subject of further experimental improvements, and the ions’ reduced-cyclotron frequency. We obtain more accurate values compared to the previous determination \cite{10}, which allows our collaboration to move further in the way to use quartz crystals for precision Penning-trap mass spectrometry on a single ion, a field exploited so far with stable ions, under the domain of superconducting-solenoid based detection setups \cite{1, 2, 4}. In this respect, single-ion sensitivity, in experiments with quartz crystals, must be reached. From our analysis, this requires an increase of the coupling constant, which depends on trap parameters and on the quality factor of the resonator.

Due to the range of frequencies available, another application in the field of Penning-trap mass spectrometry will be the coupling of ions in physically separated traps to allow using fluorescence photons from a laser-cooled \(^{40}\text{Ca}^+\) (sensor) ion to weight heavy nuclei \cite{16}, extending what has been done for the cooling of protons via a cloud of laser-cooled \(^{9}\text{Be}^+\) ions connecting the two traps.
to an LC circuit [17]. Such coupling, and the unique feature of operation under non-equilibrium, might extend the use of quartz crystals and the model presented here beyond mass spectrometry with further exploitation of the hybrid system quartz-ion [18].

II. PENNING TRAP AND INDUCED IMAGE CURRENT

In a Penning trap an ion with mass \( m_{\text{ion}} \) and charge \( q \) is confined by the superposition of an electrostatic quadrupole field with a strong homogeneous magnetic field [19]. The latter defines the revolution-symmetry axis \((\vec{B} = B \hat{e}_z)\) of the device made in the simplest configuration by a ring electrode and two endcaps. The configuration of the electrodes is such that the electrostatic potential inside the trap volume, when a voltage \( U_0 \) is applied between the ring and endcap electrodes, is given by

\[
V(x, y, z) = \frac{U_0}{4d^2} (-x^2 - y^2 + 2z^2), \tag{1}
\]

where \( d = \frac{1}{2} \sqrt{2z_0^2 + r_0^2} \) and \( z_0 \) and \( r_0 \) are the distances from the trap center to the endcap and ring electrode, respectively. The ion motion due to the Lorentz force acting on it, can be depicted as the superposition of three eigenmotions, one in the axial direction with a characteristic frequency and two in the radial plane with characteristic frequencies

\[
\omega_\pm = \frac{1}{2} \left( \omega_c \pm \sqrt{\omega_c^2 - 2\omega_z^2} \right) \tag{3}
\]

where

\[
\omega_c = \frac{q_{\text{ion}} B}{m_{\text{ion}}} \tag{4}
\]

is the cyclotron frequency of the ion. The subscripts + and - in Eq. (3) represent cyclotron motion with the modified frequency and magnetron motion respectively. The quantum Hamiltonian is presented in Appendix A.

Any of the characteristic frequencies can be measured if an electrode is used as pick-up current detector, since this current is modulated with the ion motion. Our experiments are centered in the detection of \( \omega_+ \), and thus the radial motion in the \( x-y \) plane has to be considered. In first-order approximation of the radial motion, the charge induced on the detection segment (DS in Fig. 1) by a trapped ion only depends on \( x \) (following the nomenclature in Fig. 1) as

\[
Q_{\text{ion}}(x, y) \approx Q_{\text{ion}}(x, 0) \approx -\frac{q_{\text{ion}} \alpha}{2} \left( 1 + \frac{x}{d_0} \right), \tag{5}
\]

where \( \alpha \) is a geometrical factor that accounts for the deviation of the geometry of the trap electrodes from the ideal case of two parallel plates, and \( d_0 \) is depicted in Fig. 1. The induced image current is given by

\[
I_{\text{ion}}(p_x, p_y) \approx I_{\text{ion}}(p_x, 0) \approx -\frac{q_{\text{ion}} \alpha}{2d_0 m_{\text{ion}}} p_x. \tag{6}
\]

III. THE QUARTZ-ION COUPLED-OSCILLATOR MODEL

The full system is depicted in Fig. 2 and the associated Hamiltonian comprises the following contributions

\[
H_{\text{total}} = H_{\text{ion}} + H_{q} + H_{\text{int}} + H_{\text{RF}} \tag{7}
\]

where \( H_{q} \) describes the dynamics of the quartz crystal, \( H_{\text{ion}} \) that of the trapped ions, \( H_{\text{int}} \) the interaction between the quartz and the ions, and \( H_{\text{RF}} \) the interaction between both with an external radiofrequency (RF) driving field. All these terms will be described in the following, giving them as a function of the creation and annihilation operators \( a^\dagger \) and \( a \), for the ions, and \( b^\dagger \) and \( b \) for the quartz.

The Hamiltonian to describe the ion motion in a Penning trap is presented in App. A1. Since only the modified-cyclotron motion is in resonance with the quartz, one can write

\[
H_{\text{ion}} \approx \hbar \omega_+ \left( a^\dagger a + \frac{1}{2} \right) \equiv \hbar \omega_{\text{ion}} \left( a^\dagger a + \frac{1}{2} \right) \tag{8}
\]

with \( \langle a \rangle \equiv \langle a \rangle e^{i\theta_a} \).

The Hamiltonian describing the quartz is given by

\[
FIG. 1. Transverse cut of a four-fold ring segmented electrode in a Penning trap with cylindrical symmetry. The ions’ trajectory in the radial plane, assuming only modified-cyclotron motion is depicted by the blue-solid line. The light and dark-grey solid circles represent the trapped ions when they are far or close, respectively, to the detection segment (DS) where the current they induce is picked up. DS is connected to the quartz resonator followed by an amplifier [8].
\]
\[ H_q = \left( \frac{k}{C_q} \right)^2 \left( \frac{m_q \omega_q^2}{2} - \frac{m_q \omega_q^2}{2} \right) = \hbar \omega_q \left( b^\dagger b + \frac{1}{2} \right), \]

with

\[ b = \sqrt{\frac{m_q \omega_q}{2 \hbar C_q}} \left[ \hat{Q} + \frac{i}{\omega_q} \hat{I} \right], \]

and \( \langle b \rangle \equiv \langle b \rangle \). The operators \( \hat{Q} \) and \( \hat{I} \) related to charge and current are defined in Appendix A 2. \( C_q \) is the capacitance of the quartz resonator, \( m_q \) the mass of a quartz’s oscillation mode with resonant frequency \( \omega_q \), and \( k \) is a proportionally constant which relates the expansion of the piezoelectric crystal with the applied voltage.

Following Appendix A 3, and considering that the magnetron motion is not in resonance, the Hamiltonian to describe the interaction can be written in the rotating wave approximation as

\[ H_{\text{int}} = \left( \frac{k}{C_q} \right)^2 \left( -N q_{\text{ion}} \alpha (\omega_q + 2 \omega_0) \hat{I} \hat{B}_x - \frac{N q_{\text{ion}} \alpha m_q \omega_q^2}{4d_0} \hat{Q} \hat{B}_x \right) \approx \hbar g a^\dagger b + \hbar g^* b^\dagger a, \]

where \( N \) is the number of trapped ions and \( g/2\pi \) represents the coupling constant in Hz. Taking into account that \( \omega_- \ll \omega_+ \) and \( \omega_q \approx \omega_+ \), the coupling constant can be written as

\[ g = \frac{k q_{\text{ion}} \omega_+}{C_q} \frac{(\omega_q + 2 \omega_-)}{8d_0} \sqrt{\frac{N m_q \omega_q}{m_{\text{ion}} (\omega_+ - \omega_-)}} \approx \frac{k q_{\text{ion}} \omega_+}{C_q} \frac{1}{8d_0} \sqrt{\frac{N m_q}{m_{\text{ion}}}}. \]

The Hamiltonian describing the interaction between the ions and an external RF field reads

\[ H_{\text{RF}} = \frac{F_{\text{ion}}}{\sqrt{2}} \cos (\omega_{\text{RF}} t + \phi_{\text{ion}}) (a + a^\dagger) + \frac{F_q}{\sqrt{2}} \cos (\omega_{\text{RF}} t + \phi_q) (b + b^\dagger), \]

where \( \omega_{\text{RF}} \) is the frequency of the field, \( F_{\text{ion}} \) and \( F_q \) are the amplitudes of the forces exerted on the ion and on the quartz, respectively, and \( \phi_{\text{ion}} \) and \( \phi_q \) are the phase differences between the forces and operators.

Working in the Heisenberg picture, the operators \( a \) and \( b \) oscillate with frequencies \( e^{-i \omega_{\text{ion}} t} \) and \( e^{-i \omega_q t} \), respectively. Using the rotating wave approximation

\[ \frac{F_{\text{ion}}}{\sqrt{2}} \cos (\omega_{\text{RF}} t + \phi_{\text{ion}}) (a + a^\dagger) \sim \frac{F_{\text{ion}}}{\sqrt{2}} (e^{i (\omega_{\text{RF}} t + \phi_{\text{ion}})} a + \text{H.c.}), \]

and

\[ H_{\text{total}} = \hbar \omega_{\text{ion}} a^\dagger a + \hbar \omega_q b^\dagger b + \hbar f_{\text{ion}} (e^{i \phi_{\text{ion}}} a + \text{H.c.}) + \hbar f_q (e^{i \phi_q} b + \text{H.c.}) + \hbar g a^\dagger b + \hbar g^* b^\dagger a, \]

with \( \omega_{\text{ion}} = \omega_q - \omega_{\text{RF}} \) and \( \omega_q = \omega_q - \omega_{\text{RF}} \), and some effective forces \( f = F/\hbar \sqrt{2} \).

### IV. POWER SPECTRAL DENSITY COMPUTATION

The fundamental model for the hybrid ion-quartz-resonator system is a master equation for two coupled oscillators under finite-temperature baths

\[ i \frac{d}{dt} \rho = -\frac{i}{\hbar} [H_{\text{total}}, \rho] + \mathcal{L}(\rho) = \mathcal{L}_{\text{total}}(\rho, t), \]

with the coherent interaction (Eq. (7)) and a heating term

\[ \mathcal{L} \rho = \gamma_q n_q \left( b^\dagger \rho b - \frac{1}{2} b^\dagger b \rho - \frac{1}{2} \rho b^\dagger b \right) + \gamma_n (n_q + 1) \left( b^\dagger \rho b - \frac{1}{2} b^\dagger b \rho - \frac{1}{2} \rho b^\dagger b \right), \]

where

\[ n_q = \frac{1}{e^{\hbar \omega_q/k_B T_q} - 1} \approx \frac{k_B T_q}{\hbar \omega_q}. \]

is the phonon number in the thermal bath of the quartz and \( \gamma_q \) is a dissipative constant to account for the interaction with this environment. \( \gamma_q \) is related to the quality factor \( Q \) of the resonator by \( \gamma_q = \omega_q/Q \). Likewise, \( n_{\text{ion}} \) is the number of phonons in the thermal bath of the ions, \( \gamma_{\text{ion}} \) is the dissipative constant of the ion cloud due to phenomena not described by \( H_{\text{total}} \), like e.g., internal degrees of freedom in the cloud, or interaction with other electrodes or collisions.

Equation (17) might be also written as

\[ \mathcal{L} \rho = \frac{\gamma_q}{2} n_q \left( [b^\dagger, \rho b] + [b^\dagger b, \rho] \right) + \frac{\gamma_n}{2} (n_q + 1) \left( [b, \rho b^\dagger] + [b, b^\dagger] \right). \]
The master equation is linear. We can therefore write formally its solution for an initial condition \( \rho(t_0) \) as positive map \( \rho(t) = e^{t L_{\text{tot}}} \rho(0) = \varepsilon_t[\rho(t_0)] \). (20)

The experiment drives the ion-oscillator system up to a point. It then measures the voltage on the quartz oscillator, obtaining traces \( \hat{V}(t) \) which are Fourier transformed

\[
\hat{V}(\omega; t_0, t_1) = \frac{1}{\sqrt{t_1 - t_0}} \int_{t_0}^{t_1} e^{-i\omega t} V(t) dt.
\]
(21)

The power spectrum is approximated by the average of these quantities, as in

\[
S_V(\omega; t_0, t_1, N) := \frac{1}{N} \sum_{i=1}^{N} |\hat{V}(\omega; t_0, t_1)|^2.
\]
(22)

This can be related to any quantum observable in the combined ion-oscillator system. From the original time traces

\[
S_V(\omega; t_0, t_1, N) = \int_{t_0}^{t_1} \int_{t_0}^{t_1} d\tau_1 d\tau_2 e^{i\omega (\tau_1 - \tau_2)} \sum_{i=1}^{N} V_i(\tau_1)V_i(\tau_2) \frac{1}{td N},
\]
with \( t_d = t_1 - t_0 \), we assimilate this estimator to a power spectrum estimate over the quantum state, in the limit \( N \to \infty \)

\[
S_V(\omega; t_0, t_1) := \frac{1}{t_d} \int_{t_0}^{t_d} \int_{t_0}^{t_1} d\tau_1 d\tau_2 e^{i\omega (\tau_1 - \tau_2)} \langle \hat{V}(\tau_2)\hat{V}(\tau_1) \rangle.
\]
(23)

In the limit of infinite time \( t_d \) and stationary systems, this quantity approaches the usual definition of power spectrum \[20\]

\[
\lim_{t_d \to \infty} S_V(\omega; t_0, t_1) := \int_{-\infty}^{\infty} e^{-i\omega \tau} \langle \hat{V}(\tau)\hat{V}(0) \rangle.
\]
(24)

In order to match the experiments and the theory, one needs to compute two-time correlators \( \langle \hat{V}(t_1)\hat{V}(t_2) \rangle \) for the ion-oscillator system. This will be approached in a slightly more general way, and the correlators \( \langle A_n(t)A_m(t') \rangle \) will be computed for a collection of Fock operators that form a suitable basis for all the observables of interest

\[
A = \begin{pmatrix} a & 0 \\ b & 0 \\ a^\dagger & b^\dagger \end{pmatrix}.
\]
(26)

Using these operators, one can reconstruct the observables of interest

\[
\hat{V} = V_0 \frac{1}{\sqrt{2}} (b + b^\dagger) = v^\dagger \cdot A.
\]
(27)

In these canonical coordinates, we recover the power spectrum

\[
S_V(\omega; t_0, t_1) = \Re \sum_{m,n} v_m v_n S_{mn}(\omega),
\]
(28)

from a slightly more general power spectrum matrix

\[
S_{mn}(\omega; t_0, t_1) := \int_{t_0}^{t_1} \int_{t_0}^{t_1} d\tau_1 d\tau_2 e^{i\omega (\tau_1 - \tau_2)} \langle A_m(\tau_2)A_n(\tau_1) \rangle.
\]
(29)

Our way of proceeding involves three steps. The first step is to recover the \( A \) operators while the ion and the quartz are driven. This allows us to obtain the initial conditions for the spectroscopy experiment, right at time \( t = 0 \) where the driving is switched off. The second step is to solve of the correlators during the spectroscopy phase, so that we can gather the statistics of the voltage traces from \( t_0 \) up to \( t_1 = t_0 + t_d \). The third step is to Fourier transform the resulting correlators to recover Eq. (24).

### A. Driven ion-oscillator dynamics

The basis of operators \( A \) almost satisfies the conditions for the quantum regression theorem \[21\]. First of all, their expectation values evolve linearly in the basis of operators spanned by \( A \),

\[
\text{tr} \{ A_n L_{\text{tot}}(O) \} = M_{nm} \text{tr}(A_m O) + F_n,
\]
(30)

for any operator \( O \). This allows writing dynamical equations for the first order moments

\[
\frac{d}{dt} \langle A(t) \rangle = -M \langle A(t) \rangle + F.
\]
(31)

If one defines the displaced operators

\[
A := A^0 + A_F, \quad \text{with} \quad A_F := -M^{-1} F,
\]
(32)

they do satisfy a linear differential equation without source term, which is the requirement for the quantum regression theorem

\[
\frac{d}{dt} \langle A^0(t) \rangle = -M \langle A^0(t) \rangle.
\]
(33)

In both equations the evolution is generated by a block-diagonal matrix

\[
M = \begin{pmatrix} m & 0 \\ 0 & m^* \end{pmatrix}, \quad \text{with} \quad m = \begin{pmatrix} \frac{2m}{\gamma} + i\tilde{\omega}_{\text{ion}} & ig \\ ig & \frac{2m}{\gamma} + i\tilde{\omega}_q \end{pmatrix},
\]
(34)

and a force term, which is constant because of the rotating frame

\[
F = \begin{pmatrix} f_{\text{ion}} e^{-i\tilde{\omega}_{\text{ion}}} \\ f_q e^{-i\tilde{\omega}_q} \\ f_{\text{ion}} e^{i\tilde{\omega}_{\text{ion}}} \\ f_q e^{i\tilde{\omega}_q} \end{pmatrix}.
\]
(35)
The dynamics of the quartz-ion system can be solved by assuming that the force is switched on at time \( t_s \) and the driving continues until time \( t \)

\[
\langle A^0(t) \rangle = U(t-t_s) \langle A^0(t_s) \rangle
\]

\[
\langle A(t) \rangle = e^{-M(t-t_s)} \langle A(t_s) \rangle + (1 - e^{-M(t-t_s)}) A_F,
\]

using the 4 \times 4 contractive matrix \( U(t) = \exp(-Mt) \).

The asymptotic state of the driving \( A_F \) depends on the inverse of the matrix \( M = M(\omega_{RF}) \), which itself depends on the detunings between the drive and the ion/resonator frequencies \( \omega_{ion} - \omega_{RF} \) and \( \omega_q - \omega_{RF} \). This produces the usual Lorentzian profile of \( A_F \) as a function of \( \omega \).

In the experiment, the driving is stopped at a time \( t = 0 \). The dynamics of the ion and the quartz naturally revert to the dissipation induced friction, and the displacement of the Fock operators (and the average values of voltage and intensity) naturally revert back to zero

\[
\langle A(t) \rangle = U(t) A_F \to 0, \text{ as } t \to \infty.
\]

The study of two-time correlators needs of higher-order moments of the ion-quartz system. With similar effort, a linear differential equation for the same-time correlators \( \langle A_m(t)A_n(t) \rangle \) can be computed

\[
\frac{d}{dt} \langle A_n A_m \rangle = -M_{nr} \langle A_r A_n \rangle + F_m \langle A_n \rangle + M_{ns} \langle A_m A_s \rangle + \langle A_m \rangle F_n + C_{mn}.
\]

with a real matrix \( C_{nm} \) [cf App. B1]. This equation has a unique stationary state satisfying

\[
M_{mr} \langle A_r^0 A_n^0 \rangle + M_{ns} \langle A_m^0 A_s^0 \rangle + C_{mn} = 0.
\]

with the displaced operators \( A^0 = A + M^{-1}F \).

The solution to Eq. (40) is the correlation of a thermal state, dictated by the \( n_{ion} \) and \( n_q \) occupations that define \( C_{nm} \). This means that the stationary solution during the driving can be written as two contributions: a thermal state, and a displacement induced by the driving

\[
\langle A_n A_m \rangle = \langle A_n A_m \rangle_{th} + \langle A_F \rangle_m \langle A_F \rangle_n.
\]

After stopping the driving at \( t = 0 \), the dynamics of the same-time correlator follows a similar route as the first order moment, with a constant term, given by the thermal fluctuations, and a product of two displacements

\[
\langle A_n(t) A_m(t) \rangle = \langle A_n A_m \rangle_{th} + \langle A_m(t) \rangle \langle A_n(t) \rangle,
\]

which attenuate as described above in Eq. (38).

## B. Free dynamics of two-time correlators

Once the driving stops, the \( A \) operators satisfy a differential equation without source term that can be solved linearly

\[
\langle A(t) \rangle = U(t-t_0) \langle A(t_0) \rangle, \quad t, t_0 > 0.
\]

This allows using the quantum regression theorem to derive two-time correlators at all possible orderings of time \( t, \tau > 0 \) after switching off the driving

\[
\langle A_m(t+\tau)A_n(t) \rangle = U_{nr}(\tau) \langle A_r(t)A_n(t) \rangle,
\]

\[
\langle A_m(t)A_n(t+\tau) \rangle = U_{nr}(\tau) \langle A_m(t)A_r(t) \rangle.
\]

Given the simple structure of the same-time correlator (42), we can derive an explicit formula for the two-time correlator we use in the power spectrum. This formula has a simple contribution given by the global displacement, and a slightly more complex one given by the thermal fluctuations

\[
\langle A_m(t_2)A_n(t_1) \rangle = \langle A_m(t_2) \rangle \langle A_n(t_1) \rangle + \begin{cases} U_{mr}(t_2-t_1) \langle A_r A_{th} \rangle, & \text{if } t_2 > t_1, \\ U_{nr}(t_1-t_2) \langle A_m A_r \rangle_{th}, & \text{else.} \end{cases}
\]

## C. Power spectrum

From Eq. (46), the power spectrum can be written as the sum of two terms, a thermal noise plus the coherent signal that results from the damped oscillations in both the quartz resonator and the ions. One can also add a frequency independent term arising from the electronic noise of the circuit, so that the total power can be written as

\[
S(\omega) = S^{coh}(\omega) + S^{th}(\omega) + S^{noise}.
\]

The coherent part of the power spectrum may be derived from the dynamics of the first order moments

\[
S^{coh}(\omega; t_1, t_0)_{mn} = \tilde{A}_m(\omega; t_1, t_0) \tilde{A}_n(-\omega; t_1, t_0),
\]

as the Fourier transform of the first order moments

\[
\tilde{A}_m(\omega; t_1, t_0) = \frac{1}{\sqrt{t_d}} \int_{t_0}^{t_1} e^{-i\omega t} \langle A_m(t) \rangle dt.
\]

Given the exact dynamics for the first order moments (38), these integrals can be computed [cf. App. B2], obtaining

\[
\tilde{A} = (-i\omega - M)^{-1} \left( e^{-i\omega t_d} \langle A(t_1) \rangle - \langle A(t_0) \rangle \right).
\]

The voltage power spectrum is the sum of four terms in the \( S_{mn} \) matrix

\[
S^{coh}(\omega; t_0 + t_d, t_0) = \frac{1}{2t_d} \left[ \tilde{A}_2(\omega) + \tilde{A}_4(\omega) \right] [\tilde{A}_2(-\omega) + \tilde{A}_4(-\omega)].
\]
This can be simplified. Due to the organization of the vector, \( A_4(\omega) = A_2(-\omega)^* \). In addition, for \( \omega > 0 \), only the lower-right sector of the inverse of \((-i\omega - \mathbf{M})\) survives, hence \( \tilde{A}_4(-\omega) = \tilde{A}_2(\omega)^* \simeq 0 \) whenever \( \omega > 0 \). Thus

\[
S_{V_{\text{coh}}}^V(\omega; t_0 + t_d, t_0) = \frac{V_0^2}{2t_d} |\tilde{A}_4(\omega)|^2.
\]  

(51)

where

\[
\tilde{A}_4(\omega) = -F(\omega)^* ig \left( e^{-i\omega t_d} \langle a^\dagger(1) \rangle - \langle a(0) \rangle \right) \\
- F(\omega)^* \left[ i(\omega - \omega_{\text{ion}}) + \frac{\gamma_{\text{ion}}}{2} \right] \left( e^{-i\omega t_d} \langle b^\dagger(1) \rangle - \langle b(0) \rangle \right),
\]

with the envelope

\[
F(\omega) = \frac{1}{\left| i(\omega - \omega_{\text{ion}}) + \frac{2\eta}{\omega} \right|} \left| i(\omega - \theta) + \frac{2\eta}{\omega} \right|^2.
\]

(53)

The thermal component of the power spectrum can be written as the real part of just one matrix integral [cf. App. B3]

\[
S_{V_{\text{th}}}^V(\omega) = 2 \text{Re} \sum_{mn} v_m v_n S_{mn}^{+}(\omega),
\]

(54)

\[
S_{mn}^{+}(\omega) = \frac{1}{t_d} \int_{t_0}^{t_d} dt \int_{0}^{t_d} \text{d}\tau e^{-i\omega \tau} U_{mn}(\tau) \langle A_r A_n \rangle_{\text{th}}.
\]

(55)

Since the expectation value inside the integral is constant, one only needs to compute the matrix

\[
Q(\omega) = \int_{0}^{t_d} dt \int_{0}^{t_d-t} \text{d}\tau e^{(i\omega - \mathbf{M})\tau} - \frac{1}{t_d} \int_{0}^{t_d} \text{d}\tau e^{(-i\omega - \mathbf{M})\tau} + \frac{1}{t_d} \int_{0}^{t_d} \text{d}\tau e^{(-i\omega - \mathbf{M})\tau} \mathbf{T}_{mn}
\]

(56)

\[
= \int_{0}^{t_d} dt \int_{0}^{t_d-t} \text{d}\tau e^{-i\omega \tau} - \frac{1}{t_d} \int_{0}^{t_d} \text{d}\tau + \frac{1}{t_d} \int_{0}^{t_d} \text{d}\tau \simeq (-i\omega - \mathbf{M})^{-1} \text{as} \ t_d \to +\infty.
\]

(57)

(58)

Given this simplification in the limit of long integration times, the thermal power spectrum is

\[
S^+(\omega) = 2 \left[ (-i\omega - \mathbf{M})^{-1} \mathbf{T} \right]_{mn},
\]

(59)

with the matrix of static correlations from Eq. (B14). Since \( \mathbf{T} \) is only nonzero in two sectors, and since we know the explicit expressions for the inverse of \( \mathbf{M} \), one can write

\[
S^+(\omega) \simeq \begin{pmatrix}
0 & \int F(-\omega) G(-\omega) t_{\perp} \\
F(\omega) * G(\omega) * t_{\perp} & 0
\end{pmatrix}.
\]

(60)

As before, \( F(-\omega) \simeq 0 \) for positive values of \( \omega \). Out this mostly zero matrix, only one element contributes to the autocorrelation of the potential

\[
S_{V_{\text{th}}}^V(\omega) = \frac{V_0^2}{2} \times 2 \text{Re} \left[ S_{bb}^+(\omega) \right]
\]

(61)

\[FIG. 3. \] Left panel: \( n_q \) as a function of the time \( t_0 \). Right panel: \( \gamma_q \) as a function of the time \( t_0 \).

\[FIG. 4. \] PSD signal as a function of the frequency for \( t_0 = 0 \) ms. A zoomed plot is shown in the right panel. The red-solid line in both panels (Fit 1) is the \( S(\omega) \) fit. The bluesolid line (Fit 2) is the \( S_{V_{\text{th}}}^V(\omega) + S_{\text{noise}}^V(\omega) \) fit. \( \chi^2 = 1.18 \). The data points and standard deviations (1 \( \sigma \)) are the results from 20 measurements.

Introducing the explicit formula for \( G(\omega) \), one obtains

\[
S_{bb}^+(\omega) = - F(\omega)^* ig \langle a b \rangle_{\text{th}} \\
- F(\omega)^* \left[ \gamma_{\text{ion}} + i(\omega - \omega_{\text{ion}}) \right] \langle b^\dagger b \rangle_{\text{th}},
\]

(62)

where \( \langle a b \rangle_{\text{th}} \) and \( \langle b^\dagger b \rangle_{\text{th}} \) are given in App. B4.

V. RESULTS AND DISCUSSIONS

The fit to the experimental data is done with \( S(\omega) \) (Eq. (47)). The terms, accounting for the coherent and thermal interaction, respectively, named as \( S_{V_{\text{coh}}}^V(\omega) \) and \( S_{V_{\text{th}}}^V(\omega) \), are displayed in Eqs. (52) and (62). Many parameters have to be considered: \( g, \gamma_{\text{ion}}, \gamma_q, v_{\text{ion}}, v_q, \theta_a, \theta_b, f_{\text{ion}}, f_q, \phi_{\text{ion}}, \) and \( \phi_q \). We
consider $\theta_0 = 0$ because it can be factor out as a global phase and neglected due to the absolute value in $S^{\text{coh}}(\omega)$. Under this assumption, only the relative phase $\delta \approx \theta_q$ is relevant for the fit. To simplify the analysis, we only consider $t_0 \geq 0$, to neglect the RF field related terms $f_{\text{ion}}$, $f_q$, $\phi_{\text{ion}}$, and $\phi_q$. A full fitting procedure consists of three steps described in the following:

- Fit of the background signal $S^{\text{th}}(\omega) + S^{\text{noise}}$ (without ions) using Eq. (62) with $|g| = 0$. This will yield the parameters $n_0$, $\gamma_q$ and $S^{\text{noise}}$. It will also yield $\nu_q$ although this will be considered as free parameter later. Figure 3 shows the evolution of $n_0$ for times $t_0$ in which the quartz is completely thermalized with its medium. The right panel shows the results for $\gamma_q$. $S^{\text{noise}}$ as a function of the time $t_0$ is shown in Appendix C.

- Fit of the full signal $S(\omega)$ (with ions) for a fixed frequency value $\nu_q$, as a function of $t_0$, thus moving the integration window, to obtain $|g| = 2\pi \times 1.449(2) \text{ Hz}$ and $\gamma_{\text{ion}} \approx 0$. $t_0 = 0$ is the time when the RF driving field is stopped. We consider $n_{\text{ion}} = n_q$ since in equilibrium, the resonator is at room temperature and its interaction with the ions is done through the detection electrode also at room temperature. Further details are given in Appendix C.

- Fit of the full signal $S(\omega)$ (with ions) considering as fixed parameters $\gamma_q$, $\gamma_{\text{ion}}$, $n_q = n_{\text{ion}}$ and $|g|$. Five parameters are obtained from the fit: $\delta$, $\nu_{\text{ion}}$, $\nu_q$, $|\langle a(t_0) \rangle|$ and $|\langle b(t_0) \rangle|$.

The data points for about $N = 6000$ ions [10] and the fits for $t_0 = 0$ are shown in Fig. 4. Results considering other values of $t_0$ are presented in Fig. 5. The data acquisition window $t_d$ considered for the fits is always one second, which is reasonable to obtain good resolution. For $t_d \lesssim 2 \text{ s}$ the fit function $S(\omega)$ does not converge since $\nu_{\text{ion}}$ is not stable after some hundreds of milliseconds (see below). The effective relative phase (ERP) between quartz and trapped ions, which is defined as $\text{ERP} \equiv \pi/2 - \arg(g) - \delta(t_0)$, because of the $g^* (a^\dagger (t_0)) = e^{i(\pi/2 - \arg(g) - \delta(t_0))} |g| |\langle a^\dagger (t_0) \rangle|$ factor in Eq. (52), is $\approx 150^\circ$ for $t_0$ varying from 0 to 25 ms. For $t_0 > 25$ ms, the ERP decreases gradually down to $0^\circ$ at $t_0 = 50$ ms. The different phase implies the subtraction or the sum of the Lorentzian functions quantified in Eq. (52). This gives rise to a dip or a peak signal. The dip is only visible while the crystal is still energized after the driving.

The use of quartz crystals for high-precision Penning-trap mass spectrometry relies on how accurate motional frequencies can be determined. Figure 6 shows the evolution of $\nu_{\text{ion}} \approx \nu_q$ as a function of $t_0$. The analysis procedure developed in this manuscript results in an accurate value when $t_0$ is varied from 0 to 600 ms, improving the results based on Gaussian fits presented in Ref. [10]. The trend in the frequency towards lower values observed in Fig. 6 might be assigned to relaxation of the ion cloud ($\approx 6000$ ions in this experiment) after this has been driven. One would expect this trend to be less pronounced when reducing the ion number, and to be negligible in the limit of one detected ion.

Finally, the case where $\nu_{\text{ion}}$ is shifted from $\nu_q$ is outlined. Figure 7 shows the PSD signal as a function of the frequency for two different values of $t_0$. For these data the amplitude of the RF field applied was a factor of 16 larger, compared to that applied for the data.
shown in Figs. 4 and 5. This is because here, the ions were laser-cooled. A total of 750 ions were trapped [10]. For the presentation of these data, the analysis procedure has been shorten, considering $\gamma_0$ variable and using $|g|$ (scaled with the number of ions) obtained from the first set of data. Thus, the second step, which is presented in Appendix C has been omitted. This yields fits with $\chi^2$ very large, although for the purpose of this manuscript this is reasonable.

VI. CONCLUSIONS AND OUTLOOK

In this publication we have demonstrated that the hybrid system quartz-trapped-ions behaves as a coupled-oscillators system. The function to analyze the experimental power spectrum obtained for the charge induced by an ion cloud on trap electrodes has been fully developed. The evolution of the ions’ signal from a dip to a peak structure is explained due to a change in the relative phase between the two oscillators and the change in amplitude of the Lorentzian function used to describe the response of the quartz crystal. From the analysis procedure, we obtain the modified-cyclotron frequency, and the first motivation for our research, i.e., mass spectrometry has been discussed. Other important parameters can be also obtained, such as the ions-quartz coupling constant, determined to be as large as $|g| = 2\pi \times 1.449(2)$ Hz in our experiments. From Eq. (12), it is possible to increase $g$ by reducing the distance between electrodes, by modifying the trap geometry quantified by $\alpha$, by increasing $N$ or $\omega_+$, or by reducing $C_q$. The latter would imply a larger quality factor for the quartz resonator. This quality factor varied in the experiments reported here from 66,800 to 60,700 depending on the energy stored in the crystal. Very recently, we have improved the quality factor of the system quartz+amplifier+trap, by a factor of ~2. Since the measured quality factor of the bare system quartz+amplifier is a factor of ~500 larger, this subjects the possibility to increase the coupling constant, to improve the detection sensitivity and to broaden the applications of such system, as for example to delay the relaxation time of an ion cloud after this has been probed at any of its motional frequencies. Such a system can be used in setup involving ions stored in different traps following the original proposal by Heinzen and Wineland [22].
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1. Quantum description of the ion motion in a Penning trap

The quantum hamiltonian of an ion in a Penning trap is given by [23]

\[
H_{\text{ion}} = \frac{1}{2m_{\text{ion}}} (\hat{p}_x^2 + \hat{p}_y^2 + \hat{p}_z^2) + \frac{\omega_c}{2} (\hat{x}\hat{p}_y - \hat{y}\hat{p}_x) + \frac{1}{2} m_{\text{ion}} \left( \frac{\omega_c^2 - 2\omega_z^2}{4} (\hat{x}^2 + \hat{y}^2) \right) + \frac{1}{2} m_{\text{ion}} \omega_z^2 \hat{z}^2
\]  

(A1)

that can be rewritten in the form

\[
H_{\text{ion}} = H_z + H_+ + H_- = \hbar \omega_z (a_z^2 + \frac{1}{2}) + \hbar \omega_+ \left( a_+^2 + \frac{1}{2} \right) - \hbar \omega_- \left( a_-^2 + \frac{1}{2} \right),
\]  

(A2)

after defining the Fock creation and annihilation operators \( a^\dagger \) and \( a \), respectively, for each of the eigenmotions of the ion in the trap; modified-cyclotron (+), magnetron (-) and axial (z). These operators read

\[
a_z = \sqrt{\frac{Nm_{\text{ion}}\omega_z}{2\hbar}} \left[ \hat{z} + \frac{i}{m_{\text{ion}}\omega_z} \hat{p}_z \right], \quad a_\pm = \sqrt{\frac{Nm_{\text{ion}}}{2\hbar (\omega_+ - \omega_-)}} \left[ \left( \frac{\hat{p}_x}{m_{\text{ion}}} - \omega_{\pm}\hat{y} \right) \pm i \left( \frac{\hat{p}_y}{m_{\text{ion}}} + \omega_{\pm}\hat{x} \right) \right],
\]  

(A3)

where we have replaced the single ion with mass \( m_{\text{ion}} \), charge \( q_{\text{ion}} \) and momentum \( p \) by an ion cloud with \( N \) ions, considering them as single ion with mass \( Nm_{\text{ion}} \), charge \( Nq_{\text{ion}} \) and momentum \( Np \).

2. Quantum description of a quartz crystal

In similar way as it has been done for a single ion, the operators to describe the characteristic voltage and intensity in the crystal can be written as

\[
\hat{V} = \frac{\hat{Q}}{C_q} = \frac{1}{k} \sqrt{\frac{\hbar}{2m_q \omega_q}} (b^\dagger + b) = \frac{V_0}{2} (b^\dagger - b)
\]  

(A4)

and

\[
\hat{I} = \frac{C_q}{k} \sqrt{\frac{\hbar \omega_q}{2m_q}} (b^\dagger - b).
\]  

(A5)

The expected values can be expressed as

\[
\langle \hat{V} \rangle = \frac{1}{k} \sqrt{\frac{2\hbar}{m_q \omega_q}} \text{Re} \{ \langle b \rangle \}, \quad \langle \hat{I} \rangle = C_q \frac{\sqrt{\hbar \omega_q}}{k} \text{Im} \{ \langle b \rangle \}.
\]  

(A6)

3. Quantum description of the system quartz-ions

In order to model the interaction between the ions and the quartz we assume for the latter a charge \( Q' = Q + Q_{\text{ion}} \) and a current \( \hat{I}' = \hat{I} + \hat{I}_{\text{ion}} \), where \( Q_{\text{ion}} \) and \( \hat{I}_{\text{ion}} \) have been defined in Eqs. (5) and (6), respectively. \( Q \) e \( \hat{I} \) are the charge and current associated to the quartz resonator, i.e., when there are no ions in the trap (or if they are not in resonance with the crystal). The Hamiltonians can be given as
\[ H'_q = H'_t + H'_q = \left( \frac{k}{C_q} \right)^2 \left[ \frac{(\hat{i} + \hat{I}_{\text{ion}})^2}{2m_q} + \frac{m_q\omega^2_q (\hat{Q} + \hat{Q}_{\text{ion}})}{2} \right] = \ldots \]

\[
= \left( \frac{k}{C_q} \right)^2 \left\{ \frac{1}{2m_q} \left[ \hat{p}_x^2 + \left( \frac{N_{q\text{ion}\alpha}}{2d_0m_{\text{ion}}} \right)^2 \right] + \left( -\frac{N_{q\text{ion}\alpha}}{2d_0m_{\text{ion}}} \right) \hat{p}_x \right\} \\
+ \frac{m_q\omega^2_q}{2} \left[ \hat{Q}^2 + \left( \frac{N_{q\text{ion}\alpha}}{2d_0} \right)^2 \hat{x}^2 + \left( -\frac{N_{q\text{ion}\alpha}}{2d_0} \right) \hat{Q} \hat{x} + \left( -\frac{N_{q\text{ion}\alpha}}{2d_0} \right)^2 \hat{Q} \hat{x} + \left( -\frac{N_{q\text{ion}\alpha}}{2d_0} \right)^2 \right] \right\}. \tag{A7}
\]

The terms accompanying \( \hat{p}_x^2 \) and \( \hat{x}^2 \) might modify slightly the oscillation frequency of the ions. This effect is considered negligible in the experiment. The new terms on \( \hat{Q} \) and \( \hat{x} \) will shift the zero potential of the two oscillators, also in a negligible amount. The term \( \left( \frac{N_{q\text{ion}\alpha}}{2d_0} \right)^2 \) is constant, and it will not appear in the equations of motion.

Appendix B: Proofs for the computation of the power spectrum

1. Same-time correlator equations

The dynamics of the correlator matrix \( \langle A_m(t)A_n(t) \rangle \) does not follow exactly the quantum regression theorem [21]. The equation

\[
\text{tr} \left\{ A_m A_n \mathcal{L}_{\text{tot}}(O) \right\} = -\frac{i}{\hbar} \text{tr} \left\{ [A_m A_n, H], O \right\} \tag{B1}
\]

\[
+ \frac{\gamma_q}{2} n_q \text{tr} \left\{ b[A_m A_n, b^\dagger] O + [b, A_m A_n] b^\dagger O \right\} \\
+ \frac{\gamma_q}{2} (n_q + 1) \text{tr} \left\{ b^\dagger [A_m A_n, b] O + [b^\dagger, A_m A_n] b O \right\}.
\]

transforms into

\[
\text{tr} \left\{ A_m A_n \mathcal{L}_{\text{tot}}(O) \right\} = -M_{mr} \langle A_r A_n \rangle + F_m \langle A_n \rangle + F_n \langle A_m \rangle + C_{mn}. \tag{B2}
\]

The real matrix \( C \) is defined as

\[
C_{mn} = \gamma_q(n_q b^\dagger A_m[A_n, b] + (n_q + 1)[b^\dagger, A_m][A_n, b]) \\
+ \gamma_{\text{ion}}(n_{\text{ion}}[a, A_m][A_n, a^\dagger] + (n_{\text{ion}} + 1)[a^\dagger, A_m][A_n, a]),
\]

which evaluates to

\[
C = \begin{pmatrix}
0 & 0 & \gamma_{\text{ion}}(n_{\text{ion}} + 1) & 0 \\
0 & 0 & 0 & \gamma_q(n_q + 1) \\
\gamma_{\text{ion}}n_q & 0 & 0 & 0 \\
0 & \gamma_q n_q & 0 & 0
\end{pmatrix}.	ag{B3}
\]

2. Fourier-space propagator

The Fourier transform of the first order moments \( \tilde{A} \) are related to the initial values of the first order moments at \( t_0 \) via a propagator

\[
\tilde{A}(\omega, t_1, t_0) = \frac{1}{\sqrt{t_1 - t_0}} W(-\omega, t_1 - t_0) \langle A(t_0) \rangle \tag{B4}
\]

where we have introduced the Green function

\[
W(\pm\omega, t_\text{d}) := \int_0^{t_\text{d}} e^{-\mathbf{M} \tau} e^{\pm i\omega \tau} d\tau = (\pm i\omega - \mathbf{M})^{-1} \begin{pmatrix} 0 & 0 \\ e^{(i\omega - \mathbf{M}^*)\tau_\text{d}} & \mathbb{I} \end{pmatrix}.	ag{B5}
\]

The Lorentzian prefactor to the exponential can be computed as the inverse of two \( 2 \times 2 \) matrices

\[
(i\omega - \mathbf{M})^{-1} = \begin{pmatrix} (i\omega - \mathbf{m^*})^{-1} & 0 \\ 0 & (i\omega - \mathbf{M})^{-1} \end{pmatrix}, \tag{B6}
\]

for positive and negative values of \( \omega \). This equation can be written in terms of the Lorentzian envelope (53) and the matrix

\[
\mathbf{G}(\omega) = \begin{pmatrix} -\frac{\gamma_q}{2} + i(\omega - \bar{\omega}_q) & i\gamma_q^* \\ \gamma_q & -\frac{\gamma_q}{2} + i(\omega - \bar{\omega}_\text{ion}) \end{pmatrix}, \tag{B7}
\]

resulting in

\[
(i\omega - \mathbf{M})^{-1} = \begin{pmatrix} F(\omega) \mathbf{G}(\omega) & 0 \\ 0 & F(-\omega) \mathbf{G}(\omega) \end{pmatrix}. \tag{B8}
\]

Note that \( F(\omega) \approx 0 \) whenever \( \omega < 0 \), so that certain parts of the inverse \( (i\omega + \mathbf{M})^{-1} \) can be neglected depending on whether we choose the positive or negative sign accompanying \( \omega \).

3. Power spectrum simplifications

It will be convenient to divide the power spectrum integral into two components, taking into account the ordering of time

\[
\mathcal{S}^\text{th}_{mn}(\omega) = \int_{t_0}^{t_1} d\tau_1 \int_{t_0}^{\tau_1} d\tau_2 e^{i\omega(\tau_1 - \tau_2)} \langle A_m(\tau_2)A_n(\tau_1) \rangle \\
+ \int_{t_0}^{t_1} d\tau_1 \int_{\tau_1}^{t_1} d\tau_2 e^{i\omega(\tau_1 - \tau_2)} \langle A_m(\tau_2)A_n(\tau_1) \rangle. \tag{B9}
\]
The integration limits can be reordered to bring out the lowest time

\[ S_{mn}(\omega) = \frac{1}{t_d} \int_{t_0}^{t_1} \int_{t_0}^{t_1} \int_{t_0}^{t_1} \text{d}r_1 \int_{t_0}^{t_1} \text{d}r_2 e^{i\omega(t_1-t_2)} \langle A_m(r_2)A_n(r_1) \rangle + 1 \frac{1}{t_d} \int_{t_0}^{t_1} \int_{t_0}^{t_1} \text{d}r_1 \text{d}r_2 e^{i\omega(t_1-t_2)} \langle A_m(r_2)A_n(r_1) \rangle, \]

and relabel adequately

\[ S_{mn}(\omega) = \frac{1}{t_d} \int_{t_0}^{t_1} \int_{t_0}^{t_1-t} \text{d}r_1 \text{d}r_2 e^{i\omega r_2+r_1} \langle A_m(t)A_n(t+s) \rangle + 1 \frac{1}{t_d} \int_{t_0}^{t_1} \int_{t_0}^{t_1-t} \text{d}r_1 \text{d}r_2 e^{-i\omega r_2+r_1} \langle A_m(t+s)A_n(t) \rangle. \]

The first integral can be manipulated, noting that

\[ \langle A_m(t)A_n(t+s) \rangle = \langle A_m(t+s)A_n(t) \rangle \star \]

\[ = P_{uu} \langle A_u(t+s)A_u(t) \rangle \star P_{mv}, \]

with some permutation matrices \( P \)

\[ PA = A^\dagger. \]

By doing so, one arrives at a single computation

\[ S(\omega) = S^+(\omega) + PS^+(\omega)P, \]

with

\[ S^+(\omega) = \frac{1}{t_d} \int_{t_0}^{t_1} \int_{t_0}^{t_1-t} \text{d}r_1 \text{d}r_2 e^{-i\omega r_2+r_1} \langle A_m(t+s)A_n(t) \rangle. \]

In the particular case of computing the autocorrelation function of the voltage, \( PV = v \), to have

\[ S_V(\omega) = 2\text{Re} (v^T S^+(\omega)v). \]

4. Thermal state

The thermal state’s correlation matrix \( T_{nm} = \langle A_n A_m \rangle_{th} \) reads

\[ T = \begin{pmatrix} \langle a^2 \rangle & \langle ab \rangle & \langle aa^\dagger \rangle & \langle ab^\dagger \rangle \\ \langle ba \rangle & \langle bb \rangle & \langle ba^\dagger \rangle & \langle bb^\dagger \rangle \\ \langle a^\dagger a \rangle & \langle a^\dagger b \rangle & \langle a^\dagger a^\dagger \rangle & \langle a^\dagger b^\dagger \rangle \\ \langle b^\dagger a \rangle & \langle b^\dagger b \rangle & \langle b^\dagger a^\dagger \rangle & \langle b^\dagger b^\dagger \rangle \end{pmatrix}. \]

It has a simple structure

\[ T = \begin{pmatrix} 0 & t_{-t} & t_{-t} & 1 \\ t_{-t} & 0 & t_{-t} & 1 \end{pmatrix}, \]

with \( t_{-t} = t_{-t} + 1 \), and satisfies the stationary equation

\[ MT + TM^T = C, \]

which gives the two equivalent conditions

\[ mt_{-t} + t_{-t} m^\dagger = \gamma (n + 1) \]

\[ m^* t_{-t} + t_{-t} m^T = \gamma n. \]

The exact solution of these equations are given by

\[ \begin{align*}
(b^\dagger b)_{th} &= n_q + \frac{4g^2|\gamma_{ion}|}{4|\gamma_{ion}|^2 + \gamma_{ion}\gamma_q(T^2_+ + 4\Omega^2_+)} \\
(a^\dagger b)_{th} &= \frac{-2i2(\gamma_{ion} - |\gamma_q|)(\Gamma_+ + 2\Omega_+)}{4|\gamma_{ion}|^2 + \gamma_{ion}\gamma_q(T^2_+ + 4\Omega^2_+)} \\
(a^\dagger a)_{th} &= \frac{4g^2(\gamma_{ion} - |\gamma_q|)(\Gamma_+ + 4\Omega_+)}{4|\gamma_{ion}|^2 + \gamma_{ion}\gamma_q(T^2_+ + 4\Omega^2_+)}.
\end{align*} \]

with the quantities \( \Gamma_\pm := \gamma_{ion} \pm \gamma_q \), and \( \Omega_\pm := \omega_{ion} \pm \omega_q \).

Appendix C: Other quantities from the fit

The part of the procedure that has been omitted in the main manuscript will be described in this section [24]. The left panel of Fig. 8 shows the frequency-independent background contribution \( S_{\text{noise}} \) (Eq. (47)).

![Fig. 8](image-url) Left panel: \( S_{\text{noise}} \). Right panel: \( S(\omega) \) for a fixed frequency \( \omega_1 \). In order to reduce the number of the free parameters gradually and considering the signal with and without ions the coupling constant \( |g| \) has been obtained. The PSD near \( \nu_\pm \) continuously decreases after \( t_0 \gtrsim 50 \text{ ms} \) as observed in the right panel of Fig. 8, when the quartz crystal amplitude \( \langle b(t_0) \rangle \) is already \( \sim 0 \) (right panel of Fig. 9). This happens because the ion cloud is losing energy after \( t_0 \gtrsim 50 \text{ ms} \) due to two main interactions:

- With the quartz: ruled by their coupling constant \( |g| \), the quartz absorbs energy from the cloud and dissipates it in a (relatively short) time \( \sim 1/\gamma_q \).

- With the ions’ thermal bath: ruled by the dissipative constant \( \gamma_{ion} \).

The parameters \( |g| \) and \( \gamma_{ion} \) play a similar role in the ions’ energy. It is hard to distinguish them from fits and get a stable parameters evolution. Therefore, \( \gamma_{ion} \) is set to 0 in all fits to simplify the analysis. This implies
that the value of $|g|$ obtained in this paper should be considered as an upper limit.

Since $|g|$ is considered one of the constant parameters in the model, the ideal computation would be to fit all signals simultaneously, for the different $t_0$, setting $|g|$ as a free parameter and searching for the minimum value of $\chi^2_2$. This has been discarded for simplicity. Instead, $|g|$ has been obtained from a fit of the time evolution of the PSD at a single frequency value $\nu_1$ (right panel of Fig. 8). This has been arbitrarily chosen to be $\nu_1 = \nu_{RF} + 1.35$ Hz because this value is almost at the peak maximum for signals with large $t_0$. The theoretical shape of this evolution is governed by Eq. (47) but fixing several parameters:

- $\gamma_{ion} = 0$, $\nu = \nu_1 = \nu_{RF} + 1.35$ Hz.

- From the results of the background (no ions) fits: $S_{noise} = 3.101(5) \times 10^{-18}$ V$_{RMS}^2$, $\nu_0(t_0 = 0 \text{ ms}) = \nu_{RF} + 1.99(2)$ Hz, and $\nu_0(t_0 = 0 \text{ ms})/2\pi = 39.81(4)$ Hz.

- Solving Eq. (31) numerically, we have obtained the values of $\langle a(t)\rangle$, $\langle a^\dagger(t)\rangle$, $\langle b(t)\rangle$ and $\langle b^\dagger(t)\rangle$ at $t = t_1$ from its values at $t = t_0$. Figure 9 shows the evolution of $|\langle a(t_0)\rangle|$ and $|\langle b(t_0)\rangle|$ as a function of $t_0$.

Considering these values, Eq. (47) is now a function of the independent variable $t_0$ and the free fit parameters $|\langle a(t_0 = 0)\rangle|$, $|\langle b(t_0 = 0)\rangle|$, $|g|$, and the relative phase $\delta(t_0 = 0)$. This yields the upper limit $|g| = 2\pi \times 1.449(2)$ Hz.

![FIG. 9. Time evolution of $|\langle a(t_0)\rangle|$ and $|\langle b(t_0)\rangle|$](image-url)
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