Characterization of a Mobile Waste-Robot: A Heuristic Method to Path Planning using Artificial Neural Networks

Ralph Sherwin A. Corpuz

Abstract: In the field of mobile robotics, path planning is one of the most widely-sought areas of interest due to its nature of complexity, where such issue is also practically evident in the case of mobile robots used for waste disposal purposes. To overcome issues on path planning, researchers have studied various classical and heuristic methods, however, the extent of optimization applicability and accuracy still remain an opportunity for further improvements. This paper presents the exploration of Artificial Neural Networks (ANN) in characterizing the path planning capability of a mobile waste-robot in order to improve navigational accuracy and path tracking time. The author utilized proximity and sound sensors as input vectors, dual H-bridge Direct Current (DC) motors as target vectors, and trained the ANN model using Levenberg-Marquardt (LM) and Scaled Conjugate (SCG) algorithms. Results revealed that LM was significantly more accurate than SCG algorithm in local path planning with Mean Square Error (MSE) values of 1.75966, 2.67946, and 2.04963, and Regression (R) values of 0.995671, 0.991247, and 0.983187 in training, testing, and validation environments, respectively. Furthermore, based on simulation results, LM was also found to be more accurate and faster than SCG with Pearson R correlation coefficients of \( r=0.975 \), \( n=6 \), \( p=0.001 \) and \( r=0.987 \), \( n=6 \), \( p=0.000 \) and path tracking time of 8.47s.
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I. INTRODUCTION

One of the most challenging competencies in the design of a mobile robot is autonomous navigation, which is a process model used to reach a specific goal while avoiding obstacles. Shown on Fig. 1 is the autonomous navigation process composed of four fundamental sub-processes [1]. Initially, the robot must perceive its environment to extract meaningful data through the utilization of sensors. From these data, the robot should be able to navigate and locate its position in the environment. From then, the robot should be able to cognize and plan its path in order to achieve its goal. Lastly, it should be able to control and modulate its motions to achieve the desired trajectory while simultaneously avoiding obstacles [2]. Among these four sub-processes of autonomous navigation, path planning is considered to be the most common issue particularly in unstructured environment. Such issues are likewise practically true in the case of mobile robots used for waste disposal purposes. In path planning, a mobile robot aims to navigate from a start point to an end point, also known as target or goal, and maintains a collision-free trajectory. Some of the strategies sought toward successful path planning are not limited to shortest distance, smoothness of path, minimum energy consumption or a combination thereof such as shortest distance with minimal possible time, among others [3, 4].

![Fig. 1. Autonomous Navigation Process](image)

To overcome issues associated with path planning, researchers explored various classical and heuristic methods. Some of the popular classical methods include cell decomposition, potential field, sampling-based, subgoal network and probabilistic roadmap. These classical methods are preferred for real-time motion planning applications because they are easy to implement, and modestly obtain good results [2, 3]. On the other hand, however, these classical methods do not produce optimal paths and are unstable in dynamic environments with multiple obstacles [2, 5]. In order to overcome the inefficiencies of classical methods, heuristic methods are employed for this purpose. Some of the popular heuristic methods used in mobile waste-robots include Artificial Neural Networks (ANN) [6], Fuzzy Logic Control (FLC) [7], or hybrid algorithms [8] etc. Of all these heuristic methods, ANNs are among the most recently-explored. ANN is a tool that acts like a human brain by learning and modelling complex relationships between input and output data [9] in order to achieve autonomous navigation. They are found to be efficient in terms of nonlinear mapping, learning ability and parallel processing, hence, they are highly recommended for heuristic methods of path planning [2]. On the other hand, however, ANNs are time-consuming, impractical for simple logic functions, and do not guarantee optimal solutions. With that said, the extent of optimization applicability and accuracy of ANNs still remain an opportunity for further study. The motivation of this paper focuses in characterizing the path planning capabilities of a mobile-waste robot in order to ensure navigational accuracy and path tracking time through the use of...
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II. METHODOLOGY

A. Mobile Waste-Robot Prototype

The author adopted the waste-robot prototype developed by Corpuz and Orquiza, as shown on Fig. 2, which was intended to address human indifferences of throwing garbage in strategic locations such as home, schools, malls, etc. [7]. Originally designed using Fuzzy Logic Control (FLC), this prototype is capable of finding a sound clap goal produced by human while it avoids obstacles along its trajectory. The prototype was found to be responsive at 0.630 average seconds and 98.31% accurate in executing desired X and Y locations of the sound goal. Unfortunately, the prototype is limited of detecting its exact local frame and is also unstable in comparing sound waves threshold produced by human clap (as goal) with the environmental noise (stimuli). Hence, the optimization of navigational accuracy to reach the goal remains an opportunity for further improvement.

B. Kinematics Model

The kinematics model, as shown on Fig. 3, is based on a differential driver design [5]. The mobile-waste robot has a stiff body with two (2) steering wheels and one (1) center support wheel navigating in a horizontal plane. For the purpose of modelling, the effect of wheel axles, joints, and degrees of freedom internal to the mobile waste-robot were not included.

C. Path Planning Framework

Gleaned on Fig. 4 is the proposed path planning framework of the mobile-waste robot. The framework is composed of various modules working collaboratively in order to enhance navigational accuracy through path planning optimization. Initially, sensor data were analyzed through its proximity sensors (PS₁, PS₂, and PS₃) and sound sensors (SS₁, SS₂, and SS₃) to determine the location of the goal. From here, the reference trajectory (x₀, y₀, Φ₀) were estimated vis-à-vis the sensor data obtained. These data were then transformed in order to determine the location of the sound goal (x₆, y₆, Φ₆). Once the location of the sound goal was known, linear (lv), angular velocities (ξ), distance (d), the angles “α” and “γ” were also estimated in order to guide the steering wheels (SL, SR, F, S) and pursue to the right directions. While the framework was assumed to work seamlessly, there were still various factors that could not be controlled, such as the electro-mechanical constraints of the wheels, and smoothness of trajectory.
Moreover, the angular position, distance and angular velocities of the mobile waste-robot were estimated through an odometer system such as wheel-encoder, hence, precise measurements of the location and steering angles were not guaranteed by the proposed framework. Such limitation could be attributed to inevitable stimuli that are internal or external to the mobile waste-robot under itself.

TABLE I. Proximity Sensors Characterization

| PS₁   | PS₂   | PS₃   | STR | Direction     |
|-------|-------|-------|-----|---------------|
| 0     | 0     | 0     | 0   | Stop (S)      |
| 0.1-5 | 0     | 0     | 8   | Shift Right (SR) |
| 5.1-10| 0     | 0     | 9   | Forward (F)   |
| 0     | 0.1-5 | 0     | 8   | Shift Right (SR) |
| 0     | 5.1-10| 0     | 9   | Forward (F)   |
| 0     | 0     | 0.1-5 | 1   | Shift Left (SL) |
| 0     | 0     | 5.1-10| 9   | Forward (F)   |

Depicted on Fig. 6 is the sound sensor module used to detect sounds through claps. It is composed of Electret Mic sensor and LM393 comparator IC, which has active low digital output. Summarized on Table 2 is the characterization of the sound sensors when claps are detected and their corresponding effects to the STR. Such that, when no claps are detected in all sensors, STR is set to stop. Meanwhile, with a detected sound range of 1-30dB, SS₁ causes the STR to shift left, while SS₂ causes the STR to move forward, and SS₃ causes the STR to shift right. Furthermore, with 31-59 dB sound range, SS₁ causes STR to shift left then move forward while SS₂ causes STR to move forward only and SS₃ causes the STR to shift right then move forward. Similarly, if any of the sensor detects 60-100dB, STR is set to face the goal then move forward.

TABLE II. Sound Sensors Characterization

| SS₁   | SS₂   | SS₃   | STR | Direction |
|-------|-------|-------|-----|-----------|
| 0     | 0     | 0     | 0   | S         |
| 1-30  | 0     | 0     | 1   | SL        |
| 31-59 | 0     | 0     | 10  | SL,F      |
| 60-100| 0     | 0     | 10  | SL,F      |
| 0     | 1-30  | 0     | 0   | S         |
| 0     | 31-59 | 0     | 9   | F         |
| 0     | 60-100| 0     | 9   | F         |
| 0     | 0     | 1-30  | 8   | SR        |
| 0     | 0     | 31-59 | 17  | SR,F      |
| 0     | 0     | 60-100| 17  | SR,F      |

After the desired characteristics of the proximity and sensor modules were defined, their numerical values were converteted to 6x600 double input vectors using MATLAB. Shown on Fig. 7 is a screenshot of input vectors of the ANN model.

E. Target Vectors Characterization

A dual H-bridge geared DC motors driver module was used as reference in the characterization of the target vectors, as shown on Fig. 8. The module is capable of driving 2 geared DC motors with up to 16 Volts Direct Current (DC) and 1.4A current ratings.
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Summarized further on Table 3 is the characterization of the target vectors (STR) based on the Binary-Coded-Decimal equivalents of the signal required to drive the module. Firstly, the BCD numbers were converted to decimal equivalent in order to be understood by the network for further modelling. A value of 0 means that the STR has to stop moving, 1 means to shift left, 8 means to shift right, 9 means to move forward, 10 is for shift left then forward, and 17 is for shift right then forward. The resulting pre-processed data, as shown on Fig. 9 includes 1x600 double target vectors used in the ANN model.

TABLE III. Dual H-Bridge Geared DC Motors Characterization

| BCD   | STR | Direction |
|-------|-----|-----------|
| 0000  | 0   | S         |
| 0001  | 1   | SL        |
| 1000  | 8   | SR        |
| 1001  | 9   | F         |
| 0001, 1001 | 10 | SL, F    |
| 1000, 1001 | 17 | SR, F    |

Fig. 9. 1x600 Double Target Vectors

F. Artificial Neural Network (ANN) Model

Through MATLAB software, the author designed the control system of the mobile-waste robot using Artificial Neural Networks (ANN). Elaborated on Fig. 10 is the ANN model composed of 6 input layers, 2 hidden layers, and 1 output layer.

Fig. 10. Artificial Neural Network (ANN) Model

The input layers are composed of sensor data obtained from the proximity and sound sensors, collectively called input vectors. Each input vector is composed 600 elements while the 2 hidden layers have 10 neurons each. The first hidden and second layers are based on the weights and biases of initial and goal locations, and distance, angular and linear velocities of the mobile waste-robot respectively. The output layer, on the other hand, determines the appropriate directions of the steering wheels, in consideration of the input and hidden layers. The input layers were designed using sigmoid transfer function while the output layer was designed using Softmax transfer function.

The ANN model was then trained in a supervised learning environment using heuristic-based algorithms. Initially, the author utilized the Levenberg-Marquardt (LM) algorithm, which is a fast backpropagation algorithm intended for nonlinear least square problems. Although LM requires more memory than other algorithms, it is found to be efficient in minimizing sum of square errors between data points and functions. LM utilizes gradient descent or Gauss-Newton methods when parameters are far or close to their optimum values, respectively [10, 11, 12]. The LM algorithm is further expressed in the following equation:

\[ x_{k+1} = x_k - [J^T] + \mu I \]^{-1} J^T e \quad (2) \]

Where “J” is the Jacobian matrix which has the first derivatives of the network errors in terms of weights and biases; “e” is a vector of network errors. When the scalar “μ” is 0, LM performs like the Newton’s method where Hessian matrix is estimated as “H=J^TJ”. Meanwhile if the “μ” is large, LM becomes gradient descent computed as “g=J^T e” [13, 17].

Afterwards, the ANN model was then trained using Scaled Conjugate Gradient (SCG) algorithm. SCG is a fast, fully-automatic and robust optimization algorithm used in wide range of applications from prediction, classification to pattern recognition purposes etc. [14, 15]. SCG is found to be as fast as LM on function approximation but is faster than LM in cases with large datasets [13]. The SCG algorithm is computed using the following equation where “w_j” are the weight values; “v” is number of x vectors; “l” is the learning coefficient’ and “s” is the search direction [16]:

\[ w_j (v + 1) = w_j (v) + 1 S \quad (3) \]

In order to ensure internal validity of the ANN model, the author set the training, validation, and testing samples to 70%, 15%, and 15% respectively. Training was set to automatically stop when maximum number of iteration was reached; maximum amount of training time was exceeded; performance was minimized to the goal; performance gradient has fallen below minimum gradient value; μ has reached its maximum value (for LM); and if validation performance has increased more than the maximum failure threshold. Moreover, validation was conducted to ensure that the network generalization would stop training before overfitting while testing was done to ensure network generalization without affecting the training results.

The author then trained the ANN model in order to get the lowest possible errors. This was done by iterating the algorithms with at least 10 trials each using a computer with a 2.5 GHz Central Processing Unit (CPU) and 8GB, 1600 MHz DDR3 Random Access Memory (RAM) specifications.

The results were then evaluated using Mean Square Error (MSE) or the average squared difference between the target and output, and Regression R Values (R) or the measure of correlation between target and output. It was assumed that the lower the MSE, the lower the errors of the model. Meanwhile, the closer the value of R to 1, the better was the network performance.
The following equations (4) (5) were used to compute the MSE and Regression R values, respectively:

\[ MSE(x, w) = \frac{1}{2} \sum_{p=1}^{P} \sum_{m=1}^{M} e^2_{x,m} \]  
\[ y = \beta_0 + \beta_1x + e \]

Where “x” is the network input; “w” is the weight of the network; “p” is the number of patterns; “m” is the number of outputs; “d” is the required output; “o” as the actual output; and “e_{p,m}” is the training error, which is equal to \( d_{p,m} - o_{p,m} \).

Where “\( \beta_0 \)” is the y-intercept; “\( \beta_1 \)” is the regression coefficient; and “e” is the error.

Lastly, the resulting ANN model was further implemented using Pure Pursuit Algorithm and Binary Occupancy Grid in order to simulate the path planning capabilities of the mobile waste-robot. In here, the waypoints generated by LM and SCG algorithms were analyzed if there was a significant difference using Paired Samples T-test and as expressed further in the following formulas [7]:

\[ H_{0: \mu_1=\mu_2=\mu_3} \]  
\[ t = \frac{\bar{x}_{Diff}}{s_{Diff}/\sqrt{n}} \]  
\[ S\bar{x} = \sqrt{n} S_{Diff} \]

Where “\( H_0 \)” is the null hypothesis; “\( \mu_1 \)” is the population mean of the reference trajectory; “\( \mu_2 \)” is the population mean of LM-generated waypoints; “\( \mu_3 \)” is the population mean of SCG-generated waypoints; “\( t \)” is the test statistic for Paired Samples T-test to test the significance difference of the three paired samples with 95% confidence level; “\( \bar{x}_{Diff} \)” is the sample mean of the differences; “\( n \)” is the sample size; “\( S_{Diff} \)” is the sample standard deviation of the differences; and “\( S\bar{x} \)” is the estimated standard error of the mean \( \frac{S}{\sqrt{n}} \).

Furthermore, to establish the significant relationship between the ideal waypoints and the actual simulation results, Pearson R Correlation Analysis was used for this purpose with the following formula:

\[ r_{xy} = \frac{n \sum x_i y_i - \sum x_i \sum y_i}{\sqrt{n \sum x_i^2 - (\sum x_i)^2} \sqrt{n \sum y_i^2 - (\sum y_i)^2}} \]

Where “\( r_{xy} \)” is the Pearson r correlation between x and y variables; “\( n \)” is the number of observations; “\( x_i \)” is the value of x for the ith observation and “\( y_i \)” is the value of y for the nth observation.

### III. RESULTS AND DISCUSSION

The results of modelling and simulation using MATLAB are elaborated further on the following figures and tables, clustered in terms of ANN best performance results, progress results, error histogram, validation performance, regression plots, and the simulation results. Reflected on Table 4 are the best performance results of both LM and SCG algorithms generated by the ANN model. Out of 600 total samples analyzed, 420, 90, and 90 samples were used for training, testing, and validation purposes, respectively. With 10 trials conducted for each algorithm, the LM algorithm performed better than SCG where it generated a training MSE of 1.75966 and R value of 0.95671.

| Algorithm | Mode     | Sample | MSE   | R      |
|-----------|----------|--------|-------|--------|
| SCG       | Training | 420    | 2.59711 | .929148 |
|           | Validation | 90    | 2.35483 | .951600 |
|           | Testing  | 90    | 2.94880 | .926347 |
| LM        | Training | 420    | 1.75966 | .995671 |
|           | Validation | 90    | 2.67946 | .991247 |
|           | Testing  | 90    | 2.04963 | .983187 |

Meanwhile, summarized on Table 5 is the progress results of the ANN model during validation. Interestingly, SCG trained faster (0 s) with lesser number of iterations (79) compared with LM (3 s, 145 iterations). On the other hand, however, LM still resulted to lower errors (0.174 MSE) and more minimized gradient values (0.247) than SCG (2.53 MSE, 2.27 gradient).

### TABLE V. Validation Progress Results

| Algorithm | Parameters | Values     |
|-----------|------------|------------|
| SCG       | Epoch Time | 79 Iterations |
|           | Time       | 0 Seconds   |
|           | Performance| 2.53        |
|           | Gradient   | 2.27        |
|           | Validation Checks | 6        |
| LM        | Epoch Time | 145 Iterations |
|           | Time       | 3 Seconds   |
|           | Performance| 0.174       |
|           | Gradient   | 0.247       |
|           | Validation Checks | 6        |

Furthermore, the best validation performance plots of SCG and LM are depicted in Fig. 11 and 12. As shown, LM generated a better validation performance than SCG with 0.26795 MSE but with more iterations recorded at 139. Conversely, SCG generated its best validation performance of 2.3548 MSE at epoch 73.
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Reflected on Figure 15 and 16 are the regression plots of SCG and LM algorithms in training, validation, testing, and overall performance. Each regression plot interprets the correlation between target and output values per algorithm analyzed, wherein the closer the correlation or R value to 1, the better is the performance. As observed, LM algorithm generated closer relationship between the target and output vectors than SCG. This is manifested on the data plotted closely along the regression trend line. Also, LM generated higher R values in all training, testing, validation, and overall performance than SCG. This means that LM generated lesser errors in characterizing the path planning performance of the mobile waste-robot under study.

Illustrated in Figure 13 and 14 are the error histograms of SCG and LM respectively. With a total of 20 bins analyzed, LM shown to have lesser errors in all training, validation, and testing samples than SCG. This is manifested on the lesser instances of errors, which is measured by the difference of targets and outputs of the ANN model.
After the ANN modelling, the author then simulated the path planning performance of the mobile waste-robot. This was done by implementing the LM and SCG algorithms into executable path-tracking Pure Pursuit algorithm. The Pure Pursuit algorithm automatically computes the angular velocity command that moves the mobile waste-robot from its initial position to reach the goal position while the linear velocity is set as constant. This effects the mobile waste-robot to continuously chase the desired waypoints in front of it and avoid obstacles. Shown on Fig. 17 is a sample screenshot of the implemented Pure Pursuit algorithm while Fig. 18 depicts the graphical presentation of the initial pose used as reference of the simulation (Φ=0°).

In order to validate the path planning performance of the ANN model, the author ran the Pure Pursuit algorithm in a Binary Occupancy Grid simulation environment with 26 x 27 grid size and 2-meter scale resolution. Listed on Table 6 are the 6 sets of way points where X₀ and Y₀ are reference coordinates, and X_SCG and Y_SCG, and X_LM and Y_LM are the resulting coordinates of the SCG and LM algorithms, respectively.

### TABLE VI. Pure Pursuit Waypoints Results

| Waypoint | X₀   | Y₀   | X_SCG | Y_SCG | X_LM | Y_LM |
|----------|------|------|-------|-------|------|------|
| 1        | 2.0000 | 1.0000 | 2.0000 | 1.0000 | 2.0000 | 1.0000 |
| 2        | 1.2500 | 1.7500 | 2.2328 | 1.0437 | 2.2956 | 1.2324 |
| 3        | 5.2500 | 8.2500 | 3.0516 | 5.5313 | 3.9882 | 6.3758 |
| 4        | 7.2500 | 8.7500 | 5.1576 | 7.7163 | 5.4899 | 8.2385 |
| 5        | 11.750 | 10.750 | 11.9864 | 9.7731 | 12.0417 | 9.9265 |
| 6        | 12.000 | 10.000 | 12.000 | 10.000 | 12.000 | 10.000 |

The following Fig. 19 and 20 illustrate the Pure Pursuit path generated by the SCG algorithm. As shown, SCG has followed 6 waypoints where path = [2.0000 1.0000; 2.2321 1.0437; 3.0516 5.5313; 5.1576 7.7163; 11.9864 9.7731; 12.0000 10.0000], and the initial and goal positions were recorded at Φ₀=0° and Φ₀=48°, respectively. The path was completed from initial to goal positions with total simulation time of 10.51s.

---

**Fig. 17.** Sample Pure Pursuit Algorithm Screenshot

**Fig. 18.** PurePursuit Initial Pose Graphical Presentation

**Fig. 19.** SCG-Generated Pure Pursuit Path at Initial Position
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Meanwhile, Fig. 21 and 22 elucidate the Pure Pursuit path generated by the LM algorithm. With 6 waypoints established, where path = [2.0000 1.0000; 2.2956 1.2324; 3.9882 6.3758; 5.4899 8.2385; 12.0417 9.9265; 12.0000 10.0000], the initial and goal positions were also determined at \( \phi_0 = 0^\circ \) and \( \phi_c = 40^\circ \), respectively. The simulation was completed at 8.47s, which was faster than the simulation time of the SCG algorithm.

The author then compared the Pure Pursuit waypoints generated by both SCG and LM algorithms using Paired T-test. As shown on Table 7, results revealed that there is no significant difference between the waypoints tracked by both algorithms vis-à-vis the reference x and y coordinates. This conclusion is based on the result of T-test and probability values of \( t_1 (5) = 0.953, p_1 = 0.384 \); \( t_2 (5) = 2.222, p_2 = 0.077 \); \( t_3 (5) = 0.662, p_3 = 0.537 \); and \( t_4 (5) = 2.194, p_4 = 0.080 \).

### Table VII. Paired T-Test Results

| Pair        | \( t \)  | df | \( p \) (2-tailed) |
|-------------|---------|----|--------------------|
| \( X_0 \) and \( X_{SCG} \) | 0.953  | 5  | 0.384              |
| \( Y_0 \) and \( Y_{SCG} \) | 2.222  | 5  | 0.077              |
| \( X_0 \) and \( X_{LM} \) | 0.662  | 5  | 0.537              |
| \( Y_0 \) and \( Y_{LM} \) | 2.194  | 5  | 0.080              |

Furthermore, the author analyzed the relationship between the simulated path with the reference trajectory using Pearson product-moment correlation (r). The results of analysis confirmed that the path tracked by LM algorithm is positively more correlated with the reference trajectory than the one generated by the SCG algorithm where \( r_x = 0.975, n_x = 6, p_x = 0.001 \) and \( r_y = 0.987, n_y = 6, p_y = 0.000 \). This means that the x and y waypoints generated by the LM are more accurately executed than the SCG as summarized on the following Table 8.

### Table VIII. Pearson R Correlation Analysis Results

|        | \( X \) | \( Y \) | \( X_{SCG} \) | \( Y_{SCG} \) | \( X_{LM} \) | \( Y_{LM} \) |
|--------|--------|--------|--------------|--------------|--------------|--------------|
| \( X_0 \) | r      | 1      | .961*        | .977*        | .975*        | .959*        |
|         | p      | -      | .010         | .002         | .001         | .001         |
| \( Y_0 \) | r      | .916*  | 1            | .972*        | .827*        | .987*        |
|         | p      | .010   | -            | .063         | .001         | .042         |
| \( X_{SCG} \) | r      | .961*  | .787         | 1            | .888*        | .997*        |
|         | p      | .010   | -            | .042         | .001         | .851         |
IV. CONCLUSIONS

In this paper, the author explored the feasibility of utilizing Artificial Neural Networks in characterizing the path planning capabilities of a Mobile Waste-Robot particularly with the main intent to determine improvements on navigational accuracy and path tracking time. Along with a pre-defined kinematics model, a path planning framework was proposed using an ANN as model of the control system. The ANN model was designed using 600 elements of proximity and sound sensors as input vectors, 2 hidden layers with 10 neurons each, and geared DC motors as output vector.

To enhance the path planning capability of the Mobile Waste-Robot, LM and SCG algorithms were used to train the ANN model with 420, 90, and 90 training, validation, and testing samples, respectively. After 10 trials conducted for each algorithm, results revealed that the LM algorithm performed better than SCG with lower average MSE of 1.75966. Likewise, LM resulted to lower validation errors (0.174 MSE) and more minimized gradient values (0.247) than SCG (2.53 MSE, 2.27 gradient). LM was also found to have higher Regression performance of 0.995671, 0.991247, and 0.983187 in training, validation, and testing environments. Conversely, SCG was found to have faster validation speed (0 s) with lesser number of iterations (79) compared with LM (3 s, 145 iterations).

The resulting algorithms generated by both SCG and LM were further implemented using Pure Pursuit algorithm and simulated in a 26x27 resolution, 2-m scaled Binary Occupancy Grid. While LM and SCG were found to be not statistically different from each other based on their capability to track the reference trajectory, however, LM performed better on navigational accuracy as manifested on the higher Pearson R correlation coefficient of $r_x=0.975$, $r_y=0.897$, $n_x=6$, $p_x=0.001$ and $r_z=0.987$, $n_z=6$, $p_z=0.000$ than those of the SCG’s. Additionally, the LM completed the path tracking simulation faster than SCG at 8.47s.
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