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Abstract: Federated learning protects data privacy and security by exchanging models instead of data. However, unbalanced data distributions among participating clients compromise the accuracy and convergence speed of federated learning algorithms. To alleviate this problem, unlike previous studies that limit the distance of updates for local models, we propose global-update-guided federated learning (FedGG), which introduces a model-cosine loss into local objective functions, so that local models can fit local data distributions under the guidance of update directions of global models. Furthermore, considering that the update direction of a global model is informative in the early stage of training, we propose adaptive loss weights based on the update distances of local models. Numerical simulations show that, compared with other advanced algorithms, FedGG has a significant improvement on model convergence accuracies and speeds. Additionally, compared with traditional fixed loss weights, adaptive loss weights enable our algorithm to be more stable and easier to implement in practice.
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1 Introduction

With the rapid development of edge devices, e.g., mobile phones and wearable devices, unprecedented amounts of data are generated. With these data, machine learning has made breakthrough progresses and provided many successful applications, e.g., next word prediction\cite{1}, cardiac health monitoring\cite{2}, load forecasting\cite{3, 4}, pose estimation\cite{5, 6} and autonomous driving\cite{7–9}, etc. In these applications, traditional methods for machine learning are centralized where corresponding data is aggregated and calculated on a server\cite{10}. However, due to privacy concerns and data protection regulations\cite{11}, it becomes difficult to implement these centralized methods in practice.

In order to solve the above problems, federated learning (FL)\cite{12} emerges as a new paradigm, which constructs a shared model on a server by aggregating local models learned from training data of each client. Since model training is performed locally on clients and no data is transmitted, FL can comprehensively protect privacy of clients and fully utilize computational resources of those edge devices. However, compared to distributed learning in data center settings and traditional private data analysis, FL is challenged by statistical heterogeneity, where the data on clients is not identically or independently distributed (Non-IID)\cite{13}. Ref.\cite{14} points out that facing Non-IID data, the accuracy and the convergence rate of Federated Averaging (FedAvg)\cite{12}, the most basic method in federated learning, degrades significantly. In FedAvg with Non-IID data, although the number of communication rounds is reduced by increasing the number of iterations for the training on clients, a large number of epochs may cause each client to achieve its local optimum rather than a global optimum such that the algorithm diverges. Therefore, many studies devote to enhancing the performance of FedAvg on Non-IID data by improving local training.

For improving local trainings, FedProx\cite{15} introduces a proximal term to penalize local objective functions when a $l_2$ distance between local and global models becomes large. However, in FedProx, penalty coefficients are the same for different parameters in the proximal term, and the importance of the parameters often varies in different tasks. Inspired by lifelong learning\cite{17}, FedCurv\cite{16} employs a penalty to the parameters that deviate from other clients with a large amount of information. However, it is necessary to transmit Fisher information of clients to server, which increases communication costs. To tackle this problem, FedCL\cite{18} introduces a small auxiliary dataset on the server with which the Fisher information of the global model is calculated to obtain the penalty coefficient matrix. However, the dataset on the server side leaks privacy. Instead of adding constraints to a local objective, Ref.\cite{19} introduces global and local control variables to revise local updates, which doubles communication costs. However, as shown in Ref.\cite{20}, these approaches fail to achieve a good performance on image datasets, which can be as bad as FedAvg.

In this paper, instead of limiting the distance of updates for local models in most methods, we propose global-update-guided federated learning (FedGG), which guides local updates by maximizing a cosine similarity between global and local updates. In this way, we can reduce model divergence between clients and improve the generalization ability of federated models. Unlike FedCurv, FedCL and SCAFFOLD methods, our method does not introduce additional communication costs. Furthermore, considering that the update direction of the global model contains different amounts of information in different periods of training, we propose adaptive weights based on the distances of updates for local models, which makes our algorithm more flexible and stable. Our numerical experiments show that, compared with other advanced algorithms, FedGG has an accuracy improvement of
0.5%, 2.2% and 2.9% on Non-IID SVHN, CIFAR-10 and CIFAR-100 datasets. Meanwhile, the speedup in communication efficiency can achieve 2.63 times at most.

2 Preliminaries

2.1 Problem Statement of Federated Learning

Federated learning aims to learn a consensus model in a decentralized manner. Concretely speaking, considering $N$ clients $C_1, ..., C_N$ where each client $C_i$ possesses a local dataset $D_i$, federated learning is to learn a global model $w$ over the dataset $D \triangleq \bigcup_{i \in [N]} D_i$ with the coordination of a central server, while raw data remains in clients. An optimization description for federated learning is

$$\arg\min_w \mathcal{L}(w) = \sum_{i=1}^{N} \frac{|D_i|}{|D|} L_i(w),$$

(1)

where $| \cdot |$ denotes the cardinality of sets and $L_i(w) = \mathbb{E}_{(x,y) \sim D_i}[\ell_i(w; (x, y))]$ is the expectation for the cross-entropy loss function $\ell_i$ of the client $C_i$ in classification problems. Here, $(x, y)$ denotes the input data $x$ and its corresponding label $y$ [12].

2.2 Federated Averaging Algorithm

As the first algorithm in federated learning, federated Averaging (FedAvg) algorithm requires all clients to share the same training configurations from optimizers to learning rates. In each communication round $r$, a subset of clients $S_r$ with $|S_r| \leq N$ is selected and the central server sends a global model $w^r$ to them. Each selected client locally executes the stochastic gradient descent (SGD) algorithm for $\tau$ times, where $w^r$ is taken as an initial model. This local model is updated as

$$w^r_i(m) = w^r_i(m - 1) - \eta \nabla L_i(w^r_i(m - 1))$$

(2)

by optimizing a local objective $L_i(w)$, where $m = 1, ..., \tau$, $w^r_i(0) = w^r$, $\eta$ is the learning rate, and $\nabla L_i(\cdot)$ is the gradient at the client $C_i$. Since the batch stochastic gradient descent algorithm is usually practiced in practice, the number of updates $\tau$ can be computed as $\tau = |D_i|/E/B$, where $B$ is the mini-batch size and $E$ is the number of epochs. In the above FedAvg algorithm, we require $\tau > 1$. Note that when $\tau = 1$, this algorithm reduces to FedSGD [12].

After $\tau$ times local updates, each client sends $w^r_i(\tau)$ to the server which updates the global model $w^{r+1}$ as

$$w^{r+1} = \frac{\sum_{i \in S_r} |D_i|}{|D_{S_r}|} w^r_i(\tau),$$

(3)

with $D_{S_r} \triangleq \bigcup_{i \in S_r} D_i$.

3 Global-Update-Guided Federated Learning Algorithm

Unlike previous methods for improving FedAvg by limiting the local distance for updates, we address data heterogeneity by correcting the direction of updates for local models. Furthermore, given that the update information of a global model is of importance in different stages of training, we introduce an adaptive loss weight mechanism based on the distance of updates for the local model to improve the adjustable range of algorithm parameters and the stability of our algorithm. With the above considerations, we propose global-update-guided federated learning (FedGG).

3.1 Measurement of the Similarity of Updates

The main idea of our method is to guide the update of local models along the direction of updates for a global model. That is, we want the local update direction to be highly similar to the global one. In this paper, we introduce a cosine function to evaluate the similarity between variations of two models, which is often used in text classifications [21].

First we need to determine the representation of the direction of updates for the global model and local models, respectively. To represent it of the global model, we use the differences between the last two global models received by clients, i.e.,

$$\Delta w^{r-1} = w^{r} - w^{r-1}$$

(4)

at communication round $r$ instead of an intuitive idea of using global gradients. This is because the global gradients is difficult to obtain and we are also required to protect data privacy. To show this, we can rewrite Eq. (3) as

$$w^{r+1} = w^{r} + \Delta w^{r}$$

$$\Delta w^{r} = \sum_{i \in S_r} \frac{|D_i|}{|D_{S_r}|} [w^r_i(\tau) - w^r].$$

(5)

Only when $\tau = 1$, the update process of the server can be considered as a stochastic gradient descent with a learning rate 1 and $\Delta w^r$ represents the global gradient. This means that the client needs to upload the model after each iteration, which defeats the original purpose of FedAvg for reducing communication costs through multiple local iterations. Nevertheless, when the number of local iterations $\tau > 1$, we can use $\Delta w^r$ to approximate the global gradient. However, in the communication round $r$, the participating clients cannot get $\Delta w^r$, because $\Delta w^r$ can only be obtained after performing local updates. Hence, given the above issues, $\Delta w^{r-1}$ can be a good choice to represent the global model update direction, since it’s similar to $\Delta w^r$ especially in the early stage of communications, and can be easily obtained from $\Delta w^{r-1} = w^{r} - w^{r-1}$ for clients participating in federated learning.

For local models, we use the differences between the current local models and the global model to represent its direction for updates, i.e.,

$$\Delta w^r_i(m - 1) = w^r_i(m - 1) - w^r$$

(6)

for the client $C_i$ at the $m_{th}$ local iteration, but not the gradient of the local model. This is because if the gradient of the local model is directly introduced into the objective function, the second derivative for the update in the stochastic gradient descent algorithm would greatly increase computational costs.

Hence, with the expressions of the global and local model updates, for the client $C_i$ at the $m_{th}$ local iteration, we can evaluate the similarity of the changed direction between the
global model and the local model by the cosine similarity
\[
\cos_i^t(\theta_{m-1}) = \frac{\langle \Delta w^r_i, \Delta w_r^i (m-1) \rangle}{\|\Delta w^r_i\| \| \Delta w_r^i (m-1) \|}
\]

\[
= \frac{\langle w_r^i - w_r^{r-1}, w_r^i (m-1) - w^r \rangle}{\|w_r^i - w_r^{r-1}\| \| w_r^i (m-1) - w^r \|},
\]

where \(\langle \cdot, \cdot \rangle\) denotes the inner product between vectors, \(\| \cdot \|\) denotes the \(l_2\) distance of a vector, \(\theta_{m-1}\) denotes the angle between the update vectors of the global and local models at the \(m_{th}\) iteration. The value of the cosine similarity of the directions of updates for the global and local models lies in between 0 and 1. The greater the value is, the more similar the update directions of the global and local models are.

### 3.2 Local Training Objective

The basic idea of our method is to guide the update of the local model along the update direction of the global model. Thus, a local objective function can be divided into two parts. The first part is the original local loss function, which can be a classic supervised learning loss (e.g., cross-entropy loss) denoted as \(\ell_{sup}\). The second part is used to guide the update of the local model, which is a model-cosine loss \(\ell_{cos}\). Since the more similar the updates of the models, the smaller this loss value should be, in the communication round \(r\), we define the model-cosine loss \(\ell_{cos}\) for the client \(C_i\) as

\[
\ell_{cos} = 1 - \cos_i^t(\theta) = 1 - \frac{\langle w_r^i - w_r^{r-1}, w_r^i (m-1) - w^r \rangle}{\|w_r^i - w_r^{r-1}\| \| w_r^i (m-1) - w^r \|}.
\]

Thus, the total loss for an input \((x, y)\) is computed as

\[
\ell = \ell_{sup}(w_r^i; (x, y)) + \lambda \ell_{cos}(w_r^i; w^r; w_r^{r-1}),
\]

where \(\lambda\) is a hyper-parameter to adjust the weights of the model-cosine loss. Hence, the local optimization problem is mathematically described as

\[
\min_{w_r^i} E_{(x,y)\sim D_i} \left[ \ell_{sup}(w_r^i; (x, y)) + \lambda \ell_{cos}(w_r^i; w^r; w_r^{r-1}) \right].
\]

With the local objective (10), we force the local model \(w_r^i\) to fit the local data distribution with the help of the direction of the global model update, which alleviates the discrepancy between the local and global models under the Non-IID condition, and improves the generalization ability of the model.

### 3.3 Adaptive Loss Weights

To further explore the guiding role of model-cosine loss on local model update, we calculate the gradient of the local objective function \(\ell\) with respect to the local model \(w_r^i\) as

\[
\nabla \ell = \nabla \ell_{sup} + \lambda \nabla \ell_{cos}
\]

\[
= \nabla \ell_{sup} + \lambda \nabla \left[ 1 - \frac{\langle w_r^i - w_r^{r-1}, w_r^i (m-1) - w^r \rangle}{\|w_r^i - w_r^{r-1}\| \| w_r^i (m-1) - w^r \|} \right]
\]

\[
= \nabla \ell_{sup} - \frac{\lambda}{\|w_r^i - w^r\|} \left[ \frac{w_r^i - w_r^{r-1}}{\|w_r^i - w_r^{r-1}\|} \right]
\]

\[
+ \cos_i^t(\theta) \frac{w_r^i - w^r}{\|w_r^i - w^r\|},
\]

where \(\cos_i^t(\theta) = \frac{\langle w_r^i - w_r^{r-1}, w_r^i - w^r \rangle}{\|w_r^i - w_r^{r-1}\| \| w_r^i - w^r \|}\) and for brevity, we denote \(\ell_{sup}(w_r^i; (x, y))\) and \(\ell_{cos}(w_r^i; w^r; w_r^{r-1})\) as \(\ell_{sup}\) and \(\ell_{cos}\), respectively.

Note that compared with FedAvg, FedGG introduces two vectors in the same direction as the normalized vectors \(\frac{w_r^i - w_r^{r-1}}{\|w_r^i - w_r^{r-1}\|}\) and \(\frac{w_r^i - w^r}{\|w_r^i - w^r\|}\) to correct the local update of the client, and the lengths are \(\|w_r^i - w_r^{r-1}\|\) and \(\|w_r^i - w^r\|\) respectively. The former is the update direction for the global model, which is used to guide the update of the local model. The latter is the direction in which the current local model is updated from the global model. Also, its length has an extra coefficient \(\cos_i^t(\theta)\) compared to the former, which is to evaluate the update direction. This is because local training also needs to fit the local data distribution such that the local update direction would not be the same as the global model update direction. If the direction is similar to the direction of the global update, a larger weight is applied, and vice versa.

Furthermore, we note that if the weight-tuning parameter \(\lambda\) is set to be a constant, the coefficient \(\frac{\lambda}{\|w_r^i - w^r\|}\) decreases as the distance \(\|w_r^i - w^r\|\) increases. However, according to the results in Ref. [22], with the increase of communication rounds, the update scale of local models gradually decreases. This means in this case of a constant \(\lambda\) the coefficient is larger in the early stage of training and smaller in the later stage of training. This is unexpected because a large number of experiments [20] show that the update direction of the global model is more informative in the early stage. And the varied direction of the global model is less helpful in the later stage of training since the global model is close to convergence. Hence, we consider an adaptive design for the hyper-parameter \(\lambda\), which is defined as

\[
\lambda = \mu \|w_r^i (m-1) - w^r\| \| w_r^i (m-1) - w^r (m-2) \|
\]

at the \(m_{th}\) local iteration, which can adjust the weights of the model-cosine loss. Note that we require \(m > 2\) since at the first local iteration, the current local model is initialized by the global model so that there is no updates and no model-cosine loss.

Although \(\lambda\) relates to the local model at the current moment, in order to reduce the local computational cost, we treat it as a constant, i.e., \(\nabla \lambda = 0\). Thus, at the \(m_{th}\) local iteration, we take the adaptive loss weights Eq. (12) into Eqs. (11) and thus obtain

\[
\nabla \ell = \nabla \ell_{sup} - \mu \|w_r^i (m-1) - w^r\| \| w_r^i (m-1) - w^r (m-2) \| \times \left[ \frac{w_r^i - w_r^{r-1}}{\|w_r^i - w_r^{r-1}\|} + \cos_i^t(\theta_{m-1}) \frac{w_r^i (m-1) - w^r}{\|w_r^i (m-1) - w^r\|} \right].
\]

So far, by introducing adaptive weights, the weights of the two directions that play a guiding role in the local update will be determined by the distance of updates for the latest local iteration, which is expected that the weight of model-cosine loss decreases as the number of communication rounds increases.

In summary, our FedGG algorithm is described in Algorithm 1 without sampling mechanism. FedGG is still applicable in federated learning with the participation of non-persistent clients. In the case, we simply replace \(w_r^{r-1}\) with...
the latest received global model except this round when calculating the direction of the global model update. Note that on line 19 in Algorithm 1, we adopt \( w_r^j(m) \leftarrow w_r^j(m - 1) - \eta(\nabla \ell_{sup} + \lambda \nabla \ell_{cos}) \) for the local update instead of \( w_r^j(m) \leftarrow w_r^j(m - 1) - \eta \nabla \ell \), because we treat \( \lambda \) as a constant to reduce the local computational cost.

### Algorithm 1: Global-Update-Guided Federated Learning, FedGG

**Input**: number of communication rounds \( R \), number of clients \( N \), number of local epochs \( E \), learning rate \( \eta \), hyper-parameter \( \mu \)

**Output**: the final model \( w^R \)

1. Server executes:
   1. initialize \( w^0 \)
   2. for \( r \leftarrow 0 \) to \( R - 1 \) do
      1. for \( i \leftarrow 1 \) to \( N \) in parallel do
         1. send the global model \( w^r \) to client \( C_i \)
         2. waiting for \( w_i^r \leftarrow \text{ClientLocalTraining}(i, w^r) \)
      3. server updates: \( w^{r+1} = \sum_{i=1}^{N} \frac{|D_i|}{N} w_i^r \)
   4. return \( w^R \)
   5. ClientLocalTraining \((i, w^r)\):
   6. for \( m \leftarrow 1 \) to \( \tau = \frac{|D_i|}{N} E \) do
      1. \( \lambda \leftarrow 0 \)
      2. \( \ell_{sup} \leftarrow \) CrossEntropyLoss(\( F(w^r_i)(x), y \))
      3. if communication round \( r \neq 0 \) and \( m > 1 \) then
         1. \( \ell_{cos} \leftarrow 1 - \frac{1}{\|w^r - w^{r-1}\| \|w_i^r(m - 1) - w^r\|} \)
         2. \( \lambda \leftarrow \mu \|w_i^r(m - 1) - w^r\| \|w_i^r(m - 1) - w^r(m - 2)\| \)
         3. \( \ell \leftarrow \ell_{sup} + \ell_{cos} \)
      4. \( w_i^r(m) \leftarrow w_i^r(m - 1) - \eta(\nabla \ell_{sup} + \lambda \nabla \ell_{cos}) \)
      5. return \( w_i^r \) to server

4 Experiments

#### 4.1 Experimental Setup

We compare FedGG with three state-of-the-art federated learning algorithms including FedAvg, FedProx, and Scaffold. In order to evaluate the performance of our algorithm, we test it on three different datasets, namely SVHN (99289 images with 10 classes), CIFAR-10 (60,000 images with 10 classes) and CIFAR-100 (60,000 images with 100 classes). Due to the difficulty in classification for these data sets, training networks with different complexities are selected. For SVHN, we adopt a three-layer MLP with ReLU activation, where the dimensions of the input layer, hidden layer and output layer are \( 3 \times 32 \times 32, 512 \), and \( 10 \), respectively. For CIFAR-10, we use a simple CNN network, which is composed of two \( 5 \times 5 \) convolution layers with 6 and 16 channels, respectively. They are followed by a \( 2 \times 2 \) max-pooling and two fully connected layers whose dimensions are 120 and 84, respectively. This network takes ReLU as an activation function. For CIFAR-100, we use VGG-16 for feature extraction and classification. For fair comparison, we adopt the same network structure for all algorithms.

In order to simulate the Non-IID data in the real world, similar to previous studies in Refs. [18, 20], we use vector \( p_i \) with \( p_{ij} \geq 0, j \in [1, M] \) and \( \|p_i\|_1 = 1 \) to represent the distribution of \( M \) types of data for each client, where \( p_i \sim \text{Dirichlet}(\beta) \) and the parameter \( \beta > 0 \) can adjust the degree of Non-IID data. A less \( \beta \) indicates a more unbalanced distribution of the data. Taking \( \beta = 0.5 \) as an example, we show the distribution of data on 10 clients in Fig. 1. We use Pytorch to implement FedGG and other algorithms.

![Fig. 1: Distribution of three data sets on 10 clients with \( \beta = 0.5 \).](image)

For training models, we use the SGD optimizer with a learning rate 0.01 and an SGD momentum 0.9. We set the number of epochs \( E = 5 \) and the number of clients \( N = 10 \) in each communication round. Besides, the batch size \( B = 64 \) and the number of communication round \( R \) is set to 100, at which point all algorithms barely improved on the three datasets.

4.2 Comparison on Accuracy

We evaluate the performance of the four algorithms on the three datasets with \( \beta = 0.5 \) and \( \beta = 0.1 \) and each algorithm is repeated by three times. For FedGG, we let the hyperparameters \( \mu = \{0.01, 0.01, 0.1, 1\} \) and show that it achieves the best performance in all three data sets with \( \mu = 0.01 \). For FedProx, we set its hyperparameter to be 0.01, which is the best hyperparameter mentioned in Ref. [15]. The highest test accuracies of these algorithms over 100 communication rounds are given in Table 1 and Table 2.

| Method   | SVHN      | CIFAR-10  | CIFAR-100 |
|----------|-----------|-----------|-----------|
| FedGG    | 80.0% ± 0.2% | 71.4% ± 0.2% | 61.6% ± 0.1% |
| FedAvg   | 79.6% ± 0.3% | 69.2% ± 0.4% | 60.1% ± 0.2% |
| Fedprox  | 79.7% ± 0.4% | 69.0% ± 0.4% | 59.8% ± 0.2% |
| Scaffold  | 78.2% ± 0.3% | 70.1% ± 0.3% | 61.0% ± 0.1% |

| Method   | SVHN      | CIFAR-10  | CIFAR-100 |
|----------|-----------|-----------|-----------|
| FedGG    | 70.8% ± 0.3% | 63.5% ± 0.1% | 55.2% ± 0.2% |
| FedAvg   | 70.3% ± 0.2% | 61.0% ± 0.3% | 52.0% ± 0.3% |
| Fedprox  | 70.1% ± 0.3% | 60.5% ± 0.2% | 50.0% ± 0.2% |
| Scaffold  | 64.4% ± 0.2% | 61.2% ± 0.3% | 53.3% ± 0.2% |

From the results in Table 1 and Table 2, it can be concluded that FedGG achieves the highest test accuracy in all three data sets for both \( \beta = 0.5 \) and \( \beta = 0.1 \). Especially, in the extremely unbalanced case \( \beta = 0.1 \); i.e., the data distribution is closer to a practical situation, FedGG has a better performance, which is respectively \( 0.5\% \), \( 2.2\% \) and \( 2.9\% \).
higher than the second highest test accuracy in the three data sets. Furthermore, we notice that the performance of the same algorithm on the same data set degrades in the case of $\beta = 0.1$ compared to $\beta = 0.5$, since the model divergence is more critical between clients. By introducing the model-cosine loss, the local model update is guided by the direction of global model update, which alleviates this problem.

4.3 Comparison on Communication Efficiency

The communication efficiency issue is extremely concerned in federated learning. In Fig. 2 we show the test accuracy in each round for $\beta = 0.5$ and $\beta = 0.1$. As it shown, compared to the other three algorithms, FedGG has a certain degree of improvement on the convergence accuracy and speed. Especially in the early stage of training, the accuracy performance of FedGG is significantly better than that of the other algorithms, which greatly promotes the reduction of the communication costs. Similarly, in the case of $\beta = 0.1$, due to the model-cosine loss, the advantage of FedGG becomes obvious. It is worth mentioning that the optimal hyperparameter in FedProx is usually little, so it performs very similar to FedAvg. Scaffold introduces control variables, causing the data uploaded in each communication round is twice of the other algorithms.

In order to show the high communication efficiency of FedGG, we take the algorithm test accuracy of FedAvg at the 100th communication round as a benchmark, and list the communication rounds required for the other algorithms to achieve this accuracy in Table 3 and Table 4 with $\beta = 0.5$ and $\beta = 0.1$, respectively. We can observe that compared to the other algorithms, FedGG has a significant decrease in the number of communication rounds, especially on the CIFAR-10 dataset with $\beta = 0.1$. The speedup reaches 2.63 times, which greatly improves the communication efficiency.

Table 3: Comparison on communication rounds for the four algorithms to achieve the accuracy of FedAvg at Round 100 in the case of $\beta = 0.5$

| Method | SVHN  | CIFAR-10 | CIFAR-100 |
|--------|-------|----------|-----------|
| FedAvg | 100   | 1×       | 100       |
| Fedprox| 88    | 1.13×    | 80        |
| Scaffold| ∼    | <1×      | 59        |
| FedGG  | 65    | 1.53×    | 47        |

Table 4: Comparison on communication rounds for the four algorithms to achieve the accuracy of FedAvg at Round 100 in the case of $\beta = 0.1$

| Method | SVHN  | CIFAR-10 | CIFAR-100 |
|--------|-------|----------|-----------|
| FedAvg | 100   | 1×       | 100       |
| Fedprox| 95    | 1.05×    | 90        |
| Scaffold| ∼    | <1×      | 59        |
| FedGG  | 75    | 1.33×    | 38        |

4.4 Adaptive Loss Weights

To investigate the effect of the adaptive loss weights on model training, we test our algorithm in CIFAR-10 dataset with $\beta = 0.5$ and set the coefficient of the adaptive loss weights as $\mu = \{0.01, 0.001\}$ and the fixed-value loss weights as $\lambda = \{10 \times 10^{-8}, 5 	imes 10^{-8}, 1 \times 10^{-8}\}$. The variations of the test accuracy with communication rounds is shown in Fig. 3. As it is shown, the best performances for the adaptive and fixed weights are $\mu = 0.01$ and $\lambda = 5 \times 10^{-8}$, respectively, and they perform very close to each other. The algorithm is stable under adaptive loss weights with different $\mu$. However, the test accuracy diverges when the fixed-value weight $\lambda = 10 \times 10^{-8}$ which is only twice of the value for the best performance. This means that the adaptive weight has a larger adjustable range of the parameters compared to the fixed-value weights, which makes it more stable and easier to implement in practice. Since in the actual situation that the server generally has no test data, the global model can only be evaluated when the local training is over. At this time, a larger adjustable range of the parameter can be better tolerance for failure. Furthermore, although little values of both fixed-value weights and adaptive weights calculated from Eq. (12) indicate that the model-cosine loss has a little impact on the total local loss, the large order of magnitude for the gradient of the model-cosine loss makes it reasonably affect the local update.

![Graph showing test accuracy for different parameters](image)

Fig. 3: Test accuracy for different parameters of the adaptive and fixed weights varying with the communication rounds on CIFAR-10 dataset with $\beta = 0.5$.

5 Conclusion

In this paper, we have proposed global-update-guided federated learning (FedGG). By introducing model-cosine loss, the local model can fit the local data while update closely along the direction of the global model. This reduces the divergence between the local and global models and improves the performance of the model on Non-IID data. Besides, by introducing the adaptive loss weights, the adjustable range of model parameters is increased, making it easier and more stable to implement in practice. Our experiments show that, compared with the other state-of-the-art algorithms, FedGG’s accuracy increases by 0.5%, 2.2%, and 2.9% on Non-IID SVHN, CIFAR-10, and CIFAR-100 datasets. And the speedup in communication efficiency is up to 2.63 times while not increasing the amount of communication per round.
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