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Abstract

This paper addresses the problem of 2D pose representation during unsupervised 2D to 3D pose lifting to improve the accuracy, stability and generalisability of 3D human pose estimation (HPE) models. All unsupervised 2D-3D HPE approaches provide the entire 2D kinematic skeleton to a model during training. We argue that this is suboptimal and disruptive as long-range correlations are induced between independent 2D key points and predicted 3D ordinates during training. To this end, we conduct the following study. With a maximum architecture capacity of 6 residual blocks, we evaluate the performance of 5 models which each represent a 2D pose differently during the adversarial unsupervised 2D-3D HPE process. Additionally, we show the correlations between 2D key points which are learned during the training process, highlighting the unintuitive correlations induced when an entire 2D pose is provided to a lifting model. Our results show that the most optimal representation of a 2D pose is that of two independent segments, the torso and legs, with no shared features between each lifting network. This approach decreased the average error by 20% on the Human3.6M dataset when compared to a model with a near identical parameter count trained on the entire 2D kinematic skeleton. Furthermore, due to the complex nature of adversarial learning, we show how this representation can also improve convergence during training allowing for an optimum result to be obtained more often. Code and weights of our models will be made available.

1. Introduction

Monocular 3D human pose estimation (HPE) aims to reconstruct the 3D skeleton of the human body from 2D images or video. This is known to be an ill-posed inverse problem as multiple different 2D poses can correspond to the same 3D pose. Even with this hurdle, deep learning has allowed for accurate 2D-3D pose regression mappings to be learned allowing for remarkable results when trained and tested on 3D pose datasets [6, 20, 26, 29, 34, 36]. Unfortunately, the difficulty of obtaining 3D datasets leads to poor performance when evaluating in domains where rigid environmental constraints (lighting, action, camera location, etc) are unable to be controlled. Recent work [5, 7, 33, 37] has investigated if an unsupervised solution for 3D HPE is possible. These approaches utilize a geometric self-supervision cycle through random rotations to create a consistent lifting network, with some form of pose or probability discriminator to see if the rotated pose, once reprojected back to 2D, is realistic. As 2D data is cheaper to obtain, more efficient for computations and readily available in many circumstances, improving the performance of unsupervised 2D-3D HPE networks would therefore allow for accurate 3D poses to be obtained in many unconstrained scenarios.

An overlooked aspect in prior work however, is the representation of the 2D pose being given to the lifting model. We posit that when a full 2D pose is provided to a lifting model during training, long-range correlations are induced between a key points 3D prediction and all of the poses’ other 2D key point coordinates (i.e. the 3D prediction of the left elbow will be influenced by the 2D coordinate of the right ankle). Although supervised approaches have touched upon this topic by learning joint dependency through graph convolutional networks (GCN) [15, 39], relationships between joints via relational networks [25] or splitting and recombining the limbs of a pose [38]. To our best knowledge, this has never been done in an unsupervised setting, and it has never been assumed that the pose could be two or more independent structures with no inter-relational correspondence needed. Additionally, the large variations in network architecture and optimization within prior work mean we are unable to fairly compare the results between approaches to find an optimum representation.

We address this problem by training 5 models with near identical amounts of parameters and identical training approaches on different 2D pose representations, to accurately obtain a 3D pose. By evaluating the results obtained from
each model we will be able to determine an optimum representation that future work can use to obtain the best performance. We will also show the correlations induced between 2D key points during training when a full pose is provided to a model as well as our best performing 2D representation model, providing some intuition behind the improved performance. Furthermore, we will touch upon improving this model further by enabling it to learn what it thinks to be the best 2D representation of a pose. To summarise our paper makes the following contributions:

• We show the effect that different 2D pose representations have on the unsupervised adversarial 2D-3D HPE process, where utilizing the best 2D pose representation can reduce the average error by 20%.

• Our findings can be easily implemented within current the state of the art as our approach utilizes the popular residual block introduced by Martinez et al. [20] and used within [5,7,33,34,37].

• We show the correlations induced between key points for a full 2D pose representation model and our best 2D pose representation model highlighting the suboptimal learning when a full 2D pose is provided to a network.

• We show the adversarial stability of our best pose representation model against a full 2D pose representation model, highlighting that the improvement is consistent with multiple random initializations.

2. Related Work

There currently exist two main avenues of deep-learning research for 3D HPE. The first learns the mapping of 3D joints directly from a 2D image [17, 18, 21, 28, 31]. The second builds upon an accurate intermediate 2D pose estimate, with the 2D pose obtained from an image through techniques such as Stacked-Hourglass Architectures [23] or Part Affinity Fields [3], and lifts this 2D pose to 3D. This work focuses on the latter 2D to 3D lifting avenue which can be organized into the following categories:

2.1. Fully Supervised

Fully supervised approaches seek to learn mappings from paired 2D-3D data which contain ground truth 2D locations of key points and their corresponding 3D coordinates. Martinez et al. [20] introduced a baseline fully connected regression model which learned 3D coordinates from their relative 2D locations. Exemplar approaches such as Chen et al. [4] and Yang et al. [35] use large dictionaries/databases of 3D poses with a nearest-neighbor search to determine an optimal 3D pose. Pavllo et al. [29] used temporal convolutions over 2D key points to predict the pose of the central or end frame in a time series, whereas Mehta et al. [22] utilized multi-task learning to combine a convolutional pose regressor with kinematic skeleton fitting for real-time 3D HPE.

2.2. Weakly-Supervised

Weakly-Supervised approaches do not use explicit 2D-3D correspondences and instead use either augmented 3D data during training or unpaired 2D-3D data to learn human body priors (shape or articulation). Pavlakos et al. [27] and Ronchi et al. [30] proposed learning of 3D poses from 2D with ordinal depth relationships between key points (e.g. the right wrist is behind the right elbow). Wandt and Rosenhahn [34] introduced a weakly-supervised adversarial approach where they transformed their predicted and ground truth 3D poses into a kinematic chain [32] before being seen by a Wasserstein critic network [8]. Yang et al. [36] lifted 2D poses from in the wild scenes where no ground truth data was available with a critic network that compared these predictions against ground-truth 3D skeletons. By contrast, Zhou et al. [40] did not use a critic network but transfer learning that used mixed 2D and 3D labels in a unified network to predict 3D poses in scenarios where no 3D data is available. Drover et al. [7] investigated if 3D poses can be learned through 2D self-consistency alone, where they would rotate a predicted 3D pose and reproject it back into 2D before passing it back to the model for comparison. This led to the discovery that a 2D critic network was also needed and self-consistency alone is not sufficient.

2.3. Unsupervised

Unsupervised approaches do not utilize any 3D data during training, unpaired or otherwise. Kudo et al. [15] introduced one of the first unsupervised adversarial networks which utilized random reprojections and a 2D critic network, under the assumption that any predicted 3D pose once rotated and reprojected should still produce a believable 2D pose. Chen et al. [5] expanded this work and that of [7] by introducing an unsupervised adversarial approach with a self-consistency cycle. They also provided ablation studies highlighting a 7% improvement when using temporal cues during training. Yu et al. [37] built upon [5] highlighting that these temporal constraints may hinder a models performance due to balancing multiple training objectives simultaneously and proposed splitting the problem into both a lifting and scale estimation module. They also found that adding temporal motion consistency can boost the performance of their model by 6%.

2.4. Prior Work on 2D Pose Representations

Park et al. [25] introduced one of the first studies that investigated if the human pose could be constructed of multiple interrelated structures. By utilizing relational networks,
which were passed limb pairs during training ([left arm and right arm], [left arm and right leg], etc.), they aimed to discover shared feature information between limbs that would aid in the 2D-3D lifting process. Kyoungoh et al. [16] utilized a propagating LSTM architecture where each LSTM would sequentially add another key point to its input. This intrinsic approach allowed joint relationships to be learnt over time as each key point was added. Jiang Hao [10] worked on an exemplar approach where their 3D dictionary was split into torso and legs key points during lookup. Though their idea behind this was to speed up the nearest-neighbor search process, they may have improved the generalisability of their model as it could find similar legs in one training example and similar torsos within another, increasing the number of possible library combinations. Zeng et al. [38] investigated splitting a pose into different parts to learn localized correlations between key points first then global correlations between these localized segments afterward. Unlike our study however, [38] is a supervised network that still assumes that an entire 2D pose is one independent structure via feature sharing between localized groups throughout their network. Our study utilizes completely unsupervised networks, where two of the pose representations we investigate utilize no feature sharing, with the idea that localized key-point groups can be assumed to be independent of one another.

3. Methodology

In this section, we first describe the different 2D representations used and the intuition behind each representation. This is followed by an explanation of the adversarial learning approach of our various models.

3.1. 2D Pose Representations

Our 2D poses consist of \( N \) key points \((x_i, y_i), i = 1 \ldots N\), with the root key point, the midpoint between the left and right hip joint, being located at the origin \((0, 0)\). Because of the fundamental scale ambiguity associated with monocular images, it is impossible to infer absolute depth from a single view alone [24]. Therefore, we used max-normalization on each of our 2D poses to scale their 2D key point coordinates between -1 and 1. In our study we investigate using the following five 2D pose representations and how they affect the unsupervised 2D-3D HPE process:

- **Full 2D Pose Representation**: The standard approach where a model is taught to predict the 3D ordinates from the entire 2D pose. The theory being that a good model should learn to correlate co-dependent key points and disassociate independent ones. In this scenario, we will have one network take an entire 2D pose as input and predict the 3D ordinates for the full pose.

- **Split and Recombine Leg and Torso key points**: A concept introduced by [38], the idea behind this representation is that we should first learn localized key point correlations and then the global context of a pose. In this scenario, two separate networks will first learn the localized correlations between the leg and torso key points and output a vector of features learned. A further network will learn to combine these features and predict the 3D ordinates for the full pose.

- **Independent Leg and Torso key points**: Although there is intuition behind first learning local and then global context. For many actions (e.g. waving, eating, etc) the legs and torso of a person may be more independent than co-dependent. To see if this is true another 2D pose representation will be that of completely independent torso and leg key points. In this scenario, we will have two independent lifting networks one that accepts the 2D key points and predicts the 3D ordinates for the torso and the other the 2D key points and 3D ordinates of the legs.

- **Split and Recombine 5 Limbs key points**: Although many human actions require both hands or legs to move in sync, in reality, humans can easily move each limb independently of one another. In this approach, 5 separate networks will learn the localized correlations of each limb (left arm, right arm, torso, right leg and left leg) key points and output a vector of features learned. A further network will learn to combine these features and predict the 3D ordinates for the full pose.

- **Independent 5 Limbs key points**: Similar to the Independent leg and torso representation, this approach will look at the possibility of treating the entire pose as 5 independent limbs. In this scenario, 5 separate networks will each take as input and predict the 3D ordinates for each limb independently (i.e. one network will take 3 key points as input belonging to the right arm and predict the 3D ordinates for the right arm).

3.2. Lifting Network

The lifting networks \( G \) used are fully connected neural networks whose architecture was based on [20] and can be seen in Figure ?? in Appendix ??. These predict one 3D ordinate relative to the root for each 2D key point provided:

\[
G(x, y; w) = \hat{z}
\]  
(1)

where \((x, y)\) are the 2D coordinates provided to the network, \(\hat{z}\) are the predicted 3D ordinate for each key point and \(w\) are the weights of our model learned during training. Once our lifting networks had made their predictions they are concatenated with the original 2D key points to create our final predicted 3D pose \((x, y, \hat{z})\). A more detailed architecture explanation of each pose representation model can be seen in Appendix ??.
3.3. Reprojection Consistency

Similar to prior work [5, 7, 37], we utilize a self-consistency cycle through random 3D rotations to reproject our predicted 3D poses to new synthetic 2D viewpoints. Let \( Y \in \mathbb{R}^{N \times 2} \) be our full 2D pose. Once a prediction \( G(Y) \) is made and a full 3D pose \((x, y, z)\) obtained, a random rotation matrix \( R \) will be created by uniformly sampling an azimuth angle between \([-\frac{8\pi}{18}, \frac{8\pi}{18}\]) and an elevation angle between \([\frac{-\pi}{18}, \frac{-\pi}{18}]\). The predicted 3D pose will be rotated by this matrix and reprojected back to 2D via projection \( P \), obtaining a new synthetic viewpoint of the pose and the matrix \( \tilde{Y} \in \mathbb{R}^{N \times 2} \) where \( \tilde{Y} = PR([x, y, z]) \). To enable our model to learn consistency, if we now pass \( \tilde{Y} \) to the same lifting network, perform the inverse rotation \( R^{-1} \) on the newly predicted 3D pose \((\tilde{x}, \tilde{y}, \tilde{z})\) and reproject it back into 2D, we should obtain our original matrix of 2D key points \( Y \). This cycle allows our lifting networks to learn self-consistency during training where they seek to minimize the following components in the loss function:

\[
L_{2D} = ||Y - PR^{-1}[G(\tilde{Y})]||^2
\]  

(2)

In the case of our independent leg and torso and independent 5 limb 2D pose approaches, each network will receive its own \( L_{2D} \) loss based on the error between the key points that they predicted. As an example, part of the \( L_{2D} \) loss for the right arm lifter within our independent 5 limbs representation would include the difference between the original 2D key point coordinate of the right wrist, and its 2D coordinate once \( \tilde{Y} \) was inversely rotated and reprojected. This error would not be included in the \( L_{2D} \) loss for the left arm lifter as it does not predict the 3D ordinate for this key point.

3.4. 90 Degree Consistency

During our study, we found that increasing self-consistency was key to reducing the evaluation error (see Appendix ??). Therefore, we introduce new self-consistency constraints during training based on rotations around the \( y \) axis at 90° increments. Let \( (x, y, z) \) be the predicted 3D pose from our model. If we assume a fixed camera position and rotate our pose 90°, then the depth component of our pose \( (\tilde{z}) \) prior to rotation will now lie on the \( x \) axis from our cameras viewpoint. A visual example of this can be seen in Figure 1. As we have normalized the axis of our poses between -1 and 1, a 90° clockwise rotation of the 3D pose \((x, y, z)\) will produce the pose \((\tilde{z}, \tilde{y}, -x)\). Therefore, providing \((\tilde{z}, \tilde{y})\) as input to our generators should result in \(-x\) as its predictions. This fact allows for the inclusion of three additional consistency constraints in the loss function of our generators which teach consistency at a 90° clockwise rotation, a 90° anticlockwise rotation and a 180° rotation, which are as follows:

\[
||G(\tilde{z}, y; w) + x||^2 = 0
\]  

(3)

\[
||G(\tilde{z}, y; w) - x||^2 = 0
\]  

(4)

\[
||G(x, y; w) + G(\tilde{z}, y; w)||^2 = 0
\]  

(5)

The left parts of these constraints are summed in the final loss function to produce \( L_{90\circ} \) and included in the optimization function of our models. Similar to \( L_{2D} \) in the case of our independent 2D pose representation networks, each lifting network will have its own \( L_{90\circ} \) depending on the 2D key points that it predicted for. Although we could include three similar constraints for 90° rotational increments around the \( x \) axis, we found that these hinder the performance of the model. This is due to \( 90 \circ \) \( x \) axis rotations producing a birds eye and ground-up view of a 2D pose, which contains little variation between 2D key points.

3.5. Discriminator Loss

Although self-consistency is important, alone it is insufficient for generating realistic 3D skeletons [5]. Therefore, we utilize a 2D discriminator \( D \), that takes as input a 2D pose and outputs a probability value of that pose being plausible or unrealistic. The architecture of our discriminator is a fully connected neural network made of 3 residual blocks [20] and ending with a linear prediction function. It learns to discriminate between the real 2D poses within our data \( Y \), and our reprojected 2D pose \( \tilde{Y} \). This provides feedback to the generators during training, enabling the learning of geometric priors such as joint angles and limb length ratios. Our discriminator \( D \) utilized the least squares loss [19] as we found it performed better than the standard adversarial loss during our experiments, and defined as:

\[
\min_D = \frac{1}{2} \mathbb{E}[D(Y) - 1]^2 + \frac{1}{2} \mathbb{E}[D(\tilde{Y})]^2
\]  

\[
\min_G = \frac{1}{2} \mathbb{E}[D(\tilde{Y}) - 1]^2
\]  

(6)

Unlike the consistency constraints, we do not provide a unique version of \( L_{90\circ} \) to each lifting network in our independent 2D pose representation networks and instead provide the same loss (with a different weight) to each network.
This is due to two reasons; Firstly, although our independent lifting networks are being trained separately, we still want them to produce a believable reprojected 2D pose together and having one discriminator see the entire pose will provide this feedback during training. Secondly, we found that trying to discriminate between segments of a 2D pose provided poor feedback during training. An example being that 2D legs and arms are normally represented as straight or bent lines, making it hard for a discriminator to tell plausible and implausible limbs apart.

3.6. Training

As discussed, our lifting networks were trained adversarially with random reprojection and $90^\circ$ consistency constraints. The network parameters are then updated to optimize the total loss for each lifting model given by:

$$\mathcal{L} = w_1 \mathcal{L}_{adv} + w_2 \mathcal{L}_{2D} + w_3 \mathcal{L}_{90^\circ}$$  \hspace{1cm} (7)

where, $w_1$, $w_2$ and $w_3$ are the relative weights for the adversarial loss component, reprojection consistency loss component and $90^\circ$ consistency loss component respectively. The numerical values of the weights for each network are defined in Appendix ??.

We trained our models completely unsupervised following [5] using a batch size of 8192 and the Adam optimizer [12] with a learning rate of 0.0002. Our experiments use $N = 16$ key points. During discriminator training we employ label flipping with a 10% chance.

4. Evaluation and Results

Here we compare and evaluate the performance of our different 2D pose representation models against each other and various state-of-the-art models. Though our aim is not to be or come close to the current state of the art, we believe that comparing against current models is important to examine how just a simple change in 2D pose representation can compare against more complex architectures and approaches. Our results show that not only can an optimum 2D pose representation improve upon the default full pose representation by 20%, but it can also improve generalisability to unseen poses, even when compared against more complex supervised and weakly-supervised approaches.

4.1. Quantitative Results On Human3.6M

Human3.6M (H36M) [9] is one of the largest and most widely used 3D human pose datasets, containing 3.6 million 3D human poses. It consists of both video and motion capture (MoCap) data from 4 viewpoints of 5 female and 6 male subjects performing specific actions (e.g. talking on the phone, taking a photo, eating, etc.). There are two main evaluation protocols for the H36M dataset, which use subjects 1, 5, 6, 7 and 8 for training and subject 9 and 11 for evaluation. Both protocols report the Mean Per Joint Position Error (MPJPE), which is the Euclidean distance in millimeters between the predicted and ground truth 3D coordinates. We report the protocol-II performance of our model on all frames of the validation set which employs rigid alignment between the ground truth and predicted pose before evaluation. The results of our different 2D pose representation models can be seen in Table 1. From our results, we can see that representing a 2D pose as an independent torso and legs improves performance the most, as this representation achieved a 20% lower average error than our full 2D pose network. Additionally, our split-combine leg and torso and split-combine 5 limbs representation also showed improved performance, decreasing the average error by 6% and 9% respectively. Our independent 5 limbs model did not improve results which may be due to this representations models using 3 or 4 key points to predict 3D ordinates which may not contain enough information to learn the task at hand. By looking at our leg and torso results we can see it additionally performed well against several fully supervised models. In fact, by using this representation we achieved the second highest performance in the Discussing, Posing, Smoking and Walking action. Although improving the Discussing, Posing and Smoking action seems intuitive, as we would assume the arms and legs of a person to be independent during these actions, it is surprising that we achieved such high results in walking as we would expect to see larger levels of co-dependence between the torso and legs during this movement.

4.2. Quantitative Results On MPI-INF-3DHP

MPI-INF-3DHP [21] is a markerless MoCap dataset containing the 3D human poses of 8 actors performing 8 different activities. We use this dataset to highlight the effect that 2D pose representations have on a model’s generalisability to unseen poses when trained on the H36M dataset. The evaluation metrics used are the percentage of correctly positioned key points (PCK3D) and area under the curve (AUC) as defined by [21]. As our predicted poses are normalized, we upscale their 3D coordinates by the original 2D normalizing factor before evaluation. Our results can be seen in Table 2. Similar to our H36M results, all of our 2D representation approaches, aside from our independent 5 limbs representation, performed better on unseen poses when compared to a full 2D pose representation approach. Our independent leg and torso representation improved results the most with a 4% increase in PCK3D and 6% increase in AUC when compared to the full 2D pose network. Additionally, this representation achieved the second highest overall AUC metric, even compared to other supervised and weakly-supervised approaches. Our reasoning for improved generalisability stems from the individualistic nature of our independent leg and torso model. For example, let us say we have an unseen 2D pose we want to lift into
Table 1. The reconstruction error (MPJPE) on the H36M Validation Set. **Legend:** (+) denotes extra data during training. (GT) denotes providing 2D ground truth key points to a network for prediction. (T) denotes the use of temporal information. All comparison results are taking from their respective papers. Lower is better, best in bold, second best underlined.

| Method                        | Approach                  | Direct. | Discuss | Eat | Greet | Phone | Photo | Posing | Purchase |
|-------------------------------|---------------------------|---------|---------|-----|-------|-------|-------|--------|----------|
| Martinez et al. [20] (GT)     | Supervised                | 39.5    | 43.2    | 46.4 | 47.0  | 51.0  | 56.0  | 41.4   | 40.6     |
| Pavlo et al. [29] (GT)        | Supervised                | 36.0    | 38.7    | 38.0 | 41.7  | 40.1  | 45.9  | 37.1   | 35.4     |
| Cai et al. [2] (GT)           | Supervised                | 36.8    | 38.7    | 38.2 | 41.7  | 40.7  | 46.8  | 37.9   | 35.6     |
| Yang et al. [36] (+)          | Weakly-Supervised         | 26.9    | 30.9    | 36.3 | 39.9  | 43.9  | 47.4  | 28.8   | 29.4     |
| Wauth and Rosenhahn [34] (GT) | Weakly-Supervised         | 33.6    | 38.8    | 32.6 | 36.0  | 44.1  | 37.8  | 34.9   | 34.9     |
| Pavlakos et al. [26] (+)      | Weakly-Supervised         | 34.7    | 39.8    | 41.8 | 38.6  | 42.5  | 47.5  | 38.0   | 36.6     |
| Chen et al. [5] (GT)(T)       | Unsupervised              | -       | -       | -    | -     | -     | -     | -      | -        |
| Yu et al. [37] (GT)(T)        | Unsupervised              | -       | -       | -    | -     | -     | -     | -      | -        |

**Full 2D Pose Network (Ours)(GT):** Unsupervised 51.5 47.1 48.1 53.7 47.6 56.2 45.9 46.1
**Split-Combine Leg and Torso Network (Ours)(GT):** Unsupervised 45.3 44.8 43.4 47.2 46.2 48.2 43.2 41.5
**Independent Leg and Torso Network (Ours)(GT):** Unsupervised 38.1 38.7 36.8 42.0 41.9 49.9 36.8 38.8
**Split-Combine 5 Limbs Network (Ours)(GT):** Unsupervised 43.6 42.3 43.4 45.9 45.1 49.9 47.5 42.0
**Independent 5 Limbs Network (Ours)(GT):** Unsupervised 90.0 98.1 109.4 94.5 100.3 109.3 74.0 105.5

Table 2. Results on the MPI-INF-3DHP dataset. Our models are only trained on H36M Legend. (3DHP) denotes a model being trained on the MPI-INF-3DHP dataset. (H36M) denotes a model being trained on the Human3.6M dataset. (+) denotes additional training data. (*) uses transfer learning during from 2Dposenet. (T) denotes the use of temporal information during prediction. All comparison results are taking from their respective papers. Higher is better, best in bold, second best underlined.

| Method                        | Approach                  | PCK3D | AUC   |
|-------------------------------|---------------------------|-------|-------|
| Mehta et al. [2] (3DHP)(H36M)  | Supervised                | 76.5  | 40.8  |
| Zeng et al. [38] (H36M)        | Supervised                | 77.6  | 43.8  |
| Yang et al. [50] (H36M+)       | Weakly-Supervised         | 69.0  | 32.0  |
| Wauth and Rosenhahn [34] (H36M)| Weakly-Supervised         | 81.8  | 54.8  |
| Kanazawa et al. [11] (3DHP)(T) | Weakly-Supervised         | 77.1  | 40.7  |
| Chen et al. [5] (3DHP)(T)      | Unsupervised              | 71.1  | 36.3  |
| Kundu et al. [14] (H36M)       | Unsupervised              | 76.5  | 39.8  |
| Yu et al. [37] (H36M)(T)       | Unsupervised              | 82.2  | 46.6  |

**Full 2D Pose Network (H36M)(Ours):** Unsupervised 75.4 45.8
**Split-Combine Leg and Torso Network (H36M)(Ours):** Unsupervised 76.1 47.5
**Independent Leg and Torso Network (H36M)(Ours):** Unsupervised 78.5 48.5
**Split-Combine 5 Limbs Network (H36M)(Ours):** Unsupervised 77.7 48.2
**Independent 5 Limbs Network (H36M)(Ours):** Unsupervised 47.2 25.6

The torso key points. Similarly, the torso network saw the torso key points within $Y_B$ and learned to predict these 3D ordinates with no knowledge of the leg key points. Therefore this new example $\tilde{Y}$ is not a difficult pose to predict the 3D ordinates for as the model has seen both segments of the pose before just within different training examples. Our full 2D pose by contrast saw both the leg and torso key points of $Y_A$ and $Y_B$ during training and learned to correlate them together during the 2D-3D lifting process. Meaning that when we now provide it with $\tilde{Y}$ it struggles to predict accurate 3D ordinates as though it has seen parts of this pose before the entire pose as a whole is new. We believe this also explains why our independent model had higher generalisability performance than both our split-recombine approaches. Although features are first obtained from localized groups in these approaches, the combination of these localized groups’ features leads to a poorer generalizing model as it has learned to correlate sub-structures together during prediction.

5. **Reducing unintuitive key point correlations**

Our intuition behind why we obtain better results when using an independent leg and torso network when compared to a full 2D pose network, is due to the model learning more
intuitive correlations between 2D key points and 3D ordinates. To validate our assumption we performed the following additional study. By changing the coordinate value of a 2D key point within a 2D pose, we observed how the 3D predictions of our models are affected and from this see if any strange correlations have been made. For example, if we changed the key point location for the left knee and the largest change in 3D prediction was for the right shoulder, then we can say that the model has learned to correlate the 2D key point of the left knee with its 3D prediction of the right shoulder. To conduct this study each 2D key point within the H36M validation set was scaled in 1% increments between -95% to 105% in size. Each key point was changed separately and we observed the change in prediction for each 3D ordinate caused by changing that individual key point. Figures 2 and 3 provide a sample of the results from this study.

![Figure 2](image1.png)

Figure 2. Showing the effect that changing the left elbows 2D key point coordinates has on the 3D ordinate prediction of the right ankle (top) and the 3D ordinate prediction of the left elbow (bottom) for the full 2D pose representation model.

Examining Figure 2 we can see that the full 2D pose representation model has learned to correlate any change in the 2D coordinate for the left elbow with the 3D ordinate prediction of the right ankle and left elbow equally. In fact, where the left elbow coordinate increased by 5% the 3D ordinate prediction of the deviation in the right ankle is larger than the left elbow’s 3D ordinate prediction. This highlights the unintuitive correlations learned when a model is trained on the entire human pose, as humans are able to move their left elbow without moving their right ankle though the model has failed to learn this. Figure 3 contains our independent leg and torso model results where the correlation between the left elbow and right ankle is now removed, while maintaining the correlation between the left elbows 2D coordinate and 3D ordinate prediction. We believe that these more intuitive correlations is the reasoning behind our improved results as our independent models predictions are less sensitive to a change in a specific key point. The full results of this study can be seen in Figure ?? in the appendix.

![Figure 3](image2.png)

Figure 3. Showing the effect that changing the left ankles 2D key point coordinates has on the 3D ordinate prediction of the left ankle for the full 2D pose model (top) and the independent leg and torso model (bottom).

6. Improving Adversarial Training Stability

One fundamental question when utilising unsupervised networks is when to stop training. However, we find a lack of information within prior work detailing how long authors have trained their models for. Therefore, we as-
assume that prior work trained for a set amount of epochs and picked the weights across these epochs that performed best on an validation set. Though fine from an evaluation viewpoint, in practice this would not work if we had no ground truth data. In a truly unsupervised scenario there are three approaches we could use to decide when to stop training. Firstly, we could monitor the discriminators loss and stop training when it too weak or strong. Though there is intuition for this approach, in practice a strong discriminator can cause a generator to fail due to vanishing gradients [1] and a weak discriminator provides poor feedback to a generator reducing its performance. Secondly, we could visualise the predictions per epoch and decide by eye which pose is the best. Though having potentially hundreds of epochs and thousands of poses, this is not an efficient solution. Lastly, and most realistically, we could pick the final weight during the training of our model or average the weights between a certain range of epochs to use. For this scenario we show the stability of 5 solo and 5 independent leg and torso generators during adversarial training which can be seen in Figure 4. As we can see, by having a leg and torso generator training independently not only is the MPJPE lower, but all our models converge to a similar minima during adversarial training. This is especially apparent around epoch 450 where our solo generators’ errors begin to diverge away from one another. However, our leg and torso generators’ error does not exhibit this same pattern and the errors are tighter to the mean during training following a stable downwards curve. As these models were trained for 800 epochs, if we chose the last epochs weights to evaluate on then the average error of the leg and torso generators’ would have been 47.0 ± 4.0mm and our solo generators’ average error would have been 56.6 ± 5.8mm. From epoch 500 to 800 the average error and standard deviation of our leg and torso generators’ was 45.6 ± 2.0mm, the average error and standard deviation of our solo generators’ by comparison was 56.3 ± 5.5mm. Taking the epoch where we observed the minimum error for each model would give us a result of 42.61 ± 0.57mm for the leg and torso generators’ and 51.55 ± 2.13mm for the solo generators’.

7. Conclusion

To conclude, we present a rigorous study investigating how different 2D pose representations affects the unsupervised adversarial 2D-3D lifting process. Our results show that the most optimum pose representation for this process is that of an independent leg and torso which reduced the average error by 20%. In fact, by having two lifting networks learn independently, we can improve both the accuracy and generalisability of a model. Furthermore, we have shown that when trained on a full pose, unintuitive correlations are induced between 2D coordinates and 3D ordinate predictions which we believe leads to poorer results. Additionally, we have shown that an independent leg and torso network can be recreated with greater consistency as they converge to similar minima during training whereas a full 2D pose approach diverges over time. However, the main statement from this paper is that nearly all of our different 2D pose representation networks improved upon one which used the standard full 2D pose representation. This highlights how simply optimizing the input to your model can significantly affect your results. Future work within this area could look at using attention mechanisms, which would allow the model to learn its own best representation for the 2D pose. Though for singular poses it may fall victim to the same problems as our full 2D pose representation model. In temporal scenarios, we believe it may surpass our independent leg and torso model as it would have the potential to represent the pose differently depending on what was required for that particular frame.

References

[1] Martín Arjovsky and Léon Bottou. Towards principled methods for training generative adversarial networks. ArXiv, abs/1701.04862, 2017.
[2] Yujun Cai, Liuhao Ge, Jun Liu, Jianfei Cai, Tat-Jen Cham, Junsong Yuan, and Nadia Magnenat Thalmann. Exploiting spatial-temporal relationships for 3d pose estimation via graph convolutional networks. In 2019 IEEE/CVF International Conference on Computer Vision (ICCV), pages 2272–2281, 2019.
[3] Z. Cao, G. Hidalgo, T. Simon, S. Wei, and Y. Sheikh. Open-pose: Realtime multi-person 2d pose estimation using part affinity fields. IEEE Transactions on Pattern Analysis and Machine Intelligence, 43(01):172–186, jan 2021.
[4] Ching-Hang Chen and Deva Ramanan. 3d human pose estimation = 2d pose estimation + matching. 2017 IEEE Confere-
2017 IEEE International Conference on Computer Vision and Pattern Recognition (CVPR), pages 5759–5767, 2017. 2

[5] Ching-Hang Chen, Ambrish Tyagi, Amit Agrawal, Dylan Drover, Rohith MV, Stefan Stojanov, and James M. Rehg. Unsupervised 3d pose estimation with geometric self-supervision. In 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 5707–5717, 2019. 1, 2, 4, 5, 6

[6] Yu Cheng, Bo Yang, Bo Wang, and Robby T. Tan. 3d human pose estimation using spatio-temporal networks with explicit occlusion training. Proceedings of the AAAI Conference on Artificial Intelligence, 34(07):10631–10638, Apr. 2020. 1

[7] Dylan Drover, Rohith M. V, Ching-Hang Chen, Amit Agrawal, Ambrish Tyagi, and Cong Phuoc Huynh. Can 3d pose be learned from 2d projections alone? In Laura Leal-Taixé and Stefan Roth, editors, Computer Vision – ECCV 2018 Workshops, pages 78–94, Cham, 2019. Springer International Publishing. 1, 2, 4

[8] Ishaan Gulrajani, Faruk Ahmed, Martin Arjovsky, Vincent Dumoulin, and Aaron C Courville. Improved training of wasserstein gans. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett, editors, Advances in Neural Information Processing Systems, volume 30. Curran Associates, Inc., 2017. 2

[9] Catalin Ionescu, Dragos Papava, Vlad Olaru, and Cristian Sminchisescu. Humann3.6m: Large scale datasets and predictive methods for 3d human sensing in natural environments. IEEE Transactions on Pattern Analysis and Machine Intelligence, 36(7):1325–1339, jul 2014. 5

[10] Hao Jiang. 3d human pose reconstruction using millions of exemplars. In 2010 20th International Conference on Pattern Recognition, pages 1674–1677, 2010. 3

[11] Angjoo Kanazawa, Michael J. Black, David W. Jacobs, and Jitendra Malik. End-to-end recovery of human shape and pose. In 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7122–7131, 2018. 6

[12] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. CoRR, abs/1412.6980, 2015. 5

[13] Yasunori Kudo, Keisuke Ogaki, Yusuke Matsui, and Yuri Kyoungoh Lee, Inwoong Lee, and Sanghoon Lee. Propagation LSTM: 3D Pose Estimation Based on Joint Interdependency: 15th European Conference, Munich, Germany, September 8–14, 2018, Proceedings, Part VII, pages 123–141. 09 2018. 3

[14] Kyungho Lee, Inwoong Lee, and Sanghoon Lee. Propagating lstm: 3d pose estimation based on joint interdependency. In Vittorio Ferrari, Martial Hebert, Cristian Sminchisescu, and Yair Weiss, editors, Computer Vision – ECCV 2018, pages 123–141, Cham, 2018. Springer International Publishing. 1

[15] Kyungho Lee, Inwoong Lee, and Sanghoon Lee. Propagating LSTM: 3D Pose Estimation Based on Joint Interdependency: 15th European Conference, Munich, Germany, September 8–14, 2018, Proceedings, Part VII, pages 123–141. 09 2018. 3

[16] Sijin Li, Weichen Zhang, and Antoni B. Chan. Maximum-margin structured learning with deep networks for 3d human pose estimation. International Journal of Computer Vision, 122:149–168, 2015. 2

[17] Wen-Nung Lie, Guan-Han Lin, Lung-Sheng Shih, Yuling Hsu, Thang Huu Nguyen, and Quynh Nguyen Quang Nhu. Fully convolutional network for 3d human skeleton estimation from a single view for action analysis. In 2019 IEEE International Conference on Multimedia Expo Workshops (ICMEW), pages 1–6, 2019. 2

[18] X. Mao, Q. Li, H. Xie, R. K. Lau, Z. Wang, and S. Smolley. Least squares generative adversarial networks. In 2017 IEEE International Conference on Computer Vision (ICCV), pages 2813–2821, Los Alamitos, CA, USA, oct 2017. IEEE Computer Society. 4

[19] Julieta Martinez, Rayat Hossain, Javier Romero, and James J. Little. A simple yet effective baseline for 3d human pose estimation. In 2017 IEEE International Conference on Computer Vision (ICCV), pages 2659–2668, 2017. 1, 2, 3, 4, 6

[20] Dushyant Mehta, Helge Rhodin, Dan Casas, Pascal Fua, Oleksandr Sotnychenko, Weipeng Xu, and Christian Theobalt. Monocular 3d human pose estimation in the wild using improved cnn supervision. In 3D Vision (3DV), 2017 Fifth International Conference on. IEEE, 2017. 2, 5, 6

[21] Dushyant Mehta, Srinath Sridhar, Oleksandr Sotnychenko, Helge Rhodin, Mohammad Shafiee, Hans-Peter Seidel, Weipeng Xu, Dan Casas, and Christian Theobalt. Vnect: Real-time 3d human pose estimation with a single rgb camera. volume 36, 2017. 2

[22] Alejandro Newell, Kaiming Yang, and Jia Deng. Stacked hourglass networks for human pose estimation. In Bastian Leibe, Jiri Matas, Nicu Sebe, and Max Welling, editors, Computer Vision – ECCV 2016, pages 123–141, Cham, 2016. Springer International Publishing. 2

[23] Mark Nishimura, David B. Lindell, Christopher Metzler, and Gordon Wetzstein. Disambiguating monocular depth estimation with a single transient. In Andrea Vedaldi, Horst Bischof, Thomas Brox, and Jan-Michael Frahm, editors, Computer Vision – ECCV 2020, pages 139–155, Cham, 2020. Springer International Publishing. 3

[24] Sungheon Park and Nojun Kwak. 3d human pose estimation with relational networks. In British Machine Vision Conference 2018, BMVC 2018, Newcastle, UK, September 3-6, 2018, page 129. BMVA Press, 2018. 1, 2

[25] Georgios Pavlakos, Xiaowei Zhou, and Kostas Daniilidis. Ordinal depth supervision for 3d human pose estimation. In 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7307–7316, 2018. 1, 6

[26] Georgios Pavlakos, Xiaowei Zhou, and Kostas Daniilidis. Ordinal depth supervision for 3d human pose estimation. pages 7307–7316, 06 2018. 2

[27] Georgios Pavlakos, Xiaowei Zhou, Konstantinos G. Derpanis, and Kostas Daniilidis. Course-to-fine volumetric prediction for single-image 3d human pose. 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 1263–1272, 2017. 2
[29] Dario Pavllo, Christoph Feichtenhofer, David Grangier, and Michael Auli. 3d human pose estimation in video with temporal convolutions and semi-supervised training. In 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 7745–7754, 2019. 1, 2, 6

[30] Matteo Ruggero Ronchi, Oisin Mac Aodha, Robert Eng, and Pietro Perona. It’s all relative: Monocular 3d human pose estimation from weakly supervised data. In British Machine Vision Conference 2018, BMVC 2018, Northumbria University, Newcastle, UK, September 3-6, 2018, page 300, 2018. 2

[31] D Tome, Christopher Russell, and L Agapito. Lifting from the deep: Convolutional 3d pose estimation from a single image, 2017. 2

[32] Bastian Wandt, Hanno Ackermann, and Bodo Rosenhahn. A kinematic chain space for monocular motion capture. In ECCV Workshops, 2018. 2

[33] Bastian Wandt, James J. Little, and Helge Rhodin. Elepose: Unsupervised 3d human pose estimation by predicting camera elevation and learning normalizing flows on 2d poses. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 6635–6645, June 2022. 1, 2

[34] Bastian Wandt and Bodo Rosenhahn. Repnet: Weakly supervised training of an adversarial reprojection network for 3d human pose estimation. In Computer Vision and Pattern Recognition (CVPR), June 2019. 1, 2, 6

[35] Jingjing Yang, Lili Wan, Wanru Xu, and Shenghui Wang. 3d human pose estimation from a single image via exemplar augmentation. Journal of Visual Communication and Image Representation, 59:371–379, 2019. 2

[36] Wei Yang, Wanli Ouyang, X. Wang, Jimmy S. J. Ren, Hongsheng Li, and Xiaogang Wang. 3d human pose estimation in the wild by adversarial learning. 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 5255–5264, 2018. 1, 2, 6

[37] Zhenbo Yu, Bingbing Ni, Jingwei Xu, Junjie Wang, Chenglong Zhao, and Wenjun Zhang. Towards alleviating the modeling ambiguity of unsupervised monocular 3d human pose estimation. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), pages 8651–8660, October 2021. 1, 2, 4, 6

[38] Ailing Zeng, Xiao Sun, Fuyang Huang, Minshao Liu, Qiang Xu, and Stephen Lin. Snet: Improving generalization in 3d human pose estimation with a split-and-recombine approach. In Andrea Vedaldi, Horst Bischof, Thomas Brox, and Jan-Michael Frahm, editors, Computer Vision – ECCV 2020, pages 507–523, Cham, 2020. Springer International Publishing. 1, 3, 6

[39] Long Zhao, Xi Peng, Yu Tian, Mubbasir Kapadia, and Dimitris N. Metaxas. Semantic graph convolutional networks for 3d human pose regression. In 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 3420–3430, 2019. 1

[40] Xingyi Zhou, Qixing Huang, Xiao Sun, Xiangyang Xue, and Yichen Wei. Towards 3d human pose estimation in the wild: A weakly-supervised approach. In The IEEE International Conference on Computer Vision (ICCV), Oct 2017. 2