GLOBAL WELL-POSEDNESS OF SHOCK FRONT SOLUTIONS TO ONE-DIMENSIONAL PISTON PROBLEM FOR COMBUSTION EULER FLOWS
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Abstract. This paper is devoted to the well-posedness theory of piston problem for compressible combustion Euler flows with physical ignition condition. A significant combustion phenomena called detonation will occur provided the reactant is compressed and ignited by a leading shock. Mathematically, the problem can be formulated as an initial-boundary value problem for hyperbolic balance laws with a large shock front as free boundary. In present paper, we establish the global well-posedness of entropy solutions via wave front tracking scheme within the framework of \(BV \cap L^1\) space. The main difficulties here stem from the discontinuous source term without uniform dissipation structure, and from the characteristic-boundary associated with degenerate characteristic field. In dealing with the obstacles caused by ignition temperature, we develop a modified Glimm-type functional to control the oscillation growth of combustion waves, even if the exothermic source fails to uniformly decay. As to the characteristic boundary, the degeneracy of contact discontinuity is fully employed to get elegant stability estimates near the piston boundary. Meanwhile, we devise a weighted Lyapunov functional to balance the nonlinear effects arising from large shock, characteristic boundary and exothermic reaction, then obtain the \(L^1\)–stability of combustion wave solutions. Our results reveal that one dimensional ZND detonation waves supported by a forward piston are indeed nonlinearly stable under small perturbation in \(BV\) sense. This is the first work on well-posedness of inviscid reacting Euler fluids dominated by ignition temperature.
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1. INTRODUCTION AND MAIN RESULT

In Eulerian coordinates, the one-dimensional compressible Euler equations for combustible fluids can be written in the following form

\[
\begin{aligned}
&\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0, \\
&\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2 + p)}{\partial x} = 0, \\
&\frac{\partial (\rho (\frac{1}{2} u^2 + e))}{\partial t} + \frac{\partial (\rho u(\frac{1}{2} u^2 + e) + pu)}{\partial x} = q_0 \rho Y \phi(T), \\
&\frac{\partial Y}{\partial t} + \frac{\partial (\rho u Y)}{\partial x} = 0,
\end{aligned}
\]

where \( \rho, u, p, T \) and \( e \) are respectively the density, velocity, pressure, temperature and specific internal energy of the fluid, \( Y \) denotes the mass fraction of the reactant in mixed gas, and function \( \phi(T) \) stands for the combustion reaction rate. Positive constant \( q_0 \) is the specific binding energy of reactant.

If we choose the density \( \rho \) and entropy \( S \) as two independent thermodynamical variables, then \( p, e \) and \( T \) can be seen as the functions of \( (\rho, S) \), i.e., \( p = p(\rho, S), \ e = e(\rho, S), \ T = T(\rho, S) \) through thermodynamical relation:

\[
TdS = de - \frac{p}{\rho^2} d\rho.
\]

For ideal polytropic gas, the constitutive relations are represented by

\[
p = \kappa \rho^\gamma e^{\frac{\gamma}{\gamma-1}}, \quad e = \frac{\kappa}{\gamma - 1} \rho^{\gamma-1} e^{\frac{\gamma}{\gamma-1}}, \quad T = \frac{\kappa}{(\gamma - 1)c_v} \rho^{\gamma-1} e^{\frac{\gamma}{\gamma-1}},
\]

where \( \gamma > 1 \) is the adiabatic exponent, \( c_v > 0 \) is the specific heat at constant volume, and \( \kappa > 0 \) is any constant under scaling.

Throughout this paper, we suppose that the reaction rate \( \phi(T) \) for combustion flows satisfies the following Arrhenius Law with physical ignition condition, namely

\[
\phi(T) = \begin{cases} 
T^\vartheta e^{-\frac{\vartheta}{T}} & \text{if } T > T_i, \\
0 & \text{if } T \leq T_i,
\end{cases}
\]

where \( T_i > 0 \) stands for the ignition temperature of reactant, and constants \( \vartheta \geq 0, \varrho > 0 \). In terms of (1.4), the combustion process is switched on-off by reactant temperature.

System (1.1) with the reaction rate (1.4) is also called Zeldovich-von Neumann-Döring model (i.e. ZND) which is widely applied in combustion theory and related numerical simulation (see [30] for more details). In this paper, we are concerned with the combustion process caused by piston motion in a tube, and aim to investigate the well-posedness of combustion waves for the ZND model. Specifically, a fuel-filled long tube is closed by a piston at one end, and open at the other end. If we push the piston with a speed \( u_p(t) > 0 \) towards the combustible gas at rest, then a shock front appears and departs from the piston (see Fig. 1). Since the temperature of the flow increases across the shock front, chemical reaction will be initiated behind the leading shock. Consequently, a kind of fierce combustion phenomena, called detonation, may occur in the tube. Its dynamics research has a significant application of detonation engine for hypersonic aircrafts.
Mathematically, for given piston velocity \( u_p(t) \), the path of moving piston can be determined by \( \chi_p(t) = \int_0^t u_p(\tau) \, d\tau \). Thus, we can define the domain and its boundary respectively by

\[
\Omega_p = \{ (t, x) \in \mathbb{R}^2 : t > 0, x > \chi_p(t) \}, \quad \Gamma_p = \{ (t, x) \in \mathbb{R}^2 : t > 0, x = \chi_p(t) \}.
\]

See Fig. 1. Set \( U = (\rho, u, p, Y) \). Then we prescribe the initial state of the flow in the tube as

\[
U(0, x) = U_0(x) = (\rho_0, u_0, p_0, Y_0)^\top(x) \quad \text{for } x > 0,
\]

and along the path of piston, the flow satisfies

\[
u(t, x) = u_p(t) \quad \text{on } \Gamma_p.
\]

With this set-up, the piston problem described above can be formulated as the initial-boundary value problem to equations (1.1) with shock front as a free boundary. In this paper, we study the entropy solutions to problem (1.1) and (1.5)-(1.6) defined as follows.

**Definition 1.1 (Entropy solution).** A vector-valued function \( U = (\rho, u, p, Y) \in BV_{loc}(\Omega_p) \) is called an entropy solution to the initial-boundary value problem (1.1) and (1.5)-(1.6) provided that

(i) \( U(t, x) \) is a weak solution to equations (1.1) in the distribution sense in \( \Omega_p \), and satisfies (1.5)-(1.6) in the trace sense;

(ii) \( U(t, x) \) satisfies the entropy inequality

\[
\partial_t(\rho S) + \partial_x(\rho u S) \geq \frac{q_0 Y \phi(T)}{T}
\]

in the distribution sense in \( \Omega_p \).

When the piston moves with a constant speed, that is \( u_p(t) = \bar{u}_p > 0 \), into the static gas with constant state \( \bar{U}_b = (\bar{\rho}_r, 0, \bar{p}_r, 0)^\top \) in the tube (see Fig. 2), then we follow the arguments in [13] and know that the initial-boundary value problem (1.1) and (1.5)-(1.6) admits a unique piecewise constant solution \( \bar{U}_b = (\bar{\rho}_b, \bar{u}_b, \bar{p}_b, \bar{Y}_b)^\top \) which contains a strong 4-shock front \( x = \chi_s(t) \) with constant speed \( \dot{\chi}_s(t) = \bar{s}_b \) for \( t \geq 0 \). Precisely,

\[
\bar{U}_b(t, x) = \begin{cases} 
\bar{U}_{b,l} = (\bar{\rho}_l, \bar{u}_l, \bar{p}_l, 0)^\top & \text{for } x \in (\bar{u}_p t, \bar{s}_b t), \\
\bar{U}_{b,r} = (\bar{\rho}_r, 0, \bar{p}_r, 0)^\top & \text{for } x \in (\bar{s}_b t, +\infty),
\end{cases}
\]

where \( (\bar{\rho}_l, \bar{u}_l, \bar{p}_l, 0) \) and \( (\bar{\rho}_r, 0, \bar{p}_r, 0) \) are both constant states satisfying

\[
\bar{\rho}_l > \bar{\rho}_r > 0, \quad \bar{u}_l = \bar{u}_p, \quad \bar{s}_b > \bar{u}_l > 0.
\]
Thus, the corresponding temperatures \( \bar{T}_1 \) and \( \bar{T}_t \) (determined by the relations in (1.3)) respectively for \( \bar{U}_1 \) and \( \bar{U}_t \) satisfy
\[
\bar{T}_1 > \bar{T}_t.
\]

In this case, we call the solution \( \bar{U}_b \) with shock front \( x = \bar{s}_b t \) as the background solution to problem (1.1) and (1.5)-(1.6). Then, the main purpose in this paper is to investigate the well-posedness of entropy solutions with more general data \((U_0, u_p)\) near the background state \((\bar{U}_{b,t}, \bar{u}_p)\) in the \( BV \cap L^1 \) framework. We begin with some basic assumptions on the initial data \( U_0(x) \) and velocity \( u_p(t) \) of moving piston. Assume that

(A1) the initial data \( U_0 \) defined in (1.5) satisfies \( U_0 - \bar{U}_{b,t} \in (BV \cap L^1)(\mathbb{R}_+; \mathbb{R}^4) \), \( \inf_{x \in \mathbb{R}_+} \rho_0(x) > 0 \) and \( Y_0 \in [0, 1] \);

(A2) the velocity \( u_p \) of the moving piston defined on \( \Gamma_p \) in (1.6) satisfies \( u_p - \bar{u}_p \in (BV \cap L^1)(\mathbb{R}_+; \mathbb{R}) \).

For notational convenience, denote the initial-boundary value problem (1.1) and (1.5)-(1.6) by \( \text{IBVP} \). Our main result in this paper is stated as follows.

**Theorem 1.1.** Under the assumptions (A1)-(A2), there exists a constant \( \epsilon > 0 \) depending solely on \( \bar{U}_b \) such that the initial-boundary data \((U_0(x), u_p(t))\) satisfy one of the following conditions:

(C1) \( \bar{T}_1 < T_1 \) and
\[
T.V.\{U_0(\cdot) - \bar{U}_{b,t}; \mathbb{R}_+\} + T.V.\{u_p(\cdot); \mathbb{R}_+\} < \epsilon
\]
where \( U_0^E = (\rho_0, u_0, p_0)^\top \) and \( \bar{U}_{b,t}^E = (\bar{\rho}_t, 0, \bar{p}_t)^\top \);

(C2) \( \bar{T}_t > T_t \) and
\[
T.V.\{U_0(\cdot) - \bar{U}_{b,t}; \mathbb{R}_+\} + T.V.\{u_p(\cdot); \mathbb{R}_+\} < \epsilon.
\]

(C3) \( \bar{T}_1 > T_1 > \bar{T}_t \) and
\[
T.V.\{U_0(\cdot) - \bar{U}_{b,t}; \mathbb{R}_+\} + T.V.\{u_p(\cdot); \mathbb{R}_+\} + \bar{u}_p^{-1}\|Y_0\|_{L^1(\mathbb{R}_+)} < \epsilon.
\]

The solution \( U(t, x) \) is the unique limit of approximations obtained by fractional-step wave front tracking algorithm, which contains a strong shock front \( x = \chi_s(t) \in \text{Lip}(\mathbb{R}_+) \) such that \( \chi_s(0) = 0 \), \( \chi_p(t) < \chi_s(t) \) and \( \chi_s(t) \in BV(\mathbb{R}_+) \). Furthermore, there holds
\[
\text{sup}_{\chi_s(t) < x < \chi_p(t)} \int_{x > \chi_s(t)} U(t, \cdot) - \bar{U}_{b,1} \ dx + \text{sup}_{t > 0} \{ U(t, \cdot) - \bar{U}_{b,t} \} + \text{sup}_{t > 0} \{ \chi_p(t) - \bar{s}_b \} + T.V.\{U(t, \cdot); (\chi_p(t), \chi_s(t))\} + T.V.\{U(t, \cdot); (\chi_s(t), +\infty)\} \leq C_0 \epsilon,
\]
where the constant \( C_0 > 0 \) depends solely on \( \bar{U}_b \).

Assume \( V(t, x) = (\bar{\rho}, \bar{u}, \bar{p}, Y)^\top (t, x) \) is another global entropy solution to \( \text{IBVP} \) with the initial-boundary data \((V_0(x), v_p(t))\) satisfying the similar condition to \((U_0(x), u_p(t))\) from (C1)-(C3) for \( V_0(x) = (\bar{\rho}_0, \bar{u}_0, \bar{p}_0, Y_0)^\top (x) \). Then for any \( t > \bar{t} \geq 0 \), there holds the \( L^1 \)-stability estimate
\[
\|U(t, \cdot) - V(t, \cdot)\|_{L^1(\mathbb{R})} \leq L \left( \|U(\bar{t}, \cdot) - V(\bar{t}, \cdot)\|_{L^1(\mathbb{R})} + \|u_p(\cdot) - v_p(\cdot)\|_{L^1(\mathbb{R}^+)} \right),
\]
where \( L > 0 \) is a Lipschitz constant dependent of \( \bar{U}_b \) and \( \|Y_0\|_{L^1(\mathbb{R}_+)}, \|Y_0\|_{L^1(\mathbb{R}_+)} \).

**Remark 1.1.** Throughout this paper, \( \|U(t, \cdot)\|_{L^1(\mathbb{R})} \) is defined by
\[
\|U(t, \cdot)\|_{L^1(\mathbb{R})} = \int_{\mathbb{R}} |U_{ex}(t, x)| \ dx,
\]
where the extension $U_{ex}(t, x)$ is given by

$$U_{ex}(t, x) = \begin{cases} U(t, x) & \text{if } x \geq \chi_p(t), \\ 0 & \text{if } x < \chi_p(t). \end{cases}$$

**Remark 1.2.** The solutions under conditions (C1)-(C3) correspond to entirely unburnt flow, partially ignited flow and completely ignited flow, respectively. For non-reacting fluid, the variation of $Y_0$ can be arbitrarily large, because the reactant is just transported along particle path, but never amplifies the oscillation of fluid. For reacting fluid, we require only smallness condition on $T.V\{Y_0; \mathbb{R}_+\}$, but allow the total reactant $\|Y_0\|_{L^1(\mathbb{R}_+)}$ and $\|\rho_0Y_0\|_{L^1(\mathbb{R}_+)}$ suitably large. Thus Theorem 1.1 shows that one-dimensional ZND detonation waves are nonlinearly stable provided the leading shock is strong enough.

**Remark 1.3.** Comparing with the results in [17, 21] that require the adiabatic constant $\gamma$ satisfies $1 < \gamma \leq 3$, we only need $\gamma > 1$ for Theorem 1.1 in this paper. Besides, we also consider more realistic reaction rate $\phi(T)$ which has a discontinuity at the ignition temperature $T_i$, and establish the global well-posedness of the entropy solution that contains a strong combustion wave front. Therefore, the results in [17, 21] can be seen as special cases for Theorem 1.1 from this point of view.

There are many literatures on the mathematical theories of piston problem for compressible inviscid flow, which involve the existence and structural stability of shock waves or rarefaction waves in the framework of $BV$ or $L^\infty$ space. When the piston moves to static gas in a tube, the global existence of shock front solutions to one-dimensional piston problem for Euler equations was established in $BV$ space by Wang [29] and Ding [17]. For multidimensional case, the authors in [9, 10] considered the axially symmetric Euler flow, and established the global stability of multidimensional shock front solutions for both weak and strong shocks induced by axially symmetric piston motion. On the other hand, when the piston is withdrawn in the tube, the global stability of rarefaction wave solutions to one-dimensional piston problem was completed in [18] through a modified wave-front tracking scheme. In the $L^\infty$ framework, the global entropy solution for spherically symmetric piston problem was constructed in [8] by means of compensated compactness and shock capturing.

For exothermically reacting Euler flow, by developing a fractional-step Glimm scheme, Chen and Wagner [7] firstly established the global existence of entropy solutions for one-dimensional Cauchy problem without smallness assumption on initial data in $BV$ norm. We refer to [25, 28] for more details about the $BV$ solutions in gas dynamics with large data. After that, Ding [19] considered the piston problem of reacting fluid and obtained the global existence and asymptotic behavior of the entropy solutions that contain a strong rarefaction wave. Recently, the authors in [21] also studied shock front solution to one-dimensional piston problem with reaction, and established the structural stability of strong shock wave as well as its asymptotic behavior by fractional-step wave front tracking scheme. Particularly, all the previous literatures on combustion equations require that the reaction rate $\phi(T)$ is continuous and positive everywhere in order to derive the exponential decay of exothermic source.

Finally, we remark that there are a lot of important results on well-posedness theory for general hyperbolic conservation or balance laws in one dimension situation. For more details, we can refer to [23, 24] for Cauchy problem with initial data containing large profile, [1, 15] for initial-boundary value problem of conservation laws, [2, 3, 11, 12, 14, 26]
for Cauchy problem or initial-boundary value problem with inhomogeneous term, and the references therein.

In this paper, we establish the well-posedness theory of one-dimensional piston problem for compressible and combustible Euler flows within the $ BV \cap L^1 $ framework. To the best of our knowledge, it is the first work on $ BV \cap L^1 $ theory for inviscid combustible fluids with physical ignition condition \( 1.4 \). Mathematically, this problem can be formulated as an initial-boundary value problem for one-dimensional hyperbolic balance laws with a discontinuous source. There are two main technical difficulties arising from ignition temperature and characteristic boundary. For the presence of ignition temperature $ T_i $ in \( 1.4 \), the partial reaction phenomena will occur such that the decrease rate of exothermic source varies greatly within reaction zone. It leads to the loss of uniform dissipation structures (for instance exponential decay), so that the arguments in \( 7, 16, 19, 20, 21 \) are invalid here. Besides, nonuniform heat release definitely amplifies the oscillation of combustion waves, and probably induces the instability of free boundary of flame. The characteristic boundary of multiple degenerate fields is another difficulty of proving well-posedness. Concerning the time derivative of stability functional near characteristic boundary, the linear terms of distance index $ q_i $ of two solutions (see Definition 2.1) cannot be completely canceled by means of direct weight manipulation as in \( \{4, 5, 23, 12\} \). This is the major reason why standard Lyapunov functional does not work for the characteristic boundary value problems of many hyperbolic systems.

In dealing with the obstacles stated above, we employ a fractional-step wave front tracking scheme to construct approximate solutions, and then devise a modified Glimm-type functional $ G(t) $ for seeking their uniform $ BV $ bound. Observe that the product of reflection coefficients on the strong shock and on the piston boundary is less than one (see Propositions 2.2–2.3 below). Thus we can choose appropriate weights in $ G(t) $ to prove its monotonicity in non-reaction process, which indicates the global existence of the entropy solutions to \( (IBVP) \) without combustion. Based on this, we further consider the reacting flows dominated by ignition temperature. The crux of this matter is how to calculate the growth of oscillation within reaction zone if the source fails to uniformly decay. To achieve this, we utilize nonuniform spatial estimates in present paper instead of the temporal decay of dissipation in earlier framework. Insert a special consumption term $ L(t) $ by \( (t) \) into functional $ G(t) $, which accounts for the consumption of reactant along the strong shock front and piston boundary. This crucial term finally offsets the growth of combustion waves, and enables us to establish the existence of combustion solutions.

We further apply the technique of Lyapunov functional and quasi-characteristics analysis to $ L^1 $-stability argument. Precisely, take two approximate solutions $ U^\varepsilon $ and $ V^\varepsilon $ with data $ (U_0^\varepsilon, u_p^\varepsilon) $ and $ (V_0^\varepsilon, v_p^\varepsilon) $ respectively, and consider the maximal curve $ x = \chi_p^M(t) $ of distinct piston paths for $ U^\varepsilon $ and $ V^\varepsilon $. We design a weighted Lyapunov functional $ \mathcal{L}(U^\varepsilon, V^\varepsilon) $, which is an equivalent metric to $ ||U^\varepsilon - V^\varepsilon||_{L^1(\chi_p^M, +\infty)} $. For the purpose of stability estimates, a concise weights distribution is proposed to balance the nonlinear effects arising from large shock, characteristic boundary and exothermic reaction. Then, we will show that $ \mathcal{L}(U^\varepsilon, V^\varepsilon) $ is strictly decreasing in reaction process. To cope with the difficulty caused by characteristic boundary, we first establish a new accurate estimate on different distance indices of genuinely nonlinear fields (see \( (5.19) \) in section 5.2) by employing the degeneracy feature of contact discontinuity. As a result, all of the linear terms of index $ q_i $ can be successfully canceled near the piston boundary. It implies that the boundary parts of $ \frac{d}{dt}\mathcal{L}(U^\varepsilon, V^\varepsilon) $ are dominated by the velocities difference of $ U^\varepsilon $ and $ V^\varepsilon $ at $ \chi_p^M $. Subsequently, by introducing a tool of quasi-characteristic curve, we establish the velocities...
comparison estimate along the characteristic boundary and maximal curve. Based on linear terms cancellation and velocities comparison, we obtain the stability estimate on piston boundaries, then eventually establish the $L^1$–stability result for both non-reacting and reacting flows.

The remainder of this paper will be arranged as follows. In section 2, we consider the elementary wave curves for homogeneous system, and then study the Riemann problems including perturbations of strong shock front and piston boundary. Moreover, some local estimates of interaction between weak wave and strong shock, as well as the weak wave reflection on piston boundary are also presented. We then construct the approximate solutions to (IBVP) in section 3 by proposing a fractional-step wave front tracking algorithm. Section 4 is devoted to the global existence of entropy solutions for both non-reacting and reacting flows by means of modified Glimm-type functional. In addition, the notion of quasi-characteristic curve is introduced, and the velocities comparison in $L^1$ norm on distinct curves is shown. In section 5, we further develop the weighted Lyapunov functional and derive $L^1$-stability estimates of entropy solutions. As a byproduct, we can show the uniqueness of entropy solution for non-reacting flow. In the end, section 6 exhibits the uniqueness of limit solution for reacting flow obtained by fractional-step wave front tracking scheme.

2. Homogenous system

In this section, as a preliminary, we first present some elementary wave curves and their properties for the homogeneous system reduced from (1.1), and then study the Riemann problems which involve the piston boundary as well as the strong shock front. Based on these facts, we can further show some local estimates on interaction between weak waves, weak wave and strong shock, as well as the weak wave reflection on the boundary.

2.1. Elementary wave curves for homogeneous system. Let

$$E(U) = \left( \rho, \rho u, \rho \left( \frac{1}{2} u^2 + e \right), \rho Y \right)^\top,$$

$$F(U) = \left( \rho u, \rho u^2 + p, \rho u \left( \frac{1}{2} u^2 + e + \frac{p}{\rho} \right), \rho u Y \right)^\top,$$

$$G(U) = \left( 0, 0, q_0 \rho Y \phi(T), -\rho Y \phi(T) \right)^\top.$$

Then equations (1.1) can be rewritten as the following hyperbolic balance laws:

$$\partial_t E(U) + \partial_x F(U) = G(U).$$

When $G(U) \equiv 0$, equations (2.1) become one-dimensional hyperbolic system of conservation laws, i.e.,

$$\partial_t E(U) + \partial_x F(U) = 0.$$

The system (2.2) admits four eigenvalues:

$$\lambda_1(U) = u - c, \quad \lambda_2(U) = \lambda_3(U) = u, \quad \lambda_4(U) = u + c,$$

and the corresponding linearly independent eigenvectors are

$$r_1(U) = \frac{2}{(\gamma + 1)c} \left( -\rho, c, -\gamma p, 0 \right)^\top, \quad r_2(U) = \left( 1, 0, 0, 0 \right)^\top,$$

$$r_3(U) = \left( 0, 0, 0, 1 \right)^\top, \quad r_4(U) = \frac{2}{(\gamma + 1)c} \left( \rho, c, \gamma p, 0 \right)^\top.$$
where $c$ is the sound speed defined by $c = \sqrt{\frac{2p}{\rho}}$. Moreover, a direct computation shows that

$$\nabla U \lambda_i(U) \cdot r_i(U) \equiv 1 \quad \text{for } i = 1, 4, \quad \nabla U \lambda_j(U) \cdot r_j(U) \equiv 0 \quad \text{for } j = 2, 3.$$  

This means that the $i$th characteristic fields are genuinely nonlinear for $i = 1, 4$, while the $j$th characteristic fields are linearly degenerate for $j = 2, 3$.

Given constant state $U_\ast = (\rho_\ast, u_\ast, p_\ast, Y_\ast)^\top$ away from vacuum, the Rankine-Hugoniot condition with wave speed $s$, i.e.,

$$F(U) - F(U_\ast) = s(E(U) - E(U_\ast)),$$  

for system (2.2) determines the Hugoniot loci through $U_\ast$ in state space as follows:

$$\mathcal{S}_1(U_\ast) : \frac{p}{p_\ast} = \frac{\eta \rho - \rho_\ast}{\eta \rho_\ast - \rho}, \quad \frac{u - u_\ast}{c_s} = -\sqrt{\frac{2}{\gamma - 1}} \frac{\rho - \rho_\ast}{\sqrt{(\eta \rho_\ast - \rho)\rho}}, \quad Y = Y_\ast, \quad \rho \neq \rho_\ast;$$

$$\mathcal{S}_2(U_\ast) : \rho \neq \rho_\ast, \quad u = u_\ast, \quad p = p_\ast, \quad Y = Y_\ast;$$

$$\mathcal{S}_3(U_\ast) : \rho = \rho_\ast, \quad u = u_\ast, \quad p = p_\ast, \quad Y \neq Y_\ast;$$

$$\mathcal{S}_4(U_\ast) : \frac{p}{p_\ast} = \frac{\eta \rho - \rho_\ast}{\eta \rho_\ast - \rho}, \quad \frac{u - u_\ast}{c_s} = \sqrt{\frac{2}{\gamma - 1}} \frac{\rho - \rho_\ast}{\sqrt{(\eta \rho_\ast - \rho)\rho}}, \quad Y = Y_\ast, \quad \rho \neq \rho_\ast,$$

where constant $\eta = \frac{\gamma + 1}{2}$. Let the Hugoniot locus $\mathcal{S}_i(U_\ast)$ be parameterized by mapping $\alpha_i \mapsto S_i(\alpha_i)(U_\ast)$ with

$$\alpha_i = \begin{cases} 
\lambda_i(S_i(\alpha_i)(U_\ast)) - \lambda_i(U_\ast) & \text{if } i = 1, 4, \\
\rho - \rho_\ast & \text{if } i = 2, \\
Y - Y_\ast & \text{if } i = 3.
\end{cases}$$  

(2.5)

The isentropes through $U_\ast$ for system (2.2) read

$$\mathcal{R}_1(U_\ast) : u + \frac{2c}{\gamma - 1} = u_\ast + \frac{2c_s}{\gamma - 1}, \quad \frac{p}{\rho^\gamma} = \frac{p_\ast}{\rho_\ast^\gamma}, \quad Y = Y_\ast;$$

$$\mathcal{R}_4(U_\ast) : u - \frac{2c}{\gamma - 1} = u_\ast - \frac{2c_s}{\gamma - 1}, \quad \frac{p}{\rho^\gamma} = \frac{p_\ast}{\rho_\ast^\gamma}, \quad Y = Y_\ast,$$  

(2.6)

which are parameterized by mapping $\alpha_i \mapsto R_i(\alpha_i)(U_\ast)$ with

$$\alpha_i = \lambda_i(R_i(\alpha_i)(U_\ast)) - \lambda_i(U_\ast), \quad i = 1, 4.$$  

Notice that the last equation for $Y$ in (2.2) can be decoupled from the first three equations (i.e., non-isentropic Euler equations). Henceforth, we can rewrite any state

$$U = (U^E, Y)^\top \text{ with } U^E = (\rho, u, p)^\top.$$

Then the states along parameterized curves $\mathcal{S}_i(U_\ast)$ and $\mathcal{R}_i(U_\ast)$ in (2.4) (2.6) are decomposed into Eulerian part and mass fraction part as follows,

$$S_i(\alpha_i)(U_\ast) = (S_i^E(\alpha_i)(U_\ast), Y_\ast)^\top \quad (i = 1, 2, 4),$$

$$R_i(\alpha_i)(U_\ast) = (R_i^E(\alpha_i)(U_\ast), Y_\ast)^\top \quad (i = 1, 4),$$

$$S_3(\alpha_3)(U_\ast) = (U_\ast^E, S_3^E(\alpha_3)(Y_\ast))^\top.$$
Treat \( U_1 = (U_{1r}, Y_1) \) and \( U_2 = (U_{2r}, Y_2) \) as the left and right states of Riemann problem \((U_1, U_2)\). Thus, according to Lax’s entropy condition, the elementary wave curves projected into \( U_E \)-subspace are defined by

\[
\Phi_i^E(\alpha_i)(U_E) = \begin{cases} 
S_i^E(\alpha_i)(U_E^e) & \text{for } \alpha_i < 0, \\
R_i^E(\alpha_i)(U_E^e) & \text{for } \alpha_i \geq 0,
\end{cases} \quad (i = 1, 4)
\]

\[
\Phi_2^E(\alpha_2)(U_E) = S_2^E(\alpha_2)(U_E^e).
\]

It is clear that

\[
\Phi_i^E(\alpha_i)(U_E^e)|_{\alpha_i=0} = U_E^e, \quad \frac{d\Phi_i^E(\alpha_i)(U_E^e)}{d\alpha_i}|_{\alpha_i=0} = r_i^E(U_E^e) \quad (i = 1, 2, 4).
\]

Here \( r_i^E(U_E^e) \) consists of the first three components of eigenvector \( r_i(U) \). Accordingly, denote the projected elementary curves through \( U_i^E \) by

\[
\Psi_i^E(\alpha_i)(U_i^E) = \begin{cases} 
S_i^E(\alpha_i)(U_i^E) & \text{for } \alpha_i > 0, \\
R_i^E(\alpha_i)(U_i^E) & \text{for } \alpha_i \leq 0,
\end{cases} \quad (i = 1, 4)
\]

\[
\Psi_2^E(\alpha_2)(U_i^E) = S_2^E(\alpha_2)(U_i^E).
\]

With regard to background shock in (1.7), we claim that

\[
\bar{U}_{b,r}^E = \Phi_4^E(\bar{\alpha}_4^r)(\bar{U}_{b,l}^e), \quad \bar{U}_{b,l}^E = \Psi_4^E(-\bar{\alpha}_4^l)(\bar{U}_{b,r}^e)
\]

(2.7)

for a negative \( \bar{\alpha}_4^r = \lambda_4(\bar{U}_{b,r}^E) - \lambda_4(\bar{U}_{b,l}^E) \).

Let \( r_i^E(U_i^E, \alpha_i) \) be the tangent vector for curve \( S_i^E(\alpha_i)(U_i^E) \), while \( r_i^E(R_i^E(\alpha_i)(U_i^E)) \) be the tangent vector for curve \( R_i^E(\alpha_i)(U_i^E) \). Taking \( U_i^E = U_E^e \) when \( i = 1, 4 \), we define the tangent field along curve \( \Psi_i^E(\alpha_i)(U_i^E) \) by

\[
\bar{r}_i^E(U_i^E, \alpha_i) = \begin{cases} 
r_i^E(U_i^E, \alpha_i) & \text{for } \alpha_i > 0, \\
r_i^E(R_i^E(\alpha_i)(U_i^E)) & \text{for } \alpha_i \leq 0.
\end{cases}
\]

(2.8)

In particular, one has \( r_i^E(U_i^E, 0) = r_i^E(U_i^E) \).

Henceforth, we write the derivatives \( \dot{} = \frac{d}{dt} \) and \( \dot{} = \frac{d}{d\alpha_4} \) for brevity.

The previous parametrization of elementary curves will provide us some technical advantages to analyze the solvability, wave-interaction and stability, etc. For instance, the following lemma exhibits the monotonicity of fluid state along the shock curve.

**Lemma 2.1.** Assume state \( U_r^E = (\rho_r, u_r, p_r) \) is away from vacuum. Along the shock curve corresponding to the compressive branch of \( \Psi_4^E(\alpha_4)(U_E^e) \), the density, velocity, pressure and shock speed are all increasing with respect to parameter \( \alpha_4 \); i.e.,

\[
\rho'(\alpha_4) > 0, \quad u'(\alpha_4) > 0, \quad p'(\alpha_4) > 0, \quad s'(\alpha_4) > 0,
\]

where \( (\rho, u, p) = U_E^e = S_4^E(\alpha_4)(U_E^e) \) with \( \alpha_4 > 0 \).

**Proof.** Suppose state \( U = (\rho, u, p, Y) = S_4(\alpha_4)(U_r) \). One has \( \alpha_4 = \lambda_4(U) - \lambda_4(U_r) > 0 \) iff \( \rho \in (\rho_1, \eta \rho_1) \), where constant \( \eta = (\gamma + 1)/(\gamma - 1) \). Clearly, Hugoniot locus \( \mathcal{H}_4(U_r) \) in (2.4) can be treated as a curve of single parameter \( \rho \). Since \( U \in \mathcal{H}_4(U_r) \), we differentiate \( u \) and \( p \) with respect to \( \rho \) and obtain...
\[
\frac{dp}{d\rho} = p_t\rho_t + \frac{\eta^2 - 1}{(\eta\rho_t - \rho)^2} > 0,
\]
\[
\frac{du}{d\rho} = c_t\rho_t \sqrt{\eta - 1} \frac{(\eta - 2)\rho + \eta\rho_t}{(\eta\rho_t - \rho)^{5/2}} > 0
\]
for any \(\rho \in (\rho_t, \eta\rho_t)\); furthermore,
\[
\frac{dc}{d\rho} = c_t\sqrt{\rho_t} \cdot \frac{(\rho - \rho_t)^2 + (\eta - 1)(\rho^2 + \rho_t^2)}{2\rho^{3/2}(\eta\rho_t - \rho)^{3/2}(\eta\rho - \rho_t)^{1/2}} > 0,
\]
\[
\frac{d^2}{d\rho^2}(\rho u) = c_t\rho_t^2 \cdot \frac{\sqrt{\eta - 1}}{4} \frac{\eta\rho((3\eta - 4)\rho + \eta\rho_t)}{(\eta\rho_t - \rho)^{5/2}} > 0.
\]
They immediately give
\[
\frac{da_4}{d\rho} = \frac{du}{d\rho} + \frac{dc}{d\rho} > 0.
\]
From (2.9) and (2.11), we see that
\[
\rho' > 0, \quad p' = \frac{dp}{d\rho}, \quad \frac{du}{d\alpha_4}, \quad u' = \frac{du}{d\rho} > 0.
\]

The Hugoniot-Rankine condition \(s(E(U) - E(U_t)) = F(U) - F(U_t)\) determines the 4–shock speed by \(s = [pu]/[\rho]\), where \([\rho] = \rho - \rho_t > 0\). Note that inequality (2.10) implies the fact momentum \(pu\) is convex in \(\rho\). Hence we have
\[
s' = \frac{ds}{dp} \cdot \frac{dp}{d\alpha_4} = \rho' \left\{ \frac{d(\rho u)}{dp} - \frac{[pu]}{[\rho]} \right\} > 0.
\]

2.2. Riemann problem and local interaction estimates for homogeneous system.

First, we consider the Riemann problem of (2.2) with the data
\[
U|_{t = 0} = \begin{cases} 
U_l = (U_{l}\,^t, Y_l)^T, & x < \hat{x}, \\
U_r = (U_{r}\,^t, Y_r)^T, & x > \hat{x}, 
\end{cases}
\]
where \(U_{l}\,^t = (\rho_l, u_l, p_l)^T\) and \(U_{r}\,^t = (\rho_r, u_r, p_r)^T\). Then, its Riemann solver involving only weak waves is given by the following lemma.

Lemma 2.2. There exists \(\delta > 0\) sufficiently small such that for \(U_l, U_r, U_{k}\,^t \in N_\delta(U_{b,1})\) (or \(N_\delta(U_{b,3})\)), the Riemann problem (2.2) (2.12) admits a unique admissible solution that consists of at most four constant states separated by four elementary waves. Moreover, \(U_l\) and \(U_r\) satisfy
\[
U_{k}\,^t = \Phi_2^b(\alpha_2) \circ \Phi_1^b(\alpha_1)(U_{k}\,^t), \quad Y_r = Y_l + \alpha_3,
\]
and
\[
\sum_{j=1}^{4} |\alpha_j| \leq O(1) \left| U_{k}\,^t - U_{l}\,^t \right| + |Y_r - Y_l|.
\]

Throughout this paper, symbol \(O(1)\) denotes the bounded quantity that depends solely on \(U_{b}\).

By Lemma 2.2 and the arguments in [4], we have the following the local estimates on interaction between weak waves.
Proposition 2.1. Assume that the solution \( U(t, x) \) to system (2.2) contains three adjacent constant states \( U_l = (U^E_l, Y_l)^\top, U_m = (U^E_m, Y_m)^\top, U_r = (U^E_r, Y_r)^\top \) with \( \delta > 0 \) sufficiently small. They are separated by two incoming waves with strengths \( \alpha^*_i, \alpha^*_j \) respectively.

(i) If \( 1 \leq j \leq i \leq 4 \) and \( i, j \neq 3 \) such that \( U^E_m = \Phi^E_1(\alpha^*_1)(U^E_1), U^E_r = \Phi^E_1(\alpha^*_2)(U^E_m), Y_1 = Y_m = Y_r \), then for the outgoing waves determined by equality \( U^E_r = \Phi^E_1(\alpha_4) \circ \Phi^E_2(\alpha_2) \circ \Phi^E_1(\alpha_1)(U^E_1) \), there hold
\[
|\alpha_i - \alpha^*_i| + |\alpha_j - \alpha^*_j| + \sum_{k \neq i, j} |\alpha_k| = \mathcal{O}(1)|\alpha^*_i \alpha^*_j| \quad \text{if } i > j,
\]
\[
|\alpha_i - \alpha^*_i - \alpha^*_j| + \sum_{k \neq i, j} |\alpha_k| = \mathcal{O}(1)|\alpha^*_i \alpha^*_j| \quad \text{if } i = j.
\]

(ii) If \( i = 1 \) and \( j = 3 \) such that \( U^E_m = U^E_r \), \( Y_m = Y_1 + \alpha^*_3 \) and \( U^E_r = \Phi^E_1(\alpha^*_1)(U^E_m), Y_r = Y_m \), then for \( \alpha_k \ (1 \leq k \leq 4) \) determined by
\[
U^E_r = \Phi^E_1(\alpha_4) \circ \Phi^E_2(\alpha_2) \circ \Phi^E_1(\alpha_1)(U^E_1), \quad Y_r = Y_1 + \alpha_3,
\]
there hold
\[
\alpha_1 = \alpha^*_1, \quad \alpha_3 = \alpha^*_3, \quad \alpha_2 = \alpha_4 = 0.
\]
Similarly, if \( i = 4 \) and \( j = 3 \) such that \( U^E_m = \Phi^E_1(\alpha^*_1)(U^E_1), Y_m = Y_1 \) and \( U^E_r = U^E_m, Y_r = Y_1 + \alpha_3 \), then for \( \alpha_k \ (1 \leq k \leq 4) \) determined by (2.14), there hold
\[
\alpha_1 = \alpha_2 = 0, \quad \alpha_3 = \alpha^*_3, \quad \alpha_4 = \alpha^*_4.
\]

Next we turn to study the Riemann problem for the system (2.2) near the piston with the following initial-boundary data:
\[
\begin{align*}
\{ u = u_p(t + 0) \} & \quad \text{on } \{(t, x) : x = \chi^E_p(t), t > \hat{t}\}, \\
\{ U = U_r \} & \quad \text{on } \{(t, x) : x > \chi^E_p(t), t = \hat{t}\},
\end{align*}
\]
where \( U_r = (U^E_r, Y_r)^\top \) for \( U^E_r = (\rho_r, u_r, p_r)^\top \), and \( \chi^E_p(t) \) represents the polygonal approximate boundary that will be defined in section 3. Then we have the following solvability of Riemann problem (2.2) and (2.15).

Lemma 2.3. There exists a sufficiently small parameter \( \delta > 0 \) such that if \( u_r = u_p(\hat{t} - 0) \) and \( u_l = u_p(\hat{t} + 0) \) with \( u_p(t \pm 0) \in \mathcal{N}_\delta(u_p) \) and \( U_l \in \mathcal{N}_\delta(U_{b,l}) \), then the Riemann problem

\[
\begin{align*}
\end{align*}
\]
Lemma 2.4. Suppose that constant states \( U_\ell = (U_\ell^e, Y_\ell) \), \( U_b^- = (U_b^e, Y_b^-) \) \( \in N_\delta(\bar{U}_b) \) and velocity \( u_b \in N_\delta(\bar{u}_b) \) satisfy
\[
U_b^e = \Psi_1^\ell(-\alpha_1^\ell)(U_\ell^e), \quad Y_b^- = Y_\ell, \quad u_b^e = u_\ell,
\]
and that constant state \( U_b^e = (U_b^e, Y_b^+) \) \( \in N_\delta(\bar{U}_b) \) satisfies
\[
U_b^e = \Psi_1^b(-\alpha_1^b)(U_b^e), \quad Y_b^+ = Y_b^- , \quad u_b^e = u_b^e,
\]
where \( U_b^e = \left( \bar{\rho}_b^e, \bar{u}_b^e, \bar{p}_b^e \right) \), \( \alpha_1^b = \lambda(U_b^e) - \lambda(U_b^-) \) and \( \alpha_4 = \lambda(U_\ell) - \lambda(U_b^+) \) (see Fig.4). Then, for \( \delta > 0 \) sufficiently small, it holds the estimate
\[
\alpha_4 = \alpha_1^\ell + O(1)|\alpha_1^\ell|^2. \tag{2.19}
\]

Proof. By (2.17) and (2.18), we have the relation \( \Psi_1^\ell(-\alpha_1^\ell)(U_\ell^e) \cdot n = \Psi_1^b(-\alpha_1^b)(U_b^e) \cdot n \), where vector \( n = (0, 1, 0)^T \). To evaluate \( \alpha_4 \), let’s consider the function
\[
f_b(\alpha_4, \alpha_1^\ell) = \Psi_1^\ell(-\alpha_1^\ell)(U_\ell^e) \cdot n - \Psi_1^b(-\alpha_1^b)(U_b^e) \cdot n.
\]
Notice that \( f_b(0, 0) = 0 \) and
\[
\frac{\partial f_b}{\partial \alpha_4} \bigg|_{\alpha_4 = \alpha_1^\ell = 0} = -r_b^e(U_\ell^e) \cdot n \neq 0.
\]
Then, by implicit function theorem, we know that \( \alpha_4 \) can be solved as \( C^2 \)-function of \( \alpha_1^\ell \) from the equation \( f_b(\alpha_4, \alpha_1^\ell) = 0 \) provided \( \delta > 0 \) sufficiently small. Moreover, a direct computation shows that
\[
\frac{\partial \alpha_4}{\partial \alpha_1^\ell} \bigg|_{\alpha_1^\ell = 0} = \frac{r_b^e(U_\ell^e) \cdot n}{r_b^e(U_\ell^e) \cdot n} = 1.
\]
By Taylor formula, we finally derive the estimate (2.19). \( \square \)

We further consider the Riemann problem for system (2.2) with the data (2.12) in different regions, and obtain the following solvability of this problem involving strong shock.

Lemma 2.4. Given two constant states \( U_\ell, U_b \) in (2.12) satisfying \( U_\ell \in N_\delta(\bar{U}_b) \) and \( U_b \in N_\delta(\bar{U}_b) \), there exists a small constant \( \delta > 0 \) such that the Riemann problem (2.2) (2.12) admits a unique admissible solution which consists of at most four constant states separated by three weak waves \( \alpha_k \) \( (k = 1, 2, 3) \) and a strong shock \( \alpha_4 \). Moreover, \( U_\ell \) and \( U_b \) satisfy
\[
U_\ell^e = S^e_4(-\alpha_4) \circ \phi^e_2(\alpha_2) \circ \phi^e_1(\alpha_1)(U_\ell^e), \quad Y_\ell = Y_1 + \alpha_3. \tag{2.20}
\]

Proof. It is obvious that \( \alpha_3 = Y_\ell - Y_1 \) by definition (2.3). To prove (2.20) for \( U_\ell^e \), we need to investigate the equivalent equation
\[
U_1^e = \Psi_1^\ell(-\alpha_1) \circ \phi^e_2(-\alpha_2) \circ S^e_4(-\alpha_4)(U_\ell^e).
\]
Set the intermediate state \( U_m^e = \Psi_2^e(-\alpha_2) \circ S^e_4(-\alpha_4)(U_\ell^e) \). Then define a function
\[
f_s(\alpha_1, \alpha_2, \alpha_4^e; U_1^e, U_m^e) = U_1^e + \int_0^{-\alpha_4^e} r^e_2(U_1^e, \sigma) d\sigma - \alpha_2 r^e_2 + \int_0^{-\alpha_1} r^e_1(U_m^e, \sigma) d\sigma - U_1^e,
\]
where vector $\mathbf{r}_1^E$ is given by (2.8). The fact (2.7) and Lemma 2.1 directly yield that $f_s(0,0,\tilde{\alpha}^s_4;\tilde{U}_{b,1}^E,\tilde{U}_{b,3}^E) = 0$ and

$$\det \left( \nabla_{(\alpha_1,\alpha_2,\alpha_4)} f_s(0,0,\tilde{\alpha}^s_4;\tilde{U}_{b,1}^E,\tilde{U}_{b,3}^E) \right) = -\det \left( \mathbf{r}_1^E(\tilde{U}_{b,1}^E), \mathbf{r}_2^E(\tilde{U}_{b,1}^E), \mathbf{r}_4^E(\tilde{U}_{b,1}^E, -\tilde{\alpha}^s_4) \right)$$

$$= \frac{2(c_0'(-\tilde{\alpha}^s_4) + \gamma p_1'(-\tilde{\alpha}^s_4))}{(\gamma + 1)c_1} > 0.$$  

If choosing $\delta > 0$ small enough, then by implicit function theorem, $f_s = 0$ has a unique solution $(\alpha_1, \alpha_2, \alpha_4^*)$ near $(0, 0, \tilde{\alpha}^s_4)$. Finally, relation (2.20) is a direct conclusion of $f_s = 0$. \hfill \Box

![Fig. 5. Weak-strong waves interaction](image1)

![Fig. 6. Strong-weak waves interaction](image2)

**Proposition 2.3.** Suppose that constant states $U_1, U_m \in \mathcal{N}_3(\tilde{U}_{b,1})$ and $U_1 \in \mathcal{N}_3(\tilde{U}_{b,3})$ (see Fig.5) with $\delta > 0$ sufficiently small, and they satisfy

$$U_m^E = \Phi^E(\alpha_4^*)(U_1^E), \quad U_1^E = S^E(\alpha_4^*)(U_m^E), \quad Y_r = Y_m = Y_1. \quad (2.21)$$

If

$$U_r^E = S^E(\alpha_4^*) \circ \Phi^E_2(\alpha_2) \circ \Phi^E_1(\alpha_1)(U_1^E), \quad Y_r = Y_1 + \alpha_3, \quad (2.22)$$

then there hold that

$$\alpha_1 = \kappa_0 \alpha_4^* + \mathcal{O}(1)|\alpha_4^*|^2, \quad \alpha_2 = \mathcal{O}(1)|\alpha_4^*|, \quad \alpha_3 = 0, \quad (2.23)$$

and

$$\alpha_4^* = \alpha_4^{s*} + \mathcal{O}(1)|\alpha_4^{s*}|, \quad (2.24)$$

where the reflection coefficient $\kappa_0$ satisfies $|\kappa_0| < 1$.

**Remark 2.1.** The fact $|\kappa_0| < 1$ in (2.23) is a key point in proving the global existence of entropy solution to (IBVP).

**Proof.** First, by relations (2.21) and (2.22), we have $\alpha_3 = 0$ and

$$\Psi^E_1(-\alpha_1) \circ \Psi^E_2(-\alpha_2) \circ S^E_4(-\alpha_4^*)(U_r^E) = \Psi^E_4(-\alpha_4^*) \circ S^E_4(-\alpha_4^{s*})(U_r^E). \quad (2.25)$$

Then, from Lemma 2.4, we know that $\alpha_1, \alpha_2$ and $\alpha_4^*$ can be solved from equation (2.25) as $C^2$-functions of variables $\alpha_4^*$ and $\alpha_4^{s*}$ in the vicinity of point $(0, \tilde{\alpha}^s_4)$. 

To estimate $\alpha_1$, $\alpha_2$ and $\alpha_3^*$, we rewrite the equation (2.25) as

$$U_r^E + \int_0^{\alpha_4^*} r_2^E(U_r^E, \sigma) d\sigma - \alpha_2 r_2^E + \int_0^{-\alpha_4^*} r_1^E(U_m^E, \sigma) d\sigma$$

$$= U_r^E + \int_0^{-\alpha_4^*} r_4^E(U_r^E, \sigma) d\sigma + \int_0^{-\alpha_4^*} r_4^E(U_m^E, \sigma) d\sigma,$$

where $U_m^E = \Psi^E_{\alpha}(\alpha) \circ S^E_{\alpha}(\alpha)$ (see Fig. 6). Differentiating this with respect to $\alpha_4^*$ and letting $\alpha_4^* = 0$, we get

$$\left. \frac{\partial \alpha_1}{\partial \alpha_4^*} \right|_{\alpha_4^*=0, \alpha_4^*=\alpha_1} = \frac{\gamma \partial u(\alpha_4^*) - \bar{c} p'(-\alpha_4^*)}{\gamma \partial u(\alpha_4^*) + \bar{c} p'(-\alpha_4^*)}.$$

With the help of Lemma 2.1, we can further deduce that

$$\left. \frac{\partial \alpha_1}{\partial \alpha_4^*} \right|_{\alpha_4^*=0, \alpha_4^*=\alpha_1} = \frac{\gamma \partial u(\alpha_4^*) - \bar{c} p'(-\alpha_4^*)}{\gamma \partial u(\alpha_4^*) + \bar{c} p'(-\alpha_4^*)} < 1,$$

and

$$\left. \frac{\partial \alpha_1}{\partial \alpha_4^*} \right|_{\alpha_4^*=0, \alpha_4^*=\alpha_1} = \frac{\gamma \partial u(\alpha_4^*) - \bar{c} p'(-\alpha_4^*)}{\gamma \partial u(\alpha_4^*) + \bar{c} p'(-\alpha_4^*)} > 0.$$

By Taylor formula and the regularity of $\alpha_1$, we finally obtain that for any $U_1, U_m \in N_\delta(U_{b_1})$ and $U_t \in N_\delta(U_{b_2})$ with $\delta$ sufficiently small, there always holds

$$\alpha_1(\alpha_4^*, \alpha_4^*) = \alpha_1(0, \alpha_4^*) + \left. \frac{\partial \alpha_1}{\partial \alpha_4^*} \right|_{\alpha_4^*=0} \cdot \alpha_4^* + O(1)|\alpha_4^*|^2$$

$$= \kappa \alpha_4^* + O(1)|\alpha_4^*|^2$$

with coefficient $|\kappa_4| < 1$. This gives the estimate for $\alpha_1$ in (2.23). The other estimates in (2.23) (2.24) can be obtained by analogous argument.

Similarly, if a weak wave interacts with the strong 4-shock from right, we also have

**Proposition 2.4.** Suppose constant states $U_1 \in N_\delta(U_{b_1})$ and $U_m, U_t \in N_\delta(U_{b_2})$ (see Fig. 6) with $\delta > 0$ sufficiently small.

(i) If these states satisfy

$$U_m^E = S^E_{\alpha_1^*}(U_1^E), \quad U_t^E = \Phi^E_{\alpha_k}(U_m^E), \quad Y_t = Y_m = Y_1, \quad k \neq 3,$$

then, for $\alpha_4$ (1 $\leq$ $i$ $\leq$ 3) and $\alpha_4^*$ determined by

$$U_r^E = S^E_{\alpha_i}(\alpha_4^* \circ \Phi^E_{\alpha_i}(\alpha_4^*) \circ \Phi^E_{\alpha_4}(U_r^E), \quad Y_r = Y_1 + \alpha_3,$$

there holds

$$\alpha_1 = O(1)|\alpha_4^*|, \quad \alpha_2 = O(1)|\alpha_4^*|, \quad \alpha_3 = 0, \quad \alpha_4^* = \alpha_4^* + O(1)|\alpha_4^*|;$$
(ii) If these states satisfy
\[ U_l^p = U_m^p = S_4^p(\alpha_{4^*}^s)(U_1^p), \quad Y_m = Y_1, \quad Y_l = Y_m + \alpha_{3^*}^s, \]
then, for \( \alpha_i \) (1 \( \leq i \leq 3 \)) and \( \alpha_{4^*}^s \) determined by (2.26), there holds
\[ \alpha_1 = \alpha_2 = 0, \quad \alpha_3 = \alpha_{3^*}^s, \quad \alpha_{4^*}^s = \alpha_{4^*}^s. \]

For the purpose of \( L^1 \)-stability analysis in section 5, we state the following result on solvability of Riemann problems in the sense of states connection by Hugoniot loci.

**Lemma 2.5.** Assume constant states \( U_l, U_r \in \mathcal{N}_0(\bar{U}_{b,1}) \cup \mathcal{N}_0(\bar{U}_{b,r}) \) with \( \delta > 0 \) sufficiently small. Then there exists a unique vector \( \mathbf{q} = (q_1, q_2, q_3, q_4) \) such that
\[ U_r = S_4(q_4) \circ S_3(q_3) \circ S_2(q_2) \circ S_1(q_1)(U_l). \]
When \( U_l \in \mathcal{N}_0(\bar{U}_{b,1}) \) and \( U_r \in \mathcal{N}_0(\bar{U}_{b,r}) \), the component \( q_4 \) is very close to \( \bar{\alpha}_{4^*}^s \).

The proof of above lemma is completely based on the technique of tangent field analysis and implicit function theorem, as done in Lemma 2.4. So we skip the details here.

**Definition 2.1.** For given states \( U_l, U_r \), if there is a unique vector \( \mathbf{q} = (q_1, q_2, q_3, q_4) \) such that
\[ U_r = \mathcal{H}(\mathbf{q})(U_l) \equiv S_4(q_4) \circ S_3(q_3) \circ S_2(q_2) \circ S_1(q_1)(U_l), \]
we say that \( q_i \) (1 \( \leq i \leq 4 \)) are the distance indices of two states \( U_l \) and \( U_r \).

### 3. Construction of the approximate solutions to (IBVP)

In this section, we will construct the approximate solutions to (IBVP) via a modified fractional-step wave front tracking scheme. The detailed algorithm is stated as follows.

**Fig. 7.** Approximate solutions to the (IBVP)

Under assumptions (A1)(A2), we can construct the approximations for given initial-boundary data \((U_0, u_p)\). More precisely, choose a small parameter \( \varepsilon > 0 \), and then take two piecewise constant functions \( U_0^\varepsilon(x) \) and \( u_p^\varepsilon(t) \) such that:

- both \( U_0^\varepsilon(x) \) and \( u_p^\varepsilon(t) \) have finitely many discontinuities;
- \( \|U_0^\varepsilon(\cdot) - U_0(\cdot)\|_{L^1(\mathbb{R}_+)} < \varepsilon, \quad T.V.\{U_0^\varepsilon(\cdot);\mathbb{R}_+\} \leq T.V.\{U_0(\cdot);\mathbb{R}_+\}, \)
  \( \|u_p^\varepsilon(\cdot) - u_p(\cdot)\|_{L^1(\mathbb{R}_+)} < \varepsilon, \quad T.V.\{u_p^\varepsilon(\cdot);\mathbb{R}_+\} \leq T.V.\{u_p(\cdot);\mathbb{R}_+\}. \)
Accordingly, the approximate piston boundary for $\Gamma_p$ and the approximate domain for $\Omega_p$ are defined by

$$
\Gamma_p^\varepsilon = \{(t, x) \in \mathbb{R}^2 : t > 0, \ x = \chi_p^\varepsilon(t) \}, \ \ \ \ \Omega_p^\varepsilon = \{(t, x) \in \mathbb{R}^2 : t > 0, \ x > \chi_p^\varepsilon(t) \},
$$

where $x = \chi_p^\varepsilon(t) \doteq \int_0^t u_p^\varepsilon(\tau) d\tau$. We divide time interval $[0, \varepsilon^{-1}]$ into $N$ subintervals, such that division points

$$
t_0 = 0, \ t_1 = \varepsilon, \ t_2 = 2\varepsilon, \ \cdots \ t_N = N\varepsilon,
$$

and additionally set $t_{N+1} = +\infty$. Then the whole domain $\Omega_p^\varepsilon$ is divided into some strips

$$
\Omega_k^\varepsilon = \{(t, x) \in \mathbb{R}^2 : t_{k-1} \leq t < t_k, \ x > \chi_p^\varepsilon(t) \} \ \ \ \text{for} \ k = 1, \cdots, N.
$$

We start to construct the $\varepsilon$-approximate solution $U^\varepsilon$ in $\Omega_p^\varepsilon$ in the following way.

At time $t_0$, the Riemann problem for homogenous system (2.2) at each discontinuous point of $U^\varepsilon_0$ is solved as stated in section 2, such that the solution consists of weak or strong shocks, rarefaction waves and contact discontinuities. As done in [4], rarefaction waves need to be partitioned into several small central rarefaction fans with strength less than $\delta$, which is called the accurate Riemann solver denoted by (ARS) for simplicity. Another is the simplified Riemann solver denoted by (SRS), in which all the new waves are lumped into a single non-physical wave traveling with a fixed speed $\hat{\lambda}$ larger than all the characteristic speeds (see [4] pp.129–pp.132 for more details). At initial time $t_0$, we always use the (ARS).

The piecewise constant approximate solution $U^\varepsilon$ can be prolonged until waves interactions occur in $\Omega^\varepsilon_1$. This refers to (i) interactions between weak waves; (ii) interactions between weak waves and strong shock; (iii) wave reflections at non-corner points on $\Gamma_p^\varepsilon$ (see Fig.4); (iv) weak wave appearance from the boundary corner (see Fig.3). Then we can solve the Riemann problem again as stated in section 2. For cases (iii)(iv) on the boundary, we always use the (ARS) as in [4] [2]. To decide which Riemann solver is used for cases (i)(ii), we introduce a threshold parameter $\varrho > 0$. If the strengths $\alpha$, $\beta$ of two weak waves satisfy $|\alpha\beta| > \varrho$, the (ARS) is used; otherwise, we use the (SRS). If a weak physical wave front with strength $|\alpha| > \varrho$ hits the strong shock, then we use the (ARS); otherwise, we use the (SRS).

At time $t_1$, we treat the combustion process by linear approximation, and hence pre-scribe the fluid state $U^\varepsilon(t_1, x)$ by the following equations

$$
E(U^\varepsilon(t_1, x)) = E(U^\varepsilon(t_1 - 0, x)) + \varepsilon G(U^\varepsilon(t_1 - 0, x)),
$$

where $U^\varepsilon(t_1 - 0, x) = \lim_{t \to t_1^-} U^\varepsilon(t, x)$. After that, we solve the homogeneous system (2.2) with initial data $U^\varepsilon(t_1, x)$. In this process, if a physical weak wave or strong shock wave hits the line $t = t_1$, we use the (ARS); if a non-physical wave hits the line $t = t_1$, we use the (SRS).

Inductively, assume that the approximate solution $U^\varepsilon$ has been constructed for $0 < t \leq t_{k-1}$ ($k > 1$), and contains the jumps of weak shock fronts, strong shock front, contact discontinuities, rarefaction fronts and non-physical fronts, which are denoted by

$$
\mathcal{J}(U^\varepsilon) \doteq S \cup S_b \cup C \cup R \cup \mathcal{N} \mathcal{P}.
$$

Then, in strip $\Omega_k^\varepsilon$, we construct the approximate solution $U^\varepsilon$ for homogeneous system (2.2) with initial data $U^\varepsilon(t_{k-1}, x)$ by repeating the above processes. Finally, considering the
combustion process at time $t_k$, we approximately solve the nonhomogeneous system \((2.1)\) with initial data $U^\varepsilon(t_k - 0, x)$ by the algebraic equations
\[
E(U^\varepsilon(t_k, x)) = E(U^\varepsilon(t_k - 0, x)) + \varepsilon G(U^\varepsilon(t_k - 0, x)).
\]
\[(3.1)\]

**Remark 3.1.** In each step of construction, we can slightly perturb the speed of a single wave front with its strength error less than $\varepsilon$, so that every interaction exactly involves two waves, and that every reflection on boundary $\Gamma^5_k$ includes only one incident wave. In addition to the four characteristic fields of system \((2.2)\), we treat $N\mathcal{P}$ waves as the fifth family. Then assign their speed $\lambda_5 = \tilde{\lambda} > \lambda_i$ for $1 \leq i \leq 4$.

**Remark 3.2.** The parameters $\delta$ and $\rho$ are functions of $\varepsilon$, i.e., $\delta = \delta(\varepsilon)$, $\rho = \rho(\varepsilon)$, and satisfy that $\delta(\varepsilon) \rightarrow 0$, $\rho(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.

Based on the above algorithm, we have the following properties for $\varepsilon$-approximate solution $U^\varepsilon$, whose proofs are similar to those for Lemmas 7.1-7.2 in [1].

**Proposition 3.1.** Suppose $\alpha$ is a wave front of $\varepsilon$-approximation $U^\varepsilon$ to the system \((2.2)\), which is located at $(t, x_\alpha(t))$. Then the following local error estimates are satisfied:
\[
\begin{align*}
\dot{x}_\alpha(t)[E(U^\varepsilon)] - [F(U^\varepsilon)] &= \mathcal{O}(1)\varepsilon|\alpha|, & \alpha &\in \mathcal{J}(U^\varepsilon) \setminus N\mathcal{P}, \\
\dot{x}_\alpha(t)[E(U^\varepsilon)] - [F(U^\varepsilon)] &= \mathcal{O}(1)|\alpha|, & \alpha &\in N\mathcal{P},
\end{align*}
\]
where $U^{\varepsilon, \pm} = U^\varepsilon(t, x_\alpha(t) \pm 0)$ and
\[
[E(U^\varepsilon)] = E(U^{\varepsilon,-}) - E(U^{\varepsilon,+}), \quad [F(U^\varepsilon)] = F(U^{\varepsilon,-}) - F(U^{\varepsilon,+}).
\]

**Proposition 3.2.** Suppose that $U^\varepsilon$ contains three adjacent constant states $U_1 = (U^\varepsilon_1, Y_1)^T$, $U_\alpha = (U^\varepsilon_m, Y_\alpha)^T \in \mathcal{N}(U_{b_r})$ (or $\mathcal{N}(\tilde{U}_{b_l})$) with $\delta > 0$ sufficiently small, and they are separated by two incoming waves $\alpha_i^*, \alpha_j^* \in \mathcal{J}(U^\varepsilon)$. Then the (SRS) generated from Riemann problem $(U_1, U_\alpha)$ satisfies the following properties.
(i) If $\alpha_i^* \notin N\mathcal{P}$ for $i \geq j$ but $i, j \neq 3$, such that $U^\varepsilon_m = \Phi^\varepsilon_3(\alpha_i^*)(U^\varepsilon_m)$, $U^\varepsilon_\alpha = \Phi^\varepsilon_j(\alpha_j^*)(U^\varepsilon_m)$, $Y_1 = Y_m = Y_\alpha$, then the (SRS) includes an auxiliary state $\hat{U}_\alpha = (\hat{U}^\varepsilon_\alpha, Y_\alpha)^T$ with
\[
\begin{align*}
\hat{U}^\varepsilon_\alpha = \left\{ \begin{array}{ll}
\Phi^\varepsilon_i(\alpha_i^*) \circ \Phi^\varepsilon_j(\alpha_j^*)(U^\varepsilon_m) & \text{for } i > j, \\
\Phi^\varepsilon_i(\alpha_i^* + \alpha_j^*)(U^\varepsilon_m) & \text{for } i = j,
\end{array} \right.
\end{align*}
\]
and non-physical $\alpha_5 = |\hat{U}^\varepsilon_\alpha - U^\varepsilon_\alpha|$. Moreover, there holds
\[
\alpha_5 = \mathcal{O}(1)|\alpha_i^*|.|\alpha_j^*|.
\]
(ii) If $\alpha_i^* \notin N\mathcal{P}$ and $\alpha_j^* \in N\mathcal{P}$ for $i \neq 3, j = 5$, such that $U^\varepsilon_m = \Phi^\varepsilon_i(\alpha_i^*)(U^\varepsilon_m)$, $Y_1 = Y_m = Y_\alpha$ and $\alpha_5^* = |U^\varepsilon_m - U^\varepsilon_\alpha|$, then the (SRS) includes an auxiliary state $\hat{U}_\alpha = (\Phi^\varepsilon_i(\alpha_i^*)(U^\varepsilon_m), Y_\alpha)^T$ and non-physical $\alpha_5 = |\Phi^\varepsilon_i(\alpha_i^*)(U^\varepsilon_m) - U^\varepsilon_\alpha|$. It satisfies that
\[
\alpha_5 = \alpha_5^* + \mathcal{O}(1)|\alpha_i^*|.|\alpha_j^*|.
\]
(iii) If $\alpha_i^* \notin N\mathcal{P}$ and $\alpha_j^* \in N\mathcal{P}$ for $i = 3, j = 5$, such that $U^\varepsilon_1 = U^\varepsilon_m$, $Y_1 = Y_m + \alpha_3^*$ and $\alpha_5^* = |U^\varepsilon_1 - U^\varepsilon_m|$, $Y_\alpha = Y_1$, then the (SRS) includes an auxiliary state $\hat{U}_\alpha = (U^\varepsilon_\alpha, Y_1 + \alpha_3^*)^T$ and non-physical $\alpha_5 = |U^\varepsilon_\alpha - U^\varepsilon_\alpha|$. It is obvious that
\[
\alpha_5 = \alpha_5^*.
\]
Proposition 3.3. Suppose that \( U^\varepsilon \) contains three adjacent constant states \( U_l = (U_{l1}^\varepsilon, Y_l) \), \( U_r = (U_{r1}^\varepsilon, Y_r) \) and \( U_m = (U_{m1}^\varepsilon, Y_m) \) \( \in \mathcal{N}_d(\bar{U}_{b,1}) \), while \( U_t = (U_{t1}^\varepsilon, Y_t) \) \( \in \mathcal{N}_d(\bar{U}_{b,1}) \) with \( \delta > 0 \) sufficiently small, and they are separated by two incoming waves \( \alpha_{l5}^\varepsilon \in \mathcal{N}P \), \( \alpha_{r5}^\varepsilon \in \mathcal{S}_b \). If \( U_r = S^e_4(\alpha_{l5}^\varepsilon)(U_{l1}^\varepsilon) \), \( Y_l = Y_m = Y_r \) and \( \alpha_{l5}^\varepsilon = \|U_{l1}^\varepsilon - U_{m1}^\varepsilon\| \), then the (SRS) of Riemann problem \((U_l, U_r)\) includes an auxiliary state \( \bar{U}_t = (S^e_4(\alpha_{l5}^\varepsilon)(U_{l1}^\varepsilon), Y_r) \) and non-physical
\( \alpha_5 = |S^e_4(\alpha_{l5}^\varepsilon)(U_{l1}^\varepsilon) - U_{m1}^\varepsilon| \). It satisfies that
\[
\alpha_5 = O(1)\|\alpha_5^\varepsilon\|.
\]

4. Global existence of entropy solutions to \((IBVP)\)

On account of ignition condition \((\ref{ignition})\), the global solutions to combustion equations \((\ref{combustion})\) may evolve in different trajectories in state space. We make a heuristic analysis on the background solution \( \bar{U}_b \). If temperature behind the leading shock is below ignition one \((i.e.\ T_l < T_i)\), then reaction rate \( \phi(T) = 0 \) everywhere; the entirely unburnt fluid is dominated by homogeneous Euler equations and reactant transport equation. If \( T_i > T_l \), then \( \phi(T) > 0 \) everywhere; and combustion reaction may take place in the whole tube. We claim that the chemical dissipative term \( G(U) \) decays exponentially as \( t \to +\infty \). It implies the global well-posedness of combustion solutions. However, if \( T_l > T_i > T_r \), then only the fuel behind the large shock is ignited; an exothermic reaction occurs within the region enclosed by piston and shock front. Thus any uniform decay rate of reaction source fails to hold. The global well-posedness of combustion solutions becomes very delicate. In this section, we intend to establish the global existence of \( BV \) solutions for non-reacting and reacting flows respectively.

Since the perturbation of initial-boundary data is sufficiently small, there exist positive \( d \) and \( \overline{d} \) such that
\[
|\lambda_i(U) - \lambda_{i+1}(V)| < d, \quad (i = 1, 3),
\]
\[
|\lambda_j(U) - \lambda_j(V)| < d, \quad (1 \leq j \leq 4),
\]
for states \( U, V \) in the identical domain \( \mathcal{N}P(\bar{U}_{b,1}) \) or \( \mathcal{N}_d(\bar{U}_{b,1}) \). Recall that \( s \) is the speed of a large 4-shock wave connecting states from \( \mathcal{N}P(\bar{U}_{b,1}) \) to \( \mathcal{N}_d(\bar{U}_{b,1}) \). Suppose \( \alpha_i \) \((i = 1, 4)\) is an \( i \)-wave which connects states \( U^+, U^- \in \mathcal{N}_d(\bar{U}_{b,1}) \). Then there is a positive \( a \) such that
\[
\frac{1}{a} |\alpha_i| \leq |u| + |p| \leq a|\alpha_i|,
\]
where \([u]\) and \([p]\) represent the jumps of velocity and pressure across the wave \( \alpha_i \), respectively.

4.1. Interaction potential and modified Glimm-type functional.

Definition 4.1 (Approaching waves). We say that \( k_\alpha \)-wave \( \alpha \) and \( k_\beta \)-wave \( \beta \) in the approximate solution \( U^\varepsilon \) are approaching at time \( t \), if one of the following conditions holds.

- \( k_\alpha > k_\beta \) and \( x_\alpha < x_\beta \).
- \( k_\alpha = k_\beta \) and the \( k_\alpha \)-family field is genuinely nonlinear. At least one of \( \alpha \) and \( \beta \) is shock wave.

Introduce the sets
\[
\mathcal{A} = \{ (\alpha, \beta) \mid \text{neither } \alpha \text{ nor } \beta \text{ is the large 4-shock, and they are approaching } \}.
\]
\[ \mathcal{A}(\alpha) = \{ \beta \mid \beta \text{ is not the large 4-shock, and it is approaching given wave } \alpha \}. \]

Obviously \( \mathcal{A} \) includes all couples of approaching small waves at time \( t \). In particular, let symbol \( \alpha_4^s \) denote the large 4-shock wave in solution \( U^\varepsilon(t, x) \), and curve \( x = \chi^s_\varepsilon(t) \) be the path of this large shock.

Then we define the modified Glimm-type functional for approximate solution \( U^\varepsilon \) to \( (IBVP) \) by

\[
\mathcal{G}(t) = \mathcal{L}(t) + K \mathcal{Q}(t) + K \mathcal{L}_u(t)
\]

where functionals

\[
\mathcal{L}(t) = \mathcal{L}_w(t) + \mathcal{L}_v(t)
\]

\[
\mathcal{Q}(t) = \mathcal{Q}_w(t) + \mathcal{Q}_p(t) + \mathcal{Q}_s(t)
\]

\[
\mathcal{L}_u(t) = \mathcal{L}_w(t) + \mathcal{L}_{BV}(t)
\]

We remark that functional \( \mathcal{Q}(t) \) is a variant of quadratic term in classic Glimm-type functional, which includes the sum \( \mathcal{Q}_p(t) \) of 1-waves approaching the piston boundary \( \Gamma_p^\varepsilon \), and the sum \( \mathcal{Q}_s(t) \) of weak waves approaching the large 4-shock. Functional \( \mathcal{L}_u(t) \) manifests the boundary effect caused by piston motion \( \mathcal{L}_w(t) \) and by reactant consumption \( \mathcal{L}_{BV}(t) \) at piston and large leading shock. We require that constant \( K \) in \[4.2\] is suitably large according to the standard \( BV \) theory in [4, 27]. Coefficient \( \theta_1 \) is suitably small, and \( \theta_4, \theta_5 \) satisfy

\[
0 < \theta_1 |\kappa_s| < \theta_4 < \theta_1, \quad 0 < \theta_5 < \theta_1,
\]

where \( \kappa_s \) given by Proposition 2.43 is the coefficient of weak waves reflection on strong 4-shock front. We place \( \theta_1 \) and \( \theta_4 \) in \( \mathcal{Q}(t) \) for the purpose of controlling the reflection effect arising from weak-strong waves interaction. The significant coefficient \( \theta_3 \) is specified according to different conditions in Theorem 4.1. Under condition (C1) for entirely unburnt fluid, choose \( \theta_3 \) so small that

\[
0 < \theta_3 T.V. \{ Y_0(\cdot); (0, +\infty) \} \ll 1.
\]

It ensures that \( \mathcal{G}(0) \) is small enough. In contrast, for reacting fluid under condition (C2) or (C3), we demand \( \theta_3 \) is suitably large such that the decrease of 3-waves may offset the growth of nonlinear waves caused by exothermic reaction. Hence we introduce the transit consumption of reactant at \( \chi^s_\varepsilon \) and \( \chi^s_\varepsilon \), respectively as

\[
Y^{\varepsilon, p}_k = Y^{\varepsilon, p}_k \cdot \phi(T^{\varepsilon, p}_k \varepsilon), \quad T^{\varepsilon, s}_k = Y^{\varepsilon, s}_k \cdot \phi(T^{\varepsilon, s}_k \varepsilon),
\]

where

\[
Y^{\varepsilon, p}_k = Y^\varepsilon(t_k - 0, \chi^s_\varepsilon(t_k) + 0), \quad T^{\varepsilon, p}_k = T^\varepsilon(t_k - 0, \chi^s_\varepsilon(t_k) + 0),
\]

\[
Y^{\varepsilon, s}_k = Y^\varepsilon(t_k - 0, \chi^s_\varepsilon(t_k) - 0), \quad T^{\varepsilon, s}_k = T^\varepsilon(t_k - 0, \chi^s_\varepsilon(t_k) - 0),
\]
for \( k \geq 1 \).

By the scheme in section 3 and definition of \( \mathcal{G}(t) \), we observe the fact that for given small \( \delta > 0 \), there exists a small constant \( \tilde{\delta} > 0 \) such that if \( \mathcal{G}(t) < \tilde{\delta} \) at some \( t > 0 \), then the solution \( U^\varepsilon(t, x) \) contains a unique large shock \( \alpha_s^* \). Since \(|\alpha_4^* - \tilde{\alpha}_4^*| < \tilde{\delta} \) and

\[
T.V.\{U^\varepsilon(t, \cdot); (\chi_4^\varepsilon(t), \chi_s^\varepsilon(t))\} + T.V.\{U^\varepsilon(t, \cdot); (\chi_s^\varepsilon(t), +\infty)\} \leq \mathcal{O}(1)\mathcal{G}(t),
\]

there hold

\[
\begin{align*}
U^\varepsilon(t, x) &\in \mathcal{N}_a(\bar{U}_b), \quad \forall \ x \in (\chi_1^\varepsilon(t), \chi_s^\varepsilon(t)); \\
U^\varepsilon(t, x) &\in \mathcal{N}_a(\bar{U}_b), \quad \forall \ x \in (\chi_s^\varepsilon(t), +\infty).
\end{align*}
\]

(4.4)

Our aim is to show that functional \( \mathcal{G}(t) \) is decreasing with respect to \( t \). If this monotonicity holds, we naturally suppose \( \mathcal{G}(0) \) is a priori upper bound of \( \mathcal{G}(t) \). The proof involves two parts respectively for non-reacting and reacting fluids.

4.2. Existence of the entropy solutions for non-reaction process. We first investigate the non-reaction flow for equations (1.1) under condition (C1), which is the basis of further discussion on combustion phenomena in section 4.3.

Since \( T_i - T_i < T_1 \) under condition (C1), combustion does not occur at all. Thus

\[
\Delta L_Y = L_Y(t + 0) - L_Y(t - 0) = 0, \quad \mathcal{L}_{BV}(t) \equiv 0, \quad \text{for all} \ t > 0.
\]

We will prove the monotonicity of \( \mathcal{G}(t) \) in different cases of local wave interactions. Henceforth, employ the notation

\[
\alpha_i^* + \alpha_j^* \mapsto \alpha_i + \alpha_j + \alpha_k
\]

to denote the process that collision of waves \( \alpha_i^* \) and \( \alpha_j^* \) produces a set of outgoing waves \( \alpha_i, \alpha_j, \alpha_k \). Similarly, process \( \alpha_i^* \mapsto \alpha_4 \) stands for the wave reflection on piston boundary. We have the following lemma on monotonicity.

**Lemma 4.1.** Assume that positive \( t \) is a time when interaction occurs in domain \( \Omega^\varepsilon \) or on boundary \( \Gamma_p^\varepsilon \), and that constant \( \tilde{\delta} \) is sufficiently small. If \( \mathcal{G}(t - 0) < \tilde{\delta} \), then there holds

\[
\mathcal{G}(t + 0) < \mathcal{G}(t - 0). \tag{4.5}
\]

**Proof.** The argument consists of several cases as follows.

**Case 4.1.1. Reflection \( \alpha_i^* \mapsto \alpha_4 \) on boundary.** Suppose that a incident weak \( \alpha_i^* \) hits the piston boundary, and produces a reflection weak wave \( \alpha_4 \). Then the estimate \((2.19)\)

in Proposition \([2,2]\) gives

\[
\alpha_4 = \alpha_4^* + \mathcal{O}(1)|\alpha_i^*|^2.
\]

Based on this, we obtain

\[
\Delta \mathcal{L}(t) = |\alpha_4| - |\alpha_i^*| = \mathcal{O}(1)|\alpha_i^*|^2 \leq \mathcal{O}(1)\mathcal{G}(t - 0)|\alpha_i^*|,
\]

\[
\Delta \mathcal{Q}(t) = \Delta \mathcal{Q}_w(t) + \Delta \mathcal{Q}_p(t) + \Delta \mathcal{Q}_s(t)
\]

\[
= \left( |\alpha_4| - \sum_{\mathcal{A}(\alpha_4)} |\beta| - |\alpha_i^*| \sum_{\mathcal{A}(\alpha_i^*)} |\beta| \right) - \theta_1|\alpha_i^*| + \theta_4|\alpha_4|
\]

\[
\leq \left( \theta_4 - \theta_1 + \mathcal{G}(t - 0) + \mathcal{O}(1)\mathcal{G}(t - 0)\mathcal{G}(t + 0) + \theta_4 \right)|\alpha_i^*|
\]

\[
\leq -\frac{1}{2}(\theta_1 - \theta_2)|\alpha_i^*|,
\]
which leads to
\[
\Delta G(t) = \Delta L(t) + K \Delta Q(t) \\
\leq \left( \mathcal{O}(1) G(t-0) - \frac{1}{2} K (\theta_1 - \theta_4) \right) |\alpha_1^*| \\
< -\frac{1}{4} K (\theta_1 - \theta_4) |\alpha_1^*| < 0,
\] (4.6)
provided $\delta$ is sufficiently small.

**Case 4.1.2. Appearance of single $\alpha_4$ from boundary.** If a weak wave $\alpha_4$ issues from a corner point $(t, x_1^P(t))$ with the left and right velocities satisfying $u_l = u_1^P(t + 0)$ and $u_r = u_2^P(t - 0)$, then by estimate (2.16) in Lemma 2.3, we know that the strength $|\alpha_4|$ is equivalent to $|u_1^P(t + 0) - u_2^P(t - 0)|$, i.e.,
\[
\frac{1}{a} |\alpha_4| \leq |u_1^P(t + 0) - u_2^P(t - 0)| \leq a |\alpha_4|.
\]
Thus it implies that
\[
\Delta L(t) = |\alpha_4|, \quad \Delta L_a(t) = -|u_1^P(t + 0) - u_2^P(t - 0)| \leq -\frac{1}{a} |\alpha_4|,
\]
\[
\Delta Q(t) = \Delta Q_w(t) + \Delta Q_s(t) = |\alpha_4| \sum_{A(\alpha_4)} |\beta| + \theta_4 |\alpha_4| \leq (\theta_1 + G(t - 0)) |\alpha_4|,
\]
and
\[
\Delta G(t) = \Delta L(t) + K \Delta Q(t) + K \Delta L_a(t) \\
\leq |\alpha_4| + K \left( \theta_1 + G(t - 0) - \frac{1}{a} \right) |\alpha_4| \\
\leq |\alpha_4| - \frac{1}{2a} K |\alpha_4| \\
\leq -\frac{1}{4a} K |\alpha_4| < 0,
\] (4.7)
provided both $\theta_1$ and $\delta$ are small, while constant $K$ suitably large.

**Case 4.1.3. Interaction $\alpha_4^* + \alpha_4^{s*} \mapsto \alpha_1 + \alpha_2 + \alpha_3$.** If a weak wave $\alpha_4^*$ interacts with strong shock $\alpha_4^{s*}$ from left, then Proposition 2.23 directly gives the estimates
\[
\alpha_1 = \kappa_s \alpha_4^* + \mathcal{O}(1) |\alpha_4^*|^2, \quad \alpha_2 = \mathcal{O}(1) |\alpha_4^*|, \quad \alpha_3 = \alpha_4^{s*} + \mathcal{O}(1) |\alpha_4^*|.
\]
From these and coefficient condition (4.3), we deduce that
\[
\Delta L(t) = |\alpha_1| + |\alpha_2| + |\alpha_3 - \bar{\alpha}_4^*| - |\alpha_4^*| - |\alpha_4^{s*} - \bar{\alpha}_4^*| = \mathcal{O}(1) |\alpha_4^*|,
\]
\[
\Delta Q(t) = \Delta Q_w(t) + \Delta Q_p(t) + \Delta Q_s(t) \\
= \left( \sum_{A(\alpha_1)} |\beta| + \sum_{A(\alpha_2)} |\beta| - |\alpha_4^*| \sum_{A(\alpha_3)} |\beta| \right) + \theta_4 |\alpha_1| - \theta_4 |\alpha_4^*| \\
\leq \left( \kappa_s |\alpha_4^*| + \mathcal{O}(1) |\alpha_4^*|^2 \right) (G(t - 0) + \theta_1) + \mathcal{O}(1) G(t - 0) |\alpha_4^*| - \theta_4 |\alpha_4^*| \\
= (\theta_1 |\kappa_s| - \theta_4 + \mathcal{O}(1) G(t - 0)) |\alpha_4^*|
\[-\frac{1}{2}(\theta_4 - \theta_1|\kappa_s|)|\alpha_i^s|,\]

which gives
\[
\Delta G(t) = \Delta L(t) + K\Delta Q(t) \leq -\frac{1}{4}K(\theta_4 - \theta_1|\kappa_s|)|\alpha_i^s| < 0,
\]
provided that \(K > 0\) is sufficiently large. Similarly, if a weak wave \(\alpha_i^s\) interacts with strong shock \(\alpha_k^{s,*}\) from right, then it follows from the Proposition 2.4 that \(\Delta G(t) < 0\).

**Case 4.1.4.** Interaction \(\alpha_i^s + \alpha_k^{s,*} \rightarrow \alpha_i + \alpha_2 + \alpha_k^s\) \((i = 1, 2)\). A weak \(i\)-wave \(\alpha_i^s\) interacts with strong 4-shock \(\alpha_k^{s,*}\) from right for \(i = 1, 2\). In this case, by Proposition 2.4, we have that
\[
|\alpha_1| + |\alpha_2| = \mathcal{O}(1)|\alpha_i^s|, \quad \alpha_i^s = \alpha_k^{s,*} + \mathcal{O}(1)|\alpha_i^s|.
\]
Then it follows that
\[
\Delta L(t) = |\alpha_1| + |\alpha_2| + |\alpha_5 - \overline{\alpha_4^s}| - |\alpha_5^s| - |\alpha_4^{s,*} - \overline{\alpha_4^s}| = \mathcal{O}(1)|\alpha_i^s|,
\]
\[
\Delta Q(t) = \Delta Q_w(t) + \Delta Q_p(t) + \Delta Q_s(t)
\]
\[
= \left(|\alpha_5| \sum_{A(\alpha_5)} |\beta| + |\alpha_5| \sum_{A(\alpha_5^s)} |\beta| - |\alpha_i^s| \sum_{A(\alpha_i^s)} |\beta|\right)
\]
\[
+ \theta_1\left(|\alpha_1| - (2 - i)|\alpha_i^s|\right) - |\alpha_i^s|
\]
\[
\leq -|\alpha_i^s| + \mathcal{O}(1)(\mathcal{G}(t - 0) + \theta_1)|\alpha_i^s|
\]
\[
\leq -\frac{1}{2}|\alpha_i^s|.
\]
Thus we can get
\[
\Delta G(t) = \Delta L(t) + K\Delta Q(t) \leq \mathcal{O}(1)|\alpha_i^s| - \frac{1}{2}K|\alpha_i^s| < 0,
\]
by choosing \(K\) sufficiently large.

**Case 4.1.5.** Interaction \(\alpha_i^s + \alpha_k^{s,*} \rightarrow \alpha_i^s + \alpha_5\). Suppose a \(NP\) wave \(\alpha_5^s\) interacts with strong 4-shock \(\alpha_k^{s,*}\) from left. It follows from Proposition 3.3 that
\[
\Delta L(t) = |\alpha_5| + |\alpha_5^s - \overline{\alpha_4^s}| - |\alpha_5^s| - |\alpha_i^{s,*} - \overline{\alpha_i^s}| = \mathcal{O}(1)|\alpha_5^s|,
\]
\[
\Delta Q(t) = \Delta Q_w(t) + \Delta Q_p(t) + \Delta Q_s(t)
\]
\[
= \left(|\alpha_5| \sum_{A(\alpha_5)} |\beta| - |\alpha_5^s| \sum_{A(\alpha_5^s)} |\beta|\right) - \theta_5|\alpha_5^s|
\]
\[
\leq \left(\mathcal{O}(1)(\mathcal{G}(t - 0) - \theta_5)\right)|\alpha_5^s|
\]
\[
\leq -\frac{1}{2}\theta_5|\alpha_5^s|.
\]
Thus we find that
\[
\Delta G(t) = \Delta L(t) + K\Delta Q(t) \leq \mathcal{O}(1)|\alpha_5^s| - \frac{1}{2}K\theta_5|\alpha_5^s| < 0,
\]
if \(K\) is sufficiently large.
**Case 4.1.6. Interactions between weak waves** $\alpha^*_i$ and $\alpha^*_j$ ($1 \leq i, j \leq 5$). For instance, consider the interaction $\alpha^*_i + \alpha^*_j \mapsto \alpha_1 + \alpha_2 + \alpha_4$ for $i, j \in \{1, 2, 4\}$. Estimates in (2.13) directly give

$$|\alpha_i - \alpha_i^*| + |\alpha_j - \alpha_j^*| + |\alpha_k| = O(1)|\alpha_i^* \alpha_j^*| \quad \text{for} \quad i \neq j,$$

$$|\alpha_i - \alpha^*_i - \alpha^*_j| + \sum_{k \neq i} |\alpha_k| = O(1)|\alpha^*_i \alpha^*_j| \quad \text{for} \quad i = j.$$

From these estimates, we deduce that

$$\Delta L(t) = O(1)|\alpha^*_i \alpha^*_j|,$$

$$\Delta Q(t) \leq \left( -1 + O(1)(\theta_1 + \theta_4 + G(t - 0)) \right) |\alpha^*_i \alpha^*_j|$$

$$\leq -\frac{1}{2}|\alpha^*_i \alpha^*_j|,$$

provided $\theta_1, \theta_4$ and $\delta$ are taken suitably small. It further implies that

$$\Delta G(t) \leq O(1)|\alpha^*_i \alpha^*_j| - \frac{1}{2}K|\alpha^*_i \alpha^*_j| < 0,$$  \hspace{1cm} (4.11)

by choosing $K > 0$ sufficiently large.

We turn to interaction $\alpha^*_i + \alpha^*_j \mapsto \square + \alpha_5$ for $i, j \neq 3$. Here symbol $\square$ stands for a pair of outgoing waves of family $i$ or $j$. Recall Proposition 3.2 on interactions involving $NP$ waves. If $i = j < 5$, then $\square$ is actually a coalesced wave $\alpha_i$ such that $\alpha_i = \alpha_i^* + \alpha_j^*$. If $i \neq j$ and $i, j < 5$, then $\square$ contains two waves $\alpha_i$ and $\alpha_j$ such that $\alpha_i = \alpha_i^*, \alpha_j = \alpha_j^*$. If $i = 5$ and $j < 5$, then $\square$ preserves a single $\alpha_j$ after interaction, which satisfies $\alpha_j = \alpha_j^*$. In any case, we always have

$$\Delta L(t) = O(1)|\alpha^*_i \alpha^*_j|,$$

$$\Delta Q(t) \leq -|\alpha^*_i \alpha^*_j| + O(1)(G(t - 0) + \theta_1)|\alpha^*_i \alpha^*_j| \leq -\frac{1}{2}|\alpha^*_i \alpha^*_j|.$$

It follows that

$$\Delta G(t) \leq O(1)|\alpha^*_i \alpha^*_j| - \frac{1}{2}K|\alpha^*_i \alpha^*_j| < 0.$$  \hspace{1cm} (4.12)

Consider $\alpha^*_3 + \alpha^*_j \mapsto \alpha_3 + \alpha_j$ for $j \neq 2, 3$. In this case, transport of reactant does not influence the motion of non-reacting fluid. So $\alpha_3 = \alpha_3^*$ and $\alpha_j = \alpha_j^*$, which leads to

$$\Delta L(t) = 0, \quad \Delta Q(t) = -|\alpha^*_3 \alpha^*_j|.$$

It gives that

$$\Delta G(t) \leq -K|\alpha^*_3 \alpha^*_j| < 0.$$  \hspace{1cm} (4.13)

Finally, combining the estimates (4.6)-(4.13) altogether, we derive the conclusion (4.15), and complete the proof. \quad \Box

Lemma 4.1 implies the fact that $\mathcal{G}(t) \leq \mathcal{G}(0) \leq O(1)\epsilon$ for every $t > 0$, provided $\epsilon$ is small enough. Consequently, we obtain the following properties on the approximate solutions.
Proposition 4.1. Under the assumptions (A1)-(A2), there exist constants $C_1 > 0$, $C_2 > 0$ depending solely on $\bar{U}$ such that if condition (C1) holds for $\epsilon > 0$ sufficiently small, then the approximate solution $U^\epsilon$ to (IBVP) satisfies the estimates

$$
sup_{x \in (\chi^\epsilon_0(t), \chi^\epsilon(t))} |U^\epsilon(t, \cdot) - \bar{U}_{b,x}| + sup_{x \in (\chi^\epsilon_0(t), +\infty)} |U^\epsilon(t, \cdot) - \bar{U}_{b,x}| + sup_{t > 0} |\chi^\epsilon_s(t) - \bar{s}_b|
$$

$$
+ T.V.\{U^\epsilon(t, \cdot); (\chi^\epsilon_0(t), \chi^\epsilon(t))\} + T.V.\{U^\epsilon(t, \cdot); (\chi^\epsilon_s(t), +\infty)\} \leq C_1 \epsilon,
$$

(4.14)

and

$$
\|U^\epsilon(t, \cdot) - U^\epsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} + |\chi^\epsilon_s(t) - \chi^\epsilon_s(\tilde{t})| \leq C_1 (t - \tilde{t}) \quad \text{for} \quad t > \tilde{t} > 0.
$$

(4.15)

Moreover, there holds that

$$
\|Y^\epsilon(t, \cdot)\|_{L^1(\mathbb{R})} \leq \frac{\sup \rho^\epsilon}{\inf \rho^\epsilon} \|Y^\epsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} + C_2 (t - \tilde{t}) \epsilon \quad \text{for} \quad t > \tilde{t} > 0.
$$

(4.16)

Proof. Estimate (4.14) is a direct result based on assumption (A1), Lemma 2.1 and the fact

$$
|\chi^\epsilon_s(t) - \bar{s}_b| + T.V.\{U^\epsilon(t, \cdot); (\chi^\epsilon_0(t), \chi^\epsilon_s(t))\} + T.V.\{U^\epsilon(t, \cdot); (\chi^\epsilon_s(t), +\infty)\} \leq O(1) \mathcal{G}(t).
$$

See also [21] for detailed argument. One can readily verify (4.15) according to finite propagation speed for homogenous system (2.2) under condition (C1). Now we continue to consider the estimate (4.15). To this end, let’s define the amount of reactant by

$$
Z^\epsilon(t) = \int_{\chi^\epsilon_s(t)}^{+\infty} \rho^\epsilon(t, x) Y^\epsilon(t, x) dx.
$$

It is clear that $Z^\epsilon(t)$ is globally Lipschitz continuous, and differentiable everywhere except finitely many times related to wave-interaction and angular points on piston boundary. Let wave front $\alpha \in \mathcal{F}(U^\epsilon)$ be located at $x_\alpha(t)$ in $(\chi^\epsilon_0(t), +\infty)$. Then, by Rankine-Hugoniouit conditions and Proposition 3.1, we get

$$
\dot{Z}^\epsilon(t) = \sum_{\alpha \in \mathcal{F}(U^\epsilon)} \left[ \rho^\epsilon(Y^\epsilon) \dot{x}_\alpha(t) - \rho^\epsilon(t, \chi^\epsilon_0(t) Y^\epsilon(t, \chi^\epsilon_0(t)) u^\epsilon_0(t) \right]
$$

$$
= \sum_{\alpha \in \mathcal{F}(U^\epsilon) \setminus P} \left[ \rho^\epsilon Y^\epsilon + O(1) \epsilon |\alpha| \right] + \sum_{\alpha \in P} \left[ \rho^\epsilon u^\epsilon Y^\epsilon + O(1) |\alpha| \right]
$$

$$
- \rho^\epsilon(t, \chi^\epsilon_0(t) Y^\epsilon(t, \chi^\epsilon_0(t)) u^\epsilon_0(t)
$$

$$
= O(1) \epsilon \sum_{\alpha \in \mathcal{F}(U^\epsilon) \setminus P} |\alpha| + O(1) \sum_{\alpha \in P} |\alpha|
$$

$$
= O(1) \epsilon,
$$

(4.17)

where the notation $[f] = f(t, x_\alpha(t) - 0) - f(t, x_\alpha(t) + 0)$ for $f = \rho^\epsilon Y^\epsilon$ or $f = \rho^\epsilon u^\epsilon Y^\epsilon$. Integrate (4.17) from $\tilde{t}$ to $t$, then derive that

$$
\int_{\chi^\epsilon_s(\tilde{t})}^{+\infty} (\rho^\epsilon Y^\epsilon(t, x) dx - \int_{\chi^\epsilon_s(\tilde{t})}^{+\infty} (\rho^\epsilon Y^\epsilon)(\tilde{t}, x) dx = O(1) \epsilon (t - \tilde{t}), \quad \text{for} \quad t > \tilde{t} > 0.
$$

Since $\bar{\rho}_t > \bar{\rho}_r > 0$, it follows from (4.14) and the smallness of $\epsilon$ that

$$
\|Y^\epsilon(t, \cdot)\|_{L^1(\mathbb{R})} \leq \frac{\sup \rho^\epsilon}{\inf \rho^\epsilon} \|Y^\epsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} + O(1) \epsilon (t - \tilde{t}),
$$

(4.18)
which leads to the estimate (4.16).

Proof of Theorem 4.1 under condition (C1). By Helly’s compactness theorem and Proposition 4.1, there is a sequence \( \{ \varepsilon_k \} \) such that as \( \varepsilon_k \to 0^+ \), the approximation \( U^{\varepsilon_k} \) converges almost everywhere in \( \mathbb{R}_+ \times \mathbb{R} \) to some function \( U \) satisfying (4.1). Moreover, following the standard methods as in [4], we can show that \( U \) is an entropy solution to \( (IBVP) \), and complete the proof on existence and structural stability under condition (C1). \( \square \)

4.3. Existence of the entropy solutions for reaction process. In this subsection, we are concerned with the existence of large amplitude combustion solutions to piston problems under condition (C2) or (C3). Assume that \( U^\varepsilon \) is an \( \varepsilon \)-approximate solution constructed by fractional-step front tracking scheme as presented in section 3. We aim to establish the uniform bound on the total variation of \( U^\varepsilon \) for reacting flow. Suppose \( G(t) < \tilde{\delta} \) for every \( t \in (0, t_k) \). Hence (4.4) holds. The piecewise continuity of \( \phi(T) \) implies that there exist two positive constants \( \phi \) and \( \tilde{\phi} \) such that

\[
\phi \leq \phi(T^\varepsilon(t, x)) \leq \tilde{\phi} \quad \text{for} \quad t \in (0, t_k), \; x \in \mathcal{I}.
\] (4.18)

Here interval \( \mathcal{I} = (\chi_1^\varepsilon(t), +\infty) \) under condition (C2), while \( \mathcal{I} = (\chi_2^\varepsilon(t), \chi_3^\varepsilon(t)) \) under condition (C3). It suffices to prove \( G(t_k - 0) < G(t_k + 0) \). Then the decrease of \( G(t) \) ensures that the properties (4.4) further hold for \( t \in (0, t_{k+1}) \).

For brevity, we always use superscript * in this subsection to mark the states before reaction. According to the scheme (3.1), the states transition in combustion process is given by

\[
U = U^* + \varepsilon G_0(U^*) \quad \text{at time} \quad t_k,
\] (4.19)

where \( U = U^\varepsilon(t_k, x) \), \( U^* = U^\varepsilon(t_k - 0, x) \) and

\[
G_0(U^*) = (0, 0, (\gamma - 1)q_0 \rho^* \phi(T^* \gamma^* - \phi(T^*)Y^*)^\top.
\]

When a wave \( \alpha_i^* \) hits the grid line \( t = t_k \), there are diverse cases in which wave \( \alpha_i^* \) splits into several new fronts after combustion (see Fig 8). Here again we use the notation

\[
\alpha_i^* \mapsto \alpha_i + \alpha_j + \alpha_k + \alpha_m \quad \text{at} \quad x_{\alpha_i}
\]
to represent the process of wave splitting caused by combustion reaction at position \( x_{\alpha_i} \).

**Lemma 4.2.** Suppose that \( \tilde{\delta} \) and \( \varepsilon \) are small enough, and that \( G(t) < \tilde{\delta} \) for \( t \in (0, t_k) \). Then, in reaction process at \( t = t_k \), we have the estimates on wave strengths as follows.

(i) If \( \alpha_3 \mapsto \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 \) at \( x_{\alpha_3} \), then there hold

\[
|\alpha_3| \leq |\alpha_3^*| - |\alpha_3^*|\varepsilon, \quad \sum_{j \neq 3} |\alpha_j| = \mathcal{O}(1)|\alpha_3^*|\varepsilon.
\]

(ii) If \( \alpha_i \mapsto \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 \) at \( x_{\alpha_i} \) for \( i \neq 3 \), then there holds

\[
|\alpha_i - \alpha_i^*| + \sum_{j \neq i} |\alpha_j| = \mathcal{O}(1)\varepsilon|\alpha_i|Y_{\alpha_i}^*.
\]

where \( Y_{\alpha_i}^* = Y^\varepsilon(t_k - 0, x_{\alpha_i}) \).

**Proof.** In order to distinguish the states on distinct sides of \( x_{\alpha_i} \), we set

\[
Y_{\alpha_i}^* = Y^\varepsilon(t_k - 0, x_{\alpha_i} \pm 0), \quad Y_{\alpha_+}^* = Y^\varepsilon(t_k, x_{\alpha} \pm 0),
\]

\[
T_{\alpha_+}^* = T^\varepsilon(t_k - 0, x_{\alpha} \pm 0), \quad T_{\alpha_+}^* = T^\varepsilon(t_k, x_{\alpha} \pm 0),
\]

...
\[ \gamma_{a\pm} \equiv |Y_{a\pm} - Y^*_{a\pm}|. \]

(i) Since \( T^{a+}_{a+} = T^{a-}_{a-} \) in this case, the definitions of \( \alpha_3 \) and \( \gamma_{a\pm} \) directly yield that
\[ |\alpha_3| = |(Y^{a+}_{a+} - Y^{a-}_{a-})(1 - \phi(T^{a-}_{a-})\varepsilon)| \leq |\alpha^*_3|(1 - \phi)\varepsilon, \]
\[ |Y^{a+}_{a+} - Y^{a-}_{a-}| = |Y^{a+}_{a+} - Y^{a-}_{a-}| \phi(T^{a-}_{a-})\varepsilon \leq |\alpha^*_3|\phi\varepsilon. \] (4.20)

Notice that the outgoing waves \( \alpha_1, \ldots, \alpha_4 \) are uniquely determined by \( \alpha^*_3, \gamma_{a-}, \gamma_{a+} \). Thus set function \( \alpha_j = f_j(\alpha^*_3, \gamma_{a-}, \gamma_{a+}) \). It follows from (4.20) that
\[ \alpha_j = f_j(\alpha^*_3, \gamma_{a-}, \gamma_{a+}) + O(1)|\gamma_{a-} - \gamma_{a+}|. \]

(ii) In this case, we have \( \gamma_{a-} = \gamma_{a+} = Y^{a+}_{a+} \). Hence
\[ |\alpha_3| = |\gamma_{a+} - \gamma_{a-}| = Y^{a+}_{a+}|\phi(T^{a+}_{a+}) - \phi(T^{a-}_{a-})|\varepsilon = O(1)|\alpha^*_1|Y^{a+}_{a+}\varepsilon. \]

We employ the similar argument in (4.21) to derive that
\[ \alpha_j = \delta_{ij} \cdot \alpha^*_j + O(1)|\alpha^*_i|Y^{a+}_{a+}\varepsilon. \]

Next, according to the fractional-step scheme, we drop the exothermic reaction terms if \( t \in (t_{k-1}, t_k) \). Thus,
\[ \Delta L_Y(t) = L_Y(t + 0) - L_Y(t - 0) = 0, \quad \Delta L_{BV}(t) = L_{BV}(t + 0) - L_{BV}(t - 0) = 0, \]
which implies that when \( t \in (t_{k-1}, t_k) \), functional \( G(t) \) is decreasing as proved in section 4.2. It suffices to check its monotonicity in the combustion process at time \( t_k \) with \( k \geq 1 \).

**Lemma 4.3.** Suppose that \( \tilde{\delta} \) and \( \varepsilon \) are small enough, and that \( G(t) < \tilde{\delta} \) for \( t \in (0, t_k) \). It holds that
\[ G(t_k + 0) < G(t_k - 0). \] (4.22)

**Proof.** We mainly investigate the partial reaction phenomenon under condition (C3), since the global existence of completely ignited flow (i.e. \( T(t,x) > T_1 \) for every \( x \geq \chi_0(t) \)) under condition (C2) can be seen as a byproduct which will be discussed at the end of this proof.

In fact the condition (C3) and property (1.4) imply that
\[ T^{\varepsilon}(t,x) > T_1 \quad \text{if} \quad \chi^0_\varepsilon(t) \leq x < \chi^\varepsilon_\varepsilon(t), \quad T^{\varepsilon}(t,x) < T_1 \quad \text{if} \quad x > \chi^\varepsilon_\varepsilon(t). \]

Then, under the circumstance of partial reaction, we can show that the total consumption satisfies
\[ \sum_{k=1}^{\infty} \gamma^{e,p}_k \leq \sum_{k=1}^{\infty} ||Y_0||_{\infty} e^{-\phi \varepsilon} \leq \frac{2\phi||Y_0||_{\infty}}{\phi} \quad \text{on} \quad \chi^\varepsilon_\varepsilon, \]
and
\[ \sum_{k=1}^{\infty} \gamma^{e,s}_k \leq \frac{2\phi||Y_0||_{L^1(\mathbb{R})}}{\min \chi^\varepsilon_\varepsilon(t)} < +\infty \quad \text{on} \quad \chi^\varepsilon_\varepsilon. \]
Based on these, we now focus on the pointwise changes of $G(t_k)$ within the reaction zone $[\chi^p(t_k), \chi^s(t_k)]$.

**Case 4.2.1.** Combustion process at $\chi^p(t_k)$. Concerning the combustion process near the piston boundary, we have

$$\Delta G(t_k) |_{x=\chi^p(t_k)} = K \Delta L_n(t_k) |_{x=\chi^p(t_k)} = -K \Upsilon^p_k < 0. \quad (4.23)$$

![Figure 8. Combustion process in $(\chi^p(t), \chi^s(t))$](image)

![Figure 9. Combustion process near strong shock](image)

**Case 4.2.2.** Combustion process at $x_\alpha \in (\chi^p(t_k), \chi^s(t_k))$. Suppose a front of wave $\alpha^*_i$ hits the grid line $t = t_k$. See Fig. 8. Then combustion process gives rise to

$$\alpha^*_i \rightarrow \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 \quad \text{at } x_\alpha.$$  

Similarly, $\beta^*_j \rightarrow \beta_1 + \beta_2 + \beta_3 + \beta_4$ represents waves splitting arising from the reaction at other position $x_\beta$. First of all, consider the situation $i = 3$. It follows from Lemma 4.2 that

$$\Delta L(t_k) |_{x=x_\alpha} = (\Delta L_\varepsilon(t_k) + \Delta L_Y(t_k)) |_{x=x_\alpha}$$

$$= \sum_{i \neq 3} |\alpha_i| + \theta_3(|\alpha_3| - |\alpha^*_3|)$$

$$\leq -\frac{1}{2} \theta_3 \varepsilon |\alpha^*_3|,$$

provided $\theta_3 > 0$ is sufficiently large. Notice that

$$\sum_{i \neq 3} \left( |\alpha_i| \sum_{A(\alpha_i)} |\beta| \right) \leq O(1)G(t_k - 0)|\alpha^*_3| \varepsilon,$$

and

$$\left( |\alpha_3| - |\alpha^*_3| \right) \sum_{A(\alpha_3)} |\beta| + |\alpha^*_3| \left( \sum_{A(\alpha_3)} |\beta| - \sum_{A(\alpha^*_3)} |\beta^*| \right)$$

$$\leq O(1)|\alpha^*_3| \left( \sum_{x_\beta < \chi^p(t_k)} \left( |\beta^*_\beta| + |\beta^*_j| \Upsilon^e_k \right) \varepsilon + \Upsilon^e_k \right).$$

Subsequently, we have that

$$\Delta Q_w(t_k) |_{x=x_\alpha} = \sum_{i \neq 3} \left( |\alpha_i| \sum_{A(\alpha_i)} |\beta| \right) + |\alpha_3| \sum_{A(\alpha_3)} |\beta| - |\alpha^*_3| \sum_{A(\alpha^*_3)} |\beta^*|$$
Substituting this into the estimate \( \Delta \)

We take advantage of a significant spatial estimate

Lemma 4.2 (ii) that

and

On the other hand, by Lemma 4.2 (i) and (4.3), we also get

So it follows that

By (4.24) and (4.25), we thus obtain the local estimate

Next, we investigate the situation \( i \neq 3 \), and take \( i = 1 \) for instance. It is deduced from Lemma 4.2 (ii) that

and

\[ \Delta Q_w(t_k)|_{x=x_\alpha} = \sum_{i \neq 3} |\alpha_i| + |\alpha_3| - |\alpha_1| \leq \mathcal{O}(1)(1 + \theta_3)|\alpha_1^*|Y_{\alpha}^* \varepsilon, \]

and

\[ \Delta Q_w(t_k)|_{x=x_\alpha} = \left( |\alpha_1| \sum_{A(\alpha_1)} |\beta| - |\alpha_1^*| \sum_{A(\alpha_1^*)} |\beta^*| + \sum_{i \neq 1} \left( |\alpha_i| \sum_{A(\alpha_i)} |\beta| \right) \right) \]

\[ \leq -|\alpha_1^*| \varepsilon \sum_{x_\beta \neq x_\alpha} |\beta_3^*| + \mathcal{O}(1)\mathcal{G}(t_k - 0)|\alpha_1^*|Y_{\alpha}^* \varepsilon \]

\[ + \mathcal{O}(1)|\alpha_1^*|\left( \sum_{x_\beta \neq x_\alpha} (|\beta_3^*| + |\beta_j^*|Y_{\beta}^* \varepsilon + Y_k^{\varepsilon, \beta}) \right). \]

\[ (\Delta Q_p + \Delta Q_a)(t_k)|_{x=x_\alpha} = \theta_1 |\alpha_1| + \theta_4 |\alpha_4| \leq \mathcal{O}(1)\theta_1 |\alpha_3^*| \varepsilon. \]

We take advantage of a significant spatial estimate

\[ \sum_{x_\beta \neq x_\alpha} |\beta_3^*| \geq Y_{\alpha}^* - Y(t_k - 0, \chi_\beta^*(t_k) + 0). \]

Substituting this into the estimate \( \Delta Q_w(t_k)|_{x=x_\alpha} \), we derive that

\[ \Delta Q(t_k)|_{x=x_\alpha} = (\Delta Q_w + \Delta Q_p + \Delta Q_a)(t_k)|_{x=x_\alpha} \]
\[ \leq -|\alpha_1^*| \phi(\frac{Y_{a}^* - Y(t_k - 0, \chi_\alpha^* + 0)}{Y_{a}^*} + O(1)G(t_k - 0) + |\alpha_1^*|Y_{a}^* \epsilon} + O(1)\alpha_1^* \left( \sum_{x_\beta < \chi_\beta^*} |\beta_\beta^*| + |\beta_\beta^*|Y_{\beta}^* \epsilon + Y_{k}^* \epsilon \right) + O(1)|\alpha_1^*|Y_{a}^* \epsilon \\
+ O(1)|\alpha_1^*| \left( \sum_{x_\beta < \chi_\beta^*} (|\beta_\beta^*| + |\beta_\beta^*|Y_{\beta}^*) \epsilon \right) + O(1)|\alpha_1^*| \epsilon \\
\leq \left( O(1)(G(t_k - 0) + \theta_1) - \phi \right) |\alpha_1^*|Y_{a}^* \epsilon + O(1)|\alpha_1^*| \sum_{x_\beta < \chi_\beta^*} (|\beta_\beta^*| + |\beta_\beta^*|Y_{\beta}^*) \epsilon \\
+ |\alpha_1^*|Y_{k}^* \epsilon + O(1)|\alpha_1^*|Y_{k}^* \epsilon. \right) \]

Combining the estimates on \( \Delta L(t_k) \mid_{x=x_\alpha} \) and \( \Delta Q(t_k) \mid_{x=x_\alpha} \), we thus obtain
\[ \Delta G(t_k) \mid_{x=x_\alpha} \leq \left( O(1)(1 + \theta_3) + O(1)(G(t_k - 0) + \theta_1)K - K\phi \right) |\alpha_1^*|Y_{a}^* \epsilon \\
+ O(1)K|\alpha_1^*| \sum_{x_\beta < \chi_\beta^*} (|\beta_\beta^*| + |\beta_\beta^*|Y_{\beta}^*) \epsilon \right) \right) \]

Likewise, when wave \( \alpha_4^* \) \((1 < i \neq 3)\) hits the grid line \( t = t_k \), we observe that
\[ \sum_{x_\beta < x_\alpha} |\beta_\beta^*| \geq \frac{Y^* - Y(t_k - 0, \chi_\alpha^* + 0)}{Y_{a}^*} \quad \text{if} \quad i = 2, \]
\[ \sum_{x_\beta > x_\alpha} |\beta_\beta^*| \geq \frac{Y^* - Y(t_k - 0, \chi_\alpha^* - 0)}{Y_{a}^*} \quad \text{if} \quad i > 3, \]

and then figure out
\[ \Delta G(t_k) \mid_{x=x_\alpha} \leq \left( O(1)(1 + \theta_3) + O(1)K(G(t_k - 0) + \theta_1) - K\phi \right) |\alpha_1^*|Y_{a}^* \epsilon \\
+ O(1)K|\alpha_1^*| \sum_{x_\beta < \chi_\beta^*} (|\beta_\beta^*| + |\beta_\beta^*|Y_{\beta}^*) \epsilon \right) \right) \]

\[ \leq K|\alpha_1^*|Y_{k}^* \epsilon + O(1)K|\alpha_1^*|Y_{k}^* \epsilon. \right) \]

**Case 4.2.3.** *Combustion process at \( \chi_\alpha^* \).* Suppose the strong shock \( \alpha_4^* \) hits the grid line \( t = t_k \). Then the local reaction gives rise to
\[ \alpha_4^* \mapsto \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4^* \quad \text{at} \quad \chi_\alpha^* \]

See Fig. According to the relations
\[ |\alpha_1| + |\alpha_2| + |\alpha_3 - \alpha_4^*| = O(1)Y_{k}^* \epsilon, \quad |\alpha_3| = Y_{k}^* \epsilon. \]

we deduce that
\[ \Delta L(t_k) \mid_{x=x_\alpha} = |\alpha_1| + |\alpha_2| + \theta_3|\alpha_3| + |\alpha_4^* - \alpha_4^*| - |\alpha_4^* - \alpha_4^*| \\
= \left( O(1) + \theta_3 \right) Y_{k}^* \epsilon, \right) \]
and

\[
\Delta \mathcal{Q}_w(t_k) |_{x = \chi^s}(t_k) = \sum_{i=1}^{3} \left( |\alpha_i| \sum_{A_{\alpha_i}} |\beta_i| \right) \leq \mathcal{O}(1) \mathcal{G}(t_k - 0) \mathcal{Y}_k^e \varepsilon,
\]

\[
\Delta \mathcal{Q}_p(t_k) |_{x = \chi^s}(t_k) = \theta_1 |\alpha_1| = \mathcal{O}(1) \theta_1 \mathcal{Y}_k^e \varepsilon,
\]

\[
\Delta \mathcal{Q}_a(t_k) |_{x = \chi^s}(t_k) = \theta_4 \sum_{A(\alpha^*_i)} |\beta_4| + \theta_5 \sum_{x_\beta < \chi^s(t_k)} |\beta_5| \leq \theta_4 \sum_{A(\alpha^*_i)} |\beta_4^*| - \theta_5 \sum_{x_\beta < \chi^s(t_k)} |\beta_5^*|
\]

\[\leq \mathcal{O}(1) \theta_1 \sum_{x_\beta < \chi^s(t_k)} (|\beta_3^*| + |\beta_4^*| \mathcal{Y}_k^s) \varepsilon.
\]

Thus the previous estimates yield

\[
\Delta \mathcal{Q}(t_k) |_{x = \chi^s}(t_k) = (\Delta \mathcal{Q}_w + \Delta \mathcal{Q}_p + \Delta \mathcal{Q}_a)(t_k) |_{x = \chi^s}(t_k)
\]

\[
\leq \mathcal{O}(1) (\mathcal{G}(t_k - 0) + \theta_1) \mathcal{Y}_k^e \varepsilon + \mathcal{O}(1) \theta_1 \sum_{x_\beta < \chi^s(t_k)} (|\beta_3^*| + |\beta_4^*| \mathcal{Y}_k^s) \varepsilon.
\]

(4.30)

On the other hand, we obviously have

\[
\Delta \mathcal{L}_a(t_k) |_{x = \chi^s}(t_k) = \Delta \mathcal{L}_w(t_k) |_{x = \chi^s}(t_k) = - \mathcal{Y}_k^e \varepsilon.
\]

(4.31)

Therefore, combining the estimates (4.29)-(4.31) altogether, we find that

\[
\Delta \mathcal{G}(t_k) |_{x = \chi^s}(t_k) \leq \left( \mathcal{O}(1) + \theta_3 + \mathcal{O}(1) K (\mathcal{G}(t_k - 0) + \theta_1) - K \right) \mathcal{Y}_k^e 
\]

\[
+ \mathcal{O}(1) K \theta_1 \sum_{x_\beta < \chi^s(t_k)} (|\beta_3^*| + |\beta_4^*| \mathcal{Y}_k^s) \varepsilon.
\]

(4.32)

Finally, taking summation of the pointwise estimates (4.28), (4.29) and (4.32) on \( \Delta \mathcal{G}(t_k) \) over region \([\chi^s(t_k), \chi^s(t_k)]\), and using the symmetry of \( \Delta \mathcal{G}(t_k) \) with respect to \( x_\alpha \) and \( x_\beta \), we conclude that

\[
\Delta \mathcal{G}(t_k) = \Delta \mathcal{G}(t_k) |_{x = \chi^s(t_k)} 
\]

\[
\leq K \left( \frac{1}{2} \mathcal{G}(t_k - 0) - 1 \right) \mathcal{Y}_k^e \varepsilon + \left( \mathcal{O}(1) + \theta_3 + \mathcal{O}(1) K (\mathcal{G}(t_k - 0) + \theta_1) - K \right) \mathcal{Y}_k^e 
\]

\[
+ \left( - \frac{1}{2} \theta_3 \phi + \mathcal{O}(1) K (\mathcal{G}(t_k - 0) + \theta_1) \right) \sum_{x_\alpha < \chi^s(t_k)} |\alpha_3^*| \varepsilon 
\]

\[
+ \left( \mathcal{O}(1) (1 + \theta_3) + \mathcal{O}(1) K (\mathcal{G}(t_k - 0) + \theta_1) - \frac{1}{2} K \phi \right) \sum_{x_\alpha < \chi^s(t_k)} |\alpha_4^*| \mathcal{Y}_k^e
\]

\[
\leq - \frac{1}{2} K \mathcal{Y}_k^e \varepsilon - \frac{1}{2} K \mathcal{Y}_k^e \varepsilon - \frac{1}{4} \theta_3 \phi \sum_{x_\alpha < \chi^s(t_k)} |\alpha_3^*| \varepsilon - \frac{1}{4} K \phi \sum_{x_\alpha < \chi^s(t_k)} |\alpha_4^*| \mathcal{Y}_k^e
\]

\[
< 0,
\]

provided that \( \tilde{\phi} \) and \( \theta_4 \) are sufficiently small, while \( K \) is suitably large. This gives the proof of (1.22) under condition (C3).
In the light of previous argument on partial reaction, one can easily verify the situation of completely ignited flow under condition (C2), i.e., $T^\varepsilon(t, x) > T_1$ for $x \geq \chi^\varepsilon_2(t)$. Since $\phi(T^\varepsilon) > \phi > 0$ everywhere, the argument for $\chi^\varepsilon_2(t_k) < x_\alpha < \chi^\varepsilon_3(t_k)$ in Case 4.2.2 remains valid for $x_\alpha > \chi^\varepsilon_3(t_k)$. Under condition (C2), we have the estimates

$$
\sum_{i=1}^3 |\alpha_i| = O(1)|\alpha^s_4|^|Y^s\varepsilon| = O(1)\Upsilon^s_k \quad \text{at } x = \chi^\varepsilon_3(t_k).
$$

Then, similar to the proof of (4.33), we see that

$$
\Delta G(t_k) = \Delta G(t_k)|_{x \geq \chi^\varepsilon_3(t_k)} \leq \left( -\frac{1}{2}\theta_3\phi + O(1)K(G(t_k - 0) + \theta_1) \right) \sum |\alpha^s_3|\varepsilon + \left( O(1)(1 + \theta_3) + O(1)K(G(t_k - 0) + \theta_1) - \frac{1}{2}K\phi \right) \sum_{i \neq k} |\alpha^s_i|Y^s\varepsilon

+ \left( O(1)(1 + \theta_3) + O(1)K(G(t_k - 0) + \theta_1) - K \right) \Upsilon^s_k

+ \left( \frac{1}{2}G(t_k - 0) - 1 \right) K\Upsilon^s_k

\leq -\frac{1}{2}K\Upsilon^s_k - \frac{1}{2}K\Upsilon^s_k - \frac{1}{4}\theta_3\phi \sum |\alpha^s_3|\varepsilon - \frac{1}{4}K\phi \sum_{i \neq k} |\alpha^s_i|Y^s\varepsilon

< 0,
$$

This completes the proof of (4.22) under condition (C2).

By Lemma 4.3, we can also obtain the following estimates on the approximate solution $U^\varepsilon$ for reacting flow.

**Proposition 4.2.** Under the assumptions (A1)-(A2), there exist constants $C_3, C_4 > 0$ which depend only on $\bar{U}_b$, such that if the condition (C2) or (C3) holds for sufficiently small $\varepsilon$, then the fractional-step wave front tracking scheme yields a global in time approximate solution $U^\varepsilon$ to the IBVP satisfying the estimates

$$
\sup_{x \in (\chi^\varepsilon(t), \chi^\varepsilon(t))} |U^\varepsilon(t, \cdot) - \bar{U}_b| + \sup_{x \in (\chi^\varepsilon(t), +\infty)} |U^\varepsilon(t, \cdot) - \bar{U}_b| + \sup_{t > 0} \left| \chi^\varepsilon_2(t) - \bar{s}_b \right|

+ T.V.\{U^\varepsilon(t, \cdot); (\chi^\varepsilon_2(t), \chi^\varepsilon_3(t))\} + T.V.\{U^\varepsilon(t, \cdot); (\chi^\varepsilon_3(t), +\infty)\} < C_3\varepsilon,
$$

for $t > 0$, and

$$
\|U^\varepsilon(t, \cdot) - U^\varepsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} + |\chi^\varepsilon_2(t) - \bar{s}_b| \leq C_4(t - \tilde{t} + \varepsilon),
$$

for any $t > \tilde{t} > 0$.

**Proof.** The argument of (4.35) is completely analogous to that of (4.11) under condition (C1). It remains to verify the estimate (4.36) for $U^\varepsilon$. According to (4.15) in Proposition 4.1, we have

$$
\|U^\varepsilon(t, \cdot) - U^\varepsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} \leq O(1)|t - \tilde{t}|, \quad \text{for any } \tilde{t}, t \in [t_{k-1}, t_k).
$$
On the other hand, by (4.19) (4.16), we obtain that
\[ \|U^\varepsilon(t_k + 0, \cdot) - U^\varepsilon(t_k - 0, \cdot)\|_{L^1(\mathbb{R})} \leq O(1)\varepsilon \int_{\chi_{\text{p}}^\varepsilon(t_k)}^{+\infty} Y^\varepsilon(t_k - 0, x) \phi(T^\varepsilon(t_k - 0, x)) dx \]
\[ \leq O(1)\varepsilon\|Y^\varepsilon(t_k - 0, \cdot)\|_{L^1(\mathbb{R})} \]
\[ \leq O(1)(\|Y_0\|_{L^1(\mathbb{R})} + 1)\varepsilon. \]

Then, combining the above two estimates altogether, we can derive the approximate continuity of \(\|U^\varepsilon(t, \cdot)\|_{L^1(\mathbb{R})}\) with respect to \(t\), i.e.,
\[ \|U^\varepsilon(t) - U^\varepsilon(t)\|_{L^1(\mathbb{R})} \leq O(1)(t - \tilde{t} + [(t - \tilde{t})/\varepsilon] \cdot \varepsilon) \leq O(1)(t - \tilde{t} + \varepsilon), \]
for any \(t > \tilde{t} > 0\). \(\square\)

**Remark 4.1.** Review the existence argument by means of Glimm-type functional in this section. Basically, it is allowed that the initial positions of piston and large shock are separated, namely \(\chi_{\text{p}}^\varepsilon(0) < \chi_{\text{s}}^\varepsilon(0)\). Therefore, the initial restriction on \(T.V.(U_0(\cdot) - \tilde{U}_{b,\varepsilon}; \mathbb{R}_+)\) in Theorem 4.7 can be relaxed to a smallness condition of
\[ T.V.(U_0(\cdot) - \tilde{U}_{b,1}; \chi_{\text{p}}^\varepsilon(0), \chi_{\text{s}}^\varepsilon(0)) + T.V.(U_0(\cdot) - \tilde{U}_{b,\varepsilon}; \chi_{\text{s}}^\varepsilon(0), +\infty) \].
The global existence conclusion in Theorem 4.7 remains true. This observation will be used to analyze the trajectories of reacting flow in section 6.

**Proof of Theorem 4.7 under condition (C2) or (C3).** Similar to the proof under condition (C1), we follow Proposition 4.2 and apply Helly’s compactness theorem to get the global existence of combustion solution \(U\) to (IBVP) under condition (C2) or (C3). \(\square\)

### 4.4. Some further properties of the entropy solution.

Given initial-boundary data, one can derive the variation of the flow on any space-like curve by Glimm functional \(G(t)\). Likewise, one can obtain the information of the flow on any time-like curve. For this purpose we devise a new geometric object called quasi-characteristic, which is a generalization of characteristics in the classic theory of hyperbolic partial differential equations. Furthermore, it becomes an essential tool to establish \(L^1\) stability of weak solutions in sections 5.

**Definition 4.2.** Assume that a generic hyperbolic system
\[ \partial_t E(U) + \partial_x F(U) = G(U) \] (4.37)
has \(n\) eigenvalues such that
\[ \lambda_1(U) \leq \cdots \leq \lambda_i(U) \leq \cdots \leq \lambda_n(U). \]
Let \(U(t, x)\) be a solution to system (4.37), which takes values in domain \(D_{\varepsilon}\). We say a Lipschitz continuous curve \(x = \chi(t)\) is an \(i\)-quasi-characteristic associated with \(U(t, x)\), if there exists a constant \(d > 0\) such that
\[ \sup_{U \in D_{\varepsilon}} \lambda_j(U) + d < \hat{\chi}(t) < \inf_{U \in D_{\varepsilon}} \lambda_k(U) - d, \quad \forall \ t > 0, \]
for any indices \(j, k\) satisfying \(j < i < k\) and \(\lambda_j(U) < \lambda_i(U) < \lambda_k(U)\).

As pointed out previously, the class of quasi-characteristics includes not only classic characteristics, but their small perturbations in Lipschitz sense. Now we suppose \(\chi(t)\)
is a 2-quasi-characteristic associated with (exact or approximate) solution \( U \) to \((IBVP)\). Moreover, it is required that \( \chi(t) \) satisfies
\[
\chi_p(t) \leq \chi(t) < \chi_s(t) \quad \text{for any} \quad t > 0, \tag{4.38}
\]
where \( \chi_p(t) \) is the piston path and \( \chi_s(t) \) is the large shock front path.

Set \( \chi(I) = \{(t, \chi(t)) : x = \chi(t), t \in I\} \). Let notation \( T.V \{f; \chi(I)\} \) stand for the variation of \( f \) along the Lipschitz continuous curve \( x = \chi(t) \) over interval \( I \). Then we introduce the following functionals which are used to investigate the variation of \((u, p)\) on quasi-characteristic \( x = \chi(t) \).

Set
\[
\chi_w(t) = \sum_{i \neq 2, 3} l_i |\alpha_i| + \sum_{x_n > \chi(t)} r_i |\alpha_i| + \theta_3 \sum |\alpha_3|,
\]
and
\[
\chi^k(t) = T.V \{(u, p); \chi(I_t)\} + a \sum t_{k \geq t} \chi^k_{+} + a \sum t_{k \geq t} \chi^k_{-}, \quad I_t = \text{interval} \ (0, t),
\]
where the transient consumption of reactant on \( \chi(t) \) are
\[
\chi^k_{+} = Y(t_k - 0, \chi(t_k) - 0) \phi(T((t_k - 0, \chi(t_k) - 0))) \varepsilon,
\]
\[
\chi^k_{-} = Y(t_k - 0, \chi(t_k) - 0) \phi(T((t_k - 0, \chi(t_k) - 0))) \varepsilon.
\]
Here the weights satisfy
\[
r_1 > l_1 > l_4 > r_4 > 0, \quad l_5 > r_5 > 0. \tag{4.39}
\]

Define the redistributed Glimm-type functional for \( U \) by
\[
\mathcal{G}^\chi(t) = \mathcal{L}_w^\chi(t) + K \mathcal{Q}(t) + K \mathcal{L}_n(t) + \xi \mathcal{L}_m(t)
\]
with \( 0 < \xi \ll 1 \). The assumption \([4.39]\) on coefficients readily gives the fact that functional \( \mathcal{G}^\chi(t) \) is decreasing when any single \( \alpha_i \) \((i \neq 2, 3)\) goes across the curve \( x = \chi(t) \). Next, it suffices to prove the monotonicity of \( \mathcal{G}^\chi(t) \) at time \( t \) of waves interaction and of reaction step. Hence we show the following lemma that covers the situations of non-reacting and reacting flows.

**Lemma 4.4.** Redistributed Glimm-type functional \( \mathcal{G}^\chi(t) \) is decreasing in \( t \).
Proof. Since \( G^X(t) \) and \( G(t) \) have the same term \( Q(t) \), the argument here is highly analogous to that in sections 4.2-4.3. So we only need to show some key estimates to prove the lemma.

(i) Non-reacting flow under condition (C1).

Case 4.3.1. Reflection \( \alpha_4^* \mapsto \alpha_4 \) at \( \chi_p(t) \). Recall that \( \alpha_4 = \alpha_4^* + O(1)|\alpha_1^*|^2 \), then by the coefficients restriction (4.39), we have

\[
\Delta L^X_0(t) = l_4|\alpha_4| - l_1|\alpha_1^*| = l_4(|\alpha_4| - |\alpha_1^*|) + (l_4 - l_1)|\alpha_1^*| \\
\leq O(1)|\alpha_1^*|^2 \\
\leq O(1)G(t - 0)|\alpha_1^*|.
\]

Therefore,

\[
\Delta G^X(t) \leq O(1)G(t - 0)|\alpha_1^*| - \frac{1}{2}K(\theta_1 - \theta_4)|\alpha_1^*| \\
\leq -\frac{1}{4}K(\theta_1 - \theta_4)|\alpha_1^*| < 0.
\]

Case 4.3.2. Appearance of single \( \alpha_4 \) from boundary. It is clear that

\[
\Delta G^X(t) \leq l_4|\alpha_4| - \frac{1}{2a}K|\alpha_4| \leq -\frac{1}{4a}K|\alpha_4| < 0.
\]

Case 4.3.3. Interaction \( \alpha_i^* + \alpha_j^* \mapsto \alpha_1 + \alpha_2 + \alpha_4 \) \((i, j \neq 3)\) at \( \chi(t) \). It suffices to verify the typical case \( i = 4, j = 1 \) at \( x = \chi(t) \). The other cases can be treated likewise. Since

\[
\Delta L^X_0(t) = l_4|\alpha_4| - l_1|\alpha_1^*| - l_4|\alpha_1^*| \\
= (l_1 - r_1)|\alpha_1^*| + (r_4 - l_4)|\alpha_4^*| + O(1)|\alpha_1^*\alpha_4^*|,
\]

\[
\Delta L^X_0(t) = |u - u^*| + |p - p^*| \\
\leq a(|\alpha_1^*| + |\alpha_4^*|) = a(|\alpha_1^*| + |\alpha_4^*| + O(1)|\alpha_1^*\alpha_4^*|),
\]

it follows from (4.39) that

\[
\Delta G^X(t) \leq (l_1 - r_1 + \hat{c}a)|\alpha_1^*| + (r_4 - l_4 + \hat{c}a)|\alpha_4^*| + O(1)|\alpha_1^*\alpha_4^*| - \frac{1}{2}K|\alpha_1^*\alpha_4^*| \\
\leq -\frac{1}{4}K|\alpha_1^*\alpha_4^*| < 0.
\]

Case 4.3.4. Interaction \( \alpha_i^* + \alpha_j^* \mapsto 0 + \alpha_5 \) \((i, j \neq 3)\) at \( \chi(t) \). When a non-physical wave \( \alpha_5 \) appears at \( x = \chi(t) \), we also figure out the estimates for redistributed functionals similar to that in Case 4.1.6. For instance, we consider the typical situation \( i = 4, j = 1 \). See Fig[10] Notice that

\[
\alpha_1 = \alpha_1^*, \quad \alpha_4 = \alpha_4^*, \quad \alpha_5 = O(1)|\alpha_1^*\alpha_4^*|.
\]

Hence a direct computation shows that

\[
\Delta L^X_0(t) = (l_1 - r_1)|\alpha_1^*| + (r_4 - l_4)|\alpha_4^*| + O(1)|\alpha_1^*\alpha_4^*|,
\]

\[
\Delta L^X_0(t) \leq a(|\alpha_1^*| + |\alpha_4^*|),
\]

which yield

\[
\Delta G^X(t) \leq (l_1 - r_1 + \hat{c}a)|\alpha_1^*| + (r_4 - l_4 + \hat{c}a)|\alpha_4^*| + O(1)|\alpha_1^*\alpha_4^*| - \frac{1}{2}K|\alpha_1^*\alpha_4^*|
\]

\[
\leq -\frac{1}{4}K|\alpha_1^*\alpha_4^*| < 0.
\]
< - \frac{1}{4} K |\alpha_i^* \alpha_j^*| < 0.

Analogously, for every $i, j < 5$, there holds

$$\Delta G(t) < -\frac{1}{4} K |\alpha_i^* \alpha_j^*| < 0.$$ 

If $i = 5$ and $j = 1$, then the estimates $\alpha_1 = \alpha_1^*$ and $\alpha_5 = \alpha_5^* + O(1)|\alpha_1^* \alpha_5^*|$ imply

$$\Delta G(t) \leq (l_1 - r_1 + \hat{\epsilon}a)|\alpha_1^*| + (r_5 - l_5 + \hat{\epsilon}a)|\alpha_5^*| + O(1)|\alpha_1^* \alpha_5^*| - \frac{1}{2} K |\alpha_1^* \alpha_5^*|$$

$$< -\frac{1}{4} K |\alpha_i^* \alpha_j^*| < 0.$$ 

Similarly, if $i = 5$ and $j > 1$, there holds

$$G(t) < -\frac{1}{4} K |\alpha_i^* \alpha_j^*| < 0.$$ 

The rest of cases for waves collision at $x \neq \chi(t)$ are so trivial and easy to verify. This completes the proof for non-reacting flow.

(ii) Reacting flow under condition (C2) or (C3). Consider the $\varepsilon$-approximation solution $U^\varepsilon$ for partially ignited or completely ignited flow. Based on the previous argument, functional $\Delta G^\chi(t)$ is decreasing for $t \in (t_{k-1}, t_k)$. Our purpose now is verifying the monotonicity for reaction process. In fact, it suffices to establish the local estimate on $\Delta G^\chi(t_k)|_{x=\chi(t_k)}$.

We first consider that wave $\alpha_1^*$ hits the grid line $t = t_k$ and then splits into new waves by reaction, i.e.,

$$\alpha_1^* \mapsto \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4 \quad \text{at} \quad x = \chi(t_k).$$

A straightforward calculation gives that

$$\Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = \Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = l_1(|\alpha_1| - |\alpha_1^*|) + (l_1 - r_1)|\alpha_1^*| + r_4|\alpha_4| + \theta_3|\alpha_3|$$

$$\leq O(1)|\alpha_1^*|Y_\alpha^* \varepsilon + (l_1 - r_1)|\alpha_1^*|,$n

$$\Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} \leq a(|\alpha_1| + Y_k^\chi^-) - aY_k^\chi^+ - aY_k^\chi^-$$

$$\leq a|\alpha_1^*| + O(1)|\alpha_1^*|Y_\alpha^* \varepsilon.$$ 

Hence, we have

$$\Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = \Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = l_1(|\alpha_1| - |\alpha_1^*|) + (l_1 - r_1 + \hat{\epsilon}a)|\alpha_1^*|$$

$$\leq O(1)|\alpha_1^*|Y_\alpha^* \varepsilon,$n

if $\hat{\epsilon}$ is small enough. Generally, for every $i \neq 3$, reaction $\alpha_1^* \mapsto \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4$ at $x = \chi(t_k)$ always implies

$$\Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = \Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = l_1(|\alpha_1| - |\alpha_1^*|) + (l_1 - r_1 + \hat{\epsilon}a)|\alpha_1^*|$$

$$\leq O(1)|\alpha_1^*|Y_\alpha^* \varepsilon.$n

When reaction $\alpha_3^* \mapsto \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4$ takes place at $x = \chi(t_k)$, we readily derive the estimate

$$\Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = \Delta L^\chi_{\alpha}(t_k)|_{x=\chi(t_k)} = l_1(|\alpha_1| - |\alpha_1^*|) + (l_1 - r_1 + \hat{\epsilon}a)|\alpha_1^*|$$

$$\leq -\frac{1}{4} \theta_3|\alpha_3^*| \phi \varepsilon + O(1)|\alpha_3^*| \varepsilon$$

$$\leq -\frac{1}{4} \theta_3|\alpha_3^*| \phi \varepsilon.$$
Note that $\mathcal{L}_w^\chi(t)$ merely extracts part of waves from $\mathcal{L}(t)$, particularly preserves all the 3-waves with respect to mass fraction. Replace $\Delta \mathcal{L}(t)$ in sections 4.2-4.3 with estimates on $\Delta \mathcal{L}_w^\chi(t) + \bar{\tau} \mathcal{L}_w^\chi(t)$. By the argument analogous to (4.33)-(4.34), we can also show that $\Delta G^\chi(t_k) < 0$ regardless of whether $\bar{T}_i > \bar{T}_1$. This concludes the proof. \hfill \square

The decrease of $G^\chi(t)$ implies

$$\bar{\tau} T.V. \{ (u,p); \chi(I_{\infty}) \} \leq G^\chi(+\infty) \leq G^\chi(0) \leq O(1) G(0),$$

where $I_{\infty} = (0, +\infty)$. Hence we conclude that the total variation of components $(u,p)$ in $U$ on any quasi-characteristic $x = \chi(t)$ satisfying (4.38) is bounded provided $G(0)$ is small enough.

We next compare the state distribution on distinct quasi-characteristics. To this end, suppose that $U = (\rho, u, p, Y)^T$ is a solution to system (2.1), and $x = \tilde{\chi}(t)$ is its 2-quasi-characteristic curve satisfying (4.38) instead of $\chi(t)$. Then, we have the following property on the difference of fluid velocities.

**Proposition 4.3 (Velocity comparison).** For any $t > \bar{\tau} \geq 0$, there holds

$$\|u(\tau, \chi_p(\tau)) - u(\tau, \tilde{\chi}(\tau))\|_{L^1([\bar{\tau}, \bar{\tau}])} \leq O(1) \left( T.V. \{ U_0(\cdot); \mathbb{R}_+ \} + T.V. \{ u_p(\cdot); \mathbb{R}_+ \} \right) \|\chi_p(\tau) - \tilde{\chi}(\tau)\|_{C([\bar{\tau}, \bar{\tau}])},$$

where $x = \chi_p(t)$ is the path of piston.

**Proof.** It suffices to technically treat $U$ as the $\varepsilon$–approximate solution which includes finitely many constant states. Suppose $x = \chi(t)$ is some 2-quasi-characteristic associated with $U$ and satisfies (4.38). Let $h(t)$ be a non-negative function which is a small perturbation of $\chi(t)$ with $\|h\|_{C^{0,1}} \ll 1$ so that

- there exists a positive constant $d$ such that
  
  $$\sup_{N_\delta(U_{b,1})} \lambda_1(U) + d < \chi(t) < \inf_{N_\delta(U_{b,1})} \lambda_4(U) - d;$$

  $$\sup_{N_\delta(U_{b,1})} \lambda_1(U) + d < \chi(t) + h(t) < \inf_{N_\delta(U_{b,1})} \lambda_4(U) - d;$$

- there is not any wave-colliding point $(t, x)$ in the region $\chi(t) < x < \chi(t) + h(t)$ for every $t > 0$;

- there are finitely many wave fronts $\{ x_\alpha \}$ in $U$ which divide the region between $\chi(t)$ and $\chi(t) + h(t)$ into many subregions with constant states.

Next we only focus on the fronts of family $i$ with $i = 1, 4, 5$. Assume $x = x_\alpha(t)$ is an $i$-wave front that moves from point $(\tau_0, x_0) \in \chi$ (resp. $\chi + h$) to point $(\tau_1, x_1) \in \chi + h$ (resp. $\tilde{\chi}$). Then it satisfies

$$|\tilde{\chi}(t) - \tilde{x}_\alpha(t)| \geq d, \quad |\tilde{\chi}(t) + \tilde{h}(t) - \tilde{x}_\alpha(t)| \geq d,$$

for a.e. $t \in [\tau_0, \tau_1]$. This implies that

$$d \Delta t_\alpha \leq \int_{\tau_0}^{\tau_1} |	ilde{\chi}(\tau) + \tilde{h}(\tau) - \tilde{x}_\alpha(\tau)|\, dt \leq \|h\|_{C([\tau_0, \tau_1])},$$
where $\Delta t_\alpha \doteq \tau_1 - \tau_0$. Let $u^{\alpha+}, u^{\alpha-}$ stand for the velocities at two banks of discontinuity $x_\alpha$. Then from above inequality we can deduce for every $t > \bar{t} \geq 0$ that

$$
\int_{\bar{t}}^t |u(\tau, \chi(\tau)) - u(\tau, \chi(\tau) + h(\tau))|d\tau = \sum_{\alpha} |u^{\alpha+} - u^{\alpha-}| \Delta t_\alpha \\
\leq \frac{1}{d} \|h\|_{C([\bar{t}, \tau])} \sum_{\alpha} |u^{\alpha+} - u^{\alpha-}| = O(1) \|h\|_{C([\bar{t}, \tau])} T.V.\{(u, p); \chi((\bar{t}, \tau))\}.
$$

Define a homotopic mapping

$$
\hat{\chi}_\theta(t) = \tilde{\theta} \chi_p(t) + (1 - \tilde{\theta}) \bar{\chi}(t) \quad \text{for } \tilde{\theta} \in [0, 1].
$$

Decompose $[0, 1]$ into finitely many small intervals $[\tilde{\theta}_i, \tilde{\theta}_{i+1}]$ with $0 = \tilde{\theta}_0 < \tilde{\theta}_1 < \cdots < \tilde{\theta}_{n-1} < \tilde{\theta}_n = 1$, so that the wave interactions do not occur in each region between the curves $\chi_{\tilde{\theta}_i}$ and $\chi_{\tilde{\theta}_{i+1}}$. Then, by (4.40) and (4.42), we obtain

$$
\int_{\bar{t}}^t |u(\tau, \chi_p(\tau)) - u(\tau, \bar{\chi}(\tau))|d\tau \\
\leq \sum_{i} \int_{\bar{t}}^t |u(\tau, \chi_{\tilde{\theta}_i}(\tau)) - u(\tau, \chi_{\tilde{\theta}_{i+1}}(\tau))|d\tau \\
\leq O(1) T.V.\{(u, p); \chi_{\tilde{\theta}_i}((\bar{t}, t))\} \sum_{i} \|\chi_{\tilde{\theta}_i}(\tau) - \chi_{\tilde{\theta}_{i+1}}(\tau)\|_{C([\bar{t}, \tau])} \\
\leq O(1) \left( T.V.\{U_0(\cdot); \mathbb{R}_+\} + T.V.\{u_p(\cdot); \mathbb{R}_+\} \right) \|\chi_p(\cdot) - \bar{\chi}(\cdot)\|_{C([\bar{t}, \tau])},
$$

which gives the estimate (4.41).

\[ \square \]

5. \textit{L}$^1$-Stability for the Entropy Solutions to (IBVP)

In this section, we will further study the \textit{L}$^1$-stability of entropy solutions $U$ to (IBVP). Suppose that $U^\varepsilon = (U^{v,\varepsilon}, Y^\varepsilon)$ and $V^\varepsilon = (V^{v,\varepsilon}, Y^\varepsilon)$ with $U^{v,\varepsilon} = (\rho_1^\varepsilon, u_1^\varepsilon, p_1^\varepsilon)^T$ and $V^{v,\varepsilon} = (\rho_2^\varepsilon, u_2^\varepsilon, p_2^\varepsilon)^T$ are two $\varepsilon$-approximate solutions corresponding to the initial-boundary data $(U_0^\varepsilon, v_0^\varepsilon)$ and $(V_0^\varepsilon, v_0^\varepsilon)$, respectively. In the following discussion, we will drop the superscript $\varepsilon$ in $U^\varepsilon$, $V^\varepsilon$ as well as the corresponding data for simplicity.

For given boundary data $u_p$ and $v_p$, we define the corresponding boundary curves by

$$
\chi_{p,1}(t) \doteq \int_0^t u_p(\tau)d\tau, \quad \chi_{p,2}(t) \doteq \int_0^t v_p(\tau)d\tau
$$

for $t \geq 0$. Then denote their minimal and maximal curves respectively by

$$
\chi_p^m(t) \doteq \min \left\{ \chi_{p,1}(t), \chi_{p,2}(t) \right\}, \quad \chi_p^M(t) \doteq \max \left\{ \chi_{p,1}(t), \chi_{p,2}(t) \right\}.
$$

Indeed, $\chi_p^M(t)$ is a 2-quasi-characteristic associated with the solutions $U$ and $V$. Besides, let’s denote the paths of large 4-shocks in $U$ and $V$ by $\chi_{s,1}(t)$, $\chi_{s,2}(t)$, respectively. Then define another two curves

$$
\chi_s^m(t) \doteq \min \left\{ \chi_{s,1}(t), \chi_{s,2}(t) \right\}, \quad \chi_s^M(t) \doteq \max \left\{ \chi_{s,1}(t), \chi_{s,2}(t) \right\}.
$$
5.1. Construction of the weighted Lyapunov functional. For any \((t, x) \in \{ (t, x) \in \mathbb{R}^2 : x \geq \chi_p^M(t), t > 0 \}\), we make an orientation rule by

\[
(\tilde{U}_t, \tilde{U}_r) = \begin{cases} 
(U, V) & \text{if both } U^E \text{ and } V^E \in \mathcal{N}_b(U_{b,t}) \text{ or } \mathcal{N}_b(U_{b,r}), \\
(U, V) & \text{if } U^E \in \mathcal{N}_b(U_{b,t}) \text{ and } V^E \in \mathcal{N}_b(U_{b,r}), \\
(V, U) & \text{if } V^E \in \mathcal{N}_b(U_{b,t}) \text{ and } U^E \in \mathcal{N}_b(U_{b,r}).
\end{cases}
\]  

Then, according to Lemma 2.5, states \(\tilde{U}_t\) and \(\tilde{U}_r\) can be connected by the Hugoniot curves of system \(\tilde{2.2}\). That is, there exists a group of distance indices \(\bar{\omega}_i = (q_i, q_2, q_3, q_4)\) such that

\[
\bar{U}_t = \mathcal{H}(\bar{\omega}_i)(\bar{U}_1) = S_4(q_4) \circ S_3(q_3) \circ S_2(q_2) \circ S_1(q_1)(\bar{U}_1).
\]

Set \(\omega_0 = \bar{U}_1\) and \(\omega_3 = \bar{U}_r\). Define the intermediate states

\[
\omega_i = S_i(\omega_{i-1}) \quad (i = 1, 2, 3).
\]

Obviously, the total strength \(\sum_{i=1}^4 |\omega_i|\) is equivalent to \(|U - V|\). Henceforth, we will employ notation \(\lambda_i = \lambda_i(\omega_{i-1}, \omega_i)\) \((1 \leq i \leq 4)\) for brevity.

Now we define Lyapunov functional for \((IBVP)\) by

\[
\mathcal{L}(U(t), V(t)) = \sum_{i=1}^4 \int_{\chi^M(t)}^{+\infty} \ell_i W_i q_i dx,
\]

where \(\ell_i = \ell_i(t, x)\) is a function to balance the distinct speeds of large shocks. Assume further \(\ell_i\) is piecewise constant in \(x\) and assigned values as in Tables 1 and 2.

| \(x\) | \((\chi^M_p, \chi^M_s)\) | \((\chi^M_r, \chi^M_s)\) | \((\chi^M_s, +\infty)\) |
|---|---|---|---|
| \(\ell_1\) | \(\bar{\ell}\) | \(\ell^2\) | \(\ell^3\) |
| \(\ell_2\) | 1 | \(\ell^2\) | \(\ell^3\) |
| \(\ell_3\) | \(1/\mathcal{K}\) | \(\ell/\mathcal{K}\) | \(\ell^2/\mathcal{K}\) |
| \(\ell_4\) | \(\kappa_0 \ell\) | 1 | \(\ell^3\) |

Table 1. Distribution of \(\ell_i(t, x)\) under condition (C1)

| \(x\) | \((\chi^M_p, \chi^M_s)\) | \((\chi^M_r, \chi^M_s)\) | \((\chi^M_s, +\infty)\) |
|---|---|---|---|
| \(\ell_1\) | \(\bar{\ell}\) | \(\ell^2\) | \(\ell^3\) |
| \(\ell_2\) | 1 | \(\ell^2\) | \(\ell^3\) |
| \(\ell_3\) | \(\ell^4\) | \(\ell^6\) | \(\ell^6\) |
| \(\ell_4\) | \(\kappa_0 \ell\) | 1 | \(\ell^3\) |

Table 2. Distribution of \(\ell_i(t, x)\) under condition (C2) or (C3)

We require that the constants \(\mathcal{K}\) and \(\ell\) are chosen so large that

\[
\mathcal{K} \gg \ell^6 \gg 1, \quad \ell > \frac{1}{\delta_0}. \tag{5.2}
\]

The different strategies of \(\ell_3\) distribution in two tables are caused by lack of smallness restriction on \(T.V.\{Y_0; \mathbb{R}_+\}\) in condition (C1). So we require \(\ell_3\) is small enough for non-reacting flow, while \(\ell_3\) is much larger than other \(\ell_i\) for reacting flow. The positive coefficient \(\kappa_0\) will be specified later. \(W_i\) is the key weight to retrieve the monotonicity of
$\mathcal{L}(U(t), V(t))$. It is originally introduced by Bressan-Liu-Yang\cite{23} for general small $BV$ data and by \cite{23} for large $BV$ data. Specifically, 
\begin{equation}
\mathcal{W}_i(x, t) \doteq 1 + K\left(A_i(x) + K\left(Q(U(t)) + Q(V(t))\right) + K\mathcal{L}_\mathbb{B}(t)\right),
\end{equation}
where $K$ is the large constant from Glimm functional $G(t)$, and the linear terms $A_i$ only includes part of waves selected from $U$ and $V$. Precisely, let $\alpha$ be a wave of the $k_\alpha$th family, with location $x_\alpha$ and strength $|\alpha|$. Given time $t$, introduce notations
\begin{align*}
\mathcal{J}^k(U) &= \{\alpha \mid \alpha \text{ is a small wave of } U, \: k_\alpha \neq 3\}, \\
\mathcal{J}^k_1(U) &= \{\alpha \mid \alpha \in \mathcal{J}(U) \text{ and component } U^k(t, x_\alpha \pm 0) \in N^k(\bar{U}^k_{b_\mathbb{B}})\}, \\
\mathcal{J}^k_2(U) &= \{\alpha \mid \alpha \in \mathcal{J}(U) \text{ and component } U^k(t, x_\alpha \pm 0) \in N^k(\bar{U}^k_{b_\mathbb{B}})\}, \\
\mathcal{J}^k_3(U) &= \{\alpha \mid \alpha \text{ is a 3-wave of } U\},
\end{align*}
and similarly define $\mathcal{J}^k(V), \mathcal{J}^k_1(V), \mathcal{J}^k_2(V)$ and $\mathcal{J}^k_3(V)$. For $i = 1, 4$, we define
\begin{equation*}
A_i(t, x) = \left(\sum_{\substack{i \leq k_\alpha \leq 4, \: x_\alpha < x, \\ \alpha \in \mathcal{J}^k_1(U)}} + \sum_{\substack{i \leq k_\alpha < 4, \: x_\alpha > x, \\ \alpha \in \mathcal{J}^k_2(U)}}\right)|\alpha| + \theta_3\left(\sum_{\substack{i = 1, \: x_\alpha < x, \\ \alpha \in \mathcal{J}^k_3(U)}} + \sum_{\substack{i = 4, \: x_\alpha > x, \\ \alpha \in \mathcal{J}^k_3(U)}}\right)|\alpha|
\end{equation*}
\begin{equation*}
\begin{cases}
\left(\sum_{\substack{k_\alpha=i, \: x_\alpha < x, \\ \alpha \in \mathcal{J}^k_1(U)}} + \sum_{\substack{k_\alpha=i, \: x_\alpha > x, \\ \alpha \in \mathcal{J}^k_2(U)}}\right)|\alpha| & \text{if small } q_i(x) < 0,
\left(\sum_{\substack{k_\alpha=i, \: x_\alpha < x, \\ \alpha \in \mathcal{J}^k_2(U)}} + \sum_{\substack{k_\alpha=i, \: x_\alpha > x, \\ \alpha \in \mathcal{J}^k_1(U)}}\right)|\alpha| & \text{if small } q_i(x) > 0,
\left(\sum_{\substack{k_\alpha=i, \: x_\alpha < x, \\ \alpha \in \mathcal{J}^k_1(U)}} + \sum_{\substack{k_\alpha=i, \: x_\alpha > x, \\ \alpha \in \mathcal{J}^k_2(U)}}\right)|\alpha| & \text{if } i = 4 \text{ and } |q_i(x)| \text{ is large },
0 & \text{otherwise;}
\end{cases}
\end{equation*}
while for $i = 2, 3$, we define
\begin{equation*}
A_i(t, x) = \left(\sum_{\substack{k_\alpha=4, \: x_\alpha < x, \\ \alpha \in \mathcal{J}^k_1(U)}} + \sum_{\substack{k_\alpha=1, \: x_\alpha > x, \\ \alpha \in \mathcal{J}^k_2(U)}} + \theta_3\sum_{\alpha \in \mathcal{J}^k_3(U)}\right)|\alpha|.
\end{equation*}
In addition, the term $Q$ in (5.3) remains the amount of potential interactions in $G(t)$; and the term $\mathcal{L}_\mathbb{B}(t)$ is given by
\begin{equation*}
\mathcal{L}_\mathbb{B}(t) \doteq \mathcal{L}_\mathbb{B}(U(t)) + \mathcal{L}_\mathbb{B}(V(t)) = \left(T.V.\{u_p; (t, +\infty)\} + \sum_{k \geq t} \mathcal{Y}_k^p + \sum_{k \geq t} \mathcal{Y}_k\right)_U.
\end{equation*}
Finally, we claim that if the initial-boundary data \((U_0, u_p)\) and \((V_0, v_p)\) are sufficiently small in \(BV\) sense, then there holds
\[
1 \leq W_i \leq W \quad (1 \leq i \leq 4)
\]
for some constant \(W\) very close to 1.

5.2. \(L^1\)-stability and uniqueness for non-reacting flow. By means of Lyapunov functional \(\mathcal{L}\), we now proceed to show the stability of global solutions for non-reacting flow. Owing to condition (C1), the functional \(\mathcal{L}(U(t), V(t))\) is Lipschitz continuous in \(t\) and differentiable at any time except a finite subset of \((0, +\infty)\). We will consider how \(\mathcal{L}(U(t), V(t))\) evolves at the time \(t\) without waves interaction away from \(\chi^M(t)\) and without waves emergence on \(\chi^M(t)\). To this end, let’s suppose that \(\mathcal{J}\) denotes the set of all the waves in \(U\) and \(V\) at time \(t\). And assume that \(\alpha \in \mathcal{J}\) which belongs to \(k_{\alpha}\)-family. Differentiating \(\mathcal{L}\) with respect to \(t\) gives that
\[
\dot{\mathcal{L}}(U(t), V(t)) = \sum_{\alpha \in \mathcal{J}} \sum_{i=1}^{4} \left( |q_i^{-\alpha} - |\ell_i^\alpha - \mathcal{W}_i^{\alpha} - |q_i^{\alpha+} - |\ell_i^{\alpha+} - \mathcal{W}_i^{\alpha+} | \right) \dot{x}_\alpha - \sum_{i=1}^{4} |q_i^{p+} - |\ell_i^{p+} - \mathcal{W}_i^{p+} - \chi^M_p \right)
\]
\[
= \sum_{\alpha \in \mathcal{J}} \sum_{i=1}^{4} \left( |q_i^{\alpha+} - |\ell_i^{\alpha+} + \mathcal{W}_i^{\alpha+} - \dot{x}_\alpha) - |q_i^{-\alpha} - |\ell_i^{-\alpha} - \mathcal{W}_i^{-\alpha} + \dot{x}_\alpha) \right)
\]
\[
+ \sum_{i=1}^{4} |q_i^{p+} - |\ell_i^{p+} - \mathcal{W}_i^{p+} - \dot{x}_\alpha) - \chi^M_p \right)
\]
where the symbols \(q_i^{\alpha-}, \ell_i^{\alpha-}, \mathcal{W}_i^{-\alpha}, \lambda_i^{-\alpha}\) (resp. \(q_i^{\alpha+}, \ell_i^{\alpha+}, \mathcal{W}_i^{\alpha+}, \lambda_i^{\alpha+}\)) stand for the quantities on the left-hand side (resp. right-hand side) of a front \(x_\alpha\), while the terms \(q_i^{p+}, \ell_i^{p+}, \mathcal{W}_i^{p+}, \lambda_i^{p+}\) on curve \(x = \chi^M_p(t)\) can be interpreted in the similar way.

In the sequel, our main purpose is to verify that
\[
\sum_{i=1}^{4} \mathcal{E}_{i,\alpha} \leq O(1)|\alpha|, \quad \alpha \in \mathcal{J}\setminus \mathcal{N}\mathcal{P}, \tag{5.5}
\]
\[
\sum_{i=1}^{4} \mathcal{E}_{i,\alpha} \leq O(1)|\alpha|, \quad \alpha \in \mathcal{N}\mathcal{P}, \tag{5.5}
\]
\[
\sum_{i=1}^{4} \mathcal{E}_{i,p} \leq O(1)|\Delta u_p^M|,
\]
where \(\Delta u_p^M = u_1(t, \chi^M_p(t) + 0) - u_2(t, \chi^M_p(t) + 0)\). Given wave \(\alpha \in \mathcal{J}\), we rewrite \(\mathcal{E}_{i,\alpha}\) in the concise form
\[
\mathcal{E}_i = |q_i^{p+} - |\ell_i^{p+} - \mathcal{W}_i^{p+} - \dot{x}_\alpha) - |q_i^{-\alpha} - |\ell_i^{-\alpha} - \mathcal{W}_i^{-\alpha} + \dot{x}_\alpha), \quad 1 \leq i \leq 4, \tag{5.6}
\]
and prove the estimates \((5.5)\) in different cases.
Case 5.1.1. Front $x_\alpha = \chi^m(t)$. Suppose that $\alpha = \alpha_4^\pm$ is the large 4–shock of $V$ which satisfies $V^{E,-} = (\rho, u, p)^T = S^E_4(-\alpha_4^\pm)(V^{E,+})$ for $V^{E,+} = (\rho^+, u^+, p^+)^T$ (see Figs. 11 and 12). For given strength $|\alpha_4^\pm|$, the variables $q_1^-, q_2^-, q_4^+$ are uniquely determined by $q_1^+, q_2^+, q_4^-$, but independent of $q_3^-, q_3^+$. In particular $q_3^+ = q_3^-$. In projected phase space, set intermediate state $\omega^{E,-}_2 = S^E_2(q_2^-) \circ S^E_4(q_1^-)(U^E)$. Thus the indices $q_i^\pm$ ($i \neq 3$) satisfy the relations

$$U^E + \int_0^{q_1^+} r_1^E(U^E, \sigma) d\sigma + q_2^- r_2^E + \int_0^{q_1^-} r_1^E(\omega^{E,-}_2, \sigma) d\sigma = V^{E,+} + \int_0^{-\alpha_4^+} r_4^E(V^{E,+}, \sigma) d\sigma,$$

and

$$U^E + \int_0^{q_1^+} r_1^E(U^E, \sigma) d\sigma + q_2^+ r_2^E = V^{E,+} + \int_0^{-\alpha_4^-} r_4^E(V^{E,+}, \sigma) d\sigma.$$

Subtract to obtain that

$$\int_0^{q_1^-} r_1^E(U^E, \sigma) d\sigma + (q_2^- - q_2^+) r_2^E + \int_0^{q_1^-} r_1^E(\omega^{E,-}_2, \sigma) d\sigma = \int_{-\alpha_4^-}^{-\alpha_4^+} r_4^E(V^{E,+}, \sigma) d\sigma.$$

Assume $q_1^- = f_1(q_1^+, q_2^+, q_4^-)$. By direct computation, we immediately find that

$$\frac{\partial}{\partial q_1^+} f_1(q_1^+, 0, 0) = 1, \quad \frac{\partial}{\partial q_2^+} f_1(0, q_2^+, 0) = 0. \quad (5.7)$$

Let $q_1^+ = q_2^+ = 0$, then

$$\int_0^{q_1^-} r_1^E(U^E, \sigma) d\sigma + q_2^- r_2^E + \int_0^{q_1^-} r_1^E(\omega^{E,-}_2, \sigma) d\sigma = \int_{-\alpha_4^-}^{-\alpha_4^+} r_4^E(V^{E,+}, \sigma) d\sigma.$$

Differentiating this with respect to $q_4^-$ and taking $q_4^- = 0$, it yields

$$r_1^E(V^{E,-}) \frac{\partial f_1}{\partial q_4^-} + r_2^E \frac{\partial q_2^-}{\partial q_4^-} + r_4^E(V^{E,-}) = r_4^E(V^{E,+}, -\alpha_4^+) \frac{\partial q_4^+}{\partial q_4^-},$$

where $r_4^E(V^{E,+}, -\alpha_4^+) = (\rho', u', p')^T$ with parameter $\sigma = -\alpha_4^+$. From above equation, we can further derive that

$$\kappa_s = \frac{\partial}{\partial q_4^-} f_1(0, 0, 0) = \frac{\det (r_4^E(V^{E,-}), r_2^E, r_4^E(V^{E,+}, -\alpha_4^+))}{\det (r_1^E(V^{E,-}), r_2^E, r_4^E(V^{E,+}, -\alpha_4^+))}. \quad (5.8)$$
By the Rankine-Hugoniot condition

Then, from Lemma 2.1, it follows that

Therefore, it suffices to prove

By (5.12)

Lemma 5.1

Proof.

Let \( s = \dot{x}_\alpha \) be the speed of large 4-shock \( \alpha_4^+ \). A straightforward computation gives

Therefore, it suffices to prove

By the Rankine-Hugoniot condition \( F(V^-) - F(V^+) = s(E(V^-) - E(V^+)) \), we have

The equality (5.12) together with \( 1 < \rho/\rho^* < \frac{\gamma}{\gamma - 1} \) gives

By (5.12) and (5.13) and \( s' > 0 \), we see that the first inequality in (5.11) holds. Equality (5.12) also yields the second inequality in (5.11), i.e.,

\[ c^2 p' - \gamma(s - u)pu' = c^2(p' - (s - u)pu') = c^2 s'(|pu| - u[\rho]) = c^2 s'\rho^*|u| > 0. \]
Now we proceed to prove the estimate (5.5) for $x_\alpha = \lambda^m_s(t)$. Observe that
\[
\lambda^-_s - \dot{x}_\alpha = \lambda_1(V^-) - \dot{x}_\alpha + O(1)(|q^+_1| + |q^-_2| + |q^-_4|),
\]
\[
\lambda^-_s - \dot{x}_\alpha = \lambda_4(V^-) - \dot{x}_\alpha + O(1)|q^-_4|,
\]
and then
\[
|\kappa_s| \cdot |\lambda^-_s - \dot{x}_\alpha| = \left| \frac{\kappa_s \cdot \lambda_1(V^-) - \dot{x}_\alpha}{\lambda_4(V^-) - \dot{x}_\alpha} \right| \cdot |\lambda^-_s - \dot{x}_\alpha| + O(1)(|q^+_1| + |q^+_2| + |q^-_4|).
\]
This together with (5.10) implies that
\[
|\kappa_s| \cdot |\lambda^-_s - \dot{x}_\alpha| < \kappa_1 |\lambda^-_s - \dot{x}_\alpha|, \quad (5.13)
\]
for some positive constant $\kappa_1 < 1$. On the other hand, we obviously have
\[
|q^+_2 - q^-_2| = O(1)|q^-_4|, \quad q^+_3 = q^-_3, \quad |\lambda^-_4 - x_\alpha| = O(1)|q^-_4|. \quad (5.14)
\]
From (5.6) (5.9) (5.13) (5.13), the assumption (4.1) on distinct characteristics fields, weight condition (5.4) and the $\ell_i$-distribution in Table 1, we deduce
\[
\sum_{i=1}^4 \ell_i \leq -|q^+_1| \cdot \ell_1^+ W_1^+|\lambda^-_1 - \dot{x}_\alpha| + \kappa_1 |q^-_4| \ell_1^- W_1^-|\lambda^-_4 - \dot{x}_\alpha| \\
+ \left( |q^+_1| + O(1)(|q^+_1|^2 + |q^+_2|^2 + |q^-_4|^2) \right) \ell_1^- W_1^-|\lambda^-_4 - \dot{x}_\alpha| \\
- |q^+_2| \ell_2^- W_2^-|\lambda^-_2 - \dot{x}_\alpha| + \left( |q^+_2| + O(1)|q^-_4| \right) \ell_2^- W_2^-|\lambda^-_2 - \dot{x}_\alpha| \\
- |q^+_3| \ell_3^- W_3^-|\lambda^-_3 - \dot{x}_\alpha| + |q^-_3| \ell_3^- W_3^-|\lambda^-_3 - \dot{x}_\alpha| \\
+ |q^-_4| \ell_4^- W_4^- \cdot O(1)|q^-_4| - |q^-_4| \ell_4^- W_4^-|\lambda^-_4 - \dot{x}_\alpha| \\
\leq |q^+_1| \ell_1^+ \cdot |\lambda^-_1 - \dot{x}_\alpha|(-1 + O(1)\ell^-) \\
+ |q^+_2| \ell_2^+ \cdot |\lambda^-_2 - \dot{x}_\alpha|(-1 + O(1)(\ell^- + \ell^-)) \\
+ |q^+_3| \ell_3^+ \cdot |\lambda^-_3 - \dot{x}_\alpha|(-1 + O(1)\ell^-) \\
+ |q^-_4| \ell_4^+ \cdot |\lambda^-_4 - \dot{x}_\alpha|(-1 + \kappa_0^{-1} \kappa_1 W + O(1)(\ell^- + |q^-_4|)) \]
< 0,
\]
provided that $\ell$ sufficiently large, the variation of initial-boundary data sufficiently small, and
\[
\kappa_0 > \kappa_1 W. \quad (5.15)
\]
Suppose $\alpha = \alpha^*_4$ is the large 4–shock of $U$. Similar to estimates (5.9) (5.13), we have
\[
q^-_1 = -q^+_1 + \kappa_s q^-_4 + O(1)(|q^+_1|^2 + |q^+_2|^2 + |q^-_4|^2), \\
|\kappa_s| \cdot |\lambda^-_1 - \dot{x}_\alpha| < \kappa_1 |\lambda^-_4 - \dot{x}_\alpha|,
\]
for some positive constant $\kappa_1 < 1$. Note that
\[
|q^+_2 - q^-_2| = O(1)(|q^+_1| + |q^+_2| + |q^-_4|), \quad |\lambda^+_4 - \dot{x}_\alpha| = O(1)(|q^+_1| + |q^+_2| + |q^-_4|).
\]
Hence we deduce
\[
\sum_{i=1}^{4} \varepsilon_i \leq -|q_1^+| \cdot \ell_1^+ W_1^+ |\lambda_1^+ - \hat{x}_a| + \kappa_1 |q_4^-| \ell_1^- W_1^- |\lambda_1^- - \hat{x}_a| \\
+ \left( |q_1^+| \cdot \mathcal{O}(1)(|q_1^+|^2 + |q_2^+|^2 + |q_4^-|^2) \right) \ell_1^- W_1^- \cdot |\lambda_1^- - \hat{x}_a| \\
- |q_2^+| \ell_2^+ W_2^+ |\lambda_2^+ - \hat{x}_a| + \mathcal{O}(1)(|q_2^+| + |q_3^-|) \ell_2^- W_2^- |\lambda_2^- - \hat{x}_a| \\
- |q_3^-| \ell_3^+ W_3^+ |\lambda_3^+ - \hat{x}_a| + |q_3^-| \ell_3^- W_3^- |\lambda_3^- - \hat{x}_a| \\
+ \mathcal{O}(1)|q_4^+| \ell_4^+ W_4^+ (|q_1^+| + |q_2^+| + |q_4^-|) - |q_4^-| \ell_4^- W_4^- |\lambda_4^- - \hat{x}_a| \\
\leq \sum_{i=1}^{2} |q_i^+| \ell_i^+ |\lambda_i^+ - \hat{x}_a| \left( -1 + \mathcal{O}(1)(\ell^{-1} + \ell^{-2}) \right) \\
+ |q_3^-| \ell_3^+ |\lambda_3^+ - \hat{x}_a| \left( -1 + \mathcal{O}(1)\ell^{-1} \right) \\
+ |q_4^-| \ell_4^- |\lambda_4^- - \hat{x}_a| \left( -1 + \kappa_0^{-1}\kappa_1 W + \mathcal{O}(1)(\ell^{-1} + |q_4^-|) \right) \\
< 0,
\]
provided that \( \ell \gg 1 \gg \epsilon \) and \( \kappa_0 > \kappa_1 W \).

![Fig. 13. Flow comparison for Case 5.1.2](image)

![Fig. 14. Projected phase space for Case 5.1.2](image)

**Case 5.1.2.** Food \( x_\alpha = \chi_3^M(t) \). Assume that \( \alpha = \alpha_3^* \) is the large 4–shock of \( U \) or \( V \) (see Figs 13 and 14). In this case, we have the estimates
\[
|q_1^-| + |q_2^-| = \mathcal{O}(1) \sum_{i \neq 3} |q_i^+|, \quad |q_2^+| = |q_3^-|, \quad |\lambda_4^- - \hat{x}_a| = \mathcal{O}(1) \sum_{i \neq 3} |q_i^+|,
\]
which yield that
\[
\sum_{i=1}^{4} \varepsilon_i \leq -|q_1^+| \ell_1^+ W_1^+ |\lambda_1^+ - \hat{x}_a| + \mathcal{O}(1) \sum_{i \neq 3} |q_i^+| \ell_i^+ W_i^- |\lambda_i^- - \hat{x}_a| \\
- |q_2^+| \ell_2^+ W_2^+ |\lambda_2^+ - \hat{x}_a| + \mathcal{O}(1) \sum_{i \neq 3} |q_i^+| \ell_2^- W_2^+ |\lambda_2^- - \hat{x}_a| \\
- |q_3^-| \ell_3^+ W_3^+ |\lambda_3^+ - \hat{x}_a| + |q_3^-| \ell_3^- W_3^- |\lambda_3^- - \hat{x}_a| \\
- |q_4^-| \ell_4^+ W_4^+ (|q_1^+| + |q_2^+| + |q_4^-|) - |q_4^-| \ell_4^- W_4^- |\lambda_4^- - \hat{x}_a|.
\]
If $q_i < 15 - 16$. For $i = 3$, we have

$$- |q_4^+ | \ell_4^- W_4^+ |\lambda_4^+ - \dot{x}_a| + \mathcal{O}(1) |q_4^- | \ell_4^- W_4^- \sum_{i \neq 3} |q_i^+ |$$

$$\leq \sum_{i=1}^{4} |q_i^+ | \ell_i^- |\lambda_i^+ - \dot{x}_a| \left( -1 + \mathcal{O}(1)(\ell^{-1} + \ell^{-3}) \right) < 0.$$  

![Flow comparison for Case 5.1.3](image)

**Fig. 15.** Flow comparison for Case 5.1.3

![Projected phase space for Case 5.1.3](image)

**Fig. 16.** Projected phase space for Case 5.1.3

**Case 5.1.3.** *Front $x_{\alpha} \in (\lambda^{m}_s(t), \lambda^{M}_s(t))$. We start with the case $k_{\alpha} \in \{1, 2, 4\}$ (see Figs 15 and 16). For $i < 3$, there hold

$$|q_i^+ - q_i^- | = \mathcal{O}(1)|\alpha|, \quad |\lambda_i^+ - \lambda_i^- | = \mathcal{O}(1)|\alpha|,$$

and

$$|\mathcal{W}_i^+ - \mathcal{W}_i^- | = \begin{cases} \mathcal{K}|\alpha| & \text{if } i \neq k_{\alpha}, \\ \mathcal{K}|\alpha| & \text{if } i = k_{\alpha} = 1 \text{ and } q_i^+ q_i^- > 0, \\ 0 & \text{if } i = k_{\alpha} = 2. \end{cases}$$

If $q_i^+ q_i^- > 0$, then

$$\mathcal{E}_i = |q_i^+ | \ell_i (|\mathcal{W}_i^+ - \mathcal{W}_i^- |) (\lambda_i^+ - \dot{x}_a) + \ell_i \mathcal{W}_i^- \left( (|q_i^+ | - |q_i^- |) (\lambda_i^+ - \dot{x}_a) + |q_i^- |(\lambda_i^+ - \lambda_i^-) \right)$$

$$\leq |q_i^+ | \ell_i \mathcal{K}|\alpha| |\bar{d} + \ell_i \mathcal{W} (|q_i^+ | - q_i^- | |\lambda_i^+ - \lambda_i^-|)$$

$$\leq \mathcal{O}(1) \ell^2 |\alpha|.$$  

If $q_i^+ q_i^- \leq 0$, then the relation $|q_i^+ | + |q_i^- | = |q_i^+ - q_i^- | = \mathcal{O}(1)|\alpha|$ implies

$$\mathcal{E}_i = |q_i^+ | \ell_i \mathcal{W}_i^+ (\lambda_i^+ - \dot{x}_a) - |q_i^- | \ell_i \mathcal{W}_i^- (\lambda_i^+ - \dot{x}_a)$$

$$\leq \ell^2 \mathcal{W} (|q_i^+ | |\lambda_i^+ - \dot{x}_a| + |q_i^- | |\lambda_i^- - \dot{x}_a|)$$

$$\leq \mathcal{O}(1) \ell^2 |\alpha|.$$  

For $i = 3$, we have $\mathcal{W}_3^+ - \mathcal{W}_3^- = \mathcal{K}|\alpha| \text{sgn}(k_{\alpha} - 2)$ and $|q_3^+ | = |q_3^- |$. Then

$$\mathcal{E}_3 = \ell_3 |q_3^+ | \left( (\mathcal{W}_3^+ - \mathcal{W}_3^-) (\lambda_3^+ - \dot{x}_a) + \mathcal{W}_3^- (\lambda_3^+ - \lambda_3^-) \right)$$

$$\leq \ell_3 \mathcal{K}|\alpha| + \mathcal{O}(1) \mathcal{W} |\alpha|$$

$$= \mathcal{O}(1) \ell |\alpha|,$$

(5.16)
because \(\ell_3\mathcal{K} = \ell\), according to Table II.

For \(i = 4\), the weight

\[
\mathcal{W}_4^+ - \mathcal{W}_4^- = \begin{cases} 
-\mathcal{K}|\alpha| & \text{if } k_\alpha < 3, \\
\mathcal{K}|\alpha| & \text{if } k_\alpha = 4 \text{ and } \alpha \in \mathcal{J}_r^E, \\
-\mathcal{K}|\alpha| & \text{if } k_\alpha = 4 \text{ and } \alpha \in \mathcal{J}_r^E,
\end{cases}
\]

implies

\[
\mathcal{E}_4 = |q_4^+| \ell_4 (\mathcal{W}_4^+ - \mathcal{W}_4^-) (\lambda_4^+ - \tilde{x}_\alpha) + \ell_4 \mathcal{W}_4^- \left( (|q_4^+| - |q_4^-|) (\lambda_4^+ - \tilde{x}_\alpha) + |q_4^-| (\lambda_4^+ - \lambda_4^-) \right)
\leq -\mathcal{K}|\alpha||q_4^+|d + \mathcal{W}(|q_4^+| - q_4^-)d + \mathcal{O}(1)|q_4^-||\alpha|
\leq -\mathcal{K}|\alpha||q_4^+|d + \mathcal{O}(1)|\alpha|.
\]

In summary, we conclude that if \(k_\alpha \in \{1, 2, 4\}\), there holds

\[
\sum_{i=1}^4 \mathcal{E}_i \leq -\mathcal{K}|\alpha||q_4^+|d + \mathcal{O}(1)\ell^2|\alpha| < 0.
\]

When \(k_\alpha = 3\), it is clear that

\[
q_i^+ = q_i^- = \lambda_i^+, \quad \mathcal{W}_i^+ - \mathcal{W}_i^- = \mathcal{K}\theta_3|\alpha|\sgn(2 - i),
\]

for every \(i \neq 3\). Note that \(|q_3^+ - q_3^-| = |\alpha|\) and \(\lambda_3^+ = \lambda_3^-\). Then we have

\[
\mathcal{E}_1 \leq \ell_1 \mathcal{K}\theta_3|\alpha||q_4^+|d = \mathcal{O}(1)\ell|\alpha|, \quad \mathcal{E}_2 = 0, \\
\mathcal{E}_3 = \ell_3 \mathcal{W}_3^- (|q_3^+| - |q_3^-|)(\lambda_3^- - \tilde{x}_\alpha) = \mathcal{O}(1)\ell_3|\alpha|, \\
\mathcal{E}_4 \leq -\ell_4 \mathcal{K}\theta_3|\alpha||q_4^+|d.
\]

From the above estimates, it follows that

\[
\sum_{i=1}^4 \mathcal{E}_i \leq \mathcal{O}(1)\ell^2|\alpha| - \frac{\mathcal{K}}{\ell}|\alpha||q_4^+| < 0,
\]

due to the coefficients condition [5.2].

When \(k_\alpha = 5\), that is \(\alpha \in \mathcal{N}\mathcal{P}\), then

\[
\mathcal{W}_i^+ = \mathcal{W}_i^- = \mathcal{O}(1)|\alpha|, \quad \lambda_i^+ - \lambda_i^- = \mathcal{O}(1)|\alpha|,
\]

and

\[
\mathcal{E}_i = \ell_\lambda \mathcal{W}_i \left( (|q_i^+| - |q_i^-|) (\lambda_i^+ - \tilde{x}_\alpha) + |q_i^-| (\lambda_i^+ - \lambda_i^-) \right) = \mathcal{O}(1)|\alpha|
\]

for \(1 \leq i \leq 4\). Therefore

\[
\sum_{i=1}^4 \mathcal{E}_i \leq \mathcal{O}(1)|\alpha|.
\]

**Case 5.1.4.** Front \(x_\alpha \in (\chi_\mathcal{P}^m(t), \chi_\mathcal{M}^m(t))\) or \((\chi_\mathcal{P}^m(t), +\infty)\). This case is similar to the small initial data problems in [5], since projected states \(U^E, V^E\) are located in the identical domain \(\mathcal{N}_\delta(U_{k_\alpha}^E)\) or \(\mathcal{N}_\delta(U_{k_\alpha}^E)\) (see Figs 17-18).
On the other hand, based on the estimates (8.5) and (8.60) in [4], we see that $\sum_{i=1}^{4} \ell_i < O(1)\varepsilon |\alpha|$ which leads to estimate (5.5).

If $k_\alpha = 1$ or $k_\alpha = 4$, we deduce that

$$\mathcal{E}_3 = \ell_3 q_3^+(|V_3^+ - V_3^-|) (\lambda_3^+ - \tilde{x}_\alpha) + W_3^- (\lambda_3^+ - \lambda_3^-)$$

$$= \ell_3 q_3^- |(-K|\alpha|d + O(1)|\alpha|)$$

$$\leq -\frac{1}{2} K d |\alpha||q_3^-|$$

$$< 0.$$

By the same argument in [4], [5], it is trivial that $\sum_{i \neq 3} \mathcal{E}_i < O(1)\varepsilon |\alpha|$ which leads to estimate (5.5).

If $k_\alpha = 2$, then $\lambda_3^+ - \lambda_3^- = O(1)|\alpha|(q_3^+ - q_3^-)$ which gives

$$\mathcal{E}_3 = \ell_3 q_3^+ W_3^+ (\lambda_3^+ - \lambda_3^-) \leq O(1)\ell_3 |\alpha| |q_3^-| (|q_3^-| + |q_3^+|).$$

On the other hand, based on the estimates (8.59) and (8.60) in [4], we see that

$$\sum_{i \neq 3} \mathcal{E}_i \leq -\frac{1}{2} K d |\alpha|(|q_3^-| + |q_3^+|) + O(1) \sum_{i \neq 3} \ell_i |\alpha|(|q_3^-| + |q_3^+|) < 0.$$

Thus, combining the above two estimates altogether and taking $K \gg \sum_{i=1}^{4} \ell_i$, we obtain $\sum_{i=1}^{4} \mathcal{E}_i < 0$.

If $k_\alpha = 3$, then there hold

$$q_i^+ = q_i^-, \quad \lambda_i^+ = \lambda_i^-, \quad W_i^+ = W_i^-, \quad K \theta_3 |\alpha| \text{sgn}(2 - i) \quad \text{for } i \neq 3,$$

and

$$|q_3^- - q_3^+| = |\alpha|, \quad \lambda_3^+ = \lambda_3^-, \quad \lambda_3^+ - \tilde{x}_\alpha = O(1) (|q_3^-| + |q_3^+|).$$

Owing to condition (6.2) and above estimates, we have

$$\mathcal{E}_1 \leq -\ell_4 K \theta_3 |\alpha||q_4^-|d \leq -K|\alpha||q_4^-|d, \quad \mathcal{E}_2 = 0,$$

$$\mathcal{E}_3 \leq O(1) \ell_3 W|\alpha|(|q_3^-| + |q_3^+|), \quad \mathcal{E}_4 \leq -\ell_4 K d \theta_3 |\alpha||q_4^-| \leq -K \kappa d |\alpha||q_4^-|.$$

Therefore, by choosing $K \gg \ell_3$, it follows that

$$\sum_{i=1}^{4} \mathcal{E}_i \leq O(1) \ell_3 |\alpha|(|q_3^-| + |q_3^+|) - K \kappa d |\alpha|(|q_3^-| + |q_3^+|) < 0.$$
If $k_\alpha = 5$, the argument for $\alpha \in \mathcal{NP}$ can be repeated as in Case 5.1.3. Hence we can also derive the estimate (5.5).

**Case 5.1.5.** Front $x = \chi_p^M(t)$. Set $U_p^E = U^E(t, \chi_p^M(t) + 0)$ and $V_p^E = V^E(t, \chi_p^M(t) + 0)$. They satisfy

$$V_p^E = S_p^E(q_4^{p+}) \circ S_p^E(q_2^{p+}) \circ S_1^E(q_1^{p+})(U_p^E).$$

(5.17)

Let the projected intermediate state $\omega_p^E = S_p^E(q_2^{p+}) \circ S_p^E(q_1^{p+})(U_p^E)$. For fixed state $U_p^E \in \mathcal{N}_\beta(U_p^E)$, we find that $q_4^{p+}$ can be uniquely determined by $q_1^{p+}, q_2^{p+}$ and $\Delta u_p^M = u_1(t, \chi_p^M(t) + 0) - u_2(t, \chi_p^M(t) + 0)$. Next, we begin to evaluate $q_4^{p+}$. To this end, we can rewrite (5.17) as

$$\int_0^{\theta_4^{p+}} r_1^E(U_p^E, q_1^E, t, \chi_1^E) \sigma \, d\sigma + q_4^{p+} \cdot r_2^E + \int_0^{\theta_4^{p+}} r_4^E(\omega_2^E, \sigma) \, d\sigma = V_p^E - U_p^E.$$  

Multiply it by $n = (0, 0, 1, 0)$ to get

$$n \cdot \int_0^{\theta_4^{p+}} r_1^E(U_p^E, q_1^E, t, \chi_1^E) \sigma \, d\sigma + n \cdot \int_0^{\theta_4^{p+}} r_4^E(\omega_2^E, \sigma) \, d\sigma = -\Delta u_p^M.$$  

(5.18)

By (5.18), we figure out that

$$\frac{\partial q_4^{p+}}{\partial q_1^{p+}} \bigg|_{q_1^{p+} = q_2^{p+} = 0, \Delta u_p^M = 0} = -n \cdot \frac{r_1^E(U_p^E)}{n \cdot r_4^E(U_p^E)} = -1,$$

and

$$\Delta u_p^M = 0, \quad k = 1, 2, \ldots,$$

and

$$\frac{\partial q_4^{p+}}{\partial \Delta u_p^M} \bigg|_{q_1^{p+} = q_2^{p+} = 0, \Delta u_p^M = 0} = -\frac{1}{n \cdot r_4^E(U_p^E)} = -\frac{\gamma + 1}{2}.$$

Hence there hold

$$q_4^{p+} = -q_4^{p+} + \frac{\gamma + 1}{2} \Delta u_p^M + O(1) \left( |q_4^{p+}| + |q_4^{p+}| + |q_4^{p+} + \Delta u_p^M| + |q_4^{p+} + \Delta u_p^M| \right),$$

and

$$|q_4^{p+}| \leq |q_4^{p+}| + O(1) |\Delta u_p^M| + O(1) \left( |q_4^{p+}| + |q_4^{p+}| \right) |q_4^{p+}|.$$  

(5.19)

Then it follows from (5.19) that

$$|\lambda_2^{p+} - \chi_p^M(t)| \leq |\lambda_2^{p+} - \lambda_2(U_p^E)| + |\lambda_2(U_p^E) - \chi_p^M(t)| \leq O(1) \max \{|q_4^{p+}|, |q_4^{p+}| \} + |\Delta u_p^M| \leq O(1) (|q_4^{p+}| + |\Delta u_p^M|).$$  

(5.20)

We further find the relation

$$|\lambda_4^{p+} - \chi_p^M(t)| - |\lambda_4^{p+} - \chi_p^M(t)| = O(1) (|q_4^{p+}| + |q_4^{p+}| + |\Delta u_p^M|).$$  

(5.21)

From (5.19)-(5.21), we deduce
\[
\sum_{i \neq 3} E_{i,p} = \sum_{i \neq 3} |q_i^{p,+} \ell_i^{p,+} W_i^{p,+} (\lambda_i^{p,+} - \chi_i^{M}(t))
\]
\[
\leq -|q_1^{p,+} \ell_1^{p,+} W_1^{p,+} (\lambda_1^{p,+} - \chi_1^{M}(t))| + \mathcal{O}(1) |q_2^{p,+} \ell_2^{p,+} W_2^{p,+} (|q_2^{p,+}| + |\Delta u_2^{M}|)
\]
\[
+ \left( |q_1^{p,+}| + \mathcal{O}(1) |\Delta u_1^{M}| + \mathcal{O}(1) (|q_1^{p,+}| + |q_2^{p,+}|) |q_1^{p,+}| \right) \ell_1^{p,+} W_1^{p,+}
\]
\[
\cdot \left( |\lambda_1^{p,+} - \chi_1^{M}(t)| + \mathcal{O}(1) (|q_1^{p,+}| + |q_2^{p,+}| + |\Delta u_1^{M}|) \right)
\]
\[
\leq \left( - \ell_1^{p,+} W_1^{p,+} + \ell_4^{p,+} W_4^{p,+} \right) |\lambda_1^{p,+} - \chi_1^{M}(t)||q_1^{p,+}|
\]
\[
+ \mathcal{O}(1) \left( |q_1^{p,+}| + |q_2^{p,+}| + |\Delta u_1^{M}| \right) |q_1^{p,+}| + \left( \ell_4^{p,+} W_4^{p,+} |\lambda_1^{p,+} - \chi_1^{M}(t)| + |q_2^{p,+}| \right) |\Delta u_1^{M}|
\]
\[
\leq \left( 1 + \kappa_0 W + \mathcal{O}(1) (\ell^{0} + |q_1^{p,+}| + |q_2^{p,+}| + |\Delta u_1^{M}|) \right) |\lambda_1^{p,+} - \chi_1^{M}(t)||q_1^{p,+}| + \mathcal{O}(1)(1 + \ell) |\Delta u_1^{M}|
\]
\[
< \frac{1}{2} (1 - \kappa_0 W) |\lambda_1^{p,+} - \chi_1^{M}(t)||q_1^{p,+}| + \mathcal{O}(1)(1 + \ell) |\Delta u_1^{M}|
\]
provided \( \ell \gg 1 \gg \epsilon \) and \( \kappa_0 < \frac{1}{W} \). \( \tag{5.23} \)

Recall that the constant \( W \) is sufficiently close to 1. Now from (5.15) (5.23), we can choose the appropriate \( \kappa_0 \) such that
\[
\kappa_1 W < \kappa_0 < \frac{1}{W}.
\]
Since \( \ell_3 < 1 \) under condition (C1), it is deduced from the estimate \( \lambda_2^{p,+} - \chi_2^{M}(t) = \mathcal{O}(1) (|q_1^{p,+}| + |\Delta u_1^{M}||) \) that
\[
E_{3,p} = \ell_3 W_3^{p,+} |q_3^{p,+} (\lambda_2^{p,+} - \chi_2^{M}(t)) = \mathcal{O}(1) (|q_1^{p,+}| + |\Delta u_1^{M}||).
\]  \( \tag{5.24} \)

Finally, by the estimates (5.22) (5.24), we arrive at
\[
\sum_{i=1}^{4} E_{i,p} \leq \frac{1}{2} (1 - \kappa_0 W) \ell_4 |q_1^{p,+}| + \mathcal{O}(1)(1 + \ell) |\Delta u_1^{M}| + \mathcal{O}(1)(|q_1^{p,+}| + |\Delta u_1^{M}|)
\]
\[
\leq \mathcal{O}(1) |\Delta u_1^{M}|,
\]
which shows the estimate (5.5)\_3.

We eventually verified all the conclusions in (5.5), and then derive the derivative estimate
\[
\dot{\mathcal{L}}(U(t), V(t)) \leq \mathcal{O}(\epsilon + |\Delta u_1^{M}|), \quad \text{for a.e. } t \in (0, +\infty).
\]
Integrate it from \( \tilde{t} \) to \( t \) to get
\[
\mathcal{L}(U(t), V(t)) \leq \mathcal{L}(U(\tilde{t}), V(\tilde{t})) + \int_{\tilde{t}}^{t} |\Delta u_1^{M}(\tau)| d\tau + \mathcal{O}(1)\epsilon(t - \tilde{t}). \tag{5.25} \]
In addition, it is obvious that the distance of two pistons satisfies

\[ \| \chi_{p,1}(\cdot) - \chi_{p,2}(\cdot) \|_{C(\bar{I}, \mathbb{R})} \leq |\chi_{p,1}(\bar{t}) - \chi_{p,2}(\bar{t})| + \int_{\bar{t}}^{t} |u_{p}(\tau) - v_{p}(\tau)| d\tau. \]  

(5.26)

Combining (5.25) with (5.26), and employing Proposition 4.3, we obtain

\[ \int_{\chi_{p}^{m}(t)}^{+\infty} |U(t, x) - V(t, x)| dx \]

\[ \leq \mathcal{O}(1) \left( \int_{\chi_{p}^{m}(t)}^{+\infty} |U(\bar{t}, x) - V(\bar{t}, x)| dx + \int_{\bar{t}}^{t} |\Delta u_{p}^{m}(\tau)| d\tau + \varepsilon(t - \bar{t}) \right) \]

\[ \leq \mathcal{O}(1) \left( \int_{\chi_{p}^{m}(t)}^{+\infty} |U(\bar{t}, x) - V(\bar{t}, x)| dx + \int_{\bar{t}}^{t} |u_{p}(\tau) - u_{1}(\tau, \chi_{p}^{m}(\tau))| d\tau \right) \]

\[ + \int_{\bar{t}}^{t} |v_{p}(\tau) - u_{2}(\tau, \chi_{p}^{m}(\tau))| d\tau \]

\[ + \int_{\bar{t}}^{t} |u_{p}(\tau) - v_{p}(\tau)| d\tau + \varepsilon(t - \bar{t}) \]

\[ \leq \mathcal{O}(1) \left( \int_{\chi_{p}^{m}(t)}^{+\infty} |U(\bar{t}, x) - V(\bar{t}, x)| dx + \int_{\bar{t}}^{t} |u_{p}(\tau) - v_{p}(\tau)| d\tau + \varepsilon(t - \bar{t}) \right) \]

\[ + \mathcal{O}(1) \| \chi_{p,1}(\cdot) - \chi_{p,2}(\cdot) \|_{C(\bar{I}, \mathbb{R})} \]

\[ \leq \mathcal{O}(1) \left( \int_{\chi_{p}^{m}(t)}^{+\infty} |U(\bar{t}, x) - V(\bar{t}, x)| dx + \int_{\bar{t}}^{t} |u_{p}(\tau) - v_{p}(\tau)| d\tau + \varepsilon(t - \bar{t}) \right) \]

\[ + \mathcal{O}(1) \| \chi_{p,1}(\bar{t}) - \chi_{p,2}(\bar{t}) \| \]

We thus deduce that

\[ \| U(t, \cdot) - V(t, \cdot) \|_{L^{1}(\mathbb{R})} = \int_{\chi_{p}^{m}(t)}^{+\infty} |U(t, x) - V(t, x)| dx + \int_{\chi_{p}^{m}(t)}^{+\infty} |U(t, x) - V(t, x)| dx \]

\[ \leq \mathcal{O}(1) \left( \int_{\chi_{p}^{m}(t)}^{+\infty} |U(\bar{t}, x) - V(\bar{t}, x)| dx + \int_{\bar{t}}^{t} |u_{p}(\tau) - v_{p}(\tau)| d\tau \right) \]

(5.27)

\[ + \mathcal{O}(1) \left( |\chi_{p,1}(\bar{t}) - \chi_{p,2}(\bar{t})| + |\chi_{p,1}(\bar{t}) - \chi_{p,2}(\bar{t})| + \mathcal{O}(1) \varepsilon(t - \bar{t}) \right) \]

\[ \leq \mathcal{O}(1) \left( \| U(\bar{t}, \cdot) - V(\bar{t}, \cdot) \|_{L^{1}(\mathbb{R})} + \| u_{p}(\cdot) - v_{p}(\cdot) \|_{L^{1}(\bar{I}, \mathbb{R})} + \varepsilon(t - \bar{t}) \right), \]

where we have the estimate

\[ |\chi_{p,1}(\bar{t}) - \chi_{p,2}(\bar{t})| \leq \mathcal{O}(1) \int_{\chi_{p}^{m}(t)}^{+\infty} |U(\bar{t}, x) - V(\bar{t}, x)| dx. \]

**Proof of Theorem 1.1 for the L¹-stability under condition (C1).** Suppose $U^{\mu}, U^{\nu}$ are two approximate solutions to (IBVP) under condition (C1). Particularly, we take

\[ \varepsilon = \max \{ \mu, \nu \}, \quad (U^{\varepsilon}, v_{p}^{\varepsilon}) = (U^{\mu}, u_{p}^{\mu}), \quad (V^{\varepsilon}, v_{p}^{\varepsilon}) = (U^{\nu}, u_{p}^{\nu}), \]
This means the approximations
Passing to the limits as
and let \( \mu, \nu \) cases as below.

Lemma 5.2. Then estimate (5.27) obviously implies that convergence, we suppose that

Then estimate \([5.24]\) obviously implies that

This means the approximations \( \{U^\varepsilon\} \) constructed by fractional-step front tracking algorithm is indeed a Cauchy sequence which has a unique limit \( U \). In terms of the strong convergence, we suppose that

Then estimate \([5.24]\) obviously implies that

for any \( t > \tilde{t} \geq 0 \). This eventually established the \( L^1\)-stability of non-reacting flow under condition (C1).

5.3. \( L^1\)-stability for reacting flow. Consider the \( \varepsilon \)-approximate solutions \( U \) and \( V \) to the \((IBVP)\) under condition (C2) or (C3) constructed by fractional-step wave front tracking scheme as stated in section 3. Then, for any \( t \in (t_{k-1}, t_k) \) with \( k \geq 1 \), the analysis of \( \hat{\mathcal{L}}(U(t), V(t)) \) in section 5.2 remains valid by only slight modifications on \( \ell_3 \) distribution in Table 2. More precisely, since \( T.V\{Y_1(0, \cdot); (0, +\infty)\} + T.V\{Y_2(0, \cdot); (0, +\infty)\} < 2\varepsilon \ll 1 \), we can use \( K|q_3| < 1 \) instead of \( K\ell_3 \in [5.16] \) and deduce again that

So our purpose now is to show the changes of \( \mathcal{L} \) when crossing the time \( t = t_k \). Denote the states before reaction by

and states after reaction by

They satisfy the relations \([1.19]\). Besides, we always use the notations

for brevity. Above all, we consider \( \Delta\mathcal{L}(U(t_k), V(t_k)) \) for partially ignited flow in three cases as below.

Case 5.3.1. Difference \( \Delta\mathcal{L} \) at \( x \in (\chi^a(t_k), \chi^m(t_k)) \). We begin with the estimates on distance indices in combustion process.

Lemma 5.2. For sufficiently small \( \varepsilon \), there hold

\[
|q_3| - |q_3^*| \leq -|Y_1^* - Y_2^*| \phi \varepsilon + \mathcal{O}(1) \sum_{j \neq 3} |q_j|^* (Y_1^* + Y_2^*) \varepsilon, \tag{5.29}
\]
Proof. First, by (4.19), one figures out that
\[ Y_1 - Y_2 = (Y_1^* - Y_2^*)(1 - \phi(T_1^*)) + Y_2^* (\phi(T_2^*) - \phi(T_1^*)) \varepsilon. \]
Then, by condition (4.18) on \( \phi \), we obtain
\[ |q_3| - |q_3^*| = |Y_1 - Y_2| - |Y_1^* - Y_2^*| \leq -|Y_1^* - Y_2^*| \phi \varepsilon + O(1)Y_2^* \varepsilon \sum_{j \neq 3} |q_j^*|, \]
or
\[ |q_3| - |q_3^*| = |Y_1 - Y_2| - |Y_1^* - Y_2^*| \leq -|Y_1^* - Y_2^*| \phi \varepsilon + O(1)Y_1^* \varepsilon \sum_{j \neq 3} |q_j^*|. \]
Thus above two estimates give (5.29).

Set \( \Upsilon_1 \doteq |Y_1 - Y_1^*|, \; \Upsilon_2 \doteq |Y_2 - Y_2^*| \). Then we have
\[ |Y_1 - Y_2| \leq (|Y_1^* - Y_2^*| \phi(T_1^*) + Y_2^* (\phi(T_1^*) - \phi(T_2^*)) ) \varepsilon \leq O(1) \left( |Y_1^* - Y_2^*| + Y_2 \sum_{j \neq 3} |q_j^*| \right) \varepsilon. \]
Consider the function \( q_i = f_i(q^*, \Upsilon_1, \Upsilon_2) \) where \( q^* = (q_1^*, q_2^*, q_3^*) \). It follows from (5.31) that
\[ q_i = f_i(q^*, \Upsilon_1, \Upsilon_2) + O(1)|Y_1 - Y_2| \]
\[ = q_i^* + O(1)|q^*| T_1 \] \( + O(1)(|Y_1^* - Y_2^*| \varepsilon + \sum_{j \neq 3} |q_j^*| Y_1^* + Y_2^*) \varepsilon \),
which leads to the estimate (5.30).

Now we continue to study \( \Delta \mathcal{L}(U(t_k), V(t_k)) \). Recall the estimate (4.33) on \( \Delta \mathcal{G}(t_k) \). We obtain
\[ \mathcal{W}_i - \mathcal{W}_i^* \leq -\frac{1}{4} \mathcal{K} \left( K \mathcal{T}_k + \theta_3 \phi \sum_{x_n \leq \chi_{i,1}(t_k)} |\alpha_i^*| \varepsilon \right)_U - \frac{1}{4} \mathcal{K} \left( K \mathcal{T}_k + \theta_3 \phi \sum_{x_n \leq \chi_{i,2}(t_k)} |\beta_i^*| \varepsilon \right)_V. \]
Thus
\[ \sum_{i \neq 3} \ell_i (\mathcal{W}_i |q_i| - \mathcal{W}_i^* |q_i^*|) = \sum_{i \neq 3} \ell_i \left( \mathcal{W}_i (|q_i| - |q_i^*|) + (\mathcal{W}_i - \mathcal{W}_i^*) |q_i^*| \right) \]
\[ \leq O(1) \mathcal{W} \sum_{i \neq 3} \ell_i \left( |Y_1^* - Y_2^*| + \sum_{j \neq 3} |q_j^*| (Y_1^* + Y_2^*) \right) \varepsilon \]
\[ - \frac{1}{4} \mathcal{K} \sum_{i \neq 3} \ell_i |q_i^*| \left( K \mathcal{T}_k + \theta_3 \phi \sum_{x_n \leq \chi_{i,1}(t_k)} |\alpha_i^*| \varepsilon \right)_U \]
By (5.29), we deduce that
\[
-\frac{1}{4} \kappa \sum_{i \neq 3} \ell_i |q_i^*| \left( K T_k^s + \theta_3 \phi \sum_{x_\beta \leq \chi_{s,2}(t_k)} |\beta_i^s| \varepsilon \right)_V.
\] (5.32)

By direct computation, we know that
\[
\ell_3 (W_3 |q_3| - W_3^* |q_3^*|) = \ell_3 \left( (W_3 - W_3^*) |q_3| + W_3^* (|q_3| - |q_3^*|) \right)
< -\ell_3 |Y_1^* - Y_2^*| \phi \varepsilon + \mathcal{O}(1) \ell_3 W \sum_{j \neq 3} |q_j^*| (Y_1^* + Y_2^*) \varepsilon.
\] (5.33)

Therefore, it follows from the estimates (5.32), (5.33) and the coefficients condition (5.2) that
\[
\sum_{i=1}^{4} \ell_i (W_i |q_i| - W_i^* |q_i^*|)
\leq \left( \mathcal{O}(1) \sum_{i \neq 3} \ell_i - \ell_3 \phi \right) |Y_1^* - Y_2^*| \varepsilon
+ \mathcal{O}(1) \sum_{i=1}^{4} \ell_i \sum_{j \neq 3} |q_j^*| \left( T_k^s + \sum_{x_\alpha \leq \chi_{s,1}(t_k)} |\alpha_j^s| \varepsilon \right)_U
+ \left( T_k^s + \sum_{x_\beta \leq \chi_{s,2}(t_k)} |\beta_j^s| \varepsilon \right)_V
- \frac{1}{4} \kappa \sum_{i \neq 3} \ell_i |q_i^*| \left( K T_k^s + \theta_3 \phi \sum_{x_\alpha \leq \chi_{s,1}(t_k)} |\alpha_i^s| \varepsilon \right)_U
- \frac{1}{4} \kappa \sum_{i \neq 3} \ell_i |q_i^*| \left( K T_k^s + \theta_3 \phi \sum_{x_\beta \leq \chi_{s,2}(t_k)} |\beta_i^s| \varepsilon \right)_V
\leq \left( \mathcal{O}(1) \sum_{i \neq 3} \ell_i - \ell_3 \phi \right) |Y_1^* - Y_2^*| \varepsilon
+ \left( \mathcal{O}(1) \sum_{i=1}^{4} \ell_i - \frac{1}{4} \kappa \right) \sum_{i \neq 3} |q_i^*| \left( K T_k^s + \theta_3 \phi \sum_{x_\alpha \leq \chi_{s,1}(t_k)} |\alpha_i^s| \varepsilon \right)_U
+ \left( \mathcal{O}(1) \sum_{i=1}^{4} \ell_i - \frac{1}{4} \kappa \right) \sum_{i \neq 3} |q_i^*| \left( K T_k^s + \theta_3 \phi \sum_{x_\beta \leq \chi_{s,2}(t_k)} |\beta_i^s| \varepsilon \right)_V
< 0.
\] (5.34)

**Case 5.3.2.** Difference $\Delta L$ at $x \in (\chi^m_s(t_k), \chi^M_s(t_k))$. Without loss of generality, we assume that $T_1 > T_2 > T_2$ for this case. Hence
\[
\phi(T_1) > 0 = \phi(T_2), \quad \Upsilon_1 = |Y_1^* - Y_2^*| \neq 0, \quad \Upsilon_2 = |Y_2 - Y_2^*| = 0.
\]

By direct computation, we know that
\[
Y_1 = Y_1^* \phi(T_1^*) \varepsilon \leq \mathcal{O}(1) \left( \sum_{x_\alpha < \chi_{s,1}(t_k)} |\alpha_j^s| \varepsilon + \Upsilon_k^s \right)_U,
\]
\[
T_i - q_i^* = \mathcal{O}(1) \Upsilon_1 \quad \text{for } i \neq 3, \quad |q_3| - |q_3^*| = |Y_1 - Y_2| - |Y_1^* - Y_2| \leq \Upsilon_1,
\]
and

\[ W_i - W_i^* < -\frac{1}{4} K \left( K Y_k^s + \theta_3 \phi \sum_{x_0 \leq x_{s,1}(t_k)} |\alpha^*_3| \varepsilon \right) U, \]

These imply that

\[
\sum_{i \neq 3} \ell_i (W_i |q_i| - W_i^* |q_i^*|) = \sum_{i \neq 3} \ell_i \left( W_i (|q_i| - |q_i^*|) + (W_i - W_i^*) |q_i^*| \right)
\leq O(1) W \sum_{i \neq 3} \ell_i Y_1 - \frac{1}{4} K \sum_{i \neq 3} |q_i^*| \left( K Y_k^s + \theta_3 \phi \sum_{x_0 \leq x_{s,1}(t_k)} |\alpha^*_3| \varepsilon \right) U,
\]

and

\[
\ell_3 (W_3 |q_3| - W_3^* |q_3^*|) = \ell_3 \left( W_3 (|q_3| - |q_3^*|) + (W_3 - W_3^*) |q_3^*| \right)
\leq \ell_3 W Y_1.
\]

Thus we conclude that

\[
\sum_{i=1}^{4} \ell_i (W_i |q_i| - W_i^* |q_i^*|)
\leq \left( O(1) \sum_{i=1}^{4} \ell_i - \frac{1}{4} K \sum_{i \neq 3} |q_i^*| \left( K Y_k^s + \theta_3 \phi \sum_{x_0 \leq x_{s,1}(t_k)} |\alpha^*_3| \varepsilon \right) \right) U
\]

\[ < 0, \]

because \( |q_i^*| \) is approximate to strength of large 4-shock and \( K \) is large enough.

**Case 5.3.3.** Difference \( \Delta L \) at \( x \in (\chi_{m}^s(t_k), +\infty) \). In this case, we know that both \( T_1 \) and \( T_2 \) are less than \( T_1 \). This leads to \( Y_1 = Y_2 = 0 \), i.e., the chemical reaction is absent in the region \((\chi_{m}^s(t_k), +\infty)\). By construction, no wave interaction takes place at \( t = t_k \). Hence the Lipschitz continuity yields

\[
\int_{\chi_{m}^s(t_k)}^{+\infty} \sum_{i=1}^{4} \ell_i (W_i |q_i| - W_i^* |q_i^*|) dx = 0.
\]

Combining (5.36) with (5.33) (5.35), we conclude that at \( t = t_k \), there holds

\[
\Delta L(t_k) = \left( \int_{\chi_{m}^s(t_k)}^{\chi_{k}^s} + \int_{\chi_{k}^s}^{\chi_{m}^s} + \int_{\chi_{m}^s}^{+\infty} \right) \sum_{i=1}^{4} \ell_i (W_i |q_i| - W_i^* |q_i^*|) dx < 0.
\]

Finally, we are concerned with the completely ignited flow. It follows from (4.34) that

\[
W_i - W_i^* \leq -\frac{1}{4} K \theta_3 \phi \sum_{\alpha^*_3 \in J_3} |\alpha^*_3| \varepsilon \quad \text{for} \quad 1 \leq i \leq 4.
\]
Then, according to Lemma 5.2 there holds
\[ \sum_{i=1}^{4} \ell_i \left( W_i |q_i| - W_i^* |q_i^*| \right) \]
\[ = \sum_{i=1}^{4} \ell_i \left( W_i (|q_i| - |q_i^*|) + (W_i - W_i^*) |q_i^*| \right) \]
\[ \leq \left( O(1) \sum_{i \neq 3} \ell_i - \ell_3 \phi \right) |Y_1^* - Y_2^*| \varepsilon + O(1) \sum_{i=1}^{4} \ell_i \sum_{j \neq 3} |q_j^*| (Y_1^* + Y_2^*) \varepsilon \]
\[ - \frac{1}{4} K \theta_3 \phi \sum_{j \neq 3} |q_j^*| \cdot \sum_{\alpha_j^* \in J_3^*} |\alpha_j^*| \varepsilon \]
\[ \leq \left( O(1) \sum_{i \neq 3} \ell_i - \ell_3 \phi \right) |Y_1^* - Y_2^*| \varepsilon \]
\[ + \left( O(1) \sum_{i=1}^{4} \ell_i - \frac{1}{4} K \theta_3 \phi \right) \sum_{j \neq 3} |q_j^*| \cdot \sum_{\alpha_j^* \in J_3^*} |\alpha_j^*| \varepsilon \]
\[ < 0. \]
Therefore at \( t = t_k \), we still have
\[ \Delta L(t_k) = \int_{X(t_k)} \sum_{i=1}^{4} \ell_i \left( W_i |q_i| - W_i^* |q_i^*| \right) \, dx < 0. \] (5.38)
As a consequence, estimates (5.28)–(5.37)–(5.38) give
\[ L(U(t), V(t)) \leq L(U(\tilde{t}), V(\tilde{t})) + O(1) \varepsilon (t - \tilde{t}) + O(1) \int_{\tilde{t}}^{t} |\Delta u^M_p(\tau)| \, d\tau \]
for every \( t > \tilde{t} \geq 0 \), which implies that
\[ \int_{X(t)} |U(t, \cdot) - V(t, \cdot)| \, dx \]
\[ \leq O(1) \left( \int_{X(\tilde{t})} |U(\tilde{t}, \cdot) - V(\tilde{t}, \cdot)| \, dx + \int_{\tilde{t}}^{t} |\Delta u^M_p(\tau)| \, d\tau + \varepsilon (t - \tilde{t}) \right). \]

**Proof of Theorem 1.1 for the L^1-stability under condition (C2) or (C3).** By Proposition 4.3 for the velocities comparison, and apply the similar argument for non-reacting flow in section 5.2 to reacting flow, we deduce that
\[ \|U^\varepsilon(t, \cdot) - V^\varepsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} \]
\[ \leq O(1) \left( \|U^\varepsilon(\tilde{t}, \cdot) - V^\varepsilon(\tilde{t}, \cdot)\|_{L^1(\mathbb{R})} + \|u^\varepsilon_p(\cdot) - v^\varepsilon_p(\cdot)\|_{L^1([\tilde{t}, \ell])} + \varepsilon (t - \tilde{t}) \right). \] (5.39)
Take \( \tilde{t} = 0 \) in (5.39). Extracting a subsequence \( \{\varepsilon_k\} \) if necessary, then as \( \varepsilon_k \to 0 \), we see that
\[ \|U(t, \cdot) - V(t, \cdot)\|_{L^1(\mathbb{R})} \leq O(1) \left( \|u_0(\cdot) - v_0(\cdot)\|_{L^1(\mathbb{R})} + \|u_p(\cdot) - v_p(\cdot)\|_{L^1([0, \ell])} \right). \]
which establishes the $L^1$-stability for combustion flow. \hfill \Box

6. **Uniqueness of Limit Solution to (IBVP) for Combustion Flow**

In this section, we will consider the uniqueness of the entropy solutions obtained by fractional-step wave front tracking scheme for the combustion reacting flow under condition (C2) or (C3). To complete it, we need to establish the error estimates on distinct trajectories. For this purpose, we first rewrite the approximate solutions to the (IBVP) with the initial-boundary data $(U_0^ε, u_p^ε)$ constructed in section 3 in the operator form:

$$U^ε(t, x) = \mathcal{P}_t^ε(U_0^ε(x), u_p^ε(t)) \doteq S_{t-k^ε}^ε \circ (T_{ε} \circ S_{t-k^ε}^ε)^{k}(U_0^ε(x), u_p^ε(t)),$$

where integer $k = \min\{[t/ε], N\}$. Here, $S^ε$ denotes the approximate solution operator to the (IBVP) for non-reaction flow

$$\begin{aligned}
\begin{cases}
\partial_t E(U) + \partial_x F(U) = 0, & (t, x) \in \Omega^ε_k, \\
U(t_{k-1}, x) = U^ε(t_{k-1}, x), & x > \chi_p^ε(t_{k-1}), \\
u(t, \chi_p^ε(t)) = u_p^ε(t), & t \in [t_{k-1}, t_k).
\end{cases}
\end{aligned} \tag{6.1}

Moreover, the solution to $[6.1]$ is defined by

$$U^ε(t, x) \doteq S^ε_{t-t_{k-1}}(U^ε(t_{k-1}, x), u_p^ε(t)), \quad (t, x) \in \Omega^ε_k \text{ for } k \geq 1.$$

Let $\mathcal{T}$ be the approximate solution operator to the following Cauchy problem of ordinary differential equations:

$$\begin{aligned}
\begin{cases}
\partial_t E(U) = G(U), & t \in [0, ε], \\
U(0, x) = U^ε(t_{k} - 0, x), & x > \chi_p^ε(t_k),
\end{cases}
\end{aligned}
$$

whose approximate solution can be given by

$$\mathcal{T}t(U(0, x)) \doteq U(0, x) + tG_0(U(0, x)).$$

In the sequel, we always use the notations $U_0, V_0, U_τ, V_τ$ (or $u_p, v_p$) etc. to represent the piecewise constant approximations to the initial (or boundary) values. Then, by (5.39), we have

**Proposition 6.1.** Given two $ε$-approximate initial-boundary data $(U_0, u_p)$ and $(V_0, v_p)$ satisfying condition (C2), there holds

$$\begin{aligned}
\|\mathcal{P}_t^ε(U_0, u_p) - \mathcal{P}_t^ε(V_0, v_p)\|_{L^1(\mathbb{R})} & \\
\leq \mathcal{O}(1) \left( \|\mathcal{P}_t^ε(U_0, u_p) - \mathcal{P}_t^ε(V_0, v_p)\|_{L^1(\mathbb{R})} + \|u_p - v_p\|_{L^1([t, t])} \right) \\
& + \mathcal{O}(1)ε(t - \tilde{t}),
\end{aligned}
$$

for any $t > \tilde{t} \geq 0$. Moreover, the above flow estimate also holds under condition (C3).

Next, we turn to discuss the evolution of reacting flows after shifting the initial time to $τ > 0$. Thus the initial position of large leading shock must be separated from that of piston. But we need not be concerned with what the backward trajectory is and whether the large shock front coincides with the piston in the past. Suppose that $U_τ = (U^p_τ, Y_{1,τ})$ and $V_τ = (V^p_τ, Y_{2,τ})$ are new initial data for reacting flow, which are the small perturbation of the background states $U_0(τ, x)$. Moreover, the boundary data $u_p$ and $v_p$ are constructed by small perturbations of reference velocity $\bar{u}_p$ on the boundary.
Let $\chi_{p,1}(\tau)$ and $\chi_{s,1}(\tau)$ be respectively the positions of the piston and large shock corresponding to $U_\tau$, while $\chi_{p,2}(\tau)$ and $\chi_{s,2}(\tau)$ corresponding to $V_\tau$. Then define the initial intervals at time $\tau$ by

$$I_j(\tau) = (\chi_{j,1}(\tau), \chi_{s,j}(\tau)), \quad J_j(\tau) = (\chi_{s,j}(\tau), +\infty), \quad \text{for } j = 1, 2.$$ 

It is required that $I_1(\tau) \cap I_2(\tau) \neq \emptyset$. We also demand that the new initial-boundary data satisfy

$$\|U_{\tau}^E - \tilde{U}_{\tau}^E\|_{L^1(\mathbb{R})} + \|V_{\tau}^E - \tilde{U}_{\tau}^E\|_{L^1(\mathbb{R})} + \|u_p - \tilde{u}_p\|_{L^1(\mathbb{R}^+)} + \|v_p - \tilde{u}_p\|_{L^1(\mathbb{R}^+)} < +\infty,$$

$$T.V.\{U_{\tau}^E - \tilde{U}_{\tau}^E; I_1(\tau)\} + T.V.\{U_{\tau}^E - \tilde{U}_{\tau}^E; J_1(\tau)\}$$

$$+ T.V.\{u_p; (\tau, +\infty)\} + T.V.\{Y_{1,\tau}; I_1(\tau) \cup J_1(\tau)\} \ll 1,$$

$$T.V.\{V_{\tau}^E - \tilde{U}_{\tau}^E; I_2(\tau)\} + T.V.\{V_{\tau}^E - \tilde{U}_{\tau}^E; J_2(\tau)\}$$

$$+ T.V.\{v_p; (\tau, +\infty)\} + T.V.\{Y_{2,\tau}; I_2(\tau) \cup J_2(\tau)\} \ll 1,$$

$$\tilde{u}_p^{-1}(\|Y_{1,\tau}\|_{L^1(\mathbb{R})} + \|Y_{2,\tau}\|_{L^1(\mathbb{R})}) \ll 1.$$ 

We make the following assumptions:

(C1) conditions (6.2) hold if $\tilde{T}_1 > T_1$;
(C2) conditions (6.2) hold if $T_1 > T_1 > \tilde{T}_1$.

Upon Remark 4.1 and previous stability argument in sections 5.2-5.3, we get the following conclusions on operators $P^\tau_{I\tau}$ and $S^\tau_{I\tau}$.

**Proposition 6.2.** Suppose initial-boundary data $(U_\tau, u_p)$ and $(V_\tau, v_p)$ satisfy the assumption (C1) or (C2). Then the reacting flows constructed by fractional-step front tracking method satisfy

$$\|P^\tau_{I\tau}(U_\tau, u_p) - P^\tau_{I\tau}(V_\tau, v_p)\|_{L^1(\mathbb{R})}$$

$$\leq O(1)\left(\|P^\tau_{I\tau}(U_\tau, u_p) - P^\tau_{I\tau}(V_\tau, v_p)\|_{L^1(\mathbb{R})} + \|u_p - v_p\|_{L^1([\tilde{t}, l])}\right)$$

$$+ O(1)\varepsilon(t - \tilde{t}),$$

while the non-reacting flows satisfy

$$\|S^\tau_{I\tau}(U_\tau, u_p) - S^\tau_{I\tau}(V_\tau, v_p)\|_{L^1(\mathbb{R})}$$

$$\leq O(1)\left(\|S^\tau_{I\tau}(U_\tau, u_p) - S^\tau_{I\tau}(V_\tau, v_p)\|_{L^1(\mathbb{R})} + \|u_p - v_p\|_{L^1([\tilde{t}, l])}\right)$$

$$+ O(1)\varepsilon(t - \tilde{t}),$$

and

$$\|S^\tau_{I\tau}(U_\tau, u_p) - S^\tau_{I\tau}(U_\tau, u_p)\|_{L^1(\mathbb{R})} \leq O(1)(t - \tilde{t}),$$

$$\|S^\tau_{I\tau}(U_\tau, u_p) - S^\tau_{I\tau}(U_\tau, u_p)\|_{L^1(\mathbb{R})} \leq O(1)\max\{\mu, \nu\}t,$$

for any $t > \tilde{t} \geq 0$ and $\mu, \nu \leq \varepsilon$.

According to the equivalence of total variation and Glimm-type functional, there exists a constant $C_5 > 0$ dependent of $\tilde{U}_b$ such that condition $T.V.\{U_0(\cdot); \mathbb{R}^+\} + T.V.\{u_p(\cdot); \mathbb{R}^+\} < \varepsilon$ implies

$$T.V.\{S^\tau_{I\tau}(U_0, u_p); (\chi_{p,1}, +\infty)\} < C_5 \varepsilon \quad \forall \ t > 0.$$
Thus we can choose a positive \( \bar{t} \) suitably small, so that
\[
T.V. \{ S_t^\varepsilon(U_0, u_p) + eG_0(S_t^\varepsilon(U_0, u_p)) : (\chi_{p,1}, +\infty) \} < 2C_5 \varepsilon, \quad \forall \, \varepsilon \in (0, \bar{t}).
\]
The smallness of variation ensures the global stability after perturbation. So we can utilize all the results proved in section 5.3 to establish the following lemma on operators commutation.

**Lemma 6.1** (Commutation estimate). Assume \((U_\tau, u_p)\) is the initial-boundary data under condition \((C1)\) or \((C2)\). Then the operators \(S_t^\varepsilon\) and \(T_\varepsilon\) satisfy
\[
\|S_t^\varepsilon \circ T_\varepsilon(U_\tau, u_p) - T_\varepsilon \circ S_t^\varepsilon(U_\tau, u_p)\|_{L^1(\mathbb{R})} \leq O(1) \varepsilon t,
\]
for any \( t > 0 \) and \( 0 < \varepsilon \ll \bar{t} \).

**Proof.** Set \( \hat{U}(t) = S_t^\varepsilon \circ T_\varepsilon(U_\tau, u_p) \), \( \hat{V}(t) = S_t^\varepsilon(U_\tau, u_p) \) and \( \hat{w}(t) = eG_0(S_t^\varepsilon(U_\tau, u_p)) \). Obviously, \( \hat{U}, \hat{V} \) and \( \hat{V} + \hat{w} \) have the same boundary curve \( x = \chi_{p,1}(t) \) and boundary velocity \( u_p \). Connect \( \hat{U} \) with \( \hat{V} + \hat{w} \) by Hugoniots curves according to the orientation rule in \((5.1)\).

Then there is a unique vector \( q = (q_1, q_2, q_3, q_4) \) such that \( \hat{V} + \hat{w} = H(q)(\hat{U}) \), or conversely \( \hat{U} = H(q)(\hat{V} + \hat{w}) \). Here the mapping \( H \) is given by Definition \([2.1] \). We further define a perturbed Lyapunov functional
\[
\mathcal{L}_p(\hat{U}(t), \hat{V}(t) + \hat{w}(t)) = \sum_{i=1}^{4} \int_{\chi_{p,1}}^{+\infty} \ell_\alpha W_i |q_i| dx,
\]
where
\[
W_i = 1 + K \left( A_i(\hat{U}, \hat{V}) + K(Q(\hat{U}) + Q(\hat{V})) + K\mathcal{L}_0(\hat{U}, \hat{V}) \right)
\]
follows the definition in \((5.3)\). Compute the time derivative of \( \mathcal{L}_p \) to get
\[
\dot{\mathcal{L}}_p(\hat{U}, \hat{V} + \hat{w}) = \sum_{\alpha \in J} \sum_{i=1}^{4} (|q_i^{\alpha+}| \ell_i^{\alpha+} W_i^{\alpha+}(\lambda_i^{\alpha+} - \hat{x}_\alpha) - |q_i^{\alpha-}| \ell_i^{\alpha-} W_i^{\alpha-}(\lambda_i^{\alpha-} - \hat{x}_\alpha))
\]
\[
+ \sum_{i=1}^{4} |q_i^{\beta+}| \ell_i^{\beta+} W_i^{\beta+}(\lambda_i^{\beta+} - u_p)
\]
\[
= \sum_{\alpha \in J} \sum_{i=1}^{4} \tilde{\ell}_{i,\alpha} + \sum_{i=1}^{4} \tilde{\ell}_{i,p}.
\]
By identical argument in Case 5.1.5, it is readily derived that
\[
\sum_{i=1}^{4} \tilde{\ell}_{i,p} < 0.
\]
We only need to evaluate \( \tilde{\ell}_{i,\alpha} \).

For every wave \( \alpha \) of \( \hat{U} \), sum \( \sum_{i=1}^{4} \tilde{\ell}_{i,\alpha} \) satisfies the estimates \((5.3)_1, (5.3)_2\) by the standard argument in section 5.2. Now it remains to consider the wave \( \alpha \) of \( \hat{V} \), which is certainly associated with the front of \( \hat{V} + \hat{w} \). If \( 1 \leq k_\alpha \leq 4 \), one has \( \hat{V}^+ = S_{k_\alpha}(\alpha)(\hat{V}^-) \) and the front speed
\[
\hat{x}_\alpha = \begin{cases} 
\lambda_{k_\alpha}(\hat{V}^-) & \text{if } \alpha > 0, \\
\lambda_{k_\alpha}(\hat{V}^-, \hat{V}^+) & \text{if } \alpha < 0.
\end{cases}
\]
Then we introduce an auxiliary state
\[(\hat{V} + \hat{w})^\oplus \doteq S_{k_\alpha}(\alpha)(\hat{V}^- + \hat{w}^-).\]
Connect state \(\hat{U}\) with \((\hat{V} + \hat{w})^\oplus\) by Hugoniot curves according to \((\ref{5.1}).\) Denote the successive states from left to right by \(\omega_0^\oplus, \omega_1^\oplus, \cdots, \omega_l^\oplus.\) Then they satisfy \(\omega_i^\oplus = S_l(q_i^\oplus)(\omega_{i-1}^\oplus)\) for some index \(q_i^\oplus.\) Accordingly, define
\[
\lambda_i^\oplus = \lambda_{i}(\omega_{i-1}^\oplus, \omega_i^\oplus), \quad \hat{x}_i^\oplus = \begin{cases} \lambda_{k_\alpha}(\hat{V}^- + \hat{w}^-) & \text{if } \alpha > 0, \\ \lambda_{k_\alpha}(\hat{V}^- + \hat{w}^-, (\hat{V} + \hat{w})^\oplus) & \text{if } \alpha < 0. \end{cases}
\]
So one can rewrite the term \(\tilde{\delta}_{i,\alpha}\) as
\[
\tilde{\delta}_{i,\alpha} = \ell_i^+ W_i^+ |q_i^+| (\lambda_i^+ - \hat{x}_\alpha) - \ell_i^- W_i^- |q_i^-| (\lambda_i^- - \hat{x}_\alpha)
= \left( (\ell_i^+ W_i^+ |q_i^+| (\lambda_i^- - \hat{x}_\alpha) - \ell_i^- W_i^- |q_i^-| (\lambda_i^- - \hat{x}_\alpha) )
+ (\ell_i^+ W_i^+ |q_i^+| (\lambda_i^+ - \hat{x}_\alpha) - \ell_i^- W_i^- |q_i^-| (\lambda_i^- - \hat{x}_\alpha) )
+ (\ell_i^+ W_i^+ |q_i^+| (\lambda_i^+ - \hat{x}_\alpha) - \ell_i^- W_i^- |q_i^-| (\lambda_i^- - \hat{x}_\alpha) ) \right)
= \hat{\delta}_{i,\alpha} + \hat{\delta}_{i,\alpha}^+.\]
By similar argument on \(\hat{V}^- + \hat{w}^-, (\hat{V} + \hat{w})^\oplus\) instead of \(V^-, V^+\) in section 5.2, it turns out that
\[
\sum_{i=1}^{4} \hat{\delta}_{i,\alpha}^- \leq O(1)\varepsilon|\alpha|, \quad \alpha \in J^\ell(\hat{V}) \cup J^\gamma(\hat{V}) \setminus \mathcal{NP},
\sum_{i=1}^{4} \hat{\delta}_{i,\alpha}^- \leq O(1)|\alpha|, \quad \alpha \in J^\ell(\hat{V}) \cap \mathcal{NP},
\sum_{i=1}^{4} \hat{\delta}_{i,\alpha}^- < 0, \quad \alpha \in S_0(\hat{V}).
\]
Hence, we only need to evaluate \(\hat{\delta}_{i,\alpha}^+\) in the following cases.

**Case 6.1.** \(\hat{\omega} \in J^\ell(\hat{V}) \setminus \mathcal{NP}.\) To begin with, we present some elementary estimates on indices \(q_i^\pm\) and \(q_i^\ominus,\) etc. For \(1 \leq i \leq 4,\) there hold
\[
q_i^+ - q_i^\ominus = O(1)(|\alpha| \cdot |\hat{w}^-| + |\Delta \hat{w}|), \quad q_i^\ominus - q_i^- = O(1)|\alpha|,
\]
\[
\lambda_i^+ - \lambda_i^\ominus = O(1)(|\alpha| \cdot |\hat{w}^-| + |\Delta \hat{w}|), \quad \hat{x}_\alpha - \hat{x}_\ominus = O(1)(|\hat{w}^-| + \varepsilon),
\]
where \(\Delta \hat{w} = \hat{w}^+ - \hat{w}^-.
\]
If \(q_i^+ q_i^\ominus \leq 0,\) it is clear that
\[
|q_i^+| + |q_i^\ominus| = |q_i^+ - q_i^\ominus| = O(1)(|\alpha| \cdot |\hat{w}^-| + |\Delta \hat{w}|).
\]
Thus,
\[
\sum_{i=1}^{4} \hat{\delta}_{i,\alpha}^+ \leq \sum_{i=1}^{4} \ell_i \left( W_i^+ |q_i^+| (\lambda_i^+ - \hat{x}_\alpha) - W_i^- |q_i^-| (\lambda_i^- - \hat{x}_\alpha) + W_i^- |q_i^-| (\hat{x}_\alpha - \hat{x}_\ominus) \right)
\leq O(1)(|\alpha| \cdot |\hat{w}^-| + |\Delta \hat{w}|) + O(1)(|\alpha| \cdot |\hat{w}^-| + |\Delta \hat{w}| + |\alpha|)(|\hat{w}^-| + \varepsilon)
= O(1)(|\alpha|(|\hat{w}^-| + \varepsilon) + |\Delta \hat{w}|).
If $q_i^+ q_i^\ominus > 0$, then we have $W_i^+ |q_i^\ominus| - W_i^- |q_i^-| = \mathcal{O}(1)|\alpha|$ and
\[
\sum_{i=1}^4 \mathcal{E}_{i,\alpha}^+ = \sum_{i=1}^4 \ell_i \left( W_i^+ (|q_i^+| - |q_i^\ominus|) (\lambda_i^+ - \dot{x}_\alpha) + W_i^+ |q_i^\ominus| (\lambda_i^+ - \lambda_i^\ominus) \right) + \left( W_i^+ |q_i^\ominus| - W_i^- |q_i^-| (\dot{x}^\ominus - \dot{x}_\alpha) \right) \leq \mathcal{O}(1)(|\alpha| \cdot |\dot{\omega}^-| + |\Delta \dot{\omega}|) + \mathcal{O}(1)|\alpha|(|\dot{\omega}^-| + \varepsilon) = \mathcal{O}(1)(|\alpha|(|\dot{\omega}^-| + \varepsilon) + |\Delta \dot{\omega}|).
\]

**Case 6.2.** Wave $\alpha \in \mathcal{J}_3^+(\hat{V})$. For $k_\alpha = 3$, one has $\alpha = Y^+ - Y^-$ and the front speed $\dot{x}_\alpha = \lambda_3(\hat{V})$. The corresponding auxiliary quantities satisfy $\lambda_i^\ominus = \lambda_i^-$ and $\dot{x}^\ominus = \lambda_3(\hat{V}^- + \dot{\omega}^-)$. Moreover, it is clear that
\[
q_i^+ - q_i^\ominus = \mathcal{O}(1)|\Delta \dot{\omega}|, \quad \lambda_i^+ - \lambda_i^\ominus = \mathcal{O}(1)|\Delta \dot{\omega}|, \quad \dot{x}_\alpha - \dot{x}^\ominus = 0,
\]
which imply
\[
\sum_{i=1}^4 \mathcal{E}_{i,\alpha}^+ = \sum_{i=1}^4 \ell_i W_i^+ \left( |q_i^+| (\lambda_i^+ - \dot{x}_\alpha) - |q_i^\ominus| (\lambda_i^\ominus - \dot{x}_\alpha) \right) = \sum_{i=1}^4 \ell_i W_i^+ \left( (|q_i^+| - |q_i^\ominus|) (\lambda_i^+ - \dot{x}_\alpha) + |q_i^\ominus| (\lambda_i^+ - \lambda_i^\ominus) \right) = \mathcal{O}(1)|\Delta \dot{\omega}|.
\]

**Case 6.3.** Wave $\alpha \in \mathcal{S}_b(\hat{V})$. For the strong 4-shock $\alpha$ of $\hat{V}$, there hold
\[
q_i^+ - q_i^\ominus = \mathcal{O}(1)(|\dot{\omega}^-| + |\dot{\omega}^+|), \quad \lambda_i^+ - \lambda_i^\ominus = \mathcal{O}(1)(|\dot{\omega}^-| + |\dot{\omega}^+|),
\]
and
\[
\dot{x}_\alpha - \dot{x}^\ominus = \mathcal{O}(1)(|\dot{\omega}^-| + |\dot{\omega}^+|).
\]
Then we have
\[
\sum_{i=1}^4 \mathcal{E}_{i,\alpha}^+ = \sum_{i=1}^4 \left( \ell_i W_i^+ \left( (|q_i^+| - |q_i^\ominus|) (\lambda_i^+ - \dot{x}_\alpha) + |q_i^\ominus| (\lambda_i^+ - \lambda_i^\ominus + \dot{x}^\ominus - \dot{x}_\alpha) \right) + \ell_i W_i^- |q_i^-| (\dot{x}_\alpha - \dot{x}^\ominus) \right) = \mathcal{O}(1)(|\dot{\omega}^-| + |\dot{\omega}^+|) = \mathcal{O}(1)\varepsilon.
\]

**Case 6.4.** Wave $\alpha \in \mathcal{J}_4^+(\hat{V}) \cap \mathcal{N\mathcal{P}}$. Recall that $|\alpha| = |\hat{V}^+ - \hat{V}^-|$. Then from
\[
W_i^+ = W_i^-, \quad q_i^+ - q_i^- = \mathcal{O}(1)|\alpha|, \quad \lambda_i^+ - \lambda_i^- = \mathcal{O}(1)|\alpha|,
\]
it follows that
\[
\sum_{i=1}^4 \mathcal{E}_{i,\alpha} = \sum_{i=1}^4 \left( \ell_i W_i^+ |q_i^+| (\lambda_i^+ - \dot{x}_\alpha) - \ell_i W_i^- |q_i^-| (\lambda_i^- - \dot{x}_\alpha) \right) = \mathcal{O}(1)|\alpha|(\dot{x}^- - \dot{x}_\alpha).
\]
Therefore

\[ \exists t < \tilde{t}, \quad \text{for every} \]

Taking \( \tilde{t} \) and \( t \) have an identical tangent operator at \((U, u_p)\)

Proof. Since operator \( \nabla \frac{\partial}{\partial t} \) has the same boundary \( \gamma \), we claim that \( \nabla \frac{\partial}{\partial t} \) is the flame front in \( U \). Then the fluid temperature dramatically exceeds its ignition temperature behind the front, \( i.e., \)

\[ T > T_i \quad \text{for} \ x \in (\chi_{p,1}, \chi_{s,1}) \], \[ T < T_i \quad \text{for} \ x \in (\chi_{s,1}, +\infty) \].

This implies

\[ G_0((\mathcal{T}_t)^n(U)) \neq 0, \quad G_0(\mathcal{T}_{\epsilon_n}(U)) \neq 0 \quad \text{for} \ x \in (\chi_{p,1}, \chi_{s,1}), \]

and

\[ G_0((\mathcal{T}_t)^n(U)) = G_0(\mathcal{T}_{\epsilon_n}(U)) = 0 \quad \text{for} \ x \in (\chi_{s,1}, +\infty), \]

provided \( n \epsilon \) is small, where \( (\mathcal{T}_t)^n \) stands for composition of \( n \) operators \( \mathcal{T}_t \). Furthermore,

\[ \|G_0((\mathcal{T}_t)^n(U)) - G_0(\mathcal{T}_{\epsilon_n}(U))\|_{L^1(\mathbb{R})} \leq L_{G_0} \int_{\chi_{p,1}}^{\chi_{s,1}} |(\mathcal{T}_t)^n(U) - \mathcal{T}_{\epsilon_n}(U)|dx \]

\[ \leq L_{G_0}\|((\mathcal{T}_t)^n(U) - \mathcal{T}_{\epsilon_n}(U))\|_{L^1(\mathbb{R})} \]

Combining the above four cases altogether, we eventually obtain

\[ \mathcal{L}_p(\hat{U}, \hat{V} + \hat{w}) = \sum_{\alpha, i=1}^{4} (\tilde{w}_{i,\alpha} + \delta_{i,p}) \]

\[ \leq \mathcal{O}(1) (\epsilon + \|\hat{w}\|_{L^\infty} + T.V. \{\hat{w}; (\chi_p(\tau), +\infty)\}) \]

\[ = \mathcal{O}(1) (\epsilon + (\gamma - 1)\epsilon T.V. \{Y \phi(T); (\chi_p(\tau), +\infty)\}) \]

\[ = \mathcal{O}(1) \epsilon. \]

Therefore

\[ \mathcal{L}_p(\hat{U}(t), (\hat{V} + \hat{w})(t)) - \mathcal{L}_p(\hat{U}(\tilde{t}), (\hat{V} + \hat{w})(\tilde{t})) \leq \mathcal{O}(1) \epsilon (t - \tilde{t}), \quad \forall t > \tilde{t} \geq 0. \]

Taking \( \tilde{t} = 0 \) and using the equivalence between \( \mathcal{L}_p \) and \( L^1 \) metric, we conclude that

\[ \|S_t^e \circ \mathcal{T}_\epsilon(U, u_p) - T_{\epsilon} \circ S_t^e(U, u_p)\|_{L^1(\mathbb{R})} = \|\hat{U} - \hat{V} - \hat{w}\|_{L^1(\mathbb{R})} \leq \mathcal{O}(1) \epsilon t. \]

\[ \square \]

Next we proceed to establish the tangent estimate which exhibits that \( \mathcal{P}_t^e \) and \( S_t^e \circ \mathcal{T}_t \)

Lemma 6.2 (Tangent estimate). Given initial-boundary data \((U, u_p)\) under condition (C1) or (C2), there holds

\[ \|\mathcal{P}_t^e(U, u_p) - S_t^e \circ \mathcal{T}_t(U, u_p)\|_{L^1(\mathbb{R})} = \mathcal{O}(1) (1 + \|Y_{t,\tau}\|_{L^1(\mathbb{R})}) t^2 \]

for every \( t < \tilde{t} \) and \( \epsilon \ll \min\{t, t^2\} \).

Proof. Since operator \( \mathcal{T}_\epsilon \) does not affect the velocity of piston, we claim that \( \mathcal{P}_t^e(U, u_p) \), \( S_t^e \circ \mathcal{T}_t(U, u_p) \) have the same boundary \( \chi_{p,1} \). Set \( n = [t/\epsilon] \). We first consider the partially ignited flow under condition (C2). Recall that \( \chi_{s,1} \) is the flame front in \( U_t \). Then the fluid temperature dramatically exceeds its ignition temperature behind the front, \( i.e., \)

\[ T > T_i \quad \text{for} \ x \in (\chi_{p,1}, \chi_{s,1}) \], \[ T < T_i \quad \text{for} \ x \in (\chi_{s,1}, +\infty) \].

This implies

\[ G_0((\mathcal{T}_t)^n(U)) \neq 0, \quad G_0(\mathcal{T}_{\epsilon_n}(U)) \neq 0 \quad \text{for} \ x \in (\chi_{p,1}, \chi_{s,1}), \]

and

\[ G_0((\mathcal{T}_t)^n(U)) = G_0(\mathcal{T}_{\epsilon_n}(U)) = 0 \quad \text{for} \ x \in (\chi_{s,1}, +\infty), \]

provided \( n \epsilon \) is small, where \( (\mathcal{T}_t)^n \) stands for composition of \( n \) operators \( \mathcal{T}_t \). Furthermore,

\[ \|G_0((\mathcal{T}_t)^n(U)) - G_0(\mathcal{T}_{\epsilon_n}(U))\|_{L^1(\mathbb{R})} \leq L_{G_0} \int_{\chi_{p,1}}^{\chi_{s,1}} |(\mathcal{T}_t)^n(U) - \mathcal{T}_{\epsilon_n}(U)|dx \]

\[ \leq L_{G_0}\|((\mathcal{T}_t)^n(U) - \mathcal{T}_{\epsilon_n}(U))\|_{L^1(\mathbb{R})} \]

\[ \mathcal{P}_t^e(U, u_p) - S_t^e \circ \mathcal{T}_t(U, u_p) \leq \mathcal{O}(1) \epsilon t. \]

\[ \square \]
where $L_{G_0}$ denotes the local Lipschitz constant of function $G_0$. By induction, we derive that
\begin{equation}
\| (T_{t})^{n}(U_{t}) - T_{n\varepsilon}(U_{t}) \|_{L^1(\mathbb{R})} = O(1)(n-1)^2\varepsilon^2\|Y_{1,\tau}\|_{L^1(\mathbb{R})}.
\end{equation}
(6.7)

The above equality also holds under condition (C1). The flow estimates (6.3) (6.4) (6.7) and Lemma 6.1 yield that
\begin{align*}
\| P_{n\varepsilon}^\varepsilon(U_{t}, u_p) - S_{n\varepsilon}^\varepsilon \circ T_{n\varepsilon}(U_{t}, u_p) \|_{L^1(\mathbb{R})} \\
\leq \| P_{n\varepsilon}^\varepsilon(U_{t}, u_p) - S_{n\varepsilon}^\varepsilon \circ (T_{\varepsilon})^n(U_{t}, u_p) \|_{L^1(\mathbb{R})} \\
+ \| S_{n\varepsilon}^\varepsilon \circ (T_{\varepsilon})^n(U_{t}, u_p) - S_{n\varepsilon}^\varepsilon \circ T_{n\varepsilon}(U_{t}, u_p) \|_{L^1(\mathbb{R})}
\end{align*}
(6.8)

We consequently deduce that
\begin{align*}
\| P_{t}^\varepsilon(U_{t}, u_p) - S_{t}^\varepsilon \circ T_{t}(U_{t}, u_p) \|_{L^1(\mathbb{R})} \\
\leq \| P_{t}^\varepsilon(U_{t}, u_p) - P_{n\varepsilon}^\varepsilon(U_{t}, u_p) \|_{L^1(\mathbb{R})} + \| P_{n\varepsilon}^\varepsilon(U_{t}, u_p) - S_{n\varepsilon}^\varepsilon \circ T_{n\varepsilon}(U_{t}, u_p) \|_{L^1(\mathbb{R})} \\
+ \| S_{n\varepsilon}^\varepsilon \circ T_{n\varepsilon}(U_{t}, u_p) - S_{t}^\varepsilon \circ T_{t}(U_{t}, u_p) \|_{L^1(\mathbb{R})}
\leq O(1)(1-t-n\varepsilon) + O(1)(1+\|Y_{1,\tau}\|_{L^1(\mathbb{R})})n^2\varepsilon^2 \\
+ O(1)\|T_{n\varepsilon}(U_{t}) - T_{t}(U_{t})\|_{L^1(\mathbb{R})} + O(1)n\varepsilon^2
\end{align*}
(6.8)

by estimates (6.8) and the Lipschitz continuity of $S_{t}^\varepsilon$ in (6.3) (6.4).

\[ \square \]

Finally, we establish the time-additivity of reacting flow $P_{t}^\varepsilon(U_{t}, u_p)$.

**Lemma 6.3** (Additivity estimate). Given initial-boundary data $(U_{t}, u_p)$ under condition (C1) or (C2), there holds
\[ \| P_{t}^\varepsilon \circ P_{t}^\varepsilon(U_{t}, u_p) - P_{t}^\varepsilon(U_{t}, u_p) \|_{L^1(\mathbb{R})} = O(1)(1+\varepsilon+t+\tilde{t}+\|Y_{1,\tau}\|_{L^1(\mathbb{R})})\varepsilon, \]
for every $t$, $\tilde{t} > 0$ and $\varepsilon \ll \tilde{t}$.

**Proof.** Fix $\varepsilon \ll \tilde{t}$. There exist two integers $k$ and $K$ such that
\begin{align*}
(k-1)\varepsilon < t \leq k\varepsilon, \\
K\varepsilon \leq t + \tilde{t} < (K+1)\varepsilon,
\end{align*}
and
\[ \begin{align*}
\| (T_{t})^{n}(U_{t}) - T_{n\varepsilon}(U_{t}) \|_{L^1(\mathbb{R})} &= O(1)(n-1)^2\varepsilon^2\|Y_{1,\tau}\|_{L^1(\mathbb{R})}.
\end{align*} \]
which lead to
\[ [\tilde{t}/\varepsilon] = K - k \quad \text{or} \quad K - k + 1. \]

It suffices to discuss the case \([\tilde{t}/\varepsilon] = K - k\). Set \(\tilde{U} = \mathcal{P}_\ell^\varepsilon(U_\tau, u_\tau^\mu)\). Then the Lipschitz continuity (6.3)-(6.5) and Proposition 4.1 give that
\[
\|\mathcal{P}_\ell^\varepsilon \circ \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu) - \mathcal{P}_\ell^\varepsilon(U_\tau, u_\tau^\mu)\|_{L^1(\mathbb{R})} \\
\leq \|S_{t_{\tilde{t} - \tau} - t} \circ S_{K - t} \circ \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu) - S_{t_{\tilde{t} - \tau} - t} \circ S_{K - t} \circ \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu)\|_{L^1(\mathbb{R})} \\
\leq \mathcal{O}(1) \|S_{t_{\tilde{t} - \tau} - t} \circ \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu) - \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu)\|_{L^1(\mathbb{R})} \\
+ \mathcal{O}(1)(t + \tilde{t} - K\varepsilon)\varepsilon \\
\leq \mathcal{O}(1)(\|t_{\tilde{t} - \tau} \circ S_{K - t} \circ \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu) - \mathcal{P}_t^\varepsilon(U_\tau, u_\tau^\mu)\|_{L^1(\mathbb{R})} \\
+ \mathcal{O}(1)\varepsilon + \mathcal{O}(1)(t + \tilde{t} - K\varepsilon)\varepsilon \\
\leq \mathcal{O}(1)(1 + \varepsilon + t + \tilde{t} + \|Y_{1,\tau}\|_{L^1(\mathbb{R})})\varepsilon.
\]

\[ \square \]

Proof of Theorem 1.1 for the uniqueness under condition (C2) or (C3). Remember that \((U_0^\mu, u_0^\mu)\) is an approximate initial-boundary data under condition (C2) or (C3). Taking \(\varepsilon = \mu, \nu\) respectively for \(\mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu)\), we have
\[
\|\mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu) - \mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu)\|_{L^1(\mathbb{R})} \leq \|\mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu) - \mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu)\|_{L^1(\mathbb{R})} \\
+ \|\mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu) - \mathcal{P}_\ell^\varepsilon(U_0^\mu, u_0^\mu)\|_{L^1(\mathbb{R})}.
\]

To prove convergence, we need a local error estimate of distinct trajectories \(\mathcal{P}_t^\mu(U_0^\mu, u_0^\mu)\) and \(\mathcal{P}_t^\nu(U_0^\nu, u_0^\nu)\) in advance. As shifting the initial time to \(\tau > 0\), we use the notations \(U^\mu = U^\mu(\tau, x)\) and \(u_\tau^\mu = u_\tau^\mu(t + \tau)\) in this paragraph for convenience. Then it is deduced from Lemma 6.2 and (6.6) that
\[
\|\mathcal{P}_t^\mu(U_0^\mu, u_0^\mu) - \mathcal{P}_t^\nu(U_0^\mu, u_0^\mu)\|_{L^1(\mathbb{R})} \\
\leq \|\mathcal{P}_t^\mu(U_0^\mu, u_0^\mu) - S_t^\mu \circ \mathcal{T}_t(U_0^\mu, u_0^\mu)\|_{L^1(\mathbb{R})} \\
+ \|S_t^\mu \circ \mathcal{T}_t(U_0^\mu, u_0^\mu) - S_t^\nu \circ \mathcal{T}_t(U_0^\mu, u_0^\mu)\|_{L^1(\mathbb{R})} \\
+ \mathcal{O}(1)(1 + \|Y_t^\mu(\cdot, \cdot)\|_{L^1(\mathbb{R})})^2 + \mathcal{O}(1)\max\{\mu, \nu\}t \\
\leq \mathcal{O}(1)(1 + \|Y_t^\mu(\cdot, \cdot)\|_{L^1(\mathbb{R})})^2,
\]
for any positive \(\mu, \nu \leq \min\{t, t^2\}\) and \(t < \tilde{t}\).
Now we proceed to discuss the uniqueness of limit solution. Assume that \((U_0^μ, u_φ^μ)\) and \((U_0^ν, u_φ^ν)\) are two couples of piecewise constant functions, which satisfy that

\[
T.V.\{(U_0^ε, u_φ^ε); \mathbb{R}^+\} \leq T.V.\{(U_0, u_φ); \mathbb{R}^+\} \quad \text{for} \quad ε = μ, \ ν,
\]

and

\[
\|U_0^ε - U_0\|_{L^1(\mathbb{R}^+)} < ε, \quad \|u_φ^ε - u_φ\|_{L^1(\mathbb{R}^+)} < ε, \quad \text{for} \quad ε = μ, \ ν.
\]

We claim that for every \(t \geq 0\), there holds

\[
\|\mathcal{P}_t^μ(U_0^μ, u_φ^μ) - \mathcal{P}_t^ν(U_0^ν, u_φ^ν)\|_{L^1(\mathbb{R})} \to 0 \quad \text{as} \quad μ, \ ν \to 0. \tag{6.10}
\]

To prove the claim, let’s divide the interval \([0, t]\) equally into \(m\) parts such that \(\Delta t = t/m\) is small. Let the points of such division satisfy \(0 = \tilde{t}_0 < \tilde{t}_1 < \cdots < \tilde{t}_m = t\). If \(μ, ν < \min\{\tilde{t}_i, (\Delta t)^2\}\), it is deduced from Lemma 6.3 that

\[
\|\mathcal{P}_t^μ(U_0^μ, u_φ^μ) - \mathcal{P}_t^ν(U_0^ν, u_φ^ν)\|_{L^1(\mathbb{R})}
\leq \sum_{i=1}^m \|\mathcal{P}_{\tilde{t}_{i-1}}^μ(U_0^μ, u_φ^μ) - \mathcal{P}_{\tilde{t}_i}^μ(U_0^μ, u_φ^μ)\|_{L^1(\mathbb{R})}
\leq \sum_{i=1}^m \|\mathcal{P}_{\tilde{t}_{i-1}}^μ(U_0^μ, u_φ^μ) - \mathcal{P}_{\tilde{t}_i}^μ(U_0^μ, u_φ^μ)\|_{L^1(\mathbb{R})} \tag{6.11}
\]

\[\leq \|Y_0^μ\|_{L^1(\mathbb{R})} \mu \]

\[≤ \Sigma_1 + \Sigma_2. \]

Using flow estimates (6.3), Proposition 4.1 and Lemma 6.3, we derive

\[
Σ_1 = \sum_{i=1}^m \|\mathcal{P}_{\tilde{t}_{i-1}}^μ \circ \mathcal{P}_{\tilde{t}_i}^ν(U_0^μ, u_φ^μ) - \mathcal{P}_{\tilde{t}_{i-1}}^μ \circ \mathcal{P}_{\tilde{t}_i}^ν(U_0^μ, u_φ^μ)\|_{L^1(\mathbb{R})}
\leq \mathcal{O}(1) \sum_{i=1}^m \|\mathcal{P}_{\tilde{t}_{i-1}}^ν(U_0^μ, u_φ^μ) - \mathcal{P}_{\tilde{t}_i}^ν(U_0^μ, u_φ^μ)\|_{L^1(\mathbb{R})} \tag{6.12}
\]

\[≤ \mathcal{O}(1) \sum_{i=1}^m (1 + \|Y_0^μ\|_{L^1(\mathbb{R})}) μ \]

\[+ \mathcal{O}(1)(1 + \tilde{t}_i + \|Y_0^μ\|_{L^1(\mathbb{R})}) ν + \mathcal{O}(1) \sum_{i=1}^m (t - \tilde{t}_i) μ \]

\[≤ \mathcal{O}(1) \sum_{i=1}^m (1 + \|Y_0^μ\|_{L^1(\mathbb{R})}) (\Delta t)^2 \]

\[+ \mathcal{O}(1)(1 + ν + t + \|Y_0^μ\|_{L^1(\mathbb{R})}) mν + \mathcal{O}(1)tmμ \]

\[≤ \mathcal{O}(1)(1 + μ + \|Y_0\|_{L^1(\mathbb{R})}) tΔ t \]

\[+ \mathcal{O}(1)(1 + μ + ν + t + \|Y_0\|_{L^1(\mathbb{R})}) mν + \mathcal{O}(1)tmμ, \]
and
\[
\Sigma_2 = \mathcal{O}(1) \sum_{i=1}^{m} \left( 1 + \mu + t - \tilde{t}_{i-1} + \| Y_0^\mu \|_{L^1(\mathbb{R})} \right) \mu \\
\leq \mathcal{O}(1) \left( 1 + \mu + t + \| Y_0 \|_{L^1(\mathbb{R})} \right) m \mu. 
\]
(6.13)

The above estimates yield
\[
\| \mathcal{P}_t^\mu(U_0^\mu, u_0^\mu) - \mathcal{P}_t^\nu(U_0^\nu, u_0^\nu) \|_{L^1(\mathbb{R})} \leq \mathcal{O}(1) \left( 1 + \mu + \nu + t + \| Y_0 \|_{L^1(\mathbb{R})} \right) \left( t \Delta t + m(\mu + \nu) \right).
\]
As a result, it follows that
\[
\| \mathcal{P}_t^\mu(U_0^\mu, u_0^\mu) - \mathcal{P}_t^\nu(U_0^\nu, u_0^\nu) \|_{L^1(\mathbb{R})} \leq \mathcal{O}(1) \left( 1 + \mu + \nu + t + \| Y_0 \|_{L^1(\mathbb{R})} \right) \left( t \Delta t + m(\mu + \nu) \right)
\]
\[+ \mathcal{O}(1) \left( t \Delta t + m(\mu + \nu) \right) \nu \]
\[ \leq \mathcal{O}(1) \left( 1 + \mu + \nu + t + \| Y_0 \|_{L^1(\mathbb{R})} \right) \left( t \Delta t + m(\mu + \nu) \right).
\]
Passing to limits as \( \mu, \nu \to 0 \), one has
\[
\lim_{\mu, \nu \to 0} \| \mathcal{P}_t^\mu(U_0^\mu, u_0^\mu) - \mathcal{P}_t^\nu(U_0^\nu, u_0^\nu) \|_{L^1(\mathbb{R})} \leq \mathcal{O}(1) \left( 1 + t + \| Y_0 \|_{L^1(\mathbb{R})} \right) t \Delta t,
\]
which implies (6.11) owing to the arbitrariness of \( \Delta t \). Subsequently, applying this strong convergence to estimate (5.39), we establish (1.12), namely the Lipschitz continuity of combustion solution \( U(t, x) \equiv P_t(U_0, u_0) \) with respect to initial-boundary data.
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