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Abstract

Meta-learning (ML) has recently become a research hotspot in speaker verification (SV). We introduce two methods to improve the meta-learning training for SV in this paper. For the first method, a backbone embedding network is first jointly trained with the conventional cross entropy loss and prototypical networks (PN) loss. Then, inspired by speaker adaptive training in speech recognition, additional transformation coefficients are trained with only the PN loss. The transformation coefficients are used to modify the original backbone embedding network in the x-vector extraction process. Furthermore, the random erasing (RE) data augmentation technique is applied to all support samples in each episode to construct positive pairs, and a contrastive loss between the augmented and the original support samples is added to the objective in model training. Experiments are carried out on the Speaker in the Wild (SITW) and VOiCES databases. Both of the methods can obtain consistent improvements over existing meta-learning training frameworks. By combining these two methods, we can observe further improvements on these two databases.

Index Terms: speaker verification, meta-learning, prototypical networks, random erasing, contrastive learning

1. Introduction

Over the years, the combination of i-vectors [1,2] and probabilistic linear discriminant analysis (PLDA) [3] has been the dominant approach for speaker verification (SV) tasks. With the great success of deep neural networks (DNNs) in machine learning, more efforts have been focused on how to learn DNN-based speaker representations, known as speaker embeddings. Many novel DNN embedding-based systems have been proposed, and they have achieved comparable or even superior performance to the traditional i-vector paradigm. The most representative system is the x-vector framework [4].

For most of these DNN embedding systems, the networks are trained to classify speakers with the cross entropy (CE) loss, which aims to maximize the between-class variance in the training set. However, SV is to verify the claimed identity of a person for a given speech, which aims to maximize the between-class variance while minimizing the within-class variance of the trials. If DNN systems take this into consideration in model training, the speaker embeddings can be more discriminative. To address this problem, there are several new approaches [5,6,7] in meta-learning that try to learn a shared metric space between the embeddings of the test examples and the known classes. In [5], Tom Ko et al. adopted prototypical networks (PN), a typical meta-learning architecture, to boost the discriminative power for speaker embedding extraction. However, optimizing only for the classes within each episode may be insufficient for learning discriminative embeddings for unseen classes in PN training, so [6] further classifies every sample in each episode against the whole training class (referred to as global classification). Impressive improvements can be observed in short duration speaker recognition.

As mentioned in [6], the global classification loss, such as the cross entropy (CE), plays an important role in the SV task. The most important question is to balance the conventional PN loss and the global classification loss for the SV task. In this work, we present a novel Meta-Learning method with additional Transformation Coefficients (MLTC), which is similar to the adaptive training method in speech recognition. For the proposed method, a backbone embedding network is first jointly trained with the PN loss and CE loss. This step is the same as the training process in [6]. The parameters of the trained model are fixed, and then additional transformation coefficients are trained with only the PN loss. In the x-vector extraction process, the transformation coefficients modify the original backbone embedding network to obtain embeddings.

Prototypical networks construct positive- (from the same speaker) and negative- (from different speakers) pairs from the support and query sets for model training in each episode. These two sets are randomly divided among all samples in each minibatch, which may induce extra noise in model training. To solve this problem, we apply the random erasing (RE) data augmentation technique [3] to all support samples and construct positive pairs between the original and augmented samples. Then, an addition contrastive loss (ACL), which is calculated between the augmented and the original support set, is added to the training objective. The above method is similar to contrastive learning [9,10,11], which is widely used in supervised learning.

We validate our proposed methods on the Speaker in the Wild (SITW) [12] and VOiCES [13] datasets. The experimental results show that MLTC can achieve superior performance to existing meta-learning training frameworks, and the combination with ACL can obtain further improvements.

The remainder of this paper is organized as follows. In Section 2, we briefly introduce the related works about the meta-learning method in SV tasks. In Section 3, we describe the improved meta-learning training methods in detail. The experimental setup, the results and analysis are presented in Section 4. Finally, conclusions are given in Section 5.

2. Related works

2.1. Prototypical networks

Prototypical networks train a model episodically: each episode is composed of one minibatch containing $N$ speakers. In each episode, $S = \{S_1, \ldots, S_N\}$ is the support set and $Q = \{Q_1, \ldots, Q_N\}$ is the query set. Let $S_n = \{(x_{n,1}^s, y_{n,1}^s), \ldots, (x_{n,a_n}^s, y_{n,a_n}^s)\}$ and $Q_n = \{(x_{n,1}^q, y_{n,1}^q), \ldots, (x_{n,a_n}^q, y_{n,a_n}^q)\}$ denote the sets of samples labeled with speaker $n$, where $|S_n|$ and $|Q_n|$ stand for the num-
ber of samples in $S_n$ and $Q_n$, respectively. $x_{n,i}^s$ and $x_{n,i}^q$ are d-dimensional acoustic feature vectors of the samples, and $y_{n,i}^s \in \{1, \ldots, N\}$ and $y_{n,i}^q \in \{1, \ldots, N\}$ are the corresponding labels. The centroid of each speaker $n$ is calculated as the mean of the embeddings in the support set.

$$c_n = \frac{1}{|S_n|} \sum_{(x_{n,i}^s, y_{n,i}^s) \in S_n} f_\theta(x_{n,i}^s)$$

(1)

where $f_\theta(\cdot)$ is an embedding extractor with parameters $\theta$. Then, the probability of each query sample $(x_{n,i}^q, y_{n,i}^q) \in Q_n$ belonging to speaker $n$ is computed as follows.

$$p(y_{n,i}^q | x_{n,i}^q, S; \theta) = \frac{\exp(-d(f_\theta(x_{n,i}^q), c_n))}{\sum_{n'=1}^N \exp(-d(f_\theta(x_{n,i}^q), c_{n'}))}$$

(2)

The cosine and squared Euclidean distances are commonly adopted as metric functions $d(\cdot)$ in Eq. 2. Furthermore, the PN loss for each episode is calculated.

$$L_{PN} = -\frac{1}{N} \sum_{n=1}^N \sum_{(x_{n,i}^q, y_{n,i}^q) \in Q_n} \log p(y_{n,i}^q | x_{n,i}^q; S; \theta)$$

(3)

The PN loss is always integrated with the global classification loss function (i.e., the CE loss) in model training, as depicted in Fig. 1. The CE loss is used in this paper as follows.

$$L_{CE} = \frac{1}{|S_n| + |Q_n|} \sum_{(x,y)} -\log p(y|x; \theta)$$

(4)

A hyperparameter $\lambda$ controls the balance of the CE loss with the PN loss.

$$L_{CP} = L_{CE} + \lambda L_{PN}$$

(5)

![Figure 1: Meta-learning scheme with global classification.](image)

### 3. Improved meta-learning training

#### 3.1. ML with additional transformation coefficients

The proposed Meta-Learning method with additional Transformation Coefficients (MLTC) is divided into two steps. In the first step, we train a backbone embedding network with a combination of the PN and CE loss functions; this step is similar to that described in [6]. In the following step, we append the pretrained backbone network (blue parts in Fig. 2) with some additional transformation coefficients (green parts in Fig. 2), and the additional transformation coefficients are trained with only the PN loss function with the parameters of the backbone network fixed.

![Figure 2: The proposed MLTC architecture.](image)

### Table 1: The architecture of the speaker embedding network

| Layer | Structure | Output size |
|-------|-----------|-------------|
| Conv1 | $7 \times 7$, 64, stride 2 | $T \times 40 \times 32$ |
| Conv2 | $3 \times 3$ 32, 32, stride 2 × 3 | $T/2 \times 20 \times 32$ |
| Conv3 | $3 \times 3$ 64, 64, stride 2 × 4 | $T/2 \times 10 \times 64$ |
| Conv4 | $3 \times 3$ 128, 128, stride 2 × 6 | $T/2 \times 5 \times 128$ |
| Conv5 | $3 \times 3$ 256, 256, stride 2 × 3 | $T/2 \times 3 \times 256$ |

The proposed Meta-Learning method with additional Transformation Coefficients (MLTC) is divided into two steps. In the first step, we train a backbone embedding network with a combination of the PN and CE loss functions; this step is similar to that described in [6]. In the following step, we append the pretrained backbone network (blue parts in Fig. 2) with some additional transformation coefficients (green parts in Fig. 2), and the additional transformation coefficients are trained with only the PN loss function with the parameters of the backbone network fixed.
where \( \odot \) denotes the broadcasting multiplication, \( \mathbf{O}^{(l)} \) denotes outputs from the \( l^{th} \) layer and \( \text{relu() \ stands for the ReLU activation function.} \ M^{(l)}_1 \text{ and } M^{(l)}_2 \text{ are two sets of transformation coefficients in the } l^{th} \text{ layer. The detailed algorithm is given as follows.}

### Algorithm 1 MLTC Training Procedure

**Input:** Training data \( S \cup Q \), learning rate \( \alpha, \beta \)

**Output:** Embedding extractor parameters \( \theta \), transformation coefficients \( M_1, M_2 \)

1. Randomly initialize \( \theta \);
2. for samples in \( S \cup Q \) do
   - Calculate \( L_{PN} \) by Eq. 5;
   - Optimize \( \theta \) with learning rate \( \alpha \);
3. end for
4. Fix \( \theta \);
5. Randomly initialize \( M_1, M_2 \);
6. for samples in \( S \cup Q \) do
   - Calculate \( L_{PN} \) by Eq. 3;
   - Optimize \( M_1, M_2 \) with learning rate \( \beta \);
7. end for

### 3.2. ML with the Addition Contrastive Loss

In addition to the abovementioned PN and CE loss functions, the contrastive loss is used in the model training. Specifically, the random erasing (RE) data augmentation technique is applied on the support samples in each episode, and a small percent (approximately 10%) of FBank features from the support sample \( x_{n,i}^s \) are randomly set to zero. The augmented and original support samples \( (x_{n,i}^s, x_{n,i}^{aug}) \) can construct a new positive pair in this episode. The addition contrastive loss function for these newly constructed positive pairs is defined as follows.

\[
L_{Contra} = -\frac{1}{N} \sum_{n=1}^{N} \frac{1}{S_n} \sum_{(s_{n,i}, s_{n,i}) \in S_n} \log \frac{\exp(-d(f_s(x_{n,i}^s), f_s(x_{n,i}^{aug})))}{\sum_{k=1}^{N} \exp(-d(f_s(x_{n,i}^s), f_s(z_{n,i})))}
\] (7)

The speaker embedding network is jointly trained with the CE loss, PN loss and proposed ACL function. The overall loss is calculated.

\[
L_{CPC} = L_{CE} + \lambda(L_{PN} + L_{Contra})
\] (8)

The specific algorithm is as follows.

### 4. Experiments and analysis

#### 4.1. Experimental settings

##### 4.1.1. Datasets and evaluation metrics

To investigate the effectiveness of the proposed methods, we conduct experiments on the SITW and VOiCES datasets. The development portions of VoxCe1b1 [13] and VoxCeleb2 [16] are used for training. There are 60 speakers included in both SITW and the development portion of VoxCeleb1. These speakers are removed from the training dataset.

For the SITW dataset [12], there are two standard sets for testing: dev. core and eval. core. We use both sets for experiments. The VOiCES dataset for the speaker verification task is described in “VOiCES from a Distance Challenge 2019” [13].

The VOiCES development consists of 15,904 audio segments from 196 speakers and includes 20,224 target and 4,018,432 impostor trials. The evaluation set consists of 11,392 audio segments from 100 speakers and includes 36,443 target and 357,073 impostor trials. Due to the background noise, reverberation and laughter contained in the speech data, the data augmentation techniques described in [4], including adding additive noise and reverberation data, are applied to improve the robustness of the system.

The results are reported in terms of two metrics, namely, the EER and the minimum of the normalized detection cost function (minDCF) with the prior target probability \( P_{tar} \) set to 0.01.

##### 4.1.2. Input features

The feature extraction process uses the Kaldi toolkit [17]. In our implementation, audio signals are first transformed into 25ms width frames with 10ms frame shifts. Then, we select the 40-dimensional FBank features as the input acoustic features. Energy-based voice activity detection (VAD) is used to remove nonspeech frames. The acoustic features are randomly truncated into short slices ranging from 2 to 4 s.

##### 4.1.3. Speaker embedding extraction networks

For comparison, five systems with different training strategies are listed as follows. All systems have the same ResNet34 architecture described in Table 1. The neural networks are trained with the Tensorflow toolkit [18] and optimized with the Adam optimizer. The embeddings are extracted from the first fully connected layer with dimensions of 512. The same type of batch normalization and L2 weight decay described in [19] are used to prevent overfitting. In the training process, the minibatch size is set to 80. We randomly sample 20 speakers with 4 utterances in each speaker from the training set and then sample 1 and 3 utterances from each speaker as the support set and query set, respectively. Other configurations of systems are listed as follows.

**Baseline:** This is the conventional ResNet34 architecture trained with the CE loss. The learning rate gradually decreases from 1e-3 to 1e-4 in the training process.

**PN system:** The network in Section 2.1 is trained with the loss function defined in Eq. 5, where the parameter \( \lambda \) is set to 0.5 and the other setup is the same as that of the baseline.

**MLTC system:** The network in Section 3.1 is trained in two steps. In the first step, the abovementioned PN system is trained. In the second step, the addition transformation coefficients are trained with the same training set, and the learning rate gradu-
Then, the backbone network is trained with the loss function defined in Eq. 8, where the parameter $\lambda$ is also set to 0.5 and the other configuration is the same as that of the baseline.

**MLTC&ACL system:** Both the MLTC and ACL methods are employed in this system. First, the RE data augmentation technique is applied on the support set and more positive pairs are constructed. Then, the backbone network is trained with $L_{CPC}$ described in Section 4.1.1, extra data augmentation on the query samples can only achieve marginal improvements. The additional transformation coefficients have been applied to the original audio described in Section 4.1.1, extra data augmentation on the query samples cannot yield benefits. Since various data augmentation methods have been applied to the original audio described in Section 4.1.1, extra data augmentation on the query samples can only achieve marginal improvements. The improvement obtained by the ACL system stems from the application of contrastive learning ideas.

4.4. Comparison with data augmentation on the query set

In the ACL system, we apply the RE data augmentation technique on the support samples. In this section, the same operation is applied over the query samples, denoted as ACL-Q. All other operations are the same as those described in Section 3.2. The experimental results are shown in Table 4, where ACL-Q stands for the contrastive system.

4.5. Conclusions

In this paper, we propose the MLTC and ACL methods to improve meta-learning scheme. Both of these methods can achieve consistent improvements over the conventional prototypical networks training in Section 3.1. We do not use the additional transformation coefficients and directly fine-tune the backbone network with Eq. 3, denoted as MLFT. The experimental results are shown in Table 3. The performance of the MLFT system is far worse than that of MLTC or even the PN systems. This demonstrates that fine-tuning the backbone network with only the PN loss may change the original pattern of network. Not only can it not bring performance gains, but it may degrade performance.

### Table 2: Results of different systems on the SITW and VOiCES datasets

| Systems     | SITW |           | VOiCES |           |
|-------------|------|-----------|--------|-----------|
|             | Eval | Dev       | Eval   | Dev       |
| EER         | DCF  | EER       | DCF    | EER       | DCF     |
| Baseline    | 1.694| 0.2159    | 1.914  | 0.2396    | 1.891   | 0.1949  | 6.048  | 0.4329  |
| PN          | 1.502| 0.1984    | 1.751  | 0.2326    | 1.667   | 0.2096  | 5.812  | 0.4291  |
| MLTC        | 1.386| 0.1865    | 1.640  | 0.2197    | 1.443   | 0.1856  | 5.518  | 0.3975  |
| ACL         | 1.388| 0.1812    | 1.531  | 0.2103    | 1.468   | 0.1867  | 5.483  | 0.3981  |
| MLTC&ACL    | 1.348| 0.1793    | 1.504  | 0.2035    | 1.423   | 0.1762  | 5.332  | 0.3911  |
| Score fusion| 1.309| 0.1732    | 1.476  | 0.2008    | 1.289   | 0.1577  | 5.096  | 0.3642  |

### Table 3: Comparison results of MLTC and MLFT

| systems     | SITW | VOiCES |
|-------------|------|--------|
|             | Eval | Eval   |
| EER         | DCF  | EER    | DCF |
| Baseline    | 1.640| 0.2197 | 5.518| 0.3975 |
| MLTC        | 1.640| 0.2197 | 5.518| 0.3975 |
| MLFT        | 1.804| 0.2359 | 5.856| 0.4383 |

### Table 4: Comparison results of ACL and ACL-Q

| systems     | SITW | VOiCES |
|-------------|------|--------|
|             | Eval | Eval   |
| EER         | DCF  | EER    | DCF |
| PN          | 1.751| 0.2326 | 5.812| 0.4291 |
| MLTC-Q      | 1.531| 0.2103 | 5.483| 0.3981 |
| ACL-Q       | 1.777| 0.2280 | 5.782| 0.4380 |

It can be seen that the RE data augmentation technique on the query samples cannot yield benefits. Since various data augmentation methods have been applied to the original audio described in Section 4.1.1, extra data augmentation on the query samples can only achieve marginal improvements. The improvement obtained by the ACL system stems from the application of contrastive learning ideas.
References

[1] N. Dehak, P. J. Kenny, R. Dehak, P. Dumouchel, and P. Ouellet, “Front-end factor analysis for speaker verification,” IEEE Transactions on Audio, Speech, and Language Processing, vol. 19, no. 4, pp. 788–798, 2010.

[2] J. Rohdin, A. Silnová, M. Diez, O. Plchot, P. Matějka, and L. Burget, “End-to-end dnn based speaker recognition inspired by i-vector and plda,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 4874–4878.

[3] D. García-Romero and C. Y. Espy-Wilson, “Analysis of i-vector length normalization in speaker recognition systems,” in Twelfth annual conference of the international speech communication association, 2011.

[4] D. Snyder, D. García-Romero, G. Sell, D. Povey, and S. Khudanpur, “X-vectors: Robust dnn embeddings for speaker recognition,” in 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 5329–5333.

[5] T. Ko, Y. Chen, and Q. Li, “Prototypical networks for small footprint text-independent speaker verification,” in ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2020, pp. 6804–6808.

[6] S. M. Kye, Y. Jung, H. B. Lee, S. J. Hwang, and H. Kim, “Meta-learning for short utterance speaker recognition with imbalance length pairs,” arXiv preprint arXiv:2004.02863, 2020.

[7] J. Wang, K.-C. Wang, M. T. Law, P. Rudzicz, and M. Brudno, “Centroid-based deep metric learning for speaker recognition,” in ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2019, pp. 3652–3656.

[8] Z. Zhong, L. Zheng, G. Kang, S. Li, and Y. Yang, “Random erasing data augmentation,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34, no. 07, 2020, pp. 13 001–13 008.

[9] K. He, H. Fan, Y. Wu, S. Xie, and R. Girshick, “Momentum contrast for unsupervised visual representation learning,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 9729–9738.

[10] X. Chen, H. Fan, R. Girshick, and K. He, “Improved baselines with momentum contrastive learning,” arXiv preprint arXiv:2003.04297, 2020.

[11] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple framework for contrastive learning of visual representations,” in International conference on machine learning. PMLR, 2020, pp. 1597–1607.

[12] M. McLaren, L. Ferrer, D. Castan, and A. Lawson, “The speakers in the wild (sitw) speaker recognition database,” in Interspeech, 2016, pp. 818–822.

[13] M. K. Nandwana, J. Van Hout, M. McLaren, C. Richey, A. Lawson, and M. A. Barrios, “The voices from a distance challenge 2019 evaluation plan,” arXiv preprint arXiv:1902.10828, 2019.

[14] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 770–778.

[15] A. Nagrani, J. S. Chung, and A. Zisserman, “Voxceleb: a large-scale speaker identification dataset,” arXiv preprint arXiv:1706.08612, 2017.

[16] J. S. Chung, A. Nagrani, and A. Zisserman, “Voxceleb2: Deep speaker recognition,” arXiv preprint arXiv:1806.03622, 2018.

[17] D. Povey, A. Ghoshal, G. Boulianne, L. Burget, O. Glembek, N. Goel, M. Hannemann, P. Motlicek, Y. Qian, P. Schwarz et al., “The kaldi speech recognition toolkit,” in IEEE 2011 workshop on automatic speech recognition and understanding, no. CONF. IEEE Signal Processing Society, 2011.

[18] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen, C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin et al., “Tensorflow: Large-scale machine learning on heterogeneous distributed systems,” arXiv preprint arXiv:1603.04467, 2016.