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A B S T R A C T

Efficiently computable stability and performance analysis of nonlinear systems becomes increasingly more important in practical applications. Dissipativity can express stability and performance jointly, but existing results are limited to the regions around the equilibrium points of these nonlinear systems. The incremental framework, based on the convergence of the system trajectories, removes this limitation. We investigate how stability and performance characterizations of nonlinear systems in the incremental framework are linked to dissipativity, and how general performance characterization beyond the $L_2$-gain concept can be understood in this framework. This paper presents a matrix inequalities-based convex incremental dissipativity analysis for nonlinear systems via quadratic storage and supply functions. The proposed dissipativity analysis links the notions of incremental, differential, and general dissipativity. We show that through differential dissipativity, incremental and general dissipativity of the nonlinear system can be guaranteed. These results also lead to the incremental extensions of the $L_2$-gain, the generalized $H_\infty$-norm, the $L_\infty$-gain, and passivity of nonlinear systems.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The linear time-invariant (LTI) framework has been a systematic and easy-to-use approach for modeling, identification and control of physical systems for many years. Its success is driven by powerful theoretical and computational results on stability, performance, and shaping (Skogestad & Postlethwaite, 2005). Growing performance demands in terms of accuracy, response speed and energy efficiency, together with increasing complexity of systems to accommodate such expectations, are pushing beyond the modeling and control capabilities of the LTI framework. Therefore, stability and performance analysis of nonlinear systems becomes increasingly more important.

A large variety of stability analysis tools are available for nonlinear systems, including Lyapunov’s stability theory (Khalil, 2002), dissipativity theory (Willems, 1972) and contraction theory (Lohmiller & Slotine, 1998). Moreover, techniques such as backstepping, input-output or feedback linearization (Khalil, 2002) have been introduced to stabilize the behavior and to achieve reference tracking for nonlinear systems. However, these techniques often require cumbersome computations and restrictive assumptions, and — unlike the LTI case — they have not lead to systematic performance analysis and shaping methods. While dissipativity theory in principle allows for analysis of nonlinear systems, current results are not computationally attractive. Furthermore, they only provide local stability and performance guarantees, i.e., only w.r.t. a single point of natural storage (usually the origin), which is undesirable for disturbance rejection and reference tracking. Hence, there is need for a computationally efficient analysis tool for global conclusions on the dissipativity property of a nonlinear system.

Several frameworks have been developed to extend computationally efficient LTI tools to nonlinear systems, e.g., using piece-wise affine, linear time-varying (LTV), Fuzzy, or linear parameter-varying (LPV) system representations. The LPV framework specifically aims at providing convex tools to analyze nonlinear systems as a predefined convex set of LTI systems. However, the stability and performance guarantees are still only valid w.r.t. a single equilibrium point (Koelewijn, Sales Mazzocante, Tóth, & Weiland, 2020). To analyze global stability properties of nonlinear systems, independent of a specific equilibrium point, notions such as incremental stability (Angeli, 2002) were introduced. Incremental stability analyzes stability of a system w.r.t. arbitrary trajectories of the system, instead of w.r.t. a single equilibrium point. Similar stability notions have also been developed, such
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as contraction (Lohmiller & Slotine, 1998; Manchester & Slotine, 2018) and convergence theory (Pavlov, Pogromsky, van de Wouw, & Nijmeijer, 2004) with strong connections to incremental stability theory (Rüffer, van de Wouw, & Mueller, 2013). Similar notions for performance have also been introduced such as incremental $L_2$-gain fromion, Monaco, and Normand-Cyrot (2001) and passivity (Pavlov & Marconi, 2008). Extensions towards global dissipativity analysis in the literature are differential dissipativity (Forni & Sepulchre, 2013; Forni, Sepulchre, & van der Schaft, 2013; van der Schaft, 2013), incremental dissipativity (Pavlov & Marconi, 2008) and equilibrium independent dissipativity (Simpson-Porco, 2019). However, they do not provide computationally efficient methods to verify these dissipativity notions. Works discussing differential and incremental dissipativity only focus on passivity-based performance and how the various dissipativity notions are linked to general dissipativity is generally not discussed.

To address these shortcomings, the main contributions of this paper are (i) conditions on general quadratic performance analysis using incremental dissipativity, (ii) establishing the missing link between general dissipation theory and incremental analysis of nonlinear systems, and (iii) computationally efficient convex tools to analyze incremental stability and performance of nonlinear systems. This is achieved by developing a general incremental dissipativity framework that connects differential dissipativity, incremental dissipativity and general dissipativity. As a consequence, incremental notions of the $L_2$-gain, the generalized $H_2$-norm, the $L_∞$-gain and passivity are systematically introduced, also recovering some existing results on these concepts. Furthermore, convex analysis tools to compute the resulting conditions for differential and incremental dissipativity are derived using a so-called differential parameter-varying (DPV) inclusion of the nonlinear system.

In Section 2, a formal definition of the problem setting is given. Section 3 gives the main results on differential, incremental and general dissipativity and their connection. In Section 4, the incremental extensions of well-known performance measures are derived and the concept of DPV inclusions are discussed, yielding convex computation methods. The introduced concepts and methods are demonstrated on an academic example in Section 5, while the conclusions are provided Section 6.

Notation.

$\mathbb{R}$ is the set of real numbers, while $\mathbb{R}_0^+$ and $\mathbb{R}^+$ stand for non-negative reals and positive reals. The convex hull of a set $S$ is $\text{co}(S)$. Projection of $\mathbb{D} := A \times \mathbb{B}$, with elements $(a, b)$, onto $A$ is denoted by $\pi_A \mathbb{D}$, meaning $a \in \pi_A \mathbb{D} = A$. If a mapping $f : \mathbb{R}^p \to \mathbb{R}^q$ is in $\mathbb{C}^p$, it is $n$-times continuously differentiable. $\mathbb{L}_2^n$ is the signal space of real-valued square integrable functions $f : \mathbb{R}_0^+ \to \mathbb{R}^n$ with associated norm $\|f\|_2 := (\int_0^\infty \|f(t)\|^2 \, dt)^{\frac{1}{2}}$ where $\|\cdot\|$ is the Euclidean (vector) norm. $\mathbb{L}_\infty^n$ is the signal space of functions $f : \mathbb{R}_0^+ \to \mathbb{R}^n$ with finite amplitude, i.e., bounded $\|f(t)\|_\infty := \sup_{t \geq 0} \|f(t)\|$. We use $(\ast)$ to denote a symmetric term in a quadratic expression, e.g., $(\ast)^T Q (a-b) = (a-b)^T Q (a-b)$ for $Q \in \mathbb{R}^{m \times m}$ and $a, b \in \mathbb{R}^m$. The notation $A \succ 0$ ($A \prec 0$) indicates that $A$ is positive (semi-) definite, while $A \preceq 0$ ($A \preceq 0$) denotes a negative (semi-) definite $A$. The zero-matrix and the identity matrix of appropriate dimensions are denoted as $0$ and $I$. Furthermore, $\text{col}(x_1, \ldots, x_n)$ denotes the column vector $[x_1^T \cdots x_n^T]^T$.

2. Problem definition

In this paper, we consider nonlinear, time-invariant systems of the form

$$
\begin{cases}
\dot{x}(t) = f(x(t), u(t)); \\
y(t) = h(x(t), u(t));
\end{cases}
$$

(1)

where $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{U} \subseteq \mathbb{R}^m$ is the input, and $y(t) \in \mathbb{Y} \subseteq \mathbb{R}^q$ is the output of the system. The sets $\mathbb{X}, \mathbb{U}$ and $\mathbb{Y}$ are open sets containing the origin, with $\mathbb{X}, \mathbb{U}$ being convex, and the mappings $f : \mathbb{X} \times \mathbb{U} \to \mathbb{R}^n$ and $h : \mathbb{X} \times \mathbb{U} \to \mathbb{Y}$ are in $\mathbb{C}^1$. We only consider solutions of (1) that are forward complete, unique and satisfy (1) in the ordinary sense. The trajectories of (1) are also restricted to have left-compact support, i.e., $\exists t_0 \in \mathbb{R}$ such that $(x, u, y)$ is zero outside the left-compact set $[t_0, \infty)$. We define the state-transition map as $\phi : \mathbb{R} \times \mathbb{X} \times \mathbb{U} \to \mathbb{X}$, describing the evolution of the state such that

$$
x(t) = \phi_{x}(t, t_0, x_0, u),
$$

(2)

with $x_0 = x(t_0)$. The behavior of the system, i.e., the set of all possible solutions, is denoted by

$$
\mathcal{B} := \{(x, u, y) : (x, u, y) \in \mathcal{B} \times \mathbb{X} \times \mathbb{Y} \} \setminus \{x \in \mathbb{C}^1 \text{ and } (x, u, y) \text{ satisfies (1) with left-compact support} \}.
$$

(3)

Note that $\mathcal{B} \subseteq \mathbb{B}^3$, where $\mathbb{B} = \mathbb{X} \times \mathbb{U} \times \mathbb{Y}$ is called the signal value set.

In this paper, the form presented in (1) will be referred to as the primal form of the nonlinear system. For the primal form, an extensive dissipativity theory has been developed over the years, with its roots in Willems (1972). From the notion of dissipativity, many system properties can be derived, such as performance characteristics and stability (Hill & Moylan, 1980; Willems, 1972), as well as a link with the physical interpretation of the system. Therefore, dissipativity is an important fundament in nonlinear system theory, which we will briefly review. We consider Willems’ dissipativity notion (Willems, 1972) that allows for simultaneous stability and performance analysis.

Definition 1 (General Dissipativity). The system (1) is dissipative w.r.t. a supply function $\delta : \mathbb{U} \times \mathbb{Y} \to \mathbb{R}$, if there exists a storage function $\gamma : \mathbb{X} \to \mathbb{R}_0^+$ with $x_0 \in \mathbb{X}$, such that $\gamma(x_0) = 0$ and

$$
\gamma(x(t_1)) - \gamma(x(t_0)) \leq \int_{t_0}^{t_1} \delta(u(t), y(t)) \, dt,
$$

(4)

for all $t_0, t_1 \in \mathbb{R}$ with $t_0 \leq t_1$, and for all $(x, u, y) \in \mathcal{B}$.

The storage function $\gamma$ can be interpreted as a representation of the stored ‘energy’ in the system with a point of neutral storage $x_0$ (energy minimum), while the supply function $\delta$ can be seen as the total energy flowing in and out of the system. If $\gamma(x(t))$ is differentiable, the dissipation inequality (DI) (4) can be rewritten as the so-called differentiated dissipation inequality (DDI), i.e., $\frac{d}{dt}(\gamma(x(t))) \leq \delta(u(t), y(t))$. In this paper, dissipativity of the primal form of a system will be referred to as general dissipativity. Note that $x_0$, i.e., the point where $\gamma$ is considered to be zero, does not need to be at $x_0 = 0$. In fact, it can be chosen to be any (forced) equilibrium point of (1). However, if the system is nonlinear, the DDI is different for each considered $x_0$ and unlike in the LTI case, this difference cannot be eliminated by a coordinate transformation. This means that performance and stability analysis through general dissipativity is equilibrium point dependent.

An extension to this concept is incremental dissipativity, i.e., analysis of the (dissipated) energy flow between any two system trajectories. We give an extension of the definition of incremental passivity in van der Schaft (2017, Def. 4.7.1):

Definition 2 (Incremental Dissipativity). The system (1) is called incrementally dissipative w.r.t. the supply function $\delta_\Delta : \mathbb{U} \times \mathbb{X} \times \mathbb{Y} \times \mathbb{Y} \to \mathbb{R}$, if there exists a storage function $\gamma_\Delta : \mathbb{X} \times \mathbb{X} \to \mathbb{R}_0^+$, with $\gamma_\Delta(x, x) = 0$, such that for any two trajectories
With the differential form of a system defined, we can define the notion of differential dissipativity, interpreted as the 'energy' dissipation of variations of the system trajectory that are not forced by the input. If the energy of these variations in the system trajectories decreases over time, the trajectory will eventually only be determined by the input of the system. Hence, the primal form of the system will converge to a steady-state solution, which is not necessary a forced equilibrium point, e.g., it can be a periodic orbit. We use the definition from Forni and Sepulchre (2013).

Definition 3 (Differential Dissipativity). Consider a system \( \Sigma \) of the form (1) and its differential form (7), \( \Sigma_2 \). \( \Sigma \) is differentially dissipative w.r.t. a supply function \( v_2 : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \), if there exists a storage function \( V_2 \) such that

\[
V_2(\bar{x}(t_1), \delta\bar{x}(t_1)) - V_2(\bar{x}(t_0), \delta\bar{x}(t_0)) \leq \int_{t_0}^{t_1} s_2(\dot{\bar{u}}(t), \delta\bar{y}(t)) \, dt,
\]

for all \( t_0, t_1 \in \mathbb{R} \) with \( t_0 \leq t_1 \).

Differential passivity definitions can be found in Forni et al. (2013) and van der Schaft (2013).

Remark 4 (Differentiated dissipation inequalities). Note that when the primal and differential storage functions \( V_2 \) and \( v_2 \) are differentiable, we can also define the differentiated forms of (5) and (9).

3. Main results

In this section, we present our main results. We first examine dissipativity, then we show that this property implies incremental dissipativity and general dissipativity of the nonlinear system.

3.1. Differential dissipativity of a nonlinear system

Consider the differential form (7) of a nonlinear system, which describes the variation of the system over a trajectory \((\bar{x}, \bar{u}, \bar{y}) \in \mathcal{B}\). Note that this system always exists if the mappings \( f \) and \( h \) are in \( C^1 \). To formulate our results for differential dissipativity, we consider a quadratic supply function of the form

\[
v_2(\bar{x}, \delta\bar{x}) = \delta\bar{x}^T M(\bar{x}) \delta\bar{x},
\]

where we assume:

A1 The matrix function \( M \in C^1 \) is real, symmetric, bounded and positive definite, i.e., there exists \( k_1, k_2 \in \mathbb{R}^+ \), such that:

\[
k_1 I \leq M(\bar{x}(t)) \leq k_2 I, \quad \forall \bar{x}(t) \in \mathcal{X}.
\]

This storage function represents the energy of the variation along the state trajectory \( \bar{x} \). We consider the following quadratic supply function,

\[
v_2(\delta\bar{u}, \delta\bar{y}) = (\delta\bar{y})^T S^T \begin{bmatrix} Q & S \end{bmatrix} (\delta\bar{u} + \delta\bar{y}),
\]

with real, constant, bounded matrices \( R = R^T \), \( Q = Q^T \) and \( S \).

With (10) and (11), we formulate the following theorem.

---

\footnote{In fact, we can obtain a variational system for any smooth \((x, u)\) parametrization (see Reyes-Báez (2019) for an alternative approach).}
Theorem 5 (Differential Dissipativity Condition). The system in primal form (1) is differentially dissipative w.r.t. the quadratic supply function (11) under a quadratic storage function (10) satisfying A1, if and only if for all $(\bar{x}, \bar{u}) \in \pi_{x,u} \mathbb{B}$ and $t \in \mathbb{R}$, omitting dependence on time for brevity,

$$
\left. (\delta \bar{x}^T \dot{M}(\bar{x}) \delta \bar{x}) \right|_{t} \leq (\delta \bar{u}^T \dot{S}(\bar{x}) \delta \bar{u}),
$$

(12)

with $\dot{M}(\bar{x}) = \sum_{i=1}^{m} \frac{\partial M(U)}{\partial U} \delta \bar{u}_i = \delta \bar{u} \delta \bar{x}$, and $A, \ldots, D$ as in (8).

Proof. By Definition 3, the primal form (1) is differentially dissipative, if the differential form (7) is dissipative. Hence, it suffices to show that if (12) holds, the differential form is dissipative with storage function (10) and supply function (11). Note that (10) is differentiable. Therefore, we start by substituting (10) and (11) into the differentiated dissipational inequality,

$$
\frac{d}{dt} (\delta \bar{x}^T \dot{M}(\bar{x}) \delta \bar{x}) \leq (\delta \bar{u}^T \dot{S}(\bar{x}) \delta \bar{u}).
$$

(13)

By Willems (1972), (13) is satisfied for all possible trajectories of (7) if and only if (13) holds for all values $(\delta \bar{u}(t), \delta \bar{x}(t), \delta \bar{y}(t)) \in \mathbb{R}^{nx} \times \mathbb{R}^{nu} \times \mathbb{R}^{ny}$ and $\bar{x}(t) \in \mathcal{X}$. Writing out (13) yields,

$$
2 \delta \bar{x}^T \dot{M}(\bar{x})(A \bar{x}, \bar{u}) + B(\bar{x}, \bar{u}) \delta \bar{u} + 2 \delta \bar{u}^T \dot{S}(\bar{x}, \bar{u}) \delta \bar{x} \leq 0.
$$

(14)

with $A, \ldots, D$ as in (8) and $\dot{M}(\bar{x}) = \sum_{i=1}^{m} \frac{\partial M(U)}{\partial U} \delta \bar{u}_i$. It is trivial to see that (14) is equivalent to the pre- and post multiplication of (12) with $\text{col}(\delta \bar{x}, \delta \bar{u})$ and $\text{col}(\delta \bar{x}, \delta \bar{u})$, respectively. Requiring (14) to hold for all $(\bar{x}, \bar{u}) \in \pi_{x,u} \mathbb{B}$ and $t \in \mathbb{R}$ is equivalent to require the condition in (12) to hold for all $(\bar{x}, \bar{u}) \in \pi_{x,u} \mathbb{B}$ and $t \in \mathbb{R}$, which proves the statement.

Note that the velocity of $\bar{x}$ is required to verify incremental dissipativity. Often this is solved in practice by capturing $\bar{x}(t)$ in a set $\mathcal{D}$, such that $\bar{x}(t) \in \mathcal{D}$ for all time.

3.2. Incremental dissipativity of a nonlinear system

First, we show that the property of differential dissipativity under supply function (11) implies the property of incremental dissipativity with supply function

$$
s_{\Delta}(\bar{u}, \bar{y}, \bar{y}) = (\delta \bar{u}^T \dot{S}(\bar{x}) \delta \bar{u}).
$$

(15)

Secondly, we give a computable condition to analyze incremental dissipativity. The following result is the core of our contribution.

Theorem 6 (Induced Incremental Dissipativity). When the system in primal form (1) is differentially dissipative w.r.t. the supply function (11) with $R < 0$ under a storage function $\mathcal{V}_S$, then there exists a storage function $\mathcal{V}_S$ such that the system is incrementally dissipative w.r.t. the supply function (15).

Proof. Writing out the $\lambda$-dependence in (9) for differential dissipativity, allows to integrate it over $\lambda$:

$$
\int_{0}^{t_1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) - \mathcal{V}_S(\bar{x}(t_0, \lambda), \delta \bar{x}(t_0, \lambda)) - \int_{0}^{t_1} \delta \bar{u}(\tau, \lambda) \delta \bar{y}(\tau, \lambda) \tau d\tau \leq 0.
$$

(16)

We compute the integral of the storage terms first. We define the following minimum energy path between $x$ and $\bar{x}$ by

$$
\chi_{(x,\bar{x})}(\lambda) = \arg \inf_{\bar{x} \in \Gamma_x(x,\bar{x})} \int_{0}^{1} \mathcal{V}_S(\bar{x}(\lambda), \frac{\partial \bar{x}(\lambda)}{\partial \lambda}) d\lambda.
$$

(17)

When $\mathcal{V}_S(\bar{x}, \delta \bar{x}) = \delta \bar{x}^T \dot{M}(\bar{x}) \delta \bar{x}$, $\chi_{(x,\bar{x})}$ can be seen as the geodesic connecting $x$ and $\bar{x}$ corresponding to the Riemannian metric $M(\bar{x})$, see also Manchester and Slotine (2018) and Reyes-Báez (2019). Next, we define

$$
\mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) := \int_{0}^{1} \mathcal{V}_S(\chi_{(x,\bar{x})}(\lambda), \frac{\partial \chi_{(x,\bar{x})}(\lambda)}{\partial \lambda}) d\lambda,
$$

(18)

which will be our incremental storage function. Note that $\chi_{(x,\bar{x})} \geq 0$ as by definition $\mathcal{V}_S(0, 0) = 0$. Furthermore, $\mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) = \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) = 0$ by definition $\mathcal{V}_S(\bar{x}, \lambda) = 0$. Using this incremental storage function, we have that

$$
\mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) \leq \int_{0}^{1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda.
$$

(19)

Combining (19) and (20) gives that

$$
\mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) \geq \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) \geq \int_{0}^{1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda.
$$

(21)

We now consider the right-hand side of the inequality (21). Changing the order of integration gives

$$
\int_{0}^{1} \int_{0}^{t_1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda dt.
$$

(22)

We now solve the individual terms in the inner integral,

$$
\int_{0}^{1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda = \int_{0}^{1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda + 2 \int_{0}^{1} \delta \bar{u}(\tau, \lambda) \delta \bar{y}(\tau, \lambda) d\tau.
$$

(23)

Taking $\bar{u}(\tau, \lambda) = \bar{u}(\tau) + \lambda(\bar{u}(\tau) - \bar{u}(\tau))$ as a parametrization, we obtain $\delta \bar{u}(\tau) = \frac{\partial \bar{u}(\tau, \lambda)}{\partial \lambda} = \bar{u}(\tau) - \bar{u}(\tau)$. Hence, the first term in (23) resolves to $\mathcal{V}_S(\bar{x}(\tau), \bar{x}(\tau))$, while the second term gives

$$
\int_{0}^{1} \delta \bar{u}(\tau, \lambda) \delta \bar{y}(\tau, \lambda) d\lambda = 2 \int_{0}^{1} \mathcal{V}_S(\bar{x}(\tau), \bar{x}(\tau)) = 2 \int_{0}^{1} \mathcal{V}_S(\bar{x}(\tau), \bar{x}(\tau)).
$$

(24)

For the third term in (23) where $R < 0$, i.e., $-R > 0$, we use Lemma 23 in Appendix to obtain an upper bound:

$$
\int_{0}^{1} \int_{0}^{t_1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda \leq \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) = \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) = \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)).
$$

(25)

Combining our results yields

$$
\int_{0}^{t_1} \mathcal{V}_S(\bar{x}(t_1, \lambda), \delta \bar{x}(t_1, \lambda)) d\lambda \leq \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)) = \mathcal{V}_S(\bar{x}(t_1), \bar{x}(t_1)).
$$

(26)
as an upper bound for (22). Thus, if (9) holds, we know that (16) holds, which in turn implies, considering a supply function (11) with $R \prec 0$, that

$$
\mathcal{V}_\Delta(x(t_1), \mathcal{X}(t_1)) - \mathcal{V}_\Delta(x(t_0), \mathcal{X}(t_0)) \leq \int_{t_0}^{t_1} (w^T(\tau) - \bar{w}(\tau))d\tau, \tag{26}
$$

via the upper bound (25). Hence, if the system is differentially dissipative w.r.t. the supply function (11) with $R \prec 0$, then the system is incrementally dissipative w.r.t. the equally parametrized supply function (15).

Remark 7 (Restricted R). Restriction $R \prec 0$ is a technical necessity in the proof of Theorem 6. In case of $R \succ 0$ or $R$ being indefinite, validity of Theorem 6 is an open question.

Comparing Theorem 6 to existing results in this context, we want to highlight that Waitman, Massioni, Bako, Scorletti, and Fromion (2015a, 2016b) also give some results on incremental dissipativity. However, these works only focus on a specific and restrictive form of the supply function. Moreover, the technical result of Waitman et al. (2016a) refers to a proof in a paper that has never appeared to the authors’ knowledge.

From Theorem 6, we have the following (trivial) result:

Corollary 8 (Incremental Dissipativity Condition). The system in primal form (1) is incrementally dissipative w.r.t. the supply function (15) with $R \prec 0$, if (12) holds for all $(\overline{x}, \bar{u}) \in \pi_{x,u}B$ with $M$ satisfying A1.

Corollary 8 gives a sufficient condition to verify incremental dissipativity of a general nonlinear system. Note that by this result, if the matrix inequality (12) holds for all $(\overline{x}, \bar{u}) \in \pi_{x,u}B$, then we know that there exists a valid storage function of the form (18). However, calculating this function in an explicit form might be difficult (see Section 3.3). If no positive definite $M$ can be found to satisfy (12), then it does not necessarily mean that the system is not differentially or incrementally dissipative. Inequality (12) might hold for a non-quadratic $\mathcal{V}_\delta$, or a more complex $M$.

3.3. Explicit incremental storage function

Even if deriving an explicit form of (18) is challenging in general, under the quadratic form of (10), we can take an extra assumption to give an explicit construction:

A2 $M(\mathcal{X})$ can be decomposed as $M(\mathcal{X}) = N^T(\mathcal{X})PN(\mathcal{X})$, $P \succ 0$, and $\exists \nu : \mathbb{R}^n \to \mathbb{R}^n$ s.t. $\frac{\partial M}{\partial x} = N(\mathcal{X})$.

While this decomposition of $M(\mathcal{X})$ is always possible if it satisfies A1, see Verhooik, Koelwijn, Töth, and Haesaert (2022), existence of $\nu$ such that $\frac{\partial M}{\partial x} = N(\mathcal{X})$ is not guaranteed for any $M(\mathcal{X})$. This illustrates well the challenges for obtaining an explicit construction of $\mathcal{V}_\delta$. For the sake of simplicity, we assume in the remainder of this subsection that $\mathcal{X} = \mathbb{R}^n$.

Lemma 9 (Induced Incremental Storage Function). If the system in primal form (1) is differentially dissipative with a storage function $\mathcal{V}_\delta(x, \delta x) = \delta x^T M(x) \delta x$, where $M$ satisfies A1 and A2, then the incremental storage function $\mathcal{V}_\delta$ in Theorem 6 is given by

$$
\mathcal{V}_\delta(x, \bar{x}) = (v(x) - v(\bar{x}))^T P(v(x) - v(\bar{x})). \tag{27}
$$

Additionally, if $M(\mathcal{X}) = M$ for all $\mathcal{X} \in \mathcal{X}$, then the incremental storage function simplifies to

$$
\mathcal{V}_\delta(x, \bar{x}) = (x - \bar{x})^T M(x - \bar{x}). \tag{28}
$$

Proof. Based on (16), we need to compute the terms

$$
\int_0^1 \mathcal{V}_\delta(x(t_1), \lambda), \delta x(t_1, \lambda) d\lambda \tag{29a}
$$

and

$$
- \int_0^1 \mathcal{V}_\delta(x(t_0), \lambda), \delta x(t_0, \lambda) d\lambda. \tag{29b}
$$

Based on A2, we can decompose $M(\mathcal{X})$ into

$$
M(\mathcal{X}) = N^T(\mathcal{X})PN(\mathcal{X}), \tag{30}
$$

where $P \succ 0$ with $P \in \mathbb{R}^{n_x \times n_x}$ and, because of A1, $N(\mathcal{X}(t, \lambda)) \in \mathbb{R}^{n_x \times n_x}$ is invertible on $\mathcal{X}$, i.e., $\det N(\mathcal{X}) \neq 0$, $\forall \mathcal{X} \in \mathcal{X}$. Furthermore, by A2, there exists a diffeomorphism $\nu : \mathbb{R}^n \to \mathbb{R}^n$ such that $\frac{\partial M}{\partial x}(\mathcal{X}) = N(\mathcal{X})$, $\forall \mathcal{X} \in \mathcal{X}$. Next, define $\bar{z}(t, \lambda) := \nu(\mathcal{X}(t, \lambda))$, which satisfies that

$$
\delta z(t, \lambda) = \frac{\partial \bar{z}}{\partial \lambda}(t, \lambda) = N(\mathcal{X}(t, \lambda)) \delta x(t, \lambda). \tag{31}
$$

This allows to rewrite (10) as

$$
\delta x^T M(\mathcal{X}) \delta x = \delta x^T N^T(\mathcal{X})PN(\mathcal{X}) \delta x = \delta z^T \delta z. \tag{32}
$$

Using this relation, the first term (29a) can be written as

$$
\int_0^1 \delta z^T(t_1, \lambda) P \delta z(t_1, \lambda) d\lambda. \tag{33}
$$

Applying Lemma 23, see Appendix, to (33) results in

$$(*)^T P \left(\int_0^1 \delta z^T(t_1, \lambda) \delta z(t_1, \lambda) d\lambda \right) \leq \int_0^1 \delta z^T(t_1, \lambda) P \delta z(t_1, \lambda) d\lambda. \tag{34}
$$

Hence,

$$(*)^T P \left(v(x(t_1)) - v(\bar{x}(t_1)) \right) = (*)^T P \left(\bar{z}(t_1, 1) - \bar{z}(t_1, 0) \right) \leq \int_0^1 (\delta z^T(t_1, \lambda) P \delta z(t_1, \lambda)) d\lambda = \int_0^1 (\delta \delta^T(t_1, \lambda) \gamma(\mathcal{X}(t_1, \lambda)) \gamma(t_1, \lambda)) d\lambda. \tag{35}
$$

Before looking at the second term, i.e., (29b), let us recall some definitions. As aforementioned, the parametrized initial condition $\tilde{x}(t_0, \lambda) = \tilde{x}_0(\lambda)$ can be taken as any smooth parametrization $\tilde{x}_0 \in \Gamma_1(0, \tilde{x}_0)$. Recall that $\nu$ is a diffeomorphism, implying that $v^{-1} : \mathbb{R}^n \to \mathbb{R}^n$ exists and $v$, $v^{-1} \in C^1$. Hence, w.l.o.g. we take

$$
\tilde{x}_0(\lambda) := v^{-1}(\tilde{x}_0(t_0, \lambda)), \tag{36}
$$

where $\tilde{z}(t_0, \lambda) := \nu(\tilde{x}_0) + \lambda(\nu(x_0) - \nu(\tilde{x}_0))$. Note that this choice of $\tilde{x}_0(\lambda)$ satisfies the aforementioned conditions. Consequently, we have that

$$
\delta z(t_0, \lambda) = \frac{\partial \tilde{z}}{\partial \lambda}(t_0, \lambda) = v(x_0) - v(\tilde{x}_0). \tag{37}
$$

Using this result and (32), the second term (29b) gives

$$
\int_0^1 \left(v(x_0) - v(\tilde{x}_0)\right)^T P \left(v(x_0) - v(\tilde{x}_0)\right) d\lambda = \left(v(x_0) - v(\tilde{x}_0)\right)^T P \left(v(x_0) - v(\tilde{x}_0)\right). \tag{38}
$$

Combining the results of (34) and (37), it holds that

$$
\int_0^1 \left[\mathcal{V}_\delta(\mathcal{X}(t_1, \lambda), \delta \mathcal{X}(t_1, \lambda)) - \mathcal{V}_\delta(\tilde{x}_0(t_0, \lambda), \delta \tilde{x}_0(t_0, \lambda))\right] d\lambda \geq \left(*\right)^T P \left(v(x(t_1)) - v(\tilde{x}(t_1))\right) - \left(*\right)^T P \left(v(x(t_0)) - v(\tilde{x}(t_0))\right). \tag{39}
$$

Combining this result with (25) gives

$$
\mathcal{V}_\delta(x(t_1), \tilde{x}(t_1)) - \mathcal{V}_\delta(x(t_0), \tilde{x}(t_0)) \leq \int_{t_0}^{t_1} (w^T(\tau) - \bar{w}(\tau))d\tau. \tag{40}
$$
where \( V_A \) is according to (27). Hence, (27) qualifies as an incremental storage function for (1).

In case \( M(\bar{x}) = M \) for all \( \bar{x} \in \mathcal{X} \), the decomposition in (30) simplifies to \( N = I \) and \( P = M \), hence, \( v(x) = x \) and we obtain (28). Note that the same result is obtained when solving (17) and (18) directly for \( V_\nu(\bar{x}, \dot{\bar{x}}) = \delta x^T M \bar{x} \), as in that case \( \chi(x, \bar{x}) = \bar{x} + \dot{x} - \bar{\chi}(x - \bar{x}) \) and hence \( V_A \) is given by (28).

In case \( \mathcal{X} \) is a bounded convex set, Lemma 9 can be also shown to hold true, if either beyond \( A_2 \) it holds that \( v(\chi(x)) \) is also convex, or if \( M \) is a constant matrix.

3.4. General dissipativity analysis of a nonlinear system

We now show that incremental dissipativity implies that the considered system is globally dissipative, i.e., dissipative w.r.t. any forced equilibrium point in \( B \).

**Theorem 10** (Induced General Dissipativity). Given a nonlinear system in its primal form (1). Suppose that \((x_e, u_e, y_e) \in B \) is a (forced) equilibrium point of the system, i.e., \((\dot{x}(t), u(t), \frac{d}{dt} y(t)) = (x_e, u_e, y_e) \) and \((\dot{x}(t), u(t), \frac{d}{dt} y(t)) \) satisfies (1) for all \( t \in \mathbb{R} \). If the system is incrementally dissipative under the supply function (15), then for every equilibrium \((x_e, u_e, y_e) \), the system is dissipative w.r.t. an equally parametrized supply function.

**Proof.** If the system is incrementally dissipative w.r.t. the supply function (15) under the storage function \( V_A \), then it holds that

\[
V_A(x(t_1), \dot{x}(t_1)) - \int_{t_0}^{t_1} f(x, u) dt \leq V_A(x(t_0), \dot{x}(t_0)),
\]

for all \( t_0, t_1 \in \mathbb{R} \), with \( t_0 \leq t_1 \). Let the trajectory \((\bar{x}, \bar{u}, \bar{y})\) be equal to the equilibrium trajectory \((x_e, u_e, y_e)\), i.e., the equilibrium point \((x_e, u_e, y_e)\). Hence, for all \( t_0, t_1 \in \mathbb{R} \), with \( t_0 \leq t_1 \)

\[
V_A(x(t_1), x_e) - \int_{t_0}^{t_1} f(x, u) dt \leq V_A(x(t_0), x_e),
\]

Next, introduce the coordinate shift

\[
q = x - x_e, \quad w = u - u_e, \quad z = y - y_e,
\]

and define

\[
\varphi(q) := V_A(q + x_e, x_e),
\]

which is non-negative and satisfies that \( \varphi(0) = 0 \). Substituting this in the inequality gives that

\[
\varphi(q(t_1)) - \varphi(q(t_0)) \leq \int_{t_0}^{t_1} f(x, u) dt,
\]

holds for all \( t_0, t_1 \in \mathbb{R} \), with \( t_0 \leq t_1 \), which is the general dissipativity inequality (4) with \( \varphi \) as defined in (40) being the corresponding storage function. Hence, (1) is dissipative w.r.t. any arbitrary forced equilibrium point if it is incrementally dissipative.

By this last result, we have obtained a chain of implications, which connect the notions of dissipativity. Moreover, we gave a condition (matrix inequality (12)) that allows to examine differential, incremental and general dissipativity and thus examine global stability and performance of a nonlinear system. This chain of implications is summarized in Fig. 2. A result similar to Theorem 10 is given in Liu, Hill, and Zhao (2014) for single-input-single-output networked nonlinear systems. However, note that Theorem 10 is more general, as it holds for general nonlinear multi-input-multi-output systems of the form (1).

**Remark 11** (Implied Stability). If the supply function satisfies

\[
s(0, y) \leq 0 \quad \forall y \in \pi_y \mathcal{B}, \quad (41)
\]

then it is well-known that dissipativity implies Lyapunov stability of (1) (Angeli, 2002; van der Schaft, 2017). Under a similar condition on \( s_A \), incremental dissipativity implies incremental stability, which means that there exists a function \( \beta \in \mathcal{K}_{\mathcal{L}} \), such that, for all \( u \in \pi_u \mathcal{B} \), all \( x_0, \dot{x}_0, \epsilon \) and all \( t \geq 0 \),

\[
\|\phi_\nu(t, 0, x_0, u) - \phi_\nu(t, 0, \dot{x}_0, u)\| \leq \beta(\|x_0 - \dot{x}_0\|, t).
\]

See Angeli (2002) for more details. Similarly, we have that differential dissipativity implies stability of (7) when \( \forall y \in (\mathbb{R}^n)^2 : s_\nu(0, \delta y) \leq 0 \). As \( R < 0 \), these conditions are trivially satisfied by our considered supply functions and through Theorems 6 and 10, the same chain of implications hold between these stability notions as in Fig. 2. Hence, by showing differential dissipativity with the considered supply functions, we also show incremental and Lyapunov stability of (1). If the above conditions on \( s \) hold in the strict sense, then the implications hold in terms of asymptotic forms of stability.

4. Performance analysis via convex tests

We now use the dissipativity results of Section 3 to recover incremental notions of well-known performance indicators (\( L_2 \)-gain, \( \infty \)-gain, passivity and the generalized \( H_2 \)-norm) and propose a method that allows for global, convex performance analysis of nonlinear systems. This contribution can also serve as a stepping stone for the formulation of incremental controller synthesis methods. We want to highlight that the results in this section resemble to conditions of respective performance indicators \(^2\) of LPV systems. The LPV conditions derive from these results as we use the differential form of a nonlinear system. Hence, the relations follow from a completely different analysis that allows for global nonlinear performance analysis.

We will introduce the incremental performance notions for storage functions of the form of (28). It is trivial to extend these results to the case where a symbolic object \( M(\bar{x}) \) is considered.

4.1. Incremental \( L_2 \)-gain

A system has finite \( L_2 \)-gain \( \gamma < \infty \) if the system is dissipative w.r.t. to the supply rate \( s(u, y) = \gamma \|u\|_2^2 - \|y\|_2^2 \) (Scherer & Weiland, 2015), i.e., \( u \) must be in \( L_{\infty}^2 \). Let \( B_q \) be defined as \( B_q := \{(x, u, y) \in \mathcal{B} | u \in L_{\infty}^2 \} \). There are several definitions in the literature that extend the classical \( L_2 \)-gain definition towards the incremental setting (Fromion, Scarletti, & Ferreres, 1999; Koelewijn, Töth, Nijmeijer, & Weiland, 2021; van der Schaft, 2017). The following definition fits with the incremental dissipativity notion discussed in this paper.

\( ^2\) Therefore, the proofs in this section are omitted. For the interested reader, the proofs are included in the extended version of this paper Verhoek, Koelewijn, Haesaert, and Töth (2022).
Definition 12 (Incremental $\mathcal{L}_2$-Gain). The incremental $\mathcal{L}_2$-gain, i.e., $\mathcal{L}_2$-gain, of the system $\Sigma$ of the form (1) is
\[
\|\Sigma\|_{\mathcal{L}_2} := \sup_{0 \leq \|u - \bar{u}\|_2 < \infty} \frac{\|y - \bar{y}\|_2}{\|u - \bar{u}\|_2},
\] (42)
where $(x, u, y), (\bar{x}, \bar{u}, \bar{y}) \in \mathcal{B}_2$ are any two arbitrary trajectories of $\Sigma$ for which $x(0) = \bar{x}(0)$.

Remark 13 ($\mathcal{L}_2$-Gain in the LTI Case). The $\mathcal{L}_2$-gain and the $\mathcal{L}_2$-gain are equivalent for LTI systems (Koelewijn & Tóth, 2019). Hence, the $\mathcal{L}_2$-gain of a differential LTI system is equal to the $\mathcal{L}_2$-gain of a primal LTI system.

The results in Fromion et al. (1999), Koelewijn et al. (2021) and van der Schaft (2017), together with Corollary 8 lead to the following result:

Corollary 14 ($\mathcal{L}_2$-Gain Bound). Consider $\Sigma$ as the system (1) and let $\gamma \in \mathbb{R}^+$. If there exists an $M = M^\top > 0$ s.t. $\forall (\bar{x}, \bar{u}) \in \pi_{x,u}B$,
\[
\begin{pmatrix}
A(\bar{x})^\top M + MA(\bar{x}) & MB(\bar{x}) \\
B(\bar{x})^\top M & C(\bar{x})^\top D(\bar{x}) - I
\end{pmatrix} > 0,
\] (43)
where $\bar{x} = \text{col}(\bar{x}, \bar{u})$, then $\|\Sigma\|_{\mathcal{L}_2} \leq \gamma$.

Proof. The proof follows by combining Corollary 8 with the results in van der Schaft (2017). See also Verhoek, Koelewijn, Haesaert, and Tóth (2022).

In Fromion and Scorletti (2003), it is shown that $\|\Sigma_t\|_{\mathcal{L}_2} < \gamma$ if and only if $\|\Sigma\|_{\mathcal{L}_2} < \gamma$. It is an interesting (open) question how necessity can also be established via Theorem 6 in this case. Additionally, note that (43) is linear, i.e., convex in $M$ and $\gamma^2$, but it is an infinite semi-definite problem. We will discuss in Section 4.5 how to turn it into a finite number of linear matrix inequalities (LMIs)-based optimization problems.

4.2. Incremental $\mathcal{L}_\infty$-Gain

The well-known $\mathcal{L}_1$-norm is defined for stable LTI systems that map inputs with bounded amplitude to outputs with bounded amplitude. For LTI systems, the $\mathcal{L}_1$-norm is equivalent with the induced $\mathcal{L}_\infty$-norm, i.e., the peak-to-peak gain of a system. We extend the notion of the $\mathcal{L}_\infty$-gain to the incremental setting, which characterizes the peak-to-peak gain between two arbitrary trajectories of a system. Let $\mathcal{B}_\infty$ be defined as $\mathcal{B}_\infty := \{(x, u, y) \in \mathcal{B} \mid u \in \mathcal{L}_\infty\}$.

Definition 15 (Incremental $\mathcal{L}_\infty$-Gain). The incremental $\mathcal{L}_\infty$-gain, i.e., $\mathcal{L}_\infty$-gain, of the system $\Sigma$ of the form (1) is
\[
\|\Sigma\|_{\mathcal{L}_\infty} := \sup_{0 \leq \|u - \bar{u}\|_{\infty} < \infty} \frac{\|y - \bar{y}\|_{\infty}}{\|u - \bar{u}\|_{\infty}},
\] (44)
where $(x, u, y), (\bar{x}, \bar{u}, \bar{y}) \in \mathcal{B}_\infty$ are any two arbitrary trajectories of $\Sigma$ for which $x(0) = \bar{x}(0)$.

As an extension of Scherer (2000, Sec. 10.3) and Scherer and Weiland (2015, Sec. 3.3.5), the following result gives a sufficient condition for an upper bound $\gamma$ of the $\mathcal{L}_\infty$-gain of a nonlnear system.

Corollary 16 ($\mathcal{L}_\infty$-Gain Bound). Consider $\Sigma$ as the system (1) and let $\gamma \in \mathbb{R}^+$. If there exist an $M = M^\top > 0$, $\kappa > 0$ and $\mu > 0$ such that $\forall (\bar{x}, \bar{u}) \in \pi_{x,u}B$,
\[
\begin{pmatrix}
A(\bar{x})^\top M + MA(\bar{x}) + \kappa M \\
B(\bar{x})^\top M & C(\bar{x})^\top D(\bar{x}) - I
\end{pmatrix} > 0,
\] (45a)
where $\bar{x} = \text{col}(\bar{x}, \bar{u})$, then $\|\Sigma\|_{\mathcal{L}_\infty} < \gamma$.

Proof. The proof follows by combining Corollary 8 with the results in Scherer (2000) and Scherer and Weiland (2015). See also Verhoek, Koelewijn, Haesaert, and Tóth (2022).

Despite of the fact that (45a) is not convex in $\kappa$ and $M$ due to their multiplicative relation, by fixing $\kappa$ and performing a line-search over it, (45a) again corresponds to an infinite Semi-Definite Program (SDP).

4.3. Incremental Passivity

Passivity is a widely studied system property and it has been recently extended towards the incremental setting (Pavlov & Marconi, 2008; van der Schaft, 2017) and the differential setting (Forni & Sepulchre, 2013; Forni et al., 2013; van der Schaft, 2013). In Kawano, Kosaraju, and Scherer (2020), the connection between differential and incremental passivity has been established for a storage function (10) with constant $M$. That work might serve as a parallel proof for Theorem 6, when focusing only on passivity.

A system is said to be passive if it is dissipative w.r.t. to the supply rate $s(u, y) = u^\top y + y^\top u$. Based on van der Schaft (2017), the definition of incremental passivity is as follows:

Definition 17 (Incremental Passivity). A system of the form (1) is incrementally passive, if for the supply $s_\Delta(u, \bar{u}, y, \bar{y}) = (u - \bar{u})^\top (y - \bar{y}) + (y - \bar{y})^\top (u - \bar{u})$.
\[
s_\Delta(u, \bar{u}, y, \bar{y}) \leq \int_{t_0}^{t_1} \mathcal{V}_\Delta(s_\Delta(t_1), \bar{x}(t_1)) - \mathcal{V}_\Delta(s_\Delta(t_0), \bar{x}(t_0)) dt.
\] (46)

Based on Corollary 8, the following result holds:

Corollary 18 (Incremental Passivity Condition). The system (1) with $n_y = n_u$ is incrementally passive if there exists an $M^\top > 0$ such that $\forall (\bar{x}, \bar{u}) \in \pi_{x,u}B$
\[
\begin{pmatrix}
A(\bar{x})^\top M + MA(\bar{x}) - MB(\bar{x}) \\
B(\bar{x})^\top M - C(\bar{x})^\top D(\bar{x})
\end{pmatrix} < 0,
\] (47)
where $\bar{x} = \text{col}(\bar{x}, \bar{u})$.

Proof. The proof follows by direct application of Corollary 8 with $Q = R = 0$ and $S = I$.
4.4. Generalized incremental $\mathcal{H}_2$-norm

There are several extensions of the $\mathcal{H}_2$-norm for nonlinear systems embedded as LPV systems (Bouali, Yagoubi, & Chevrel, 2008; de Souza, Trofino, & de Oliveira, 2003; Xie, 2005). In this paper, we extend the notion of the generalized $\mathcal{H}_2$-norm to the incremental setting:

**Definition 19 (Incremental Generalized $\mathcal{H}_2$-Norm).** Consider $\Sigma$ as the system (1) with $\frac{\partial h}{\partial w} = 0$. The generalized incremental $\mathcal{H}_2$-norm, i.e., $\|\Sigma\|_{\mathcal{H}_2^0}$, of $\Sigma$ is

$$\|\Sigma\|_{\mathcal{H}_2^0} := \sup_{0 \leq \|u - \hat{u}\|_2 < \infty} \frac{\|y - \hat{y}\|_{\infty}}{\|u - \hat{u}\|_2},$$

(48)

where $(x, u, y), (\bar{x}, \bar{u}, \bar{y}) \in \mathcal{B}_2$ are any two arbitrary trajectories of $\Sigma$ for which $x(0) = \bar{x}(0)$.

Note that if assumption $\frac{\partial h}{\partial w} = 0$ does not hold, then the $\mathcal{H}_2^0$-norm is trivially unbounded. As an extension of Scherer and Weiland (2015, Sec. 3.3.4), the following result characterizes an upper bound $\gamma$ on the $\mathcal{H}_2^0$-norm.

**Corollary 20 ($\mathcal{H}_2^0$-Gain Bound).** Consider $\Sigma$ as the system (1) with $\frac{\partial h}{\partial w} = 0$ and let $\gamma \in \mathbb{R}^+$. If there exists an $M > 0$ such that

$$A(\hat{\eta})^T M + M A(\hat{\eta}) + M B(\hat{\eta}) B(\hat{\eta})^T \gamma I < 0,$$

(49)

where $\hat{\eta} = \text{col}(\bar{x}, \bar{u}),$ then $\|\Sigma\|_{\mathcal{H}_2^0} < \gamma$.

**Proof.** The proof follows by combining Corollary 8 with the results in Scherer and Weiland (2015). See also Verhoek, Koelwijn, Haesaert, and Tóth (2022).

4.5. Convex computation with DPV inclusions

So far, the obtained results have yielded matrix inequalities that correspond to infinite dimensional SDPs. This section presents a convexification of the constraint variation to recast these problems as regular SDPs by embedding of the differential form of the system in a DPV inclusion. Inspired by Tóth (2010) and Wang, Tóth, and Manchester (2020), we define the DPV inclusion of (1) as follows.

**Definition 21 (DPV Inclusion).** The DPV inclusion of (1), given by

$$\begin{aligned}
\delta x(t) &= A(p(t))\delta x(t) + B(p(t))\delta u(t), \\
\delta y(t) &= C(p(t))\delta x(t) + D(p(t))\delta u(t),
\end{aligned}$$

(50)

with $p(t) \in \mathcal{P}$ being the scheduling variable, is an embedding of the differential form of (1) on the compact convex region $\mathcal{P} \subseteq \mathbb{R}^n$, if there exists a function $\psi : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$, the so-called scheduling map, such that $\mathcal{V}(\hat{x}(t), \hat{u}(t)) \in \mathbf{CS}$(\hat{u}(t))$.

$A(\hat{x}(t), \hat{u}(t)) \in \mathcal{A} \subseteq \mathbb{R}^n$, $B(\hat{x}(t), \hat{u}(t)) \in \mathcal{B} \subseteq \mathbb{R}^m$, $C(\hat{x}(t), \hat{u}(t)) \in \mathcal{C} \subseteq \mathbb{R}$, $D(\hat{x}(t), \hat{u}(t)) \in \mathcal{D} \subseteq \mathbb{R}$,

where $A, B, C, D$ (e.g., affine, polynomial, rational), we can optimize $\psi$ (with minimal $\eta_\psi$) such that $\text{co} \{\psi(x(t), u(t)) \}$ is a polytopic or multiplier based methods (Hoffmann & Werner, 2014).

In case that $X \times U$ is unbounded, the DPV embedding is often realized on a convex subset $X \times U$, such that there exists a compact and convex $P \subseteq \psi(X, U)$. In this case, one either requires to add an extra condition of invariance of the system on $X \times U$ or assume it, which may introduce conservatism in the analysis, as not the full behavior of the original primal system is considered. Note that existence of a compact and convex $P$, in case of unbounded $X \times U$, follows when $\frac{\partial f}{\partial x}, \frac{\partial u}{\partial x}, \frac{\partial g}{\partial x}, \frac{\partial h}{\partial x}$ are bounded matrix functions, e.g., if $\frac{\partial f}{\partial x} \geq \sin(x)$, with $x \in \mathbb{R}$, we can take $p = \psi(x) = \sin(x) \in [-1, 1].$

5. Example

This section demonstrates the developed notions of incremental dissipativity theory and the analysis tools on an example. The extended version (Verhoek, Koelwijn, Haesaert, & Tóth, 2022) contains an additional example on the relation between incremental and general dissipativity.

**Example 22.** Consider a second-order Duffing oscillator given in a state-space form by

$$\begin{aligned}
\dot{x}_1(t) &= x_2(t) \\
\dot{x}_2(t) &= -ax_1(t) - \left( b + cx_1^2(t) \right) x_1(t) + u(t) \\
y(t) &= x_1(t),
\end{aligned}$$

(51)

where $a$ and $b$ represent the linear damping and stiffness, respectively, and $c$ represents the nonlinear stiffness component. The differential form of (50) is given by

$$\begin{aligned}
\delta x(t) &= \left( \begin{array}{cc} 0 & 1 \\ -b - 3c x_1^2(t) & -a \end{array} \right) \delta x(t) + \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \delta u(t), \\
\delta y(t) &= \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \delta x(t).
\end{aligned}$$

Moreover, we assume for this system that $(x_1, x_2) \in \mathcal{X}$, with $\mathcal{X} = \mathbb{R}^2$, where $\mathcal{X} = [-\sqrt{2}, \sqrt{2}] \times \mathbb{R}$, and

$u \in \psi := \mathcal{L}_2 \cap \left\{ \mathbb{R}^2 : (50) \text{ holds and } (x_1, x_2) \in \mathcal{X} \right\}.$

By choosing $a = 3.3, b = 7.9, c = 1$, (50) yields a system with finite $L_2$-gain. In this example, we determine the $L_2$-gain of the system, using Corollary 14. Note that the nonlinearity $x_1^2(t)$ in (51) can be captured by using a DPV inclusion $p(t) = \psi(x_1(t)) = x_1^2(t) \in \{0, 2\}$. By this substitution, (43) becomes a matrix inequality in $\gamma$, which can be reduced to a finite number of LMI constraints at the vertices, due to convexity of $[0, 2]$. Solving the resulting SDP (constrained minimization of $\gamma$) yields $M = \left( \begin{array}{cc} 0.0589 \mbox{ and } 0.0986 \end{array} \right) > 0$ and $\gamma = 0.155$. Hence, within less than a second, we know that the nonlinear system is differentially, incrementally and generally dissipative on $\mathcal{X}$ w.r.t. the supply function (11) with $Q = 0.155^2, R = -1$ and $S = 0$, and that it has an $L_2$-gain less than 0.155. The system is simulated with two different input signals, given in (52), for which we know they are in $\psi$.

$$u_1(t) = 3e^{-0.2t} \cos(\pi t) \cos(t),$$

(52a)
Since the system is differentially dissipative it is also incrementally dissipative. Fig. 4(b) shows the incremental dissipativity inequality, i.e., the stored energy and the supplied energy between the two trajectories in Fig. 3. As can be observed in Fig. 4(b), the stored energy between two trajectories is always less than the supplied energy between two trajectories. Hence, considering these trajectories, the system is incrementally dissipative. Therefore, we can state (based on these two trajectories) that these results correspond to the developed theory.

Moreover, by Theorem 10, incremental dissipativity implies general dissipativity of the original system (50). Fig. 4(c) gives the storage and supply function evolution over time for the two considered trajectories, showing that the original system is dissipative, since the stored energy is always less than the supplied energy. ▶

6. Conclusions

In this paper, we established the link between general dissipation theory, incremental dissipativity analysis and differential dissipativity analysis for nonlinear systems. Moreover, we have given results on general quadratic incremental performance notions and parameter-varying inclusion based computation tools to analyze the different notions of dissipativity in a convex setting by SDPs. The established link gives us a generic framework to analyze stability and performance of a nonlinear system from a global perspective. Finally, the presented computation tools allow to efficiently analyze global stability and performance of a rather general class of nonlinear systems. These results open up the possibility to establish controller synthesis based on PV inclusions of the differential form, such that we can synthesize (nonlinear) controllers for nonlinear systems with incremental stability and performance guarantees of the closed-loop behavior. For future work, we aim to extend the developed theory for discrete-time and time-varying nonlinear systems.
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Appendix. Norm integral inequality

For Lemma 23.

\[ \left( \int_0^1 \phi(t) \, dt \right)^T M \left( \int_0^1 \phi(t) \, dt \right) \leq \int_0^1 \phi^T(t) M \phi(t) \, dt. \]  

(51a)
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