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ABSTRACT. In this paper we prove a new strong uniqueness result and a weak existence result for possibly degenerate multidimensional stochastic differential equations with Sobolev diffusion coefficients and rough drifts. In particular, examples with Hölder diffusion coefficients are provided to show our results.

1. Introduction

Consider the following stochastic differential equation in $\mathbb{R}^d$:

$$dX_t = b(t, X_t)dt + \sigma(t, X_t)dW_t, \quad X_0 = x,$$

(1.1)

where $b : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d$ and $\sigma : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d \otimes \mathbb{R}^m$ are two Borel measurable functions, and $W$ is an $m$-dimensional standard Brownian motion defined on a complete filtered probability space $(\Omega, \mathcal{F}, \mathbb{P}; (\mathcal{F}_t)_{t \geq 0})$.

It is a classical fact that when $b$ and $\sigma$ are uniformly Lipschitz continuous in $t$ with respect to the spatial variable $x$, SDE (1.1) admits a unique strong solution. However, when $b$ and $\sigma$ are non-Lipschitz continuous, the pathwise uniqueness would be broken as the case of ordinary differential equations. In one dimensional case, the famous Yamada and Watanabe’s theorem [14] provides a sufficient condition for pathwise uniqueness. More precisely, suppose that $d = 1$ and for some concave functions $\gamma, \rho : \mathbb{R}^+ \to \mathbb{R}^+$,

$$|b(t, x) - b(t, y)| \leq \gamma(|x - y|), \quad |\sigma(t, x) - \sigma(t, y)| \leq \rho(|x - y|),$$

where $\int_0^1 1/\gamma(s)ds = \infty$ and $\int_0^1 1/\rho^2(s)ds = \infty$, then pathwise uniqueness holds for SDE (1.1) with $d = 1$. It is noticed that $\sigma(t, x) = |x|^{1/2}$ satisfies the above condition. While in the multidimensional case, if we require $\int_0^1 1/\rho(s)ds = \infty$, then pathwise uniqueness still holds (see [14] and [4]). Moreover, when $d \geq 2$, the above conditions are almost optimal (see [12] for a counter-example).

On the other hand, when $\sigma$ is uniformly nondegenerate, that is, $\sigma \sigma^*$ is strictly positive, there are many results devoted to the study of pathwise uniqueness. We only mention parts of them. In [13], Veretennikov showed the study of pathwise uniqueness of SDE (1.1) when $\sigma = I$ and $b$ is bounded measurable. In [5], Krylov and Röckner showed strong well-posedness of SDE (1.1) when $\sigma = I$ and $b \in L^2_{\text{loc}}(\mathbb{R}_+; L^p(\mathbb{R}^d))$ for $2/q + d/p < 1$. In [17] and [18], we extend Krylov and Röckner’s result to the multiplicative noise case under Sobolev diffusion and the same drift coefficients. See also [20] for the study of the weak differentiability of the solutions with respect to the initial values. Moreover, when $b$ and $\sigma$ are only
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bounded measurable, and \( \sigma \) is uniformly nondegenerate, the weak existence of SDE (1.1) was shown in [4] based on the Krylov estimate established by himself.

However, when \( b \) is irregular and \( \sigma \) is not uniformly nondegenerate, there are few results to discuss the weak existence and pathwise uniqueness. In a very special case, Kumar [6] and Luo [7] obtain the pathwise uniqueness of multidimensional SDEs with Hölder diffusion coefficients. Essentially, it is the same as Yamada-Watanabe’s result. It is noticed that in [1], the authors obtain some special results about the pathwise uniqueness and weak existence based on some results from PDEs’ theory. In this paper, we find simple conditions to guarantee the pathwise uniqueness for multidimensional SDEs without assuming the uniform ellipticity and Lipschitz continuity. More precisely, we shall show the following results.

**Theorem 1.1.** Suppose that there exists a nonnegative measurable function \( F \) with

\[
\int_0^t \int_{B_R} F(s, x)^p \det(\sigma \sigma^*)^{-1}(s, x)dxds < \infty, \ t, R > 0
\]

for some \( p \geq d + 1 \), and such that for Lebesgue-almost all \( s, x, y \):

\[
2\langle x - y, b(s, x) - b(s, y) \rangle + \|\sigma(s, x) - \sigma(s, y)\|^2 \leq |x - y|^2 (F(s, x) + F(s, y)).
\]

Then the local pathwise uniqueness holds for SDE (1.1). Moreover, if \( b \) and \( \sigma \) are time-independent, then the above requirement \( p \geq d + 1 \) can be replaced with \( p \geq d \).

We have the following easy corollary.

**Corollary 1.1.** Suppose that \( \sigma : \mathbb{R}^d \to \mathbb{R}^d \otimes \mathbb{R}^m \) satisfies for some \( p \geq d \),

\[
\int_{B_R} (M_R|\nabla \sigma|(x))^p \det(\sigma \sigma^*)^{-1}(x)dx < \infty, \ R > 0,
\]

where \( \nabla \sigma \) stands for the generalized gradient, and \( M_R|\nabla \sigma| \) is the local Hardy-Littlewood maximal function defined by

\[
M_R \phi(x) := \sup_{0 < r < R} \frac{1}{|B_r|} \int_{B_r} \phi(x + y)dy.
\]

Then the local pathwise uniqueness holds for SDE

\[
dX_t = \sigma(X_t)dW_t, \ X_0 = x.
\]

**Proof.** It is well known that for all \( x, y \in B_R \) (for example, see [19] Lemma 3.5]),

\[
|\sigma(x) - \sigma(y)| \leq C|x - y|(M_R|\nabla \sigma|(x) + M_R|\nabla \sigma|(y)).
\]

Now we can apply Theorem [1.1] to conclude the result.

\[
\Box
\]

Below we provide several examples to show our result.
Example 1 Let \( d > 2n \) with \( n \in \mathbb{N} \) and \( \alpha \in (0, 1], \beta \in [\alpha, 1] \). Consider the following diffusion matrix \( \sigma(x) \)
\[
\sigma(x) = \begin{pmatrix}
|x|^{\alpha} & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & |x|^{\alpha} & 0 & \cdots & 0 \\
0 & \cdots & 0 & |x|^{\beta} + 1 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & |x|^{\beta} + 1
\end{pmatrix} = \begin{pmatrix} A & 0 \\
0 & B \end{pmatrix},
\]
where \( A \) is a \( n \times n \) matrix and \( B \) is a \( (d-n) \times (d-n) \) matrix. One can check that (1.3) holds. Indeed, it is easy to see that
\[
\text{det}(\sigma \sigma^*) = |x|^{2n\alpha}(|x|^{\beta} + 1)^{2(d-n)} \geq |x|^{2n\alpha}.
\]
Moreover, for \( \gamma \in (0, 1) \), we have the following easy fact:
\[
\sup_{s > 0} \frac{1}{|B_s|} \int_{B_s} |x + y|^{-\gamma} \, dy \leq c|x|^{-\gamma},
\]
which follows by the following observation
\[
\frac{1}{|B_s|} \int_{B_s} |x + y|^{-\gamma} \, dy \leq \begin{cases} \frac{1}{|B_s|} \int_{B_s} ||x| - |y||^{-\gamma} \, dy \leq 2^\gamma |x|^{-\gamma}, & s < |x|/2, \\
\frac{1}{|B_s|} \int_{B_s} |y|^{-\gamma} \, dy \leq c s^{-\gamma} \leq c|x|^{-\gamma}, & s \geq |x|/2,
\end{cases}
\]
where \( c = c(d, \gamma) > 0 \). Hence, by (1.4), (1.5) and \( d > 2n \),
\[
\int_{B_R} (\mathcal{M}_R \nabla \sigma(x))^d \text{det}(\sigma \sigma^*)^{-1}(x) \, dx \leq C \int_{B_R} |x|^{(\alpha-1)d-2n\alpha} \, dx < \infty.
\]
Notice that the function \( x \mapsto |x|^{\alpha} \) is only \( \alpha \)-order Hölder continuous at point 0.

Example 2 Let \( d = 3 \) and \( m_1, m_2, m_3 \geq 2 \). Let \( \alpha \in (0, 1) \) and \( y_{ij} \in \mathbb{R}^d, i = 1, \cdots, m_j, j = 1, 2, 3 \). Consider the following \( \sigma(x) \)
\[
\sigma(x) = \begin{pmatrix}
\sum_{i=1}^{m_1} |x - y_{i1}|^{\alpha} & 0 & 0 \\
0 & \sum_{i=1}^{m_2} |x - y_{i2}|^{\alpha} & 0 \\
0 & 0 & \sum_{i=1}^{m_3} |x - y_{i3}|^{\alpha}
\end{pmatrix}.
\]
As above, one can check that (1.3) holds. Notice that \( \sigma \) is Hölder continuous at points \( y_{ij} \).

Example 3 Let \( \alpha \in (0, 1) \). Consider the following one-dimensional SDE:
\[
dZ_t = \left( |Z_t|^{\alpha} + |W_t^{(2)}|^{\alpha} + |W_t^{(3)}|^{\alpha} \right) \, dW_t^{(1)}, \quad Z_0 = z,
\]
where \( (W_t^{(1)}, W_t^{(2)}, W_t^{(3)}) \) is a three dimensional standard Brownian motion. The above SDE can be written as a three dimensional SDE with \( X_t = (Z_t, W_t^{(2)}, W_t^{(3)}) \) and
\[
\sigma(x) = \begin{pmatrix}
|x_1|^{\alpha} + |x_2|^{\alpha} + |x_3|^{\alpha} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]
One can verify that (1.3) holds for the above \( \sigma \). It should be observed that the Hölder continuity index can be less than \( 1/2 \) compared with Yamada-Watanabe’s classical result due to the regularization effect of Brownian noises.

About the weak existence, we have the following result.

**Theorem 1.2.** Suppose that \( b \) and \( \sigma \) are locally bounded measurable and linear growth, and

\[
\sup_{s \in [0,T]} \int_{B_R} |\det(\sigma^*)(s,x)|^{-2d-3} \, dx < \infty. \tag{1.6}
\]

Then SDE (1.1) admits a weak solution. More precisely, there is a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P}; (\mathcal{F}_t)_{t \geq 0})\) and two \( \mathcal{F}_t \)-adapted processes \((X, W)\) defined on it so that

(i) \( W \) is an \( \mathcal{F}_t \)-Brownian motion;

(ii) \((X, W)\) satisfies the following integral equation:

\[
X_t = x + \int_0^t \sigma(s, X_s) \, dW_s + \int_0^t \sigma(s, X_s) \, ds.
\]

Moreover, if \( b \) and \( \sigma \) are time independent, then (1.6) can be replaced with

\[
\int_{B_R} |\det(\sigma^*)(x)|^{-2d-1} \, dx < \infty. \tag{1.7}
\]

**Example 4** Suppose that \( b \) is bounded measurable and \( \sigma \) takes the following form:

\[
\sigma(x) = \begin{pmatrix}
||x|-1|\alpha & 0 \\
0 & |x|\beta
\end{pmatrix},
\]

where \( \alpha \in (0, \frac{1}{10}) \) and \( \beta \in (0, \frac{1}{5}) \). One sees that assumption (1.7) is satisfied. Notice that \( \sigma \) is Hölder continuous on the sphere \( \mathbb{S}^{d-1} = \{x : |x| = 1\} \), and degenerate on a \( d - 1 \)-dimensional submanifold \( \mathbb{S}^{d-1} \).

2. Proofs

We first recall some tools of proving our main results. Consider the following \( d \)-dimensional Itô’s process:

\[
\xi_t = \xi_0 + \int_0^t b_s \, ds + \int_0^t \sigma_s \, dW_s, \tag{2.1}
\]

where \( \xi_0 \in \mathcal{F}_0 \), \( b_s : \mathbb{R}^d \times \Omega \to \mathbb{R}^d \) is a locally integrable \( \mathbb{R}^d \)-valued measurable adapted process and \( \sigma_s : \mathbb{R}^d \times \Omega \to \mathbb{R}^d \otimes \mathbb{R}^m \) is a locally square integrable measurable adapted process. We recall the following Krylov’s estimate \[4\] Chapter 2, Theorem 2.2.

**Theorem 2.1.** Let \( \xi_t \) be an Itô’s process with the form (2.1). For \( R > 0 \), let \( \tau_R \) be the exit time of \( \xi_t \) from the ball \( B_R \). For any \( T > 0 \), there exists constants \( C_1, C_2 \) such that for all \( 0 \leq t_0 < t_1 \leq T \) and all \( f \in L^{d+1}_{loc}(\mathbb{R}^{d+1}) \), \( g \in L^d_{loc}(\mathbb{R}^d) \),

\[
\mathbb{E} \left( \int_{t_0 \wedge \tau_R}^{t_1 \wedge \tau_R} (\det(\sigma_s \sigma^*_s))^{1/(d+1)} f(s, \xi_s) \, ds \bigg| \mathcal{F}_{t_0 \wedge \tau_R} \right) \leq C_1 \| f \|_{L^{d+1}([t_0, t_1] \times B_R)}, \tag{2.2}
\]
\[ \mathbb{E} \left( \left. \int_{t_0 \wedge \tau_R}^{t_1 \wedge \tau_R} (\det(\sigma_x^*)^1/d g(\xi_s)ds \right| \mathcal{F}_{t_0 \wedge \tau_R} \right) \leq C_2(t_1 - t_0)^{\frac{d}{2p}} \|g\|_{L^4(B_R)}. \] 

We also need the following stochastic Gronwall’s inequality due to Schuertzew \cite{9} (see also \cite{15} Lemma 3.8).

**Lemma 2.1** (Stochastic Gronwall’s inequality). Let \( \xi(t) \) and \( \eta(t) \) be two nonnegative càdlàg \( \mathcal{F}_t \)-adapted processes, \( A_t \) a continuous nondecreasing \( \mathcal{F}_t \)-adapted process with \( A_0 = 0 \), \( M_t \) a local martingale with \( M_0 = 0 \). Suppose that

\[ \xi(t) \leq \eta(t) + \int_0^t \xi(s)dA_s + M_t, \quad \forall t \geq 0. \] 

Then for any \( 0 < q < p < 1 \) and stopping time \( \tau \), we have

\[ \left[ \mathbb{E}(\xi(\tau)^q)^{1/q} \leq \left( \frac{p}{p-q} \right)^{1/d} \left( \mathbb{E}e^{pA_{\tau}/(1-p)} \right)^{(1-p)/p} \mathbb{E}(\eta(\tau)^q) \right], \] 

where \( \xi(t)^* := \sup_{s \in [0, t]} \xi(s) \).

The following lemma is taken from \cite{8} p. 1, Lemma 1.1.

**Lemma 2.2.** Let \( \{\xi(t)\}_{t \in [0, T]} \) be a nonnegative measurable \( \mathcal{F}_t \)-adapted process. Assume that for all \( 0 \leq s \leq t \leq T \),

\[ \mathbb{E} \left( \left. \int_s^t \xi(r)dr \right| \mathcal{F}_s \right) \leq \rho(s, t), \] 

where \( \rho(s, t) \) is a nonrandom interval function satisfying the following conditions:

(i) \( \rho(t_1, t_2) \leq \rho(t_3, t_4) \) if \( (t_1, t_2) \subset (t_3, t_4) \);

(ii) \( \lim_{b \to 0} \sup_{0 \leq s < t \leq T; |t - s| \leq b} \rho(s, t) = \kappa, \quad \kappa \geq 0. \)

Then for any real \( \lambda < \kappa^{-1} \) (if \( \kappa = 0 \), then \( \kappa^{-1} = +\infty \)),

\[ \mathbb{E} \exp \left\{ \lambda \int_0^T \xi(r)dr \right\} \leq C = C(\lambda, \rho, T) < +\infty. \]

The following localization result will be used to construct a global weak solution (see \cite{11}).

**Theorem 2.2.** Let \( C \) be the space of all \( \mathbb{R}^d \)-valued continuous functions on \( \mathbb{R}_+ \), and \( \mathcal{B}_t(C) \) the natural \( \sigma \)-filtration. Let \( \{P_n\}_{n \in \mathbb{N}} \) be a family of probability measures on \( C \) and \( \{\tau_n\}_{n \in \mathbb{N}} \) a sequence of nondecreasing stopping times. Let \( \tau_0 \equiv 0 \). Suppose that for each \( n \in \mathbb{N} \), \( P_n \) equals \( P_{n-1} \) on \( \mathcal{B}_{\tau_{n-1}}(C) \), and for any \( T > 0 \),

\[ \lim_{n \to \infty} P_n(\tau_n \leq T) = 0. \] 

Then there is a unique probability measure \( P \) over \( \mathcal{B}_\infty(C) \) such that \( P \) equals \( P_n \) on \( \mathcal{B}_{\tau_n}(C) \) and \( P_n \) weakly converges to \( P \) as \( n \to \infty \).

Now we can give

**Proof of Theorem 2.2.** Let \( X_t \) and \( Y_t \) solve SDE \cite{11} with starting points \( x \) and \( y \), respectively. For \( R > 0 \), define stopping time

\[ \tau_R := \inf \{t > 0 : |X_t| \vee |Y_t| > R \}. \]
Set $Z_t := X_t - Y_t$. By Itô’s formula and the assumption, we have
\[
|Z_{t \wedge \tau_R}|^2 = |x - y|^2 + 2 \int_0^{t \wedge \tau_R} \langle Z_s, b(s, X_s) - b(s, Y_s) \rangle \, ds + 2 \int_0^{t \wedge \tau_R} \langle Z_s, \sigma(s, X_s) - \sigma(s, Y_s) \rangle \, dW_s + \int_0^{t \wedge \tau_R} \|\sigma(s, X_s) - \sigma(s, Y_s)\|^2 \, ds
\]
\[
\leq |x - y|^2 + 2 \int_0^{t \wedge \tau_R} |Z_s|^2 (F(s, X_s) + F(s, Y_s)) \, ds + 2 \int_0^{t \wedge \tau_R} \langle Z_s, \sigma(s, X_s) - \sigma(s, Y_s) \rangle \, dW_s.
\]
By stochastic Gronwall’s inequality (2.5), for any $0 < q < p < 1$ and stopping time $\tau'$, we have
\[
\mathbb{E} \left( \sup_{t \in [0, T \wedge \tau']} |Z_{t \wedge \tau_R}|^2 \right) \leq C |x - y|^2 \left( \mathbb{E} e^{pA_{T \wedge \tau'} / (1 - p)} \right)^{1 - 1/p}, \tag{2.7}
\]
where
\[
A_t := \int_0^{t \wedge \tau_R} (F(s, X_s) + F(s, Y_s)) \, ds.
\]
By Krylov’s estimate (2.2) and the assumption, we have
\[
\mathbb{E} A_t = \mathbb{E} \left( \int_0^{t \wedge \tau_R} \det(\sigma \sigma^*)^{1/p} (s, X_s) / (F \det(\sigma \sigma^*)^{-1/p})(s, X_s) \, ds \right)
\]
\[
\leq C \left( \int_0^{t \wedge \tau_R} |F(s, x)|^p \det(\sigma \sigma^*)^{-1}(s, x) \, dx \, ds \right)^{1/p} < \infty.
\]
In particular, $t \mapsto A_t$ is a continuous adapted process and if we define $\tau'_N := \inf\{t > 0 : A_t > N\}$, then
\[
\mathbb{P} \left( \lim_{N \to \infty} \tau'_N = \infty \right) = 1.
\]
In (2.7), we replace $\tau'$ by $\tau'_N$ and let $x = y$, then
\[
\mathbb{E} \left( \sup_{t \in [0, T \wedge \tau'_N]} |Z_{t \wedge \tau_R}|^2 \right) = 0.
\]
Letting $N, R \to \infty$, by Fatou’s lemma we get the pathwise uniqueness. If $b$ and $\sigma$ are time-independent, we can use (2.3) instead of (2.2) to derive the same result. \hfill \Box

**Proof of Theorem 1.2.** We shall use Theorem 2.2 and Girsanov’s theorem to construct a solution. First of all, since $\sigma$ is continuous and linear growth, it is well known that there is a solution $(Y_t, W_t)$ solving the following SDE:
\[
dY_t = \sigma(Y_t) \, dW_t, \quad Y_0 = y.
\]
For $R > 0$, define a stopping time
\[
\tau_R := \{t > 0 : |Y_t| > R\}
\]
and let $b_\sigma := \sigma^*(\sigma^*)^{-1}b$ and
\[
dQ_R := \exp\left\{-\int_0^{T \wedge T_R} b_\sigma(s, Y_s) dW_s - \frac{1}{2} \int_0^{T \wedge T_R} |b_\sigma(s, Y_s)|^2 ds\right\} dP.
\]
In order to show that the above $Q_R$ is a probability measure, by Novikov’s criterion it suffices to verify that
\[
\mathbb{E} \exp\left\{\frac{1}{2} \int_0^{T \wedge T_R} |b_\sigma(s, Y_s)|^2 ds\right\} < \infty. \tag{2.8}
\]
By Krylov’s estimate \([2.2]\), there is a constant $C > 0$ such that for all $0 \leq t_0 < t_1 \leq T$,
\[
\mathbb{E}\left(\int_{t_0 \wedge T_R}^{t_1 \wedge T_R} |b_\sigma(s, Y_s)|^2 ds \bigg| \mathcal{F}_{t_0 \wedge T_R}\right) \leq C \|\det(\sigma^*)^{-1/2}|b_\sigma|^2\|_{L^{d+1}([t_0, t_1] \times B_R)}.
\]
For $|x| \leq R$ and $s \in [0, T]$, noticing that
\[
|\sigma^*(s, x)| \leq \|\sigma\|_{L^\infty([0, T] \times B_R)} [\det(\sigma^*)^2(s, x)]^{-1},
\]
we have
\[
|b_\sigma(s, x)| \leq \|\sigma\|_{L^\infty([0, T] \times B_R)} |b_\sigma|_{L^\infty([0, T] \times B_R)} [\det(\sigma^*)^2(s, x)]^{-1}.
\]
Hence,
\[
\mathbb{E}\left(\int_{t_0 \wedge T_R}^{t_1 \wedge T_R} |b_\sigma(s, Y_s)|^2 ds \bigg| \mathcal{F}_{t_0 \wedge T_R}\right) \leq C \|\det(\sigma^*)^{-1}\|_{L^{d+3}([t_0, t_1] \times B_R)}.
\]
By Lemma \([2.2]\) we get \((2.8)\). Thus, by Girsanov’s theorem, the process
\[
\tilde{W}_t := W_t - \int_0^{t \wedge T_R} (\sigma^*(\sigma^*)^{-1}b)(s, Y_s) ds
\]
is still a Brownian motion under $Q_R$. In other words, under $Q_R$, $(Y_t, \tilde{W}_t)$ solves the following SDE:
\[
Y_{t \wedge T_R} = y + \int_0^{t \wedge T_R} \sigma(s, Y_s) d\tilde{W}_s + \int_0^{t \wedge T_R} b(s, Y_s) ds.
\]
On the other hand, since $b$ and $\sigma$ are linear growth, it is standard to show that
\[
Q_R(\tau_R \leq T) \leq \mathbb{E}^{Q_R} \left(\sup_{t \in [0, T]} |Y_{t \wedge T_R}|^2\right) / R^2 \leq C / R^2, \tag{2.9}
\]
where $C$ is independent of $R$. For $m \in \mathbb{N}$, let $P_m$ be the law of $Y$ in the space of continuous functions under $Q_m$ and $\tau_m$ the exit time of canonical process $X_t(\omega)$ from the ball $B_m$. Then by \((2.9)\), for any $T > 0$,
\[
\lim_{m \to \infty} P_m(\tau_m \leq T) = 0.
\]
By Theorem \([2.2]\) we can extend $P_m$ to a probability measure on $\mathcal{C}$ so that $P = P_m$ on $\mathcal{B}_{\tau_m}(\mathcal{C})$. The proof is complete. \qed
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