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Abstract. Many real time-series exhibit behavior adequate to long range dependent data. Additionally very often these time-series have constant time periods and also have characteristics similar to Gaussian processes although they are not Gaussian. Therefore there is need to consider new classes of systems to model these kind of empirical behavior. Motivated by this fact in this paper we analyze two processes which exhibit long range dependence property and have additional interesting characteristics which may be observed in real phenomena. Both of them are constructed as the superposition of fractional Brownian motion (FBM) and other process. In the first case the internal process, which plays role of the time, is the gamma process while in the second case the internal process is its inverse. We present in detail their main properties paying main attention to the long range dependence property. Moreover, we show how to simulate these processes and estimate their parameters. We propose to use a novel method based on rescaled modified cumulative distribution function for estimation of parameters of the second considered process. This method is very useful in description of rounded data, like waiting times of subordinated processes delayed by inverse subordinators. By using the Monte Carlo method we show the effectiveness of proposed estimation procedures.
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1. Introduction

In recent years time-changed stochastic processes (TCSP) are getting increasing attention. Note that a TCSP are obtained by changing the time of a stochastic process by some other process which is generally a non-decreasing Lévy process called also subordinator. We mention, a Lévy process has stationary and independent increments with càdlàg sample paths. TCSP are used for example in finance to provide stochastic volatility models [1]. Further, they are also used in statistical physics to model anomalous diffusion phenomena [2]. TCSP are convenient way to develop a model where it is desired to retain some properties of the outside process (called also external process) and at the same time it is required to change other characteristics. TCSP are also called some time subordinated stochastic processes. The idea of subordination was introduced in 1949 by Bochner [3] and expounded in his book in [4]. The theory of subordinated processes is also explored in details in [5]. The subordinated processes were studied in many areas of interest, for example in finance [6–11], physics [12–15], ecology [16], hydrology [17] and biology [18].

The long-range dependence (LRD) phenomena, called also long memory, first was introduced by Mandelbrot and Wallis in 1968 [19]. Since that time the models and processes which exhibit long memory property have found many practical applications. Moreover, number of research papers related to this phenomena are increasing rapidly. One of the most classical model used to describe data sets with LRD is the FBM [20] which is closely related to fractional Langevin equation motion [21] and is a generalization of the classical Brownian motion. It is worth to mention, the FBM is also one of the main model used for description of data with anomalous diffusion behavior. One can observe LRD in many real data, for example, economic and financial time-series [17, 22], physics and natural sciences data [23, 24], as well as hydrology, meteorology and geophysics time series [20, 25–27]. In [28] one can find additional interesting examples of long-range dependent time series, like single particle tracking dynamics in molecular biology, electromagnetic field data or high solar flare activity. The LRD relates to the rate of decay of statistical dependence of two points with increasing lag or spatial distance between the points. A phenomenon is usually considered to have LRD if the dependence decays more slowly than an exponential decay, typically a power-like decay. What should be mentioned, Lévy processes can not model data that exhibits LRD and most of LRD data come very often from non-Gaussian distributions.

To keep these requirements in mind, we study FBM time-changed by gamma and inverse gamma process. By changing the time of FBM with gamma and inverse gamma stochastic processes, our aim is to retain the LRD property of FBM and to introduce heavy-tailedness and time varying volatility. Note that gamma process is a Lévy process with increments having gamma distribution while the inverse gamma process is the first-exit time of gamma process. It is worth to mention here that there is an inverse gamma Lévy process proposed in literature (see e.g. [29]) however it is different from definition given in this paper. The first analyzed process, known also as the fractional Laplace motion (FLM) [30], can be useful for modeling data having LRD property and non-Gaussian behavior. The density of FLM is not Gaussian, however, it exhibits many properties of Gaussian-based processes, like existence of
moments. The second considered process can be used for data with LRD and visible constant time periods characteristic. Like FBM, the processes time-changed by inverse subordinators are considered as models adequate for anomalous diffusion phenomena. In the domain of anomalous diffusion the typical approach is based on continuous time random walk (CTRW) \([31, 32]\), and the subordinated Lévy process can be considered as a scaling limit of CTRW \([33]\). The main point in framework of CTRW and subordination technique is distribution of waiting-times, which correspond to observed constant time periods \([34]\). In recent years number of papers devoted to this issue have grown rapidly. We only mention, for instance an inverse \(\alpha\)-stable subordinator was considered in \([33, 35, 36]\), the inverse tempered stable subordinator was examined in \([34, 37, 38]\), while the inverse gamma process as a time-change was mentioned in \([39]\). The general case inverse subordinators based on infinite divisible processes were explored for example in \([40–42]\).

In this paper we present the main properties of gamma and inverse gamma processes, like tail behavior and structure of dependence. We also proved the main characteristics of FBM time-changed by these processes. Although the FLM was examined in \([30]\), here we mention the properties of it in order to compare with the appropriate characteristics of FBM delayed by inverse gamma subordinator. We concentrate on the density functions of both processes, asymptotic behavior of moments and the covariance structures to establish the LRD property for both process under study. Moreover, we indicate that both systems can be classified as anomalous diffusive.

In this paper we also present the simulation procedures for both considered time-changed processes. The procedures are based on the fact that the analyzed systems are superpositions of two independent processes. Further, we also propose parameters estimation schemes for both processes. Note that estimation of FLM parameters are not discussed in \([30]\).

Estimation techniques are different in both cases. For the FLM we use the fact that the mean square displacement (MSD) has the same asymptotic behavior as for the FBM, therefore, we estimate the Hurst exponent by using this measure. The parameter corresponding to gamma process are estimated using asymptotic behavior of the tail of FLM. For the FBM time-changed by inverse gamma process we use visible constant time periods observed in the trajectories of considered process. The waiting times observable in the data constitute sample of independent random variables with gamma distribution. In order to estimate the parameter of this distribution we use here a new method based on the rescaled modified cumulative distribution function introduced in \([43]\) which is very effective for rounded data like waiting times. The effectiveness of estimation procedures is checked by using simulated trajectories of considered processes. The obtained results indicate those methods can be used for real data which has similar properties as theoretical models.

The rest of the paper is organized as follows: in section 2 we introduce two considered processes, namely time-changed FBM by gamma and inverse gamma processes. Next, in section 3 we present the main properties of gamma process, inverse gamma process and both time-changed processes. In section 4 we explain how to simulate the trajectories of both time-changed processes while in section 5 we provide step by step procedures of estimation of their
parameters. Last section contains conclusions.

2. FBM delayed by gamma and inverse gamma process

In this section we present the model, which is constructed as the superposition of two independent mechanisms, namely the FBM and other process that replaces the time. Here we present two processes that are considered as the "operational time" of FBM, namely the gamma process and the first-exit time of gamma process. The last one we call the inverse gamma process. We should mention here that in the literature there is considered an inverse gamma Lévy process, see e.g. [29] which is different from the definition of inverse gamma process used in this paper.

FBM is one of the most important model considered as the fractional dynamical system. It is well known that this process has self-similarity property and its increments exhibit behavior adequate to long-range dependent systems. Moreover, very often it is considered as a main model appropriate for description of so called anomalous diffusion phenomena. It is worth mentioning that anomalous diffusion property of given process can be recognized by MSD. For a sample \( \{X_i, i = 1, 2, \ldots, n\} \) with stationary increments MSD is defined as follows [44,45]

\[
M_n(\tau) = \frac{1}{n-\tau} \sum_{k=1}^{n-\tau} (X_{k+\tau} - X_k)^2.
\] (1)

The MSD for sample being a realization of stationary increments process has the property

\[
M_n(\tau) \overset{d}{=} \tau^{2d+1},
\] (2)

where \( \overset{d}{=} \) means equivalence in law. We classify the process with \( d = 0 \) as exhibiting linear dynamics. If \( d < 0 \), the process may be described as featured by sub-linear dynamics (sub-diffusive process), and consequently \( d > 0 \) points at the super-linear dynamics (super-diffusive) of the stochastic process [45]. It is worth to mention, if the sample comes from the H-self similar Lévy stable process (i.e. process with stationary increments with \( \alpha \)–stable distribution and H-self similar property), then the \( d \) parameter in (2) is equal to \( d = H - \frac{1}{\alpha} \), [44]. The anomalous diffusion phenomena can also be expressed in language of second moment of given process. More precisely, if \( \mathbb{E}(X(t)) \) is non-linear function of time, then we call the \( X(t) \) process as anomalous diffusive.

The FBM was introduced in 1940 by Kolmogorov [20,46] and very often is treated as an extension of the classical Brownian motion. Most of the properties of FBM are characterized by the self-similarity exponent \( H \), called Hurst exponent. For any \( 0 < H < 1 \) the FBM with index \( H \) is the mean-zero Gaussian process \( B_H(t) \) with the following representation [20,47]

\[
B_H(t) = \int_{-\infty}^{\infty} \left( (t-u)_+^{H-1/2} - (-u)_+^{H-1/2} \right) dB(u), \quad t \geq 0,
\] (3)

where \( B(t) \) is the Brownian motion and \( (x)_+ = \max(x,0) \). It is woth mentioning, the process exhibits subdiffusive dynamics for \( H < 1/2 \) and superdiffusive one for \( H > 1/2 \). For each \( t \), \( \mathbb{E}B_H(t) = 0 \), \( \mathbb{E}B_H^2(t) = t^{2H} \) and its probability density function (PDF) is given by

\[
f_{B_H(t)}(x) = \frac{1}{\sqrt{2\pi t^H}} e^{-\frac{1}{2} x^2 t^{-2H}}, \quad x \in \mathbb{R}.
\] (4)
As it was mentioned, the FBM has $H$-self similarity property, which means for all $c > 0$ the following holds

$$\{B_H(ct), t \geq 0\} \overset{\mathcal{D}}{=} \{c^H B_H(t), t \geq 0\}. \tag{5}$$

One should remember that the increments of FBM, so called fractional Gaussian noise defined as $b_H(n) = B_H(n+1) - B_H(n)$ for $n = 0, 1, \ldots$, is time-correlated stationary process with covariance function

$$\text{Cov}(b_H(0), b_H(n)) = \mathbb{E}(b_H(0)b_H(n)) = \frac{1}{2} \left((n+1)^{2H} + (n-1)^{2H} - 2n^{2H}\right).$$

Moreover, the Laplace transform of $B_H(t)$ is given by

$$\mathbb{E}\left(e^{-uB_H(t)}\right) = e^{-\frac{1}{2}u^{2H}t^2}, \quad t \geq 0. \tag{6}$$

As the first time-changed process we consider the FBM subordinated by gamma process. This process was considered in [30] and it is known in the literature as the FLM [48]. FLM is defined as follows

$$Y_1(t) = B_H(U(t)), \tag{7}$$

where $B_H(t)$ is the FBM with Hurst exponent $H$ and $U(t)$ is the gamma process. We should mention, the gamma process $U(t)$ has stationary independent increments with gamma distribution. More precisely, the increments $U(t+s) - U(t)$ have the following PDF [30]

$$f(x) = \frac{1}{\beta^\alpha \Gamma(\alpha)} x^{\alpha-1} e^{-x/\beta}, \tag{8}$$

where $\alpha = s/\nu$, $\beta = 1$ and $\nu$ is a positive parameter. The main properties of the process were considered in [30] however in the next section we repeat them in comparison with the properties of the second time-changed process defined as the FBM time-changed by inverse gamma process. In Fig. 1 we present the exemplary trajectories of the process $Y_1(t)$ for different values of $H$ and $\nu$ parameters. The details of the simulation procedure are provided in section 4.

The second considered process is the FBM time-changed by inverse gamma process. It is defined as follows

$$Y_2(t) = B_H(V(t)), \tag{9}$$

where $V(t)$ is defined as the inverse process of $U(t)$

$$V(t) = \inf\{\tau : U(\tau) > t\}. \tag{10}$$

In Fig. 2 we present the exemplary trajectories of $Y_2(t)$ process for different values of $H$ and $\nu$ parameters. Here we observe constant time periods characteristic for the processes delayed by inverse subordinators. The simulation procedure of $Y_2(t)$ process is presented in section 4. In the literature we can find many interesting examples of construction of general subordinated processes similar as in (9). Some of the examples are mentioned in section 1. Interestingly, the subordinated processes obtained as in (9) exhibit behavior adequate to anomalous diffusive systems and their PDF can be described by the fractional Fokker-Planck equations [49, 50].
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3. Main properties of time-changed FBM by gamma and inverse gamma process

In this section first we discuss the main properties of gamma and inverse gamma processes. Then we explore main properties of \( Y_1(t) \) and \( Y_2(t) \). Note that the process \( Y_1(t) \) is already
studied in [30] and hence we only mention their results for completeness and comparative purpose.

3.1. Gamma process

The density function \( f(x,t) \) for gamma process \( U(t) \) is given by
\[
f(x,t) = \frac{1}{\Gamma(t/v)} x^{\frac{1}{v} - 1} e^{-x}, \quad y > 0,
\]
with Lévy density \( \pi_U(x) = e^{-x}/(vx) \) (see e.g. [51], p. 55), which implies \( \int_0^\infty \pi_U(x) dx = \infty \). By Theorem 21.3 of [5], the sample paths of \( U(t) \) are strictly increasing with jumps. Further, let \( \tilde{f}(u,t) = \mathcal{L}_x(f(x,t)) = \int_0^\infty e^{-ux} f(x,t) dx \) be the Laplace transform (LT) of \( f(x,t) \) with respect to variable \( x \), then
\[
\tilde{f}(u,t) = (1 + u)^{-t/v} = e^{-\frac{1}{v} \log(1 + u)}.
\]
Thus the Laplace exponent for gamma process \( U(t) \) is given by \( \Psi_U(u) = \frac{1}{v} \log(1 + u) \).

**Proposition 1.** For \( q > 0 \), the \( q \)-th order moment of \( U(t) \) satisfies \( \mathbb{E}(U^q(t)) \sim (t/v)^q \) as \( t \to \infty \).

**Proof.** Note that as \( t \to \infty \), it follows
\[
\mathbb{E}(U^q(t)) = \frac{\Gamma(q + \frac{t}{v})}{\Gamma(\frac{t}{v})} \sim \left( \frac{t}{v} \right)^q,
\]
using \( \Gamma(n + \alpha) \sim n^\alpha \Gamma(n) \) as \( n \to \infty \).

Since \( U(t) \) is a Lévy process it is straightforward to find the covariance function, namely it is given by \( \text{Cov}(U(s), U(t)) = \frac{t}{v} + \frac{t^2 - s^2}{2v^2} \), where \( s < t \). Further, for fixed \( s \) and \( t \to \infty \), it follows \( \text{Cov}(U(s), U(t)) \sim t^2/v^2 \). It is worth to mention, the right tail of the \( U(t) \) process is given by:
\[
\mathbb{P}(U(t) > x) = \frac{\Gamma(t/v, x)}{\Gamma(t/v)},
\]
where \( \Gamma(a,z) = \int_z^\infty x^{a-1} e^{-x} dx \) is the upper incomplete gamma function.

3.2. Inverse gamma process

Let \( h(x,t) \) be the density function of \( V(t) \) process. It is worth to mention, for a strictly increasing subordinator \( Z(t) \) with density function \( p(x,t) \) and Laplace exponent \( \Psi_Z \), the density function \( q(x,t) \) of the first-exit time process has the LT, [52]
\[
\mathcal{L}_t(q(x,t)) = \frac{1}{s} \Psi_Z(s) e^{-s\Psi_Z(s)}.
\]
Since \( U(t) \) is strictly increasing subordinator with Laplace exponent \( \Psi_U(u) = \frac{1}{v} \log(1 + u) \), we obtain from (13) the LT of \( h(x,t) \) with respect to the time variable \( t \) is given by
\[
\mathcal{L}_t(h(x,t)) = \frac{1}{v} \frac{\log(1 + s)}{s(1 + s)^{s/v}} = Q(x,s) \quad \text{(say)}.
\]
We first obtain an integral representation for \( h(x,t) \).
Proposition 2. The density function $h(x,t)$ of $V(t)$ is given by

$$h(x,t) = \frac{e^{-t}}{v\pi} \int_0^\infty \frac{y^{-x/v} e^{-yt}}{1+y} \left( \pi \cos \left( \frac{\pi x}{v} \right) - \log(y) \sin \left( \frac{\pi x}{v} \right) \right) dy, \ x/v \notin \mathbb{N}. \quad (15)$$

Proof. The density function of $h(x,t)$ can be obtained by using the Laplace inversion formula,

$$h(x,t) = \frac{1}{2\pi i} \int_{x_0-i\infty}^{x_0+i\infty} e^{st} Q(x,s) ds. \quad (16)$$

For calculating integral in (16), we consider a closed key-hole contour $\mathcal{C}$ : ABCDEFA (see Fig. 3) with a branch point at $P=(−1,0)$. Here AB and EF are arcs of a circle of radius $R$ with center at $P$, BC and DE are line segments parallel to $x$-axis as shown in Fig. 3; CD is an arc $\mathcal{C}_r$ of a circle of radius $r$ with center at $P$ and FA is the line segment from $x_0 - iy$ to $x_0 + iy$ with $x_0 > 0$. Note that for $x/v \notin \mathbb{N}$, LT $F(x,s)$ has a simple pole at $s = 0$ and a branch point at $s = -1$. By residue theorem, we have

$$\frac{1}{2\pi i} \int_{\mathcal{C}} e^{st} Q(x,s) ds = \sum \text{Residue} \left( e^{st} Q(x,s) \right) = 0, \quad (17)$$

since the residue of $Q$ at simple pole $s = 0$, is zero. It is easy to verify that integral along the curve AB and EF vanish as $R \to \infty$. Further, integral along arc $\mathcal{C}_r$ also vanishes as $r \to 0$. Hence using (16) and (17), we have

$$h(x,t) = -\lim_{r \to 0, R \to \infty} \left( \frac{1}{2\pi i} \int_{BC} e^{st} Q(x,s) ds + \frac{1}{2\pi i} \int_{DE} e^{st} Q(x,s) ds \right). \quad (18)$$

Along BC put $s = ye^{i\pi}$, so that

$$\int_{BC} e^{st} Q(x,s) ds = \frac{1}{V} \int_{-R-1}^{-r-1} e^{st} \log(1+s) \frac{1}{s(1+s)^{x/v}} ds$$

$$= \frac{e^{-t}}{V} \int_R^r e^{-ys/v} \left( \log(y) + i\pi \right) e^{-i\pi x/v} dy. \quad (19)$$
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Further, along DE put $s = ye^{-i\pi}$, which implies

$$\int_{DE} e^{st} Q(x, s) ds = \frac{1}{\nu} \int_{-\nu-1}^{-1} e^{st} \log(1+s) s^{-\nu/\nu} ds$$

$$= \frac{e^{-t}}{\nu} \int_{\nu}^{R} e^{-\nu t} (\log(y) - i\pi) (y+1)^{\nu/\nu} e^{i\pi x/\nu} dy.$$ (20)

Thus,

$$\int_{BC} e^{st} Q(x, s) ds + \int_{DE} e^{st} Q(x, s) ds = (2i) \frac{e^{-t}}{\nu} \int_{\nu}^{R} \left( \log(y) \sin \left( \frac{\pi x}{\nu} \right) - \pi \cos \left( \frac{\pi x}{\nu} \right) \right) dy.$$ (21)

The result follows using (18) and (21).

In order to illustrate the above result, in Fig. 4 we present the PDF (for large $x$) of the processes $V(t)$ and $U(t)$ for $t = \nu = 1$ (in log-log scale). Moreover, as a comparison we show also the PDF of standard normal distribution.

Next we obtain the tail probability behavior for $V(t)$. Let $\gamma(a, z) = \int_{0}^{z} y^{a-1} e^{-y} dy$ be lower incomplete gamma function. Then from [54] it follows

$$\frac{\gamma(a, z)}{\Gamma(a)} \sim (2\pi a)^{-1/2} e^{a-z} \left( \frac{x}{a} \right)^{a}$$

for large $a$ and fixed $z$. (22)

**Proposition 3.** The tail of inverse gamma process $V(t)$ satisfies

$$\Pr(V(t) > x) \sim \left( \frac{2\pi x}{\nu} \right)^{-1/2} e^{x^{-\nu} - t} \left( \frac{\nu}{x} \right)^{x/\nu}, \text{ as } x \to \infty.$$ (23)

**Proof.** Note that

$$\Pr(V(t) > x) = \Pr(U(x) \leq t) = \int_{0}^{t} \frac{1}{\Gamma(x/\nu)} y^{x/\nu-1} e^{-y} dy$$

$$= \frac{1}{\Gamma(x/\nu)} \gamma(x/\nu, t).$$

The result follows using (22).

In Fig. 5 we present the comparison of the empirical right tails of $U(t)$ (left panel) and $V(t)$ (right panel) for $t = 1$ together with their theoretical tails. To the simulations we take 500 trajectories of the corresponding processes. The $\nu$ parameter in both cases is equal to 1.
Proposition 4. For $q > 0$, the $q$-th order moment of $V(t)$ satisfies $\mathbb{E}(V^q(t)) \sim (\nu t)^q$ as $t \to \infty$.

Proof. Let $M_q(t) = \mathbb{E}(V^q(t))$. Let $\tilde{M}_q(s)$ be the LT of $M_q(t)$. From [55], we have

$$\tilde{M}_q(s) = \frac{\Gamma(1+q)}{s^{\Psi_U(s)}} = \frac{\nu^q \Gamma(1+q)}{s^{\log(1+s)^q}} \sim \nu^q \frac{\Gamma(1+q)}{s^{q+1}}$$ as $s \to 0$.

The result follows now by Tauberian theorem, see e.g. [56], p. 10.

We provide here exact form of first and second moments of $V(t)$ i.e. $M_1(t)$ and $M_2(t)$. Note that $\tilde{M}_1(s) = \nu/(s \log(1+s))$. Using a similar contour and the same argument as in Proposition 2 for complex inversion, we obtain

$$M_1(t) = \mathbb{E}V(t) = \nu \left(t + \frac{1}{2}\right) - \nu e^{-t} \int_0^{\infty} \frac{e^{-yt}}{(1+y)[(\log(y))^2 + \pi^2]} dy. \quad (24)$$

Further, $\tilde{M}_2(s) = \nu^2/(s[\log(1+s)]^2)$, which yields after Laplace inversion

$$M_2(t) = \mathbb{E}V^2(t) = \nu^2 \left(\frac{1}{12} + t + \frac{t^2}{2}\right) - 2\nu^2 e^{-t} \int_0^{\infty} \frac{\log(y)}{(1+y)((\log(y))^2 + \pi^2)^2} dy. \quad (25)$$

Using [57] we can obtain that the covariance structure for $V(t)$ is given by

$$\text{Cov}(V(s), V(t)) = \frac{1}{2} M_2(s) + \int_0^s M_1(t-y)dM_1(y) - M_1(t)M_1(s).$$
3.3. FBM time-changed by gamma process

Gamma process is a driftless, strictly increasing and pure jump Lévy process and hence the sample paths of the subordinated process \( Y_1(t) = B_H(U(t)) \) also have jumps. Further, \( Y_1(t) \) is a non-Gaussian, non-Markovian process with stationary but dependent increments. Note that \( B_H(1) \) is normal random variable with mean 0 and variance 1, and hence \( \mathbb{E}[B_H(1)]^q = \sqrt{2q \pi^{1/2}} = c_q \) (say). By using this fact and self-similarity of FBM with Proposition 1, the asymptotic behaviors of moments of \( Y_1(t) \) satisfy, see [30]

\[
\mathbb{E}|Y_1(t)|^q = c_q \frac{\Gamma(Hq + t/v)}{\Gamma(t/v)} \sim c_q (t/v)^{qH}, \text{ as } t \to \infty.
\]  

(26)

Because the second moment of \( Y_1(t) \) process is non-linear for large \( t \) we conclude the FBM time-changed by gamma process can be classified as anomalous diffusive system.

The density function of \( Y_1(t) \) is given by (see [30], Proposition 2.5)

\[
f_{Y_1(t)}(x) = \frac{1}{\sqrt{2\pi \Gamma(t/v)}} \int_0^{\infty} y^{H-1} e^{-\frac{1}{2}y^2} - y^2 - \gamma dy, \ x \neq 0.
\]

Further, the covariance function for \( Y_1(t) \) follows, [30]

\[
\mathbb{E}Y_1(s)Y_1(t) = \frac{1}{2} \left( \frac{\Gamma(2H + t/v)}{\Gamma(t/v)} + \frac{\Gamma(2H + s/v)}{\Gamma(s/v)} - \frac{\Gamma(2H + (t-s)/v)}{\Gamma((t-s)/v)} \right), s < t.
\]  

(27)

Next we show that the process \( Y_1(t) \) has LRD property. It is worth to mention here that the LRD for stationary increment process of \( Y_1(t) \) is discussed in [30]. However, we establish here LRD for process \( Y_1(t) \) itself which is non-stationary. A finite variance stationary process \( X(t) \) is said to have LRD property, [58], if \( \sum_{k=0}^{\infty} \gamma_k = \infty \), where

\[
\gamma_k = \text{Cov}(X(t), X(t+k)).
\]

Further, for a non-stationary process \( X(t) \) an equivalent definition is given by

**Definition 1.** Let \( s > 0 \) be fixed and \( t > s \). Then process \( X(t) \) is said to have LRD property if

\[
\text{Corr}(X(s), X(t)) \sim c(s)t^{-d}, \text{ as } t \to \infty,
\]

(28)

where \( c(s) \) is a constant depending on \( s \) and \( d \in (0, 1) \).

Let \( g(x) = \Gamma(x + 2H)/\Gamma(x) \). By the Taylor expansion, we have [30]

\[
\frac{g(x+h)}{g(x)} = 1 + 2H(h/x) + H(2H-1)(h/x)^2 + O(x^{-3}).
\]

(29)

For fixed \( s \) and large \( t \), using (27) and (29), it follows

\[
\mathbb{E}Y_1(s)Y_1(t) = \frac{g(t/v)}{2} \left( 1 + \frac{g(s/v)}{g(t/v)} - \frac{g((t-s)/v)}{g(t/v)} \right)
\]

\[
= \frac{g(t/v)}{2} \left[ 1 + \frac{g(s/v)}{g(t/v)} - \left( 1 - 2H \left( \frac{s}{t} \right) + H(2H-1) \left( \frac{s^2}{t^2} \right) + O(t^{-3}) \right) \right]
\]

\[
\sim \frac{2Hs}{\sqrt{2H}t^{2H-1}}, \text{ as } t \to \infty.
\]
Thus we have following result for asymptotic behavior of covariance structure of FBM time-
changed by gamma process.

**Proposition 5.** For fixed $s$ and as $t \to \infty$,

$$\mathbb{E}Y_1(s)Y_1(t) \sim \frac{2Hs}{\sqrt{2\pi t}}^{2H-1}.$$ 

Further, using (26), it follows

$$\text{Corr}(Y_1(s), Y_1(t)) \sim \frac{2Hs}{\sqrt{2\pi t^H}}^{H-1}, \text{ as } t \to \infty \quad (30)$$

Using Definition 1 and Eq. (30) we have following result.

**Proposition 6.** Time-changed FBM by gamma process has LRD property for every $H$.

### 3.4. FBM time-changed by inverse gamma process

In this subsection, we discuss the main properties of FBM time-changed by inverse gamma process. Note that the sample paths of $U(t)$ are strictly increasing with jumps, and hence the sample paths of $V(t)$ are almost surely continuous and are constant over the intervals where $U(t)$ have jumps. Hence the sample paths of $Y_2(t)$ will also be continuous. Moreover, $V(t)$ neither have independent nor stationary increments and hence $Y_2(t)$ is non-Markovian, non-Gaussian process with neither independent nor stationary increments. Using Proposition 4 and self-similarity of FBM, it follows that

$$\mathbb{E}|Y_2(t)|^q \sim c_q(vt)^{qH}, \text{ as } t \to \infty.$$ 

That means the asymptotic behaviors of $q$-th moments of the $Y_1(t)$ and $Y_2(t)$ are similar. Moreover, $Y_2(t)/(vt)^H \overset{d}{=} V(t)^H B_H(1)/(vt)^H \overset{d}{=} B_H(1)$ as $t \to \infty$, since $V(t)/(vt) \overset{d}{\to} 1$ as $t \to \infty$, which reflects the fact that the increments of the $Y_2(t)$ become Gaussian with an increasing lag. Further, the density function of $Y_2(t)$ is given by

$$f_{Y_2(t)}(x) = \int_0^\infty f_{B_H(y)}(x)h(y, t)dy$$

$$= \int_0^\infty \frac{1}{\sqrt{2\pi y^H}}e^{-\frac{1}{2}x^2y^{-2H}}h(y, t)dy, \ x \neq 0.$$ 

The covariance structure for time-changed FBM is discussed in [57]. However they haven’t explicitly discussed the covariance structure for time-changed FBM by inverse gamma process. Here we provide an explicit asymptotic behavior for covariance structure of $Y_2(t)$. The covariance function for $Y_2(t)$ for $s < t$ is given by (see Theorem 3.1. [57])

$$\mathbb{E}Y_2(s)Y_2(t) = M_{2H}(s) + \int_0^s M_{2H-1}(t-y)dM_1(y).$$
For fixed $s$ and large $t$, we have
\[
\int_0^s M_{2H-1}(t-y)dM_1(y) \sim \sqrt{2H-1} \int_0^s (t-y)^{2H-1}M_1'(y)dy \\
\sim \sqrt{2H-1}(t-s)^{2H-1}M_1(s) \sim \sqrt{2H-1}t^{2H-1}M_1(s).
\]

Thus we have following result for asymptotic behavior of covariance structure of FBM time-changed by inverse gamma process.

**Proposition 7.** For fixed $s$ and as $t \rightarrow \infty$,
\[
\mathbb{E}Y_2(s)Y_2(t) \sim M_{2H}(s) + (2H)\sqrt{2H-1}t^{2H-1}M_1(s).
\]

Note that $\text{Var}(Y_2(t)) = \mathbb{E}Y_2^2(t) = \mathbb{E}V(t)^{2H} \sim (vt)^{2H}$, as $t \rightarrow \infty$. Hence, for fixed $s$
\[
\text{Corr}(Y_2(s), Y_2(t)) \sim \frac{M_{2H}(s)}{\sqrt{\mathbb{E}Y_2^2(s)}}(vt)^{-H} + \frac{2HM_1(s)v^{H-1}}{\sqrt{\mathbb{E}Y_2^2(s)}}t^{-(1-H)}, \quad \text{as } t \rightarrow \infty. \tag{31}
\]

Using Definition 1 and Eq. (31) we have following result.

**Proposition 8.** Time-changed FBM by inverse gamma process has LRD property for every $H$.

Because the second moment of $Y_2(t)$ process is non-linear function for large $t$ then we conclude the process is anomalous diffusive.

In Fig. 6 we present the empirical correlation $\text{Corr}(Y_1(s), Y_1(t))$ as a function of $t$ for $s = 1$ (left panel) while in the right panel we present $\text{Corr}(Y_2(s), Y_2(t))$. To the analysis we take 500 trajectories of both considered processes with $H = 0.7$ and $\nu = 1$. On both panels we also present the power functions fitted by using the least squares method.

### 4. Simulation procedures

#### 4.1. FBM time-changed by gamma process

The simulation procedure of the process $Y_1(t)$ is given in [30], however in this section we mention it. The main idea is to simulate independent trajectories of the subordinator $U(t)$ and the FBM $B_H(t)$. By taking their superposition we obtain the trajectory of the process $Y_1(t)$ defined in (7). First we simulate the trajectory of $U(t)$, that is a process of independent stationary increments having gamma distribution. We divide the interval $[0, T]$ into sub-intervals of length $\delta$ where the increments $U(t + \delta) - U(t), \ t = 0, \delta, 2\delta, \ldots, T - \delta$ have gamma distribution with parameters $\delta/\nu$ and 1. We simulate $[T/\delta]$ independent random variables from this distribution. Finally, the trajectory of $U(t)$ is obtained as the cumulative sum of the increments.

Secondly, we simulate the approximate trajectory of the external process - FBM which is a special case of fractional Lévy-stable motion with index of stability equal to 2. The method was introduced in [59] and is based on the generation of an approximate path of the stationary
process $b_H(\delta n) = B_H(\delta(n+1)) - B_H(\delta n)$, $n = 0, 1, 2, \ldots$. Its main idea is to approximate the stochastic integral

$$b_H(\delta n) = \int_{-\infty}^{\infty} \left( (\delta n - u)^{H-1/2} - (\delta n - u - 1)^{H-1/2} \right) dB(u), \quad n = 0, 1, 2, \ldots$$

by the Riemann sum

$$Y_{m,M}(\delta n) = \sum_{j=1}^{mM} \left( (j/m)^{H-1/2} - (j/m - 1)^{H-1/2} \right) \tilde{B}_m(m\delta n - j), \quad n = 0, 1, 2, \ldots$$

(32)

where $\tilde{B}_m(j) = B((j + 1)/m) - B(j/m)$. The parameters $m$ and $M$ control the mesh size and the kernel function cut-off, respectively. For large values of these parameters the variables $Y_{m,M}(\delta n)$ approximate well the variables $b_H(\delta n)$ [59]. But the direct implementation of the sum (32) yields a slow algorithm and can not be efficiently applied to generate long approximations in real time. Therefore the method presented in [59] uses the fast Fourier transform algorithm and the technique of discrete Fourier transforms for some circular sequences. The details can be found in [59]. The trajectory of FBM $B_H(t)$ can be obtained as cumulative sums of variables $b_H(\delta n)$. The similar procedure applied to general Lévy-stable motion is presented in [47]. Finally, by taking superposition of trajectories of $B_H(t)$ and $U(t)$ we obtain approximated trajectory of process $Y_1(t)$. The exemplary trajectories of the process $Y_1(t)$ obtained by using the described procedure are presented in Fig. 6.
4.2. FBM time-changed by inverse gamma process

The idea of simulation of $Y_2(t)$ process is similar as discussed above. It is also based on the simulation of independent trajectories of FBM and the process $V(t)$ which is an inverse to the gamma process $U(t)$. In order to simulate the approximate trajectory of the inverse gamma subordinator first we need to define $V_\delta(t)$ with the step length $\delta$ in the following way

$$V_\delta(t) = (\min\{n \in \mathbb{N} : U(\delta n) > t\} - 1) \delta, \ n = 1, 2, \ldots,$$

where $U(\delta n)$ is the value of gamma subordinator $U(t)$ evaluated at $\delta n$, which can be simulated by using the method presented above. Observe that trajectory $V_\delta(t)$ has increments of length $\delta$ at random time instants governed by process $U(\tau)$ and therefore $V_\delta(t)$ is approximation of operational time. Finally, the trajectory of the process $Y_2(t)$ is obtained as the superposition of FBM, for which the simulation procedure is mentioned above, and the process $V(t)$. The exemplary trajectories of the process $Y_2(t)$ obtained by using described procedure are presented in Fig. 2.

5. Estimation procedures

5.1. FBM time-changed by gamma process

The estimation of the Hurst exponent $H$ of FBM time-changed by gamma process is based on the fact that the MSD for process $Y_1(t)$ has similar asymptotic behavior as for the classical FBM, i.e. it satisfies condition (2). Using self-similarity and stationarity of increments of FBM, we have

$$M_n(\tau) = \frac{1}{n-\tau} \sum_{k=1}^{n-\tau} (Y_1(k+\tau) - Y_2(k))^2 \xrightarrow{\text{w}} \frac{1}{n-\tau} \sum_{k=1}^{n-\tau} U(\tau)^{2H} B_H(1)^2 \xrightarrow{\mathcal{L}} \tau^{2d+1},$$

where $d = H - 1/2$.

By using this fact for the observed values corresponding to the process $Y_1(t)$ we calculate a sample MSD for appropriate values of $\tau$ parameter and compare it to the power function $\tau^{2d+1}$. By using the least squares method we estimate the $d$ parameter. Finally we obtain the $H$ parameter which is equal to $d + 1/2$. The parameter $\nu$ corresponding to gamma distribution of $U(t)$ process can be estimated on the basis of the behavior of the right tail of the process $Y_1(t)$ proved in [30]. It should be mentioned, for estimation of the $\nu$ parameter we need to have a number of trajectories of the process $Y_1(t)$. We denote them $Y_{11}(t), Y_{12}(t), \ldots, Y_{1K}(t)$. For fixed $t_0$ the tail of $Y_1(t_0)$ satisfies

$$\mathbb{P}(Y_1(t_0) > x) = a(t_0, H)x^{2(t_0/\nu-1)/(1+2H)}\exp(-b(t_0, H)x^{2/(1+2H)}), \ x \to \infty,$$

where $a, b$ are constants depending on $t_0$ and $H$. Therefore after estimation of $H$ parameter (for one of the trajectory) by comparing the empirical tail calculated on the basis of $Y_{11}(t_0), Y_{12}(t_0), \ldots, Y_{1K}(t_0)$ and theoretical one we can estimate the parameter $\nu$ by using the least squares method, i.e. the estimated parameter minimizes the distance between empirical
tail and the theoretical one. We remind the reader the empirical tail is defined as $1 - \hat{F}_n(t)$, where $\hat{F}_n(t)$ is the empirical cumulative distribution function that for vector of observations $x_1, x_2, \ldots, x_n$ has the form

$$\hat{F}_n(t) = \frac{1}{n} \sum_{i=1}^{n} 1_{x_i \leq t},$$

where $1_A$ is the indicator of the set $A$.

In order to check the effectiveness of the described estimation procedure we simulate 100 trajectories of length 1000 of the process $Y_1(t)$ and for each of them we estimate the parameters $H$ and $\nu$. Finally, we create the boxplots of the obtained estimators. The boxplot provides a statistical information about the distribution of the analyzed values [60]. Precisely, it produces a box and whisker plot for each estimated value of $H$ and $\nu$ parameters. The box has lines at the lower quartile ($Q_1$), median, and upper quartile ($Q_3$) values. The whiskers are lines extending from each end of the box to show the extent of the rest of the data. Points are drawn as outliers if they are larger than $Q_3 + 1.5(Q_3 - Q_1)$ or smaller than $Q_1 - 1.5(Q_3 - Q_1)$, where $Q_1$ and $Q_3$ are lower and upper quartiles, respectively [61].

In Fig. 7 we present the boxplot for estimated $H$ parameter (left panel) and $\nu$ parameter (right panel) calculated on the basis of trajectories of $Y_1(t)$ process with theoretical values $H = 0.3$ and $\nu = 1$. In Fig. 8 we show the estimation results for $Y_1(t)$ process with theoretical values $H = 0.7$ and $\nu = 1$. The boxplots for $\nu$ parameter are calculated on the basis of estimated values of the parameter for $t = 1$ therefore in order to create boxplots we simulate 20 times 100 trajectories of the process $Y_1(t)$ and for observations corresponding to $t = 1$ we estimate the appropriate parameter. As we observe in Figs. 7 and 8 the estimated values of appropriate parameters coincide with the theoretical ones which indicates the proposed estimation procedure can be applied to real data analysis.

5.2. FBM time-changed by inverse gamma process

The estimation procedure of the parameters of FBM driven by inverse gamma subordinator is divided into two steps. Here we use important property of the process $Y_2(t)$, namely, constant time periods in trajectories which correspond to the jumps of the process $U(t)$. In first step we divide the analyzed time series into two vectors. The first one (vector $U$) represents lengths of constant time periods observed in the data which means the number of consecutive observations that are on the same level. According to the idea of constructing the inverse subordinators, the vector $U$ constitutes sample of independent identically distributed (i.i.d.) random variables from the same distribution as the subordinator, i.e. in our case - from gamma distribution. The second vector (vector $B_H$) arises after removing the constant time periods. This vector constitutes a trajectory of FBM. This scheme is a standard procedure in the analysis of the processes subordinated by inverse subordinators and was used for many applications, see for instance [62, 63].

In the second step we separately analyze the vectors $U$ and $B_H$. On the basis of constant time periods we estimate the parameter $\nu$ from the gamma distribution given by PDF [8] for $\alpha = s/\nu$ and $\beta = 1$. The proposed methodology of fitting the distribution parameter $\nu$
corresponding to gamma process is based on the minimum distance estimation applied to a gamma distribution. This procedure was proposed in [43] for different inverse subordinators however in this paper we sketch their idea. Let $K$ and $L$ denote two functions with a common support on $\mathbb{R}$, the considered distances are
• Kolmogorov-Smirnov (KS)

\[ KS(K, L) = \sup_{x \in \mathbb{R}} |K(x) - L(x)| \]

• Cramér-von Mises (CvM)

\[ CvM(K, L) = \int_{-\infty}^{\infty} (K(x) - L(x))^2 dL(x) \]

• Anderson-Darling (AD)

\[ AD(K, L) = \int_{-\infty}^{\infty} \frac{(K(x) - L(x))^2}{L(x)(1 - L(x))} dL(x). \]

In our estimation procedure we consider the distance between the rescaled modified cumulative distribution function and empirical distribution function obtained for vector \( U \).

The main issue during estimation of parameters corresponding to distribution of constant time periods comes from the fact that the exact waiting time is unknown and usually comes from continuous distribution. For example, if we observe that a character of the process has changed after 3 units of time, it is not known at which point of time the change actually happened, the correct value lies in the interval \( (2, 4) \). Due to this fact the modified version of cumulative distribution function was introduced. In [43] it is proved that the distance between empirical cumulative distribution function (CDF) of waiting times from given distribution and rescaled modified distribution function is smallest according to the distance between empirical CDF and the theoretical CDF of given distribution. First we introduce the modified and rescaled modified CDF. The modified cumulative distribution function of given distribution with CDF \( F(\cdot) \) can be expressed as [43]

\[ \tilde{F}(n) = \int_n^{n+1} F(x) dx. \]

(34)

The rescaled modified cumulative distribution function is defined in the following way

\[ G(0) = 0 \]

\[ G(n) = \frac{\tilde{F}(n) - \tilde{F}(0)}{1 - \tilde{F}(0)} \text{ for } n \geq 1. \]

For each class of cumulative distribution functions we can find parameters which minimize the distance between empirical CDF and rescaled modified cumulative distribution function which satisfies the following condition

\[ D(G_{\theta_0}, \hat{F}) = \inf_{\theta \in \Theta} D(G_{\theta}, \hat{F}), \]

(35)

where \( D \) is one of the introduced distances: KS, CvM and AD, \( \hat{F} \) is empirical CDF, \( G \) is a rescaled cumulative distribution function defined in (35) and \( \Theta \) is the set of parameters of a certain class of distribution functions, in our case the \( \nu \) parameter from gamma distribution. The Hurst parameter \( H \) is estimated on the basis of the vector \( B_H \). The parameter \( H = d + 1/2 \) can be obtained by using the sample MSD, that for FBM asymptotically behaves in distribution as power law, see equation (2). By comparing the sample MSD and the power function \( \tau^{2d+1} \) we can estimate parameter \( d \) (and thus \( H \)) by using the least squares method. Similar to previous case, we simulate 100 trajectories of the process \( Y_2(t) \) and for each of them
we estimate the unknown parameters. The \( \nu \) parameter is estimated by using three mentioned distances, namely KS, CvM and AD. We consider here two sets of parameters: \( H = 0.3 \) and \( \nu = 1 \) and \( H = 0.7 \) and \( \nu = 1 \). In Figs. 9 and 10 we present the obtained results. It can be seen the estimated values coincide with the theoretical ones which confirms the effectiveness of the estimation procedure.

Figure 9. The boxplots of estimated \( H \) parameter (left panel) and \( \nu \) parameter corresponding to \( Y_2(t) \) process, i.e. FBM time-changed by inverse gamma process. The theoretical values are \( H = 0.7 \) and \( \nu = 1 \).

Figure 10. The boxplots of estimated \( H \) parameter (left panel) and \( \nu \) parameter corresponding to \( Y_2(t) \) process, i.e. FBM time-changed by inverse gamma process. The theoretical values are \( H = 0.7 \) and \( \nu = 1 \).
6. Conclusions

In this paper we have analyzed two processes based on the FBM. The first one is a time-changed FBM by gamma process while the second one is the FBM delayed by inverse to gamma process. Those processes can be universal models for modeling data with special behavior. The first analyzed process, known in the literature as the FLM, can be useful for modeling data with LRD which is not Gaussian, however possess properties similar to Gaussian processes, like existence of all moments. The second considered process can be used for data with LRD and visible constant time periods characteristic for processes delayed by inverse subordinators. We have compared the main properties of considered time-changed processes and explained how to simulate them. Moreover we have described also the estimation procedures for parameters of both processes and checked their effectiveness by using simulated data. We hope the introduced estimation schemes can be applied to different real data which have similar properties as the analyzed systems. The considered processes can be generalized by replacing the gamma subordinator and its inverse by other subordinators having their origins in the wide class of infinitely divisible processes.
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