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Abstract

Lyrics play a significant role in conveying the song's mood and are information to understand and interpret music communication. Conventional natural language processing approaches use translation of the Hindi text into English for analysis. This approach is not suitable for lyrics as it is likely to lose the inherent intended contextual meaning. Thus, the need was identified to develop a system for Devanagari text analysis. The dataset of 300 song lyrics with equal distribution in five different moods is used for the experimentation. The proposed system performs contextual mood analysis of Hindi song lyrics in Devanagari text format. The contextual analysis is stored as a knowledge base, updated using an incremental learning approach with new data. Contextual knowledge graph with moods and associated important contextual terms provides the graphical representation of the lyric dataset used. The testing results show 64% accuracy for the mood prediction. This work can be easily extended to applications related to Hindi literary work such as summarization, indexing, contextual retrieval, context-based classification and grouping of documents.
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Introduction

Music has always been an intricate part of an individual’s life. Music powerfully evokes feelings. Choosing an excellent song to set the mood for any occasion has become an essential demand from music listeners. Many people listen to songs in local languages, and analyzing lyrics in local languages is a herculean task. Careful analysis of the lyrics can give us the possible directions related to its sentiment. Lyrics provide high-level information about a song. The only barrier in understanding the lyrics is the language or the style in which it is written. A person with a basic understanding of the language may find it challenging to comprehend the meaning of a song. Contextual analysis of the song can be done to seek out the probable category to describe the mood. It is cumbersome to classify the songs of a language one might not know thoroughly but enjoy.
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listening to them. It will ease if it is automated for the tech-savvy and music-loving generation of today.

Popular or Bollywood songs are enjoyed by the majority of people worldwide. Hindi dataset thus comes as a natural choice to work with Bollywood songs. However, people willing to work on a problem related to the Devanagari script find it challenging to get hold of a suitable data set. As per the survey, it was found out that not much work has been done with the Hindi lyrics in natural language programming compared with English lyrics. However, there are standard steps available for processing data and conducting the contextual analysis. The challenge is to apply those steps over the Devanagari script.

Work on the Hindi language has gained attention recently from different renowned research institutes [1]. There is a good amount of research on different tools and repositories for natural language processing. Working with the Devanagari script provides an opportunity to contribute to this ongoing recent research initiative. Some tools available, like Hindi WordNet API s, are explored to perform the task [2, 3, 4]. It was observed that contextual analysis is not available for the Hindi language. The proposed work aims to contribute to the field of sentiment context analysis for the Hindi language. It can be further extended to help people understand Hindi literature, which sometimes becomes difficult even if they are familiar with the language.

As there was no priorly available dataset for Hindi lyrics in Devanagari script as per our findings, the dataset of about 300 Hindi lyrics in Devanagari script was created for the initial experimentation [5]. This dataset is used for training and testing the algorithm. The dataset included five mood classes associated with the lyrics. The initial knowledge base set in words associated with the sentiments or mood was required to train the model. This knowledge base acted as a repository for words tagged with the probability of the sentiments they may depict. The probability of a word is computed considering the occurrence of the word in each sentiment class lyrics. This knowledge base is used to train the model with a set of lyrics. The classification model is further tested for a new set of lyrics to check the accuracy of the build model. The sentiment with a higher probability is predicted based on the words in the new song lyrics.

The proposed model uses an incremental learning approach and improvises the knowledge base with new songs, thus improving the accuracy. Improvisation of the knowledge base updates the probability weights with words in the song associated with the specific sentiment. The best way to portray the results is by visualizing the data. Creating a knowledge graph [6] is the best choice for such data visualization, as it would, in return, pave the way to a more analytical understanding of the Hindi lyrics. Knowledge graphs even act as a knowledge base for already categorized songs.
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This approach helps to reduce the time and computing power used by the code to find results for already known and classified songs. However, one may debate that those Hindi songs can be translated for the people unacquainted with the language and thus question the importance of work. Though these translations translate the Hindi text for the intended audience [7], the actual context or sentiment of the text may be lost in the process. In order to bridge this gap, an intervention is needed. Such sentiment analysis techniques can enhance the experience of the masses trying to enjoy a good song.

Existing systems have implemented the mood analysis for the English song lyrics [8, 9, 10]. Also, many of the available systems have attempted sentiment analysis for Hindi text data, such as analysis on movie reviews [11], documents [12], Twitter [13]. However, till now, little work is being implemented for contextual mood analysis for Hindi song lyrics. Therefore, the proposed experimentation aims with the contextual mood analysis of Hindi song lyrics.

The main contribution of this work can be summarized as

- Devanagari script lyrics dataset
- Algorithm for context identification
- Mood based classification
- Knowledge graph representation

The paper is organized in the following manner. First, the literature survey covers text data analysis approaches with focus on lyrics text. Then, the methodology used covers the steps used for contextual analysis and use of natural language processing (NLP) techniques. Our approach for contextual analysis is explained in subsequent sections. Classification results and incremental learning for knowledge base updating provides the use of machine learning. Next, knowledge graph representation shows visualization for the mood classes with contextual terms identified by the algorithm. Finally, the conclusion and discussion section provide the outcome of the experiments with possible future directions.

**Literature Survey**

“A contextual analysis is text analysis to assess the context of historical, cultural setting and also in terms of its textuality or the qualities that characterize the text. It is a systematic study of social, political, economic, philosophical and religious conditions that were in place at the time and place when the text was created” as per [14]. Contextual analysis has many interpretations, and the purpose defines the context to be analyzed, such as document analysis [15], sentiment analysis [16, 17], speech recognition [18]. Contextual analysis means breaking down data
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and analyzing it to draw the theme [19]. This method is used to find the main idea, the sentiment, or make an informed decision or recommendation [20]. Typically, the steps followed in the contextual analysis are data accumulation, processing, analysis, visualization and conclusions. Various machine learning approaches are explored by researchers for context-based applications such as unsupervised [21], cooperative learning [22] and ensemble learning [23]. Machine learning approaches for music analytics [24] focus on using features for various commercial applications. Contextual analysis for lyric text is a challenging research domain considering the intricacies and interpretations of musical language.

Devanagari script text analysis has been attempted by researchers for different applications to process Hindi text data. Natural language toolkit (NLTK) is a generic platform to process the data of various natural languages, and it provides various resources for Indian languages like Hindi, Marathi, Bangla. Analysis of multiword expression for the repositories provided by NLTK and n-gram approach was used to carry out the processing of Hindi text and then further for analysis of Multiword Expressions [25]. Sentiment analysis of code mix scripts for Indian languages like Hindi, Marathi is attempted ([26], [27]). A framework was proposed for Hindi sentiment analysis using Hindi SentiWordNet [28]. Sentiwordnet is a publicly available lexical resource for opinion mining [29]. Sentiment analysis for Hindi Tweets [30] and Hindi language [31] is explored by researchers. Many individual researchers and institutions have come up with wordnets that have the sentiments tagged. The wordnets distinguish words as neutral, positive and negative. In the songs, the sentiments are more complex. The wordnets must be inclusive of such sentiments to model complex sentiments.

Mood classification of Hindi songs based on lyrics provided polarity of songs in positive or negative sentiments [32]. Similar research work was carried out [33] to analyze the lyrics of Hindi-language-based songs to detect the mood. A mood taxonomy is used to distinguish songs into Happy or Sad. Data is given to the LDA model to discover the hidden emotions within each song. Music mood [34], a system to predict the mood of songs using machine learning, was proposed. It provided sentiment analysis of songs in different eras based on happy or sad moods. TF IDF approach in natural language processing was used for automatic mood classification of lyrics [35] and similar work [36] into four classes based on Russel’s model of valence and arousal. A model was proposed for classifying poems in the Hindi language based on navras (nine classes) as per Indian literature [37]. The multimodal approach for sentiment analysis of nursery rhymes using acoustic features and lyrics provided positive and negative sentiments [38]. Researchers explored a multimodal approach using audio features and Hindi lyrics data ([39], [40]).

According to a literature survey done, it was observed that there is little research work done related to Devanagari script text analysis. Therefore, it was necessary to find a wordnet or a collection with words tagged with their sentiments for
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sentiment analysis. The wordnets available in Hindi have limited capabilities considering the lyrics analysis task. Thus, they are not sufficient enough to tag words or find their meaning for a large dataset. For mood analysis, it is essential to have wordnet where the words are tagged to some meaning or mood. To overcome this issue, individuals have resorted to translation to the English language. Some have resorted to transliteration to avoid the hassle of using the Devanagari script. Though this may solve the issue of wordnet as the English wordnet is vast, it still comes with its problems. Some sentences lose their actual meaning. Some English words mean different things in Hindi when transliterated. These words could cause discrepancies when translated and used for analysis with the help of English wordnet.

The Contextual analysis is done with different approaches, and similar terminologies are explored depending on the task. Standard algorithms and codes for English language processing are readily available, but they are not helpful for the proposed work considering the text data to be processed in the Devanagari script used for Hindi. Moreover, standard datasets for Hindi lyrics in the Devanagari script are not readily available in the public domain. Thus, the need was identified to develop datasets and algorithms for the Devanagari script handling with the Hindi language as a central source of information.

Dataset

Unlike the English language, there is a dearth in a repository of textual data for Hindi. Even though one might come across data in English script for Hindi songs, Devanagari script data was scarce. Thus, it was necessary to build a dataset for the proposed experiments. We studied different lyrics and tagged the words to the sentiments that belonged to the five moods. These categories represent the song sentiments in a broader sense and not just the negative and positive emotions. Thus, the dataset of a total of 300 songs belonging to 5 moods was created. The dataset is publicly available for further exploration to other researchers [5]. These songs belong to 5 moods, namely happy, sad, party, romantic and devotional. This dataset is further divided into training and testing datasets. The training dataset consists of 250 songs, with 50 songs per mood and the testing with ten songs per mood. The training dataset is used to prepare the knowledge base, which contains words and their probability to occur in a song belonging to one of the five determined moods. The song lyrics in the text files are in the Devanagari script. These files are encoded in the UTF-8 format of character encoding. Figure 1 shows sample data stored in each text file in the Devanagari script.
Methodology

The sentiment context identification of Hindi songs by lyrics is a challenging task. The system should be able to recognize or predict the mood from the lyrics. A three-stage approach, viz Tokenization, Normalization and Feature extraction, was followed to achieve the goal. Text tokenization means to break down sentences into small units such as words (tokens) or phrases (n-grams). The WordTokenizer and Regexp Tokenizer functions from nltk libraries in python were used for tokenization. In order to clean the data, punctuations and stop words were identified and removed as they are irrelevant in analyzing the sentiment. Various Stemmers/Lemmatizers are used in NLP to extract the meaning of words such as Porter Stemmer, Snowball Stemmer or Wordnet Lemmatizer. These techniques were not applied to lyrics text as it is likely to miss the inherent meaning and context.

The text files are used to store the lyrics of the songs. These songs were in the Devanagari script; hence the encoding of the files was changed to UTF-8. Finally, the knowledge base is stored in CSV files.

The text files from the training data set were converted into the knowledge base used to conduct sentiment analysis. First, the text data file is broken down into unigrams, i.e., single terms. Then the data is cleaned by removing all the punctuation marks and stop words. This cleaned data is then processed further and added to the .csv file, which will act as our knowledge base. It contains columns like happy, sad, party, devotional, romantic, total, prob_happy, prob_sad,
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prob_party, prob_devotional, and prob_romantic. The columns with the name of the genre contain the number of times a word occurs in the lyrics text files of that genre. The columns with the prefix “prob_” followed by the genre name contains the probability of the word occurring in that particular genre and the column “total” number of times the word has occurred in the entire training data set. Different vectorizers are such as Count (Term-Frequency), IF-IDF (Term Frequency- Inverse Document Frequency), TF-IDF + POS (parts of speech) selection are used to identify the weights or importance of words in the specific context. The system uses the TF-IDF approach to associate weights or probabilities to each word.

As an example, if the word ‘दुःख’ may have appeared five times in the sad songs data set and two times in romantic songs, and the total occurrence of the word is seven times in the entire data set. Thus, the probability of occurrence of the word to associate specific mood is computed with a simple probability formula, as shown in Table 1.

| word | prob_happy | prob_sad | prob_romantic | prob_devotional | prob_party |
|------|------------|----------|---------------|-----------------|------------|
| दुःख | 0          | 0.714    | 0.285         | 0               | 0          |

The following algorithm is used to create the knowledge base from the lyrics data.

1. Start.
2. Set data <= [NULL]
3. If input.txt is not empty
   a. data <= Read(input.txt)
   b. tokenize(data)
   c. clean(data)
4. Set frequency_table <= dictionary ()
5. i <= 0
6. count <= data.count(data[i])
7. frequency_table[token] <= count
8. i <= i-1
9. if i is not equal to length(data)-1 go to step 6
10. Set genre_list <= [happy, sad, romantic, party, devotional]
11. Set genre <= genre_input.txt and kb <= dataframe (columns = 'word', genre_list, 'Total')
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12. \( kb \leftarrow \text{Read(kbase.csv)} \)
13. \( i = \text{length(frequency_table)} \)
14. if token in \( kb \)
   \[ \text{a. Where } kb[\text{word}] == \text{token} \]
   \[ \text{i. } kb[\text{genre}] \leftarrow kb[\text{genre}] + \text{frequency_table[token]} \]
15. else
   \[ \text{a. index } \leftarrow \text{length}(kb) \]
   \[ \text{b. If index not equal to 0} \]
   \[ \text{i. } kb[\text{index}+1, \text{word}] \leftarrow \text{token} \]
   \[ \text{ii. } kb[\text{index}+1, \text{genre}] \leftarrow \text{frequency_table[token]} \]
   \[ \text{c. else} \]
   \[ \text{i. } kb[\text{index}, \text{word}] \leftarrow \text{token} \]
   \[ \text{ii. } kb[\text{index}, \text{genre}] \leftarrow \text{frequency_table[token]} \]
16. Set \( i \leftarrow 0 \)
17. genre1 \leftarrow \text{genre_list}[i] \)
18. \( kb[\text{Total}] \leftarrow kb[\text{Total}] + kb[\text{genre1}] \)
19. \( i \leftarrow i + 1 \)
20. if \( i \) is not equal to length (genre_list)-1 go to step 17.
21. set \( k \leftarrow 0 \)
22. \( \text{genre2 } \leftarrow \text{genre_list}[k] \)
23. \( \text{prob_gen } = \text{concatenate (string (‘prob_’), string (genre2)))} \)
24. \( kb[\text{prob_gen}] \leftarrow kb[\text{genre2}] / kb[\text{Total}] \)
25. \( k \leftarrow k + 1 \)
26. if \( k \) is not equal to length (genre_list)-1 go to step 22.
27. Stop.

After creating a knowledge base, as shown in Figure 2, it is time to create a model that uses it to determine the sentiment of a song as the input. An unknown text file containing lyrics in the Devanagari script is used as the input to this function. The data in the text file is first broken down into unigrams and then cleaned off all the punctuations. Then the number of occurrences of each term in the input file is calculated. Thus, creating a frequency table containing the word and its number of occurrences. Each term is then searched in the knowledge base. The probability of term occurrence is found out for each mood. If the word is not in the knowledge base, then the word is dropped. Only the words in the knowledge base are further used to predict the sentiment of the song. The frequency of the term is then multiplied by the probability for each genre obtained from the knowledge base. Then the probability of each genre for every term in the song is then
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summed up. The genre with the highest probability is considered to be the sentiment of the song.

Once the model predicts the genre for an unknown song lyric, lyric data is added to the knowledge base as incremental learning. The frequency table created in the earlier stage of analysis is used for this purpose. If the words exist in the knowledge base, the count of a term in the predicted genre is modified accordingly. If it does not exist, then the word is added as a new record in the list and its probability. The values in prob_happy, prob_sad, prob_party, prob_devotional and prob_romantic columns are recomputed again.

Fig. 2: Screenshot of the knowledge base file
The following algorithm illustrates the steps to identify the sentiment of the song.

1. Start.
2. Set data <= [NULL]
3. If input.txt is not empty
   a. data <= Read(input.txt)
   b. tokenize(data)
   c. clean(data)
4. Set frequency_table <= dictionary()
5. frequency_table <= frequency(data)
6. kb <= Read(kbase.csv)
7. Set i <= 0 and tokens <= [NULL]
8. tokens <= frequency_table.keys()
9. genre_list <= [happy, sad, romantic, party, devotional]
10. Set probability_table <= dataframe(columns = ‘word’, genre_list)
11. if token[i] in kb
    a. Set k <= 0
    b. genre1 <= genre_list[k]
    c. prob_gen = concatenate (string (’prob_’), string (genre1))
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d. probability_table[token[i], genre1] <= frequency_table[token[i]]
   *kb[token[i], prob_gen]

e. k <= k+1

f. if k not equal to length(genre_list)-1 go to step b.

12. Set sum <= dictionary ()
13. Set j <= 0 and i <=0
14. sum {genre_list[i]} = probability_table {genre_list[i], j +1}
15. i <= i +1
16. if i is not equal to length(genre_list)-1 got to step 14.
17. k <= k+1
18. if j is not equal to length(probability_table), set i <= 0 and go to step 14.
19. Set maximum = max(sum.values())
20. Set Sentiment_of_song <=sum.key[maximum]
21. Display Sentiment_of_song.
22. Stop

Result and discussion

The accuracy of the model provides the success of the proposed system. For this, the original 300 songs data set was divided into training and testing data sets. The training data set was used to obtain the knowledge base. The testing data files were then passed to the sentiment analysis function individually to obtain the predicted genres. Then the number of positive results (the results where the predicted genre was the same as the known or the actual genre of the song) was calculated to find the accuracy. When tested for 50 training songs, the accuracy comes out to be 64% for the test data set. The confusion matrix for the test data is as shown in Table 2.

| Predicted/ Actual | Happy | Sad | Romantic | Devotional | Party |
|-------------------|-------|-----|----------|------------|-------|
| Happy             | 4     | 1   | 2        | 0          | 3     |
| Sad               | 2     | 4   | 4        | 0          | 0     |
| Romantic          | 1     | 1   | 8        | 0          | 0     |
| Devotional        | 0     | 0   | 0        | 10         | 0     |
Data visualization helps conclude the results better. The challenge is to draw diagrams that show the relationship between lyrics and sentiments. Knowledge Graphs serve this purpose perfectly. Many tools can be used for this purpose, such as python matplotlib. However, the python graphs can be used to display the data but lacked storage and retrieval functionality. Thus, graph databases were explored and used for knowledge representation. A graph database for data visualization purposes would aid in visualization and help store the data, ensuring easy access to the analyzed data. Neo4j is an ACID-compliant transactional database, and it is implemented in java and is open-source software. It uses Cypher query language to query the database, which is similar to SQL. The song's title and mood (sentiment) are used as the nodes in the graph. The genres viz happy, sad, party, devotional and romantic are the nodes to which the title of the songs is connected. The edge (relation) between the song title and the genre exists if the song belongs to that genre (for the songs in the training dataset, one can say that it is known that they belong to that genre). The terms which depict those sentiments are also connected to the title of the song.

The knowledge graph tool used is Neo4j [41]. The specialty of a graph database is that data can be stored in a graph and retrieved using a query language. Thus, the time used to analyze a known song from the training set can be reduced by passing a search query to the graph database. Furthermore, the answer obtained from the search query can be displayed as the analysis and provide faster results. The python API for neo4j is used to interact with the knowledge graph. The queries can be passed using the API, and the results obtained can be printed onto the console, as shown in figure 4.
Conclusion and future directions

The work intends to contribute to the research in the Hindi language processing in Devanagari script. The data set and proposed algorithms contribute to this field. The analysis model and its accuracy validate the proposed system. The work can be further extended to enhance accuracy. The dataset can be used by other researchers who wish to explore and work on the Devanagari script. The knowledge graph can be used as a senti wordnet. The words are tagged to the sentiments. Thus, it can be used to analyze more complex sentiments apart from the positive and negative ones. More sentiments too can be added to this list, and it can be increased to more categories.

This textual analysis can be clubbed with audio analysis of music to get better accuracy in determining the song's mood. It can be used in the entertainment sector for making playlists according to mood or taste. Though the current work focuses on the lyrics data,
this knowledge can be applied to any Hindi textual data. Be it tweets, news, or any Hindi literature work can be accessed to find out the theme of the textual data. It can help to categorize Hindi data according to their context.

References

1. The IIT Bombay English-Hindi corpus accessed on 30th June 2020
   https://www.cfilt.iitb.ac.in/~parallelcorp/iitb_en_hi_parallel/

2. Sinha M, Reddy M, Bhattacharyya P. An approach towards construction and application of multilingual indo-wordnet. In 3rd Global Wordnet Conference (GWC 06), Jeju Island, Korea 2006 Jan.

3. Dash NS, Bhattacharyya P, Pawar JD, editors. The WordNet in Indian Languages. Springer Singapore; 2017.

4. Panjwani R, Kanojia D, Bhattacharyya P. pyiwn: A Python based API to access Indian Language WordNets. In Proceedings of the 9th Global Wordnet Conference 2018

5. Lyrics dataset accessed on 30th June 2020
   https://www.kaggle.com/makvel/indian-hindi-songs-lyrics-dataset

6. Sonawane SS, Kulkarni PA. Graph based representation and analysis of text document: A survey of techniques. International Journal of Computer Applications. 2014 Jan 1;96(19).

7. Chakrawarti RK, Bansal P, Bansal J. Phrase-Based Statistical Machine Translation of Hindi Poetries into English. In International Conference on Information and Communication Technology for Intelligent Systems 2020 May 15 (pp. 53-65). Springer, Singapore.

8. Kumar V, Minz S. Mood classification of lyrics using SentiWordNet. In 2013 International Conference on Computer Communication and Informatics 2013 Jan 4 (pp. 1-5). IEEE.

9. Hu X, Downie JS. When Lyrics Outperform Audio for Music Mood Classification: A Feature Analysis. In ISMIR 2010 Aug 9 (pp. 619-624).

10. Napier K, Shamir L. Quantitative sentiment analysis of lyrics in popular music. Journal of Popular Music Studies. 2018 Dec 4;30(4):161-76.

11. Singh VK, Piryan R, Uddin A, Waila P. Sentiment analysis of movie reviews: A new feature-based heuristic for aspect-level sentiment classification. In 2013 International Multi-Conference on Automation, Computing, Communication, Control and Compressed Sensing (IMACS) 2013 Mar 22 (pp. 712-717). IEEE.

12. Joshi A, Balamurali AR, Bhattacharyya P. A fall-back strategy for sentiment analysis in hindi: a case study. Proceedings of the 8th ICON. 2010 Apr.

13. Sharma P, Moh TS. Prediction of Indian election using sentiment analysis on Hindi Twitter. In 2016 IEEE international conference on big data (big data) 2016 Dec 5 (pp. 1966-1971). IEEE.

14. Contextual analysis accessed 30th June 2021
   http://english.unl.edu/sbehrendt/StudyQuestions/ContextualAnalysis.html
Contextual mood analysis for Hindi song lyrics in Devanagari script

15. Khatavkar V, Kulkarni P. Usage of context vectors in document analysis. In 2017 International Conference on Computing, Communication, Control and Automation (ICCCUBEA) 2017 Aug 17 (pp. 1-4). IEEE.

16. AL-Sharuee MT, Liu F, Pratama M. Sentiment analysis: an automatic contextual analysis and ensemble clustering approach and comparison. Data & Knowledge Engineering. 2018 May 1; 115:194-213.

17. Cambria E, Poria S, Hazarika D, Kwok K. SenticNet 5: Discovering conceptual primitives for sentiment analysis by means of context embeddings. In Proceedings of the AAAI conference on artificial intelligence 2018 Apr 25 (Vol. 32, No. 1).

18. Raju S, Jagtap V, Kulkarni P, Ravikanth M, Rafeeq M. Speech Recognition to Build Context: A Survey. In 2020 International Conference on Computer Science, Engineering and Applications (ICCSEA) 2020 Mar 13 (pp. 1-7). IEEE.

19. Nagrale D, Khatavkar V, Kulkarni P. Document Theme Extraction Using Named-Entity Recognition. In Computing, Communication and Signal Processing 2019 (pp. 499-509). Springer, Singapore.

20. Kulkarni S, Rodd SF. Context Aware Recommendation Systems: A review of the state of the art techniques. Computer Science Review. 2020 Aug 1; 37:100255.

21. Mehmood, K., Essam, D., Shafi, K., & Malik, M. K. (2020). An unsupervised lexical normalization for Roman Hindi and Urdu sentiment analysis. Information Processing & Management, 102368.

22. Vidhate DA, Kulkarni P. Performance enhancement of cooperative learning algorithms by improved decision making for context based application. In 2016 International Conference on Automatic Control and Dynamic Optimization Techniques (ICACDOT) 2016 Sep 9 (pp. 246-252). IEEE.

23. Sarkar, Kamal. Heterogeneous classifier ensemble for sentiment analysis of Bengali and Hindi tweets. Sadhana 45, no. 1 (2020): 1-17.

24. Velankar M, Deshpande A, Kulkarni P. 3 Application of Machine Learning in Music Analytics. In Machine Learning Applications 2020 Apr 20 (pp. 43-64). De Gruyter.

25. Rakhi Joon and Archana Singhal, Analysis of MWEs in Hindi Text using NLTK, International Journal on Natural Language Computing (IJNLC) Vol. 45, No.1, February 2018.

26. Shashank Sharma, PYKL Srinivas, Rakesh Chandra Balabantaray, Sentiment analysis of code - mix script, IEEE, 2015,10.1109/CoCoNet.2015.7411238

27. Ansari, Mohammed Arshad and Govilkar, Sharvari, Sentiment Analysis of Mixed Code for the Transliterated Hindi and Marathi Texts, International Journal on Natural Language Computing (IJNLC) Vol. 7, No.2, April 2018. http://dx.doi.org/10.2139/ssrn.3429694

28. Pooja Pandey, Sharvari Govilkar, A Framework for Sentiment Analysis in Hindi using HSWN, International Journal of Computer Applications (0975 – 8887) Volume 119 – No.19, June 2015.

29. Esuli Andrea and Fabrizio Sebastiani, Sentiwordnet: A publicly available lexical resource for opinion mining, Proceedings of LREC, vol. 6, 2006.

30. Y. Sharma, V. Mangat and M. Kaur, A practical approach to Sentiment Analysis of Hindi tweets, 1st International Conference on Next Generation Computing Technologies (NGCT), Dehradun, 2015, pp. 677-680, doi: 10.1109/NGCT.2015.7375207.
Contextual mood analysis for Hindi song lyrics in Devanagari script

31. Arora Piyush, Sentiment Analysis for Hindi Language, Diss. International Institute of Information Technology Hyderabad, 2013.

32. Braja Gopal Patra, Dipankar Das, and Sivaji Bandyopadhyay, Mood Classification of Hindi Songs based on Lyrics, NLPAI, 2015.

33. S. Chauhan and P. Chauhan, Music mood classification based on lyrical analysis of Hindi songs using Latent Dirichlet Allocation, 2016 International Conference on Information Technology (IncITe) - The Next Generation IT Summit on the Theme - Internet of Things: Connect your Worlds, Noida, 2016, pp. 72-76, doi: 10.1109/INCITE.2016.7857593.

34. Raschka, Sebastian, MusicMood: Predicting the mood of music from song lyrics using machine learning. arXiv preprint arXiv:1611.00138 (2016).

35. Sebin Duke Stephan, Sentiment Analysis of songs by lyrics, 2019, GitHub repository, https://github.com/SebinDuke/Sentiment-Analysis-of-songs-by-lyrics.

36. Van Zaanen, Menno, and Pieter Kanters, Automatic Mood Classification Using TF IDF Based on Lyrics. ISMIR, 2010.

37. Pal, K., & Patel, B. V. Model for Classification of Poems in Hindi Language Based on Ras. In Smart Systems and IoT: Innovations in Computing (pp. 655-661). Springer, Singapore, 2020.

38. Velankar M, Khatavkar V, Kulkarni P. Multimodal Sentiment Analysis of Nursery Rhymes for Behavior Improvement of Children. JUSST Journal Volume 22, Issue 12, December - 2020

39. Jamdar, A., Abraham, J., Khanna, K., & Dubey, R., Emotion Analysis of Songs Based on Lyric and Audio Features, International Journal of Artificial Intelligence & Applications, 6(3), 35–50, 2015. doi:10.5121/ijaia.2015.6304

40. Patra BG, Das D, Bandyopadhyay S. Multimodal mood classification of Hindi and Western songs. Journal of Intelligent Information Systems. 2018 Dec;51(3):579-96.

41. J.J. Miller, Graph database applications and concepts with Neo4j, in Proceedings of Southern Association for Information Systems Conference, vol. 2324 (2013)