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Abstract. In this contribution to the proceedings of the 11th Mathematical Society of Japan (MSJ) Seasonal Institute (July 2018) we give an overview of some recent work on a mathematical model for small deformations of a spherical membrane. The idea is to consider perturbations to minimisers of a surface geometric energy. The model is obtained from consideration of second order approximations to a perturbed energy. In particular, the considered problems involve particle constraints and surface phase field energies.

1. Introduction

Mathematical models in cell biology involving biomembranes are of burgeoning interest within biophysical applications, analysis of geometric partial differential equations and numerical analysis. Biomembranes are thin lipid bilayers which surround cells and some organelles providing a barrier between their interior and exterior. They are principally composed of lipid molecules whose tails are hydrophobic and thus forming a bilayer in which the hydrophilic lipid heads point out of the bilayer. Within the bilayer and its local environment there are a large number of proteins. These proteins have a great variety of forms and purposes. They may be attached to a surface of the bilayer, embedded into it or span the entire bilayer causing local deformations. The great variety of proteins and their possible interactions with the membrane mean there are many models for membrane deformation. They are known to regulate cell morphology and a variety of cellular functions see, for example, [31].

In biophysics, established continuum models treat the biomembrane as a deformable fluid surface of infinitesimal thickness whose deformation is described by an energy functional that depends on the curvature of the surface. Our focus is on equilibrium configurations for biomembranes associated with the interaction of proteins and the curvature of the lipid bilayers. Proteins can induce curvature by local shaping but also elastic forces may organize membrane proteins.

In this contribution we consider two models for small perturbations of the surface energy. First we observe that a large area of study is the effect of embedded inclusions which deform the membrane by their shape [31, 14, 27]. The cross-section of membrane proteins and the membrane surface usually differs dramatically in scale. Here we consider individual proteins as imposing point constraints or forces on the membrane. This leads to fourth order equations with point constraints. Secondly we consider varying concentrations of proteins. The impact on the membrane morphology is then modelled by concentration-dependent material properties, phase-dependent spontaneous curvature, and a gradient energy. For this regime we consider continuous distributions of particles which separate the membrane into two phases with differing properties.
2. Canham-Helfrich models

A classical energy for the biomembrane is the energy functional \[7, 20\],

\[
\mathcal{E}_B(\Gamma) := \int_{\Gamma} \left( \frac{1}{2} \kappa (H - H^s)^2 + \sigma + \kappa_G K \right) d\Gamma.
\]

Here \( \Gamma \) is a two dimensional hypersurface in \( \mathbb{R}^3 \) modelling the biomembrane. The interior of the biomembrane is \( \Omega \), an open bounded subset of \( \mathbb{R}^3 \), whose boundary \( \partial \Omega = \Gamma \) has outward pointing unit normal \( \nu \). We denote by \( A(\Gamma) \) and \( V(\Gamma) \) the area and volume of the surface and enclosed bulk domain which satisfy the isoperimetric inequality

\[
A(\Gamma)^3 \geq 36\pi V^2(\Gamma).
\]

The mean and Gaussian curvatures are denoted by \( H \) and \( K \). We use the notation \( \nabla_{\Gamma} \) to denote the tangential gradient, and \( H = \nabla_{\Gamma} \cdot \nu \) to denote the extended Weingarten map with \( H \) equal to the sum and \( K \) being the product of the two principal curvatures which are the eigenvalues of \( H \) associated with two tangential eigenvectors. Note that this definition of the mean curvature differs from the more common definition being the arithmetic mean. The constants \( \kappa, \kappa_G > 0 \) and \( \sigma \geq 0 \) measure the bending rigidity and the surface tension of the membrane, respectively. The remaining parameter \( H^s \) is the spontaneous curvature, that is the preferred curvature of the membrane. This may be due to asymmetry in the configuration of the lipid bilayer. It may vary over the membrane. Without the surface tension term this energy functional is called the Canham-Helfrich functional. This was introduced by Canham \[7\] in the case \( H^s = 0 \). The spontaneous curvature \( H^s \) was introduced by Helfrich \[20\].

The biological context has led to the minimisation problem for these energy functionals being studied with respect to various constraints. Some typical examples would be: taking into account osmotic pressure effects, which leads to a fixed volume constraint; taking the membrane to be incompressible, which leads to an area constraint; supposing that molecules cannot be exchanged between the two layers of the bilayer, which leads to a constraint on the curvature \[36\]. In the presence of proteins and varying lipid concentrations these equations are typically coupled with nonlinear partial differential equations describing the evolution and location of interfaces, concentrations and particles on the surface.

Difficulties in studying these minimisation problems arise since the Euler-Lagrange equations associated with these surface energy functionals usually are fourth-order, nonlinear (geometric) partial differential equations. For example, some minimisation problems of the Willmore energy were considered in \[4, 39\] and some minimisation problems for the Helfrich energy were considered in \[8, 9, 21\].

In the case that \( \kappa_G \) is constant we have by the Gauss-Bonnet theorem

\[
\kappa_G \left( \int_{\Gamma} K + \int_{\partial \Gamma} H_g \right) = \kappa_G 2\pi \chi(\Gamma),
\]

where \( H_g \) is the geodesic curvature of \( \partial \Gamma \) and \( \chi(\Gamma) \) is the Euler characteristic. Note that if \( \partial \Gamma = \emptyset \) then the corresponding term in the formula vanishes. If either \( \kappa_G \) is zero or the integral of the geodesic curvature over \( \partial \Gamma \) is constant then we may neglect the Gaussian curvature term in the energy. The Willmore functional

\[
W(\Gamma) := \int_{\Gamma} \frac{1}{2} H^2 d\Gamma,
\]
is a special case, well studied in differential geometry, [42].

Our base functional in this discussion is obtained by setting $H^* = 0$ and supposing the Gaussian curvature term is constant. The resulting energy is

$$E(\Gamma) = \int_{\Gamma} \left( \frac{1}{2} \kappa H^2 + \sigma \right) d\Gamma.$$  \hspace{1cm} (2.3)

Let $\Gamma_0$ be a fixed reference compact hypersurface over which we seek a map $X : \Gamma_0 \rightarrow \Gamma \subset \mathbb{R}^3$ that is

$$\Gamma = \{ x \in \mathbb{R}^3 | x = X(p), p \in \Gamma_0 \}.$$

The reference hypersurface $\Gamma_0$ might be chosen for convenience of the problem under consideration. In this article we wish to use the perturbation approach of [12] which takes advantage of the evaluation of the first variation of the energy functional at $\Gamma_0$ being zero in order to derive quadratic energy functional approximations. This allows the study of approximate models which have a simpler variational structure.

In the following sections we choose $\Gamma_0$ to be a sphere $S^2(\mathbb{R})$ of radius $R$ with enclosed volume $V(R)$.

We conclude this section by setting out briefly several problems. In each we constrain the volume enclosed by the surface. We write, with an abuse of notation.

$$E(X) := \int_{\Gamma_0} \left( \frac{1}{2} \kappa H^2 + \sigma \right) d\mu$$

where $d\mu$ denotes the surface area element of $\Gamma$ associated with the map $X$.

2.1. Point constraints. We begin with point constraints which model the interaction of a biomembrane with proteins. To begin we suppose that there is an interaction between particles external to the membrane with a quadratic energy.

**Problem 2.1.** Let $\{z_j\}_{j=1}^L$ be a collection of disjoint points in $\mathbb{R}^3$. Find $X^* \in K := \{ X \in C^2(\Gamma_0) | \nu(X(\Gamma_0)) = V_0 \}$ such that

$$E(X^*) + \sum_{j=1}^L \frac{1}{2\delta_j} d(X^*(\Gamma_0), z_j)^2 = \inf_{X \in K} \left( E(X) + \sum_{j=1}^L \frac{1}{2\delta_j} d(X(\Gamma_0), z_j)^2 \right),$$

where $\delta_j > 0$ might represent the reciprocal of an elastic spring constant associated to the particle attachment.

Here $d : \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{R}^+$ is the standard metric on $\mathbb{R}^3$, with the usual extension to sets,

$$d(\Gamma_0, z) := \inf_{y \in X(\Gamma_0)} d(y, z).$$

In the case of vanishing $\delta_j$ we obtain point Dirichlet constraints.

**Problem 2.2.** Let $\{z_j\}_{j=1}^L$ be a collection of disjoint points. Find $X^* \in K(\Gamma) := \{ X \in C^2(\Gamma_0) | \exists p_j \in \Gamma_0 : X(p_j) = z_j, j = 1, ..., L, \nu(X(\Gamma_0)) = V_0 \}$ such that

$$E(X^*) = \inf_{X \in K(\Gamma)} E(X).$$

The point constraints in Problem 2.2 are said to be hard constraints. The energy of Problem 2.1 may be viewed as involving soft constraints corresponding to the penalisation of the hard constraints.
2.2. **Two phase surfaces.** We will consider the case that some intercalated particles within the membrane induce a spontaneous curvature. To model this we introduce an order parameter \( \phi : \Gamma \to \mathbb{R} \) to represent the difference of two relative concentrations, which we assume satisfies the constraint \( \int_\Gamma \phi = \alpha \) (\( \int_\Gamma : \frac{1}{|\Gamma|} \int_\Gamma \)). Two phases of the membrane can then be distinguished; a particle rich phase and a particle deficient one. We also introduce a Ginzburg-Landau energy functional to approximate the line tension between the differing phases and obtain the energy functional
\[
E_{GL}^{JL}(X, \phi) = \int_{\Gamma_0} \left( \frac{\kappa}{2} (H - H^s(\phi))^2 + \sigma + \frac{b}{2} |\nabla \Gamma \phi|^2 + \frac{b}{\epsilon} W(\phi) \right) d\mu.
\]
Here \( W(\phi) \) is a double well potential, for example given by \( W(\phi) = \frac{1}{4} (\phi^2 - 1)^2 \), which favours the two distinct values \( \phi = \pm 1 \) generating phases, \( \epsilon \in \mathbb{R} \) is a smallness parameter commensurate with the width of a diffuse interface, \( b \in \mathbb{R} \) is a line tension coefficient and as before \( d\mu \) denotes the surface area element of \( \Gamma \) associated with the map \( X \). If we take a phase-dependent spontaneous curvature of the form \( H^s(\phi) = \Lambda \phi \), where \( \Lambda \in \mathbb{R} \) is a constant, then we obtain the energy first introduced in [29]. See also [40]. We define the set, \( K_{GL} \), of admissable maps associated with (2.4) by
\[
K_{GL} = \left\{ (X, \phi) \in C^2(\Gamma_0; \mathbb{R}^3) \times H^1(\Gamma; \mathbb{R}) : V(X(\Gamma_0)) = V_0 \text{ and } \int_{\Gamma_0} \phi \ d\mu = \alpha \right\}
\]
and consider the minimisation problem:

**Problem 2.3.** Find \((X^*, \phi^*) \in K_{GL}\), such that
\[
E_{GL}^{JL}(X^*, \phi^*) = \inf_{(X, \phi) \in K_{GL}} E_{GL}^{JL}(X, \phi).
\]

This minimisation problem for a diffuse interface energy can be understood, for small \( \epsilon \), as an approximation to a minimisation problem of a sharp interface energy, [16, 15, 17], introduced in [24, 25]. A three dimensional phase field model was proposed in [41] in which the surface energy was also approximated by a bulk phase field energy.

To write down the sharp interface energy we first let \( \gamma_0 \) denote a smooth curve on \( \Gamma_0 \) that carries line energy and divides \( \Gamma_0 \) into two non-empty regions \( \Gamma_1^0 \) and \( \Gamma_2^0 \), that is \( \gamma_0 = \partial \Gamma_1^0 = \partial \Gamma_2^0 \) and \( \Gamma_0 = \Gamma_1^0 \cup \gamma_0 \cup \Gamma_2^0 \). Then given a mapping \( X : \Gamma_0 \to \Gamma \) we suppose that
\( \Gamma = \Gamma_1 \cup \gamma \cup \Gamma_2 \)
where \( \Gamma_1 \) and \( \Gamma_2 \) are defined by
\[
\Gamma_i = \{ x \in \mathbb{R}^3 \mid x = X(p), \ p \in \Gamma_0^i \}
\]
for \( i \in \{1, 2\} \) and \( \gamma \) is defined by
\[
\gamma = \{ x \in \mathbb{R}^3 \mid x = X(p), \ p \in \gamma_0 \}.
\]
The sharp interface energy is obtained from a generalised Canham-Helfrich energy functional by adding a line energy, [24, 25],
\[
E_{JL}(X) := \sum_{i=1}^{2} \int_{\Gamma_i^0} \left( \frac{K_i}{2} (H_i^s)^2 + \sigma \right) d\mu + \int_\gamma \sigma_\gamma \ d\gamma.
\]
Here \( \sigma := C_W b \in \mathbb{R} \) is a line tension coefficient related to \( b \) by the constant \( C_W \) depending only on the double well. We suppose that \( \alpha \in (-1, 1) \) is given. The corresponding sharp interface minimisation problem is then given by

**Problem 2.4.** Find \( X^* \in K(X) \),

\[
K(X) = \left\{ X \in C^1(\Gamma_0; \mathbb{R}^3) : X|_{\Gamma_0} \in C^2(\Gamma_0; \mathbb{R}^3), \mathcal{V}(X(\Gamma_0)) = V_0, \right. \\
\text{and } |\Gamma^1| - |\Gamma^2| = \alpha |\Gamma| \}
\]

such that

\[
\mathcal{E}_{JL}(X^*) = \inf_{X \in K} \mathcal{E}_{JL}(X).
\]

We anticipate that as \( \epsilon \to 0 \), Problem 2.4 may be obtained as a limit of Problem 2.3.

### 3. Perturbation models of critical points

A standard approach in biophysics is to consider small deformations of flat surfaces written as graphs over the flat domain. This leads to variational problems involving the height of the graph together with appropriate boundary conditions and constraints describing the interaction with individual particles, [14]. These ideas were extended to critical points of the surface energy by [12]. In particular the resulting quadratic energies were explicitly computed for the sphere and Clifford torus. In the following, after considering flat domains and the Monge gauge, we describe the calculations of [12].

#### 3.1. Flat domains and the Monge gauge

In the Monge gauge, one first assumes that the surface is nearly flat in the sense that it can be written as a graph

\[
\Gamma = \{(x_1, x_2, u(x_1, x_2)) | (x_1, x_2) \in \Omega\}
\]

over a two-dimensional reference domain \( \Omega \subset \mathbb{R}^2 \). Then, the mean curvature \( H \) and the Gaussian curvature \( K \) of the membrane \( \Gamma \) are given by

\[
H = -\nabla \cdot \frac{\nabla u}{(1 + |\nabla u|^2)^{1/2}}, \quad K = \left( \frac{\partial^2 u}{\partial x_1^2} \frac{\partial^2 u}{\partial x_2^2} - \left( \frac{\partial^2 u}{\partial x_1 \partial x_2} \right)^2 \right) \left( 1 + |\nabla u|^2 \right)^{1/2}.
\]

A common approach to derive an approximate model is to assume that the displacement of the membrane from the \((x_1, x_2)\) plane produced by the particles is small, i.e. \( |\nabla u| \ll 1 \). This leads to the well known geometric linearisation

\[
(1 + |\nabla u|^2)^{1/2} \approx 1 + \frac{1}{2} |\nabla u|^2, \quad H \approx -\Delta u, \quad K \approx \frac{\partial^2 u}{\partial x_1^2} \frac{\partial^2 u}{\partial x_2^2} - \left( \frac{\partial^2 u}{\partial x_1 \partial x_2} \right)^2,
\]

modelling perturbations from a flat surface yielding, up to a constant term, the quadratic energy

\[
\mathcal{E}(u) = \int_{\Omega} \left( \frac{\kappa}{2}(\Delta u)^2 + \kappa_G \left( \frac{\partial^2 u}{\partial x_1^2} \frac{\partial^2 u}{\partial x_2^2} - \left( \frac{\partial^2 u}{\partial x_1 \partial x_2} \right)^2 \right) \right) + \frac{1}{2} \sigma |\nabla u|^2 \, dx.
\]

Finally, ignoring Gaussian curvature as discussed above, we obtain a quadratic approximation of the energy taking the form

\[
\mathcal{E}(u) = \int_{\Omega} \left( \frac{1}{2} \kappa (\Delta u)^2 + \frac{1}{2} \sigma |\nabla u|^2 \right) \, dx.
\]
The deformation of the membrane from the flat configuration may be in response to small forces or deformation constraints. The minimization of the resulting energy leads to fourth order equations involving the biharmonic operator. These are considerably simpler than the fourth order nonlinear equations arising from minimising the original energy.

Remark 3.1. The energy (3.3) with appropriate perturbations is systematically studied in [14] in the case of point constraints arising from attachments of the membrane to proteins modelled as points. A phase field perturbation is studied in [18].

3.2. First and second variations of geometric quantities on spheres. We now outline the derivation of the approximating quadratic energy functional in the case that the membrane is a small displacement of a sphere. Following [12], the idea is to take advantage of the fact that the sphere is a critical point of the Willmore energy.

3.2.1. Variations of functionals. It is convenient to define the following Lagrangian

\[ \mathcal{L}(\Gamma, \lambda) := \kappa W(\Gamma) + \sigma A(\Gamma) + \lambda (V(\Gamma) - V_0), \]

where \( \lambda \) is the Lagrange multiplier associated with the volume constraint.

Remark 3.2. \( \lambda \) can be interpreted as a hydrostatic pressure.

We consider graph like surfaces of the form,

\[ \Gamma_\rho(u) := \{ x + \rho u(x) \nu(x) : x \in \Gamma_0 \} \]

where \( u \in C^2(\Gamma_0) \), \( \nu \) is the outward pointing unit normal to \( \Gamma_0 = S^2(R) \) and \( \rho \) is a constant. We will assume \( \rho \ll 1 \) and hence only consider small perturbations. To compute the required derivatives of a functional \( J \) we use the following formulae relating them to variations of \( J \).

\[ J'(\Gamma_0)[u\nu] := \frac{dJ(\Gamma_\rho)}{d\rho} \bigg|_{\rho=0} \]

\[ J''(\Gamma_0)[u\nu,u\nu] := \frac{d^2J(\Gamma_\rho)}{d\rho^2} \bigg|_{\rho=0}. \]

For our case, the second variation will coincide with the variation of the first variation (see Remark 3.2 in [12]) given by

\[ J''(\Gamma_0)[g\nu,u\nu] := \frac{dJ'(\Gamma_\rho)[g\nu]}{d\rho} \bigg|_{\rho=0}, \]

where \( \nu_\rho \) is the outward unit normal to \( \Gamma_\rho \). Hence we will use (3.6) below to calculate the second variation.

The first and second variations of the Willmore functional on a closed surface \( \Gamma_0 \) are

\[ W'(\Gamma_0)[u\nu] = \int_{\Gamma_0} \left( -\Delta_{\Gamma_0} H - H|H|^2 + \frac{1}{2} H^3 \right) u \, d\Gamma_0. \]
(3.8) \( \mathcal{W}''(\Gamma_0)[u\nu, g\nu] = \int_{\Gamma_0} (\Delta_{\Gamma_0} u + |H|^2 u)(\Delta_{\Gamma_0} g + |H|^2 g) \, d\Gamma_0 \)
\[ + \int_{\Gamma_0} 2H H : (\nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} u + u \nabla_{\Gamma_0} u \nabla_{\Gamma_0} g + g \nabla_{\Gamma_0} u) \, d\Gamma_0 \]
\[ + \int_{\Gamma_0} \left( 2H H \nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} g - \frac{3}{2} H^2 \nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} g - \frac{3}{2} H^2 (u \Delta_{\Gamma_0} g + g \Delta_{\Gamma_0} u) \right) \, d\Gamma_0 \]
\[ + \int_{\Gamma_0} (2H Tr(H^3) - \frac{5}{2} H^2 |H|^2 + \frac{1}{2} H^4) g u \, d\Gamma_0. \]

The first and second variation of the area functional \( A(\Gamma_0) \) are given by
\[ A'(\Gamma_0)[u\nu] = \int_{\Gamma_0} u H \, d\Gamma_0, \quad (3.9) \]
\[ A''(\Gamma_0)[u\nu, g\nu] = \int_{\Gamma_0} \nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} g + (H^2 - |H|^2) u g \, d\Gamma_0. \quad (3.10) \]

The first and second variation of the volume functional \( V(\Gamma_0) \) are given by
\[ V'(\Gamma_0)[u\nu] = \int_{\Gamma_0} u \, d\Gamma_0, \quad (3.11) \]
\[ V''(\Gamma_0)[u\nu, g\nu] = \int_{\Gamma_0} H g u \, d\Gamma_0. \quad (3.12) \]

Writing \( \lambda_\rho = \lambda_0 + \rho \mu \) we may expand
\[ L(\Gamma_\rho, \lambda_\rho) = L(\Gamma_0, \lambda_0) + \rho \frac{dL(\Gamma_\rho, \lambda_\rho)}{d\rho} \bigg|_{\rho=0} \]
\[ + \frac{\rho^2}{2} \frac{d^2L(\Gamma_\rho, \lambda_\rho)}{d\rho^2} \bigg|_{\rho=0} + O(\rho^3). \quad (3.13) \]

We follow [12] where the idea is to exploit the vanishing of the first variation of the Lagrangian at \((\Gamma_0, \lambda_0)\) and neglect the \( O(\rho^3) \) term yielding an approximation based on a quadratic Lagrangian.

**Definition 3.1.** For the surface \( \Gamma_0 \subset \mathbb{R}^3 \) with associated Lagrange multiplier \( \lambda_0 \in \mathbb{R} \), the quadratic Lagrangian \( L : H^2(\Gamma_0) \times \mathbb{R} \to \mathbb{R} \) is given by
\[ L(u, \mu) = \frac{1}{2} \frac{d^2L(\Gamma_\rho(u), \lambda(\rho))}{d\rho^2} \bigg|_{\rho=0} \]
\[ = \frac{1}{2} \mathcal{L}(\Gamma_0)[u\nu, u\nu] + \frac{1}{2} \lambda_0 \mathcal{V}(\Gamma_0)[u\nu, u\nu] + \mu \mathcal{V}'(\Gamma_0)[u\nu]. \]

3.2.2. Variations of functionals on sphere. Since a sphere has zero first variation of the Willmore functional, the first variation of the Lagrangian with respect to \( \Gamma \) evaluated on \( S^2(R) \) in the normal direction is
\[ \sigma \frac{2}{R} + \lambda. \]

Setting \( \lambda_0 = -2\sigma/R \) we observe that the first variation vanishes when \( \lambda = \lambda_0 \) so \((\Gamma_0, \lambda_0)\) is a critical point of the Lagrangian \( L(\cdot, \cdot) \) with \( V_0 = V(R) \).

The second variations on \( \Gamma_0 = S^2(R) \) may be calculated to be
\[ W''(\Gamma_0)[u\nu, g\nu] = \int_{\Gamma_0} \left( \Delta_{\Gamma_0} u \Delta_{\Gamma_0} g - \frac{2}{R^2} \nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} g \right) d\Gamma_0. \]
\[ A''(\Gamma_0)[u\nu, g\nu] = \int_{\Gamma_0} \left( \nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} g + \frac{2}{R^2} u g \right) d\Gamma_0. \]
\[ V''(\Gamma_0)[u\nu_0, g\nu_0] = \frac{2}{R} \int_{\Gamma_0} u g d\Gamma_0. \]

It follows that
\[ L(u, \mu) = \frac{\kappa}{2} W''(\Gamma_0)[u\nu, u\nu] + \frac{\sigma}{2} A''(\Gamma_0)[u\nu, u\nu] - \frac{\sigma}{R} V''(\Gamma_0)[u\nu, u\nu] + \mu V'(\Gamma_0)[u\nu] \]
yielding
\[ L(u, \mu) = \int_{\Gamma_0} \left( \frac{\kappa}{2} |\Delta_{\Gamma_0} u|^2 + \frac{1}{2} \left( \sigma - \frac{2\kappa}{R^2} \right) |\nabla_{\Gamma_0} u|^2 - \frac{\sigma}{R^2} u^2 + \mu u \right) d\Gamma_0. \]
so that
\[ L(u, \mu) = \frac{1}{2} a(u, u) + \mu(u, 1)_{L^2(\Gamma_0)}. \]

Here we have defined the bilinear form associated to the quadratic part of \( L(\cdot, \cdot) \),
a(\cdot, \cdot) : H^2(\Gamma_0) \times H^2(\Gamma_0) \to \mathbb{R} \ as follows,
\[ a(u, v) = \int_{\Gamma_0} \left( \kappa \Delta_{\Gamma_0} u \Delta_{\Gamma_0} v + \left( \sigma - \frac{2\kappa}{R^2} \right) \nabla_{\Gamma_0} u \cdot \nabla_{\Gamma_0} v - \frac{2\sigma}{R^2} uv \right) d\Gamma_0. \]
It can be shown that a(\cdot, \cdot) is coercive over the space \( \{ 1, \nu_1, \nu_2, \nu_3 \} \perp \[, \perp is meant in the sense of \( H^2(\Gamma_0) \). However, since these functions are positive eigenfunctions of \( -\Delta_{\Gamma_0} \) it is equivalent to take the \( L^2(\Gamma_0) \) orthogonality. Note on \( S^2(R) \) that \( \nu = x/R \). The orthogonality constraint
\[ (1, u) = 0 \]
may be interpreted as enforcing the volume constraint and
\[ (x_i, u) = 0, \ i = 1, 2, 3 \]
as ensuring the surface has a fixed center of mass.

**Remark 3.3.** The Monge-Gauge approximation (3.3) for near flat membranes is recovered by formally taking \( R \to \infty \) in (3.16).

### 3.2.3. Perturbed energy functional

We wish to consider critical points of the perturbed Lagrangian
\[ \mathcal{L}_\rho(\Gamma_\rho(u), \lambda_\rho) = \mathcal{L}(\Gamma_\rho(u), \lambda_\rho) + \mathcal{F}_\rho(\Gamma_\rho(u)), \]
Here \( \mathcal{F}_\rho(\cdot) \) is a perturbative energy whose precise form depends on the type of deformation being considered. Here we suppose that it may be expanded as
\[ \mathcal{F}_\rho(\Gamma_\rho) = \rho \mathcal{F}_0(\Gamma_0) + \rho^2 \mathcal{F}_1(\Gamma_0)[u\nu] + \mathcal{O}(\rho^3). \]
We write the Taylor expansion of (3.17) with \( \Gamma_\rho(u) \) set as in (3.5) and \( \lambda_\rho = \lambda_0 + \mu \rho \) up to third order in \( \rho \) as

\[
L_\rho(\Gamma_\rho(u), \lambda(\rho)) = L(\Gamma_0, \lambda_0) + \rho E'(\Gamma_0)[u] + \frac{\rho^2}{2} (E''(\Gamma_0)[u, u] + 2F_1(\Gamma_0)[u]) + O(\rho^3).
\]

Evaluating on the critical point \((S^2(R), \lambda_0 = -\frac{2\sigma}{R})\) of \( L(\cdot, \cdot) \) we find

\[
L_\rho(\Gamma_\rho(u), \lambda(\rho)) = L(\Gamma_0, \lambda_0) + \rho F_1(\Gamma_0)[u] + O(\rho^3).
\]

It follows that up to third order in \( \rho \) a critical point of (3.17) may be approximated by finding a critical point \((u, \mu)\) of

\[
J(u, \mu) := L(u, \mu) + 2F(u)
\]

where \( F(u) := F_1(\Gamma_0)[u] \).

4. Point constraints

Here we further explore problems where we wish to minimise the energy (2.3) subject to point constraints as described in Problems 2.1 and 2.2. From the physical perspective this models the interaction of proteins with a biomembrane. To include such mechanisms, we wish to allow for groups of point constraints to move rigidly. A group of point constraints may be considered to be representative of a large biological structure, for example a BAR protein \([22]\), which are believed to attach to the membrane at a finite number of points. We consider \( N \) such groupings of identical particles, each of which has \( L \) points of attachment. Following \([27]\), for \( q \in \mathbb{R}^6 \), we write

\[
\phi(q, x) := R_x(q_1)R_y(q_2)R_z(q_3)x + (q_4, q_5, q_6)^T
\]

to be the map describing the rigid transformation, where \( R_x, R_y \) and \( R_z \) are the rotations in the \( x, y \) and \( z \) axes respectively. This then allows us to pose the Problems 2.1 and 2.2 in the setting of the surface being a graph with rigid transformations of particles.

**Problem 4.1.** Find \( u, \{q^i\}_{i=1}^N \) minimising

\[
\int_{\Gamma_\rho(u)} \left( \frac{\kappa}{2} H^2 + \sigma \right) d\Gamma_\rho(u) + \frac{1}{2\delta} \sum_{i=1}^N \sum_{j=1}^L d(\Gamma_\rho(u), \phi(q^i, z_j))^2
\]

subject to \( \mathcal{V}(\Gamma_\rho(u)) = V_0 \).

**Problem 4.2.** Find \( u, \{q^i\}_{i=1}^N \) minimising (2.3) subject to \( \phi(q^i, z_j) \in \Gamma_\rho(u) \) for \( j = 1, ..., L \), \( i = 1, ..., N \) and \( \mathcal{V}(\Gamma_\rho(u)) = V_0 \).

**Remark 4.1.** Something we have neglected to consider is that the protein is not only a collection of points which are attached to the membrane, but also may be inside or outside the interior of the surface. This may be modelled with inequality constraints.
We see that these problems are highly non-linear and should they be solvable, numerical methods will be challenging. We wish to exploit $\rho$ as a small parameter writing

$$F_\rho(\Gamma_\rho) = \frac{1}{2\delta} \sum_{i=1}^N \sum_{j=1}^L d(\Gamma_\rho(u), \phi(q^i, z_j(\rho)))^2$$

in order to simplify the problem as discussed in sub-section 3.2.3. Here as we assume the deformations are small, we write the points, $z_j$, as a graph over $\Gamma_0$, specifically,

$$(4.3) \quad z_j = p_j + \rho Z_j \nu(p_j)$$

for each $j = 1, \ldots, L$, where $Z_j \in \mathbb{R}$ and the $p_j \in \Gamma_0$ are distinct.

We now limit ourselves to a single group of constraints ($N = 1$) and we fix $q$ so that we discuss only the geometric minimisation for a fixed location of a single particle.

As in [12], we calculate

$$d(\Gamma_\rho(u), p_j h + \rho Z_j \nu(p_j))|_{\rho=0} = d(\Gamma_0, p_j) = 0,$$

with first derivative term,

$$\frac{d}{d\rho} d(\Gamma_\rho(u), p_j + \rho Z_j \nu(p_j))|_{\rho=0} = \nabla d(\Gamma_0, p_j) \cdot \frac{d}{d\rho} (p_j + \rho Z_j \nu(p_j))|_{\rho=0}$$

$$= Z_j - u(p_j),$$

which results in

$$(4.4) \quad d(\Gamma_\rho(u), p_j + \rho Z_j \nu(p_j))^2 = \rho^2 (Z_j - u(p_j))^2 + O(\rho^3)$$

and

$$(4.5) \quad F(u) = \frac{1}{2\delta} \sum_{j=1}^L |u(p_j) - Z_j|^2.$$

The Lagrangian (3.19) becomes

$$(4.6) \quad J(u, \mu) = \frac{1}{2} a(u, u) + \mu(1, u) + \frac{1}{2\delta} \sum_{j=1}^L |u(p_j) - Z_j|^2.$$

By considering

$$U_0 := \{ v \in H^2(\Gamma_0) \mid (1, v) = 0 \}$$

we may now consider finding a minimiser of the quadratic functional

$$(4.7) \quad Q(u) := \frac{1}{2} a(u, u) + \frac{1}{2\delta} \sum_{j=1}^L |u(p_j) - Z_j|^2$$

over $U_0$. In [23] it is seen that the largest subspace of $U_0$ where $a$ is coercive is

$$U_\nu := \{ v \in H^2(\Gamma_0) : v \in (\text{Sp}\{1, \nu_1, \nu_2, \nu_3\})^4 \}.$$

In the case of $L \geq 4$ and there is $j_1, j_2, j_3, j_4$ with $\{p_{jk}\}_{k=1}^4$ non-coplanar, it may be seen that $Q$ is coercive over $U_0$. We now have the following existence and uniqueness results, which follow from the Lax-Milgram theorem.
Theorem 4.1. Given distinct \( \{ p_i \}_{i=1}^L \subset \Gamma_0 \) and \( \{ Z_i \}_{i=1}^L \subset \mathbb{R} \), with penalty parameter \( \delta > 0 \), there is a unique \( u^\delta \in U_\nu \) such that for any \( v \in U_\nu \),
\[
a(u^\delta, v) + \frac{1}{\delta} \sum_{j=1}^L u^\delta(p_j)v(p_j) = \frac{1}{\delta} \sum_{j=1}^L Z_j v(p_j).
\]

Theorem 4.2. Given disjoint \( \{ p_i \}_{i=1}^L \subset \Gamma_0 \), and \( \{ Z_i \}_{i=1}^L \subset \mathbb{R} \), there is a unique \( u \in U_\nu \) such that \( u(p_i) = Z_i \) for \( i = 1, ..., L \) and for any \( v \in U_\nu \) with \( v(p_i) = 0 \) for \( i = 1, ..., L \), it holds
\[
a(u, v) = 0.
\]

Viewing \( u^\delta \) as a penalised approximation to \( u \), an interesting question to now ask is, as \( \delta \to 0^+ \), does \( u^\delta \to u \)? If so, in what sense does it converge (i.e. what topology)? If it converges in a norm, can we show a reasonable error estimate? These questions lead to the following convergence result.

Theorem 4.3. Let \( u^\delta \in U_\nu \) be as in Theorem 4.1, let \( u \in U_\nu \) be as in Theorem 4.2, with the constraints \( \{ p_j \}_{j=1}^L \subset \Gamma_0 \) and \( \{ Z_j \}_{j=1}^L \subset \mathbb{R} \). Then there is \( C > 0 \) independent of \( \delta \) such that
\[
\| u - u^\delta \|_{H^2(\Gamma_0)} \leq C \sqrt{\delta}.
\]

We have previously fixed \( q \) for convenience since finding a minimiser for fixed \( q \) is a standard variational problem, whereas the problem for minimising \( q \) is not variational. The problem for finding a minimising \( q \) is developed as a gradient descent in [27], which deals with a near flat membrane and also that of a near cylindrical membrane.

The methods for numerically solving the penalty problems are based on splitting the fourth order problem into coupled second order problems [13]. The methods for extending this to the case of the hard constraint problem are to be found in a work in preparation by Elliott and Herbert. The simulations illustrated in Figures 4.1, 4.2, and 4.3 are implemented using the DUNE framework [3], in particular the ALU-Grid module [1].

5. Phase field interaction

The second perturbation model we review takes into account phase separation between two differing lipid compositions within the membrane. Phase separation has been observed in artificial membranes such as in giant unilamellar vesicles (GUVs) or supported lipid bilayers (SLBs). Experimental results involving GUVs and SLBs suggest the curvature of the biological membrane plays an important role in the formation of these domains [5, 32, 34, 35, 6]. Lipid rafts are small (10-200nm) domains which compartmentalise cellular functions such as signal transduction, protein sorting and host-pathogen interactions [33, 38].

Here we introduce a concentration \( \phi \) taking the values \( \pm 1 \) in each of two phases and consider the energy
\[
\mathcal{E}(\Gamma, \phi) = \kappa \mathcal{W}(\Gamma) + \sigma \mathcal{A}(\Gamma) - \kappa \mathcal{I}(\Gamma, \phi) + b \mathcal{P}(\Gamma, \phi)
\]
subject to the following concentration and volume constraints
\[
\mathcal{R}(\Gamma, \phi) := \int_\Gamma \phi = \alpha, \quad \mathcal{V}(\Gamma) = V(\Gamma).
\]
Figure 4.1. Example numerical simulation with \( \delta = 10^{-4} \) and 12 points \( X_i \) positioned on the vertices of a regular icosahedron with heights 1, \( \rho = 0.2 \).

Figure 4.2. Example simulation with \( \delta = 10^{-6} \), two particles positioned around each of the North and South poles with 6 points of attachment, placed with heights alternating between \(-1\) and \(1\), antisymmetrically, \( \rho = 0.05 \). Left: whole sphere; Right: zoom in of North pole

Here \( \mathcal{I}(\cdot, \cdot) \) and \( \mathcal{P}(\cdot, \cdot) \) are given by

\[
\mathcal{I}(\Gamma, \phi) := \int_{\Gamma} H\phi d\Gamma, \quad (5.3)
\]

\[
\mathcal{P}(\Gamma, \phi) := \int_{\Gamma} \left( \frac{\epsilon}{2} |\nabla_{\Gamma} \phi|^2 + \frac{1}{\epsilon} f(\phi) \right) d\Gamma, \quad (5.4)
\]

and where

\[
f(\phi) := W(\phi) + \frac{\epsilon \kappa \Delta^2 \phi^2}{2b}. \quad (5.5)
\]
This leads to the consideration of the Lagrangian

\[ \mathcal{L}(\Gamma, \phi, \lambda, \eta) := \mathcal{E}(\Gamma, \phi) + \lambda(\mathcal{V}(\Gamma) - V_0) + \eta(\mathcal{R}(\Gamma, \phi) - \alpha) \]

where \( \lambda \) and \( \eta \) are the Lagrange multipliers for the constraints.

The energy (5.1) may be rewritten to be in the form (2.4) in which the protein molecules induce a spontaneous curvature of the form

\[ H_s(\phi) = \Lambda \phi. \]

This model was proposed in [29]. Similar models have been considered in [15, 16, 17, 19, 41] where phase-dependent bending rigidities were considered.

We now suppose that the spontaneous curvature is small leading to a perturbation of the underlying equilibrium. It is reasonable to expect the deformations to be of the same order, and hence we scale both of these terms by \( \rho \). In [28] it was calculated that the line tension for lipid rafts should depend quadratically on the spontaneous curvature, so we scale this term by \( \rho^2 \). This leads to a perturbation model for which we have the scaling

\[ \Gamma \rightsquigarrow \Gamma_\rho, \quad \Lambda \rightsquigarrow \rho \Lambda, \quad b \rightsquigarrow \rho^2 b. \]

Carrying out calculations similar to those given earlier leads to an energy

\[ E(u, \phi) := \frac{1}{2} a(u, u) + I(u, \phi) + G(\phi) \]
where

\eqref{eq:5.8}

\[ I(u, \phi) := \int_{\Gamma_0} \left( \kappa \Lambda \phi \Delta_{\Gamma_0} u + \frac{2\kappa \Lambda u \phi}{R^2} \right) \, d\Gamma_0, \]

\eqref{eq:5.9}

\[ G(\phi) := b \int_{\Gamma_0} \left( \frac{\epsilon}{2} |\nabla_{\Gamma_0} \phi|^2 + \frac{1}{\epsilon} f(\phi) \right) \, d\Gamma_0. \]

The perturbed equations for the volume and mean concentration constraints become

\eqref{eq:5.10}

\[ \int_{\Gamma_0} u = 0 \quad \text{and} \quad \int_{\Gamma_0} \phi = \alpha. \]

Formally considering \( R \to \infty \) we obtain the approximation in the case \( \Gamma_0 \) is a plane. This is in agreement with the linearisation outlined in \cite{14, 15} and the energy used in \cite{2, 26, 29, 30, 37}.

Observe that for components of the normal \( \nu_i \) we have that

\eqref{eq:5.11}

\[ E(u + \tau \nu_i, \phi) = E(u, \phi) \quad \text{for all} \quad \tau \in \mathbb{R} \text{ and } i \in \{1, 2, 3\}. \]

This is reasonable, since this corresponds to order \( \rho \) translations of the centre of mass, for which we would expect the energy to be invariant.

We can therefore further constrain \eqref{eq:5.7} by requiring that

\eqref{eq:5.12}

\[ \int_{\Gamma_0} \nu_i = 0 \quad \text{for } i \in \{1, 2, 3\} \]

to remove this redundancy. This has the added benefit that \( E(\cdot, \cdot) \) is coercive over this subspace. By considering \( h = \tau \nu_1 \) and \( \phi = \alpha \), it follows that \eqref{eq:5.12} is necessary for coercivity since

\[ \lim_{\tau \to \infty} (\|\tau \nu_1\|_{H^2(\Gamma_0)} + \|\alpha\|_{H^1(\Gamma_0)}) = \infty \]

but

\[ E(\tau \nu_1, \alpha) = \frac{b \epsilon}{\epsilon} \int_{\Gamma_0} f(\nu_1) \leq C \]

where \( C \) is some constant independent of \( \tau \). In fact by defining

\[ \mathcal{K} := \left\{ (u, \phi) \in H^2(\Gamma_0) \times H^1(\Gamma_0) : u \in \text{Sp} \{1, \nu_1, \nu_2, \nu_3\}^\perp \text{ and } \int_{\Gamma_0} \phi = \alpha \right\}. \]

it follows that this is sufficient since we can prove there exists positive constants \( C_1 \) and \( C_2 \) such that the energy functional \( E(\cdot, \cdot) : \mathcal{K} \to \mathbb{R} \) satisfies the following inequality

\[ E(u, \phi) \geq C_1 \left( \|\phi\|_{H^1(\Gamma_0)}^2 + \|u\|_{H^2(\Gamma_0)}^2 \right) - C_2 \quad \forall (\phi, u) \in \mathcal{K}. \]

Hence it can be shown using the direct method of calculus of variations that there exists a solution to the following problem.

\textbf{Problem 5.1.} Find \( (u^*, \phi^*) \in \mathcal{K} \) such that

\[ E(u^*, \phi^*) = \inf_{(u, \phi) \in \mathcal{K}} E(u, \phi). \]
Finally, in order to calculate critical points of $E(\cdot, \cdot)$ over $K$ it is convenient to investigate these numerically using a conserved $L^2$-gradient flow. This yields the following system

\begin{equation}
\begin{aligned}
\alpha_1 \phi_t + \frac{b}{\epsilon} f'(\phi) - b \epsilon \Delta_{\Gamma_0} \phi + \kappa \Lambda \Delta \Gamma_0 u + \frac{2\kappa \Lambda u}{R^2} + \lambda_\phi &= 0 \\
\alpha_2 u_t - \left( \sigma - \frac{2\kappa R^2}{\epsilon} \right) \Delta_{\Gamma_0} u + \kappa \Delta_{\Gamma_0}^2 u - \frac{2\mu}{\epsilon R^2} + \kappa \Lambda \Delta_{\Gamma_0} \phi + \frac{2\kappa \Lambda \phi}{R^2} + \lambda_u &= 0
\end{aligned}
\end{equation}

subject to some initial conditions which satisfy the constraints (5.10) and (5.12). These constraints are preserved by the evolution when values of the Lagrange multipliers corresponding to the constraints (5.10) have the following explicit form

\begin{equation}
\lambda_\phi = -\frac{b}{\epsilon} \int_{\Gamma_0} f'(\phi),
\end{equation}

\begin{equation}
\lambda_u = -\frac{2\kappa \Lambda \phi}{R^2}.
\end{equation}

DUNE software with a PYTHON module (c.f. [10]) was used to implement a surface FEM method, [11], for (5.13). Some examples of almost stationary solutions are given in Figure 5.1. Additional details and results for this model will be given in a work in preparation by Elliott, Hatcher and Stinner.

6. Outlook

Well posedness and numerical analysis of the problems described in Sections 4 and 5 with detailed proofs are the subjects of works in preparation by the authors. These works also include geometric motion forced by surface deformation for the sharp interface limit of the phase field problem and the movement of point particles on the surface.

Acknowledgements

The research of C.M. Elliott was partially supported by the Royal Society via a Wolfson Research Merit Award. L. Hatcher and P. Herbert were supported by the UK Engineering and Physical Sciences Research Council (EPSRC) Grant EP/H023364/1 within the MASDOC Centre for Doctoral Training.

References

[1] M. Alkämper, A. Dedner, R. Klöfkorn, and M. Nolte, The DUNE-ALUGrid module, Archive of Numerical Software, 4 (2016), pp. 1–28.
[2] D. T. Andelman, T. Kawakatsu, and K. Kawasaki, Equilibrium shape of two-component unilamellar membranes and vesicles, Europhys. Lett., 19 (1992), pp. 57–62.
[3] P. Bastian, M. Blatt, A. Dedner, C. Engwer, R. Kloßkorn, M. Oldberger, and O. Sander, A generic grid interface for parallel and adaptive scientific computing. part ii: Implementation and tests in DUNE, Computing, 82 (2008), pp. 121–138.
[4] M. Bauer and E. Kuwert, Existence of minimizing Willmore surfaces of prescribed genus, International Mathematics Research Notices, 2003 (2003), pp. 553–576.
[5] T. Baumgart, S. Das, W. W. Webb, and J. T. Jenkins, Membrane elasticity in giant vesicles with fluid phase coexistence, Biophysical journal, 89 (2005), pp. 1067–1080.
[6] T. Baumgart, S. Hess, and W. Webb, Imaging coexisting fluid domains in biomembrane models coupling curvature and line tension, Nature, 425 (2003), pp. 821–824.
[7] P. Canham, The minimum energy of bending as a possible explanation of the biconcave shape of the red blood cell, J. Theor. Biol., 26 (1970), pp. 61–81.
Figure 5.1. Effect of varying the coupling coefficient $\Lambda$. The simulations show the two phases of the order parameter $\phi$. In each case the surface is deformed according to $u$. For illustration purposes $\rho = 1$, whereas in reality it would be much smaller.

[8] R. Choksi, M. Morandotti, and M. Veneroni, Global minimizers for axisymmetric multiphase membranes, ESAIM: Control, Optimisation and Calculus of Variations, 19 (2013), pp. 1014–1029.

[9] R. Choksi and M. Veneroni, Global minimizers for the doubly-constrained Helfrich energy: the axisymmetric case, Calculus of Variations and Partial Differential Equations, 48 (2013), pp. 337–366.

[10] A. Dedner and M. Nolte, The DUNE PYTHON module, arxiv preprint arxiv:1807.05252, (2018).

[11] G. Dziuk and C. M. Elliott, Finite element methods for surface partial differential equations, Acta Numerica, 22 (2013), pp. 289–396.

[12] C. M. Elliott, H. Fritz, and G. Hobbs, Small deformations of Helfrich energy minimising surfaces with applications to biomembranes, Math. Mod. Meth. Appl. Sci., 27 (2017), pp. 1547–1586.

[13] , Second order splitting for a class of fourth order problems, arXiv:1711.04151 (Math. Comp. accepted ), (2019).
[14] C. M. Elliott, C. Gräser, G. Horbs, R. Kornhuber, and M.-W. Wolf, A variational approach to particles in lipid membranes, Archive for Rational Mechanics and Analysis, 222 (2016), pp. 1011–1075.

[15] C. M. Elliott and B. Stinner, Modeling and computation of two phase geometric biomembranes using surface finite elements, J Comput Phys, 229 (2010), pp. 6585–6612.

[16] ——., A variational approach to particles in lipid membranes, Archive for Rational Mechanics and Analysis, 222 (2016), pp. 1011–1075.

[17] C. M. Elliott and B. Stinner, Modelng and computation of two phase geometric biomembranes using surface finite elements, J Comput Phys, 229 (2010), pp. 6585–6612.

[18] ——., A surface phase field model for two-phase biological membranes, SIAM Journal on Applied Mathematics, 70 (2010), pp. 325–360.

[19] ——., Computations of two phase biomembranes with phase dependent material parameters using surface finite elements, Communications in Computational Physics, 13 (2012), pp. 325–360.

[20] I. Fonseca, G. Hayrapetyan, G. Leoni, and B. Zwicknagl, Domain formation in membranes near the onset of instability, Journal of Nonlinear Science, 26 (2016), pp. 1191–1225.

[21] T. J. Healey and S. Dharmavaram, Symmetry-breaking global bifurcation in a surface continuum phase-field model for lipid bilayer vesicles, SIAM Journal on Mathematical Analysis, 49 (2017), pp. 1027–1059.

[22] W. Helfrich, Elastic properties of lipid bilayers: theory and possible experiments, Z. Naturforsch, C 28 (1973), pp. 693–703.

[23] M. Helmers, Convergence of an approximation for rotationally symmetric two-phase lipid bilayer membranes, Quarterly Journal of Mathematics, 66 (2015), pp. 143–170.

[24] W. M. Henne, H. M. Kent, M. G. Ford, B. G. Hegde, O. Daumke, P. J. G. Butler, R. Mittal, R. Langen, P. R. Evans, and H. T. McMahon, Structure and analysis of FCHo2 F-BAR domain: a dimerizing and membrane recruitment module that effects membrane curvature, Structure, 15 (2007), pp. 839–852.

[25] G. Hobbs, Particles and biomembranes: a variational PDE approach, PhD thesis, The University of Warwick, 2016.

[26] F. Jülicher and R. Lipowsky, Domain-induced budding of vesicles, Phys. Rev. Lett., 70 (1993), pp. 2964–2967.

[27] T. Kawakatsu, D. Andelman, K. Kawasaki, and T. Taniguchi, Phase transitions and shapes of two component membranes and vesicles i: strong segregation limit, J. Phys. II (France), 3 (1993), pp. 971–997.

[28] T. Kies, Gradient methods for membrane-mediated particle interactions, PhD thesis, Institut für Mathematik, Frei Universität Berlin, 2018.

[29] P. I. Kuzmin, S. A. Arimov, Y. A. Chizmadzhev, J. Zimmerberg, and F. S. Cohen, Line tension and interaction energies of membrane rafts calculated from lipid splay and tilt, Biophysical journal, 88 (2005), pp. 1120–1133.

[30] S. Leibler, Curvature instability in membranes, Journal de Physique, 47 (1986), pp. 507–516.

[31] S. Leibler and D. Andelman, Ordered and curved meso-structures in membranes and amphiphilic films, Journal de physique, 48 (1987), pp. 2013–2018.

[32] H. T. McMahon and J. L. Gallop, Membrane curvature and mechanisms of dynamic cell membrane remodelling, Nature, 438 (2005), pp. 590–596.

[33] R. Parthasarathy, C.-h. Yu, and J. T. Groves, Curvature-modulated phase separation in lipid bilayer membranes, Langmuir, 22 (2006), pp. 5095–5099.

[34] L. J. Pike, Rafts defined: a report on the keystone symposium on lipid rafts and cell function, Journal of lipid research, 47 (2006), pp. 1597–1598.

[35] M. Rinaldin, P. Fonda, L. Giomi, and D. J. Kraft, Geometric pinning and antimixing in scaffolded lipid vesicles, arXiv preprint arXiv:1804.08596, (2018).

[36] S. Rozovsky, Y. Kaizuka, and J. T. Groves, Formation and spatio-temporal evolution of periodic structures in lipid bilayers, Journal of the American Chemical Society, 127 (2005), pp. 36–37.

[37] U. Seifert, Configurations of fluid membranes and vesicles, Adv. Phys., 46 (1997), pp. 1–137.

[38] E. Sezgin, I. Levental, S. Mayor, and C. Eggeling, The mystery of membrane organization: composition, regulation and roles of lipid rafts, Nature Reviews Molecular Cell Biology, 18 (2017), p. 361.
[39] L. Simon, *Existence of surfaces minimizing the Willmore functional*, Communications in Analysis and Geometry, 1 (1993), pp. 281–326.

[40] T. Taniguchi, *Shape deformation and phase separation dynamics of two-component vesicles*, Phys. Rev. Lett., 76 (1996), pp. 4444–4447.

[41] X. Wang and Q. Du, *Modelling and simulations of multi-component lipid membranes and open membranes via diffuse interface approaches*, J. Math. Biol., 56 (2008), pp. 347–371.

[42] T. J. Willmore, *Riemannian Geometry*, Clarendon Press, Oxford, 1993.

Mathematics Institute, University of Warwick

E-mail address: c.m.elliott@warwick.ac.uk