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With the increasing demand for internet of things (IoT) applications, machine-type video communications have become an indispensable means of communication. It is changing the way we live and work. In machine-type video communications, the quality and delay of the video transmission should be guaranteed to satisfy the requirements of communication devices at the condition of limited resources. It is necessary to reduce the burden of transmitting video by losing frames at the video sender and then to increase the frame rate of transmitting video at the receiver. In this paper, based on the pretrained network, we proposed a frame rate up-conversion (FRUC) algorithm to guarantee low-latency video transmitting in machine-type video communications. At the IoT node, by periodically discarding the video frames, the video sequences are significantly compressed. At the IoT cloud, a pretrained network is used to extract the feature layers of the transmitted video frames, which is fused into the bidirectional matching to produce the motion vectors (MVs) of the losing frames, and according to the output MVs, the motion-compensated interpolation is implemented to recover the original frame rate of the video sequence. Experimental results show that the proposed FRUC algorithm effectively improve both objective and subjective qualities of the transmitted video sequences.

1. Introduction

With the rapid development of the internet of things (IoT), more and more machines and autonomous devices are interconnected to produce various communication devices, such as smartphones, tablets, and set-top boxes. In the communication device, many visual sensors or cameras are used to capture the large-scale video data, and the video data are gathered in the cloud by a wireless network [1]. At the IoT nodes, due to the limited capacities of the storage and processing, it is difficult to provide the high-quality recovered video in real time [2], so it is necessary to reduce the frame rate of video at the IoT nodes to restrict the transmission rate. However, the video quality will be degraded seriously. To overcome this defect, some existing works tried to enhance the video quality by increasing the frame rate at the IoT cloud [3–5]. Therefore, it is challenging in a communication device to convert low-frame-rate video to high-frame-rate one. For example, to ensure the smooth running of the videoconferencing, it is a common method to reduce the frame rate of video at the nodes and increase the frame rate at the cloud.

Frame rate up-conversion (FRUC) refers to a technique that increases the frame rate of the transmitted video by exploiting the temporospatial correlations of adjacent frames [6]. It can improve the visual quality of the transmitted video, so some real-time applications use it to prevent the degradation of quality. Recently, FRUC has become a basic step to increase the frame rate of video in many IoT applications [7–9]. Therefore, many works have been proposed to develop effective FRUC algorithms [10–12].

FRUC is divided into two types including the motion-compensated FRUC (MC-FRUC) and non-MC-FRUC [13]. Non-MC-FRUC interpolates the absent frames by copying the previous frame or averaging the previous frame and the following frame, and it is suitable for low-speed videos. Non-MC-FRUC cannot generate satisfactory interpolated results due to
neglect of objective motions. MC-FRUC [14–16] exploits motion trajectories between adjacent frames to improve the interpolation quality, so it is commonly used to up-convert the video sequences with complex motions. MC-FRUC consists of motion estimation (ME) and motion-compensated interpolation (MCI). ME is used to calculate motion vectors (MVs) of interpolated frames, and MCI is used to interpolate the absent frames according to MVs output by ME [17]. The interpolation quality of MC-FRUC heavily depends on the ME accuracy, so the existing works focus on how to improve the implementation of ME. The block matching algorithm (BMA) is widely applied to ME due to its intuitive architecture and hardware-friendly implementation. According to different implementations of BMA, ME is categorized as unidirectional ME (UME) and bidirectional ME (BME) [9, 18, 19]. UME performs ME on the previous frame to generate MVs from the previous frame to the following frame, but it usually results in holes and overlapping. According to temporal symmetry, BME directly performs BMA on the interpolated frame and assigns a unique MV to each block, which avoids holes and overlaps. However, due to the unavailability of interpolated frames, BME often produces the inaccurate MVs, resulting in some blocking artifacts. To further improve the interpolation quality, Choi et al. [20] proposed a convolutional neural network (CNN) to predict the absent frames; Zhang et al. [21] proposed a deep residual network (DRN) to synthesize the interpolated results by weighting various predictions output by CNNs; and Khoubani and Moradi [22] proposed quaternion wavelet transform (QWT) to improve the ME accuracy. The abovementioned methods can estimate the MVs more accurately, but they are not suitable for the hardware platform and real-time applications due to the heavy computational burden. Romano and Elad [23] use a self-similar descriptor [24] to represent the context features of each block, which effectively reduces the block mismatches. Motivated by Romano et al., we find the feature is helpful to suppress the inaccuracy of MVs in BME. However, we need a more effective feature to stand out the block characteristic, and the feature extraction cannot introduce excessive computations. Recently, many pretrained networks are used to extract the image features. Without the training stage, these pretrained networks can rapidly produce the features, and the extracted features are more effective than traditional ones due to the large-scale image data set being invested in advance. Therefore, it is necessary to explore how to fuse the pretrained network into MC-FRUC.

In this paper, we first extract the features of each video frame by the pretrained network; then, the extracted features are fused into the bidirectional matching to generate the MVs of the interpolated frame. According to the output MVs, the MCI is implemented to produce the interpolated frame. The main contributions of our work are described as follows:

(i) **Feature Extraction.** We use the pretrained network to extract the feature of each video frame. The pretrained network cannot introduce excessive computations, and extracted features are so rich as to improve the accuracy of BME.

(ii) **Feature Match.** In BME, the extracted features are combined with the video frame to perform a bidirectional match. To control the influence of extracted features, we also weigh the feature term in the matching cost function.

Experiment results show that the extracted feature effectively improves BME accuracy and provide good objective and subjective interpolation qualities.

The rest of this paper is organized as follows. The BME and pretrained networks are described in Section 2. The detailed processes of the proposed MC-FRUC algorithm are described in Section 3. Experimental results are shown in Section 4. Finally, we conclude this paper in Section 5.

### 2. Background

#### 2.1. BME.** To avoid holes and overlaps, most of FRUC methods use BME to produce the MVs of the interpolated frame. According to the assumption of temporal symmetry, each block in the interpolated frame is assigned to a unique MV. As shown in Figure 1, BME directly implements BMA on the intermediate frame \( Y_t \) to compute the MV of each block. BMA divides \( Y_t \) into non-overlapping blocks, and the MV of each block is estimated by analyzing the motion trajectories of the previous \( Y_{t-1} \) and next frame \( Y_{t+1} \). Let \( B_{i,j} \) denote the \( i \)-th row and \( j \)-th column block in \( Y_t \). The search window \( W_{i,j} \) in \( Y_{t-1} \) and \( Y_{t+1} \) is set to be \( N \times N \) pixels in size. With any pixel in \( W_{i,j} \) as the center, the candidate matching blocks are to be extracted, and each candidate block has a pair of symmetric MVs according to the assumption of temporal symmetry. In order to select the best MV from the set of candidate MVs, BME introduces the sum of bilateral absolute differences (SBAD) criterion. The SBAD of each candidate block is calculated, and the candidate block with the smallest SBAD value is located, and their relative displacement is computed from \( B_{i,j} \) as the best MV, i.e.,

\[
\mathbf{v}_{i,j} = \arg\min_v \{\mathrm{SBAD}[B_{i,j}, v]\},
\]

\[
\mathrm{SBAD}[B_{i,j}, v] = \sum_{p \in B_{i,j}} |Y_{t-1}(p + v) - Y_{t+1}(p - v)|,
\]

where \( Y_{t-1}(p) \) and \( Y_{t+1}(p) \) represent the luminance values of the pixel \( p \) in \( Y_{t-1} \) and \( Y_{t+1} \), respectively; \( p \) denotes a pixel in \( B_{i,j} \) and \( v \) represent the MV of the candidate block.

Although BME avoids holes and overlaps in the interpolated frames, the true MV of the object does not always guarantee that the interpolated block has a minimum SBAD, especially for the occlusion and local similar area. To suppress the bad effects resulting from inaccuracy of MVs in BME, we propose that the features of each frame can be extracted using pretrained network. The following briefly introduces the pretrained network.

#### 2.2. Pretrained Network.** The pretrained network is a deep neural network that has already been trained on large data sets. It has two or more hidden layers, and these hidden layers include the convolutional layer, pooling layer, and the fully connected layer. There are many developed pretrained network, for example, AlexNet [25], VGG [26], ResNet [27],
and so on, and they can be modified as the feature extractor. AlexNet is a network aiming at image classification, and it achieves excellent classification performance due to the effective extraction of the features of images. Figure 2 illustrates the structure of AlexNet. The first layer of AlexNet filters the $227 \times 227 \times 3$ input image in a stride of 4 by using 96 kernels of size $11 \times 11 \times 3$. The convolution layer is followed by a rectified linear unit (ReLU) and batch normalization (BN) transformation and the max pooling. The second layer takes the output of the first layer as the input and filters the input with 256 convolution kernels of size $5 \times 5 \times 48$. The ReLU and BN transformation are still performed, and the max-pooling operation is also added. In the third and fourth layer, ReLU is added after the convolution operation, and the convolution kernels are $3 \times 3$ in size. In the fifth layer, the max-pooling operation is performed in addition to implementing convolution and ReLU. In the last three layers, the full connection (FC) and ReLU are added, and the dropout is introduced to prevent overfitting. It generates a 1,000-dimensional feature vector by softmax in the output layer. From the above, it can be seen that AlexNet consists of five convolutional layers and three fully connected layers. It can effectively suppress the overfitting with the help of max pooling, and the range of values for the feature value can also be limited reasonably by using ReLU. AlexNet has achieved great success in the representation of the features, and it can output rich features. Therefore, we modify AlexNet as a feature extractor and fuse the extracted features into BMA to improve the BME accuracy.

3. Proposed MC-FRUC Algorithm

3.1. Framework Overview. Figure 3 presents the framework of the proposed MC-FRUC algorithm. First, the pretrained AlexNet is used to extract the previous frame $Y_{t-1}$ and the following frame $Y_{t+1}$ and produces the corresponding feature layers $F_{t-1}$ and $F_{t+1}$. The pretrained AlexNet cannot introduce excessive computations, and extracted features are so rich as to improve the accuracy of BMA. The sizes of the extracted $F_{t-1}$ and $F_{t+1}$ are the same as those of their corresponding $Y_{t-1}$ and $Y_{t+1}$, respectively. Then, $F_{t-1}$ and $F_{t+1}$ are combined with $Y_{t-1}$ and $Y_{t+1}$, respectively, to implement bidirectional match and generate motion vector field (MVF) $V_t$ of the interpolation frame $\hat{Y}_t$. Finally, according to $V_t$, the MCI is performed to generate the estimation $\hat{Y}_t$ of $Y_t$. The following describes the implementation of the MC-FRUC algorithm in detail.

3.2. Feature Extraction by Pretrained AlexNet. The pretrained network has the capability to extract the image feature by revising the network structure. In a pretrained network, the results output by each layer can be regarded as the feature. However, the higher the layer is, the richer the output features are. Therefore, we use the last layer of AlexNet as a feature extractor; the implementation is shown in Figure 4.

The improved AlexNet removes a layer of the fully connected layers, and the network model is divided into seven layers: the first five layers are convolution layers, and the next two layers are fully connected layers. First, each video frame is resized to the same size as the input layer in AlexNet. The input frame is filtered by a convolution kernel in Conv1. The ReLU and BN transformation is performed to improve the speed and accuracy of the training network, and a max-pooling operation is performed to enhance the richness of the feature. Then, all the convolution layers are traversed. Conv2 performs the convolution operation, ReLU and BN transformation, and max-pooling operation to get deeper features. Conv3 and Conv4 also perform the convolution operation and Conv5 implements max-pooling operation after the convolution operation. Finally, the fully connected layer connects the feature graph generated by Conv5 and produces a 4,096-dimensional feature vector in the Fc6 and Fc7. The features output by the Fc7 keep essential information of the input frame, and full description for the feature makes the video frame is more distinctive, so it benefits BMA to reduce block mismatches and improves the quality of interpolation frames.

Figure 5 presents the visualization of the extracted features by different layers of AlexNet. It can be seen that the different layers produce the features with different complexities. The extracted features by Conv 1 are shown in Figure 5(b). It can be seen that the features, highlight edges, brightness, and contrast. It can depict the texture of the character, but this layer extracts limited information. From
Figure 5(c), the extracted features by Conv 2 enhance the textures and angles. Textures and edges are clearer than Conv 1. Figure 5(d) presents the features extracted from Conv3; we can see that Conv 3 produces richer features than the former. The general outline of the figure is distinct. The features extracted by Conv4 and Conv5 are presented in Figures 5(e) and 5(f), respectively. It can be observed that extracted features become more and more concrete; for example, the features of the face are more obvious. Details are also extracted for the input frame. Furthermore, the features become rich. From Figures 5(g) and 5(h), we can see the output of the features by Fc6 and Fc7 that describe globally each video frame, and these features stand out some important local areas. All important features are extracted. The features can be integrated into BMA in BME to calculate the accurate motion vector and improve matching accuracy. Therefore, it can be found that the features of the fully connected layers are fused with BMA to improve the matching effect and the quality of interpolation frames. The following describes how to implement the bidirectional match based on the extracted features.

3.3. Bidirectional Match. The proposed bidirectional match fuses the extracted features into the BME framework. For the previous frame $Y_{t-1}$ and the following frame $Y_{t+1}$, the features extracted from pretrained AlexNet are combined as the feature layers $F_{t-1}$ and $F_{t+1}$. For $i$-th row and $j$-th column $B_{i,j}$ in the interpolated frame $Y$, we need to find its matching blocks in $Y_{t-1}$ and $Y_{t+1}$, so a search window $W_{i,j}$ with the size of $N \times N$ is set in $Y_{t-1}$ and $Y_{t+1}$; all pixels in $W_{i,j}$ are traversed to construct the candidate MV set $\Omega_{i,j}$, According to the assumption of temporal symmetry, for the candidate MV $v$ in $\Omega_{i,j}$, we compute its matching cost as follows:

$$J[B_{i,j},v] = \sum_{p \in B_{i,j}} |Y_{t-1}(p + v) - Y_{t+1}(p - v)| + \beta |F_{t-1}(p + v) - F_{t+1}(p - v)|,$$

where $Y_{t-1}(p)$ and $Y_{t+1}(p)$ represent the luminance values of the pixel $p$ in $Y_{t-1}$ and $Y_{t+1}$, respectively; $F_{t-1}(p)$ and $F_{t+1}(p)$ represent the values of the pixel $p$ in $F_{t-1}$ and $F_{t+1}$, respectively; and $\beta$ is the regularization factor to control the influence of extracted features. By comparing the matching costs of all candidate $\Omega_{i,j}$, the final MV $v_{i,j}$ of $B_{i,j}$ is determined by

$$v_{i,j} = \arg \min_{v \in \Omega_{i,j}} |J[B_{i,j},v]|.$$

The bidirectional match takes into account pixel differences and their corresponding features differences, and it can effectively suppress occlusions and block mismatches.

Therefore, BME accuracy is improved, leading to the enhancement of the interpolation quality.

4. Experimental Results

In this section, the performance of the proposed MC-FRUC algorithm is evaluated by transmitting the YUV sequences with a CIF format in a simulation environment of IoT. These sequences include Foreman, Akiyo, Bus, Football, Mobile, Stefan, Tennis, Flower, News, City, Coastguard, Mother & Daughter, and Soccer. The interpolated results by the proposed algorithm are compared with those that are generated by its two comparing algorithms proposed by Choi et al. [20] and Romano and Elad [23]. The comparing algorithms keep
their original parameter settings except for the block size. In the proposed algorithm, the block size and the search window size are set to be 16 and 21, respectively. To evaluate the quality of the interpolated frames from subjective and objective perspectives, we transmit the odd frames of the video sequence from IoT nodes to the IoT cloud, and the cloud recovers the even frames according to the transmitted frames. The peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) are used to evaluate the differences between the restored frames and the original frames.

4.1. Objective Evaluation. Table 1 presents the average PSNR values, SSIM values, and execution time of test sequences recovered by Choi et al. [20], Romano and Elad [23], and the proposed algorithm. From Table 1, the proposed algorithm has higher PSNR values than Choi et al. [20] and Romano and Elad [23] in most cases. The average PSNR values of the proposed algorithm on all test sequences are 0.92 dB and 1.16 dB higher than those of Choi et al. [20] and Romano and Elad [23], respectively. Choi et al. [20] get a PSNR value 0.3 dB higher than the proposed algorithm on the Akiyo sequence, but the proposed algorithm has higher PSNR values than Choi et al. [20] and Romano and Elad [23] on other test sequences. Meanwhile, we can see that the proposed algorithm has obvious SSIM improvement over Choi et al. [20] and Romano and Elad [23]. Choi et al. [20] get SSIM value higher than Romano and Elad [23] and the proposed algorithm on the Tennis and Soccer sequences, but the proposed method has higher SSIM values than Choi et al. [20] and Romano and Elad [23] on other test sequences. These SSIM results indicate that the proposed algorithm can better retain the structural information of interpolated frames. For the execution time, it can be seen that the proposed algorithm costs the moderate execution time to interpolate a video frame, that is, Choi et al. [20] costs only 0.52 seconds to interpolate a frame on average. Romano and Elad [23] cost 13.12 s to interpolate a frame on average, and the proposed algorithm costs 2.03 seconds to interpolate a frame. The average PSNR gains of the proposed algorithm are higher than that of Choi et al. [20] and Romano and Elad [23] on all the test sequences under the same parameter setting, showing that the proposed MC-FRUC algorithm can generally provide better objective quality than those chosen comparing algorithms.

Figure 6 shows the PSNRs and SSIMs of individual interpolated frames on the Foreman, Stefan, Mobile, and Bus sequences. It can be seen that the PSNR and SSIM values of the most of recovered frames by the proposed algorithm are higher than the comparing algorithms. The performance of Choi et al. [20] and Romano and Elad [23] is the same, and they are both worse than the proposed algorithm. For Mobile and Bus sequences, Choi et al. [20] and Romano and Elad [23] are lower than the proposed algorithm, so the PSNR and SSIM curve of the proposed algorithm is close to the best one in the comparing algorithms. For Foreman and Stefan sequences, the proposed algorithm outperforms the comparing algorithms in most cases. And it is much higher than Choi et al. [20] and Romano and Elad [23]. From the above, it can be concluded that the proposed algorithm ensures better objective quality with moderate computational complexity, so the proposed algorithm is an effective way to improve interpolation quality.

4.2. Subjective Evaluation. Figure 7 presents the visual results on the 78th interpolated frame of the Foreman sequence using different FRUC algorithms. By comparing these results with the original frame, there are severe blurs in the nose and eyes region for the interpolated frames by Choi et al. [20] and Romano and Elad [23], and background boundary also produces ghost effects; however, the proposed algorithm provides a clear face and the unambiguous background boundary, producing the comfortable visual quality. Figure 8 presents the visual results on the 14th interpolated frame of Stefan sequence using different FRUC algorithms. For the results interpolated by Choi et al. [20] and Romano and Elad [23], the feet of sport man and the letters on the wall are recovered with annoying artifacts, but the proposed algorithm effectively suppresses these artifacts and presents better visual results. Figure 9 presents the visual results on the 50th interpolated frame of the Mobile sequence using different FRUC algorithms. The digital region of the calendar are disturbed in the interpolation results by Choi et al. [20] and Romano and Elad [23], and there are serious blurs over the rolling sphere and the train, but the proposed algorithm can clearly recover these numbers, and the blurs over the rolling sphere and the train are effectively suppressed. Figure 10 presents the visual results on the 62th interpolated frame of the Bus sequence using different FRUC algorithms. For the interpolated results by Choi et al. [20] and Romano et al. [23], the front of the Bus is recovered unclearly, and the iron fences are also misplaced, but the proposed algorithm produces the satisfying visual quality. From the above results, it can be seen that the proposed algorithm can provide good subjective quality.
Figure 5: Extracted features: (a) input, (b) visualization of feature in Conv1, (c) visualization of feature in Conv2, (d) visualization of feature in Conv3, (e) visualization of feature in Conv4, (f) visualization of feature in Conv5, (g) visualization of feature in Fc6, and (h) visualization of feature in Fc7.
Table 1: Average PSNR (dB), SSIM, and execution time (s/frame) comparisons of test CIF sequences recovered by Choi et al. [20], Romano and Elad [23], and the proposed algorithm.

| Sequence     | PSNR | SSIM | Time | PSNR | SSIM | Time | PSNR | SSIM | Time |
|--------------|------|------|------|------|------|------|------|------|------|
| Foreman      | 33.52| 0.9384| 0.57 | 33.62| 0.9392| 13.49| 34.65| 0.9482| 2.01 |
| Akiyo        | 46.37| 0.9956| 0.53 | 43.40| 0.9843| 13.39| 46.07| 0.9942| 2.03 |
| Bus          | 26.26| 0.8984| 0.51 | 26.26| 0.8985| 13.56| 27.45| 0.9222| 2.00 |
| Football     | 22.69| 0.6520| 0.53 | 22.61| 0.6493| 13.42| 22.95| 0.6688| 2.02 |
| Mobile       | 25.23| 0.8787| 0.53 | 25.29| 0.8803| 13.47| 28.82| 0.9507| 2.00 |
| Stefan       | 28.49| 0.9056| 0.53 | 28.46| 0.9042| 13.55| 29.06| 0.9228| 2.00 |
| Tennis       | 29.39| 0.8901| 0.53 | 29.06| 0.8775| 13.13| 29.96| 0.8812| 2.00 |
| Flower       | 30.12| 0.9623| 0.53 | 30.19| 0.9641| 13.31| 30.76| 0.9729| 2.03 |
| News         | 36.54| 0.9781| 0.50 | 36.47| 0.9778| 12.68| 37.40| 0.9809| 2.03 |
| City         | 32.30| 0.9180| 0.50 | 32.09| 0.9130| 12.70| 33.23| 0.9300| 2.08 |
| Coastguard   | 32.21| 0.9131| 0.51 | 32.21| 0.9131| 12.62| 32.63| 0.9212| 2.07 |
| Mother & Daughter | 41.10| 0.9767| 0.51 | 41.64| 0.9770| 12.55| 42.46| 0.9789| 2.07 |
| Soccer       | 28.32| 0.9019| 0.51 | 28.07| 0.8861| 12.67| 29.01| 0.8953| 2.09 |
| Avg.         | 31.73| 0.9084| 0.52 | 31.49| 0.9050| 13.12| 32.65| 0.9206| 2.03 |

The bold values represent the optimal values in the comparison of test results.

Figure 6: Continued.
Figure 6: PSNRs and SSIMs of the interpolated frames constructed by Choi et al. [20], Romano and Elad [23], and the proposed algorithm for: (a) Foreman, (b) Stefan, (c) Mobile, and (d) Bus. In each subfigure, the evaluation criteria are PSNR and SSIM from left to right.

Figure 7: Visual results on the 78th interpolated frame of Foreman sequence with different FRUC algorithms: (a) original, (b) Choi et al., (c) [20] Romano and Elad [23], and (d) proposed.
In this paper, the pretrained AlexNet is used to design an MC-FRUC algorithm, which is applied to video communication in IoT. First, the pretrained AlexNet is constructed, and its output of the fully connected layer is used as the features of each video frame. Second, the extracted features are fused into the BME framework to produce the MVF of the interpolated frame and suppress the block mismatches and occlusions. Finally, according to the output MVF, the MCI is performed to interpolate the absent frame. The performance of the proposed algorithm is evaluated by testing video sequences in the simulation environment of IoT. Experimental results show that the proposed MC-FRUC algorithm can improve the BME accuracy, and achieve better objective and subjective qualities.

In future work, we will focus on the development of new efficient ways for more accurate ME. Furthermore, how to improve the quality of video communication in IoT is worthy of investigation. We plan to extend our analysis by considering more powerful deep learning methods.
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