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Abstract

Long linear codes constructed from toric varieties over finite fields, their multiplicative structure and decoding.

The main theme is the inherent multiplicative structure on toric codes. The multiplicative structure allows for decoding, resembling the decoding of Reed-Solomon codes and aligns with decoding by error correcting pairs.

We have used the multiplicative structure on toric codes to construct linear secret sharing schemes with strong multiplication via Massey’s construction generalizing the Shamir Linear secret sharing schemes constructed from Reed-Solomon codes. We have constructed quantum error correcting codes from toric surfaces by the Calderbank-Shor-Steane method.
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1. Toric varieties and codes

In [1], [2] and [3] we introduced linear codes from toric varieties and estimated the minimum distance of such codes using intersection theory. Our method to estimate the minimum distance of toric codes has subsequently been supplemented, e.g., [4], [5], [6], [7], [8], [9], [10], and [11].

Toric codes have an inherent multiplicative structure.

We utilize the multiplicative structure to decode toric codes, resembling the decoding of Reed-Solomon codes and decoding by error correcting pairs,
see R. Pellikaan [12], R. Kötter [13] and I. Márquez-Corbella and R. Pellikaan Ruud [14].

The multiplicative structure on toric codes gives rise to linear secret sharing schemes with the strong multiplication property. We presented this in [15] using the construction of J. L. Massey in [16] and [17, Section 4.1].

In [18] we used toric codes to construct quantum error correcting codes by the Calderbank-Shor-Steane method, see [19] and [20].

1.1. The construction of toric codes

Let $\square \subset \mathbb{R}^r$ be an integral convex polytope. Let $M \cong \mathbb{Z}^r$ be the free $\mathbb{Z}$-module of rank $r$ over the integers $\mathbb{Z}$. For $U = \square \cap M \subseteq M$, let $\mathbb{F}_q < U >$ be the linear span in $\mathbb{F}_q[X_1^\pm 1, \ldots, X_r^\pm 1]$ of the monomials

$$\{ X^u = X_1^{u_1} \cdot \ldots \cdot X_r^{u_r} \mid u = (u_1, \ldots, u_r) \in U \}.$$ 

This is a $\mathbb{F}_q$-vector space of dimension equal to the number of elements in $U$.

Let $T(\mathbb{F}_q) = (\mathbb{F}_q^*)^r$ be the $\mathbb{F}_q$-rational points on the torus and let $S \subseteq T(\mathbb{F}_q)$ be any subset. The linear map that evaluates elements in $\mathbb{F}_q < U >$ at all the points in $S$ is denoted by $\pi_S$:

$$\pi_S : \mathbb{F}_q < U > \rightarrow \mathbb{F}_q^{|S|}$$

$$f \mapsto (f(P))_{P \in S}.$$ 

In this notation $\pi_{\{P\}}(f) = f(P)$.

Evaluating at all points in the torus $T(\mathbb{F}_q)$, the toric code is obtained as the image $C = \pi_{T(\mathbb{F}_q)}(\mathbb{F}_q < U >) \subseteq \mathbb{F}_q^{|T(\mathbb{F}_q)|}$.

1.2. Multiplicative structure

Toric codes inherit a certain multiplicative structure, which we used in [15] to obtain LSSS with strong multiplication.

Let $\square$ and $\tilde{\square}$ be polyhedra in $\mathbb{R}^r$, let $\square + \tilde{\square}$ denote their Minkowski sum. Let $U = \square \cap \mathbb{Z}^r$ and $\tilde{U} = \tilde{\square} \cap \mathbb{Z}^r$. The map

$$\mathbb{F}_q < U > \oplus \mathbb{F}_q < \tilde{U} > \rightarrow \mathbb{F}_q < U + \tilde{U} >$$

$$(f, g) \mapsto f \cdot g.$$ 

induces a multiplication on the associated toric codes

$$C_{\square} \oplus C_{\tilde{\square}} \rightarrow C_{\square + \tilde{\square}}$$

$$(c, \tilde{c}) \mapsto c \cdot \tilde{c}$$

with coordinatewise multiplication of the codewords - the Schur product.
2. Multiplicative structure and decoding

Our goal is to use the multiplicative structure to correct $t$ errors on the toric code $C_{\Box}$. This is achieved choosing another toric code $C_{\tilde{\Box}}$ that helps to reduce error-correcting to a linear problem.

Let $\Box$ and $\tilde{\Box}$ be polyhedra as above in $\mathbb{R}^2$, let $\Box + \tilde{\Box}$ denote their Minkowski sum. Assume from now on:

i) $|\tilde{U}| > t$, where $\tilde{U} = \tilde{\Box} \cap \mathbb{Z}^2$

ii) $d(C_{\Box+\tilde{\Box}}) > t$, where $d(C_{\Box+\tilde{\Box}})$ is the minimum distance of $C_{\Box+\tilde{\Box}}$.

iii) $d(C_{\tilde{\Box}}) > n - d(C_{\Box})$, where $d(C_{\Box})$ and $d(C_{\tilde{\Box}})$ are the minimum distances of $C_{\Box}$ and $C_{\tilde{\Box}}$.

2.1. Error-locating

Let the received word be $y(P) = f(P) + e(P)$ for $P \in T(\mathbb{F}_q)$, with $f \in \mathbb{F}_q < U >$ and error $e$ of Hamming-weight at most $t$ with support $T \subseteq T(\mathbb{F}_q)$, such that $|T| \leq t$.

From i), it follows that there is a $g \in \mathbb{F}_q < \tilde{U} >$, such that $g|_T = 0$ - an error-locator. To find $g$, consider the linear map:

$$\mathbb{F}_q < \tilde{U} > \oplus \mathbb{F}_q < U + \tilde{U} > \rightarrow \mathbb{F}_q^n$$

$$(g, h) \mapsto (g(P)y(P) - h(P))_{P \in T(\mathbb{F}_q)}$$

As $y(P) - f(P) = 0$ for $P \notin T$ (recall that the support of the error $e$ is $T$), we have that $g(P)y(P) - (g \cdot f)(P) = 0$ for all $P \in T(\mathbb{F}_q)$. That is $(g, h = g \cdot f)$ is in the kernel of (2).

Lemma 2.1. Let $(g, h)$ be in the kernel of (2). Then $g|_T = 0$ and $h = g \cdot f$.

Proof.

$$e(P) = y(P) - f(P) \text{ for } P \in T(\mathbb{F}_q)$$

Coordinate wise multiplication yields by (2)

$$g(P)e(P) = g(P)y(P) - g(P)f(P)$$

$$= h(P) - g(P)f(P)$$

for $P \in T(\mathbb{F}_q)$. The left hand side has Hamming weight at most $t$, the right hand side is a code word in $C_{\Box+\tilde{\Box}}$ with minimal distance strictly larger than $t$ by assumption ii). Therefore both sides equal 0. \qed
2.2. Error-correcting

Lemma 2.2. Let \((g, h)\) be in the kernel of (2) with \(g|T = 0\) and \(g \neq 0\). There is a unique \(f\) such that \(h = g \cdot f\).

Proof. As in the above proof, we have

\[ g(P)y(P) - g(P)f(P) = 0 \quad \text{for} \quad P \in T(\mathbb{F}_q) \tag{5} \]

Let \(Z(g)\) be the zero-set of \(g\) with \(T \subseteq Z(g)\). For \(P \notin Z(g)\), we have \(y(P) = f(P)\) and there are at least \(d(C_{\square}) > n - d(C_{\square})\) such points by (iii). This determines \(f\) uniquely as it is determined by the values in \(n - d(C_{\square})\) points.

Example 2.3. Let \(\square\) be the convex polytope with vertices \((0, 0), (a, 0)\) and \((0, a)\). Let \(\tilde{\square}\) be the convex polytope with vertices \((0, 0), (b, 0)\) and \((0, b)\). Their Minkowski sum \(\square + \tilde{\square}\) is the convex polytope with vertices \((0, 0), (a + b, 0)\) and \((0, a + b)\), see figure 1.

From [3, Theorem 1.3], we have that \(n = (q-1)^2, |\square| = \frac{(b+1)(b+2)}{2}, d(C_{\square}) = (q-1)(q-1-a), d(C_{\tilde{\square}}) = (q-1)(q-1-b)\) and \(d(C_{\square+\tilde{\square}}) = (q-1)(q-1-(a+b))\) for the associated codes over \(\mathbb{F}_q\).

Let \(q = 16, a = 4\) and \(b = 8\). Then \(n = 225, |\square| = 45, d(C_{\square}) = 165, d(C_{\tilde{\square}}) = 105\) and \(d(C_{\square+\tilde{\square}}) = 45\).

As \(d(C_{\square}) = 105 > 60 = n - d(C_{\square})\), the procedure corrects \(t\) errors with \(t < \text{Min}\{d(C_{\square+\tilde{\square}}), |\square|\} = 45\).

2.3. Error correcting pairs

R. Pellikaan [12] and R. Kötter [13] introduced the concept of error correcting pairs for a linear code, see also I. Márquez-Corbella and R. Pellikaan Ruud [14]. Specifically for a linear code \(C \subseteq \mathbb{F}_q^n\) an \(t\)-error correcting pair consists of two linear codes \(A, B \subseteq \mathbb{F}_q^n\), such that

\[ (A \star B) \perp C, \dim_{\mathbb{F}_q} A > t, d(B^\perp) > t, d(A) + d(C) > n \tag{6} \]

Here \(A \star B = \{a \star b | a \in A, b \in B\}\) and \(\perp\) denotes orthogonality with respect to the usual inner product. They described the known decoding algorithms for decoding \(t\) or fewer errors in this framework.

Also the decoding in the present paper can be described in this framework, taking \(C = C_{\square}, A = C_{\tilde{\square}}\) and \(B = (C \star A)^\perp\) using Proposition 2.5.
2.3.1. Orthogonality - dual code

In Proposition 2.5 we present the dual code of $C = \pi_S(\mathbb{F}_q < U >)$.

Let $U \subseteq M$ be a subset, define its opposite as $-U := \{-u | u \in U\} \subseteq M$. The opposite maps the monomial $X^u$ to $X^{-u}$ and induces by linearity an isomorphism of vector spaces

$$\mathbb{F}_q < U > \rightarrow \mathbb{F}_q < -U >$$

$$X^u \mapsto X^{-u}$$

$$f \mapsto \hat{f}.$$ 

On $\mathbb{F}_q^{[T(\mathbb{F}_q)]}$, we have the usual inner product

$$(a_0, \ldots, a_n) \cdot (b_0, \ldots, b_n) = \sum_{l=0}^{n} a_l b_l \in \mathbb{F}_q,$$ \hspace{1cm} (7)

with $n = |T(\mathbb{F}_q)| - 1$.

**Lemma 2.4.** Let $f, g \in \mathbb{F}_q < M >$ and assume $f \neq \hat{g}$, then

$$\pi_{T(\mathbb{F}_q)}(f) \cdot \pi_{T(\mathbb{F}_q)}(g) = 0$$ \hspace{1cm} (8)
Let
\[ H = \{0,1,\ldots,q-2\} \times \ldots \times \{0,1,\ldots,q-2\} \subset M. \tag{9} \]

With this inner product we obtain the following proposition, e.g. [21, Proposition 3.5] and [22, Theorem 6].

**Proposition 2.5.** Let \( U \subseteq H \) be a subset. Then we have

i) For \( f \in F_q < U > \) and \( g \notin F_q < -H \setminus U > \), we have that \( \pi_{T(F_q)}(f) \cdot \pi_{T(F_q)}(g) = 0 \).

ii) The orthogonal complement to \( \pi_{T(F_q)}(F_q < U >) \) in \( F_q^{[T(F_q)]} \) is
\[ \pi_{T(F_q)}(F_q < -H \setminus U >), \tag{10} \]

i.e., the dual code of \( C = \pi_{T(F_q)}(F_q < U >) \) is \( \pi_{T(F_q)}(F_q < -H \setminus U >) \).
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