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Abstract. There are different patterns for wind speed variation in different seasons. The patterns are not only related to the statistical characteristics, but also to the trends of wind speed fluctuation and variation. However, the classical clustering can’t take the trend information as an independent overall feature in the algorithm. In this paper, multi-view clustering is introduced to extract patterns of wind speed variation from both statistical information and the trends. For about 1.5-year historical data, the trends of wind speed variation and fluctuation, and other five statistical characteristics are selected as features to characterize patterns of wind speed variation. Then four patterns are obtained with multiple clustering. It is found that mean wind speed and fluctuation level are very important and the behavior of wind speed is significantly different in the past states in different clusters. Forecasting model performs worse for the cluster with large mean wind speed and fluctuation range.

1. Introduction

The energy crisis and environmental crisis caused by excessive consumption of fossil fuels become more and more serious. As renewable energy, wind power has been developed rapidly [1]. However, the inaccuracy of prediction for wind speed and wind power restricts the stability of large-scale wind power generation. Two main methods widely used for wind power prediction are numerical weather prediction (NWP) and data driven models. Based on the meteorological formula, NWP can usually obtain stable weather forecasting [2]. However, the calculation cost of NWP is expensive, and the errors in the short-term and the ultra-short term wind speed prediction are large. While data driven models are widely used in short-term and ultra-short term wind speed prediction [3]. The main algorithms are artificial neural networks, SVR [4,5], autoregressive moving average model [6], kalman filtering method [7], recurrent neural network [8], and so on.

As known, wind speed has strong randomness, and wind speed patterns are different in different seasons or days [9]. For these complicated characteristics of wind speed, research work is mainly carried out from two aspects. Firstly, hybrid models are used for wind speed and power prediction. In 2006, Sanchez proposed the short-term prediction of wind energy by assigning different weighting coefficients to several time series models for building hybrid model [10]. Since then, many hybrid models for wind speed prediction have been proposed [11-14]. DL et al decompose wind speed into different components by wavelet technique [12]. Fei et al proposed the hybrid model of empirical mode decomposition and multiple-kernel relevance vector regression algorithm (EMD-MkRVR) to decompose the data into different components by modal decomposition[13]. Ouyang et al improved the accuracy of wind speed prediction by using different kernel functions for different samples with SVR [14]. Secondly, clustering is used to extract the wind speed patterns in advance, and then different models for different patterns are constructed, respectively. The wind speed patterns were
proposed in 2009 [15]. Kusiak and Li obtained different wind speed patterns by using K-means algorithm to cluster the wind speed in different scenes [16]. Hu et al pointed out that K-means which is good at finding the circular cluster is not conducive to explore the patterns of wind speed variation, and proposed generalized principal component analysis for automatically dividing wind speed into different clusters and obtaining wind speed patterns [17]. Lee and Piao proposed the projection clustering to get the patterns of wind speed variation [18]. In 2016, Wani et al used cluster based approach for mining patterns to predict wind speed [19]. However, the existing clustering methods are mainly based on the statistical characteristic of wind speed, such as the mean, variance and so on, or the simple mixture of the trend information and statistical characteristics of wind speed. It is difficult to regard trend information or statistical information as an independent overall feature in the process of clustering. Based on this, we introduce a method based on multiple views for patterns extraction. The method can take the trend information as an independent overall feature in the process of clustering with statistical characteristics at the same time, and make full use of the trend information of wind speed and statistical information to mine wind speed patterns. The method is applied to the real wind speed data, and the latent patterns of wind speed variation are extracted. What’s more, decision tree is used on statistical features to get the rules of different clusters. The boxplots of trend features of different clusters are also analyzed.

2. Analysis on Variation of Wind Speed
The wind speed data is from a wind farm in Ningxia Province located in Northwest China. About 1.5-year historical data is used in this work. The observations of wind speed in the wind farm are in 10-min interval. Figure 1 shows all the wind speed. Figure 2 shows the corresponding first order difference sequence.

As shown in Figure 1, the wind speed is on the rise in some time period. After it climbs to a peak, it slowly or fast drops to a small value. The fluctuation of wind speed is obviously quite large. For certain period of time, the wind speed fluctuates in a certain small range with relatively steady wind speed values. And the mean wind speed is also different at different time periods.

As shown in Figure 2, the wind speed occasionally fluctuates very large, but the wind speed fluctuations are relatively small in most time. The fluctuation range of wind speed is different at different times. The variation of wind speed is very complicated.

For different time periods, the peak value of wind speed, mean wind speed and fluctuation level are also obviously different. These statistical features characterize the overall variation of wind speed. Therefore, it is necessary to consider them as the features to extract the wind speed patterns. The statistical information reflects the general information of wind speed variation. However, the trend
information reflects the detailed information of wind speed variation. In order to incorporate trend information and statistical information for clustering at the same time, we fuse the information from multiple views instead of simply connecting the two types of information.

3. Methods

3.1. Defining the Features for Clustering

According to Part II, both the statistical information and trends of wind speed should be used for clustering. In this paper, two trends of wind speed are collected. One is the trend of wind speed variation, which is composed by the current wind speed \( v_t \) and the previous \( m-1 \) wind speeds \([v_{t-1}, v_{t-2}, \ldots, v_{t-(m-1)}]\). The other is the trend of wind speed fluctuation, which includes \( m-1 \) differences of wind speeds between the two nearest times. At the same time, another five statistical features are computed. They are maximum, minimum and mean wind speed, absolute fluctuation level and fluctuation range of the current and previous \( m-1 \) times. Both the trends and statistical features are listed in Table I.

| Features                          | Definition                                                                 |
|-----------------------------------|---------------------------------------------------------------------------|
| Trend of wind speed variation     | \([v_t, v_{t-1}, v_{t-2}, \ldots, v_{t-(m-1)}]\)                          |
| Trend of wind speed fluctuation   | \([\Delta v_t, \Delta v_{t+1}, \ldots, \Delta v_{t-(m-1)}]\)              |
| Maximum wind speed                | \(\max_{i=0,1,\ldots,m-1} \{v_{i+i}\}\)                                   |
| Minimum wind speed                | \(\min_{i=0,1,\ldots,m-1} \{v_{i+i}\}\)                                  |
| Mean wind speed                   | \(\text{mean}_{i=0,1,\ldots,m-1} \{v_{i+i}\}\)                          |
| Absolute fluctuation level        | \(\sum_{i=1}^{m-1} \text{abs}(\Delta v_i)\)                              |
| Fluctuation range                 | \([v_{\text{max}} - v_{\text{min}}]\)                                   |

In order to use all the features in Table I for clustering, multi-view clustering is introduced. This method can take each trend as a view and all the statistical features as a view. From Table I, we know that there are 3 views for wind speed clustering.

3.2. Multi-view Clustering Algorithm

In this part, the multi-view clustering is introduced to obtain clusters from multiple views. This method is proposed by shao et al [21], which can carry on clustering from multiple views fastly. In general, given a set of incomplete multi-view data \(X^{(\nu)} \in R_{n \times d}, \nu = 1, 2, \ldots, n_o\), our aim is to find the latent feature matrices for each of the views and a common consensus, which represents the integrated information of all the views. The objective function can be written as:

\[
\min_{(x^{(\nu)})_{1 \leq \nu \leq n_o}, (y^{(\nu)})_{1 \leq \nu \leq n_o}} \frac{1}{n_o} \sum_{\nu=1}^{n_o} \|X^{(\nu)} - \hat{U}^{(\nu)}\|_F^2 + \sum_{\nu=1}^{n_o} \alpha_{\nu} \| \hat{Z}^{(\nu)} - Z \|_F^2
\]
\[ s.t. \quad Z^* \geq 0, U^{(v)} \geq 0, Z^{(v)} \geq 0, v = 1, 2, \ldots, n_v \]

where \( U^{(v)} \in R_{n_v \times K} \) is the basis matrix, \( Z^{(v)} \in R_{n_v \times K} \) is latent feature matrix for the \( v \)-th view, \( Z^* \in R_{n \times K} \) is the consensus latent feature matrix, \( K \) is the number of clusters, and \( \alpha_v \) is the trade-off parameter in the objective function.

In order to eliminate the influence of the incomplete data, the instances that appear in the view are given weight 1, and the missing instances in the view are given lower weight. The objective function can be written as:

\[ 1 = \sum_{v=1}^{n_v} \left\| X^{(v)} - U^{(v)}Z^{(v)} \right\|^2 + \sum_{v=1}^{n_v} \alpha_v \left\| Z^{(v)} - Z^* \right\|^2. \quad (2) \]

To enforce the sparsity of the latent feature matrix, \( L_1 \) norm is adopted. The new objective function can be written as:

\[ 1 = \sum_{v=1}^{n_v} \left\| X^{(v)} - U^{(v)}Z^{(v)} \right\|^2 + \sum_{v=1}^{n_v} \alpha_v \left\| Z^{(v)} - Z^* \right\|^2 + \sum_{v=1}^{n_v} \beta_v \left\| Z^{(v)} \right\|_1. \quad (3) \]

where \( \left\| \cdot \right\|_1 \) is \( L_1 \) norm and \( \beta_v \) is the trade-off parameter between the sparsity and accuracy of reconstruction for the \( v \)-th view. After optimization, we can get the best \( Z^* \in R_{n \times K} \), which is the consensus latent feature matrix. Therefore, K-means algorithm is performed on \( Z^* \) to get the latent clusters from multiple views.

As to wind speed clustering, the number of views is 3. All the data of 3 views are used in the objective function (3) to get the optimal \( Z^* \), and then K-means is applied to \( Z^* \) to obtain the final clusters.

4. Experiment

The dataset from a wind farm in Ningxia Province is used in the experiment. To predict the wind speed in the following one-hour, the current and previous \( m \) past states of wind speed are collected as the inputs of wind speed prediction model. \( m \) is set to 23 in this work according to the mutual information [14]. Then the wind speed time series can be transformed into matrix data, each row can be regarded as a sample. The total number of samples is 83483. Among all samples, two-third of the data are used as the training set, and the left one-third as the test set.

To obtain the patterns of wind speed variation, multiple features from three views as shown in Table I are collected at first. Then multiple-view clustering of wind speed samples is conducted on the three views.

4.1. Determining the Number of Clusters

The number of clusters \( k \) is needed to determine in advance for multiple-view clustering. In order to get the suitable number of clusters, \( k \) is set to 2, 3, 4, 5, respectively. Then, SVR is used to construct models on each cluster. The average errors on training data of all clusters with different \( k \) are presented in Table II. The mean absolute error (MAE) and the mean square error (MSE) are computed as:

\[ \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} \left| y_{r,i} - y_{p,i} \right| \quad (4) \]

\[ \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} \left( y_{r,i} - y_{p,i} \right)^2 \quad (5) \]

where \( y_{r,i} \) is the real value, \( y_{p,i} \) is the predicted value, and \( n \) is the number of test samples.
Table 2: Error With Different k Values

| Error | K=2   | K=3   | K=4   | K=5   |
|-------|-------|-------|-------|-------|
| MAE   | 1.0018| 1.0014| 1.0002| 1.0019|
| MSE   | 2.0971| 2.0913| 2.0879| 2.0936|

As shown in Table II, the errors become smaller with the increase of the number of clusters $K$. However, the errors reach the smallest value when $K$ is 4 and then become bigger when $K$ is 5. Therefore, 4 is chosen as the suitable number of clusters.

4.2. Obtaining patterns based on multiple views

Multiple-view clustering is performed on the training data with the number of clusters $K = 4$. The number of samples in each cluster is listed in Table III. Cluster 2 has the most samples, cluster 3 has less samples than cluster 2, while cluster 1 and cluster 4 have the least samples. The sample number of cluster 1 and cluster 4 is only about one-ninth of cluster 2.

In order to get the rules of wind speed patterns, the decision tree is constructed based on the statistical features of these four different clusters. The tree is shown in Figure 3. In addition, some trends of wind speed variation and fluctuation of each cluster are also shown in the leaf nodes by a part of samples.

$\delta$ in Figure 3 represents the mean wind speed in the 24 past state of wind speed, and $\delta$ represents the fluctuation level of wind speed in the past state. And the tree can get 82% accuracy on training data.

We can know that the mean speed and fluctuation level are partitioned into four intervals. For cluster 2, the mean speed is in [0 5.63] and fluctuation level is in [0 10.35]. The mean speeds of cluster 3 are in [0 5.63] and the fluctuation levels are larger than 10.35. The second rule for cluster 3 is that the mean speed is between 5.63 and 10.88, and the fluctuation level is smaller than 13.21. As for cluster 1, the mean speed is also between 5.63 and 10.88, but the fluctuation level is larger than 13.21. The rule for cluster 4 is just that the mean wind speed is larger than 10.88. What’s more, the trends of different clusters are also different.

To better demonstrate the trend rules among the different patterns, the boxplot of samples of each cluster in each 10-min intervals are plotted in Figure 4 and Figure 5. Some outliers are removed to show the main trend. Figure 4 and Figure 5 show that the trends of wind speed variation and fluctuation in different cluster are different. For cluster 1 which has median speed and large fluctuation level, the trend of wind speed becomes small at first, then it is bigger, finally it does not change a lot, the trend of fluctuation changes a lot. The trend of wind speed and fluctuation in cluster 2 stays steady. As to cluster 3, the trend of wind speed changes a lot, it becomes small at first and then becomes bigger and bigger, while the trend of fluctuation stays steady. However, both the trends of wind speed and fluctuation don’t change a lot in cluster 4.
Therefore, the 4 clusters obtained by multiple views are not only different on statistical information, but also different on trends information.

Finally, SVR [20] is used to build models for different clusters. While an unseen sample is assigned to a cluster according to the distances to the center of each cluster, the model on the corresponding cluster is used to predict the value of wind speed. The errors for the one-third test data are listed in TABLE III. We can know that models on cluster 2 and cluster 3 perform well, while models on cluster 1 and 4 perform worse. It also shows that it is necessary to divide the wind speed into different patterns because of the different performance of different clusters.

Table 3. Errors of Wind Speed Prediction in 4 clusters

| NO. | Error | 1      | 2      | 3      | 4      |
|-----|-------|--------|--------|--------|--------|
| MAE |       | 1.7957 | 0.786  | 0.9573 | 1.3511 |
| MSE |       | 5.6466 | 1.265  | 1.7719 | 3.252  |
| Number of training samples | | 3312   | 29562  | 18010  | 4771   |

5. Conclusion

Because of the randomness, fluctuation and uncertainty of wind, great challenges are brought to the wind speed patterns mining under a single angle. In the paper, a method based on multiple views for extracting patterns of wind speed variation is proposed. In the process of clustering, it can get the
latent clusters based both on statistical information and trend information. It can also take each trend as an independent overall feature. The experiment on real wind farm proves that the latent patterns of wind speed variation can be identified effectively based on multiple views. It is found that mean wind speed and fluctuation level are important in the statistical features, and wind speed variation in past states shows different rules in different clusters. Meanwhile, wind speed can be well predicted in the cluster with low wind speed and small fluctuation. What's more, while the wind speed and its fluctuation range are larger, wind speed forecasting model performs worse. It reminds us that different models need to be constructed with different patterns, and range of error in different clusters is different. It can be seen that the multi-view clustering method can better find the wind speed patterns from a data-driven perspective, and help to improve wind speed forecasting accuracy. In future, we will collect more datasets from different wind farms to mining the patterns of wind speed variation, and extract more information of wind speed to carry out the work. In addition, how to effectively build wind speed forecasting model according to different sub-pattern is a valuable work.
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