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Abstract
This paper presents a long-term analysis of one-stage extended Runge–Kutta–Nyström (ERKN) integrators for highly oscillatory Hamiltonian systems. We study the long-time numerical energy conservation not only for symmetric integrators but also for symplectic integrators. In the analysis, we neither assume symplecticity for symmetric methods, nor assume symmetry for symplectic methods. It turns out that these both types of integrators have a near conservation of the total and oscillatory energy over a long term. To prove the result for explicit integrators, a relationship between ERKN integrators and trigonometric integrators is established. For the long-term analysis of implicit integrators, the above approach does not work anymore and we use the technology of modulated Fourier expansion. By taking some adaptations of this technology for implicit methods, we derive the modulated Fourier expansion and show the near energy conservation.
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1 Introduction

In this paper, we are concerned with the numerical energy-preserving analysis over a long term for extended Runge–Kutta–Nyström (ERKN) integrators when applied to the following highly oscillatory Hamiltonian system

\[
\begin{align*}
\dot{q} &= \nabla_p H(q, p), \quad q(0) = q^0, \\
\dot{p} &= -\nabla_q H(q, p), \quad p(0) = p^0,
\end{align*}
\]

with the Hamiltonian

\[
H(q, p) = \frac{1}{2}(\|p\|^2 + \|\Omega q\|^2) + U(q),
\]

where the vectors \( p = (p_1, p_2) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \) and \( q = (q_1, q_2) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \) are partitioned subject to the partition of the square matrix

\[
\Omega = \begin{pmatrix}
0_{d_1 \times d_1} & 0_{d_2 \times d_2} \\
0_{d_1 \times d_1} & \omega I_{d_2 \times d_2}
\end{pmatrix},
\]

and \( \omega \) is a large positive parameter. It is assumed in this paper that the initial values of (1) satisfy the condition

\[
\frac{1}{2} \|p(0)\|^2 + \frac{1}{2} \|\Omega q(0)\|^2 \leq E,
\]

where the constant \( E \) is independent of \( \omega \). As is known, the oscillatory energy of the system (1) is

\[
I(q, p) = \frac{1}{2} p_2^T p_2 + \frac{1}{2} \omega^2 q_2^T q_2.
\]

These highly oscillatory Hamiltonian systems frequently arise in a wide variety of applications including applied mathematics, quantum physics, classical mechanics, molecular biology, chemistry, astronomy, and electronics (see, e.g. [29,31,44,48]). Over the past two decades (and earlier), some novel approaches have been extensively studied for the highly oscillatory Hamiltonian system and we refer the reader to [11, 18,23,30,33,34,39–41,47] as well as the references contained therein.

The numerical long-time near-conservation of energy for such equations has already been researched for various numerical integrators, such as for symmetric trigonometric integrators in [5,6,21,29], for the Störmer–Verlet method in [20], for an implicit-explicit method in [35,38], and for heterogeneous multiscale methods in [37]. The essential technology used in the analysis is the modulated Fourier expansion, which was firstly developed in [21] to show long-time almost conservation properties of numerical methods for highly oscillatory Hamiltonian systems. A similar modulated
Fourier expansion was independently presented in [19] on the spectral formulation of the Nekhoroshev theorem for quasi-integrable Hamiltonian systems. Following those pioneering researches, modulated Fourier expansions have been developed as an important mathematical tool in studying the long-time behaviour of numerical methods and differential equations (see, e.g. [3,12,13,23–25,32]). With this technology, much work has been done about different numerical methods for various systems. Besides the work stated above for the highly oscillatory Hamiltonian system (2), the numerical energy conservation for other kinds of systems has also been researched in many publications, such as for multi-frequency Hamiltonian systems in [7,10], wave equations in [8,9,15,22], Schrödinger equations in [4,16,17], highly oscillatory Hamiltonian systems without any non-resonance condition in [14], Hamiltonian systems with a solution-dependent high frequency in [26], and charged-particle dynamics in [27,28].

On the other hand, in order to effectively solve (2) in the sense of structure-preservation, the authors in [46] formulated a standard form of extended Runge–Kutta–Nyström (ERKN) integrators and derived the corresponding order conditions by the B-series theory associated with the extended Nyström trees. In [42], the error bounds for explicit ERKN integrators were researched. Recently, symplecticity conditions of ERKN integrators were derived in [45] and symmetry conditions were derived in [48]. Based on these conditions, some practical symmetric or and symplectic ERKN integrators were constructed and analyzed in [43]. The results of numerical experiments appearing in the work mentioned above have shown that the symmetric or and symplectic ERKN integrators behave very well even in a long-time interval. However, the theoretical analysis of energy behaviour over a long term of symmetric or symplectic ERKN integrators has not been considered and researched yet in the literature, which motivates this paper.

It is noted that compared with explicit methods, implicit methods are usually more expensive. Fortunately, however, for implicit ERKN integrators, they can be solved by a rapidly convergent fixed-point iteration (sometimes one fixed-point iteration is enough) because the stiff part is the linear force $\Omega^2 q$. Moreover, for integrators with the same stage, implicit ones can have higher order and better stability than explicit ones (see [29]). In order to show this point more clearly, we choose three methods for comparison: IERKN (two-stage implicit ERKN method obtained by the Gauss collocation method of order four given in [36]), GAUSS (the well-known fourth order Gauss collocation) and EERKN (two stage explicit method SSMERKN2s2-1 of order two given in [48]). We apply these three methods to the problem given in Sect. 3.2. The system is solved on the interval $[0, 10]$ with $h = 1/2^k$ for $k = 5, \ldots, 11$. The errors of the solution against $h$ and CPU time are indicated in Fig. 1. The reference solution is obtained by using “ode45” of MATLAB. For the implicit methods, standard fixed point iteration is used and we set $10^{-16}$ as the error tolerance and 100 as the maximum number of each iteration. It follows from these results that the implicit ERKN integrator performs better than the other methods and its computational cost is not expensive. Therefore, implicit ERKN integrators are also important and then this paper is devoted to not only explicit ERKN integrators but also implicit ones.

The main contributions of this work are to show the long-time energy behaviour not only for one-stage explicit symmetric and/or symplectic ERKN integrators but also
for implicit symmetric and/or symplectic ERKN integrators. Similar results have been obtained only for symmetric explicit trigonometric integrators in [5,7,21,29]. However, in this paper we prove the long-time result for more diverse methods than that for those considered previously. In particular, we present the analysis for both explicit and implicit symmetric and/or symplectic ERKN integrators. We neither assume symplecticity for symmetric methods, nor assume symmetry for symplectic methods. It follows from the analysis that both symmetry and symplecticity can produce a good long-time energy conservation for ERKN integrators, which means that symmetry and symplecticity play a similar role in the numerical energy-preserving behaviour. This is a new discovery which is of great importance to geometric integration for highly oscillatory Hamiltonian systems. Moreover, in contrast to [5,7,21,29], in the long-term analysis of implicit integrators, the formulation of modulated Fourier expansions does not rely on the symmetry of the methods. This is of major importance in the context of long-term analysis of non-symmetric methods. It is also a main conceptual difference in comparison with [5,7,21,29].

For the analysis of explicit integrators, we have noted that some explicit ERKN integrators can be formulated as a Strang splitting method applied to an averaged equation (see, [1]). Very recently, the authors in [2] proved second-order error bounds of trigonometric integrators on the basis of the interpretation of trigonometric integrators as splitting methods for averaged equations. Following this approach, the long-term analysis of explicit ERKN integrators will be proved concisely by exploring the connection between ERKN integrators and symmetric trigonometric integrators researched in [5,7,21,29]. However, in the analysis of implicit ERKN integrators, we do not require the symmetry of methods and it is known that the symmetry plays an important role in the construction of modulated Fourier expansions and long-term analysis given in [5,7,21,29]. Moreover, the connection presented in [1] does not hold for implicit ERKN methods. Therefore, unfortunately, the approach used for explicit ERKN integrators does not apply to implicit ERKN integrators any more. In order to

![Fig. 1 The logarithm of the errors (err) against the logarithm of h (left). The logarithm of the errors (err) against the logarithm of CPU time (right).](image-url)
overcome this difficulty, we will use the technology of modulated Fourier expansion developed by Hairer and Lubich in [21] with some novel adaptations for implicit and non-symmetric methods. The modulated Fourier expansion of implicit ERKN integrators will be derived and two almost-invariants will be shown. Then the long-term result can be obtained. By using this technology, the result for explicit ERKN integrators can also be derived.

This paper is organized as follows. We first present some preparatories of ERKN integrators in Sect. 2. The main results as well as an illustrative numerical experiment are given in Sect. 3. Section 4 gives the proof of long-term result for implicit ERKN integrators, where the modulated Fourier expansion is constructed for implicit symmetric or/and symplectic integrators and two almost-invariants of the modulated Fourier expansions are studied. Then in Sect. 5, the result for explicit integrators is obtained immediately by the procedure of Sect. 4. Another proof is also given in Sect. 5 by exploring the connection between explicit ERKN integrators and trigonometric integrators and by using the previous results of symmetric trigonometric integrators shown in [5,7,21,29]. The concluding remarks are made in the last section.

2 Preliminaries to ERKN integrators

2.1 ERKN integrators

The highly oscillatory Hamiltonian system (2) can be rewritten as the following system of second-order differential equations

\[ q''(t) + \Omega^2 q(t) = g(q(t)), \quad q(0) = q^0, \quad q'(0) = p^0, \]

where \( g \) is the negative gradient of a real-valued function \( U(q) \). ERKN integrators were first formulated for integrating (6) in [46] and here we summarize the scheme of one-stage ERKN integrators as follows.

**Definition 1** (See [46]) A one-stage ERKN integrator for solving (6) is defined by

\[
\begin{align*}
Q^{n+c_1} &= \phi_0(c_1V)q^n + hc_1\phi_1(c_1V)p^n + h^2\bar{a}_{11}(V)g(Q^{n+c_1}), \\
q^{n+1} &= \phi_0(V)q^n + h\phi_1(V)p^n + h^2\bar{b}_1(V)g(Q^{n+c_1}), \\
p^{n+1} &= -h\Omega^2\phi_1(V)q^n + \phi_0(V)p^n + hb_1(V)g(Q^{n+c_1}),
\end{align*}
\]

(7)

where \( h \) is a stepsize, \( c_1 \in [0, 1] \) is a real constant, \( \bar{a}_{11}(V), b_1(V) \) and \( \bar{b}_1(V) \) are matrix-valued and bounded functions of \( V \equiv h^2\Omega^2 \), and

\[
\phi_j(V) := \sum_{k=0}^{\infty} \frac{(-1)^k V^k}{(2k+j)!}, \quad j = 0, 1.
\]

(8)

From (8), it is clear that

\[
\phi_0(V) = \cos(\sqrt{V}) = \cos(h\Omega), \quad \phi_1(V) = \sin(\sqrt{V})(\sqrt{V})^{-1} = \text{sinc}(h\Omega),
\]

\[\text{Springer}\]
where \( \text{sinc}(h\Omega) = \sin(h\Omega)/(h\Omega) \). Thence the scheme of one-stage ERKN integrators for (6) can be reformulated as follows.

**Definition 2** The one-stage ERKN integrator for integrating (6) is given by

\[
\begin{align*}
Q^{n+1} &= \cos(c_1 h\Omega)q^n + c_1 h \text{sinc}(c_1 h\Omega)p^n + h^2 \bar{a}_{11}(h\Omega)g(Q^{n+1}), \\
q^{n+1} &= \cos(h\Omega)q^n + h \text{sinc}(h\Omega)p^n + h^2 \bar{b}_1(h\Omega)g(Q^{n+1}), \\
p^{n+1} &= -h^2 \text{sinc}(h\Omega)q^n + \cos(h\Omega)p^n + h b_1(h\Omega)g(Q^{n+1}),
\end{align*}
\]

(9)

where the functions \( \bar{a}_{11}(h\Omega), \bar{b}_1(h\Omega) \) and \( b_1(h\Omega) \) are real-valued and bounded functions of \( h\Omega \).

### 2.2 Basic properties

As shown in [45,48], we obtain the following conditions for the integrator (9) to be symmetric and symplectic.

**Theorem 1** The ERKN integrator (9) is symmetric if and only if

\[
c_1 = 1/2, \quad (I + \cos(h\Omega))\bar{b}_1(h\Omega) = \text{sinc}(h\Omega)b_1(h\Omega).
\]

(10)

**Proof** It follows from the symmetry conditions given in [48] that this integrator is symmetric if and only if

\[
\begin{align*}
c_1 = 1/2, \quad \bar{b}_1(V) &= \phi_1(V)b_1(V) - \phi_0(V)\bar{b}_1(V), \\
\phi_0(c_1^2 V)\bar{b}_1(V) &= c_1 \phi_1(c_1^2 V)b_1(V).
\end{align*}
\]

(11)

By solving the second equation in (11), we obtain the second result of (10). It can also be verified that under the condition (10), the third equation of (11) is true. \( \square \)

**Theorem 2** For any real number \( d_1 \), if the coefficients are determined by

\[
b_1(h\Omega) = d_1 \cos((1 - c_1)h\Omega), \quad \bar{b}_1(h\Omega) = d_1(1 - c_1)\text{sinc}((1 - c_1)h\Omega),
\]

(12)

then the ERKN integrator (9) is symplectic.

**Proof** According to the symplectic conditions given in [45], we know that this method is symplectic if the following equations

\[
\begin{align*}
\phi_0(V)b_1(V) + V\phi_1(V)\bar{b}_1(V) &= d_1 \phi_0(c_1^2 V), & d_1 \in \mathbb{R}, \\
\phi_1(V)b_1(V) - \phi_0(V)\bar{b}_1(V) &= c_1 d_1 \phi_1(c_1^2 V),
\end{align*}
\]

are satisfied. The result is directly obtained by solving these two equations. \( \square \)

**Remark 1** These two theorems confirm the fact that an ERKN integrator can be symmetric and symplectic, or symmetric but not symplectic, or symplectic but not symmetric.
2.3 Practical examples

As some examples of ERKN integrators with certain structure characteristics, we present eight practical one-stage integrators and their coefficients and properties are listed in Table 1. The first four ones are explicit and the last four are implicit.

3 Main results and numerical examples

3.1 Main results of this paper

Before presenting the main results of this paper, we make the following assumptions.

Assumption 1  

– Assume that the initial values satisfy (4).
– The numerical solution is assumed to stay in a compact set.
– A lower bound on the stepsize is posed as:

$$h \omega \geq c_0 > 0. \quad (13)$$

– For a given $h$ and $\omega$, the numerical non-resonance condition is assumed to be held

$$\left| \sin \left( \frac{1}{2} kh \omega \right) \right| \geq c\sqrt{h} \quad \text{for} \quad k = 1, 2, \ldots, N \quad \text{with} \quad N \geq 2, \quad (14)$$

which imposes a restriction on $N$. How large of $N$ depends on the chosen stepsize $h$ and the value of $\omega$ appeared in the system. In the numerical experiment of Sect. 3.2, we will check the numerical non-resonance condition (14) for $k = 1, 2, \ldots$ to obtain the value of $N$. We also note here that usually $N$ is not needed to be very large because our main results given below will hold for $0 \leq nh \leq h^{-N+1}$. Even if $N$ is not large, $h^{-N+1}$ can be large enough to show the long time behaviour of the methods. In the following, $N$ is a fixed integer such that (14) holds.

– For the coefficients of the ERKN integrators, it is assumed that the function

$$\sigma(v) = \frac{\sin(v) \cos \left( \frac{1}{2} v \right)}{2b_1(v)} + v^2 \sin(v) \frac{\frac{1}{2}\sin \left( \frac{1}{2} v \right)}{2b_1(v)} \quad (15)$$

is bounded from below and above:

$$0 < c_1 \leq \sigma(v) \leq C_1 \quad \text{for} \quad v = 0, h \omega, \quad (16)$$

or the same estimate holds for $-\sigma$ instead of $\sigma$.

It is noted that the first four assumptions are considered by many publications in the energy analysis of symmetric trigonometric integrators for the Hamiltonian system (1) (see, e.g. [3,5,21,29]). The last assumption is obtained in the remainder analysis of this paper and it is similar to Assumption B proposed in [5].
### Table 1 Eight examples of one-stage explicit and implicit ERKN integrators

| Methods   | $c_1$ | $\tilde{b}_1(h\omega)$               | $b_1(h\omega)$               | $\tilde{a}_{11}(h\omega)$ | Symmetric | Symplectic |
|-----------|-------|--------------------------------------|--------------------------------|-----------------------------|-----------|------------|
| EERKN1    | $\frac{1}{2}$ | $\frac{1}{2} \sin^2(\frac{h\omega}{2})$ | $\cos(\frac{h\omega}{2})$ | 0                           | Non       | Non        |
| EERKN2    | $\frac{1}{2}$ | $\frac{1}{2} \sin(\frac{h\omega}{2})$ | $\cos(\frac{h\omega}{2})$ | 0                           | Symmetric | Symplectic |
| EERKN3    | $\frac{1}{2}$ | $\frac{1}{2} \sin(h\omega) \cos(\frac{h\omega}{2})$ | $\cos^3(\frac{h\omega}{2})$ | 0                           | Symmetric | Non        |
| EERKN4    | $\frac{2}{3}$ | $\frac{2}{3} \sin(\frac{2h\omega}{3})$ | $\cos(\frac{2h\omega}{3})$ | 0                           | Non       | Symplectic |
| IERKN1    | $\frac{1}{2}$ | $\frac{1}{2} \sin^2(\frac{h\omega}{2})$ | $\cos(\frac{h\omega}{2})$ | $\frac{1}{2} \sin^2(\frac{h\omega}{2})$ | Non       | Non        |
| IERKN2    | $\frac{1}{2}$ | $\frac{1}{2} \sin(\frac{h\omega}{2})$ | $\cos(\frac{h\omega}{2})$ | $\frac{1}{2} \sin(\frac{h\omega}{2})$ | Symmetric | Symplectic |
| IERKN3    | $\frac{1}{2}$ | $\frac{1}{2} \sin(h\omega) \cos(\frac{h\omega}{2})$ | $\cos^3(\frac{h\omega}{2})$ | $\frac{1}{2} \sin(h\omega) \cos(\frac{h\omega}{2})$ | Symmetric | Non        |
| IERKN4    | $\frac{1}{3}$ | $\frac{2}{3} \sin(\frac{2h\omega}{3})$ | $\cos(\frac{2h\omega}{3})$ | $\frac{2}{3} \sin(\frac{2h\omega}{3})$ | Non       | Symplectic |
With regard to the long-time total and oscillatory energy conservation along symmetric or symplectic ERKN integrators, we have the following two main results of this paper, which will be proved in detail in the next two sections, respectively.

**Theorem 3** (Main results for explicit methods) *Under the conditions given in Assumption 1, for one-stage explicit symmetric or/and symplectic ERKN integrators, it holds that*

\[
H(q^n, p^n) = H(q^0, p^0) + \mathcal{O}(h),
\]

\[
I(q^n, p^n) = I(q^0, p^0) + \mathcal{O}(h),
\]

*for* \(0 \leq nh \leq h^{-N+1}\). The constants symbolized by \(\mathcal{O}\) depend on \(N, T\) and the constants in the assumptions, but are independent of \(n, h, \omega\).

**Theorem 4** (Main results for implicit methods) *Under the conditions of Assumption 1, for one-stage implicit symmetric or/and symplectic ERKN integrators, we have*

\[
H(q^n, p^n) = H(q^0, p^0) + \mathcal{O}(h),
\]

\[
I(q^n, p^n) = I(q^0, p^0) + \mathcal{O}(h),
\]

*where* \(0 \leq nh \leq h^{-N+1}\). The constants symbolized by \(\mathcal{O}\) are independent of \(n, h, \omega\), but depend on \(N, T\) and the constants in the assumptions.

**Remark 2** At the first sight, the part \(\mathcal{O}(h)\) appearing in these two theorems has a conflict with the condition (13). The result \(\mathcal{O}(h)\) seems that \(h\) is arbitrarily small while (13) imposes a lower bound on \(h\). For this viability, we have the following comments.

For symplectic methods with stepsize \(h\) applied to the highly oscillatory Hamiltonian system (2), their long-time near-conservation of the energy can be derived with the help of backward error analysis. This technique interprets the numerical method as the (almost) exact flow of a modified Hamiltonian system, up to exponentially small terms \(\mathcal{O}(e^{-\frac{c}{\omega}h})\) (see [29]), which requires that \(h\omega \leq C\). Therefore, the stepsize \(h\) should be sufficiently small for \(\omega \gg 1\) and the backward error analysis is not applicable for methods with large stepsizes when applied to (2). In order to study the behaviour of a method with large stepsizes, the essential technology named as modulated Fourier expansion (MFE) was firstly developed in [21], and was further studied in [3,12,13,24,25]. With this technology, a method with the region that \(h\omega\) is bounded away from 0 (condition (13)) can be researched. Therefore, this paper is devoted to the study of methods with large stepsizes \(h (h < 1)\). The notation \(\mathcal{O}(h)\) used in this paper means that the bound of that corresponding part is no more than \(Ch\), where \(C\) is a constant independent of \(n, h, \omega\). The main results given in Theorem 3–4 will show that some considered methods preserve the total energy and oscillatory energy up to the accuracy \(\mathcal{O}(h)\). As the size of \(h\) increases, the error of the energy accordingly becomes large.

### 3.2 Numerical examples

As an important nonlinear model, we consider the Fermi–Pasta–Ulam problem which was researched in [29]. This model describes classical and quantum systems of
interacting particles in the physics of nonlinear phenomena. Denote by $x_i$ a scaled displacement of the $i$th stiff spring and by $x_{m+i}$ a scaled expansion or compression of the $i$th stiff spring. Their corresponding velocities are expressed in $y_i$ and $y_{m+i}$, respectively. Then the problem can be formulated by a Hamiltonian system with the Hamiltonian

$$H(y, x) = \frac{1}{2} \sum_{i=1}^{2m} y_i^2 + \frac{\omega^2}{2} \sum_{i=1}^{m} x_{m+i}^2 + \frac{1}{4} [(x_1 - x_{m+1})^4 + \sum_{i=1}^{m-1} (x_{i+1} - x_{m+i-1} - x_i - x_{m+i})^4 + (x_m + x_{2m})^4].$$

Following [29], we choose $m = 3$ and

$$x_1(0) = 1, \ y_1(0) = 1, \ x_4(0) = \frac{1}{\omega}, \ y_4(0) = 1$$

with zero for the remaining initial values. First, the system is integrated on the interval $[0, 10000]$ with $h = 0.02$ and $\omega = 50$. The errors of the total energy $H$ and oscillatory energy $I$ against $t$ for different ERKN integrators are shown in Fig. 2. Then we increase the size of $\omega$ to 200 and solve the problem with different stepizes $h = 0.02$ and $h = 0.01$. For each ERKN integrator, an identical behaviour as Fig. 2 can be obtained and we do not present these figures for brevity. It follows from Fig. 2 that all the explicit and implicit symmetric or/and symplectic methods approximately conserve $H$ and $I$ quite well over a long term for different stepizes and $\omega$. The non-symmetric and non-symplectic methods EERKN1 and IERKN1 do not approximately conserve $H$ and $I$. In the light of the results, it seems that the symmetry or symplecticity is essential for the conservation of $H$ and $I$. All these numerical behaviours can be explained by the theoretical conclusions. According to Theorems 3 and 4, it can be concluded that if ERKN integrators are symmetric or symplectic, they have a near conservation of $H$ and $I$ over a long term not only for explicit methods but also for implicit ones. This is the theoretical reason for the behaviour shown in this numerical experiment.

Meanwhile, we check the numerical non-resonance condition (14) by choosing $h = 0.02$ and $\omega = 50$. In Fig. 3, we display the results of NNRC := $\left| \frac{\sin \left( \frac{1}{2} kh\omega \right)}{\sqrt{h}} \right|$ as the function of $k$. It follows from this result that if $c$ is chosen to be one, the numerical non-resonance condition (14) holds for $k = 1, \ldots, 19$. This implies that $N = 18$ for this case and the main results are true for $0 \leq nh \leq 0.02^{-17} \approx 7.6294e + 28$.

Finally, we consider the energy exchange between stiff components that occurs for the oscillatory energies

$$I = I_1 + I_2 + I_3 \text{ with } I_j = \frac{1}{2} y_{3+j}^2 + \frac{1}{2} \omega^2 x_{3+j}^2,$$

where $x_{3+j}$ represents the elongation of the $j$th stiff spring. Following [29], we choose $\omega = 50$ for showing the energy exchange between stiff components. Figure 4 shows the oscillatory energies $I_1$, $I_2$, $I_3$ and their sum $I = I_1 + I_2 + I_3$ as functions of time on the interval $[0, 200]$ with $h = 0.01$ for the eight methods. It can be observed from
Fig. 2 The logarithm of the errors ($ERR$) of $H$ and $I$ against $t$ with $h = 0.02$ and $\omega = 50$
the results that all these eight methods show a good or not bad approximation of the energy exchanges of the highly oscillatory energies.

4 Proof for implicit integrators (Theorem 4)

In this section, we are devoted to the analysis of long-time conservation of the total and oscillatory energy along implicit ERKN integrators. In order to prove the long-time energy conservation result for implicit integrators, we will use the technology of modulated Fourier expansion (MFE) and make some adaptations for implicit methods. It is important to note that, although the analysis is based on the well-known MFE, there are some new technical difficulties of working with MFE for implicit ERKN integrators. The main difficulties and differences between the proof given in this section and the analysis of [5,21,29] are summarized as follows.

- It is known that symmetry plays an important role in the construction of MFE in [5,7,21,29]. By using symmetry, the considered method can be rewritten as a two-step method and a simple operator is defined to derive the MFE. In the proof of this section, we neither assume symplecticity for symmetric methods, nor assume symmetry for symplectic methods. Therefore, the methods cannot be rewritten as a two-step method and then further cannot be expressed by that simple operator. In order to overcome this difficulty, we will define three suitable operators with the needed properties. Based on them, MFE can be derived accordingly.

- All the methods researched in [5,7,21,29] are explicit. In the proof of this section, we will unify the technology of MFE and make it be applicable to a wide class of methods including implicit methods. Since the methods considered here contain not only updates but also internal stages, the proof will be more complicated than those given in [5,7,21,29]. Thus MFE should be used very carefully and some necessary adaptations should be made.
Fig. 4 The energy exchange between stiff components for the methods as a function of $t$ on the interval $[0, 200]$ (stepsize $h = 0.01$).
4.1 Modulated Fourier expansion

We now derive the MFE of implicit ERKN integrators and present the bounds of the modulated Fourier functions. We present the proof for IEIKN4 and it is easy to modify the proof for other implicit methods by changing the operator $L_2(hD)$.

**Theorem 5** Under the conditions of Theorem 4 and for $0 \leq t = nh \leq T$, the numerical solution of IERKN4 admits the following MFE

\[
q^n = \sum_{|k| < N} e^{ikt} \zeta_h^k(t) + R_{h,N}(t), \\
p^n = \sum_{|k| < N} e^{ikt} \eta_h^k(t) + S_{h,N}(t),
\]  

(17)

where the remainder terms are bounded by

\[
R_{h,N}(t) = O(thN), \quad S_{h,N}(t) = O(th^{N-1}).
\]  

(18)

The coefficient functions $\zeta_h^k$ as well as all their derivatives are bounded by

\[
\ddot{\zeta}_{h,1}^0 = O(1), \quad \dot{\zeta}_{h,1}^1 = O(h^2), \quad \zeta_{h,1}^k = O(h^{|k|+1}), \\
\ddot{\zeta}_{h,2}^0 = O(h^2), \quad \dot{\zeta}_{h,2}^1 = O(h), \quad \zeta_{h,2}^k = O(h^{|k|+1}),
\]  

(19)

for $|k| > 1$ and further bounded by

\[
\ddot{\zeta}_{h,1}^0 = O(1), \quad \ddot{\zeta}_{h,2}^0 = O(h). 
\]  

(20)

Moreover, we have the following results for coefficient functions $\eta_h^k$

\[
\eta_{h,1}^0 = \dot{\zeta}_{h,1}^0 + O(h), \quad \eta_{h,1}^1 = O(h), \quad \eta_{h,1}^k = O(h^{|k|}), \\
\eta_{h,2}^0 = O(h^2), \quad \eta_{h,2}^1 = i\omega \zeta_{h,2}^1 + O(h), \quad \eta_{h,2}^k = O(h^{|k|}),
\]  

(21)

where $|k| > 1$. Moreover, we have $\zeta^{-k} = \overline{\zeta^k}$ and $\eta^{-k} = \overline{\eta^k}$. The constants symbolized by the notation are independent of $h$ and $\omega$, but depend on the constants from Assumption 1 and the final time $T$.

**Proof** The proof follows that used in the modulated Fourier expansions of previous publications (see [5,7,21,29]) but with some novel adaptations for non-symmetric and implicit methods. The proof of this theorem does not rely on the symmetry of the methods, which is a main conceptual difference in comparison with that in [5,7,21,29].

We will prove that there exist two functions

\[
q_h(t) = \sum_{|k| < N} e^{ikt} \zeta_h^k(t), \quad p_h(t) = \sum_{|k| < N} e^{ikt} \eta_h^k(t)
\]  

(22)
with smooth (in the sense that all their derivatives are bounded independently of $h$ and $\omega$) coefficients $\zeta_k^h, \eta_k^h$, such that, for $t = nh$,

$$q^n = q_h(t) + O(h^N), \quad p^n = p_h(t) + O(h^{N-1}).$$

**Construction of the coefficients functions.** To do this, we begin with defining the operators

$$\mathcal{L}_1(hD) = \left( e^{hD} - \cos(h\Omega) - h^2\Omega^2 \text{sinc}(h\Omega) \hat{b}_1(h\Omega) \hat{b}_1^{-1}(h\Omega) \right),$$

$$\mathcal{L}_2(hD) = \cos(c_1h\Omega) + \hat{a}_{11}(h\Omega) \hat{b}_1(h\Omega)^{-1}(e^{hD} - \cos(h\Omega)),$$

$$\mathcal{L}(hD) = \left( e^{hD} - \cos(h\Omega) - \text{sinc}(h\Omega) \mathcal{L}_1(hD) \right) \left( \hat{b}_1(h\Omega) \mathcal{L}_2(hD) \right)^{-1},$$

where $D$ is the differential operator (see [26]).

According to the second and third formulae of (9), it is arrived at

$$q^{n+1} = \left( \cos(h\Omega) + h^2\Omega^2 \text{sinc}(h\Omega) \hat{b}_1(h\Omega) \hat{b}_1^{-1}(h\Omega) \right) q^n + h \hat{b}_1(h\Omega) \hat{b}_1^{-1}(h\Omega) p^{n+1} + h \left( \text{sinc}(h\Omega) - \hat{b}_1(h\Omega) \hat{b}_1^{-1}(h\Omega) \cos(h\Omega) \right) p^n.$$

Inserting (22) into this result, comparing the coefficients of $e^{ik\omega t}$ and considering the definition of $\mathcal{L}_1$ implies the relationship between $\zeta_k^h$ and $\eta_k^h$ as follows:

$$\mathcal{L}_1(hD)\zeta_0^h = h\eta_0^h,$$

$$\mathcal{L}_1(hD + ikh\omega)\zeta_k^h = h\eta_k^h \quad \text{for} \quad |k| > 0.$$

For the first formula of the ERKN integrator (9), we look for the function

$$\tilde{q}_h(t) := \sum_{|k| < N} e^{ik\omega t} \xi_k^h(t)$$

as the modulate Fourier expansion of $Q^{n+\frac{1}{2}}$ at $t = (n + c_1)h$. Inserting (22)–(24) into the first formula of (9) and comparing the coefficients of $e^{ik\omega t}$ yields

$$\mathcal{L}_2(hD)\xi_0^h = \xi_0^h,$$

$$\mathcal{L}_2(hD + ikh\omega)\xi_k^h = \xi_k^h \quad \text{for} \quad |k| > 0,$$

which gives the relationship between the coefficient functions $\xi_k^h$ and $\xi_k^h$. 

\[\text{Springer}\]
We insert the above expansions into the second equation of (9), expand the nonlinear function into its Taylor series and compare the coefficients of \(e^{ik\omega t}\). We then obtain

\[
\mathcal{L}(hD)\xi^0_h = h^2 \left( g(\xi^0_h) + \sum_{s(\alpha) = 0} \frac{1}{m!} g^{(m)}(\xi^0_h)(\xi^0_h)^\alpha \right),
\]

\[
\mathcal{L}(hD + ikh\omega)\xi^k_h = h^2 \sum_{s(\alpha) = k} \frac{1}{m!} g^{(m)}(\xi^0_h)(\xi^0_h)^\alpha,
\]

where \(|k| > 0\), the sum ranges over \(m \geq 0\), the multi-indices \(\alpha = (\alpha_1, \ldots, \alpha_m)\) with integer \(\alpha_i\) satisfying \(0 < |\alpha_i| < N\) have a given sum \(s(\alpha) = \sum_j \alpha_j\), and \((\xi^0_h)^\alpha\) is an abbreviation for the \(m\)-tuple \((\xi^0_{h1}, \ldots, \xi^0_{hm})\).

Comparing the dominate terms in the relations for the coefficients functions \(\xi^k_h\) motivates the following ansatz of the modulated Fourier functions:

\[
\dot{\xi}^0_{h1} = G_{10}(\cdot) + \cdots, \quad \dot{\xi}^0_{h2} = \frac{h^2(\cos(\frac{1}{2}h\omega) + \cos(\frac{1}{2}h\omega))}{2h\omega \sin(\frac{1}{2}h\omega)} (G_{20}(\cdot) + \cdots),
\]

\[
\dot{\xi}^1_{h1} = \frac{h^2(4\cos(h\omega) - 1)}{12 \sin^2(\frac{1}{2}h\omega)} (\mathcal{F}^1_{10}(\cdot) + \cdots), \quad \dot{\xi}^1_{h2} = \frac{h^2}{2h\omega} (\mathcal{F}^1_{20}(\cdot) + \cdots),
\]

\[
\dot{\xi}^k = \frac{h^2 \sin(\frac{h\omega}{2})(1 - 2\cos(\frac{4h\omega}{1}) + 4\cos(\frac{4h\omega}{2})\cos(kh\omega))}{-4h \sin\left(\frac{k\omega h + k\Omega}{2}\right) \sin\left(\frac{kh\omega - k\Omega}{2}\right)} (\mathcal{F}^k_0(\cdot) + \cdots) \quad \text{for } |k| > 1,
\]

where the dots stand for power series in \(\sqrt{h}\). Since the series in the ansatz usually diverge, in this paper we truncate them after the \(O(h^{N+1})\) terms (see [21]).

**Initial values.** In this part, we derive the initial values for the differential equations appearing in the ansatz (26). On the basis of the conditions \(p_h(0) = p^0\) and \(q_h(0) = q^0\), it can be deduced that

\[
p^0_1 = \eta^0_{h,1}(0) + \mathcal{O}(h) = \xi^0_{h,1}(0) + \mathcal{O}(h), \quad p^0_2 = 2\text{Re}(\eta^1_{h,2}(0)) + \mathcal{O}(h^{\frac{1}{2}}),
\]

\[
q^0_1 = \xi^0_{h,1}(0) + \mathcal{O}(h^2), \quad q^0_2 = 2\text{Re}(\xi^1_{h,2}(0)) + \mathcal{O}(h^{\frac{3}{2}}).
\]

On the other hand, we have

\[
p_{h,1}(h) = p^1_1, \quad p_{h,2}(h) = p^1_2, \quad q_{h,1}(h) = q^1_1, \quad q_{h,2}(h) = q^1_2.
\]

It follows from the scheme of the method (9) that

\[
q^1_2 - \cos(h\omega)q^0_2 = h\text{sinc}(h\omega)p^0_2 + h^2\mathcal{B}_1(h\omega)g_2(Q^{n+c_1}),
\]

where we have used the notation:

\[
g(Q^{n+c_1}) = (g_1(Q^{n+c_1})^T, g_2(Q^{n+c_1})^T)^T.
\]

\(\square\) Springer
By computing \( q_2^1 - \cos(h\omega)q_2^0 \), we get
\[
q_2^1 - \cos(h\omega)q_2^0 = q_{h,2}(h) - \cos(h\omega)q_{h,2}(0)
= \sum_{|k|<N} (e^{ik\omega h^k} - \cos(h\omega)^k(0))
= \zeta_{h,2}(h) + e^{i\omega h^1} \zeta_{h,2}(h) + e^{-i\omega h^{-1}}(h)
- \cos(h\omega)\left( \zeta_{h,2}^0(0) + \zeta_{h,2}^1(0) + \zeta_{h,2}^{-1}(0) \right) + O(h^2).
\]

Expanding the functions \( \zeta_{h,2}^0(h) \), \( \zeta_{h,2}^1(h) \), \( \zeta_{h,2}^{-1}(h) \) at \( h = 0 \) yields
\[
q_2^1 - \cos(h\omega)q_2^0 = (1 - \cos(h\omega))\zeta_{h,2}^0(0) + i \sin(h\omega)(\zeta_{h,2}^1(0) - \zeta_{h,2}^{-1}(0)) + O(h^2)
= 2 \sin^2(h\omega/2)\zeta_{h,2}^0(0) + i \sin(h\omega)(\zeta_{h,2}^1(0) - \zeta_{h,2}^{-1}(0)) + O(h^2)
= i \sin(h\omega)(\zeta_{h,2}^1(0) - \zeta_{h,2}^{-1}(0)) + O(h^2),
\]
where we have used the result of \( \zeta_{h,2}^0 \) presented in (26). Now the formula (28) becomes
\[
i \sin(h\omega)(\zeta_{h,2}^1(0) - \zeta_{h,2}^{-1}(0)) = h\sin(h\omega)\rho_2^0 + h^2\tilde{b}_1(h\omega)g_2(Q^{n+c1}) + O(h^2),
\]
which confirms that
\[
2\text{Im}(\zeta_{h,2}^1(0)) = \omega^{-1} \rho_2^0 + O(\omega^{-1}). \tag{29}
\]
Therefore, using the implicit function theorem, conditions (27) and (29) yield the desired initial values \( \zeta_{h,1}^0(0) \), \( \zeta_{h,1}^0(0) \), \( \zeta_{h,2}^1(0) \) for the differential equations appearing in the ansatz (26).

**Bounds of the coefficients functions.** Based on the ansatz and Assumption 1, it is easy to get the bounds (19). From the condition (4), it follows that \( q_2^0 = O(h) \). Then by this result, (29) and the fourth formula of (27), we get \( \zeta_{h,1}^1(t) = O(h) \). This implies that \( \zeta_{h,2}^1(t) = O(h) \) by considering \( \zeta_{h,2}^1(t) = O((\omega^{-1}) \). Similarly, one arrives at that \( \zeta_{h,1}^0(0) = O(1) \), \( \zeta_{h,1}^0(0) = O(1) \) and then \( \zeta_{h,1}^0(t) = O(1) \). Therefore (20) is obtained. The bounds (21) can be derived easily by considering (23) and the bounds of \( \zeta_{h}^k \).

**Defect.** As the last part of the proof, we analyze the defect. Firstly, define the components of the defect, for \( t = nh \),
\[
\begin{align*}
d_1(t+h) &= q_{h,1}(t+h) - q_{h,1}(t) - h\rho_{h,1}(t) - h^2\tilde{b}_1(0)g_1(\tilde{q}_h(t+c_1h)),
d_2(t+h) &= p_{h,1}(t+h) - p_{h,1}(t) - hb_1(0)g_1(\tilde{q}_h(t+c_1h)),
d_3(t+h) &= q_{h,2}(t+h) - \cos(h\omega)q_{h,2}(t) - h\sin(h\omega)\rho_{h,2}(t)
- h^2\tilde{b}_1(h\omega)g_2(\tilde{q}_h(t+c_1h)),
d_4(t+h) &= p_{h,2}(t+h) - \cos(h\omega)p_{h,2}(t) + \omega\sin(h\omega)q_{h,2}(t)
- hb_1(h\omega)g_2(\tilde{q}_h(t+c_1h)).
\end{align*}
\]
By the definition of the coefficient functions $\zeta_k^h$, $\eta_k^h$, $\xi_k^h$, the following results are true

$$d_1 = O(h^{N+1}), \quad d_2 = O(h^{N+1}), \quad d_3 = O(h^{N+1}), \quad d_4 = O(h^{N+1}).$$

We are now in a position to estimate the remainders (18). To do this, we begin with defining

$$R_k^n = p_k^n - p_{h,k}(t), \quad S_k^n = q_k^n - q_{h,k}(t)$$

for $k = 1, 2$, and the norm

$$\| (S_1^n, R_1^n, S_2^n, R_2^n) \|_* = \| (S_1^n, R_1^n, \omega S_2^n, R_2^n) \|.$$

We first estimate the remainder for the difference $Q^n + c_1 - \tilde{q}_h(t + c_1 h)$. By the first two equations in (9) and the first equation in (24), if the function $g$ satisfies a Lipschitz condition with the Lipschitz constant $L$, one obtains

$$\| Q^n + c_1 - \tilde{q}_h(t + c_1 h) \| \leq \| S^n \| + c_1 h \| R^n \| + h^2 L \| Q^n + c_1 - \tilde{q}_h(t + c_1 h) \|,$$

which yields that

$$\| Q^n + c_1 - \tilde{q}_h(t + c_1 h) \| \leq 2 \| S^n \| + 2 c_1 h \| R^n \| = \alpha^n$$

under the condition that $h \leq \frac{1}{\sqrt{2L}}$. For the remainders, on noticing the scheme of the ERKN integrators, we then have

$$\| (S_1^{n+1}, R_1^{n+1}, S_2^{n+1}, R_2^{n+1}) \|_* \leq \| (S_1^n, R_1^n, S_2^n, R_2^n) \|_* + h \kappa_1 \| (S_1^n, R_1^n, S_2^n, R_2^n) \|_* + h \kappa_2 \alpha^n + \kappa_3 h^{N+1},$$

(30)

where $\kappa_1$, $\kappa_2$, $\kappa_3$ are constants. From the definition of the initial values, it follows that $\| (S_1^0, R_1^0, S_2^0, R_2^0) \|_* = O(h^{N+1})$. By using the relation (30) repeatedly, we obtain the following estimate for the remainders $\| (S_1^n, R_1^n, S_2^n, R_2^n) \|_* \leq Cnh^{N+1}$, which yields (18).

We complete the proof of this theorem. \hfill \Box

4.2 The first almost-invariant

Let

$$\xi = (\xi_h^{-N+1}, \ldots, \xi_h^{-1}, \xi_h^0, \xi_h^1, \ldots, \xi_h^{N-1}),$$
$$\eta = (\eta_h^{-N+1}, \ldots, \eta_h^{-1}, \eta_h^0, \eta_h^1, \ldots, \eta_h^{N-1}).$$

We have the first almost-invariant of the modulated Fourier functions as follows.
Theorem 6 Under the conditions of Theorem 5, there exists a function \( \hat{\mathcal{H}}[\xi, \eta] \) such that the coefficient functions of the MFE of IERKN4 satisfy

\[
\hat{\mathcal{H}}[\xi, \eta](t) = \hat{\mathcal{H}}[\xi, \eta](0) + \mathcal{O}(th^N)
\]

for \( 0 \leq t \leq T \). Moreover, this can be expressed as

\[
\hat{\mathcal{H}}[\xi, \eta] = \frac{1}{2}(q_{h,1}^0)^T q_{h,1}^0 + 2\omega^2(q_{h,2}^{-1})^T q_{h,2}^1 + U(q_h^0(t)) + \mathcal{O}(h^2).
\]

Proof With Theorem 5, we obtain

\[
\mathcal{L}(hD)q_h(t) = h^2 g(q_h(t)) + \mathcal{O}(h^{N+2}),
\]

where the following denotations are used:

\[
q_h(t) = \sum_{|k|<N} q_h^k(t) \text{ with } q_h^k(t) = e^{ik\omega t} \xi_h^k(t).
\]

Considering the definition of \( q_h \) and comparing the coefficients of \( e^{ik\omega t} \) yields the resulting equations in terms of \( q_h^k \):

\[
\mathcal{L}(hD)q_h^k(t) = -h^2 \nabla_{q^{-k}} \mathcal{U}(q_h(t)) + \mathcal{O}(h^{N+2}),
\]

where \( \mathcal{U}(q_h(t)) \) is defined as

\[
\mathcal{U}(q_h(t)) = U(q_h^0(t)) + \sum_{s(\alpha)=0} \frac{1}{m!} U^{(m)}(q_h^0(t)) (q_h(t))^\alpha,
\]

and \( q_h(t) \) is given by

\[
q_h(t) = (q_h^{-N+1}(t), \ldots, q_h^1(t), q_h^0(t), q_h^1(t), \ldots, q_h^N(t)).
\]

Multiplying the equation (33) with \( (q_h^{-k})^T \) and summing up conforms

\[
\frac{1}{h^2} \sum_{|k|<N} (\dot{q}_h^{-k})^T \mathcal{L}(hD)q_h^k + \frac{d}{dt} \mathcal{U}(q_h) = \mathcal{O}(h^N).
\]

We switch to the quantities \( \xi_h^k(t) \) and get the equivalent relation

\[
\mathcal{O}(h^N) = \frac{1}{h^2} \sum_{|k|<N} (\xi_h^{-k} - i k \omega \xi_h^{-k})^T \mathcal{L}(hD + ihk\omega)\xi_h^k + \frac{d}{dt} \mathcal{U}(\xi) = \frac{1}{h^2} \sum_{|k|<N} (\dot{\xi}_h^{-k} - i k \omega \dot{\xi}_h^{-k})^T \mathcal{L}(hD + ihk\omega)\xi_h^k + \frac{d}{dt} \mathcal{U}(\xi).
\]
With the Taylor expansions of $L(hD)$ and $L(hD + i k h \omega)$ and the “magic formulas” on p. 508 of [29], we know that the following part appearing in (35) is a total derivative

$$\sum_{|k| < N} (\ddot{\zeta}_h - i k \omega \dot{\zeta}_h) ^T L(hD + i k h \omega) \dot{\zeta}_h.$$ 

Thus, the right-hand side of (35) is a total derivative. Therefore, by (35) and the above analysis, it can be confirmed that there exists a function $\hat{H}$ such that

$$d \frac{d}{dt} \hat{H}[\zeta, \eta](t) = O(h^N)$$

and an integration yields the statement (31) of the theorem.

4.3 The second almost-invariant

**Theorem 7** Under the conditions of Theorem 6, there exists a function $\hat{I}[\zeta, \eta]$ such that the coefficient functions of the modulated Fourier expansion of IERKN4 satisfy

$$\hat{I}[\zeta, \eta](t) = \hat{I}[\zeta, \eta](0) + O(th^N)$$

for $0 \leq t \leq T$. Moreover, this can be expressed as

$$\hat{I}[\zeta, \eta] = 2 \omega^2 (\zeta_{h,2}^{-1}) ^T \zeta_{h,2} + U(\zeta_h) + O(h^2).$$

**Proof** Define the vector function $q(\lambda, t)$ of $\lambda$ as

$$q(\lambda, t) = \left( e^{i(-N+1)\lambda \omega} q_h^{-N+1}(t), \ldots, q_h^0(t), \ldots, e^{i(N-1)\lambda \omega} q_h^{N-1}(t) \right).$$

Then it follows from the definition (34) that $U(q(\lambda, t))$ does not depend on $\lambda$. Thus, its derivative with respect to $\lambda$ yields

$$0 = \frac{d}{d\lambda} U(q(\lambda, t)) = \sum_{|k| < N} ik \omega e^{i k \lambda \omega} (q_h^k(t))^T \nabla_q U(q(\lambda, t)).$$
Letting $\lambda = 0$ yields
\[ \sum_{|k|<N} i k \omega (q_h^{-k}(t))^T \nabla q^k \mathcal{U}(q_h(t)) = 0. \]
Therefore, one obtains
\[ 0 = \sum_{|k|<N} i k \omega (q_h^{-k}(t))^T \nabla q^{-k} \mathcal{U}(q_h(t)) \]
\[ = \frac{i \omega}{h^2} \sum_{|k|<N} k (q_h^{-k}(t))^T \mathcal{L}(hD) q_h^k(t) + \mathcal{O}(h^N). \]

Rewritten in the $\zeta_h^k(t)$ variables, this becomes
\[ \frac{i \omega}{h^2} \sum_{|k|<N} k (\zeta_h^{-k}(t))^T \mathcal{L}(hD + i k \omega) \zeta_h^k(t) = \mathcal{O}(h^N). \]

As in the proof of Theorem 6, the left-hand expression of this equation can be written as the time derivative of a function. Therefore, we get $\frac{d}{dt} \hat{I}[\zeta, \eta](t) = \mathcal{O}(h^N)$ and an integration yields statement (36) of the theorem.

According to the above analysis and the bounds of Theorem 5, the construction of $\hat{I}[\zeta, \eta](t)$ is obtained, which concludes the proof.

### 4.4 Long-time near-conservation of total and oscillatory energy

Theorem 4 will be proved in this subsection. Before that, we give the following theorem.

**Theorem 8** Under the conditions of Theorem 6, it holds that
\[ \hat{H}[\zeta, \eta](nh) = H(q^n, p^n) + \mathcal{O}(h), \]
\[ \hat{I}[\zeta, \eta](nh) = I(q^n, p^n) + \mathcal{O}(h), \]
where the constants symbolized by $\mathcal{O}$ depend on $N$, $T$ and the constants in the assumptions.

**Proof** In terms of the analysis given in Section XIII of [29] and the bounds presented in Theorem 5, one arrives at
\[ H(q^n, p^n) = \frac{1}{2} (\eta_{h,1}^0)^T \eta_{h,1}^0 + 2 \omega^2 (\zeta_{h,2}^{-1})^T \zeta_{h,2}^1 + U(\zeta_h^0) + \mathcal{O}(h), \]
\[ I(q^n, p^n) = 2 \omega^2 (\zeta_{h,2}^{-1})^T \zeta_{h,2}^1 + \mathcal{O}(h). \]

A comparison between (32), (37) and (38) gives the stated relations of this theorem. \(\square\)

On the basis of previous analysis given in this section and following the approach used in Chapter XIII of [29], Theorem 4 of IERKN4 is easily proved by patching together the local near-conservation result. For other methods, we just need to modify the operator $L_2(hD)$ and use its Taylor expansion.
5 Proof for explicit integrators (Theorem 3)

5.1 Proof

It is noted that by letting $\bar{a}_{11} = 0$, the procedure given in the above section also holds for explicit ERKN integrators. This can be used as the proof of Theorem 3.

5.2 Proof in another way

In the rest part of this section, we prove Theorem 3 in another way. This will be achieved by firstly showing that an ERKN method with specific parameters is equivalent to a symmetric trigonometric integrator researched in [5,21,29] and then using thereby leveraged results of [5,21,29].

5.2.1 One important connection

We denote the numerical flow of a one-stage explicit symmetric ERKN integrator with the symmetry condition (10) by $\Phi_h$, i.e.,

\[
(q^{n+1}, p^{n+1}) = \Phi_h(q^n, p^n).
\]

We now consider a Strang splitting applied to an averaged equation. More precisely, let $\Phi_{h,L}$ be the time $h$ flow of the linear equation $\frac{d}{dt}(q, p) = (p, \Omega^2 q)$ and $\Phi_{h,NL}$ be the time $h$ flow of the nonlinear equation $\frac{d}{dt}(q, p) = (0, \Upsilon(h\Omega)g(q))$, where $\Upsilon$ is a function of $h\Omega$ which will be determined below.

We then consider the following Strang splitting method

1. $(q_+^n, p_+^n) = \Phi_{h/2, L}(q^n_+, p^n_+) :$
   
   \[
   \begin{pmatrix}
   q_+^n \\
   p_+^n
   \end{pmatrix} = \begin{pmatrix}
   \cos\left(\frac{h\Omega}{2}\right) & \Omega^{-1} \sin\left(\frac{h\Omega}{2}\right) \\
   \Omega \sin\left(\frac{h\Omega}{2}\right) & \cos\left(\frac{h\Omega}{2}\right)
   \end{pmatrix} \begin{pmatrix}
   q^n \\
   p^n
   \end{pmatrix}.
   \]

2. $(q_-^n, p_-^n) = \Phi_{h,NL}(q_+^n, p_+^n) :$
   
   \[
   \begin{pmatrix}
   q_-^n \\
   p_-^n
   \end{pmatrix} = \begin{pmatrix}
   q_+^n \\
   p_+^n + h\Upsilon(h\Omega)g(q_-^n)
   \end{pmatrix}.
   \]

3. $(q^{n+1}_-, p^{n+1}_-) = \Phi_{h/2, L}(q_-^n, p_-^n) :$
   
   \[
   \begin{pmatrix}
   q^{n+1}_- \\
   p^{n+1}_-
   \end{pmatrix} = \begin{pmatrix}
   \cos\left(\frac{h\Omega}{2}\right) & \Omega^{-1} \sin\left(\frac{h\Omega}{2}\right) \\
   \Omega \sin\left(\frac{h\Omega}{2}\right) & \cos\left(\frac{h\Omega}{2}\right)
   \end{pmatrix} \begin{pmatrix}
   q_-^n \\
   p_-^n
   \end{pmatrix}.
   \]

It can be straightly verified that this Strang splitting method is identical to the ERKN integrator $\Phi_h$, i.e.,

\[
\Phi_h = \Phi_{h/2, L} \circ \Phi_{h,NL} \circ \Phi_{h/2, L} \tag{39}
\]

if and only if the following conditions hold

\[
\frac{1}{2} \sin\left(\frac{1}{2} h\Omega\right) \Upsilon(h\Omega) = \bar{b}_1(h\Omega), \quad \cos\left(\frac{1}{2} h\Omega\right) \Upsilon(h\Omega) = b_1(h\Omega). \tag{40}
\]
For general ERKN integrators, these two conditions may not hold simultaneously. However, it is noted that under the symmetry condition \((10), (40)\) is true. In this particular case, the function \(\Upsilon\) has the form

\[
\Upsilon(h\Omega) = b_1(h\Omega)\cos^{-1}\left(\frac{1}{2}h\Omega\right) = 2\bar{b}_1(h\Omega)\sin^{-1}\left(\frac{1}{2}h\Omega\right).
\]  

(41)

On the other hand, if we consider the Strang splitting in another way:

\[
\hat{\Phi}_h = \Phi_{h/2,\text{NL}} \circ \Phi_{h,\text{L}} \circ \Phi_{h/2,\text{NL}},
\]

which yields a class of trigonometric integrators

\[
\begin{align*}
q^{n+1} &= \cos(h\Omega)q^n + h\text{sinc}(h\Omega)\, p^n + \frac{1}{2}h^2\text{sinc}(h\Omega)\, \Upsilon(h\Omega)\, g(q^n), \\
p^{n+1} &= -\Omega\, \sin(h\Omega)q^n + \cos(h\Omega)\, p^n \\
&\quad + \frac{1}{2}h\left(\cos(h\Omega)\, \Upsilon(h\Omega)\, g(q^n) + \Upsilon(h\Omega)\, g(q^{n+1})\right).
\end{align*}
\]  

(42)

It is noted that this is exactly a trigonometric integrator (a form of (XIII.2.7)–(XIII.2.8) given on p.481 of [29]) with the following coefficients

\[
\begin{align*}
\Phi(h\Omega) &= 1, \\
\Psi(h\Omega) &= \text{sinc}(h\Omega)\, \Upsilon(h\Omega), \\
\Psi_0(h\Omega) &= \cos(h\Omega)\, \Upsilon(h\Omega), \\
\Psi_1(h\Omega) &= \Upsilon(h\Omega).
\end{align*}
\]  

(43)

In terms of the symmetry condition proposed in [29], it is clear that this trigonometric integrator is symmetric.

On the basis of the above analysis, the following important connection between symmetric ERKN integrators and symmetric trigonometric integrators is obtained.

**Proposition 1** For the one-stage explicit symmetric ERKN integrator and the symmetric trigonometric integrator \((42)\), they are related by

\[
\Phi_h = \Phi_{-h/2,\text{L}} \circ \Phi_{-h/2,\text{NL}} \circ \hat{\Phi}_h \circ \Phi_{h/2,\text{NL}} \circ \Phi_{h/2,\text{L}}.
\]  

(44)

The function \(\Upsilon\) appearing in the averaged equation and in \((43)\) is determined by \((41)\). Moreover, it is true that

\[
\underbrace{\Phi_h \circ \cdots \circ \Phi_h}_{n \text{ times}} = \Phi_{-h/2,\text{L}} \circ \Phi_{-h/2,\text{NL}} \circ \left(\underbrace{\hat{\Phi}_h \circ \cdots \circ \hat{\Phi}_h}_{n \text{ times}}\right) \circ \Phi_{h/2,\text{NL}} \circ \Phi_{h/2,\text{L}}
\]

\[
= \Phi_{h/2,\text{L}} \circ \Phi_{h/2,\text{NL}} \circ \left(\underbrace{\hat{\Phi}_h \circ \cdots \circ \hat{\Phi}_h}_{n-1 \text{ times}}\right) \circ \Phi_{h/2,\text{NL}} \circ \Phi_{h/2,\text{L}}.
\]  

(45)

### 5.2.2 Proof for explicit symmetric integrators

Since the long-time behaviour of symmetric trigonometric integrators is well understood (see [5,21,29]), the long-time near conservation of total and oscillatory energy of one-stage explicit symmetric ERKN integrators can be derived by using the relation
(45). To be very precise, according to the analysis of [5,21,29], one has to verify the following four key points.

- I. If \((q^0, p^0)\) satisfies (4), the following initial value
  \[
  (\tilde{q}^0, \tilde{p}^0) := \Phi_{h/2, \text{NL}} \circ \Phi_{h/2, \text{L}}(q^0, p^0)
  \]
  for \((\hat{\Phi}_h \circ \cdots \circ \hat{\Phi}_h)\) satisfies the finite-energy condition
  \[
  \frac{1}{2} \| \tilde{p}^0 \|^2 + \frac{1}{2} \| \Omega \tilde{q}^0 \|^2 \leq E.
  \] (46)

- II. For any \(j \in \mathbb{N}^+\), \((\hat{\Phi}_h \circ \cdots \circ \hat{\Phi}_h) \circ \Phi_{h/2, \text{NL}} \circ \Phi_{h/2, \text{L}}(q^0, p^0)\) stays in a compact set if \((\Phi_h \circ \cdots \circ \Phi_h)(q^0, p^0)\) does.

- III. The two additional steps with \(\Phi_{h/2, \text{L}}\) and \(\Phi_{h/2, \text{NL}}\) only introduce an \(O(h)\) deviation in the total and oscillatory energy, provided that the corresponding initial values \((\tilde{q}, \tilde{p})\) are bounded and also \(\Omega \tilde{q}\) is bounded.

- IV. The condition of [5] on \(\Phi\) and \(\Psi\) has to be satisfied for the choice (43).

In what follows, we show that the above four conditions are completely true.

- For the point I, according to the splitting method, it is easy to obtain that

  \[
  \tilde{q}^0 = \cos \left( \frac{h \Omega}{2} \right) q^0 + \Omega^{-1} \sin \left( \frac{h \Omega}{2} \right) p^0, \\
  \tilde{p}^0 = -\Omega \sin \left( \frac{h \Omega}{2} \right) q^0 + \cos \left( \frac{h \Omega}{2} \right) p^0 + \frac{1}{2} h \Upsilon \left( \frac{h \Omega}{2} \right) g(\tilde{q}^0).
  \]

  Thus (46) is clear by considering (4).

- It follows from (44) that

  \[
  (\hat{\Phi}_h \circ \cdots \circ \hat{\Phi}_h) \circ \Phi_{h/2, \text{NL}} \circ \Phi_{h/2, \text{L}}(q^0, p^0)
  \]
  \[
  = \Phi_{h/2, \text{NL}} \circ \Phi_{h/2, \text{L}} \circ (\Phi_h \circ \cdots \circ \Phi_h)(q^0, p^0),
  \]

  which gives the statement of II.

- The third result is clear in the light of the definitions of \(\Phi_{h/2, \text{L}}\) and \(\Phi_{h/2, \text{NL}}\).

- We remark that the long-term analysis of [21,29] requires

  \[
  |\Phi(h \omega)| \geq C \left| \text{sinc} \left( \frac{1}{2} h \omega \right) \right|.
  \]
However, for the trigonometric integrator (42) with \( \Phi = 1 \), it does not satisfy the above requirement. Therefore, the long-term analysis of \([21,29]\) can not be used here. Recently, the authors in [5] improved the analysis and presented a long-term analysis of numerical integrators for oscillatory Hamiltonian systems under minimal non-resonance conditions. A more relaxed restriction on \( \Phi \) was given there. In terms of that restriction and the relations (40) and (44), the statement of IV holds provided (16) is true.

Based on the above analysis and the long-time result of symmetric trigonometric integrators given in [5,21,29], Theorem 3 is immediately obtained for explicit symmetric integrators.

5.2.3 Proof for explicit symplectic integrators

It can be checked that the explicit symplectic integrator \( \tilde{\Phi}_h \) can be rewritten as

\[
\tilde{\Phi}_h = \Phi_{c_1, h, L} \circ \Phi_{h, N, L} \circ \Phi_{(1-c_1)h, L}
\]

with \( \gamma = d_1 \). Then for this integrator and the one-stage explicit symmetric ERKN integrator \( \Phi_h \), they have the relationship

\[
\tilde{\Phi}_h \circ \cdots \circ \tilde{\Phi}_h = \Phi_{(c_1-1/2)h, L} \circ \left( \Phi_{h} \circ \cdots \circ \Phi_{h} \right) \circ \Phi_{(1-c_1-1/2)h, L}.
\]

From the result of \( \Phi_h \) and this connection, it follows that Theorem 3 is true for explicit symplectic integrators.

6 Conclusions

In this paper, the long-time total and oscillatory energy conservation behaviour of one-stage ERKN integrators was studied when applied to highly oscillatory Hamiltonian systems. It turned out that a good long-time energy conservation holds not only for symmetric integrators but also for symplectic integrators and not only for explicit schemes but also for implicit ones. A relationship between explicit ERKN integrators and symmetric trigonometric integrators was established and on the basis of which, the long-time conservation for explicit ERKN integrators was proved.

It is noted that the long-time behaviour of ERKN integrators for multi-frequency highly oscillatory Hamiltonian systems can be easily derived by using the technology proposed in this paper and in [7].

This is a preliminary research on the long-time behaviour of ERKN integrators for highly oscillatory Hamiltonian systems and the authors are clearly aware that there are still some issues which will be further considered.

- The energy conservation behaviour of symmetric or symplectic ERKN integrators in other ODEs such as Hamiltonian systems with a solution-dependent high frequency or without any non-resonance condition will also be considered.
– We only consider one-stage ERKN integrators in this paper. The extension of this paper’s analysis to higher-stage ERKN integrators is not obvious since there is the technical difficulty which needs to be overcome. This issue will be considered in future investigations.
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