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Abstract

We study the recently introduced Bayesian naming game model, in which the one-shot learning of the minimal naming game is replaced by a more realistic learning process defined according to Bayesian inference. The results are compared with those obtained from the minimal naming game model. We focus on the dynamics of the bilingual population, providing analytical estimates of the upper bound for the number of bilinguals in both models based on the mean-field equations, and validate them through numerical simulations of the multi-agent models. We show that in the Bayesian model the maximum number of bilinguals is always lower with respect to the minimal naming game and that the two models are characterized by qualitatively different time evolutions.
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1. Introduction

Understanding how consensus spontaneously emerges in various contexts (language, money, dress codes, etc.) [1, 2, 3] is of theoretical and practical importance and has been studied within different disciplines including complex systems theory. Among other approaches, the “naming game” (NG) is a simple yet insightful model that was introduced by Baronchelli et al. [4, 5], inspired by Wittengstein language games [6] and Steels’ works [7, 8]. The NG model and
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its variants \cite{9, 10, 11} have been studied in different complex network topologies, inter-agent communication protocols, learning rules, and heterogeneous ensembles of agents \cite{12, 13}.

In the the minimal NG (MNG), introduced in Ref. \cite{9} (see also Ref. \cite{14}), the learning process is deterministic and instantaneous, since it can take place during a single communication. In order to make the MNG more realistic, in Refs. \cite{15, 12} we introduced the Bayesian naming game (BNG). The model is based on two assumptions suggested by experimental observations. First, learning words requires multiple cognitive efforts over an extended period of time (iterate learning) \cite{16, 17}. Second, the word-learning process can be seen as an approximate form of the Bayesian inference \cite{16, 18, 19, 20, 21, 22, 23}.

In the BNG, the agents behave according to the Bayesian learning framework developed by Tenenbaum and co-workers \cite{16, 24, 22, 23, 25}. This provides a richer dynamics with respect to the one observed in the MNG model, despite both models exhibit a disorder-order transition where consensus emerges spontaneously. The BNG model provides new tools for investigating the effects of human cognitive biases on social consensus \cite{20, 27, 28, 29, 30}: through the Bayes’ theorem \cite{31}, the BNG model takes into account the learner’s previous experiences and background knowledge. The relevance of the cognitive dimension is apparent, for example, in Refs. \cite{32, 33, 34}, where modeling the cognitive (or perceptual) bias in a category-game model (a generalization of the NG model) of colors was the key to obtain a good agreement with the color hierarchy reported in the World Color Survey.

In this paper, we address the dynamics of the MNG and the BNG models restricted to two names A and B. These models can be understood as three-state models \cite{35, 13}, since there can be monolingual agents that know only name A or B and bilingual agents that know both names A and B. Rather than considering the population fractions of monolinguals, as often done, in this paper we shall focus on the dynamics of the bilingual agents for two main reasons: In fact, the bilingual agents play a key-role in the dynamics, as they constitute the required intermediate state for A→B transitions necessary for
reaching the consensus \([36, 45]\); the study of their dynamics highlights some crucial differences between the two multi-agent models considered, which is expected to have relevant consequences in more general models describing the competition of multiple words, as discussed below.

The paper is structured as follows. In Sec. 2, we present the MNG and BNG models restricted to two names A and B. In Sec. 3, we show that, through a suitable coordinate transformation, the study of the fraction of bilinguals can be reformulated in terms of a single ordinary differential equation, which resembles a Riccati equation. Using this equation, we obtain an upper bound for the maximum fraction of bilinguals emerging during the semiotic dynamics. In Sec. 4, through numerical simulations, we carry out a detailed comparison between the MNG and the BNG models. First, we validate our estimate of the maximum number of bilinguals. Furthermore, we show that the time evolutions of the MNG and BNG are characterized by some relevant differences that can be traced back to the different name learning processes. Finally, in Sec. 5, we discuss the results obtained and their importance for modeling the word learning process and the emergence of consensus.

2. The minimal and Bayesian naming game models

The NG was introduced for modeling the spontaneous emergence of consensus through mutual interactions in a population of agents, to understand if and how a set of agents reaches an agreement about which name to use for referring to a certain object. Other semiotic dynamics models describe agents naming a set of different objects at the same time \([37, 38]\), which is a more realistic situation. However, considering a single object as done in the NG model does not exclude that agents have already named other objects; it only implies the simplifying assumption that the convergence to consensus on how to name a certain object is not influenced by other objects. A scenario described by the NG is that of a group of agents that have already agreed on how to name a set of objects, but need to name a new object that they see for the first time.
2.1. The minimal naming game model

In the MNG model, each agent $i$ ($i = 1, \ldots, N$) is provided with a list $\mathcal{L}_i$ of known synonyms. In the present paper we study the case of a single object associated to two synonyms A and B. Therefore the list of an agent can be [A], [B], or [A,B].

During the semiotic dynamics of the MNG, at each time-step two agents $i, j,$
the speaker and the hearer respectively, are randomly chosen. The speaker \( i \) selects a name, A or B, present in the name list \( \mathcal{L}_i \), randomly choosing one of the two if both are present. If the uttered name is present in the hearer’s name list \( \mathcal{L}_j \), both agents update their lists keeping the uttered name only. When this agreement process happens, the interaction is considered successful. Otherwise, when the word conveyed by the speaker is not present in the hearer’s name list, the latter adds it to \( \mathcal{L}_j \), see Fig. 1-(a). Here we refer to this process as one-shot learning process, since in this case the hearer learns the name at the first attempt with probability \( p = 1 \). The time \( t \) is measured as the number of time steps elapsed, i.e. the number of interactions between pairs of agents.

2.2. The Bayesian naming game model

Before proceeding with the BNG model in its technical details, let us discuss its origin and the principal differences with respect to the MNG.

In the late 90’s Tenenbaum developed a computational theory of concept learning based on Bayesian inference [16], which he later applied to the problem of learning novel words from examples [21, 19]. Tenenbaum’s goal was to explain within a Bayesian learning framework how people can generalize meaningfully from a few positive examples of a new word. According to this cognitive computational approach the human-like learning of a new word also implies the learning of its meaning (or the concept \( C \) associated to it).

Recently we incorporated this human-like word learning into the MNG model [15, 12]. To this end, we replaced the typical one-shot learning of the MNG model with Tenenbaum’s learning framework. The aim of the proposed BNG is to simulate real-life situations, similar to those of a child who is trying to learn the meaning of the word “cat” after experiencing a small number of training events, e.g., when the mother says “This is a cat” while pointing to a cat. After a few similar training processes we would expect that the child will associate the

\footnote{Note that in cognitive science one-shot learning usually refers to generalizing a concept after a few attempts. This is indeed the case of the BNG model.}
meaning of “cat” to all cats independently of their breed (Abyssinian, Siamese, etc.) at the same time excluding horses, dogs, etc.

Note that the aforementioned training events experienced by the hearer are called the positive examples corresponding to the learning process of an unknown word (“cat” in our example). The examples are denoted by the symbol “+” \[16\]. In both models the object to be named (e.g. an animal, a toy, etc.) is incidental and is usually assumed to belong to the common environment where the agents perform their pairwise interactions. In this regard, we shall assume that the BNG model takes into account the name learning of objects whose meaning (or equivalently concept $C$) is not too abstract \[2\].

Next, the Bayesian theory developed by Tenenbaum requires that the positive examples must be uniformly sampled at random from the concept $C$ to be learned by the agents. To this end, we shall assume that a given concept $C$ can be represented as a axis-parallel rectangle in the Cartesian plane $\mathbb{R}^2$, see Fig. 2. According to this choice it is easy to uniformly generate the positive examples at random inside a given rectangle in $\mathbb{R}^2$ – see below. Despite this rather abstract approach for modelling a concept, it is worth noting that some concepts may have the above geometric representation \[18\]. For example, considering the concept of health of an individual related to insulin and cholesterol levels $x$ and $y$, the two specific intervals of real numbers, in which $x$ and $y$ have to be, determine a rectangle in the $x$-$y$ plane, as depicted in Fig. 2 (see also Ref. \[18\]).

Incorporating the Bayesian learning framework into the minimal naming semiotic model comes at the cost of introducing additional uncertainty into the pairwise interactions between the agents. This uncertainty arises from the probabilistic nature of the Bayesian inference. However, it is worth noting that in everyday life reasoning is characterized by some uncertainty and the BNG model represents a first step towards semiotic dynamics models that describe human-like learning \[3\].

\[2\] For instance, we exclude mathematical concepts, e.g. the concept of irrational number.

\[3\] If we ignore the above mentioned cognitive framework, we may think of the uncertainty
Let us now discuss the mathematical details of the BNG model. Within the BNG model, a Bayesian agent learns a name generalizing the concept $C$ associated to it. Here a given concept $C$ is represented by a tuple $(x, y, \sigma_1, \sigma_2)$ defining an axis-parallel rectangle in $\mathbb{R}^2$, where $x, y$ are the lower-left corner’s coordinates and $\sigma_1, \sigma_2$ the rectangle’s sizes along the $x$ and $y$-axis, respectively.

All the axis-parallel rectangles that can be drawn in the plane constitute the hypothesis space $\mathcal{H}$. The Bayesian agent can generalize the concept from a new positive example $\xi$, which is a point in the $x$-$y$ plane, if the generalization function $g$ obtained by Bayes’ theorem is $g > p^*$, where $p^*$ is a given threshold probability for generalizing $C$, and $g$ is given by (see Ref. [16] for details)

$$g(\xi \in C | X) \approx \exp \left\{ - \left( \frac{\tilde{d}_1}{\sigma_1} + \frac{\tilde{d}_2}{\sigma_2} \right) \right\} \frac{1}{\left[ \left( 1 + \frac{\tilde{d}_1}{r_1} \right) \left( 1 + \frac{\tilde{d}_2}{r_2} \right) \right]^{n-\alpha}}. \quad (1)$$

Here, $X$ denotes the set of the previous examples recorded by the agent and $n$ is the number of examples contained in it. The quantity $r_i$ is the maximum distance along $x$-axis ($i = 1$) or $y$-axis ($i = 2$) between the examples in $X$, while $\tilde{d}_i$ ($i = 1, 2$) is zero if the $i$-th coordinates of the new example $\xi$ falls in the BNG model as simply arising from some kind of noise present during the pairwise interactions between the agents.
inside the relative interval of values determined by $X$ or otherwise it equals the distance from the nearest example belonging to $X$. The symbol $\alpha$ stands for the chosen prior density, as it seems reasonable to assume that the agents have some qualitative knowledge of the possible size of the concept $C$; in this paper most of computations will be performed using the Erlang prior, corresponding to $\alpha = 2$, when the agents might expect that concepts with size much smaller or larger than those of $C$ are extremely rare [16]. Instead, in the case of the exponential prior (or the maximum entropy density), corresponding to $\alpha = 1$, agents know the expected size of $C$. In Sec. 4.2 we shall show that when the exponential prior is adopted for the problem at hand, no major differences are found.

From a computational point of view, the Bayesian cognitive model can be embedded in the naming game in the following way. First, beside the name list $L_i$, each agent is equipped with two additional inventories, $[+ + + \ldots]_A$ and $[+ + + \ldots]_B$, where the “+” symbols represent all the positive examples corresponding to the names A and B, respectively, recorded by each agent. During an encounter, speaker $i$ utters a name, for example A as in Fig. 1-(b)-(c), conveying at the same time also a positive example “+” to hearer $j$, who records the example in the corresponding inventory. Hearer $j$ computes the probability $p = g(\xi \in C|X)$, where $g$ is defined in Eq. (1) and $\xi$ represents the new unseen example delivered by the speaker $i$ along with the uttered name. If the computed probability $p > p^*$, where $p^*$ is the threshold probability for generalizing $C$, the generalization is successful and hence the hearer adds the corresponding name to the name list $L_j$, see Fig. 1(c); otherwise nothing happens, apart that the new example $\xi$ is recorded in the inventory of the hearer — we refer to the latter event as reinforcement process, Fig. 1(b). It is customary to assume a threshold $p^* = 0.5$ [16].

In this work the positive examples will be points generated at random within the axis-parallel rectangle $(0, 0, 3, 1)$ according to the the Bayesian strong sampling assumption [16, 13, 12]. However, this particular choice does not affect the numerical results.
Our multi-agent simulations start from initial conditions in which there are only monolingual agents. Half of them have name A and the other half name B in their name lists and the corresponding inventories \([++\ldots]_A\) and \([++\ldots]_B\) contain \(n_{ex}^A = 4\) examples. When a hearer, e.g. an A-monolingual, has an inventory with at least \(n_{ex}^A = 5\) examples for the unknown word B, the hearer can start generalizing the concept C in association with B \(\text{[1]}\).

3. Upper bound for bilinguals: Mean-field approximation

3.1. Mean-field dynamics

The mean-field dynamics of the MNG and BNG models described in the previous section can be formulated in a unified way. Denoting the population fractions of agents that know only name A or only name B at time \(t\) by \(x(t)\) and \(y(t)\), respectively, and the fraction of bilinguals by \(z(t) = 1 - x(t) - y(t)\), the mean-field equations read \([15]\)

\[
\dot{x} = -p_B xy + (1 - x - y)^2 + \frac{3 - p_B x}{2} (1 - x - y), \\
\dot{y} = -p_A xy + (1 - x - y)^2 + \frac{3 - p_A y}{2} (1 - x - y),
\]

(2) (3)

where \(p_A(t), p_B(t) \in [0, 1]\) represent the probabilities at time \(t\) that a monolingual of B or A generalizes the concept in association with name A or B, respectively, see Ref. \([15]\) for details. The quantities \(p_A(t)\) and \(p_B(t)\) are obtained in the mean-field limit as ensemble averages over the monolinguals of B and A, respectively, of the generalization function defined in Eq. \([1]\) \([15]\). One can expect that \(p_A(t), p_B(t)\) depend nonlinearly on the history of the system, so that they have a complex (unknown) functional dependence on the population fractions. What we know is that in the initial state \(p_A(0) = p_B(0) = 0\), since the agents have no examples of the unknown word (see previous section); as more and more agents

\(^4\)In the original BNG model \([15, 12]\) an initial bias was assumed in order to make the synonyms A and B distinguishable \([39]\), by assigning different thresholds \(n_{ex}^{\ast,A} = 5\) and \(n_{ex}^{\ast,B} = 6\). In this paper equal thresholds are assumed to ensure a fair comparison between BNG and MNG models.
learn the initially unknown word, $p_A(t)$ and $p_B(t)$ grow monotonously, until the value 1 is reached.

![Figure 3: Phase portrait of the MNG model with the streamlines induced by the velocity field provided by Eqs. (2), (3) with $p_A = p_B = 1$; trajectories are allowed to roam within the region of the phase space defined by the constraints $x \geq 0$, $y \geq 0$ and $z = 1 - x - y \geq 0$ (shadowed area). The points $A = (1,0)$ and $B = (0,1)$ are asymptotically stable equilibrium points, while $C = \left\{(3 - \sqrt{5})/2, (3 - \sqrt{5})/2\right\}$ is an unstable saddle point. The dotted and dashed lines represent the trajectories starting from $I_0 = (0.5,0.5)$ and from $O = (0,0)$, respectively; in these cases the representative point remains on the $x = y$ line and asymptotically reaches point $C$. This phase portrait shares various features with that of the BNG model, see text for details.

The MNG model is recovered for $g = 1$; in this case $p_A(t) = p_B(t) = 1$ at any time $t$ and Eqs. (2), (3) become an autonomous nonlinear system of first-order differential equations. The MNG phase portrait is shown in Fig. 3. The region of the phase space, where the trajectories are allowed to roam, is defined by the constraints $x, y \geq 0$ and $x + y \leq 1$. There are two stable equilibrium points $A = (1,0)$, $B = (0,1)$ and an unstable equilibrium point $C = \left\{(3 - \sqrt{5})/2, (3 - \sqrt{5})/2\right\}$, as can be shown by linear stability analysis. The trajectories in Fig. 3 converge either to $A$ or $B$, apart from those starting...
from any point lying on the line $x = y$, which converge toward point $C$, including the trajectories starting from the origin $O$ (where only bilinguals are present, $z(0) = 1$) and from the symmetrical initial condition $I_0 = (0.5, 0.5)$ (where there are no bilinguals).

It is easy to see that in the BNG model $A$ and $B$ are still asymptotically stable equilibrium points. Since the MNG represents a particular limit of the BNG (for $p_A = p_B = 1$), it is natural to expect that also in the BNG model there should be an additional equilibrium point, analogous to point $C$ of the MNG. In order to compare directly the BNG with the MNG, it is useful to consider the learning probabilities as effective time-dependent parameters $p_A(t)$ and $p_B(t)$, rather than complex functionals of $x(t)$ and $y(t)$. Because in the symmetrical initial state $I_0$ one has $x(0) = y(0) = 0.5$ and $p_A(0) = p_B(0) = 0$, since agents have no examples of the unknown word, the probabilities $p_A(t)$ and $p_B(t)$ will change with time exactly in the same way, i.e. $p_A(t) = p_B(t)$. Thus, in the mean-field limit $x(t) = y(t)$ and one can set $p_A(t) = p_B(t) \equiv p(t)$ in Eqs. (2), (3). It can be shown that there exists an unstable equilibrium point $C'(t) = (c_0(t), c_0(t))$, where $c_0(t) = \frac{1}{4} \left[ p(t) + 5 - \sqrt{p(t)^2 + 10p(t) + 9} \right]$. As for the time-dependence of point $C'(t)$, initially $C'$ coincides with the symmetrical initial condition $I_0$, i.e. $C'(0) = I_0$; then $C'(t)$ moves toward the unstable equilibrium point $C$ of the MNG; eventually $C'(t \to \infty) \to C$, since for $t \to \infty$ more and more agents have learned the initially unknown word, which leads to $p_A(t), p_B(t) \to 1$ and therefore to the equivalence between the MNG and BNG dynamics.

A convergence toward an unstable equilibrium point, like the one discussed for the MNG and BNG, is found also in the mean-field solutions of other two- and three-state models of competition between equivalent languages, when starting from symmetrical initial conditions [40, 41]. In a many-agent model this cannot happen due to the random fluctuations and the corresponding solutions are very different, see Sec. [4].
3.2. Estimate of the upper bounds

Next, we provide for the two models approximate estimates of the maximum fractions of bilinguals that can emerge during the dynamics, $z_{\text{max}} = \max\{ z(t) : 0 < t < t_{\text{conv}} \}$, where $t_{\text{conv}}$ denotes the convergence time, i.e., the time required for the system to reach consensus.

To this aim, we shall consider a coordinate transformation in the $x$-$y$ plane that transforms the “old” variables $x, y$ into “new” variables $\tilde{x}, \tilde{y}$: $(\tilde{x}, \tilde{y}) = \eta(x, y) = (-x + 1/2, -y + 1/2)$. This is a linear diffeomorphism $\eta : \mathbb{R}^2 \to \mathbb{R}^2$. 

Figure 4: A schematic view of the diffeomorphism $\eta$ between the phase planes $x$-$y$ and $\tilde{x}$-$\tilde{y}$. Bottom-left: region in the $x$-$y$ phase plane accessible to the solutions of Eqs. (2), (3); $A, B, C$ are critical points (C being present in the MNG only) and the subset $\mathcal{M}$ corresponding to $z = 0$. Top-right: corresponding region in the $\tilde{x}$-$\tilde{y}$ phase plane obtained through the diffeomorphism $\eta$, which also maps the critical points $A, B$ to $A', B'$ and the subset $\mathcal{M}$ to $\mathcal{M}'$. See text for details.
that can be conveniently represented in matrix form,
\[
\begin{pmatrix}
\tilde{x} \\
\tilde{y}
\end{pmatrix} = \begin{pmatrix}
-1 & 0 \\
0 & -1
\end{pmatrix} \begin{pmatrix}
x \\
y
\end{pmatrix} + \begin{pmatrix}
1/2 \\
1/2
\end{pmatrix},
\]
(4)
equivalent to a rotation plus a translation in the Cartesian plane. It is also
a linear isometric map – indeed the transformation represented by the 2 × 2
matrix in Eq. (4) belongs to the special orthogonal group \(SO(2)\). Figure 4
illustrates how the transformation affects the original phase space, showing also
the position vector \(\tilde{r} = (\tilde{x}, \tilde{y})\): the asymptotic stable equilibrium points
\(A = (1, 0)\) and \(B = (0, 1)\) are mapped to \(A' = (-1/2, 1/2)\) and \(B' = (1/2, -1/2)\),
respectively, and the subset corresponding to \(z = 0\), \(\mathcal{M} = \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, 0 \leq y \leq 1, x + y = 1\}\), to \(\mathcal{M}' = \{(\tilde{x}, \tilde{y}) \in \mathbb{R}^2 : |\tilde{x}| \leq 1/2, |\tilde{y}| \leq 1/2, \tilde{x} + \tilde{y} = 0\}\). Using
the new variables \(\tilde{x}, \tilde{y}\), and assuming that \(p_A(t) \approx p_B(t) \equiv p(t)\), Eqs. (2), (3)
become
\[
\begin{align*}
\dot{\tilde{x}} &= p (-\tilde{x} + 1/2) (-\tilde{y} + 1/2) - (\tilde{x} + \tilde{y})^2 - \frac{3-p}{2} (\tilde{x} + \tilde{y}) (-\tilde{x} + 1/2), \\
\dot{\tilde{y}} &= p (-\tilde{x} + 1/2) (-\tilde{y} + 1/2) - (\tilde{x} + \tilde{y})^2 - \frac{3-p}{2} (\tilde{x} + \tilde{y}) (-\tilde{y} + 1/2).
\end{align*}
\]
(5)
(6)
From these equations, noting that \(z \equiv \tilde{x} + \tilde{y}\), one obtains
\[
\dot{z} = p \left(\frac{1}{2} + 2\tilde{x}\tilde{y} - z\right) - 2z^2 - \frac{3-p}{2} z (1 - z).
\]
(7)
This equation depends on the cross-term \(\tilde{x}\tilde{y}\), which can be rewritten as \(\tilde{x}\tilde{y} = (z^2 - \tilde{r}^2)/2\), where \(\tilde{r} = \sqrt{\tilde{x}^2 + \tilde{y}^2}\) is the magnitude of the position vector \(\tilde{r}\) (see
Fig. 4). Thus Eq. (7) becomes
\[
\dot{z} = p \left(z^2 - z + f\right) - 2z^2 - \frac{3-p}{2} z (1 - z),
\]
(8)
where we have defined the time-dependent function \(f(t) = 1/2 - \tilde{r}^2(t)\).

Notice that Eq. (8) can be rewritten as
\[
\dot{z} = q_0(t) + q_1(t)z + q_2(t)z^2,
\]
(9)
which is a first-order nonlinear differential equation of Riccati-type \[43, 44\] with
coefficients \(q_0, q_1, q_2\), listed in Table 1 for the MNG and BNG. However, Eq. (9)
is not strictly a Riccati equation, since the coefficient \(q_0(t)\) depends on \(z\).
Table 1: Coefficients $q_0, q_1, q_2$ of the Riccati-type equation (9) for the BNG and MNG models (note that $q_0 \geq 0$, $q_1 < 0$, and $q_2 \leq 0$ for both models).

| Model       | $q_0$ | $q_1$  | $q_2$  |
|-------------|-------|--------|--------|
| BNG ($p_A = p_B = p$) | $pf$  | $-(3 + p)/2$ | $(p - 1)/2$ |
| MNG ($p = 1$) | $f$   | $-2$   | $0$    |

The Cauchy problem defined by Eq. (9) with the initial condition $z_0 = 0$, has a unique continuous solution $z(t)$, which attains a global maximum at a certain time $\bar{t}$, when $\dot{z} (\bar{t}) = 0$, since $z(t \rightarrow t_{\text{conv}}) \rightarrow 0$. In fact, for the case of the MNG model, i.e. when $p = 1$ in Eq. (9), one obtains

$$\dot{z} = f - 2z. \quad (10)$$

From here it is easy to find an upper bound $z_{\text{MNG max}}$ for $z(t)$. In the MNG, the system always reaches consensus and correspondingly $\bar{r}$ must reach either equilibrium point $A$ or $B$; therefore $\bar{r}^2 \rightarrow 1/2$. Thus the quantity $f$ is a non-negative bounded quantity, $0 \leq f \leq 1/2$. It follows that the maximum value of the solution occurs at some time $\bar{t}$ ($0 < \bar{t} < t_{\text{conv}}$) and satisfies the following inequality

$$z_{\text{MNG max}} = f/2 \lesssim 1/4. \quad (11)$$

This means that in the mean-field approximation the maximum number of bilingual agents that can emerge is always less than 25% of the overall population. We expect that this inequality overestimates the upper bound of the solution, as it usually happens in estimating a priori the upper bound of the solution of an ordinary differential equation by means of the Grönwall’s lemma. Indeed, in the MNG the presence of the critical point $C$ suggests that $z_{\text{MNG max}} \approx 0.236$, which is confirmed by our numerical results in Sec. 4.

For the case of the BNG model, the maximum of the solution $z_{\text{BNG max}}$ is likely to be attained only in the phase space’s region where both $\bar{x}, \bar{y}$ are non-negative.
Table 2: Comparison of the upper limits of the bilinguals fractions for the MNG and BNG models. The numerical result for the MNG model is estimated by integrating Eqs. (2), (3). The results from the multi-agent simulations were obtained by averaging over 600 realizations with \( N = 10^4 \) agents; for the BNG the parameter values \( \alpha = 2 \) and \( p^* = 0.5 \) were used. Note that according to Eq. (12), when \( z_{\text{BNG}} \approx 0.20 \) one might expect \( \tilde{p} \approx 0.7 \).

| Model | Analytical results | Numerical result | Simulations |
|-------|-------------------|-----------------|-------------|
| MNG   | \( z_{\text{MNG}}^{\text{max}} \lesssim 1/4 \) | \( z_{\text{MNG}}^{\text{max}} \approx 0.236 \) | \( z_{\text{MNG}}^{\text{max}} \approx 0.236 \) |
| BNG   | \( z_{\text{BNG}}^{\text{max}} \lesssim \frac{\tilde{p}}{\tilde{p} + 3} \) | – | \( z_{\text{BNG}}^{\text{max}} \approx 0.20 \) |

The actual value of \( \tilde{p} \) will depend on the chosen parameters of the Bayesian model. In the present case, the threshold probability value \( p^* \) for generalizing the concept affects the value of \( \tilde{p} \) and hence \( z_{\text{BNG}}^{\text{max}} \). Notice that since \( p^* \leq \tilde{p} < 1 \) \([15]\), it follows that the upper limits defined in Eqs. (11), (12) fulfill the inequality

\[ z_{\text{BNG}}^{\text{max}} \lesssim z_{\text{MNG}}^{\text{max}} \],

i.e., the maximum number of bilingual agents in the BNG model is always lower with respect to that observed in the MNG dynamics. Consistently, if \( \tilde{p} \to 1 \) (the learning process becomes a one-shot learning), then \( z_{\text{BNG}}^{\text{max}} \to z_{\text{MNG}}^{\text{max}} \lesssim 1/4 \). The results about the maximum bilingual fractions are summarized in Table 2.

4. Dynamics of the multi-agent models

The theoretical results presented in the previous section were obtained in the mean-field approximation, i.e. neglecting stochastic fluctuations, which are
always present in multi-agent simulations [40, 41, 46, 47] and play an important role as they induce a symmetry breaking of the Cauchy problem with symmetrical initial condition \( I_0 \).

### 4.1. Time evolution of the system

In order to understand how the different learning processes in the MNG and BNG models affect the consensus dynamics, we study the time evolution of the fractions \( x(t), y(t), z(t) \) and of the magnetization modulus \( |m(t)| \) obtained from the simulation of the many-agent models. Furthermore, we shall numerically validate the theoretical estimates of the maximum number of bilingual fractions. The results presented were obtained from simulations of systems of \( N = 5000 \) agents, starting with the symmetrical initial condition \( I_0 = (x_0, y_0) = (0.5, 0.5) \) (and \( z(0) = 0 \)) and averaging over 600 dynamical realizations, unless indicated differently. Introducing the magnetization \( m(t) = x(t) - y(t) \), which measures the asymmetry between the monolingual communities using word A and B [48], the initial condition \( I_0 \) corresponds to an unpolarized state characterized by zero magnetization and absence of bilinguals, i.e. \( m(0) = 0, z(0) = 0 \).

As discussed in Sec. 3.1 in the MNG as well as in the BNG model a representative point starting from \( I_0 \) will remain on the line \( x = y \) in the absence of fluctuations. Taking an average of the population fractions over many independent runs would reproduce the mean-field trajectory, i.e. the trajectory with \( x(t) \approx y(t) \) and magnetization \( m(t) \approx 0 \) starting from \( I_0 \) and converging to point \( C \). However, this is qualitatively different from any stochastic trajectory obtained from a many-agent simulation, in which the presence of fluctuations makes the trajectory starting from \( I_0 \) leave the \( x = y \) line and eventually converge to a stable equilibrium point, either \( A = (1, 0) \) or \( B = (0, 1) \).

In order to gain information on the the time-dependence of the surviving monolingual fraction \( x(t) \) (or \( y(t) \)) and of the disappearing monolingual fraction \( y(t) \) (or \( x(t) \)) during the convergence to consensus, we partitioned the simulation runs into two sets, one with the trajectories converging toward point \( A \) and the other with trajectories converging to point \( B \), selecting only one of the two
sets for carrying out the ensemble averages. Choosing the set of trajectories reaching the equilibrium point $A$, $x(t)$ represents the general time evolution of the surviving population fraction, while $y(t)$ that of the disappearing population fraction, so that one has a magnetization $m(t) > 0$. Notice that, in doing such an average, the average bilinguals fraction $z(t)$ remains unchanged, suggesting its general role within the MNG and BNG.

![Image](image-url)

**Figure 5:** Time evolution of the fractions of agents $x, y, z$, and corresponding magnetization modulus $|m| = |x - y|$ for the MNG model (panel (a)) and BNG model with Erlang prior ($\alpha = 2$) and $p^* = 0.5$ (panel (b)). The curves were obtained from the realizations relaxing to the consensus corresponding to the equilibrium point $A = (x = 1, y = 0)$. Panel (c): Success rates $S(t)$ for the MNG and BNG model.

In Fig. 5 we plot the results for the MNG model (panel (a)) and BNG model with Erlang prior ($\alpha = 2$) and $p^* = 0.5$ (panel (b)), obtained from runs that relax to the equilibrium point $A$, so that $x(t) \to 1$, $y(t) \to 0$, and $m(t) \to 1$ asymptotically. In the beginning of the time evolution $x(t) \approx y(t)$ in both models, but with an important difference: in the MNG model, Fig. 5-(a), there is an initial fast decrease of $x(t), y(t)$ and a corresponding sudden increase of $z(t)$; instead, Fig. 5-(b) shows that in the BNG model the system remains close to the initial condition $I_0$ for a much longer time-interval.
Thereafter, the curve $z(t)$ of the MNG model presents a plateau at $z \approx z_{\text{MNG}}^{\text{max}} \approx 0.23$. Instead, the curve $z(t)$ of the BNG model exhibits a characteristic bell-shape with a more gradual increase and a maximum $z_{\text{BNG}}^{\text{max}} \approx 0.2$ reached at a larger time than in the MNG model. Notice that in both models the bilingual fraction $z$ is limited, as discussed in Sec. 3. Furthermore, the values of the maxima $z_{\text{MNG}}^{\text{max}}$ and $z_{\text{BNG}}^{\text{max}}$ found from multi-agent simulations confirm the inequality (13) for systems of relatively large sizes.

The differences observed in the shapes of the curves at small and intermediate times are a direct consequence of the different underlying learning processes and can be understood by looking at the microscopic pairwise interactions between agents.

The initial fast increase of the bilinguals in the MNG model is due to the one-shot learning, in which a new name is immediately added to the hearer’s list in a pairwise interaction as soon as the unknown word is conveyed for the first time. Instead, the multiple-iterate learning process of the BNG requires longer times for monolingual agents to learn a new word and to become bilingual, due to the need of recording a large enough number of positive examples, which significantly slows down the increase of the bilingual population [15].

There are other relevant differences that affect the dynamics of the convergence to consensus, closely connected to the Bayesian nature of the BNG. At a mean-field level they can be traced back to the time-dependence of the probabilities $p_A(t), p_B(t)$ and the fact that when $x(t) \neq y(t)$ also $p_A(t) \neq p_B(t)$, which introduces an asymmetry that has no analogue in the MNG model, recovered from the BNG model for $p_A = p_B = 1$. The motion of the representative point in the $x$-$y$ plane in the direction perpendicular to the line $x = y$, toward either point A or B, starts as soon as stochastic fluctuations have induced a symmetry breaking leading to $x(t) \neq y(t)$ and is of particular importance for the study of consensus. It can be illustrated effectively in terms of the magnetization rate $\dot{m} = \dot{x} - \dot{y}$, measuring how fast $x(t)$ and $y(t)$ become different from each other. For the MNG model, setting $p_A = p_B = 1$ in Eqs. (2), (3), one obtains a magnetization rate $\dot{m} = mz$, showing that $m(t)$ grows proportionally with $m$ and
with the same sign. For the BNG model, the magnetization rate obtained from Eqs. (2), (3) for general \( p_A(t) \neq p_B(t) \) is
\[
\dot{m} = \frac{1}{2}(3 - \bar{\bar{p}})mz - \frac{1}{2}\Delta p(1 - m^2 - z),
\]
where \( \bar{\bar{p}}(t) = \frac{1}{2}(p_A(t) + p_B(t)) \) and \( \Delta p(t) = p_B(t) - p_A(t) \). The first term can be considered as the Bayesian counterpart of the MNG rate, with the crucial difference that it is time-dependent, starting from \( \dot{m}(0) = 0 \) and only asymptotically tending to the MNG rate, \( \dot{m}(t) \to mz \), as in that limit \( \bar{\bar{p}}(t) \to 1 \). The second term, proportional to the difference \( \Delta p \), does not have a counterpart in the MNG model at all at any time \( t \). Of course, besides the motion perpendicular to the line \( x = y \), the presence of different time-dependent probabilities also affect the motion parallel to the \( x = y \) line, so that the resulting motion of the representative point in the BNG model presents the observed qualitative differences with respect to the MNG model.

Instead, as one can notice from Fig. 5, the dynamics of the convergence towards consensus are similar in the MNG and BNG models. This can be understood noting that in this stage each Bayesian agent has already accumulated a relatively large number of examples for the unknown word. As a result, the generalization function \( g \to 1 \) and therefore also its ensemble averages \( p_A, p_B \to 1 \) in the evolution equations (2), (3), which become equivalent to the mean-field equations of the MNG model. The other process besides the word learning contributing to the dynamics is the agreement, which works in the same way in the BNG and MNG models. Thus, the dynamics of the two models become asymptotically equivalent.

To summarize, the curves of the the population fractions \( x, y, z, m \) of the MNG and BNG differ first of all in the time scale of the convergence to consensus, as it is evident from Figs. 5(a) and (b). However, they also differ in some additional qualitative features of their shapes, which would persist even after a suitable scaling of the time variable. Such major differences affect most of the time evolution of the system, becoming less pronounced only in the asymptotic stage of the relaxation to consensus. The asymptotic behaviors of the two models present a similarity due to general constraint imposed by the set of trajectories selected, which reach consensus at point A: \( x(t), m(t) \to 1 \) while
\( y(t), z(t) \rightarrow 0 \) for \( t \rightarrow \infty \). Analogous asymptotic behaviors are shared by other three-state models.

The differences between the curves of the MNG and BNG discussed above are expected to have crucial consequences on the consensus dynamics of models describing the learning processes of multiple words characterized by different time scales (e.g. due to different levels of difficulty in learning the words) or in generalized models in which the weight of the role of bilinguals can be tuned through some parameters, see e.g. Ref. [49].

In order to monitor the evolution toward consensus, one can use the success rate \( S(t) \), scoring one or zero at each time-step for a success or failure, respectively. Figure 5-(c) shows the time evolutions of the success rates \( S(t) \) for the MNG and BNG models. In the case of the MNG dynamics, the success rate \( S \) exhibits a plateau analogously to the bilingual fraction \( z \) in panel (a). These plateaus represent a reorganization phase of the system, in which the average rates of agreements and learning events are approximately constant. Instead, in the BNG model, the small plateau observed at the beginning of the time evolution corresponds to a phase where the majority of interactions consist of reinforcement processes. After these initial phases, in both models the success rate \( S \) grows monotonically. In the later stage, the dynamics of convergence towards consensus become equivalent, as explained above.

4.2. Robustness of the results

Next, we shall investigate the robustness of inequality (13) when varying some parameters of the system.

We start by studying the dependence on the system size \( N \). To this end, we carried out multi-agent simulations for various values of \( N \) averaging over 600 realizations. In Fig. 6 we present \( z_{\text{max}} \) as a function of system size \( N \) in the range \( N \in [10^3, 10^4] \). The values of \( z_{\text{max}} \) obtained are nearly independent of \( N \) for both models, with \( z_{\text{max}}^{\text{MNG}} \approx 0.236 \) for the MNG and \( z_{\text{max}}^{\text{BNG}} \approx 0.20 \) for the BNG model; this trend is also confirmed by the simulations of systems with much larger size (not shown). However, for the Bayesian model, a small deviation (1-
Figure 6: Maximum fraction of bilingual $z_{max}$ as a function of the system size (or equivalently the number of agents) $N$ for the MNG model and the BNG model with the Erlang prior ($\alpha = 2$) and $p^* = 0.5$. The curves are obtained averaging over 600 runs starting from $m_0 = 0$. Here $z_{max}^{MNG} \approx 0.236$ and $z_{max}^{BNG} \approx 0.197$ for large $N$ i.e. in the asymptotic limit. Inset: corresponding time $\tilde{t}$, at which $z(t) = z_{max}$, as function of $N$.

7% from the asymptotic value $z_{max}^{BNG} \approx 0.20$ is observed when $N \lesssim 5000$. The observed discrepancy increases with decreasing the system size. The reason is that some finite size effects strongly affect the time-dependence of $p(t)$. On the contrary, no finite size effects are observed for the MNG model, not even for very small values of $N$. Note that despite these finite size effects, no violation of inequality (13) is observed.

In the inset of Fig. 6 we also plot the time $\tilde{t}$, at which $z(t) = z_{max}$, as a function of $N \in [10^3, 4 \times 10^3]$ for both models. We found that the curve corresponding to the BNG model exhibits a linear dependence on the system size, i.e. $\tilde{t} \propto N$.

Thus, the mean-field inequality (13) holds even in the presence of stochastic fluctuations and time-dependent probabilities. In fact, results concerning the bilingual fractions $z(t)$ should hold both in the many-agent model and in the mean-field limit because, as mentioned above, they are independent of the
Figure 7: Comparison of the results for different priors and values of $p^*$: maximum number of bilingual $z_{\text{BNG}}^{\text{max}}$ as a function of the threshold generalization probability $p^*$ for the BNG with exponential prior (circles, $\alpha = 1$) and Erlang prior (triangles, $\alpha = 2$). Lines are a guide to the eye.

Let us turn our attention to the effects of the inductive biases in the BNG dynamics. This can be done either by tuning the probability threshold $p^*$ for a given prior or by choosing a different prior ($\alpha = 1, 2$). Figure 7 shows $z_{\text{BNG}}^{\text{max}}$ as function of $p^*$ for the Erlang prior ($\alpha = 2$) and exponential prior ($\alpha = 1$). The corresponding curves exhibit a monotonic behaviour, in which $z_{\text{BNG}}^{\text{max}}$ decreases in the range $(0.178, 0.216)$, remaining below the value $z_{\text{MNG}}^{\text{max}}$, in agreement with inequality (13). It is evident that for $p^* \to 0$ the Bayesian model becomes equivalent to the MNG model, as the characteristic one-shot learning is recovered. Since the two curves for different priors almost coincide, we can conclude that the choice of the prior is irrelevant for the problem at hand. This fact is not surprising because in the BNG model each Bayesian agent accumulates a large number of examples at convergence ($\bar{n}_{\text{ex}} \approx 80$).

Finally, Fig. 8 compares the results obtained from two runs of the BNG model using probability thresholds $p^* = 0.5$ and $p^* = 0.7$. Figure 8(a) depicts
Figure 8: Time evolution of the system from two runs of the BNG model with Erlang prior ($\alpha = 2$), for $p^* = 0.5$ and $p^* = 0.7$. Panel (a): Bilinguals fraction $z(t)$ and magnetization modulus $|m(t)|$ as a function of time. Note that the curves $z(t)$ reach maximum values $z_{BNG, max} \approx 0.205$ and $z_{BNG, max} \approx 0.19$ for $p^* = 0.5$ and $p^* = 0.7$, respectively. Panel (b): Early and intermediate stages of the corresponding trajectories in the $x$-$y$ plane emerging from the same initial condition $I_0$.

the time evolutions of the bilinguals fraction $z(t)$ and magnetization $m$; the corresponding trajectories in the phase plane are shown in Fig. 8(b). We expect that for the higher threshold, $p^* = 0.7$, generalization will be more difficult to achieve than for the lower threshold $p^* = 0.5$ and therefore more encounters will be needed in order to achieve consensus, resulting in a slower relaxation. Even if
the differences between the curves are small, nevertheless their time dependen-
cies shown in Fig. 8-(a) confirm a systematic trend to a slower convergence for
the higher threshold $p^* = 0.7$; Notice that the maximum obtained for $p^* = 0.7,$
$z_{\text{BNG}}^{\text{max}} \approx 0.190,$ is smaller than that obtained for $p^* = 0.5,$ $z_{\text{BNG}}^{\text{max}} \approx 0.205.$

5. Conclusion

In this paper we studied the BNG model, which is formally similar to the
MNG model, but provides a more realistic picture of the word learning process
by replacing the one-shot learning of the MNG with the learning process based
on Tenebaum’s Bayesian framework [16, 22]. In order to highlight the features of
the BNG and clarify the role of the learning process on consensus dynamics, we
carried out a systematic comparison of the results of the BNG model with those
obtained from the MNG, which is a most simple model of semiotic dynamics, by
performing numerical simulations of the multi-agent models and an analytical
study of the corresponding mean-field equations.

We reformulated the mean-field equations of the two models in a unified way
and, by introducing an approach based on the study of the fraction of bilinguals
$z,$ we could obtain analytical estimates of the upper limit $z_{\text{max}}$ on the bilinguals
fraction $z,$ showing that $z_{\text{max}}$ is always smaller in the BNG, with respect to the
MNG. Such a difference is one of the effects due to the presence of the learning
process in the BNG.

In order to gain a better understanding of its origin and explore the other
effects due to the underlying learning process, we carried out numerical simula-
tions of the multi-agent models. Both the MNG and its Bayesian counterpart
asymptotically always converge towards a consensus state, a fact that makes
the long-time stage of their time evolution similar. The two models are charac-
terized by different time scales of the relaxation to consensus, since the learning
process in the BNG requires multiple interactions with other agents. Furthermore,
the dynamics at an early and intermediate stages are basically different
as it is best seen by analyzing the time evolution of the fraction of bilinguals
for which the differences between the two models are more evident: the MNG is characterized by a fast increase, followed by a plateau, in the number of bilinguals $z(t)$ versus time, due to the underlying one-shot learning; whereas in the BNG model $z(t)$ has a bell-shape with a well defined time scale $\tilde{t}$ at which $z(t)$ assumes its maximum value.

As a first step toward the understanding of how the qualitative differences between the BNG and the MNG are related to different underlying learning processes, we focused on the learning of a single word; however, such differences are expected to play a major role in more general models of consensus or opinion dynamics, e.g. with many words characterized by different learning time scales. Furthermore, the difference between the time evolution of the bilingual fraction $z(t)$ can be relevant in language competition models where the influence of the bilingual population on the dynamics can be tuned through suitable parameters [19].
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