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ABSTRACT
News recommendation for anonymous readers is a useful but challenging task for many news portals, where interactions between readers and articles are limited within a temporary login session. Previous works tend to formulate session-based recommendation as a next item prediction task, while they neglect the implicit feedback from user behaviors, which indicates what users really like or dislike. Hence, we propose a comprehensive framework to model user behaviors through positive feedback (i.e., the articles they spend more time on) and negative feedback (i.e., the articles they choose to skip without clicking in). Moreover, the framework implicitly models the user using their session start time, and the article using its initial publishing time, in what we call "neutral feedback". Empirical evaluation on three real-world news datasets shows the framework's promising performance of more accurate, diverse and even unexpected recommendations than other state-of-the-art session-based recommendation approaches.
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1 INTRODUCTION
Online news portals such as BBC, CNN, and Bing News have a huge number of readers daily. Many of them are anonymous or logged in as guests who typically do not read many stories in a single login session. Given the limited interactions users engage with the portals, it is often hard for the systems to fully understand the user behaviors, posing significant challenges to recommendation systems.

Conventional news recommendation approaches tend to formulate the recommendation task as CTR prediction task, and they mainly rely on collaborative filtering and factorization machine [2, 6, 8, 12, 40, 52], which requires the system to keep track of the user history and can not be applied to anonymous visits or guest logins. Recent neural approaches for news recommendation mostly focus on encoding the text feature of articles with attention mechanism [37, 39, 44–46, 61] when modeling the user interest while paying little attention to the click behavior or the article-to-article transition. For example, they have not taken full advantage of the temporal information associated with the reading behavior, which is important especially when the interactions with the user are sparse.

Considering the above issues, it’s natural and realistic to formulate the streaming-like news recommendation task for anonymous users as a session-based recommendation task [4, 32, 34, 56, 57]. The task is to recommend the next item that the user might be interested in given the previous sequence of behaviors within a session, where a session is usually a short period of time (e.g., 30 minutes) during which the user is logged on. Session-based recommendation is widely used in the e-commerce or video streaming domain [24, 55], and can successfully capture users’ short-term intention transition process [3, 33]. However, they rarely consider the implicit feedback from user behaviors.

In this paper, we are interested in exploiting user actions outside the clicks themselves. We call them "implicit feedback", as illustrated in Figure 1. Typical implicit feedback can be extracted from browsing the main page, reading an article, closing an article, backtracking [30], etc. We believe that modeling such implicit feedback "explicitly" in the session-based recommendation system can help the recommender understand user intention better. In this work, we focus on answering these questions:

• If a user clicked an article, did she really like it?
• If a user did not click an article, did she dislike it?
• How do we model the temporal characteristics of the user and the articles in the system?

First, in traditional recommendation systems, “clicks” usually indicate a "like" or a vote from the user, but things are a bit different for news reading. Users may be “tricked” into clicking an article [43] and once they realize that, they will quickly back out and switch to other articles. Thus the time a user spends on reading an article
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1To avoid misconception, here the term "feedback" is interchangeable with "signals".
is a better, finer-grained gauge of the user’s preference for the article [46], than just the click alone, which is only binary. We model this as the **implicit positive feedback** in this paper.

Second, just because the user did not click on an article does not necessarily mean the user does not like it; maybe she was never exposed to this article! We can infer what articles might have an impression [52] on the user during a session by assuming that articles are presented to the user roughly in the order of their publication time. Only those articles within her list of impressions but not clicked are considered “not interesting” to her. This is called **implicit negative feedback**.

Finally, while the positive and negative feedback helps us estimate the connection between the user and articles, some critical temporal information is useful to model the user and the articles individually. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles individually. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles individually. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles individually. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles individually. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles individually. The session start time of a user may suggest the daily temporal information is useful to model the user and the articles individually.

In this paper, we formulate a session-based recommendation task to predict the next possible article in each session from the candidate articles pool. Our main contributions are:

- For the first time, we leverage the positive/negative/neutral implicit feedback in anonymous session-based news recommendation (Section 3);
- We design novel representations for temporal information and incorporate it with positive and negative feedback into a deep attention network;
- Our comprehensive offline evaluations on three real-world datasets show the clear advantage of our proposed method in terms of overall performance on diversity, accuracy and serendipity in both normal and cold-start scenarios (Section 4).

## 2 TASK DEFINITION

Assume that an anonymous user \( u \) produces a sequence of click events \( S_u \) with length \( T \), which can be represented as

\[
S_u : (n_1^u) \to (n_2^u) \to \ldots \to (n_T^u) \to \ldots,
\]

where \( n_i^u \) denotes the id of the \( i \)-th clicked article.

In the training phase, the recommendation system aims to model the user feedback sequence as vector \( x_s \), maximizing the similarity between the vector of predicted next-article \((n_{i+1}^u) \) and \( x_s \). While in the test phase, given interaction sequence \( S_u \) as input, we produce a ranking list \( R \) with the probability that the target user \( u \) is likely to click next from high to low. Typically a recommender needs to recommend more than one item for a user, thus the top-k items in \( R \) are recommended. Note that in our anonymous settings, each user \( u \) only appears once, which means training set and test set do not share the same users.

Table 1 summarizes some critical symbols and notations we use, and in later sections, for brevity, we ignore the superscript \( u \) when discussing the information for a particular user. To explain further, the set \( Imp_u \) denotes the articles in the vicinity of the articles being clicked, which may have left an impression on the user.

## 3 APPROACH

We first lay down some foundations for session-based recommendation, then present our base model which is a content-aware session-based model. After that, we introduce the key ideas of neutral, positive, and negative feedback, which are additional mechanisms that strengthen the base model. The high-level overview of our framework is illustrated in Figure 2.

### 3.1 Session-based Recommendation Basics

In a typical session-based setting, given the prefix sequence of the session, denoted as \( S_u = (n_1, n_2, \ldots, n_T) \), our goal is to predict \( n_{T+1} \) article that the target user \( u \) is most likely to click next. Following [20], they use an \( N \times d_a \) item embedding matrix, where \( d_a \) is the embedding dimensionality, to provide article \( n_i \)’s embedding vector as \( x_i \). Then methods like RNN [10], GNN [24, 50], or attention-based approaches [15, 20] can be used to encode the session information into vector \( x_s \) from the sequence \( (x_1, x_2, \ldots, x_T) \), which represents the user’s history preferences. Meanwhile, the same item embedding matrix can be also regarded as \( N \) encoded
Table 1: Notations and descriptions

| Symbol | Description |
|--------|-------------|
| \( S_u \) | A session produced by an anonymous user \( u \). |
| \( T \) | The number of articles in \( S_u \). |
| \( i \) | \( i \in [1, T] \) indexes articles in \( S_u \). |
| \( n_i \) | The id of \( i \)-th article clicked by \( u \). |
| \( e_i \) | The content representation of the article \( n_i \) in \( S_u \). |
| \( t_i \) | The active time that \( u \) stays in the article \( n_i \). |
| \( ta_i \) | The encoded active duration that \( u \) stays in \( n_i \). |
| \( ts_i \) | The encoded click time that \( u \) click for article \( n_i \). |
| \( t_p_i \) | The encoding publishing time of article \( n_i \). |
| \( Imp_u \) | A set of articles that appear in \( u \)'s impression list. |
| \( x_i \) | The item embedding vector of \( n_i \). |
| \( xc_i \) | The embedding vector of \( n_i \) combined \( x_i \) and \( e_i \). |
| \( xc_s \) | The contextual session vector of \( S_u \). |
| \( xs \) | The temporal session vector of \( S_u \). |
| \( x_s \) | The final session vector of \( S_u \). |
| \( N \) | The total number of articles. |
| \( j \) | \( j \in [1, N] \) indexes total \( N \) articles and is article id. |
| \( y_{j,u}^{I_n} \) | The score of article \( j \) clicked by \( u \) in the next step. |
| \( R \) | Ranking list generated according to \( y_{j,u}^{I_n} \). |
| \( Nc_u \) | The set of negative samples for each \( S_u \). |

We define \( \alpha_i \), the attention weight of \( i \)-th articles \( n_i \) in session \( S_u \) as:
\[
\alpha_i = W_0 \times \sigma(W_1 \times x_c + b_0),
\]

\[
\alpha_i' = \frac{\exp(\alpha_i)}{\sum_{j=1}^{N} \exp(\alpha_j)},
\]

where \( W_0 \in \mathbb{R}^{1 \times d_n}, W_1 \in \mathbb{R}^{d_n \times (d_n + d_e)} \) are weighting parameters, \( x_c \) is the vector representing the article, and \( b_0 \in \mathbb{R}^{d_n} \) is a bias. \( \alpha_i' \) is normalized by softmax function.

Finally, the contextual session vector \( xc_s \) of session \( S_u \) is defined as the weighted sum:
\[
xc_s = \sum_{i=1}^{N} \alpha_i' xc_i.
\]

3.3.1 Start time. Users who start reading at a similar time are more likely to share the same reading behavior, which means that user interests are influenced by the start time. For example, some people tend to read financial news in the morning but instead read entertainment in the evening. We denote the click time from each click behavior of a session as \( ta_s \in \mathbb{R}^{d_t} \) using the week and the hour \((w, h)\), which is enough to capture different user’s daily routine. To model the different informativeness of the articles in \( S_u \) for users’ reading at different start reading time, we apply this information to compute personalized attention. We first transform the start time...
embedding vector $\mathbf{ts}_i$ into a preference query $\mathbf{q}_i$, which is similar to the “query” part in Transformer architecture:

$$\mathbf{q}_i = \text{ReLU}(W_i \times \mathbf{ts}_i + b_i),$$  \hspace{1cm} (8)

where $W_i \in \mathbb{R}^{d_a \times d_t}$ is the projection parameter, $b_i \in \mathbb{R}^{d_a}$ is a bias.

Then we evaluate the importance of the interactions between preference query $\mathbf{q}_i$ and article representation $\mathbf{c}_i$ as attention $\alpha'$:

$$\alpha'_i = c_i \times \tanh(W'_i \times \mathbf{q}_i + b'_i),$$  \hspace{1cm} (9)

$$\alpha''_i = \frac{\exp(\alpha'_i)}{\sum_{j=1}^{\lvert \mathcal{S}_u \rvert} \exp(\alpha'_j)},$$  \hspace{1cm} (10)

where $W'_i \in \mathbb{R}^{(d_a+d_s) \times d_a}$ and $b'_i \in \mathbb{R}^{d_a+d_s}$ are weighting parameters. The contextual vector representation in Eq. (6) is now modified to:

$$\mathbf{xc}_s = \sum_{i=1}^{\lvert \mathcal{S}_u \rvert} (\alpha'_i + \alpha''_i) \mathbf{xc}_i,$$  \hspace{1cm} (11)

3.3.2 Publish time. Users’ reading habits are reflected in the sequence of publishing time $t_{p1}, ..., t_{p_l}$ in $\mathcal{S}_u$. We can make inferences whether the user tends to browse new articles or older ones from this. The publishing time of clicked articles is a relatively independent sequence thus we model it separately. Due to the high density of article publishing time, we construct publishing time embedding vector $\mathbf{tp}_i \in \mathbb{R}^{3d_t}$ using $(s, d, w, h, m)$. We obtain the session temporal representation vector $\mathbf{xt}_s$ by applying a similar attention mechanism in Section 3.2. We add the content vector of each article to capture the attention relation between the article content and its publishing time. The attention weight with click-level content information involved is formulated as:

$$\alpha_{i}^{tp} = W'_0 \times \sigma(W'_1 \times \mathbf{tp}_i + W'_2 \times \mathbf{xc}_i + c_i + b'_0),$$  \hspace{1cm} (12)

$$\alpha_{i}^{tp'} = \frac{\exp(\alpha_{i}^{tp})}{\sum_{j=1}^{\lvert \mathcal{S}_u \rvert} \exp(\alpha_{j}^{tp})},$$  \hspace{1cm} (13)

where $W'_0 \in \mathbb{R}^{1 \times d_a}$, $W'_1 \in \mathbb{R}^{(5d_t) \times d_a}$, $W'_2 \in \mathbb{R}^{d_t \times d_a}$ and $b'_0 \in \mathbb{R}^{1 \times d_a}$.

The final temporal session representation is:

$$\mathbf{xt}_s = \sum_{i=1}^{\lvert \mathcal{S}_u \rvert} \alpha_{i}^{tp} t_{p_i}.$$  \hspace{1cm} (14)

In the end, we concatenate $\mathbf{xt}_s$ and $\mathbf{xc}_s$ as the aggregated representation $\mathbf{x}_s \in \mathbb{R}^{d_a+d_s+5d_t}$ for the whole session. As for computing $\mathcal{L}_1$, the $\mathbf{x}_j$ in Eq. (1) should be replaced by $\mathbf{xc}_j \oplus t_{p_j}$ ($\oplus$ stands for the concatenation operation).

3.4 Modeling Positive Feedback

Our implicit positive feedback takes the form of the active time interval that a user spent on each article after clicking on it. If the user spends a short time in an article, it’s probably because the user is fooled by the title but actually does not like the article [21]. Note that if the active time is not explicitly available, it can be estimated by the time interval between the user’s two consecutive clicks.

As illustrated in Section 3.3, each degree of active time shares the same embedding vector $\mathbf{ta}_i$, representing to what extent the positive feedback is. We feed this vector into the attention computation as extra click-level feedback. Now, $\alpha_i$ in Eq. (4) is modified to:

$$\alpha_i = W_0 \times \sigma(W_1 \times \mathbf{xc}_i + W_2 \times \mathbf{ta}_i + b_0),$$  \hspace{1cm} (15)

where $W_2 \in \mathbb{R}^{d_a \times d_t}$ is the projection parameter that map the active time embedding with $d_t$ dimension into another dimension space. The contextual session vector $\mathbf{xc}_s$ still follows Eq. (6) and final session vector $\mathbf{x}_s$ is combined with $\mathbf{xt}_s$ and $\mathbf{xc}_s$.

3.5 Modeling Negative Feedback

The most straight-forward and widely adopted negative sampling strategy is the random sampling from a non-clicked set of items, or from a global buffer with the last $N$ clicks [4]. The major problem of randomly sampled items is that these items might be completely unrelated to the user, posing too little challenge for the model to learn. On the contrary, an informative item should be able to
confuse the model whether it has discovered more complex hidden meaning of user interaction or not.

While reading news, a user scrolls up and down the news stream, and the articles that are exposed to the user collectively form an impression list $Imp$. We take unclicked articles in $Imp$ as more informative negative signals than other candidates [52] and thus we should treat them differently when counting loss, which means we should penalize the similarity between $xc$ and those strong negative samples more strictly. This idea is similar to utilizing grayscale data [19] and contrastive learning [27], where we both consider the different degrees of information carried from different items.

As we discussed before, since the impression list is not always explicitly available, we assume an article is more likely to be in $Imp$ if it was published nearby an article that has been clicked by $u$. Specifically, we sort the candidate articles according to their publishing time, and keep the nearby articles with the window size 300 and sample items from this window. We aim to minimize the cosine score between $xc$ and the vector $xc_j$ of negative sample $j$ when $j \in Ne_u$, where $Ne_u \subseteq Imp$ is the set of negative samples for session $S_u$, thus we add this constraint into the final loss:

$$L_2 = -\frac{1}{|S_u|} \sum_{S \in S_u} \sum_{j=1}^{N} (y_j^u \log(\hat{y}_j^u) + (1 - y_j^u) \log(1 - \hat{y}_j^u))$$
$$+ \lambda \sum_{j \in Ne_u} \log(\sigma(1 - xc_j^T xc_u))$$

(16)

where $\mathbb{1}(\cdot)$ returns 1 if the expression is true, $\lambda$ is the weighting parameter of loss from negative articles. We jointly optimize these two losses with Adam optimizer.

4 EXPERIMENTS

In this section, we conduct experiments on three real-world news datasets: Adressa [7], Globo [4, 23] and MIND [47].

4.1 Experimental Setup

4.1.1 Data Preprocessing. In dataset preprocessing, we treat a series of click events from one anonymous user within 30 minutes as a session. We discard the sessions no longer than 1 click. To augment limited training data, for a session of $n$ clicks, we create $n-1$ mini-sessions, each starting from the first click of the original session and ending at the 2nd, 3rd through the last click of the original session. The article clicked at the end of every mini-session is the label to be predicted. The dataset statistics are in Table 2, where each session is quite short. The public Globo dataset covers 16 days, and only provides the extracted vectors of articles. We only choose a subset of days (20 days) in Adressa (the whole dataset lasts for 3 months) following [4] for simplicity. As for MIND, the data from the first several weeks is users’ historical logs without the session information, so we choose the data from the last week (7 days). The active time is missing in MIND, but it explicitly contains the impression list of each session.

4.1.2 Train/test set split. In order to simulate the real-time recommendation scenario, we choose a standard framework [13] which trains the model in the first few days and test the trained model in the remaining days. Each dataset can be split into several folds, we will average the results over these folds. For Globo dataset, we split every 4 days into one fold, with 3 days for training and 1 day for testing, and 4 folds in total. For Adressa dataset, we split every 10 days into one fold due to its fewer session data in one day, and we need to extend the training days to keep the similar size of training data with Globo. We average the metrics performance of each fold in the end. For MIND dataset, we leave the last day as the test set to make one fold. After data preprocessing, the ratio between training data size and test data size is around 6:1 for Globo, and 10:1 for the other two datasets.

4.1.3 Metrics. During the test, given the first few click events in a session, the model generates a top-$k$ recommendation list $R$ with descending probabilities. We use widely-used metrics $HR@k$, $NDCG@k$ to measure the model’s prediction accuracy.

Intra List Diversity (ILD@k) [33] evaluates the topical/semantic diversity in $R$, and reflects the model’s ability to recommend different items to the same user.

$$ILD@k = \frac{1}{|R|(|R| - 1)} \sum_{a \in R} \sum_{b \in R} d(a, b)$$

(17)

where $d(a, b)$ is a distance measure between item $a$ and $b$, and $d(a, b) = 1$ if item $a, b$ belong to different topics (categories), 0 otherwise.

Besides, we expect the system to recommend unseen items to surprise users. The content-based unexpectedness metric (unEXP) [14] can be used to measure this kind of unexpectedness, which is calculated as follows:

$$unEXP@k = \frac{1}{|R|} \sum_{a \in R} \frac{1}{|S_a|} \sum_{b \in S_a} d(a, b)$$

(18)

4.1.4 Baseline Algorithms. Strong baselines are listed as follows. Their detail explanations are in Section 5.2.

Simple session-based recommenders: Despite simplicity of some of those methods, they still have competitive accuracy. CBCF [32] is a news recommender combines Content-Based similarity with session-based Collaborative Filtering similarity. STAN [5] is an extended version of SKNN (Session-KNN) with three controllable temporal decay factors.

Session-based neural recommenders: GRU4Rec [10, 11] is a Gated Recurrent Unit for recommendation, building with gated recurrent neural networks, which is similar to LSTM in [4]. SASRec [15] is a self-attention based Sequential model, adopting Transformer architecture to model user’s action. STAMP [20] is a Short-Term Attention/Memory Priority Model introducing the attention mechanism to model the relationship of each historical click and the last click. SRGNN [50] is a Session-based Recommender using Graph Neural
Table 3: Main and ablation results ($k = 20$ by default in our all tables). All results are averaged over all folds. The best baseline result on each metric is marked with * and overall best results are bolded. The “Ours” is our whole model and (-) means to ablate the corresponding module, where “neut”, “pos” and “neg” respectively refer to our neutral, positive and negative feedback modules. The last column is to replace our negative sampling strategy with random sampling. ↓ indicates performance drop over the whole model.

| Datasets | Metrics | CBCF | STAN | GRU4Rec | SASRec | SRGNN | SGNNHN | STAMP | Ours | (-)neut | (-)pos | (-)neg | random |
|----------|---------|------|------|---------|--------|-------|--------|-------|------|---------|--------|--------|--------|
| Adressa  | HR      | 0.0957 | 0.1130 | 0.1120 | 0.1205 | 0.1152 | 0.1285 | 0.1287* | **0.1658** | 0.1344 | 0.1619↓ | 0.1658 | 0.1646↓ |
|          | NDCG    | 0.0341 | 0.0500 | 0.0511 | 0.0509 | 0.0536 | 0.0562 | 0.0575* | **0.0730** | 0.0613 | 0.0690↓ | 0.0720↓ | 0.0693↓ |
|          | ILD     | 0.2337 | 0.2409 | 0.8170 | 0.7856 | **0.8611** | 0.8403 | 0.8445 | 0.8085 | 0.8204 | 0.8249 | 0.8237 | 0.8234 |
|          | unEXP   | 0.2509 | 0.2407 | 0.6949 | 0.8010 | 0.4754 | 0.8059* | 0.5728 | **0.8279** | 0.8243↓ | 0.8333 | 0.8267↓ | 0.8346 |
| Globo    | HR      | 0.1185 | 0.1273 | 0.1280 | 0.1409 | 0.1280 | 0.1414 | 0.1435* | **0.1852** | 0.1460↓ | 0.1817↓ | 0.1821↓ | 0.1847↓ |
|          | NDCG    | 0.0474 | 0.0647 | 0.0599 | 0.0620 | 0.0627 | 0.0611 | 0.0698* | **0.0936** | 0.0727↓ | 0.0907↓ | 0.0940 | 0.0933↓ |
|          | ILD     | 0.3874 | 0.3087 | 0.9377 | 0.7856 | 0.8611 | 0.8403 | 0.8445 | 0.8085 | 0.8204 | 0.8249 | 0.8237 | 0.8234 |
|          | unEXP   | 0.3730 | 0.2921 | 0.9771* | 0.9690 | 0.6383 | 0.9415 | 0.7980 | 0.8702 | 0.8362 | 0.8685↓ | 0.8927 | 0.8739 |
| MIND     | HR      | 0.0315 | 0.0312 | 0.0338 | 0.0355 | 0.0334 | 0.0366 | 0.0371* | **0.0495** | 0.0445↓ | - | 0.0471↓ | 0.0457↓ |
|          | NDCG    | 0.0110 | 0.0142 | 0.0132 | 0.0139 | 0.0144 | 0.0122 | 0.0151* | **0.0211** | 0.0198↓ | - | 0.0180↓ | 0.0204↓ |
|          | ILD     | 0.7166 | 0.3193 | 0.8662 | 0.8562 | 0.8706 | 0.8775* | 0.8452 | **0.8813** | 0.8779↓ | - | 0.8808↓ | 0.8858 |
|          | unEXP   | 0.6039 | 0.1064 | 0.8578 | 0.8578 | 0.4508 | 0.4514 | 0.7544 | 0.8617 | 0.8415↓ | - | 0.8623 | 0.8680 |

We conduct t significance test between the best score (if ours) and the second-best score for the main results, and the improvement is strongly significant as $p < 0.001$. Between the results of the whole model and the ablation model, the decline is significant as $p < 0.01$.

Figure 3: The graphical comparison of all methods on 4 different metrics and 3 different datasets. “Ours” is our approach.

Networks to capture complex transitions of items. SGNNHN [24] is improved SR-GNN using Star Graph Neural Network.

For session-based neural recommenders, we initialize the item embeddings with items’ content vector for fair comparation. Neural news recommendation approaches: CPRS [46] is a typical news recommendation approach that utilizes the textual feature of articles to model user’s interests. It also uses the dwell time (i.e. active time) to measure user’s satisfaction. We make this approach adapt to the session-based scenario. Since only Adressa dataset...
contains complete information for CPRS, we only compare it with our method in Adressa dataset and this is discussed in Table 4.

4.1.5 Implementation Details. For fair comparisons, we apply all baselines and our method to the same augmented data and train models on one GTX1080Ti GPU\(^2\). We use the same latent dimension \(d_n = d_c = 250, d_t = 64\), choose different learning rate in \([0.002, 0.001, 0.0005]\), batch size in \([512, 1024, 2048]\) and other hyper-parameters to select the best model using early stopping strategy based on the HR@20 score on the validation set, which is the last 10% of samples in the training set sorted by time. All embedding tables are normally initialized with 0 mean, 0.002 standard deviation, and for weighting parameters 0 mean, 0.05 standard deviation.

4.2 Main Results

In Table 3 and Figure 3, we compare the performance of all baselines and our approach, and we can make the following observations.

Non-neural methods CBCF and STAN are either considering the content information or the recency of the current session, and their results are somehow comparable to deep learning methods in three datasets. However, they generate recommendation lists with low diversity/novelty, mainly because their simple algorithms cannot capture enough personalized information. For session-based approaches, generally speaking, STAMP and SGNNHN yield better performance on HR and NDCG, but not always good at ILD/unEXP, while SASRec and SRGNN recommend more diverse but less accurate, showing the trade-off between diversity and accuracy. From the user’s aspect, though, when ILD/unEXP is over a threshold (like around 0.8\(^3\)), it’s hard for them to distinguish the difference, thus the ILD/unEXP score of our model is bearable.

As for our whole model, when compared with STAMP, it performs better or close on both accuracy and diversity. This result shows that our model mitigates the dilemma between accuracy and diversity to a certain extent. In the MIND dataset, the improvement is comparatively small and the possible reasons are: on the one hand, MIND did not provide active interval, nor did they give click time of each article (just start time of a session), we cannot get positive feedback from the data; on the other hand, from the results of CBCF, we assume the article transition information is too sparse and thus it is hard to recommend. Note that this dataset is not designed for the session-based recommendation, hence some information may be inaccurate (e.g., one session may last for days, longer than 30 minutes).

4.3 Effectiveness of Components

From Table 3 we can verify the effects of modeling user positive negative and neutral implicit feedback in our model. Compared with the whole model, there is a huge drop after removing neutral information and this is the most consistent over all metrics, which reveals the importance of neutral information (temporal information), and we will discuss the modeling of it in detail (Section 4.6). We cannot get positive feedback from MIND so this column is empty, and the reasons why the improvement is limited for MIND are analyzed previously.

Adressa provides the most complete information, which not only releases the original text of articles instead of the extracted vectors in Globo, but also gives the accurate active time of the user in each article, while we can only estimate the active time by the interval between two successive clicks for Globo, which may not be accurate. After removing the positive implicit feedback module, in Adressa dataset, the HR and NDCG drop by 2.4% and 5.5% respectively, while in Globo dataset, they drop by 1.9% and 3.1%. The positive information performs similarly in both Adressa and Globo datasets, implying that our approximate estimation is reasonable. Further, the positive implicit feedback is more favorable on the Adressa dataset due to the more precise information.

We observe that negative information is less effective than positive information, especially by diversity/novelty metrics. One explanation is that the negative samples from the impression list are reconstructed based on their publishing time, so the information is not totally reliable. Negative sampling module lowers diversity, possibly because in the dataset the positive samples and the positive article usually belong to different categories, thus adding this module forces the model to recommend similar articles to the positive one. Negative feedback is better modeled in MIND due to its complete impression data. To verify the effect of the negative sampling strategy more accurately, we set the control group with random sampling, and we find that even though the random sampling would decrease the performance slightly, our negative feedback shows superior performance over it. The possible reason for the worse performance of using random sampling is that randomly sampled negative items have the possibility to be liked by this user, and this module imports some noise instead because this sample strategy does not consider what the user really likes.

4.4 Effects of Positive Feedback

CPRS considers the active time to represent the user’s satisfaction using personalized reading speed, which is quite similar but more complex than our positive feedback modeling. We firstly modify this method to meet the session-based scenario, and secondly plug the personalized reading speed into our model. The experiment is conducted in Adressa due to its complete information (Globo does not provide the text-level content and the active time is missing for MIND). In Table 4, the poor score of CPRS shows that when it is adapted to the session-based scenario, limited interactions are the bottleneck. When we adopt their personalized reading speed instead of the reading time, there is no significant improvement, and we hypothesize that for this dataset, when news reading the reading speed is quite similar for different users.

Table 4: Results of CPRS and CPRS module plugged into our model in Adressa dataset.

| Methods                  | HR   | NDCG | ILD  | unEXP |
|--------------------------|------|------|------|-------|
| Our whole model          | 0.1658 | 0.0730 | 0.8085 | 0.8279 |
| CPRS                     | 0.0812 | 0.0371 | 0.8191 | 0.8109 |
| Ours using speed         | 0.1641 | 0.0674 | 0.8457 | 0.8245 |
| Ours using 1-d \( t_i \) | 0.1603 | 0.0705 | 0.8293 | 0.8220 |

\(^2\)The implementation of our approach and baselines is released at https://github.com/summmeer/session-based-news-recommendation

\(^3\)We recruit two volunteers to measure the diversity of 50 samples to get this consensus
To verify the effectiveness of the duration encoder, we compare it with the continuous active time vector $t$ regarded as a one-dimensional vector instead of using distinct categories. As the result shows, the accuracy score of 1-d $t$ is inferior to our whole model, indicating that our duration encoder catch more personalized information by bucketizing it.

### 4.5 Effects of Negative Feedback

In this section, we first validate our assumption for the negative user feedback, which is that articles whose publishing time is close to the clicked articles are likely presented to the user, or within their impressions. We do that on the MIND dataset, in which the real impressions and the publishing time of articles are all available for the sessions. For each session $S_n$, we sample negative items $N_{Eu}$ using our strategy, and compute Jaccard similarity between $N_{Eu}$ and real $Imp_{Eu}$, the overall score is $0.0862$ when $|N_{Eu}| = 100$, compared with $0.0044$ when random sampling. This shows that our assumption is reasonable and our strategy can better reconstruct the impression list.

We further conduct a parameter analysis on loss weights $\lambda$ and the number of negative samples $|N_e|$ in Eq. (16). We report results on Adressa as an example, and results from other datasets are similar. The number of negative samples does not matter much, as shown in Figure 4a, so for simplicity we choose $|N_e| = 20$. The performance gets worse if $\lambda$ is set too low or too high in Figure 4b, we conclude that the negative loss is useful but too many weights on it will harm the learning of the user’s positive feedback.

![Figure 4: Hyper parameter discussion.](image1)

(a) Results for different $|N_e|$. (b) Results for different $\lambda$.

### 4.6 Temporal Representations

Since both the start time and the publishing time use the temporal encoder, we wonder if it would be better to have them share the embedding space. Table 5 shows the findings.

We can see that sharing the time embedding between publishing time and session start time has clear advantages in most of the metrics. This is because publishing time is associated with every article and there are a lot of such data for training, whereas the session start time suffers from lack of data and is less trained. Training the two jointly implicitly helps each other. It also makes physical sense because a Monday is a Monday regardless a story breaks on that day or a reader pops in to read that story on that day.

The ablation tests of using only publishing time or only start time in Table 5 also clearly indicates that temporal modeling both

| Methods           | HR   | NDCG | ILD  | unEXP |
|-------------------|------|------|------|-------|
| whole (shared)    | 0.1658 | 0.0730 | 0.8085 | 0.8279 |
| whole (no share)  | 0.1620 | 0.0727 | 0.8310 | 0.8215 |
| whole-p-s         | 0.1353 | 0.0612 | 0.8280 | 0.8276 |
| whole-p           | 0.1344 | 0.0613 | 0.8204 | 0.8243 |
| whole-s           | 0.1620 | 0.0726 | 0.8325 | 0.8415 |

Table 5: Different ways of utilizing temporal information in Adressa, where “p” stands for the publishing time and “s” stands for the start time.

To give some concrete evidence that the time embedding that we train carries some physical meanings, we visualize the embedding tables for minutes, hours, weekdays and days of a month, in Figure 5, which is trained on a subset of the Globo dataset. Some interesting patterns can be observed. For example, the representation of the minutes is rather uniform and random, because news publishing and reading can happen any minute of an hour. But there are certainly more activities at certain hours during a day. There are also some irregular patterns for weekends as shown in (c). Finally, because we only have the first 15 days of training data in this dataset, values for dates 16-31 in (d) are not fully trained, which only has the chance to update when the publishing date of articles falls in the range of 16-31, but most of articles are published nearby the click time according to the dataset statistics.

### 4.7 Discussion

#### 4.7.1 Article cold-start

For news recommendation, all methods suffer from article cold-start problem due to the continuously published news, the analyses of the article cold-start scenario can help
us figure out where our improvement comes from. Another concern about the article cold-start problem is that if fresh articles cannot get exposure reasonably, they will suffer from the Matthew effect and will not be clicked anymore. According to [4], instead of using user-oriented metric ILD/unEXP, we thus consider the system-oriented Item Coverage (COV@k) as an additional metric. COV@k is also called “aggregate diversity”, and reflects the model’s ability to recommend different items to different users, which forces the model to make a larger fraction of the item catalog visible to the users. We compute COV@k as the number of distinct articles that appeared in any $R$ divided by the number of distinct last clicked articles in the test set.

Table 6: Cold-start performance on Globo in the first fold. HR score is listed as percentage due to its relatively small value, and all scores are reserved to the second decimal.

| Methods  | Cold(80.3%) | non-Cold(19.7%) | Total |
|----------|-------------|----------------|-------|
|          | HR(%) | COV       | HR(%) | COV       | HR(%) | COV       |
| CBCF     | 3.69   | 5.06      | 24.86 | 0.03      | 21.15 | 0.02      |
| STAN     | -      | -         | 26.52 | 1.87      | 5.22  | 0.93      |
| GRU4Rec  | 1.51   | 0.03      | 20.93 | 0.88      | 5.33  | 0.50      |
| SASRec   | 0.80   | 0.01      | 23.35 | 1.28      | 5.25  | 0.73      |
| SR-GNN   | 1.00   | 0.01      | 23.65 | 0.99      | 5.46  | 0.57      |
| STAMP    | 1.72   | 0.01      | 21.84 | 1.04      | 5.68  | 0.59      |
| SGNNHN   | 0.89   | 0.01      | 24.86 | 0.05      | 5.61  | 0.04      |
| Ours     | 4.96   | 0.74      | 25.27 | 1.87      | 8.96  | 1.20      |

Table 6 lists the results of one fold in Globo dataset, and we choose it because it suffers from the most severe cold-start problem. For cold situation, where the test articles are completely disjoint from the training data, STAN does worse because it can not handle unseen items. Deep learning methods tend to predict the same articles for different users. Even though methods like SASRec yields not bad results, the models tend to overfit to popular articles. Our model, on the other hand, not only performs well on HR@20 but also gets the comparable COV@20 score, and the difference with the other deep learning methods is remarkable. In non-cold situation, the performance of all methods is close. The overall recommendation results largely depend on how a method does for cold-start scenarios.

4.7.2 User cold-start. Since anonymous news sessions are short with the average length of less than 3, the user cold-start problem is severe. We show the results for different input lengths in Figure 6. We report results on Globo, and other datasets perform similarly. Interestingly, our model reaches its peak accuracy from length 1 to 2. In contrast, other methods all reach the peak at 3. This shows our model is capable of capturing user interests earlier in the session by leveraging the user’s implicit feedback. For longer input length, the difference between our model and others narrows, indicating the similar ability to predict a user’s interests given a longer history. We can observe that the performance drops with the longer length input, and this may contribute to the noise that is imported from the longer reading history, which means it is harder to recommend when considering the longer and more diverse interests from users.

5 RELATED WORK

In this section, we discuss works in the area of news recommendation and session-based recommendation in news and other domains like e-commerce or music, and we also compare them with our proposed approach.

5.1 News Recommendation

First, the news recommendation task can be formulated as conventional recommendation tasks, the account of a user is reserved and articles are recommended based on users’ long-term click history. Some works use a well-designed graph network to represent the target user and the clicked article [6, 12]. In this situation, the relation of items and users are well exploited. Unfortunately, in real-time scenarios, new articles and anonymous users emerge, causing a severe cold-start problem. Then if we want to capture users’ preferences within sessions and recommend articles with their several interactions as input, this kind of approach with the static user-item matrix is not suitable. Some propose incremental matrix factorization algorithm based on classic MF algorithm by adding a new user or a new article to the matrices with a random initialization [1], and others apply meta-learning which aims to train a model that can rapidly adapt to a new task with a few examples [16], but do not solve the problem fundamentally.

Second, some news recommendation systems use clicked articles to represent a user, which can be adaptive to anonymous users. Some of them encode the article text with fine-grained attention mechanism [37, 44, 45, 61], some consider the relation between the dwell time of the user and satisfaction of the user [46], and others use the knowledge graph of entities in the news title as affiliated information [38, 39]. They mainly focus on the textual feature of articles in order to aggregate users’ preference while paying less attention to the click behavior. Although they can be applied for anonymous users by replacing long-term history clicks with articles within the session when fetching user representations, challenges are that they cannot take full advantage of the textual information due to the limited interactions and the overload of training cannot be avoided. Besides, they evaluate their methods by classifying the real clicked article and several constructed distractors from the impression list, and this is not consistent with the
real recommendation scenario, where the recommender retrieves top-K recommendation lists from all candidates.

For the rest of the work, one uses the information of how frequent user returns help improve recommendation [59], another work jointly models click, unclick and dislike as explicit/implicit feedback [52], and others excavate the quality of news articles [21] or the backtracking behavior as the user feedback [30].

5.2 Session-based News Recommendation

Many online recommender systems are proposed to deal with the session-based scenarios [3, 60], where the user interaction information is limited and items are increasingly generated. Usually session-based news recommendation approaches integrate context-based similarity [32], and many of them introduce external knowledge to recommend top-K similar articles [28, 29, 34]. Some recommenders consider the past sessions of the same user [56, 57], which is not consistent with our anonymous settings, and that is why we do not compare experiment results with them.

Many other session-based recommenders are in the e-commerce domain, which can also be converted to deal with news articles. Here RNN, LSTM and GNN possess properties that make them attractive for sequence modeling of user sessions [4, 9, 11, 42, 50]. Further, a hybrid encoder with an attention mechanism is introduced to model the sequential behavior of users [18, 20, 31, 55, 58]. Besides, many sequential recommendation systems [25, 53] on music listening, games playing construct assorted RNN-related architectures (e.g, RCNN [54], GRU [10], HGN [22, 51]), showing RNN’s high capacity to modeling user shift preference.

Although above works naturally take the content information and preference shifting into account, the implicit user feedback are neglected. When sampling negative articles, an adaptive negative sampling method based on GAN is proposed [41]. Beyond that, few works pay attention to the implicit meaning of negative samples. Randomly sampling from such continuously increasing and high-volume news articles might be fast but will not be effective enough.

5.3 The Use of Temporal Information

Sequence and Time-Aware Neighborhood (STAN) [5] takes vanilla SKNN as its special case. They build static time decay functions for three factors: the position of an item in the current session, recency of a past session w.r.t. to the current session, and the position of a recommendable item in a neighboring session. This approach can be regarded as rule-based SKNN, with exponential decay function, and the experiment result on e-commerce websites even outperforms some deep-learning-based approaches. In the deep learning model, some works design different temporal kernel functions or decay functions for different consumption scenarios [36, 48, 57]. However, these functions of news articles is fixed, which may undermine the ability to model user’s short-term preferences towards different articles. Dwell time is considered in [46] as the user satisfaction, but the difference of users’ reading speed is hard to capture in our session-based scenario. A time-interval-based GRU is proposed to model user session-level representations [17], and some work [26, 49, 55] treat the time feature of interactions as a temporal context, while they fail to consider the publishing/click/active time in the different dimension.

6 CONCLUSION

Session-based recommendations are indispensable under the streaming like or real-time scenario when users’ historical records are unavailable. By leveraging the positive and negative implicit feedback from users, as well as properly modeling the times in the problem, our proposed method is simple but effective to improve the trade-off between accuracy, diversity and surendipity, as shown in experimental results. For further investigation, our positive/negative modules can be plugged into other sophisticated session-based recommendation approaches; the automatic diversity metric may not always accord with the user experience, and attention can be paid towards the real user satisfaction; the temporal encoder can encode the physical meaning of the date-time, so maybe the pre-trained temporal embedding can improve the model’s understanding of tasks which contain temporal information.
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