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Abstract. This paper addresses the problem of efficiently computing higher-order variational integrators in simulation and trajectory optimization of mechanical systems as those often found in robotic applications. We develop $O(n)$ algorithms to evaluate the discrete Euler-Lagrange (DEL) equations and compute the Newton direction for solving the DEL equations, which results in linear-time variational integrators of arbitrarily high order. To our knowledge, no linear-time higher-order variational or even implicit integrators have been developed before. Moreover, an $O(n^2)$ algorithm to linearize the DEL equations is presented, which is useful for trajectory optimization. These proposed algorithms eliminate the bottleneck of implementing higher-order variational integrators in simulation and trajectory optimization of complex robotic systems. The efficacy of this paper is validated through comparison with existing methods, and implementation on various robotic systems—including trajectory optimization of the Spring Flamingo robot, the LittleDog robot and the Atlas robot. The results illustrate that the same integrator can be used for simulation and trajectory optimization in robotics, preserving mechanical properties while achieving good scalability and accuracy.

1 Introduction

Variational integrators conserve symplectic form, constraints and energetic quantities [1–6]. As a result, variational integrators generally outperform the other types of integrators with respect to numerical accuracy and stability, thus permitting large time steps in simulation and trajectory optimization, which is useful for complex robotic systems [1–6]. Moreover, variational integrators can also be regularized for collisions and friction by leveraging the linear complementarity problem (LCP) formulation [7, 8].

The computation of variational integrators is comprised of the discrete Euler-Lagrange equation (DEL) evaluation, the descent direction computation for solving the DEL equations and the DEL equation linearization. The computation of these three phases of variational integrators can be accomplished with automatic differentiation and our
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prior methods \cite{2,4}, both of which are $O(n^2)$ to evaluate the DEL equations and $O(n^3)$ to compute the Newton direction and linearize the DEL equations for an $n$-degree-of-freedom mechanical system. Recently, a linear-time second-order variational integrator was developed in \cite{9}, which uses the quasi-Newton method and works for small time steps and comparatively simple mechanical systems.

Higher-order variational integrators are needed for greater accuracy in predicting the dynamic motion of robots \cite{10,11}. However, the computation of higher-order variational integrators has rarely been addressed. The quasi-Newton method in \cite{9} only applies to second-order variational integrators, and while automatic differentiation and our prior methods \cite{2,4} are implementable for higher-order variational integrators, the complexity increases superlinearly as the integrator order increases.

In this paper, we address the computation efficiency of higher-order variational integrators and develop: i) an $O(n)$ method for the evaluation of the DEL equations, ii) an $O(n)$ method for the computation of the Newton direction, and iii) an $O(n^2)$ method for the linearization of the DEL equations. The proposed characteristics i) – iii) eliminate the bottleneck of implementing higher-order variational integrators in simulation and trajectory optimization of complex robotic systems, and to the best of our knowledge, no similar work has been presented before. In particular, we believe that the resulting variational integrator from i) and ii) is the first exactly linear-time implicit integrator of third or higher order for mechanical systems.

The rest of this paper is organized as follows. Section 2 reviews higher-order variational integrators, the Lie group formulation of rigid body motion and the tree representation of mechanical systems. Sections 3 and 4 respectively detail the linear-time higher-order variational integrator and the quadratic-time linearization, which are the main contributions of this paper. Section 5 compares our work with existing methods, and Section 6 presents examples of trajectory optimization for the Spring Flamingo robot, the LittleDog robot and the Atlas robot. The conclusions are made in Section 7.

2 Preliminaries and Notation

In this section, we review higher-order variational integrators, the Lie group formulation of rigid body motion, and the tree representation of mechanical systems. In addition, notation used throughout this paper is introduced accordingly.

2.1 Higher-Order Variational Integrators

In this paper, higher-order variational integrators are derived with the methods in \cite{1,12,13}.

A trajectory $(q(t), \dot{q}(t))$ where $0 \leq t \leq T$ of a forced mechanical system should satisfy the \textit{Lagrange-d’Alembert principle}:

$$\delta S = \delta \int_0^T L(q, \dot{q})dt + \int_0^T \mathcal{F}(t) \cdot \delta q dt = 0$$

(1)

in which $L(q, \dot{q})$ is the system’s Lagrangian and $\mathcal{F}(t)$ is the generalized force. Provided that the time interval $[0, T]$ is evenly divided into $N$ sub-intervals with $\Delta t = T/N$, and
there are coefficients $b^{\alpha \beta}$ ($0 \leq \alpha, \beta \leq s$) such that

$$\dot{q}(t^{k,\alpha}) \approx q^{k,\alpha} = \frac{1}{\Delta t} \sum_{\beta=0}^{s} b^{\alpha \beta} q^{k,\beta}. \quad (2)$$

In this paper, we assume that the quadrature points of the quadrature rule are also

tor $[1, 12, 13]$, the accuracy of which depends on the number of control points as well as the numerical quadrature of the discrete Lagrangian. If there are $s + 1$ control points and the Lobatto quadrature is employed, then the resulting variational integrator has an accuracy of order $2s$ [12, 13]. The Galerkin integrator includes the trapezoidal variational integrator and the Simpson variational integrator as shown in Examples 1 and 2, the DEL equations of which are given by Eqs. (5) and (6).
Example 1. The trapezoidal variational integrator is a second-order integrator with two control points \( \ddot{q}^k = (q^{k,0}, q^{k,1}) \) such that \( \ddot{q}^{k,0} = q(k\Delta t) \) and \( \ddot{q}^{k,1} = q((k + 1)\Delta t) \), \( \ddot{q}^{k,0} = q^{k,1} = \frac{q^{k,1} - q^{k,0}}{\Delta t} \), and \( L_d(\ddot{q}^k) = \frac{\Delta t}{2} [L(q^{k,0}, \ddot{q}^{k,0}) + L(q^{k,1}, \ddot{q}^{k,1})] \).

Example 2. The Simpson variational integrator is a fourth-order integrator with three control points \( \ddot{q}^k = (q^{k,0}, q^{k,1}, q^{k,2}) \) in which \( q^{k,0} = q(k\Delta t) \), \( q^{k,0} = q((k + \frac{1}{2})\Delta t) \), and \( q^{k,2} = q((k + 1)\Delta t) \), \( \ddot{q}^{k,0} = \frac{4q^{k,1} - 3q^{k,0} - q^{k,2}}{\Delta t}, \ddot{q}^{k,1} = \frac{q^{k,2} - q^{k,0}}{2\Delta t} \) and \( \ddot{q}^{k,2} = \frac{q^{k,0} - 3q^{k,2} + 2q^{k,1}}{\Delta t} \), and \( L_d(\ddot{q}^k) = \frac{\Delta t}{6} [L(q^{k,0}, \ddot{q}^{k,0}) + 4L(q^{k,1}, \ddot{q}^{k,1}) + L(q^{k,2}, \ddot{q}^{k,2})] \).

2.2 The Lie Group Formulation of Rigid Body Motion

The configuration of a rigid body \( q = (R, p) \in SE(3) \) can be represented as a \( 4 \times 4 \) matrix \( g = \begin{bmatrix} R & p \\ 0 & 1 \end{bmatrix} \) in which \( R \in SO(3) \) is a rotation matrix and \( p \in \mathbb{R}^3 \) is a position vector. The body velocity of the rigid body \( v = (\omega, v_O) \in T_q SE(3) \) is an element of the Lie algebra and can be represented either as a \( 6 \times 1 \) vector \( v = (g^{-1})^\gamma = [\omega^T \quad v_O^T] \) or a \( 4 \times 4 \) matrix \( \dot{v} = g^{-1} \dot{g} = \begin{bmatrix} \dot{\omega} & v_O \\ 0 & 0 \end{bmatrix} \) in which \( \omega = (\omega_x, \omega_y, \omega_z) \in T_q SO(3) \) is the angular velocity, \( v_O \) is the linear velocity, \( \omega = \begin{bmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{bmatrix} \in \mathbb{R}^{3 \times 3} \), and the hat “\( \wedge \)” and unhat“\( \vee \)” are linear operators that relate the vector and matrix representations. The same representation and operators also apply to the spatial velocity \( \tau = (\vec{v}, \tau_O) \in T_{\tau} SE(3) \), whose \( 6 \times 1 \) vector and \( 4 \times 4 \) matrix representations are respectively \( \tau = (\vec{g}g^{-1})^\wedge \) and \( \vec{\tau} = \vec{g}g^{-1} \).

In the rest of this paper, if not specified, vector representation is used for \( T_q SE(3) \), such as \( v, \vec{v}, \) etc., and the adjoint operators \( Ad_q \) and \( ad_v : T_q SE(3) \rightarrow T_q SE(3) \) can be accordingly represented as \( 6 \times 6 \) matrices \( Ad_q = \begin{bmatrix} R & 0 \\ \dot{p}R & R \end{bmatrix} \) and \( ad_v = \begin{bmatrix} \dot{\omega} & 0 \\ \omega & 0 \end{bmatrix} \) such that \( \tau = Ad_q v \) and \( ad_{v_O} v_O = (\dot{v}_1 \dot{v}_2 - \dot{\tau}_2 \dot{v}_1) \). For consistency, the dual Lie algebra \( T^*_q SE(3) \) uses the \( 6 \times 1 \) vector representation as well. As a result, the body wrench \( F = (\tau, \vec{f}_O) \in T^*_q SE(3) \) is represented as a \( 6 \times 1 \) vector \( F = [\tau^T \quad f_O^T] \) in which \( \tau \in T^*_q SO(3) \) is the torque and \( f_O \) is the linear force so that \( (F, v) = F^T v \). Moreover, we define the linear operator \( ad_{\vec{F}} : T_q SE(3) \rightarrow T_q SE(3) \) which is represented as a \( 6 \times 6 \) matrix \( ad_{\vec{F}} = \begin{bmatrix} \vec{\tau} & \vec{f}_O \\ \vec{f}_O & 0 \end{bmatrix} \) so that \( F^T ad_{\vec{v}_O} v_O = v_O^T ad_{\vec{F}} v_O = -v^T ad_{\vec{F}} v_O \) for \( v_O, v \in T_q SE(3) \). The same representation and operators also apply to the spatial wrench \( \vec{F} = Ad_q^{-T} F = (\tau, \vec{f}_O) \) which is paired with the spatial velocity \( \vec{v} = Ad_q v \).

2.3 The Tree Representation of Mechanical Systems

In general, a mechanical system with \( n \) inter-connected rigid bodies indexed as \( 1, 2, \ldots, n \) can be represented through a tree structure so that each rigid body has a single parent and zero or more children \( [2, 14] \), and such a representation is termed as tree representation. In this paper, the spatial frame is denoted as \( \{0\} \), which is the root of the tree representation, and we denote the body frame of rigid body \( i \) as \( \{i\} \).
and the parent, ancestors, children and descendants of rigid body $i$ as $\text{par}(i)$, $\text{anc}(i)$, $\text{chd}(i)$ and $\text{des}(i)$, respectively. Since all joints can be modeled using a combination of revolute joints and prismatic joints, we assume that each rigid body $i$ is connected to its parent by a one-degree-of-freedom joint $i$ which is either a revolute or a prismatic joint and parameterized by a real scalar $q_i \in \mathbb{R}$. As a result, the tree representation is parameterized with $n$ generalized coordinates $q = [q_1 \ q_2 \ \cdots \ q_n]^T \in \mathbb{R}^n$. For each joint $i$, the joint twist with respect to frame $\{0\}$ and $\{i\}$ are respectively denoted as $6 \times 1$ vectors $\mathbf{S}_i = [\pi_i^T \ 0]_i^T$ and $\mathbf{S}_i = [s_i^T \ n_i^T]_i^T$, in which $\pi_i$, $s_i$ are $3 \times 1$ vectors corresponding to rotation and $n_i$, $n_i$ are $3 \times 1$ vectors corresponding to translation. Note that $\pi_i$, $s_i$ and $n_i$ are constant by definition. Moreover, $\mathbf{S}_i$ and $\mathbf{S}_i$ are related as $\mathbf{S}_i = \text{Ad}_{\pi_i} \mathbf{S}_i$ where $g_i \in SE(3)$ is the configuration of rigid body $i$, and $\mathbf{S}_i = \text{ad}_{\pi_i} \mathbf{S}_i$, where $\pi_i \in T_iSE(3)$ is the spatial velocity of rigid body $i$.

It is assumed without loss of generality in this paper that the origin of frame $\{i\}$ is the mass center of rigid body $i$, and $j \in \text{des}(i)$ only if $i < j$, or equivalently $j \in \text{anc}(i)$ only if $i > j$.

The rigid body dynamics can be computed through the tree representation. The configuration $g_i = (R_i, p_i) \in SE(3)$ of rigid body $i$ is $g_i = g_{\text{par}(i)}g_{\text{par}(i), i}(q_i)$ in which $g_{\text{par}(i), i}(q_i) = g_{\text{par}(i), i}(0) \exp(\hat{S}_i q_i)$ is the rigid body transformation from frame $\{i\}$ to its parent frame $\{\text{par}(i)\}$, and the spatial velocity $\pi_i$ of rigid body $i$ is $\pi_i = \pi_{\text{par}(i)} + \mathbf{S}_i \cdot \dot{q}_i$. In addition, the spatial inertia matrix $\mathbf{M}_i$ of rigid body $\{i\}$ with respect to frame $\{0\}$ is $\mathbf{M}_i = \text{Ad}_{g_i^{-T}} \mathbf{M}_i \text{Ad}_{g_i^{-1}}$ in which $\mathbf{M}_i = \text{diag}(\mathcal{I}_i, I_m \mathbf{I}) \in \mathbb{R}^{6\times 6}$ is the constant body inertia matrix of rigid body $i$, $\mathcal{I}_i \in \mathbb{R}^{3\times 3}$ is the body rotational inertia matrix, $m_i \in \mathbb{R}$ is the mass and $\mathbf{I} \in \mathbb{R}^{3\times 3}$ is the identity matrix.

In rigid body dynamics, an important notion is the articulated body [14]. In terms of the tree representation, articulated rigid body $i$ consists of rigid body $i$ and all its descendants $j \in \text{des}(i)$, and the interactions with articulated body $i$ can only be made through rigid body $i$, which is known as the handle of the articulated body $i$.

In the last thirty years, a number of algorithms for efficiently computing the rigid body dynamics have been developed based on tree representations and articulated bodies [14–16], making explicit integrators have $O(n)$ complexity for an $n$-degree-of-freedom mechanical system. Even though the same algorithms might be used for the evaluation of implicit integrators, none of them can be used for the computation of the Newton direction for solving implicit integrators. If the residue is $\mathbf{r}_k$, the Newton direction of an implicit integrator is computed as $\delta \mathbf{q}_k = -\mathbf{J}(\mathbf{q}_k)^{-1} \mathbf{r}_k$; however, the Jacobian matrix $\mathbf{J}(\mathbf{q}_k)$ is usually asymmetric and indefinite, and has a size greater than $n \times n$ for higher-order implicit integrators, which means that the computation of implicit integrators is distinct from explicit integrators whose computation is simply a combination of the algorithms in [14–16] with an appropriate integration scheme. Furthermore, the computation of implicit integrators is much more complicated than the computation of forward and inverse dynamics and out of the scope of those algorithms in [14–16].

### 3 The Linear-Time Higher-Order Variational Integrator

In this and next section, we present the propositions and algorithms efficiently computing higher-order variational integrators, whose derivations are omitted due to space
Suppose Definition 2.

If points \(q_i\) denote quantities \(q(t^{k,\alpha})\) in which \(0 \leq \alpha \leq s\). Note that the notation \((\cdot)^{k,\alpha}\) is used to denote quantities \((\cdot)\) associated with \(q^{k,\alpha}\) and \(t^{k,\alpha}\), such as \(q_i^{k,\alpha}, \dot{q}_i^{k,\alpha}, \dot{\nu}_i^{k,\alpha}\), etc.

### 3.1 The DEL Equation Evaluation

To evaluate the DEL equations, the *discrete articulated body momentum* and *discrete articulated body impulse* are defined from the perspective of articulated bodies as follows.

**Definition 1.** The discrete articulated body momentum \(p_i^{k,\alpha} \in \mathbb{R}^6\) for articulated body \(i\) is defined to be \(p_i^{k,\alpha} = M_i^{k,\alpha} \dot{q}_i^{k,\alpha} + \sum_{j \in \text{chd}(i)} T_j^{k,\alpha}\) in which \(M_i^{k,\alpha}\) and \(\dot{q}_i^{k,\alpha}\) are respectively the spatial inertia matrix and spatial velocity of rigid body \(i\).

**Definition 2.** Suppose \(F_i(t) \in \mathbb{R}^6\) is the sum of all the wrenches directly acting on rigid body \(i\), which does not include those applied or transmitted through the joints that are connected to rigid body \(i\). The discrete articulated body impulse \(F_i^{k,\alpha} \in \mathbb{R}^6\) for articulated body \(i\) is defined to be \(F_i^{k,\alpha} = \sum_{j \in \text{chd}(i)} T_j^{k,\alpha}\) in which \(F_i^{k,\alpha} = \omega_i^{n} T_i(t^{k,\alpha}) \Delta t \in \mathbb{R}^6\) is the discrete impulse acting on rigid body \(i\). Note that \(F_i(t)\), \(F_i^{k,\alpha}\), and \(T_i^{k,\alpha}\) are expressed in frame \(\{0\}\).

**Remark 1.** As for wrenches exerted on rigid body \(i\), in addition to \(F_i(t)\) which includes gravity as well as the external wrenches that directly act on rigid body \(i\), there are also wrenches applied through joints, e.g., from actuators, and wrenches transmitted through joints, e.g., from the parent and children of rigid body \(i\) in the tree representation.

It can be seen in Proposition 1 that \(p_i^{k,\alpha}\) and \(T_i^{k,\alpha}\) make it possible to evaluate the DEL equations without explicitly calculating \(\mathbb{W}_{\alpha+1} L_d(\mathbb{F}_t^{k})\) and \(\mathbb{F}_d^{k,\alpha}\) in Eqs. (5) and (6).

**Proposition 1.** If \(Q_i(t) \in \mathbb{R}\) is the sum of all joint forces applied to joint \(i\) and \(p^k = [p_1^k p_2^k \cdots p_n^k]^T \in \mathbb{R}^n\) is the discrete momentum, the DEL equations Eq. (5) can be evaluated as

\[
\begin{align*}
r_i^{k,0} &= p_i^k + S_i^{k,0} T_i + \sum_{\beta=0}^{s} a^{\alpha \beta} S_i^{k,\beta} T_i + Q_i^{k,0}, \quad (7a) \\
r_i^{k,\alpha} &= S_i^{k,\alpha} T_i + \sum_{\beta=0}^{s} a^{\alpha \beta} S_i^{k,\beta} T_i + Q_i^{k,\alpha} \quad \forall \alpha = 1, \ldots, s - 1, \quad (7b) \\
p_i^{k+1} &= S_i^{k+1} T_i + \sum_{\beta=0}^{s} a^{s \beta} S_i^{k,\beta} T_i + Q_i^{k,s} \quad (7c)
\end{align*}
\]

\(^1\) In addition to the proofs, the supplementary appendix [17] also contains the complete \(O(n)\) algorithms to compute the Newton direction for higher-order variational integrators.
Algorithm 1 Recursive Evaluation of the DEL Equations

1: initialize $g^{k,\alpha}_0 = I$ and $\mathbf{v}^{k,\alpha}_0 = 0$
2: for $i = 1 \rightarrow n$ do
3:   for $\alpha = 0 \rightarrow s$ do
4:     $g^{k,\alpha}_i = g_{\text{par}(i)}^{k,\alpha}_i(q^{k,\alpha}_i)$
5:     $\mathbf{S}^{k,\alpha}_i = \text{Ad}_{q^{k,\alpha}_i} \mathbf{S}_i$, $\mathbf{M}^{k,\alpha}_i = \text{Ad}_{q^{k,\alpha}_i}^{-T} M_i \text{Ad}_{q^{k,\alpha}_i}^{-1}$
6:     $\dot{q}^{k,\alpha}_i = \frac{1}{\Delta t} \sum_{\beta=0}^{s} b^{\alpha\beta} q^{k,\beta}_i$, $\mathbf{v}^{k,\alpha}_i = \mathbf{v}^{k,\alpha}_{\text{par}(i)} + \mathbf{S}^{k,\alpha}_i \cdot \dot{q}^{k,\alpha}_i$
7:   end for
8: end for
9: for $i = n \rightarrow 1$ do
10:   for $\alpha = 0 \rightarrow s$ do
11:     $\mu^{k,\alpha}_i = \mathbf{M}^{k,\alpha}_i \mathbf{v}^{k,\alpha}_i + \sum_{j \in \text{child}(i)} \mathbf{p}^{j,\alpha}_i$, $\Gamma^{k,\alpha}_i = F^{k,\alpha}_i + \sum_{j \in \text{child}(i)} \Gamma^{k,\alpha}_j$
12:     $\Omega^{k,\alpha}_i = w^{\alpha} \Delta t \cdot \text{ad}^{T}_{\dot{q}^{k,\alpha}_i} \mu^{k,\alpha}_i + \Gamma^{k,\alpha}_i$
13:     $\mathbf{r}^{k,\alpha}_i = \frac{1}{\Delta t} \sum_{\beta=0}^{s} b^{\alpha\beta} \dot{q}^{k,\beta}_i$, $\mathbf{r}^{k,\alpha}_i = \mathbf{r}^{k,\alpha}_{\text{par}(i)} + \mathbf{S}^{k,\alpha}_i \cdot \dot{q}^{k,\alpha}_i$
14:   end for
15: for $\alpha = 1 \rightarrow s - 1$ do
16:     $\mathbf{r}^{k,\alpha}_i = \mathbf{S}^{k,\alpha}_i \cdot \Omega^{k,\alpha}_i + \sum_{\beta=0}^{s} a^{\alpha\beta} \mathbf{S}^{k,\beta}_i \cdot \mu^{k,\beta}_i + Q^{k,\alpha}_i$
17:   end for
18: $p^{k+1}_i = \mathbf{S}^{k,s}_i \cdot \Omega^{k,s}_i + \sum_{\alpha=0}^{s} a^{s\alpha} \mathbf{S}^{k,\alpha}_i \cdot \mu^{k,\alpha}_i + Q^{k,s} $
19: end for

in which $\mathbf{r}^{k,\alpha}_i$ is the residue of the DEL equations Eqs. (5a) and (5b), $a^{\alpha\beta} = w^{\alpha} b^{\alpha\beta}$, $\Omega^{k,\alpha}_i = w^{\alpha} \Delta t \cdot \text{ad}^{T}_{\dot{q}^{k,\alpha}_i} \mu^{k,\alpha}_i + \Gamma^{k,\alpha}_i$, and $Q^{k,\alpha}_i = \omega^{\alpha} Q_i(t^{k,\alpha}_i) \Delta t$ is the discrete joint force applied to joint $i$.

Proof. See [17, Section D.1]

In Eqs. (7a) and (7b), if all $\mathbf{r}^{k,\alpha}_i$ are equal to zero, a solution to the variational integrator as well as the DEL equations is obtained.

All the quantities used in Proposition 1 can be recursively computed in the tree representation, therefore, we have Algorithm 1 that evaluates the DEL equations, which essentially consists of $s + 1$ forward passes from root to leaf nodes and $s + 1$ backward passes in the reverse order, thus totally takes $O(sn)$ time. In contrast, automatic differentiation and our prior methods [2, 4] take $O(sn^2)$ time to evaluate the DEL equations.

3.2 Exact Newton Direction Computation

From Eq. (5), the Newton direction $\delta \mathbf{q}^k = \left[ \delta q^{k,1} T, \ldots, \delta q^{k,s} T \right] T \in \mathbb{R}^{sn}$ is computed as $\delta \mathbf{q}^k = -J^k T^{-1} \cdot \mathbf{r}^k$ in which $J^k(\mathbf{q}^k) \in \mathbb{R}^{sn \times sn}$ is the Jacobian of Eqs. (5a)
and (5b) with respect to control points \( q^{k,1}, \ldots, q^{k,s} \), and \( \varphi^k \in \mathbb{R}^{sn} \) is the residue of evaluating the DEL equations Eqs. (5a) and (5b) by Proposition 1.

In this section, we make the following assumption on \( \mathbf{F}_i^{k,\alpha} \) and \( Q_i^{k,\alpha} \), which is general and applies to a large number of mechanical systems in robotics.

**Assumption 1.** Let \( u(t) \) be the control inputs of the mechanical system, we assume that the discrete impulse \( \mathbf{F}_i^{k,\alpha} \) and discrete joint force \( Q_i^{k,\alpha} \) can be respectively formulated as

\[
\mathbf{F}_i^{k,\alpha} = \mathbf{F}_i^{k,\alpha}(\dot{q}_i^{k,\alpha}, v_i^{k,\alpha}, \varphi_i^{k,\alpha}, u^{k,\alpha}) \quad \text{and} \quad Q_i^{k,\alpha} = Q_i^{k,\alpha}(\dot{q}_i^{k,\alpha}, \ddot{q}_i^{k,\alpha}, u^{k,\alpha}) \in \text{in which } u^{k,\alpha} = u(t^{k,\alpha}).
\]

If Assumption 1 holds and \( \mathcal{J}^{k-1}(\varphi^k) \) exists, it can be shown that [17, Algorithm B.1] computes the Newton direction for variational integrators in \( O(sn^3) \) time.

**Proposition 2.** For higher-order variational integrators of unconstrained mechanical systems, if Assumption 1 holds and \( \mathcal{J}^{k-1}(\varphi^k) \) exists, the Newton direction \( \delta \varphi^k = -\mathcal{J}^{k-1}(\varphi^k) \cdot r^k \) can be computed with [17, Algorithm B.1] in \( O(sn^3) \) time.

**Proof.** See [17, Section D.2]. □

In [17, Algorithm B.1], the forward and backward passes of the tree structure take \( O(s^2n) \) time, and the \( n \) computations of the \( s \times s \) matrix inverse takes \( O(sn^3) \) time, thus the overall complexity of [17, Algorithm B.1] is \( O(sn^3 + s^2n) \). In contrast, automatic differentiation and our prior methods in [2, 4] take \( O(s^2n^3) \) time to compute \( \mathcal{J}^k(\varphi^k) \) and another \( O(sn^3) \) time to compute the \( sn \times sn \) matrix inverse \( \mathcal{J}^{k-1}(\varphi^k) \), and the overall complexity is \( O(s^3n^3 + s^2n^3) \). Though the quasi-Newton method [9] is \( O(n) \) time for second-order variational integrator in which \( s = 1 \), it requires small time steps and can not be used for third- or higher-order variational integrators.

Therefore, both Algorithm 1 and [17, Algorithm B.1] have \( O(n) \) complexity for a given \( s \), which results in a linear-time variational integrator. Furthermore, Algorithm 1 and [17, Algorithm B.1] have no restrictions on the number of control points, which indicates that the resulting linear-time variational integrator can be arbitrarily high order. To our knowledge, this is the first exactly linear-time third- or higher-order implicit integrator for mechanical systems.

### 3.3 Extension to Constrained Mechanical Systems

Thus far all our discussions of linear-time variational integrators have been restricted to unconstrained mechanical systems. However, Algorithm 1 and [17, Algorithm B.1] can be extended to constrained mechanical systems as well.

In terms of the the DEL equation evaluation, the extension to constrained mechanical systems is immediate. From Eq. (6), we only need to add the constraint term \( A^{k,\alpha}(q^{k,\alpha}) \cdot \lambda^{k,\alpha} \) to the results of using Algorithm 1.

If the variational integrator is second-order and the mechanical system has \( m \) constraints, it is possible to compute the Newton direction \( \delta q^{k+1} \) and \( \delta \lambda^k \) in \( O(mn) + O(m^3) \) time using [17, Algorithm B.1]. In accordance with Eq. (6), \( \delta q^{k+1} \) and \( \delta \lambda^k \) should satisfy

\[
\mathcal{J}^k(q^k) \cdot \delta q^{k+1} + A^k(q^k) \cdot \delta \lambda^k = -r^k \quad \text{and} \quad h^k(q^{k+1}, q^k) \cdot \delta q^{k+1} - \mathcal{J}^{k+1}(\varphi^{k+1}) \cdot \delta \varphi^{k+1} = \mathcal{J}^{k+1}(\varphi^k, \varphi^{k+1}) \cdot \delta \varphi^{k+1} - \mathcal{J}^{k+1}(\varphi^k, \varphi^k) \cdot \delta \varphi^k.
\]
\(-r_i^k\), in which \(r_i^k\) and \(r_i^{k+1}\) are equation residues. Then \(\delta q^{k+1}\) and \(\delta \lambda^k\) can be computed as follows: i) compute \(\delta q_t^{k+1} = - \mathcal{J}^{-1} \cdot r_q^k\) with [17, Algorithm B.1] which takes \(O(n)\) time; ii) compute \(\mathcal{J}^{-1} \cdot A^k\) by using [17, Algorithm B.1] \(m\) times which takes \(O(mn)\) time; iii) compute \(\delta \lambda^k = (\mathcal{D} h^k \cdot \mathcal{J}^{-1} \cdot A^k)^{-1}(r_i^{k} + \mathcal{D} h^k \cdot \delta q_t^{k+1})\) which takes \(O(m^3)\) time; iv) compute \(\delta q^{k+1} = \delta q_t^{k+1} - \mathcal{J}^{-1} \cdot A^k \cdot \delta \lambda^k\).

In regard to third- or higher-order variational integrators, if the constraints are of \(h_i^k(q^{k,i}, \dot{q}^{k,i}) = 0\) or \(h_i^k(q^{k,i}, \dot{q}^{k,i}, \ddot{q}^{k,i}) = 0\) or both for each \(i = 1, 2, \cdots, n\), [17, Algorithm B.1] can be used to compute the Newton direction \(\delta \tau^k\) and \(\delta \lambda^k\) in a similar procedure to the second-order variational integrator.

In next section, we will discuss the linearization of higher-order variational integrators in \(O(n^2)\) time.

4 The Linearization of Higher-Order Variational Integrators

The linearization of discrete time systems is useful for trajectory optimization, stability analysis, controller design, etc., which are import tools in robotics.

From Eqs. (5) and (6), the linearization of variational integrators is comprised of the computation of \(\mathcal{D}^2 \mathcal{L}_d(\bar{q}^k)\), \(\mathcal{D} F_d^k, A^k, \alpha \) and \(\mathcal{D} A^k, \alpha (q^{k,i})\). In most cases, \(\mathcal{D} F_d^k, A^k, \alpha \) and \(\mathcal{D} A^k, \alpha (q^{k,i})\) can be efficiently computed in \(O(n^2)\) time, therefore, the linearization efficiency is mostly affected by \(\mathcal{D}^2 \mathcal{L}_d(\bar{q}^k)\).

It is by definition that the Lagrangian of a mechanical system is \(\mathcal{L}(q, \dot{q}) = K(q, \dot{q}) - V(q)\) in which \(K(q, \dot{q})\) is the kinetic energy and \(V(q)\) is the potential energy, and from Eq. (4), the computation of \(\mathcal{D}^2 \mathcal{L}_d(q^k)\) is actually to compute \(\frac{\partial K}{\partial q^k}, \frac{\partial^2 K}{\partial q^k, \partial \dot{q}^k}, \frac{\partial^2 K}{\partial q^k, \partial \dot{q}^k, \partial \ddot{q}^k}\) and \(\frac{\partial V}{\partial q^k}\), for which we have Proposition 3 and Proposition 4 as follows.

**Proposition 3.** For the kinetic energy \(K(q, \dot{q})\) of a mechanical system, \(\frac{\partial^2 K}{\partial q^k}, \frac{\partial^2 K}{\partial q^k, \partial \dot{q}^k}, \frac{\partial^2 K}{\partial q^k, \partial \dot{q}^k, \partial \ddot{q}^k}\) can be recursively computed with Algorithm 2 in \(O(n^2)\) time.

**Proof.** See [17, Section D.3].

In the matter of potential energy \(V(q)\), we only consider the gravitational potential energy \(V_g(q)\), and the other types of potential energy can be computed in a similar way.

**Proposition 4.** If \(g \in \mathbb{R}^3\) is gravity, then for the gravitational potential energy \(V_g(q)\), \(\frac{\partial V_g}{\partial \dot{q}^k}\) can be recursively computed with Algorithm 3 in \(O(n^2)\) time.

**Proof.** See [17, Section D.4].

In regard to Proposition 4 and Algorithm 3, we remind the reader of the notation introduced in Sections 2.2 and 2.3 that \(m_i \in \mathbb{R}\) is the mass of rigid body \(i\), \(p_i \in \mathbb{R}^3\) is the mass center of rigid body \(i\) as well as the origin of frame \(\{i\}\), and \(\mathbf{\overrightarrow{S}_i} = [\pi_i^T \pi_i^T]^T \in \mathbb{R}^6\) is the spatial Jacobian of joint \(i\) with respect to frame \(\{0\}\).

If \(\frac{\partial K}{\partial q^k}, \frac{\partial^2 K}{\partial q^k, \partial \dot{q}^k}, \frac{\partial^2 K}{\partial q^k, \partial \dot{q}^k, \partial \ddot{q}^k}\) and \(\frac{\partial V}{\partial q^k}\) are computed in \(O(n^2)\) time, then according to Eqs. (2) and (4), the remaining computation of \(\mathcal{D}^2 \mathcal{L}_d(q^k, \alpha)\) is simply the application.
of the chain rule. Therefore, if the variational integrator has \( s + 1 \) control points, the complexity of the linearization is \( O(s^2n^2) \). In contrast, automatic differentiation and our prior methods \([2, 4]\) take \( O(s^3n^3) \) time to linearize the variational integrators.

### 5 Comparison with Existing Methods

The variational integrators using Algorithms 1 to 3 and \([17, \text{Algorithm B.1}]\) are compared with the linear-time quasi-Newton method \([9]\), automatic differentiation and
the Hermite-Simpson direct collocation method, which verifies the accuracy, efficiency and scalability of our work. All the tests are run in C++ on a 3.1GHz Intel Core Xeon Thinkpad P51 laptop.

5.1 Comparison with the Linear-Time Quasi-Newton Method

In this subsection, we compare the $O(n)$ Newton method using Algorithm 1 and [17, Algorithm B.1] with the $O(n)$ quasi-Newton method in [9] on the trapezoidal variational integrator (Example 1) of a 32-link pendulum with different time steps.

In the comparison, 1000 initial joint angles $q^0$ and joint velocities $\dot{q}^0$ are uniformly sampled from $[-\frac{\pi}{2}, \frac{\pi}{2}]$. The results are in Fig. 1, in which the computational time and the number of iterations are calculated only over initial conditions that the DEL equations are successfully solved. It can be seen that the Newton method using Algorithm 1 and [17, Algorithm B.1] outperforms the quasi-Newton method in [9] in all aspects, especially for relatively large time steps.

5.2 Comparison with Automatic Differentiation

In this subsection, we compare Algorithms 1 to 3 and [17, Algorithm B.1] with automatic differentiation for evaluating the DEL equations, computing the Newton direction and linearizing the DEL equations. The variational integrator used is the Simpson variational integrator (Example 2).

In the comparison, we use pendulums with different numbers of links as benchmark systems. For each pendulum, 100 initial joint angles $q^0$ and joint velocities $\dot{q}^0$ are uniformly sampled from $[-\frac{\pi}{2}, \frac{\pi}{2}]$. The results are in Fig. 2 and it can be seen that our recursive algorithms are much more efficient, which is consistent with the fact that Algorithms 1 to 3 and [17, Algorithm B.1] are $O(n)$ for evaluating the DEL equations, $O(n)$ for computing the Newton direction, and $O(n^2)$ for linearizing the DEL equations, whereas automatic differentiation are $O(n^2)$, $O(n^3)$ and $O(n^3)$, respectively.
The comparison of our recursive algorithms with automatic differentiation for pendulums with different numbers of links. The variational integrator used is the Simpson variational integrator. The results of evaluating the DEL equations are in (a), computing the Newton direction in (b) and linearizing the DEL equations in (c). Each result is calculated over 100 initial conditions.

### 5.3 Comparison with the Hermite-Simpson Direct Collocation Method

In this subsection, we compare the fourth-order Simpson variational integrator (Example 2) with the Hermite-Simpson direct collocation method, which is a third-order implicit integrator commonly used in robotics for trajectory optimization [10, 11].

Note that both integrators use three control points for integration.

The strict comparison of the two integrators for trajectory optimization is usually difficult since it depends on a number of factors, such as the target problem, the optimizers used, the optimality and feasibility tolerances, etc. Therefore, we compare the Simpson variational integrator and the Hermite-Simpson direct collocation method by listing the order of accuracy, the number of variables and the number of constraints for trajectory optimization. In general, the computational loads of optimization depends on the problem size that is directly related with the number of variables and the the number of constraints. The higher-order accuracy suggests the possibility of large time steps in trajectory optimization, which reduces not only the problem size but the computational loads of optimization as well. The results are in Table 1.

It can be concluded that the Simpson variational integrator is more accurate and has less variables and constraints in trajectory optimization, especially for constrained mechanical systems.

The accuracy comparison in Table 1 of the Simpson variational integrator with the Hermite-Simpson direct collocation method is further numerically validated on a 12-link pendulum. In the comparison, different time steps are used to simulate 100 trajectories with the final time $T = 10$ s, and the initial joint angles $q^0$ are uniformly sam-

---

2 The Hermite-Simpson direct collocation methods used in [10, 11] are actually implicit integrators that integrate the trajectory as a second-order system in the $(q, \dot{q})$ space, whereas the variational integrators integrate the trajectory in the $(q, p)$ space.

3 The explicit and implicit formulations of the Hermite-Simpson direct collocation methods differ in whether the joint acceleration $\ddot{q}$ is explicitly computed or implicitly involved as extra variables. Even though the explicit formulation of the Hermite-Simpson direct collocation has less variables and constraints than the implicit formulation, it is usually more complicated for the evaluation and linearization, therefore, the implicit formulation is usually more efficient and more commonly used in trajectory optimization [11].
integrator | accuracy | # of variables | # of constraints  
---|---|---|---  
variational integrator | 4th-order | $(4N + 3)n + (2N + 1)m$ | $3Nn + (2N + 1)m$  
direct collocation (explicit) | 3rd-order | $(6N + 3)n + (2N + 1)m$ | $4Nn + (6N + 3)m$  
direct collocation (implicit) | 3rd-order | $(8N + 4)n + (2N + 1)m$ | $(6N + 1)n + (6N + 3)m$

Table 1: The comparison of the Simpson variational integrator with the Hermite-Simpson direct collocation method for trajectory optimization. The trajectory optimization problem has $N$ stages and the mechanical system has $n$ degrees of freedom, $m$ holonomic constraints and is fully actuated with $n$ control inputs. Note that both integrators use three control points for integration.

Fig. 3: The comparison of the Simpson variational integrator with the Hermite-Simpson direction collocation method on a 12-link pendulum with different time steps. The results of the integrator error are in (a), the computational time in (b) and the integration error v.s. computational time in (c). Each result is calculated over 100 initial conditions.

plied from $[-\frac{\pi}{12}, \frac{\pi}{12}]$ and the initial joint velocities $q^0$ are zero. Moreover, the Simpson variational integrator uses Algorithm 1 and [17, Algorithm B.1] which has $O(n)$ complexity for the integrator evaluation and the Newton direction computation, whereas the Hermite-Simpson direct collocation method uses [14, 18] which is $O(n)$ for the integrator evaluation and $O(n^3)$ for the Newton direction computation. For each initial condition, the benchmark solution $q_d(t)$ is created from the Hermite-Simpson direct collocation method with a time step of $5 \times 10^{-4}$ s and the simulation error in $q(t)$ is evaluated as $\frac{1}{T} \int_0^T \| q(t) - q_d(t) \| dt$. The running time of the simulation is also recorded. The results are in Fig. 3, which indicates that the Simpson variational integrator is more accurate and more efficient in simulation, and more importantly, a better alternative to the Hermite-Simpson direction collocation method for trajectory optimization.

In regard to the integrator evaluation and linearization, for unconstrained mechanical systems, experiments (not shown) suggest that the Simpson variational integrator using Algorithms 1 to 3 is usually faster than the Hermite-Simpson direct collocation method using [14, 18] even though theoretically both integrators have the same order of complexity. However, for constrained mechanical systems, if there are $m$ holonomic constraints, the Simpson variational integrator is $O(mn)$ for the evaluation and $O(mn^2)$ for the linearization while the Hermite-Simpson direct collocation method in [10, 11] is respectively $O(mn^2)$ and $O(mn^3)$, the difference of which results from that the Hermite-Simpson direct collocation method is more complicated to model the constrained dynamics.

13
6 Implementation for Trajectory Optimization

In this section, we implement the fourth-order Simpson variational integrator (Example 2) with Algorithms 1 to 3 on the Spring Flamingo robot [19], the LittleDog robot [20] and the Atlas robot [21] for trajectory optimization, the results of which are included in our supplementary videos. It should be noted that the variational integrators used in [2–4, 6, 8] for trajectory optimization are second order. In Sections 6.1 and 6.2, a LCP formulation similar to [8] is used to model the discontinuous frictional contacts with which no contact mode needs to be prespecified. These examples indicate that higher-order variational integrators are good alternatives to the direct collocation methods [10, 11]. The trajectory optimization problems are solved with SNOPT [22].

6.1 Spring Flamingo

The Spring Flamingo robot jumps over a obstacle of 0.16 meters high. The Spring Flamingo robot is a 9-DoF flat-footed biped robot with actuated hips and knees and passive springs at ankles [19]. In this example, the Spring Flamingo robot is commanded to jump over an obstacle that is 0.16 m high while walking horizontally from one position to another. The results are in Fig. 4, in which the initial walking velocity is 0.26 m/s and the average walking velocity is around 0.9 m/s.

6.2 LittleDog

The LittleDog robot jumps over a obstacle of 0.16 meters high. The LittleDog robot is 18-DoF quadruped robot used in research of robot walking [20]. In this example, the LittleDog robot is required to walk over terrain with two gaps. The results are in Fig. 5, in which the average walking velocity is 0.25 m/s.

6.3 Atlas

The Atlas robot is a 30-DoF humanoid robot used in the DARPA Robotics Challenge [21]. In this example, the Atlas robot is required to pick a red ball with its left hand.
hand while keeping balanced only with its right foot. Moreover, the contact wrenches applied to the supporting foot should satisfy contact constraints of a flat foot [11]. The results are in Fig. 6 and it takes around 1.3 s for the Atlas robot to pick the ball.

7 Conclusion

In this paper, we present $O(n)$ algorithms for the linear-time higher-order variational integrators and $O(n^2)$ algorithms to linearize the DEL equations for use in trajectory optimization. The proposed algorithms are validated through comparison with existing methods and implementation on robotic systems for trajectory optimization. The results illustrate that the same integrator can be used for simulation and trajectory optimization in robotics, preserving mechanical properties while achieving good scalability and accuracy. Furthermore, thought not presented in this paper, these $O(n)$ algorithms can be regularized for parallel computation, which results in $O(\log(n))$ algorithms with enough processors.
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