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Abstract

Voice conversion is a challenging task which transforms the voice characteristics of a source speaker to a target speaker without changing linguistic content. Recently, there have been many works on many-to-many Voice Conversion (VC) based on Variational Autoencoder (VAEs) achieving good results, however, these methods lack the ability to disentangle speaker identity and linguistic content to achieve good performance on unseen speaker’s scenarios. In this paper, we propose a new method based on feature disentanglement to tackle many-to-many voice conversion. The method has the capability to disentangle speaker identity and linguistic content from utterances, it can convert from many source speakers to many target speakers with a single autoencoder network. Moreover, it naturally deals with the unseen target speaker’s scenarios. We perform both objective and subjective evaluations to show the competitive performance of our proposed method compared with other state-of-the-art models in terms of naturalness and target speaker similarity.

Index Terms: voice conversion, VAEs, feature disentanglement, many-to-many

1. Introduction

Voice conversion task is a technique which is used to transform a speaker’s identity from the source speaker to the target speaker without changing the linguistic content [1]. The identity of a speaker, which depends on the voice timbre of a speaker, can be extracted from Mel-frequency cepstral coefficient (MFCC) by using statistical approaches [2]. These extracted features are then switched between source speakers and target speakers to perform VC. Although the traditional methods succeed in VC task [3-4], they require numerous parallel training data that are expensive to collect and require a lot of effort for alignment in order to get good results.

Two recent veins of work to overcome these issues are based on VAEs and Generative Adversarial Network (GAN) frameworks. GAN based approaches utilized an adversarial training procedure to learn a mapping function that is able to map from the source domain to the target domain. For solving many-to-many VC, the authors in [5-7, 8] employed a cycle constraint to preserve the linguistic content of converted speech. Another way to improve the quality of converted speech is to extract speaker-independent information from input utterances by using an auxiliary classifier [9-10]. Although these approaches succeeded in transforming the source speaker’s prosody into the target speaker’s prosody [10], GAN based methods are still difficult to train and the discriminator of GAN does not resemble human auditory perception [11]. Moreover, the quality of converted voices are downgraded as more speakers are trained simultaneously [5], hence GAN-based method is ill-suited for many to many VC system.

VAEs-based methods have been adopted in order to model a latent space which is useful for interpolating between source and target domain. In [6, 11, 12, 13, 14], the authors tried to model the latent space where latent factors are independent of one another by an encoder. The encoder usually is well-designed to remove speaker identity from latent vector [12], and then using a decoder conditioned with the target speaker identity, an utterance is generated which is compatible with conditioned speaker identity. Cycle-VAE [8] proposed a cycle flow based method of VAEs to improve the quality of converted speech, however, it only performs one-to-one conversion which is an expensive method for transforming one source speaker into many target speakers. Since prior VAEs-based works used one-hot vectors to represent speaker identity, it could be problematic for performing VC for an unseen target speaker. Recent works [15, 16, 17, 18] use the autoencoder framework to disentangle input voices into two parts: speaker representation, and phonetic content. During the conversion process, the source speaker’s representation and the target speaker’s representation are swapped to transform the source speaker’s prosody to the target speaker’s prosody. AutoVC-based methods [15, 16] were capable of converting the source speaker’s tone to an unseen target speaker. Those methods leverage a universal pretrained speaker embedding and carefully designed a bottleneck, however, it is challenging to choose the proper bottleneck.

Therefore, we propose a disentangled Variational Autoencoder (VAEs) based approach, called Disentangled-VAE, to tackle many-to-many VC by disentangling speaker-dependent information and linguistic information from the source and target speech. Our proposed method is able to deal with unknown speakers VC task. Our method is based on the assumption that there are some common factors shared among utterances coming from the same speaker, and that the remaining factors represent linguistic information which is distinctive from utterance to utterance. Specifically, during training, we sample a pair of utterances from the same speaker to feed into the encoder network to model a shared speaker latent vector by using an average function and two distinctive linguistic latent vectors. Then, the shared speaker latent vector is concatenated with the proper linguistic latent vector to reconstruct input utterances. For the conversion process, we swap the latent vector of the source speaker and the latent vector of the target speaker to generate the transformed speech. In the experiment section, both objective and subjective evaluations are conducted in VCTK Corpus [19] to assess the performance of the proposed approach. The results show that Disentangled-VAE outperforms baseline methods in terms of Mel-Cepstral Distortion (MCD) and the quality of converted speeches.
2. Preliminary

2.1. Conventional VAEs-based Non-Parallel VC

VAEs \cite{20, 21} are a generative model which is used to model the probability density of data for the generating purpose. It includes two main components which are an encoder and a decoder parameterized by neural networks. The encoder models posterior distribution \( qφ(z|x) \) of a latent variable \( z \) given input data \( x \), while the decoder approximates the conditional distribution \( pθ(x|z) \) of data \( x \) given a latent variable \( z \). In \cite{11}, the latent code has a strong assumption that it only contains the speaker identity concatenated with the latent vector \( z \) that represents the speaker identity concatenated with the linguistic vector \( s \). The objective for VAEs-based voice conversion is to maximize the marginal likelihood of the speech parameters \( θ \) given input utterance \( x \) and latent vector \( z \), is then fed into the decoder to convert source utterances to target utterances. Thus, the objective for VAEs-based voice conversion is to maximize the marginal likelihood is intractable to optimize, a lower bound variables that usually is isotropic Gaussian distribution. Since the marginal likelihood is intractable to optimize, a lower bound is instead optimized for learning the encoder and decoder of VAEs as follows:

\[
\mathcal{L}(θ, φ, x, y_s) = \mathbb{E}_{qφ(z|x)} \left[ \log pθ(x|z) \right] - D_{KL}(qφ(z|x)||p(z))
\]

where \( D_{KL} \) denotes the Kullback-Leibler divergence between the approximate posterior distribution of latent vectors and the prior distribution. Both outputs of the encoder and the decoder are diagonal Gaussian distribution where mean and covariance are estimated by neural networks.

3. Proposed method

The goal of disentanglement learning is to learn a controllable representation of data that is useful for interpolating between two real data samples. Therefore, this approach is well-fitted for style transfer, particularly for voice conversion tasks. Our proposed method, which is based on \cite{24}, merely relies upon a weak assumption of data to learn disentangled latent space. We hypothesize that for a pair of utterances which come from a speaker, there are some common factors representing speaker information and the remaining factors representing linguistic information as shown in Figure. \cite{15}. For learning disentangled latent space, the VAEs framework is adopted to extract proper latent vector \( z \in \mathbb{R}^k \) given input utterance \( x \in \mathbb{R}^{d_u} \). The posterior distribution \( p(z|x) \) is enforced by a weak assumption that there are two sub-latent spaces, each of them standing for a group of factors

\[
p(z_s|x_1) = p(z_s|x_2) \quad \forall z_s \in \mathbb{R}^{k_1},
\]

\[
p(z_c|x_1) \neq p(z_c|x_2) \quad \forall z_c \in \mathbb{R}^{k_2},
\]

where \( z_s \) and \( z_c \) stand for the vector of speaker information and the vector of linguistic information, respectively. Both \( \mathbb{R}^{k_1} \subseteq \mathbb{R}^k \) and \( \mathbb{R}^{k_2} \subseteq \mathbb{R}^k \) are sub-spaces of latent space where \( k_1 + k_2 = k \). In practice, \( k_1 \) is unknown but it can be chosen based on experiments, we will elaborate on the value of \( k_1 \) in the next section.

In order to force the constraint in Eq. (2), the shared speaker vector \( z_s \) is computed by a function \( f(\cdot) \) and then concatenated with linguistic vector \( z_c \) to reconstruct the input \( x \)

\[
z_s \sim qφ(z_s|x_1) = \mathcal{N}\left( f(\mu_2(x_1), \mu_2(x_2)), f(σ_1(x_1), σ_2(x_2)) \right)
\]

\[
f(μ_1(x_1), μ_2(x_2)) = \frac{μ_1(x_1) + μ_2(x_2)}{2}
\]

\[
z_c \sim qφ(z_c|x_1)
\]

where \( qφ \) denotes an encoder network parameterized by \( φ \). The function \( μ(\cdot) \) and \( σ(\cdot) \) estimate mean and variance of a posterior distribution, respectively. Function \( f(\cdot) \) is an average function proposed in \cite{24} which is successful in disentangling the common factor and the specific factor for images. The objective function is a variant of Evidence Lower Bound (ELBO) as follows

\[
\mathcal{L}_{elbo}(φ, θ) = \mathbb{E}_{(x_1, x_2)} \left[ \mathbb{E}_{qφ(z|x_1)} \log pθ(x_1|z) + \mathbb{E}_{qφ(z|x_2)} \log pθ(x_2|z) \right.
\]

\[
- βD_{KL}(qφ(z|x_1)||p(z)) - βD_{KL}(qφ(z|x_2)||p(z))
\]

, where \( pθ \) denotes a decoder network parameterized by \( θ \), and latent vector \( z \) is concatenated by two vector \( z_s \) and \( z_c \). Coefficient \( β \geq 1 \) which is analogous with \( β-VAE \) \cite{23, 24} to aid in creating fine details in reconstructed Mel-spectrograms. The post net comprises five convolutional layers with kernel size of \( k = (5 \times 1) \). Its input is the decoder’s output and the post net produces rough details of Mel-spectrogram. The first four layers have 512 channel dimensions, a batch norm
and tanh activation are operated for those layers. The channel dimension of the last layer is 80 channels, to squeeze outputs to have an identical size with input. The output of post net is then added with the output of the decoder to reconstruct the final Mel-spectrogram.

\[ \hat{X} = \tilde{X} + \hat{X} \]  

where \( \hat{X} \) and \( \tilde{X} \) are the output of the decoder and the post net respectively. \( \hat{X} \) is the final reconstruction of Mel-spectrogram. Consequently, we have an additional reconstruction loss as follows:

\[ L_{recons} = ||X - \hat{X}|| \]  

where \( X \) is ground truth Mel-spectrogram. Finally, to train Disentangled-VAE, we use the total loss function as follows:

\[ L = L_{elbo} + L_{recons} \]  

Figure 2a depicts the training process of our proposed method. There are two utterances from the same speaker fed into the encoder to encode a common factor (speaker identity) \( z_s \) and a specific factor (phonetic content) \( z_c \). Subsequently, for the generation procedure, a speaker identity vector is concatenated with two content vectors to reconstruct two input utterances. For the conversion process shown in Figure 2b after inferring two speaker identity vectors of the source and the target utterances, the target speaker identity is concatenated with the content vector of the source utterance before feeding into the decoder to acquire the converted utterance.

4. Experimental settings

We use VCTK Corpus which includes 109 English speakers with a variety of accents for our experiment. The dataset is split into two parts: a training set and a testing set, in which there are 105 speakers selected for training and the remaining 4 speakers are used for one-shot conversion testing. There are 20 utterances of training speakers reserved for testing seen speakers voice conversion. To evaluate seen speakers conversion performance, we randomly choose 4 speakers: p225(female), p226(male), p229(female), and p232(male). To measure one-shot speakers conversion performance, we measure converted utterance on the testing dataset, which includes 4 random speakers: p282(female), p286(male), p294(female), and p334(male). There are 4 experiments conducted as male-male, male-female, female-female, and female-male for both objective and subjective evaluation.

All utterances are sampled at 16k Hz. We opt to extract STFT features with a Hamming window of size 1024 samples and a hop length of size 256 samples. Next, Mel-spectrograms are converted to 80 bins from extracted STFTs and take logarithm. The Mel-spectrograms are then normalized with a range from 0 to 1 for stability training. At every training iteration, a pair of Mel-spectrogram segments of size \( 64 \times 80 \) are randomly extracted from two utterances coming from a speaker as input fed into the neural network. We acquire a pair of utterances by sampling from the uniform distribution of the speaker’s utterances. For reverting Mel-spectrograms to waveform signals, we apply the WaveNet vocoder [26] to generate a proper waveform. For reverting Mel-spectrograms to waveform signals, we apply the WaveNet vocoder [26] to generate a proper waveform. For reverting Mel-spectrograms to waveform signals, we apply the WaveNet vocoder [26] to generate a proper waveform. For reverting Mel-spectrograms to waveform signals, we apply the WaveNet vocoder [26] to generate a proper waveform.

Table 1 details the architecture of the proposed model. The proposed architecture technically has two main components: an encoder and a decoder. For the encoder, it consists of three 1D convolutional layers, subsequently, there is a BiLSTM layer and three fully connected layers. The encoder outputs two latent vectors which represent the speaker identity \( Z_s \in \mathbb{R}^8 \) and the phonetic content \( Z_c \in \mathbb{R}^{56} \). The dimension of speaker identity \( k_1 = 8 \), which is chosen according to empirical experiment. For the decoder, it comprises of three fully connected layers, two LSTM layers, three 1D convolutional layers. At the last layer of the decoder, the decoder outputs a reconstructed Mel-spectrogram. We train Disentangled VAE on an Nvidia V100 GPU with a batch size of 8 samples for about 1M training steps. We use Adam optimizer with learning rate \( lr = 1e - 4 \) for the whole training phase. The pretrained model and audio samples can be found in our github.  

| Block                 | Layer                      | Input layer | 64 x 80 |
|-----------------------|----------------------------|-------------|---------|
| Encoder               | 1D Conv layer ×3           | (5, 2, 512) |         |
|                       | BiLSTM layer               | (512, 64, 2)|         |
|                       | FC layer                   | (2048, 256)|         |
|                       | FC layer (phonetic content)| (256, 56)  |         |
|                       | FC layer (speaker)         | (256, 8)   |         |
| Decorder              | FC layer                  | (32, 256)  |         |
|                       | FC layer                  | (256, 2048)|         |
|                       | LSTM layer                | (64, 512, 1)|        |
|                       | 1D Conv layer ×3           | (5, 2, 512)|         |
|                       | LSTM layer                | (512, 1024, 2)|    |
|                       | FC layer                  | (1024, 80) |         |

Fig. 3: tSNE Visualization of speaker embedding space.

4.1 Results

We evaluate the performance of the proposed method through both objective and subjective evaluation compared with three baseline models: Autovc [15], VQVC+ [16], and CycleVAE [8] that is the baseline system for VCC2020 [27]. Both Autovc and VQVC+ are autoencoder based approaches for VC, also, they try to disentangle speaker-independent information from input utterances by learning a well-designed encoder. Since Cycle-VAE is only capable of converting seen speakers, thus we evaluate its performance on seen speaker conversion. The objective

1https://v-manhlt3.github.io/disentangled-VAE/
metric used to measure the performance of converted speech is MCD as described in [3]. It estimates the discrepancy between two aligned utterances. We therefore align both target ground truth and converted utterance by using Dynamic Time-Warping (DTW), there are 12 first utterances of all speakers evaluated since they have the same contents. Regarding subjective evaluation, we conducted two sorts of tests which are Mean Opinion Scores (MOS) and ABX testing. For MOS, there were 15 participants who were asked to assess the quality of 20 utterances per system by selecting scores from 1-bad to 5-perfect. For ABX testing, those participants are asked to rate 25 pairs of conversion utterances for each experimental group. During subjective experiments, participants wear the same headphones for all system evaluation to achieve a fair comparison among all systems.

Table 2: Comparison of MCD and MOS for seen speakers among three methods and CycleVAE that is baseline system in VCC2020.

| Method       | MCD | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   |
|--------------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|              |     | M2M   | M2F   | F2M   | F2F   | Avg   |       |       |       |       |       |
| VQVC+        | 9.63| 3.09  | 2.97  | 2.88  | 2.93  | 2.97  |       |       |       |       |       |
| AutoVC       | 8.82| 3.11  | 3.35  | 2.97  | 3.29  | 3.18  |       |       |       |       |       |
| CycleVAE     | 9.77| 2.71  | 2.68  | 2.81  | 2.87  | 2.76  |       |       |       |       |       |
| Proposed     | 7.51| 3.87  | 3.21  | 3.25  | 3.59  | 3.48  |       |       |       |       |       |

Table 3: Comparison of MCD and MOS for unseen speakers among baseline systems. Since CycleVAE is incapable of performing one-shot voice conversion, we do not report its result in this table.

| Method       | MCD | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   | MOS   |
|--------------|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
|              |     | M2M   | M2F   | F2M   | F2F   | Avg   |       |       |       |       |       |
| VQVC+        | 10.01| 3.18  | 3.06  | 2.87  | 2.91  | 3.01  |       |       |       |       |       |
| AutoVC       | 10.48| 2.76  | 2.82  | 2.63  | 2.85  | 2.76  |       |       |       |       |       |
| CycleVAE     | -   | -     | -     | -     | -     | -     |       |       |       |       |       |
| Proposed     | 9.72| 3.12  | 3.03  | 3.23  | 2.96  | 3.09  |       |       |       |       |       |

Fig. 4: ABX testing experimental results on Naturalness and Similarity for pairwise system comparison. “S-” and “U-” denote seen speakers and unseen speakers during training.

5. Conclusions

In this paper, we propose a feature disentanglement approach using VAEs framework for voice conversion. By leveraging the hypothesis that there are some shared factors among speech from the same speaker, as a result, our method is able to extract speaker-dependence information by using the encoder network. Fig. 4a and Fig. 4b demonstrate the ABX testing between the Disentangled-VAE system and baseline systems. Because Cycle-VAE is incapable of performing one shot voice conversion, we do not experiment with ABX testing for that system. If you are interested in listening to converted utterances of baseline systems and our proposed method, please visit our demo page. As shown in these figures, our system significantly outperforms AutoVC and VQVC+ on similarity score, in particular, its conversion utterances for unseen speakers are much better than the baselines in terms of naturalness and similarity to target speakers.
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