Optical nonclassicality test based on third-order intensity correlations
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We develop a nonclassicality criterion for the interference of three delayed, but otherwise identical, light fields in a three-mode Bell interferometer. We do so by comparing the prediction of quantum mechanics with those of a classical framework in which independent sources emit electric fields with random phases. In particular, we evaluate third-order correlations among output intensities as a function of the delays, and show how the presence of a correlation revival for small delays cannot be explained by the classical model of light. The observation of a revival is thus a nonclassicality signature, which can be achieved only by sources with a photon-number statistics that is highly sub-Poissonian. Our analysis provides strong evidence for the nonclassicality of the experiment discussed in [Menssen et al., PRL, 118, 153603 (2017)], and shows how a collective “triad” phase affects the interference of any three or more light fields, irrespective of their quantum or classical character.

I. INTRODUCTION

Thanks to recent experimental advancements in photonics, the possibility of creating and manipulating multiple single-photon states has now become a reality [1–9], and even the genuine interference of three single photons has been recently isolated and observed [10, 11]. More generally, the development of on-chip wave-guides, sources, and detectors, can be used to test quantum mechanical predictions in previously unavailable regimes. For example, this can be done by pursuing fundamental research on boson sampling [5, 6, 12–16] or on the effects of many-particle interference [17–25]. Rather than considering the probability distribution of output detection events, it is often convenient to study the correlations among detected output intensities. In particular, correlations among pairs of intensities have been used to acquire information on the nature of particles scattering through a boson sampling setup [26, 27], and also to develop nonclassicality criteria in multiport linear optical interferometers [28]. On the other hand, the correlations among three or more output intensities have been studied in the context of imaging resolution [29–32], or to study signatures of many-particle interferences in quantum walks [20].

Surprisingly, the use of these correlations (among three or more output intensities) has not been formally investigated in the context of detecting nonclassicality so far. The aim of this paper is to properly analyze this aspect. We consider the interference of three independent quantum light fields diagonal in the Fock basis through a three-mode linear optical setup. In particular, we discuss the quantum features that can be observed in the third-order correlation function

\[ G_3^{(Q)} = \frac{\langle \hat{I}_1 \hat{I}_2 \hat{I}_3 \rangle}{\langle \hat{I}_1 \rangle \langle \hat{I}_2 \rangle \langle \hat{I}_3 \rangle}, \]

where \(\{ \hat{I}_i \}_{i=1}^3\) are the operators associated with the output intensities, by comparison with its classical counterpart

\[ G_3^{(cl)} = \frac{\langle \hat{I}_1 \hat{I}_2 \hat{I}_3 \rangle}{\langle \hat{I}_1 \rangle \langle \hat{I}_2 \rangle \langle \hat{I}_3 \rangle}. \]

In this latter case, we substitute quantum states with corresponding classical light fields emitted with random phases by independent stochastic sources. The use of classical fields characterized by random phases, and corresponding quantum states diagonal in the Fock basis, reflects conditions that arise naturally in optical experiments involving independent sources. The same framework was used in the past [33–36] in order to prove the nonclassicality of the well-known Hong-Ou-Mandel effect [37].

A common approach to testing nonclassicality, as in Ref. [28], is to find values of \(G_3^{(Q)}\) that are unobtainable by \(G_3^{(cl)}\). Instead, motivated by generalized interference “dips” recently observed in three-photon experiments [1–3, 10], we consider the “shape” of the interference patterns. In particular, we study interference when two out of three identical input fields, which are assumed to have Gaussian wave packets in time with variance \(\sigma^2\), are respectively delayed by \(\pm \tau\). More precisely, our nonclassicality criterion is based on the observation that for a Bell three-port interferometer the function \(G_3^{(cl)}(\delta)\) always takes the shape of a regular dip, with respect to the dimensionless delay \(\delta = \sigma \tau\). Instead, under the same conditions quantum sources can lead to a “revival” in \(G_3^{(Q)}(\delta)\) when \(\delta\) approaches zero, which can thus be considered a quantum signature. Its origin will be shown to depend on the presence of input quantum states with a photon-number statistics that is highly sub-Poissonian. This means that, unlike Ref. [28], not any sub-Poisson quantum state can exhibit this indicator of nonclassicality. Despite this limitation on the set of testable nonclassical states, the approach presented in this paper has the advantage of being easier to implement experimentally, at least for single-photon sources. In this case, \(G_3^{(Q)}\) cor-
responds to the probability of coincident events, in which a photon is detected from each output spatial mode.

For general linear optical interferometers, it is possible to observe a revival in $G_3^{(cl)}$ for classical sources that emit light with non-uniform intensities. However, this is not expected for interferometers that are “close” enough to the Bell interferometer, a conjecture we support with numerical analysis. It is therefore possible to apply our nonclassicality test in realistic conditions, where the interferometric setup cannot be fixed with arbitrary precision. For example, our result strongly challenges the possibility of explaining the experimental data of Ref. [10] by means of the aforementioned classical wave-like model of light. This is because in that experiment three single-photons have been injected in a Bell three-port interferometer, and a revival in the probability of coincident events has been observed. Our analysis also provides insight into the “triad phase” introduced in Ref. [10] to describe an aspect of particle distinguishability that arises only when three or more independent particles are involved. We show that a corresponding phase arises in the interference of three or more fields. In this context, the triad phase is shown to be independent of the quantum character of the fields.

The remainder of this paper is organized as follows. In Sec. II we formally introduce the classical wave-like model of light that will be used throughout the paper, as well as its quantum counterpart. In both cases we obtain explicit expressions for the third-order correlation function $G_3$, and a first comparison between the two is performed. The idea of “revival” will then be introduced in Sec. III, by considering a specific example in which three single-photon sources, or three classical fields with the same intensities, evolve through a Bell interferometer. The core of our nonclassicality test will be developed in Sec. IV, where we show that a revival cannot appear classically for linear optical setups that are equal to, or close to, a Bell three-port interferometer. In Sec. V, instead, we repeat a similar analysis in a quantum setting, with the purpose of identifying which features of the input quantum states are responsible for the appearance of a revival. A final discussion and our conclusions are left for Sec. VI.

II. THIRD-ORDER INTENSITY CORRELATION FUNCTIONS

In this section we provide formal expressions for the third-order correlation functions $G_3^{(cl)}$ and $G_3^{(Q)}$, when the light emitted by independent sources evolves through a three-mode linear optical interferometer. We will first focus on classical fields characterized by random phases, and then on quantum states with density matrices that are diagonal in the Fock basis. In both scenarios we assume that each source emits light in a fixed frequency-polarization mode of light, characterizing the distribution of each emitted wave-packet in frequency and polarization. This analysis allows us to discuss the similarities and the differences between the classical and the quantum expressions. In particular, we show how the triad phase identified and studied in Ref. [10] naturally emerges also in a classical framework whenever three or more sources interfere.

A. Classical scenario

The classical model of light discussed in this paper consists in three stochastic independent sources emitting pulses of light characterized by random phases and possibly varying intensities. Formally, the electric field $E_\alpha(t)$ with phase $\xi_\alpha$ and intensity $I_\alpha$ is emitted by the $\alpha$th source with probability $p_\alpha(\xi_\alpha, I_\alpha) = \frac{1}{2\pi} p_\alpha(I_\alpha)$, and can be expanded as

$$E_\alpha(t) = e^{i\xi_\alpha} \sqrt{I_\alpha} \sum_{\lambda=1}^{2} \int_{0}^{\infty} d\omega \phi_\alpha(\omega, \lambda) e^{-i\omega t} \epsilon_{\omega,\lambda}.$$

Here $\epsilon_{\omega,\lambda}$ is the unit vector that characterizes the polarization associated with the angular frequency $\omega$, satisfying $\epsilon_{\omega,\lambda} \cdot \epsilon_{\omega',\lambda'} = \delta_{\lambda\lambda'}$. The total intensity of the $\alpha$th source is

$$I_\alpha = \sum_{\lambda=1}^{2} \int_{-\infty}^{+\infty} dt E_\alpha^*(t) \cdot E_\alpha(t),$$

and $\phi(\omega, \lambda)$ is a normalized frequency-polarization mode function in $L^2(\mathbb{R}) \otimes \mathbb{C}^2$, i.e., such that

$$\sum_{\lambda=1}^{2} \int_{0}^{\infty} d\omega |\phi(\omega, \lambda)|^2 = 1.$$

Notice that $\phi_\alpha(\omega, \lambda)$ is defined up to a global phase that could be included in $\xi_\alpha$. As a consequence, it can be represented by a vector $|\phi_\alpha\rangle$ in Dirac notation with components

$$|\phi_\alpha\rangle = \sum_{\lambda=1}^{2} \int_{0}^{+\infty} d\omega \phi_\alpha(\omega, \lambda) |\omega, \lambda\rangle,$$

where $\{|\omega, \lambda\rangle\}_{\omega,\lambda}$ is an orthonormal basis for $L^2(\mathbb{R}) \otimes \mathbb{C}^2$.

After the light has been emitted by the sources, it evolves through a linear optical interferometer. Labeling the ports of the interferometer as inputs $(\alpha, \beta, \gamma)$ and outputs $(i, j, k)$, we can write the evolution of the electric fields as

$$E_i(t) = \sum_{\alpha=1}^{3} U_{i\alpha} E_\alpha(t),$$

for $i = 1, 2, 3$, where $U$ is the matrix characterizing the linear optical setup. With this notation, the quantities $\{I_i\}_{i=1}^{3}$ that appear in $G_3^{(cl)}$ [see Eq. (2)] are the integrated output intensities of the fields, formally obtained.
as in Eq. (4) by integrating the moduli of the output electric fields. The expectation value $⟨\cdot⟩$ appearing in Eq. (2), instead, represents the average over all possible realizations of the sources, i.e., an average weighted by the probability

$$p^{(cl)}(\{ξ_α\}_α, \{I_α\}_α) = \prod_{α=1}^{3} \frac{1}{2π} p_α(I_α).$$

When evaluating correlation functions among output intensities, one computes several integrals of the form

$$I_β = \sum_{α, β=1}^{3} U_{αβ}^* U_{βα} \sum_{λ=1}^{2} \int_{−∞}^{+∞} dt E_α^*(t) \cdot E_β(t)$$

$$= \sum_{α, β=1}^{3} U_{αβ}^* U_{βα} \sqrt{I_α I_β} \langle φ_α | φ_β \rangle e^{i(ξ_β − ξ_α)},$$

where $⟨ φ_α | φ_β \rangle$ characterizes the distinguishability of the fields coming from sources $α$ and $β$. In particular, it is convenient to write these overlaps as

$$⟨ φ_α | φ_β \rangle = r_{αβ} e^{iφ_{αβ}},$$

with $0 \leq r_{αβ} \leq 1$. Note that for $α = β$ the phase $ψ_{αβ}$ is identically zero, whereas when $α \neq β$ it becomes irrelevant because of the presence of $e^{i(ξ_α − ξ_β)}$, which takes random values on the unit circle. For this reason, whenever one is interested in the interference of two fields, only the modulus $r_{αβ}$ matters. Similarly, the phases $\{ψ_{αβ}\}$ are irrelevant when second-order correlation functions are considered, as in Ref. [28]. However, when computing intensity correlations of order higher than two, in the presence of three or more sources, cyclic products can appear. These terms have the form $⟨ φ_1 | φ_2 | φ_3 \rangle$, and their total phase $ψ = ψ_{12} + ψ_{31} + ψ_{23}$ is not masked by the random fluctuations of $⟨ ξ_α \⟩_{α=1}^{3}$. Therefore, the phase $ψ$ carries physical meaning and can affect the interference of the fields. This additional phase $ψ$ plays exactly the same role as the “triad” phase identified and studied in Ref. [10], but its origin is completely classical. We will discuss in more detail the small differences between the two in the following, after having introduced the quantum framework which corresponds to the classical scenario considered here.

In the remainder of this section we provide an explicit expression for the classical third-order intensity correlation function $G^{(cl)}_3$. Its derivation is long but straightforward, as one only needs to keep track of all the terms that do not become zero when the averages over the random phases of the fields are performed. For example, by writing as $⟨ I_α⟩$ the average intensity emitted by the $α$th source, the expectation value of a single output intensity can be expanded as

$$⟨I_α⟩ = \sum_{α=1}^{3} |U_{αa}|^2 ⟨I_α⟩,$$

because the expectation value of Eq. (9) is nonzero only when $α = β$. With similar, although more involved, considerations it is possible to obtain the following expression:

$$G^{(cl)}_3 = 1 + \frac{F_1 + F_2 + F_3}{\prod_{α=1}^{3} (|U_{αβ}|^2 ⟨I_β⟩)}$$

$$+ \sum_{α<β}^{3} r_{αβ}^2 \sum_{i,j≠β}^{3} \left[ \sum_{λ=1}^{2} |U_{iβ}|^2 ⟨I_γ⟩ \right] \left[ \sum_{λ=1}^{2} |U_{jβ}|^2 ⟨I_δ⟩ \right]$$

$$+ 2 Re \left[ r_{12} r_{23} r_{31} \text{perm}(U \ast U^*) \right] \prod_{α=1}^{3} ⟨I_α⟩,$$

(12)

where $\ast$ represents the entrywise product, $\text{perm}(\cdot)$ evaluates the permanent, and $U_{α} U_{α}$ is the matrix obtained from $U$ by permuting its columns according to the cyclic permutation $π = (1, 2, 3)$. The terms labeled as $F_1$, $F_2$, and $F_3$, instead, are nonzero only when the sources emit light with fluctuating intensities, i.e., according to distributions $\{p_α(I_α)\}_{α=1}^{3}$ that are not delta functions. Explicitly, these terms can be written as

$$F_1 = \sum_{α=1}^{3} |U_{1α}|^2 |U_{2α}|^2 |U_{3α}|^2 \left( ⟨F_α⟩ − ⟨I_α⟩ \right)^3,$$

(13)

$$F_2 = \sum_{α≠β}^{3} \left( ⟨I_α^2⟩ − ⟨I_α⟩ \right)^2 ⟨I_β⟩ \left[ |U_{αβ}|^2 |U_{2α}|^2 |U_{3α}|^2 \right] + \text{c.p.},$$

(14)

$$F_3 = \sum_{α≠β}^{3} 2 r_{αβ}^2 \left( ⟨I_α^2⟩ − ⟨I_α⟩^2 \right) ⟨I_β⟩ \cdot$$

$$\text{Re} \left[ U_{1α}^* U_{2α} U_{2β} U_{3β} U_{3α} + \text{c.p.} \right],$$

(15)

where c.p. stands for the cyclic permutations of the indices $1, 2, 3$. For example, given a function $f(i, j, k)$, one has

$$f(1, 2, 3) + \text{c.p.} = f(1, 2, 3) + f(2, 3, 1) + f(3, 1, 2).$$

(16)

In this paper we are mostly interested in the dependence of $G^{(cl)}_3$ upon the complex overlaps $⟨ φ_α | φ_β \rangle$. The right-hand side of Eq. (12) shows that $G^{(cl)}_3$ consists of three components: one that is independent of those overlaps, one that depends on the squares $r_{αβ}^2$, and one that depends on the product of all three overlaps [last fraction in Eq. (12)]. The classical triad phase appears in this last contribution. Furthermore, we note that the presence of fluctuations in the intensities of the sources not only shifts the value of $G^{(cl)}_3$, but also affects its dependence upon the field distinguishabilities via Eq. (15), which depends on the squared moduli $r_{αβ}^2$. 
B. Quantum scenario

Let us consider the quantum counterpart of the scenario previously discussed: three independent quantum sources emit pulses of light that evolve through a linear optical interferometer and are subsequently detected. The field emitted by the \(ag\) source, for \(a = 1, 2, 3\), can be characterized by the creation operator \(\hat{a}^\dagger_{\alpha,\phi_\alpha}\), where the first subscript corresponds to the spatial mode of the field, whereas the second one gives information on its frequency and polarization degrees of freedom. More precisely, \(\hat{a}^\dagger_{\alpha,\phi_\alpha}\) can be expanded as \([25, 38]\)

\[
\hat{a}^\dagger_{\alpha,\phi_\alpha} = \sum_{\lambda=1}^{2} \int_{0}^{\infty} d\omega \, \hat{\phi}_\alpha(\omega, \lambda) \hat{a}^\dagger_{\alpha,\phi_\alpha,\lambda},
\]

where \(\hat{a}^\dagger_{\alpha,\phi_\alpha,\lambda}\) creates a monochromatic photon with frequency \(\omega\) and polarization \(\lambda\) in the \(ag\)th spatial mode, and obeys

\[
[\hat{a}_{\alpha,\phi_\alpha,\lambda}, \hat{a}^\dagger_{\alpha',\phi_{\alpha'},\lambda'}] = \delta(\omega-\omega')\delta_{\lambda\lambda'}. \tag{18}
\]

In order for the canonical commutation relations \([\hat{a}_{\alpha,\phi_\alpha,\lambda}, \hat{a}^\dagger_{\alpha,\phi_\alpha,\lambda}] = 1\) to be satisfied for all \(\alpha\), each function \(\hat{\phi}_\alpha(\omega, \lambda)\) needs to be normalized. It can, therefore, be represented by a unit vector in a Hilbert space isomorphic to \(L^2(\mathbb{R}) \otimes \mathbb{C}^2\), with basis elements \(\{\omega, \lambda\}_\omega, \lambda\), i.e.

\[
|\tilde{\phi}_\alpha \rangle = \sum_{\lambda=1}^{2} \int d\omega \, \hat{\phi}_\alpha(\omega, \lambda) |\omega, \lambda\rangle. \tag{19}
\]

Such mode vectors have previously been used to study the interference of partially distinguishable photons \([39-42]\).

The quantum counterpart of classical light fields emitted with random phases are quantum states diagonal in the Fock basis, which result when random phases are applied to the annihilation operators. More precisely, we can write the state emitted by the \(ag\)th source as

\[
\hat{\rho}_\alpha = \sum_{n=0}^{\infty} \frac{g_\alpha(n)}{n!} \left(\hat{a}^\dagger_{\alpha,\phi_\alpha}\right)^n |0\rangle \langle 0| \left(\hat{a}^\dagger_{\alpha,\phi_\alpha}\right)^n, \tag{20}
\]

where \(g_\alpha\) characterizes its photon-number statistics. This is consistent with the classical scenario previously considered, as we now discuss. First, in both cases the vectors characterizing the frequency-polarization degrees of freedom of the light emitted by the sources are not allowed to vary from one pulse to another. Second, on average the emitted fields are invariant under a phase transformation which sends, for the classical and quantum cases respectively, \(\phi_\alpha(\omega, \lambda) \rightarrow e^{i\theta_\alpha} \phi_\alpha(\omega, \lambda)\) and \(\tilde{\phi}_\alpha(\omega, \lambda) \rightarrow e^{i\theta_\alpha} \tilde{\phi}_\alpha(\omega, \lambda)\). In the classical case this is because \(\theta_\alpha\) can be absorbed within the random phase \(\xi_\alpha\) in Eq. (3). In the quantum case, the reason is that Eq. (20) is invariant under this phase transformation. Finally, notice that in the quantum case it is not necessary to explicitly take into account the possibility of dealing with stochastic sources that emit states with varying photon-number statistics, as this effect can be taken into account by suitably changing the distributions \(\{q_\alpha\}_\alpha\).

As in the classical scenario, each quantum source is connected to one of the input ports of a three-mode linear optical interferometer, whose evolution can be fully described by a unitary matrix \(U\), acting only on the spatial modes of the photons. In particular, for any given mode \(\phi_\alpha\), the annihilation operators representing the fields after the evolution can be written as combination of the input ones as

\[
\hat{b}_{\alpha,\phi} = \sum_{\alpha=1}^{3} U_{i\alpha} \hat{a}_{\alpha,\phi}. \tag{21}
\]

This relation allows us to write an expression for the operators \(\{\hat{I}_i\}_{i=1}^3\) appearing in the definition of \(G_3(Q)\) in Eq. (1)

\[
\hat{I}_i = \sum_{\lambda=1}^{2} \int_{0}^{\infty} d\omega \, \hbar \omega \, \hat{b}_{i\omega,\lambda}^\dagger \hat{b}_{i\omega,\lambda}, \tag{22}
\]

which count the total energy received in each output spatial mode. The expectation values appearing in Eq. (1) then have to be interpreted as

\[
\left\langle \hat{I}_i \right\rangle = \text{Tr} \left[ \hat{I}_i \bigotimes_{\alpha=1}^{3} \rho_\alpha \right], \tag{23}
\]

and similarly for \(\left\langle \prod_{i=1}^{3} \hat{I}_i \right\rangle\). In this last case, for simplicity it is convenient to consider the expectation value of the normally ordered product of the three output intensities. The result does not change because \(\left[\hat{b}_{i\phi}, \hat{b}^\dagger_{j\phi'}\right] = 0\) for \(i \neq j\), as it can be verified by exploiting Eq. (21) and the unitarity of \(U\). For example, the use of the normally ordered expression is convenient in all those cases where the three-mode linear optical interferometer is affected by losses. Indeed, one way to keep this into account is to add additional columns to the unitary matrix \(U\), one for every input mode of the virtual beamsplitters modeling the losses. The advantage of the normal ordering is that only the entries \(U_{i\alpha}\) connecting the three physical input and output modes explicitly appear in the expression of \(G_3(Q)\).

The remainder of this section will be devoted to the derivation of an explicit expression for \(G_3(Q)\). In order to do so, we will start by expanding \(\hat{I}_i\) in a way that resembles the classical expression in Eq. (9). This will then allow us to recover the desired formula for \(G_3(Q)\) by straightforwardly manipulating the classical result for \(G_3(cl)\). First of all, notice that in evaluating \(G_3(Q)\) every annihilation operator \(\hat{b}_{i\omega,\lambda}\) acts from the left on a state
of the form
\[ |\{n_\alpha\}_\alpha = \prod_{\alpha=1}^{3} (\hat{a}^\dagger_{\alpha;\phi_\alpha})^{n_\alpha} |0\rangle. \]

Together with the fact that
\[ \hat{a}_{\alpha;\omega}(\hat{a}^\dagger_{\alpha;\phi_\alpha})^{n_\alpha} |0\rangle = \tilde{\phi}_\alpha(\omega,\lambda)n_\alpha(\hat{a}^\dagger_{\alpha;\phi_\alpha})^{n_\alpha-1} |0\rangle = \tilde{\phi}_\alpha(\omega,\lambda)\hat{a}_{\alpha;\phi_\alpha}(\hat{a}^\dagger_{\alpha;\phi_\alpha})^{n_\alpha} |0\rangle, \]
we have
\[ \hat{b}_{\alpha;\omega} |\{n_\alpha\}_\alpha = \sum_{\alpha=1}^{3} U_{\alpha\beta} \tilde{\phi}_\alpha(\omega,\lambda)\hat{a}_{\alpha;\phi_\alpha} |\{n_\alpha\}_\alpha. \]

In turn, by exploiting Eq. (21) and Eq. (22) this implies that we can effectively substitute any \( \hat{I}_j \) appearing in \( G_3^{(Q)} \) with
\[ \sum_{\alpha,\beta=1}^{3} U_{\alpha\beta}^{*} U_{\beta\gamma} \langle \phi_\alpha | \phi_\beta \rangle \sqrt{E_\alpha E_\beta} \hat{a}^\dagger_{\alpha;\phi_\alpha} \hat{a}_{\beta;\phi_\beta}, \]
where we identified \( |\phi_\alpha\rangle \) with the vector having coordinates
\[ \langle \omega, \lambda | \phi_\alpha \rangle = \sqrt{\frac{h\omega}{\mathcal{E}_\alpha}} \langle \omega, \lambda | \tilde{\phi}_\alpha \rangle. \]

Here the normalization \( \mathcal{E}_\alpha \) is the energy associated with \( \tilde{\phi}_\alpha:\)
\[ \mathcal{E}_\alpha = \sum_{\lambda=1}^{2} \int_{0}^{\infty} d\omega \sqrt{h\omega} |\tilde{\phi}_\alpha(\omega,\lambda)|^2. \]

The vectors \( \{|\phi_\alpha\rangle\}_\alpha \) are the same in the classical and quantum scenarios, as in both cases their overlaps characterize the distinguishabilities of the fields whenever intensity measurements are performed. We point out that most authors characterize the fields distinguishabilities via \( \{|\phi_\alpha\rangle\}_\alpha \) rather than via \( \{|\phi_\alpha\rangle\}_\alpha \), but this is only due to the fact that they consider photon-number measurements rather than intensity measurements. We decided to focus on the latter in order to make a fair comparison with the classical scenario, where the concept of photon number is not defined. However, the two approaches are approximately equivalent in the experimentally relevant case where the photon bandwidths are much smaller than their mean frequencies [see Eq. (28)]. As a consequence, the phase \( \psi \) of the product \( \langle \phi_1 | \phi_2 \rangle \langle \phi_2 | \phi_3 \rangle \langle \phi_3 | \phi_1 \rangle \) is the direct analogues of the triad phase studied in Ref. [10]. Therefore, the appearance of a phase that must be considered together with the moduli \( \{r_{\alpha\beta}\}_{\alpha\neq\beta} \) in order to fully characterize the distinguishability of three photons is an instance of more general phases that appear in the interference of three or more optical fields, whether or not they are quantized.

It is possible to understand how the quantum and classical expressions for \( G_3 \) are related by comparing Eq. (27) with Eq. (9). We remind the reader that the numerator of \( G_3 \) is obtained by taking the expectation value of the (normal ordered) product of three such terms, corresponding to \( j = 1, 2, 3 \). First of all, we point out that in the classical and quantum cases the same combinations of indexes, running over the sources, lead to nonzero expectation values. This is because the phases \( e^{i(\xi_{\alpha} - \xi_{\beta})} \) in Eq. (9) select the terms whose quantum counterparts in \( \prod_{i=1}^{3} \hat{I}_i \) preserve the photon number of each source, which are the only relevant terms because of the diagonal structure of Eq. (20). Then, a one-to-one mapping can be easily seen in the simple situation where the quantum sources emit coherent states \( \{|\sqrt{A_\alpha} e^{i\xi_{\alpha}}\rangle\}_\alpha \) with random phases \( \{\xi_{\alpha}\}_\alpha \). As it can be expected, when this is the case the quantum expression reduces to the classical one with \( I_\alpha = \mathcal{E}_\alpha A_\alpha \), because each annihilation operator in \( \prod_{i=1}^{3} \hat{I}_i \) can be applied to an input coherent state. More generally, for input quantum states with arbitrary photon-number statistics any classical expectation value \( \langle I_\alpha I_\beta I_\gamma \rangle \) (with \( \alpha, \beta, \gamma \) not necessarily different) is substituted in \( G_3^{(Q)} \) by \( \langle \tilde{n}_\alpha \tilde{n}_\beta \tilde{n}_\gamma \rangle \), where : \( \hat{X} : \) represents the normally ordered form of the operator \( \hat{X} \). We can thus move from the expression of \( G_3^{(c)} \) to that of \( G_3^{(Q)} \) by performing the following substitutions:
\[ \langle I_\alpha \rangle \leftrightarrow \mathcal{E}_\alpha \langle \tilde{n}_\alpha \rangle = \mathcal{E}_\alpha \langle \tilde{n}_\alpha \rangle, \]
\[ \langle I_\alpha^2 \rangle \leftrightarrow \mathcal{E}_\alpha^2 \langle \tilde{n}_\alpha^2 \rangle = \mathcal{E}_\alpha^2 \{\langle \tilde{n}_\alpha^2 \rangle - \langle \tilde{n}_\alpha \rangle\}, \]
\[ \langle I_\alpha^3 \rangle \leftrightarrow \mathcal{E}_\alpha^3 \langle \tilde{n}_\alpha^3 \rangle = \mathcal{E}_\alpha^3 \{\langle \tilde{n}_\alpha^3 \rangle - 3 \langle \tilde{n}_\alpha^2 \rangle - 2 \langle \tilde{n}_\alpha \rangle\}. \]

Therefore, if we write as \( G_3^{(c)} \) the expression formally obtained from \( G_3^{(Q)} \) by substituting each \( I_\alpha \) with \( \mathcal{E}_\alpha \tilde{n}_\alpha \), we are left with
\[ G_3^{(Q)} = \tilde{G}_3^{(c)} - \sum_{\alpha=1}^{3} \mathcal{E}_\alpha^3 |U_{1\alpha}|^2 |U_{2\alpha}|^2 |U_{3\alpha}|^2 \{3 \langle \tilde{n}_\alpha^2 \rangle - 2 \langle \tilde{n}_\alpha \rangle\} \]
\[ \prod_{\beta=1}^{3} \left( \sum_{\beta \neq \alpha} |U_{\alpha\beta}|^2 \langle \tilde{n}_\beta \rangle \mathcal{E}_\beta \right) \]
\[ - \sum_{\alpha \neq \beta} \mathcal{E}_\alpha \mathcal{E}_\beta \langle \tilde{n}_\alpha \rangle \langle \tilde{n}_\beta \rangle \prod_{\gamma=1}^{3} \left( \sum_{\gamma \neq \alpha, \beta} |U_{\alpha\gamma}|^2 \langle \tilde{n}_\gamma \rangle \mathcal{E}_\gamma \right) \]
\[ - \sum_{\alpha \neq \beta} 2 r_{\alpha\beta}^2 \mathcal{E}_\alpha \mathcal{E}_\beta \langle \tilde{n}_\alpha \rangle \langle \tilde{n}_\beta \rangle \prod_{\gamma=1}^{3} \left( \sum_{\gamma \neq \alpha, \beta} |U_{\alpha\gamma}|^2 \langle \tilde{n}_\gamma \rangle \mathcal{E}_\gamma \right). \]

Note that the noncommutativity of the annihilation and creation operators does not change the dependence of \( G_3 \) upon \( \psi \), which remains the same in the classical and quantum cases.

**III. REVIVAL IN INTENSITY CORRELATIONS**

Two of the three new terms that appear in \( G_3^{(Q)} \) with respect to \( G_3^{(c)} \) are independent of the distinguishability
parameters of the fields, while the last one only depends on the pairwise squared overlaps \( \{ r_{\alpha\beta} \}_\alpha,\beta \). This observation suggests a way of detecting nonclassicality signatures by means of the third-order intensity correlation function. If we choose a certain “path” in the space of the distinguishability parameters \( \{ r_{12}(\delta), r_{23}(\delta), r_{31}(\delta), \psi(\delta) \} \), and consider the dependence of \( G_3 \) upon \( \delta \), the quantization of the fields not only shifts the function \( G_3(\delta) \) by a constant amount, but can also change the “shape” of its graph. It is therefore possible to certify the nonclassicality of the sources whenever an experiment reveals a shape of \( G_3(\delta) \) that is not compatible with the classical behavior of \( G_3^{(cl)}(\delta) \) under the same experimental conditions.

In this paper we focus on a specific \( \delta \)-dependent path for the distinguishability parameters of the fields, which has been explored in recent experiments [1–3, 10]. In particular, we consider three light fields with the same polarization and the same Gaussian wavepacket, i.e., such that the vector \( |\phi\rangle \) describing their frequency and polarization has components

\[
(\omega, |\lambda\rangle |\phi\rangle = \delta_{\lambda,\lambda_0} \frac{1}{(2\pi\sigma)^{1/2}} e^{-\frac{(\omega-\omega_0)^2}{4\sigma^2}}, \quad (34)
\]

where \( \lambda_0 \) is a certain fixed polarization. Then, we apply to the fields emitted by the first and third sources respectively a time delay \(-\tau\) and \(+\tau\) with respect to the field emitted by the second one, as shown in Fig. 1. In this case, the expression of \( G_3^{(cl)} \) given in Eq. (33) becomes

\[
G_3^{(cl)} = \frac{3}{9} (r_{12}^2 + r_{23}^2 + r_{31}^2) + \frac{4}{9} r_{12} r_{23} r_{31} \cos \psi. \quad (40)
\]

Note that in this special case \( G_3^{(Q)} \) reduces to the probability of detecting a coincidence event, discussed in Ref. [10], because \( \langle I_1 I_2 I_3 \rangle \neq 0 \) only when one photon is found per output mode. Therefore, the fact that even for indistinguishable photon \( G_3 \neq 0 \) implies that coincidence events are never completely suppressed, differently from the Hong-Ou-Mandel result. This is a well known feature of Bell multiport interferometers with odd dimensions [43, 44].

The classical counterpart of this scenario consists in three sources emitting pulses of light with the same intensities \( I_\alpha \equiv I \). If the same linear optical setup is considered, the expression of \( G_3^{(cl)} \) given in Eq. (12) becomes

\[
G_3^{(cl)} = 1 - \frac{3}{9} (r_{12}^2 + r_{23}^2 + r_{31}^2) + \frac{4}{9} r_{12} r_{23} r_{31} \cos \psi. \quad (41)
\]

When the distinguishability parameters of the sources are chosen as in Eq. (38), the corresponding functions \( G_3^{(cl)}(\delta) \) and \( G_3^{(Q)}(\delta) \) are characterized by the shapes shown in Fig. 2. Note that in the quantum case the positive contribution coming from the three-mode distinguishability term \( r_{12} r_{23} r_{31} \cos \psi \) is able to counteract the negative action of the pairwise distinguishabilities of the photons. As a consequence, a revival in the value of \( G_3^{(Q)} \) can be observed for small values of \( \delta \), whereas this effect cannot be seen in the classical framework, where the negative coefficient multiplying \( r_{12}^2 + r_{23}^2 + r_{31}^2 \) is larger than in the quantum case.

This implies that if an experiment with sources satisfying Eq. (38) shows a revival in the third-order correlation function \( G_3(\delta) \), the input fields cannot be explained by...
the chosen classical wave-like model of light, as long as the sources have the same intensities and the interferometer is characterized by Eq. (39). In real experimental conditions, however, these additional requirements might not be exactly satisfied. For this reason it is important to understand when a revival in \( G_3(\delta) \) cannot appear classically. Only in these cases the observation of a revival can be considered a nonclassicality signature. In order to perform these studies, however, we first need to find a way to characterize the presence or the absence of a revival in \( G_3(\delta) \).

**B. Characterizing the presence or absence of revival**

In order to decide whether or not a certain function \( G_3(\delta) \) shows a revival for \( \delta \approx 0 \), we can study the number of zeros of its first derivative. More precisely, a single zero corresponds to a regular dip, similar to the classical curve shown in Fig. 2, whereas a revival similar to the quantum curve in that same figure appears if and only if \( \partial_\delta G_3(\delta) \) has three zeros. We consider light sources whose distinguishability parameters can be written as in Eq. (38), so that the third order correlation function \( G_3 \) can be expanded as

\[
G_3 = S - A e^{-\delta^2} - B e^{-4\delta^2} + C e^{-3\delta^2},
\]

where the coefficients \( S, A, B, C \) depend on the interferometer and on the sources. Note that this structure appears not only in the classical case, but also in the quantum one, because the difference between the two scenarios only lies in the coefficients \( S, A, B \). In particular, \( C \) is the same in both cases, because the term proportional to \( \tau_1 \tau_2 \tau_3 \tau_3 \cos \psi = e^{-3\delta^2} \) does not depend on the quantumness of the sources [see Eq. (33)].

It is convenient to write the first derivative of \( G_3(\delta) \) as

\[
\partial_\delta G_3(\delta) = \frac{2\delta}{e^{4\delta^2}} h(e^{\delta^2}),
\]

where \( h \) is the polynomial function

\[
h(y) = Ay^3 + 4B - 3Cy.
\]

In this way, the number of zeros of \( \partial_\delta G_3(\delta) \) depends only on the zeros of \( h(y) \), which could be easily studied by considering \( \partial_y h(y) \). More precisely, any value \( y_0 \) such that \( h(y_0) = 0 \) leads to a pair of zeros of \( \partial_\delta G_3(\delta) \) (possibly degenerate) if and only if \( y_0 \geq 1 \), because \( e^{\delta^2} > 1 \) for all \( \delta \in \mathbb{R} \). The absence of a revival in \( G_3(\delta) \), therefore, corresponds to the absence of values \( y_0 > 1 \) such that \( h(y_0) = 0 \). We point out that in general the polynomial \( h(y) \) might have more than one zero larger than 1, and when this happens the function \( G_3(\delta) \) takes more complicated shapes. On a case-by-case basis one should check which shapes of \( G_3(\delta) \) could be obtained for classical sources under the experimental conditions of interest; the observation of any different result can then be considered a nonclassicality signature.

In this paper we focus on regimes such that the polynomial \( h(y) \) is characterized by coefficients satisfying

\[
A, C > 0.
\]

This implies that \( h(y) \) has no zeros \( y_0 > 1 \) if and only if

\[
\begin{align*}
&h(y_{\text{min}}) > 0 \\
&\left\{ \begin{array}{l}
  h(y_{\text{min}}) \leq 0, \\
  y_{\text{min}} \leq 1, \\
  h(1) \geq 0,
\end{array} \right.
\end{align*}
\]

where \( y_{\text{min}} \) is the positive zero of \( \partial_y h(y) \), i.e.

\[
y_{\text{min}} = \sqrt{C/A}.
\]

Vice versa, when the conditions in Eq. (45) hold, the polynomial \( h(y) \) has at least one zero \( y_0 > 1 \) if and only if

\[
\begin{align*}
&h(y_{\text{min}}) < 0, \\
&y_{\text{min}} > 1 \quad \vee \quad h(1) < 0.
\end{align*}
\]

These will be the main tools used in the following to decide whether or not a revival in \( G_3(\delta) \) appears for a given interferometric setup and given classical or quantum sources.

**IV. CLASSICAL NO-REVIVAL RESULTS**

Expanding on the preliminary considerations of Sec. III, we now proceed to show that a revival in \( G_3^{(cl)}(\delta) \)
cannot appear when classical fields interfere in a Bell three-port interferometer, irrespective of the probability distribution characterizing their intensities. After that, we numerically show that the same conclusion remains true if the interferometer only approximates the ideal Bell one. In doing this, we also take into account the effect of nonzero photon losses.

A. Bell interferometer, generic classical sources

Consider a Bell three-port interferometer, and classical input light fields whose intensities are selected according to a probability distribution such that for all $\alpha = 1, 2, 3$

$$\langle I_\alpha \rangle \equiv x_\alpha, \quad \left[ \langle I_\alpha^2 \rangle - \langle I_\alpha \rangle^2 \right] \equiv v_\alpha, \quad (49)$$

for some nonnegative parameters $\{x_\alpha\}_{\alpha=1}^3$ and $\{v_\alpha\}_{\alpha=1}^3$, corresponding to the mean and variance. Notice that $\langle I_\alpha^2 \rangle - \langle I_\alpha \rangle^2$ only appears within the $S$ coefficient in Eq. (42), and for this reason it does not affect the shape of $G_3(\delta)$. Similarly, also all other higher-order central moments do not make a difference. Therefore, for the purposes of this section we can describe the classical sources only through the parameters in Eq. (49).

Let us start by discussing the case in which $v_\alpha = 0$ for all $\alpha$, arising when the intensities emitted by the sources do not fluctuate from one pulse to another, though they may be different from each other. In this case, Eq. (12) can be written as in Eq. (42) with

$$A = 3 \frac{x_2(x_1 + x_3)}{(x_1 + x_2 + x_3)^2}, \quad (50)$$

$$B = 3 \frac{x_1x_3}{(x_1 + x_2 + x_3)^2}, \quad (51)$$

$$C = 12 \frac{x_1x_2x_3}{(x_1 + x_2 + x_3)^3}, \quad (52)$$

which are all nonnegative. In order to show that no revival can be observed in $G_3^{(cl)}(\delta)$ in this regime, it is sufficient to show that $y_{\min} \leq 1$ and $h(1) \geq 0$, because if this is the case Eq. (46) is satisfied irrespective of the sign of $h(y_{\min})$. The inequality $y_{\min} \leq 1$ can be easily seen by defining for each $\alpha = 1, 2, 3$ the auxiliary variables

$$t_\alpha = \frac{x_\alpha}{x_1 + x_2 + x_3}, \quad (53)$$

satisfying $t_1 + t_2 + t_3 = 1$. This yields

$$y_{\min}^2 = \frac{4t_1t_3}{(t_1 + t_3)} \leq \frac{4t_1t_3}{(t_1 + t_3)^2} \leq 1. \quad (54)$$

Showing that $h(1) \geq 0$ is more involved, but it can be done in a similar way by introducing a Lagrange multiplier (see Appendix A).

If the variances $\{v_\alpha\}_{\alpha=1}^3$ of the input intensities are not identically zero, the coefficients $A', B', C'$ characterizing

\[ \begin{array}{c}
\theta
\hline
\theta_0
\hline
\pi/4 & \pi/4 & \pi/2 & \pi/2
\end{array} \]

\[ \begin{array}{c}
\phi
\hline
\pi/2 & -\pi/2
\end{array} \]

\[ \begin{array}{c}
\pi/4 & -\pi/4
\end{array} \]

FIG. 3. Panels (a) and (b) show the symbols used to represent a beamsplitter and a phase shifter, whose action on the input fields is described in the main text. The scheme used to decompose a Bell three-port interferometer into simpler components is shown in Panel (c), where the light is assumed to enter from the left-hand side. Here $\theta_0 = \arccos(1/\sqrt{3})$. Notice that the two final phase shifts are required to reproduce the evolution matrix in Eq. (30), but they are irrelevant for the purposes of measuring $G_3$, because only intensity measurements are performed.

$G_3^{(cl)}(\delta)$ can be obtained from those in Eqs. (50), (51), and (52) as

$$A' = A + 3 \frac{x_2(v_1 + v_3) + v_2(x_1 + x_3)}{(x_1 + x_2 + x_3)^2}, \quad (55)$$

$$B' = B + 3 \frac{x_1v_3 + x_3v_1}{(x_1 + x_2 + x_3)^2}, \quad (56)$$

$$C' = C. \quad (57)$$

Therefore, the difference between the polynomial $h'(y)$ written in terms of $A'$, $B'$, $C'$ and the previously studied polynomial $h(y)$ is nonnegative for all $y \geq 1$. As a consequence, if $h(y)$ had no zeros for $y \geq 1$, the same can be said for $h'(y)$. No revival can thus appear in $G_3(\delta)$ for nonnegative $\{v_\alpha\}_{\alpha=1}^3$.

B. Approximate Bell interferometers

When different interferometric setups are considered, the complexity of the shapes appearing in $G_3^{(cl)}(\delta)$ greatly increases. For example, for many randomly sampled interferometers a revival in $G_3^{(cl)}(\delta)$ similar to that of Fig. 2 can appear, when the classical sources have nonuniform intensities. However, the contiguity of $G_3$ upon the evolution matrix characterizing the linear optical setup suggests that the behavior of $G_3^{(cl)}(\delta)$ should not be too different from that in Sec. IV A when the interferometer is "close" to the ideal case previously studied. In this section we provide numerical evidences that this is indeed the case, thus greatly improving the applicability of our nonclassicality criterion.

In order to quantify the similarity between linear optical interferometers we take an operational approach. We
start by decomposing the Bell three-port interferometer into a sequence of beamsplitters and phase shifters, as in Fig. 3. In particular, a beamsplitter acting on spatial modes $\alpha < \beta$ modifies the input fields through an evolution matrix

$$R^{(\alpha,\beta)}_\theta = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix},$$

(58)

which plays the same role of $U$ in Eq. (7). The angle $\theta$ parametrizes the transmissivity of the optical element. Similarly, a phase shifter $P^{(\alpha)}_\phi$ acting on mode $\alpha$ applies a phase $e^{-i\phi}$ to the input field. With this notation, we have

$$U^{(B)} = P^{(2)}_\pi P^{(3)}_\pi R^{(2,3)}_{-\pi/4} R^{(1,2)}_{\theta_0} P^{(3)}_{\pi/2} R^{(2,3)}_{\pi/4},$$

(59)

where $\theta_0 = \arccos(1/\sqrt{3})$ (see Fig. 3). Then, we add to the angle characterizing each element a certain degree of randomness, normally distributed with standard error $\epsilon$ around the ideal value that it would have in Eq. (59). Finally, we include a nonzero amount of loss in every beamsplitter, quantified by a parameter $\eta \in [0,1]$ multiplying the evolution matrix on the right hand side of Eq. (58).

In our simulations we studied the behavior of $10^6$ graphs of $G_3^{(3)}(\delta) = \cos \theta$, obtained by considering $\eta = 0.8$, $\epsilon = 2\pi/100$, and input intensities chosen at random. All of them had the shape of a regular dip, as the classical curve of Fig. 2. When we repeated the same analysis with $\epsilon = 2\pi/100$, however, complex behaviors started to appear. Not only in a few occasions $G_3^{(3)}(\delta)$ became larger than its asymptotic value (given by $\delta \gg 1$), but in one case a revival could be observed for $\delta \sim 0$. From this analysis we can conclude that in order to interpret the observation of a revival in $G_3^{(3)}(\delta)$ as a nonclassicality signature, the angles characterizing the optical devices composing the interferometer should be at least within $2\pi/100$ from the ideal values reported in Eq. (59), with probability of losing each photon not higher than 36% (i.e., $\eta \geq 0.8$). By considering parameters estimated in a specific setup of interest, the approach illustrated here can be adapted to provide a nonclassicality test in realistic settings.

V. ORIGIN OF REVIVAL FOR QUANTUM SOURCES

When one moves from the classical to the quantum description of $G_3$, the main difference is given by the appearance of additional terms due to the commutation relations between annihilation and creation operators. The relevant equations showing this are Eq. (31) and Eq. (32). As only $\langle \hat{n}^2_\alpha \rangle$ is multiplied by a function of $\delta$ in $G_3^{(3)}$, while $\langle \hat{n}_\alpha \rangle$ is not, for the purpose of understanding the change of shape between $G_3^{(3)}$ and $G_3^{(Q)}$ we can limit our attention to Eq. (31). Effectively, the positive variance $\langle \hat{n}^2_\alpha \rangle - \langle \hat{n}_\alpha \rangle^2$ is substituted with the difference

$$\mathcal{E}_\alpha^2 \left[ \langle \hat{n}^2_\alpha \rangle - \langle \hat{n}_\alpha \rangle^2 - \langle \hat{n}_\alpha \rangle \right],$$

(60)

whose sign depends on the photon-number statistics of the input quantum state. Intuitively, we could have effects not obtainable by classical means only when Eq. (60) becomes negative for some $\alpha$, i.e. when some source is characterized by a sub-Poissonian photon-number statistics. It will be convenient to express this property via the opposite of the Mandel Q parameter [45]

$$\mu_\alpha = \frac{\langle \hat{n}^2_\alpha \rangle - \langle \hat{n}_\alpha \rangle^2 - \langle \hat{n}_\alpha \rangle}{\langle \hat{n}_\alpha \rangle},$$

(61)

which is positive for sub-Poissonian sources and reaches its maximum value 1 for single photons.

In the remainder of this section we show how a value of $\mu > 1/2$ is typically needed in order to observe a revival in $G_3^{(Q)}(\delta)$. This is different from the nonclassicality criterion based on second order intensity correlation functions developed in Ref. [28], where any value of $\mu > 0$ could lead to nonclassical results. For simplicity we consider a symmetric setup where the input quantum states are characterized by the same parameter $\mu \equiv \mu [0,1]$. At first we analytically study the quantum third-order correlation function obtained for a perfect Bell three-port interferometer, and then we numerically investigate the appearance of revivals when experimental imperfections are added to the picture.

A. Bell three-port interferometer, quantum sources with the same photon-number statistics

Exactly as in Sec. IV A, we can study the appearance of a revival in $G_3^{(Q)}(\delta)$ by looking at the coefficients $A, B, C$ characterizing $\partial_\delta G_3^{(Q)}(\delta)$ via the polynomial in Eq. (44). At first notice that the energies $\{E_\alpha\}_\alpha$ can be simplified in the expression of $G_3^{(Q)}$, they are all the same [see Eqs. (29) and (35)]. Therefore, by changing the definitions of $x_\alpha$ and $v_\alpha$ given in Eq. (49) into

$$x_\alpha = \langle \hat{n}_\alpha \rangle, \quad v_\alpha = \langle \hat{n}^2_\alpha \rangle - \langle \hat{n}_\alpha \rangle^2,$$

(62)

we can straightforwardly obtain the coefficients $A, B, C$ characterizing $G_3^{(Q)}$ by substituting each $v_\alpha$ with $v_\alpha - x_\alpha$ in Eqs. (55), (56) and (57). For simplicity we focus on quantum states with the same sub-Poissonian photon-number statistics characterized by $\mu \in [0,1]$, so that we are left with

$$A = \frac{2}{9} (3 - 2\mu), \quad B = \frac{1}{9} (3 - 2\mu), \quad C = \frac{4}{9}$$

(63)

Note that $A, C > 0$, so we can exploit the considerations made in Sec. III B in order to study for which $\mu$ a revival
in $G_3^{(Q)}(\delta)$ appears. A direct calculation shows that

\[ y_{min}^2 = \frac{2}{3 - 2\mu}, \quad h(1) = \frac{2}{3}(1 - 2\mu). \]  

(64)

This means that for $\mu \in [0,1/2]$ Eq. (46) holds and there is no revival, while for $\mu \in ]1/2,1]$ a revival appears because Eq. (48) is satisfied (note that $y_{min} > 1$ implies $h(y_{min}) < 0$ when $h(1) < 0$).

Let us comment on this result. The presence of a revival for the maximum value of $\mu = 1$ corresponds to the single-photon case studied in Sec. III A. We have now shown that a revival appears also for quantum sources with $\mu > 1/2$. However, the nonclassicality contained in “weak” sub-Poissonian sources, i.e. with $\mu < 1/2$, is not sufficient to achieve a revival. For example, the only Fock state with $\mu > 1/2$ is the single-photon state, because a two-photon state already has $\mu = 1/2$.

B. Approximate Bell interferometers

We now consider imperfect interferometric setups, and we model them exactly as in Sec. IV B, by slightly varying the parameters appearing in Eq. (59). We again consider three equivalent quantum states with photon-number statistics characterized by $\mu \in [0,1]$. By suitably applying time delays to the sources, we can recover the usual model for the distinguishability parameters of the fields, given in Eq. (38). The shape of $G_3^{(Q)}(\delta)$ can then be studied as a function of the sub-Poissonianity parameter $\mu$. More precisely, for any given value of $\mu$ we can randomly generate $10^4$ different imperfect Bell three-port interferometers obtained by setting the error $\epsilon = 2\pi/100$ and the loss parameter $\eta = 0.8$ (again as an example). Then we count how many times a revival appears, and in Fig. 4 we plot the fraction $r$ of revival appearances against $\mu$.

For $\mu = 0$ the photon-number statistics of the input states are Poissonian, implying that the sources emit phase averaged coherent states. This scenario is equivalent to a situation in which classical sources emit light fields with a random phase, and indeed we recover the same result of Sec. IV B: no revival can be observed.

The same behavior is maintained as long as $\mu \leq 1/2$, showing how weak sub-Poissonianity cannot lead to the appearance of revivals in $G_3(\delta)$ even for approximate Bell interferometers. The situation changes for $\mu > 1/2$ (in particular for $\mu \gtrsim 0.52$, but this might be due to the relatively small size of the simulation, or to the choice of $\epsilon$). When $\mu$ goes above this threshold, revivals in $G_3(\delta)$ start to appear with a frequency that quickly rises to 100%.

Interestingly, for a small range of values of $\mu$ it is also possible to observe more complex revivals (orange triangles in Fig. 4), which corresponds to polynomials $h(y)$ having two zeros $y_{1,2} > 1$. When this happens the shape of $G_3(\delta)$ becomes more complicated, and a small dip is added for $\delta \sim 0$ on top of the typical revival shown in Fig. 2. Despite this complexity, both types of revivals can be considered a quantum signature, because none of them appears in the corresponding classical setting (e.g., for $\mu = 0$, or for classical sources with possibly different intensities as those considered in Sec. IV B).

VI. DISCUSSION AND CONCLUSIONS

In this paper we considered the evolution of light through a three-mode linear optical interferometer, and we compared the prediction of quantum mechanics with those of a classical wave-like model of light. Two main assumptions have been made on the classical sources: independence and randomness of the phases characterizing the emitted light fields. The corresponding quantum
states are described by a density matrix that is diagonal in the Fock basis. By considering only third-order correlations between output intensities, we were able to develop a criterion able to detect the nonclassicality of the input light, in the form of highly sub-Poissonian photon-number statistics.

The idea behind our method is reminiscent of the Hong-Ou-Mandel effect between two identical, but time-delayed, input light fields. In that case, the second-order correlation function $\langle I_1 I_2 \rangle / (\langle I_1 \rangle \langle I_2 \rangle)$ is studied by sweeping the delay across a range of values around 0. Depending on the depth of the observed dip, it is then possible to test the nonclassicality of the input fields (see e.g. Ref. [28]). In the method developed in this paper the sources need to be varied in a similar way, by applying opposite time delays to the first and third sources. Then, third-order correlations among output intensities are studied as a function of this delay. However, it is the shape of the obtained plot which provides information on the nonclassicality of the sources, rather than the minimum observed value of correlation. Indeed, the dependence of $G_3$ on the distinguishability of the sources changes between the quantum and classical frameworks, because of the noncommutativity among annihilation and creation operators. The different interplays between the terms due to the distinguishability of two and three sources, then, can lead to the existence of shapes whose observation could not be possible in presence of only classical fields.

In this paper we focus on a particular shape, motivated by recent experiments [1–3, 10]: a revival of $G_3(\delta)$ for $\delta \sim 0$. We showed how for Bell three-port interferometers this shape cannot be observed classically, and that it can arise from identical quantum sources only when these are highly sub-Poissonian, as measured by the parameter $\mu$ in Eq. (61). As a consequence, our method can be used not only as an experimentally practical test of nonclassicality, but also as a certification of a high degree of sub-Poissonianity in quantum states. For example, this could be useful in assessing the quality of single-photon states.

At this stage there are questions still left unanswered. For example, it would be nice to formalize the notion of an interferometer “close” to a Bell one into a condition which, if satisfied, prevents a revival in $G_3^{(cl)}$ from appearing. As final remark, we point out that in a quantum framework $G_3$ is typically smaller than in a classical one (see e.g. Fig. 2). This is reminiscent of Ref. [28], in which a classical tight lower bound was found for a second-order correlation function evaluated on the output intensities of a multiport interferometer. As this result holds for any possible linear optical interferometer and any set of classical sources with the properties described in Sec. II A, a violation of the aforementioned bound acts as a nonclassicality witness for the input light. In a similar manner, it might be possible to find a tight lower bound on the values that $G_3^{(cl)}$ can take, when evaluated for any possible three-mode interferometer. Then, the violation of such a bound would act as a nonclassicality witness exactly as in Ref. [28]. Due to the complexity of Eq. (12), however, the minimization required to obtain the aforementioned lower bound was not completed in the present work. For example, we are aware of the fact that the symmetric experimental setup which in Ref. [28] led to the minimal amount of classical output intensity correlations is no more optimal for $G_3^{(cl)}$. This investigation is left open for future research.
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The sketch of the proof was already provided in the main text, here we just need to show that $h(1) \geq 0$, when the parameters $A, B, C$ are those in Eqs. (50), (51), and (52). After the substitutions in Eq. (53) the desired inequality can be written as

$$t_2(t_1 + t_3) + 4t_1t_3 - 12t_1 t_2 t_3 \geq 0,$$

subject to the constraint $t_1 + t_2 + t_3 = 1$. We introduce a Lagrange multiplier $\zeta$, and set to zero the derivatives of $F = t_2(t_1 + t_3) + 4t_1t_3 - 12t_1 t_2 t_3 - \zeta(t_1 + t_2 + t_3 - 1)$. This yields the following system of equations

$$\frac{\partial F}{\partial t_1} = t_2 - 12t_2 t_3 + 4t_3 - \zeta = 0,$$

$$\frac{\partial F}{\partial t_2} = t_1 + t_3 - 12t_1 t_3 - \zeta = 0,$$

$$\frac{\partial F}{\partial t_3} = t_2 - 12t_2 t_1 + 4t_1 - \zeta = 0,$$

$$\zeta = 1 - (t_1 + t_2 + t_3).$$

From Eq. (A3) and Eq. (A5) it follows that either $t_1 = t_3$ or $t_2 = 1/3$. The solutions $t = (t_1, t_2, t_3)$ are then respectively given by

$$t^{(0)} = \begin{pmatrix} 1 & 2 & 1 \\ 6 & 3 & 6 \end{pmatrix},$$

$$t^{(1)} = \begin{pmatrix} 1 \\ 3 \\ 0 \end{pmatrix} \left(1 - \frac{\sqrt{3}}{2}\right), \begin{pmatrix} 1 \\ 3 \\ 3 \end{pmatrix} \left(1 + \frac{\sqrt{3}}{2}\right),$$

which yield $h|_t(0) = 1/9$ and $h|_t(1) = 2/9$, both positive. In order to conclude that Eq. (A1) holds we should also check the positivity of the function on the left-hand side of Eq. (A1) on the border of the region defined by $t_1 + t_2 + t_3 = 1$ and $t_\alpha \geq 0$ for all $\alpha = 1, 2, 3$. When $t_1 = 0, t_2 = 0, or t_3 = 0$, the left-hand side Eq. (A1) reduces respectively to $t_2 t_3, 4t_1 t_3,$ or $t_1 t_2$: these are all nonnegative functions, so the proof is concluded.