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Abstract—We consider the problem in regression analysis of identifying subpopulations that exhibit different patterns of response, where each subpopulation has a different underlying model. Unlike statistical cohorts, these subpopulations are not known \textit{a priori}; thus, we refer to them as cadres. When the cadres and their associated models are interpretable, modeling leads to insights about the subpopulations and their associations with the regression target. We introduce a discriminative model that simultaneously learns cadre assignment and target-prediction rules. Sparsity-inducing priors are placed on the model parameters, under which independent feature selection is performed for both the cadre assignment and target-prediction processes. We learn models using adaptive step size stochastic gradient descent, and we assess cadre quality with bootstrapped sample analysis. We present simulated results showing that, when the true clustering rule does not depend on the entire set of features, our method significantly outperforms methods that learn subpopulation-discovery and target-prediction rules separately. In a materials-by-design case study, our model provides state-of-the-art prediction of polymer glass transition temperature. Importantly, the method identifies cadres of polymers that respond differently to structural perturbations, thus providing design insight for targeting or avoiding specific transition temperature ranges. It identifies chemically meaningful cadres, each with interpretable models. Further experimental results show that cadre methods have generalization that is competitive with linear and nonlinear regression models and can identify robust subpopulations.

I. INTRODUCTION

In many real-world analytics tasks, observations are divided into different cohorts using simple criteria, and a different predictive model is created for each cohort. For example, in insurance, it is well known that young adults have different accident rates than do adults. Thus, one would make different predictive models of accident rates for different age subpopulations \textsuperscript{1}. Similarly, an epidemiologist may make different models for survey subjects of different ethnicities or socioeconomic statuses \textsuperscript{2}.

For most problems, however, appropriate subpopulations are not known \textit{a priori}. Identifying appropriate subpopulations becomes a valuable aspect of the learning task. Consider the task in drug discovery of predicting the toxicity of a molecule. Different types of molecules have different mechanisms of toxicity, so understanding these classes of molecules and the different factors that influence their toxicity can help accelerate the drug discovery process \textsuperscript{3}. In these examples and others, only a few features are used in defining the subpopulations. Thus, a method for discovering new subpopulations must be able to perform feature selection.

If the possible existence of these subpopulations is ignored, a more complicated model such as a kernel support vector machine (SVM) \textsuperscript{4} may be required to attain a good fit. However, it is far more informative when this single complicated model can be replaced with a set of simpler ones \textsuperscript{5,6}, each associated with a subpopulation of the dataset. The proposed learning problem is to jointly discover these subpopulations and estimate their prediction models. To maximize the insight the model provides, we seek to make interpretable models for both characterizing the subpopulations and predicting the target within each subpopulation.

Our way of solving this class of problem is the supervised cadre model (SCM). An SCM divides the input space into probabilistic subpopulations that we call cadres. Cadres are similar to clusters \textsuperscript{7}, but they are able to perform feature selection and weighting. They are also selected so as to be easily assigned a predictive model.

An SCM has two major components. The first is the cadre membership function, which assigns every point in input space a distribution characterizing that point’s probability of belonging to each cadre. The second component of an SCM is a set of target-prediction models. In this work, we focus on the case where the target-prediction models are linear. Crucially, the cadre membership function and target-prediction functions are learned simultaneously. Rather than being chosen to minimize an unsupervised quantity such as within-cluster-sum-of-squares, cadres are selected to maximize the effectiveness of the target-prediction process. Only a small subset of features are used for the the cadre-assignment and target-prediction processes – their functions are sparse in the input space. To achieve sparseness, we impose elastic net priors \textsuperscript{8} on the supervised cadre model’s parameters. The cadre membership function and each cadre’s target-prediction function are allowed to use a different set of features.

In this paper, we develop the mathematical formalism of the supervised cadre model and its learning problem, focusing
on the case where the learning task is regression. We assess the quality of a cadre structure in terms of generalization, interpretability, and subpopulation robustness. Experimental benchmarks show that the SCM has generalization that is competitive with linear, piecewise-linear, and nonlinear regression methods. The cadre models identify stable subpopulations with sparse membership and prediction functions.

To demonstrate interpretability, we provide a cheminformatics case study in which the SCM is applied to the problem of predicting the glass transition temperature of polymers. The cadres found represent different subpopulations of molecules based on their connectivity, polarizability, and distribution of negatively charged surface area. These features correlate with specific molecular structure characteristics, which can provide design advice for creating new polymers with desired properties [9]. The cadre method identifies small subsets of features that are used uniquely by each cadre and shared features that are predictive across all cadres.

An implementation of the SCM is available on GitHub

A. Motivating Example

We consider a simple two-dimensional example to demonstrate the usefulness of a modeling procedure that can jointly discover subpopulations and predict the target. It is inspired by a glass temperature transition [10] analysis found in Section IV-A, but the data are simulated. In this problem, the cadres identify groups of molecules that obey different underlying physics. The SCM can solve this problem very well, but existing methods that combine clustering and regression can fail to learn a good prediction rule.

We seek to predict the glass transition temperature of a polymer using two characteristics: its branching connectivity and electrical polarizability. Polarizability can inform understanding of a polymer’s response to external fields and also relates to the level of induced electrical attraction between polymer strands; connectivity characterizes the level of backbone branching of functional groups in a polymer. For illustration purposes, imagine that, for molecules with low levels of branching and steric bulkiness, electrical polarizability is positively correlated with glass transition temperature. This means that polymer strands are able to associate with each other more strongly and remain associated at higher temperatures. For molecules with medium or high branching connectivity, the polarizability is negatively associated with glass transition temperatures, with different rates. The polymers can be grouped by their branching connectivity, as shown in Fig. 1a and 1b. In Fig. 1c and 1d, a standard clustering method such as K-means cannot discover the true subpopulations, but the SCM can.

II. RELATED WORK

Prior methods for combining a clustering task and a supervised learning task exist. For regression problems, there is the clusterwise linear regression model [11]. For classification problems, there is the clustered SVM [12] and mixture of linear SVM [13] models. The clusterwise linear regression and clustered SVM models learn hard partitions of the space, whereas we learn a soft partition. The idea of the mixture of linear SVMs is to approximate a nonlinear SVM with a large number of linear models. Because we want interpretable models, we are interested in problems in which a small number of carefully chosen linear models are sufficient for good prediction. In these prior models, there is no feature selection performed during the clustering and prediction processes.

The input space is probabilistically partitioned, and each partition is assigned a simple supervised learner in the hierarchical mixture of experts (HME) [6]. The SCM can be viewed as an HME with only one set of gates and experts and a special gating function. The standard HME gating function cannot discover subpopulations, unlike ours.

Clustering has been combined with feature selection and weighting to yield the sparse K-means method [14] and weighted fuzzy c-means method [15], respectively. Both are intended for problems that lack a usable target feature, and sparse K-means focuses on those in the $p \gg n$ regime. We restrict our attention to supervised learning problems so that

---

1https://github.com/newalexander/supervised-cadres
the subpopulations are defined relative to the behavior of a target feature.

Recent papers [16] [17] have proposed different ways to quantify a model’s interpretability, including simulatability, decomposability, and amicability to post-hoc interpretation. Our model is simulatable because a human can easily replicate a model calculation. It is decomposable because all of its parameters have intuitive purposes. It also admits post-hoc interpretations because visualizations of feature distributions can be grouped by cadre for greater insight in a dataset’s structure. Additionally, the SCM is interpretable because its constituent functions are sparse [18].

### III. Model Development

#### A. Formalism

Let the input be \( x \in \mathbb{R}^p \), and let the target be \( y \in \mathcal{Y} \). We focus on regression problems where \( \mathcal{Y} = \mathbb{R} \), but cadre models can be applied to classification problems where \( \mathcal{Y} = \{1, \ldots, K\} \) if the loss function is changed. We make two assumptions. The first is that there exist subsets \( X^1, \ldots, X^M \) of \( \mathbb{R}^p \) such that the behavior of \( y \) at points within each \( X^m \) is more simply modeled than it is on the whole input space. We call these subsets cadres. The second is that some features affect only \( x \)'s cadre membership, and some features, given \( x \)'s cadre membership, affect only the predicted value of \( y \).

We define a prediction function \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) that may be decomposed as

\[
f(x) = \sum_m g_m(x)e_m(x)
\]

where \( g_m(x) = p(x \in X^m) \) and \( e_m(x) = \mathbb{E}[y|x, x \in X^m] \).

From these and \( f \)'s definition, we can show that \( f(x) = \mathbb{E}[y|x] \). We parameterize each \( g_m \) and \( e_m \) as

\[
g_m(x) = \frac{e^{-\gamma \|x - e_m\|^2}}{\sum_m e^{-\gamma \|x - e_m\|^2}} \quad \text{and} \quad e_m(x) = (w^m)^T x + w_0^m.
\]

Here: \( \|x\|_d = (\sum_p |x_p|^d)^{1/d} \) is a seminorm; \( d \) is a feature-selection parameter used for cadre assignment; each \( e_m \) is the center of the \( m \)th cadre, each pair \( w^m, w_0^m \) characterizes the regression hyperplane for cadre \( m \); and \( \gamma > 0 \) is a hyperparameter that controls the sharpness of the cadre-assignment process. Thus, the cadre membership of \( x \) is a multinoulli random variable with probabilities \( \{g_1(x), \ldots, g_M(x)\} \) characterized by weighted automatic relevance determination (ARD) [19] kernels \( e^{-\gamma \|x - e_m\|^2} \). We can also interpret \( g_m(x) \) as the softmax [19] of the set of weighted inverse-distances \( \{\gamma \|x - e_1\|_d^{-2}, \ldots, \gamma \|x - e_M\|_d^{-2}\} \). We let \( m^*(x) = \arg \max_m g_m(x) \) be the cadre that observation \( x \) is most likely to belong to.

If we let \( C \) and \( W \) be matrices with columns \( e^1, \ldots, e^M \) and \( w^1, \ldots, w^M \), our model is fully specified by the the parameters \( C \in \mathbb{R}^{P \times M}, d \in \mathbb{R}^{P \times d}, W \in \mathbb{R}^{P \times W}, w^0 \in \mathbb{R}^M \), and the hyperparameter \( \gamma > 0 \). We group a model’s parameters as \( \Theta = \{C, d, W, w^0\} \). All the parameters have interpretations, ensuring model decomposability [16]. Each \( e^m \) is the center of the \( m \)th cadre. The coefficient \( d_p \) indicates how important the \( p \)th feature is for the cadre-assignment process. Each cadre has a regression hyperplane characterized by \( w^m \) and \( w_0^m \).

We give a graphical representation of this model in Fig. 2.

![Graphical representation of supervised clustering model](image)

#### B. Learning a Cadre Model

For regression problems, we use the standard \( y|x \sim \mathcal{N}(f(x), \sigma^2) \). With a different loss model, an SCM can be specialized to other supervised learning tasks. For example, hinge-loss [19] could be used in classification. Models are learned with Bayesian point estimation. Let \( X \) be the set of training observations, let \( Y \) be the set of training target values, and let \( N \) be number of training observations. We learn the supervised cadre model by solving the negative log-posterior minimization problem:

\[
\arg \min_{\Theta, \sigma^2} \{-\log p(\Theta, \sigma^2 | X, Y)\} = \arg \min_{\Theta, \sigma^2} \{-\log p(Y|\Theta, \sigma^2, X)p(\Theta|\sigma^2)p(\sigma^2)\}
\]

Expanding the term \( -\log p(Y|\Theta, \sigma^2, X) \) will generate loss terms proportional to \( \ell(x, y) = (f(x) - y)^2 \). When \( g_m(x) \) is close to 0 or 1, the gradient of this loss term is poorly conditioned. A tractable upper bound is \( \ell(x, y) \leq \sum_m g_m(x)(e_m(x) - y)^2 \). Its validity relies on the fact that \( f(x) \) is a convex combination of \( \{e_1(x), \ldots, e_M(x)\} \), and it is tight in the limiting case that \( g_m(x) \in \{0, 1\} \) for all \( x \).

The prior distribution for \( \Theta \) is factored as \( p(\Theta|\sigma^2) = p(d|\sigma^2)p(W|\sigma^2) \). We impose elastic net priors [8] on \( W \) and \( d \) with hyperparameters \( \lambda = \{\lambda_d, \lambda_W\} \) and \( \alpha = \{\alpha_d, \alpha_W\} \):

\[
p(d|\sigma^2) \propto \exp\left(-\frac{1}{2\sigma^2} R(d; \lambda_d, \alpha_d)\right)
\]

\[
p(W|\sigma^2) \propto \exp\left(-\frac{1}{2\sigma^2} R(W; \lambda_W, \alpha_W)\right)
\]

where \( R(; \lambda_i, \alpha_i) = \lambda_i(\alpha_i\|\cdot\|_1 + (1 - \alpha_i)\|\cdot\|_2^2) \) is the elastic net regularization functional. Note that, for \( W \), the norms are applied entrywise. The elastic net lets us find a compromise between the stability of an \( \ell^2 \) penalty and the sparseness of an \( \ell^1 \) penalty. Following the conventions of Bayesian linear regression [19], we impose an uninformative improper prior on \( \sigma^2 \): \( p(\sigma^2) = 1/\sigma^2 \).
The final augmented loss functional, minimized with respect to \( \Theta = \{d, C, W, w^b\} \) and \( \sigma^2 \) is

\[
\mathcal{L}(\Theta, \sigma^2) = \frac{1}{2\sigma^2} \sum_{n=1}^{N} \sum_{m} g_m(x^n)(y_n - e_m(x^n))^2 + (1 + N) \log \sigma^2 + \frac{\lambda_d}{2\sigma^2}(\alpha_d||d||_1 + (1 - \alpha_d)||d||_2^2) + \frac{\lambda_W}{2\sigma^2}(\alpha_W||W||_1 + (1 - \alpha_W)||W||_2^2).
\]

Our augmented loss functional is nonsmooth and nonconvex, which makes it difficult to minimize with conventional optimization algorithms. We use the TensorFlow module for Python, which uses automatic differentiation for fast stochastic first-order optimization. Within TensorFlow, we use Adam \([21]\), an adaptive stepsize gradient decent method. The stochastic aspect of our optimization makes our solver less susceptible to local minima: a point in parameter-space that is a bad local minimizer for one minibatch of the training data is not guaranteed to be a local minimizer for other minibatches of the training data \([22]\).

The learning problem is fully specified by the cadre-assignment sharpness hyperparameter \( \gamma \), the elastic net mixing hyperparameters \( \alpha \), the regularization strength hyperparameters \( \lambda \), and the number of cadres \( M \).

C. Model Assessment

We evaluate the overall quality of a supervised cadre method in three ways: generalization, cadre quality, and interpretability. Generalization is how well the model works on new data. It can be measured by evaluating an accuracy metric such as mean squared error on a holdout set. A cadre is good if it accurately captures a subpopulation \([23]\). We develop two metrics of cadre quality and examine a case study in depth. These metrics are applied to real datasets in Section IV.

1) Cadre Quality: We use average best match \([24]\) across bootstrapped samples as our metric of cadre quality. To properly gauge cadre goodness, the nonconvexity of the cadre model requires specially chosen parameter initializations. We begin by taking a bootstrap sample \( D_0 \) of the data and learning a cadre model \( \{\Theta_0, \sigma^2_0\} \) from this sample. We then apply Algorithm 1 to learn \( B \) more models. For each of the \( B + 1 \) models, we find the cadre assignment of every observation in the original dataset. A cadre learned in bootstrap sample 0 is good if it also learned in many of the other bootstrap samples. So define \( C^b_m \) to be the index set

\[
C^b_m = \{n \in \{1, \ldots, N\} : \text{arg max } g_m(x^n) = m\}.
\]

Then the match between two index sets \( C^b_m \) and \( C^b'_m \) is

\[
\text{match}(C^b_m, C^b'_m) = \min \left\{ \frac{|C^b_m \cap C^b'_m|}{|C^b_m|}, \frac{|C^b_m \cap C^b'_m|}{|C^b'_m|} \right\}.
\]

Two sets \( C^b_m \) and \( C^b'_m \) have a match score close to 1 when they share many elements in common and are approximately the same size. The match score decreases as either of those assumptions ceases to hold. Given a set of models from bootstrapped samples, we find the average best match \([24]\) \( ABM(m, M) \) for cadre \( m \) in a model with \( M \) total cadres. Average best match is given by

\[
ABM(m, M) = \frac{1}{B} \sum_{b=0}^{B} \max \{\text{match}(C^b_m, C^b'_m)\}.
\]

If a cadre has a high average best match, the model has identified a stable subpopulation. Given a set of bootstrap samples, the average best match assigns a number to every cadre in model 0. If we are comparing models with different total numbers of cadres, we can assign the entire model an average best match: \( ABM(M) = \frac{1}{M} \sum_m ABM(m, M) \).

Algorithm 1: Bootstrap Algorithm for Cadre Quality

**Input:** Dataset \( D = \{(x^n, y_n)\}_{n=1}^{N} \), number of bootstrap trials \( B \), number of cadres \( M \), starting values \( \{\Theta_0, \sigma^2_0\} \)

**Output:** A list \( \{m^b\}_{b=1}^{B} \) of assigned cadres

\[
\begin{align*}
\text{for } n = 1, \ldots, N & \text{ do} \\
&m^b_n \leftarrow \text{arg max } m \ g_m(x^n; \Theta_0) \\
\text{end for} \\
\text{for } b = 1, \ldots, B & \text{ do} \\
&\text{Let } D_b \text{ be a bootstrap sample of } D \\
&\text{Learn a cadre model } \{\Theta_b, \sigma^2_b\} \text{ from } D_b, \text{ using } \{\Theta_0, \sigma^2_0\} \text{ as starting values} \\
\text{end for} \\
\text{for } n = 1, \ldots, N & \text{ do} \\
&m^b_n \leftarrow \text{arg max } m \ g_m(x^n; \Theta_b) \\
\text{end for}
\end{align*}
\]

2) Interpretability: We separately measure the interpretability of an SCM’s cadre-assignment and target-prediction processes. For cadre-assignment, we consider how easily a domain expert can understand and validate the discovered sub-populations – i.e., post-hoc interpretability. This is easiest when the model is sparse \([16]\). Sparsity is summarized with the density rate \( DR = ||d||_0/P \), where \( ||d||_0 \) is the number of nonzero entries in \( d \) and \( P \) is \( d \)’s dimension.

For target-prediction, we introduce a statistic \( \tau \) that measures how similar the set of learned linear models are to one another. When \( \tau \) is small, then the linear models that each cadre has are very similar to each other. When \( \tau \) is large, the linear models are very different. \( \tau \) provides high-level information about how each cadre’s regression weights vary from each other. We quantify this similarity by

\[
\tau = \frac{1}{P} \sum_{p=1}^{P} \text{StdDev}\{w^1_p, \ldots, w^M_p\}.
\]

So \( \tau \) is the standard deviation of every model’s weight for the \( p \)th feature, averaged over all features.

IV. EMPIRICAL EVALUATION

In our empirical evaluation, first we present an in-depth case study on a cheminformatics problem. Then we present accuracy and cadre quality benchmarks on a variety of datasets. In
all numerical results, we begin by centering and standardizing both the input and target data. The elastic net mixing parameter $\alpha$ was fixed at $\alpha_d = 0.95$ and $\alpha_W = 0.05$. All other hyper-parameters, including those for competitor methods, were set by cross-validation over the training set.

**A. Cheminformatics Case Study**

We demonstrate how the supervised cadre model may be applied to a regression problem. The task is to predict a polymer’s glass transition temperature ($T_g$), given various measurements of its characteristics [10] [25].

Polymers transition from a brittle state to a viscous state if they are heated past their glass transition temperature. The glass transition temperature thus characterizes pure polymers, polymer blends, and copolymers. It can also be informative of a polymer’s miscibility. The relationship between the target and measurable features is known to be nonlinear. In addition, although a single glass transition temperature is measured, in truth, there are a range of temperatures over which a polymer undergoes its glass transition. Thus, predictions of transition temperature need not be perfectly accurate. In addition, previous work has suggested that polymers may possess a natural cadre structure [25].

In our polymer dataset, there were 262 different polymers. We took an 80%-20% train-test split. The dataset had 119 features initially. Because of feature correlation, we followed [25] and applied a correlation filter (threshold 0.7) to the training data. After this, 28 features remained.

We compared the SCM’s predictive ability to that of other methods and determined the most natural number of cadres via cross-validation. These results are presented in Table I and Fig. 3. The models compared were the SCM, the $K$-means linear SVM, the $K$-means regression tree, the Gaussian Mixture linear SVM, the random forest, and the RBF SVM. In the $K$-means models, a $K$-means clustering was learned on the training set. Then, for each of the clusters, a separate supervised learning model was trained on the observations in each cluster. The Gaussian mixture linear SVM was defined similarly. A full covariance matrix was learned. The SCM outperforms the other models on this task.

| Model                | MSE  | $M^*$ |
|----------------------|------|-------|
| Supervised cadres    | 0.14 | 3     |
| $K$-means ridge regression | 0.26 | 1     |
| $K$-means linear SVM | 0.18 | 4     |
| $K$-means regression tree | 0.24 | 2     |
| $K$-means mixed linear SVM | 0.17 | 3     |
| Random forest        | 0.21 | 1     |
| RBF SVM              | 0.22 | 1     |

**TABLE I:** GENERALIZATION ERROR AND MODEL COMPLEXITY ON Tg DATASET.

Now we discuss the subpopulations found by the SCM. Fig. 4 shows the true Tg values versus their predicted values. Cadres 1 and 3 (respectively, the red circles and blue squares) contain polymers with low Tg. Cadre 2 (the green triangles) primarily contains polymers with high Tg. We provide the mean and standard deviation Tg of each cadre in Table II.

| Cadre | # Polymers | Mean Tg (K) | Std.Dev Tg |
|-------|------------|-------------|------------|
| 1     | 121        | 300         | 68         |
| 2     | 62         | 456         | 106        |
| 3     | 79         | 330         | 72         |

**TABLE II: CADRE CHARACTERISTICS. STD.DEV Tg IS THE STANDARD DEVIATION OF THE DISTRIBUTION OF Tg SCORES IN EACH CADRE.**

We can also consider which features are important for determining cadre membership and how these features vary between cadres. Fig. 4 shows the distribution of cadre membership weights $d_p$. The optimal $d_p$ was very sparse: only 11 of the 28 features were used in the cadre-assignment process. So the cadre assignment process was simple.

Looking at Fig. 4, the features important for determining cadre membership may be grouped into three categories: partial charge distribution, connectivity, and atomic polarizability. Four features related to partial charge surface distributions were important for cadre membership: polyb_apol, descriptor associated with induced electrostatic attraction between polymer chains. This examination of features shows how post-hoc interpretation helps to distinguish between the two Low-Tg cadres. Three features related to molecular bulk and backbone branching were important for cadre membership: polyb_ch1v, B_ch10, and polyb_BB_ch1v. The final important feature was polyb_apol, a descriptor associated with induced electrostatic attraction between polymer chains.
grouped by cadre reflect distinct subpopulations.

Now we consider the regression models for each cadre. The weights $w_p^m$ are shown in Fig. 6. These weights have a $\tau$ score of 0.12: the cadres use distinct models but share some features. Some features, such as polyb_BBrotn_Weight (the weighted effect of rotatable bonds in the polymer repeat unit) and poly_PEOE_VSA+1 (related to surface charge), are used similarly in all three cadres. Some features are used differently between cadres. This includes sg WeinerPath, a connectivity index, which is positively associated with Tg in the high-Tg cadre but negatively associated with Tg in the low-Tg cadres. Some features are not used by every cadre, such as poly_PEOE_VSA-3, which is positively associated with Tg in cadre 3, negatively associated with Tg in cadre 2, and not used in cadre 1. These sparsity patterns help further characterize the differences between the two low-Tg cadres and the high-Tg cadre. Some features, such as polyb_PEOE_VSA+6, polyb_PEOE_VSA_FPNEG, and B_chi0, are very important for determining cadre membership but have small regression weights. We compare the polymers in cadres 1 and 3 to characterize their differences. Cadre 1 contains many elastic acrylates, but cadre 3 is primarily alkenes. The brittle, high-Tg carbonates are all placed into cadre 2. Within each cadre, the underlying patterns of physical factor controlling the Tg of each polymer are different and are represented by different but overlapping sets of descriptors.

The descriptor patterns prominent in each cadre represent sets of latent variables that describe how the Tg of a polymer within that cadre would respond to specific structural changes. This ability to separate polymers with different sensitivities to structural alterations into cadres enables domain experts to design materials with desirable Tg properties using models with expanded and identifiable domains of applicability [9].

**B. Accuracy Benchmarks**

We want to empirically evaluate the SCM. Thus, we apply it to a variety of datasets taken from the UCI [26] repository. The
The Gaussian Mixture Model learned a full covariance matrix for each mixture component. Throughout, model selection was performed with cross-validation on the training set.

For every dataset and every model, we calculated the mean and standard deviation of the test set MSE scores. These are shown in Table IV. In the AirQuality and GameSkill datasets, the SCM had a significantly lower ($p < 0.05$) mean test error than all other methods. In the Airfoil, Concrete, Parkinson1, and Parkinson2 datasets, the SCM had a significantly lower ($p < 0.05$) mean test error than all methods save KSVR. In the Facebook dataset, the SCM had the lowest mean test error of all methods, but the differences were not significant. This shows that the SCM is competitive with powerful nonlinear regression methods and has performance that often exceeds naive piecewise-linear regression methods.

| Dataset   | SCM    | GMM+LSVR | KM+LSVR | KSVR | LSVR |
|-----------|--------|----------|---------|------|------|
| Airfoil   | 1.25 (0.04) | 2.41 (0.04) | 4.3 (0.04) | 9.22 (0.02) | 9.48 (0.03) |
| AirQuality| 7e-4 (1e-4) | 7e-4 (1e-4) | 8e-4 (1e-4) | 9e-4 (1e-4) | 9e-4 (1e-4) |
| Concrete  | 0.20 (0.08) | 0.22 (0.06) | 0.21 (0.06) | 0.20 (0.06) | 0.32 (0.09) |
| Facebook  | 0.18 (0.03) | 0.26 (0.04) | 0.24 (0.02) | 0.16 (0.02) | 0.41 (0.05) |
| GameSkill | 0.68 (0.18) | 0.78 (0.20) | 0.76 (0.20) | 0.75 (0.20) | 0.78 (0.20) |
| Parkinson1| 0.41 (0.02) | 0.44 (0.01) | 0.43 (0.02) | 0.43 (0.02) | 0.49 (0.04) |
| Parkinson2| 0.80 (0.02) | 0.86 (0.03) | 0.86 (0.03) | 0.72 (0.03) | 0.93 (0.04) |

### C. Cadre Goodness and Interpretability Evaluation

We check that the SCM is capable of learning robust and interpretable cadres. This section’s results used the optimal number of cadres $M^*$ found in Section IV-B via cross-validation. For each of the datasets detailed in Section IV-B, we generate 20 different bootstrap samples. For each split, we learn an SCM and evaluate our cadre goodness and interpretability metrics on that model; the results are in Table III. The average best matches (ABM) show that the SCM can learn stable cadre structures. The average $|d|_0$ (DR) shows that most models had quite sparse cadre-assignment mechanisms. The average variance $\tau$ measures how distinct the regression weights were: The Airfoil model had very distinct weights, and AirQuality, Facebook and GameSkill models had similar weights.

The SCM is more interpretable than the competitors considered here. Unlike the SCM, Linear SVR, $K$-means, and gaussian mixtures are not sparse over the feature space. RBF SVR is nonlinear and nonparametric, so it is the least interpretable of any model considered here.

### V. Conclusion

We have developed a new framework for discovering informative subpopulations (cadres) while solving a predictive task. Here, we have focused on regression problems and linear prediction functions, but our notion of a cadre is applicable to learning problems in general. In an in-depth cheminformatics case study, we showed that the regression cadre model learns...
post-hoc interpretable groupings of polymers that each have accurate, informative models. The method identified cadres of polymers that respond differently to structural perturbations, thus providing design insight for targeting or avoiding specific transition temperature ranges.

We assessed the quality of a cadre structure in terms of generalization, interpretability, and subpopulation robustness. On benchmark datasets, SCM performs well with respect to these metrics. For generalization, it outperforms linear and piecewise-linear models and is competitive with nonlinear ones. Due to its sparse linear aspects, it is more interpretable than non-sparse piecewise-linear and fully nonlinear models. In the future, cadre models can be customized to other subpopulation definitions, base functions, and learning tasks by changing the gating, emission and loss functions. We are currently applying cadre analysis to other classes of learning problems including classification and risk analysis. The key contribution is that SCM can discover informative subpopulations and thus enable a new type of precision analysis. This can augment expert knowledge in fields as diverse as drug discovery, fault detection, and health risk analysis.
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