We introduce a setup which realises a tunable engineered environment for experiments in circuit quantum electrodynamics. We illustrate this concept with the specific example of a quantum bit, qubit, in a high-quality-factor cavity which is capacitively coupled to another cavity including a resistor. The temperature of the resistor, which acts as the dissipative environment, can be controlled in a well defined manner in order to provide a hot or cold environment for the qubit, as desired. Furthermore, introducing superconducting quantum interference devices (SQUIDs) into the cavity containing the resistor, provides control of the coupling strength between this artificial environment and the qubit. We demonstrate that our scheme allows us to couple strongly to the environment enabling rapid initialization of the system, and by subsequent tuning of the magnetic flux of the SQUIDs we may greatly reduce the resistor-qubit coupling, allowing the qubit to evolve unhindered.

The field of circuit quantum electrodynamics1–15 (cQED), wherein quantum mechanical cavity modes couple to nonlinear elements such as two-level quantum systems made of electric circuits, has proven to be a very attractive architecture for quantum computing. Indeed, progress has been so impressive that recently fabricated superconducting qubits offer coherence times of such length that prototype fault-tolerant quantum computing is already beginning to look like a genuine possibility14. Simultaneously, recent advances in nanoscale engineering have opened up the possibility to enter regimes in which single photons are the dominant heat carriers in mesoscopic systems16–20. In particular, superconductor–insulator–normal-metal (SIN) junctions provide exquisite temperature control and thermometer sensitivity for small metal islands21. In Refs. 22 and 23, these two fields were unified with a study of the photonic heat conduction between two resistors in a superconducting cavity. We present an advancement to these works by demonstrating that bringing together the excellent qubit control of cQED with the sophisticated normal-metal components used in SIN thermometry can offer great benefits for quantum computing.

Ensuring correct system initialization is vital for efficient operation of quantum algorithms24. For many cQED experiments this initialization can be adequately achieved simply by waiting for a sufficiently large multiple of the qubits natural lifetime, after which it can be assumed to have de-excited with high probability25. As the limits of cQED are pushed harder and harder by increasingly sophisticated techniques, the comparatively slow and imprecise nature of this process is highlighted. Recent works suggest several solutions which offer improvements in performance26–32. In particular, Ref. 32 has demonstrated initialization by measurement, a promising route which offers a significant speed advantage. In its current realization, however, this approach requires multiple imperfect measurements to rule out the presence of residual cavity excitations.

Here we report on a simple and possibly more efficient alternative which may also be employed as a complementary technique to further enhance the efficiency of these previously introduced schemes. To this end, we present a setup in which a capacitor is used to divide a superconducting coplanar transmission line into two coupled cavities. There are numerous examples of using such coupled cavities in an advantageous manner in related literature33–36. We place a resistor into one of these cavities, and we introduce a qubit into the second, which retains a high quality-factor. When the frequencies of both the cavities and the qubit are detuned, the cavity housing the qubit is coupled only weakly to the resistor. In this case, both the excited state of the qubit and the photonic excitations of this cavity are well protected from the artificial resistor environment. The inclusion of one or more superconducting quantum interference devices (SQUIDs) into the dissipative cavity, enables us to tune the interaction between the two cavities, and thus modify the probability amplitude of the photonic excitations at the position of the resistor. In this way, we may independently vary the photonic and qubit decay rates over several orders of magnitude. Consequently, it becomes possible to switch the environment of the qubit between a high quality-factor regime, essential for protecting the qubit during evolution, and a low quality-factor regime, so that the qubit state may be initialized at will.
Results
We first revisit work relating to the integration of components within a superconducting coplanar waveguide cavity. Our method follows the usual treatment\(^3\), but includes a capacitor dividing the cavity into two regions. These regions act as the high-and low-quality cavities depending on their configuration.

Modification of cavity modes due to a dividing capacitor. We consider a setup in which we insert at position \(x_c\), a capacitor of capacitance \(C\) into the central conducting strip of a high-quality superconducting coplanar waveguide cavity, as shown schematically in Fig. 1. We employ the usual representation of the cavity as a one-dimensional circuit, a model into which the capacitor may be conveniently incorporated. Our starting point to calculate the photonic modes is the classical Lagrangian which may be written in terms of \(\Theta(x, t)\), the integral of the charge density in the cavity from 0 to \(x\), as

\[
L_{\text{Lag}} = \int_0^L \left( \frac{\ell(x)}{2} \left( \frac{\partial \Theta}{\partial t} \right)^2 - \frac{1}{2e} \left( \frac{\partial \Theta}{\partial x} \right)^2 - \frac{\Theta^2}{2c} \delta(x-x_c) \right) \, dx,
\]

where the cavity has a length \(L\), with a capacitance per unit length \(c\), and we allow for a position-dependent inductance per unit length \(\ell(x)\) of the form

\[
\ell(x) = \begin{cases} \ell_L, & 0 \leq x \leq x_c, \\ \ell_R, & x_c < x \leq L. \end{cases}
\]

We look for solutions to the Euler-Lagrange equation of the form

\[
\frac{1}{c} \frac{\partial^2 \Theta}{\partial x^2} - \frac{1}{C} \Theta(x-x_c) = \frac{1}{T_L} \frac{\partial \Theta}{\partial t} - \omega_0^2. \tag{3}
\]

where \(\omega_0\) is a constant, i.e., the eigenfrequency of the \(m\)th mode. Applying the boundary conditions \(\Theta(0) = \Theta(L) = 0\), and continuity at \(x_c\), leads to the solution

\[
\Theta(x) = \begin{cases} \tilde{A}_1 \sin \left[ k^L \sqrt{\ell c} (x-L) \right], & 0 \leq x \leq x_c, \\ \tilde{A}_2 \sin \left[ k^R \sqrt{\ell c} (x-L) \right], & x_c < x \leq L, \end{cases}
\]

where \(\beta_i = \sqrt{k^L c} / \sin(k^L c (x_c-L)), \beta_i^{(R)} = \omega_0 \sqrt{\ell L c} \) and \(\tilde{A}_i\) is a normalization constant given by

\[
\tilde{A}_i = \left\{ \frac{\ell_L}{4k_i^L} \left[ 2k_i^L x_c - \sin(2k_i^L x_c) \right] - \frac{\ell_R}{4k_i^R} \left[ 2k_i^R (x_c-L) - \sin(2k_i^R (x_c-L)) \right] \right\}^{-1/2}. \tag{5}
\]

The normalization ensures that \(\int \Theta(x) \Theta^* (x) \, dx = 1\).

Integrating Eq. (3) over an infinitesimal range around \(x_c\) provides a condition for the eigenvalues,

\[
\beta_i \omega_0 \sqrt{\ell c} \cos \left( \omega_0 \sqrt{\ell c} (x_c-L) \right) - \omega_0 \sqrt{\ell L c} \cos \left( \omega_0 \sqrt{\ell L c} x_c \right) - \frac{c}{\ell c} \sin \left( \omega_0 \sqrt{\ell c} x_c \right) = 0,
\]

which can be utilized to obtain the spectrum \(\{\omega_j\}\), for example, numerically. The range of integration is selected for convenience and could be extended over any path that covers \(x_c\) to obtain the same spectrum. In the limit \(\ell c \rightarrow \infty\), Eq. (6) gives the solutions \(\omega_j^L = 1/j\pi\) and \(\omega_j^R = 1/j\pi L-x_c\) with \(j = 0, 1, 2\ldots\). We denote these as the bare cavity frequencies, describing uncoupled cavities of length \(x_c\) and \(L-x_c\), and with inductance per unit length of \(\ell_L\) and \(\ell_R\), respectively. For finite but still small capacitance \(C\), placed close to the center of the cavity, the lowest-energy pair of modes have nearly equal energy at the cavity resonance point \(\omega_{1L} \approx \omega_{1R}\), separated only by the cavity interaction energy \(\hbar \Delta \approx \hbar \omega_0^L \approx \hbar \omega_0^R\). Far away from this resonance, the lowest frequencies, \(\omega_{1L}\) and \(\omega_{1R}\), are approximately equal to \(\omega_j^L\) and \(\omega_j^R\) such that if \(\omega_j^L \ll \omega_j^R\), we find \(\omega_{1L} \approx \omega_{jL}^R\) and \(\omega_{1R} \approx \omega_{jR}^L\), and if \(\omega_j^L \approx \omega_j^R\), we obtain \(\omega_{1L} \approx \omega_{1R} \approx \omega_j^L\). This is illustrated in Fig. 2(b), which shows the frequencies of the two lowest-energy modes as a function of \(\omega_j^L\). The dependence of the spectrum on the cavity parameters is reflected in the mode profiles [Fig. 2(a)], in which the amplitude of the fundamental mode is predominantly located in the left-hand side of the cavity for \(\omega_j^L \ll \omega_j^R\). In Fig. 2(a), the modification of the mode profile is examined with respect to a magnetic flux \(\Phi\) threading each of the identical control SQUIDs inserted into the left cavity. For the purpose of interpreting Fig. 2(a), it suffices to note that \(\ell_c \approx 1/(cos(\pi \Phi / \Phi_0))\), where \(\Phi_0 = h/2e\) is the flux quantum, [see Eq. (12)] so that decreasing \(\Phi\) corresponds to increasing \(\omega_j^L\). Increasing \(\omega_j^L\) subsequently shifts the mode profile primarily to the right-hand side of the cavity, via an intermediate resonance region in which the amplitude on the left and right is comparable. We therefore refer to these modes as left and right photon excitations, in order to indicate their most probable

---

Figure 1 | Schematic and circuit diagrams of the system. (a) A coplanar waveguide cavity which consists of a center conductor located between two ground planes. The cavity has been modified by adding a resistance \(R\) and capacitance \(C\), at positions \(x_h\) and \(x_c\), respectively. In addition, one or more SQUIDs, each with an inductance \(L_j(\Phi)\), where \(\Phi\) is the magnetic flux penetrating the SQUID loop, are positioned evenly into the left cavity. Our approach makes no assumptions about the type of qubit, however, for the sake of concreteness, we assume a transmon qubit that is capacitively coupled to the resonator with a capacitance \(C_Q\) at \(x_p\) (b). The cavity may be represented using an infinite number of capacitors (\(C_0 = cdx\)) and inductors (\(L_0 = \ell dx\)). The horizontal dots represent many sequences of these \(L_0, C_0\) pairs. It is also possible to include series resistors to model the internal losses of the superconductor but these are assumed to be negligible in our setup.
For these parameters, the bare right-cavity frequency has a value positioned at describing the integral of the charge density, the discussion we maintain this convention. The position in the cavity. This convention is well justified away from the cavity–qubit frequency to give the spectrum in the frequency range around the left-right cavity self-capacitance of the superconducting island, and the transition rates due to the bath coupling substantially. In the following, we show that this can have a large impact on the cavity–qubit coupling capacitance on the cavity modes is neglected. By employing Eq. (9), we may identify the coupling strength $g_j$ between the qubit and the $j^{th}$ cavity mode as

$$g_j = -\frac{C_Q}{C_J} \left( k_{R} \frac{\beta_j \delta_j}{\delta_j} - k_{L} \frac{\beta_j \delta_j}{\delta_j} \right) \left( k_{R} \frac{\beta_j \delta_j}{\delta_j} - k_{L} \frac{\beta_j \delta_j}{\delta_j} \right),$$

where we assumed that the qubit is in the charging regime $E_C \gg E_j$, and we operate it at the charge degeneracy point. We denote the elementary charge by $e$. In the transmon limit for which $E_I \gg E_C$, the coupling strength becomes

$$g_j = -\sqrt{2} \left( \epsilon / 8E_C \right)^{1/4} \frac{\epsilon k_{R} \beta_j \delta_j}{C_J} \left( k_{R} \frac{\beta_j \delta_j}{\delta_j} - k_{L} \frac{\beta_j \delta_j}{\delta_j} \right) \left( k_{R} \frac{\beta_j \delta_j}{\delta_j} - k_{L} \frac{\beta_j \delta_j}{\delta_j} \right).$$

Cavity–qubit coupling. We assume that the qubit is introduced at the position $x_q > x_c$, and consider it to be a Cooper-pair box described by a Hamiltonian $H_q = C_J V_q^2 / 2 + E_I \cos \phi$ where $C_S = C_I + C_Q + C_0$ is the total capacitance of the Cooper pair box, $C_I$ is the capacitance of the Josephson junction defining the superconducting island, $C_Q$ is the coupling capacitance, $C_0$ is the self-capacitance of the superconducting island, and $V_q$ and $\phi$ are the operators for the voltage and superconducting phase difference across the junction. The Josephson and charging energies of the box are defined as $E_J$ and $E_C = (2e)^2 / C_S$, respectively. The cavity–qubit interaction Hamiltonian is given by $H_{\text{int}} = -C_Q \sum V_q V_j$ which, after performing the rotating wave approximation\(^{39}\), takes the form

$$H_{\text{int}} = \sum_j \hbar \left( \phi^+ \phi^+ \phi^+ \phi^+ \right).$$

The operators $\phi^+$ and $\phi^-$ correspond to excitation, and de-excitation of the qubit in the energy eigenbasis, respectively. The effect of the cavity–qubit coupling capacitance on the cavity modes is neglected. By employing Eq. (9), we may identify the coupling strength $g_j$ between the qubit and the $j^{th}$ cavity mode as

$$g_j = -C_Q \frac{k_{R} \beta_j \delta_j}{C_J} \frac{\cos \left( k_{R} (x_q - L) \right)}{\cos \left( k_{L} (x_q - L) \right)},$$

where we assumed that the qubit is in the charging regime $E_C \gg E_j$, and we operate it at the charge degeneracy point. We denote the elementary charge by $e$. In the transmon limit for which $E_I \gg E_C$, the coupling strength becomes

$$g_j = -\sqrt{2} \left( \epsilon / 8E_C \right)^{1/4} \frac{\epsilon k_{R} \beta_j \delta_j}{C_J} \frac{\cos \left( k_{R} (x_q - L) \right)}{\cos \left( k_{L} (x_q - L) \right)}.$$

Realizing a tunable inductance for the dissipative cavity. Let us make the qubit–cavity interaction tunable by inserting one or more SQUIDs distributed evenly throughout the dissipative cavity. Similar approaches providing an inhomogeneous and tunable coupling between the qubit and the cavity have been previously studied\(^{42,43}\). Moreover, inserting SQUIDs to control the features of the cavity has attracted recent interest\(^{44,45}\). The setup is shown schematically in Fig. 1 for the case of a single SQUID. Each SQUID is modelled as a linear inductor $L_j(\Phi) = \Phi \delta_j / (4\pi L_\alpha \cos (\Phi \Phi_0))$, $I_j$ being the critical current of each identical Josephson junction comprising the SQUID, and $\Phi$ the magnetic flux through the SQUID. We can thus modify the effective inductance of the center conductor of the cavity by varying $\Phi$. In the following, we show that this can have a large impact on the eigenfrequencies and mode profiles, which may in turn affect the cavity–qubit coupling, the eigenstates of the system Hamiltonian, and the transition rates due to the bath coupling substantially. In addition to the setup described in this paper, we expect that tunability can be obtained by inserting a SQUID array at the end of the cavity connecting the center conductor to the ground plane but for simplicity we will refrain from discussing this case.
A simple but effective approximation to account for the effect of the SQUIDs on the system is to consider only the induced change in the average inductance per unit length in the left cavity as

\[
\ell_l = \frac{1}{x_c} \left[ n_l L_l(\Phi) + \ell_l^i x_c \right],
\]

where \( n_l \) is the number of SQUIDs of equal inductance, and \( \ell_l^i \) is the intrinsic inductance per unit length of the center conductor. In order to approximate the effect of the SQUIDs as a uniform inductance in this manner, their number must be significantly large but a qualitative correspondence should be achievable even for a small number. In considering only the inductance of the SQUIDs, we have neglected their parallel capacitances \( C_l \). This is a valid approximation when the signal frequency is low compared to the plasma frequency of the SQUID, \( \omega_p := 1/\sqrt{L/C_l} \). In practice, it is possible to reproducibly fabricate SQUIDs with \( \omega_p \) higher than \( 2\pi \times 70 \) GHz; such values are several times higher than the typical frequencies considered here.

**Interaction of the resistor with the cavity modes.** In this section, we incorporate a resistor of resistance \( R \), located at \( x_c < x_c \), into our model for the capacitor-modified cavity. The average voltage across the resistor vanishes but the voltage noise from the resistor has the Johnson–Nyquist spectral density

\[
S_{\delta V}(\omega) = \frac{2R \hbar \omega}{1 - \exp\left(-\frac{\hbar \omega}{k_B T}\right)},
\]

with \( T \) the temperature of the electrons in the resistor. We restrict our analysis only to those systems in which the coupling between the photonic modes and the resistor is weak. This weak coupling criterion is guaranteed provided that the resistor is situated where the current mode amplitude is small and/or the resistor has sufficiently small magnitude in comparison to the characteristic impedance of the cavity \( R \sin^2(k_l x_c) \ll Z_c := \sqrt{\hbar / e} \). In this limit we can arrive at a relatively simple analytic result for the resistor–cavity interaction Hamiltonian by utilizing the procedure described in Ref. 22, and reviewed in the Methods section, in which the bath couples to the cavity via the voltage fluctuations across the resistor. This results in an interaction term

\[
\hat{H}_{\text{int}} = \Theta(x_c) \otimes \delta \hat{V},
\]

where \( \delta \hat{V} \) is the operator for the voltage fluctuation over the resistor.

Applying Fermi’s golden rule to an interaction Hamiltonian in the form of Eq. (14) yields transition rates between the eigenstates of the cavity–qubit Hamiltonian without the coupling to the environment. The transition rate from the \( m \)th eigenstate to the \( n \)th eigenstate is given by

\[
\Gamma_{m \rightarrow n} = \frac{|\langle n | \Theta(x_c) | m \rangle|^2}{\hbar^2} S_{\delta V}(-\omega_{\text{int}}),
\]

where \( \omega_{\text{int}} = (E_i - E_n)/\hbar \) and \( S_{\delta V}(\omega) \) is the spectral density of the voltage noise given in Eq. (13).

**Resistor-induced transition rates.** The total Hamiltonian of the complete cavity–resistor–qubit system, shown in Fig. 1, is

\[
\hat{H}_{\text{tot}} = \hat{H}_{\text{cav}} + \hat{H}_{\text{cav} - q} + \hat{H}_q + \hat{H}_R + \hat{H}_{\text{int}}.
\]

We first consider only the cavity and qubit terms, i.e., the cavity Hamiltonian \( \hat{H}_{\text{cav}} = \sum_j \hbar \omega_j (\hat{a}_j^\dagger \hat{a}_j + 1/2) \), the qubit Hamiltonian, for which we assume the usual form, \( \hat{H}_q = \hbar \omega_Q / 2 \hat{\sigma}_z \), and the cavity–qubit coupling term, \( \hat{H}_{\text{cav} - q} = \hbar \sum_{j} \hat{g} \left( \hat{\sigma}^+ \hat{a}_j + \hat{\sigma}^- \hat{a}_j^\dagger \right) \). Here \( \hat{\sigma}_z \) is the Pauli Z-operator given in the basis of the two lowest energy eigenstates of the qubit, and acting non-trivially only on the qubit state. In general, the number of modes required for an accurate description of the dynamics depends on the effective bath temperature. Since we assume low temperatures compared with the cavity frequencies, we may consider only the lowest pair of modes in our analysis. We therefore take \( \hat{H}_{\text{cav}} = \hbar \omega_1 (\hat{a}_1^\dagger \hat{a}_1 + 1/2) + \hbar \omega_2 (\hat{a}_2^\dagger \hat{a}_2 + 1/2) \), and \( \hat{H}_{\text{cav} - q} = \hbar \hat{g} \left( \hat{\sigma}^+ \hat{a}_1 + \hat{\sigma}^- \hat{a}_1^\dagger \right) + \hbar \delta \hat{g} \left( \hat{\sigma}^+ \hat{a}_2 + \hat{\sigma}^- \hat{a}_2^\dagger \right) \). As above, the subscripts \( L \) and \( R \) denote the left and right cavity modes, where \( \omega_1 = \omega_1, \omega_2 = \omega_2 \), if the left cavity is tuned below the cavity resonance point, and \( \omega_1 = \omega_1, \omega_2 = \omega_2 \) above it. We write the Hamiltonian in the basis \( |\sigma, n_L, n_R\rangle \), which is a tensor product of the qubit state \( |\sigma \rangle \) (\( \sigma = g, e \)), and the photon number states, \( |n_L\rangle \), and \( |n_R\rangle \). Here, \( n_L \) is the population of the mode with frequency \( \omega_1 \), and \( n_R \) is the population of the mode with frequency \( \omega_2 \). Far detuned in the frequency space from either the cavity–cavity, or cavity–qubit resonances, we are able to identify eigenstates of the cavity–qubit system which are, to good approximation, equivalent to the excited states \( |g, 0, 0\rangle \), \( |g, 0, 1\rangle \), and \( |e, 0, 0\rangle \), and hence we refer to these eigenstates as left-photon–like, right-photon–like, and qubit–like, respectively. Close to cavity–qubit resonance, these photon-like eigenvectors will have a significant qubit component and vice-versa, and hence this correspondence is no longer strictly applicable. Nevertheless, studying these eigenvectors still yields much insight into the dynamics of the system.

The resistor acts as an environment for the cavity–qubit system through the interaction term, \( \hat{H}_{\text{int}} = \Theta(x_c) \otimes \delta \hat{V} \). We take \( \hat{H}_{\text{int}} \) to be a weak perturbation which stimulates transitions between the different eigenstates of the pure system without the environment due to the presence of the resistor. The system is linear in the weak coupling limit and hence there is no direct interaction between the modes. The interaction Hamiltonian therefore remains in the form \( \hat{H}_{\text{int}} = \Theta(x_c) \otimes \delta \hat{V} \), where \( \Theta(x_c) = X_c(x_c) T_L + X_R(x_c) T_R \) has two components in Eq. (14), one for each mode. We access the solution of this system numerically, and calculate the transition rates between each of the eigenvectors using Eq. (15).

Figure 3 shows the transition rates for the qubit-like and photon-like eigenstates as functions of \( \ell_l \). The behaviour of the photon-like transition rates can be explained by referring to Fig. 2(a). If the cavities are far detuned from cavity–cavity resonance, the eigenstates of \( \hat{H}_{\text{cav}} \) correspond closely to a photonic excitation in either the left or the right of the dividing capacitor, \( C_a \), as evident by the mode amplitudes being predominantly on either side. The left-photon–like eigenstates always have a large \( |g, 1, 0\rangle \) component, and thus high amplitude at the position of the resistor. These left-photon–like states therefore decay very quickly. In contrast, for most values of \( \ell_l \), the right-photon–like states are approximately equivalent to the states \( |g, 0, 1\rangle \), which have a much smaller amplitude at \( x_c \), and thus the right–photon–like states are protected from decay. As the cavity–cavity resonance point is approached, the right-photon–like eigenstate obtains an increased amplitude at the resistor and, hence decays rapidly, resulting in a peak of several orders of magnitude in the decay rate.

The qubit-like state couples to the resistor only indirectly via the cavities. To achieve a strong qubit–photon coupling requires a large mode amplitude at the position of the qubit in the right cavity, while to achieve a large photon–resistor coupling requires a large mode amplitude at the position of the resistor in the left cavity. In most frequency regimes, it is therefore not possible to simultaneously strongly couple the qubit to the mode, and the mode to the resistor. Only if the qubit-like eigenstate is in resonance with the left cavity, and hence a superposition with a significant \( |g, 1, 0\rangle \) component, does this eigenstate decay quickly. We would like to emphasize that such decay is achieved at resonance even if the cavity-cavity detuning is negative. In Fig. 4, the decay rate for the qubit-like eigenstate is shown as a function of both \( \omega_Q \) and \( \omega_R \). The behaviour of the qubit state shown in Fig. 3, can be recovered by taking a horizontal trace...
a function of the frequencies of both the qubit, qubit system corresponding, away from resonance, to either a qubit excitation (solid line), the excitation of a photon in the right cavity (dashed line), or in the left-cavity (dotted line), as functions of the average inductance per unit length of the left cavity, \( L_L \). We observe a peak in the decay rate of the right-photon–like state at cavity–cavity resonance, and a peak at the left-cavity–qubit resonance for the decay rate of the qubit–like state. The resistor has an effective temperature \( T = 10 \, \text{mK} \), and a resistance of \( R = 230 \, \Omega \). The angular frequency of the qubit is held fixed at \( 2\pi \times 15.91 \, \text{GHz} \). The cavity length is \( L = 12 \, \text{mm} \), and includes a capacitor positioned at \( x_c = L/2 \), with capacitance \( C_c = 0.5 \, \text{fF} \), and cavity interaction energy \( h\Delta\omega^{\text{res}} = 2\pi\hbar \times 16.73 \, \text{MHz} \). For the center conductor, we have \( c = 130 \times 10^{-12} \, \text{Fm}^{2/3} \), with a characteristic impedance of the right cavity \( Z_r : = \sqrt{\varepsilon_r/c} \approx 50 \, \Omega \), resulting in a bare right-cavity frequency \( \omega_{r0}^2 = 2\pi \times 12.82 \, \text{GHz} \).

Figure 3 | Decay rates vs. inductance per unit length of the left cavity. Decay rates to the ground state, for a system prepared in an initial eigenstate of the cavity-qubit system corresponding, away from resonance, to either a qubit excitation (solid line), the excitation of a photon in the right cavity (dashed line), or in the left cavity (dotted line), as functions of the average inductance per unit length of the left cavity, \( L_L \). We observe a peak in the decay rate of the right-photon–like state at cavity–cavity resonance, and a peak at the left-cavity–qubit resonance for the decay rate of the qubit–like state. The resistor has an effective temperature \( T = 10 \, \text{mK} \), and a resistance of \( R = 230 \, \Omega \). The angular frequency of the qubit is held fixed at \( 2\pi \times 15.91 \, \text{GHz} \). The cavity length is \( L = 12 \, \text{mm} \), and includes a capacitor positioned at \( x_c = L/2 \), with capacitance \( C_c = 0.5 \, \text{fF} \), and cavity interaction energy \( h\Delta\omega^{\text{res}} = 2\pi\hbar \times 16.73 \, \text{MHz} \). For the center conductor, we have \( c = 130 \times 10^{-12} \, \text{Fm}^{2/3} \), with a characteristic impedance of the right cavity \( Z_r : = \sqrt{\varepsilon_r/c} \approx 50 \, \Omega \), resulting in a bare right-cavity frequency \( \omega_{r0}^2 = 2\pi \times 12.82 \, \text{GHz} \).

Figure 4 | Contour plot of the qubit–like decay rate. Decay rate to the ground state, for a system prepared in an initial eigenstate of the cavity-qubit system corresponding, away from resonance, to a qubit excitation, as a function of the frequencies of both the qubit, \( \omega_{Q0} \), and bare left cavity, \( \omega_{L0} \). We plot the logarithm of the decay rates, with darker areas representing higher rates. The cavity parameters are otherwise identical to those used in Fig. 3. The horizontal dashed line marks the trace covered in Fig. 3.

Discussion

In summary, we have presented a system in the framework of circuit quantum electrodynamics for which an engineered resistor is able to

\[
T_{\text{eff}} = \frac{h\omega_Q}{k_B \ln \left( \frac{1}{\Gamma} \right)},
\]

where we assume that the system is in quasi-equilibrium. The rates \( \Gamma_+ \) refer to the excitation and relaxation rates for the qubit, respectively. In calculating \( T_{\text{eff}} \), we may phenomenologically account for external noise sources by adding intrinsic excitation and relaxation rates \( \Gamma_+ \) to the rates calculated with Eq. (15) which result from the presence of the resistor. In Fig. 5, we show the effective qubit temperature as a function of the resistor temperature for two cases of a bare left-cavity frequency close to resonance with the qubit, or detuned from the qubit frequency. We note that by changing the resistor temperature, the effective qubit temperature is almost constant in the detuned case, as the qubit is effectively decoupled from the artificial environment. If the left cavity is brought close to resonance with the qubit, where the artificial environment couples strongly to the qubit, \( T_{\text{eff}} \) may be decreased drastically.

Figure 5 | Effective qubit temperature vs. resistor temperature. Effective temperature of the qubit as a function of the temperature of the resistor, which may be manipulated using SIN tunnel junction thermometry. The results are shown for bare left-cavity frequencies of \( \omega_{L0} = 1.002 \times \omega_{Q0} \) (solid line) and \( \omega_{L0} = 0.75 \times \omega_{Q0} \) (dashed line) resulting in zero-temperature relaxation rates of \( 9.59 \times 10^6 \, \text{s}^{-1} \) and \( 1.01 \times 10^6 \, \text{s}^{-1} \), respectively. The frequency \( \omega_{L0} = 1.002 \times \omega_{Q0} \) is selected to yield the maximum decay rate for the qubit–like eigenstate. In calculating the total excitation and deexcitation rates, we include an intrinsic qubit relaxation rate of \( \Gamma_- = 1.0 \times 10^5 \, \text{s}^{-1} \), and excitation rate of \( \Gamma_+ = 1.7 \times 10^5 \, \text{s}^{-1} \), to give an intrinsic qubit temperature of \( T = 120 \, \text{mK} \). The parameters are otherwise identical to those used in Fig. 3.

Figure 3 | Decay rates vs. inductance per unit length of the left cavity. Decay rates to the ground state, for a system prepared in an initial eigenstate of the cavity-qubit system corresponding, away from resonance, to either a qubit excitation (solid line), the excitation of a photon in the right cavity (dashed line), or in the left-cavity (dotted line), as functions of the average inductance per unit length of the left cavity, \( L_L \). We observe a peak in the decay rate of the right-photon–like state at cavity–cavity resonance, and a peak at the left-cavity–qubit resonance for the decay rate of the qubit–like state. The resistor has an effective temperature \( T = 10 \, \text{mK} \), and a resistance of \( R = 230 \, \Omega \). The angular frequency of the qubit is held fixed at \( 2\pi \times 15.91 \, \text{GHz} \). The cavity length is \( L = 12 \, \text{mm} \), and includes a capacitor positioned at \( x_c = L/2 \), with capacitance \( C_c = 0.5 \, \text{fF} \), and cavity interaction energy \( h\Delta\omega^{\text{res}} = 2\pi\hbar \times 16.73 \, \text{MHz} \). For the center conductor, we have \( c = 130 \times 10^{-12} \, \text{Fm}^{2/3} \), with a characteristic impedance of the right cavity \( Z_r : = \sqrt{\varepsilon_r/c} \approx 50 \, \Omega \), resulting in a bare right-cavity frequency \( \omega_{r0}^2 = 2\pi \times 12.82 \, \text{GHz} \).
act as the dominant environment for a qubit. Unlike the natural environment, which can have unpredictable effects and may also be a source of particularly problematic high-frequency noise, we can conveniently control this artificial environment. We demonstrate that both the photon and qubit lifetimes can separately be tuned over many orders of magnitude. This allows for rapid initialization, or essentially unhindered operation of the cavity–qubit system as desired. A similar operating principle was also recently studied for a system utilizing coupled LC resonators\(^{46}\) complementing our results. By employing techniques from SIN tunnel junction thermometry, we may not only determine the temperature of the artificial environment with high accuracy, but are also able to control it. With these techniques, variations of the resistor temperature over a range of several hundred millikelvins are attainable\(^{20,21}\), providing control over the effective temperature of the qubit.

Our work presents an efficient means to utilize normal-metal components within a cQED framework, and is likely to inspire further developments in this direction in order to expand the toolbox of cQED. Though undoubtedly experimentally challenging, the parameters we have used in our analysis have been selected in line with what is currently achievable\(^{47}\), and thus we expect these results to be experimentally reproducible.

**Methods**

**Quantization of the cavity.** We begin by rewriting the Lagrangian of Eq. (1) in the form

\[
L_{\text{cav}} = \sum_j \left[ \frac{\left( \frac{\partial V_j(t)}{\partial t} \right)^2}{2} - \frac{\omega_j^2}{2} T_j(t)^2 \right],
\]

where Eq. (3) and the orthonormality of the modes have been used. The Hamiltonian is then constructed as the Legendre transform of the Lagrangian density, that is \(H_{\text{cav}} = \int \left( c \frac{\partial V_j(t)}{\partial t} + \frac{\partial L_j}{\partial t} \right) dt + \int \frac{\partial L_j}{\partial t} dt + L_j \), and used the

\[
\hat{H}_{\text{cav}} = \hat{H}(t) = \hat{H}_0 + e \left[ \int d^3 x \, \left\{ \hat{V}_{\text{cav}} \hat{\phi}_0^* \hat{\phi}_0 + \hat{\phi}_0^* \hat{\phi}_0 \hat{V}_{\text{cav}} \right\} dx \right] + \frac{e^2}{2} \int d^3 x \left\{ \hat{V}_{\text{cav}} \hat{\phi}_0^* \hat{\phi}_0 + \hat{\phi}_0^* \hat{\phi}_0 \hat{V}_{\text{cav}} \right\} dx + \frac{e^2}{2} \int d^3 x \left\{ \hat{V}_{\text{cav}} \hat{\phi}_0^* \hat{\phi}_0 + \hat{\phi}_0^* \hat{\phi}_0 \hat{V}_{\text{cav}} \right\} dx
\]

where we have defined the total voltage fluctuation \(\hat{\delta V} = \hat{\delta V}_1 - \hat{\delta V}_2\) and used the continuity of \(\theta\) at \(x\).
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