INSTABILITY OF ALL REGULAR STATIONARY SOLUTIONS TO REACTION-DIFFUSION-ODE SYSTEMS

SYMON CYGAN, ANNA MARCINIAK-CZochra, GRZEGORZ KARCH, AND KANAKO SUZUKI

Abstract. A general system of several ordinary differential equations coupled with a reaction-diffusion equation in a bounded domain with zero-flux boundary condition is studied in the context of pattern formation. These initial-boundary value problems may have regular (i.e. sufficiently smooth) stationary solutions. This class of close-to-equilibrium patterns includes stationary solutions that emerge due to the Turing instability of a spatially constant stationary solution. The main result of this work is instability of all regular patterns. It suggests that stable stationary solutions arising in models with non-diffusive components must be far-from-equilibrium exhibiting singularities. Such discontinuous stationary solutions have been considered in our parallel work [Stable discontinuous stationary solutions to reaction-diffusion-ODE systems, preprint (2021)].

1. Introduction

We study properties of solutions of a general system of $n$ ordinary differential equations coupled with a scalar reaction-diffusion equation

\begin{align*}
    u_t &= f(u, v), \quad x \in \Omega, \quad t > 0, \\
    v_t &= \Delta v + g(u, v), \quad x \in \Omega, \quad t > 0,
\end{align*}

with an unknown vector field (denoted using a bold-face font) and a scalar function:

$$u = u(x, t) = \begin{pmatrix} u_1(x, t) \\ \vdots \\ u_n(x, t) \end{pmatrix} \quad \text{and} \quad v = v(x, t).$$

We consider arbitrary $C^2$-nonlinearities

\begin{align*}
    f &= f(u, v) = \begin{pmatrix} f_1(u, v) \\ \vdots \\ f_n(u, v) \end{pmatrix} \quad \text{and} \quad g = g(u, v)
\end{align*}
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and define system (1.1) in a bounded open domain \( \Omega \subset \mathbb{R}^N \) for \( N \geq 1 \) with \( C^2 \)-boundary \( \partial \Omega \). Moreover, the reaction-diffusion equation in (1.1) is supplemented by the homogeneous Neumann boundary condition
\[
\partial_\nu v = 0 \quad \text{for} \quad x \in \partial \Omega, \quad t > 0,
\]
where \( \partial_\nu = \nu \cdot \nabla \) with \( \nu \) denoting the unit outer normal vector to \( \partial \Omega \). We also impose an initial condition
\[
\mathbf{u}(x, 0) = \mathbf{u}_0(x) = \begin{pmatrix} u_{0,1}(x) \\ \vdots \\ u_{0,n}(x) \end{pmatrix}, \quad v(x, 0) = v_0(x).
\]

It is well-known that problem (1.1)-(1.4) has a unique local-in-time solution corresponding to a continuous initial condition, see e.g. [20, 21]. Our goal is to study stability of stationary solutions \((\mathbf{U}, V) = (\mathbf{U}(x), V(x))\) satisfying the relation
\[
f(\mathbf{U}(x), V(x)) = 0, \quad x \in \Omega
\]
and the boundary value problem
\[
\Delta V + g(\mathbf{U}, V) = 0, \quad x \in \Omega, \\
\partial_\nu V = 0, \quad x \in \partial \Omega.
\]

Problem (1.5)-(1.6) may have different types of solutions. Here, we generalize results from works [6, 8–10, 15, 16, 19–22, 24, 36, 37, 39] where the following two types of stationary solutions were considered.

1. Stationary solutions of the first type are called \textit{regular}. In this case, the function \( \mathbf{U}(x) \) is obtained from \( V(x) \) by solving equation (1.5) in such a way that \( \mathbf{U}(x) = \mathbf{k}(V(x)) \) for some \( C^2 \)-function \( \mathbf{k} = (k_1, \ldots, k_n) \).
2. The second class of stationary solutions is called \textit{jump-discontinuous}, because \( \mathbf{U}(x) \) is obtained from \( V(x) \) in a discontinuous way by choosing different branches of solutions to equation (1.5).

In this work, we deal with the first class of solutions and we show that all regular stationary solutions are unstable – see Theorems 2.7 and 2.8 below for precise statements of our results. In our second work [3], we study discontinuous stationary solutions to problem (1.1)-(1.4) and we find sufficient conditions for their existence and stability. Other types of stationary solutions, different from those mentioned above, may also exist and we comment them in Remark 2.10 below.

It is well-known that a single autonomous reaction-diffusion equation \( v_t = \Delta v + h(v) \) in a bounded convex domain and with the Neumann boundary condition does not support interesting patterns and only constant solutions can be stable, see Casten-Holland [1] and Matano [23]. Similarly, it was shown by Kishimoto and Weinberger [12] that there is no stable non-constant equilibrium solutions of homogeneous cooperative-diffusion systems in convex domains with no-flux boundary conditions. Result from [12] were recently extended by Wang [38] on reaction-diffusion-ODE cooperative systems.

In this paper, we contribute to the theory by showing that all close-to-equilibrium (regular) patterns of a general reaction-diffusion-ODE problem (1.1)-(1.4) are unstable, regardless of the particular structure assumption on nonlinearities. In particular,
it implies that such models cannot exhibit stable Turing patterns and the only possible stable stationary solutions of such models have to be somewhat singular or discontinuous, except a certain marginal class of degenerate models discussed below in Remark 2.10. In this way, we generalize a series of previous works where either an existence or stability of either regular or discontinuous stationary solutions have been analysed in the case of specific reaction-diffusion-ODEs from mathematical biology [9, 13, 16, 20, 21]. Finally, we refer the reader to our work [3] for a discussion of discontinuous stationary solutions for some particular models considered e.g. in papers [8, 9, 13, 15, 16, 18, 20–22, 36, 37]. Related results on stationary solutions of reaction-diffusion-ODE systems can be also found in [2, 10, 24, 25, 27, 31, 39].

In Section 2, we present and discuss main results of this work. In Proposition 2.5, we construct a non-constant family of regular stationary solutions to problem (1.1)-(1.4) using the bifurcation theory. The proof of that proposition is postponed to Section 3. Instability results for regular stationary solutions are stated in Theorem 2.7 and Theorem 2.8 whose proofs are contained in Section 5. In Section 4, we characterize spectra of linearised operators corresponding to problem (1.1)-(1.4).

**Notation.** By the bold font, e.g. $\mathbf{A}, \mathbf{u}$, we denote either matrices or vector valued functions in order to distinguish them from scalar quantities. For $f$ and $g$ defined in (1.2) we set

$$f_\mathbf{u} = \left( \frac{\partial f_1}{\partial u_1} \cdots \frac{\partial f_1}{\partial u_n} \right), \quad f_\mathbf{v} = \left( \frac{\partial f_n}{\partial v_1} \cdots \frac{\partial f_n}{\partial v_n} \right), \quad g_\mathbf{u} = \left( \frac{\partial g}{\partial u_1} \cdots \frac{\partial g}{\partial u_n} \right), \quad g_\mathbf{v} = \frac{\partial g}{\partial v}.$$  

$Y^n = Y \times \cdots \times Y$ ($n$-times) is the product of a given space $Y$ with the norm denoted by $\| \mathbf{y} \|_Y$ (instead of $\| \mathbf{y} \|_{Y^n}$). The symbol $\sigma(L)$ means the spectrum of a linear operator $(L, D(L))$ and $s(L) = \sup \{ \Re \lambda : \lambda \in \sigma(L) \}$ is the spectral bound of an operator $(L, D(L))$. The usual Sobolev space $W^{1,2}(\Omega)$ has the scalar product

$$\langle u, v \rangle_{1,2} = \int_\Omega \nabla u \cdot \nabla v \, dx + \int_\Omega uv \, dx.$$  

We use the symbol $\Delta_\nu$ for the Laplace operator in a bounded domain $\Omega$ with the Neumann boundary condition. It is defined in the usual way via a bilinear form on $W^{1,2}(\Omega)$, and $-\Delta_\nu$ has the eigenvalues $\mu_k$ satisfying $0 = \mu_0 < \mu_1 \leq \cdots \leq \mu_n \to \infty$. Constants in the estimates below are denoted by the same letter $C$, even if they vary from line to line. Sometimes we shall emphasize dependence of such constants on parameters used in our calculations.

2. **Main results**

The goal of this work is to construct certain non-constant stationary solutions of problem (1.1)-(1.4) and to study their stability. Thus, we deal with a solution $(\mathbf{U}, V) = (\mathbf{U}(x), V(x))$ to the boundary value problem

$$f(\mathbf{U}, V) = 0, \quad x \in \overline{\Omega},$$

$$\Delta_\nu V + g(\mathbf{U}, V) = 0, \quad x \in \Omega,$$  

(2.1)
with arbitrary $C^2$-functions $f$ and $g$ of the form (1.2) and in a bounded domain $\Omega \subset \mathbb{R}^N$ with $C^2$-boundary.

**Definition 2.1.** A pair $(U, V) = (U(x), V(x))$ is a weak solution of problem (2.1) if 
- $U$ is measurable,
- $V \in W^{1,2}(\Omega)$,
- $g(U, V) \in (W^{1,2}(\Omega))^\ast$ (the dual of the space $W^{1,2}(\Omega)$),
- the equation $f(U(x), V(x)) = 0$ is satisfied for almost all $x \in \Omega$,
- the equality 
  $$-\int_\Omega \nabla V(x) \cdot \nabla \varphi(x) \, dx + \int_\Omega g(U(x), V(x)) \varphi(x) \, dx = 0$$
  holds true for all test functions $\varphi \in W^{1,2}(\Omega)$.

**Definition 2.2.** A weak solution in the sense of Definition 2.1 to problem (2.1) is called regular if $U, V \in L^\infty(\Omega)$ and, moreover, there exists a $C^2$-function $k : \mathbb{R} \rightarrow \mathbb{R}^n$ such that $U(x) = k(V(x))$ for all $x \in \Omega$.

**Remark 2.3.** Notice that every regular solution of problem (2.1) satisfies the equation 
$$f(U(x), V(x)) = f(k(V(x)), V(x)) = 0 \quad \text{for all} \quad x \in \Omega,$$
where $V = V(x)$ is a solution of the elliptic Neumann problem (2.2) 
$$\Delta_\nu V + h(V) = 0 \quad \text{for} \quad x \in \Omega$$
with $h(V) = g(k(V), V)$. Since we require $V \in L^\infty(\Omega)$ and since $\partial \Omega$ is $C^2$, by a standard elliptic regularity, we have $V \in W^{2,p}(\Omega)$ for each $p \in (1, \infty)$ and consequently $U \in W^{2,p}(\Omega)^n$ for every $p \in (1, \infty)$. In particular, every regular stationary solution satisfies $(U, V) \in C(\Omega)^{n+1}$.

**Remark 2.4.** Assume that $(U(x), V(x))$ is a non-constant regular solution to problem (2.1). Then, there exists $x_0 \in \Omega$ such that a vector $(\overline{U}, \overline{V}) = (U(x_0), V(x_0))$ is a constant solution to this problem. To prove this fact, it suffices to integrate the second equation in (2.1) over $\Omega$ and to use Neumann boundary condition to obtain $\int_\Omega g(U(x), V(x)) \, dx = 0$. Since $U$ and $V$ are continuous there exists $x_0$ such that $g(U(x_0), V(x_0)) = 0$ and by the first equation in (2.1) we obtain $f(U(x_0), V(x_0)) = 0$.

Solutions to the general Neumann elliptic problem (2.2) has been constructed in several works. For example, classical bifurcation methods has been used in the works [15,16,32,33] and the phase portrait method in [20]. We refer the reader also to the review by Ni [26] and to the references therein. Here, we recall one possible construction of solutions to problem (2.2) using a variational approach to bifurcation methods.

**Proposition 2.5.** Let $N \leq 6$. Consider a constant stationary solution of problem (2.1), namely, the constant vector $(\overline{U}, \overline{V}) \in \mathbb{R}^{n+1}$ such that 
$$f(\overline{U}, \overline{V}) = 0 \quad \text{and} \quad g(\overline{U}, \overline{V}) = 0.$$
Define the following matrices 
(2.3) 
$$A_0 = D_u f(\overline{U}, \overline{V}), \quad B_0 = D_u f(\overline{U}, \overline{V}), \quad C_0 = D_u g(\overline{U}, \overline{V}), \quad d_0 = D_v g(\overline{U}, \overline{V})$$
and assume that
\[ \det A_0 \neq 0 \quad \text{and} \quad \frac{1}{\det A_0} \det \begin{pmatrix} A_0 & B_0 \\ C_0 & d_0 \end{pmatrix} = \mu_k > 0, \]
where \( \mu_k \) is one of the eigenvalues of \(-\Delta_{\nu} \). Then, there exists a sequence of real numbers \( d_{\ell} \to 1 \) such that the following “perturbed” problem
\[
\begin{align*}
&f(U, V) = 0, \quad x \in \overline{\Omega}, \\
&d_{\ell} \Delta_{\nu} V + (1 - d_{\ell})(V - \overline{V}) + g(U, V) = 0, \quad x \in \Omega
\end{align*}
\]
has a non-constant regular solution.

Remark 2.6. Let us illustrate Proposition 2.5 in the case of the linear problem
\[
\begin{align*}
&A_0 U + B_0 V = 0, \quad x \in \overline{\Omega}, \\
&\Delta_{\nu} V + C_0 U + d_0 V = 0, \quad x \in \Omega,
\end{align*}
\]
with arbitrary constant coefficient matrices (not necessary as those in (2.3))
\[
\begin{aligned}
A_0 &= \begin{pmatrix} a_{11} & \ldots & a_{1n} \\
& \vdots & \ddots & \vdots \\
& a_{n1} & \ldots & a_{nn} \end{pmatrix}, &
B_0 &= \begin{pmatrix} b_1 \\
& \vdots \\
& b_n \end{pmatrix}, \\
C_0 &= \begin{pmatrix} c_1 & \ldots & c_n \end{pmatrix}, &
d_0 &= d.
\end{aligned}
\]
Under the assumption
\[
\det A_0 \neq 0 \quad \text{and} \quad -C_0 A_0^{-1} B_0 + d_0 = \mu_k > 0
\]
problem (2.5) has non-constant regular stationary solutions of the form
\[
\begin{pmatrix} U \\ V \end{pmatrix} = \begin{pmatrix} -A_0^{-1} B_0 \Phi_k \\ \Phi_k \end{pmatrix},
\]
where \( \Phi_k \) is an eigenfunction of \(-\Delta_{\nu} \) corresponding to the eigenvalue \( \mu_k \). By relation (3.5) below, assumptions (2.6) take the form
\[
\det A_0 \neq 0 \quad \text{and} \quad \frac{1}{\det A_0} \det \begin{pmatrix} A_0 & B_0 \\ C_0 & d_0 \end{pmatrix} = \mu_k > 0.
\]
Proposition 2.5 shows how to extend this construction to nonlinear systems by using a bifurcation argument.

In order to formulate our instability results, we associate with a matrix
\[
A = A(x) = \begin{pmatrix} a_{11}(x) & \ldots & a_{1n}(x) \\
& \vdots & \ddots & \vdots \\
& a_{n1}(x) & \ldots & a_{nn}(x) \end{pmatrix},
\]
where
\[
a_{ij} \in L^\infty(\Omega), \quad \text{for } i, j \in \{1, \ldots, n\},
\]
the corresponding multiplication operator on \( L^p(\Omega)^n \), with \( p \in [1, \infty) \), given by
\[
\varphi \in L^p(\Omega)^n \mapsto A\varphi \in L^p(\Omega)^n.
\]
We denote by $\sigma(\mathcal{A}(\cdot))$ the spectrum of this mapping and by $s(\mathcal{A}(\cdot))$ the spectral bound. Below in Lemma 4.4, we show that in the case of $a_{i,j} \in C(\overline{\Omega})$ we have

$$s(\mathcal{A}(\cdot)) = \sup \left\{ \Re \lambda(x) : \text{where } \lambda(x) \text{ is an eigenvalue of } \mathcal{A}(x) \text{ for some } x \in \overline{\Omega} \right\}$$

We are in a position to state main results of this work. We prove in Theorems 2.7 and 2.8 below that all (i.e. not only those from Proposition 2.5) regular stationary solutions to problem (1.1)-(1.4) are unstable except one degenerate case (see assumption (2.11)) which we discuss below in Remark 2.10.

**Theorem 2.7.** Let $N \geq 1$ and $\Omega \subset \mathbb{R}^N$ be bounded and open with a smooth boundary. Let $(U, V)$ be a weak regular stationary solution to problem (1.1)-(1.4). If

$$s(f_u(U(\cdot), V(\cdot))) > 0$$

then $(U, V)$ is unstable in $C(\overline{\Omega})^{n+1}$.

**Theorem 2.8.** Let $N \geq 1$ and $\Omega \subset \mathbb{R}^N$ be bounded, open, convex and with a smooth boundary. Let $(U, V) = (U(x), V(x))$ be a non-constant regular stationary solution of problem (1.1)-(1.4) such that

$$s(f_u(U(\cdot), V(\cdot))) \leq 0$$

and

$$\det f_u(U(x), V(x)) \neq 0 \quad \text{for all } x \in \overline{\Omega}.$$  

Then $(U, V)$ is unstable in $C(\overline{\Omega})^{n+1}$.

**Remark 2.9.** Let us illustrate both instability Theorems 2.7 and 2.8 by applying them to the constant coefficients linear problem

$$u_t = A_0u + B_0v, \quad x \in \overline{\Omega}, \quad t > 0,$$

$$v_t = \Delta v + C_0u + d_0v, \quad x \in \Omega, \quad t > 0,$$

which under condition (2.8) has a non-constant stationary solution (2.7). This solution is unstable. Indeed, the second expression in (2.8) is the quotient of $n + 1$ eigenvalues of the matrix $(A_0, B_0)$ and of $n$ eigenvalues of the matrix $A_0$. Obviously, all these eigenvalues are either real or pairwise conjugate. Thus, the second inequality in (2.8) implies that there exists at least one real eigenvalue $\lambda > 0$. If $\lambda$ is an eigenvalue of matrix $A_0$ then solution (2.7) is unstable by Theorem 2.7. Otherwise, $\lambda$ has to be an eigenvalue of matrix $(A_0, B_0)$ and solution (2.7) is unstable by Theorem 2.8 provided $\Omega$ is convex. In fact, this second instability result can be also obtained directly from the fact that zero is an unstable solution of system (2.5) without the diffusion and the convexity of the domain is not needed.

**Remark 2.10.** Condition (2.11) has been imposed because some particular versions of problem (1.1)-(1.4) may have smooth stationary solutions which are either stable or unstable if $\det f_u(U(x), V(x)) = 0$ for some $x \in \overline{\Omega}$. As the simplest example, for $f \equiv 0$, $g \equiv 0$, this problem has a solution of the form $(U, V) = (U, C)$ where $U = U(x)$ is an arbitrary smooth vector field and $C \in \mathbb{R}$ is a constant. Obviously
this is a stable solution, but not regular in the sense of Definition 2.2. As another example, we consider the problem
\[ u_t = 0, \quad x \in \Omega, \quad t > 0, \]
\[ v_t = \Delta \nu v + (\mu_1 + 1)u - v, \quad x \in \Omega, \quad t > 0, \]
which has the regular stationary solution \( u = v = \Phi_1 \) (recall that \( \mu_1 > 0 \) is the eigenvalue of \(-\Delta \nu\) with the eigenfunction \( \Phi_1 \)) which is stable but not asymptotically stable. On the other hand, the following modified problem
\[ u_t = 0, \quad x \in \Omega, \quad t > 0, \]
\[ v_t = \Delta \nu v + (\mu_1 - 1)u + v, \quad x \in \Omega, \quad t > 0, \]
has the same regular stationary solution \( u = v = \Phi_1 \) which is now unstable.

Remark 2.11. For one ODE coupled with one PDE, assumption (2.9) reduces to the following inequality
\[ f(u)u + (\lambda_1 + 1)u - \Phi_1 > 0, \quad \text{for some} \quad x_0 \in \Omega, \]
which is called as an autocatalysis condition in the work [21]. In this case, an instability of all regular stationary solutions has been shown in [21, Thm. 2.1].

3. Existence of regular stationary solutions

First, we prove a general result on the existence of non-constant solutions to Neumann boundary value problem (2.2). This is rather standard result obtained for example in [33, Sec. 3] or [32, Sec. 2] in the case of simple eigenvalues. We recall one possible construction of such solutions using variational methods in the following lemma which is a generalization of [30, Theorem 11.32].

Lemma 3.1. Let \( N \leq 6 \). Assume that \( r \in C^2_b(\mathbb{R}) \) satisfies \( r(0) = r'(0) = 0 \). There exists a sequence of numbers \( d_k \to 1 \) and a sequence of non-constant functions \( v_k \in W^{1,2}(\Omega) \) such that \( ||v_k||_{W^{1,2}} \to 0 \) and which satisfy the boundary value problem
\[ d_k \Delta \nu v_k + (\mu_k + 1 - d_k)v_k + r(v_k) = 0 \quad \text{for} \quad x \in \Omega. \]

Proof. We prove this lemma by using the Rabinowitz Bifurcation Theorem [29, Thm. 0.2] for equations with a variational formulation. It is assumed in that approach that

- \( E \) is a real Hilbert space,
- \( I \in C^2(E, \mathbb{R}) \) with \( I'(u) = Lu + H(u) \),
- \( L \) is linear and \( H(u) = o(||u||) \) at \( u = 0 \),
- \( \mu \) is an isolated eigenvalue of \( L \) of a finite multiplicity.

Under these assumptions, by [29, Thm. 0.2], the couple \((\mu, 0) \in \mathbb{R} \times E\) is a bifurcation point of the equation
\[ G(\lambda, v) \equiv Lv + H(v) - \lambda v = 0 \]
which means that each neighborhood of \((\mu, 0)\) contains a solution \((\lambda, v)\) with \( ||v|| \neq 0 \) of equation (3.2). In our case, we use the the usual Sobolev space \( E = W^{1,2}(\Omega) \) with the equivalent scalar product
\[ \langle u, v \rangle_{W^{1,2}(\Omega)} = \int_{\Omega} \nabla u \cdot \nabla v \, dx + \int_{\Omega} uv \, dx \]
as well as the functional

\[ I(v) = \frac{\mu_k + 1}{2} \int_{\Omega} v^2 \, dx + \int_{\Omega} R(v) \, dx \]

with \( R(v) = \int_0^v r(s) \, ds \). It is an elementary calculation to show that

- \( I \in C(W^{1,2}(\Omega), \mathbb{R}) \),
- it is differentiable in the Fréchet sense and for each \( v \in W^{1,2}(\Omega) \)

\[ DI(v)\varphi = (\mu_k + 1) \int_{\Omega} v \varphi \, dx + \int_{\Omega} r(v) \varphi \, dx, \]

- \( DI \in C\left(W^{1,2}(\Omega), \text{Lin}(W^{1,2}(\Omega), \mathbb{R})\right) \).

The second Fréchet derivative at the point \( v \in W^{1,2}(\Omega) \) is represented by the bilinear form

\[ \langle D^2I(v)\varphi, \psi \rangle = (\mu_k + 1) \int_{\Omega} \varphi \psi \, dx + \int_{\Omega} r'(v) \varphi \psi \, dx. \]

Let us show that \( D^2I \in C\left(W^{1,2}(\Omega), \text{Lin}\left(W^{1,2}(\Omega), \text{Lin}(W^{1,2}(\Omega), \mathbb{R})\right)\right) \). For \( v_n \to v \) in \( W^{1,2}(\Omega) \) and \( \psi, \varphi \in W^{1,2}(\Omega) \) we estimate

\[ \left| \langle (D^2I(v_n) - D^2I(v))\varphi, \psi \rangle \right| \leq \int_{\Omega} |r'(v_n) - r'(v)||\varphi||\psi| \, dx \]

\[ \leq ||r''||_{\infty} \int_{\Omega} |v_n - v||\varphi||\psi| \, dx \]

\[ \leq ||r''||_{\infty} \|v_n - v\|_3\|\varphi\|_3\|\psi\|_3 \]

\[ \leq ||r''||_{\infty} \|v_n - v\|_{W^{1,2}}\|\varphi\|_{W^{1,2}}\|\psi\|_{W^{1,2}}. \]

The last inequality follows from the Sobolev embeddings with the assumption \( N \leq 6 \).

In particular, for each test function \( \varphi \in W^{1,2}(\Omega) \), we obtain

\[ I'(v)(\varphi) = (\mu_k + 1) \int_{\Omega} v \varphi \, dx + \int_{\Omega} r(v) \varphi \, dx \equiv Lv(\varphi) + H(v)(\varphi), \]

where, by the assumption on \( r = r(v) \), we obtain immediately that \( H(v) = o(\|v\|_{W^{1,2}}) \)

as \( \|v\|_{W^{1,2}} \to 0 \).

Notice now that \( \lambda = 1 \) is an isolated eigenvalue of finite multiplicity of the operator \( L \). Indeed, this claim is equivalent to the equality

\[ Lv(\varphi) = \langle v, \varphi \rangle_{W^{1,2}(\Omega)} \quad \text{for all } \varphi \in W^{1,2}(\Omega), \]

that is, to the equation

\[ (\mu_k + 1) \int_{\Omega} v \varphi \, dx = \int_{\Omega} \nabla v \cdot \nabla \varphi \, dx + \int_{\Omega} v \varphi \, dx \quad \text{for all } \varphi \in W^{1,2}(\Omega), \]

which obviously reduces to the eigenvalue problem for \( \Delta \varphi \). Now, we apply the fact that \( \mu_k \) is an isolated eigenvalue of finite multiplicity.

Thus, by the Rabinowitz Theorem [29, Thm. 0.2], the couple \((1, 0)\) is a bifurcation point of equation (3.2), which means that there exists a sequence of numbers \( d_\ell \to 1 \) and nonzero \( \{v_\ell\} \subset W^{1,2}(\Omega) \) such that \( \|v_\ell\|_{W^{1,2}} \to 0 \), satisfying the following equation

\[ Lv_\ell(\varphi) + H(v_\ell)(\varphi) - d_\ell \langle v, \varphi \rangle_{1,2} = 0 \quad \text{for all } \varphi \in W^{1,2}(\Omega) \]
which, in our setting, is equivalent to the equation satisfied by the weak solutions \( v_\ell \in W^{1,2}(\Omega) \) to problem (3.1):

\[
-d_\ell \int_\Omega \nabla v_\ell \cdot \nabla \varphi \, dx + (\mu_k + 1 - d_\ell) \int_\Omega v_\ell \varphi \, dx + \int_\Omega r(v_\ell) \varphi \, dx = 0
\]

for all \( \varphi \in W^{1,2}(\Omega) \).

\( \square \)

**Proof of Proposition 2.5.** We apply Lemma 3.1 to construct non-constant solutions to the reaction-diffusion-ODE system. In the following, we denote by \( B_\varepsilon(V) \) an open ball of radius \( \varepsilon > 0 \) centred at \( V \). First let us prove that, in Lemma 3.1, only a finite number of \( v_\ell \) can be constant. Indeed, if there exists a subsequence of constants \( \{v_{\ell_n}\} \) satisfying equation (3.1) such that \( v_{\ell_n} \to 0 \) then passing to the limit we obtain that \( r'(0) = -\mu_k \) which is a contradiction.

Next, since \( \det \left( D_u f(U, V) \right) \neq 0 \), by Implicit Function Theorem, there exists \( \varepsilon > 0 \) and a function \( k \in C^2(B_\varepsilon(V)) \) such that \( k(V) = U \) and \( f(k(v), v) = 0 \) for all \( v \in (B_\varepsilon(V)) \). First, we show that the function \( h(v) = g(k(v), v) \), defined for all \( v \in (B_\varepsilon(V)) \), satisfies the relations

\[
h(V) = 0 \quad \text{and} \quad h'(V) = \gamma \mu_k > 0.
\]

Indeed, the first one results from the equations \( h(V) = g(k(V), V) = g(U, V) = 0 \). For the second one, differentiating the function \( h(v) = g(k(v), v) \)

\[(3.3) \quad h'(v) = D_u g(k(v), v)k'(v) + D_v g(k(v), v).
\]

On the other hand, we differentiate both sides of the equation \( f(k(v), v) = 0 \) with respect to \( v \) to obtain the equality \( D_u f(k(v), v)k'(v) + D_v f(k(v), v) = 0 \), or, equivalently,

\[(3.4) \quad k'(v) = -D_u^{-1}f(k(v), v)D_v f(k(v), v).
\]

Finally, substituting equation (3.4) into equation (3.3), choosing \( v = V \), and applying the notation from the statement of Theorem 2.5 we obtain the equations

\[
h'(V) = -D_u g(k(V), V)D_u^{-1}f(k(V), V)D_v f(k(V), V) + D_v g(k(V), V)
\]

\[
= -C_0A_0^{-1}B_0 + d_0.
\]

Notice that the right-hand side satisfies the following relation

\[(3.5) \quad d_0 - C_0A_0^{-1}B_0 = \det \begin{pmatrix} I & 0 \\ 0 & d_0 - C_0A_0^{-1}B_0 \end{pmatrix} = \frac{1}{\det A_0} \det \begin{pmatrix} A_0 & 0 \\ C_0 & d_0 - C_0A_0^{-1}B_0 \end{pmatrix} = \frac{1}{\det A_0} \det \begin{pmatrix} A_0 & B_0 \\ C_0 & d_0 \end{pmatrix} \begin{pmatrix} I & -A_0^{-1}B_0 \\ 0 & 1 \end{pmatrix} \]

\[
= \frac{1}{\det A_0} \det \begin{pmatrix} A_0 & B_0 \\ C_0 & d_0 \end{pmatrix}.
\]

Hence, \( h'(V) = \mu_k > 0 \).
Next, we denote by $\tilde{h}$ an arbitrary extension of the function $h$ to the whole line $\mathbb{R}$ which satisfies
\begin{equation}
(3.6) \quad \tilde{h} \in C^2_b(\mathbb{R}) \quad \text{and} \quad \tilde{h}(v) = h(v) \quad \text{for all} \quad v \in B_\varepsilon(V).
\end{equation}
By Lemma 3.1, we obtain a sequence $d_\ell \to 1$ such that the Neumann boundary value problem
\begin{equation}
(3.7) \quad d_\ell \Delta_\nu V_\ell + (1 - d_\ell)(V_\ell - V) + \tilde{h}(V_\ell) = 0 \quad \text{for} \quad x \in \Omega
\end{equation}
has a non-constant solution $V_\ell \in W^{1,2}(\Omega)$. Indeed, it suffices to look for these solutions in the form $V_\ell = V + z_\ell$, where $z_\ell$ solves the following problem
\begin{equation}
(3.8) \quad d_\ell \Delta_\nu z_\ell + (\tilde{h}'(V) + 1 - d_\ell)z_\ell + r(z_\ell) = 0 \quad \text{in} \quad \Omega,
\end{equation}
with $\tilde{h}'(V) = \mu_k$ and $r(z) = \tilde{h}(V + z) - \tilde{h}'(V)z$ satisfying $r \in C^2_b(\mathbb{R})$, $r(0) = 0$, and $r'(0) = 0$.

Next, by Lemma 3.1, the solutions $z_\ell$ to problem (3.8) satisfy $\|z_\ell\|_{W^{1,2}(\Omega)} \to 0$, hence, by the standard elliptic theory, we have $\|z_\ell\|_{W^{2,2}(\Omega)} \to 0$. By the bootstrap arguments utilizing the elliptic $L^p$-estimates and the Sobolev embedding theorem, we conclude that $\|z_\ell\|_{W^{2,q}(\Omega)} \to 0$ for $q > N/2$ and hence $\|z_\ell\|_{L^\infty(\Omega)} \to 0$. In particular, if $\|z_\ell\|_{\infty} \leq \varepsilon$, by (3.6), we obtain
\begin{equation}
\tilde{h}(V_\ell) = \tilde{h}(V + z_\ell) = \tilde{h}(V) = h(V_\ell).
\end{equation}
Thus, $V_\ell = V + z_\ell$ is a nontrivial solution of problem (3.7) with $\tilde{h}$ replaced by $h$.

Finally, we define $U_\ell = k(V_\ell)$ in order to obtain a nontrivial regular solution of problem (2.4). \hfill \Box

4. Linear equation and spectral analysis

4.1. Linearised operator. We analyse the stability of stationary solution to problem (1.1)-(1.4) via the usual linearisation procedure. In order to apply that approach in this section, we discuss stability properties of the zero solution to the following linear reaction diffusion-ODE system
\begin{align*}
\varphi_t &= A \varphi + B \psi, \quad x \in \overline{\Omega}, \quad t > 0, \\
\psi_t &= \Delta_\nu \psi + C \varphi + d \psi, \quad x \in \Omega, \quad t > 0,
\end{align*}
with matrices
\begin{equation}
(4.1) \quad A = A(x) = \begin{pmatrix} a_{11}(x) & \cdots & a_{1n}(x) \\ \vdots & \ddots & \vdots \\ a_{n1}(x) & \cdots & a_{nn}(x) \end{pmatrix}, \quad B = B(x) = \begin{pmatrix} b_1(x) \\ \vdots \\ b_n(x) \end{pmatrix}, \\
C = C(x) = \begin{pmatrix} c_1(x) & \cdots & c_n(x) \end{pmatrix}, \quad d = d(x),
\end{equation}
where
\begin{equation}
(4.2) \quad a_{ij}, \ b_i, \ c_i, \ d \in L^\infty(\Omega), \quad \text{for} \ i, j \in \{1, \cdots, n\}.
\end{equation}
In the following, we study properties of the operator $(\mathcal{L}_p, D(\mathcal{L}_p))$ defined by the formula
\begin{equation}
(4.3) \quad \mathcal{L}_p \left( \begin{pmatrix} \varphi \\ \psi \end{pmatrix} \right) = \begin{pmatrix} A \varphi + B \psi \\ \Delta_\nu \psi + C \varphi + d \psi \end{pmatrix} \quad \text{with} \quad D(\mathcal{L}_p) = L^p(\Omega)^n \times W^{2,p}_p(\Omega)\end{equation}
for each $p \in (1, \infty)$, where
$$W^{2,p}_\nu(\Omega) = \{ v \in W^{2,p}(\Omega) : \partial_\nu v = 0 \text{ on } \partial\Omega \}$$
is the Sobolev space $W^{2,p}(\Omega)$ supplemented with the Neumann boundary condition (see e.g. [31, Ch. 2, sec 2.4]).

**Proposition 4.1.** For each $p \in (1, \infty)$ the operator $(\mathcal{L}_p, D(\mathcal{L}_p))$ generates an analytic semigroup of linear operators on $L^p(\Omega)^{n+1}$.

**Proof.** This fact is well-known in the case of the Laplace operator with the Neumann boundary condition, see e.g. [5, Ch. II, Sec. 5]. Here, we consider bounded perturbations of this operator. □

In order to study a nonlinear stability, we need a counterpart of the semigroup from Proposition 4.1 acting on a space of bounded continuous functions. First, we recall that the operator
$$\mathcal{L}_\infty = \left( \Delta_\nu + C_\varphi + d \psi \right)$$
given by the formula
$$(4.4) \quad \mathcal{L}_\infty = \left( \begin{array}{c} A \varphi + B \psi \\ \Delta_\nu \psi + C \varphi + d \psi \end{array} \right)$$
generates an analytic semigroup of linear operators on $C(\overline{\Omega})^{n+1}$.

One proves this proposition in the same way as Proposition 4.1.

**4.2. Spectra of multiplication operators.** As usual, we denote by $\sigma(L)$ the spectrum of a linear operator $(L, D(L))$ and $s(L) = \sup\{\Re \lambda : \lambda \in \sigma(L)\}$ its spectral bound. In particular, for a square matrix $M$ with constant elements
$$s(M) = \max\{\Re \lambda : \lambda \in \mathbb{C} \text{ is an eigenvalue of } M\}.$$Now, we discuss spectra of matrix multiplication operators induced by matrices with $x$-dependent and bounded coefficients. The following results can be found either in the work [4] or in the PhD dissertation [13] and we recall them together with the proofs in slightly less general versions.

First we show that the spectrum of the multiplication operator consist only of approximative eigenvalues.

**Lemma 4.3.** For $M(x) = (m_{i,j}(x))_{i,j=1}^n$ with $m_{i,j} \in L^\infty(\Omega)$, we define the multiplication operator on $L^p(\Omega)^n$ with $p \in [1, \infty)$ by the formula $(M(\cdot)\xi)(x) = M(x)\xi(x)$. Then its spectrum has the form
$$(4.5) \quad \sigma(M(\cdot)) = \left\{ \lambda \in \mathbb{C} : \forall \varepsilon > 0 \ \exists \Omega_{\varepsilon} \subset \Omega \text{ open set } \exists \xi_{\varepsilon} \in \mathbb{R}^n \text{ such that } \|M(\cdot)\xi_{\varepsilon} - \lambda \xi_{\varepsilon}\|_{L^\infty(\Omega_{\varepsilon})} \leq \varepsilon|\xi_{\varepsilon}| \right\}.$$
Proof. Denote by \( M_{\text{ess}} \) the set on the right-hand side of equality (4.5) and let \( \lambda \notin M_{\text{ess}} \). Suppose that \( \lambda \notin \sigma(M(\cdot)) \). Hence, there exists a constant \( C > 0 \) such that

\[
|\xi|_p \leq C \|(M(\cdot) - \lambda I)\xi\|_{L^p(\Omega)} \quad \text{for all} \quad \xi \in L^p(\Omega)^n.
\]

Now by the definition of \( M_{\text{ess}} \), for each \( \varepsilon > 0 \) there exist open set \( \Omega_\varepsilon \subset \Omega \) and \( \xi_\varepsilon \) such that \( \|M(\cdot)\xi_\varepsilon - \lambda \xi_\varepsilon\|_{L^\infty(\Omega_\varepsilon)} \leq \varepsilon |\xi_\varepsilon| \). Let \( \xi = \frac{1}{|\Omega_\varepsilon|} \int_{\Omega_\varepsilon} \xi_\varepsilon \) in inequality (4.6). Then,

\[
|\xi|_{L^p(\Omega)} \leq C \|(M(\cdot) - \lambda I)\xi\|_{L^p(\Omega)} \leq C \|\xi\|_{L^p(\Omega)} \leq C \varepsilon |\xi|_{L^p(\Omega)}.
\]

For sufficiently small \( \varepsilon > 0 \), we have \( |\xi|_{L^p(\Omega)} = 0 \) which is contradiction.

Conversely, let \( \lambda \notin M_{\text{ess}} \). By the definition of \( M_{\text{ess}} \), there exists \( \varepsilon > 0 \) such that, for all \( \Omega_\varepsilon \subset \Omega \) and for all vectors \( \xi_\varepsilon \in \mathbb{R}^n \) with \( |\xi_\varepsilon| = 1 \) we have \( \|M(\cdot)\xi_\varepsilon - \lambda \xi_\varepsilon\|_{L^\infty(\Omega_\varepsilon)} \geq \varepsilon |\xi_\varepsilon| \). It implies that the inequality \( |M(x)\xi_\varepsilon - \lambda \xi_\varepsilon| \geq \varepsilon |\xi_\varepsilon| \) holds true for almost all \( x \in \Omega \). Thus,

\[
\|(M(\cdot) - \lambda I)\xi\|_{L^p(\Omega)} = \left( \int_{\Omega} |(M(x) - \lambda I)\xi(x)|^p \, dx \right)^{\frac{1}{p}} \geq \varepsilon |\xi|_{L^p(\Omega)}
\]

and the operator \( M(\cdot) - \lambda I \) is invertible, hence \( \lambda \notin \sigma(M(\cdot)) \). \( \square \)

The following lemma explains a relation between \( \sigma(M(\cdot)) \) and the eigenvalues of the matrices \( M(x) \) for each \( x \in \Omega \).

**Lemma 4.4.** Assume that \( M(x) = (m_{i,j}(x))_{i,j=1}^n \) with \( m_{i,j} \in L^\infty(\Omega) \). Assume that there exists a closed set \( \Omega' \subset \Omega \) such that \( |\Omega'| = 0 \) and \( m_{i,j}|_{\Omega \setminus \Omega'} \) is continuous. Then

\[
\sigma(M(\cdot)) = \bigcup_{x \in \Omega \setminus \Omega'} \sigma(M(x)).
\]

**Proof.** Let \( \lambda \in \bigcup_{x \in \Omega \setminus \Omega'} \sigma(M(x)) \). Hence, there exists a sequence \( \{x_n\}_{n=1}^\infty \subset \Omega \setminus \Omega' \) such that the matrices \( M(x_n) \) have eigenvalues satisfying \( \lambda_n \rightarrow \lambda \). Denote by \( \xi_{\lambda_n} \) the corresponding eigenvector, i.e. \( (M(x) - \lambda_n)\xi_{\lambda_n} = 0 \). By the assumption, matrix elements \( m_{i,j}(x) \) are continuous functions on \( \Omega \setminus \Omega' \). Since eigenvalues of the matrix \( M(x) \) are also continuous functions of \( x \) (see Remark 4.5 below), for each \( \varepsilon > 0 \) there exists a ball \( B_\delta(x_n) \) such that for all \( y \in B_\delta(x_n) \)

\[
|\lambda(y) - \lambda_n| |\xi_{\lambda_n}| \leq \varepsilon |\xi_{\lambda_n}|.
\]

We take \( n \) sufficiently large and apply the triangle inequality to obtain

\[
|\lambda(y) - \lambda_n| \xi_{\lambda_n} \leq |\lambda(y) - \lambda| \xi_{\lambda_n} + |\lambda_n - \lambda| \xi_{\lambda_n} \leq 2\varepsilon |\xi_{\lambda_n}|.
\]

Thus, by Lemma 4.3 we have \( \lambda \in \sigma(M(\cdot)) \).

Conversely, assume that \( \lambda \notin \bigcup_{x \in \Omega \setminus \Omega'} \sigma(M(x)) \). Thus, for each \( x \in \Omega \setminus \Omega' \), the matrix \( (M(x) - \lambda I) \) is invertible and there exists \( \varepsilon > 0 \) such that for all vectors \( \xi_\varepsilon \in \mathbb{R}^n \) we have

\[
|\lambda(y) - \lambda| \xi_{\lambda_n} \geq \varepsilon \xi_\varepsilon.
\]
We show that there exists $\varepsilon > 0$ such that $\varepsilon_x \geq \varepsilon > 0$ uniformly for all $x \in \Omega \setminus \Omega'$. Indeed, suppose a contrario that there exists a sequence $x_n \in \Omega \setminus \Omega'$ satisfying $\varepsilon_{x_n} \to 0$. We take the sequence of vectors $\{\xi_{x_n}\}_{n=1}^{\infty} \subset \mathbb{R}^n$, with $|\xi_{x_n}| = 1$ satisfying
\[
|\langle M(x_n) - \lambda I \rangle \xi_{x_n} | = \varepsilon_{x_n} \to 0.
\]
Letting $n \to \infty$ we have that $\lambda$ is arbitrary close to an eigenvalue of matrix $M(x_n)$, hence $\lambda \in \bigcup_{x \in \Omega \setminus \Omega'} \sigma(M(x))$. Therefore, there exists $\varepsilon > 0$ such that for all $\xi \in \mathbb{R}^n$ we have
\[
|\langle M(x) - \lambda I \rangle \xi | \geq \varepsilon |\xi|, \quad \text{for all } x \in \Omega \setminus \Omega'.
\]
Lemma 4.3 implies again that $\lambda \notin \sigma(M(\cdot))$. \hfill \Box

Remark 4.5. Notice that eigenvalues of a matrix depend continuously on the matrix elements, see eg. [17]. Such a continuous dependence on a matrix elements may be false for eigenvectors, see eg. [11] Example 5.3 on p. 111.

4.3. Spectrum of the reaction-diffusion-ODE operator.

Theorem 4.6. Let $(\mathcal{L}_p, D(\mathcal{L}_p))$, with $p \in (1, \infty)$, be the operator given by formula (1.3) with matrices (1.1)-(1.2). Denote by $\sigma(A(\cdot))$ the spectrum of multiplication operator $A(\cdot)$ on $L^p(\Omega)^n$. Then, the spectrum of $(\mathcal{L}_p, D(\mathcal{L}_p))$ can be characterized as
\[
\sigma(\mathcal{L}_p) = \sigma(A(\cdot)) \cup \{\text{eigenvalues of } \mathcal{L}_p\}.
\]
In particular, the spectrum $\sigma(\mathcal{L}_p)$ is independent of $p$.

Proof. We improve the reasoning form [21] Thm 4.5], where one ODE coupled with one PDE were considered. First, we prove that $\sigma(A(\cdot)) \subset \sigma(\mathcal{L}_p)$ by showing that for each $\lambda \in \sigma(A(\cdot))$ the operator
\[
\mathcal{L}_p - \lambda I : L^p(\Omega)^n \times W^2_p(\Omega) \to L^p(\Omega)^n \times L^p(\Omega)
\]
defined by formula
\[
(\mathcal{L}_p - \lambda I) (\varphi, \psi) = \left( (A - \lambda)\varphi + B\psi, \Delta_x \varphi + C\varphi + (d - \lambda)\psi \right)
\]
cannot have a bounded inverse. Indeed, suppose a contrario that $(\mathcal{L}_p - \lambda I)^{-1}$ exists and is a bounded operator from $(L^p(\Omega))^{n+1}$ into $D(\mathcal{L}_p)$ equipped with the graph norm. The graph norm of $\mathcal{L}_p$ is equivalent to the norm on the product space $(L^p(\Omega))^n \times (W^2_p(\Omega))$ by [40] Section 2.4]. Thus, there exists a number $K > 0$ such that
\[
\|\varphi\|_{L^p(\Omega)} + \|\psi\|_{W^2_p(\Omega)} \leq K \left( \| (A - \lambda I)\varphi + B\psi \|_{L^p(\Omega)} + \| \Delta_x \varphi + C\varphi + (d - \lambda)\psi \|_{L^p(\Omega)} \right)
\]
for all $(\varphi, \psi) \in L^p(\Omega)^n \times W^2_p(\Omega)$. Let $\varepsilon > 0$ be arbitrary (to be chosen later on). By Lemma 4.3 there exists $\xi \in \mathbb{R}^n$ with $|\xi| = 1$ and a ball $B_{\varepsilon}$ such that
\[
\|(A(\cdot) - \lambda I)\xi\|_{L^\infty(B_\varepsilon)} \leq \varepsilon.
\]
Let us show that, for arbitrary $\psi \in C^\infty_c(\Omega)$ with supp $\psi \subset B_{\varepsilon}$, we may find $\varphi \in L^p(\Omega)^n$ with the following properties
\[
\bullet \varphi = \rho \xi \text{ for some } \rho \in L^p(\Omega) \text{ with supp } \rho \subset B_{\varepsilon},
\]
\[ \zeta = \nabla_x \psi + C \varphi + (d - \lambda) \psi \] satisfies \( \| \zeta \|_{L^p(\Omega)} \leq \varepsilon \| \varphi \|_{L^p(\Omega)} \).

Indeed, we cut the function \( C \) at the level \( \varepsilon \) in the following way

\[
C^\varepsilon = C^\varepsilon(x) \equiv \begin{cases} C(x) & \text{if } |C(x)\xi| > \varepsilon, \\ (\varepsilon, \cdots, \varepsilon) & \text{if } |C(x)\xi| \leq \varepsilon. \end{cases}
\]

Thus we obtain

\[
\zeta = \nabla_x \psi + C\varphi + (d - \lambda)\psi = \nabla_x \psi + C^\varepsilon \varphi + (d - \lambda)\psi + (C - C^\varepsilon)\varphi
\]

for

\[
\varphi = -\frac{\nabla_x \psi + (d - \lambda)\psi}{C^\varepsilon \xi} = \rho \xi \in L^p(\Omega)^n \quad \text{and} \quad \zeta = (C - C^\varepsilon)\varphi \in L^p(\Omega)
\]

with \( \| (C - C^\varepsilon)\xi \|_{L^\infty(\Omega)} \leq n\varepsilon \).

Now, noting that \( \varphi \subset B_\varepsilon \) and \( \varphi(x) = \rho(x)\xi \), we obtain the inequality

\[
\| (A - \lambda I)\varphi \|_{L^p(\Omega)} \leq \| (A - \lambda I)\xi \|_{L^\infty(B_\varepsilon)} \| \rho \|_{L^p(\Omega)} \leq \varepsilon \| \varphi \|_{L^p(\Omega)}.
\]

Thus, substituting the functions \( \varphi, \psi, \xi \) into inequality (4.7), we obtain the estimate

\[
\| \varphi \|_{L^p(\Omega)} + \| \psi \|_{W^{2,p}(\Omega)}\]

for

\[
\| \psi \|_{L^p(\Omega)} \leq \frac{\varepsilon}{1 - K(n + 1)} \| \varphi \|_{L^p(\Omega)} + \| \psi \|_{W^{2,p}(\Omega)} \leq K \| B \|_{L^\infty(\Omega)} \| \psi \|_{L^p(\Omega)}
\]

which obviously cannot hold for all \( \psi \in C^\infty_c(\Omega) \) such that \( \text{supp } \psi \subset B_\varepsilon \). This completes the proof that \( \sigma(A(\cdot)) \subset \sigma(L_p) \). Moreover, by Lemma 4.4 the spectrum \( \sigma(A(\cdot)) \) is independent of \( p \).

Next, we prove that the remainder of the spectrum \( (L_p, D(L_p)) \) consists of a discrete set of eigenvalues by analysing the corresponding resolvent equations

\[
(A - \lambda I)\varphi + B\psi = F, \quad x \in \overline{\Omega},
\]

\[
\nabla_x \psi + C\varphi + (d - \lambda)\psi = G, \quad x \in \Omega
\]

with arbitrary \((F, G) \in L^p(\Omega)^n \times L^p(\Omega)\). Since, \( \lambda \notin \sigma(A(\cdot)) \) we can solve the first equation with respect to \( \varphi \) and substitute into the second equation to obtain the boundary value problem

\[
\nabla_x \psi + q(\lambda)\psi = r(\lambda)
\]

where

\[
q(\lambda) = q(x, \lambda) = -C(x)(A(x) - \lambda I)^{-1}B(x) + d(x) - \lambda,
\]

\[
r(\lambda) = r(x, \lambda) = -C(x)(A(x) - \lambda I)^{-1}F(x) + G(x).
\]

By the Analytic Fredholm Theorem for Banach spaces from [35], used in the same way as in [21] proof of Thm 4.5 we conclude that the boundary value problem (4.9) has no unique solution only for a countable set of \( \lambda \in \mathbb{C} \). Eigenfunctions corresponding to those eigenvalues satisfy elliptic equation (4.9), hence, by standard elliptic regularity,
they belong to \( W^{2,p}_v(\Omega) \) for each \( p \in (1, \infty) \). This means that the set of eigenvalues of \( L_p \) is independent of \( p \).

\( \square \)

**Remark 4.7.** By Theorem 4.6 the spectrum of the operator \((L_\infty, D(L_\infty))\) given by formula (4.4) with the matrix coefficients

\[
(a_{ij}, b_i, c_i, d \in C(\overline{\Omega}), \quad \text{for } i, j \in \{1, \ldots, n\})
\]

satisfies

\[
\sigma(L_p) = \sigma(A(\cdot)) \cup \{\text{eigenvalues of } L_p\} \subset \sigma(L_\infty).
\]

Indeed, by the elliptic regularity, eigenfunctions of \(-\Delta_v\) belong to \( W^{2,p}_v(\Omega) \) for each \( p \in (1, \infty) \), thus they are continuous up to the boundary. Using analogous estimates as those in the proof of Theorem 4.6 with \( L^p\)-norm replaced by the \( L^\infty\)-norm on \( C(\overline{\Omega}) \), we obtain that \( \sigma(A(\cdot)) \subset \sigma(L_\infty) \).

\section{Instability of Regular Steady States}

We are in a position to prove the main results of this work.

**Proof of Theorem 2.7.** Let \((U, V)\) be a regular stationary solution (either constant or non-constant). We consider the operator \((L_p, D(L_p))\) given by formula (4.3) and the matrices

\[
\begin{align*}
A(x) &= D_u f(U(x), V(x)), \\
B(x) &= D_v f(U(x), V(x)), \\
C(x) &= D_u g(U(x), V(x)), \\
d(x) &= D_v g(U(x), V(x)).
\end{align*}
\]

Under the assumption \( s(D_u f(U(x), V(x))) > 0 \) we obtain that \( s(L_p) > 0 \) by Theorem 4.6. Since \((U, V)\) is a regular solution, the matrix coefficients belong to the space \( C(\overline{\Omega}) \) (see Remark 2.3). Consequently, Remark 4.7 provides \( s(L_\infty) > 0 \) which implies that \((U, V)\) is linearly unstable in \( C(\overline{\Omega}) \). The nonlinear instability in the Lyapunov sense of this solution is an immediate consequence of Theorem A.2 from Appendix.

\( \square \)

**Proof of Theorem 2.8.** Now, we consider non-constant regular solution \((U(x), V(x))\) such that \( s(f_u(U(\cdot), V(\cdot))) \leq 0 \) and \( \det f_u(U(x), V(x)) \neq 0 \) for all \( x \in \overline{\Omega} \). Moreover, we assume that \( \Omega \) is convex. Here, we are inspired by methods from the papers [1, 23] where instability of non-constant solutions to one reaction-diffusion equation was shown. We consider the operator \((L_2, D(L_2))\) given by formula (4.3) with the matrices (5.1) and we study the eigenvalue problem

\[
\begin{align*}
A\varphi + B\psi &= \lambda \varphi, \\
\Delta_v \psi + C\varphi + d\psi &= \lambda \psi.
\end{align*}
\]

\( \Delta_v \) is invertible. Thus, we substitute \( \varphi \) computed from the first equation in system (5.2) into the second equation which takes the following form

\[
\Delta_v \psi + \left( -C(A - \lambda I)^{-1}B + d \right) \psi = \lambda \psi.
\]

For all \( \lambda \geq 0 \) we define the family of the operators

\[
G(\lambda) : \psi \mapsto \Delta_v \psi + \left( -C(A - \lambda I)^{-1}B + d \right) \psi
\]
with the domain $D(G(\lambda)) = W^{2,2}_0(\Omega)$. We study their eigenvalues, namely, the numbers $\eta \in \mathbb{C}$ for which the equation

$$G(\lambda)\psi = \eta \psi$$

has a nonzero solution and we are going to show that $\eta = \lambda$ for some $\lambda > 0$. This will give a positive eigenvalue of system $(5.2)$ because, under our assumption, system $(5.2)$ is equivalent to the equation $G(\lambda)\psi = \lambda \psi$.

First we show that

$$ \sup_{\lambda \geq 0} \left| -\mathcal{C}(x)(A(x) - \lambda I)^{-1}B(x) + d(x) \right| < \infty. $$

Let $\lambda \geq 0$. By assumption $(2.11)$, the continuity of the determinant, and regularity of solutions, there exists $\varepsilon > 0$ such that every $\rho \in \sigma(A(\cdot) - \lambda I)$ satisfies $|\rho| \geq \varepsilon$. Consequently, $|\det(A(x) - \lambda I)| \geq (\max\{\varepsilon, \lambda\})^n$ for every $x \in \overline{\Omega}$ and hence

$$ \langle (A(x) - \lambda I)^{-1} \rangle = \frac{1}{|\det(A(x) - \lambda I)|} \|\text{adj}(A(x) - \lambda I)\| \leq \frac{\|\text{adj}(A(\cdot) - \lambda I)\|_{\infty}}{(\max\{\varepsilon, \lambda\})^n} \leq \frac{C(\lambda^n + 1)}{(\max\{\varepsilon, \lambda\})^n} \leq C. $$

Now, denote by $\eta_0(\lambda)$ the largest eigenvalue of problem $G(\lambda)\psi = \eta_0(\lambda)\psi$. The operator $(G, D(G))$ is self-adjoint, hence, the eigenvalue $\eta_0(\lambda)$ is given by Rayleigh quotient

$$\eta_0(\lambda) = \sup_{\psi \in W^{1,2}(\Omega), \|\psi\|_{L^2(\Omega)} = 1} \langle G(\lambda)\psi, \psi \rangle$$

$$= \sup_{\psi \in W^{1,2}(\Omega), \|\psi\|_{L^2(\Omega)} = 1} \left( -\int_{\Omega} \|\nabla \psi\|^2 \, dx + \int_{\Omega} \left( -C(A(\cdot) - \lambda I)^{-1}B(x) + d(x) \right) \psi^2 \, dx \right).$$

By inequality $(5.3)$, we immediately obtain that $\sup_{\lambda \geq 0} \eta_0(\lambda) < \infty$. In the next step of this proof, we show that $\eta_0(0) > 0$.

In the one dimensional case $\Omega = (a, b) \subset \mathbb{R}$, differentiating equations $(2.1)$ we obtain

$$AU_x + BV_x = 0 \quad \text{and} \quad (V_x)_xx + CU_x + dV_x = 0$$

which yields

$$(5.5) \quad (V_x)_xx + (-CA^{-1}B + d)V_x = 0.$$ 

Choosing $\psi = V_x/\|V_x\|_{L^2(\Omega)}$ in the functional in the right hand side of equation $(5.4)$, integrating by parts, and using relations $(5.5)$ we obtain the inequality

$$(5.6) \quad \eta_0(0) \geq \frac{1}{\|V_x\|_{L^2(\Omega)}} \int_{\Omega} -V_xxV_{xx} + (-CA^{-1}B + d)V_x^2 \, dx = 0.$$ 

The hypothesis $\eta_0(0) = 0$ implies that $V_x$ is a maximizer of the functional in the right hand side of equation $(5.4)$ with $\lambda = 0$, hence, $V_x$ satisfies equation $(5.5)$ with Neumann boundary conditions, namely, $V_{xx}(x) = 0$ for $x \in \{a, b\} = \partial \Omega$. This ordinary differential equation for $V_x$ supplemented with the boundary conditions

$$V_x(x) = 0 \quad \text{and} \quad V_{xx}(x) = 0 \quad \text{for} \quad x \in \{a, b\} = \partial \Omega$$

leads to the desired conclusion.
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has the unique solution \( V_x \equiv 0 \). Hence, \( V \) (and so \( U \)) is a constant function which is a contradiction. Thus, \( \eta_0(0) > 0 \).

The proof in higher dimensions is analogous. Differentiating equations (2.1) with respect to \( x_j \) for \( j \in \{1, \ldots, n\} \), we obtain

\[
AU_{x_j} + BV_{x_j} = 0 \quad \text{and} \quad \Delta V_{x_j} + CU_{x_j} + dV_{x_j} = 0.
\]

Thus, by direct calculations, analogous to those in (5.6) and by the divergence theorem, we obtain

\[
\sum_{j=1}^N (G(0)V_{x_j}, V_{x_j}) = -\frac{1}{2} \int_{\partial \Omega} \partial_{\nu} |\nabla V|^2 \, d\sigma.
\]

Now, we use the use the inequality \( \partial_{\nu} |\nabla V|^2 \leq 0 \) on \( \partial \Omega \) which is valid for every \( V \in C^2(\Omega) \) and for every convex \( \Omega \subset \mathbb{R}^n \). Detailed calculations leading to this inequality can be found either in [11, p. 269] or in [23, Lemma 5.3]. Thus, at least one term on the left hand side of equality (5.8), is nonnegative, which implies that \( \eta_0(0) \geq 0 \) in the variational formula (5.4). If \( \eta_0(0) = 0 \), by a variational argument analogously as in the one dimensional case, equations (5.7) have to be satisfied by the function \( V_{x_{j_0}} \) together with the Neumann boundary conditions for \( V_{x_{j_0}} \). Applying the Hopf maximum principle (see e.g. [28, Theorems 5 and 7 in Sec. 3]), we obtain immediately that \( V_{x_{j_0}} \equiv 0 \) which is a contradiction because we deal with the nonconstant solution \( V \). Hence, we have got \( \eta_0(0) > 0 \).

Therefore, since \( \eta_0(\lambda) \) is a continuous and bounded function on \([0, \infty)\) satisfying \( \eta_0(0) > 0 \), there exists \( \lambda_0 > 0 \) such that \( \eta_0(\lambda) = \lambda_0 \). The number \( \lambda_0 \) is a positive eigenvalue of system (5.2) and hence \( s(L_2) > 0 \). Since \((U, V)\) is a regular solution, we conclude by Remark 4.7 that the number \( \lambda_0 \) is also an eigenvalue of \( L_\infty \). Since \( s(L_\infty) > 0 \), the nonlinear instability follows immediately from Theorem A.2 in Appendix.

\[ \square \]

APPENDIX A. LINEARISATION PRINCIPLE

In order to show that a linear instability of regular stationary solutions of problem (1.1)-(1.4) implies their nonlinear instability in the Lyapunov sense, we recall the reasoning from [21, Thm 2.1]. That approach concerns general evolution equation

\[
(A.1) \quad w_t = \mathcal{L}w + \mathcal{N}(w), \quad w(0) = w_0,
\]

where \( \mathcal{L} \) is the generator of a \( C_0 \)-semigroup of linear operators \( \{e^{t\mathcal{L}}\}_{t \geq 0} \) on a Banach space \( X \) and \( \mathcal{N} \) is a nonlinear operator such that \( \mathcal{N}(w) = o(\|w\|) \) as \( w \to 0 \). Here, we recall one of the possible instability results, where the existence of a positive part of the spectrum of the linear operator \( \mathcal{L} \) is sufficient to show that the zero solution of equation (A.1) is unstable.

**Theorem A.1** ([31, Thm 1]). Consider an abstract problem (A.1), where

1. the linear operator \( \mathcal{L} \) generates a strongly continuous semigroup of linear operators on a Banach space \( X \),
2. the intersection of the spectrum of \( \mathcal{L} \) with the right half-plane \( \{\lambda \in \mathbb{C} : \text{Re} \lambda > 0\} \) is nonempty.
(3) $\mathcal{N} : X \to X$ is continuous and there exist constants $\rho > 0$, $\eta > 0$, and $C > 0$ such that $\|\mathcal{N}(w)\|_X \leq C \|w\|_X^{1+\eta}$ for all $\|w\|_X < \rho$.

Then the zero solution of this equation is (nonlinearly) unstable.

**Theorem A.2.** Let $(U, V)$ be a regular stationary solution of problem (1.1)–(1.4). Assume that the corresponding linearisation operator $L_\infty$, defined in Proposition 4.2 and with matrices (5.1), satisfies $s(L_\infty) > 0$. Then $(U, V)$ is nonlinearly unstable in the space $C(\overline{\Omega})^{n+1}$.

**Proof.** Applying the usual linearisation procedure we obtain that the perturbation of a stationary solution $(U, V)$ satisfies the semi-linear problem

$$
\frac{\partial}{\partial t} \begin{pmatrix} \varphi \\ \psi \end{pmatrix} = L_\infty \begin{pmatrix} \varphi \\ \psi \end{pmatrix} + \begin{pmatrix} R_1(\varphi, \psi) \\ R_2(\varphi, \psi) \end{pmatrix}
$$

with the operator $L_\infty$ given by formula (4.3) with matrices (5.1) and where the remainders $R_1$ and $R_2$ are obtained from nonlinearities $f$, $g$ via the Taylor expansion. We apply Theorem A.1 with the Banach space $X = C(\overline{\Omega})^{n+1}$. The remainders $R_1$, $R_2$ in system (A.2) satisfy the condition (3) of Theorem A.1 with $\eta = 1$. \qed
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