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Abstract—This paper presents a time-efficient scheme for Mars exploration by the cooperation of multiple drones and a rover. To maximize effective coverage of the Mars surface in the long run, a comprehensive framework has been developed with joint consideration for limited energy, sensor model, communication range and safety radius, which we call TIME-SC² (TIme-efficient Mars Exploration of Simultaneous Coverage and Charging). First, we propose a multi-drone coverage control algorithm by leveraging emerging deep reinforcement learning and design a novel information map to represent dynamic system states. Second, we propose a near-optimal charging scheduling algorithm to navigate each drone to an individual charging slot, and we have proven that there always exists feasible solutions. The attractiveness of this framework not only resides on its ability to maximize exploration efficiency, but also on its high autonomy that has greatly reduced the non-exploring time. Extensive simulations have been conducted to demonstrate the remarkable performance of TIME-SC² in terms of time-efficiency, adaptivity and flexibility.

I. INTRODUCTION

Mars exploration has infinite benefits in terms of innovation, culture, and technology [1]. However, the slow-moving speed and limited sensing range of existing rovers make them inefficient for Mars exploration. For example, Spirit, the most successful rover to date, traveled only 7.73 kilometers in 6 years [2]. There is a clear need to redesign the current rover system for higher exploration efficiency, i.e., to cover more areas in a given time. Meanwhile, the agility and aerial reach of drones make them highly promising for Mars exploration [3]–[5]. Recently, NASA launched the rover Perseverance, and unprecedentedly equipped with a drone called Ingenuity, opening a new era for Mars exploration [3].

This paper further considers the use of multiple drones for cooperative coverage and designs a novel Mars exploration system (see Fig. 1). We strive to maximize the exploration efficiency with the proposed system. However, there are several challenges in its implementation due to the specific characteristics of Mars. For example, the atmospheric pressure of Mars is only about one percent of that on Earth, which greatly increases the energy consumption of drones. Another challenge lies in the large communication latency between Mars and Earth, making it difficult for remote control of distributed drones. Considering the energy limits of drones and requirements for high autonomy [5], the simultaneous coverage and charging (SC²) problem becomes our top priority to be dealt with.

The SC² problem is highly complicated with non-convex constraints aroused by sensor model and safety radius. As such, we solve it with a hybrid algorithmic framework, where cooperative coverage emerges from deep reinforcement learning (DRL) while charging scheduling is achieved by solving a dynamic integer linear programming (ILP). This framework can account for multiple challenges in Mars exploration.

A. Related work

As a hot-spot issue, UAV-UGV cooperation has been studied extensively [4]–[7] [7] uses a UAV to explore areas while maintaining visibility to a moving UGV. However, it does not consider the energy limitation. In [4]–[6], UGV works as a charging station for UAVs, but the charging station is stationary. Our task is more challenging than existing works as multiple energy-limited drones are involved, and the positions of charging stations are time-varying.

As to field coverage, [8] designs a coverage controller for a group of unicycle-type agents with constant speeds. However, it does not consider the sensor model. [9] assumes that each drone senses a circular area, but the covered area of the fleet over a period of time is not maximized. Besides, anti-flocking algorithms have been used for coverage control in [10], [11]. However, these algorithms ignore the non-linear properties of the sensor model by assuming that the perception is consistent. Recently, DRL-based coverage control has been put forward in [12], [13], but our problem is more intractable since the number of exploring drones and the area of interest change dynamically.
B. Statement of contributions

This paper presents an overall framework TIME-SC\textsuperscript{2} for efficient and persistent Mars exploration. Algorithmically, we decompose the highly challenging SC\textsuperscript{2} problem and solve it stage-wise with two components. First, we design a dynamic coverage algorithm for distributed drones based on deep reinforcement learning. The perception and obstacle information are combined to construct information maps, which maximize the effective coverage of the fleet through time. Then, a charging scheduling algorithm is designed to navigate each drone to a charging slot in need. Experimentally, we present a sequence of charging slot candidates \( \Lambda_\tau = \{\tau_1, ..., \tau_n\} \) along \( \zeta_\tau \) with \( d_r \) as the distance between two adjacent slot positions. The number of candidate slots is fixed as \( n_\tau = \min\{\frac{R_c}{d_r}, \frac{t_{a_i}}{d_r}\} \), \( n_\tau > n \) can be ensured through delicate design of the rover. The operating mode of \( a_i \) is \( m_i(t) \in \{Explore, Return, Charge\} \). Then, starting from \( m_i(0) \), the switching function of \( m_i(t) \) is given by \( m_i(t) = F(p_i, t_i, x_{ik}) \), where \( x_{ik} \) is a binary variable that indicates \( a_i \) is assigned to \( s_k \) if \( x_{ik} = 1 \), and 0 otherwise.

The sensor model of \( a_i \) is defined by a hill-shaped coverage function as proposed in [14]:

\[
e_i = \begin{cases} 
\frac{M_{a_i}}{R_s^2}(c_i^2 - R_s^2)^2, & \text{if } c_i^2 \leq R_s \land m_i \neq \text{Charge}, \\
0, & \text{else},
\end{cases}
\]

where \( c_i = \|p_i - q\| \), \( q \in \mathbb{R}^2 \) is the position of discretized sensed point. \( M_{a_i} \) is the peak value when \( p_i = q \). \( R_s \) is the sensing range. Considering the time-effectiveness of sensor measurements, the effective coverage of \( a_i \) at time step \( t \) is defined by

\[
\hat{e}_i(t) = \max\{\hat{e}(t-1) - M_{a_i}/\eta, e_i(t)\},
\]

where \( \eta \) is a decay factor that characterizes the loss rate of information over time. Then, given \( T \) as the mission duration and \( A \) as the mission area, the accumulated effective coverage of the drone fleet can be expressed by

\[
E = \frac{1}{T} \sum_{i=1}^{n} \sum_{t=t_i}^{T} \hat{e}_i(t).
\]

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System model

As shown in Fig. 2, we consider a cooperation exploration system where \( \Lambda_a := \{a_1, ..., a_n\} \) drones of a constant speed \( v_a \in \mathbb{R}^+ \) are employed for simultaneous coverage. Let \( p_i(t) \in \mathbb{R}^2 \) and \( p_r(t) \in \mathbb{R}^2 \) be the time-varying positions of \( a_i \) and the rover, respectively. The drones need to maintain air-ground connectivity, i.e., \( \|p_i(t) - p_r(t)\| \leq R_c \), where \( R_c \in \mathbb{R}^+ \) is the communication range. Meanwhile, collision avoidance between drones should be considered, i.e., \( \|p_i(t) - p_j(t)\| \geq R_o \), \( i \neq j \), where \( R_o \) is the safety radius. We assume that the rover moves along a pre-defined path \( \zeta_r \) with a constant speed \( v_r \in \mathbb{R}^+ \) and that \( v_a > v_r \) since drones are more agile than the rover.

Denote the endurance and consuming time of \( a_i \) as \( t_a \) and \( t_i \), respectively. \( a_i \) must return to a charging slot before \( t_i \) approaches \( t_a \). Specifically, we have a sequence of charging slot candidates \( \Lambda_\tau = \{\tau_1, ..., \tau_n\} \) along \( \zeta_\tau \) with \( d_r \) as the distance between two adjacent slot positions. The number of candidate slots is fixed as \( n_\tau = \min\{\frac{R_c}{d_r}, \frac{t_{a_i}}{d_r}\} \), \( n_\tau > n \) can be ensured through delicate design of the rover. The operating mode of \( a_i \) is \( m_i(t) \in \{Explore, Return, Charge\} \). Then, starting from \( m_i(0) \), the switching function of \( m_i(t) \) is given by \( m_i(t) = F(p_i, t_i, x_{ik}) \), where \( x_{ik} \) is a binary variable that indicates \( a_i \) is assigned to \( s_k \) if \( x_{ik} = 1 \), and 0 otherwise.

Note that each drones must be assigned to a charging slot, i.e., \( \sum_{k=1}^{n_\tau} x_{ik}(t) = 1, \exists i, k \). Each charging slot \( \tau_k \) can be assigned at most once, i.e., \( \sum_{i=1}^{m} x_{ik}(t) \leq 1, \forall k \). Moreover, the charging slot \( \tau_k \) is reachable for \( a_i \) only when \( \frac{d_{ik}(t)}{d_{in}(t)} \leq \min\{k_{f}, t_a - t_i\} \), \( \forall i, k \), where \( d_{ik}(t) = \|p_i(t) - p_{r_k}(t)\| \).

The sensor model of \( a_i \) is defined by a hill-shaped coverage function as proposed in [14]:

\[
e_i = \begin{cases} 
\frac{M_{a_i}}{R_s^2}(c_i^2 - R_s^2)^2, & \text{if } c_i^2 \leq R_s \land m_i \neq \text{Charge}, \\
0, & \text{else},
\end{cases}
\]

where \( c_i = \|p_i - q\| \), \( q \in \mathbb{R}^2 \) is the position of discretized sensed point. \( M_{a_i} \) is the peak value when \( p_i = q \). \( R_s \) is the sensing range. Considering the time-effectiveness of sensor measurements, the effective coverage of \( a_i \) at time step \( t \) is defined by

\[
\hat{e}_i(t) = \max\{\hat{e}(t-1) - M_{a_i}/\eta, e_i(t)\},
\]

where \( \eta \) is a decay factor that characterizes the loss rate of information over time. Then, given \( T \) as the mission duration and \( A \) as the mission area, the accumulated effective coverage of the drone fleet can be expressed by

\[
E = \frac{1}{T} \sum_{i=1}^{n} \sum_{t=t_i}^{T} \hat{e}_i(t).
\]
B. Problem formulation

Let $P = \{p_i(t), \forall i, t\}$, $X = \{x_{ik}(t), \forall i, k, t\}$. Our objective is to maximize the accumulated effective coverage $E$ by jointly optimizing drone trajectories (i.e., $P$) and charging scheduling (i.e., $X$). The optimization problem is formulated as

$$\max_{P, X} E$$

s.t.  
$$p_i(t) = p_i(t - 1) + v, \quad \forall i, t,$$  
$$\|p_i(t) - p_j(t)\| \leq R_c, \quad \forall i, t,$$  
$$\|p_i(t) - p_j(t)\| \geq R_o, \quad \forall i, j, t, i \neq j,$$  
$$\sum_{k=1}^{n} x_{ik}(t) = 1, \quad \forall i, t,$$  
$$\sum_{i=1}^{n} x_{ik}(t) \leq 1, \quad \forall k, t,$$  
$$\frac{d_{ik}(t)}{v_a} x_{ik}(t) \leq \min \{kt, t_a - t_i\}, \quad \forall i, k, t,$$  
$$x_{ik}(t) \in \{0, 1\}, \quad \forall i, k,$$

where $\|v\| = v_a$. The formulated problem is a mixed integer non-convex optimization problem that is challenging to solve.

III. APPROACH

In this section, we propose a hybrid algorithmic framework for solving the coupled SC^2 problem \(^4\). We note that the two sub-problems of SC^2, namely coverage control and charging scheduling, can be handled in different ways due to their unique formulations. First, the charging scheduling can be reorganized into a standard ILP, which is therefore solvable. Second, we resort to DRL for acquiring optimal coverage control policies through agent-environment interaction. By such we can avoid the difficulties aroused by non-convex constraints in problem \(^4\).

As to coverage control, we construct an information map for joint state representation and design a novel learning algorithm that maps the information map to optimal actions. Also, we propose a charging scheduling algorithm that involves charging slot allocation and mode switching as key supplements.

A. Information maps

We introduce a novel version of the information map $I$, which is stacked by a perception map and an obstacle map with the same size, as depicted in Fig. 3. The perception map records sensing history of drones, while the obstacle map defines the feasible area for drones.

Let $M$ be the perception map centered on $p_r$ with side length $2(R_s + R_c)$, which is then discretized into a set of square cells with size $c$. Each cell in $M$ is denoted by $M(q)$ where $q$ is the center coordinate of the cell and let $Q$ be a set of all such $q$ values within $M$. Here, $M(q)$ reflects how effective the drone senses a point $q$, which decays as time evolves. At the beginning, the perception map is initialized with $M(q) = 0$ for all $q \in Q$. In consistent with \(^2\), $M$ is updated by

$$M(q) \leftarrow \max \{M(q) - M_c/\eta, \ E_a(p_i, q)\}, \quad \forall i.$$  

Note that the perception map will shift with the movement of the rover. Let $p_r'$ be the position of the rover at the next time step, the shift rule of the perception map is defined by $M(q) \leftarrow M(q + \Delta q)$ for all cells that belong to the intersection of the new perception map and the old map, where $\Delta q = p_r' - p_r$.

Now we consider the construction of the obstacle map to represent the positions of all drones and the communication range of the rover. Areas beyond the communication range are equivalently regarded as obstacles. As such, the obstacle map $O$, also depicted in Fig. 3 is created by:

$$O(q) = \begin{cases} 
1, & \text{if } \|p_i - q\| < R_o \text{ or } \|q\| > R_c, \\
0, & \text{otherwise}. 
\end{cases} \quad (6)$$

B. CACER-II algorithm

We deal with the multi-drone coverage control problem in the context of DRL. The individual state representation $s$ is a local receipt of the information map with size $2R_s \times 2R_s$ centered on each drone. Such segmentation abandons the negligible impact of environment information in the distance and reduces the communication traffic.

We steer the movement of each drone by adjusting its heading $\psi_i \in [-\pi, \pi]$. This is more general than \(^12\), which assumes that the action space is discretized.

The reward function $r$ is specified as $r = \omega_c r_c + \omega_e r_e + r_p$, where $r_c$, $r_e$, and $r_p$ represent coverage reward, exploration reward, and collision penalty, separately. $\omega_c$ and $\omega_e$ are tuning parameters. Specifically, the coverage reward $r_c$ is defined as

$$r_c = \frac{\sum M - n \sum M_0}{n \sum M_0}, \quad (7)$$

where $M_0$ is the baseline perception map containing only one stationary drone. To encourage the drone to explore new areas, the exploration reward $r_e$ is designed as

$$r_e = \sum M' - \sum M, \quad (8)$$

where $M'$ is the new perception map updated with the sensor information of the current decision-making drone. Besides, we design a penalty item $r_p$ to enforce drones to stay within the feasible area as follows:

$$r_p = \begin{cases} 
-\|p_i - p_r\|, & \text{if } \|p_i - p_r\| > R_c, \\
-200, \quad & \text{if } \|p_i - p_r\| < R_o, \\
0, \quad & \text{otherwise}. 
\end{cases} \quad (9)$$
We use local information map as the input, which is resized and then fed to two fully-connected layers with 256 hidden units, ReLU activation function. Note that the actor uses a hyperbolic tangent activation function, while the critic uses a linear activation function.

**C. Action selection**

The switching topology of $m_i(t)$ is a unidirectional ring, as illustrated in Fig. 4. Given current states of $a_i$ associated with the assigned charging slot $r_k$, the switching function $F$ is alternatively represented in a transition form as $m_i(t+1) = T(m_i(t))$, given by

- $T(m_i(t)) : \text{Explore} \rightarrow \text{Return}$ if $\|p_i(t) - p_{r_k}\| / v_a > (t_a - t_i - 2);
- $T(m_i(t)) : \text{Return} \rightarrow \text{Charge}$ if $\|p_i(t) - p_{r_k}\| < \epsilon$, where $\epsilon$ is a small positive threshold;
- $T(m_i(t)) : \text{Charge} \rightarrow \text{Explore}$ if $\|p_i(t) - p_r\| < \epsilon$.

The coverage control during exploration is enabled by CACER-II. Assume that the charging slot $r_k$ has been assigned, the drone can autonomously navigate to $r_k$ based on current mode $m_i$ determined by $F$. Above all, the control policy associated with mode switching for cooperative Mars exploration is summarized in Algorithm 2. The next section will complete the charging slot allocation algorithm.

**Algorithm 1** Simultaneous Coverage with CACER-II

**Initialize** replay memory $D$, actor network $\text{Act}(s; \theta^A)$, critic network $V(s; \theta^V)$, learning rate $\alpha$ and $\beta$, Gaussian noise $\mathcal{N} \sim \mathcal{N}(0, \sigma^2)$, training batch size $N_b$

1: for episode = 1, 2, ... do
2: Generate $n, p_r, p_i$ and $c_r$ randomly
3: Construct information map $I \leftarrow \text{Stack}(M, O)$
4: Represent the observed states $s_i \leftarrow \text{Clip}(I)$
5: for $t = 1$ to $t_a$ do
6: for each $a_i \in \Lambda_i$ do
7: $\psi_i \leftarrow \text{Act}(s_i|\theta^A) + \mathcal{N}$
8: $p_{ix} \leftarrow p_{ix} + v_a \cos(\pi \psi_i)$
9: $p_{iy} \leftarrow p_{iy} + v_a \sin(\pi \psi_i)$
10: Clip $s_i'$ from $I$
11: Calculate immediate reward $r_i$
12: Store tuple $(s_i, \psi_i, r_i, s_i')$ in $D$
13: for each $a_i \in \Lambda_i$ do
14: Sample $N_k$ tuples $(s_k, \psi_k, r_k, s_k')$ from $D$
15: Calculate temporal-difference error:
16: $\delta_k = r_k + \gamma \cdot V(s_k'|\theta^V) - V(s_k|\theta^V)$
17: Optimize $\theta^A$ if $\delta_k > 0$:
18: $\theta^A \leftarrow \theta^A + \alpha(\psi_k - \text{Act}(s_k|\theta^A)) \frac{\partial \text{Act}(s_k|\theta^A)}{\partial \psi_k}$
19: Optimize $\theta^V$ with $\theta^V \leftarrow \theta^V + \beta \delta_k$
20: end for
21: end for
22: end for

for all $j \neq i$.

To solve the formulated RL problem, we propose a novel DRL algorithm CACER-II, which is an extension of our previous work, Continuous Actor-Critic with Experience Replay (CACER) [15]. In this paper, we have redesigned and improved CACER thoroughly to meet the challenges in multi-drone scenarios (see Algorithm 1). As opposed to CACER that controls a single agent, CACER-II is able to optimize multi-drone coverage control in a nonstationary environment. This is achieved by learning from multiple drones’ experiences and sharing the same policy among the homogeneous fleet. We note that CACER-II follows a centralized-learning and decentralized-execution paradigm [16]. During the execution stage, each drone selects its own action with locally perceived states in a fully decentralized manner. Such paradigm gives CACER-II the scalability to different number of drones.

The network structure of CACER-II is briefly introduced as follows. Two deep neural networks with the same structure are used to represent the actor and the critic, respectively. We use local information map as the input, which is resized into $84 \times 84 \times 2$. The input is successively passed by four convolutional layers with the ReLU activation function: the first convolutional layer convolves 32 filters of $8 \times 8$ with stride 4, followed by the second one with 64 filters of $4 \times 4$ with stride 2. The third has 64 filters of $3 \times 3$ with stride 1, followed by the last one with 512 filters of $7 \times 7$ with stride 1. After that, the output of the convolutional neural networks is flattened and then fed to two fully-connected layers with 256 hidden units, ReLU activation function. Note that the actor uses a hyperbolic tangent activation function, while the critic uses a linear activation function.

**Algorithm 2** Action Selection

**Input:** Combined states $\{p_i(t), t_i(t), m_i(t)\}$ of each drone; Global position of the rover $p_r(t)$; Trajectory of the rover $\zeta_r$.

**Output:** The control inputs for each drone $\psi_i(t)$

1: Update $m_i(t)$ according to $F$
2: Solve [10] for an optimized charging scheduling $r_k$
3: Calculate $p_{r_k}$ based on $\zeta_r$ and $r_k$
4: $\textbf{switch} m_i(t) \textbf{do}$
5: case $\text{Explore}$
6: Obtain $\psi_i(t)$ with the learned CACER-II policy
7: case $\text{Return}$
8: $\psi_i(t) = \arctan \left( \frac{p_{r_k} - p_{r_i}(t)}{\|p_{r_k} - p_{r_i}(t)\|} \right)$
9: case $\text{Charge}$
10: Set the drone speed to zero
11: end switch

Fig. 4. Illustration of the charging process and switching between different operating modes.
D. Charging slot allocation

Now we consider developing a slot allocation algorithm to ensure persistent execution of Mars exploration. Our goal is to assign each drone $a_i \in \Lambda_a$ to a charging slot $\tau_k \in \Lambda_\tau$ without conflicts. First, if $m_i(t) = \text{Explore}$ for all $a_i \in \Lambda_a$, the slot allocation problem at time $t$ can be formulated as

$$
\min_{x_{ik}} \quad z = \sum_{k=1}^{n_c} \sum_{i=1}^{n} d_{ik}(t)x_{ik}(t) \\
\text{s.t.} \quad (4e), \quad (4f), \quad (4g). \quad (10a)
$$

Since problem (10) is a standard ILP, it can be solved efficiently by existing optimization tools such as CVX [17]. Furthermore, problem (10) must be adjusted dynamically to adapt to mode switching of multiple drones. As such, we add the following additional constraints to complete problem (10):

- for each $a_i \in \Lambda_a$, if $m_i(t) \neq \text{Explore}$, then $a_i$ is excluded from the planning.
- for each $\tau_k \in \Lambda_\tau$, if $\tau_k$ has been occupied by a non-exploring drone $a_i$, then $\tau_k$ is excluded from the planning.

The following theorem ensures that problem (10) has a feasible solution at any time.

**Theorem 1:** By applying the proposed charging scheduling algorithm along with the action selection rule, there is always a feasible solution for problem (10).

**Proof:** The idea of our proof is similar to mathematical induction. With appropriate system settings, we can ensure that there is a feasible solution at the beginning. Then, we will show that if there exists a feasible solution at time $t_0 > 0$, there is at least a feasible solution for $t_1 = t_0 + 1$.

For any $a_i$, the possibilities for mode transition $T(m_i)$ from $t_0$ to $t_1$ can be partitioned into the following three cases.

**Case 1:** $T(m_i) : \text{Explore} \rightarrow \text{Explore}$. Consider the worst case, where $a_i$ moves in the opposite direction of the assigned charging slot $\tau_k$. Since $\|p_i(t_0) - p_{\tau_k}\|/v_a < (t_a - t_1 - 2)$, we have $\|p_i(t_1) - p_{\tau_k}\|/v_a < (t_a - t_1)$, which means $\tau_k$ is still reachable for $a_i$.

**Case 2:** $T(m_i) \in \{\text{Explore} \rightarrow \text{Return}, \text{Return} \rightarrow \text{Return}, \text{Return} \rightarrow \text{Charge}, \text{Charge} \rightarrow \text{Charge}\}$. It is easy to verify that the assigned slot at time $t_0$ is still reachable for $a_i$ at time $t_1$, which is omitted here due to page limits.

**Case 3:** $T(m_i) : \text{Charge} \rightarrow \text{Explore}$. We have $t_1(t_1) = 0$, which means any free charging slot is reachable for $a_i$.

Above all, we can conclude that there is at least a feasible solution for problem (10) for any $t \geq 0$.

IV. RESULTS AND DISCUSSIONS

This section demonstrates the efficiency of TIME-SC$^2$ under typical Mars exploration missions, investigates the evolution of exploration efficiency with respect to fleet size, and verifies its adaptability to the Mars surface. The experimental settings are given in Table I.

| Drone / Rover | CACER-II |
|---------------|----------|
| Drone Speed $v_a$ | 5 m/s |
| Sensor range $R_s$ | 50 m |
| Endurance $t_a$ | 100 s |
| Safety radius $R_o$ | 5 m |
| Rover Speed $v_r$ | 0.5 m/s |
| Comm. range $R_c$ | 200 m |
| Slot interval $d_t$ | 5 m |
| Learning rate $\alpha$ | $10^{-4}$ |
| Learning rate $\beta$ | $10^{-3}$ |
| Reward weight $\omega_e$ | 20 |
| Reward weight $\omega_e$ | 1 |
| Gaussian noise $\sigma$ | 0.5 to 0.05 |
| Training batch size $N_b$ | 64 |
| Discounted factor $\gamma$ | 0.95 |
A. Perform a typical Mars exploration mission

The designed rover path consists of two stages: i) first circle around a crater with a radius of 200 m, and ii) then explore 500 m in a straight line. Fig. 5 provides a temporal illustration of our mission. As shown, the coverage area expands over time. By the end of the mission, an area up to 0.65 km² has been explored within only 3600 s, which is 98.44% of the feasible area constrained by the communication range. Besides, it shows satisfactory continuity in the evolution of the coverage area despite the energy limits of drones.

A snapshot of the drone trajectories at \( t = 650 \) s is shown in Fig. 6. We notice that 6 drones in Explore mode are evenly distributed in space. They tend to explore unfamiliar areas, move apart from neighbors, and preserve connectivity to the rover. This result shows that we can achieve the predetermined control objectives through the learned CACER-II policy. Moreover, each drone is assigned to a charging slot, which indicates that the proposed charging scheduling algorithm ensures conflict-free real-time slot allocation.

B. Correlation between efficiency and number of drones

In order to quantitatively evaluate the exploration efficiency with different number of drones, we define the cumulative coverage ratio \( \Gamma_{\text{cum}} \) as

\[
\Gamma_{\text{cum}} = \frac{1}{T} \sum_{t} \max_{q \in A} M(q,t),
\]

where \( M \) is the perception map with all 1 values, \( A \) is the feasible area throughout the mission. For comparison, we also define the average instantaneous coverage ratio \( \Gamma_{\text{avg}} \) as

\[
\Gamma_{\text{avg}} = \frac{1}{T} \sum_{t} \frac{\sum_{q \in A_0} M(q,t)}{\sum_{q \in A_0} M_1(q)},
\]

where \( A_0 \) is the circular feasible area at a certain moment. \( T \) is the mission duration.

A series of experiments have been conducted with different number of drones. In all the experiments, the rover moves 1000 s in a straight line. As depicted in Fig. 7 both \( \Gamma_{\text{cum}} \) and \( \Gamma_{\text{avg}} \) increase with the number of drones. \( \Gamma_{\text{cum}} \) is much higher than \( \Gamma_{\text{avg}} \), which indicates that through the proposed TIME-SC\(^2\) the exploration efficiency has been significantly improved by cooperation of multiple drones. Besides, the growth of \( \Gamma_{\text{cum}} \) has slowed down after the number of drones exceeds 6, where we have \( \Gamma_{\text{cum}} > 85\% \). Such performance is satisfactory since the cumulative coverage ratio has taken the sensor model into consideration. Therefore, we can conclude that under the current parameter settings, 6 drones will exert the maximum exploration capability of the system with the most streamlined configuration. This conclusion provides meaningful guidance for the future applications.

C. Adaptability to the Mars surface

The exploration value of the Mars surface is uneven in different areas. Therefore, the drones should be steered to explore high-value areas more, such as a crater. This is accomplished by modifying information maps without retraining of the CACER-II network. For example, the map of the mission area can be preprocessed through a saliency detection algorithm [18]. Then, the texture layer is fused into the information map as inputs. A comparison between environment-independent exploration and environment-adaptive exploration is depicted in Fig. 8. By considering the texture of Mars surface, the drone fleet tend to explore the crater more. This result demonstrates the adaptivity of TIME-SC\(^2\).

V. CONCLUDING REMARKS

In this paper, we have designed a comprehensive framework for cooperative Mars exploration. A series of simulations have been conducted to demonstrate its remarkable time-efficiency, scalability to the number of drones, and adaptivity to the Mars surface. Note that the structure of the rover is not specified. The proposed TIME-SC\(^2\) framework is general for systems with similar configurations.

A meaningful future direction lies in real-time path planning for the rover with the assistance of drones, thereby avoiding potential dangers such as sand traps [2], [19]. Another promising direction is to extend exploration areas by establishing communication links between drones [20], which requires a fully distributed control architecture.
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