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Abstract—This paper studies the optimal points in the capacity region of Gaussian multiple access channels (GMACs) with constant fading, multiple antennas and various power constraints. The points of interest maximize general rate objectives that arise in practical communication scenarios. Achieving these points constitutes the task of jointly optimizing the time-sharing parameters, the input covariance matrices and the order of decoding used by the successive interference cancellation receiver.

To approach this problem, Carathéodory’s theorem is invoked to represent time-sharing and decoding orders jointly as a finite-dimensional matrix variable. This variable enables us to use variational inequalities to extend results pertaining to problems with linear rate objectives to more general, potentially nonconvex, problems, and to obtain a necessary and sufficient condition for the optimality of the transmission parameters in a wide range of problems. Using the insights gained from this condition, we develop and analyze the convergence of an algorithm for solving, otherwise daunting, GMAC-based optimization problems.

Index Terms—Multiuser channels, optimization, convergence.

I. INTRODUCTION

In a Gaussian multiple access channel (GMAC) multiple users send independent signals to one destination. Such a channel model arises in uplink communication scenarios including cellular systems when multiple users communicate with a base station and satellite systems when multiple ground stations communicate with a satellite. In addition to the relevance of the GMAC to practical communication scenarios, the analysis of this channel with a sum-power constraint is closely related to the analysis of the, usually less understood, Gaussian broadcast channel (GBC). This relationship was discovered in [2], was further investigated in [3], and was used in [4] to facilitate the evaluation of the capacity region of the GBC.

The capacity region of general multiple access channels was obtained in [5] and [6]. Particularizing these results to the case of Gaussian channels, it was shown therein that corner points on the boundary of the capacity region are achieved when the signal of each user is Gaussian distributed with an appropriate covariance and the receiver uses successive interference cancellation (SIC) to decode the users’ signals sequentially [7]. In SIC, the receiver decodes the signal of each user while treating the signals of the set of users interfering with it as noise. After decoding, the signal of each user is stripped off from the signal interfering with the signal of the remaining users. Other points on the boundary of the capacity region can be obtained by time-sharing, whereby each decoding order and collection of users’ covariance matrices are used during a fraction of the signalling duration.

An alternative, yet potentially suboptimum, decoding method is the so-called successive group detection [8], [9], which resembles SIC but therein, groups, rather than single users, are decoded at each decoding stage. In [8], the performance of this technique is shown to depend, not only on the number of groups, but also on how the users are distributed across groups, and on the decoding order of these groups. In [9], the optimum ordered partition that minimizes outage probability is determined for a slow fading narrow band GMAC when perfect channel state information (CSI) is available at the receiver only, but not at the transmitters.

Achieving particular points within the GMAC capacity region was considered in [10], [11] and [12], when perfect CSI is available at the receiver and the transmitters. In particular, in [10], an iterative water-filling algorithm is considered, which, for a sum power constraint at each user, yields a rate vector on the sum-capacity facet and the input covariance matrices that achieve it. In [11], the input covariance matrices of all the users are optimized to maximize the sum-capacity, and those matrices are subsequently used with time-sharing to achieve a fairness criterion. In [12], two cases are considered: the case of small number of users, which gives rise to a scenario in which time-sharing is feasible, and the case of large number of users, which gives rise to a scenario in which time-sharing is infeasible. In [12], fairness is not directly addressed, but therein, the weighted sum of the rates of a given subset of users is maximized while the rates of the remaining users are restricted to prescribed values. A somewhat similar
philosophy was applied to other multi-user communication scenarios. For instance, in [13] the GMAC-GBC duality in [2] is used to develop an algorithm that maximizes a weighted sum of the logarithms of the users’ rates in the GBC. In [14], an interference channel is considered, and the decoding order that achieves the optimal max-min fairness is determined.

In this paper, we focus on the GMAC scenario with constant fading and perfect CSI at the receiver and transmitters. In contrast with previous works, we consider the joint optimization of the set of input covariance matrices, time-sharing parameters and user orderings that maximize various rate objectives with various classes of power constraints. To approach this problem, we invoke Carathéodory’s theorem to represent time-sharing and decoding orders jointly as a finite-dimensional matrix variable. This variable enables us to use variational inequalities to extend results pertaining to problems with linear objectives to more general, potentially nonconvex, problems, and to obtain a necessary and sufficient condition for the optimality of the transmission parameters in a wide range of problems. It is shown that for a class of problems in which the power constraints are convex, it suffices for each user to use only one covariance matrix in all its allocated time slots. On the other hand, for arbitrary power constraints, if the objective is linear no time-sharing is necessary. These results significantly reduce the design complexity and, together with the necessary and sufficient condition, enable us to find solutions for, otherwise daunting, GMAC-based optimization problems.

The rest of the paper is organized as follows. In Section II we present the system model and use Carathéodory’s theorem to express rates as functions of the finite-dimensional matrix variable that jointly represents time-sharing and decoding orders. In Section III we study problems with linear rate objectives. In Section IV we use variational inequalities to extend the results obtained for linear rate objectives in Section III to problems with nonlinear rate objectives. In Section V, we present an algorithm to compute the optimum variable that jointly represents time-sharing and decoding orders. In Section VI, numerical examples are provided to illustrate the efficacy of the proposed algorithm in solving two instances of this class of problems. In Appendix A we provide background material pertaining to variational inequalities which are used in Section IV.

Notation: The expected value of a matrix \( A \) is denoted by \( \text{E}[A] \), and the direct sum of two square matrices \( B \) and \( C \) is denoted by \( B \oplus C \), that is, \( B \oplus C \) is a block diagonal matrix with the matrices \( B \) and \( C \) along the diagonal. The rest of the notation is standard.

II. SYSTEM MODEL AND OPTIMIZATION

The GMAC is composed of \( K \) users transmitting to one base station. The number of transmit antennas of the \( k \)-th user is denoted by \( N_k \), \( k = 1, \ldots, K \), and the number of receive antennas at the base station is denoted by \( N_R \). The received signal, \( y \in \mathbb{C}^{N_R} \), is given by

\[
y = \sum_{k=1}^{K} H_k x_k + z, \tag{1}
\]

where \( H_k \in \mathbb{C}^{N_R \times N_k} \) is the channel matrix of the \( k \)-th user and \( x_k \in \mathbb{C}^{N_k} \) is its transmitted signal. The Gaussian noise at the base station is denoted by \( z \in \mathbb{C}^{N_R} \), which, without loss of generality, is assumed to satisfy \( \text{E}[zz^\dagger] = I \). We consider the case in which the channel matrices are known by the users and the base station.

Let \( Q_k = \text{E}[x_k x_k^\dagger] \) be the covariance matrix of the signal of user \( k \), and let \( \mathcal{Q} = \{ Q_1 \oplus \cdots \oplus Q_K \} \in \mathcal{D} \) be the composite covariance matrix, where \( \mathcal{D} \) is the set of all block diagonal matrices in which the \( k \)-th block size is \( N_k \times N_k \), \( k = 1, \ldots, K \). We consider systems with \( L \) power constraints which can be expressed as \( g_{\ell}(\mathcal{Q}) \leq 0 \), \( \ell = 1, \ldots, L \). Let

\[
\mathcal{P} = \{ \mathcal{Q} \in \mathcal{D} \mid \mathcal{Q} \succeq 0, g_{\ell}(\mathcal{Q}) \leq 0, \ell = 1, \ldots, L \} \tag{2}
\]

be the set of all feasible \( \mathcal{Q} \). For finite transmit powers, this set is bounded.

Studying the polymatroid structure of the GMAC capacity region, it can be shown that the corners points of the polymatroid, and hence of the capacity region, are achieved with an SIC receiver [15]. To achieve a particular corner, the receiver orders the users and decodes their signals sequentially. To decode the signal of a particular user, the receiver treats the signals of the set of users interfering with it as additive noise. After decoding, the signal of that user is stripped off from the signals of the remaining users. Since the amount of interference observed in decoding the signal of a particular user depends on the ordering, it can be seen that, to maximize a given objective, the receiver must determine the optimal user ordering.

Let \( \pi_1, \cdots, \pi_K \) be the set of all \( K! \) permutations of \( K \) elements, where \( \pi_i(j) \) refers to the user in the \( j \)-th position of the \( i \)-th ordering. When the receiver uses \( \pi_i \) for decoding the users’ signals, each user \( k \in \{1, \ldots, K\} \) is able to achieve the following rate [2]:

\[
r_{\ell k_i}(\mathcal{Q}) = \log \left| \frac{I + \sum_{j \geq \pi_{i}^{-1}(k)} H_{\pi_{i}(j)} Q_{\pi_{i}(j)} H_{\pi_{i}(j)}^\dagger}{I + \sum_{j > \pi_{i}^{-1}(k)} H_{\pi_{i}(j)} Q_{\pi_{i}(j)} H_{\pi_{i}(j)}^\dagger} \right|. \tag{3}
\]

Note that this rate expression corresponds to the case in which the channel coefficients are fixed and known by the users and the base station.

The GMAC capacity region is the convex hull of all the rate vectors that are achievable with all orderings and covariance matrices in \( \mathcal{P} \), cf. [2]. This implies that, to achieve a particular rate vector in the capacity region, one may have to use convex combinations of multiple rate vectors with the corresponding composite covariance matrices and permutations. Let the number of such rate vectors be denoted by \( M \), and let the corresponding composite covariance matrices and permutations be denoted by \( \{ Q_{\ell m} \}_{m=1}^{M} \) and \( \{ \nu_{m} \}_{m=1}^{M} \) respectively. Then, convex combinations can be implemented by using \( M \) non-negative time-sharing coefficients, \( a_m \geq 0, m = 1, \ldots, M \), where \( \sum_{m=1}^{M} a_m = 1 \). These coefficients represent the percentage of time during which each of the \( M \) rate vectors, with the corresponding composite covariance matrix and permutation, are used. Using this notation, with time-sharing included, the \( k \)-th user achieves the following

\[
\text{E}[x_k x_k^\dagger] = \sum_{m=1}^{M} a_m Q_{\ell m}, 
\]
rate:
\[
\sum_{m=1}^{M} a_m \log \left| \frac{I + \sum_{j \geq \nu_m^{-1}(k)} H^{-1}(j) Q^{(m)}(j) H^{-1}(j)}{I + \sum_{j > \nu_m^{-1}(k)} H^{-1}(j) Q^{(m)}(j) H^{-1}(j)} \right|,
\]
(4)
where \(Q^{(m)}\) is the covariance matrix of the signal of the \(k\)-th user in the \(m\)-th composite covariance matrix, \(Q^{(m)}\).
Since the convex hull that constitutes the GMAC capacity region is constructed using time-sharing of potentially non-connected sets, the maximum number of rate vectors required to be combined can be obtained using Carathéodory’s theorem \[16\] Proposition B.6], which implies that it suffices to set \(M = K + 1\) for every point in the GMAC capacity region to be achieved. However, if the convex hull is constructed using one connected set, it can be shown, using the Fenchel-Eggleston strengthening of Carathéodory’s theorem, that it suffices to set \(M = K\) \[17\].
To maintain generality, we consider that \(M = K + 1\), and henceforth the index \(m\) will be assumed to take on values between 1 and \(K + 1\).

Being explicit in permutations, the characterization in \[1\] is not well-suited for finding collections of composite covariance matrices, time-sharing parameters and user-orderings that maximize objective functions of practical importance. To circumvent this difficulty, time-sharing parameters and user permutations are combined in what we refer to as the time-sharing matrix \(\alpha \in \mathbb{R}^{(K+1) \times K!}\), with entries in the \((K + 1) \times K!\) unit simplex,
\[
\mathcal{S}_\alpha \triangleq \left\{ \alpha \left| \sum_{m=1}^{K+1} K! \alpha_{mi} = 1, \alpha_{mi} \geq 0, \forall m, i \right. \right\}.
\]
(5)
The \(m\)-th element of \(\alpha, \alpha_{mi}\), represents the percentage of time during which the \(m\)-th composite covariance matrix is used with the \(i\)-th ordering. In particular, \(\alpha_{mi} = 0\) if the permutation \(\nu_m = \pi_i\), and \(\alpha_{mi} = 0\), otherwise. If \(\alpha_{mi} = 0\) for all \(m = 1, \ldots, K + 1\), then, the permutation \(\pi_i\) is not used to achieve the rate vector. Hence, this representation renders the elements of \(\alpha\), not only time-sharing coefficients for generating convex combinations, but also indicators of the used orderings.
Let \(Q = \{Q^{(m)}\}_{m=1}^{K+1}\) be the collection of composite covariance matrices. Then, the GMAC capacity region can be expressed as the union of rate vectors \(\rho(\alpha, Q)\) with the \(k\)-th entry given by
\[
\rho_k(\alpha, Q) = \sum_{m=1}^{K+1} \sum_{i=1}^{K!} \alpha_{mi} f_k(Q^{(m)}).
\]
(6)
By introducing the matrix \(\alpha\), we obtained a form that is more convenient for subsequent optimization, but at the expense of increasing the dimensionality from combining \(K + 1\) rate vectors to combining \((K + 1)!\) ones. However, since it suffices to time-share no more than \(K + 1\) rate vectors, any rate vector within the capacity region can be achieved with a time-sharing matrix with, at most, \(K + 1\) non zero elements. In this case, the \(K + 1\) rate vectors are the vectors \(\{f_k(Q^{(m)})\}_{k=1}^{K+1}\) corresponding to a time-sharing coefficient \(\alpha_{mi} > 0\). Each of these rate vectors is achieved with the covariance matrices along the diagonal of \(Q^{(m)}\) and the decoding order in the permutation \(\pi_i\).

With notation established, our goal is to develop insight into problems of the form:
\[
\min_{\alpha \in \mathcal{Q}} f(\rho(\alpha, Q)),
\]
subject to \(\alpha \in \mathcal{S}_\alpha\),
(7a)
\[
\bar{Q}^{(m)} \in \mathcal{P}, \ m = 1, \ldots, K + 1,
\]
(7b)
where throughout \(f\) is assumed to be continuously differentiable, \(\mathcal{S}_\alpha\) is defined in \[5\], \(\mathcal{P}\) is defined in \[2\], and the time-sharing matrix \(\alpha\) is constrained to the unit simplex \(\mathcal{S}_\alpha\). Carathéodory’s theorem implies that the time-sharing matrix \(\alpha\) could be additionally constrained to have no more than \(K + 1\) non-zero elements. Such a constraint is nonconvex and, by virtue of Carathéodory’s theorem, excluding it, although it constitutes an ostensible relaxation, does not enlarge the set of achievable rates. The number of real variables in this problem is \((K + 1) + (K + 1) \sum_{k=1}^{K} N_k^2\), where the first term accounts for the number of variables in \(\alpha\), and the second term accounts for the number of variables in \(Q\) \((N_k^2\) represents the number of degrees of freedom of the \(k\)-th complex Hermitian matrix).
We will later present results that will enable us to significantly reduce this number.

### III. Problems with Linear Rate Objectives
In this section we will present results for problems with linear rate objectives. In particular, we will provide a complete description of the optimum decoding orders, and conclude that the optimum collection of covariance matrices, \(Q\), contains one composite covariance matrix, \(\bar{Q}\). These results will be used in the following section to draw insight into problems with nonlinear objectives.

When the objective is linear, the optimization in \(\mathcal{Q}\) can be cast as
\[
\max_{\alpha \in \mathcal{S}_\alpha} \sum_{\alpha \in \mathcal{P}} w_k \rho_k(\alpha, Q),
\]
(8)
where \(\{w_k\}_{k=1}^{K}\) are constant, though not necessarily positive, weights. Considering non-positive weights will be useful when we consider nonlinear rate objectives in Section \[IV\].

With \(\{w_k\}_{k=1}^{K}\) given, it is optimum to decode the users following the increasing order of the weights \[15\] Section III.B]. Other decoding orders are optimum if they satisfy the conditions of the following proposition.

**Proposition 1.** For problems with linear rate objectives and arbitrary power constraints, a particular decoding order is optimum if and only if either
1) it follows the increasing order of the weights, that is, if \(w_1 \leq \cdots \leq w_K\), user \(k\) is decoded before user \(k + 1, k = 1, \ldots, K - 1\); or
2) the rate vector achieved with this ordering is also achieved with an ordering that follows the increasing order of the weights with the same covariance matrices.

**Proof:** The proof is based on sequential comparisons of the rates achieved by pairs of orderings that are identical for
all but two contiguous positions. See details in Appendix B.

Proposition 1 provides a necessary and sufficient condition that describes all the optimum decoding orderings. The first item of this proposition was also identified in [13].

Remark 1. Proposition 1 implies that

1) if maximizing a linear rate objective requires time-sharing of multiple rate vectors, each of these vectors can be achieved with the same decoding order; and

2) all optimum rate vectors can be achieved with the decoding orders that follow the increasing order of the weights. In other words, the second item of Proposition 1 implies that, if the rate vector \( r_{k_i}^* (\bar{Q}_i) \) is optimum and the ordering \( i \) does not follow the increasing order of the weights, then \( r_{k_i} (Q) = r_{k_i}^* (Q), k = 1, \ldots, K \), for some ordering \( i^* \) that follows the increasing order of the weights.

Proof: The first point of Remark 1 implies that the number of variables can be reduced from \((K + 1)! + (K + 1) \sum_{k=1}^K N_q^2\) to \((K + 1)(1 + \sum_{k=1}^K N_q^2)\) without loss of optimality. The second item of Remark 1 will be used in Section IV-A to provide a necessary condition that must be satisfied by the solutions of problems with non-linear rate objectives. It is also worth noting that if multiple weights are equal, the decoding of the respective users can be interchanged without loss of optimality.

Finding the optimum solution of (8) is significantly facilitated by the following result.

Proposition 2. For problems with linear rate objectives and arbitrary power constraints, the objective is maximized with one composite covariance matrix, \( \bar{Q} \).

Proof: The first item of Remark 1 is used to fix the decoding order in writing the expression of the optimum rate vector. The proof then uses a contradiction argument. First, it assumes that an optimum pair \((\alpha^*, \bar{Q}^*)\) is achieved by time-sharing two or more composite covariance matrices. Then, it shows that one of these matrices suffices to maximize the linear rate objective. See Appendix C.

Combining Proposition 1 and Proposition 2 it can be seen that, for problems with linear objectives and arbitrary power constraints, time-sharing is not necessary to solve (8): one decoding order and one composite covariance matrix suffice to solve (8). As a consequence, the number of variables in this class of problems is reduced to \( \sum_{k=1}^K N_q^2 \). In this case, the problem in (8) can be simplified to

\[
\max_{Q \in \mathcal{P}} \sum_{k=1}^K w_k r_{k_i} (\bar{Q}), \tag{9}
\]

where the \( i_{w} \)-th ordering follows the increasing order of the weights. Let \( w_1 \leq \cdots \leq w_K \), possibly after relabeling the

users, then the objective in (9) can be expressed as

\[
\sum_{k=1}^K w_k r_{k_i} (\bar{Q}) = \sum_{k=1}^K w_k \log \frac{I + \sum_{j \geq k} H_j Q_j H_j^H}{I + \sum_{j \geq k} H_j Q_j H_j^H} \tag{10}
\]

If the weights are nonnegative, \( 0 \leq w_1 \leq \cdots \leq w_K \), and \( \mathcal{P} \) is convex, the problem in (9) is convex and can be solved efficiently. When some of the weights are negative or \( \mathcal{P} \) is nonconvex, the problem in (9) is nonconvex and no solution is readily available for it. In either case, (9) and (10) can be used to model a certain class of problems with nonlinear rate objectives as we show in Section IV.

IV. PROBLEMS WITH NONLINEAR RATE OBJECTIVES

We will now use the results of Section III and Appendix A to gain insight into problems with nonlinear differentiable rate objectives, like the one in (7). In particular, Propositions 5 and 6 in Appendix A use variational inequalities to identify classes of problems with nonlinear objectives that share solutions with particular problems with linear objectives. These propositions will allow us to use the results of Section III to describe the optimum covariance matrices, decoding orders and time-sharing parameters that reach the optimum rate vector for a broad class of problems with potentially nonlinear rate objectives.

A. Characterization of the optimum transmission parameters

We begin by presenting a condition that any optimum collection of composite covariance matrices and time-sharing matrix, including those with more than \( K + 1 \) non-zero elements, must satisfy.

Theorem 1. Let the objective of the problem in (7) be continuously differentiable, and let \( \alpha^* \) and \( \bar{Q}^* \) be optimum. Let \( w_0 = 0 \) and let \( \{ w_k \}_{k=1}^K \) be given by

\[
w_k = -\frac{\partial f(x)}{\partial x_k} \bigg|_{x=\rho(\alpha^*, \bar{Q}^*)}, \quad k = 1, \ldots, K. \tag{11}
\]

Let the users be labelled so that \( w_1 \leq \cdots \leq w_K \). Then, for each strictly positive element of \( \alpha^* \), say \( \alpha^*_{m_1} \),

1) decoding the users following the order of the permutation \( \pi_{1}(\cdot) \) is optimum for the linear objective defined by

the weights \( \{ w_k \}_{k=1}^K \) in (11), cf. Proposition 7 and

2) the composite covariance matrix \( \bar{Q}^{*\{m\}} \) solves

\[
\max_{Q \in \mathcal{P}} \sum_{k=1}^K \{ w_k - w_{k-1} \} \log \left| I + \sum_{j \geq k} H_j Q_j H_j^H \right|. \tag{12}
\]

If, in addition to continuous differentiability, the objective in (7) is convex in the users’ rates, then every pair \((\alpha^*, \bar{Q}^*)\) that satisfies the previous two conditions is optimum.

Proof: The proof of necessity for continuously differentiable objectives hinges on the convexity of the GMAC.
capacity region and Proposition 5 in Appendix A whereas the proof of sufficiency for convex objectives follows from applying Proposition 4 in Appendix A. See Appendix D for details.

Theorem 1 provides a necessary optimality condition for problems with continuously differentiable objectives, which is also sufficient for objectives that are additionally convex in the users’ rates, but not necessarily convex in \( \alpha \) and \( Q \).

Remark 2.

1) The weights in (11) can be negative, and, for given weights, the conditions of this theorem are decoupled from each other. In particular, the first condition does not involve the covariance matrices, and the second condition does not involve the time-sharing parameters. This observation will be used by the algorithm proposed in Section V-A to find the optimum covariance matrices, decoding orders and time-sharing parameters.

2) Theorem 1 does not impose any constraints on \( P \). For instance, \( P \) can be nonconvex.

3) If the solution of (7) is unique, the optimum time-sharing matrix \( \alpha^* \) has no more than \( K + 1 \) non-zero elements. If, however, the solution of (7) is not unique, some of the solutions described by Theorem 1 may have time-sharing matrices with more than \( K + 1 \) non-zero elements.

Although Theorem 1 provides an explicit characterization of the optimum transmission parameters, it cannot be readily used to obtain these parameters. This is because the gradient of the objective at the optimum rate vector, and hence the weights in (11), are not known a priori.

When the gradient at the optimum rate vector is given, finding the optimum transmission parameters of (7) might be still complex. In particular, when (12) has multiple solutions, it is not known a priori which solutions should be included in \( Q \). As such, it is necessary for all possible collections of solutions of (12) to be checked for optimality. In general, one optimum solution of (12) does not suffice to achieve the optimum transmission parameters of (7), as we will show in the following example.

B. An illustrative example

In this section, we present a case in which (12) has multiple solutions, none of which alone suffices to achieve the optimum rate vector.

Let us consider a GMAC with two receive antennas and two users with two transmit antennas each. The channel matrices of the users are assumed to be full rank and identical, that is, \( H_1 = H_2 = H \) and \( |H| \neq 0 \). Each transmitter is allowed to transmit using only one of the antennas, and with a maximum power \( P \). To maximize proportional fairness \( \rho \), the optimum covariance matrices and time-sharing matrix must solve

\[
\min_{\alpha \in \mathcal{S}_n, \ Q(\alpha) \in \mathcal{P}, \ m = 1, 2, 3} f(\rho(\alpha, Q)) = \min_{\alpha \in \mathcal{S}_n, \ Q(\alpha) \in \mathcal{P}, \ m = 1, 2, 3} \left\{ \rho_1(\alpha, Q), \ Q \right\} = \min_{\alpha \in \mathcal{S}_n, \ Q(\alpha) \in \mathcal{P}, \ m = 1, 2, 3} \left\{ \rho_2(\alpha, Q) \right\},
\]

\[
P = \{ Q \in \mathcal{D} \ | \ Q \geq 0, \ \text{tr}(Q_1) \leq P, \ \text{tr}(Q_2) \leq P, \ Q_{11} + Q_{12} = 0, \ Q_{21} + Q_{22} = 0 \},
\]

where \( \rho_k(\alpha, Q), k = 1, 2, \) are defined in (9). The nonconvex constraints \( Q_{11} + Q_{12} = 0 \) and \( Q_{21} + Q_{22} = 0 \), and the positive definiteness of \( Q_1 \) and \( Q_2 \) imply that \( Q \) is diagonal. Since the objective, \( f \), in (13) is convex in the users’ rates, Theorem 1 can be used to characterize the optimum transmission parameters.

To apply this theorem, first, we will find the gradient at the optimum rate vector; second, we will find all optimum composite covariance matrices that solve (12); and third, we will analyze which of these solutions have to be included in the collection of composite covariance matrices, \( Q \).

To find the gradient at the optimum rate vector, let \( x^* = (x_1^*, x_2^*)^T = \rho(\alpha^*, Q^*) \) be optimum for (13). From symmetry, the rate vector \((x_2^*, x_1^*)^T \) is feasible. Now, since the capacity region is convex, Proposition 5 in Appendix A asserts that \( x^* + \nabla f(x^*) \leq (x_2^*, x_1^*)^T \), which, using the fact that \( \nabla f(x^*) = (\frac{1}{x_1^*}, \frac{1}{x_2^*})^T \), yields \( x_1^* - x_2^* \leq 0 \). This implies that \( x_1^* = x_2^* \) and that the gradient components at the optimum rate vector are equal.

Using the fact that the gradient components are equal at the optimum rate vector and invoking the second condition of Theorem 1 it can be seen that the optimum composite covariance matrices solve

\[
\max_{Q \in \mathcal{P}} \left\{ \left| \left( H H^H \right)^{-1} \right|_{11} + \left| Q \right|_{11} + \left| Q \right|_{11} \right| \left( H H^H \right)^{-1} \right|_{22} + \left| Q \right|_{22} + \left| Q \right|_{22} \}.
\]

The previous problem is not convex because of the nonconvexity of \( P \), cf. (14). Taking into account the constraints in (15), it is straightforward to show that only four points can be optimum, which are those for which the quadruple \((Q_{11}, Q_{12}, Q_{21}, Q_{22})\) equals: 1) \((P, 0, 0, P)\); 2) \((0, P, P, 0)\); 3) \((P, 0, 0, 0)\); and 4) \((0, P, 0, P)\). In our example we assume

\[
\frac{P > \left| \left( (H H^H)^{-1} \right)_{11} - \left| (H H^H)^{-1} \right|_{22} \right| \left( H H^H \right)^{-1} \left( (H H^H)^{-1} \right)_{11} - \left| (H H^H)^{-1} \right|_{22} \right| \left( H H^H \right)^{-1} \left( (H H^H)^{-1} \right)_{11} - \left| (H H^H)^{-1} \right|_{22} \right|}{\left( H H^H \right)^{-1} \left( (H H^H)^{-1} \right)_{11} - \left| (H H^H)^{-1} \right|_{22} \right| \left( H H^H \right)^{-1} \left( (H H^H)^{-1} \right)_{11} - \left| (H H^H)^{-1} \right|_{22} \right|}.
\]

It can be readily verified that, under the first assumption, only the first two quadruples solve (15). Moreover, we will show that, even time-sharing the \( K \) = 2 decoding orders, neither quadruple alone satisfies Theorem 1. In other words, to achieve the optimum rate vector, two quadruples must be time-shared with their corresponding decoding orders. Towards that end, we will show that, subject to (16), the two users cannot have equal rates. We will focus on the first quadruple \((P, 0, 0, P)\); an analogous argument can be applied to the second quadruple \((0, P, P, 0)\).

Let the diagonal of \( Q^* \) be given by the first quadruple \((P, 0, 0, P)\). The rates achievable with this \( Q^* \) are \( x_k = a_1 r_{k1} \left( Q^* \right) + a_2 r_{k2} \left( Q^* \right) \), \( k = 1, 2 \), where \( a_1 \) and \( a_2 \) are the time-sharing weights. Let the first decoding order be \( \pi_1(1) = 1 \) and \( \pi_1(2) = 2 \), that is, user 1 is decoded first, and its signal is interfered by that of user 2. Then, from (13)
and the inequality in (16) in Appendix B it follows that 
\( r_{12}(Q^*) \geq r_{11}(Q^*) \) and \( r_{21}(Q^*) \geq r_{22}(Q^*) \). Using the first quadruple \((P, 0, 0, P)\) in (16) for the rates \( r_{11} \) and \( r_{21} \), it can be shown that the second assumption of (16) implies that 
\( r_{11}(Q^*) > r_{21}(Q^*) \). Thus, for any time-sharing weights \( a_1 \) and \( a_2 \), the rate of user 1 is strictly greater than the rate of user 2, i.e., \( x_1 > x_2 \). This implies that the optimum rate vector can be achieved only by time-sharing the first two quadruples, but not with one of them only.

### C. Two special cases

The illustrative example in the previous section showed that, in general, the optimum rate vector of (7) requires time-sharing of multiple composite covariance matrices and decoding orders, which necessitates finding all the solutions of (12), thereby complicating the solution of (7). In order to avoid this difficulty, this section identifies two classes of problems for which (12) has a unique solution. In both cases, the power constraints, \( g_t \in (9) \), \( t = 1, \ldots, L \), are convex in the input covariance matrices, which ensures that the feasible set \( \mathcal{P} \) in (12) is convex. For these classes, the search for a collection of composite covariance matrices, \( \bar{Q} \), reduces to the search for only one composite covariance matrix, \( \bar{Q} \).

**Case I** Nonincreasing objective with respect to the users’ rates: If the objective function, \( f \), is nonincreasing in each component, its gradient components are always nonpositive, which implies that the weights computed in (11) are nonnegative. This fact ensures that the objective in (12) is concave and, together with the convexity of the power constraints, that the optimization problem in (12) is convex, so that it can be solved with convex optimization tools. Since the logarithm of the determinant is a strictly concave function, cf. [19] p. 74], the optimum solution is unique.

**Case II:** Suppose that the power constraints are convex and that \( Q_1 \oplus \cdots \oplus Q_K \in \mathcal{P} \) implies that \( Q_1 \oplus \cdots \oplus Q_{K-1} \oplus 0 \oplus Q_{K+1} \oplus \cdots \oplus Q_K \in \mathcal{P}, k = 1, \ldots, K. \) In other words, setting any one of the individual covariance matrices to zero is also feasible. In this case, the weights computed in (11) may be negative for some differentiable objectives, which implies that in those cases the problem in (12) is not convex. However, since the optimum covariance matrix of users with negative weights is zero, those users can be eliminated from the formulation in (12), resulting in an optimization problem with only nonnegative weights, subsequently, with a unique solution.

### D. Problems with one optimum composite covariance matrix

In this section, we will show that, when (12) has a unique solution, as in the cases described in the previous section, Theorem 1 can be used to reduce the complexity of solving and analyzing (7). This fact is stated in the following result.

**Theorem 2.** If the objective \( f \) in (7) is continuously differentiable in the users’ rates, and if the solution of (12) is unique, the optimization problem in (7) can be solved with one composite covariance matrix, \( \bar{Q} \).

**Proof:** Let \((\alpha^*, Q^*)\) solve (7), where \( Q^* = \{Q^{(m)}\}_{m=1}^{K+1} \). Using this solution, the weights in (11) can be readily obtained. Let \( Q^o \) be the unique solution of (12) for these weights. Then, if \( \alpha^*_{mi} > 0 \) for some ordering \( i \), the second condition of Theorem 1 implies that \( Q^{(m)} = Q^o \). Moreover, if \( \alpha^*_{mi} = 0 \) for all orderings \( i = 1, \ldots, K! \), the definition in (6) implies that \( Q^{(m)} \) does not affect the rate vector. As a consequence, the pair \((\alpha^*, \{Q^{(m)}\}_{m=1}^{K+1})\) generates the same rate vector, and hence solves (7).

Theorem 2 implies that, when (12) has a unique solution, the optimum rate vector of (7) does not need to be expressed as a function of a time-sharing matrix and a collection of composite covariance matrices. In particular, the time sharing matrix \( \alpha \) can be replaced with a time-sharing vector \( \beta \in \mathbb{R}^{K!} \) that lies in the unit \( K! \)-dimensional simplex, \( S_\beta = \{\beta | \beta \succeq 0, \sum_{i=1}^{K!} \beta_i = 1\} \). Using this notation, achievable rate vectors in (5) can be expressed as \( \hat{\rho}(\beta, \bar{Q}) \), where

\[
\hat{\rho}_k(\beta, \bar{Q}) = \sum_{i=1}^{K!} \beta_i r_{ki}(\bar{Q}), \quad k = 1, \ldots, K. \tag{17}
\]

Notice that the number of variables in (17) is reduced to \( K! + \sum K! N_k^2 \). For the two cases of Section IV-C the optimum rate vector of (7) can be expressed using this notation. In Sections V and VI we will consider the cases of Section IV-C and use the characterization of (17).

### V. Algorithm description and convergence analysis

In this section, we develop and analyze the convergence of an algorithm that solves a class of the not necessarily convex GMAC optimization problems in (7). This class includes the two cases in Section IV-C wherein the objective \( f \) is continuously differentiable and convex in the users’ rates, but not necessarily convex in the input covariance matrices and the time-sharing parameters. We will prove the convergence of the algorithm in Section V-B when \( f \) is twice differentiable and nonincreasing in each component.

For the cases in Section IV-C the solution of (12) is unique and Theorem 2 enables us to use the notation in (17) and express (7) as

\[
\min_{\beta \in S_\beta, \bar{Q} \in \mathcal{P}} f(\hat{\rho}(\beta, \bar{Q})). \tag{18}
\]

To solve this problem we will develop an algorithm based on Theorem 2.

**A. Proposed algorithm**

The proposed algorithm solves (18) iteratively. At each iteration \( t \), the algorithm uses \( Q^*(t-1) \) and \( \beta^*(t-1) \), obtained at the previous iteration, to obtain \( Q^*(t) \) and \( \beta^*(t) \). In particular, the algorithm uses (11) to compute the weights \( \{w_k(t)\}_{k=1}^{K} \) at the rate vector \( x = \hat{\rho}(\beta^*(t-1), Q^*(t-1)) \). Subsequently, Theorem 1 is used to find the time-sharing vector \( \beta^*(t) \) and the composite covariance matrix \( Q^*(t) \). We will show, in Section V-B that \( f(\hat{\rho}(\beta^*(t), Q^*(t))) \) converges to the optimum solution of (18).
To complete the description of the algorithm, it remains to show how \( \beta^*(t) \) and \( \bar{Q}^*(t) \) are obtained. We begin by obtaining \( \bar{Q}^*(t) \). To do that, let \( \bar{Q}^P(t) \) be the solution of \( (12) \) for the weights \( \{ w_k(t) \}_{k=1}^K \), i.e.,

\[
\max_{Q \in \mathcal{P}} \sum_{k=1}^K \left( w_k(t) - w_{k-1}(t) \right) \log \left( I + \sum_{j \in K} H_j Q_j H_j^H \right),
\]

where the users are relabeled such that \( w_1(t) = \cdots = w_K(t) = 0 \) for all \( t \). We will choose \( \bar{Q}^*(t) \) to be a convex combination of \( \bar{Q}^*(t-1) \) and \( \bar{Q}^&(t) \). In particular,

\[
\bar{Q}^*(t) = \varepsilon(t) \bar{Q}^*(t) + (1 - \varepsilon(t)) \bar{Q}^*(t-1),
\]

where \( \varepsilon(t) \) is selected as the Armijo stepsize rule \( (20) \), i.e., for some \( \sigma, \chi \in (0, 1) \), \( \varepsilon(t) \) is chosen to be the largest element of \( \{ \chi^n \}_{n=0,1,...} \) satisfying

\[
h(\varepsilon(t), t) \leq h(0, t) + \sigma \varepsilon(t) \left. \frac{\partial h(\delta, t)}{\partial \delta} \right|_{\delta=0},
\]

where

\[
h(\delta, t) = f(\hat{\rho}(\beta^*(t-1), \delta \bar{Q}^*(t) + (1-\delta) \bar{Q}^*(t-1))).
\]

The following result shows that the objective function \( f \) does not increase using this stepsize.

Proposition 3. Let the objective function \( f \) be nonincreasing in each component. Then, for every iteration \( t \) we have that

\[
f(\hat{\rho}(\beta^*(t-1), \bar{Q}^*(t))) \leq f(\hat{\rho}(\beta^*(t-1), \bar{Q}^*(t-1))).
\]

Proof: See Appendix \( \text{F} \). After computing \( \bar{Q}^*(t) \), the time-sharing vector \( \beta^*(t) \) is chosen to solve the following convex optimization problem:

\[
\min_{\beta \in \mathcal{S}_\beta} f(\hat{\rho}(\beta, \bar{Q}^*(t))).
\]

Hence, it can be shown that

\[
f(\hat{\rho}(\beta^*(t), \bar{Q}^*(t))) \leq f(\hat{\rho}(\beta^*(t-1), \bar{Q}^*(t))).
\]

Proposition \( \text{F} \) and \( (25) \) imply that the value of the objective at the end of each iteration is equal to or less than its value at the end of the previous iteration. The steps of this algorithm are summarized in the pseudocode of Algorithm \( \text{I} \).

Before studying the convergence of this algorithm, we will show that it can be readily used to generate lower bounds on the objective. In particular, we have the following result.

Proposition 4. Let \( x^* \) be the optimum rate vector. Then, the following inequalities hold:

\[
f(\hat{\rho}(\beta^*(t), \bar{Q}^*(t))) + \sum_{k=1}^K w_k(t+1) (\hat{\rho}_k(\beta^*(t), \bar{Q}^*(t)) - \hat{\rho}_k(\beta^*(t), \bar{Q}^*(t+1))) \leq f(x^*) \leq f(\hat{\rho}(\beta^*(t), \bar{Q}^*(t))).
\]

Proof: The second inequality follows from the optimality of \( x^* \) and the feasibility of \( \beta^*(t) \) and \( \bar{Q}^*(t) \). See Appendix \( \text{F} \) for the proof of the first inequality.

This proposition implies that the left hand side of \( (26) \) is a lower bound on the objective value at the optimum, and can hence be used as a stopping criterion for Algorithm \( \text{I} \).

B. Convergence analysis

In this section, we will show that Algorithm \( \text{I} \) is guaranteed to converge to the global optimal of \( (18) \), provided that the conditions of the following theorem are satisfied.

Theorem 3. Let Algorithm \( \text{I} \) be used to solve the optimization problem in \( (18) \) and suppose that the following conditions are satisfied:

1. The power constraint set \( \mathcal{P} \) is convex in \( \bar{Q} \);
2. The objective \( f \) is second order differentiable, nonincreasing in each component, and convex in the users’ rates, \( \rho \), but not necessarily convex in the time-sharing vector, \( \beta \), and the composite covariance matrix, \( \bar{Q} \).

It follows that Algorithm \( \text{I} \) converges to the optimum time-sharing vector and the optimum composite covariance matrix, that is, if \( x^* \) is the optimum rate vector, then

\[
\lim_{t \to \infty} f(\hat{\rho}(\beta^*(t), \bar{Q}^*(t))) - f(x^*) = 0.
\]

Proof: The proof uses the bound in Proposition \( \text{A} \) as \( t \) goes to \( \infty \). See details in Appendix \( \text{C} \).

The merit of Theorem \( \text{B} \) is that identifies a class of, potentially intricate, problems for which Algorithm \( \text{I} \) converges to the optimum solution. In Section VI we will use this algorithm to solve two instances of this class of problems.

VI. NUMERICAL EXAMPLES

This section provides two instances of the problem in \( (7) \) to illustrate the applicability of the information theoretic results of Section IV in practical communication scenarios. In both instances, Algorithm \( \text{I} \) is used to solve a two-user GMAC optimization problem with an objective that is convex in the users rates but nonconvex in the transmission parameters, and each user is assumed to have two transmit antennas and a power budget of \( P = 10 \) dB. For both instances the destination has two receive antennas and the channel matrices are given by

\[
H_1 = \begin{pmatrix} 0.32 & -0.06 \\ -0.72 & -0.88 \end{pmatrix} + j \begin{pmatrix} -0.15 & -1.38 \\ -1.34 & -0.01 \end{pmatrix},
\]

\[
H_2 = \begin{pmatrix} -0.21 & 0.29 \\ -0.08 & 0.91 \end{pmatrix} + j \begin{pmatrix} -0.65 & 0.15 \\ 0.13 & 1.39 \end{pmatrix}.
\]
For these channel matrices, the GMAC capacity region is the one contained inside the thick solid and dotted lines in Figure 1 for the instance considered in Example 1. The same region is shown in Figure 2 for the instance considered in Example 2.

A. Example 1

In this example, the objective is to minimize the total completion time \([21]\), that is, the time required to transmit the data stored in the buffers of the two users. Let \(b_1\) and \(b_2\) represent the amount of data stored in the buffers of user 1 and 2, respectively \([21]\). In this case, the optimization problem that yields the smallest total completion time can be expressed as

\[
\begin{align*}
\min_{\beta, Q} & \quad \frac{b_1}{\beta_1(\beta, Q)} + \frac{b_2}{\beta_2(\beta, Q)}, \\
\text{subject to} & \quad \beta_1 + \beta_2 = 1, \, \beta_i \geq 0, \, i = 1, 2, \\
& \quad Q_k \geq 0, \, \lambda \leq \text{tr}(Q_k) \leq P, \, k = 1, 2,
\end{align*}
\]

where \(\lambda > 0\) is a small scalar that ensures that the objective becomes convex in \(\beta\) and \(Q\). However, since the objective function in (30a) is convex in the users’ rates, Theorem 1 can be used to characterize the optimum transmission parameters. Moreover, since the objective is nonincreasing in the users’ rates, this problem represents an instance of case I in Section IV-C. From Theorem 2, it follows that only one composite covariance matrix is needed, so that the formulation used in (30) suffices to reach the optimum rate vector.

We consider two cases: 1) \((b_1, b_2) = (10, 8)\); and 2) \((b_1, b_2) = (5, 10)\). The contour lines of the objective for the two cases are depicted in Figure 1 and the optimum rate vectors are marked by the symbols ‘+’ and ‘◦’, respectively. In case 1, the optimum rate vector lies in the time-sharing zone and the optimum covariance matrices can be obtained with either Algorithm [1] or the iterative water-filling algorithm [10]. In case 2, the optimum covariance matrices are obtained with Algorithm [10] the iterative water-filling algorithm cannot achieve these matrices in this case.

The optimum time-sharing parameters for case 1 are \(\beta_1 = 0.57\) and \(\beta_2 = 0.43\), and for case 2 are \(\beta_1 = 1\) and \(\beta_2 = 0\), i.e., for the latter case it is optimum to decode user 1 first without time-sharing. The optimum covariance matrices for case 1 are given by

\[
Q_1 = \begin{pmatrix} 1.98 & 0.71 \\ 0.71 & 8.02 \end{pmatrix} + J \begin{pmatrix} 0 & -3.92 \\ 3.92 & 0 \end{pmatrix},
\]

and for case 2 are given by

\[
Q_2 = \begin{pmatrix} 0.86 & 0.55 \\ 0.55 & 9.14 \end{pmatrix} + J \begin{pmatrix} 0 & 2.75 \\ -2.75 & 0 \end{pmatrix}
\]

For case 1, the algorithm converged in two iterations, and for case 2 it converged in eight iterations. In both cases, the algorithm was stopped when the upper bound on the error \(\epsilon\) dropped below \(10^{-5}\).

B. Example 2

In this example, the goal is to maximize the weighted proportional fairness \([18]\), provided that the sum rate exceeds a given threshold \(R\). In this case, the optimum time-sharing vector and covariance matrices are those that solve

\[
\max_{\beta, Q} \quad v_1 \log \left( \rho_1(\beta, Q) \right) + v_2 \log \left( \rho_2(\beta, Q) \right),
\]

subject to

\[
\begin{align*}
& \beta_1 + \beta_2 = 1, \, \beta_i \geq 0, \, i = 1, 2, \\
& Q_k \succeq 0, \, \lambda \leq \text{tr}(Q_k) \leq P, \, k = 1, 2,
\end{align*}
\]

where \(v_1 > 0\) and \(v_2 > 0\) are arbitrary weights and \(\lambda > 0\), as in the previous example, is a small scalar that ensures that the conditions of Theorem 3 are satisfied. We note that the objective in this problem, as in the previous one, is highly nonconvex in \(\beta\) and \(Q\). However, since the objective function in (30a) is convex in the users’ rates, Theorem 1 can be used to characterize the optimum transmission parameters. Moreover, since the objective is nonincreasing in the users’ rates, this problem represents an instance of case I in Section IV-C. From Theorem 2, it follows that only one composite covariance matrix is needed, so that the formulation used in (30) suffices to reach the optimum rate vector.

Figure 2 shows the feasible rate region of this example when \(R = 7\) bits/s/Hz and the optimum rate vector for \(v_1 = 0.9\) and \(v_2 = 0.1\). The optimum time-sharing parameters are \(\beta_1 = 0\)}
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APPENDIX A
BACKGROUND

In this appendix, we review background material that involves variational inequalities and that is necessary for the development of some of the results of this paper.

Proposition 5. Let \( x^* \) be an optimum solution for

\[
\min_{x \in \mathcal{X}} f(x),
\]

where \( \mathcal{X} \subset \mathbb{R}^N \) is a convex set, and \( f \) is continuously differentiable. Then, for the constant vector \( a = \nabla f(x^*) \), \( x^* \) solves the following optimization problem:

\[
\min_{x \in \mathcal{X}} x^\top a.
\]

Proof: Let \( x^o \in \mathcal{X} \) be a point such that \( x^{o \top} \nabla f(x^*) > x^{o \top} \nabla f(x^o) \). We are going to show that \( x^o \) cannot be a minimum of \( f \) in \( \mathcal{X} \). Taking the directional derivative of \( f \) in the direction \( v = x^o - x^* \), we have

\[
\nabla_v f(x^*) = \lim_{a \to 0^+} \frac{f(x^o + av) - f(x^o)}{|v|} = \frac{(x^o - x^*)^\top \nabla f(x^*)}{|v|} < 0,
\]

where the strict inequality follows from the assumption that \( x^{* \top} \nabla f(x^*) > x^{o \top} \nabla f(x^o) \). Since \( \mathcal{X} \) is convex, \( ax^o + (1-a)x^* \in \mathcal{X} \), for all \( 0 \leq a \leq 1 \). Thus, \( x^{o \top} + av \in \mathcal{X} \), for all \( 0 \leq a \leq 1 \). The fact that the previous derivative is strictly negative implies that, for a sufficiently small \( a \), the numerator of the limit must be negative. Thus, \( f(x^o + av) < f(x^*) \), for small \( a > 0 \). Consequently, \( x^o \) cannot be a minimum of \( f \) in \( \mathcal{X} \).

Proposition 5 describes a necessary condition that is satisfied by all optimum solutions of (38). In particular, Proposition 5 identifies all stationary points which are guaranteed to be local minima except for those stationary points with null gradients. The latter points can be also local maxima or saddle points that lie within the feasible set \( \mathcal{X} \). As such, the global minima constitute a subset of the stationary points identified by Proposition 5. Complementary to Proposition 5, the following result is the desired consequence.

Proposition 6. Let \( x^* \in \mathcal{X} \subset \mathbb{R}^N \), and let \( a = \nabla f(x^*) \), where \( f \) is convex and continuously differentiable. If \( x^* \in \arg \min_{x \in \mathcal{X}} f(x) \), then \( x^* \) solves the following optimization problem:

\[
\min_{x \in \mathcal{X}} f(x).
\]

Proof: Let \( x^o \in \mathcal{X} \) be a point such that \( x^{* \top} \nabla f(x^*) \leq x^{o \top} \nabla f(x^o) \) for all \( x \in \mathcal{X} \). Then, \( 0 \leq (x - x^*)^\top \nabla f(x^*) \). Since \( f \) is convex, then, from the first order convexity condition [16 Proposition B.3], \( f(x) - f(x^*) \geq

We considered a GMAC scenario in which the goal is to minimize a general non-linear objective, provided that multiple power constraints are satisfied. The variables that underlie this optimization are the input covariance matrices of the users, their time-sharing parameters and their decoding order. As such, the considered problems fall under the category of mixed-integer optimization problems, which are generally difficult to solve. To circumvent this difficulty, we invoked Carathéodory’s theorem and variational inequalities to analyze problems with general, possibly non-convex, objectives. This analysis enabled us to derive: 1) necessary optimality conditions for general problems; and 2) necessary and sufficient optimality conditions for problems with objectives that are convex in the rates, but not necessarily convex in the time-sharing parameters, decoding orders and covariance matrices. Drawing insight into these conditions, we developed and analyzed the convergence of an algorithm for solving a broad class of practical, but generally nonconvex and difficult to solve, GMAC optimization problems. We suspect that, using the GMAC-GBC duality, our results can be utilized to determine the optimal transmission parameters of the dirty-paper coding scheme in various broadcast communication scenarios.
$(x - x^*)^T \nabla f(x^*)$. Therefore, $f(x) - f(x^*) \geq 0$, and, hence, $f(x) \geq f(x^*)$.

The results of Propositions 5 and 6 are usually presented concurrently. However, for the purpose of this paper, it is essential to make the distinction between these results. In particular, the necessary optimality condition in Proposition 5 follows from the convexity of the feasible set, and the sufficient optimality condition in Proposition 6 follows from the convexity of the objective function.

**APPENDIX B**

**PROOF OF PROPOSITION 1**

The proof of this proposition is composed of two steps. In the first step, we will show the optimality of the orderings that follow the increasing order of the weights. In the second step, we will show that, if another ordering is also optimum, then the rates achieved by this decoding order are equal to the rates achieved by an order that follows the increasing order of the weights.

**Step 1:** Let $i$ and $i^*$ be two identical decoding orderings except for positions $k$ and $k+1$, which are reversed. Without loss of generality, let the users be labeled following the ordering $i^*$. Then, in the ordering $i$, user $k$ is decoded right after user $k+1$, and in the ordering $i^*$ user $k$ is decoded right before user $k+1$, and we have that

\[ k = \pi_{i^*}^{-1}(k) = \pi_{i^*}^{-1}(k+1) - 1 = \pi_i^{-1}(k) - 1 = \pi_i^{-1}(k+1). \]  

(42)

Suppose that $w_k \leq w_{k+1}$. We will show that the $i^*$-th ordering is always better than the $i$-th ordering, which implies that users $k$ and $k+1$ should be decoded following the increasing order of their weights.

Let $Q = \{Q^{(m)}\}_{m=1}^{K+1}$ and $m \in \{1, \ldots, K+1\}$ be given. Then, from (3) and (42), the sum-rate of users $k$ and $k+1$ in the $i^*$-th ordering is

\[ r_{k_i^*}(Q^{(m)}(i^*)) + r_{(k+1)_i^*}(Q^{(m)}(i^*)) = \frac{I + \sum_{j \geq k} H_{\pi_i^*(j)} Q^{(m)}(\pi_i^*(j)) H_{\pi_i^*(j)}}{I + \sum_{j > k} H_{\pi_i^*(j)} Q^{(m)}(\pi_i^*(j)) H_{\pi_i^*(j)}}. \]  

(43)

Similarly, for the $i$-th ordering we have

\[ r_{k_i}(Q^{(m)}(i)) + r_{(k+1)_i}(Q^{(m)}(i)) = \frac{I + \sum_{j \geq k} H_{\pi_i(j)} Q^{(m)}(\pi_i(j)) H_{\pi_i(j)}}{I + \sum_{j > k} H_{\pi_i(j)} Q^{(m)}(\pi_i(j)) H_{\pi_i(j)}}. \]

(44)

Hence, from (43) and (44), we have that

\[ r_{k_i^*}(Q^{(m)}(i^*)) + r_{(k+1)_i^*}(Q^{(m)}(i^*)) = r_{k_i^*}(Q^{(m)}(i^*)) + r_{(k+1)_i^*}(Q^{(m)}(i^*)}. \]  

(45)

Since the $k$-th user sees the signal of user $k+1$ as interference in the $i^*$-th ordering, but not in the $i$-th ordering, then, it can be seen from (3) and the relation

\[ \frac{I + A + B + C}{|I + A + B|} \leq \frac{I + A + C}{|I + A|}, \]  

(46)

which holds for all positive semidefinite matrices $A$, $B$, and $C$, that

\[ r_{k_i^*}(Q^{(m)}(i^*)) \geq r_{k_i^*}(Q^{(m)}(i^*)), \]  

(47)

We now multiply (45) with $w_k$ and $i$, and multiply (47) with $w_k - w_{k+1}$. Adding the left hand sides and the right hand sides of the resulting inequalities, yields

\[ w_k r_{k_i^*}(Q^{(m)}(i^*)) + w_{k+1} r_{(k+1)_i^*}(Q^{(m)}(i^*)) \leq w_k r_{k_i}(Q^{(m)}(i)) + w_{k+1} r_{(k+1)_i}(Q^{(m)}(i)), \]  

(48)

which shows that the $i^*$-th ordering yields a higher objective than its $i$-th counterpart.

**Step 2:** Let $w_k$ be strictly less than $w_{k+1}$, i.e., $w_k < w_{k+1}$. Then, using the decoding order $i$, users $k$ and $k+1$ are decoded following the decreasing order of their weights. From (48), it can be seen that the $i$-th ordering yields an objective that is as much as that of the $i^*$-th ordering. In this case, (45) is satisfied with equality, and, subsequently, (47) is also satisfied with equality, i.e., $r_{k_i}(Q^{(m)}(i)) = r_{k_i^*}(Q^{(m)}(i^*))$. Moreover, from (43), the sum of the rates of both users is the same in the two orderings. Therefore, $r_{(k+1)_i}(Q^{(m)}(i)) = r_{(k+1)_i^*}(Q^{(m)}(i^*))$. As a consequence, the rates must be the same in orderings $i^*$ and $i$.

**APPENDIX C**

**PROOF OF PROPOSITION 2**

The proof begins by assuming that an optimum pair $(\alpha^*, Q^*)$ uses two or more composite covariance matrices, and proceeds to show that one of these matrices suffices to maximize the linear rate objective.

Let $\alpha^*$ and $Q^*$ be optimum for the problem in (3). Assume that $\alpha_{mi}^* = 0$ for all $m$ and all $i \neq i^*$, that is to say, only the $i^*$-th ordering is used in $\alpha^*$. In this case, the value of the objective in (3) for this $\alpha^*$ and $Q^*$ is given by

\[ \sum_{k=1}^{K} w_k \rho_k(\alpha^*, Q^*) = \sum_{k=1}^{K+1} w_k \alpha_{mi}^* r_{k_i^*}(Q^{(m)}(i^*)). \]  

(49)

Suppose that the optimum is achieved with at least two composite covariance matrices, and let $M \subseteq \{1, \ldots, K+1\}$
be the set of indices of all the used composite covariance matrices. By definition of the time-sharing matrix $\alpha$ (cf. Section III), $m \in \mathcal{M}$ if and only if $\alpha^*_m > 0$. If, for some $m, n \in \mathcal{M}$, $\sum_{k=1}^{K} w_k r_{ki} (Q^{(m)}_k) > \sum_{k=1}^{K} w_k r_{ki} (Q^{(n)}_k)$, then, time-sharing of $Q^{(m)}_k$ and $Q^{(n)}_k$ cannot be optimum, since it would be better to use $Q^{(m)}_k$ alone, and not with $Q^{(n)}_k$. Therefore, for all $m, n \in \mathcal{M}$, we must have $\sum_{k=1}^{K} w_k r_{ki} (Q^{(m)}_k) = \sum_{k=1}^{K} w_k r_{ki} (Q^{(n)}_k) = C$, where $C$ is a constant. In this case, the equality in (49) can be expressed as

$$\sum_{k=1}^{K} w_k \rho_k (\alpha^*, Q^*) = \sum_{m=1}^{K+1} \alpha^*_m C = C,$$  

(50)

where the last equality follows from the fact that $\sum_{m=1}^{K+1} \alpha^*_m = 1$. Note that (50) is independent of the values of $\alpha^*_m$, $m = 1, \ldots, K + 1$. Hence, the value of the objective is independent of the time-sharing of the composite covariance matrices with indices in $\mathcal{M}$. In other words, we can choose $\alpha^*_m = 1$ for some $m \in \mathcal{M}$, and $\alpha^*_n = 0$ for every $n \notin \mathcal{M}$, which implies that one composite covariance matrix suffices to achieve the maximum of the linear rate objective.

**APPENDIX D**

**PROOF OF THEOREM**

**A. Proof of the direct part**

In this section we will show that if the pair $(\alpha^*, Q^*)$ solves (7), then it satisfies the two conditions of this theorem. To do so, we will synthesize an auxiliary optimization problem with a linear rate objective such that a solution for the problem in (7) is also a solution of the auxiliary problem. The two conditions of this theorem are then obtained by invoking the results of Section III.

The convexity of the set of all achievable rates, $\mathcal{C}$, implies that Proposition 8 can be applied to solve the following optimization problem:

$$\min_{x \in \mathcal{C}} f(x).$$

(51)

Since $\alpha^*$ and $Q^*$ are optimum, it follows that $x^* = \rho(\alpha^*, Q^*)$ solves (51). However, from Proposition 8 $x^* \in \arg \max_{x \in \mathcal{C}} \sum_{k=1}^{K} w_k r_{ki}$, where the weights are defined as in (11). Hence, $\alpha^*$ and $Q^*$ solve

$$\max_{\alpha \in \mathcal{S}_0, \ Q^{(m)}_k \in \mathcal{P}} \sum_{k=1}^{K} w_k \rho_k (\alpha, Q).$$

(52)

Since the objective of this problem is linear in the rates, the optimum orderings must satisfy Proposition 1 in Section III. This yields the first condition of the theorem.

To prove the second condition, we begin by obtaining an expression for the time-sharing matrix that solves (52) for an arbitrary collection of composite covariance matrices. Substituting this expression in (52) yields a problem in which the only optimization variables are the covariance matrices. Finally, we will show that the resulting problem is equivalent to the one in (12).

To determine the optimum time-sharing matrix, we assume that the covariance matrices are fixed. In this case, the problem in (52) becomes a linear program in the time-sharing matrix, which, using the definition of $\rho_k (\alpha, Q)$ in (9), can be cast as

$$\max_{\alpha \in \mathcal{S}_0} \sum_{k=1}^{K} \sum_{m=1}^{K+1} \alpha_m w_k r_{ki} (Q^{(m)}).$$

(53)

It is straightforward to verify that the solution of this problem satisfies

$$\alpha_{mi} = 0, \text{ if } \sum_{k=1}^{K} w_k r_{ki} (Q^{(m)}) < B, \text{ and } \alpha_{mi} \geq 0, \text{ if } \sum_{k=1}^{K} w_k r_{ki} (Q^{(m)}) = B,$$

(54a)

(54b)

where $B = \max_{mi} \sum_{k=1}^{K} w_k r_{ki} (Q^{(m)})$. Substituting for the set $\{\alpha_{mi}\}$ from (54) into (52), we can write an equivalent problem that does not involve the time-sharing matrix. In particular, since $\alpha$ satisfies (54), the objective in (52) can be expressed as $\sum_{k=1}^{K} w_k \rho_k (\alpha, Q) = \sum_{m=1}^{K+1} \alpha_{mi} B = B$, where the second equality follows from the fact that $\sum_{m=1}^{K+1} \sum_{mi} \alpha_{mi} = 1$. Furthermore, since $Q^*$ is optimum for (52), it is also optimum for

$$\max_{Q^{(m)}_k \in \mathcal{P}} \sum_{k=1}^{K} w_k r_{ki} (\bar{Q}^{(m)}),$$

(55)

Now, since $\alpha^*$ satisfies (54), the pairs $\{(m, i)\}$ that maximize (55) are those for which $\alpha^*_m > 0$. In that case, $Q^{(m)}$ is optimum for

$$\max_{Q \in \mathcal{P}} \sum_{k=1}^{K} w_k r_{ki} (Q).$$

(56)

The problem in (56) does not contain the time-sharing matrix. Moreover, as we have shown, the $m$-th optimum composite covariance matrix of (52), $Q^{*(m)}_k$, is also optimum for (56) for the ordering satisfying $\alpha^*_m > 0$. Our next step is to show that the problem in (54) is equivalent to that in (12).

Let $i^*$ be the increasing order of the weights and let $w_1 \leq \cdots \leq w_K$. From Proposition 1 it can be seen that $i^*$ is optimum. However, if $\alpha_{mi} > 0$, the $i$-th ordering is also optimum. In that case, the optimization problem in (56) is equivalent to $\max_{Q \in \mathcal{P}} \sum_{k=1}^{K} w_k r_{ki} (Q)$, which, using (10), is equivalent to $\max_{Q \in \mathcal{P}} \sum_{k=1}^{K} (w_k - w_{k-1}) \log [I + \sum_{j \geq k} H_j Q_j H_j^H]$, which is identical to (12).

**B. Proof of the converse**

In this section we will show that if the function $f$ is convex in the rates and the pair $(\alpha^*, Q^*)$ satisfies the two conditions of this theorem, then it solves (7). To do so, we will proceed in two steps. First, we will show that a pair $(\alpha^*, Q^*)$ that satisfies the two conditions of this theorem solves (52). Second, we will use the convexity of $f$ and Proposition 6 to show that a pair that solves (52) must solve (7).

The optimum solution of (52) might use time-sharing between different composite covariance matrices and decoding orders. In that case, multiple pairs $\{(m, i)\}$ maximize (55).
Step 1: Let \( \alpha^* \) and \( Q^* \) satisfy the two conditions of this theorem, and let the \( mi\)-th element of \( \alpha^* \) be strictly positive, that is, \( \alpha^*_{mi} > 0 \). Then, from the conditions of this theorem, the \( i\)-th ordering satisfies Proposition 3 and \( Q^{(m)} \) is optimum for (12). Recalling the equivalence of the optimization problems in (56) and (12), and the optimality of the \( i\)-th ordering for the weights \( \{w_k\}_{k=1}^K \), we have that, for any feasible collection of composite covariance matrices \( Q^o = \{\hat{Q}^{(n)}\}_{n=1}^{K+1} \),

\[
\sum_{k=1}^K w_k r_{ki}(Q^{(m)}) \geq \sum_{k=1}^K w_k r_{ki}(Q^{(o)}) \geq \sum_{k=1}^K w_k r_{kj}(Q^{(n)}),
\]

for any composite covariance matrix \( n \in \{1, \ldots, K+1\} \), and ordering \( j \in \{1, \ldots, K\} \). Let \( \alpha^o \) be any feasible time-sharing matrix satisfying \( \sum_{n=1}^{K+1} \sum_{j=1}^{K!} \alpha^o_{nj} = 1 \). Then, the inequality in (57) can be written as

\[
\sum_{k=1}^K w_k r_{ki}(Q^{(m)}) \geq \sum_{k=1}^K \sum_{n=1}^{K+1} \sum_{j=1}^{K!} w_k \alpha^o_{nj} r_{kj}(Q^{(n)}) \equiv \sum_{k=1}^K w_k \rho_k(\alpha^o, Q^o),
\]

where the equality follows from (6). Since (58) holds for any feasible \( \alpha^o \) and \( Q^o \), it follows that \( \sum_{k=1}^K w_k r_{ki}(Q^{(m)}) \) is an upper bound on the objective of (52). Since this holds for all pairs \( (n, i) \) that satisfy \( \alpha^o_{mi} > 0 \), then \( \alpha^* \) and \( Q^* \) solve (52).

Step 2: It remains to show that a pair \( (\alpha^*, Q^*) \) that solves (52) must solve (7). The optimality of \( (\alpha^*, Q^*) \) for the problem in (52) implies that \( \alpha^* = \rho(\alpha^*, Q^*) \) is optimum for \( \max_{x \in \mathcal{C}} \sum_{k=1}^K w_k x_k \). From (11) and Proposition 4, \( \alpha^* \) is also optimum for \( \min_{x \in \mathcal{C}} f(x) \), which implies that \( \alpha^* \) and \( Q^* \) are optimum for (7).

APPENDIX E

PROOF OF PROPOSITION 3

From (20) and (22), the inequality (23) can be expressed as \( h(\varepsilon, t) \leq h(0, t) \). Using (27), the proposition is proved by showing that \( \frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0} \leq 0 \). Towards that end, we define the function

\[
\hat{h}(\delta, t) = \sum_{k=1}^K w_k(t) \hat{\rho}_k(\beta^*(t-1), \delta Q^o(t) + (1-\delta)Q^*(t-1)).
\]

Now,

\[
\frac{\partial \hat{h}(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = \sum_{k=1}^K w_k(t) \frac{\partial \hat{\rho}_k(\beta^*(t-1), \delta Q^o(t) + (1-\delta)Q^*(t-1))}{\partial \delta} \bigg|_{\delta=0},
\]

and

\[
\frac{\partial \hat{h}(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = \sum_{k=1}^K \frac{\partial f(x)}{\partial x_k} \bigg|_{x=\hat{\rho}_k(\beta^*(t-1), Q^*(t-1))} \frac{\partial \hat{\rho}_k(\beta^*(t-1), \delta Q^o(t) + (1-\delta)Q^*(t-1))}{\partial \delta} \bigg|_{\delta=0}.
\]

Hence, recalling that (cf. Algorithm 1)

\[
w_k(t) = -\frac{\partial f(x)}{\partial x_k} \bigg|_{x=\hat{\rho}_k(\beta^*(t-1), Q^*(t-1))}, \quad k = 1, \ldots, K,
\]

we conclude that

\[
\frac{\partial \hat{h}(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = -\frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = -\frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0}.
\]

To show that \( \frac{\partial \hat{h}(\delta, t)}{\partial \delta} \bigg|_{\delta=0} \geq 0 \), we recall that, in the sixth step of Algorithm 1, \( \beta^*(t-1) \) solves \( \min_{\beta \in \mathcal{S}_g} f(\rho(\beta, Q^*(t-1))) \), which is a special case of the problem in (13). As such, any ordering \( i \), such that \( \beta^*_{i}(t-1) > 0 \), is optimum for the linear objective defined by the weights \( \{w_k\}_{k=1}^K \), which implies that the weighted sum rate for all these orderings is equal to \( h(\delta, t) \), i.e.,

\[
\sum_{k=1}^K w_k(t) r_{ki}(\delta Q^o(t) + (1-\delta)Q^*(t-1)) = h(\delta, t),
\]

for all \( i \) such that \( \beta^*_{i}(t-1) > 0 \), where the last equality follows from (59), the definition of \( \hat{\rho}_k(\beta, Q^o) \) in (17), and the fact that \( \sum_{i=1}^{K!} \hat{\beta}_i(t-1) = 1 \). Assuming that \( w_1(t) \leq \cdots \leq w_K(t) \) and using (64) and (10), \( \hat{h}(\delta, t) \) can be expressed as

\[
\hat{h}(\delta, t) = \sum_{k=1}^K (w_k(t) - w_{k-1}(t)) \log \left| 1 + \sum_{j \geq k} H_j(\delta Q^o_j(t) + (1-\delta)Q^*_j(t-1)) H_j^\dagger \right|,
\]

where \( w_0(t) = 0 \). The function \( \hat{h}(\delta, t) \) can be shown to be concave in \( \delta \). Since \( Q^*(t) \) solves (12) for the weights \( \{w_k(t)\}_{k=1}^K \), setting \( \delta = 1 \) solves \( \max_{\delta \in [0,1]} \hat{h}(\delta, t) \). Now, the optimality of \( \delta = 1 \), the concavity of \( \hat{h} \), and the result in (14) Proposition B.3] yield

\[
\frac{\partial \hat{h}(\delta, t)}{\partial \delta} \bigg|_{\delta=0} \geq \hat{h}(1, t) - \hat{h}(0, t) \geq 0,
\]

which, by (63), completes the proof.

APPENDIX F

PROOF OF PROPOSITION 4

Since \( f \) is convex and continuously differentiable, we have that (16) Proposition B.3]

\[
f(x^*) - f(\rho(\beta^*(t), Q^*(t))) \geq \sum_{k=1}^K \left( \rho_k(\beta^*(t), Q^*(t)) \right) \frac{\partial f(x)}{\partial x_k} \bigg|_{x=\hat{\rho}_k(\beta^*(t), Q^*(t))}.
\]

Hence, recalling that the weights \( \{w_k(t+1)\}_{k=1}^K \) are computed as in (11) at the rate vector \( x = \hat{\rho}(\beta^*(t), Q^*(t)) \), we conclude that

\[
f(x^*) - f(\rho(\beta^*(t), Q^*(t))) \geq \sum_{k=1}^K (\rho_k(\beta^*(t), Q^*(t)) - x^*_k) w_k(t+1).
\]
Since $\bar{Q}'(t + 1)$ is the composite covariance matrix that solves (12) for the weights $\{w_k(t + 1)\}_{k=1}^K$ (cf. step 4 of Algorithm 1), and since the orderings used in $\beta'(t)$ follow the increasing order of these weights, it follows that
\[
\sum_{k=1}^K w_k(t+1)x_k^* \leq \sum_{k=1}^K w_k(t+1)\hat{p}_k(\beta^*(t), \bar{Q}'(t+1)). \tag{69}
\]
Note that the right hand of (69) is the maximum of the objective in (12) at iteration $t + 1$. Substituting (69) into the right hand side of (68) yields the first inequality of (26).

**APPENDIX G
PROOF OF THEOREM 3**

To prove this theorem, we begin by noting that the convexity of $f$ implies that $f(x^*) \geq f(x) + (x^* - x)\nabla f(x)$ for all $x$. Since $f$ is continuously differentiable and the capacity region is bounded, then the norms of $x^*$, $x$, and $\nabla f(x)$ are finite. This implies that $f(x^*)$ is bounded below if $f(x) \to -\infty$ for at least one $x$. From (25) and (23), and the boundedness of $f$, Algorithm 1 must converge to a point. Our goal now is to show that this point is optimal.

We will use Proposition 4 to upper bound the difference between the optimum and the value of the objective at subsequent iterations. In particular, from (26), we have that
\[
\sum_{k=1}^K w_k(t+1)(\hat{p}_k(\beta^*(t), \bar{Q}'(t+1)) - \hat{p}_k(\beta^*(t), \bar{Q}^*(t))) \geq f(\hat{p}(\beta^*(t), \bar{Q}^*(t))) - f(x^*) \geq 0. \tag{70}
\]
We will prove the theorem by showing that the left hand side of (70) goes to zero as $t$ goes to $\infty$. Using the definition of $h(\delta, t)$ in (59) in Appendix E, the left hand side of (70) can be expressed as $\hat{h}(1, t + 1) - \hat{h}(0, t + 1)$. From (66), it is straightforward to show that $\lim_{t \to \infty} \hat{h}(1, t) - \hat{h}(0, t) = 0$ if $\lim_{t \to \infty} \frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = 0$. Using (65), we can prove that $\lim_{t \to \infty} \frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = 0$ by showing that $\lim_{t \to \infty} \frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = 0$.

To show that $\lim_{t \to \infty} \frac{\partial h(\delta, t)}{\partial \delta} \bigg|_{\delta=0} = 0$, we begin by noting that
\[
\lim_{t \to \infty} f(\hat{p}(\beta^*(t), \bar{Q}'(t) - 1))) - f(\hat{p}(\beta^*(t), \bar{Q}^*(t))) = 0. \tag{71}
\]
This, along with (25) and (23), implies that
\[
\lim_{t \to \infty} f(\hat{p}(\beta^*(t), \bar{Q}'(t) - 1))) - f(\hat{p}(\beta^*(t), \bar{Q}^*(t))) = 0. \tag{72}
\]
Since $\bar{Q}'(t) = \epsilon(t)\bar{Q}'(t) + (1 - \epsilon(t))\bar{Q}^*(t - 1)$, cf. (20), then, using the definition of $h(\delta, t)$ in (22), the equality in (72) can be expressed as
\[
\lim_{t \to \infty} h(0, t) - h(\epsilon(t), t). \tag{73}
\]
Now, from (21), it is straightforward to show that
\[
h(\epsilon(t), t) - h(0, t) = \epsilon(t) \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0} \leq 0, \tag{74}
\]
where the second inequality follows from (63) and (66).

Computing the limit in (74) and using (73), we obtain
\[
\lim_{t \to \infty} \epsilon(t) \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0} = 0. \tag{75}
\]
Hence, either $\lim_{t \to \infty} \epsilon(t) = 0$ or $\lim_{t \to \infty} \epsilon(t) = 0$. Our objective now is to show that, if $\lim_{t \to \infty} \epsilon(t) = 0$, then $\lim_{t \to \infty} \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0} = 0$. Towards that end, we note that, since the second order derivative of $f$ is bounded, we can find a constant $D > 0$ such that, for all $\epsilon$ and $t$, $\frac{\partial^2 f(\epsilon(t), t)}{\partial \epsilon^2} \leq D$. Integrating both sides of this inequality twice yields
\[
h(\delta, t) \leq \frac{D}{2} \epsilon^2 + \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0} \delta + h(0, t). \tag{76}
\]
Since (76) is an upper bound on $h(\delta, t)$, we can use the Armijo stepsize rule to find a lower bound on $\epsilon(t)$. In particular, choosing $\delta^*$ to be the largest value of $\{\epsilon^*\}_{\epsilon=0,1,\ldots}$ satisfying
\[
\frac{D}{2} \epsilon^2 + \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0} \delta^* + h(0, t) \leq h(0, t) + \sigma \delta^* \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0}, \tag{77}
\]
then, from (76), we have that
\[
h(\delta^*, t) \leq h(0, t) + \sigma \delta^* \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0}, \tag{78}
\]
which, from the definition of $\epsilon(t)$ in (21), implies that $\epsilon(t) \geq \delta^*$. The inequality in (77) yields
\[
\delta^* \leq \frac{2 (\sigma - 1)}{\sigma} \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0}. \tag{79}
\]
Hence, if $\lim_{t \to \infty} \epsilon(t) = 0$, the facts that $\epsilon(t) \geq \delta^*$ and that $\delta^*$ is the largest value of $\{\epsilon^n\}_{\epsilon=0,1,\ldots}$ satisfying (79) imply that $\lim_{t \to \infty} \frac{\partial h(\epsilon(t), t)}{\partial \epsilon} \bigg|_{\epsilon=0} = 0$, which completes the proof of the theorem.
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