AN INFORMATION RETRIEVAL APPROACH TO FINDING DEPENDENT SUBSPACES OF MULTIPLE VIEWS

Ziyuan Lin1,∗ & Jaakko Peltonen1,2,∗
1Helsinki Institute for Information Technology HIIT, Department of Computer Science, Aalto University
2School of Information Sciences, University of Tampere
{jaakko.peltonen, ziyuan.lin}@aalto.fi

ABSTRACT
Finding relationships between multiple views of data is essential both for exploratory analysis and as pre-processing for predictive tasks. A prominent approach is to apply variants of Canonical Correlation Analysis (CCA), a classical method seeking correlated components between views. The basic CCA is restricted to maximizing a simple dependency criterion, correlation, measured directly between data coordinates. We introduce a new method that finds dependent subspaces of views directly optimized for the data analysis task of neighbor retrieval between multiple views. We optimize mappings for each view such as linear transformations to maximize cross-view similarity between neighborhoods of data samples. The criterion arises directly from the well-defined retrieval task, detects nonlinear and local similarities, is able to measure dependency of data relationships rather than only individual data coordinates, and is related to well understood measures of information retrieval quality. In experiments we show the proposed method outperforms alternatives in preserving cross-view neighborhood similarities, and yields insights into local dependencies between multiple views.

1 INTRODUCTION
Finding dependent subspaces across views (subspaces where some property of the data is statistically strongly related or similar across views) can be useful as preprocessing for predictive tasks if the non-dependent parts of each subspace may arise from noise and distortions. In some data analysis tasks, finding the dependent subspaces may itself be the main goal; for example in bioinformatics domains dependency seeking projections have been used to identify relationships between different views of cell activity (Tripathi et al., 2008; Klami et al., 2013); while in signal processing, a similar task could be identifying optimal filters for dependent signals of different nature (Westbury, 1994).

In the context of the more general multi-view learning (Xu et al., 2013), which learns models by leveraging multiple potentially dependent data views, Canonical Correlation Analysis (CCA) (Hotelling, 1936) is the standard unsupervised tool. CCA iteratively finds component pairs that maximizes the correlations between the data points in the projected subspaces. Correlation is a simple and restricted criterion to measure linear and global dependency. To measure dependency in a more flexible way, particularly to handle nonlinear local dependency, linear and nonlinear variants of CCA have been proposed. For linear variants for this purpose, Local CCA (LCCA) (Wei & Xu, 2012) seeks linear projections for local patches in both views that maximizes correlation locally, and aligns the local linear projections into a global nonlinear projection. Its variant, Linear Local CCA (LLCCA) finds a linear approximation for the global nonlinear projection. Locality Preserving CCA (LPCCA) (Sun & Chen, 2007) maximizes a reweighted correlation between the differences of the data coordinates in both views. As a more general framework, Canonical Divergence Analysis (Nguyen & Vreeken, 2015) minimizes a general divergence measure between the probability distributions of the data coordinates in the linearly projected subspace.

The methods mentioned above work on data coordinates in the original spaces. There are also nonlinear CCA variants (e.g., Lai & Fyfe (2000); Bach & Jordan (2003); Verbeek et al. (2003); Andrew...
et al. (2013); Wang et al. (2015); Hodosh et al. (2013)) for detecting nonlinear dependency between multiple views. Although some of the above-mentioned variants are also locality-aware, they introduce the locality from the original space before maximizing the correlation or other similarity measures in the low-dimensional subspaces. Since the locality in the original space may not necessarily reflect the locality in the subspaces, such criteria may not suitable for finding dependencies that are local in the subspaces.

The methods discussed above, and several in Xu et al. (2013), all either maximize correlation of data coordinates across views or alternative dependency measures between coordinates. We point out that in many data domains the coordinates themselves may not be of main interest but rather the data relationships that they reveal; it is then of great interest to develop dependency seeking methods that directly focus on the data relationships. In this paper we propose a method that does this: our method directly maximizes the between-view similarity of neighborhoods of data samples. It is a natural measure for similarity of data relationships among the views, detects nonlinear and local dependencies, and can be shown to be related to an information retrieval task of the analyst, retrieving neighbors across views. Our method is in principle general and suitable for finding both linear and nonlinear data transformations for each view. Regardless of which kind of transformation is to be optimized, the dependency criterion detects nonlinear dependencies across views; the type of transformation to be optimized is simply a choice of the analyst. In this first paper we focus on and demonstrate the case of linear transformations which have the advantage of simplicity and easy interpretability with respect to original data features; however, we stress that this is not a limitation of the method.

2 THE METHOD: DEPENDENT NEIGHBORHOODS OF MULTIPLE VIEWS

Our methodology focuses on analysis and preservation of neighborhood relationships between views. We thus start by defining the neighborhood relationships and then discuss how to measure their similarity across views. We define the methodology for the general case of \( N_{\text{views}} > 1 \) views but in experiments focus on the most common case of \( N_{\text{views}} = 2 \) views.

2.1 PROBABILISTIC NEIGHBORHOOD BETWEEN DATA ITEMS

Instead of resorting to a naive hard neighborhood criterion where two points either are or are not neighbors, we will define a more realistic probabilistic neighborhood relationship between data items. Any view that defines a feature representation for data items can naturally be used to derive probabilistic neighborhood relationships as follows.

Assume data items \( x_i = (x_{i,1}, \ldots, x_{i,N_{\text{views}}}) \) have paired features \( x_{i,V} \) in each view \( V \). We consider transformations of each view by a mapping \( f_V \) which is typically a dimensionality reducing transformation to a subspace of interest; in this paper, for simplicity and interpretability we use linear mappings \( f_V(x_{i,V}) = W_V^T x_{i,V} \) but the method is general and is not restricted to linear mappings. The local neighborhood of a data item \( i \) in any transformation of view \( V \) can be represented by the conditional probability distribution \( p_{i,V} = \{ p_V(j|i; f_V) \} \) where \( p_V(j|i; f_V) \) tell the probability that another data item \( j \neq i \) is picked as a representative neighbor of \( i \); that is, the probability that an analyst who has inspected item \( i \) will next choose \( j \) for inspection. The probability \( p_V(j|i; f_V) \) can be defined in several ways, here we choose to define it through a simple exponential falloff with respect to squared distance of \( i \) and \( j \), as

\[
p_V(j|i; f_V) = \frac{\exp(-d_{ij}^2(i,j; f_V)/\sigma_{i,V}^2)}{\sum_{k \neq i} \exp(-d_{ik}^2(i,k; f_V)/\sigma_{i,V}^2)}
\]

where \( d_{ij}(i,j; f_V) \) is a distance function between the features of \( i \) and \( j \) in view \( V \), and \( \sigma_{i,V} \) controls the falloff rate around \( i \) in the view; in experiments we set \( \sigma_{i,V} \) simply to a fraction of the maximum pairwise distance so that \( \sigma_{i,V} = 0.05 \cdot \max_{j,k} ||x_{j,V} - x_{k,V}|| \) but advanced local choices to e.g. achieve a desired entropy are possible, see for example Venna et al. (2010). In the case of linear mappings the probabilities become

\[
p_V(j|i; f_V) = \frac{\exp(-(x_{i,V} - x_{j,V})^T W_V W_V^T (x_{i,V} - x_{j,V})/\sigma_{i,V}^2)}{\sum_{k \neq i} \exp(-(x_{i,V} - x_{k,V})^T W_V W_V^T (x_{i,V} - x_{k,V})/\sigma_{i,V}^2)} \cdot (2)
\]
where the transformation matrix $W_V$ defines the subspace of interest for the view and also defines the distance metric within the subspace. Our method will learn the mapping parameters (for linear mappings the matrix $W_V$) for each view.

### 2.2 Comparison of Neighborhoods Across Views

When neighborhoods are represented as probabilistic distributions, they can be compared using several difference measures that have been proposed between probability distributions. We discuss below two measures that will both be used in our method for different purposes, and their information retrieval interpretations.

**Kullback-Leibler divergence.** For two distributions $p = \{ p(j) \}$ and $q = \{ q(j) \}$, the Kullback-Leibler (KL) divergence is a well-known asymmetric measure of difference defined as

$$D_{KL}(p, q) = \sum_j p(j) \log \frac{p(j)}{q(j)}.$$  \hfill (3)

The KL divergence is an information-theoretic criterion that is nonnegative and zero if and only if $p = q$. Traditionally it is interpreted to measure the amount of extra coding length needed when coding examples with codes generated for distribution $q$ when the samples actually come from distribution $p$. In our setting we will treat views symmetrically and compute the symmetrized divergence $(D_{KL}(p, q) + D_{KL}(q, p))/2$.

Importantly, the KL divergence $D_{KL}(p, q)$ can be shown to be related to an information retrieval criterion: cost of misses in information retrieval of neighbors, when neighbors following distribution $p$ are retrieved from a retrieval distribution $q$. The mathematical relationship to information retrieval was shown by [Venet et al., 2010] where it was used for comparing a reduced-dimensional neighborhood to an original one; here we use it in a novel fashion to compare neighborhoods across (transformed) views of data. The symmetrized divergence is thus the total cost of misses and false neighbors from that neighbors following the neighbor distribution in one transformed view are retrieved from the other transformed view with its neighbor distribution: the term $D_{KL}(p, q)$ is both the cost of false neighbors from that neighbors following $p$ are retrieved from $q$, and the cost of misses from that neighbors following $q$ are retrieved from $p$. Similarly, the term $D_{KL}(q, p)$ is both the cost of misses from that neighbors following $p$ are retrieved from $q$, and the cost of false neighbors from that neighbors following $q$ are retrieved from $p$.

While the KL divergence is a well-known difference measure its downside is that its value can depend highly on differences between individual probabilities $p(j)$ and $q(j)$, as a single missed neighbor can yield a very high value of the divergence: for any index $j$ if $p(j) > \epsilon$ for some $\epsilon > 0$, $D_{KL}(p, q) \rightarrow \infty$ as $q(j) \rightarrow 0$. In real-life multi-view data differences between views may be unavoidable and hence we prefer a less strict measure focusing more on overall similarity of the neighborhoods than on severity of individual misses. We discuss such a measure below.

**Angle cosine.** An even simpler measure if similarity between two discrete probability distributions is the angle cosine between the distributions represented as vectors, that is,

$$\cos(p, q) = \frac{\sum_j p(j)q(j)}{\sqrt{\left(\sum_j (p(j))^2\right)\left(\sum_j (q(j))^2\right)}}.$$  \hfill (4)

The above angle cosine can also be interpreted as the Pearson correlation coefficient between (un-normalized) vector elements of $p$ and $q$; it can thus be seen as a neighborhood correlation, that is, a neighborhood based analogue of the coordinate correlation cost function of CCA. The angle cosine measure is bounded from above and below: it attains the highest value 1 if and only if $p = q$ and the lowest value 0 if the supports of $p$ and $q$ are nonoverlapping.

**Similarity of neighborhoods by itself is not enough.** The KL divergence and angle cosine (neighborhood correlation) measures discussed above only compare similarity of neighborhoods

\[1\]To make the connection exact, typically correlation is computed after subtracting the mean from coordinates; for neighbor distributions in a data set of $n$ data items, the mean of neighborhood probabilities is the data-independent value $1/(n-1)^2$ which can be subtracted from each sum term if an exact analogue to correlation is desired.
but not the potential usefulness of the found subspaces where neighborhoods are similar. In high-dimensional data it is often possible to find subspaces where neighborhoods are trivially similar. For example, in data with sparse features it is often possible to find two dimensions where all data is reduced to a single value; in such dimensions neighborhood distributions would become uniform across all data since and hence any two such dimensions would appear similar. To avoid discovering trivial similarities we wish to complement the measures of similarity between neighborhoods with terms that favor nontrivial (sparse) neighborhoods.

A simple way to prefer sparse neighborhoods is to omit the normalization from the angle cosine (neighborhood correlation), yielding

\[
\text{Sim}(p, q) = \sum_j p(j) q(j)
\]

which is simply the inner product between the vectors of neighborhood probabilities. Unlike \(\text{Cos}(p, q)\), the measure \(\text{Sim}(p, q)\) favors sparse neighborhoods: it attains the highest value 1 if and only if \(p = q\) and \(p(j) = q(j) = 1\) for only a single element \(j\), and the lowest value 0 if the supports of \(p\) and \(q\) are nonoverlapping.

The information retrieval interpretation of \(\text{Sim}(p, q)\) is as follows: it is a proportional count of true neighbors from \(p\) retrieved from \(q\) or vice versa. If \(p\) has \(K\) neighbors with near-uniform high probabilities \(p(j) \approx 1/K\) and other neighbors have near-zero probabilities, and \(q\) has \(L\) neighbors with high probability \(q(j) \approx 1/L\), then \(\text{Sim}(p, q) \approx M/KL\) where \(M\) is the number of neighbors for which both \(p\) and \(q\) have high probability (retrieved true neighbors). Hence \(\text{Sim}(p, q)\) rewards matching neighborhoods and favors sparse neighborhoods where \(K\) and \(L\) are small.

2.3 Final Cost Function and Technique for Nonlinear Optimization

We wish to evaluate similarity of neighborhoods between subspaces of each view, and optimize the subspaces to maximize the similarity, while at the same time favoring subspaces containing sparse (informative) neighborhoods for data items. We then evaluate the similarities as \(\text{Sim}(p_{i,V}, p_{i,U})\) where \(p_{i,V} = \{p_{V}(j|i; f_V)\}\) is the neighborhood distribution around a data item \(i\) in the dependent subspace of view \(V\) and \(f_V\) is the mapping (parameters) of the subspace, and \(p_{i,U} = \{p_{U}(j|i; f_U)\}\) is the corresponding neighborhood distribution in the dependent subspace of view \(U\) having the mapping \(f_U\).

As the objective function for finding dependent projections, we sum the above over each pair of views \((U, V)\) and over the neighborhoods of each data item \(i\), yielding

\[
C(f_1, \ldots, f_{N_{views}}) = \sum_{V=1}^{N_{views}} \sum_{U=1}^{N_{views}} \sum_{i=1}^{N_{data}} \sum_{j=1}^{N_{data}} p_{V}(j|i; f_V)p_{U}(j|i; f_U)
\]

where, in the setting of linear mappings and neighborhoods with Gaussian falloffs, \(p_V\) is defined by \(\text{(2)}\) and is parameterized by the projection matrix \(W_V\) of the linear mapping.

**Optimization.** The function \(C(f_1, \ldots, f_{N_{views}})\) is a well-defined objective function for dependent projections and can be maximized with respect to the mappings \(f_V\) of each view; in the specific case of linear subspaces, the objective function can be maximized with respect to the projection matrices \(W_V\) of the mappings. As the objective function is highly nonlinear with respect to the parameters, we use gradient based techniques to optimize the projection matrices, specifically limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS).

**Initial penalty term.** Even with L-BFGS optimization, we have empirically found that \(\text{Sim}\) by itself can be hard to optimize due to several local optima. To help reach a good local optimum, we use iterative optimization over several rounds of L-BFGS with a shrinking additional penalty: we add a data-driven penalty term to drive the objective away from the worst local optima during the first rounds, and use the optimum found in each round as initialization for the next. For the penalty we use the KL divergence based dissimilarity between neighborhoods, summed over neighborhoods of all data items \(i\) and all pairs of views \((U, V)\), yielding

\[
C_{\text{Penalty}}(f_1, \ldots, f_{N_{views}}) = \sum_{V=1}^{N_{views}} \sum_{U=1}^{N_{views}} \sum_{i=1}^{N_{data}} \left( D_{KL}(p_{i,V}; p_{i,U}) + D_{KL}(p_{i,U}; p_{i,V}) \right)/2
\]
which is again a well defined function of the mapping parameters of each view that can be optimized by L-BFGS. The KL divergence is useful as a penalty since it heavily penalizes severe misses of neighbors (pairs \((i, j)\) where the neighborhood probability is nonzero in one view but near-zero in another) and hence drives the objective away from bad local optima; however, at the end of optimization a small amount of misses must be tolerated since views may not fully agree even with the best mapping, hence at the end of optimization the original objective \((6)\) is a more suitable choice. We will thus shrink away the KL divergence penalty during optimization. The objective function with the added penalty then becomes

\[
C_{\text{Total}}(f_1, \ldots, f_{N_{\text{views}}})C(f_1, \ldots, f_{N_{\text{views}}}) - \gamma C_{\text{Penalty}}(f_1, \ldots, f_{N_{\text{views}}})
\]

where \(\gamma\) controls the amount of penalty. We initially set \(\gamma\) so that the two parts of the objective function are equal for the initial mappings, \(C(f_1, \ldots, f_{N_{\text{views}}}) = \gamma C_{\text{Penalty}}(f_1, \ldots, f_{N_{\text{views}}})\), and shrink \(\gamma\) exponentially towards zero with respect to the L-BFGS rounds; in experiments we multiplied \(\gamma\) by a multiplier 0.9 at the start of each L-BFGS round to accomplish the exponential shrinkage.

**Time complexity.** The proposed method needs to calculate the neighbor distributions for all views, and optimizes the objective function involving each pairs of views, and thus the naive implementation requires \(O(dN^2_{\text{data}}N^2_{\text{views}})\) of time, where \(d\) is the maximum number of dimensions among all views. We are aware of several acceleration techniques \(\text{[Yang et al., 2013; Van Der Maaten, 2014; Vladymyrov & Carreira-Perpinan, 2014]}\) for doing neighbor embedding, which can reduce the time complexity of a single view from \(O(N^2_{\text{data}})\) to \(O(N_{\text{data}} \log N_{\text{data}})\) or even \(O(N_{\text{data}})\). But scalability is not our first concern in this paper, so we use the naive \(O(N^2_{\text{data}})\) implementation for calculating the neighbor distributions for each view involved.

### 3 Properties of the Method and Extensions

**Information retrieval.** Our cost function measures success in a neighbor retrieval task of the analyst: we maximize the count of retrieved true neighbors across views, and initially penalize by the severity of misses across views.

**Invariances.** For any subspace of any view (input space), the neighborhood probabilities \((1)\) and \((2)\) depend only on pairwise distances and are thus invariant to global translation, rotation, and mirroring of input data in that subspace. Therefore the cost function is also invariant to differences of global translation, rotation, and mirroring between views and is able to discover dependencies of views despite such differences. The invariance is even stronger: for a given subspace in each view, if any subset of data items is isolated from the rest in all views, such that the neighborhood probability is zero for any data pair \((i, j)\) where one items is in the subset and the other is outside, then the same invariances to translation, rotation and mirroring applies to each such isolated subset separately, as long as the the translations, rotations, and mirrorings preserve the isolation of the subsets.

**Dependency is measured between subspaces as a whole.** Unlike CCA where each canonical component of one view has a particular correlated pair in the other view, in our method dependency is maximized with respect to the entire subspaces (transformed representations) of each view as a whole, since neighborhoods of data depend on all coordinates within the dependent subspace. Our method hence takes into account within-view feature dependencies when measuring dependency. Furthermore, dependent subspaces do not even need to be same-dimensional, and in some views we can choose not to reduce dimensionality at all but to learn a metric (full-rank linear transformation).

**Finding dependent neighborhoods between feature-based views and views external neighborhoods.** We point out that in some domains, a subset of the available data views may directly provide neighborhood relationships or similarities between data items, such as known friendships between people in a social network, known followerships between Twitter users, or known citations between scientific papers. If available, such relationships or similarities can directly be used in place of the feature-based neighborhood probabilities \(p_{\mathcal{V}}(i; j)\) discussed above. This presents an interesting similarity to previous method \(\text{[Peltonen, 2009]}\) which was used to find similarities of one view to an external neighborhood definition; our present method contains this task as one special case.

**Alternative mathematical forms.** It is simple to replace the exponential falloff in \((1)\) and \((2)\) with another type of falloff if appropriate for the data domain. For example, some dimensionality reduction methods have used a \(t\)-distributed definition for data neighborhoods \(\text{[Venna et al., 2010; van der Maaten & Hinton, 2008]}\). Such a replacement preserves the invariances discussed above.

**Alternative forms of the transformations.** In place of linear transformations one can substitute another parametric form such as a neural network, and optimize the objective function with respect to
its parameters; the transformation can be chosen on a view-by-view basis. Difficulty of the nonlinear optimization may differ for different transformations and the best form for more general nonlinear transformations is outside the scope of the current paper.

4 Experiments

We demonstrate the neighborhood preservation ability of our method on an artificial data set with multiple dependent groups between views, and three real data sets, including a variant of MNIST handwritten digit database (LeCun & Cortes [2010]), Wisconsin X-ray Microbeam Database (Westbury [1994]), and a cell cycle-regulated genes data set (Spellman et al. [1998]). We compare our method with CCA. On the artificial data set, we measure the performance by the correspondence between the found projection components and the known ground truth. On the real data sets, we measure the performance by the mean precision-mean recall curve on the side with a smaller number of retrieved neighbors.

4.1 Experiment on artificial data sets

We generate an artificial data set with 2 views with 1000 data points and 5 dimensions each. The dimensions are built iteratively by creating a pair of dimensions with multiple dependent groups, and assigning one dimension to view 1, and the other to view 2, detailed as follows.

Let \( X^{(1)} \) \( X^{(2)} \in \mathbb{R}^{5 \times 1000} \) be view 1 and view 2 respectively, and \( X^{(V)} \) be the \( i \)-th dimension in view \( V \) \((i \in \{1, \ldots, 5\}, V \in \{1, 2\})\). We call \( (X^{(1)}_i, X^{(2)}_i) \) the \( i \)-th dimension pair. For each \( i \), we create 20 groups \( \{g_{i,1}, \cdots, g_{i,20}\} \), each of which has 50 data points. For each \( g_{i,j} \) \((j \in \{1, \cdots, 20\})\), we first sample a group mean \( m^{(V)}_{ijk} \sim \mathcal{N}(0, 5) \) for each view \( V \), and give it a common perturbation \( \epsilon_{ijk} \sim U[-0.5, 0.5] \) \((k \in \{1, \cdots, 50\})\) for each point in the group across the views. Let \( \hat{x}^{(V)}_{ijk} \triangleq F m^{(V)}_{ijk} + \epsilon_{ijk} \), where \( F \in \{-1, 1\} \) is a random variable for flipping, allowing the data set to have positive or negative correlation inside the group. After collecting the generated \( \hat{x}^{(1)}_{ijk} \) and \( \hat{x}^{(2)}_{ijk} \) into matrices \( \hat{X}^{(1)}, \hat{X}^{(2)} \in \mathbb{R}^{5 \times 1000} \), we randomly permute data points in the same way for \( X^{(1)} \) and \( X^{(2)} \), but differently for different \( i \), to ensure the independency between dimensions. Finally we perform a PCA between \( \hat{X}^{(1)}_i \) and \( \hat{X}^{(2)}_i \) for each \( i \), to remove the correlation inside the dimension pair, and get the final \( X^{(1)}_i \) and \( X^{(2)}_i \), and subsequently \( X^{(1)} \) and \( X^{(2)} \).

We pursue 2 transformations mapping from the 5-dimensional original space to a 1-dimensional latent space for the two views. In this case, the ground truth transformations for both views will be a linear projection \( W^{(i)} = (0, \cdots, 0, 1, 0, \cdots, 0) \in \mathbb{R}^{1 \times 5} \) where the 1 appears only at the \( i \)-th position. Results are shown in Fig. [2] compared with CCA, our method successfully finds one of the ground truth transformations (= the 5th one), despite of the mirroring and the scale, recovering the dependency between the two views.

We measure the performance by the correspondence between the found projections and the ground truth transformation as defined below. Let \( W_1, W_2 \in \mathbb{R}^{1 \times 5} \) be the found projections from either method, define

\[
\text{Corr}(W_1, W_2) = \max_i \frac{1}{2} \left( \frac{|W^{(i)}_1 W^{(i)}_1^T|}{\|W_1\|_2} + \frac{|W^{(i)}_2 W^{(i)}_2^T|}{\|W_2\|_2} \right)
\]

as the correspondence score. A high score indicates a good alignment between the found projections and the ground truth. We repeat the experiment and calculate the correspondence on 20 artificial data sets generated in the same way, and summarize the statistics in Table [3]. Our method outperforms over CCA by successfully finding the dependency within all 20 artificial data sets.

4.2 Experiment on real data sets

In this experiment we show our method helps match neighbors between the subspaces of two views after transformation. We use the following 3 data sets for the demonstration.
Figure 1: The generated artificial data has 5 dimensions in each view and 20 dependent groups in each dimension. **Left:** the 5th dimension in view 1 vs. the 5th dimension in view 2, as an example of the dependency in a certain dimension pair between the two views. **Middle:** transformed coordinates of view 1 vs. transformed coordinates of view 2 from our method. It recovers the dependency between the two views in the 5th dimension despite of the mirroring and the scale. **Right:** transformed coordinates of view 1 vs. transformed coordinates of view 2 from CCA, where the dependency cannot be seen.

|       | Mean | Std  |
|-------|------|------|
| Our method | 1.00 | 0.00 |
| CCA    | 0.51 | 0.043|

Table 1: The means and the standard deviations of the correspondence measure as defined in Eq. (9) from our method and CCA. Our method clearly outperforms by successfully recovering the dependency in all artificial data sets.

**MNIST handwritten digit database** (MNIST). MNIST contains gray-scale pixel values from images with size $28 \times 28$ of 70000 hand-written digits (60000 in the training set, 10000 in the testing set). We randomly choose 100 images for each digit from the training set, take the left half of each image as view 1, and the right half as view 2, by which we have two 392-dimensional data matrices as the views, consisting of 1000 samples each. The testing set also has 1000 random samples.

**Wisconsin X-ray Microbeam Database** (XRMB). XRMB contains two views with simultaneous speech and tongue/lip/jaw movement information from different speakers. Specifically, we use the preprocessed version as in Lopez-Paz et al. (2014), where the acoustic features are the concatenation of mel-frequency cepstral coefficients (MFCCs) (Davis & Mermelstein, 1980) of consecutive frames from the speech, with 273 dimensions at each time point, and the articulatory features are the concatenation of continuous tongue/lip/jaw displacement measurements from the same frames, with 112 dimensions at each time point. We randomly choose 2000 samples out of 50000 from the original data for training, and another 2000 random samples for testing.

**Cell Cycleregulated Genes** (Cell-cycle). The cell-cycle data are from two different experiment measurements of cell cycleregulated gene expressions for the same set of 5670 genes from Spellman et al. (1998). We choose the measurements from experiments “α factor arrest” and “Cln3”, preprocess the data as in Tripathi et al. (2008). We randomly take a subset of 4536 samples for training, and the rest 1134 samples for testing.

For the above data sets, we pursue a pair of transformations mapping onto 2-dimensional subspaces for the views. We measure the performance by the mean precision-mean recall curves between 1) the two subspaces from the transformations, and 2) one of the original views and the subspace from the transformation for the other view. The curve from the method with a better neighbor matching will be at the top and/or right side in the figure, indicating that the method has achieved better mean precision and/or better mean recall. We set the number of neighbors in the ground truth as 5, and let the number of retrieved neighbors varies from 1 to 10 since we focus on the performance of the matching for the nearest neighbors. Fig. 2 shows the resulting curves. Our method outperforms CCA since the curves from our method mostly are located at top and/or right to the curves from CCA. It

---

Data files available at [https://github.com/lopezpaz/randomized_nonlinear_component_analysis](https://github.com/lopezpaz/randomized_nonlinear_component_analysis)
worths pointing out that our method outperforms in preserving the neighborhood relation not only across the two dependent subspaces that we optimize for, but also between the one of the original view and the subspaces of the other view, especially when the number of retrieved neighbors is small (the left side of the figures).

| Training | Testing |
|----------|---------|
| view 1 vs. transformed coordinates of view 2 | view 1 vs. transformed coordinates of view 2 |

Figure 2: The mean precision-mean recalls curves from different real data sets. **Left 6:** the curves from the training sets. **Right 6:** the curves from the testing sets. **Column 1, 3:** the curves with view 1 as the ground truth. **Column 2, 4:** the curves with the subspace from view 1 as the ground truth. Our method performs better than CCA as the curves from our method are mostly located at the top and/or right to the curves from CCA, especially when the number of retrieved neighbors from the subspace of view 2 is small. The figure from the XRM Barbara testing set with the subspace from view 1 as the ground truth is the only exception, meaning that over-learning may have occurred.

5 CONCLUSION AND DISCUSSION

We have presented a novel method for seeking dependent subspaces across multiple views based on preserving neighborhood relationships between data items. The method has strong invariance properties, detects nonlinear dependencies, is related to an information retrieval (neighbor retrieval) task of the analyst, and performs well in experiments.
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