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Abstract White light images of coronal mass ejections (CMEs) are projections on the plane-of-sky (POS). As a result, CME kinematics are subject to projection effects. The error in the true (deprojected) speed of CMEs is one of the main causes of uncertainty to Space Weather forecasts, since all estimates of the CME time-of-arrival (ToA) at a certain location within the heliosphere require, as input, the CME speed. We use single viewpoint observations for 1,037 flare-CME events between 1996 and 2017 and propose a new approach for the correction of the CME speed assuming radial propagation from the flare site. Our method is uniquely capable to produce physically reasonable deprojected speeds across the full range of source longitudes. We bound the uncertainty in the deprojected speed estimates via limits in the true angular width of a CME based on multiview-point observations. Our corrections range up to 1.37–2.86 for CMEs originating from the center of the disk. On average, the deprojected speeds are 12.8% greater than their POS speeds. For slow CMEs (V_{POS} < 400 km/s) the full ice-cream cone model performs better while for fast and very fast CMEs (V_{POS} > 700 km/s) the shallow ice-cream model gives much better results. CMEs with 691–878 km/s POS speeds have a minimum ToA mean absolute error (MAE) of 11.6 h. This method, is robust, easy to use, and has immediate applicability to Space Weather forecasting applications. Moreover, regarding the speed of CMEs, our work suggests that single viewpoint observations are generally reliable.

1. Introduction

Coronal mass ejections (CMEs) are erupting coronal structures observed by white light coronagraphs due to Thomson scattered photospheric light by the free electrons in the corona (Billings, 1966). Since 1996, the Large Angle and Spectroscopic Coronagraph (LASCO; Brueckner et al., 1995) aboard the Solar and Heliospheric Observatory (SOHO; Domingo et al., 1995), has been providing nearly uninterrupted CME observations, recording more than 25,000 events to date. Since 2007, we have been able to study CMEs from more than one observational viewpoint revealing essential aspects about their geometry, thanks to the Sun Earth Connection Coronal and Heliospheric Investigation (SECCHI) instruments (Howard et al., 2008) aboard the Solar TErrestrial RElations Observatory (STEREO) mission (Kaiser et al., 2008).

Thompson scattered emission is optically thin and as a result, the features observed in coronagraphs are 2-dimensional projections on the plane-of-sky (POS) of the actual 3-dimensional structures (e.g., Burkepile et al., 2004; Vrsnak et al., 2007). The resulting projection effects lead to underestimation of the speed and overestimation of the CME angular width (Burkepile et al., 2004; Temmer et al., 2009). Projection affects, on one hand, all kinematic and geometric measurements of CMEs limiting our understanding of their physical characteristics and, on the other hand, injects uncertainties in space weather modeling because of uncertainties in the initial speed and half angular width (see e.g., Vourlidas et al., 2019).

Many researchers have tried to correct the geometric and kinematic properties of CMEs to obtain the deprojected direction, speed and angular width using simple geometric assumptions for the CME shape/location (Howard et al., 2008; Michalek et al., 2003; Sheeley et al., 1999; Thernisien et al., 2006, 2009; Vrsnak et al., 2007), proxies, such as shocks (Leblanc et al., 2001) or multi-viewpoint observations (Balanceda et al., 2018; Howard & Tappin, 2008; Jang et al., 2016; Lee et al., 2015; Mierla et al., 2008; Temmer et al., 2009).
It is reasonable to expect that multi-viewpoint observations will result in better speed estimates, as long as the CME 3D shape can be reliably reconstructed, which is not always the case (e.g., event overlap, small angular separation between viewpoints, etc.). This is basically the takeaway message from the review of time-of-arrival (ToA) measurements over the last years in Vourlidas et al. (2019). A bigger concern, from a space weather perspective, is the lack of guarantee that such measurements will be available in the future. It is uncertain, therefore, whether multi-viewpoint methods will continue to benefit space weather research in the long run. On the other hand, single-viewpoint observations, from the Sun-Earth line, are poised to continue with the scheduled deployment of operational coronagraphs in the (Geostationary Operational Environmental Satellite-S) GOES-S and (Space Weather Follow-On) SWFO spacecraft starting in 2024. Hence, it is worthwhile to investigate methods to improve the reliability of CME speeds extracted from single-viewpoint measurements and to assess the impact of such improved speeds on ToA performance. Any improvement in the CME ToA forecasting accuracy should benefit both CME research and operations in the near future.

We are not seeking to evaluate the accuracy of CME speeds from a single viewpoint. Such works have been published already (see Bronarska & Michalek, 2018; Gao & Li, 2010; Temmer et al., 2009, and references mentioned before). Our goal is to evaluate the effect of a particular speed correction as input to ToA empirical models in preparation for a future scenario with CME observations from along the Sun-Earth line only (e.g., from SWFO or GOES-S). For this reason, we use the standard empirical approach for deprojecting the speed (the ice-cream model, or more specifically, a shallow ice-cream model). We also take advantage of STEREO observations, albeit indirectly, by means of the width estimate.

We use an existing database of CME measurements (Section 2) associated with flares (for the CME source region) to re-evaluate the assumptions that go into the geometric correction methods (Section 3). We then proceed with an improved geometric correction (Section 4) that avoids speed overcorrections, especially for halo-CMEs, that have plagued previous similar efforts. We examine the performance of this method on CME ToA in Section 3.4. We conclude in Section 5.

2. Data Sources and Methodology

The CME information utilized in this work is obtained from the SOHO/LASCO coordinated data analysis workshop (CDAW) database (https://cdaw.gsfc.nasa.gov/CME_list/) that covers the period between January 1996 and June 2017. Soft X-ray data from Geostationary Operational Environmental Satellites (GOES) are obtained from National Geophysical Data Center (NGDC) (ftp://ftp.ngdc.noaa.gov/STP/space-weather/solar-data/solar-features/solar-flares/x-rays/goes/xrs/). In particular, 22,939 solar flares and 28,718 CMEs were identified in the January 1996–June 2017 period.

Sheeley et al. (1999) used an innovative method for the calculation of the speed and acceleration of CMEs using a slice of a coronagraph image along a predefined radial path and with several time-lapse coronagraph images created time-distance plots of propagating disturbances. The heliocentric distance of a feature (e.g., CME leading edge or core) as a function of time, combined with simple quadratic fitting in most cases, led to the calculation of the speed and acceleration. Considering how the expansion and outward motion of a gradually accelerating CME is contributing to the projected, on the plane of sky, speed they assumed that the CME consisted of a thin spherical shell. According to this assumption, the expansion and radial velocity of a bubble with its center in the Sun-Earth line are associated with the relation:

$$V_{\text{rad}} = \frac{V_{\text{exp}}}{\sin a}$$

(1)

where $a$ is the angular half width defined as the angle between the radial from the Sun center through the center of the expanding bubble and the tangent line through the Sun center. This relation indicates that, for a typical value of $a = 20^\circ$, the radial speed is almost three times the expansion speed relative to the bubble center.

Sheeley et al. (1999) concluded that geometric effects alone could not account for the observed acceleration and deceleration of halo CMEs.

Leblanc et al. (2001) assumed that CMEs erupt radially from the flare site, so they used the coordinates of the parent solar flare to deproject the POS speed and obtained the radial speed from Equation 2.
where $a$ is the angular half width of the CME (as defined above) and $\varphi$ is given by $\cos \varphi = \cos \vartheta \cos \lambda$

Where $\vartheta$ is the longitude, and $\lambda$ is the latitude of the associated solar flare.

A more intuitive way to discuss projection effect is the POS angle $\psi$,

$$\sin \psi = \sin 90 \cos \varphi = \sin \varphi$$

Leblanc et al. (2001) report that for an angular half width $a = 30^\circ$ and $\varphi = 0^\circ, 30^\circ, 60^\circ, 90^\circ$, the ratio, $V_{rad}/V_{POS}$ becomes 3.0, 1.5, 1.1, and 1.0, respectively.

$\varphi = 0^\circ$ indicates a CME originating from the center of the visible solar disk, while $\varphi = 90^\circ$ represents a limb event. This method is straightforward but suffers from overcorrection for events near the center of the visible solar disk. For example, for a fast CME near the disk center ($\varphi \approx 0^\circ$) with an angular half width of $a = 30^\circ$ and a $V_{POS}$ of 1,500 km/s, the $V_{rad}$ obtained from this method is $\approx 4,500$ km/s—which is unrealistic.

Michalek et al. (2003) applied a method for correcting the angular width, velocity, and source location of 72 Halo CMEs during the period August 1996–December 2000. They found that the radial speed ranged from 95 km/s up to 2,590 km/s, and the ratio of $V_{rad}/V_{POS}$ ranged from 0.59 up to 2.97. In 21 cases, the ratio was less than 1.0, indicating that the radial speed was actually less than the POS speed measured in the LASCO coronagraphs, which is difficult to reconcile with the expectation from a POS projection (i.e., the projected speed is always less than the radial one). In any case, the linear fit of the radial speeds as a function of POS speeds, using the data from columns 3 and 11 from Table 1 of Michalek et al. (2003), is

$$V_{rad} = 1.022 \cdot V_{POS} + 142.8 \text{[km/s]}$$

This relation (Equation 4) is very similar to the relation of Paouris and Mavromichalaki (2017b) obtained from a sample of 87 CMEs with angular widths $w < 360^\circ$ (no full halo events) associated with solar flares. Their equation reads

$$V_{rad} = 1.027 \cdot V_{POS} + 41.5 \text{[km/s]}$$

Michalek et al. (2003) conclude that the projection effects are important and find that the corrected speeds are on average 20% larger than the POS velocities.

Another technique for the correction of the projection effects was presented by Howard et al. (2008). This method was applied automatically in a sample of 10,000 CMEs covering the period 1996–2005 from the CDAW catalog. From the full sample, they associated 1,961 CMEs with a source event, that is, solar flare. They used the elongation $\varepsilon$, which is the angular distance between Sun center and the outmost point (P point) of the transient in distance-time plots (for the P point approximation see Howard et al. 2006), and considering the CME trajectories in a 3-D geometry established a correction for the projection effect. They found that $V_{rad}/V_{POS}$ ranged between 1.7 and 4.4. They also found many events with corrected speeds $>3,000$ km/s, or even $>5,000$ km/s, which seem unphysical.

Speed overcorrection is of serious concern for such correction schemes. From a total of 29,714 CMEs recorded in the CDAW database between January 1996–March 2018, only 2 CMEs have projected speeds above 3,000 km/s, that is, events on November 10, 2004 ($V_{POS} = 3,387$ km/s) and September 10, 2017 ($V_{POS} = 3,163$ km/s). Assuming CMEs are uniformly distributed in longitude, there could be as many as 10,000 CMEs within $\pm 30^\circ$ longitude from the limb that hence exhibit minimal projection effects. If there were CMEs faster than 3,400 km/s, they should have been found. This is an important issue as it pertains to upper limits of CME energetics. The largest CME mass in the CDAW database (Vourlidas et al., 2000) is $2 \times 10^{17}$ gr. Assuming an upper limit for the CME speed of $\sim 3,500$ km/s, the largest possible CME kinetic...
energy is $1.23 \times 10^{34}$ ergs, which is close to the upper estimates of the available free energy in active regions (Emslie et al., 2012). Higher kinetic energies would be energetically impossible. Therefore, methods that result in speeds in excess of 4,000 km/s are likely unreliable.

In a recent work, Balmaceda et al. (2018), analyzed a sample of 460 events via the use of a supervised image segmentation algorithm (see also Vourlidas et al., 2017) which were measured in observations from the two COR2 telescopes onboard the STEREO mission (STEREO A and B) from May 2007 up to September 2014. They found that projection effects are more important for the determination of CME’s angular width rather than for CME’s speed. The projected speeds were, on average, underestimated by at least 20% when compared with the deprojected speeds obtained from a triangulation method using observations from both STEREO A and B satellites.

3. Analysis

3.1. Association of a CME With a Solar Flare

Our goal is to develop a geometrical method for the correction of the projected CME speed. We start by obtaining positional information for 22,939 solar flares ($\geq$ C1.0), distributed as 20,630 C-class, 2,138 M-class, and 171 X-class, and 28,718 CMEs covering the period January 1996–June 2017.

First, we find the latitude and longitude of the source region of the CME. To achieve this, we associate a CME with a solar flare and use the flare’s latitude ($\lambda$) and longitude ($\theta$). Due to the large number of events, it is impractical to perform the association of a CME to a solar flare by visual examination of the CME and soft X-ray series. Instead, we apply temporal and spatial criteria similar to those used by other researchers (see e.g., Papaioannou et al., 2016, 2018a, 2018b; Vrsnak et al., 2005; Youssef, 2012, and references therein). From the CDAW database, we obtain the time ($t_0$) when the CME first appears in LASCO C2 coronagraph, and estimate the lift-off time ($t_0$) using a simple back-extrapolation method of its trajectory to the Sun’s surface:

$$t_0 = t_1 - \frac{\Delta x}{v}.$$  

(6)

Assuming that the CME speed, $v$, is constant from the surface to the distance of the first measurement of LASCO C2 field-of-view (FOV) with $\Delta x$ usually of the order of $3R_{\odot}$ (Vrsnak et al., 2005). Once $t_0$ is estimated, we associate a solar flare to that CME, under the condition that it occurs within $\pm 1.5$ h (temporal criterion). In some cases, there were multiple flares inside the $\pm 1.5$ h window, especially around solar maximum. To overcome this, we apply a spatial criterion. For each solar flare, we calculate the position angle $PA_{SF}$ as this is inferred by its heliographic coordinates using the equation:

$$PA_{SF} = \tan^{-1}\left(\frac{\sin \theta}{\tan \lambda}\right).$$  

(7)

where $\theta$ and $\lambda$ are the flare heliographic longitude and latitude, respectively, and compare it to the CME angular width ($w$) and position angle $PA_{CME}$ from the CDAW database. Our spatial criterion requires that the position angle of the flare should be within the position angle interval spanned by the CME (Vrsnak et al., 2005; Youssef, 2012).

The combination of both temporal and spatial criteria leads to a final sample of 1,037 CME-solar flare pairs, including 69 X-, 275 M-, and 693 C-class solar flares. This is the sample we analyze in the rest of the paper. We recognize it is clearly biased toward energetic events, originating from active region complexes. Those are, however, the most space weather-relevant events, which are our focus.

3.2. A New Geometrical Approach

As we discussed earlier, various attempts to correct for projection effects on CME speeds have taken place, but they all suffer from overcorrection. The same problem affects the correction approaches relying on the assumption of radial propagation from the flare site. To find a solution, we come back to the fundamental question of speed measurements: what is the nature of the front measured in the coronagraphic images?
The convention is to measure the outmost front in a given image, and follow it (along the same position angle, to the maximum possible extent) as the CME moves across the FOV of the coronagraph. The underlying assumption is that the outermost front corresponds to the nose of the CME (otherwise, the radial propagation from the flare site is no longer a valid assumption) or at least to the nose of the shock driven by the CME. But, how valid is this assumption and under what conditions?

Leblanc et al. (2001) took this into account to derive Equation 2 under the assumption that the CME has the shape of an “ice-cream” cone. The ice-cream cone structure is a widely-used assumption in CME research (e.g., Leblanc et al., 2001; Makela et al., 2016; Michalek et al., 2003; Xie et al., 2004; Xue et al., 2005; Zhao et al., 2002, and references therein) because it seems to capture rather well the spherical shape of the 3-part CME. However, it leads to rather unrealistically high speed corrections for events close to the central meridian, which led us to question whether the assumption of a spherical front is valid for all CMEs. Recently, Balmaceda et al. (2018) reported that CMEs with a characteristic loop front, called “L-CMEs” have much higher expansion speed than flux-rope type events (called “F-CMEs,” which tend to correspond to the classic 3-part events). L-CMEs are more common in halo events. Based on their appearance and their lateral expansion, such events significantly deviate from the spherical, “ice-cream” cone morphology and should be better described by a shallow-cone model (a frustrum of a spherical cone, to be precise). Hence, we investigate the effect of this assumption on speed deprojection.

Let us consider the CME as an expanding shallow cone with angular half width, $\alpha$, propagating at an angle $\psi$ from POS, radially from flare location of LAT = $0^\circ$ and LON = $\theta^\circ$. The observer is on the xy plane. The POS plane is normal to the y-axis. Observing the CME from above (North Pole of the Sun). CMEs, coronal mass ejection; POS, plane-of-sky.

The convention is to measure the outmost front in a given image, and follow it (along the same position angle, to the maximum possible extent) as the CME moves across the FOV of the coronagraph. The underlying assumption is that the outermost front corresponds to the nose of the CME (otherwise, the radial propagation from the flare site is no longer a valid assumption) or at least to the nose of the shock driven by the CME. But, how valid is this assumption and under what conditions?

Leblanc et al. (2001) took this into account to derive Equation 2 under the assumption that the CME has the shape of an “ice-cream” cone. The ice-cream cone structure is a widely-used assumption in CME research (e.g., Leblanc et al., 2001; Makela et al., 2016; Michalek et al., 2003; Xie et al., 2004; Xue et al., 2005; Zhao et al., 2002, and references therein) because it seems to capture rather well the spherical shape of the 3-part CME. However, it leads to rather unrealistically high speed corrections for events close to the central meridian, which led us to question whether the assumption of a spherical front is valid for all CMEs. Recently, Balmaceda et al. (2018) reported that CMEs with a characteristic loop front, called “L-CMEs” have much higher expansion speed than flux-rope type events (called “F-CMEs,” which tend to correspond to the classic 3-part events). L-CMEs are more common in halo events. Based on their appearance and their lateral expansion, such events significantly deviate from the spherical, “ice-cream” cone morphology and should be better described by a shallow-cone model (a frustrum of a spherical cone, to be precise). Hence, we investigate the effect of this assumption on speed deprojection.

Let us consider the CME as an expanding shallow cone with angular half width, $\alpha$, propagating at an angle $\psi$ from POS (Figure 1). The CME is associated with a solar flare and expands radially from the flare location with known heliographic latitude, $\lambda$, and longitude, $\theta$. The figure suggests that, for certain propagation directions, the CME outmost point as seen in coronagraphs is actually the CME flank and not the CME nose.

If the CME nose is located at heliocentric distance $r_1$, and the CME flank at $r_2$, then the projected nose and flank heights, $r_n$ and $r_f$, will be

\[ OA = r_n = r_1 \cdot \cos(\psi) \]  

and

$$ r_f = \frac{r_1 \cdot \sin(\alpha)}{\sin(\psi)} $$
OB = r_β = r_2 · \cos(\psi - \alpha). \quad (9)

For the shallow cone model the CME front (red arc in Figure 1) is an arc of angular width \( w \). Therefore, the distances \( r_1 \) and \( r_2 \) are both radii of the same circle, \( r_1 = r_2 = R \).

The ratio of \( r_β/r_n \) from Equation 8 and Equation 9 is:

\[
\frac{r_β}{r_n} = \cos(\alpha) + \tan\psi \cdot \sin(\alpha). \quad (10)
\]

This ratio should be \(<1\), for the assumption that the outmost projected point of a CME is the projection of its nose, to be valid. However, for an average CME width of \( 50^\circ \), \( r_β/r_n \) \( >1 \) for \( \psi \) \( >12.5^\circ \). Therefore, even for very small departures from POS propagation, the outmost CME point on an image may not be the CME nose. For wide CMEs, the situation improves, but only marginally. For example, for a \( 90^\circ \)-wide CME \( r_β/r_n \) \( >1 \) for \( \psi \) \( >22.5^\circ \). In our opinion, this width value is a likely upper limit for the true width (see Balmaceda et al., 2018) as coronagraph observations can be influenced by misidentification of the shock, streamer deflections, etc. and this can lead to an incorrect estimation of the CME width. Even for a \( 120^\circ \)-wide CME, \( r_β/r_n \) \( >1 \) for \( \psi \) \( >30^\circ \). Therefore, we conclude that the outermost point measured in CMEs tends to correspond to the CME flank rather than the nose, for CMEs consistent with the shallow cone description.

The case \( r_β/r_n = 1 \) holds for \( \psi = \frac{\alpha}{2} \) which is actually the one-quarter of the angular width \( w \) of the CME.

So, our assumption \( r_β/r_n < 1 \) holds when \( \psi < \frac{\alpha}{2} \) or using the known coordinates of the associated solar flare with latitude \( \lambda \) and longitude \( \theta \) we get:

\[
\psi < \frac{\alpha}{2} \implies \sin \psi < \sin \left(\frac{\alpha}{2}\right) \implies \cos \varphi < \sin \left(\frac{\alpha}{2}\right) \implies \cos \theta \cdot \cos \lambda < \sin \left(\frac{\alpha}{2}\right).
\quad (11)
\]

This equation defines the angular limit for the flank-to-nose correction. For example, if the true angular width of a CME is \( 50^\circ \) then \( \psi = 12.5^\circ \). Therefore, no flank correction is needed if the CME is associated with a solar flare of POS angular less than \( 12.5^\circ \) because in this case we have \( r_β < r_n \). Evidently the (true) angular width of the CME is a key parameter for deciding whether a flank correction is required.

The observed angular width, \( w_p \), is a projection of the true angular width \( w \) and is generally difficult to estimate without two or three viewpoint reconstructions. This approach is also impractical for space weather applications. Instead of trying to de-project the width on an event-by-event case, we bound its possible values based on previous multi-viewpoint work. First, we consider that the large apparent CME widths (say, above \( 90^\circ \) or so) are results of projections and/or structure overlap (e.g., shock or deflected streamer signatures) rather than true width. Shen et al. (2013) studied 86 full Halo CMEs from the CDAW database and applied the Graduated Cylindrical Shell model (Thernisien et al., 2006) to each one. They concluded that the deprojected angular width varies within a large range (44°–193°) implying that the projection effect is a major reason leading a CME to appear as halo. However, we note that the upper estimates of the deprojected widths are inconsistent with the relatively small extent of CME-associated dimmings (of the order of an AR size, see Aschwanden et al., 2009). In reality, many of the observed large widths are the results of the shocks ahead of the CME rather than the CME itself, in most cases (Kwon et al., 2015; Vourlidas et al., 2013). For example, there are many cases of halo CMEs detections from L1 (LASCO) where the same CME has a much smaller width from a different perspective, for example, STEREO-A or -B (Balmaceda et al., 2018; Vourlidas et al., 2017).

These works introduced the Multi-Viewpoint CME (MVC) catalog which is the only database of CMEs to date to uniquely identify events from two different observational viewpoints (STEREO A and B) and to include a morphology classification for each CME. The classification aims to identify events consistent with white light signatures expected for a magnetic flux rope (e.g., circular or cylindrical shapes, evidence of striations within the CME body and so on; please see Vourlidas et al. (2017) for details). These CMEs are classified as L- and F-types in Vourlidas et al. (2017). L-type CMEs are interpreted as F-type CMEs seen face-on. We consider only these two types as truly representative CMEs, since they are consistent
with expectations from all theories of CME initiation (e.g., Patsourakos et al., 2020; Vourlidas et al., 2013). Since they represent the two extreme projections of a magnetic flux rope (F-CMEs have their current axis into the sky plane; L-CMEs have their current axis along the sky plane), their measured widths should capture the range of true CME widths, at least under the above assumption. So we proceed as follows.

We take the mean values of the angular width of L- and F-CMEs from Table 2 of Balmaceda et al. (2018). To remain consistent with the assumption that L-CMEs are CMEs seen face-on, we take the maximum angular width (mean width plus one standard deviation) of all L-Type CMEs as upper limit for our work ($w_L = w_{\text{upp}} = 94^\circ$). Hence the F-CME minimum angular width (mean width minus one standard deviation) is the lower limit ($w_F = w_{\text{low}} = 41^\circ$). In other words, we assume that the true widths of all CMEs range from $41^\circ$ to $94^\circ$. Now, we can determine the source longitudes beyond which the flank correction becomes insignificant. According to Equation 11 they range from $\psi = 0^\circ$ (limb events) to $\psi = 10.25^\circ \approx 10^\circ$ (for F-type CMES, $w_F = 41^\circ$) or to $\psi = 23.5^\circ \approx 24^\circ$ (for L-CMEs, $w_L = 94^\circ$).

We can now approach the deprojection of $V_{\text{POS}}$ from a different perspective. We assume a CME radially expanding along OM (Figure 2), as a shallow cone of angular width, $w_{\text{lim}}$. The CME is further associated with a flare at POS distance, $\psi$. The y-z plane is the POS of the coronagraph. The projection of the radial OM on the POS correspond to the usual projected height-time (h-t) measurements used for kinematics calculations. This projected point is the outmost point of the CME (the so-called “front”) seen in the coronagraph images. As we argued earlier, this point will tend to correspond to the CME flank nearest to the POS (except when the CME propagates along the POS). The angular location of that point is

$$\psi_{\text{cor}} = \psi - \frac{w_{\text{lim}}}{2}. \quad (12)$$

The radial distance of OM ($r$) can then be derived from the equation:

$$r = \frac{h}{\cos \psi_{\text{cor}}}, \quad (13)$$

with ON ($h$) being the height values from the h-t measurements of each CME and $\psi_{\text{cor}}$ is the corrected POS angle.

The correction of Equation 13 applies only for source locations where the CME “front” corresponds to the CME flank that is, where Equation 11 stands. For the other locations we use the POS angle $\psi$ without the “flank correction”:

$$r = \frac{h}{\cos \psi}. \quad (14)$$

The range of applicability is given by Equation 11 for the two width limits, is $\pm 10.25^\circ$ for the lower angular width limit and $\pm 23.5^\circ$ for the upper limit.

To summarize our correction scheme:

• Instead of using the projected CME widths, we assume that the true widths vary between $41^\circ$ and $94^\circ$, which are the average widths minus/plus one standard deviation of F- and L-CMEs according to Balmaceda et al. (2018).

• We deproject the h-t measurements under the assumption of a shallow cone (a cone frustum) using Equation 13 for CMEs with POS angle $|\psi|<10.25^\circ$ ($23.5^\circ$) for upper (lower) width limit and use Equation 14 for the remaining cases.
We apply this scheme to all h-t measurements for the 1,037 CMEs in our sample. Then, we use a linear and a quadratic fit to obtain the radial speed, \( V_{\text{rad}} \), and the radial speed at 20 RSun (\( V_{20R} \)). The resulting ratio \( V_{\text{rad}}/V_{\text{POS}} \) ranges from 1.0 to 2.86, for the lower limit of the angular width, and from 1.0 to 1.37 for the upper limit. The events are presented in Figure 3 as a function of their position on the solar disk, using the same color code for upper and lower limits of ratio \( V_{\text{rad}}/V_{\text{POS}} \). It is evident that projection effects are important close to the center of the solar disk while on sites with absolute POS angle \(|\psi| < 24^\circ\) (Figure 3a) and \( |\psi| < 10^\circ\) (Figure 3b) projection effects are insignificant. Another important result concerns the radial (deprojected) speeds: the corrected speeds in this work range from just a few km/s (\( \approx 40 \) km/s) up to 3,960 km/s providing meaningful limitations to the deprojected CME radial speeds, in contrast with previous works (see Section 2). In particular, for nonhalo CMEs (with projected angular width < 180°) the deprojected speeds range from \( \approx 40 \) km/s up to \( \approx 2,270 \) km/s. For halo CMEs (180° \( \leq \psi \leq 360^\circ\)) the LASCO linear speed ranges from \( \approx 130 \) km/s up to \( \approx 2,660 \) km/s, while the largest deprojected speed, for the lower width limit of 41°, range from \( \approx 200 \) km/s to \( \approx 3,960 \) km/s. The largest corrected speed of 3,961.0 km/s, using the lower limit of width, corresponds to the full halo CME of October 28, 2003, associated with an X17.2

### Table 2

| Research                  | Comment                                                                 | Ratio \( V_{\text{rad}}/V_{\text{POS}} \) |
|---------------------------|-------------------------------------------------------------------------|------------------------------------------|
| Sheeley et al., 1999      | Geometrical method based on the half-angular width (\( \alpha \))         | \( r = 3 \) (for \( \alpha = 20^\circ \)) |
| Leblanc et al., 2001      | Geometrical method based on the half-angular width (\( \alpha \)) and the angle of active region from disk center (\( \varphi \)) \( \varphi = 0^\circ \) when CME originates from disk center and \( \varphi = 90^\circ \) for limb events | \( r = 3 \) (for \( \alpha = 30^\circ \) and \( \varphi = 0^\circ \)) |
| Michalek et al., 2003     | Geometrical method with CME cone model mean error 20%                    | 0.6 < \( r < 3 \)                        |
| Howard et al., 2008       | Geometrical method using elongation, width, \( \beta \) and \( \lambda \)  | 1.7 < \( r < 4.4 \)                     |
| Balmaceda et al., 2018    | Mean error 20%                                                          | -                                        |
| Our method                | Geometrical method using half-angular width limitations, \( \beta \) and \( \lambda \), h-t measurements | \( 1.0 < r < 1.37 \) for upper limit \( w_L = 94^\circ \), \( 1.0 < r < 2.86 \) for lower limit \( w_F = 41^\circ \) |

**Abbreviations:** CMEs, coronal mass ejection; POS, plane-of-sky.

- We apply this scheme to all h-t measurements for the 1,037 CMEs in our sample. Then, we use a linear and a quadratic fit to obtain the radial speed, \( V_{\text{rad}} \), and the radial speed at 20 RSun (\( V_{20R} \)). The resulting ratio \( V_{\text{rad}}/V_{\text{POS}} \) ranges from 1.0 to 2.86, for the lower limit of the angular width, and from 1.0 to 1.37 for the upper limit. The events are presented in Figure 3 as a function of their position on the solar disk, using the same color code for upper and lower limits of ratio \( V_{\text{rad}}/V_{\text{POS}} \). It is evident that projection effects are important close to the center of the solar disk while on sites with absolute POS angle \(|\psi| < 24^\circ\) (Figure 3a) and \( |\psi| < 10^\circ\) (Figure 3b) projection effects are insignificant. Another important result concerns the radial (deprojected) speeds: the corrected speeds in this work range from just a few km/s (\( \approx 40 \) km/s) up to 3,960 km/s providing meaningful limitations to the deprojected CME radial speeds, in contrast with previous works (see Section 2). In particular, for nonhalo CMEs (with projected angular width < 180°) the deprojected speeds range from \( \approx 40 \) km/s up to \( \approx 2,270 \) km/s. For halo CMEs (180° \( \leq \psi \leq 360^\circ\)) the LASCO linear speed ranges from \( \approx 130 \) km/s up to \( \approx 2,660 \) km/s, while the largest deprojected speed, for the lower width limit of 41°, range from \( \approx 200 \) km/s to \( \approx 3,960 \) km/s. The largest corrected speed of 3,961.0 km/s, using the lower limit of width, corresponds to the full halo CME of October 28, 2003, associated with an X17.2

---

**Figure 3.** Ratio of the deprojected speed to the POS speed for (a) the upper limit (\( w_L = 94^\circ \)) and (b) the lower limit (\( w_F = 41^\circ \)) of angular width for 1,037 CMEs associated with solar flares. CMEs, coronal mass ejection; POS, plane-of-sky.
class solar flare at heliographic coordinates S16E08, very close to the center of the solar disk. According to the CDAW database, this CME had a linear speed of 2,459 km/s and as result the ratio $V_{\text{rad}}/V_{\text{POS}}$ is ≈ 1.61.

The corrected speed using the upper width limit for the same event is 2,714.7 km/s. The minimum and maximum corrected speeds (using the upper and lower width limits) are the range for each point (error bars) in Figure 4.

The lower and upper limits of the angular width used to define the range of the corrected speed in each case, presented in Figure 4 as a function of the POS speed for our sample of 1,037 events. The solid red line is the derived empirical relation between the deprojected (radial) and POS speeds:

$$V_{\text{rad}} = 1.128 \cdot V_{\text{POS}} [\text{km/s}]$$

(15)

The Pearson correlation coefficient between the corrected and the POS speeds is 0.99 and the slope of the red line (1.128 ± 0.005) implies that the radial speeds are on average ≈ 12.8% greater than the POS speeds.

It is evident from Figure 4, that our method provides reasonable corrected speeds. None of our corrections (mean values) exceeds ∼3,400 km/s, which is the fastest (projected) speed recorded directly by the LASCO coronagraphs. This is a very encouraging result, providing confidence in approaching the speed correction problem with the shallow cone model. We compare our technique to other approaches in Section 3.3, but first we examine in some more detail the degree of correction for different speeds.

We split the sample in three bins based on the LASCO linear speed of slow ($V_{\text{POS}} < 500$ km/s), fast ($500$ km/s < $V_{\text{POS}} < 1,500$ km/s) and very fast ($V_{\text{POS}} > 1,500$ km/s) CMEs and we calculate the ratio between the POS speed and the minimum/maximum corrected speeds. One of the advantages of our study is that we apply our methodology directly on the h-t measurements for each CME. This allow us to assess much information, such as the number of h-t measurements (NHT) for each event—which we will use to evaluate and fine-tune our technique. At this point we clarify that the geometric corrections could be equally applied to POS speed directly. The main reason for using our method directly to the h-t measurements is to experiment with other approaches and study for example, the effects from using speeds at various distances from 15 to 30 R$_{\text{Sun}}$. Another reason for the use of h-t points is to evaluate the reliability of speeds as a function of the available number of h-t points as we discuss in the next paragraph.

For example, we compare the correction ratio between the POS and corrected speeds for the whole sample of 1,037 events against the sample of events (646) with ≥10 h-t points, which may have more reliable speed fits. The number of events per bin and the correction ratios as a percentage difference are shown in Table 1.
We derive two findings from this table. The first, and most important one, is that the mean correction is very similar for both samples and hence the h-t fits are generally reliable, irrespective of the number of h-t points. The second finding is a tendency for the correction ratio to narrow with increasing CME speed. This is a subtle effect and may not be important. It suggests, at least to us, that faster CMEs are likely wider, with more uniform speeds across their fronts than narrower CMEs. The speed uniformity is consistent with the fronts being shocks rather than CME fronts, for these events.

### 3.3. Comparison With Other Correction Methods

A summary of our results from the new geometrical method (correcting the height/time measurements) and the results from similar methods from other researchers is presented in Table 2.

At this point, we focus on the comparison between our method and Leblanc’s method because the two methods are similar, differing only in the CME cone model used. Leblanc et al. (2001) assume that the CME front is described by a full ice-cream cone model while our method assumes a shallow cone model. Leblanc’s method results in unreasonable speeds especially when using the projected half-angular width of CME. We applied our assumptions for the true angular width between 41° and 94° to the Leblanc et al. method. The results are presented in Figure 5.

The solid blue line is the derived empirical relation between the deprojected (radial) and POS speeds using Leblanc’s method:

\[
V_{\text{r(Leb)}} = 1.346 \cdot V_{\text{POS}}[^{\text{km/s}}]
\]  

(16)

The Pearson correlation coefficient between the corrected and the POS speeds is 0.97 and the slope of the line (1.346 ± 0.010) implies that the radial speeds are on average ≈34.6% greater than the POS speeds. Hence, this method results are almost 3 times greater speed corrections than our method. In particular, the maximum CME speeds using Leblanc’s method are 5,053–4,100 km/s. The impact of each method in the calculation of the time-of-arrival (ToA) of a CME to Earth is discussed in the next session.

### 3.4. Application to the ToA Problem

Two major questions arise when a CME is detected in coronagraph images: (a) whether the CME will hit the Earth or not and (b) if so, when the impact will take place, that is, what is the time of arrival (ToA). We
use our corrected speed to focus on the second question. We take a sample of 192 CMEs/Interplanetary (IP) CMEs with known flare source region (Paouris & Mavromichalaki, 2017a) that have been used as seeders to the Effective Acceleration Model (EAMv2) (Paouris & Mavromichalaki, 2017b). We obtain the LASCO speeds and correct them using our method to derive an upper/lower limit speed. The speeds and the time of first appearance of each CME in LASCO coronagraphs are then used independently as input to EAM to derive the predicted ToA from the model. The actual arrival time is obtained from the Advanced Composition Explorer (ACE) in situ measurements at the time of the shock. From that, we derive the error, which is the difference between the predicted and the actual arrival time:

$$\Delta t = t_{predicted} - t_{observed}$$  \hspace{1cm} (17)

We use statistical metrics to compare the ToA performance for the three speed inputs. These metrics are: (a) the mean absolute error (MAE),

$$MAE = \frac{\sum |\Delta t_{err}|}{n}$$  \hspace{1cm} (18)

(b) the mean error (ME)

$$ME = \frac{\Delta t_{err}}{n}$$  \hspace{1cm} (19)

and (c) the root mean square error (RMSE)

$$RMSE = \sqrt{\frac{\sum (\Delta t_{err}^2)}{n}}$$  \hspace{1cm} (20)

where $n$ is the sample size of 192 events.

The obtained metrics are presented in Table 3. We compare the performance of the Leblanc et al. (2001) method to ours using both their assumption (all CMEs have the same 36° angular half width) and our assumption (CME width lies between 41° and 94°). The standard errors for LASCO and Leblanc et al. (2001) ‘default’ methods are calculated by a simple bootstrap method with replacement for $10^6$ runs. The standard errors for the methods using the angular width limits (upper/lower) are derived directly from the range of each metric.

Overall, there is a significant improvement in the ToA metrics using our speed compared to the Leblanc et al. (2001) method and a slight improvement on MAE compared to the LASCO POS speeds. In particular, we obtain lower MAE and narrower errors for MAE and RMSE. The uncertainty ranges overlap for corrected and uncorrected speeds so the improvement is marginal, at least for the set of the 192 CMEs considered. However, the results are encouraging and remains to be seen if the improvement will hold when applied to larger or different samples. We discuss such an attempt later in this section.

### Table 3

| Statistical ToA Metrics (in Hours) for POS and Corrected CME Speeds Derived by Applying the Leblanc et al and our Methods on a Sample of 192 Events Adopted From Paouris and Mavromichalaki (2017b) |
|-----------------|----------------|----------------|----------------|
|                 | POS speed      | Leblanc et al. (2001) method | Our method |
|                 | Default ($w = 36^\circ$) | Using angular width limits | Using angular width limits |
| MAE             | 17.80 ± 0.87   | 19.41 ± 0.93   | 19.99 ± 1.19   | 17.71 ± 0.37   |
| ME              | 2.04 ± 1.54    | −12.15 ± 1.43  | −13.03 ± 2.30  | −4.22 ± 4.32   |
| RMSE            | 21.52 ± 0.92   | 25.31 ± 1.03   | 23.88 ± 1.23   | 21.55 ± 0.44   |

Abbreviations: CMEs, coronal mass ejection; LASCO, large angle and spectroscopic coronagraph; MAE, mean absolute error; POS, plane-of-sky; RMSE, root mean square error; ToA, time-of-arrival.
Our method tends to result in slightly earlier CME arrivals compared to slightly later arrival with POS speeds. What is clear from Table 3 is the inferior performance, across all metrics, of the circular ice-cream model assumption in the Leblanc et al. (2001) method. The method results in statistically higher MAEs and significantly earlier CME arrivals. This is the result of the overcorrection in the speeds, which we discussed before. Similarly, the slight improvement from our method is due to the rather modest speed corrections under the shallow cone model assumption, which are ≈12.8% on average.

We note that the analysis is based on the empirical EAMv2 model. It assumes, as do other similar empirical models, that: (1) a smooth deceleration curve (a polynomial in the EAMv2 case) describes the IP propagation of the CME, and (2) that the speed derived in the coronagraph FOV is the speed component along the Sun-Earth line. We explored, to some extent, the latter assumption here. We examined the effects of the CME front shape and direction in an empirical deprojection of the speeds. Clearly, as the ToA metrics in Table 3 suggest, there is little benefit to be had, even though we strove to apply a consistent set of assumptions based on the most recent understanding of CME shape and 3D widths. One could question the assumption of radial propagation from the flare site. It is not particularly strong, since nonradial propagation has been observed even for active region CMEs (e.g., see Liewer et al., 2015, and references therein). The nonradiality is hard to assess, however, for events propagating toward the observer from observations along the Sun-observer line (the focus of this study). Also, the more energetic eruptions (resulting in higher speeds) are more likely to have higher energy densities than the surrounding corona and hence are less likely to deflect. In any case, our shallow cone assumption reduces the effects of radial deviations because it implies a flatter speed profile across the CME front. This is a reason why we obtain reasonable deprojected speed with this assumption. Therefore, we conclude that, although the nonradiality of CMEs affect the accuracy of the correction, it is unlikely to be the dominant effect for the large MAEs.

It is far more likely that the uncertainty arises from the IP CME propagation, which is not well described by the smooth deceleration assumption. Although far from established (Vourlidas et al., 2019), there are several indications that CMEs undergo various kinematic changes during their IP evolution that may induce both acceleration and deceleration or even nothing at all (e.g., Colaninno et al., 2013; Wood et al., 2017). Therefore, we conclude that efforts to derive more nuanced empirical propagation models should improve the MAE performance of single-viewpoint ToA predictions much more than efforts to deproject CME speeds measured in coronagraphs (a similar conclusion on the utility of coronagraph measurements was reached by Colaninno et al., 2013). This is, however, outside the focus of this paper.

So, what can we do with the existing models and approach? We mentioned above that fast CMEs are more likely to expand radially from the flare site. Table 1 indicates that faster CMEs may require less correction for projection effects. On the lower speed end, Colaninno et al. (2013) and Vourlidas et al. (2013) found that the kinematics of events with speeds close to the ambient solar wind speed are more uncertain because of the higher degree of interaction with the ambient structures. These findings indicate that the speed of the event in the coronagraph FOV may have an effect on the accuracy of the empirical ToA determinations; for example, faster events should perform different than slower ones. To investigate this, we split our sample of 192 CMEs into eight speed bins containing 24 events each and examine the MAE performance as a function of the POS speed (Figure 6) using the same analysis as in Table 3.

Figure 6 suggests that there exists some speed dependence on the ToA performance, as we surmised. In particular, the original Leblanc et al method outperforms all other methods for POS speeds in the [397, 560] km/s bin (MAE = 11.6 ± 2.0 h) but it quickly deteriorates at higher speeds with the worst overall performance at the highest speed bin (>1,730 km/s). Our method performs best for [691–878] km/s POS speeds (MAE = 11.6 ± 1.0 h) and is generally on the low MAE end for higher speeds. Overall, Leblanc’s method performs better for slower CMEs especially when $V_{POS} < 400$ km/s, while our method performs better for faster CMEs with $V_{POS} > 700$ km/s.

Additionally, our method performs better with the smaller CME angular width ($w_F = 41^\circ$) for POS speeds <683 km/s (solid lines in Figure 6) and with the larger CME width ($w_L = 94^\circ$) for POS speeds >683 km/s (dashed lines in Figure 6). This behavior suggests that fast CMEs are likely wider and hence are better represented by the shallow cone model and that slower CMEs are more closer to 3-part CMEs and hence are better represented by the ice-cream cones, as assumed by Leblanc. These results are consistent with higher...
expansion rates and the existence of a shock sheath surrounding the faster events as past analyses have shown (e.g., Balmaceda et al., 2018; Kwon et al. 2014; Vourlidas et al., 2017, 2013). It appears, therefore, that a hybrid approach for the speed deprojection, with an ice-cream or shallow cone models being used based on POS speed, may improve the ToA performance of empirical approaches (such as the EAMv2) particularly for medium to slow CMEs (i.e., <700 km/s). We also conclude that the IP propagation of these events is consistent with a smooth gradual deceleration profile.

On the other hand, Figure 6 indicates, rather strongly that the POS speeds for fast events work just as well as the corrected speeds for ToA estimation. The only obvious improvement from our efforts is the reduced scatter in the MAE error. Why is that?

The easiest answer may be that the deprojection approach is simply inadequate. Relying CME-flare association and flare location for the corrections will be affected by CME deflections or source misidentification, particularly during high activity. Observations from off the Sun-Earth line and/or multi-viewpoint observations should, in principle, provide more reliable speeds. However, there seems to be a limit from that approach to the ToA accuracy, which stands at about 10 h, as we mentioned before. In any case, since multi-viewpoint observations are uncertain in the future, we need to investigate how to improve the single-viewpoint, from the Sun-Earth line, observations that are forthcoming.

So, we see three possible obstacles for such observations. First, the weak dependence of the ToA performance on the projection correction suggests that fast CMEs have a rather uniform speed across their front, which is rather flat.

Second, the linear speeds used as inputs (whether POS or corrected) are not sufficiently representative for the empirical characterization of the IP propagation. It is well known that fast CMEs decelerate strongly, particularly toward the edge of the LASCO FOV (e.g., Michalek et al., 2015, and references therein). Clearly, the use of a linear speed will introduce errors, and the errors will become more important with increasing CME speed. This behavior needs to be captured in empirical models but in lieu of that, we suggest to use the speed of a CME at 25 R_{Sun} based on a second degree fit to the h-t points, for all events with linear POS speeds >700 km/s, at least.

Figure 6. Mean absolute error performance as a function of the CME LASCO POS speed for different speed correction approaches. The bands represent the MAE standard error. For the two methods using the upper/lower CME width to define the errors, the dashed (solid) line represent the lower (upper) width based results. CMEs, coronal mass ejection; LASCO, large angle and spectroscopic coronagraph; MAE, mean absolute error; POS, plane-of-sky.
A third possibility is that the method for estimating the ToA is not sensitive to the CME speed in the corona. The IP speed profile model is the other component in this methodology and assumes a smooth deceleration profile during the IP propagation of fast CMEs. This appears to an inadequate assumption but we do not pursue it further here. Sufficient to say that our speculation is consistent with recent findings. For example, Wood et al. (2017) find that a deceleration phase, followed by near-constant speeds coasting to one AU better described their events. Therefore, a two or three-phase description of the CME deceleration may lead to better ToA performance. To derive such an empirical model, however, it is necessary to obtain a sufficient number of CME kinematic measurements in the inner heliosphere over a representative time span of the solar cycle, covering both low and high activity phases. Such measurements should be available from the SECCHI/HI instruments and we plan to embark on such study next. Until such a model is constructed and tested, we do not expect any significant improvement in the ToA performance of empirical models.

4. Summary and Conclusions

Correction of projection effects is very important for deriving reliable CME kinematic characteristics.

In this study, we seek to improve the methodology for correcting the projection effects on speed measurements of CMEs from coronagraph observations. We focus on CMEs with known source locations thanks to previously identified flare associations. We start from widely used approaches that assume radial propagation from the flare site and a cone model for the CME. We introduce two variants to make the approach consistent with the current understanding of the CME structure. First, we assume that the CME front, as seen in the coronagraph images, is described by a shallow cone rather than a spherical cone (the so-called “ice-cream” cone). This is a better description for energetic CMEs that exhibit a shock sheath around them. Second, as the CME width is an important but uncertain parameter (due to projection effects) in the projection correction, we bound that uncertainty by introducing an upper and lower limit to the actual CME width based on the statistical work of Balmaceda et al. (2018). In particular, we use the mean angular width for loop (L-Type) and flux rope (F-Type) CMEs (see Table 2 in Balmaceda et al., 2018) as the upper \( w_L = w_{upp} = 94^\circ \) and lower \( w_F = w_{low} = 41^\circ \) limit respectively. Third, we correct for the location of the CME nose, consistently with the above assumptions. Our correction method is applied directly to the h-t measurements and the deprojected h-t points are then used to derive the deprojected CME speed with a linear fit. This approach provides naturally error bars for the derived speeds, which we can use in our ToA metrics. Our intention is to evaluate the effect of a particular speed correction as input to ToA empirical models in preparation for a future scenario of CME observations along the Sun-Earth line.

We apply this technique to 1,037 CME-flare pairs extending across the last two solar cycles. Our deprojection technique results in reasonable speed ranges, a few km/s up to about 3,500 km/s, in contrast to all previous methods, which tend to overcorrect CME speeds resulting in speeds in excess of 4,000 km/s, which are energetically unfeasible. Our ratio of the deprojected to the POS CME speeds ranges from 1.0 to 1.37–2.86 for the angular width limits.

Since, we use the individual h-t measurements, we can apply other selection criteria to enhance the robustness of the results, such as the number of h-t points. We conservatively assume that events with 10 or more h-t points are more reliable for deriving speeds than events with fewer points. The corrected versus POS speeds for events with at least 10 h-t points show strong correlation (\( r = 0.99 \)) with a mean scatter of 15%. We plan to continue our analysis of the data set and try to improve the speed estimates in a future publication. We test the ToA performance of our methods on a sample of 192 CME-ICME pairs (Paouris & Mavromichalaki, 2017b). We summarize our findings as follows:

- Our approach provides reasonable speeds across all source locations with maximum deprojected speeds of \( \sim 3,500 \text{ km/s} \) (Figure 4). This is clearly an improvement over all other deprojection methods, based on source region locations that tend to overcorrect speeds to unphysical levels and hence require special care for use in operational situations.
- We introduce an observationally-based method to bound the uncertainty in CME widths and speeds by assuming that the true CME width varies from \( 41^\circ \) to \( 94^\circ \) based on multi-viewpoint measurements.
• The analysis suggests that single viewpoint measurements are reliable (under our set of assumptions) since the mean difference between the corrected and the POS speeds for the full 1,037 event sample is about 12.8%.
• Our speed correction methodology has superior performance to the “ice cream” cone method of Leblanc et al. (2001) across all ToA metrics. We attribute this difference to the more reasonable corrected speeds and to the fact that CMEs, particularly faster events, are better described by a shallow cone (flatter front).
• We find only slight improvements in ToA metrics, with narrower dispersions (Table 3) when compared to using uncorrected speeds. This implies that the projected speeds are generally close to their true speeds (for the events considered here, at least), which in turn suggests a rather uniform speed profile across CME fronts in the middle corona. Therefore, the geometric correction plays a minor role in improving ToA prediction, at least when used with empirical models where the CME speed in the corona is the main input. In this view, coronagraphic h-t measurements may be insufficient for further improvement of the ToA, as discussed by Colaninno et al. (2013).
• Our analysis for halo CMEs ($v_p = 360^\circ$), shows that our method results in MAE of $16.2 \pm 1.0$ h compared to $20.3 \pm 1.8$ h for the Leblanc et al method. This is a promising result since these CMEs often produce the most intense geomagnetic storms at Earth.

We gain further insight into the problem by examining the ToA performance as a function of CME POS speed. We split the 192-event sample evenly into 8 speed bins (24 events/bin).

• We find (Figure 6) a clear dependence of the ToA MAE with POS speed with the best performance resulting from events with slow to medium speeds (300–700 km/s).
• Our approach performs better for events >700 km/s (MAE = 11.6) while the “ice-cream” model performs better for events <700 km/s (MAE = 11.6). Therefore, slower events are described better by a spherical front and faster events are likely flatter. This is consistent with the presence of a shock sheath for faster events.
• Given the modest improvement in ToA estimates from the deprojected speeds, we speculate that CME propagation may be a more important factor in driving the MAE uncertainty than the event geometry in the corona (see also Vourlidas et al., 2019). Our ToA estimates rely on an empirical kinematic model (EAMv2; Paouris & Mavromichalaki, 2017b) that assumes a smooth deceleration profile during the CME IP propagation. The findings above indicate that the EAMv2 model performs well for events with POS speeds <700 km/s, so these events are likely experiencing a smoother deceleration than faster CMEs.
• The decreasing performance with increasing POS speed (above 700 km/s) suggests that the kinematic profile of fast CMEs is more complex than the assumption of gradual deceleration to 1 AU. A more nuanced empirical profile is required, possibly derived from heliospheric imaging observations off the Sun-Earth line.
• Another source of error is the linear fit to the LASCO h-t measurements since it is well known that fast CME decelerate rapidly. We suggest that the speed at 25R_Sun, after the strongest deceleration has taken place, may be a better input to empirical models.
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