Perceptual assessment of environmental stability modulates postural sway
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Abstract

We actively maintain postural equilibrium in everyday life, and, although we are unaware of the underlying processing, there is increasing evidence for cortical involvement in this postural control. Converging evidence shows that we make appropriate use of ‘postural anchors’, for example static objects in the environment, to stabilise our posture. Visually evoked postural responses (VEPR) that are caused when we counteract the illusory perception of self-motion in space (vection) are modulated in the presence of postural anchors and therefore provide a convenient behavioural measure. The aim of this study is to evaluate the factors influencing visual appraisal of the suitability of postural anchors. We are specifically interested in the effect of perceived ‘reality’ in VR the expected ‘stability’ of visual anchors. To explore the effect of ‘reality’ we introduced an accommodation-vergence conflict. We show that VEPR are appropriately modulated only when virtual visual ‘anchors’ are rendered such that vergence and accommodation cues are consistent. In a second experiment we directly test whether cognitive assessment of the likely stability of real perceptual anchors (we contrast a ‘teapot on a stand’ and a ‘helium balloon’) affects VEPR. We show that the perceived positional stability of environmental anchors modulate postural responses. Our results confirm previous findings showing that postural sway is modulated by the configuration of the environment and further show that an assessment of the stability and reality of the environment plays an important role in this process. On this basis we propose design guidelines for VR systems, in particular we argue that accommodation-vergence conflicts should be minimised and that high quality motion tracking and rendering are essential for high fidelity VR.

Introduction

It is generally accepted that human bipedal upright stance is achieved by feedback mechanisms that generate appropriate actions to correct for natural body sway motion detected by our sensory systems [1] [2]. While spinal and brainstem circuits have long been established as fast (Sherrington, 1910) and pre-attentive (Magnus, 1926) postural control mechanisms, there is
increasing evidence of significant cortical involvement in modulating postural responses \[3, 4\].

Visual information, including peripheral motion perception [5], provides the dominant input to postural stability during quiet, unperturbed stance, because of the relatively high sensitivity of the visual motion detection system compared with the proprioceptive and vestibular inputs. Balance is maintained when vision is denied, but body sway typically doubles in amplitude [6].

Externally generated visual motion, which also causes the perception of illusory self-motion (vection), typically leads to a postural response to counteract the perceived motion. These visually evoked postural responses (VEPR) have been documented under a range of conditions [6–11] and depend on stimulus characteristics such as motion speed [12], stimulus texture [13] or position of the stimulus within the visual field [8, 14]. Guerraz et al. [15] argue that, in order to induce consistent and directionally specific responses, the relative motion of objects in the environment must reflect the motion signals that a moving observer would experience in a stable 3-D environment.

These findings are consistent with the view that automatic responses to optokinetic stimulation make an important contribution to postural control [16].

Other data shows that postural responses are modulated by a range of factors that preclude fully automatic processing, such as the configuration of the environment [11, 17–19], expectation [20, 21], and competing cognitive demands, particularly in ageing [22]. One of the key cues controlling VEPRs for static [15] and moving [23] observers is motion parallax, the differential motion of objects in the environment. Simple, automatic mechanisms, for example based on optic flow signals that are integrated over large areas to counteract self-motion, cannot explain the dominant compensatory actions in response to observed parallax motion [15, 23].

VEPRs are therefore likely to be mediated by different mechanisms with different degrees of automaticity and cortical involvement: Guerraz and colleagues [24], for example propose a short latency system, driven by transient visual stimuli and sensitive to visual geometry and a longer latency, vection-enhanced postural mechanism, that relies on the conscious perception of self-motion.

Neuroimaging [25] provides further evidence for functional interactions between modality specific brain areas in the perception of self-motion and the generation of postural responses. This is consistent with findings that show how a range of senses, all relying on cortical integration, contribute to postural stability. Stable reference points, whether visual [11, 17, 26], auditory [27, 28] and tactile [29] have been shown to reduce postural sway, we therefore refer to them as ‘postural anchors’.

**Identifying self-motion**

To maintain stable stance it is necessary to estimate our own motion relative to the environment. A critical aspect of this self-motion estimation process is the separation of self-motion signals, which must be counteracted, from other, externally generated, motion signals in the environment.

This process is not always successful; a commonly experienced example of illusory motion (vection) is the ‘train illusion’ described by James in 1918 [30]: “when another train comes alongside of ours in a station, and fills the entire window, and, after standing still awhile, begins to glide away, we judge that it is our train which is moving.” James also observed that the vection illusion strongly depends on environmental and cognitive factors: "If, however, we catch a glimpse of any part of the station through the windows, or between the cars, of the other train,
the illusion of our own movement instantly disappears*. An important aspect of postural stability, therefore appears to be the identification of suitable perceptual reference points that provide the ground truth necessary to separate self-motion from externally generated motion signals.

Illusory self-motion affects the overall experience and effectiveness of VR and other immersive environments [31]. Vection can have adverse effects on user experience and may trigger motion sickness, which is typically preceded by postural instability [32].

The presence of appropriate postural anchors that minimise vection in VR may ameliorate the negative effects of vection, therefore improve user experience and performance in simulated environments.

It is an open question how suitable anchors in the environment are chosen to stabilise posture, in particular, whether high level cognitive assessment of the properties of potential anchors contributes to this choice. It is easy to make the case that moving objects, unless motion is highly predictable, are not suitable as postural anchors. Less obvious is the question whether potentially moving objects should also be discounted. In this sense any rendered object in a VR environment has more potential to move than static real objects, whether this is by design, due to rendering inaccuracies, or because of poor observer tracking.

If an explicit assessment of the suitability of objects as postural anchors is carried out, then the fidelity of rendering is likely to be critical in providing potential anchors to stabilise posture. Objects that are clearly identifiable as ‘unreal’, therefore potentially unstable, should be rejected as potential postural anchors.

While there is significant progress in terms of rendering quality in VR, there are fundamental limitations that are shared by all systems and cannot be overcome. One such limitation is that 3D depth cues are created by providing disparate images to each eye, which can lead to conflicting accommodation and vergence cues when objects are rendered to appear away from the projection plane.

**Disparity cue presentation: Accommodation vs. vergence**

The perception of depth in natural and virtual environments differs in a number of points. In the real world, in order to see objects clearly, our eyes accommodate (focus) and converge (vergence) onto the target, for real objects the control signals for vergence and accommodation are closely linked [33, 34], Fig 1A.

Rendering visual stimuli in stereoscopic displays is quite different. Most VR environments provide stereoscopic visual cues on a single plane, the projection screen or head mounted display. The illusion of depth is achieved by introducing disparities in the retinal images of the two eyes that result in depth-appropriate vergence eye movements (Fig 1B). While this procedure provides appropriate disparity cues, it cannot provide the necessary accommodation cues because, to see a sharp image, we still accommodate to focus on the display plane. In normal viewing accommodation and vergence are linked while in 3D projection systems conflicting vergence and accommodation control is required for objects that are displaced from the display plane. While viewers are not consciously aware of this accommodation-vergence discrepancy, it is well known that conflicting accommodation-vergence cues cause discomfort and fatigue as well as decreases in performance [35–37].

If mismatching accommodation-vergence cues cause the negative perceptual effects reviewed above, they may also provide the necessary information that identifies as object as unreal and therefore unsuitable for use as a perceptual anchor. The first experiment addresses this question.
Simulation fidelity and postural stability

A second potential problem that precludes potential postural anchors in VR to be used to stabilise stance is simulation fidelity. Riecke et al. [19] and Blümle et al. [18] showed that postural sway depends on how 'believable' visual stimuli in VR are. This is consistent with the explanation that the illusory character of the VR environment affects vection perception and postural responses.

Kapoula et al. [38] on the other hand, compared natural postural sway while observers examined paintings with strong perspective and sense of a recessed space compared to ‘cubist’ renderings, which neutralise rendered depth cues, of the same images and found significantly more postural sway while observers looked at the original images.

Clear evidence that cognitive processes influence postural control is provided by the finding that expectation modulates visually evoked responses, for example when the subject is aware that visual signals causing vection represent external agency rather than by self-motion. Expectation, in contrast does not modulate postural responses driven by the vestibular system. This suggests that afferents provided by the different sensory channels involved in postural control are not similarly susceptible to high level processes such as expectation [20, 26].

Fig 1. In natural environments accommodation (determined by focal distance) and vergence are linked (a). In most VR environments depth cues are generated by providing disparity cues such that objects are rendered separately for each eye. Accommodation stays on the projection plane, so that conflicting cues are presented which affect performance and comfort.

https://doi.org/10.1371/journal.pone.0206218.g001
Measuring visually evoked postural responses

Visually evoked postural responses (VEPR) can be measured where perceived self-motion (vection) is counteracted by postural adjustments to maintain stable stance. Since VR systems routinely capture high precision positional information, VEPR provide a convenient and objective measure of behaviour and subjective constructs such as presence or immersion in VR [27].

Our experimental design follows the procedures reported by Bronstein and Buckwell [17] who first provided direct evidence for active, environment-dependent modulation of VEPR. Subjects viewed a laterally moving visual background in three different conditions: (a) direct fixation of the background, (b) fixation of the background through a fixed stationary object (a window) in the foreground, and (c) fixation of the object while the background moved cyclically in the lateral plane (Fig 2).

When only the background was present, participants’ VEPR followed the visual motion signal, as would be expected for visually induced corrective motion that stabilises the observer position relative to an external reference. When participants saw the visual background movement through a fixed object in the foreground, no systematic postural adjustments in response to background movement were observed, as if the static foreground object served as a postural...
anchor in preference to the moving background. The behavior changed again when participants were asked to fixate the stable foreground object while the background moved (c): in this condition participants moved in the opposite direction as in condition (a), again maintaining a stable relative position between foreground object and the background. Bronstein and Buckwell [17] used these findings as a basis for the argument that control of postural sway does not result from rigid optokinetic reflexes but is modulated by the configuration (and interpretation) of the environment.

Summary of experimental aims
In a first experiment we explore whether the conflicting vergence and accommodation cues modulate VEPR. The two objects in the simulation, the foreground object and the moving background, were rendered such that in each of two experimental setups one object was projected onto the screen while the other object was either 2m in front or 2m behind the screen, leading to accommodation-vergence conflicts, Fig 2. We hypothesise that fixating the plane with accommodation-vergence conflict identifies visual references as less reliable and therefore reduces VEPR.

In the second experiment we investigate whether an explicit evaluation of the positional stability of the reference points present in the scene modulates VEPR during visual motion stimulation. VEPR in the presence of a potentially unstable helium balloon as a postural reference are compared with those when our standard positional reference is present. We hypothesise that fixating the potentially unstable helium balloon in the foreground should modulate VEPR relative to the stable foreground object.

Methods
Ethics statement
The experiments have been approved by the University of Liverpool ethics committee (reference PSYC-1112–049-amended). Written informed consent was acquired from all participants.

Participants
A total of 24 participants took part in the experiments.

The target conditions tested in experiment 1 are similar to two conditions in previously reported experiments (exp 1a, condition 'BG visual', effect size dz = 1.59 and exp 2a, condition 'BG virtual', effect size dz = 1.61, [27]). A power analysis to determine the required sample size (G*Power 3.0, [39]), assuming an effect size of dz = 1.6 and an error probability of α = 0.05, shows that eight participants are sufficient to reach an actual power 1-β = 0.97. Eleven participants, aged from 18 to 52, (M = 28.7, SD = 13.24; 7 males), were recruited.

Comparable experimental data was not available for the conditions tested in experiment 2, to allow for a reduction in effect size by 30% to dz = 1.1, 13 participants, aged from 20 to 58, (M = 29.9, SD = 15.45, 9 males), were recruited.

All participants were recruited using opportunity sampling and all signed a consent form. All participants reported normal or corrected-to-normal vision. No participant took part in both experiments. The participants were not aware of the experimental hypothesis.

Virtual reality set up
The laboratory consisted of a planar display screen of 6.0m wide and 2.1m high with two active stereo back-projectors that displayed 3390 x 1200 resolution images at a rate of 120Hz. 3D
Stereo images were rendered by an NVIDIA Quadro K6000 GPU. Observers wore wireless LCD shutter glasses that were synchronized with the projectors to provide stereoscopic images. The position of the shutter glasses was tracked using 16 VICON Bonita B3 infrared cameras (250 fps capture speed, motion resolution of 0.5mm of translation and 0.5 degrees of rotation in a 6m x 6m volume using 9mm markers). Position data, computed using VICON Tracker software, was broadcast in real-time across the internal network using a VRPN protocol at a rate of 200Hz and used to update the virtual environment. The position of the 3D-glasses in space was recorded to provide the head position data used in the analysis of postural sway.

The virtual reality environment (Fig 3) consists of three major elements:

- The background image: an image of a barcode extending 6m x 2.1m (86˚ horizontal visual angle). The high contrast barcode image was chosen to give strong lateral motion cues.
- The foreground object: a real object or a 3D geometric model of a teapot on a stand, 2m from the observer subtending 4.6˚ visual angle (Fig 3). Real and virtual objects were matched in size and position. One of the real foreground images used in experiment 2 was a helium balloon that appeared to be free floating, but was, in reality, fixed in position behind. Participants had to pass a number of free floating matching balloons on their way to the experimental position to emphasise that the foreground object had the potential to move. The free floating balloons were behind the observer and therefore not visible during the experiment.
- The observer: a virtual camera whose position and orientation are directly linked to that of the real life observer head position through the tracking system to dynamically render images on the display screen that will appear to the observer as a true perspective of the scene. The avatar shown in Fig 3 is not part of the experimental setup. The relative positions, but not the...
position of the projection plane, was the same as in [27]; Motion tracking and rendering hardware were significantly improved.

**Stimuli**

Lateral movement of a background image causes highly environment-dependent VEPR [17, 27].

In this study, the virtual environment was manipulated in two experiments each consisting of two experimental blocks containing medio-lateral visual motion of the background image. The order of presentation was counterbalanced across the participant pool. Each block lasted 20 minutes and participants had a minimum of 20 minutes rest between the two successive blocks. Within each block, five conditions were run that consisted of 20 presentations of a 6 second visual motion pattern that preceded 6 seconds of a static display (rest condition) during which natural postural sway was measured. The dynamic characteristics of the visual stimulus follows previous studies and was chosen to be within the range of spontaneous body sway, consistent with the aim to present motion signals that would be interpreted as being caused by self-motion. The motion signals consisted of three raised-cosine oscillations at a frequency of 0.5Hz and maximum amplitude of 50mm (0.7˚ visual angle) relative to the origin [27].

All experiments used the same motion signals. The only differences between the experimental blocks were the vergence plane (foreground or background object, experiment 1) or the implied stability of the real foreground object (teapot vs balloon, experiment 2).

**Procedure**

Participants wore LCD shutter glasses and were asked to stand on a foam pad with both feet approximately 20cm apart. Foam padding was used to enhance VEPR [40]. Participants were asked to keep as still as possible and fixate on the target. The distance from the projection screen was varied: during the 0m experimental block they were standing 4m from the projection screen; during the -2m experimental block they were standing 4m from the projection screen (Fig 4). Streepey et al. [41] previously reported that peripheral vision plays an important role in postural stabilisation. To control for this, the field of view was restricted by “blinders” attached to the 3D shutter glasses limiting the field of view to approximately 75 degrees in experiment 2.

Participants were asked to fixate a target (either a red or blue dot), and press a button when the fixation target transiently disappeared, to ensure that they maintained focus on the appropriate area of the virtual display. The disappearance of the fixation point was elicited at random intervals in all conditions during moving and static displays. There was approximately 1 event every 5 seconds and with at least 1 second minimum gap between events.

**VEPR analysis**

Head position data was recorded using a VICON motion tracking system using IR reflective markers on the 3D shutter glasses worn by the participants. To quantify the VEPR from the recorded postural sway data, natural sway components have to be accounted for. Modulation by lower-limb proprioceptive signals leads to very low frequency sway (<1Hz) and 95% of the energy in natural sway is at a frequency less than 2Hz [42]. To select for induced sway responses, the recorded data, sampled at 10Hz, was filtered off-line using a second order zero-lag Butterworth band-pass filter with cut off frequencies of 0.125Hz (LF) and 2.5Hz (HF).

To quantify the VEPR, the proportion of motion energy at the visual stimulus frequency (0.5Hz) relative to the total energy in the spectrum was computed (eqn. 1) for the stimulus and rest conditions. The analysis windows in both cases extended over the full 6 seconds of
VEPR is the amplitude of the Fourier component, $F(x)$, at the visual stimulus frequency, $v = 0.5Hz$, relative to the total energy in the spectrum between 0 Hz and half the sampling frequency ($F_s/2 = 5Hz$).

The motion stimulus followed a raised cosine trajectory, such that the maximum deflection was seen after 1 sec. The phase of the Fourier component, $\omega(x)$, at the visual stimulus frequency consequently provides a measure of whether participants move with the moving background or in antiphase as reported for experimental conditions where participants fixate on a stable foreground object [17].
The motion signal, recorded by the VR motion tracker, contains stimulus evoked postural responses, but also a significant amount of spontaneous sway. To isolate the stimulus driven motion component, motion signals were averaged over 20 epochs, each of 6 sec duration for each stimulus condition. The data were filtered using zero phase delay, second order Butterworth filter with a passband between 0.25 Hz and 5 Hz. To exclude large spontaneous motion signals, such as when participants changed posture, any epochs with a total motion signals greater than 2 sd of the participant average were excluded. The analysis described in more detail in [27].

**Statistical analysis**

Both experiments shared common designs and analysis.

The analysis for both experiments was conducted in two stages: In a first stage an ANOVA is used to identify whether there are significant main effects of visual motion presentation in the lateral direction. Four factors were used in each case: ‘experimental condition’ (2) x ‘environmental configuration (5) x ‘visual stimulus motion’ (2) and ‘subject’ as a random factor. Analysis details are given in tables A (exp 1) and E (exp 2) in S1 File.

Planned comparisons for specific conditions were then carried out where significant main effects or interactions were found. Full details are given in tables B-D (exp 1) and F-H (exp 2) in S1 File.

To isolate the visually evoked motion from random motion, all motion signals were time aligned with the onset of the visual stimulus motion and averaged. This means that visually evoked components will add, while random, non-visually evoked motion will average to zero. The VEPRs statistics were computed using the population response. Bootstrapping was used to estimate the sample population mean and variance of the VEPR [43]. All statistical tests on these population estimates were performed using independent (two-sample) t-tests [44]. Appropriate Bonferroni correction was used in these tests.

**Results**

**Experiment 1. Accommodation-vergence conflict modulates postural sway**

The behavioural performance of participants was recorded as the percentage of correct responses identifying when the fixation point transiently disappeared. Overall, participants correctly identified more than 98% of the events (M = 98.15, SD = 1.55). This means that attention or fixation position as a confounding variable can be rejected.

Two experimental conditions were run in quasi-random sequence. In one condition the moving background was at the projection screen (0m), causing an accommodation-vergence conflict only for the virtual foreground object; in the other condition (-2m) the moving background as 2m behind the projection screen while the foreground object was projected at the screen, Fig 4.

Within each block, five environment configurations (BG only, BG virtual, BG real, FG virtual, FG real) were tested. They differed in terms of the fixation point position (BG: fixation point on the moving background, FG: fixation point on the foreground object) and the nature of the foreground object which could be none (BG only), virtual or real.

A repeated-measures analysis of variance (ANOVA) was conducted with the factors ‘vergence’ (-2m or 0m), ‘visual motion’ (on or off), ‘condition’ (the five fixation conditions) and ‘subject’ as a random factor. The analysis showed significant main effects of vergence (F(1,159) = 4.86, p = 0.0291), visual motion (F (1,159) = 21.13, p < 0.0001) and condition (F (4,159) = 2.50, p = 0.045). Details of the ANOVA are shown in the supporting information (S1 File).
Ten planned comparisons, with Bonferroni correction, where conducted to quantify the VEPR component at 0.5Hz in comparison to the rest condition (pause). One-sided t-tests were used because we expect VEPR to be larger in the motion condition than during rest.

For the 0m condition (top line of Fig 5), where the moving background was on the projection screen, the observed data matches the findings first described by Bronstein and Buckwell [17]: significant VEPR (** for p < 0.001 in Fig 5, top) are elicited in the ‘BG only’ condition and when participants fixate a foreground object (FG real and FG virtual). No significant VEPR are seen when participants fixate the background in the presence of a stable foreground object (BG real and BG virtual). These findings extend the original findings [17] by showing matched behaviour for real and virtual foreground objects. Tables showing the raw data, and detailed results of the statistical analysis for all conditions can be found in the supporting information (S1 File).

Changing the environment configuration, such that the foreground object is on the projection screen while the moving background image is presented 2 meters behind the screen (-2m condition), changes VEPR patterns recorded for the same participants (lower panel, Fig 5).

The main difference between the two experimental conditions is that significant VEPR are seen in the ‘FG real’ and ‘FG virtual’ conditions when the moving background is presented at the display plane (0m condition), but no significant VEPR are seen when the moving background is project 2m behind the display plane. A direct comparison across the two experimental conditions shows significantly higher VEPR amplitudes in the ‘FG virtual’ (t20 = 2.6915, p = 0.014) and ‘FG real’ (t14 = 4.66, p < 0.001). We conclude that conflicting accommodation-vergence cues for the moving background significantly reduce VEPR amplitude.

VEPR when participants fixate on the background, with or without postural reference signals in the foreground, are not modulated by the position of the display plane. Detailed statistics are shown in table D of S1 File. This suggests that it is not the accommodation-vergence conflict that modulates VEPR, but instead an assessment of the relative positional stability of objects in the environment.

An important observation in the original experiments [17] was that the phase of sway changed between conditions where the background alone and where a stable (real) foreground object was fixated. Fig 6 shows the VEPR phase and amplitude (error bars SD of phase estimates) for the four conditions where a virtual foreground object was present. The VEPR phase is similar $\omega(0.5) = 0.58\pi$ (BG@0m) $\omega(0.5) = 0.70\pi$ (BG@-2m) and when no foreground object is present and participants fixate the background. This delay in the response relative to the stimulus is consistent with data reported by Bronstein and Buckwell [17]. When a virtual foreground object is present and the background is at the projection screen, VEPR amplitude is similar (F(0.5) = 0.35) to that seen when no foreground object is present (F(0.5) = 0.35), but the VEPR phase changes to $\omega(0.5) = 1.46\pi$ or $-0.54\pi$ (FG@0m, Fig 6). This means that participants move in almost the opposite direction when fixating on the foreground object compared to VEPR when only the moving background is present. When the moving background is projected at -2m, the sway amplitude is significantly lower and not significantly different from the natural sway when no foreground object is present. The mean phase is $\omega(0.5) = 0.42\pi$.

**Experiment 2. Stability assessment modulates VEPR**

The aim of Experiment 2 was to investigate whether the perceived stability of real environmental anchors presented as foreground objects modulate VEPR. The key experimental condition therefore is a comparison of the effect of the real (stable) teapot on a stand with VEPR elicited when a potentially unstable helium balloon was present as a foreground object while participants fixate the background.
Perceptual assessment of environmental stability modulates postural sway.

![Graph showing the effect of different conditions on postural sway.](image-url)
Fig 5. Relative amplitude of postural responses to visual stimulus in motion (black bars) and in pause (grey bars) in the two experimental blocks. The top graph shows the VEPR component at 0 Hz relative to rest (grey) in the five conditions when the background image was on the projection plane. The lower graph shows equivalent data for the block where the fixation plane was at the position of the foreground object. When the background is coincident with the projection plane, significant VEPR are seen when no foreground is present or when the foreground is fixated. No significant VEPR are seen when participants fixate the foreground (on the fixation plane) when the background is 2m behind the projection screen (red rectangle).

https://doi.org/10.1371/journal.pone.0206218.g005

Fig 6. Sway amplitude and phase (error bars SD of phase) in the two experimental conditions. When only the moving background is present (BG @0m and BG @-2m) VEPR amplitude and phase are similar. When participants fixate a stable foreground object and the moving background is on the projection screen (FG @0m) the evoked VEPR are significantly different and almost in antiphase (−0.54π vs −+0.58π) to the BG condition. This is not the case when the moving signals is placed 2m behind the object and projection screen (FG @-2m).

https://doi.org/10.1371/journal.pone.0206218.g006
As in experiment 1, participants were asked to respond to a transiently disappearing fixation target to ensure they were attending the stimuli. All participants correctly identified 99.57% of events (SD = 6.13) from which 99.48% (SD = 6.89) in the teapot block and 99.65% (SD = 5.42) in the balloon block. This means that the attention or fixation position as a confounding variable can be rejected.

A repeated measures ANOVA with factors ‘foreground stability’ (stable, unstable), ‘viewing condition’ (BG only, FG real, FG virtual, BG real, BG virtual) and ‘visual stimulus’ (ON, OFF) and ‘subject’ as a random factor showed a significant main effect of visual stimulus (F(1, 319) = 17.53, p < 0.0001). There were no significant interactions. Full ANOVA tables for the experiment are given in the supporting information, S1 File.

Fig 7 shows the recorded VEPR in the background only (BG only) and two condition where real objects (‘FG real’ and ‘BG real’) for experimental conditions where either the stable teapot (top line, Fig 7) or the potentially unstable helium balloon (lower line, Fig 7) served as the foreground object.

When the teapot was present as a stable foreground object, participants behaved as in experiment 1 and in the original study [17]. Significant VEPR (t(24) = 4.25, p = 0.0003) are seen in the ‘BG only’ condition, no significant VEPR are recorded when a stable foreground object is present and participants fixate the background immediately behind the foreground object. When fixation changes to the foreground object, significant sway (t(24) = 5.05, p = 0.0001), in the opposite phase as for the ‘BG only’ condition, is seen. When the stable reference is replaced with a helium balloon, the relative VEPR magnitude changes, Fig 7. In this condition significant VEPR are seen when participants fixate the background immediately behind the foreground object (t(24) = 5.73, p = 0.0001), while in the condition where participants fixate the foreground significant VEPR are no longer recorded. Full statistical tables are given as tables F-H in S1 File.

A direct comparison of the visually evoked sway for the two types of foreground objects shows significantly more sway (t(14) = 6.96, p < 0.0001) when the background was fixated immediately behind the balloon and significantly more sway when fixation changed to the stable foreground object (t(24) = 2.47, p = 0.021).

Overall the results are consistent with the hypothesis that observers explicitly evaluate the potential stability of objects in the environment and adapt postural control strategies accordingly.

Discussion

The primary aim of this study was to investigate how explicit cognitive appraisal of the configuration of real and virtual environments modulates automatic visually evoked postural responses.

The principal finding of experiment 1 is that in 3D virtual environments, where accommodation-vergence conflicts are commonly observed, the location of visual stimulus evoking postural responses relative to the projection plane significantly modulates postural responses.

Kapoula et al. [38] investigated the effects of pictorial depth in static 2D pictures on postural stability and showed greater natural body sway when participants watched pictures that represented ‘depth’ than for control images where depth cues were neutralized. They also report that body sway was larger when participants fixated the recessed part of a painting than when they looked at the foreground area. In the context of our data, a possible explanation for this finding is that pictorial representations of distant scenes are less effective at providing ‘postural anchors’. These areas, represented on 2D pictures, of course, also contain significant accommodation-vergence conflict. The failure to stabilise posture is analogous to the failure of our moving backgrounds to evoke postural responses.
Perceptual assessment of environmental stability modulates postural sway

- **Condition (FG: stable)**
  - BG only
  - BG stable
  - FG stable

- **Condition (FG: unstable)**
  - BG only
  - BG unstable
  - FG unstable

- **VEPR amp @ 0.5 Hz**
  - VEPR_stim
  - VEPR_rest

*** and ** indicate statistically significant differences.
The effect we observe is asymmetric, an accommodation-vergence conflict of the background ‘wallpaper’ modulates VEPR when participants look at the foreground object, whether it is real or virtual. When participants look at the foreground while the background moves, no significant postural responses are seen—it makes no difference whether the foreground object is real or virtual and whether the foreground or background object are presented with conflicting accommodation-vergence cues.

This finding suggests that accommodation-vergence conflict suppresses normally occurring postural responses because the introduction of accommodation-vergence conflict does not introduce additional VEPR in situations where the presence of a foreground object suppresses systematic VEPR.

Matheron et al. [45] showed that even small vertical disparity has a notable influence on postural stability compared to normal eye alignment, and attribute the effect to sensory processing of disparity and/or to oculomotor signals triggered by the disparity. This is consistent with the finding that, in addition to retinal slip, gaze position and convergence are involved in postural stabilization [46] at relatively short distances. All objects used in our experiments are outside the range where vergence cues have been shown to affect postural stability.

An implicit assessment of the plausibility of the motion signal, via the detection of accommodation-vergence conflict, therefore appears to be a better explanation for the modulation of VEPR.

An explicit assessment of the stability of potential reference objects as postural anchor was explored in experiment 2. VEPR were recorded in matching environments for two real and positionally stable foreground objects. One, a teapot on a stand, was designed to provide an obvious stable reference, the other, a helium balloon, was designed to suggest potential motion. It has previously been shown that fixating a moving background through a stable foreground significantly reduces or abolishes VEPR [17, 24, 27]. For our potentially unstable foreground object, VEPR are comparable to those seen when only the moving background was visible were recorded. When a stable foreground object is fixated during background motion, participants exhibit VEPR that are consistent with behaviour that minimises relative movements of foreground and background object—participants sway in the opposite direction to the motion induced when no foreground is present. No significant VEPR are seen when participants fixate a potentially unstable foreground object.

The behaviour seen in both conditions is consistent with the hypothesis that an explicit assessment of the stability of the foreground object modulates VEPR. An alternative or additional explanation for the differential behaviour is that the nature of the object (volume, shape, complexity) influences VEPR: it could, for example, be argued that the smooth, floating balloon provides fewer useful cues for the control of postural stability than the teapot stimulus. In the experiments reported here participants looked at a laser dot in the centre of the real objects and reported the transient disappearance of this dot. Visual acuity, and presumably the ability to detect small movements, declines with increasing eccentricity, so that the object edges nearest the fixation point, which were similar for both objects, are likely to have a dominant effect. The train illusion [30] shows that we dynamically judge stability of environmental anchors, so the paradigm described here may provide a tool to study in more detail what features determine the perceived stability of environmental objects or their suitability as postural anchors.
A better understanding of the effects modulating postural sway, or, in real environments, features that maximise postural stability may in time contribute to the design of screening tests that identify vulnerable populations, or to the design of guidelines for built environments that, for example, minimise falls in the elderly by maximising visual cues that are available for postural control. Virtual reality systems have already been shown to provide a more enjoyable tool for vestibular system rehabilitation than conventional methods, but the outcomes of both approaches are not significantly different [47, 48]. A thorough theoretical understanding of what factors influence the stability of VR representations and how that can be manipulated may increase be effectiveness of VR rehabilitation beyond that of current alternative therapies.

The data explain previous findings employing the same methodology [27] where significant differences in VEPR were seen for real and virtual objects that were presented in the foreground. The data presented here (experiment 1, Fig 5) shows no difference between the VEPR for real and virtual foreground objects and matching behaviour for both object classes when the projection plane is changed to manipulate accommodation-vergence conflict. While the physical dimensions of the VR systems and virtual environment are the same in this and the previous study, there were significant upgrades to the motion tracking (more cameras and faster communications), the display equipment and rendering software. Finding matching behaviour (and VEPR) for the real and virtual foreground objects reinforce the argument that VEPR are an excellent way to measure presence and immersion in virtual environments: The measurements rely on precise participant tracking, which is a component in any high quality VR system, in response to well defined visual motion signals, these can very easily be manipulated by systematically changing the ‘camera’ position in VR simulations. The experiments quantify objective behaviour, visual evoked postural sway, that participants are not overtly aware of, they therefore complement other subjective evaluations, such as presence or immersion questionnaires [49, 50].

Implications for the design of virtual environments

It has previously been reported [18, 19, 27] that visually evoked postural responses in virtual environment differ from those seen in real environments. Head position data is routinely tracked with high precision in VR systems, so that VEPR provide a convenient measure of simulation fidelity, presence and immersion [27].

We identify two factors that modulate VEPR in VR environments:

Data from experiment 1 show ‘natural’ VEPR only when the moving background signals are displayed on the projection plane. This suggests that motion signals exhibiting accommodation-vergence conflict are less effective in evoking postural responses. Appropriate placement of motion signals in the VR scene can therefore be used to either enhance or minimise vection. It has previously been argued that VEPR are a convenient measure for presence in VR environments [27]. Appropriate placement of signals, intended to cause vection, therefore may modulate presence in mediated environments.

Experiment 2 shows that we explicitly assess the stability of objects that potentially serve as reference points for postural control. While there have been considerable improvements in rendering in recent years, there is no question that in most environments virtual, and consequently potentially unstable, objects can easily be recognised as such. Virtual and real foreground objects cause similar VEPR in experiment 1, which shows that objects, even if they are clearly recognisable as virtual or rendered objects, are used as postural anchors. We hypothesize that observed object motion (as seen in the free floating balloons in our experiment 2, or the moving train in James’ illusion) is what identifies objects as being unsuitable as postural anchors. This is good news for VR design, because it means that surface fidelity is not a key...
requirement to produce realistic VEPR. If the detection of object motion, however, excludes objects from being a potential postural anchor, then this places strict design requirements on motion tracking and rendering subsystems in VR.

Inaccurate motion tracking or sluggish rendering will cause signals that can be identified as object motion; high precision tracking and rendering is therefore a key requirement. Participants in our experiments were exposed to freely moving balloons when they entered the VR lab while the balloon that was used as a foreground reference was held rigidly in position without the participant’s knowledge. A sensible heuristic would be to assume that inanimate objects are generally stationary (for example railway carriages) until motion is detected and to assume that once an object is detected as moving, it should be excluded from a potential postural anchor for some period. This would explain why the train illusion persists and why participants ignored the balloon in experiment 2.

In many VR systems accurate motion tracking is limited to a specific space, and typically relies on markers attached to the head mounted display or 3D glasses. If, as experiment 2 suggests, persistent decisions about object stability that affect their use as postural anchors, are made, then it is important that all objects in VR simulations are stable at all times. A critical point is the start of a simulation where observers typically put (tracked) shutter glasses on or move into the space where motion capture is precise. Inaccuracies in tracking or motion signals caused when, for example, tracked shutter glasses cause inappropriate movement signals may have a lasting deleterious effect on user experience in VR. Simulations should therefore only provide signals when markers used for observer tracking are firmly in place and the observer is in a space that can be tracked with high accuracy.

Conclusion
The experimental framework for evaluation of fidelity in VR that includes the assessment of postural responses has been proposed previously [27]. Our findings support this notion and further confirm that postural responses can be affected by implicit and explicit assessment of object behaviour in real and virtual environments. In particular, we showed that visual disparity cues that are present in virtual environments are important factor in modulating VEPR. Our data support the hypothesis that viewers make explicit and lasting assessments whether objects in the environment provide the necessary positional stability to serve as postural anchors. The presentation of visual information should therefore be considered carefully in order to avoid adverse effects of self-movement.
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