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Abstract

This memoir presents a systematic study of the utility maximization problem of an investor in a constrained and unbounded financial market. Building upon the work of Hu et al. (2005) [Ann. Appl. Probab., 15, 1691–1712] in a bounded framework, we extend our analysis to the more challenging unbounded case. Our methodology combines both methods of quadratic backward stochastic differential equations with unbounded solutions and convex duality. Central to our approach is the verification of the finite entropy condition, which plays a pivotal role in solving the underlying utility maximization problem and establishing the martingale property and the convex duality representation of the conditional value process. Through four distinct applications, we first study the utility indifference valuation of financial derivatives with unbounded payoffs, uncovering novel asymptotic behaviors as the risk aversion parameter approaches zero or infinity. Furthermore, we study the regime switching market model with unbounded random endowments and consumption-investment problems with unbounded random endowments, both constrained to portfolios chosen from a convex and closed set. Finally, we investigate the investment-consumption problem of an investor with the Epstein-Zin recursive utility in an unbounded financial market.
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CHAPTER 1

Introduction

This memoir contributes to the systematic study of the utility maximization problem for an investor in a constrained and unbounded financial market. Specifically, the investor’s portfolios are constrained within a convex and closed set. This addresses portfolio constraints more effectively, reflecting real-world scenarios. Additionally, the investor may receive a random endowment, which is not necessarily bounded and thus includes the typical European call options. Moreover, the market coefficients, such as the market price of risk, may also be unbounded.

The financial market is incomplete due to the inability to fully hedge risks arising from portfolio constraints, random market coefficients, and exposures to non-traded assets. This incompleteness has received great attention in the context of utility maximization problems. One notable application is in the pricing and hedging of derivatives in incomplete markets through utility indifference valuation. Here, the random endowment is treated as the payoff of the derivative.

The concept of utility indifference valuation was first introduced by Hodges and Neuberger [35] and has since been further developed by researchers such as Becherer [3], Davis [15], Henderson [30], Musiela and Zariphopoulou [57], and more recently by Biagini et al. [5], Frei et al. [26, 27], Henderson and Liang [31], Owen and Zitkovic [59], among others. For a comprehensive overview of utility indifference valuation and related topics, the reader is referred to the monograph edited by Carmona [12] and the additional references provided therein.

The unboundedness and constraints inherent in financial models capture market realities, yet they also present mathematical challenges. For instance, traditional convex duality methods have limitations due to the portfolio constraints, as the control domains are not necessarily the entire space. Moreover, since the market is not necessarily Markovian, with market coefficients and random endowments being general stochastic processes, the standard Hamilton-Jacobi-Bellman (HJB) equation approach does not work. These challenges call for new mathematical techniques that can address the complexities arising from both unboundedness and constraints in utility maximization modeling.

Nobel laureate Harry Markowitz commented in the foreword to Sethi’s monograph [61]: “It remains to be seen whether the introduction of realistic investor constraints is an impenetrable barrier to analysis, or a golden opportunity for someone with a novel approach.” This memoir provides a rigorous mathematical analysis on how to overcome the barriers arising from several popular realistic modeling factors (like constraints, unboundedness and regime-switching of financial markets, and consumption and Epstein-Zin recursive utility of investors) by introducing techniques from quadratic backward stochastic differential equations (quadratic BSDEs) with unbounded solutions, alongside the convex duality methods and the verification of the finite entropy condition.
When the random endowment and market coefficients are bounded, which defines a bounded financial market, addressing portfolio constraints in the corresponding utility maximization problem has been completely solved in Hu et al. [37]. The solution heavily relies on the application of the martingale optimality principle and quadratic BSDEs with bounded terminal data. Remarkably, both the value function and the associated optimal trading strategy can be fully characterized in terms of the bounded solution to a quadratic BSDE with bounded terminal data. The solution provides valuable insights into managing portfolio constraints within bounded financial markets.

It has been twenty years since the work [37] was published, which has since inspired numerous follow-up research utilizing the quadratic BSDE method. For instance, Mania and Schweizer [52] and Morlais [56] generalized the approach to consider general continuous semimartingale models, while Becherer [4] extended it to markets with jumps. Cheridito and Hu [13] expanded the framework to include both consumption and investment, paving the way to applications such as solution of the optimal consumption-investment problem with Epstein-Zin utility (see Xing [64]). Most existing studies on utility maximization problems with the quadratic BSDE method primarily focus on bounded financial markets, with [64] being a notable exception. For example, all of Becherer [4], Cheridito and Hu [13], El Karoui and Rouge [22], Henderson and Liang [31], Mania and Schweizer [52], and Morlais [56], among others, deal with the bounded case. These results heavily rely on the BMO martingale property of the solution to quadratic BSDEs with bounded terminal data.

Regarding the theory of quadratic BSDEs, Kobylanski [45] first established the existence and uniqueness of bounded solutions in a Brownian setting. Subsequently, Briand and Hu [10, 11] solved the case of unbounded solutions, further developed in Delbaen et al. [17, 18] with an additional convexity assumption on generators to strengthen the uniqueness of the solution. In the semimartingale case, Morlais [56] and Tevzadze [63] investigated bounded solutions, with the former extending the main results of [37] and [45], and the latter introducing a fixed-point argument. Additionally, Mocha and Westray [55] extended the semimartingale analysis to unbounded solutions, while El Karoui et al. [21] and Matoussi and Salhi [53] extended it to a class of exponential quadratic BSDEs with jumps. Briand and Elie [9] discussed delayed generators, while useful convexity bounds for quadratic BSDE solutions were derived by Frei et al. [26]. Moreover, Barrieu and El Karoui [2] introduced the notion of quadratic semimartingales to study the stability of solutions, and Delbaen et al. [17] explored the case with superquadratic generators. For more recent developments on quadratic BSDEs and beyond, see Fan et al. [24] for a comprehensive introduction. Additionally, the interested reader may find further technical details in Chapter 7 of the recent monograph by Zhang [67].

Despite the growing interest in unbounded random endowments and market coefficients, relatively few results are available. The well known one-dimensional case stands as an exception. In a Markovian framework with a derivative written on a single non-traded asset, Henderson [30] and Musiela and Zariphopoulou [57] utilized the Cole-Hopf transformation to linearize the HJB equations for the value functions, enabling them to deal with unbounded payoffs in a special case. On the other hand, Xing [64] addressed the general case of unbounded market coefficients,
and tackled the optimal consumption-investment problem with Epstein-Zin utility. This work marks one of the first attempts at utilizing quadratic BSDEs with unbounded solutions, as developed in \([10, 11]\), for utility maximization.

On the other hand, when dealing with subspace portfolio constraints, the minimal entropy representation as the convex dual has been extensively utilized to investigate the exponential utility maximization problem in incomplete markets. The works of Karatzas et al. \([43, 44]\) and Kramkov and Schachermayer \([47, 48]\) are notable in this regard. Their application to utility indifference valuation is available in Becherer \([3]\), Delbaen et al. \([16]\), and Frei and Schweizer \([27]\), among others. In these works, the unbounded random endowment can be eliminated through a straightforward change of probability measure. However, this trick does not prove as effective in the Brownian setting. Additionally, the presence of non-subspace portfolio constraints, such as convex and closed constraints, prohibits the application of convex duality methods. This is because the duality between the minimal entropy representation and the exponential utility maximization problem no longer holds.

In the rest of this chapter, we briefly sketch the contributions of each following chapter.

In Chapter 4, we build upon and extend the theory of quadratic BSDEs with unbounded terminal data as developed in \([10, 11, 18]\), combining it with the convex duality method to solve a general exponential utility maximization problem with unbounded random endowments under general portfolio constraints. While the existence of a solution to the corresponding quadratic BSDE follows from the localization argument of \([10]\), one main difficulty lies in the verification of the martingale property of the conditional value process when implementing the optimal trading strategy. If the payoff is unbounded, the BMO martingale property of the solution is lost. To overcome this difficulty, we explore the duality between the quadratic BSDE with unbounded terminal data and the associated optimal density process. Furthermore, we verify the finite entropy condition of the optimal density process, which guarantees the martingale property of the conditional value process. As a result, we only require the payoffs to be exponentially integrable, which covers call option payoffs as random endowments.

In \([37]\), a technical Class (D) condition on the exponential utility of the investor’s wealth is imposed, which might appear unnecessary. We remove such a technical assumption when the payoff is bounded from below and exponentially integrable. Instead of the Class (D) condition, we impose an equivalent minimal martingale measure condition, which seems to fit better with the pricing and hedging of derivatives. The idea is to approximate the original payoff from below by a sequence of bounded payoffs and construct a sequence of trading strategies that satisfy the Class (D) condition as approximate trading strategies.

The idea of verifying the finite entropy condition is central in our work, and we further develop it in four applications in the next chapters. In Chapter 5, we apply to utility indifference valuation of unbounded payoffs. The quadratic BSDE and convex duality methods provide a new convex dual representation of the utility indifference price, which seem to generalize the existing minimal entropy representation. This result is motivated by proof of the uniqueness of the solution to quadratic BSDE with unbounded terminal data, as first established in \([18, 19]\).
When establishing the convex dual representation of the utility indifference price, we focus on the duality between the dual BSDE and the corresponding optimal density process. We verify the finite entropy condition of the optimal density process, which in turn guarantees the existence of the dual optimizer.

The quadratic BSDE method also facilitates a systematic study of the asymptotic analysis of the utility indifference price concerning the risk aversion parameter, particularly when the portfolio is constrained to a convex and closed cone. However, the more general case of convex and closed set constraints remains open. To the best of our knowledge, most existing asymptotic results deal with bounded payoffs under subspace portfolio constraints (see \[16, 22, 52\]). The subspace portfolio constraints allow for the use of the minimal entropy representation, which does not hold under cone portfolio constraints. Instead, we address the primal problem by characterizing the utility indifference price as the unbounded solution to a quadratic BSDE. Utilizing the stability theory of BSDEs, we demonstrate that the utility indifference price converges, on one hand, to an expected payoff under some equivalent probability measure (not necessarily the minimal entropy martingale measure) as the risk aversion parameter tends to zero. On the other hand, it converges to the super-replication price (not necessarily under martingale measures) as the risk aversion parameter tends to infinity. Our asymptotic results appear to cover existing ones, and our method seems new.

Chapter 6 is concerned with the application to regime switching markets, where the market coefficients follow different stochastic dynamics under different regimes. Regime switching models have demonstrated a closer reflection of reality in practice. For an introduction of regime switching diffusions and their applications, we refer to the monograph by Yin and Zhu \[65\]. In a special Markovian setting with convex portfolio constraints, Heunis \[34\] tackled a problem similar to our setup. Recently, Hu et al. \[40\] solved the non-Markovian case with bounded random endowments and market coefficients using multidimensional quadratic BSDEs with bounded terminal data. Additionally, Hu et al. \[39\] presented an infinite horizon version related to forward utility maximization. However, no work on unbounded random endowments is available for utility maximization in regime-switching market models to date.

When dealing with unbounded random endowments, the original characterization of quadratic BSDE with unbounded terminal data becomes a system of equations, with each equation representing one market regime. Due to the regime switching feature, the generator of the BSDE system satisfies the monotonic condition proposed by Hu and Peng \[38\], enabling the application of the comparison theorem for multidimensional BSDEs. This comparison theorem is crucial for solution existence, as it allows for the determination of common upper and lower bounds for each equation. These common bounds are obtained by solving simple one-dimensional BSDEs. Subsequently, the localization technique, similar to those employed in the one-dimensional case, can be applied to handle the unbounded terminal data. Furthermore, we observe that the corresponding multidimensional quadratic BSDE driven by Brownian motion has an equivalent formulation of a one-dimensional quadratic BSDE driven by Brownian motion and Poisson processes used to model market regimes. In the literature, the latter equation is known as an exponential quadratic BSDE with jumps \([21, 29, 53]\). Consequently, akin to the Brownian motion case, we develop and utilize the dual relationship between the
exponential quadratic BSDE with jumps and the corresponding optimal density process, as well as the duality between the dual BSDE with jumps and its corresponding optimal density. These relationships yield, respectively, the martingale property of the conditional value process and the convex dual representation in the regime switching market setting.

Chapter 7 is concerned with a consumption-investment problem with unbounded random endowments. When the random endowment is bounded, the problem has been completely solved in [13] (see also [40] in the regime switching case). This chapter extends [13] from bounded endowments to the unbounded case. The characterizing quadratic BSDE will involve a generator depending on the solution component $Y$. However, we observe that the generator is decreasing and Lipschitz continuous in $Y$, resulting in the inclusion of $Y$ in the generator having no impact on the exponential integrability of the solution component $Y$. On the other hand, in contrast to the investment-only case where the dual BSDE can be expressed as a conditional expectation, the consumption-investment setting renders the generator of the dual BSDE nonlinear in the solution component $Y$. Consequently, the corresponding conditional expectation becomes recursive in nature.

Chapter 8 is concerned with the consumption-investment problem of an investor with Epstein-Zin recursive utility. A notable departure from earlier models is the unbounded nature of the market coefficients, particularly in scenarios where the market price of risk is unbounded. The Epstein-Zin recursive utility, initially introduced in [23], represents a generalization of the traditional expected power utility. It allows for the separation of time aggregation and risk aggregation, thereby permitting the capturing of intertemporal substitution and risk aversion within a more sophisticated and general framework. The associated consumption-investment problem leads to a quadratic BSDE with unbounded coefficients, as first demonstrated in Xing [64]. See also Kraft et al. [46] for a Markovian case and more recently Feng and Tian [25] for a special portfolio constraint. Additionally, see Matoussi and Xing [54] for a convex duality representation, Aurand and Huang [1] and Herdegen et al. [32, 33] for extensions to an infinite horizon framework. Notably, the aforementioned works do not cover (general) portfolio constraints, which constitutes one of the primary contributions of our work. In addition, most existing works focus on the case when both relative risk aversion and elasticity of intertemporal substitution are greater than one, excluding the traditional expected power utility maximization.

Our objective is to consider cases where relative risk aversion is allowed to be less than one, so the expected power utility maximization is covered as a special case when the relative risk aversion and the elasticity of intertemporal substitution are mutually reciprocals. Note that the case where the elasticity of intertemporal substitution is less than one is still open. The corresponding quadratic BSDE, though with null terminal value, has unbounded coefficients in its generator, and moreover, the generator is only decreasing in the solution component $Y$ with no Lipschitz continuity property. We show that under an exponential integrability condition on the market price of risk, the corresponding quadratic BSDE admits a unique solution bounded from above (when the relative risk aversion is greater than one) and bounded from below (when the relative risk aversion is less than one). The duality between the quadratic BSDE and the optimal density process is key to establishing the martingale property of the conditional value process, while
the duality between the dual BSDE and its optimal density process is essential to establishing the convex dual representation and the uniqueness of the solution of the characterizing quadratic BSDE with unbounded coefficients.

The rest of the memoir is organized as follows: In Chapter 2, we introduce the market model and the utility maximization problem. Chapter 3 provides background results on the theory of quadratic BSDEs with unbounded solutions. Chapters 4 to 8 present the main results of this paper. Finally, Chapter 9 concludes with some future research directions.
CHAPTER 2

The optimal investment model

2.1. Preliminaries

Let us fix a real number $T > 0$ as the maturity. Let $B_t = (B_t)_{t \geq 0}$ be a standard $m$-dimensional Brownian motion defined on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and $\{\mathcal{F}_t\}_{t \geq 0}$ be the augmented natural filtration of $B$ which satisfies the usual conditions. The sigma field of predictable subsets of $[0,T] \times \Omega$ is denoted by $\mathcal{P}$, and a stochastic process is called predictable if it is measurable with respect to $\mathcal{P}$.

Consider a financial market consisting of one risk-free bond with interest rate zero and $d \leq m$ stocks. In the case $d < m$, we face an incomplete market. The price process of the stock $i$ evolves according to the equation

$$dS_t^i = b^i_t dt + \sigma^i_t dB_t, \quad i = 1, \ldots, d,$$

where $b^i$ (resp. $\sigma^i$) is an $\mathbb{R}$-valued (resp. $\mathbb{R}^m$-valued) predictable bounded stochastic process. The volatility matrix $\sigma_t = (\sigma^1_t, \ldots, \sigma^d_t)^T$ has full rank, i.e. $\sigma_t \sigma_t^T$ is invertible, $\mathbb{P}$-a.s., for $t \in [0,T]$. Define the market price of risk/market price of risk as an $\mathbb{R}^m$-valued predictable process

$$\theta_t = \sigma_t^T \sigma_t^{-1} b_t, \quad t \in [0,T],$$

and assume that $\theta$ is also bounded. Throughout, we will be using $A^{tr}$ to denote the transpose of matrix $A$. Consequently, the market price of risk $\theta$ defined in (2.2) solves

$$\min_{\theta_t} |\theta_t|^2,$$

subject to the equation for the market price of risk:

$$\sigma_t \theta_t = b_t, \quad t \in [0,T].$$

In this market environment, an investor trades dynamically among the risk-free bond and the risky assets. For $1 \leq i \leq d$, let $\pi^i_t$ denote the amount of money invested in stock $i$ at time $t$, so the number of shares is $\pi^i_t S_t^i$. An $\mathbb{R}^d$-valued predictable process $\pi = (\pi_t)_{0 \leq t \leq T}$ is called a self-financing trading strategy if $\int_0^T \pi^{tr}_t \frac{dS_t^i}{S_t^i} dS_t^i$ is well defined, for example, $\sigma^{tr} \pi \in L^2[0,T]$, i.e. $\int_0^T |\sigma^{tr}_t \pi_t|^2 dt < \infty$, $\mathbb{P}$-a.s., and the corresponding wealth process $X^{\pi}$ with initial capital $x$ satisfies the equation

$$X^{\pi}_t = x + \sum_{i=1}^d \int_0^t \frac{\pi^i_u}{S_u^i} dS_u^i = x + \int_0^t \pi^{tr}_u \sigma_u dB_u + \theta_u du, \quad x \in \mathbb{R}.$$

\footnote{In Chapter we will extend to the case of unbounded market price of risk.}
The investor has an exponential utility with respect to their terminal wealth $X_\pi^T$. We recall that, for $\alpha > 0$, an exponential utility function is defined as

$$U(x) = -\exp(-\alpha x), \quad x \in \mathbb{R}.$$ 

In addition to the terminal wealth $X_\pi^T$, the investor also pays or receives an $\mathcal{F}_T$-measurable random endowment/payoff $F$ at maturity $T$. $F$ means a payment when it is nonnegative, and an income when it is negative.

The investor chooses an admissible self-financing trading strategy $\pi^*$ so as to maximize the expected utility of the net wealth at maturity $T$:

$$V(0, x) := \sup_{\{\pi_u, u \in [0, T]\} \text{admissible}} E \left[ -\exp \left( -\alpha \left( x + \int_0^T \pi_t^r \frac{dS_t}{S_t} - F \right) \right) \right],$$

where $V(0, \cdot)$ is called the value function at initial time 0. To solve (2.4), we need to further choose an admissible set from which we select the optimal trading strategy $\pi^*$. Different admissible sets and different assumptions on the payoff $F$ may lead to different solutions.

With the help of the theory of quadratic BSDEs with bounded terminal data and martingale optimality principle, Hu et al. [37] solved the above optimization problem (2.4) under the assumption that $F$ is bounded, and $\pi$ takes values in the admissible set $\mathcal{A}_D$ defined as follows.

**Definition 2.1.** [Admissible strategies with constraints $\mathcal{A}_D$]

Let $C$ be a closed set in $\mathbb{R}^d$ with $0 \in C$. The set of admissible trading strategies $\mathcal{A}_D$ consists of all $\mathbb{R}^d$-valued predictable processes $\pi \in L^2[0, T]$, which satisfy $\pi_t \in C$, $\mathbb{P}$-a.s., for $t \in [0, T]$. Moreover, the following Class (D) condition holds: the family of random variables

$$\{\exp(-\alpha X_\tau^\pi) : \tau \text{ is a stopping time taking values in } [0, T]\}$$

are uniformly integrable.

On one hand, the assumption of boundedness on the payoff $F$ leads to the exclusion of various interesting cases, such as call options. On the other hand, the technical nature of the Class (D) condition within the admissible set $\mathcal{A}_D$ appears unnecessary, particularly when $F$ is bounded from below and exponentially integrable.

We aim to relax the above two assumptions, which are crucial to the proofs in [37], by leveraging the elements from the theory of quadratic BSDE with unbounded terminal data, coupled with the convex duality theory.

### 2.2. Unbounded payoffs

We observe that the minimal condition on the payoff $F$ should guarantee that the expectation in (2.4) is finite with $\pi_t \equiv 0$, namely,

$$E[e^{\alpha F}] < +\infty.$$ 

Intuitively, the investor should have a finite expected utility when all the money is put in the risk-free bond, so $F$ is not so bad that doing nothing leads to a prohibitive punishment, i.e. $E[U(F)] = -\infty$ is excluded.

Moreover, it is natural to require

$$E^G[|F|] < +\infty$$

where $\mathbb{G}$ is a suitable filtration.
under different equivalent probability measures $Q$, i.e. the expected payoff (under different equivalent probability measures) should be finite, so $F$ is not too good to be true. The above discussions motivate us to impose the following assumption on $F$, which will hold throughout the paper.

**Assumption 1.** The payoff $F$ satisfies the exponential integrability condition

$$E[e^{p\alpha F^+}] < +\infty; \quad E[e^{\varepsilon F^-}] < +\infty$$

for some integer $p > 1$ and positive number $\varepsilon > 0$, where $F^+ = \max\{F, 0\}$ and $F^- = \max\{-F, 0\}$.

Typical examples include call option payoffs of the form $\pm (V_T - K)^+$ written on a stochastic factor process $V$ governed by

$$dV_t = \eta(V_t) \, dt + \kappa dB_t.$$

for some deterministic function $\eta$ and constant vector $\kappa$. See Chapter 5.3 for more details.

**Remark 2.2.** By requiring $p > 1$, we require more exponential integrability on $F^+$. This is to guarantee the finite entropy condition for both $L^q_T$ (see Lemma 4.3), which will in turn be used to verify the Class (D) condition.

On the other hand, Hölder’s inequality might indicate that $F^-$ being $L^p$-integrable is sufficient to guarantee that $F^-$ is integrable under different equivalent probability measures since

$$E^Q[F^-] = E\left[\frac{dQ}{dP}F^-\right]$$

$$\leq E\left[\left(\frac{dQ}{dP}\right)^{\frac{p-1}{p}}\right]^{\frac{p}{p-1}} E\left[(F^-)^p\right]^\frac{1}{p}.$$

However, the assertion relies on $L^\frac{p}{p-1}$-integrability of the corresponding Radon-Nikodym density process, which does not always hold (e.g. the density process $L^q$ in Theorem 5.3). For this reason, we require exponential integrability of $F^-$. Then, we only need the density process with finite entropy.

A similar type of asymmetric exponential integrability condition on the terminal data $F$ also appears in Delbaen et al [18] and Frei and Schweizer [27]. Nonetheless, it might be possible to relax the assumption $p > 1$ on $F^+$ by adapting the argument used in Delbaen et al [19]. Such an extension is left for the interested reader.

### 2.3. The underlying admissible strategies

Since the payoff $F$ satisfies the exponential integrability condition (2.5) only, we need to further strengthen the Class (D) condition in the admissible set $A_D$ in order to solve the optimization problem (2.4).

Let $(\pi_u)_{u \in [0, T]}$ be a given self-financing trading strategy. For any random variable $\xi \in \mathcal{F}_t$ such that $\xi$ satisfying Assumption 1, we define the reward functional:

$$V(t, \xi; (\pi_u)_{u \in [t, T]}) := E\left[-\exp\left(-\alpha \left(\xi + \int_t^T \pi_u \frac{dS_u}{S_u} - F\right)\right)\bigg| \mathcal{F}_t\right],$$

where $\alpha$ is a positive constant and $\mathcal{F}_t$ is the filtration generated by the stochastic factor process $V$.
for $t \in [0, T]$, and the associated conditional value process as
\begin{equation}
V(t, \xi) := \sup_{\{\pi_u, u \in [t, T]\} \text{admissible}} V(t, \xi; (\pi_u)_{u \in [t, T]}).
\end{equation}

In the linear-quadratic setting, the conditional value process and its definition have been discussed in detail by Tang [62]. Note that the conditional value process includes the value function in (2.4) as a special case when $t = 0$. Moreover, by taking $\pi_u \equiv 0$ for $u \in [t, T]$, we obtain a lower bound of the conditional value process, $V(t, \xi) \geq e^{-\alpha \xi} E[-e^{\alpha F} | F_t] > -\infty$, $\mathbb{P}$-a.s., for $t \in [0, T]$, so the conditional value process is always finite.

To solve (2.7), we look for $V(\cdot, \cdot)$ such that $V(t, X_\pi^t)$, $t \in [0, T]$, is a supermartingale for any admissible $\pi$, and there exists an admissible $\pi^*$ such that $V(t, X_\pi^t)$, $t \in [0, T]$, is a martingale, which is termed as martingale optimality principle. It is thus natural to impose some integrability conditions on $V(\cdot, X_\pi \cdot)$ in the admissible set.

**Definition 2.3.** [Admissible strategies with constraints $A^\text{conv}_D$]

The set of admissible trading strategies $A^\text{conv}_D$ is the same as $A_D$ in Definition 2.1, except that the constraint set $\mathcal{C}$ assumed to be a closed and convex set in $\mathbb{R}^d$ and $0 \in \mathcal{C}$, and the Class (D) condition is replaced by the following Class (D) condition on the conditional value process,
\[
\{V(\tau, X^\pi_\tau) : \tau \text{ is a stopping time taking values in } [0, T]\}
\]
is a uniformly integrable family.

We use the superscript $\text{conv}$ to emphasize the dependency on the convexity of $\mathcal{C}$. The convexity of $\mathcal{C}$ is crucial in our subsequent analysis which relies on the convex duality theory. The admissible set $A^\text{conv}_D$ depends on the integrability of $V(\cdot, X^\pi)$. Therefore, in some sense, the admissible set $A^\text{conv}_D$ also constitutes a part of the solution to be determined.

However, this does not mean there is a loop of dependency herein. In fact, by the definition of $V(t, \xi)$, it is immediate to check that the following homogeneity property
\[
V(t, X^\pi_\tau) = \exp(-\alpha X^\pi_\tau) V(t, 0).
\]
In the proof of Theorem 4.2, we shall show that $V(t, 0) = -e^{\alpha Y_t}$ with $Y$ solving an upcoming BSDE 3.1. Thus, $A^\text{conv}_D$ is equivalent to say $e^{-\alpha X^\pi_t} e^{\alpha Y_t}$ is in Class (D), which in prior has nothing to do with the optimization problem (2.4).

On the other hand, if $F$ is bounded, then the admissible set $A^\text{conv}_D = A_D$, which is independent of the conditional value process. Indeed, if $F$ is bounded, then $Y$ is also bounded, so are $V(t, 0)$ and $\frac{1}{V(t, 0)}$ (see Theorem 7 of [37] or Lemma 4.1 for its proof). In this case, the Class (D) condition on the conditional value process $V(\cdot, X^\pi)$ is equivalent to the Class (D) condition on the exponential utility of the wealth $e^{-\alpha X^\pi}$, and therefore, $A^\text{conv}_D$ coincides with $A_D$.

Our utility maximization problem is therefore formulated as follows:

_Solving the optimization problem (2.4) with the payoff $F$ satisfying Assumption 1 and admissible set $A^\text{conv}_D$ as in Definition 2.3._
CHAPTER 3

Preliminaries on quadratic BSDEs

The theory of quadratic BSDEs will play a crucial role in the solution of utility maximization problems. A BSDE with terminal condition $F$ and generator $f$ is an equation of the following type

$$\begin{align*}
Y_t &= F + \int_t^T f(s, Y_s, Z_s) \, ds - \int_t^T Z_s \, dB_s, \quad t \in [0, T],
\end{align*}$$

and is often denoted by BSDE($F, f$). Recall that a generator is a random function $f : [0, T] \times \Omega \times \mathbb{R}^m \to \mathbb{R}$, which is measurable with respect to $\mathcal{F} \otimes \mathcal{B}(\mathbb{R}^m)$, and a terminal condition is a real-valued $\mathcal{F}_T$-measurable random variable $F$.

By a solution to BSDE($F, f$), we mean a pair of predictable processes $(Y, Z) = (Y_t, Z_t)_{t \in [0, T]}$ with values in $\mathbb{R} \times \mathbb{R}^m$ such that $\mathbb{P}$-a.s., $t \mapsto Y_t$ is continuous, $t \mapsto Z_t$ belongs to $L^2(0, T)$, i.e. $\int_0^T |Z_t|^2 \, dt < \infty$, and $t \mapsto f(t, Z_t)$ belongs to $L^1(0, T)$, i.e. $\int_0^T |f(t, Z_t)| \, dt < \infty$, and $(Y, Z)$ satisfies (3.1).

3.1. A convex generator for a quadratic BSDE

It turns out we need to solve a quadratic BSDE($F, f$) with its generator $f$ given by

$$\begin{align*}
f(t, z) &= \frac{\alpha}{2} \min_{\pi \in C} \left| \sigma_t^r \pi - (z + \frac{1}{\alpha} \theta_t) \right|^2 - z^r \theta_t - \frac{1}{2\alpha} |\theta_t|^2 \\
&= \frac{\alpha}{2} \text{dist}_{\sigma_t^r C}^2 \left( z + \frac{1}{\alpha} \theta_t \right) - z^r \theta_t - \frac{1}{2\alpha} |\theta_t|^2, \quad (t, z) \in [0, T] \times \mathbb{R}^d,
\end{align*}$$

where $\text{dist}_{\sigma_t^r C}(-)$ is the distance function of $\sigma_t^r C \subseteq \mathbb{R}^m$, which is closed and convex due to the full rank condition on $\sigma_t$. Let $\pi_t^* \in C$ be such that

$$\begin{align*}
\sigma_t^r \pi_t^* &= \text{Proj}_{\sigma_t^r C} \left( z + \frac{1}{\alpha} \theta_t \right), \quad \mathbb{P}\text{-a.s., for } t \in [0, T],
\end{align*}$$

where $\text{Proj}_{\sigma_t^r C}(-)$ is the projection operator on $\sigma_t^r C$. Then, the generator $f$ is equivalent to

$$\begin{align*}
f(t, z) &= \frac{\alpha}{2} \left| \text{Proj}_{\sigma_t^r C} \left( z + \frac{1}{\alpha} \theta_t \right) - (z + \frac{1}{\alpha} \theta_t) \right|^2 - z^r \theta_t - \frac{1}{2\alpha} |\theta_t|^2.
\end{align*}$$

The following lemma about the growth property and local Lipschitz continuity of the generator $f$ is immediate.

LEMMMA 3.1. Let $C$ be a closed and convex set in $\mathbb{R}^d$ satisfying $0 \in C$. Then, the generator $f$ admits the following properties: for $(t, z, \tilde{z}) \in [0, T] \times \mathbb{R}^m \times \mathbb{R}^m$,

(i) (Growth property)

$$-z^r \theta_t - \frac{1}{2\alpha} |\theta_t|^2 \leq f(t, z) \leq \frac{\alpha}{2} |z|^2.$$
(ii) (Local Lipschitz continuity)

\[ |f(t,z) - f(t,\bar{z})| \leq \left(1 + \frac{2}{\alpha}\right)|\theta_t| + |z| + |\bar{z}| |z - \bar{z}|. \]

While the properties discussed above for the generator function \( f \) are sufficient to address bounded payoffs, the case of unbounded payoffs crucially depends on the convexity of \( f \). We observe that when \( C \) is convex, the generator \( f(t,z) \), defined in \((3.2)\), is convex in \( z \). We can therefore introduce the convex dual of \( f(t,z) \),

\[ f^*(t,q) := \sup_{z \in \mathbb{R}^m} (z^{tr} q - f(t,z)) , \]

for \((t,q) \in [0,T] \times \mathbb{R}^m \). Note that \( f^* \) is valued in \( \mathbb{R} \cup \{+\infty\} \). Using the upper bound for the generator \( f \) in Lemma 3.1, we obtain a lower bound of \( f^*(t,q) \), namely, for any \( z \in \mathbb{R}^m \),

\[ f^*(t,q) \geq z^{tr} q - f(t,z) \]

\[ \geq z^{tr} q - \frac{\alpha}{2} |\theta_t|^2 \geq \frac{|q|^2}{2\alpha}, \]

by taking \( z = q/\alpha \) in the last inequality.

Since \( f(t,z) \) is continuous and convex in \( z \), the Fenchel-Moreau theorem yields that

\[ f(t,z) = \sup_{q \in \mathbb{R}^m} (z^{tr} q - f^*(t,q)) , \]

for \((t,z) \in [0,T] \times \mathbb{R}^m \). Moreover, \( q^* \in \partial f_z(t,z) \), which is the subdifferential of \( z \mapsto f(t,z) \) at \( z \in \mathbb{R}^m \), achieves the supremum in \((3.6)\).

\[ f(t,z) = z^{tr} q^* - f^*(t,q^*). \]

Recall that \( \partial f_z(t,z) \) is defined as

\[ \partial f_z(t,z) = \{ q \in \mathbb{R}^m : f(t,z) - f(t,z) \geq q^{tr}(\bar{z} - z) , \text{for} \ \bar{z} \in \mathbb{R}^m \}. \]

We calculate \( \partial f_z(t,z) \) in the following lemma.

**Lemma 3.2.** Let \( C \) be a closed and convex set in \( \mathbb{R}^d \) satisfying \( 0 \in C \). Then, for \((z + \frac{1}{\alpha} \theta_t) \notin \sigma^{tr}_t C \), the subdifferential of \( z \mapsto f(t,z) \) satisfies

\[ \alpha(z - \sigma^{tr}_t \pi^*_t) \in \partial f_z(t,z), \]

with \( \sigma^{tr}_t \pi^*_t \) given in \((3.3)\). Otherwise, for \((z + \frac{1}{\alpha} \theta_t) \in \sigma^{tr}_t C \), \( \partial f_z(t,z) = -\theta_t \).

**Proof.** Note that

\[ \partial_z f(t,z) = \alpha \text{dist}_{\sigma^{tr}_t C} \left( z + \frac{1}{\alpha} \theta_t \right) \partial_z \text{dist}_{\sigma^{tr}_t C} \left( z + \frac{1}{\alpha} \theta_t \right) - \theta_t. \]

Hence, it is sufficient to prove the case \((z + \frac{1}{\alpha} \theta_t) \notin \sigma^{tr}_t C \).

Introduce the tangent cone of \( \sigma^{tr}_t C \) at the projection point \( \sigma^{tr}_t \pi^*_t \):

\[ N_{\sigma^{tr}_t C}(\sigma^{tr}_t \pi^*_t) = \left\{ y \in \mathbb{R}^m : \left( z + \frac{\theta_t}{\alpha} - \sigma^{tr}_t \pi^*_t \right)^{tr} \left( y - \sigma^{tr}_t \pi^*_t \right) \leq 0 \right\}. \]

Note that \( 0 \in \sigma^{tr}_t C \subset N_{\sigma^{tr}_t C}(\sigma^{tr}_t \pi^*_t) \). In turn, for \( y \notin N_{\sigma^{tr}_t C}(\sigma^{tr}_t \pi^*_t) \),

\[ \text{dist}_{\sigma^{tr}_t C}(y) \geq \text{dist}_{N_{\sigma^{tr}_t C}}(y) = \frac{\left( z + \frac{\theta_t}{\alpha} - \sigma^{tr}_t \pi^*_t \right)^{tr} \left( y - \sigma^{tr}_t \pi^*_t \right)}{\text{dist}_{\sigma^{tr}_t C} \left( z + \frac{1}{\alpha} \theta_t \right)}. \]
On the other hand, for \( y \in N^*_{\sigma^r_i C}(\sigma^r_i \pi^*_i) \),
\[
\text{dist}_{\sigma^r_i C}(y) \geq 0 \geq \frac{(z + \frac{\theta_i}{\alpha} - \sigma^r_i \pi^*_i)^r (y - \sigma^r_i \pi^*_i)}{\text{dist}_{\sigma^r_i C}(z + \frac{1}{\alpha} \theta_i)}.
\]
In both situations, for \( y \in \mathbb{R}^m \), we have
\[
\text{dist}_{\sigma^r_i C}(y) \geq \frac{(z + \frac{\theta_i}{\alpha} - \sigma^r_i \pi^*_i)^r (y - (z + \frac{1}{\alpha} \theta_i))}{\text{dist}_{\sigma^r_i C}(z + \frac{1}{\alpha} \theta_i)}
\]
\[
+ \text{dist}_{\sigma^r_i C}(z + \frac{1}{\alpha} \theta_i),
\]
which shows that
\[
\frac{(z + \frac{\theta_i}{\alpha} - \sigma^r_i \pi^*_i)^r}{\text{dist}_{\sigma^r_i C}(z + \frac{1}{\alpha} \theta_i)} \in \partial_z \text{dist}_{\sigma^r_i C}(z + \frac{1}{\alpha} \theta_i).
\]
The conclusion then follows by subsiting the above expression into (3.9). \( \square \)

### 3.2. Quadratic BSDE with bounded terminal data

We first recall the existence and uniqueness theorem for quadratic BSDE with bounded terminal data. The existence follows from Theorem 2.3 of Kobylanski [45] and uniqueness follows from Theorem 7 of Hu et al. [37].

Let \( S^\infty \) be the space of real-valued, adapted and càdlàg bounded processes with its norm denoted by \( || \cdot ||_{S^\infty} \). For \( p \geq 1 \), \( S^p \) denotes the space of real-valued, adapted and càdlàg processes \( (Y_t)_{t \in [0,T]} \) such that
\[
||Y||_{S^p} := E \left[ \sup_{t \in [0,T]} |Y_t|^p \right]^{1/p} < +\infty,
\]
and \( M^p \) denotes the space of (equivalent classes of) \( \mathbb{R}^m \)-valued predictable processes \( (Z_t)_{t \in [0,T]} \) such that
\[
||Z||_{M^p} := E \left[ \left( \int_0^T |Z_s|^2 ds \right)^{p/2} \right]^{1/p} < +\infty.
\]

**Lemma 3.3** ([37]). *Suppose that the payoff \( F \) is bounded. Then, BSDE\((F,f)\) with \( f \) given by (9.2) admits a uniqueness solution \((Y,Z)\), where \((Y,Z) \in S^\infty \times M^2\).*

**Remark 3.4.** Due to the local Lipschitz continuity of \( f(t,z) \) in \( z \) (see Lemma 3.1 ii)), it is shown in Lemma 12 of [37] that the stochastic process \( \int_0^s Z_t^r dB_t \), \( s \in [0,T] \), is a BMO martingale (see Kazamaki [44]). In other words,
\[
|| \int_0^s Z_t^r dB_t ||_{BMO} = \sup_{t, \tau \text{ is an } \mathcal{F}^\omega \text{-stopping time}} \text{esssup} \ E \left[ \int_{\tau}^T |Z_s|^2 ds \right]^{1/2} \leq +\infty.
\]
As a consequence, the stochastic exponential \( L = \mathcal{E}(\int_0^s Z_t^r dB_t) \) is a uniformly integrable martingale. The BMO martingale property has been extensively used
in the solution of the utility maximization problem with bounded payoff $F$ in [37], which will be reviewed in Chapter 1.1.

The stability property for quadratic BSDE with bounded terminal data plays a pivotal role when passing to the limit within a sequence of approximating equations. It follows from Proposition 2.4 in Kobylanski [45] (see also Lemma 2 in Briand and Hu [10] and Lemma 3 in Briand and Hu [11]).

**Lemma 3.5** ([45]). Consider the following sequence of quadratic BSDE with bounded data:

\[ Y_t = F^n + \int_t^T f^n(s,Y_s,Z_s)ds - \int_t^T Z^n_s dB_s, \quad t \in [0,T], \]

satisfying the following conditions:

(i) $(F^n)_{n \geq 1}$ is a sequence of $\mathcal{F}_T$-measurable uniformly bounded random variables;

(ii) $(f^n)_{n \geq 1}$ is a sequence of continuous generators satisfying the monotonic condition in $y$:

\[ y(f^n(t,y,z) - f(t,0,z)) \leq \beta |y|^2 \]

and the growth condition in $z$:

\[ |f^n(t,y,z)| \leq |\theta_t| + \phi(|y|) + \frac{\alpha}{2} |z|^2, \]

for two constants $\alpha, \beta \geq 0$ and a deterministic continuous and increasing function $\phi$ with $\phi(0) = 0$, and an $\mathbb{F}$-progressively measurable process $\theta$ such that $\int_0^T |\theta_t| dt$ is bounded.

Suppose that $F_n \to F$, $\mathbb{P}$-a.s., and $f^n(t,z_n) \to f(t,z)$ when $z_n \to z$, $\mathbb{P}$-a.s., for $t \in [0,T]$. If BSDE$(F^n, f^n)$ admits a solution $(Y^n, Z^n) \in S^\infty \times M^2$ such that $Y^n$ is increasing (resp. decreasing) and $\sup_{n \geq 1} ||Y^n||_{S^\infty} \leq C$, then there exists a limit pair $(Y, Z) \in S^\infty \times M^2$ as a solution to BSDE$(F, f)$ such that $Y^n \to Y$ uniformly in $[0,T]$ in probability and $Z^n \to Z$ in $M^2$.

**Remark 3.6.** When dealing with the bounded terminal data $F$ and a generator $f$ as described in [32], we typically resort to approximating it through *inf convolution* as introduced in [51]: For $n \geq |\theta_t|$, consider

\[ f^n(t,z) = \inf_q \{ f(t,q) + n|q - z| \}. \]

Then, $f^n$ is well defined and globally Lipschitz continuous with constant $n$, so the comparison theorem for Lipschitz BSDE holds for BSDE$(F, f^n)$. This point is particularly useful when the standard comparison theorem for quadratic BSDE cannot be applied directly, such as when the generator involves a non-Lipschitz continuous term in $y$ or when the equation becomes a system. Moreover, $f^n$ is increasing and converges point-wisely to $f$. In turn, Dini’s theorem implies that convergence is also uniform on compact sets. Finally, we have the following growth for $f^n$:

\[ -|\theta_t||z| - \frac{1}{2\alpha}|\theta_t|^2 \leq f^n(t,z) \leq f(t,z) \leq \frac{\alpha}{2} |z|^2. \]

On other hand, in the case of an unbounded terminal data $F$, it is common to employ an approximation technique through truncation. For instance, we approximate $F$ using truncation as follows: $F^{n,k} = F^+ \wedge n - F^- \wedge k$, where $n$ and $k$ are positive integers. However, the stability property mentioned above does not
apply because $F^{n,k}$ is not uniformly bounded. Therefore, a localization argument, as introduced by Briand and Hu [10, 11], needs to be employed. This localization argument will be discussed in further detail in the next section.

3.3. Quadratic BSDEs with unbounded terminal data

Next, we present the existence and uniqueness theorem for a quadratic BSDE with the terminal data satisfying the exponential integrability condition (2.5). It will be subsequently used to solve the optimization problem (2.4).

**Theorem 3.7.** Suppose that Assumption 1 holds. Then BSDE $(F, f)$ with the generator $f$ given in (3.2) admits a unique solution $(Y, Z)$, where

$$e^{\alpha Y^+} \in S^p,$$

$$e^{\varepsilon Y^-} \in S^1,$$

and $Z \in M^2$, i.e.

$$E\left[ e^{\alpha Y^+} + \int_0^T |Z_s|^2 ds \right] < +\infty,$$

where $Y = \sup_{t \in [0, T]} Y_t$ is the running maximum of a stochastic process $Y$.

Moreover, if $E[e^{p' |F|}] < +\infty$ for any $p' \geq 1$, then $e^{\alpha Y} \in S^{p'}$ and $Z \in M^{p'}$, i.e.

$$E\left[ e^{p' \alpha Y} + \left( \int_0^T |Z_s|^2 ds \right)^{p'/2} \right] < +\infty.$$

**Proof.** The main ideas for establishing the existence of the solution to BSDE (3.1) are adapted from Briand and Hu [10, 11], while the uniqueness of the solution to BSDE (3.1) is inspired by Delbaen et al. [18].

To this end, we truncate the terminal data $F$ as in Remark 3.6, $F^{n,k} = F^+ \wedge n - F^- \wedge k$, for integers $n, k \geq 1$.

Then, it follows that $|F^{n,k}| \leq \max\{n, k\}$, and

$$-F^- \leq F^{n,k+1} \leq F^{n,k} \leq F^{n+1,k} \leq F^+.$$

Moreover, $\lim_{n,k \to \infty} F^{n,k} = F$.

With $F^{n,k}$ at hand, we first consider the following truncated BSDE $(F^{n,k}, f)$

$$Y_t^{n,k} = F^{n,k} + \int_t^T f(s, Z_s^{n,k}) ds - \int_t^T (Z_s^{n,k})^T dB_s, \quad t \in [0, T].$$

It admits a unique solution $(Y^{n,k}, Z^{n,k}) \in S^\infty \times M^2$ by Lemma 3.3. Moreover, applying the comparison theorem for quadratic BSDE with bounded terminal data (see Theorem 2.6 in [45]) to (3.13) yields that $Y^{n,k}$ is increasing in $n$ and decreasing in $k$ and, moreover,

$$Y_t \leq Y_t^{n,k} \leq \overline{Y}_t,$$

where $\overline{Y} \in S^\infty$ solves BSDE $(F^{n,k}, -Z^T \theta - \frac{1}{2\alpha} |\theta|^2)$, namely,

$$\overline{Y}_t = F^{n,k} + \int_t^T (-Z_s^T \theta_s - \frac{1}{2\alpha} |\theta_s|^2) ds - \int_t^T Z_s^T dB_s, \quad t \in [0, T],$$

and $\overline{Y} \in S^\infty$ solves BSDE $(F^{n,k}, \frac{\alpha}{2} |\theta|^2)$, namely,

$$\overline{Y}_t = F^{n,k} + \int_t^T \frac{\alpha}{2} |Z_s|^2 ds - \int_t^T Z_s^T dB_s, \quad t \in [0, T].$$
It is routine to check that both $\hat{Y}$ and $\tilde{Y}$ have the explicit expressions

$$
\hat{Y}_t = E^{Q^\theta} \left[ F^{n,k}_t - \int_t^T \frac{1}{2\alpha} |\theta_s|^2 ds \mid \mathcal{F}_t \right] \geq -E^{Q^\theta} \left[ F^- + \int_t^T \frac{1}{2\alpha} |\theta_s|^2 ds \mid \mathcal{F}_t \right];
$$

$$
\tilde{Y}_t = \frac{1}{\alpha} \ln E \left[ e^{\alpha F^{n,k}} \mid \mathcal{F}_t \right] \leq \frac{1}{\alpha} \ln E \left[ e^{\alpha F^+} \mid \mathcal{F}_t \right],
$$

where $Q^\theta$ is the minimal local martingale measure (MLMM) given in (3.10) in the next Chapter.

Next, we pass to the limit in (3.13). Since the solution component $Y^{n,k}_\tau$ is only locally bounded, we need to apply the localization method introduced in [10] (see also Section 2 of [11]). For integer $j \geq 1$, we introduce the following stopping time

$$
\tau_j = T \wedge \inf \left\{ t \in [0, T] : \max \left\{ \frac{1}{\alpha} \ln E \left[ e^{\alpha F^+} \mid \mathcal{F}_t \right], E^{Q^\theta} \left[ F^+ + \int_t^T \frac{1}{2\alpha} |\theta_s|^2 ds \mid \mathcal{F}_t \right] \right\} > j \right\}.
$$

Then \((Y^{n,k}_j(t), Z^{n,k}_j(t)) := (Y_{t \wedge \tau_j}, Z_{t \wedge \tau_j}^1)_{t \leq \tau_j}, t \in [0, T], \) satisfies

$$
Y^{n,k}_j(t) = F^{n,k}_j + \int_t^T 1_{s \leq \tau_j} f(s, Z^{n,k}_j(s)) ds - \int_t^T (Z^{n,k}_j(s))^{tr} dB_s,
$$

where $F^{n,k}_j = Y^{n,k}_j(T) = Y^{n,k}_\tau$.

For fixed $j$, $Y^{n,k}_j(\cdot)$ is increasing in $n$ and decreasing in $k$, while it remains bounded by $j$. Hence, setting $Y_j(t) = \inf_n \sup_k Y^{n,k}_j(t)$, it follows from the stability property of quadratic BSDE with bounded terminal data (see Lemma [3.5]) that there exists $Z_j(\cdot) \in M^2$ such that $\lim_{k \to \infty} \lim_{n \to \infty} Z^{n,k}_j(\cdot) = Z_j(\cdot)$ in $M^2$, and $(Y_j(\cdot), Z_j(\cdot))$ satisfies

$$
Y_j(t) = F_j + \int_t^{\tau_j} f(s, Z_j(s)) ds - \int_t^{\tau_j} (Z_j(s))^{tr} dB_s,
$$

where $F_j = Y_j(T) = \inf_k \sup_n Y^{n,k}_\tau$.

We now let $j$ tend to infinity in (3.18), following the procedure outlined in Section 4 of [10] (see also Section 2 of [11]). By construction, $\tau_j \leq \tau_{j+1}$. Hence, $Y^{n,k}_j(t \wedge \tau_j) = Y^{n,k}_j(t)$, and so we have the localization property:

$$
Y_{j+1}(t \wedge \tau_j) = Y_j(t), \quad Z_{j+1}(t \wedge \tau_j) = Z_j(t).
$$

So if we set $\tau_0 = 0$ and define the processes $(Y, Z)$ by

$$
Y_t := Y_1(0) + \sum_{j=1}^{\infty} Y_j(t) 1_{(\tau_{j-1},\tau_j]}(t), \quad Z_t := \sum_{j=1}^{\infty} Z_j(t) 1_{(\tau_{j-1},\tau_j]}(t); \quad t \in [0, T],
$$

we deduce that $Y$ is a continuous process, $Z \in L^2(0, T)$, and

$$
\lim_{j \to \infty} \sup_{t \in [0, T]} |Y_j(t) - Y_t| = 0, \quad \lim_{j \to \infty} \int_0^T |Z_j(t) - Z_t|^2 dt = 0, \quad \mathbb{P} \text{-a.s.}
$$

Moreover, $(Y, Z)$ satisfies BSDE$(F, f)$ (cf. (3.1)).

To finish the proof of existence, it remains to prove that the solution $(Y, Z)$ stays in an appropriate space, which is established in the following lemma. $\square$
Lemma 3.8. The solution \((Y,Z)\) to BSDE\((F,f)\) constructed in Theorem 3.7 satisfies

\[
E \left[ e^{p\alpha Y^+} + e^{\varepsilon Y^-} + \int_0^T |Z_s|^2 ds \right] < +\infty,
\]

where \(p > 1\) and \(\varepsilon > 0\) are given in (2.5). Moreover, if \(E[e^{p'|F|}] < +\infty\) for any \(p' \geq 1\), then

\[
E \left[ e^{p'\alpha Y^+} + \left( \int_0^T |Z_s|^2 ds \right)^{p'/2} \right] < +\infty.
\]

Proof. Firstly, the construction of the limiting process \((Y,Z)\) implies that \(Z \in L^2(0,T)\), and moreover, by the inequality (3.14), it also holds that \(Y^t \leq Y_t \leq \bar{Y}_t\). Hence, using the upper bound of \(Y_t\), we obtain

\[
e^{p\alpha Y^+} \leq \left( E[e^{\alpha F^+}|\mathcal{F}_t] \right)^p.
\]

In turn, Doob’s inequality further yields

\[
E[e^{p\alpha Y^+}] \leq E \left[ \sup_{t \in [0,T]} \left( E[e^{\alpha F^+}|\mathcal{F}_t] \right)^p \right] \leq \left( \frac{p}{p-1} \right)^p E[e^{p\alpha F^+}] < +\infty,
\]

that is, \(e^{\alpha Y^+} \in \mathcal{S}^p\).

To prove \(e^{\varepsilon Y^-} \in \mathcal{S}^1\), let us fix \(q' > q > 1\). Using \(Y_t^- \leq -Y_t\) and Jensen’s inequality we deduce that

\[
e^{\varepsilon q Y^-} \leq \exp \left( \frac{\varepsilon q}{q'} \left( F^- + \int_t^T \frac{1}{2\alpha} |	heta_s|^2 ds \right) \right)
\leq E^{q'} \left[ \exp \left( \frac{\varepsilon q}{q'} \left( F^- + \int_t^T \frac{1}{2\alpha} |	heta_s|^2 ds \right) \right) |\mathcal{F}_t \right].
\]

Then, Hölder’s inequality and the boundedness of \(\theta\) further yield

\[
e^{\varepsilon q Y^-} \leq C \left( E \left[ \exp \left( \frac{\varepsilon q}{q'} \left( F^- + \int_t^T \frac{1}{2\alpha} |	heta_s|^2 ds \right) \right) |\mathcal{F}_t \right] \right)^{q/q'}
\leq C \left( E[e^{\varepsilon q F^-}|\mathcal{F}_t] \right)^{q'/q}.
\]

In turn, it follows from Doob’s inequality that

\[
E[e^{\varepsilon Y^-}] \leq CE \left[ \sup_{t \in [0,T]} \left( E[e^{\varepsilon q F^-}|\mathcal{F}_t] \right)^{q'/q} \right]
\leq C \left( \frac{q'}{q' - q} \right)^{q'/q} E[e^{\varepsilon q F^-}] < +\infty.
\]

Next, we show that \(Z \in M^2\). To this end, following [8] (see also [10] and [11]), we introduce \(u_\varepsilon(x) := \frac{\exp(x\varepsilon - x - 1)}{\varepsilon^2} \) for \(x \geq 0\), and apply Itô-Tanaka formula to
\[ u_\varepsilon(Y^-) \]. It follows that
\[
\int_0^{\tau^-_j} 1\{Y_s \leq 0\} \left( \frac{1}{2} u''_\varepsilon(Y^-) |Z_s|^2 + u'_\varepsilon(Y^-) f(s, Z_s) \right) ds
\]
\[= u_\varepsilon(Y^-_{\tau^-_j}) - u_\varepsilon(Y^-_0) - \int_0^{\tau^-_j} \frac{1}{2} u''_\varepsilon(Y^-) ds + \int_0^{\tau^-_j} 1\{Y_s \leq 0\} u'_\varepsilon(Y^-) Z_s^t dB_s
\]
\[(3.23) \]
where \(L\) is the local time of \(Y\) at the level 0, and \(\tau^-_j\) is defined as
\[\tau^-_j = T \wedge \inf \left\{ t \in [0, T] : \int_0^t |u'_\varepsilon(Y^-) Z_s|^2 ds > j \right\}.\]
Since \(f(s, Z_s) \geq -Z_s^t \theta_s - \frac{1}{2\alpha} |\theta_s|^2\) and \(u'_\varepsilon(Y^-) \geq 0\), we have
\[u'_\varepsilon(Y^-) f(s, Z_s) \geq -u'_\varepsilon(Y^-) \frac{\varepsilon}{2} |Z_s|^2 - u'_\varepsilon(Y^-) \left( \frac{1}{2\varepsilon} + \frac{1}{2\alpha} \right) |\theta_s|^2.\]
With the choice of the function \(u_\varepsilon(\cdot)\), we also have
\[u_\varepsilon(Y^-_{\tau^-_j}) \leq \frac{1}{\varepsilon} e^{\varepsilon Y^-_{\tau^-_j}} \leq \frac{1}{\varepsilon^2} e^{\varepsilon Y^-}, \quad -u_\varepsilon(Y^-_0) \leq 0, \quad \text{and} \quad -\int_0^{\tau^-_j} u'_\varepsilon(Y^-) ds \leq 0.\]
Hence, \([8.13]\) further yields
\[\int_0^{\tau^-_j} 1\{Y_s \leq 0\} \frac{u'_\varepsilon(Y^-)}{2} Z_s^t ds \leq \frac{e^{\varepsilon Y^-}}{\varepsilon^2} + \int_0^{T} 1\{Y_s \leq 0\} u'_\varepsilon(Y^-) \left( \frac{1}{2\varepsilon} + \frac{1}{2\alpha} \right) |\theta_s|^2 ds
\]
\[+ \int_0^{\tau^-_j} 1\{Y_s \leq 0\} u'_\varepsilon(Y^-) Z_s^t dB_s.
\]
Since
\[u''_\varepsilon(Y^-) - \varepsilon u'_\varepsilon(Y^-) = 1 \quad \text{and} \quad u'_\varepsilon(Y^-) \leq \frac{e^{\varepsilon Y^-}}{\varepsilon} \leq \frac{e^{\varepsilon Y^-}}{\varepsilon},\]
we have
\[\frac{1}{2} \int_0^{\tau^-_j} 1\{Y_s \leq 0\} |Z_s|^2 ds \leq \left( \frac{1}{\varepsilon^2} + C \right) e^{\varepsilon Y^-} + \int_0^{\tau^-_j} 1\{Y_s \leq 0\} u'_\varepsilon(Y^-) Z_s^t dB_s,
\]
and therefore, \(E[\int_0^T 1\{Y_s \leq 0\} |Z_s|^2 ds] < +\infty.\)

Similarly, applying Itô-Tanaka formula to \(u_\alpha(Y^+),\) since \(f(s, Z_s) \leq \frac{a}{2} |Z_s|^2,\) we obtain
\[\frac{1}{2} \int_0^{\tau^+_j} 1\{Y_s > 0\} |Z_s|^2 ds \leq \frac{1}{\alpha^2} e^{aY^+} - \int_0^{\tau^+_j} 1\{Y_s > 0\} u'_\alpha(Y^+) Z_s^t dB_s,
\]
and in turn, \(E[\int_0^T 1\{Y_s > 0\} |Z_s|^2 ds] < +\infty.\)

Next, we show that \(e^{aY} \in S^{p'}\) and \(Z \in M^{p'}\) for any \(p' \geq 1,\) when \(F\) has exponential moment of any order. The first part about \(Y\) follows along the same
arguments as in (3.21) and (3.22), so we only prove the second part about $Z$. To this end, we send $j \to \infty$ in (3.24) and (3.25), and add the two inequalities,

$$
\frac{1}{2} \int_0^t |Z_s|^2 ds \leq \left( \frac{1}{\varepsilon^2} + C \right) e^{\varepsilon Y^-} + \frac{1}{\alpha^2} e^{\alpha Y^+}
$$

$$
+ \sup_{t \in [0,T]} \left| \int_0^t \left( 1_{\{Y_s \leq 0\}} u'_\varepsilon (Y^-) - 1_{\{Y_s > 0\}} u'_\alpha (Y^+) \right) Z_s^{tr} dB_s \right|
$$

Consequently, there exists a constant $K > 0$ such that

$$
E \left[ \left( \int_0^T |Z_s|^2 ds \right)^{p'/2} \right] \leq K E \left[ e^{\varepsilon Y^-} \right] + K E \left[ e^{\alpha Y^+} \right]
$$

$$
+ KE \left[ \sup_{t \in [0,T]} \left| \int_0^t \left( 1_{\{Y_s \leq 0\}} u'_\varepsilon (Y^-) - 1_{\{Y_s > 0\}} u'_\alpha (Y^+) \right) Z_s^{tr} dB_s \right|^{p'/2} \right]
$$

for any $p' \geq 1$.

Next, we apply the B-D-G inequality to the last term in the above inequality, and obtain (with constant $C$ varying from line to line)

$$
KE \left[ \sup_{t \in [0,T]} \left| \int_0^t \left( 1_{\{Y_s \leq 0\}} u'_\varepsilon (Y^-) - 1_{\{Y_s > 0\}} u'_\alpha (Y^+) \right) Z_s^{tr} dB_s \right|^{p'/2} \right]
$$

$$
\leq CE \left[ \left( \int_0^T (|u'_\varepsilon (Y^-)|^2 + |u'_\alpha (Y^+)|^2) |Z_s|^2 ds \right)^{p'/4} \right]
$$

$$
\leq CE \left[ \left( e^{\varepsilon Y^-} + e^{\alpha Y^+} \right) \left( \int_0^T |Z_s|^2 ds \right)^{p'/4} \right]
$$

$$
\leq \frac{1}{2} E \left[ \left( \int_0^T |Z_s|^2 ds \right)^{p'/2} \right] + CE \left[ e^{\varepsilon Y^-} + e^{\alpha Y^+} \right].
$$

Hence, $E[\int_0^T |Z_s|^2ds]^{p'/2} < +\infty$, and we conclude the proof.

Finally, the uniqueness of the solution to BSDE (3.1) will be established in the proof of Theorem 5.3 in Chapter 5 as a corollary of the convex dual representation of the solution component $Y$. 

\[\square\]
CHAPTER 4

Utility maximization with unbounded payoffs

4.1. Review of the case of bounded payoffs

We first review the case of bounded payoffs, which was studied in Hu et al. [37]. For its application to utility indifference valuation, see [52]; for an extension to continuous martingales, see [56]; and for an extension to jumps, see [41]. The problem is directly solved by utilizing the martingale optimality principle. In essence, the conditional value process is a supermartingale for any admissible trading strategy and is a martingale for an optimal trading strategy. It is important to note that duality does not play a role in this context, which explains why the constraint set \( C \) does not need to be convex when \( F \) is bounded. The following result is available in Theorem 7 of [37]. We include it for completeness.

**Lemma 4.1** ([37]). Suppose that the payoff \( F \) is bounded. Let \((Y,Z)\) be the unique solution to BSDE \((F,f)\) with \( f \) given by (3.2). Then, the value function of the optimization problem (2.4) with admissible set \( A_D \) is given by

\[
V(0,x) = -\exp(-\alpha(x - Y_0)),
\]

and there exists an optimal trading strategy \( \pi^* \in A_D \) such that

\[
\sigma_t^r \pi_t^* = \text{Proj}_{\pi_t^*C} \left(Z_t + \frac{\theta_t}{\alpha}\right), \quad \mathbb{P}\text{-a.s., for } t \in [0,T].
\]

**Proof.** It suffices to prove that the conditional value process has the form

\[
V(t,x) = -\exp(-\alpha(x - Y_t)), \quad t \in [0,T],
\]

and there exists an optimal trading strategy \( \pi^* \in A_D \) such that

\[
V(0,x) = -\exp(-\alpha(x - Y_0)),
\]

\[
\sigma_t^r \pi_t^* = \text{Proj}_{\pi_t^*C} \left(Z_t + \frac{\theta_t}{\alpha}\right), \quad \mathbb{P}\text{-a.s., for } t \in [0,T].
\]

Firstly, for \( \pi \in A_D \), an application of Itô’s formula to \( -\exp(-\alpha(X_t^\pi - Y_t)) \) gives

\[
-\exp(-\alpha(X_t^\pi - Y_t)) = -\exp(-\alpha(x - Y_0)) A_t^\pi L_t^\pi,
\]

where

\[
A_t^\pi = \exp \left( \alpha \int_0^t \left( \frac{\alpha}{2} \sigma_u^r \pi_u - (Z_u + \frac{\theta_u}{\alpha})^2 - Z_u^r \theta_u - \frac{|\theta_u|^2}{2\alpha} - f(u,Z_u) \right) du \right),
\]

and

\[
L_t^\pi = \mathcal{E}_t \left( \alpha \int_0^t (Z_u^r - \pi_u^r \sigma_u) dB_u \right).
\]

Since \( A_t^\pi \) is increasing in \( t \), it follows that \( A_t^\pi L_t^\pi, \quad t \in [0,T], \) is a local submartingale. Hence, there exist an increasing sequence of stopping times \( \tau_j \uparrow T \), such that

\[
E[A^\pi_{s \wedge \tau_j} L^\pi_{s \wedge \tau_j} | \mathcal{F}_s] \geq A^\pi_{t \wedge \tau_j} L^\pi_{t \wedge \tau_j},
\]
for $s \geq t$. From the definition of $\mathcal{A}_D$ and the boundedness of $Y$, we know that $-e^{-\alpha (X_t^{\alpha} - Y_t)}$, $t \in [0, T]$, is uniformly integrable. The supermartingale property of $-e^{-\alpha (X_t^{\alpha} - Y_t)}$, $t \in [0, T]$, then follows by taking $j \uparrow \infty$ in (4.3).

To prove the martingale property of $-e^{-\alpha (X_t^{\alpha} - Y_t)}$, $t \in [0, T]$, we observe that if $\pi^*$ is a minimizer in (4.5), then $A_t^{\alpha} = 1$. On the other hand, $\int_0^1 (Z_{t+}^\alpha - (\pi_t^*)^\alpha \sigma_u) dB_u$, $t \in [0, T]$, is a BMO martingale by Remark 3.4, which in turn implies the uniform integrability of $L^{\pi^*}$ (see 44). Since, moreover, $Y$ is bounded, we obtain the class (D) property of $e^{-\alpha X^{\pi^*}}$.

4.2. Unbounded payoffs of an exponential integrability

We are now ready to provide one of the main results in this section, which is the characterization of the value function and the corresponding optimal trading strategy for the optimization problem (2.4) under Assumption 1.

**Theorem 4.2.** Suppose that Assumption 1 holds. Let $(Y,Z)$ be the unique solution to BSDE$(F, f)$ with $f$ given by (3.2). Then, the value function of the optimization problem (2.4) with admissible set $\mathcal{A}_D^{conv}$ is given by

$$V(0, x) = -\exp(-\alpha(x - Y_0)),$$

and there exists an optimal trading strategy $\pi^* \in \mathcal{A}_D^{conv}$ such that

$$\sigma_t^\alpha \pi_t^* = \text{Proj}_t^\alpha \psi \left(Z_t + \frac{\theta u}{\alpha}\right), \; \mathbb{P} \text{-a.s., for } t \in [0, T].$$

**Proof.** The first part of the proof mirrors the proof for Lemma 4.1. However, given that $Y$ is unbounded, ensuring uniform integrability requires entirely different arguments, as presented below.

Note that the Class (D) condition in $\mathcal{A}_D^{conv}$ is equivalent to say that the conditional value process $-e^{-\alpha (X_t^{\alpha} - Y_t)}$, $t \in [0, T]$, is in Class (D) and, therefore, $A^\pi_t L^{\pi}$ is in Class (D). Since $A^\pi_t$ is increasing in $t$, it follows that $-e^{-\alpha (X_t^{\pi^*} - Y_t)}$, $t \in [0, T]$, is a true supermartingale.

To prove the martingale property of $-e^{-\alpha (X_t^{\pi^*} - Y_t)}$, $t \in [0, T]$, we observe that if $\pi^*$ is a minimizer in (4.5), then $A_t^{\pi^*} = 1$. Hence, it is sufficient to prove that, with $\pi^*$ given in (3.3), the optimal density process $L^{\pi^*}$ is in Class (D), which will further imply that $L^{\pi^*}$ is a uniformly integrable martingale, and $-e^{-\alpha (X_t^{\pi^*} - Y_t)}$, $t \in [0, T]$, is also in Class (D).

We complete the proof by demonstrating that $L_t^{\pi^*}$ has finite entropy, as detailed in Lemma 4.3. Subsequently, by invoking the De la Vallée-Poussin theorem (See Chapter 2 in 20 by Dellacherie and Meyer), we establish its uniform integrability. By (3.3) in Lemma 3.2, $\alpha(Z_t - \sigma_t^\alpha \pi_t^*) \in \partial_2 f(t, Z_t)$. Hence, it is sufficient to prove that $L_t^{\pi^*}$ has finite entropy for any $q^*_t \in \partial_2 f(t, Z_t)$, where

$$L_t^{\pi^*} = \mathcal{E}_t \left( \int_0^T q^*_t dB_u \right), \; t \in [0, T],$$

which is verified in the following lemma, concluding the proof.

**Lemma 4.3.** The optimal density process $L_t^{\pi^*}$ has finite entropy. Hence, by De la Vallée-Poussin theorem, $L^{\pi^*}$ is in Class (D) and, therefore, it is a uniformly integrable martingale.
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Proof. To show that $L^q_{\sigma_j} = \mathcal{E}_T(q^*_u dB_u)$ has a finite entropy, we introduce the following stopping times: for any integer $j \geq 1$,

$$\sigma_j = T \land \inf \{ t \in [0, T] : \max \left\{ \int_0^t |q^*_s|^2 ds, \int_0^t |Z_s|^2 ds \right\} > j \},$$

so that $L^q_{\sigma_j}$ is a uniformly integrable martingale under $\mathbb{P}$.

We then define a probability measure $Q^q_{\sigma_j}$ on $\mathcal{F}_{\sigma_j}$ by $dQ^q_{\sigma_j} := L^q_{\sigma_j} d\mathbb{P}$, and an $m$-dimensional Brownian motion $B^q_{\sigma_j} := B_t - \int_0^t q^*_u du$, for $t \in [0, \sigma_j]$. It follows from the definitions of $\sigma_j$ and $B^q_{\sigma_j}$ that both processes

$$\int_0^{\wedge \sigma_j} (q^*_s)^{tr} dB^q_{s} \quad \text{and} \quad \int_0^{\wedge \sigma_j} (Z_s)^{tr} dB^q_{s}$$

are $Q^q_{\sigma_j}$-martingales.

Note that $x(\ln x - 1)$ and $e^x$ are convex duals of each other. Applying the Fenchel inequality

$$(4.6) \quad xy = (\frac{x}{p})(py) \leq \frac{x \ln x}{p} - \frac{x \ln p}{p} + e^{py}, \quad \text{for} \ (x, y) \in (0, \infty) \times \mathbb{R},$$

to $L^q_{\sigma_j}(\alpha Y_{\sigma_j})$ gives

$$(4.7) \quad E\left[ L^q_{\sigma_j}(\alpha Y_{\sigma_j}) \right] \leq \frac{1}{p} E\left[ L^q_{\sigma_j} \ln L^q_{\sigma_j} \right] - \frac{1}{p} E\left[ L^q_{\sigma_j} \ln p + E\left[ e^{p\alpha Y_{\sigma_j}} \right] \right]$$

with $p > 1$ given in (2.5).

Furthermore, writing BSDE (3.1) under $Q^q_{\sigma_j}$, we obtain

$$E[L^q_{\sigma_j}(\alpha Y_{\sigma_j})] = E^{Q^q_{\sigma_j}}[\alpha Y_{\sigma_j}]$$

$$= E^{Q^q_{\sigma_j}}\left[ \alpha Y_0 + \alpha \int_0^{\sigma_j} (-f(u, Z_u) + Z^{tr}_u q^*_u) du + \alpha \int_0^{\sigma_j} (Z_u)^{tr} dB^q_u \right]$$

$$= \alpha Y_0 + E^{Q^q_{\sigma_j}}\left[ \alpha \int_0^{\sigma_j} f^*(u, q^*_u) du \right]$$

$$\geq \alpha Y_0 + E^{Q^q_{\sigma_j}}\left[ \int_0^{\sigma_j} \frac{1}{2} |q^*_u|^2 du \right],$$

where we used the lower bound of $f^*$ (cf. (3.5)) in the last inequality.

Finally, combining (4.7) and (4.8), and observing

$$E[L^q_{\sigma_j} \ln L^q_{\sigma_j}] = E^{Q^q_{\sigma_j}}\left[ \int_0^{\sigma_j} (q^*_u)^{tr} dB^q_u + \frac{1}{2} |q^*_u|^2 du \right]$$

$$= E^{Q^q_{\sigma_j}}\left[ \int_0^{\sigma_j} \frac{1}{2} |q^*_u|^2 du \right],$$

we obtain

$$\left(1 - \frac{1}{p}\right) E\left[ L^q_{\sigma_j} \ln L^q_{\sigma_j} \right] \leq \alpha Y_0 - \frac{\ln p}{p} + E\left[ e^{p\alpha Y_{\sigma_j}} \right] < +\infty.$$
and there exists a constant $k > 0$ such that $F$ satisfies a stronger condition than Assumption 1.

Remark 4.4. We can offer a more direct proof without relying on the subdifferential $\partial_z f(t, Z_t)$, by instead utilizing the projection property onto a closed and convex set $\Pi \subset \mathbb{R}^m$. Specifically, for any $x \in \mathbb{R}^m$, the projection operator on a closed and convex set $\Pi$ satisfies:

$$
(4.9) \quad (\text{Proj}_\Pi(x) - x)^\tau (\text{Proj}_\Pi(x) - y) \leq 0, \quad \text{for all } y \in \Pi.
$$

With this, the lower bound in (4.8) can now be replaced by the following inequality:

$$
E[L_{\tau^j} \alpha Y_{\tau^j}] = E^{Q^{\tau^j}} [\alpha Y_{\tau^j}]
$$

$$
= E^{Q^{\tau^j}} \left[ \alpha Y_0 - \int_0^{\tau^j} (\alpha f(u, Z_u) - \alpha^2 Z_u^\tau (Z_u - \sigma^\tau u^* \pi_u)) \, du \right]
$$

$$
\geq \alpha Y_0 + E^{Q^{\tau^j}} \left[ \int_0^{\tau^j} \frac{\alpha^2}{2} |Z_u - \sigma^\tau u^* \pi_u|^2 \, du \right]
$$

$$
- \alpha^2 E^{Q^{\tau^j}} \left[ \int_0^{\tau^j} \left( |Z_u - \sigma^\tau u^* \pi_u|^2 - \frac{\sigma^\tau u^* \pi_u}{\alpha} - \sigma^\tau u^* \pi_u^* \right) \, du \right]
$$

$$
= \alpha Y_0 + E^{Q^{\tau^j}} \left[ \int_0^{\tau^j} \frac{\alpha^2}{2} |Z_u - \sigma^\tau u^* \pi_u|^2 \, du \right]
$$

$$
- \alpha^2 E^{Q^{\tau^j}} \left[ \int_0^{\tau^j} \left( \left( \frac{\pi_u^*}{\alpha} \right)^\tau \sigma_u - (Z_u^\tau + \frac{\sigma^\tau u^* \pi_u}{\alpha}) \sigma^\tau u^* \pi_u \right) \, du \right].
$$

Here, $Q^{\tau^j}$ is the probability measure defined by $dQ^{\tau^j} := L_{\tau^j}$ for a localization sequence $(\tau^j)_{j \geq 1}$. Note that the above inequality follows from the expression of $f$ in (3.3):

$$
f(u, Z_u) \leq \frac{\alpha}{2} |Z_u - \sigma^\tau u^* \pi_u|^2 - \frac{\sigma^\tau u^* \pi_u}{\alpha} - \sigma^\tau u^* \pi_u^*.
$$

Then, by invoking (4.9) and observing that $0 \in \sigma^\tau u^* C$, we obtain:

$$
\left( \left( \frac{\pi_u^*}{\alpha} \right)^\tau \sigma_u - \left( Z_u^\tau + \frac{\sigma^\tau u^* \pi_u}{\alpha} \right) \sigma^\tau u^* \pi_u \right)
$$

$$
= \left( \text{Proj}_{\sigma^\tau u^* C} \left( Z_u + \frac{\theta_u}{\alpha} \right) - \left( Z_u + \frac{\theta_u}{\alpha} \right) \right)^\tau \left( \text{Proj}_{\sigma^\tau u^* C} \left( Z_u + \frac{\theta_u}{\alpha} \right) - 0 \right) \leq 0.
$$

Consequently, (4.8) can now be replaced by the following inequality:

$$
E[L_{\tau^j} \alpha Y_{\tau^j}] \geq \alpha Y_0 + E^{Q^{\tau^j}} \left[ \int_0^{\tau^j} \frac{\alpha^2}{2} |Z_u - \sigma^\tau u^* \pi_u|^2 \, du \right].
$$

The remainder of the proof follows similarly to the proof of Lemma 4.3

4.3. Exponentially integrable payoffs bounded from below

Our next result is about relaxing the Class (D) condition in the admissible set $A_D$ when $F$ satisfies a stronger condition than Assumption 1.

Assumption 2. The payoff $F$ satisfies $E[e^{pF_F} < +\infty$ for some integer $p > 1$, and there exists a constant $k > 0$ such that $F^- \leq k$.

Remark 4.5. The boundedness from below on $F$ means that there is a uniform lower bound on the amount one can lose from the random endowment $F$, if it is negative. Very often, $F$ models a payoff, so it is even nonnegative.
A similar type of assumption on $F$ is also imposed in Delbaen et al \cite{16}, where the authors establish the minimal entropy representation as the dual of the utility maximization problem (2.4) in the case of subspace portfolio constraints.

Since $\theta$ is bounded, we can define an equivalent minimal local martingale measure (MLMM) $Q^\theta$ on $F_T$ by

$$
\frac{dQ^\theta}{dp} := L^\theta_t = \mathcal{E}(\cdot)(-\int_0^t \theta^r dB_r),
$$

where $\mathcal{E}(\cdot)$ denotes the stochastic exponential. Similarly, we define $\frac{dQ^\theta}{dp}[X_t^\pi := L^\theta_t$, for $t \in [0, T]$. Then, under $Q^\theta$, the wealth process $X^\pi$ follows

$$
X^\pi_t = x + \int_0^t \pi^u \sigma_u dB_u,
$$

where $B^\theta_t := B_t + \int_0^t \theta_u du$, $t \in [0, T]$, is an $m$-dimensional Brownian motion under MLMM $Q^\theta$.

In the following, we replace the Class (D) condition in the admissible set $A_D$ by an equivalent minimal martingale measure (MMM) condition, and solve the optimization problem (2.4) under Assumption 2.

**Theorem 7**. Suppose that Assumption 2 holds. Then BSDE $(F, f)$ with $f$ given by (3.3). Then, the value function $V(0, x)$ of the optimization problem (2.4) with admissible set $A_D^M$ and the associated optimal trading strategy $\pi^* \in A_D^M$ are given, respectively, as in (3.4) and (3.5).

We first identify the space of solutions to the quadratic BSDE $(F, f)$ when the terminal condition $F$ satisfies Assumption 2.

**Lemma 4.8**. Suppose that Assumption 2 holds. Then BSDE $(F, f)$ admits a unique solution $(Y, Z)$, where $e^{\alpha Y^+} \in S^p$, $Y^- \in S^\infty$, and $Z \in M^2$.

**Proof.** We show $Y^- \in S^\infty$. Indeed, from the proof of Theorem 3.7, we have

$$
Y_t \geq Y_0 = -E^{Q^\theta} \left[ F^- + \int_t^T \frac{1}{2\alpha} \theta^2 ds \right] \geq -k - E^{Q^\theta} \left[ \int_0^T \frac{1}{2\alpha} |\theta|^2 ds \right].
$$

The rest assertions have been proved in Lemma 3.8.

**Proof of Theorem 4.7**. For integer $n > 0$, we truncate the payoff $F$ as $F^n := F \wedge n$, so that $-k \leq F^n \leq n$. We first show that for any $\pi \in A_D^M$, it holds that

$$
E \left[ -e^{-\alpha(X^n_t - F^n)} \right] \leq -e^{-\alpha(x - Y^n_0)},
$$

where $X^n_t$ is the value process of the truncated problem.
where \( Y^n \) is (the first component of) the bounded solution to the corresponding truncated quadratic BSDE \((F^n, F)\).

Note that if \( E \left[ e^{-\alpha X^n_T} \right] = +\infty \), then due to the boundedness of \( F^n \),
\[
E \left[ -e^{-\alpha (X^n_T - F^n)} \right] = -\infty.
\]
Hence, without loss of generality, we may assume that \( E \left[ e^{-\alpha X^n_T} \right] < +\infty \).

According to Theorem 7 of [37], it is clear that the inequality (4.12) holds for \( \pi \in A_D \subset A_D^M \). Hence, to show (4.12), it suffices to prove that there exists \( \pi^j \in A_D \), such that
\[
(4.13) \quad E \left[ e^{-\alpha (X^{j^n}_T - F^n)} \right] \rightarrow E \left[ e^{-\alpha (X^*_T - F^n)} \right], \quad \text{as } j \rightarrow \infty,
\]
for any \( \pi \in A_D^M \).

To this end, we define \( \pi^j = \pi I_{\{t \leq \tau_j\}} \), for \( t \in [0, T] \), and integer \( j \geq 1 \), where \( \tau_j \) is the stopping time defined as
\[
\tau_j = T \wedge \inf \{ t \in [0, T] : X^n_t \leq -j \}.
\]
By the definition of \( \tau_j \), \( X^n_{\tau^j} \) is bounded from below, so \( e^{-\alpha X^n_{\tau^j}} \) is bounded and therefore in Class (D), which means \( \pi^j \in A_D \).

It remains to show the convergence in (4.13). Note that with \( \pi^j \) defined as above,
\[
e^{-\alpha X^{j^n}_T} = e^{-\alpha X^j_T} \rightarrow e^{-\alpha X^*_T}, \quad \mathbb{P}\text{-a.s.,}
\]
so we only need to establish the uniformly integrability of \( e^{-\alpha X^*_T} \) under \( \mathbb{P} \).

We recall that, from a usual truncation argument, for any \( \xi \in L^2(\mathbb{P}) \), \( E^{\mathbb{Q}} \left[ \xi | \mathcal{F}_{\tau_j} \right] \) converges to \( \xi \) in \( L^2(\mathbb{P}) \), where \( \mathbb{Q}^\theta \) is the MLMM given in (4.10), and \( L^2(\mathbb{P}) \) denotes the space of square integrable random variables under \( \mathbb{P} \).

By our assumption on \( \pi \), \( E [e^{-\alpha X^n_T}] < +\infty \), so \( E^{\mathbb{Q}^\theta} [e^{-\alpha X^n_T} | \mathcal{F}_{\tau_j}] \) converges to \( e^{-\alpha X^n_T} \) in \( L^2(\mathbb{P}) \). As a consequence, \( \left( E^{\mathbb{Q}^\theta} [e^{-\alpha X^n_T} | \mathcal{F}_{\tau_j}] \right)^2 \) is uniformly integrable under \( \mathbb{P} \).

On the other hand, from Jensen’s inequality and the fact that \( X^n \) is a martingale under \( \mathbb{Q}^\theta \) (by the definition of admissibility), we have
\[
e^{-\alpha X^n_{\tau^j}} = e^{\mathbb{Q}^\theta \left[ -\frac{\alpha}{2} X^n_T | \mathcal{F}_{\tau_j} \right]} \leq E^{\mathbb{Q}^\theta} \left[ e^{-\frac{\alpha}{2} X^n_T | \mathcal{F}_{\tau_j}} \right].
\]
Thus, \( e^{-\alpha X^n_{\tau^j}} \) is uniformly integrable under \( \mathbb{P} \), and the inequality (4.12) holds.

Since \( F_n \leq F \), it follows from (4.12) that
\[
E \left[ -e^{-\alpha (X^n_T - F)} \right] \leq -e^{-\alpha (x - Y^n_0)}.
\]
Furthermore, since \( Y^n_0 \rightarrow Y_0 \) (see the proof of Theorem 3.1), sending \( n \rightarrow \infty \) in the above inequality yields
\[
(4.14) \quad E \left[ -e^{-\alpha (X^n_T - F)} \right] \leq -e^{-\alpha (x - Y_0)}.
\]

To prove the equality, note that the choice of the optimal trading strategy \( \pi^* \) in (4.12) ensures that \( e^{-\alpha (X^{n^*}_T - Y^n_t)}, \ t \in [0, T] \), is a positive local martingale, hence a supermartingale, which implies
\[
(4.15) \quad E \left[ -e^{-\alpha (X^{n^*}_T - F)} \right] \geq -e^{-\alpha (x - Y_0)}.
\]
Finally, since $|\sigma^{tr}_{t} \pi^{*}_{t}| \leq |Z_t| + \frac{|\theta_t|}{\alpha}$ and $Z \in M^2$, we have $\sigma^{tr} \pi^{*} \in M^2$. The B-D-G inequality then implies that

$$E^{Q^\theta}[ \sup_{t \in [0,T]} |\int_0^t (\sigma^{tr}_{t} \pi^{*}_{t})^{tr} dB^\theta_t |] \leq CE^{Q^\theta} \left[ \left( \int_0^T |\sigma^{tr}_{t} \pi^{*}_{t}|^2 dt \right)^{\frac{1}{2}} \right]$$

$$\leq CE \left[ (L^\theta_T)^{\frac{1}{2}} \right] \left[ \int_0^T |\sigma^{tr}_{t} \pi^{*}_{t}|^2 dt \right]^{\frac{1}{2}} < +\infty.$$  

Consequently, $X^{\pi^{*}}$ is a martingale under $Q^\theta$ and $\pi^{*} \in A^M_D$. Combining (4.14) and (4.15), we conclude

$$- \exp(-\alpha(x - Y_0)) = \sup_{\pi \in A^M_D} E[ - \exp(-\alpha(X^\pi_T - F)) ] = E[ - \exp(-\alpha(X^\pi^{*}_T - F)) ].$$
CHAPTER 5

Utility indifference valuation

In this chapter, we apply the results obtained in Chapter 4 to utility indifference pricing of derivatives with unbounded payoffs. The notion of utility indifference valuation was proposed in Hodges and Neuberger [35] and further developed in Davis [15]. We refer to the monograph [12] and more references therein for an overview of utility indifference pricing and related topics.

To define the utility indifference price for a derivative with payoff $F$, we also need to consider the optimization problem for the investor without selling (or buying) the derivative. This involves the investor investing only in the risk-free bond and risky assets themselves, and the corresponding optimal trading strategy is denoted as $\pi^*(0)$. To emphasize the dependence of $\pi^*$ on $F$, we also write it as $\pi^*(F)$.

**Definition 5.1. [Utility indifference valuation and hedging]**

Suppose that Assumption 1 holds. Then, the utility indifference price $C_0(F)$ of the derivative with payoff $F$ is defined by the solution to

\[
\sup_{\pi \in A_{D}^{\text{conv}}} E \left[ -e^{-\alpha \left( X^+_{\tau} + C_0(F)(\tau) - F \right) (\pi) - F } \right] = \sup_{\pi \in A_{D}^{M}} E \left[ -e^{-\alpha X^+_{\tau}(\pi)} \right],
\]

where $A_{D}^{\text{conv}}$ and $A_{D}^{M}$ are given in Definitions 2.3 and 4.6, respectively.

The hedging strategy for the derivative is defined by the difference in the two optimal trading strategies $\pi^*(F) - \pi^*(0)$.

**Remark 5.2.** Since the payoff $F$ is unbounded, we choose different admissible sets for the two optimization problems in (5.1) due to their different natures.

If $F \geq 0$, then $C_0(F)$ is interpreted as the selling price of $F$. Since in this case $F$ is automatically bounded from below, according to Theorem 4.7, we can enlarge the admissible set from $A_{D}^{\text{conv}}$ to $A_{D}^{M}$. Therefore, the two optimization problems in (5.1) are solved under the same admissible set $A_{D}^{M}$.

On the other hand, if $F \leq 0$, then $-C_0(-F)$ can be interpreted as the buying price of $-F$.

From Theorems 4.2 and 4.7 we have

\[-e^{-\alpha(x+C_0(F)-Y_0(F))} = -e^{-\alpha(x-Y_0(0))},\]

where $Y(F)$ is (the first component of) the unique solution to BSDE$(F,f)$ (cf. (3.1)). Herein, we use $Y(F)$ to emphasize the dependence of the solution component $Y(F)$ on its terminal data $F$. We thus obtain the utility indifference price of the derivative with the payoff $F$ as

\[
C_0(F) = Y_0(F) - Y_0(0).
\]
The associated hedging strategy satisfies
\[
\sigma_t \pi^*_t (F) - \sigma_t \pi^*_t (0) = \text{Proj}_{\sigma_t C^c} \left( Z_t (F) + \frac{\theta_t}{\alpha} \right) - \text{Proj}_{\sigma_t C^c} \left( Z_t (0) + \frac{\theta_t}{\alpha} \right), \quad \mathbb{P}\text{-a.s., for } t \in [0, T].
\]

5.1. A convex dual representation of utility indifference price

Motivated by Delbaen et al. [18], we provide a convex dual representation of the solution component \( Y(F) \) in this section, which on one hand completes the proof of Theorem 3.7, and on the other hand, gives a convex dual representation of the utility indifference price \( C_0 (F) \).

For the specific example considered in Chapter 5.3, the convex dual representation will reduce to the well known minimal entropy representation of the utility indifference price (see [16], [22] and [52] with more references therein).

We next introduce the admissible set of the convex dual problem. For an \( \mathbb{R}^m \)-valued predictable process \( q \in L^2 [0, T] \), we define its stochastic exponential as
\[
L^q := \mathbb{E} \left( \int_0 \cdots dB \right).
\]
If \( L^q_T \) has finite entropy, i.e. \( \mathbb{E}[L^q_T \ln L^q_T] < +\infty \), then De la Vallée-Poussin theorem implies that \( L^q \) is in Class (D) and therefore a uniformly integrable martingale. We can then define a probability measure \( Q^q \) on \( \mathcal{F}_T \) by
\[
d Q^q d P := L^q_T,
\]
and introduce the admissible set
\[
A^*_D = \left\{ q \in L^2 [0, T] : L^q_T = \mathbb{E}_T \left( \int_0 q_u^r dB_u \right) \text{ has finite entropy, and } \mathbb{E}^{Q^q} \left[ |F| + \int_0^T |f^* (s, q_s)| ds \right] < +\infty, \text{ where } \frac{dQ^q}{dP} = L^q_T \right\}.
\]

**Theorem 5.3.** Suppose that Assumptions \( II \) holds. Then, the solution component \( Y \) to BSDE \( (F, f) \) for \( f \) given by (3.3) admits the following convex dual representation
\[
Y_t = \text{ess sup}_{q \in A^*_D} \mathbb{E}^{Q^q} \left[ F - \int_t^T f^* (s, q_s) ds \bigg| \mathcal{F}_t \right],
\]
where \( f^* : [0, T] \times \Omega \times \mathbb{R}^m \to \mathbb{R} \cup \{ +\infty \} \) is the convex dual of \( f \) in (3.4). Moreover, there exists an optimal density process \( q^* \in A^*_D \) such that
\[
Y_t = \mathbb{E}^{Q^{q^*}} \left[ F - \int_t^T f^* (s, q^*_s) ds \bigg| \mathcal{F}_t \right].
\]

**Proof.** For any \( q \in A^*_D \), we define
\[
Y^q_t := \mathbb{E}^{Q^q} \left[ F - \int_t^T f^* (s, q_s) ds \bigg| \mathcal{F}_t \right],
\]
which is finite due to the integrability condition in the admissible set \( A^*_D \).

Note that \( Y^q_t - \int_0^t f^* (s, q_s) ds, t \in [0, T] \), is a uniformly integrable martingale under \( Q^q \), so similar to the arguments as in Chapter 5.8 of Karatzas and Shreve.
it follows from the martingale representation theorem (under the filtration \( \mathcal{F}_t \)) that

\[
Y_t^q - \int_0^t f^*(s, q_s) \, ds = \left( F - \int_0^T f^*(s, q_s) \, ds \right) - \int_t^T (Z^q_s)^\tau dB^q_s,
\]

for some \( \mathbb{R}^m \)-valued predictable density process \( Z^q \in L^2[0, T] \), where \( B^q_t := B_t - \int_0^t q_s \, ds \), \( t \in [0, T] \), is an \( m \)-dimensional Brownian motion under \( Q^q \).

On the other hand, we rewrite BSDE (5.1) under \( Q^q \) as

\[
Y_t = F + \int_t^T (f(s, Z_s) - Z^\tau_s q_s) \, ds - \int_t^T Z^\tau_s dB^q_s, \quad t \in [0, T].
\]

For integer \( j \geq 1 \), we introduce the following stopping time

\[
\sigma_j = T \wedge \inf \left\{ t \in [0, T] : \max \left\{ \int_0^t |Z_s|^2 \, ds, \int_0^t |Z^q_s|^2 \, ds \right\} > j \right\},
\]

so that both \( \int_0^{\sigma_j} Z^\tau_s dB^q_s \) and \( \int_0^{\sigma_j} (Z^q_s)^\tau dB^q_s \) are martingales under \( Q^q \).

Combining (5.6) and (5.7) and taking the conditional expectation with respect to \( \mathcal{F}_t \) give

\[
Y_t - Y_t^q = E^{Q^q} \left[ Y_{\sigma_j} - Y_{\sigma_j}^q + \int_{\sigma_j}^{\sigma_j} (f(s, Z_s) - Z^\tau_s q_s + f^*(s, q_s)) \, ds \right] | \mathcal{F}_t.
\]

By the Fenchel-Moreau theorem, we then deduce that, for any \( q \in \mathcal{A}^*_D \),

\[
f(s, Z_s) - Z^\tau_s q_s + f^*(s, q_s) \geq 0,
\]

and thus

\[
Y_t - Y_t^q \geq E^{Q^q} \left[ Y_{\sigma_j} - Y_{\sigma_j}^q \right] | \mathcal{F}_t.
\]

Note that \( Y_{\sigma_j} \to F, Y_{\sigma_j}^q \to F, Q^q \)-a.s., and \( Y^q \) is uniformly integrable under \( Q^q \), so we only need to prove that \( Y \) is uniformly integrable under \( Q^q \) in order to pass to the limit in (5.8). For this purpose, we recall that \( e^{\alpha Y^+} \in \mathcal{S}^p \) and \( e^{\varepsilon Y^-} \in \mathcal{S}^1 \) (cf. Theorem 3.7). Then, by applying the inequality (1.6) to \( L^2 Y^+ + (p \text{ replaced by } p \alpha) \) and to \( L^2 Y^- \) (with \( p \) replaced by \( \varepsilon \)), we get

\[
E^{Q^q}[Y_s] \leq E[L^2 Y^+_s] + E[L^2 Y^-_s]
\leq E[L^2 \alpha \ln L^2] - E[L^2 \alpha \ln p \alpha] + E[e^{p \alpha Y^+_s}]
\leq E[L^2 \alpha \ln L^2] - E[L^2 \alpha \ln p \alpha] + E[e^{p \alpha Y^+_s}]
\leq E[L^2 \alpha \ln L^2] - E[L^2 \alpha \ln p \alpha] + E[e^{\varepsilon Y^-_s}] < +\infty.
\]

Hence, by letting \( j \to \infty \) in (5.8), we conclude that \( Y_t \geq Y_t^q \) for any \( q \in \mathcal{A}^*_D \).

To prove the equality, we set \( q^*_s \in \partial f_\epsilon(s, Z_s) \), for \( s \in [0, T] \). Then, (5.7) implies

\[
f(s, Z_s) - Z^\tau_s q^*_s + f^*(s, q^*_s) = 0,
\]

from which we obtain \( Y_t = Y_t^q \), for \( t \in [0, T] \). It remains to prove \( q^* \in \mathcal{A}^*_D \), which is established in the following lemma.

**Lemma 5.4.** The optimal density process \( q^* \in \mathcal{A}^*_D \).
According to the inequality (6.15) (with $q$), we have verified the integrability of $f(s, q_s)$. The assertion then follows by noting that $\int_0^T f(s, Z_s) ds \leq 38$. UTILITY INDIFFERENCE VALUATION

On the other hand, it follows from BSDE (5.6) under $Q$ that $\sigma_{q, Z_s} \geq -Z_s^\tau \theta_s - \frac{\|\theta_s\|^2}{2\alpha}$, we further obtain

$$
\frac{1}{4\alpha} |q_s|^2 \leq |Z_s|^2 + Z_s^\tau \theta_s + \frac{\|\theta_s\|^2}{2\alpha}.
$$

The assertion then follows by noting that $Z \in M^2 \subset L^2[0, T]$ and $\theta$ is bounded.

Next, Lemma 4.3 implies that $L_{q, T}^\tau = \mathcal{E}_T(\int_0^T (q_s^*)^\tau dB_s)$ has finite entropy. We conclude the proof by verifying that both $f^*$ and $F$ are integrable under $Q^\tau$. Firstly, the lower bound of $f^*$ in (3.5) yields

$$
E^{Q^\tau} \left[ \int_0^T f^*(u, q_u^*) du \right] \geq E^{Q^\tau} \left[ \int_0^T \frac{1}{2\alpha} |q_u^*|^2 du \right] \geq 0.
$$

On the other hand, it follows from BSDE (5.6) under $Q^\tau$ and the fact $Y = Y^{q^\tau}$ that

$$
E^{Q^\tau} \left[ \int_0^\infty f^*(u, q_u^*) du \right] = E^{Q^\tau} \left[ Y^{q^\tau}_{\sigma_T} - Y^{q^\tau}_0 \right] \leq E^{Q^\tau} \left[ Y_s - Y_0 \right].
$$

According to the inequality (4.14) (with $q$ replaced by $q^\tau$), $E^{Q^\tau} \left[ Y_s - Y_0 \right] < +\infty$, so we have verified the integrability of $f^\tau$. Similarly, applying the inequality (4.6) to $L_{q, T}^\tau$ yields that $F$ is integrable under $Q^\tau$:

$$
E^{Q^\tau} \left[ |F| \right] = E[L_{q, T}^\tau F^+] + E[L_{q, T}^\tau F^-]
\leq \frac{E[L_{q, T}^\tau \ln L_{q, T}^\tau]}{\rho \alpha} - \frac{E[L_{q, T}^\tau \ln \rho \alpha]}{\rho \alpha} + E[e^{\rho \alpha F^+}]
+ \frac{E[L_{q, T}^\tau \ln L_{q, T}^\tau]}{\varepsilon} - \frac{E[L_{q, T}^\tau \ln \varepsilon]}{\varepsilon} + E[e^{\varepsilon F^-}] < +\infty,
$$

and the proof is complete.\[\square\]

As a direct consequence of Theorem 5.2, we obtain a convex dual representation of the utility indifference price

$$
(5.11) \quad C_0(F) = \sup_{q \in \mathcal{A}_B} E^{Q^\tau} \left[ F - \int_0^T f^*(s, q_s) ds \right] - \sup_{q \in \mathcal{A}_B} E^{Q^\tau} \left[ - \int_0^T f^*(s, q_s) ds \right].
$$

Note that, in general, the above convex dual representation may not be the minimal entropy representation (see, for example, [16, 22] and [52]) due to the appearance of non-subspace portfolio constraints. If it is a subspace portfolio constraint, the above convex dual representation is precisely the minimal entropy representation as shown in Chapter 5.3.
5.2. Asymptotics for the risk aversion parameter

We study the asymptotics of the utility indifference price for the risk aversion parameter $\alpha$ in this section. We make the following assumption on the payoff $F$.

**Assumption 3.** The payoff $F$ satisfies $E[e^{p'F^+}] < \infty$ for any $p' \geq 1$, and there exists a constant $k > 0$ such that $F^- \leq k$.

**Remark 5.5.** To address the asymptotics as the risk aversion parameter $\alpha \to +\infty$, it is obvious that we need to assume $F^+$ is exponentially integrable with any order.

Under Assumption 3 by Theorem 5.7 and Lemma 4.8 BSDE$(F, f)$ with $f$ given by (5.2) admits a unique solution $(Y, Z)$, such that $e^{\alpha Y^+} \in S_{p'}^\alpha$, $Y^- \in S^\infty$, and $Z \in M^\alpha$.

The existing literature (e.g. [16], [22], and [52]) addresses only the case of a subspace constraint on portfolios, which allows them to work on the dual problem, and to use the corresponding minimal entropy representation in the asymptotic analysis of the utility indifference price. In our more general case of portfolio constraints, the minimal entropy representation does not hold anymore, as demonstrated in the convex dual representation (5.11). We shall work on the primal problem by considering the BSDE representation (5.2) of the utility indifference price. To facilitate our subsequent discussion, we further impose the following cone condition on the constraint set.

**Definition 5.6.** [Admissible strategies with constraints $A_{D^{cone}}$]

The set of admissible trading strategies $A_{D^{cone}}$ is the same as $A_{D^{cone}}$ in Definition 2.8 except that the constraint set $C$ is replaced by $C^c$, where $C^c$ is a closed and convex cone in $\mathbb{R}^d$ with $0 \in C^c$.

We use the superscript $^{cone}$ to highlight the dependency on the cone condition of $C^c$. To emphasize the dependence on the risk aversion parameter $\alpha$, we write BSDE$(F, f^{\alpha})$ with its solution $(Y^{\alpha}(F), Z^{\alpha}(F))$, and the corresponding utility indifference price and associated hedging strategy as $C^c_0(F)$ and $\pi^{\alpha,*}(F) - \pi^{\alpha,*}(0)$.

Recall the generator $f^{\alpha}$ in (5.2) (with $C$ replaced by the cone $C^c$) has the form

$$f^{\alpha}(t, z) = \frac{\alpha}{2} \left| \text{Proj}_{\alpha^C} \left( z + \frac{1}{\alpha} \theta_t \right) - (z + \frac{1}{\alpha} \theta_t) \right|^2 - z^\text{tr} \theta_t - \frac{1}{2\alpha} |\theta_t|^2.$$ 

Since $C^c$ is a cone, it follows that $\alpha \text{Proj}_{\alpha^C} \left( z + \frac{1}{\alpha} \theta_t \right) = \text{Proj}_{\alpha^C} \left( \alpha z + \theta_t \right)$, and therefore,

$$\alpha f^{\alpha}(t, z) = f^1(t, \alpha z).$$

In turn, if $(Y^{\alpha}(F), Z^{\alpha}(F))$ is the unique solution to BSDE$(F, f^{\alpha})$, then

$$\alpha Y^1(F) = \alpha F + \int_t^T \alpha f^1(u, Z_u^{\alpha}(F)) du - \int_t^T (\alpha Z_u^{\alpha}(F))^{tr} dB_u$$

$$= \alpha F + \int_t^T f^1(u, \alpha Z_u^{\alpha}(F)) du - \int_t^T (\alpha Z_u^{\alpha}(F))^{tr} dB_u,$$

so $(\alpha Y^{\alpha}(F), \alpha Z^{\alpha}(F))$ solves BSDE$(\alpha F, f^1)$. But according to Theorem 5.7 and Lemma 4.8 in Chapter 3, BSDE$(\alpha F, f^1)$ admits a unique solution under Assumption 3 so we must have $(\alpha Y^{\alpha}(F), \alpha Z^{\alpha}(F)) = (Y^1(\alpha F), Z^1(\alpha F))$, in particular,

$$\alpha Y^{\alpha}(0), \alpha Z^{\alpha}(0) = (Y^1(0), Z^1(0)).$$
The above scaling property is crucial to the asymptotic analysis of the utility indifference price $C_0^\alpha(F)$.

Next, we define

\begin{equation}
(C_0^\alpha(F), H_0^\alpha(F)) := (Y_0^\alpha(F) - Y_0^\alpha(0), Z_0^\alpha(F) - Z_0^\alpha(0)).
\end{equation}

Then it is immediate to check that

\begin{equation}
C_\alpha^0(F) = F + \int_t^T \left( f^\alpha(u, H_u^\alpha(F)) + Z_u^\alpha(0)) \right) du - \int_t^T (H_u^\alpha(F))^{tr} dB_u \\
= F + \int_t^T \frac{1}{\alpha} \left( f^1(u, \alpha H_u^\alpha(F)) + Z_u^1(0)) \right) du - \int_t^T (H_u^\alpha(F))^{tr} dB_u, \quad t \in [0,T],
\end{equation}

where we used \((5.12)\) and \((5.13)\) in the last equality.

Furthermore, we introduce the generator

\begin{equation}
g^\alpha(t, h, Z_t^1(0)) = \frac{\text{dist}_t^2(X, C^\alpha) + \theta_t) - \text{dist}_t^2(X, C^\alpha)}{2\alpha},
\end{equation}

where $\text{dist}_t^2(X, C^\alpha)$ is the distance function of $\sigma_t^2C^\alpha$. With the generator $g^\alpha$, we rewrite \((5.15)\) as

\begin{equation}
C_\alpha^0(F) = F + \int_t^T g^\alpha(u, H_u^\alpha(F), Z_u^1(0)) du - \int_t^T (H_u^\alpha(F))^{tr} du - \int_t^T (H_u^\alpha(F))^{tr} dB_u, \quad t \in [0,T].
\end{equation}

Note that if $F$ satisfies Assumption \(\text{A}\) the above BSDE \((5.10)\) actually admits a unique solution $(C^\alpha(F), H^\alpha(F))$, where $C^\alpha(F) \in S^{p'}$, $C^\alpha(F)^{-} \in S^\infty$, and $H^\alpha(F) \in M^{p'}$ for any $p' \geq 1$. Indeed, if $(C^\alpha(F), H^\alpha(F))$ is a solution to \((5.10)\), then with $(Y^\alpha(0), Z^\alpha(0)) \in S^\infty \times M^{p'}$ as the unique solution to BSDE(0, $f^\alpha$), it is clear that $(C^\alpha(F) + Y^\alpha(0), H^\alpha(F) + Z^\alpha(0))$ solves BSDE(F, $f^\alpha$). But according to Theorem \(5.7\) and Lemma \(5.8\), BSDE(F, $f^\alpha$) admits a unique solution. Thus, $(C^\alpha(F), H^\alpha(F))$ must be the unique solution to \((5.10)\).

In the following, we will study the asymptotics of the utility indifference price $C_0^\alpha(F)$ via BSDE \((5.10)\).

### 5.2.1. Asymptotics as $\alpha \to 0$

**Theorem 5.7.** Suppose that Assumption \(\text{A}\) holds, and the admissible set is $\mathcal{A}_{D}^{cone}$ as in Definition \(5.7\). Then, $\lim_{\alpha \to 0} C_0^\alpha(F) = C_0^0(F)$, where $C^0(F)$ is (the first component of) the unique solution to the linear BSDE

\begin{equation}
C_t^0(F) = F + \int_t^T (H_u^0(F))^{tr} \left( Z_u^1(0) - \text{Proj}_{C^\alpha}(Z_u^1(0) + \theta_u) \right) du - \int_t^T (H_u^0(F))^{tr} dB_u, \quad t \in [0,T].
\end{equation}
Remark 5.8. If $C^c$ is a subspace of $\mathbb{R}^d$, we also have the convergence of the optimal trading strategy. In fact, by the linearity of the projection operator on the subspace $\sigma_t^\alpha C^c$, we have
\[
\sigma_t^tr_{t,h}^\alpha(F) - \sigma_t^tr_{t,h}^\alpha(0) - \text{Proj}_{\sigma_t^\alpha C^c}(H_0^0(F)) = \text{Proj}_{\sigma_t^\alpha C^c}(Z_t^\alpha(F) + \frac{\theta_t}{\alpha}) - \text{Proj}_{\sigma_t^\alpha C^c}(H_0^0(F))
\]

Since $H^\alpha(F) \to H^0(F)$ in $L^2[0,T]$ (see the proof of Theorem 5.7), it follows that
\[
\lim_{\alpha \to 0} \int_0^T |\sigma_t^tr_{t,h}^\alpha(F) - \sigma_t^tr_{t,h}^\alpha(0) - \text{Proj}_{\sigma_t^\alpha C^c}(H_0^0(F))|^2 dt = 0, \text{ P-a.s.}
\]

Based on Theorem 5.7 we can further represent the solution to (5.17) in terms of the expected value of the payoff $F$ under some equivalent probability measure. To see this, we define $Q^Z$ as
\[
\frac{dQ^Z}{dz} := \mathcal{E}_T \left( \int_0^T \left( Z_t^1(0) - \text{Proj}_{\sigma_t^\alpha C^c}(Z_t^1(0) + \theta_t) \right) dB_t \right).
\]

Since $\int_0^T (Z_t^1(0))^2 dB_t$ is a BMO martingale (see Lemma 12 in [37] or Remark 3.4), the stochastic exponential in (5.18) is indeed a uniformly integrable martingale, and $Q^Z$ is therefore well defined. We then obtain the asymptotic representation of $C^\alpha(F)$ when $\alpha \to 0$ as
\[
\lim_{\alpha \to 0} C^\alpha_0(F) = C^0_0(F) = \mathbb{E}^{Q^Z}[F].
\]

In Chapter 5.3 we shall show that the probability measure $Q^Z$ will reduce to the minimal entropy martingale measure if the portfolio constraint is a subspace of $\mathbb{R}^d$.

To prove Theorem 5.7 we start by proving some estimates of the generator $g^\alpha$.

Lemma 5.9. The generator $g^\alpha(t,h,Z_t^1(0))$ has the following properties:
(i) $g^\alpha(t,h,Z_t^1(0))$ is nondecreasing in $\alpha$;
(ii) For $\alpha \in (0,1]$, $g^\alpha(t,h,Z_t^1(0))$ has the upper and lower bounds, both of which are independent of $\alpha$,
\[
h^{tr} \left( Z_t^1(0) + \theta_t \right) - \text{Proj}_{\sigma_t^\alpha C^c}(Z_t^1(0) + \theta_t) \leq g^\alpha(t,h,Z_t^1(0)) \leq \frac{|h|^2}{2} + h^{tr}m_t,
\]
for some predictable process $m_s$ satisfying $|m_t| \leq |Z_t^1(0)| + |	heta_t|$, for $t \in [0,T]$.

Proof. (i) To prove $g^\alpha$ is nondecreasing in $\alpha$, we recall that $\sigma_t^tr_{t,h}^\alpha C^c$ is convex, so $\text{dist}_{\sigma_t^\alpha C^c}(\cdot)$ is convex. It then follows that
\[
g^\alpha(t,h,Z_t^1(0)) = \text{dist}_{\sigma_t^\alpha C^c}(\alpha h + Z_t^1(0) + \theta_t) - \text{dist}_{\sigma_t^\alpha C^c}(Z_t^1(0) + \theta_t)
\]
is nondecreasing in $\alpha$. 
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(ii) According to (i), we know \( g^\alpha(t, h, Z^1_t(0)) \geq \lim_{\alpha \to 0} g^\alpha(t, h, Z^1_t(0)). \) Next, we calculate the limit of \( g^\alpha \) when \( \alpha \to 0 \) as

\[
\lim_{\alpha \to 0} g^\alpha(t, h, Z^1_t(0)) = \frac{1}{2} \left( \frac{\partial}{\partial \alpha} \text{dist}_{t, C^+}^2(\alpha h + Z^1_t(0) + \theta_t) \right) |_{\alpha = 0} \\
= h^{tr} \left( (\alpha h + Z^1_t(0) + \theta_t) - \text{Proj}_{\sigma^t, C^+}(\alpha h + Z^1_t(0) + \theta_t) \right) |_{\alpha = 0} \\
= h^{tr} \left( (Z^1_t(0) + \theta_t) - \text{Proj}_{\sigma^t, C^+}(Z^1_t(0) + \theta_t) \right).
\]

The second equality can be derived as we did in Lemma [3.2] for the calculation of the derivative of quadratic distance functions.

On the other hand, using an elementary equality \( a^2 - b^2 = (a - b)(a + b) \), we rewrite the generator \( g^\alpha \) as

\[
g^\alpha(t, h, Z^1_t(0)) = \frac{1}{2\alpha} |\text{dist}_{t, C^+}^1(\alpha h + Z^1_t(0) + \theta_t) - \text{dist}_{t, C^+}^1(Z^1_t(0) + \theta_t)|^2 \\
+ \frac{\text{dist}_{t, C^+}^1(Z^1_t(0) + \theta_t) (\text{dist}_{t, C^+}^1(\alpha h + Z^1_t(0) + \theta_t) - \text{dist}_{t, C^+}^1(Z^1_t(0) + \theta_t))}{\alpha}.
\]

By the Lipschitz continuity of distance functions, \( g^\alpha \) is dominated by

\[
g^\alpha(t, h, Z^1_t(0)) \leq \frac{\alpha}{2} |h|^2 + h^{tr} m_t \leq \frac{1}{2} |h|^2 + h^{tr} m_t,
\]

where

\[
m_t := \frac{\text{dist}_{t, C^+}^1(Z^1_t(0) + \theta_t) (\text{dist}_{t, C^+}^1(\alpha h + Z^1_t(0) + \theta_t) - \text{dist}_{t, C^+}^1(Z^1_t(0) + \theta_t))}{\alpha |h|^2} h.
\]

Thus, we conclude by noting that \( |m_t| \leq |Z^1_t(0)| + |\theta_t|, \) for \( t \in [0, T]. \)

**Proof of Theorem [5.7]** We apply the stability property of quadratic BSDE with bounded terminal data in Lemma [3.5] to study the limit of \( C^\alpha(F) \) when \( \alpha \to 0 \).

To this end, we consider BSDE \( (F, g^\alpha) \) for \( \alpha \in (0, 1] \) (cf. [5.10]):

\[
C^\alpha_t(F) = F + \int_t^T g^\alpha(u, H^\alpha_u(F), Z^1_u(0)) \, du \\
- \int_t^T (H^\alpha_u(F))^{tr} \theta_u \, du - \int_t^T (H^\alpha_u(F))^{tr} dB_u, \quad t \in [0, T].
\]

Since the generator \( g^\alpha \) satisfies [5.20] and the terminal condition \( F \) satisfies Assumption 3, the comparison theorem for quadratic BSDE with unbounded terminal data (see section 3 of [11]) implies

\[
\underline{C}_t^0 \leq C_t^\alpha(F) \leq \overline{C}_t^{\alpha'}, \quad t \in [0, T],
\]

for \( 0 < \alpha \leq \alpha' \leq 1 \), where \( \underline{C}_t^0 \) solves BSDE

\[
\underline{C}_t^0 = -k + \int_t^T (H^0_u)^{tr} \left( Z^1_u(0) - \text{Proj}_{\sigma^t, C^+}(Z^1_u(0) + \theta_u) \right) \, du \\
- \int_t^T (H^0_u)^{tr} dB_u, \quad t \in [0, T],
\]
and \( \overline{C}^1 \) solves BSDE

\[
\overline{C}^1_t = F^+ + \int_t^T \frac{1}{2} \left| H_u \right|^2 du - \int_t^T \left( H_u \right)^{tr} (dB_u - m_u du), \quad t \in [0, T].
\]

(5.24)

It is routine to check that both \( \overline{C}^0 \) and \( \overline{C}^1 \) have the explicit expressions

\[
\overline{C}^0 = -k; \quad \overline{C}^1_t = \ln E^{Q^m} \left[ e^{F^+} \mid \mathcal{F}_t \right],
\]

where \( Q^m \) is defined as \( \frac{dQ^m}{dx} := L^m_t = \mathcal{E}_T \left( \int_0^T m_t^r dB_u \right) \).

We claim that \( \overline{C}^1 < +\infty \). Indeed, since \( \int_0^T (Z^1_u(0))^{tr} dB_u \) is a BMO martingale (see Lemma 12 in [37] or Remark 3.4), \( \int_0^T m_t^r dB_u \) is also a BMO martingale. It then follows from reverse Hölder’s inequality (see [44]) that there exists some \( p > 1 \) such that

\[
E \left[ \left( \frac{L^m_t}{L^r_t} \right)^p \right] \leq C
\]

for some constant \( C > 0 \). In turn, Hölder’s inequality implies

\[
\ln E^{Q^m} \left[ e^{F^+} \mid \mathcal{F}_t \right] = \ln E \left[ \frac{L^m_t}{L^r_t} e^{F^+} \mid \mathcal{F}_t \right] \\
\leq \frac{1}{p} \ln E \left[ \left( \frac{L^m_t}{L^r_t} \right)^p \right] \mathcal{F}_t + (1 - \frac{1}{p}) \ln E \left[ e^{\frac{p-1}{p} F^+} \mid \mathcal{F}_t \right] < +\infty.
\]

Next, we pass to the limit in (5.22). But since the upper bound of \( g^\alpha \) involves \( m \) (cf. (5.20)), which is typically unbounded due to the unboundedness of \( Z^1(0) \), and the terminal condition \( F \) is unbounded, the stability property does not apply directly. To overcome this difficulty, we apply the localization argument as in Theorem 5.7 and define the stopping time

\[
\tau_j = T \land \inf \left\{ t \in [0, T] : \max \left\{ \int_0^t |Z^1_u(0)|^2 ds, \overline{C}^1 \right\} > j \right\},
\]

for integer \( j \geq 1 \).

Then \( (C^\alpha_j(t), H^\alpha_j(t)) := (C^\alpha_{\tau_j}(F), H^\alpha_{\tau_j}(F) 1_{t \leq \tau_j}), t \in [0, T], \) satisfies

\[
C^\alpha_j(t) = F^\alpha_j + \int_t^T 1_{u \leq \tau_j} g^\alpha(u, H^\alpha_j(u), Z^1_u(0)) du \\
- \int_t^T (H^\alpha_j(u))^{tr} \theta_u du - \int_t^T (H^\alpha_j(u))^{tr} dB_u,
\]

(5.25)

where \( F^\alpha_j = C^\alpha_j(T) = C^\alpha_{\tau_j}(F) \).

For fixed \( j \), we observe that \( C^\alpha_j(\cdot) \) is bounded, and the generator of BSDE (5.26) satisfies

\[
|1_{u \leq \tau_j} g^\alpha(u, h, Z^1_u(0))| \leq 1_{u \leq \tau_j} |Z^1_u(0)|^2 + |\theta_u|^2 + |h|^2,
\]

for \( u \in [0, T] \), so \( \int_0^T 1_{u \leq \tau_j} |Z^1_u(0)|^2 du \leq j \). Moreover, according to (5.21),

\[
1_{u \leq \tau_j} g^\alpha(u, h, Z^1_u(0)) \rightarrow 1_{u \leq \tau_x} h^{tr} \left( (Z^1_u(0) + \theta_u) - \text{Proj}_{u^{tr}C^\alpha} (Z^1_u(0) + \theta_u) \right),
\]

for fixed \( j \).
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as \( \alpha \to 0 \). Consequently, the quadratic BSDE (5.25) satisfies the stability property conditions in section 2.2 of [56].

Hence, setting \( C^0_j(t) = \inf_\alpha C^\alpha_j(t) \), it follows from the stability property of quadratic BSDE with bounded terminal data (see Lemma 3.5) that there exists \( H^0_j(\cdot) \in M^2 \) such that \( \lim_{\alpha \to 0} H^\alpha_j(\cdot) = H^0_j(\cdot) \) in \( M^2 \), and \( (C^0_j(\cdot), H^0_j(\cdot)) \) satisfies

\[
C^0_j(t) = F_j + \int_t^\tau (H^0_j(u))^{tr} \left( Z^1_u(0) - \text{Proj}_{\sigma^C(\cdot)}(Z^1_u(0) + \theta_u) \right) du
\]

\[
- \int_t^\tau (H^0_j(u))^{tr} dB_u,
\]

where \( F_j = C^0_j(T) = \inf_\alpha C^\alpha_j(F) \). The linear BSDE (5.17) then follows by sending \( j \to \infty \) in (5.26).

### 5.2.2. Asymptotics as \( \alpha \to \infty \).

We complete the asymptotic analysis of \( C^\alpha(F) \) by considering the situation \( \alpha \to \infty \) in the next theorem. It is based on Peng’s monotonic limit theorem (see Theorem 2.4 in Peng [60]), which is recalled below.

**Lemma 5.10** ([60]). Let \( (Y^n, Z^n) \in S^2 \times M^2 \) be the solution of the BSDE

\[
Y^n_t = F + \int_t^T dA^n_u - \int_t^T g(u, Y^n_u, Z^n_u) du - \int_t^T (Z^n_u)^{tr} dB_u
\]

where \( F \) is square integrable, the generator \( g \) satisfies the Lipschitz continuous condition with a Lipschitz constant \( C_g : \)

\[
|g(t, y, z) - g(t, \bar{y}, \bar{z})| \leq C_g(|y - \bar{y}| + |z - \bar{z}|)
\]

for \( (t, y, z) \in [0, T] \times \mathbb{R} \times \mathbb{R}^m \) and \( (t, \bar{y}, \bar{z}) \in [0, T] \times \mathbb{R} \times \mathbb{R}^m \), and \( A^n \in S^2 \) is an increasing process. If \( Y^n \) is increasing and converges to \( Y \in S^2 \), then there exist \( Z, A \in M^2 \times S^2 \) such that \( A \) is increasing, \( A^n \to A \) weakly in \( S^2 \) and \( Z^n \to Z \) weakly in \( M^2 \), strongly in \( M^p \) for \( p < 2 \) with \( Y, Z, A \) satisfies (5.22).

**Theorem 5.11.** Suppose that Assumption [3] holds, and the admissible set is \( \mathcal{A}^\text{cone} \) as in Definition 5.7. Moreover, suppose that the following constrained BSDE

\[
C^\infty_t(F) = F + \int_t^T dA^\infty_u(F) - \int_t^T (H^\infty_u(F))^{tr} \theta_u du - \int_t^T (H^\infty_u(F))^{tr} dB_u,
\]

subject to \( H^\infty_u(F) \in \sigma^C_u \), for a.e. \( u \in [0, T] \),

admits at least one solution \( (\tilde{C}^\infty(F), \tilde{H}^\infty(F), \tilde{A}^\infty(F)) \in S^2 \times M^2 \times S^2 \) with \( \tilde{A}^\infty(F) \) being an increasing process.

Then, \( \lim_{\alpha \to \infty} C^\alpha_t(F) = C^\infty_t(F) \), where \( (C^\infty_t(F), H^\infty_t(F), A^\infty_t(F)) \) is the minimal solution to the constrained BSDE (5.28). Herein, the minimal solution means if \( (\tilde{C}^\infty(F), \tilde{H}^\infty(F), \tilde{A}^\infty(F)) \) is a solution to (5.28), then \( C^\infty_t(F) \leq \tilde{C}^\infty_t(F) \), \( \mathbb{P} \)-a.s., for \( t \in [0, T] \).

**Remark 5.12.** The assumption on the constrained BSDE (5.28) means that the payoff \( F \) can be superreplicated by using a trading strategy constrained in the set \( \sigma^C_u \), for a.e. \( u \in [0, T] \).

Note that if \( F \) is bounded, the above assumption is indeed satisfied by taking \( \tilde{C}^\infty(F) = \|F\|_\infty \), the essential supremum of \( F \), \( \tilde{H}^\infty(F) \equiv 0 \), and \( \tilde{A}^\infty_u(F) = 1_{\{u < T\}}(\|F\|_\infty - F) + 1_{\{u = T\}}0 \).
Furthermore, if $F$ is bounded, and $C^c$ is a subspace of $\mathbb{R}^d$ as in Remark 5.8, we also have the convergence of the optimal trading strategy. To see this, since
\begin{equation}
\sigma^t \pi^t_\alpha (F) - \sigma^t \pi^t_\alpha (0) - H^\infty_t (F) = \text{Proj}_{\sigma^t C^c} (H^\alpha_t (F) - H^\infty_t (F)),
\end{equation}
and $H^\alpha_t (F) \to H^{\infty_t} (F)$ weakly in $M^2$, strongly in $M^p$ for $p < 2$ (see the proof of Theorem 5.11), we obtain
\begin{equation}
\lim_{\alpha \to \infty} E \left[ \int_0^T |\sigma^t \pi^t_\alpha (F) - \sigma^t \pi^t_\alpha (0) - H^\infty_t (F)|^p dt \right] = 0.
\end{equation}

Let us recall that, according to Cvitanic et al. [14], the minimal solution $C^\infty_0 (F)$ actually admits a stochastic control representation. To see this, we introduce the admissible set
\begin{equation}
A_1^t = \cup_{m \geq 0} \{v \in L^2 [0, T] : |v| \leq m \text{ and } v_t \text{ is valued in } \Gamma_t, \ t \in [0, T) \}.
\end{equation}

The domain $\Gamma_t$ is defined as follows: For $t \in [0, T]$, given the closed and convex cone $\sigma^t C^c$, we define its support function $\delta_{\sigma^t C^c} (\cdot)$ as the convex dual of the characteristic function $\delta_{\sigma^t C^c} (v) = \sup_{z \in \mathbb{R}^m} (z^t v - \delta_{\sigma^t C^c} (z))$ for $(t, v) \in [0, T] \times \mathbb{R}^m$.

Then, $\delta_{\sigma^t C^c} (\cdot)$ is valued in $\mathbb{R} \cup \{+\infty\}$, and is bounded on compact subsets of the barrier cone $\Gamma_t = \{v \in \mathbb{R}^m : \delta_{\sigma^t C^c} (v) < +\infty\}$.

In our case, since $\sigma^t C^c$ is a closed and convex cone, it follows that $\Gamma_t = \{v \in \mathbb{R}^m : z^t v \leq 0 \text{ for } z \in \sigma^t C^c\}$, and $\delta_{\sigma^t C^c} \equiv 0$ on $\Gamma_t$.

It then follows from Theorem 5.1 and Corollary 5.1 of [14] (with $\mu = -\theta$) that
\begin{equation}
\lim_{\alpha \to \infty} C^\alpha_{0} (F) = C^{\infty}_0 (F)
\end{equation}
\begin{equation}
= \sup_{v \in A_1^t} E^{Q^{v}} \left[ F - \int_0^T \delta_{\sigma^t C^c} (v_u) du \right]
\end{equation}
\begin{equation}
= \sup_{v \in A_1^t} E^{Q^{v}} [F],
\end{equation}
where
\begin{equation}
\frac{dQ^v}{dP} := \mathcal{E}_T (\int_0^T (v_t - \theta_t)^{tr} dB_t).
\end{equation}
In Chapter 5.3, we shall show that $C^{\infty}_0 (F)$ is nothing but the superreplication price of $F$ under MLMM when the portfolio constraint is a subspace.

Proof of Theorem 5.11. We start with bounded $F$, and proceed to general $F$ by an approximation procedure.

(i) The case that $F$ is bounded. We first rewrite (5.10) as
\begin{equation}
\overline{C}^\alpha_t (F) = \left( F - \int_0^T \frac{\text{dist}^2_{\sigma^t C^c} (Z^1_u (0) + \theta_u)}{2\alpha} du \right) + \int_t^T dA^\alpha_u (F)
\end{equation}
\begin{equation}
- \int_t^T (H^\alpha_u (F))^{tr} \theta_u du - \int_t^T (H^\alpha_u (F))^{tr} dB_u,
\end{equation}
where
\begin{equation}
C^\alpha_t(F) := C^\alpha_F - \int_0^t \frac{\text{dist}^2_{\sigma_u^F C^c}(Z^1_u(0) + \theta_u)}{2\alpha} \, du,
\end{equation}
and \(A^\alpha\) is an adapted, continuous and increasing process defined as
\begin{equation}
A^\alpha_t(F) := \int_0^t \frac{1}{2\alpha} \text{dist}^2_{\sigma_u^F C^c}(\alpha H^\alpha_u(F) + Z^1_u(0) + \theta_u) \, du
= \frac{\alpha}{2} \int_0^t \text{dist}^2_{\sigma_u^F C^c}\left(\frac{H^\alpha_u(F) + \theta_u}{\alpha}\right) \, du.
\end{equation}

We regard \((5.32)\) as a penalized equation for the constrained BSDE \((5.28)\), and we shall prove \((C^\infty(F), A^\alpha(F), H^\alpha(F)) \to (C^\infty(F), A^\infty(F), H^\infty(F))\) as \(\alpha \to \infty\).

To this end, we note that since \(F\) is bounded and \(\varrho\) is increasing in \(\alpha\) (see Lemma 5.9), the comparison theorem for quadratic BSDE with bounded terminal data then implies \(C^\alpha(F)\) is increasing in \(\alpha\). Consequently, \(C^\infty(F)\) is also increasing in \(\alpha\).

We claim that for any bounded solution \((C^\infty(F), H^\infty(F), A^\infty(F))\) to the constrained BSDE \((5.28)\) (the bounded solution means \(C^\infty(F)\) is bounded), it holds that
\begin{equation}
C^\alpha_t(F) \leq C^\infty_t(F), \quad \text{P-a.s., for } t \in [0, T].
\end{equation}
We defer the proof of the above inequality to Lemma 5.13. Then \((5.34)\) will further imply \(C^\alpha_t(F) \leq C^\infty_t(F)\) by the definition of \(C^\infty_t(F)\) in \((5.32)\) and the non-negativity of quadratic distance functions.

Thus, there exists \(C^\infty(F) \in \mathcal{S}^\infty\) such that \(C^\alpha_t(F) \to C^\infty_t(F)\) in \(\mathcal{S}^\infty\), and \(C^\infty_t(F) \leq C^\infty_t(F)\), for \(t \in [0, T]\).

It then follows from Lemma 2.5 in \([60]\) that
\begin{equation}
\sup_{\alpha \geq 1} E[|A^\alpha_t(F)|^2] \leq C; \quad \sup_{\alpha \geq 1} E \left[ \int_0^T |H^\alpha_t(F)|^2 \, dt \right] \leq C,
\end{equation}
for some constant \(C > 0\).

Applying Lemma 5.10, we obtain that there exist \((H^\infty(F), A^\infty(F)) \in M^2 \times \mathcal{S}^2\) such that \(A^\infty(F)\) is increasing, \(A^\alpha(F) \to A^\infty(F)\) weakly in \(\mathcal{S}^2\), and \(H^\alpha(F) \to H^\infty(F)\) weakly in \(M^2\), strongly in \(M^p\) for \(p < 2\), with \((C^\infty(F), H^\infty(F), A^\infty(F))\) satisfying the equation in \((5.28)\).

We next show that \(H^\infty_u(F) \in \sigma_u^F C^c\), for a.e. \(u \in [0, T]\). Indeed, by the definition of \(A^\alpha(F)\) in \((5.33)\) and the first estimate in \((5.35)\), we have
\begin{equation}
E \left[ \int_0^T \text{dist}^2_{\sigma_u^F C^c}\left(\frac{H^\alpha_u(F) + \theta_u}{\alpha}\right) \, du \right]
= \frac{2E[A^\alpha_0(F)]}{\alpha} \leq \frac{2E[|A^\alpha_0(F)|^2]}{\alpha} \leq \frac{2C^\infty_0}{\alpha} \to 0, \quad \text{as } \alpha \to \infty,
\end{equation}
which forces that \(H^\infty_u(F) \in \sigma_u^F C^c\), for a.e. \(u \in [0, T]\), i.e. the constraint condition in \((5.28)\) holds.

(ii) The case that \(F\) satisfies Assumption 3 In general, we approximate \(F\) from below by introducing \(F^n := F \wedge n\). It then follows from the comparison
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Theorem and the stability property for quadratic BSDE with bounded terminal data that $C_\alpha(F^n)$ is increasing in $n$, and

$$\lim_{n \to \infty} C_0^\alpha(F^n) = \sup_n C_0^\alpha(F^n) = C_0^\alpha(F).$$

On the other hand, we have also proved in (i) that $C_\alpha(F^n)$ is increasing in $\alpha$, and

$$\lim_{\alpha \to \infty} C_0^\alpha(F^n) = \sup_{\alpha} C_0^\alpha(F^n) = C_0^\infty(F^n).$$

Thus, by interchanging the above two limiting procedures, we obtain

$$\lim_{\alpha \to \infty} C_0^\alpha(F^n) = \sup_{\alpha} \sup_n C_0^\alpha(F^n) = \sup_n \sup_{\alpha} C_0^\alpha(F^n) = \lim_{n \to \infty} C_0^\infty(F^n).$$

According to (5.29), $C_0^\infty(F^n)$ admits the stochastic control representation

$$C_0^\infty(F^n) = \sup_{v \in A^*_t} E^{Q^v}[F^n].$$

Since $F^n \to F$ from below, by monotone convergence theorem, we have

$$\lim_{n \to \infty} C_0^\infty(F^n) = \sup_{v \in A^*_t} E^{Q^v}[F].$$

Using (5.29) again, we know the right hand side of the above equality is nothing but the stochastic control representation of $C_0^\infty(F)$, i.e. (the first component of) the minimal solution to the constrained BSDE (5.28). Hence, $\lim_{\alpha \to \infty} C_0^\alpha(F) = C_0^\infty(F)$.

Lemma 5.13. Suppose that the payoff $F$ is bounded, and let $(C_\alpha(F), H_\alpha(F))$ be the unique solution to BSDE (5.16). Then, for any bounded solution $(C_0^\infty(F), H_0^\infty(F), A_0^\infty(F))$ to the constrained BSDE (5.28), we have $C_0^\alpha(F) \leq C_0^\infty(F), \mathbb{P}$-a.s., for $t \in [0,T]$.

Proof. If $(C_0^\infty(F), H_0^\infty(F), A_0^\infty(F))$ is a bounded solution to the constrained BSDE (5.28), it follows from (5.16) and (5.28) that

$$C_0^\alpha(F) - C_0^\infty(F) = \int_t^T g^\alpha(u, H_0^\alpha(F), Z_0^1(0))du - \int_t^T \bar{d}A_0^\infty(F)$$

$$- \int_t^T (H_0^\alpha(F) - H_0^\infty(F))^T \theta_u du + dB_u$$

$$\leq \int_t^T g^\alpha(u, H_0^\infty(F), Z_0^1(0))du$$

$$- \int_t^T (H_0^\alpha(F) - H_0^\infty(F))^T ((\beta_u + \theta_u) du + dB_u),$$

where $\beta$ is defined as

$$\beta_u = \frac{g^\alpha(u, H_0^\infty(F), Z_0^1(0)) - g^\alpha(u, H_0^\alpha(F), Z_0^1(0))}{|H_0^\alpha(F) - H_0^\infty(F)|^2} (H_0^\alpha(F) - H_0^\infty(F)),$$
for \( u \in [0, T] \). Using the similar arguments as in the proof of the upper bound of \( g^\alpha \) in Lemma 5.9, we deduce

\[
|\beta_u| \leq |Z^1_u(0)| + |\theta_u| + \frac{\alpha}{2}(|\overline{H}^\infty_u(F)| + |H^\alpha_u(F)|).
\]

But \( \int_0^t (Z^1_u(0) + \overline{H}^\infty_u(F) + H^\alpha_u(F))^\tau dB_u \) is a BMO martingale, which follows along the similar arguments as in Lemma 12 of [37] by noting that \( F \) is bounded, so \( \int_0^t \beta^\tau u dB_u \) is also a BMO martingale. In turn, defining \( Q^\beta \) as

\[
\frac{dQ^\beta}{dB} := \mathcal{E}_T(\int_0^t (\beta_u + \theta_u)^\tau dB_u),
\]

we have

\[
(5.36) \quad C^\alpha_t(F) - \overline{C}^\infty_t(F) \leq E^{Q^\beta}\left[ \int_t^T g^\alpha(u, \overline{H}^\infty_u(F), Z^1_u(0)) du | F_t \right].
\]

Recall from Lemma 5.9 that \( g^\alpha(u, \overline{H}^\infty_u(F), Z^1_u(0)) \) is increasing in \( \alpha \). Setting \( \beta := 1/\alpha \), similar to (5.21), we have

\[
\begin{align*}
\lim_{\alpha \to \infty} g^\alpha(u, \overline{H}^\infty_u(F), Z^1_u(0)) & = \lim_{\alpha \to \infty} \frac{1}{2\alpha} \text{dist}^2_{\sigma^\alpha_{u,C'}} \left( \alpha \overline{H}^\infty_u(F) + Z^1_u(0) + \theta_u \right) \\
& = \lim_{\beta \to 0} \frac{1}{2\beta} \text{dist}^2_{\sigma^{1/\beta}_{u,C'}} \left( \overline{H}_{1/\beta}^\infty_u(F) + \beta(Z^1_u(0) + \theta_u) \right) - \text{dist}^2_{\sigma^\beta_{u,C'}} \left( \overline{H}_u^\infty(F) \right) \bigg|_{\beta = 0} \\
& = \frac{1}{2} \left( \frac{\partial}{\partial \beta} \text{dist}^2_{\sigma^{1/\beta}_{u,C'}} \left( \overline{H}_{1/\beta}^\infty_u(F) + \beta(Z^1_u(0) + \theta_u) \right) \right) |_{\beta = 0},
\end{align*}
\]

where we used the constraint condition \( \overline{H}_u^\infty(F) \in \sigma^{\alpha}_{u,C'} \) in the last but one equality. We then calculate the derivative of the above quadratic distance function \( \text{dist}^2_{\sigma^{1/\beta}_{u,C'}}(\cdot) \) with respect to \( \beta \) as

\[
(Z^1_u(0) + \theta_u)^\tau \left( \overline{H}_{1/\beta}^\infty_u(F) + \beta(Z^1_u(0) + \theta_u) - \text{Proj}_{\sigma^{1/\beta}_{u,C'}} \left( \overline{H}_{1/\beta}^\infty_u(F) + \beta(Z^1_u(0) + \theta_u) \right) \right),
\]

which is 0 at \( \beta = 0 \). Thus, \( g^\alpha(u, \overline{H}^\infty_u(F), Z^1_u(0)) \leq 0 \), from which we conclude \( C^\alpha_t(F) \leq C_t^\infty(F) \).

\[\square\]

### 5.3. A specific case with subspace portfolio constraints

We show that the results herein cover the existing literature of indifference valuation ([16], [22] and [52]), if the trading strategies stay in a subspace of \( \mathbb{R}^d \) rather than a general set.

To facilitate the discussion, we only consider an example with a single traded asset. The more general case follows along similar arguments. Consider a market with a single stock whose coefficients depend on a single stochastic factor driven by a 2-dimensional Brownian motion, namely, \( m = 2 \), \( d = 1 \), and

\[
\begin{align*}
\text{d}S_t &= b(V_t) S_t dt + \sigma(V_t) S_t dB_{1,t}, \\
\text{d}V_t &= \eta(V_t) dt + \kappa_1 dB_{1,t} + \kappa_2 dB_{2,t}.
\end{align*}
\]

The payoff \( F \) has the form \( F = F(V) \), which may depend on the whole path of the stochastic factor process \( V \).

We assume that the two positive constants \( \kappa_1 \), \( \kappa_2 \) satisfy \( |\kappa_1|^2 + |\kappa_2|^2 = 1 \), the functions \( b(\cdot) \), \( \sigma(\cdot) \) and \( \eta(\cdot) \) are uniformly bounded, and \( \sigma(\cdot) > 0 \). Then, the wealth
equation becomes $dX_t^\pi = \pi_t \sigma(V_t) (\theta(V_t) dt + dB_{1,t})$, where $\theta(V_t) = \frac{k(V_t)}{\pi_t(V_t)}$. We also choose $C = \mathbb{R}$.

**Remark 5.14.** In the Markovian setting, we may impose an additional dissipative condition on the function $\eta(v)$. Specifically, we require that $\eta(v)$ satisfies:

$$(\eta(v) - \eta(\bar{v}))(v - \bar{v}) \leq -C|v - \bar{v}|^2,$$

for some constant $C > 0$. Consider a payoff function $F = f(V_T)$, where $f$ is a function with linear growth, such as a call option payoff of the form $\pm (V_T - K)^+$. Under these conditions, $F$ has exponential moments. Consequently, the exponential integrability condition on the payoff $F$ as stated in Assumption [1] is satisfied.

In this case, for $z = (z_1, z_2)$, the generator $f(t, z)$ in (5.22) reduces to

$$f(t, (z_1, z_2)) = -\theta(v) z_1 - \frac{1}{2\alpha} |\theta(v)|^2 + \frac{\alpha}{2} |z_2|^2,$$

and its convex dual $f^*(t, q)$ with $q = (q_1, q_2)$ in (5.34) becomes

$$f^*(t, (q_1, q_2)) = 1_{\{q_1 + \theta(v) = 0\}} \frac{|q_2|^2 + |\theta(v)|^2}{2\alpha} + 1_{\{q_1 + \theta(v) \neq 0\}} \times (+\infty).$$

According to Theorem 5.3, the convex dual representation of $Y$ in (5.4) becomes

$$Y_t = \esssup_{q \in A^\varphi_0, q_1 = -\theta(V)} E^{Q^q} \left[ F - \int_t^T \frac{|q_{2,s}|^2 + |\theta(V_s)|^2}{2\alpha} ds \right] \mathcal{F}_t.$$

Note that the first component $q_1$ of the density process $q$ must be the negative market price of risk $-\theta(V_s)$, $s \in [0, T]$. Thus, under $Q^q$, the stock price process $S$ follows

$$dS_t = \sigma(V_t) S_t dB_{1,t}^q,$$

where

$$B_{1,t}^q := B_{1,t} - \int_0^t q_{1,s} ds = B_{1,t} + \int_0^t \theta(V_s) ds, \ t \in [0, T],$$

is a one-dimensional Brownian motion under $Q^q$, so $Q^q$ is an MLMM.

We also note that

$$E \left[ \frac{dQ^q}{dP} \ln \frac{dQ^q}{dP} \right] = E^{Q^q} \left[ \frac{1}{2} \left( \int_0^T \frac{|q_{2,s}|^2 + |q_{1,s}|^2}{2\alpha} ds \right) \right].$$

Hence, we can rewrite the convex dual representation of $Y$ as the following minimal entropy representation

$$Y_0 = \sup_{q \in A^\varphi_0, q_1 = -\theta(V)} \left( E^{Q^q} [F] - \frac{1}{\alpha} E \left[ \frac{dQ^q}{dP} \ln \frac{dQ^q}{dP} \right] \right).$$

Consequently,

$$C_0(F) = \sup_{q \in A^\varphi_0, q_1 = -\theta(V)} \left( E^{Q^q} [F] - \frac{1}{\alpha} E \left[ \frac{dQ^q}{dP} \ln \frac{dQ^q}{dP} \right] \right),$$

and

$$\frac{1}{\alpha} E \left[ \frac{dQ^q}{dP} \ln \frac{dQ^q}{dP} \right],$$

(5.42)

$$C_0(F) = \sup_{q \in A^\varphi_0, q_1 = -\theta(V)} \left( E^{Q^q} [F] - \frac{1}{\alpha} E \left[ \frac{dQ^q}{dP} \ln \frac{dQ^q}{dP} \right] \right).$$
which is precisely the minimal entropy representation of the utility indifference price obtained in \[16, 22\] and \[52\].

Next, we investigate the asymptotic behavior of the utility indifference price in this example. One could, of course, work on \[5.42\] to obtain the asymptotic results as in \[22\] and \[52\]. However, we shall apply the asymptotic results obtained in Chapter 5.2 directly, in particular \[5.19\] and \[5.29\], and compare them with the asymptotic results established in \[22\] and \[52\].

We follow the notations in Chapter 5.2. We first show that when \(\alpha \to 0\), the probability measure \(Q^\alpha\) introduced in \[5.18\] is the minimal entropy martingale measure.

Denote the optimal density process by \(q^* = (q_1^*, q_2^*)\), i.e. \(q^*\) is the maximizer of

\[
Y_0^\alpha(0) = \sup_{q \in A_\alpha, q_1, q_2, \theta = \theta(V)} \left( -\frac{1}{\alpha} E \left[ \frac{dQ^q}{dP} \ln \frac{dQ^q}{dP} \right] \right) = E^{Q^q*} \left[ \int_0^T \frac{|q^*_{1,s}|^2 + |\theta(V_s)|^2}{2\alpha} ds \right],
\]

where we used \((5.40)\) in the second equality. Similar to the proof of Theorem 5.3, the martingale representation theorem implies

\[
(5.43) \quad dY_t^\alpha(0) = \frac{|q^*_{1,t}|^2 + |\theta(V_t)|^2}{2\alpha} dt + \left( Z^0_{1,t} dB^0_{1,t} + Z^0_{2,t} dB^0_{2,t} \right),
\]

for some \(\mathbb{R}^2\)-valued predictable process \(Z^{q^*} = (Z^1, Z^2) \in L^2[0,T]\), where

\[
B^q_{1,t} := B_{1,t} - \int_0^t q^*_{1,s} ds = B_{1,t} + \int_0^t \theta(V_s) ds;
\]

\[
B^q_{2,t} := B_{2,t} - \int_0^t q^*_{2,s} ds, \quad t \in [0,T],
\]

is a two-dimensional Brownian motion under \(Q^{q^*}\).

On the other hand, according to the primal BSDE(0, f) with the generator \(f\) given in \[5.37\], we also have

\[
(5.44) \quad dY_t^\alpha(0) = \left( \theta(V_t) Z^0_{1,t}(0) - \frac{\alpha}{2} |Z^0_{1,t}(0)|^2 + \frac{|\theta(V_t)|^2}{2\alpha} \right) dt
\]

\[
+ \left( Z^0_{1,t}(0) dB_{1,t} + Z^0_{2,t}(0) dB_{2,t} \right)
\]

\[
= \frac{2\alpha Z^0_{1,t}(0) q^*_{1,t} - |\alpha Z^0_{1,t}(0) q^*_{1,t} + 2\alpha |\theta(V_t)|^2}{2\alpha} dt
\]

\[
+ \left( Z^0_{1,t}(0) dB_{1,t}^0 + Z^0_{2,t}(0) dB_{2,t}^0 \right).
\]

Comparing \[5.43\] and \[5.44\] gives \((Z^0_{1,t}, Z^0_{2,t}) = (Z^0_{1,t}(0), Z^0_{2,t}(0))\), and moreover,

\[
q^*_{2,t} = \alpha Z^0_{2,t}(0) = Z^1_{2,t}(0), \quad t \in [0,T],
\]

by the scaling property \[5.13\]. Thus, the optimal density process is

\[
(q^*_{1,t}, q^*_{2,t}) = (-\theta(V_t), Z^1_{2,t}(0)), \quad t \in [0,T].
\]

Note that the above density is nothing but the density of the probability measure \(Q^Z\) in \[5.18\]:

\[
\frac{dQ^Z}{dP} = \mathcal{E}_T \left( \int_0^T -\theta(V_t) dB_{1,t} + Z^1_{2,t}(0) dB_{2,t} \right),
\]
which means $Q^Z$ is the minimal entropy martingale measure.

To conclude the paper, we show that $C_0^\infty(F)$ in (5.29) is the superreplication price of $F$ under MLMM in this example. To this end, observe that the barrier cone $\Gamma_t$ reduces to $\Gamma_t = \{v \in \mathbb{R}^2 : v_1 \equiv 0\}$, and the support function $\delta_{\sigma_t \mathcal{C}_t}^\star \equiv 0$ on $\Gamma_t$. Thus, (5.29) becomes

$$C_0^\infty(F) = \sup_{v \in \mathcal{A}_t^\star} E^{Q^v}[F],$$

where

$$\frac{dQ^v}{dP} = \mathcal{E}_T(\int_0^T -\theta(V_t) dB_{1,t} + v_{2,t} dB_{2,t}),$$

so the stock price $S$ follows (5.39), and $Q^v$ is an MLMM, i.e. $C_0^\infty(F)$ is the superreplication price of $F$ under MLMM $Q^v$. 
CHAPTER 6

Regime switching markets

In this chapter, we address the utility maximization problem with random endowment in regime switching markets by employing an exponential quadratic BSDE framework. Let \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) be the filtered probability space introduced in Chapter 2. Assume the probability space also supports a finite-state Markov chain \(\Lambda\) with its transition rate matrix \(Q = \{\lambda_{i,k}\}_{i,k \in I}\) satisfying (i) \(\sum_{k \in I} \lambda_{i,k} = 0\); (ii) \(\lambda_{i,k} \geq 0\) for \(i \neq k\), and admits the representation

\[
d\Lambda_t = \sum_{k,k' \in I} (k - k') \chi_{\{H_t = k'\}} dN_{k',k}^t,
\]

where \(N = (N_{k',k}^t)_{k',k \in I}\) are independent Poisson processes each with intensity \(\lambda_{k',k}\) and augmented filtration \(\mathbb{H} = \{\mathcal{H}_t\}_{t \geq 0}\). Let \(T_0 = 0\) and \(T_1, T_2, \ldots\) be the jump times of the Markov chain \(\Lambda\), and \((\Lambda^j)_{j \geq 1}\) be a sequence of \(\mathcal{H}_{T_j}\)-measurable random variables representing the position of \(\Lambda\) in the time interval \([T_{j-1}, T_j)\). Hence,

\[
\Lambda_t = \sum_{j \geq 1} \Lambda^{j-1} \chi_{[T_{j-1}, T_j)}(t).
\]

Without loss of generality, assume that \(\Lambda^0 = i \in I\). Denote the smallest filtration generated by \(\mathcal{F}\) and \(\mathbb{H}\) as \(\mathbb{G} = \{\mathcal{G}_t\}_{t \geq 0}\), i.e. \(\mathcal{G}_t = \mathcal{F}_t \vee \mathcal{H}_t\). Each state \(k \in I\) of the Markov chain \(\Lambda\) represents a market regime.

In this regime switching market, assume that all the coefficients are \(\mathbb{G}\)-predictable and bounded stochastic processes. In particular, the corresponding \(\mathbb{R}^{d \times m}\)-valued volatility matrix \(\sigma\) and \(\mathbb{R}^m\)-valued market price of risk \(\theta\) admit the representation

\[
\sigma_t = \sum_{j \geq 1} \sigma^{j-1}_t \chi_{[T_{j-1}, T_j]}(t), \quad \theta_t = \sum_{j \geq 1} \theta^{j-1}_t \chi_{[T_{j-1}, T_j]}(t),
\]

where \(\sigma^k\) and \(\theta^k\), for \(k \in I\), are \(\mathbb{F}\)-predictable bounded stochastic processes. Trading strategies will be chosen from the admissible set \(\mathcal{A}_{\mathbb{G}}^{D}\) as defined below:

**Definition 6.1.** [Admissible strategies with constraints \(\mathcal{A}_{\mathbb{G}}^{D}\)]

Let \(C\) be a closed and convex set in \(\mathbb{R}^d\) satisfying \(0 \in C\). The set of admissible trading strategies \(\mathcal{A}_{\mathbb{G}}^{D}\) consists of \(\mathbb{R}^d\)-valued \(\mathbb{G}\)-predictable processes \(\pi\) such that

\[
\pi_t = \pi_0 \chi_{\{0\}}(t) + \sum_{j \geq 1} \pi^{j-1}_t \chi_{[T_{j-1}, T_j]}(t), \quad t \in [0, T],
\]

where, for \(k \in I\), \(\pi^k \in L^2[0, T]\) is an \(\mathbb{R}^d\)-valued \(\mathbb{F}\)-predictable processes satisfying \(\pi^{k}_t \in C, \mathbb{P}\text{-a.s.}, \text{for } t \in [0, T]\). Moreover, the following class (D) condition holds:

\[
\{V(\tau, X^{\pi}_\tau; \Lambda_\tau) : \tau \text{ is a } \mathbb{G}\text{-stopping time taking values in } [0, T]\}
\]
is a uniformly integrable family, where the conditional value process \( V(\cdot, \cdot; \Lambda) \) is defined by

\[
V(t, \xi; \Lambda_t) := \operatorname{ess} \sup_{\{\pi_u, u \in [t, T]\} \text{admissible}} E \left[ -\exp \left( -\alpha \left( \xi + \int_t^T \pi_u^{tr} \sigma_u (dB_u + \theta_u du) - F \right) \right) \bigg| \mathcal{G}_t \right],
\]

for any random variable \( \xi \in \mathcal{F}_t \) such that \( \xi \) satisfying Assumption 4.

Herein, we use the superscript \( G \) to emphasize the dependency on \( G \). Note that, for \( \pi \in \mathcal{A}^G_D \), the corresponding wealth equation \([2.23]\) becomes

\[
X_t^\pi = x + \int_0^t \pi_u^{tr} \sigma_u (dB_u + \theta_u du)
\]

\[
= x + \int_0^t \sum_{j \geq 1} (\pi_u^{tr})_j \sigma_u^j (dB_u + \theta_u^j du) \chi_{(\tau_j - \tau_j^0)} (u).
\]

Our utility maximization problem is therefore formulated as follows: \textit{Solving the optimization problem}

\[
(6.3) \quad V(0, x; i) := \sup_{\pi \in \mathcal{A}^G_D} E \left[ -\exp \left( -\alpha \left( x + \int_0^T \pi_u^{tr} \sigma_u (dB_u + \theta_u du) - F \right) \right) \right],
\]

\textit{with the payoff} \( F \) \textit{satisfying Assumption 7.}

\begin{remark}
In Chapter 6.2, we will show that the conditional value process has the form \( V(t, \xi; \Lambda_t) = -e^{-\alpha (\xi - Y_t)} \) with \( Y \) solving an exponential quadratic BSDE (see \([6.4]\)), which in prior has nothing to do with the optimization problem \([6.3]\), so there is no circular dependency in the definition of the admissible set \( \mathcal{A}^G_D \).
\end{remark}

### 6.1. Multidimensional quadratic BSDE with unbounded terminal data

To solve the optimization problem \([6.3]\), we utilize a BSDE driven by the Brownian motion \( B \) and Markov chain \( \Lambda \). For an \(|I| \times |I|\) matrix \( \lambda = (\lambda^{i,k})_{i,k \in I} \), denote its \( i \)th row as \( \lambda^i \). The operation of multiplying the \( i \)th row of matrix \( \lambda \) with the \( i \)th row of another matrix \( U \) is represented as

\[
\lambda^i \cdot U^i = \sum_{k \in I} \lambda^{i,k} U^{i,k}.
\]

The BSDE is formulated as follows:

\[
(6.4) \quad Y_t = F + \int_t^T \left[ f(s, Z_s) ds + \lambda^{A^{s-}} \cdot g(U^{A^{s-}}) \right] ds - \int_t^T Z^{tr}_s dB_s - \int_t^T U^{A^{s-}} \cdot d\tilde{N}^{A^{s-}},
\]

where \( \tilde{N} = (\tilde{N}^{i,k})_{i,k \in I} \), with \( \tilde{N}^{i,k} = N^{i,k} - \lambda^{i,k} t \), \( t \in [0, T] \), represent the compensated Poisson martingales of \( N \) under the filtration \( \mathcal{G} = \mathcal{F} \lor \mathcal{H} \), and the generator \( g \) is given by

\[
g(u) := \frac{1}{\alpha} (e^{\alpha u} - 1 - \alpha u) \in \mathbb{R}, \quad u \in \mathbb{R}.
\]

Note that the notation \( g(U^{A^{s-}}) \) for a row vector process \( U^{A^{s-}} \) means that the function \( g \) is evaluated on each component of \( U^{A^{s-}} \) without any confusion arising.
Finally, the generator $f$ is given in (6.2), i.e.
\[
f(s,z) = \frac{\alpha}{2} \text{dist}^2_{\sigma^2} \left( z + \frac{1}{\alpha} \theta_s \right) - z^T \theta_s - \frac{1}{2\alpha} |\theta_s|^2 = \sum_{j \geq 1} \left( \frac{\alpha}{2} \text{dist}^2_{(\sigma^2)^{j-1}} \left( z + \frac{1}{\alpha} \theta^{j-1}_s \right) - z^T \theta^{j-1}_s - \frac{1}{2\alpha} |\theta^{j-1}_s|^2 \right) \chi_{(T_{j-1},T_j)}(s) =: \sum_{j \geq 1} f^{j-1}(s,z) \chi_{(T_{j-1},T_j)}(s), \quad (s,z) \in [0,T] \times \mathbb{R}^m
\]

Since the generator $f$ has quadratic growth (cf. Lemma 5.1), and the generator $g$ has an exponential form, BSDE (6.4) is referred to as an exponential quadratic BSDE, as first introduced in [21] and [53]. See also [29] for its recent development.

By a solution to BSDE (6.4), we mean a triplet of progressively measurable processes $(Y,Z,U) = (Y_t,Z_t,U_t)_{t \in [0,T]}$, with values in $\mathbb{R} \times \mathbb{R}^m \times \mathbb{R}^I$ such that $\mathbb{P}$-a.s., $t \mapsto Y_t$ is right continuous, $t \mapsto Z_t$ belongs to $L^2(0,T)$, i.e. $\int_0^T |Z_t|^2 dt < +\infty,$
\[
t \mapsto f(t,Z_t) + \lambda^{j-1} \cdot g(U_t^{j-1})
\]
belongs to $L^1(0,T)$, and $(Y,Z,U)$ satisfies (6.4).

The existence of solutions will be established via solving an associated multidimensional quadratic BSDE system
\[
(6.5) \quad Y^i_t = F + \int_t^T \left[ f^i(s,Z^i_s) + \sum_{k \in I} \lambda^{i,k} g(Y^k_s - Y^i_s) + Y^k_s - Y^i_s \right] ds - \int_t^T (Z^i_s)^T \sigma dB_s = F + \int_t^T \left[ f^i(s,Z^i_s) + \sum_{k \in I} \lambda^{i,k} \left( e^{\alpha(Y^k_s - Y^i_s) - 1} \right) \right] ds - \int_t^T (Z^i_s)^T \sigma dB_s,
\]
for $t \in [0,T]$ and $i \in I$. A solution to the BSDE system (6.5) is denoted by $(Y^i,Z^i)_{i \in I}$. The solutions of (6.4) and (6.5) are connected via
\[
Y_t = \sum_{j \geq 1} Y^j t \chi_{(T_{j-1},T_j)}(t), \quad Z_t = \sum_{j \geq 1} Z^j t \chi_{(T_{j-1},T_j)}(t),
\]
and $U_t^{i,k} = Y^k_t - Y^i_t$. The above connection can be established by applying Itô’s formula for the Markov chain $\Lambda$. We recall it in the following lemma, which will be frequently used in the rest of the paper. Its proof is a straightforward extension of Chapter 9.1.2 in Bremaud [7] and is thus omitted here.

**Lemma 6.3.** For $i \in I$, let $F^i_t$, $t \geq 0$, be a family of $\mathbb{F}$-progressively measurable and continuous stochastic processes. Then,
\[
\sum_{j \geq 1} \left[ F^j_{t \wedge T_j} - F^j_{t \wedge T_{j-1}} \right] \chi_{(T_{j-1},T_j]}(t) = \int_0^t \sum_{k \in I} \lambda^{i,k} \left[ F^k_s - F^j_s \right] ds + \sum_{k,k' \in I} \sum_{j \geq 1} \int_0^t \chi_{(A^{i,k} \wedge A^{j,k'} = k')}(s) d\tilde{N}^k_{s},
\]

The rest of this section is devoted to solving the multidimensional quadratic BSDE system (6.5), which in turn provides a solution to (6.4). The uniqueness of the solution to (6.4) will be established in Chapter 6.3 as a corollary of the convex dual representation of the solution component $Y$. 

6.1. MULTIDIMENSIONAL QUADRATIC BSDE WITH UNBOUNDED TERMINAL DATA 55
The proof of existence relies on the multidimensional comparison theorem for systems of BSDE established in [38]. The proof of the following version can be found in Lemma 2.2 in [39].

**Lemma 6.4.** For $i \in I$, consider a system of BSDE $(\bar{Y}^i, f^i + g^i)$ with the terminal data $F^i$ and the generator $(f^i + g^i)$, namely,

$$Y^i_t = F^i + \int_t^T [f^i(s, Z^i_s) + g^i(Y^i_s, Y^{-i}_s)] \, ds - \int_t^T (Z^i_s)^{tr} dB_s, \quad t \in [0, T],$$

where $Y^{-i} := (Y^1_s, \ldots, Y^{i-1}_s, Y^{i+1}_s, \ldots, Y^{|I|}_s)$. Let $(\bar{Y}^i, \bar{Z}^i)$ be a solution of the system of BSDE $(\bar{F}^i, \bar{f}^i, \bar{g}^i)$ with the terminal data $\bar{F}^i$ and the generator $(\bar{f}^i + \bar{g}^i)$. Suppose that

(i) both $F^i$ and $\bar{F}^i$ are square integrable and satisfying $F^i \leq \bar{F}^i$ for $i \in I$;

(ii) there exist constants $C_f$ and $C_g$ such that, for $i \in I$ and $z, \bar{z} \in \mathbb{R}^m$, $y = (y^i, y^{-i}), \bar{y} = (\bar{y}^i, \bar{y}^{-i}) \in \mathbb{R}^{|I|}$,

$$|f^i(s, z) - f^i(s, \bar{z})| \leq C_f |z - \bar{z}|,$$

$$|g^i(y^i, y^{-i}) - g^i(\bar{y}^i, \bar{y}^{-i})| \leq C_g |y - \bar{y}|;$$

(iii) the generator $g^i(y^i, y^{-i})$ is increasing in all of its components other than $y^i$, i.e., it is increasing in $y^k$, for $k \neq i$;

(iv) the following inequalities hold,

$$f^i(s, Z^i_s) \leq \bar{f}^i(s, \bar{Z}^i_s),$$

$$g^i(s, \bar{Y}^i_s, Y^{-i}_s) \leq \bar{g}^i(s, \bar{Y}^i_s, \bar{Y}^{-i}_s).$$

Then, $Y^i_t \leq \bar{Y}^i_t$ for $t \in [0, T]$ and $i \in I$.

**Theorem 6.5.** Suppose that Assumption 4 holds. Then the BSDE system (6.5) admits a solution $(Y^i, Z^i)_{i \in I}$, where $e^{\alpha(Y)} \in S^p$, $e^{\alpha(Y)^{-}} \in S^1$, and $Z^i \in M^2$, i.e.

$$E \left[ e^{\alpha(Y^i)_{T}} + e^{\alpha(Y^i)^{-}} + \int_0^T |Z^i_s|^2 \, ds \right] < +\infty,$$

where $Y^i_t = \sup_{t \in [0, T]} Y^i_t$ is the running maximum of a stochastic process $Y$.

**Proof.** We first truncate the terminal data $F$ as in the proof of Theorem 3.7 to define $F^{n, k} := F^+ \wedge n - F^- \wedge k$. Since there is no comparison theorem for general quadratic BSDE systems, we next apply the inf convolution to the generator $f^i$ in the BSDE system (5.5) as in Remark 5.6, i.e.,

$$f^{i, n}(t, z) := \inf_q \{ f^i(t, q) + n|q - z| \},$$

which is Lipschitz continuous in $z$ and has the growth property

$$-|\theta_i||z| - \frac{1}{2\alpha} |\theta_i|^2 \leq f^{i, n}(t, z) \leq f^i(t, z) \leq \frac{\alpha}{2} |z|^2$$

with $|\theta_i| := \max_{i \in I} |\theta_i|$.
Consider the following BSDE system

\[
Y^i, (n,k) = F^{n,k} + \int_t^T (Z^{i, (n,k)})^\alpha dB_s + \int_t^T [f^{i,n}(s, Z^{i, (n,k)}) + \sum_{j \in I} \frac{\lambda_{i,j}^k}{\alpha} (e^{\alpha(p(y^j)-p(y^i))) - 1)] ds,
\]

where the truncation function \( p(\cdot) \) will be chosen to ensure that \( p(y) \) is bounded and Lipschitz continuous. As a result, the term \( e^{\alpha(p(y^j)-p(y^i)))} \) will also be bounded and Lipschitz continuous. Note that the above BSDE system has bounded terminal data \( F^{n,k} \) and its generator \( f^{i,n}(t,z) \) is Lipschitz continuous in \( z \). Moreover, the generator

\[
\sum_{j \in I} \frac{\lambda_{i,j}^k}{\alpha} \left( e^{\alpha(p(y^j)-p(y^i)))} - 1 \right)
\]

is also Lipschitz continuous in \( y = (y^i, y^{-i}) \) due to the introduction of the truncation function \( p(y) \), and satisfies the monotonic condition (iii) in Lemma 6.4. Therefore, the comparison theorem in Lemma 6.4 applies to (6.10), from which we deduce that \( Y^i, (n,k) \) is increasing in \( n \) and decreasing in \( k \).

Let \((\overline{Y}, \overline{Z}) \in \mathcal{S}_\infty \times M^2 \) solve BSDE

\[
(6.11) \quad \overline{Y}_t = F^{n,k} + \int_t^T (\theta_s \overline{Z}_s) - \frac{1}{2\alpha} (\theta_s)^2 ) ds - \int_t^T \overline{Z}_s^\alpha dB_s,
\]

and \((Y, Z) \in \mathcal{S}_\infty \times M^2 \) solve BSDE

\[
(6.12) \quad Y_t = F^{n,k} + \int_t^T \frac{\alpha}{2} (|Z_s|^2 ) ds - \int_t^T Z_s^\alpha dB_s.
\]

Comparing the generators in (6.10) and (6.11) at \((\overline{Y}, \overline{Z}) \), we have

\[
f^{i,n}(s, Z_s) + \sum_{j \in I} \frac{\lambda_{i,j}^k}{\alpha} \left( e^{\alpha(p(Y_s)-p(Y^i)))} - 1 \right) \geq -|\theta_s| |Z_s| - \frac{1}{2\alpha} (\theta_s)^2.
\]

Likewise, comparing the generators in (6.10) and (6.12) at \((\overline{Y}, \overline{Z}) \), we have

\[
f^{i,n}(s, \overline{Z}_s) + \sum_{j \in I} \frac{\lambda_{i,j}^k}{\alpha} \left( e^{\alpha(p(\overline{Y}_s)-p(\overline{Y}^i)))} - 1 \right) \leq \frac{\alpha}{2} |\overline{Z}_s|^2.
\]

By the comparison theorem in Lemma 6.4 we deduce that \( Y_t \leq Y^{i, (n,k)} \leq \overline{Y}_t \), and we may choose the truncation function

\[
p(y) = \max\{-M(n,k), \min\{y, M(n,k)\}\},
\]

where the constant \( M(n,k) \), depending on \( n \) and \( k \), is such that \( \max\{|Y^+_t|, |Y^-_t|\} \leq M \) for \( t \in [0, T] \). Therefore, the truncation function \( p(y) \) does not play a role in the BSDE system (6.10), and \((Y^{i, (n,k)}, Z^{i, (n,k)})_{t \in I} \) is also a solution to (6.10) without applying the truncation function \( p \).

Furthermore, we obtain from (6.11) and (6.12) that \( Y \) further bounded from below by the solution component \( P \) of the following BSDE

\[
P_t = -F^- + \int_t^T (\theta_s |Q_s| - \frac{1}{2\alpha} (\theta_s)^2 ) ds - \int_t^T Q_s^\alpha dB_s,
\]
and $\bar{Y}_t$ bounded from above by

$$\bar{Y}_t = \frac{1}{\alpha} \ln E[e^{\alpha F^{n,k}} | \mathcal{F}_t] \leq \frac{1}{\alpha} \ln E[e^{\alpha F^+} | \mathcal{F}_t].$$

The remainder of the proof proceeds using the analogous localization argument to each equation in the BSDE system, as presented in the proof of Theorem 3.7. Specifically, we employ the localization sequence $(\tau_j)_{j \geq 1}$, defined by

$$\tau_j = T \wedge \inf \left\{ t \in [0, T] : \max \left\{ \frac{1}{\alpha} \ln E[e^{\alpha F^+} | \mathcal{F}_t], -P_t \right\} > j \right\}.$$

Since the steps are analogous to the previous proof for Theorem 3.7, we omit the detailed presentation here. □

### 6.2. Exponential utility maximization in regime switching markets

We are now ready to provide one of the main results in this section, which is the characterization of the conditional value function and the corresponding optimal trading strategy for the optimization problem (6.3) under Assumption 1.

**Theorem 6.6.** Suppose that Assumption 1 holds. Let $(Y, Z, U)$ be the unique solution to BSDE (6.4). Then, the value function of the optimization problem (6.3) with admissible set $A_G$ is given by

$$(6.13) \quad V(0, x; i) = -e^{-\alpha (x - Y_0)} A_t^\pi L_t^\pi,$$

and there exists an optimal trading strategy $\pi^* \in A_G$ such that

$$(6.14) \quad \sigma_t^tr\pi_t^r = \text{Proj}_{\sigma_t^r c} \left( Z_t + \frac{\theta_t}{\alpha} \right), \text{ P-a.s., for } t \in [0, T].$$

The proof of Theorem 6.6 follows similar arguments to those of Theorem 4.2, and thus, we only highlight their major differences.

**Lemma 6.7.** Let $X^\pi$ solve the wealth equation (6.2) and $(Y, Z, U)$ solve BSDE (6.4). Then,

$$-e^{-\alpha (X_t^\pi - Y_t)} = -e^{-\alpha (x - Y_0)} A_t^\pi L_t^\pi,$$

where

$$A_t^\pi = \exp \left( \alpha \int_0^t \frac{\sigma_u^tr \pi_u - (Z_u + \frac{\theta_u}{\alpha})}{2} - Z_u^tr \theta_u - \frac{|\theta_u|^2}{2\alpha} - f(u, Z_u) \right) du,$$

and

$$L_t^\pi = E_t \left( \alpha \int_0^t (Z_u^tr - \alpha u^r \sigma_u) dB_u + \int_0^t (e^{\alpha u^r \Lambda_u} - 1^r) \cdot dN_u - \int_0^t (e^{\alpha u^r \Lambda_u} - 1^r) \cdot dN_u \right),$$

with 1 representing the column vector of ones.

**Proof.** We denote the continuous part and pure jump part of $-e^{-\alpha (X_t^\pi - Y_t)}$ by $V^c(t, X_t^\pi)$ and $V^d(t, X_t^\pi)$, respectively. Observe that on $[T_{j-1}, T_j]$, $j \geq 1$, $Y_t = Y_t^{\Lambda_t^{j-1}}$ and $X_t^\pi = (X_t^{\pi})^{\Lambda_t^{j-1}}$, and they follow

$$dY_t^i = -\{ f^i(t, Z_t^i) + \lambda^i \cdot [g(U_t^i) + U_t^i] \} dt + (Z_t^i)^{tr} dB_t,$$

and

$$d(X_t^{\pi})^i = (\pi_t^r)^{tr} \sigma_t^r (dB_t + \theta_t^idt),$$
on the event \( \{ \Lambda^{j-1} = i \} \). Hence, Itô’s formula yields that
\[
d(-e^{-\alpha(X^\tau_t - Y^\tau_t)})
\]
\[= -\alpha e^{-\alpha(X^\tau_t - Y^\tau_t)} \left\{ \frac{\alpha}{2} \left( \sigma_i^\tau_t \pi_i^\tau_t - \left( Z^\tau_t \pi_i^\tau_t \right) \right)^2 - \left( (Z^\tau_t)^\tau \theta_i^\tau_t - \frac{|\theta_i|^2}{2\alpha} - f(t, Z^\tau_t) \right) \right\} dt
\]
\[-\alpha e^{-\alpha(X^\tau_t - Y^\tau_t)} \left( (Z^\tau_t)^\tau - \left( \pi_i^\tau_t \sigma_i^\tau_t \right) \right) dB_t
\]
\[+ e^{-\alpha(X^\tau_t - Y^\tau_t)} \lambda^i \cdot \left( e^{\alpha U^\tau_t} - 1 \right) dt.
\]

By summing up \(-e^{-\alpha(X^\tau_t - Y^\tau_t)}\) over the interval \([T_{j-1}, T_j]\) for \( j \geq 1 \), we obtain
\[V^c(t, X^\tau_t) = -e^{\alpha(x - Y_0)}
\]
\[-\int_0^t e^{-\alpha \left( X^\tau_s - Y^\tau_s \right)} \left\{ \frac{\alpha}{2} \left( \sigma_u^\tau_s \pi_u^\tau_s - \left( Z^\tau_s \pi_u^\tau_s \right) \right)^2 - \left( (Z^\tau_s)^\tau \theta_u^\tau_s - \frac{|\theta_u|^2}{2\alpha} - f(u, Z^\tau_u) \right) \right\} du
\]
\[+ \int_0^t \lambda^u e^{-\alpha \left( X^\tau_s - Y^\tau_s \right)} \left( e^{\alpha U^\tau_u} - 1 \right) du
\]
\[-\int_0^t e^{-\alpha \left( X^\tau_s - Y^\tau_s \right)} \left( Z^\tau_s^\tau - \pi_u^\tau_s \sigma_u^\tau_s \right) dB_u
\]

On the other hand, the pure jump part \(V^d(t, X^\tau_t)\) can be expressed as
\[V^d(t, X^\tau_t) = \sum_{j \geq 1} \left( -e^{-\alpha \left( X^\tau_{T_j} - Y^\tau_{T_j} \right)} + e^{-\alpha \left( X^\tau_{T_j-1} - Y^\tau_{T_j-1} \right)} \right) \chi_{T_j \leq t}
\]
\[= -\int_0^t e^{-\alpha \left( X^\tau_s - Y^\tau_s \right)} \left( e^{\alpha U^\tau_u} - 1 \right) \cdot dN^\Lambda_u^-.
\]
The result then follows by summing up \(V^c(t, X^\tau_t)\) and \(V^d(t, X^\tau_t)\).

**Proof of Theorem 6.6** We apply the martingale optimality principle. The supermartingale property of \(-e^{-\alpha(X^\tau_t - Y^\tau_t)}, \ t \in [0, T]\), follows from Lemma 6.7 and the definition of the admissible set \(A^D_0\). To prove the martingale property of \(-e^{-\alpha(X^\tau_t - Y^\tau_t)}, \ t \in [0, T]\), it is sufficient to demonstrate that, with \( \pi^* \) given in 6.13, the optimal density process \(L^\pi^*\) is in Class (D). This will further imply that \(L^\pi^*\) is a uniformly integrable martingale. Consequently, \(-e^{-\alpha(X^\tau_t - Y^\tau_t)}, \ t \in [0, T]\), also belongs to Class (D).

We observe that the convex dual of the generator \(g\) is given by \(g^*\) with
\[g^*(v) = \sup_{u \in \mathbb{R}} (uv - g(u)) = \frac{1}{\alpha} ((v + 1) \ln(v + 1) - v) \geq 0, \quad v > -1.
\]

On other hand, \(\alpha(Z_t - \sigma_i^\tau_t \pi_i^\tau_t) \in \partial_z f(t, Z_t)\) by 6.8 in Lemma 3.2 Therefore, in order to show that \(L^{\pi^*}_{g^*}\) has a finite entropy, we consider
\[L^{\pi^*}_{g^*} = \mathcal{E}_t \left( \int_0^t (q_u^*)^\tau dB_u + v_u^* \cdot \Lambda_u^- \cdot d\bar{N}^\Lambda_u^- \right), \quad t \in [0, T].
\]

for any \(q_u^* \in \partial_z f(t, Z_t)\) and \(v_u^* = (v_u^{i, k})_{i, k \in I}\) with \(v_u^{i, k} = \partial_u g(U^{i, k}_u) > -1\), and show that \(L^{\pi^*}_{g^*}\) has a finite entropy in the following lemma, which will then conclude the proof.
LEMMA 6.8. The optimal density process $L_{\sigma_j}^{q^*,v^*}$ has a finite entropy. Hence, by De la Vallée-Poussin theorem, $L^{q^*,v^*}$ is in Class (D) and, therefore, it is a uniformly integrable martingale.

PROOF. To show that $L_{\sigma_j}^{q^*,v^*}$ has finite entropy, we introduce the following stopping times: for any integer $j \geq 1$,

$$\sigma_j := T \wedge \inf \left\{ t \in [0,T] : \max \left\{ \int_0^t |q^*_u|^2 ds, |v^*_t|, \int_0^t |Z_s|^2 ds \right\} > j \right\},$$

so that $L_{\sigma_j}^{q^*,v^*}$ is a uniformly integrable martingale under $\mathbb{P}$.

We can then define a probability measure $\mathbb{Q}^{q^*,v^*}$ on $\mathcal{F}_{\sigma_j}$ by $\frac{d\mathbb{Q}^{q^*,v^*}}{d\mathbb{P}} := L_{\sigma_j}^{q^*,v^*}$, together with the Brownian motion $B^{q^*,v^*} := B - \int_0^\cdot q^*_u du$ and the compensated Poisson martingales $\tilde{N}^{q^*,v^*} = (\tilde{N}^{q^*,v^*}_t)_{t \in \mathcal{T}}$ with $\tilde{N}^{q^*,v^*}_t := N^{q^*,v^*}_t - \int_0^t v^*_u \lambda^{q^*,v^*} du$, for $t \in [0,\sigma_j]$.

Applying the Fenchel inequality \cite{10.1007/978-3-642-32257-7_4} to $L_{\sigma_j}^{q^*,v^*}(\alpha Y_{\sigma_j})$ gives

$$E[L_{\sigma_j}^{q^*,v^*} \ln L_{\sigma_j}^{q^*,v^*}] \leq \frac{E[L_{\sigma_j}^{q^*,v^*} \ln L_{\sigma_j}^{q^*,v^*}]}{p} - \frac{E[L_{\sigma_j}^{q^*,v^*}] \ln p}{p} + E[\exp Y_{\sigma_j}]$$

with $p > 1$ given in \cite{10.1007/978-3-642-32257-7_4}.

We use BSDE \cite{10.1007/978-3-642-32257-7_4} to estimate the LHS of the inequality \cite{10.1007/978-3-642-32257-7_4}. Under $\mathbb{Q}^{q^*,v^*}$, we have

\begin{align*}
E[L_{\sigma_j}^{q^*,v^*} \alpha Y_{\sigma_j}] &= E_{\mathbb{Q}^{q^*,v^*}}[\alpha Y_{\sigma_j}] \\
&= E_{\mathbb{Q}^{q^*,v^*}}[\alpha Y_0 + \alpha \int_0^{\sigma_j} (-f(u,Z_u) + Z^{q^*}_u du + \alpha \int_0^{\sigma_j} (Z_u)^{v^*} dB^{q^*,v^*}_u \\
&\quad + \alpha \int_0^{\sigma_j} \sum_{k \in \mathcal{K}} \lambda^{q^*,v^*,u} (-g(t^{q^*,v^*,u}_u \Lambda^{q^*,v^*,u} - k) + t^{q^*,v^*,u}_u \lambda^{q^*,v^*,u} du \\
&\quad + \alpha \int_0^{\sigma_j} U^{q^*,v^*,u}_u \cdot \tilde{N}^{q^*,v^*,u}_u] \\
&= \alpha Y_0 + E_{\mathbb{Q}^{q^*,v^*}}[\alpha \int_0^{\sigma_j} (f^*(u,q^*_u) + \lambda^{q^*,v^*,u} \cdot g^*(v^*_u \Lambda^{q^*,v^*,u})) du] \\
&\geq \alpha Y_0 + E_{\mathbb{Q}^{q^*,v^*}}[\int_0^{\sigma_j} \left( \frac{1}{2} |q^*_u|^2 + \alpha \lambda^{q^*,v^*,u} \cdot g^*(v^*_u \Lambda^{q^*,v^*,u}) \right) du],
\end{align*}

where we used the definitions of convex dual $f^*$ and $g^*$ in the last equality, and the lower bound of $f^*$ (cf. \cite{10.1007/978-3-642-32257-7_4}) in the last inequality.

Next, we calculate $E[L_{\sigma_j}^{q^*,v^*} \ln L_{\sigma_j}^{q^*,v^*}]$. Denote the continuous part and pure jump part of $L^{q^*,v^*}$ by $L^c$ and $L^d$, respectively. Then, since

$$dL_{t}^{q^*,v^*} = L_{t-}^{q^*,v^*} \left[ (q^*_t)^{tr} dB_t - \lambda^{q^*,v^*,u} - v^*_t \Lambda^{q^*,v^*,u} dt + v^*_t \Lambda^{q^*,v^*,u} \cdot dN^{q^*,v^*,u}_t \right],$$

we have

\begin{align*}
\ln L_t &= \int_0^t (q^*_u)^{tr} dB_u - \int_0^t \left( \lambda^{q^*,v^*,u} - v^*_u \Lambda^{q^*,v^*,u} + \frac{1}{2} |q^*_u|^2 \right) du \\
&= \int_0^t (q^*_u)^{tr} dB^{q^*}_u - \int_0^t \left( \lambda^{q^*,v^*,u} - v^*_u \Lambda^{q^*,v^*,u} - \frac{1}{2} |q^*_u|^2 \right) du,
\end{align*}
and
\[
\ln L^t_i = \sum_{0 < s \leq t} \ln(L^q_s \cdot v^s) - \ln(L^q_s^{-1} \cdot v^s) \\
= \sum_{0 < s \leq t} \ln(L^q_s \cdot v^s) + L^q_s \cdot v^s \sum_{k \in I} v^{s, \Lambda_s^{-k} \Delta N^{\Lambda_s^{-k}}} - \ln(L^q_s^{-1} \cdot v^s) \\
= \sum_{0 < s \leq t} \sum_{k \in I} \ln(v^{s, \Lambda_s^{-k}} + 1) \Delta N^{\Lambda_s^{-k}} \\
= \int_0^t \sum_{k \in I} \ln(v^{s, \Lambda_s^{-k}} + 1) dN^{\Lambda_s^{-k}} \\
= \int_0^t \sum_{k \in I} \ln(v^{s, \Lambda_s^{-k}} + 1) \left( d\tilde{N}^{\cdot \Lambda_s^{-k}} + \lambda^{\Lambda_s^{-k}}(v^{s, \Lambda_s^{-k}} + 1) ds \right).
\]

Hence, by recalling the expression of the convex dual \( g^\ast \), we obtain
\[
E \left[ L^q_{\tau_j} \ln L^q_{\tau_j} \right] = E^{Q^{q, v}} \left[ \int_0^{\tau_j} \left( \frac{1}{2} |q_u|^2 + \alpha \lambda^{\Lambda_u^{-}} \cdot g^\ast (v^{u, \Lambda_u^{-}}) \right) du \right].
\]
Combining the above expression together with \( (\ref{6.4}) \) and \( \ref{6.3} \), we obtain
\[
(1 - \frac{1}{p}) E \left[ L^q_{\tau_j} \ln L^q_{\tau_j} \right] \leq -\alpha Y_0 - \frac{\ln p}{p} + E \left[ e^{p\alpha Y_+} \right] < +\infty.
\]
The assertion then follows by sending \( j \to \infty \) in the above inequality, and using Fatou’s lemma. \( \square \)

6.3. A convex dual representation of the regime switching model

We provide a convex dual representation of the solution component \( Y \) of BSDE \( (\ref{6.4}) \) in this section, which completes the proof of Theorem \( \ref{3.7} \) for its solution uniqueness.

We first introduce the admissible set of the convex dual problem. For an \( \mathbb{R}^m \)-valued \( \mathcal{G} \)-predictable process \( q \) and an \( \mathbb{R}^{[I] \times I} \)-valued \( \mathcal{G} \)-predictable process \( v \), we define its stochastic exponential as
\[
L^{q,v} := \mathcal{E} \left( \int_0^T q_u^r dB_u + v_u^{\cdot \Lambda_u^{-}} \cdot d\tilde{N}^{\cdot \Lambda_u^{-}} \right).
\]
If \( L^{q,v} \) has a finite entropy, i.e. \( E[L^{q,v} \ln L^{q,v}] < +\infty \), then De la Vallée-Poussin theorem implies that \( L^{q,v} \) is in Class (D) and is therefore a uniformly integrable martingale. We can then define a probability measure \( Q^{q,v} \) on \( \mathcal{G}^T \) by \( dQ^{q,v} := L^{q,v} d\mathbb{P} \), and introduce the admissible set
\[
\mathcal{A}^{Q^{q,v}}_{\mathcal{D}} = \left\{ (q, v) \in L^2(0, T) \times L^\infty[0, T] : L^{q,v}_T \text{ has a finite entropy such that} \right\}
\]
\[
E^{Q^{q,v}} \left[ |F| + \int_0^T |f^\ast(s, q_s)| + |g^\ast(v_s)| ds \right] < +\infty \text{ with } dQ^{q,v} := L^{q,v}_T d\mathbb{P},
\]
where \( L^\ast[0, T] \) is the space of \( \mathcal{G} \)-predictable processes \( v = (v^{i,k})_{i,k \in I} \) such that
\[
\int_0^T g^\ast(v^{i,k}_t) dt = \int_0^T \frac{1}{\alpha} [(v^{i,k}_t + 1) \ln(v^{i,k}_t + 1) - v^{i,k}_t] dt < \infty, \quad \mathbb{P} - \text{a.s.}
\]
THEOREM 6.9. Suppose that Assumption 1 holds. Then, the solution component \( Y \) to BSDE (6.4) admits the following convex dual representation

\[
Y_t = \underset{(q,v) \in \mathcal{A}_D^G}{\text{ess sup}} \quad E^{Q^{q,v}} \left[ F - \int_t^T \left[ f^*(s, q_s) + \lambda^{v_s} \cdot g^*(v_s^{\lambda_s}) \right] ds \mid \mathcal{G}_t \right].
\]

Moreover, there exists an optimal pair of density processes \((q^*, v^*) \in \mathcal{A}_D^{G^*:\star}\) such that

\[
Y_t = E^{Q^{q^*,v^*}} \left[ F - \int_t^T \left[ f^*(s, q_s^*) + \lambda^{v_s^*} \cdot g^*(v_s^{\lambda_s^*}) \right] ds \mid \mathcal{G}_t \right].
\]

PROOF. The proof is similar to that of Theorem 5.3, but with the addition of new jump components, and we will only highlight the main differences. For any \((q,v) \in \mathcal{A}_D^{G^*:\star}\), we define

\[
Y_t^{q,v} := E^{Q^{q,v}} \left[ F - \int_t^T \left[ f^*(s, q_s) + \lambda^{v_s} \cdot g^*(v_s^{\lambda_s}) \right] ds \mid \mathcal{G}_t \right],
\]

which is finite due to the integrability condition in the admissible set \(\mathcal{A}_D^{G^*:\star}\). Then, according to Chapter 3 of [6], the martingale representation theorem (under the filtration \(\{\mathcal{G}_t\}_{t \geq 0}\)) implies that

\[
Y_t^{q,v} = F - \int_t^T \left[ f^*(s, q_s) + \lambda^{v_s} \cdot g^*(v_s^{\lambda_s}) \right] ds
\]

\[
- \int_t^T (Z_s^{q,v})^\tau dB^q_s - \int_t^T U_s^{q,v,\lambda_s} \cdot d\tilde{N}_s^{v,\lambda_s}
\]

for some \(\mathcal{G}\)-predictable density processes \((Z^{q,v}, U^{q,v}) \in \mathbb{R}^m \times \mathbb{R}^{[I] \times |I|}\), where

\[
B^q_t := B_t - \int_0^t q_s ds, \quad t \in [0, T]
\]

is an \(m\)-dimensional Brownian motion, and \(\tilde{N}^v = (\tilde{N}^{v,i,k})_{i,k \in I}\) with

\[
\tilde{N}^{v,i,k}_t := \tilde{N}^{i,k}_t - \int_0^t v^{i,k}_s \lambda^{i,k} ds, \quad t \in [0, T]
\]

are the compensated Poisson martingales under \(Q^{q,v}\).

On the other hand, BSDE (6.4) also reads

\[
Y_t = F + \int_t^T \left( f(s, Z_s) - Z^{qr}_s q_s \right) ds - \int_t^T Z^{qr}_s dB^q_s
\]

\[
+ \int_t^T \sum_{k \in I} \lambda^{v_s-k} (g(U^{\lambda_s-k}_s) - U^{\lambda_s-k}_s v^{\lambda_s-k}_s) ds
\]

\[
- \int_t^T U^{\lambda_s}_s \cdot d\tilde{N}_s^{v,\lambda_s}.
\]

For integer \(j \geq 1\), we introduce the following stopping time

\[
\sigma_j = T \wedge \inf \left\{ t \in [0, T] : \max \left\{ \int_0^t |Z_s|^2 ds, \int_0^t |Z_s^{q,v}|^2 ds, |U_t|, |U_t^{q,v}| \right\} > j \right\}.
\]
and therefore, all the processes
$$
\int_0^{\wedge \sigma_j} Z_s^q dB^q_s, \quad \int_0^{\wedge \sigma_j} (Z_s^{q,v})^r dB^q_s, \quad \int_0^{\wedge \sigma_j} U_s^{\lambda^+} \cdot d\tilde{N}^{v,\lambda^-}_s
$$
and
$$
\int_0^{\wedge \sigma_j} U_s^{q,v,\lambda^-} \cdot d\tilde{N}^{v,\lambda^-}_s
$$
are $\mathbb{Q}^{q,v}$-martingales.

Combining (6.19) and (6.20) and taking the expectation conditioned on $\mathcal{G}_t$ give
$$
Y_t - Y_t^{q,v} = E^{\mathbb{Q}^{q,v}} \left[ Y_{\sigma_j} - Y_{\sigma_j}^{q,v} + \int_{\sigma_j}^{\partial \gamma} (f(s, Z_s) - Z_s^q q_s + f^*(s, q_s)) \, ds \right]
+ \int_{\sigma_j}^{\partial \gamma} \sum_{k \in I} \Lambda_{\gamma^+,-k}^j (g(U_s^{\Lambda^+,-k}) - U_s^{\Lambda^+,-k} v_s^\Lambda_{s,-k}^j + g^*(v_s^\Lambda_{s,-k}^j)) \, ds \bigg| \mathcal{G}_t
$$

By the Fenchel-Moreau theorem, we then deduce that, for any $(q, v) \in \mathcal{A}^{G,*}$,
$$
f(s, Z_s) - Z_s^q q_s + f^*(s, q_s) \geq 0,
\quad g(U_s^{\Lambda^+,-k}) - U_s^{\Lambda^+,-k} v_s^\Lambda_{s,-k}^j + g^*(v_s^\Lambda_{s,-k}^j) \geq 0
$$
and the equalities hold for $q^*_s \in \partial_s f(s, Z_s)$ and $v^*_s = (v^*_s)_{i,k} \in I$ with $v^*_s = \partial_a g(U_s^{i,k})$. Hence,
$$
Y_t - Y_t^{q,v} \geq E^{\mathbb{Q}^{q,v}} \left[ Y_{\sigma_j} - Y_{\sigma_j}^{q,v} \bigg| \mathcal{G}_t \right], \quad \forall (q, v) \in \mathcal{A}^{G,*}
$$
and
$$
Y_t - Y_t^{q,v} = E^{\mathbb{Q}^{q,v}} \left[ Y_{\sigma_j} - Y_{\sigma_j}^{q,v} \bigg| \mathcal{G}_t \right].
$$

Note both $Y$ and $Y^{q,v}$ are uniformly integrable under $\mathbb{Q}^{q,v}$. Sending $j \to \infty$, we obtain that $Y_t \geq Y_t^{q,v}$. We conclude the proof by asserting that $Y_t = Y_t^{q,v}$. To this end, it remains to prove $(q^*, v^*) \in \mathcal{A}^{G,*}$, which is established in the following lemma.

**Lemma 6.10.** The optimal density process $(q^*, v^*)$ belongs to $\mathcal{A}^{G,*}$.

**Proof.** Note that $q^* \in L^2(0, T)$ has been proved in Lemma 5.3. To show that $v^* \in L^0 \{0, T\}$, it is sufficient to observe that for $v^*_s = \partial_a g(U_s^{i,k}) = e^{\alpha U_s^{i,k}} - 1$,
$$
\int_0^T g^*(v^*_s, i, k) \, dt = \int_0^T \frac{1}{\alpha} \left[ (v^*_s, i, k) + \ln(v^*_s, i, k) + v^*_s, i, k \right] \, dt
= \int_0^T \frac{1}{\alpha} \left[ e^{\alpha U_s^{i,k}} (\alpha U_s^{i,k} - 1) + 1 \right] \, dt < \infty.
$$

Next, Lemma 6.8 implies that $L^{q^*, v^*}$ has a finite entropy. Finally, the integrability of $F$ under $\mathbb{Q}^{q^*, v^*}$ has been proved in Lemma 5.3. We conclude the proof by verifying that $f^* + g^*$ is integrable under $\mathbb{Q}^{q^*, v^*}$. Since both
$f^*$ and $g^*$ are nonnegative, it suffices to prove that their integrals are bounded from above, which follows from BSDE (6.19):

$$E^{Q^{q^*,v^*}} \left[ \int_0^{\sigma_j} \left( f^*(u,q_u^*) + \lambda \cdot g^*(\nu^{\Lambda_j}) \right) du \right] = E^{Q^{q^*,v^*}} \left[ Y_{\sigma_j}^{q^*} - Y_0^{q^*} \right] \leq E^{Q^{q^*,v^*}} \left[ Y_s \right] - Y_0 < \infty.$$  □
CHAPTER 7

The presence of consumption

In this chapter, our objective is to enhance the utility maximization problem by incorporating a consumption process into our model. We consider the filtered probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) introduced in Chapter 2. The investor aims to consume a stream of goods with a rate of \(\beta \geq 0\), which modifies the wealth equation as follows:

\[
X_t^{\pi,C} = x + \int_0^t \pi_u r_u dB_u + \theta_u du - \int_0^t \beta C_u du, \quad x \in \mathbb{R},
\]

where \(C \in L^1(0,T)\) is an \(\mathbb{F}\)-predictable consumption process to be determined, i.e. \(\int_0^T |C_t| dt < \infty\), \(\mathbb{P}\)-a.s. The investor’s intertemporal utility of consumption is given by

\[
U(c) = -e^{-\alpha c}, \quad c \in \mathbb{R}.
\]

Note that negative consumption means the infusion of funds (or income), which also generates utility.

The investor chooses an admissible pair of optimal trading strategy \(\pi^*\) and optimal consumption process \(C^*\) so as to maximize the expected utility of the terminal wealth and accumulated consumption:

\[
(7.2) \quad V(0, x) := \sup_{(\pi, C) \text{ admissible}} \mathbb{E} \left[ -\exp \left( -\alpha \left( X_T^{\pi,C} - F \right) \right) - \int_0^T \lambda \exp (-\alpha C_u) du \right],
\]

where \(\lambda \geq 0\) denotes the weight of utility of consumption.

It is important to note that when \(\beta = \lambda = 0\), we revert to the utility maximization problem (2.3) discussed in Chapter 2. For our current analysis, we assume that \((\pi, C) \in \mathcal{A}_D^C\), where we use the superscript \(C\) to highlight the dependency on the consumption \(C\).

**Definition 7.1.** [Admissible strategies with constraints \(\mathcal{A}_D^C\)]

Let \(C\) be a closed and convex set in \(\mathbb{R}^d\) and \(0 \in \mathcal{C}\). The admissible set \(\mathcal{A}_D^C\) consists of all trading strategies \(\pi\) and consumption processes \(C\) such that \(\pi \in L^2[0,T]\) is predictable, satisfying \(\pi_t \in \mathcal{C}, \mathbb{P}\text{-a.s.}, \text{ for } t \in [0,T]; \text{ and } C \in L^1[0,T]\) is predictable. Moreover, the following integrability condition holds:

\[
(7.3) \quad \mathbb{E} \left[ \int_0^T \exp (-\alpha C_u) du \right] < \infty,
\]

and the class (D) condition holds:

\[
(7.4) \quad \{ V(\tau, X_{\tau}^{\pi,C}) : \tau \text{ is an } \mathbb{F}\text{-stopping time taking values in } [0,T] \}
\]
is a uniformly integrable family, where the conditional value process $V(\cdot, \cdot)$ is defined as

\[
V(t, \xi) := \text{ess sup}_{\{\pi_u, C_u \in [t, T] \text{ admissible}\}} E \left[ -\int_t^T \lambda \exp(-\alpha C_u)du \right. \\
\left. - \exp \left( -\alpha \left( \xi + \int_t^T \pi_u tr - \left( z + \frac{1}{\alpha} \theta_t \right) \right) - \beta C_u du \right] \bigg| F_t \right],
\]
for any random variable $\xi \in F_t$ satisfying Assumption 1.

Remark 7.2. In Theorem 7.5, we will demonstrate that the conditional value-process takes the form of

$V(t, \xi) = -e^{-\alpha h(t) \xi - Y_t}$, with $Y_t$ solving BSDE$(F,f)$ with $f$ given by (7.6). Hence, the integrability condition is equivalent to stating that $e^{-\alpha h(t) \xi} \cdot e^{\alpha Y_t}$, $t \in [0, T]$, belongs to Class (D). It is important to note that this condition is independent of the optimization problem and its derivation. Therefore, there is no circular dependency in the definition of the admissible set.

7.1. Quadratic BSDE with unbounded terminal data and generator linear in $y$

To solve the optimization problem (7.2), we consider the quadratic BSDE$(F,f)$ with the generator $f$ given by

\[
f(t, y, z) = \frac{\alpha}{2} \min_{\pi \in \mathbb{C}} \left| h(t) \pi tr - \left( z + \frac{1}{\alpha} \theta_t \right) \right|^2 - z tr \theta_t - \frac{1}{2\alpha} |\theta_t|^2 \\
- \beta h(t)y - \frac{\beta h(t)}{\alpha} \left( \ln \frac{\beta h(t)}{\lambda} - 1 \right),
\]
where $h$ solves the (backward) differential Riccati equation:

$h(t) = 1 - \int_t^T \beta h^2(s)ds, \quad t \in [0, T]$

which has a unique solution

$h(t) = \frac{1}{\beta(1 + T - t)} \in \left[ \frac{1}{\beta(1 + T)} : \frac{1}{\beta} \right], \quad t \in [0, T].$

Note that when $\beta = \lambda = 0$, the above BSDE will reduce to BSDE (3.1) studied in Chapter 3. On the other hand, when $F$ is bounded, the aforementioned BSDE, along with the associated optimal consumption and investment problem, has been studied in [13]. Its extension to a regime switching setting has been investigated in [40] recently.

Theorem 7.3. Suppose that Assumption 1 holds. Then BSDE$(F,f)$ with the generator $f$ given in (7.6) admits a unique solution $(Y, Z)$, where $e^{\alpha Y^+} \in \mathcal{S}^p$, $e^{\alpha Y^-} \in \mathcal{S}^1$, and $Z \in \mathcal{M}^2$, i.e.

\[
E \left[ e^{\alpha Y^+} + e^{\alpha Y^-} + \int_0^T |Z_s|^2ds \right] < +\infty,
\]
where $Y = \sup_{t \in [0, T]} Y_t$ is the running maximum of a stochastic process $Y$. 

7.1. QUADRATIC BSDE

PROOF. We only prove the solution existence and leave its solution uniqueness in Chapter 7.3. Define the positive constant

\[ h^* = \sup_{t \in [0,T]} \left\{ \beta h(t) \alpha - (\ln \beta h(t) \alpha - 1) \right\}. \]

Then, the generator \( f \) satisfies

\[ -z^T \theta - \frac{1}{2\alpha} |\theta|^2 - \beta h(t)y - h^* \leq f(t,y,z) \leq \frac{\alpha}{2} |z|^2 - \beta h(t)y + h^*. \]

By truncating the terminal data \( F \) as in Theorem 3.7, and applying the comparison theorem for quadratic BSDE with bounded terminal data to BSDEs \( F_{n,k} \), we obtain that \( Y_{n,k} \) is increasing in \( n \) and decreasing in \( k \), with upper and lower bounds as \( Y \leq Y_{n,k} \leq \bar{Y} \), where \( Y \) solves BSDEs \( -F^-, -z^T \theta - \frac{1}{2\alpha} |\theta|^2 - \beta h(t)y - h^* \), namely,

\[ Y_t = -F^- + \int_t^T(-z^T \theta - \frac{1}{2\alpha} |\theta|^2 - \beta h(s)y - h^*) ds - \int_t^T Z^T \theta dB_s, \quad t \in [0,T], \]

and \( \bar{Y} \) solves BSDEs \( F^+, \frac{\alpha}{2} |z|^2 - \beta h(t)y + h^* \), namely,

\[ \bar{Y}_t = F^+ + \int_t^T \left( \frac{\alpha}{2} |Z|^2 - \beta h(s)y + h^* \right) ds - \int_t^T Z^r dB_s, \quad t \in [0,T]. \]

It is routine to check that both \( Y \) and \( \bar{Y} \) can be further bounded as

\[ Y_t \geq \mathbb{E}^Q \left[ -e^{-f^T h(s)ds} F^- - \int_t^T e^{-f^T h(s)ds} \left( \frac{1}{2\alpha} |\theta|^2 + h^* \right) ds \right| F_t \]

\[ \geq -\mathbb{E}^Q \left[ F^- | F_t \right] + C; \]

\[ \bar{Y}_t \leq \frac{1}{\alpha} \ln \mathbb{E} \left[ \exp \left( \alpha e^{-f^T h(s)ds} F^+ + \alpha \int_t^T e^{-f^T h(s)ds} h^* ds \right) \right| F_t \]

\[ \leq \frac{1}{\alpha} \ln \mathbb{E} [e^{\alpha F^+} | F_t] + C, \]

for some constant \( C > 0 \) independent of \( n \) and \( k \), where \( \mathbb{Q}^0 \) is the minimal local martingale measure given in 4.10. The rest of the proof proceeds using the analogous localization argument as presented in the proof of Theorem 3.7. Specifically, we employ the localization sequence \( (\tau_j)_{j \geq 1} \), defined by

\[ \tau_j = T \wedge \inf \left\{ t \in [0,T] : \max \left\{ \frac{1}{\alpha} \ln \mathbb{E} [e^{\alpha F^+} | F_t] + C, \mathbb{E}^Q \left[ F^- | F_t \right] - C \right\} > j \right\}, \]

As the remaining steps closely mirror those in the proof of Theorem 3.7 we omit the detailed exposition for brevity. \( \square \)

REMARK 7.4. Since the generator \( f \) is decreasing and Lipschitz continuous in \( y \), as shown from the proof, including \( y \) in the generator has no impact on the exponential integrability of the solution component \( Y \).
7.2. Optimal consumption and investment with unbounded payoffs

We are in a position to solve the optimization problem \((7.2)\) via the quadratic BSDE \((F, f)\) with generator \((7.6)\).

**Theorem 7.5.** Suppose that Assumption 1 holds. Let \((Y, Z)\) be the unique solution to BSDE \((F, f)\) with generator \((7.6)\). Then, the value function of the optimization problem \((7.2)\) with admissible set \(A_C\) is given by

\[
V(0, x) = -\exp(-\alpha(h(0)x - Y_0)),
\]

and there exists an optimal trading strategy \(\pi^*\) and an optimal consumption process \(C^*_t\) (with the feedback form depending on the wealth level \(X^*_t\)), both in the admissible set \(A_D\), given by

\[
h(t)\sigma_t^\pi_t = \text{Proj}_{h(t)\sigma_t^\pi_t} \left( Z_t + \frac{\theta_t}{\alpha} \right);
\]

\[
C^*_t = h(t)X^*_t - Y_t - \frac{1}{\alpha} \ln \frac{\beta h(t)}{\lambda}, \quad \mathbb{P}\text{-a.s., for } t \in [0, T].
\]

**Proof.** We construct the conditional value process as

\[
V(t, X^*_t, C_t) = -e^{-\alpha(h(t)X^*_t - Y_t)},
\]

for \(t \in [0, T]\), and verify the martingale optimality principle, i.e. \(V(t, X^*_t, C_t) - \int_0^t \lambda e^{-\alpha C_s} ds, \ t \in [0, T]\), is a supermartingale for any admissible \((\pi, C)\), and is a martingale for \((\pi^*, C^*)\) given in \((7.10)\). Consequently,

\[
-\exp(-\alpha(h(0)x - Y_0)) = \sup_{(\pi, C) \in A_D^C} E \left[ -\exp(-\alpha(X_T^* - F)) - \int_0^T \lambda \exp(-\alpha C_u) du \right]
\]

\[
= E \left[ -\exp(-\alpha(X_T^{*, C^*} - F)) - \int_0^T \lambda \exp(-\alpha C_u^*) du \right].
\]

To verify the supermartingale and martingale properties, an application of Itô’s formula to \(-e^{-\alpha(h(t)X^*_t - Y_t)}\), for \((\pi, C) \in A_D\), gives

\[
V(t, X^*_t, C_t) = -\int_0^t \lambda e^{-\alpha C_s} ds
\]

\[
= -e^{-\alpha(h(0)x - Y_0)} + \int_0^t \alpha e^{-\alpha(h(u)X^*_u - Y_u)} \left[ A_u^{\pi, C} du + (h(u)\sigma_u^\pi u - Z_u^\pi u) \right] dB_u,
\]

where

\[
A_u^{\pi, C} = -\frac{\alpha}{2} \left| h(u)\sigma_u^\pi u - (Z_u + \frac{\theta_u}{\alpha}) \right|^2 + Z_u^\pi u \theta_u + \frac{|\theta_u|^2}{2\alpha}
\]

\[
- \beta h(u) C_u - \frac{\lambda}{\alpha} e^{\alpha(h(u)X^*_u - Y_u)} e^{-\alpha C_u} + \beta h^2(u) X^*_u + f(u, Y_u, Z_u).
\]
We require that $A^*_π C ≤ 0$ for any admissible $(π, C) ∈ A^*_π$ and $A^*_π C^* = 0$ for $(π^*, C^*)$ given by (7.10). Hence, the generator $f$ must take the form

$$f(u, Y_u, Z_u) = \min_{π_u ∈ C} \left\{ \frac{α}{2} |h(u)σ^u_π u - (Z_u + \frac{θ_u}{α})|^2 - Z^r u(θ_u - \frac{|θ_u|^2}{2α}) \right\}$$

$$+ \min_{C_u ∈ R} \left\{ βh(u)C_u + \frac{λ}{α} e^{α(h(s)X^*_π Y_u - Y_u)} e^{-αC_u} - βh^2(u)X^*_π Y_u \right\}.$$  

Note that the second term can be rewritten as

$$- \frac{λ}{α} e^{α(h(s)X^*_π Y_u - Y_u)} \max_{C_u ∈ R} \left\{ -C_u \frac{αβh(u)}{λ} e^{-α(h(s)X^*_π Y_u - Y_u)} - e^{-αC_u} \right\} - βh^2(u)X^*_π Y_u$$

$$= \frac{λ}{α} e^{α(h(s)X^*_π Y_u - Y_u)} \frac{P_u}{α} (ln P_u - 1) - βh^2(u)X^*_π Y_u$$

$$= -βh(u)Y_u - \frac{βh(u)}{α} (ln βh(u) - 1),$$

where we utilized the convex duality between $e^{αz}$ and $\frac{1}{α}(ln \frac{1}{α} - 1)$ in the first equality. This lead to the generator $f$ as defined in (7.6).

We next show that $V(τ, X^*_π Y_u, Z_u), t ∈ [0, T],$ satisfies the Class (D) condition. From the expression (7.11), it is sufficient to verify that $e^{-α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]$, satisfies the Class (D) condition. To this end, note that (7.12) yields that, with $(π^*, C^*)$ given in (7.10),

$$de^{-α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]} = e^{-α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]}$$

$$× \left[ α(Z^r t - h(t)(π^*_r) dB_t - λe^{α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]} e^{-αC^*_r)} dt \right].$$

In turn,

$$(7.13) \quad e^{-α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]} = e^{-α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]}$$

$$× \left[ α(Z^r t - h(t)(π^*_r) dB_t - λe^{α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]} e^{-αC^*_r)} dt \right].$$

Note that

$$e^{-α(h(t)X^*_π Y_u - Y_u), t ∈ [0, T]} \leq 1,$$

so it is sufficient to prove that the optimal density process $L^*_π$ is in Class (D). Similar to (3.8) in Lemma 3.2 it can be shown that

$$α(Z_t - h(t)(π^*_t) ∈ ∂_z f(t, Y_t, Z_t).$$

Hence, it is sufficient to prove that $L^*_π$ has finite entropy for any $q^*_t ∈ ∂_z f(t, Y_t, Z_t),$ where

$$L^*_π = E_t \left( \int_0^T q^*_u dB_u \right), \quad t ∈ [0, T],$$

which will be shown in Lemma 7.3 after the proof.
We are left to show the integrability condition (7.3), so that \((\pi^*, C^*) \in A^C_D\).
Indeed, by the expression of \(C^*\) in (7.10) and the equality (7.13) for the conditional value process, we have

\[
E[\exp(-\alpha C^*_t)] = E \left[ e^{\left(-\alpha(h(t)X^*_t,C^*-Y_t)\right)} \frac{\beta h(t)}{\lambda} \right] \\
= E \left[ e^{-\int_t^0 \lambda e^{\alpha h(s)X^*_s,C^*-Y_s} e^{-\alpha C^*_s} dL^*_s} \right] e^{-\alpha(h(0)x-Y_0)} \frac{\beta h(t)}{\lambda}.
\]

Note that the above expectation is less than 1 thanks to (7.14) and the Class (D) property of \(L^q\). Hence,

\[
E[\int_0^T \exp(-\alpha C^*_u) du] \leq \int_0^T e^{-\alpha(h(0)x-Y_0)} \frac{\beta h(t)}{\lambda} dt \\
= e^{-\alpha(h(0)x-Y_0)} \frac{T(\ln(1+T))}{\lambda},
\]

from which we conclude the proof. \(\square\)

**Lemma 7.6.** The optimal density process \(L^q\) has finite entropy. Hence, by De la Vallée-Poussin theorem, \(L^q\) is in Class (D) and, therefore, it is a uniformly integrable martingale.

**Proof.** The proof is similar to Lemma 4.3, so we only highlight the main differences. With a localization sequence \((\sigma_j)_{j \geq 1}\), we have

\[
E[L^q_{\sigma_j} \alpha Y_{\sigma_j}] \leq \frac{E[L^q_{\sigma_j} \ln L^q_{\sigma_j}]}{p} - \frac{E[L^q_{\sigma_j} \ln p]}{p} + E[e^{\rho_0 Y^*_j}]
\]

by the Fenchel inequality.

Rewriting BSDE\((F,f)\) under \(Q^q\) gives

\[
dY_t = -(f(t,Y_t,Z_t) - Z^q_t q^*_t) dt + Z^q_t dB^*_t,
\]

and moreover,

\[
d \left( e^{-\int_t^0 \beta h(s) ds} Y_t \right) = -e^{-\int_t^0 \beta h(s) ds} \left( f(t,Y_t,Z_t) + \beta h(t) Y_t - Z^q_t q^*_t \right) dt + Z^q_t dB^*_t.
\]

Hence,

\[
E[L^q_{\sigma_j} \alpha Y_{\sigma_j}] = E^{Q^q} \left[ \alpha Y_{\sigma_j} \right] \\
= E^{Q^q} \left[ e^{\int_0^\sigma \beta h(s) ds} \alpha Y_0 \right] \\
+ \alpha \int_0^\sigma e^{\int_0^s \beta h(s) ds} (f(u,Y_u,Z_u) - \beta h(u) Y_u + Z^q_u q^*_u) du
\]

Define \(f^*\) as the convex dual of \(f:\)

\[
f^*(t,y,q) := \sup_{z \in \mathbb{R}^m} \left( z^q - f(t,y,z) \right),
\]

which is linear in \(y\) and has lower bound

\[
f^*(t,y,q) \geq \frac{1}{2\alpha} |q|^2 + \beta h(t)y + \frac{\beta h(t)}{\alpha} (\ln \frac{\beta h(t)}{\lambda} - 1).
\]
Then,
\[
E[L_0^q \sigma_j \alpha Y_0] = E^Q \left[ e^{\int_0^\gamma \beta h(s)ds} \sigma_j \alpha Y_0 \right. \left. + \alpha \int_0^\gamma e^{\int_0^u \beta h(s)ds} (f^*(u, Y_u, q^*_u) - \beta h(u)Y_u) du \right]
\]
(7.17) \[
\geq -e^{T} \sigma_j \alpha |Y_0| + e^Q \left[ \int_0^\gamma 1/2 |q^*_u|^2 du \right] - e^{T} \alpha h^* T.
\]

Finally, combining (7.15) and (7.17), and observing
\[
E[L_0^q \sigma_j \alpha Y_0] = E^Q \left[ \int_0^\gamma 1/2 |q^*_u|^2 du \right],
\]
we obtain
\[
(1 - 1/p) E[L_0^q \sigma_j \alpha Y_0] \leq e^{T} \alpha |Y_0| + e^{T} \alpha h^* T - \frac{\ln p}{p} + E[e^{\alpha Y^*_T}] < +\infty.
\]
The assertion then follows by sending \( j \to \infty \) in the above inequality, and using Fatou’s lemma. \( \square \)

### 7.3. A convex dual representation of the consumption and investment model

In this section, we provide a convex dual representation of the solution component \( Y \) of BSDE\((F, f)\) with the generator \( f(t, y, z) \) given by (7.6) in this section, which completes the proof of Theorem 7.3 for its solution uniqueness.

We first introduce the admissible set of the convex dual problem. For an \( \mathbb{R}^m \)-valued \( \mathcal{F}\)-predictable process \( q \), we define the stochastic exponential
\[
L^q := \mathcal{E}_t \left( \int_0^T q^*_u dB_u \right).
\]
If \( L^q_T \) has a finite entropy, i.e. \( E[L_0^q \ln L^q_T] < +\infty \), then De la Vallée-Poussin theorem implies that \( L^q \) is in Class \( (D) \) and is therefore a uniformly integrable martingale. We then define the probability measure \( Q^q \) on \( \mathcal{F}_T \) by \( dQ^q := L^q_T dP \), and introduce the admissible set
\[
\mathcal{A}_D^{C,*} := \left\{ q \in L^2[0, T] : L^q_T \text{ has a finite entropy such that } E^{Q^q} \left[ |F| + \int_0^T |f^*(s, 0, q^*_s)| ds \right] < \infty \right\}.
\]

**Theorem 7.7.** Suppose that Assumption 1 holds. Then, the solution component \( Y \) to BSDE\((F, f)\) with \( f(t, y, z) \) given by (7.6) admits the following convex dual representation
\[
Y_t = \text{ess sup}_{q \in \mathcal{A}_D^{C,*}} Y_t^q, \quad t \in [0, T],
\]
Moreover, there exists an optimal density process \( q^* \in \mathcal{A}_{D}^{C,*} \) such that \( Y = Y^{q^*} \).

**Proof.** Since the term involving \( y \) in the generator \( f^*(s, y, q_s) \) is \( -\beta h(s) y \), which is linear and decreasing in \( y \), this ensures that BSDE\((F, -f^*)\) has a unique solution \((Y^q, Z^q)\) for any \( q \in \mathcal{A}_{D}^{C,*} \). On the other hand, BSDE\((F, f)\) reads

\[
Y_t = F + \int_t^T [f(s, Y_s, Z_s) - Z_s^{tr} q_s] \, ds - \int_t^T Z_s^{tr} dB_s^q, \quad t \in [0, T],
\]

for any \( q \in \mathcal{A}_{D}^{C,*} \), where \( B_t^q := B_t - \int_0^t q_u \, du, \, t \in [0, T] \), is an \( m \)-dimensional Brownian motion under \( Q^q \) defined at the beginning of this subsection.

With a localization sequence \((\sigma_j)_{j \geq 1}\), combining (7.19) and (7.20) yields

\[
Y_t - Y_t^q = Y_{\sigma + j} - Y_{\sigma_j^q} + \int_{\sigma_j}^{\sigma_j^q} [f(s, Y_s, Z_s) - Z_s^{tr} q_s + f^*(s, Y_s^q, q_s)] \, ds - \int_{\sigma_j}^{\sigma_j^q} (Z_s - Z_s^q)^{tr} dB_s^q
\]

\[
e^{-\int_{\sigma_j}^{\sigma_j^q} \beta h(u) \, du} (Y_{\sigma_j} - Y_{\sigma_j^q}) + \int_{\sigma_j}^{\sigma_j^q} e^{-\int_{\sigma_j}^{u} \beta h(u) \, du} [f(s, 0, Z_s) - Z_s^{tr} q_s + f^*(s, 0, q_s)] \, ds
\]

\[
- \int_{\sigma_j}^{\sigma_j^q} e^{-\int_{\sigma_j}^{u} \beta h(u) \, du} (Z_s - Z_s^q)^{tr} dB_s^q
\]

\[
= E^{Q^q} \left[ e^{-\int_{\sigma_j}^{\sigma_j^q} \beta h(u) \, du} (Y_{\sigma_j} - Y_{\sigma_j^q}) + \int_{\sigma_j}^{\sigma_j^q} e^{-\int_{\sigma_j}^{u} \beta h(u) \, du} [f(s, 0, Z_s) - Z_s^{tr} q_s + f^*(s, 0, q_s)] \, ds \mid \mathcal{F}_T \right].
\]

By the Fenchel-Moreau theorem, we then deduce that

\[
f(s, 0, Z_s) - Z_s^{tr} q_s + f^*(s, 0, q_s) \geq 0, \quad \forall q \in \mathcal{A}_{D}^{C,*}
\]

and the equality holds for \( q^*_s \in \partial f(s, 0, Z_s) \). Hence,

\[
Y_t - Y_t^q \geq E^{Q^q} \left[ e^{-\int_{\sigma_j}^{\sigma_j^q} \beta h(u) \, du} (Y_{\sigma_j} - Y_{\sigma_j^q}) \mid \mathcal{F}_T \right], \quad \forall q \in \mathcal{A}_{D}^{C,*}
\]

and

\[
Y_t - Y_t^{q^*} = E^{Q^q} \left[ e^{-\int_{\sigma_j}^{\sigma_j^q} \beta h(u) \, du} (Y_{\sigma_j} - Y_{\sigma_j^q}) \mid \mathcal{F}_T \right].
\]

Note that \( e^{-\int_{\sigma_j}^{\sigma_j^q} \beta h(u) \, du} \leq 1 \), and both \( Y \) and \( Y^q \) are uniformly integrable under \( Q^q \). Sending \( j \to \infty \), we obtain that \( Y_t \geq Y_t^q \) for any \( q \in \mathcal{A}_{D}^{C,*} \).

On the other hand, \( Y_t = Y_t^q \). To achieve this, it remains to prove \( q^* \in \mathcal{A}_{D}^{C,*} \). Indeed, the finite entropy of \( L^{q^*}_T \) has already been established in Lemma 7.6.
Moreover, we can prove $q^* \in L^2[0, T]$ and

$$E^Q \left[ |F| + \int_0^T |f^*(s, 0, q^*_s)| ds \right] < +\infty$$

with a similar approach to the proof in Lemma 5.4 and as such, the details are omitted. □
CHAPTER 8

Epstein-Zin recursive utility maximization in an unbounded market

In this chapter, we examine an optimal investment and consumption problem within the framework of an investor with Epstein-Zin recursive utility. A notable departure from earlier models is the unbounded nature of the market coefficients, particularly in scenarios where the market price of risk $\theta$ is unbounded.

8.1. Epstein-Zin recursive utility

The Epstein-Zin recursive utility, initially introduced in [23], represents a generalization of the traditional expected power utility. It allows for the separation of time aggregation and risk aggregation, thereby permitting the capturing of intertemporal substitution and risk aversion within a more sophisticated and general framework. The Epstein-Zin recursive utility is governed by the Epstein-Zin aggregator, represented as

\begin{equation}
    f_{\text{EZ}}(C, V) = \delta \frac{(1 - \gamma)V}{1 - 1/\psi} \left( \frac{C}{(1 - \gamma)V^{1/\gamma}} \right)^{1 - 1/\psi} - 1
\end{equation}

for a given consumption level $C \geq 0$ and a utility $V \in \mathbb{R}$ such that $(1 - \gamma)V \geq 0$, where $0 < \gamma \neq 1$ is the relative risk aversion, $0 < \psi \neq 1$ is the elasticity of intertemporal substitution (EIS) and $\delta > 0$ is the discounting rate.

A special case arises when $\gamma = 1/\psi$ resulting in the intertwining of risk aversion and intertemporal substitution. Consequently, the Epstein-Zin aggregator reduces to the conventional power utility aggregator:

\begin{equation}
    f_{\text{EZ}}(C, V) = \delta \frac{C^{1-\gamma}}{1-\gamma} - \delta V.
\end{equation}

Given the Epstein-Zin aggregator $f_{\text{EZ}}$, the Epstein-Zin recursive utility of consumption $C$ is represented as

\begin{equation}
    V_t^C = E \left[ \int_t^T f_{\text{EZ}}(C_s, V_s^C) ds + U(C_T) \middle| F_t \right],
\end{equation}

where $U(C) = \frac{C^{1-\gamma}}{1-\gamma}$ represents the terminal utility of consumption. When $\gamma = 1/\psi$, then $V_t^C$ reduces to the traditional expected power utility of consumption $C$:

\begin{equation}
    V_t^C = E \left[ \int_t^T \delta e^{-\delta(s-t)} \frac{C^{1-\gamma}}{1-\gamma} ds + e^{-\delta(T-t)} U(C_T) \middle| F_t \right].
\end{equation}

---

\footnote{1We follow the notation convention in the Epstein-Zin literature, where capital letters $C$ and $V$ are used as variables to represent consumption and utility, respectively.}
It is more convenient to introduce an additional parameter that measures the ratio between risk aversion and intertemporal substitution:

\[(8.2) \quad \beta = \frac{1 - \gamma}{1 - \frac{1}{\psi}}\]

and the Epstein-Zin aggregator can be rewritten as

\[(8.3) \quad f^{EZ}(C, V) = \delta C^{1 - \frac{\psi}{1 - \psi}} [1 - \gamma) V]^{1 - \frac{\beta}{\psi}} - \delta V.\]

We consider an optimal investment and consumption problem utilizing the Epstein-Zin recursive utility within the incomplete financial market introduced in Chapter 2. One of the key distinctions lies in allowing the market price of risk \(\theta\) to be unbounded in this chapter. As we shall demonstrate, this optimization problem leads to quadratic BSDEs with unbounded coefficients. Similar optimization problems have received considerable attention recently, particularly in \[46, 64, 25, 13, 54\]. The latter two are motivated by the quadratic BSDE representation for the expected power utility derived in Cheridito and Hu \[13\]. Additionally, see \[54\] for a convex duality representation, and \[1, 32, 33\] for extensions to an infinite horizon framework. Notably, the aforementioned works do not cover portfolio constraints, which constitutes one of the primary contributions of our work.

Let \(u_t\) represent the proportion of wealth invested in risky assets at time \(t\), and \(c_t\) represent the proportion of wealth allocated for consumption at \(t\). The wealth equation with consumption in (7.1) is modified as

\[(8.4) \quad X_t^{u,c} = x + \int_0^t X_s^{u,c} \left[ u_s \sigma_s (dB_s + \theta_s ds) - c_s ds \right], \quad x > 0,\]

with initial wealth \(x\). Note that \(\pi_t = X_t^{u,c} u_t\) and \(C_t = X_t^{u,c} c_t\), where \(\pi_t\) is the amount of money invested in risky assets, and \(C_t\) is the amount of money allocated for consumption. Here, \(\theta\) is the unbounded market price of risk, which is assumed to satisfy the Novikov’s condition

\[(8.5) \quad E \left[ \exp \left( \frac{1}{2} \int_0^T |\theta_t|^2 dt \right) \right] < \infty.\]

As in (4.10), we can therefore define an equivalent minimal local martingale measure (MLMM) \(Q^{\theta}\) on \(\mathcal{F}_T\) by

\[(8.6) \quad \frac{dQ^{\theta}}{dP} := L_T^{\theta} = \mathcal{E}_T \left( - \int_0^T \theta_t dB_t \right),\]

where \(\mathcal{E}(\cdot)\) denotes the stochastic exponential. Under the MLMM \(Q^{\theta}\), the wealth process becomes a nonnegative local supermartingale. Therefore, it follows that \(X_t^{u,c}\) is a supermartingale.

We consider the Epstein-Zin recursive utility of consumption and wealth governed by the Epstein-Zin aggregator \(f^{EZ}\) and the terminal power utility \(U\) of bequest \(X_T^{u,c}\), which plays the role of reward functional:

\[(8.7) \quad V_t^{\xi^{u,c}} = U(X_T^{\xi^{u,c}}) + \int_t^T f^{EZ}(X_s^{\xi^{u,c}}, V_s^{\xi^{u,c}}) ds - \int_t^T (Z_s^{\xi^{u,c}})^tr dB_s,\]
where
\[ X_t^{\xi,u,c} = \xi + \int_t^\tau X_s^{\xi,u,c} \left[ u_s\sigma_s(dB_s + \theta_sds) - c_sds \right], \quad r \in [t, T], \]
for any random variable \( \xi \in \mathcal{F}_t \) such that \( U(\xi) \) is integrable.

We present the well-posedness result for the Epstein-Zin recursive utility. The main difficulty is that the Epstein-Zin aggregator \( f^{EZ}(C, V) \) is unbounded, polynomial in \( V \), and singular at \( V = 0 \). For technical reasons, we only consider EIS \( \psi > 1 \). See the discussions in Remark 8.6 for the reasons.

**Lemma 8.1.** Let \((V_t^{u,c}, Z_t^{u,c}) := (V_t^{X_t^{u,c},u,c}, Z_t^{X_t^{u,c},u,c})\). Suppose that \( \psi > 1 \), and that \((u,c)\) satisfy the following integrability conditions:

(i) for \( \gamma > 1 \),
\[
E[(X_T^{u,c})^{1-\gamma}] < \infty, \quad E\left[ \int_0^T C_t^{1-\frac{\psi}{2}} dt \right] < \infty;
\]

(ii) for \( \gamma < 1 \),
\[
E[(X_T^{u,c})^{1-\gamma\frac{\psi}{2}}] < \infty, \quad E\left[ \int_0^T C_t^{1-\gamma\frac{\psi}{2}} dt \right] < \infty,
\]
where \( X_T^{u,c} \) is given by \( 8.3 \) and \( C_t = X_t^{u,c} c_t \).

Then, the Epstein-Zin BSDE \( 8.7 \) admits a unique solution \( 8.4 \) such that \( V^{u,c} \) is continuous, \( (1 - \gamma)V^{u,c} > 0 \) and of Class (D), and \( Z^{u,c} \in L^2(0,T) \). Moreover, the comparison theorem holds in the sense that if \( U(X_T^{u,c}) \geq U(X_T^{u,c}') \), \( \mathbb{P}\text{-a.s.} \), then their corresponding solutions satisfy \( V_t^{u,c} \geq V_t^{u,c}' \), \( \mathbb{P}\text{-a.s.} \), for \( t \in [0,T] \).

**Proof.** Case (i) that \( \gamma > 1 \) has been proved in Proposition 2.2 in Xing [64]. Hence, we focus on Case (ii) that \( \gamma < 1 \). As in [64], we first make the transformation \( (P_t^{u,c},Q_t^{u,c}) := e^{-\delta s}(1 - \gamma)(V_t^{u,c}, Z_t^{u,c}) \). Then \( 8.7 \) is transformed to
\[
P_t^{u,c} = \eta + \int_t^T F^{EZ}(s, X_s^{u,c}c_s, P_s^{u,c})ds - \int_t^T (Q_s^{u,c})^\tau dB_s,
\]
where \( \eta := e^{\delta(T - T^{u,c})}1-\gamma \), and
\[
F^{EZ}(t,C,V) := \delta e^{-\delta t}C^{1-\frac{\psi}{2}}V^{1-\frac{\psi}{2}}, \quad t \in [0,T], C \geq 0, V \geq 0.
\]
Recall \( C_s = X_s^{u,c}c_s \), so we will use \( C_s \) in the rest of proof. Also for notational simplicity, we omit \((u,c)\) in the rest of the proof.

We consider \( \gamma < \frac{1}{\psi} \) and \( \gamma > \frac{1}{\psi} \) separately.

For \( \gamma < \frac{1}{\psi} \), so \( \beta > 1 \) and \( 1 - \frac{1}{\beta} \in (0,1) \), \( F^{EZ}(t,C,V) \) is increasing in \( C \) and \( V \), and locally Lipschitz continuous in \( V \) with its Lipschitz constant exploding as \( V \to 0 \). Since
\[
y^{1-\frac{\psi}{2}} \leq 1_{y \leq 1} + 1_{y > 1} y \leq 1 + y \quad \text{for} \ y \geq 0,
\]
we may approximate it by inf convolution as in Remark 3.6. For integers \( n \geq 1 \),
\[
f^n(y) = \inf_q \{ q^{1-\frac{\psi}{2}} + n|q - y| \}.
\]

For \( \gamma < \frac{1}{\psi} \), by the unique solution, we mean its minimal solution. Recall \( V^{u,c} \) is the minimal solution to \( 8.7 \), if for any other solution \((V^{u,c}',Z^{u,c}')\) satisfying \( 8.7 \), it holds that \( V^{u,c} \leq V^{u,c}' \). Also refer to Theorem 5.11 for the definition of the minimal solution.
Then, $f^n(y)$ is well defined and globally Lipschitz continuous with constant $n$. Moreover, $f^n(y)$ is increasing and converges pointwisely to $y^{1-\frac{1}{\beta}}$. In turn, Dini’s theorem implies that convergence is also uniform on compact sets. We consider the truncated BSDE($\eta \wedge n, F^n_{E,Z}$):

$$
(8.11) \quad P^n_t = \eta \wedge n + \int_t^T F^n_{E,Z}(s, C_s, P^n_s) ds - \int_t^T (Q^n_s)^{tr} dB_s,
$$

where the generator

$$
F^n_{E,Z}(t, C, V) = \delta \beta e^{-\delta t}(C \wedge n)^{1-\frac{1}{\beta}} f^n(V).
$$

is globally Lipschitz continuous in $V$:

$$
|F^n_{E,Z}(t, C, V) - F^n_{E,Z}(t, C, V')| \leq \delta \beta n^{1-\frac{1}{\beta}} |V - V'|.
$$

Moreover, we have

$$
0 \leq F^n_{E,Z}(t, C, V) \leq \delta \beta n^{1-\frac{1}{\beta}} (1 + V).
$$

Note that since $\psi > 1$, the above Lipschitz constant and the bound will explode when $n \to \infty$.

The truncated BSDE (8.11) admits a unique solution $(P^n, Q^n)$. Furthermore, since $F^n_{E,Z}(t, C, V)$ is increasing in $n$, the comparison theorem for Lipschitz BSDE applied to (8.11) implies that $P^n$ is also increasing in $n$.

Note that the component $P^n$ is nonnegative, which follows from a comparison between the truncated BSDE($\eta \wedge n, F^n_{E,Z}$) and the BSDE($0, F^n_{E,Z}$), the latter clearly having the unique solution $(0, 0)$. On the other hand, using $ab \leq \frac{a^p}{p} + \frac{b^q}{q}$ for $p, q > 1$ and $\frac{1}{p} + \frac{1}{q} = 1$, we have

$$
C^{1-\frac{1}{\beta}} V^{1-\frac{1}{\beta}} \leq \frac{1}{\beta} C^{1-\gamma} + (1 - \frac{1}{\beta}) V,
$$

so that

$$
F^n_{E,Z}(t, C, V) \leq \delta \beta \left( \frac{1}{\beta} C^{1-\gamma} + (1 - \frac{1}{\beta}) V \right).
$$

Hence, the comparison theorem for (8.11) yields that $P^n_t \leq \bar{P}_t$, where

$$
\bar{P}_t = e^{\delta \beta T} X^1_{T} - \gamma + \int_t^T \left[ \delta C^{1-\gamma} + \delta (\beta - 1) \bar{P}_s \right] ds - \int_t^T (\bar{Q}_s)^{tr} dB_s,
$$

which has a unique solution given by

$$
\bar{P}_t = E \left[ e^{\delta (\beta - 1)(T-t)} e^{\eta \beta T} X^1_{T} - \gamma + \int_t^T e^{\delta (\beta - 1)(r-t)} \delta C^{1-\gamma} dr \left| \mathcal{F}_t \right. \right] < \infty
$$

by the integrability condition (8.9).

Hence, we can apply the localization argument analogous to those in Theorem 3.7 by introducing the stopping time sequence $(\tau_j)_{j \geq 1}$:

$$
\tau_j = T \wedge \inf\{ t \in [0, T] : \bar{P}_t > j \}.
$$

Then, the stability property of the BSDE (8.11) (see, for example, Lemma 3.3) yields that there exists a limiting pair $(P, Q)$ satisfying (8.10) with $0 \leq P_t \leq \bar{P}_t$ and $Q \in L^2(0, T)$. 


It is clear that $P$ is continuous and of Class (D). Moreover, since $\eta > 0$ and $F^{EZ} \geq 0$, it follows that

$$P_t = E \left[ \eta + \int_t^T F^{EZ}(s, C_s, P_s) ds \right] \geq E[\eta | F_t] > 0.$$  

Since we approximate $P$ from below by an increasing sequence $P^n$ satisfying (8.11), $P$ is the minimal solution to (8.10). Indeed, for any other solution $(\bar{P}, \bar{Q})$ of (8.10), by the comparison theorem for (8.11), we have $\bar{P}_t \geq P^n_t$, which implies that $\bar{P}_t \geq \lim_{n \to \infty} P^n_t = P_t$. Finally, the comparison theorem for (8.10) follows from the comparison theorem for (8.11), which gives $P^n_{t,u,c} \geq P^{n,u,c}_{t,u,c}$, where we use $(u,c)$ to emphasize the dependence of $P^n_{t,u,c}$ on $(u,c)$.

For $\frac{1}{\psi} < \gamma < 1$, so $\beta \in (0, 1)$ and $1 - \frac{1}{\psi} < 0$, $F^{EZ}(C, V)$ is increasing in $C$ and decreasing in $V$, but it becomes singular at $V = 0$, with its derivative exploding as $V$ approaches 0. Hence, we need to truncate $F^{EZ}(C, V)$ near $V = 0$. We consider the truncated BSDE:

$$(8.12) \quad P^m_t = \eta \wedge m + \int_t^T F^E_m (C_s, P^m_s) ds - \int_t^T (Q^m_s) tr dB_s,$$

where the generator

$$F^E_m(t, C, V) = \delta \beta e^{-\delta t} (C \wedge m)^{1/2 - \frac{1}{\psi}} (V \vee \frac{1}{m})^{1 - \frac{1}{\psi}}$$

is globally Lipschitz continuous in $V$:

$$|F^E_m(t, C, V) - F^E_m(t, C, V')| \leq \delta (\beta - 1)m^{1 - \frac{1}{\psi}} + \frac{1}{\psi} |V - V'|.$$ 

Moreover, we have

$$0 \leq F^E_m(t, C, V) \leq \delta \beta m^{\frac{1}{\psi} - \frac{1}{\psi}}.$$ 

Note that since $\beta < 1 < \psi$, the above Lipschitz constant and the bound will explode when $m \to \infty$.

The truncated BSDE (8.12) admits a unique solution $(P^m, Q^m)$. Furthermore, since $F^E_m(t, C, V)$ is increasing in $m$, the comparison theorem for Lipschitz BSDE applied to (8.12) implies that $P^m$ is also increasing in $m$. In a manner similar to the case of $\gamma < \frac{1}{\psi}$, one can show that the component $P^m$ is nonnegative.

Now, we need to find an upper bound for $P^m$ that is independent of $m$. This will allow us to take the limit as $m \to \infty$ for $P^m$. Applying Itô’s formula to $\beta(P^m_t)^{\frac{1}{\psi}}$ yields

$$(8.13) \quad d \left( \beta(P^m_t)^{\frac{1}{\psi}} \right) = -\left\{ \delta \beta e^{-\delta t} (C_t \wedge m)^{1 - \frac{1}{\psi}} (P^m_t)^{\frac{1}{\psi} - 1} \left( P^m_t \vee \frac{1}{m} \right)^{1 - \frac{1}{\psi}} + \frac{1}{2}(1 - \frac{1}{\beta}) (P^m_t)^{\frac{1}{\psi} - 2} |Q^m_t|^2 \right\} + (P^m_t)^{\frac{1}{\psi} - 1} (Q^m_t)^{tr} dB_t.$$
Hence, by taking the conditional expectation with respect to \( \mathcal{F}_t \), we have
\[
\beta(P^m_t)^{\frac{1}{\beta}} = \mathbb{E}\left[ \beta(\eta \wedge m)^{\frac{1}{\beta}} + \int_t^T \delta \beta e^{-\delta s}(C_s \wedge)^{1-\frac{1}{\beta}} (P^m_s)^{\frac{1}{\beta}-1}(P^m_s \vee \frac{1}{m})^{1-\frac{1}{\beta}} ds \right] + \frac{1}{2}(1 - \frac{1}{\beta})(P^m_s)^{\frac{1}{\beta}-2}|Q_s|^2 ds \bigg| \mathcal{F}_t \right].
\]
Since \( 1 - \frac{1}{\beta} \leq 0 \) and \( y^{\frac{1}{\beta}-1}(y \vee \frac{1}{\beta})^{1-\frac{1}{\beta}} \leq 1 \), we further obtain
\[
\beta(P^m_t)^{\frac{1}{\beta}} \leq \mathbb{E}\left[ \beta\eta^{\frac{1}{\beta}} + \int_t^T \delta \beta e^{-\delta s}C_s^{1-\frac{1}{\beta}} ds \bigg| \mathcal{F}_t \right].
\]
Since \( \eta^{\frac{1}{\beta}} = e^{\delta T X_T^{-\frac{1}{\beta}}} = e^{\delta T X_T^{1-\frac{1}{\beta}}} \), it follows that
\[
P^m_t \leq \frac{1}{\beta^2} \mathbb{E}\left[ \beta e^{\delta T X_T^{1-\frac{1}{\beta}}} + \int_t^T \delta \beta e^{-\delta s}C_s^{1-\frac{1}{\beta}} ds \bigg| \mathcal{F}_t \right]^{\beta^2} := \bar{P}_t < \infty
\]
We can apply the localization argument analogous to those in Theorem 8.7 by defining the stopping time sequence \( (\tau_j)_{j \geq 1} \):
\[
\tau_j = T \wedge \inf\{t \in [0, T] : \bar{P}_t > j, \text{ or } E[\eta \wedge m|\mathcal{F}_t] < 1/j \}. \]
Note that \( \tau_j \to T \), since
\[
P^m_t \geq \mathbb{E}[\eta \wedge m|\mathcal{F}_t] \geq 1/j > 0, \quad t \leq \tau_j,
\]
which ensures (8.12) is always well defined. This allows us to obtain a limiting pair \((P, Q)\) satisfying (8.10) with \( 0 \leq \bar{P}_t \leq \bar{P}_t \) and \( Q \in L^2(0, T) \). The remainder of the proof is similar to the case \( \beta > 1 \) and is therefore omitted.

Finally, since the generator \( F^{EZ}(t, C, V) \) is decreasing in \( V \), the uniqueness of the solution can be proved in a similar way as in Proposition 2.2 in Xing [64]. See also the last section in [8] for more general discussions.

\( \square \)

**Remark 8.2.** When \( \frac{1}{\beta} < \gamma < 1 \), since the generator \( F^{EZ}(t, C, V) \) is not monotone decreasing in \( V \), it is unclear whether the solution is unique in the usual sense. Hence, we define the unique solution as the minimal solution. That is, \((V^{u,c}, Z^{u,c})\) is the minimal solution to (8.7), if for any other solution \((V^{u,c}, Z^{u,c})\) satisfying (8.7), it holds that \( V^{u,c} \leq V^{u,c} \). When considering the Epstein-Zin utility maximization, this implies that we consider the maximin problem by maximizing \( V^{u,c} \) over \((u, v)\) among the minimal solutions \((V^{u,c}, Z^{u,c})\), resembling the robust utility maximization by considering the worst-case scenario.

In this chapter, we aim to select an optimal \((u^*, c^*) \in \mathcal{A}^{EZ}_D \) such that
\[
(8.14) \quad V(0, x) = \sup_{(u, c) \in \mathcal{A}^{EZ}_D} V^{x,u,c}_0 = V^{x,u^*, c^*}_0.
\]
The admissible set \( \mathcal{A}^{EZ}_D \) is defined as follows:

**Definition 8.3.** [Admissible strategies with constraints \( \mathcal{A}^{EZ}_D \)]

Let \( C \) be a closed and convex set in \( \mathbb{R}^d \) and \( 0 \in C \). The admissible set \( \mathcal{A}^{EZ}_D \) consists of all trading strategies \( u \) and consumption processes \( c \geq 0 \) such that \( u \in L^2(0, T) \) is predictable, satisfying \( u_t \in C, \mathbb{P}\text{-a.s.}, \) for \( t \in [0, T] \); and \( c \in L^1(0, T) \)
is predictable. Moreover, they satisfy the integrability condition \( (8.8) \) or \( (8.9) \), and the following class (D) condition holds:

\[
(8.15) \quad \{ V(\tau, X^{\tau,c}) : \tau \text{ is an } \mathbb{F}\text{-stopping time taking values in } [0, T] \}
\]

is a uniformly integrable family, where the conditional value process \( V(t, \xi) := \text{ess sup}_{\{u, c \in [t,T]\} \text{ admissible}} V^{\xi,u,c}_t \),

where \( V^{\xi,u,c}_t \) is given as the first component of the unique solution of the Epstein-Zin BSDE \( (8.7) \).

**Remark 8.4.** In Theorem \( 8.9 \) we will establish that the conditional value process has the structure of

\[
V(t, \xi) = U(\xi) e^{Y_t},
\]

where \( U(\xi) \) is given as the first component of the unique solution of the Epstein-Zin BSDE \( (8.7) \).

8.2. Quadratic BSDE with unbounded coefficients and generator monotonic in \( y \)

We consider the following quadratic BSDE with unbounded coefficients, which will be utilized to solve the optimization problem \( (8.14) \):

\[
(8.17) \quad Y_t = \int_t^T [f(s, Z_s) + g(Y_s)] ds - \int_t^T Z_s^{tr} dB_s,
\]

where the generator \( f \) and \( g \) are given as

\[
(8.18) \quad f(t, z) = \frac{1 - \gamma}{2\gamma} \min_{u_t, c \in \mathcal{C}} |\gamma \sigma^{tr}_t u_t - (z + \theta_t)|^2 + \frac{1 - \gamma}{2\gamma} |z + \theta_t|^2 + \frac{1}{2}|z|^2
\]

and

\[
(8.19) \quad g(y) = \delta \psi \frac{\beta}{\psi} \exp \left( -\frac{\psi}{\beta} y \right) - \delta \beta.
\]

There are four scenarios in terms of the relative risk aversion \( \gamma \) and EIS \( \psi \): (i) \( \gamma > 1, \psi > 1 \); (ii) \( 0 < \gamma < 1, \psi > 1 \); (iii) \( \gamma > 1, 0 < \psi < 1 \); (iv) \( 0 < \gamma < 1, 0 < \psi < 1 \).

In the literature, most works are primarily restricted within Case (i) alone (see, for instance, \cite{64} for the rationale). However, it is essential to note that this case excludes the traditional expected power utility where \( \gamma = 1/\psi \). We aim to tackle both Cases (i) and (ii), specifically with an EIS greater than 1, to include the expected power utility case when \( 0 < \gamma < 1 \). Additionally, we shall discuss the challenges hindering the resolution of Cases (iii) and (iv) for an EIS less than 1.

Note that the ratio parameter introduced in \( (8.2) \) satisfies \( \beta < 0 \) for Cases (i) and (iv), and \( \beta > 0 \) for Cases (ii) and (iii). It is clear that the generators \( f \) and \( g \) satisfy the following properties.

**Lemma 8.5.** Let \( \mathcal{C} \) be a closed and convex set in \( \mathbb{R}^d \) satisfying \( 0 \in \mathcal{C} \).
(i) The generator \( f \) has the following growth property: When \( \gamma > 1 \) (i.e. Cases (i) and (iii)),
\[
\frac{-\gamma - 1}{2} |\theta_t|^2 < \frac{1 - \gamma}{2\gamma} |z|^2 + \frac{1 - \gamma}{\gamma} z^\tau \theta_t + \frac{1 - \gamma}{2\gamma} |\theta_t|^2 \leq f(t, z) \leq \frac{1 - \gamma}{2\gamma} |z|^2;
\]
when \( 0 < \gamma < 1 \) (i.e. Cases (ii) and (iv)),
\[
\frac{1}{2} |z|^2 \leq f(t, z) \leq \frac{1 - \gamma}{2\gamma} |z|^2 + \frac{1 - \gamma}{\gamma} z^\tau \theta_t + \frac{1 - \gamma}{2\gamma} |\theta_t|^2 \leq \frac{1 - \gamma}{\gamma} |z|^2 + \frac{1}{\gamma} |\theta_t|^2.
\]

(ii) The generator \( f(t, z) \) is convex in \( z \) and, moreover,
\[
(1 - \gamma) \sigma^\tau_t u_t^\star + z \in \partial_z f(t, z),
\]
where \( u^\star \) is such that
\[
\gamma \sigma^\tau_t u^\star_t = \text{Proj}_{\gamma \sigma^\tau_t C} (z + \theta_t), \mathbb{P}\text{-a.s., for } t \in [0, T].
\]

(iii) The generator \( g \) is decreasing in \( y \), and moreover, when \( \gamma > 1, \psi > 1 \) (i.e. Case (i)) or \( 0 < \gamma < 1, 0 < \psi < 1 \) (i.e. Case (iv)), it holds that
\[
g(y) \leq -\delta \beta;
\]
when \( 0 < \gamma < 1, \psi > 1 \) (i.e. Case (ii)) or \( \gamma > 1, 0 < \psi < 1 \) (i.e. Case (iii)), it holds that
\[
g(y) \geq -\delta \beta.
\]

**Proof.** (i) To prove the first two inequalities in (8.20), when \( \gamma > 1 \), note that
\[
f(t, z) \geq \frac{1 - \gamma}{2\gamma} |z + \theta_t|^2 + \frac{1}{2} |z|^2
\]
\[
= \frac{1}{2\gamma} |z|^2 + \frac{1 - \gamma}{\gamma} z^\tau \theta_t + \frac{1 - \gamma}{2\gamma} |\theta_t|^2
\]
\[
\geq \frac{1}{2\gamma} |z|^2 + \frac{1 - \gamma}{\gamma} (|z|^2 + \frac{1}{4\gamma} |\theta_t|^2) + \frac{1 - \gamma}{2\gamma} |\theta_t|^2.
\]
The first inequality then follows by choosing \( \varepsilon = \frac{1}{2(\gamma - 1)} \). The rest inequalities for \( f \) follow similarly.

(ii) When \( \gamma > 1 \), the convexity of \( f(t, z) \) in \( z \) is evident. When \( 0 < \gamma < 1 \), note that the generator \( f \) can be rewritten as
\[
f(t, z) = \frac{1 - \gamma}{2\gamma} \sup_{u_t \in \mathcal{C}} \left\{ 2\gamma u_t^\tau \sigma_t (z + \theta_t) - \gamma^2 |\sigma_t^\tau u_t|^2 \right\} + \frac{1}{2} |z|^2.
\]
The first term represents a supremum over linear functions of \( z \) and the second term is a quadratic function of \( z \), from which the convexity of \( f(t, z) \) in \( z \) follows. Additionally, the calculation of the subdifferential \( \partial_z f(t, z) \) follows similar arguments as in (8.3) of Lemma 8.2.

Assertion (iii) is immediate. \( \square \)

**Remark 8.6.** The main challenge in solving the quadratic BSDE (8.17) and the optimization problem (8.14) arises due to the unbounded nature of the market price of risk \( \theta \), which leads to the quadratic BSDE (8.17) with unbounded coefficients. Managing such unbounded coefficients relies on the specific parameter assumptions.

On one hand, according to the growth property of \( f \) in (i) of Lemma 8.2, it can be inferred that the solution component \( Y \) is bounded from above, denoted as \( Y_{\max} \), for
Cases (i) and (iii), but unbounded from below. Consequently, if \( g(y) \leq -\delta \beta \) (i.e., Cases (i) and (iv)), we can assert control over the generator \( g \) using the inequality:

\[
g(Y_{\text{max}}) \leq g(Y) \leq -\delta \beta.
\]

This observation indicates the solvability of Case (i).

On the other hand, for Cases (ii) and (iv), the solution component \( Y \) is bounded from below, denoted as \( Y_{\text{min}} \), but unbounded from above. Therefore, if \( g(y) \geq -\delta \beta \) (i.e., Cases (ii) and (iii)), then we can gain control over the generator \( g \) through the inequality:

\[
-\delta \beta \leq g(Y) \leq g(Y_{\text{min}}).
\]

This observation suggests the solvability of Case (ii).

Finally, in Cases (iii) and (iv), we only observe a one-sided control of \( g \). However, it becomes clear in the following sections that this one-sided control is inadequate for ensuring either the uniqueness of the solution to (8.17) or for meeting the Class (D) condition of the corresponding optimal density processes.

**Theorem 8.7.** Suppose that the market price of risk \( \theta \) satisfies the following exponential integrability conditions:

(i) for \( \gamma > 1, \psi > 1 \) (i.e. Case (i)),

\[
E \left[ \exp \left( p \int_0^T \frac{\gamma - 1}{2} |\theta_s|^2 ds \right) \right] < +\infty
\]

for some integer \( p > 1 \);

(ii) for \( \gamma < 1, \psi > 1 \) (i.e. Case (ii)),

\[
E \left[ \exp \left( \frac{2p}{\gamma} \int_0^T \frac{1}{\gamma} |\theta_s|^2 ds \right) \right] < +\infty
\]

for some integer \( p > 2 \).

Then BSDE(0, \( f + g \)) with the generators \( f \) and \( g \) given respectively by (8.18) and (8.19) admits a unique solution \((Y, Z)\). Moreover, for Case (i), \( Y \) is bounded from above, \( e^{pY^+} \in \mathcal{S}_p \), and \( Z \in \mathcal{M}^2 \), i.e.

\[
E \left[ e^{pY^+} + \int_0^T |Z_s|^2 ds \right] < +\infty.
\]

For Case (ii), \( Y \) is bounded from below, \( e^{2pY^+} \in \mathcal{S}_p \) and \( Z \in \mathcal{M}^2 \), i.e.

\[
E \left[ e^{2pY^+} + \int_0^T |Z_s|^2 ds \right] < +\infty;
\]

Herein, \( Y_s = \sup_{t \in [0,T]} Y_t \) is the running maximum of a stochastic process \( Y \).

**Proof.** We only prove the solution existence and leave its solution uniqueness in Chapter 8.3. Similar to the approach used in proving Theorem 8.7, where terminal data was truncated, we may employ an inf convolution procedure on the generator \( f \) and a truncation procedure on \( g \) in (8.17) by approximating them with Lipschitz continuous generators \( f^{n,k} \). This ensures that the comparison theorem for Lipschitz BSDE applies to BSDE(0, \( f^{n,k} \)).
For example, as in (3.12) in Remark 3.6, we define the inf convolution of $f$ and the truncated function $g$ as:

$$f^{n,k}(t, y, z) = \inf_q \{f(t, q) + n|q - z| + g(y \wedge k)1_{\beta < 0} + g(y \vee (-k))1_{\beta > 0}\},$$

which is Lipschitz continuous in $(y, z)$, increasing in $n$, and either decreasing or increasing in $k$ depending on whether $\beta < 0$ or $\beta > 0$, respectively. Moreover, we have

$$-\frac{\gamma - 1}{2}|\theta|^2 + g(y) \leq f^{n,k}(t, y, z) \leq f(t, z) + g(y \wedge k) \leq \frac{1}{2}|z|^2 - \delta \beta$$

for Case (i) and

$$\frac{1}{2}|z|^2 - \delta \beta \leq f^{n,k}(t, y, z) \leq f(t, z) + g(y) \leq \frac{1}{\gamma} |\theta|^2 + g(y).$$

for Case (ii). They will provide an upper bound for $Y^{n,k}$ in Case (i) and a lower bound in Case (ii). The other side of bounds will then follow from the decreasing property of $g(y)$, which yields that $f^{n,k}(t, y, z)$ is also decreasing in $y$. Further details are provided below.

We consider $\text{BSDE}(0, f^{n,k})$:

$$Y^{n,k}_t = \int_t^T f^{n,k}(s, Y^{n,k}_s, Z^{n,k}_s)ds - \int_t^T (Z^{n,k}_s)^tr dB_s.$$  

For Case (i), given that $\beta < 0$ and $f^{n,k}$ has an upper bound $(\frac{1}{2}|z|^2 - \delta \beta)$, we apply the comparison theorem for Lipschitz BSDE to obtain an upper bound as $Y^{n,k}_t \leq \bar{Y}_t$, where $\bar{Y}$ solves BSDE$(0, \frac{1}{2}|z|^2 - \delta \beta)$, i.e.,

$$\bar{Y}_t = \int_t^T (\frac{1}{2}|Z_s|^2 - \delta \beta)ds - \int_t^T Z_s^r dB_s, \ t \in [0, T].$$

This equation obviously admits a unique solution $(\bar{Y}_t, \bar{Z}_t) = (-\delta \beta(T - t), 0), \ t \in [0, T]$. We define $Y_{\text{max}} := -\delta \beta T \geq Y^{n,k}_t$.

Next, observe that $g$ is decreasing, we can therefore use $Y_{\text{max}}$ to bound $g$ from below and consider the following BSDE to bound $[8.24]$ from below:

$$Y_t = \int_t^T (-\frac{\gamma - 1}{2}|\theta|^2 + g(Y_{\text{max}}))ds - \int_t^T Z_s^r dB_s$$

$$= g(Y_{\text{max}})(T - t) - E \left[ \int_t^T \frac{\gamma - 1}{2}|\theta|^2 ds | \mathcal{F}_t \right], \ t \in [0, T].$$

The comparison theorem for Lipschitz BSDE then implies that $Y^{n,k}_t \geq Y_t$.

Using the localization argument analogous to those in the proof of Theorem 3.7 and defining the stopping time sequence $(\tau_j)_{j \geq 1}$:

$$\tau_j = T \wedge \{t \in [0, T] : -Y_t > j\},$$

we deduce that there exists a solution $(Y, Z)$ to $(8.17)$ that satisfies $Y_t \leq Y_t \leq Y_{\text{max}}$ and $Z \in L^2(0, T)$. 


To prove the exponential integrability of solutions, using $Y_t^− ≤ −Y_t$ and Jensen’s inequality, we deduce that
\[ e^\gamma Y_t^− ≤ C \exp \left( \frac{p}{p'} E \left[ \int_t^T \frac{\gamma - 1}{2} |\theta_s|^2 ds \right] \right) \]
\[ ≤ CE \left[ \exp \left( \frac{p}{p'} \int_t^T \frac{\gamma - 1}{2} |\theta_s|^2 ds \right) \right] , \]
for $p' > p > 1$. Then, it follows from Hölder’s inequality and Doob’s inequality that
\[ E[e^\gamma Y_t^−] ≤ CE \sup_{t \in [0,T]} \left( e^\gamma \int_0^T \frac{\gamma - 1}{2} |\theta_s|^2 ds \right) < +\infty. \]
Moreover, the property that $Z ∈ M^2$ can be proved in a manner similar to that in Lemma 8.22 and is thus omitted.

For Case (ii), recall that $β > 0$ and $f^{n,k}$ admits a lower bound $(\frac{1}{2} |z|^2 − δβ)$. By applying the comparison theorem, we first obtain a lower bound as $Y_t^{n,k} ≥ Y_t$, where $Y_t$ solves BSDE$(0, \frac{1}{2} |z|^2 − δβ)$. It admits a unique solution $(Y_t, Z_t) = (−δβ(T − t), 0), t ∈ [0, T]$. We define $Y_{min} := −δβT ≤ Y_t^{n,k}$.

Since $g$ is decreasing, we can therefore use $Y_{min}$ to bound $g$ from above and consider the following BSDE which dominates (8.24):
\[ Y_t = \int_t^T \left( \frac{1}{\gamma} |Z_s|^2 + \frac{1}{\gamma} |\theta_s|^2 + g(Y_{min}) \right) ds - \int_t^T Z_s^r dB_s, \]
\[ = \frac{\gamma}{2} \ln E \left[ \exp \left( \int_t^T \frac{2}{\gamma} \frac{1}{\gamma} |\theta_s|^2 + g(Y_{min}) \right) ds \right] |\mathcal{F}_t] , \]
Hence $Y_t^{n,k} ≤ Y_t$.

Using the localization argument analogous to those in the proof of Theorem 8.7 and defining the stopping time sequence $(\tau_j)_{j≥1}$:
\[ \tau_j = T ∧ \{ t ∈ [0, T] : Y_t > j \} , \]
we deduce that there exists a solution $(Y, Z)$ to (8.12) that satisfies $Y_{min} ≤ Y_t ≤ Y_t$. Consequently, similar to Case (i), we deduce the exponential integrability of $Y^+$:
\[ E[e^{2\gamma Y_t^+}] ≤ CE \left[ \exp \left( \frac{2p}{\gamma} \int_0^T \frac{1}{\gamma} |\theta_s|^2 ds \right) \right] < +\infty. \]

**Remark 8.8.** The exponential integrability condition on the market price of risk $θ$ can be readily verified. We provide an example using the Heston stochastic volatility model. Consider a market with a single stock whose coefficients depend on a single stochastic factor driven by a two-dimensional Brownian motion, namely, $m = 2$, $d = 1$, and
\[ dS_t = \lambda V_t S_t dt + \sqrt{V_t} S_t dB_{1,t}, \]
\[ dV_t = (a − bV_t) dt + σ \sqrt{V_t} (κ_1 dB_{1,t} + κ_2 dB_{2,t}), \]
where $\lambda$, $a$, $b$, and $\sigma$ are constant coefficients. We assume that $\sigma > 0$ and the constants $\kappa_1$ and $\kappa_2$ satisfy $|\kappa_1|^2 + |\kappa_2|^2 = 1$. The market price of risk is then given by $\theta_t = \lambda \sqrt{V_t}$. Let $C = \mathbb{R}$. To verify the exponential integrability condition on $\theta$, we apply Theorem 5.1 from Zeng and Taksar [66].

Case (i): The exponential integrability condition holds if and only if there is either inequality
\[ p \leq \frac{b^2}{(\gamma - 1) \lambda^2 \sigma^2} \]
or both inequalities
\[ p > \frac{b^2}{(\gamma - 1) \lambda^2 \sigma^2} \quad \text{and} \quad T < \frac{1}{m_2} \arccot \left( -\frac{m_1}{m_2} \right), \]
where
\[ m_1 = \frac{1}{2} b, \quad m_2 = \frac{1}{2} \sqrt{-b^2 + p(\gamma - 1) \lambda^2 \sigma^2}, \]
and $\arccot$ denotes the inverse cotangent function. Hence, if $b^2 > (\gamma - 1) \lambda^2 \sigma^2$, there is $p > 1$ such that the exponential integrability condition holds.

Case (ii): The exponential integrability condition holds if and only if there is either inequality
\[ p \leq \frac{\gamma^2 b^2}{4 \lambda^2 \sigma^2} \]
or both inequalities
\[ p > \frac{\gamma^2 b^2}{4 \lambda^2 \sigma^2} \quad \text{and} \quad T < \frac{1}{m_2} \arccot \left( -\frac{m_1}{m_2} \right), \]
where
\[ m_1 = \frac{1}{2} b \quad \text{and} \quad m_2 = \frac{1}{2} \sqrt{-b^2 + \frac{4p}{\gamma^2} \lambda^2 \sigma^2}. \]
Hence, if $\gamma^2 b^2 > 8 \lambda^2 \sigma^2$, there is $p > 2$ such that the exponential integrability condition holds.

8.3. Epstein-Zin recursive utility maximization

To solve the recursive utility maximization problem, we use the martingale optimality principle, i.e. we aim to construct a conditional value process $V(t, \xi)$ such that
\[ V(t, X_t^{u,c}) + \int_0^t f^{EZ}(X_s^{u,c}, V(s, X_s^{u,c}))ds, \quad t \in [0, T], \]
is a supermartingale for any $(u, c) \in A_D^{EZ}$ and a martingale for some $(u^*, c^*)$. Moreover,
\[ V(T, X_T^{u,c}) = U(X_T^{u,c}) = \frac{(X_T^{u,c})^{1-\gamma}}{1-\gamma}. \]
Then, for any $(u, c) \in A_D^{EZ}$,
(8.25)
\[ V(t, X_t^{u,c}) = U(X_T^{u,c}) + \int_t^T dK_s + \int_t^T f^{EZ}(X_s^{u,c}, V(s, X_s^{u,c}))ds - \int_t^T (Z_s^{u,c})^\tau dB_s, \]
for some increasing process $K$ with $K_0 = 0$ and $\mathbb{R}^m$-valued predictable density process $Z^{u,c}$. Moreover, with $(u^\star, c^\star)$,

$$V(t, X_t^{u^\star,c^\star}) = U(X_T^{u^\star,c^\star}) + \int_t^T f^{EZ}(X_s^{u^\star,c^\star}, c_s, V(s, X_s^{u^\star,c^\star}))ds - \int_t^T (Z_s^{u^\star,c^\star})^\sigma dB_s,$$

for some $\mathbb{R}^m$-valued predictable density process $Z^{u^\star,c^\star}$.

By comparing (8.7) with (8.25) and applying the comparison theorem in Lemma 8.2.3 and applying the comparison theorem in Lemma 8.1.1, we conclude that $V(t, X_t^{u,c}) \geq V_t^{u,c}$ for any $(u, c) \in A^{EZ}_D$. Furthermore, the uniqueness of the solution to BSDE (8.17) ensures that $V(t, X_t^{u^\star,c^\star}) = V_t^{u^\star,c^\star}$.

We construct the conditional value process as

$$(8.26) \quad V(t, X_t^{u^\star,c^\star}) = U(X_t^{u^\star,c^\star})e^{Y_t},$$

with $Y$ solving BSDE (8.17). To verify the supermartingale and martingale properties, an application of Itô’s formula to $U(X_t^{u^\star,c^\star})e^{Y_t}$, for $(u, c) \in A^{EZ}_D$, gives

$$V(t, X_t^{u^\star,c^\star}) = U(X_T^{u^\star,c^\star}) + \int_t^T f^{EZ}(X_s^{u^\star,c^\star}, c_s, V(s, X_s^{u^\star,c^\star}))ds$$

$$= U(x)e^{Y_0} + \int_0^t f^{EZ}(X_s^{u^\star,c^\star}, U(X_s^{u^\star,c^\star})e^{Y_s})ds - \int_0^t tr(u_s^{tr} \sigma_s + \frac{Z_s^{tr}}{1-\gamma}) dB_s,$$

where

$$A_s^{u,c} = -\frac{1}{2} \beta |\sigma_s^{tr} \pi_s|^2 + \pi_s^{tr} \sigma_s (Z_s + \theta_s) + \frac{|Z_s|^2}{2(1-\gamma)}$$

$$+ \frac{f^{EZ}(X_s^{u,c}, U(X_s^{u,c})e^{Y_s})}{(X_s^{u,c})^{1-\gamma} e^{Y_s}} - c_s - \frac{f(s, Z_s) + g(Y_s)}{1-\gamma}.$$

We require that $A_s^{u,c} \leq 0$ for any admissible $(u, c) \in A^{EZ}_D$ and $A_s^{u^\star,c^\star} = 0$ for some $(u^\star, c^\star)$. Hence, the generator must take the form

$$f(s, Z_s) + g(Y_s) = -\frac{1-\gamma}{2\gamma} \min_{u,c} \left\{ |\sigma_s^{tr} \pi_s - (Z_s + \theta_s)|^2 + \frac{1-\gamma}{2\gamma} |Z_s + \theta_s|^2 + \frac{1}{2} |Z_s|^2 \right\}$$

$$+ (1-\gamma) \sup_{c_s \in \mathbb{R}_+} \left\{ \frac{f^{EZ}(X_s^{u,c}, U(X_s^{u,c})e^{Y_s})}{(X_s^{u,c})^{1-\gamma} e^{Y_s}} - c_s \right\}.$$

Note that the second term can be rewritten as

$$\delta e^{-\frac{\gamma}{1-\gamma}} \max_{c_s \in \mathbb{R}_+} \left\{ \frac{\beta}{1-\gamma} e^{-\frac{\gamma}{1-\gamma} P_s^{\alpha_{\gamma}}} - c_s \right\} - \frac{\delta \beta}{1-\gamma}$$

$$= \delta e^{-\frac{\gamma}{1-\gamma}} \frac{\beta - 1 + \gamma}{1-\gamma} P_s^{\alpha_{\gamma} - 1 + \gamma} - \frac{\delta \beta}{1-\gamma}$$

$$= \frac{1}{1-\gamma} \left( \delta e^{-\frac{\gamma}{1-\gamma} P_s^{\alpha_{\gamma}}} - \frac{\delta \beta}{1-\gamma} \right),$$

where we utilized the convex duality between $\frac{1}{\alpha} x^\alpha$ and $\frac{1-\alpha}{\alpha} y^{\frac{1-\alpha}{\alpha}}$ with $\alpha = \frac{1-\gamma}{\gamma} = 1 - 1/\psi < 1$ in the first equality. This lead to the generator $f$ and $g$ as defined in (8.18) and (8.19), respectively. Moreover, the optimal investment and consumption...
(u^*, c^*) are given by
\begin{equation}
(8.28) \quad \gamma \sigma_t^r u_t^* = \text{Proj}_t \sigma_t^r c_t (Z_t + \theta_t); \quad c_t^* = \delta^\psi e^{-\tilde{\psi} Y_t}, \ P\text{-a.s., for } t \in [0, T].
\end{equation}

With (u^*, c^*) given in (8.28), (8.27) then yields that
d\left(X_t^{u^*, c^*}\right)^{1-\gamma} e^{Y_t} \\
= \left(X_t^{u^*, c^*}\right)^{1-\gamma} e^{Y_t} \left[\left(1 - \gamma\right) \sigma_t^{tr} u_t^* + Z_t\right] dB_t - \int_0^t \frac{\xi_t u_t^* (X_t^{u^*, c^*}) e^{Y_t}}{(X_t^{u^*, c^*})^{1-\gamma} e^{Y_t}} dt,
\end{equation}
from which we deduce that
\begin{equation}
(8.29) \quad \left(X_t^{u^*, c^*}\right)^{1-\gamma} e^{Y_t} = x^{1-\gamma} e^{Y_0} \exp\left(\int_0^t \left(\delta \beta - \beta \delta^\psi e^{-\tilde{\psi} Y_s}\right) ds\right) L_t^{u^*}
\end{equation}
where
\begin{equation}
(8.30) \quad L_t^{u^*} = E_t \left(\int_0^T \left(1 - \gamma\right) \sigma_t^{tr} u_t^* + Z_t\right) dB_t.
\end{equation}

**Theorem 8.9.** Suppose that the parameters (γ, ψ) satisfy either Case (i) or Case (ii) and that the market price of risk θ meets the Novikov’s condition \[8.2\], the exponential integrability conditions in terms of γ outlined in Theorem \[8.7\]. Additionally, θ is required to satisfy the following exponential integrability condition in terms of ψ:
\begin{equation}
(8.31) \quad E \left[\exp\left(\int_0^T \frac{1}{2} - \frac{1}{2} \left[p(\psi - 1)^2 + (\psi - 1)^2|\theta_s|^2 ds\right]\right)\right] < +\infty
\end{equation}
for some integer p > 1.

Let (Y, Z) be the unique solution to BSDE(0, f + g) in \[8.14\] with the generators f and g given by \[8.18\] and \[8.19\], respectively. Then, the value function of the optimization problem \[8.14\] with admissible set \[A^{EZ}_D\] is given by
\begin{equation}
(8.32) \quad V(0, x) = U(x)e^{Y_0} = \frac{x^{1-\gamma}}{1-\gamma} e^{Y_0},
\end{equation}
and there exists an optimal trading strategy u^* and an optimal consumption process c^*, both in the admissible set \[A^{EZ}_D\], given by \[8.28\].

**Proof.** We have verified the supermartingale property and local martingale property of the conditional value process. It remains to show that, with (u^*, c^*) as defined in \[8.28\], the process
\begin{equation}
V(\tau, X_\tau^{u^*, c^*}) = \left(X_\tau^{u^*, c^*}\right)^{1-\gamma} e^{Y_\tau}, \quad \tau \in [0, T]
\end{equation}
is in Class (D), and the integrability condition \[8.8\] or \[8.9\] holds.

Note that for Case (i), \(\beta < 0\) but \(Y \leq Y_{\max}\), so we have
\begin{equation}
(8.33) \quad \exp\left(\int_0^t \left(\delta \beta - \beta \delta^\psi e^{-\tilde{\psi} Y_s}\right) ds\right) \leq e^{(\delta \beta - \beta \delta^\psi e^{-\tilde{\psi} Y_{\max}}) t}.
\end{equation}
For Case (ii), \(\beta > 0\), so we have
\begin{equation}
(8.34) \quad \exp\left(\int_0^t \left(\delta \beta - \beta \delta^\psi e^{-\tilde{\psi} Y_s}\right) ds\right) \leq e^{\delta \beta t}.
\end{equation}
Thus, it is sufficient to verify that the optimal density process \( L^u \) as defined in (8.30) is in Class (D). According to Lemma 8.5 (ii),

\[
(1 - \gamma)\sigma_t^u u_t^* + Z_t \in \partial_z f(t, Z_t).
\]

Therefore, we aim to prove that \( L^q_u \) has a finite entropy for any \( q_t^* \in \partial_z f(t, Z_t) \), where

\[
L^q_u = \mathbb{E}_t \left( \int_0^T q_t^* dB_u \right), \quad t \in [0, T],
\]

which will be established in the Lemma 8.10 after the proof.

Next, we verify the integrability conditions (8.8) or (8.9). First, observe that by comparing the definition of \( g(y) \) in (8.19) with the expression of \( c^\star \) in (8.28), we have:

\[
c_t^\star = \psi(\beta(g(Y_t) + \delta \beta), \quad \text{which is always bounded in both Case (i) and Case (ii) (see Remark 8.6). Since}
\]

\[
C_t = X_t u^\star c_t c_t,
\]

it follows that conditions (8.8) and (8.9) are equivalent to the following:

Case (i): For \( \gamma > 1 \) and \( \psi > 1 \),

\[
E \left[ (X_t^u c_t)_{1-\gamma} \right] < \infty, \quad E \left[ \int_0^T (X_t^u c_t)_{1-\frac{1}{\psi}} dt \right] < \infty;
\]

Case (ii): For \( \gamma < 1 \) and \( \psi > 1 \),

\[
E \left[ (X_t^u c_t)_{1-\gamma \wedge \frac{1}{\psi}} \right] < \infty, \quad E \left[ \int_0^T (X_t^u c_t)_{1-\gamma \wedge \frac{1}{\psi}} dt \right] < \infty,
\]

respectively.

To verify the inequalities involving the exponent of \( (1 - \gamma) \), by using (8.29), we have

\[
(X_t^u c_t)_{1-\gamma} = x^{1-\gamma} e^{Y_0} e^{-Y_t} \exp \left( \int_0^t \left( \delta \beta - \beta \delta \psi e^{-\frac{2}{\psi} Y_s} \right) ds \right) L_t^u.
\]

For Case (i), since \( Y_T = 0 \), we obtain \( E \left[ (X_T^u c_T)_{1-\gamma} \right] < \infty \) by using (8.33) and the finite entropy condition of \( L^u \). For Case (ii) with \( \gamma < \frac{1}{\psi} \), since \( Y_t \geq Y_{min} \), we use (8.34) to further obtain

\[
(X_T^u c_T)_{1-\gamma} \leq x^{1-\gamma} e^{Y_0} e^{-Y_{min} \psi} \delta \beta t L_T^u,
\]

so we verify the integrability condition for Case (ii) when \( \gamma < \frac{1}{\psi} \).

To verify the other inequalities involving the exponent of \( 1 - \frac{1}{\psi} \), as in (8.10), we define an equivalent minimal local martingale measure (MLMM) \( Q^\theta \) on \( F_T \) by

\[
\frac{dQ^\theta}{dP} := L_T^\theta = \mathcal{E}_T \left( -\int_0^T \theta dB_t \right),
\]

where \( \mathcal{E}(\cdot) \) denotes the stochastic exponential. Note that this is permissible since \( \theta \) satisfies the Novikov’s condition (8.5). Then, under \( Q^\theta \), the wealth process \( X^\pi,\mu^\star \) becomes a supermartingale following

\[
dX_t^\mu^\star c^\star = X_t^{\mu\star c^\star} (u_t^*)^{1+\sigma_t dB_t^\theta - c_t^\star},
\]
where \( B_\theta := B_t + \int_0^t \theta_u du, \ t \in [0,T] \), is an \( m \)-dimensional Brownian motion under the MLMM \( Q^\theta \). Hence, by using Hölder’s inequality and the supermartingale property of \( X^{\nu^*,c^*} \) under \( Q^\theta \), we obtain

\[
E \left[ (X^{\nu^*,c^*})^{1-\frac{1}{\psi}} \right] = E^{Q^\theta} \left[ \mathcal{E}_t \left( \int_0^t \theta^\nu_s dB_s^\theta \right) (X^{\nu^*,c^*})^{1-\frac{1}{\psi}} \right]
\]

\[
\leq E^{Q^\theta} \left[ \mathcal{E}_t \left( \int_0^t \theta^\nu_s dB_s^\theta \right)^\psi \right] E^{Q^\theta} \left[ X^{\nu^*,c^*} \right]^{1-\frac{1}{\psi}}
\]

\[
\leq E^{Q^\theta} \left[ \mathcal{E}_t \left( \int_0^t \theta^\nu_s dB_s^\theta \right)^\psi \right] x^{1-\frac{1}{\psi}},
\]

for any \( t \in [0,T] \). We conclude the proof by deriving an upper bound for

\[
E^{Q^\theta} \left[ \mathcal{E}_t \left( \int_0^t \theta^\nu_s dB_s^\theta \right)^\psi \right],
\]

which is independent of \( t \). Indeed, by applying Hölder’s inequality, we obtain

\[
E^{Q^\theta} \left[ \mathcal{E}_t \left( \int_0^t \theta^\nu_s dB_s^\theta \right)^\psi \right] = E \left[ \mathcal{E}_t \left( - \int_0^t \theta^\nu_s dB_s \right) \mathcal{E}_t \left( \int_0^t \theta^\nu_s dB_s^\theta \right)^\psi \right]
\]

\[
= E \left[ \exp \left( \int_0^t (\psi - 1)\theta^\nu_s dB_s \right) \exp \left( \int_0^t \frac{1}{2}(\psi - 1)^2|\theta_s|^2 ds \right) \right]
\]

\[
= E \left[ \mathcal{E}_t \left( \int_0^t p(\psi - 1)\theta^\nu_s dB_s^\theta \right)^\frac{1}{p} \cdot \exp \left( \int_0^t \frac{1}{2} [p(\psi - 1)^2 + (\psi - 1)^2]|\theta_s|^2 ds \right) \right]
\]

\[
\leq E \left[ \mathcal{E}_t \left( \int_0^t p(\psi - 1)\theta^\nu_s dB_s^\theta \right)^\frac{1}{p} \cdot \exp \left( \int_0^t \frac{1}{2} p - 1 [p(\psi - 1)^2 + (\psi - 1)^2]|\theta_s|^2 ds \right) \right]^{1-\frac{1}{p}}.
\]

The first expectation is bounded by 1. By the exponential integrability condition \( \text{[8.30]} \), the second expectation is also bounded, from which we conclude. \( \square \)

**Lemma 8.10.** The optimal density process \( L^q_t \) has a finite entropy. Hence, by De la Vallée-Poussin theorem, \( L^q \) is in Class \( (D) \) and is therefore a uniformly integrable martingale.

**Proof.** The proof is similar to Lemmas \( \text{[4.3]} \) and \( \text{[7.6]} \) so we only highlight the main differences. With a localization sequence \((\sigma_j)_{j \geq 1}\), we rewrite BSDE\((0,f+g)\) under \( Q^\theta \) as

\[
dY_t = - \left[ f(t,Z_t) - Z^{tr}_t q_t + g(Y_t) \right] dt + Z^{tr}_t dB^\theta_t.
\]
For Case (i), we have

\[
E \left[ L^q_{\sigma_j} Y_{\sigma_j} \right] = E^{Q^*} [Y_{\sigma_j}]
\]
\[
= E^{Q^*} \left[ Y_0 + \int_0^{\sigma_j} \left( -f(u, Z_u) + Z^t_u q^*_u - g(Y_u) \right) du \right]
\]
\[
= E^{Q^*} \left[ Y_0 + \int_0^{\sigma_j} \left( f^*(u, q^*_u) - g(Y_u) \right) du \right],
\]

where \( f^* \) is the convex dual of \( f \):

\[
f^*(t, q) := \sup_{z \in \mathbb{R}^m} (z^t q - f(t, z)), \quad (t, q) \in [0, T] \times \mathbb{R}^m,
\]

with a lower bound of \( f^*(t, q) \geq \frac{1}{4} |q|^2 \) due to the upper bound of \( f \) derived in Lemma 8.5. Then, utilizing \( Y \leq Y_{\text{max}} \) from Theorem 8.7 and \( g(Y) \leq -\delta \beta \) from Lemma 8.5, we deduce that

\[
Y_{\text{max}} \geq Y_0 + E^{Q^*} \left[ \int_0^{\sigma_j} \frac{1}{2} |q^*_u|^2 du \right] + \delta \beta T,
\]

and consequently

\[
E \left[ L^q_{\sigma_j} \ln L^q_{\sigma_j} \right] = E^{Q^*} \left[ \int_0^{\sigma_j} \frac{1}{2} |q^*_u|^2 du \right] \leq Y_{\text{max}} - Y_0 - \delta \beta T.
\]

For Case (ii), we have

\[
E \left[ L^q_{\sigma_j} Y_{\sigma_j} \right] = E^{Q^*} \left[ \frac{2}{\gamma} Y_{\sigma_j} \right]
\]
\[
= E^{Q^*} \left[ \frac{2}{\gamma} Y_0 + \frac{2}{\gamma} \int_0^{\sigma_j} \left( -f(u, Z_u) + Z^t_u q^*_u - g(Y_u) \right) du \right]
\]
\[
= E^{Q^*} \left[ \frac{2}{\gamma} Y_0 + \frac{2}{\gamma} \int_0^{\sigma_j} \left( f^*(u, q^*_u) - g(Y_u) \right) du \right].
\]

Considering the upper bound of \( f \) in Lemma 8.5, its convex dual \( f^* \) is bounded below by

\[
f^*(t, q) \geq \frac{\gamma}{4} |q|^2 - \frac{1}{\gamma} |\theta_t|^2.
\]

Also, from Theorem 8.7 and the decreasing property of \( g \), we have \( g(Y) \leq g(Y_{\text{min}}) \). Hence, we have

\[
E \left[ L^q_{\sigma_j} \frac{2}{\gamma} Y_{\sigma_j} \right] \geq \frac{2}{\gamma} Y_0 + E^{Q^*} \left[ \int_0^{\sigma_j} \frac{1}{2} |q^*_u|^2 du \right]
\]
\[
- E^{Q^*} \left[ \int_0^{\sigma_j} \frac{2}{\gamma} |\theta_u|^2 du \right] - \frac{2}{\gamma} g(Y_{\text{min}}) T.
\]

Furthermore, using the Fenchel inequality, we have

\[
E \left[ L^q_{\sigma_j} \frac{2}{\gamma} Y_{\sigma_j} \right] \leq \frac{1}{p} E \left[ L^q_{\sigma_j} \ln L^q_{\sigma_j} \right] - \frac{1}{p} E \left[ L^q_{\sigma_j} \right] \ln p + E \left[ e^{2\gamma Y^+} \right]
\]
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and
\[
E^\mathbb{Q}^\star \left[ \int_0^\tau \frac{2}{\gamma^2} |\theta_u|^2 du \right] \leq \frac{1}{p} E \left[ L^\mathbb{Q}^\star_j \log L^\mathbb{Q}^\star_j \right] - \frac{1}{p} E \left[ L^\mathbb{Q}^\star_j \right] \log p \\
+ E \left[ e^{\frac{2p}{\gamma} \int_0^T \frac{1}{2} |\theta_u|^2 du} \right].
\] (8.39)

Substituting (8.38) and (8.39) into (8.37) and recalling \( p > 2 \), we see
\[
(1 - 2\gamma p) E \left[ L^\mathbb{Q}^\star_j \log L^\mathbb{Q}^\star_j \right] \leq - \frac{2}{p} \log p - \frac{2}{\gamma} Y_0 + \frac{2}{\gamma} g(Y_{\text{min}}) T \\
+ E \left[ e^{\frac{2p}{\gamma} Y^\star} \right] + E \left[ e^{\frac{2}{\gamma} \int_0^T \frac{1}{2} |\theta_u|^2 du} \right].
\] (8.40)

We conclude by sending \( j \to \infty \) in the inequalities (8.36) and (8.40), and using Fatou’s lemma. □

8.4. A convex dual representation of the Epstein-Zin utility maximization model

To conclude, we provide a convex dual representation of the solution component \( Y \) of BSDE\((0, f+g)\) in (8.17) with the generators \( f \) and \( g \) given by (8.18) and (8.19), respectively. This will complete the proof of Theorem 8.7 for its solution uniqueness.

We first introduce the admissible set of the convex dual problem. For an \( \mathbb{R}^m \)-valued \( \mathbb{F} \)-predictable process \( q \), we define the stochastic exponential
\[
L^q := E \left( \int_0^T q_s^r dB_u \right).
\]
If \( L^q_T \) has a finite entropy, i.e. \( E[L^q_T \log L^q_T] < +\infty \), then De la Vallée-Poussin theorem implies that \( L^q \) is in Class (D) and therefore a uniformly integrable martingale. We then define the probability measure \( \mathbb{Q}^q \) on \( \mathcal{F}_T \) by \( d\mathbb{Q}^q := L^q_T d\mathbb{P} \), and introduce the admissible set
\[
\mathcal{A}^{E\mathbb{Z},\star}_D = \left\{ q \in L^2(0, T) : L^q_T \text{ has a finite entropy such that } E^{\mathbb{Q}^q} \left[ \int_0^T |f^*(s, q_s)| ds \right] < +\infty \text{ with } d\mathbb{Q}^q := L^q_T d\mathbb{P} \right\}.
\]

THEOREM 8.11. Suppose that the parameters \( (\gamma, \psi) \) satisfies either Case (i) or Case (ii), and that the market price of risk \( \theta \) satisfies the exponential integrability conditions in Theorem 8.7. Then, the solution component \( Y \) to BSDE\((0, f+g)\) admits the following convex dual representation
\[
\sum_{t} Y^q_t = \text{ess sup}_{q \in \mathcal{A}^{E\mathbb{Z},\star}_D} Y^q_t,
\]
where \( Y^q \) is the unique solution to BSDE\((0, -f^* + g)\):
\[
Y^q_t = \int_t^T [-f^*(s, q_s) + g(Y^q_s)] ds - \int_t^T (Z^q)^r dB^q_r.
\] (8.42)
Moreover, there exists an optimal density process \( q^\star \in \mathcal{A}^{E\mathbb{Z},\star}_D \) such that \( Y = Y^q \).
The existence of BSDE (8.42) can be proved in a manner similar to that for Lemma 8.1 by applying the truncation and localization arguments, while the uniqueness follows from the decreasing property of the generator $g(y)$ in $y$. On the other hand, BSDE $(0, f + g)$ reads

$$Y_t = \int_t^T \left[ f(s, Z_s) - Z_s^{tr} q_s + g(Y_s) \right] ds - \int_t^T Z_s^{tr} dB_s^q,$$

for any $q \in \mathcal{A}^{E_Z,*}$, where $B_t^q := B_t - \int_0^t q_u du, t \in [0, T]$, is an $m$-dimensional Brownian motion under $\mathbb{Q}^q$ defined at the beginning of this subsection.

With a localization sequence $(\sigma_j)_{j \geq 1}$, combining (8.42) and (8.43) yields

$$Y_t - Y_t^q = Y_{\sigma_j} - Y_{\sigma_j}^q + \int_{\sigma_j}^{\sigma_j^*} \left[ f(s, Z_s) - Z_s^{tr} q_s + f^*(s, q_s) + g(Y_s) - g(Y_s^q) \right] ds$$

$$- \int_{\sigma_j}^{\sigma_j^*} (Z_s - Z_s^q)^{tr} dB_s^q$$

$$= Y_{\sigma_j} - Y_{\sigma_j}^q + \int_{\sigma_j}^{\sigma_j^*} \left[ f(s, Z_s) - Z_s^{tr} q_s + f^*(s, q_s) + h_s(Y_s - Y_s^q) \right] ds$$

$$- \int_{\sigma_j}^{\sigma_j^*} (Z_s - Z_s^q)^{tr} dB_s^q,$$

where

$$h_s = \frac{g(Y_s) - g(Y_s^q)}{Y_s - Y_s^q} 1_{\{Y_s - Y_s^q \neq 0\}} \leq 0$$

by the decreasing property of $g$. It follows that

$$Y_t - Y_t^q = e^{\int_\sigma \sigma^* h_s du} (Y_{\sigma_j} - Y_{\sigma_j}^q) + \int_{\sigma_j}^{\sigma_j^*} e^{\int_{\sigma_j}^u h_s du} \left[ f(s, Z_s) - Z_s^{tr} q_s + f^*(s, q_s) \right] ds$$

$$- \int_{\sigma_j}^{\sigma_j^*} e^{\int_{\sigma_j}^u h(s) du} (Z_s - Z_s^q)^{tr} dB_s^q$$

$$= E^{Q^q}\left[ e^{\int_{\sigma_j}^{\sigma_j^*} h_s du} (Y_{\sigma_j} - Y_{\sigma_j}^q) \right.$$

$$+ \int_{\sigma_j}^{\sigma_j^*} e^{\int_{\sigma_j}^u h_s du} \left[ f(s, Z_s) - Z_s^{tr} q_s + f^*(s, q_s) \right] ds \bigg| \mathcal{F}_t \bigg].$$

By the Fenchel-Moreau theorem, we then deduce that

$$f(s, Z_s) - Z_s^{tr} q_s + f^*(s, q_s) \geq 0, \quad \forall q \in \mathcal{A}^{E_Z,*}$$

and the equality holds for $q_s^* \in \partial f(s, Z_s)$. Hence,

$$Y_t - Y_t^q \geq E^{Q^q}\left[ e^{\int_{\sigma_j}^{\sigma_j^*} h_s du} (Y_{\sigma_j} - Y_{\sigma_j}^q) \bigg| \mathcal{F}_t \right], \quad \forall q \in \mathcal{A}^{E_Z,*}$$

and

$$Y_t - Y_t^q = E^{Q^q}\left[ e^{\int_{\sigma_j}^{\sigma_j^*} h_s du} (Y_{\sigma_j} - Y_{\sigma_j}^q) \bigg| \mathcal{F}_t \right].$$

For Case (i), $Y$ is bounded from above, and moreover,

$$E^{Q^q}[Y^-_t] \leq \frac{1}{p} E^{Q^q}[\ln L_t^q] - \frac{1}{p} \ln p + E\left[ e^{pY^-_t} \right] < \infty.$$
for $p > 1$. For Case (ii), $Y$ is bounded from below, and moreover,

$$E^{Q^q}[Y^*_t] \leq \frac{E^{Q^q}[\ln L^q_t]}{2p/\gamma} - \frac{\ln(2p/\gamma)}{2p/\gamma} + E^q[e^{\frac{2}{p}Y^*_t}] < \infty$$

for $p > 2$. Furthermore, note that $e^{\int_{0}^{T} f_s^q \, ds} \leq 1$, and $Y^q$ is uniformly integrable under $Q^q$. Sending $j \to \infty$, we obtain that $Y_t \geq Y^q_t$ for any $q \in A_{D^*}^{EZ}$. On the other hand, $Y_t = Y^q_t$. To achieve this, it remains to prove $q^* \in A_{D}^{EZ,*}$. Indeed, the finite entropy of $L^q_T$ has already been established in Lemma 8.10. Moreover, we can prove $q^* \in L^2[0,T]$ and

$$E^{Q^q} \left[ \int_0^T |f^*_t(s, q^*_s)| \, ds \right] < +\infty$$

with a similar approach to the proof in Lemma 5.4 and as such, the details are omitted. □
CHAPTER 9

Conclusions

We have developed a systematic approach to solving utility maximization problems for an investor in constrained and unbounded financial markets. Our main methodology involves the theory of quadratic BSDEs with unbounded solutions and convex duality methods. A key step throughout the analysis is the verification of the finite entropy condition, which not only resolves the uniqueness issue of the unbounded solutions but also ensures the martingale property of the conditional value process and establishes its convex dual representation. Four applications are developed, namely, utility indifference valuation, regime switching, consumption, and Epstein-Zin utility maximization.

There are several possible directions for further research, which we list below and briefly discuss their difficulties and potential resolutions.

(i) When solving the exponential utility maximization problems throughout Chapters 4 and 7 we imposed the boundedness assumption on the market price of risk $\theta$ while focusing on the unboundedness of the random endowment. Extending to both unbounded market price of risk and unbounded random endowments is actually straightforward. For example, one may impose the exponential integrability condition on the market price of risk, as considered in Theorem 8.7 in Chapter 8. We leave such a straightforward extension to the interested reader.

(ii) Both expected exponential utility and Epstein-Zin utility (with expected power utility as a special case) exhibit the homothetic property for their conditional value processes. Consequently, the optimal trading strategy is independent of wealth. However, this property may not be satisfactory in certain scenarios, prompting the consideration of a general utility function $U$ that is solely increasing and concave, satisfying additional asymptotic conditions (refer to, for instance, Kramkov and Schachermayer [47, 48]). In cases where the random endowment $F$ is bounded and the portfolio constraint is a subspace of $\mathbb{R}^d$, the first definitive result was obtained by Horst et al. [36], who explored the martingale property of the marginal utility and proposed a coupled forward-backward stochastic differential equation (FBSDE) representation of $Y$ such that

$$U_x(X_t^{\pi^*} - Y_t) = E \left[ U_x(X_T^{\pi^*} - F) | \mathcal{F}_t \right],$$

for any optimal trading strategy $\pi^*$. See also Liang et al. [49] for an infinite horizon version related to forward utility maximization. Under further regularity conditions on $U$, the corresponding FBSDE has been solved by Fromm and Imkeller [28] employing the decoupling field technique. However, the general case where $F$ is unbounded and the portfolio constraint is convex and closed remains unknown to date.

(iii) Our asymptotic results on utility indifference valuation and its methodology appear to be new. The central idea is based on the observation that when the
portfolio constraint takes the form of a convex and closed cone, a scaling property emerges for the characterizing BSDE governing the conditional value process (see Chapter 5.2). However, the more general case of convex and closed set constraints remains open, as the scaling property fails in such a general situation.

(iv) We have made progress on the consumption-investment problem with Epstein-Zin recursive utility by incorporating general convex and closed portfolio constraints and solving the cases for all possible parameter values of relative risk aversions as long as the elasticity of intertemporal substitution is greater than one, which includes the expected power utility case. However, the case where the elasticity of intertemporal substitution is less than one remains open, as the uniqueness of the corresponding characterizing BSDE solution is not clear, and there are challenges in verifying the finite entropy condition.

(v) Finally, we would also like to point out a forward version of Epstein-Zin recursive utility maximization in the spirit of forward performance processes, a concept introduced by Musiela and Zariphopoulou [58]. The aim is to construct a forward Epstein-Zin recursive utility $V(t,x)$ as a random field that is consistent over the entire time horizon: For any admissible $(u,c)$,

$$V(t, X_t^{u,c}) + \int_0^t f^{EZ}(X_s^{u,c}, V(s, X_s^{u,c})) ds, \quad t \geq 0$$

is a supermartingale, and there exists an optimal $(u^*, c^*)$ such that

$$V(t, X_t^{u^*,c^*}) + \int_0^t f^{EZ}(X_s^{u^*,c^*}, V(s, X_s^{u^*,c^*})) ds, \quad t \geq 0$$

is a martingale. As shown in Liang and Zariphopoulou [50] for the ergodic BSDE representation of the exponential and power utility cases, since the Epstein-Zin recursive utility is also homothetic, it is expected that there exists an ergodic BSDE representation for the forward Epstein-Zin recursive utility $V(t,x)$. 
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Admissible strategies with constraints
\begin{align*}
A_D, & 14 \\
A_D^{\text{conv}}, & 16 \\
A_D^M, & 31 \\
A_D^{\text{cone}}, & 39 \\
A_D^E & 53 \\
A_D^Z & 80 \\
\end{align*}
Asymptotics for the risk aversion parameter, 39

B-D-G inequality, 25, 33

Class (D) condition, 14, 16, 28, 53, 65, 81

Cone condition, 65

Convex dual representation, 36, 61, 71, 92

De la Vallée-Poussin theorem, 28, 36, 60, 61, 70, 71, 90, 92

Doob's inequality 23, 85

Fenchel inequality, 29, 60, 70, 91, Fenchel-Moreau theorem, 18, 37, 63, 72, 93
Finite entropy condition, 28, 36, 60, 61, 70, 71, 90, 92

Inf convolution, 20, 56, 77, 84

Itô-Tanaka formula, 23, 24

Lipschitz BSDE
\begin{align*}
\text{comparison theorem,} & 78, 79, 83, 84 \\
\text{Localization,} & 22, 43, 58, 67, 78, 80, 84, 85 \\
\text{Market price of risk,} & 13, 53, 76 \\
\text{Martingale optimality principle,} & 16, 27, 58, 68, 86 \\
\text{Martingale measure} & \\
\text{minimal entropy martingale measure,} & 51 \\
\text{minimal local martingale measure,} & 31, 76 \\
\text{minimal martingale measure,} & 31 \\
\text{Minimal entropy representation,} & 49 \\
\text{Monotonic limit theorem,} & 44 \\
\text{Multidimensional comparison theorem,} & 56 \\
\end{align*}

Quadratic BSDE
\begin{align*}
\text{comparison theorem,} & 21, 42, 46, 67, 73 \\
\text{stability property,} & 20 \\
\text{exponential quadratic BSDE,} & 55 \\
\text{with bounded terminal data,} & 20 \\
\text{with unbounded coefficients and} \\
\text{generator monotonic in} y, & 81 \\
\text{with unbounded terminal data,} & 21 \\
\text{with unbounded terminal data and} \\
\text{generator linear in} y, & 66 \\
\text{with unbounded terminal data in multi} \\
\text{dimension,} & 54 \\
\end{align*}

Regime-switching market, 53

Scaling property, 39

Stochastic exponential, 19, 31, 36, 61, 71, 76, 89, 92

Subdifferential, 18

Super-replication price, 51

Truncation, 20, 57, 84

Utility
\begin{align*}
\text{Epstein-Zin recursive utility,} & 75 \\
\text{Exponential utility,} & 14 \\
\text{Power utility,} & 75 \\
\text{Utility indifference valuation,} & 35 \\
\text{Value function,} & 14 \\
\text{Conditional value process,} & 16 \\
\end{align*}