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Abstract

We study quasiconformal mappings in planar domains Ω and their regularity properties described in terms of Sobolev, Bessel potential or Triebel-Lizorkin scales. This leads to optimal conditions, in terms of the geometry of the boundary ∂Ω and of the smoothness of the Beltrami coefficient, that guarantee the global regularity of the mappings in these classes. In the Triebel-Lizorkin class with smoothness below 1, the same conditions give global regularity in Ω for the principal solutions with Beltrami coefficient supported in Ω.

1 Introduction

Quasiconformal mappings in planar domains Ω ⊂ C are homeomorphisms that satisfy the Beltrami equation

\[ \bar{\partial} f = \mu \partial f \quad \text{almost everywhere}, \quad \text{with } \|\mu\|_{\infty} \leq k < 1. \]  (1.1)

Here, a priori, \( f \in W^{1,2}_{\text{loc}}(\Omega) \) and we often call the mapping \( \mu \)-quasiconformal when (1.1) holds. In many respects the local smoothness of the Beltrami coefficient \( \mu = \mu_f \) locally dictates the regularity of \( f \). For instance, from (1.1) alone one has \( f \in C^{\alpha}_{\text{loc}}(\Omega) \), where \( \alpha = \frac{1-\|\mu\|_{\infty}}{1+\|\mu\|_{\infty}} \). On the other hand, it follows from the classical Schauder
estimates, see e.g. [AIM09] Chapter 15, that \( f \in C_{\text{loc}}^{\ell+1,\alpha}(\Omega) \) whenever \( \mu \in C_{\text{loc}}^{\ell,\alpha}(\Omega) \) and \( \ell \in \mathbb{N}, 0 < \alpha < 1 \). Similar relations hold [CMO13] for the Sobolev regularity, or regularity measured in terms of the Besov or Triebel-Lizorkin spaces.

In this setting it is natural to ask in which domains and for which function spaces the local smoothness extends to a global regularity, regularity in all of \( \Omega \). The question has been studied, for instance, for the global higher integrability of the derivative of the mapping in [AK91], [Nie06], for the global Hölder continuity of \( f \) in [GM85], or for global \( C^{\ell,\alpha} \)-regularity in [Kal12].

In this present paper we look for optimal conditions for the global regularity in the more subtle smoothness scales described in terms of Besov, Bessel potential, Triebel-Lizorkin or Sobolev spaces. There are actually two different ways to approach this question. Namely, given two domains \( \Omega, \Omega' \subset \mathbb{C} \) one can study the global regularity of quasiconformal homeomorphisms \( f : \Omega \to \Omega' \). Another, and as it turns out, more difficult question is the regularity of the principal mappings. These are homeomorphic solutions to (1.1) in all of \( \mathbb{C} \), where for a bounded domain \( \Omega \subset \mathbb{C} \) we have

\[
  f(z) = z + O(1/z), \quad z \notin \Omega, \quad \text{with} \quad \text{supp} \mu \subset \overline{\Omega},
\]

so that \( f \) is conformal in \( \mathbb{C} \setminus \Omega \). Now the question is how the geometry of \( \Omega \) and the smoothness of \( \mu \) reflect on the global regularity of \( f|_{\Omega} \).

Let us begin with the first question, when a quasiconformal mapping \( f \) between two domains lies in the Sobolev (i.e. Bessel-potential) space \( W^{s,p}(\Omega) \), which includes the case of Hilbert spaces \( H^s(\Omega) = W^{s,2}(\Omega) \). We say that \( \Omega \) is a \( B^{s+1-\frac{1}{p}}_{p,p} \)-domain if the boundary \( \partial \Omega \) admits a bi-Lipschitz parameterization contained in the Besov space \( B^{s+1-\frac{1}{p}}_{p,p} \), c.f. Definition 2.14.

**Theorem 1.1.** Let \( s > 0 \) and \( 1 < p < \infty \) with \( sp > 2 \). Suppose \( \Omega, \Omega' \) are simply connected, bounded \( B^{s+1-\frac{1}{p}}_{p,p} \)-domains and \( f : \Omega \to \Omega' \) is a quasiconformal mapping, with \( \mu_f \in W^{s,p}(\Omega) \). Then \( f \in W^{s+1,p}(\Omega) \).

The result holds for finitely connected domains as well, see Section 4. Our assumptions on the boundary \( \partial \Omega \) are, in fact, optimal for the global \( W^{s+1,p} \)-regularity, as shown by the following.

**Theorem 1.2.** Let \( s > 0 \) and \( 1 < p < \infty \) with \( sp > 2 \), and suppose \( \Omega \) is a bounded simply connected domain with Riemann map \( \varphi : \mathbb{D} \to \Omega \).

Then \( \Omega \) is a \( B^{s+1-\frac{1}{p}}_{p,p} \)-domain if and only if \( \varphi \in W^{s+1,p}(\mathbb{D}) \) and \( \varphi^{-1} \in W^{s+1,p}(\Omega) \).

---

1 We emphasize that for us \( W^{s,p} \) means the Bessel potential space \( W^{s,p} = (1 - \Delta)^{-s/2}L^p \), while some authors (most notably Triebel) use this symbol for the diagonal Besov space \( B^{s}_{p,p} \) for non-integer values of \( s \).
For further aspects see, in particular, Lemma 3.5 and the discussion preceding it. Kellogg’s classical result on Hölder regularity states that every simply connected domain with a bi-Lipschitz parameterization in the Hölder class \( C^{s+1}(\mathbb{T}) \) has its Riemann mapping in \( C^s(\mathbb{T}) \) whenever \( s \in \mathbb{R}_{+} \mathbb{Z} \) (see [Pom92, Theorem 3.6]). It can be interpreted as a particular case of a Besov scale version of Theorem 1.2 for \( p = \infty \). In particular, Theorem 1.2 characterizes the regularity of the mapping in terms of smoothness of the boundary. Other problems related to Theorem 1.2 on spaces of analytic (or univalent) functions with less global smoothness on the unit disc have been considered in the literature, see e.g. [Wal00, PGR08]. For the many fascinating relations of the boundary smoothness \( W^{3/2,2} \) see [Bis20] and its references.

In order to sketch the proof of Theorem 1.1 we first note that \( \Omega \) is a Lipschitz-domain, so that one can extend \( \mu \) to a Beltrami coefficient \( \bar{\mu} \in W^{s,p}(B_R) \), where the disc \( B_R \supset \Omega \). Solving (1.1) in \( B_R \) with \( \mu = \bar{\mu} \) gives us a quasiconformal map \( F \in W^{s+1,p}(B_R) \) [CMO13]. In particular, \( F|_\Omega \in W^{s+1,p}(\Omega) \), while Stoilow’s theorem shows that \( f = h \circ F \), where \( h : F(\Omega) \to \Omega' \) is conformal (see Figure 1.1). In fact, a similar basic strategy was applied in the Hölder scale in [Kal12], who proved the Hölder space analogue of Theorem 1.1.

The argument in [Kal12] relies on Kellogg’s regularity result, while in our setting in order to prove Theorem 1.2 and the more general Theorem 1.4 we need to establish sharp analogues both for Sobolev spaces (Theorem 1.2) and in the setting of Triebel spaces (see 3.1 below). These results are of independent interest. In proving them we make use of the approach applied by Pommerenke in [Pom92] for the Hölder scale. However, to carry through this argument in the case of general Sobolev and Triebel-Lizorkin spaces is far from trivial, and we refer to Section 3 below for details.

For Theorem 1.1 one also needs to develope new composition results for function spaces (see e.g. Lemma 2.11 or Corollary 2.23) and, in addition, show \( h \in W^{s+1,p}(F(\Omega)) \). That, on the other hand, will be a consequence of Theorem 1.2.

Note that in Theorem 1.2 if \( \Omega \) is a Lipschitz-domain with \( \varphi \in W^{s+1,p}(\mathbb{D}) \), the condition \( \varphi^{-1} \in W^{s+1,p}(\Omega) \) is equivalent to the condition \( \varphi \) is bi-Lipschitz”, see (2.11) in Corollary 2.23 below. To underline the optimality of Theorem 1.1 it is useful to combine the above results in the following form.

**Theorem 1.3.** Let \( s > 0 \) and \( 1 < p < \infty \) with \( sp > 2 \). If \( \Omega \) is a simply connected, bounded domain and \( g : \mathbb{D} \to \Omega \) is a \( \mu \)-quasiconformal mapping, then the following are equivalent:

1. \( \Omega \) is a \( B^{s+1-\frac{1}{p}} \)-domain and \( \mu \in W^{s,p}(\Omega) \).
2. \( g \) is bi-Lipschitz and \( g \in W^{s+1,p}(\mathbb{D}) \).

In particular, the above bi-Lipschitz condition is required to exclude boundary cusps.
Theorem 1.1 has natural counterparts in the context of “supercritical” Triebel-Lizorkin functions, at least for fractional smoothness parameters, $s \not\in \mathbb{N}$:

**Theorem 1.4.** Let $s \in \mathbb{R}_+ \setminus \mathbb{N}$, let $1 < p < \infty$ with $sp > 2$, and let $1 < q < \infty$. Suppose $\Omega, \Omega'$ are simply connected, bounded $B_{s+1,p}^{s+1/2}$-domains and $f: \Omega \to \Omega'$ is a quasiconformal mapping, with $\mu_f \in F_{p,q}^s(\Omega)$. Then $f \in F_{p,q}^{s+1}(\Omega)$.

The argument in the Triebel-Lizorkin spaces follows a similar strategy as in the Sobolev setting. However, note that our approach fails for $s \in \mathbb{N}$, see Remark 2.24. For details and proof of Theorem 1.4 see Section 4. On the other hand, for conformal mappings Theorem 1.2 has a version in the Triebel-Lizorkin setting valid even for integer $s$, see Theorem 3.1 below. Similarly, our results work also for finitely connected Besov domains, see Sections 3 and 4 below.

Let us then turn to the other aspect of global regularity and the study of principal mappings. Here our main goal is to show that dilatation $\mu \in F_{p,q}^s(\Omega)$ implies for the principal mapping the regularity $f \in F_{p,q}^{s+1}(\Omega)$ in the whole domain $\Omega$. However, the situation here is more subtle and accordingly the proof is much more involved.

**Theorem 1.5.** Let $0 < s < 1$, let $2 < sp < \infty$ (see Figure 1.2), let $1 < q < \infty$ and let $\Omega$ be a bounded $B_{p,p}^{s+1-1/p}$-domain. Suppose $\mu \in F_{p,q}^s(\Omega)$ with $\|\mu\|_{L^p} < 1$ and $\text{supp}(\mu) \subset \overline{\Omega}$. Then, the principal solution $f$ to (1.1) is in the space $F_{p,q}^{s+1}(\Omega)$.

We expect also this theorem to be sharp, in particular in view of the results in [Tol13] for the case of smoothness one. The counterpart of this result in the
Sobolev scale can be found in [Pra15b]. The proof follows the scheme of Iwaniec for VMO Beltrami coefficients adapted by Cruz, Mateu and Orobitg for the domain-restricted setting. The key idea is to reduce it to three steps using a Fredholm theory argument. First, one needs to show that the Beurling transform (see 2.1 for its definition) restricted to \( \Omega \), that is

\[
B_{\Omega} = \chi_{\Omega} B(\chi_{\Omega}^{-1})
\]

is bounded in \( F^{s}_{p,q}(\Omega) \) assuming the Besov regularity of the boundary. For the cases \( q \in \{2, p\} \) this can be found in [CT12]. Next we need to show the compactness of the commutator \([\mu, B_{\Omega}]\)

which was studied in [CMO13] for more regular domains, but the adaptation to our context is rather straight-forward, see Lemma 5.14.

The third step is to check the compactness of the Beurling reflection \( R := \chi_{\Omega} B(\chi_{\Omega}^{-1}) \). In Proposition 5.16 we show that not only is \( R \) compact in \( F^{s}_{p,q}(\Omega) \), but it is in fact smoothing in the following sense:

\[
\|Rf\|_{F^{s}_{p,q}(\Omega)} \lesssim h \|f\|_{C^{s}(\Omega)}
\]

for every \( h > 0 \). To verify that this embedding holds we make use of several techniques, including the approximation of the boundary of the domain by straight lines, as Cruz and Tolsa introduced in [CT12], which in turn uses the fact that the kernel of the Beurling transform is even. That allows us to replace the transform of the characteristic function of the domain at a given point by a sum of beta coefficients introduced by Dorronsoro in [Dor85]. We also use a recent expression of the kernel of the reflection obtained in [Pra15b] (see Section 5.5) and the techniques on chains of Whitney cubes introduced in [PT15, PS17].

The first results on the global regularity of \( f|_{\Omega} \), for a principal mapping \( f \) with Beltrami coefficient supported on \( \Omega \), was obtained in [MOV09]. In this work Mateu, Orobitg and Verdera showed that, surprisingly, given a \( C^{1+\varepsilon} \)-domain \( \Omega \) with \( \varepsilon \in (0, 1) \), and a Beltrami coefficient \( \mu \) for which \( \mu|_{\Omega} \in C^{\varepsilon}(\Omega) \) and \( \mu|_{\partial \Omega} = 0 \), the corresponding principal solution \( f \) to (1.1) is bilipschitz in all of \( \mathbb{C} \), in spite of the possible discontinuity of \( \mu \) at \( \partial \Omega \). In addition, \( f|_{\Omega} \in C^{1+\varepsilon}(\Omega) \). A key ingredient in their proof is again the even character of the Beurling transform kernel.

Later in [CMO13] it was shown that something can be said about the Sobolev and Besov regularity as well for such domains. Namely, when \( 0 < s < \varepsilon < 1 \) and \( 2 < ps < \infty \), if \( \Omega \) is a \( C^{1+\varepsilon} \)-domain, \( \|\mu\|_{L^\infty} < 1 \), \( \text{supp}(\mu) \subset \overline{\Omega} \) and \( f \) is a \( \mu \)-principal mapping, then

\[
\mu \in B^{s}_{p,p}(\Omega) \implies f \in B^{s+1}_{p,p}(\Omega),
\]

and the same happens in the scale \( F^{s}_{p,2} \). Note that for any interval \( I \), and thus for any parametrization of the boundary,

\[
C^{1+\varepsilon}(I) \subset C^{s+1-\frac{1}{p}}(I) \subset B^{s+1-\frac{1}{p}}_{p,p}(I) \subset C^{s+1-\frac{2}{p}}(I),
\]

for any interval \( I \). We used the embeddings in [Tri83, Section 2.7] for the last step) that is, the assumptions in Theorem 1.5 are strictly weaker than the conditions in [CMO13].
One may note that in all our results we assume $sp > 2$. This comes from the fact that in the (subcritical) range $sp < 2$ derivatives $\partial f$ and $\partial^2 f$ do not even locally need to gain the same regularity as the dilatation has. The underlying reason for this lies in the fact the Neumann series for the solution contains product terms whose regularity deteriorates because the Sobolev (or Triebel-Lizorkin) space in question is no longer an algebra. We refer the reader to [CFM`09, Pra18] (see especially the examples in [CFM`09, p. 205]) for basic regularity results in the subcritical case. One also expects a small loss for the critical case according to the results in [CFM`09, BCO17]. Note also that one may consider regularity results also for $\mathbb{R}$-linear Beltrami equations, see e.g. [AIM09, Chapter 15]. However, in that case one may have smooth solutions without the coefficients being smooth, so the exact equivalence as in our theorems need not hold even locally.

In turn, Theorem 1.5 is a fractional counterpart to [Pra15b, Theorem 1.1], where the Sobolev spaces $W^{s,p}$ with $s \in \mathbb{N}$ and $p > 2$ where dealt with. Taking a look at Figure 1.2, it seems natural to conjecture the following:

**Conjecture 1.6** (see [Pra15a, Conclusions]). For $s \in \mathbb{R}$, we write $s = n_s + \{s\}$, with $n_s \in \mathbb{Z}$ and $0 < \{s\} \leq 1$. Let $\Omega$ be a bounded $B^{s+1-1/p}_p$-domain for some $2 < p\{s\} < \infty$ (see Figure 1.2) and let $\mu \in W^{s,p}(\Omega)$ with $\|\mu\|_{L^\infty} < 1$ and $\text{supp}(\mu) \subset \overline{\Omega}$. Then, the principal solution $f$ to (1.1) is in the space $W^{n_s,p}(\Omega)$.

Note that $n_s = s - 1$ when $s$ is an integer, while for $s \notin \mathbb{Z}$ it is the integer part. In particular, $n_s$ is always smaller than $s$.

By the Sobolev embedding (combine [Tri83, Section 2.7] with appropriate extension theorems), restricting ourselves to the indices $p\{s\} > 2$ implies that if $f \in W^{s,p}(\Omega)$ then all its weak derivatives up to order $n_s$ are continuous, and therefore, ordinary derivatives. The same holds for the parameterizations of the boundaries.

The authors wonder whether Theorem 1.5 will be valid only in the range covered by Conjecture 1.6, where the techniques developed so far might apply, or whether the statement holds true in the whole supercritical region $sp > 2$ like in Theorem 1.1.

### 1.1 Structure of the paper

In Section 2 we provide a summary of notation, the definitions of domains, and function spaces used throughout the paper, and finally we collect some known and also a couple of new auxiliary results on functions spaces, paying special attention to their behavior under multiplication, composition and inversion.

We devote Section 3 to the study of the Riemann mapping. We especially establish Theorem 3.1 which implies Theorem 1.2 but also covers the whole Triebel-Lizorkin scale, and relaxes the condition that $\varphi^{-1}$ is in the function space by the assumption that $\varphi$ is bi-Lipschitz. After that, we extend the result to finitely connected
Figure 1.2: Light green represents the results conjectured in 1.6, dark green stands for the known results, red is for the range of indices where the result is known to be false, and light red where it is conjectured to fail: In case $s \in \mathbb{N}$ (see [Pra15b]) or $s < 1$ (see Theorem 1.5 above), Conjecture 1.6 holds. In case $\frac{2}{p} - 1 < s < \frac{2}{p}$ there are radial stretchings which are counterexamples, see [CFM+09].

Domains in Corollary 3.3 and use suitable properties of the function spaces to deduce Theorem 1.2. Here we need to deal with a subtlety: The functions $f \in W^{s,p}(\Omega)$ are defined as restrictions of Triebel-Lizorkin functions in the complex plane, see Definition 2.5. However, in the case $s \in \mathbb{N}$, it is quite natural to work with intrinsic definitions for Sobolev spaces instead, see Definition 2.4. These function spaces are known to coincide at least if the domain is Lipschitz, but we don’t have this information a-priori. For that purpose we establish Proposition 3.5 which verifies that a conformal map $\varphi$ with finite norms $\|D^k \varphi\|_{L^p(\mathbb{D})}$ and $\|D^k \varphi^{-1}\|_{L^p(\Omega)}$ must be bi-Lipschitz, granting therefore that our domain is Lipschitz.

In Section 4 we prove Theorems 1.1, 1.3 and 1.4. To complete this we just need to check that the traces of Sobolev spaces $W^{s,p}(\Omega)$ and Triebel-Lizorkin spaces $F^s_{p,q}(\Omega)$ in Besov domains are precisely the Besov spaces defined in Section 2.3. Once this is settled, the aforementioned theorems are deduced from our results in Section 3 by means of Stoilow factorization.

Finally we prove Theorem 1.5 in Section 5. The proof is done by using Fredholm theory to invert the operator $(I - \mu B)(\chi_{\Omega} \cdot)$ in $F^s_{p,q}(\Omega)$, and this is reduced in Section 5.1 to establishing several key auxiliary facts: the polynomial growth of the operator norm of the truncated iterates of the Beurling transform $B^m(\chi_{\Omega} \cdot)$ on $F^s_{p,q}(\Omega)$, and the compactness of the commutator $[\mu, B(\chi_{\Omega} \cdot)]$ together with that of the “reflection” $R_m g := \chi_{\Omega} B(\chi_{\Omega} \cdot B^m(\chi_{\Omega} \cdot))$ on $F^s_{p,q}(\Omega)$. The aim of the latter subsections is to verify these key facts. For that purpose we first define in Section 5.2 suitable beta coefficients that serve to measure the Besov smoothness of functions a la Dorronsoro. After that we recall some results from the literature that explain how these betas
can appear when working with truncated Beurling transforms and their relation to the Besov character of the boundary of the domain, see lemmata 5.7, 5.8 and 5.9. These results will be crucial in the subsequent sections.

In Section 5.3 we turn our attention to the boundedness of the truncated iterates of the Beurling transform. Here we already make use of the results of the previous section to obtain a polynomial growth (quadratic, in fact) on the number of iterates. In Section 5.4 we deduce the compactness of the commutator, which is quite straightforward after the Cruz and Tolsa results.

The most technical step turns out to be the compactness of the Beurling reflection which spans through sections 5.5 and 5.6. This boils down to the estimate 
\[ \| R_m f \|_{L^p_{\mu}(\Omega)} \lesssim \| f \|_{C^1(\Omega)}. \]
The proof follows a discretization argument, expressing the norm as a sum on Whitney cubes, and then substituting the function by its mean on each cube. The difference gives rise to a local part and a nonlocal part which are treated differently. The local part is dealt with by using an explicit expression of the kernel of the operator, and then applying lemmata 5.8 and 5.9. For the nonlocal part we need to use an equivalent expression for the kernel obtained in [Pra15b]. Again we will apply the same lemmata to estimate part of the terms arising from this expression. However, some other terms need considerable extra work. In particular, they are handled by using discretization techniques typical in connection with uniform domains, such as chains of Whitney cubes which play the role of Harnack chains, and the use of polynomial approximations, namely Meyer's approximating polynomials, which allow us to apply the Poincaré inequality iteratively. All this techniques are quite specific for these nonlocal terms, whence they are introduced in a separate section, namely Section 5.6, where the proof of the compactness of the Beurling reflection is finally completed.

2 Preliminaries

In this section we provide a handbook of notation and then we collect some results from the function spaces.

2.1 Notation

Throughout this paper we write $C$ for constants which may change from one occurrence to the next. If we want to make clear in which parameters $C$ depends, we will add them as a subindex. In the same spirit, when comparing two quantities $x_1$ and $x_2$, we may write $x_1 \lesssim x_2$ instead of $x_1 \leq Cx_2$, and $x_1 \lesssim_{p_1,\ldots,p_j} x_2$ for $x_1 \leq C_{p_1,\ldots,p_j} x_2$, meaning that the constant depends on all these parameters.

For $1 \leq p \leq \infty$ we denote by $p'$ the Hölder conjugate, that is $\frac{1}{p} + \frac{1}{p'} = 1$. Given $x \in \mathbb{R}^d$ and $r > 0$, we write $B(x, r)$ or $B_r(x)$ for the open ball centered at $x$ with
radius \( r \) and \( Q(x,r) \) for the open cube centered at \( x \) with sides parallel to the axis and side-length \( 2r \). For any cube \( Q \), we write \( \ell(Q) \) for its side-length, and \( rQ \) will stand for the cube with the same center but enlarged by a factor \( r \). We will use the same notation for one dimensional balls and cubes, that is, intervals.

**Definition 2.1.** Let \( \delta, R > 0, \ d \geq 2 \). We say that a domain \( \Omega \subset \mathbb{R}^d \) is a \( (\delta, R) \)-Lipschitz domain (or just a Lipschitz domain when the constants are not important) if for every point \( z \in \partial \Omega \), there exists a cube \( Q = Q(0,R) \) and a Lipschitz function \( A_z : \mathbb{R}^{d-1} \to \mathbb{R} \) supported in \([-4R,4R]^{d-1}\) such that \( \|DA_z\|_{L^\infty} \leq \delta \) and, possibly after a translation that sends \( z \) to the origin and a rotation, we have that

\[
Q \cap \Omega = \{(x,y) \in Q : y > A_z(x)\}.
\]

If \( d = 1 \) we say that \( \Omega \subset \mathbb{R} \) is a Lipschitz domain if \( \Omega \) is an open interval.

When dealing with line integrals in the complex plane\(^3\), we will write \( dz \) for the form \( dx + idy \) and analogously \( d\bar{z} = dx - idy \), where \( z = x + iy \). When integrating a function with respect to the Lebesgue measure of a complex variable \( z \) we will always use \( dm(z) \) to avoid confusion, or simply \( dm \). We adopt the traditional Wirtinger notation for derivatives, that is, given any \( \phi \in C_c^\infty(\mathbb{C}) \), then \( \partial \phi(z) := \frac{\partial \phi}{\partial z}(z) = \frac{i}{2}(\partial_x \phi - i \partial_y \phi)(z) \) and \( \bar{\partial} \phi(z) := \frac{\partial \phi}{\partial \bar{z}}(z) = \frac{i}{2}(\partial_x \phi + i \partial_y \phi)(z) \).

For any measurable set \( A \) and any measurable function \( f \), the mean over the set \( A \) is denoted by \( f_A = \frac{1}{|A|} \int_A f \ dm \). We let \( \mathbb{N} = \{1,2,\ldots\} \) be the set of natural numbers, and set \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \).

The principal solution to (1.1) can be found using the Beurling transform, defined for \( \varphi \in C_c^\infty(\mathbb{C}) \) by

\[
\mathbf{B} \varphi (z) = -\lim_{\varepsilon \to 0} \frac{1}{\pi} \int_{|w-z| > \varepsilon} \frac{\varphi(w)}{(z-w)^2} \ dm(w),
\]

see [AIM09, Section 5]). The Beurling transform extends to a bounded operator in \( L^p \) for every \( 1 < p < \infty \) with \( \|\mathbf{B}\|_{L^2 \to L^2} = 1 \). Thus, \( I - \mu \mathbf{B} \) is invertible in \( L^2 \), and one obtains that \( \partial f := (I-\mu \mathbf{B})^{-1}(\mu) \) is a well-defined compactly supported \( L^2 \) function, whenever \( \mu \in L^\infty \) is compactly supported with \( \|\mu\|_{L^\infty} < 1 \). Finally, \( f = z + \mathbf{C}[(I-\mu \mathbf{B})^{-1}(\mu)](z) \), where the Cauchy transform \( \mathbf{C} \) is defined by

\[
\mathbf{C} \varphi (z) = \frac{1}{\pi} \int_{\mathbb{C}} \frac{\varphi(w)}{z-w} \ dm(w)
\]

for every \( \varphi \in \mathcal{S} \). The Cauchy transform of the compactly supported function \( (I-\mu \mathbf{B})^{-1}(\mu) \) is well defined even pointwise. For this and further information see e.g. [AIM09].

We will denote by \( \partial \mathbb{D} := \partial \mathbb{D} \) the boundary of the unit circle.

\(^3\)We identify \( \mathbb{R}^2 \) and \( \mathbb{C} \) when appropriate.
2.2 Definitions of function spaces

We start by recalling the homogeneous H"older-Zygmund seminorm:

**Definition 2.2.** Given an open set \( U \subset \mathbb{R}^d \), and \( 0 < s < 1 \), we say that \( f \in \dot{C}^s(U) \) if

\[
\|f\|_{\dot{C}^s(U)} := \sup_{x,y \in U} \frac{|f(x) - f(y)|}{|x - y|^s} < \infty.
\]

For \( s = 1 \) we replace \( |f(x) - f(y)| \) by \( |f(x) - 2f\left(\frac{x+y}{2}\right) + f(y)| \) and take the supremum over those \( x, y \in U \) for which also the midpoint \( (x+y)/2 \) lies in \( U \).

If \( s \in (k, k + 1] \) where \( k \in \mathbb{N} \), we say that \( f \in \mathcal{C}^s(U) \) if

\[
\|f\|_{\mathcal{C}^s(U)} := \|D^k f\|_{\mathcal{C}^{s-k}(U)} < \infty.
\]

One can define Banach spaces of functions modulo polynomials using the previous seminorms. However, the standard non-homogeneous H"older-Zygmund spaces are more suitable for our purposes:

**Definition 2.3.** For \( 0 < s < \infty \), we say that \( f \in \mathcal{C}^s(U) \) if \( f \in L^\infty \cap \dot{C}^s(U) \). We define the norm

\[
\|f\|_{\mathcal{C}^s(U)} := \|f\|_{L^\infty(U)} + \|f\|_{\dot{C}^s(U)}.
\]

Note, in particular that for Lipschitz domains \( C^1(U) \subset Lip(U) \subset \dot{C}^1(U) \), where \( Lip \) stands for the standard Lipschitz continuous functions. Moreover, if \( s = k + \alpha \) with \( k \in \mathbb{N}_0 \) and \( \alpha \in (0, 1) \), then we have the coincidence \( \mathcal{C}^s(U) = C^{k,\alpha}(U) \) with the classical H"older spaces.

The classical Sobolev spaces are defined analogously:

**Definition 2.4.** Given \( s \in \mathbb{N} \) and \( 1 \leq p \leq \infty \), we say that a locally integrable function \( f \) belongs to the space \( W^{s,p}(U) \) if

\[
\|f\|_{W^{s,p}(U)} := \sum_{|\alpha| < s} \|D^\alpha f\|_{L^p(U)} < \infty,
\]

where the derivatives are understood in the distributional sense. We say that \( f \in W^{s,p}_{loc}(U) \) if \( f|_V \in W^{s,p}(V) \) for every open set \( V \) contained in a compact subset of \( U \).

For some function spaces such intrinsic definitions are not always easily formulated. Thus, one introduces the following general definition:

**Definition 2.5.** Let \( X \) be a Banach space of complex-valued functions in \( \mathbb{R}^d \). Given an open set \( U \subset \mathbb{R}^d \), we say that a measurable function \( f : U \to \mathbb{C} \) belongs to \( X(U) \) if

\[
\|f\|_{X(U)} := \inf_{F|_U = f} \|F\|_X < \infty.
\]
In regular situations, such as for the Lipschitz domains studied in the present paper, intrinsic definitions will coincide with the above definition via restrictions since one may construct suitable extension operators. For the classical Sobolev spaces this is done e.g. in \[Jon81\]. We refer to \[Shv10\], \[KRZ15\] for extension theorems on even worse domains. In any case, our function spaces (Sobolev, Triebel, Besov) in subdomains of \( \mathbb{R}^d \) are defined via Definition 2.5 unless otherwise stated. Furthermore, our main interest lies in \( B_{p,p}^s \)-domains with \( s > 1 + 1/p \) (see Definition 2.14 below), and they are automatically Lipschitz domains.

Test functions are included in the classical Sobolev spaces, and from the Leibniz’ rule (see \[Eva98\], Section 5.2.3) the space \( W^{s,p}(\mathbb{R}^d) \) is closed under multiplication by \( C_\infty \) functions, i.e., for \( \varphi \in C_\infty \) and \( f \in W^{s,p} \),

\[
\| \varphi f \|_{W^{s,p}} \leq C_\varphi \| f \|_{W^{s,p}}.
\]

The same property holds true also for all Besov and Triebel spaces defined below.

**Definition 2.6.** Let \( 0 < s < \infty \), and let \( \Omega \) be a bounded planar domain. We say that \( \Omega \) is a \( C^{1+s} \)-domain if \( \partial \Omega \) is the finite disjoint union of Jordan curves \( \{ \Gamma_j \}_{j=1}^M \) and for each \( j \in \{1, \ldots, M\} \) there exists a bi-Lipschitz parametrization \( \gamma_j : \mathbb{T} \to \Gamma_j \) with \( \gamma_j \in C^{1+s}(\mathbb{T}) \).

**Remark 2.7.** It is not difficult to see that every \( C^{1+s} \)-domain, or even a \( C^1 \)-domain, is a Lipschitz domain in the sense of Definition 2.1. Indeed, the requirement of \( \gamma \in C^1(\mathbb{T}) \) being bi-Lipschitz forbids the spiralling of the curve.

To end this introduction we give the definition of Besov and Triebel-Lizorkin spaces. For a complete treatment we refer the reader to \[Tri83\].

Consider a family \( \{ \psi_j \}_{j=0}^\infty \subset C_\infty(\mathbb{R}^d) \) satisfying that \( \sum_{j=0}^\infty \psi_j = 1 \) with \( \text{supp} \psi_0 \subset B(0,2) \), \( \text{supp} \psi_j \subset B(0,2^{j+1}) \setminus B(0,2^j) \) for \( j \geq 1 \), and such that for all \( \vec{i} \in \mathbb{N}_d^0 \) there exists a constant \( c_{\vec{i}} \) with

\[
\| D^{\vec{i}} \psi_j \|_\infty \leq \frac{c_{\vec{i}}}{2^{j|\vec{i}|}} \quad \text{for every} \ j \geq 0,
\]

where we use the standard multi-index notation.

**Definition 2.8.** Let \( F \) denote the Fourier transform. Let \( s \in \mathbb{R}, 1 < p < \infty, 1 \leq q \leq \infty \). For any tempered distribution \( f \in \mathcal{S}'(\mathbb{R}^d) \) we define the non-homogeneous Triebel-Lizorkin norm

\[
\| f \|_{F_{p,q}^s} = \left\| \left\{ 2^{sj} F^{-1} \psi_j F f \right\} \right\|_{L^p(\ell^q)} = \left\| \left\{ 2^{sj} F^{-1} \psi_j F f(\cdot) \right\} \right\|_{\ell^q L^p},
\]

and call \( F_{p,q}^s = F_{p,q}^s(\mathbb{R}^d) \subset \mathcal{S}'(\mathbb{R}^d) \) the set of tempered distributions for which this norm is finite.
These norms are equivalent for different choices of \( \{ \psi_j \} \).

**Definition 2.9.** Let \( s > 0 \) and \( 1 < p < \infty \). Then the Bessel potential space \( W^{s,p} \) is defined as \( W^{s,p} := W^{s,p}(\mathbb{R}^d) := F_{p,2}^{s}(\mathbb{R}^d) \). For the Besov space \( B_{p,p}^{s} \) we use the definition \( B_{p,p}^{s} := F_{p,p}^{s} \). In case \( p = \infty \), one sets \( B_{\infty,\infty}^{s} := C^{s} \).

The above definition of Besov spaces agrees with the fact that the diagonal spaces \( F_{p,p}^{s} \) coincide with the Besov spaces with the same indices, see [Tri83]. The thorough reader will note the extreme futility of using diagonal Besov spaces here instead of diagonal Triebel-Lizorkin spaces when they are exactly the same, but we couldn’t stand the burden of being unfaithful to the tradition of the field. Finally, we recall that the Besov or Triebel spaces on subdomains are obtained via Definition 2.5.

By Sobolev’s Theorem (see [Eva98, Section 5.6]), there is a continuous embedding

\[
\|f\|_{L^\infty} \leq C\|f\|_{W^{s,p}} \quad \text{whenever } sp > d,
\]

and the same holds true if \( W^{s,p} \) is replaced by \( B_{p,p}^{s} \) or \( F_{p,q}^{s} \) \((q \in (1, \infty) \text{ may be arbitrary})\).

When \( f \) is a complex valued function, we note that it belongs to a Triebel (resp. Besov) space if both real and imaginary parts of \( f \) belong to the Triebel (resp. Besov) space in question. We also say that a function (or distribution) \( f \) defined on the domain \( \Omega \subset \mathbb{R}^d \) belongs to \( F_{p,q,\text{loc}}^{s}(\Omega) \) if \( \psi f \in F_{p,q}^{s}(\mathbb{R}^d) \) (continued as zero outside \( \Omega \)) for all \( \psi \in C_{c}^{\infty}(\Omega) \), and \( B_{p,p,\text{loc}}^{s}(\Omega) \) is defined analogously.

### 2.3 Besov domains and auxiliary results on Besov spaces

In order to obtain optimal results for (quasi-)conformal mappings with regard to the smoothness of the boundary, it is useful to notice that both for Sobolev and Triebel spaces defined on a smooth and bounded domain (or in the upper half space), the boundary values belong exactly to the corresponding diagonal Besov space, with smoothness decreased by \( 1/p \). Let us state this more precisely in the case particularly important for us, i.e. for the unit disc and the space \( W^{s,p}(\mathbb{D}) \) with \( s > 1/p \) and \( p \in (1, \infty) \). The trace \( f_{|\mathbb{T}} \) (originally defined for \( f \in C_{c}^{\infty}(\mathbb{D}) \)) extends to a linear and bounded operator

\[
W^{s,p}(\mathbb{D}) \ni f \mapsto f_{|\mathbb{T}} \in B_{p,p}^{s-1/p}(\mathbb{T}).
\]

Moreover, this result is the best possible one since the trace mapping is onto. Exactly the same result holds true if \( W^{s,p}(\mathbb{D}) \) is replaced by \( F_{p,q}^{s}(\mathbb{D}) \) for any \( q \in (1, \infty) \). Above, the definition of \( B_{p,p}^{s}(\mathbb{T}) \) on the torus can be done equivalently in various ways (any reasonable definition leads to the same space), for example

\[
f \in B_{p,p}^{s}(\mathbb{T}) \text{ if and only if } f(e^{i}) \in B_{p,p,\text{loc}}^{s}(\mathbb{R})
\]
and one may define the norm either by setting \( \| f \|_{B^s_{p,p}(\mathbb{T})} := \| \psi_0 f(e^i) \|_{B^s_{p,p}([0,1])} \), where \( \psi_0 \in C_0^\infty(\mathbb{R}) \) is a fixed test function that satisfies \( \psi(x) = 1 \) for (say) \( x \in [-1,0] \), or by the formulae (2.4) and (2.5) below.

Assume next that \( f : \mathbb{D} \to \Omega \) is a conformal map, where \( \Omega \) is a bounded Jordan domain, and we know that \( f \in W^{s,p}(\mathbb{D}) \). It then follows that \( \partial \Omega = f(\mathbb{T}) \), where \( f|_\mathbb{T} \in B^{s-1/p}_{p,p}(\mathbb{T}) \). Hence, in order to obtain optimal smoothness results in the context of interior Sobolev regularity \( f \in W^{s,p}(\mathbb{D}) \), the natural assumption is that the boundary is parametrized by a \( B^{s-1/p}_{p,p} \)-function. However, this condition alone does not prevent possible cusps of the boundary, as seen by considering the image of the unit disc under the conformal map \( z \mapsto (z + 1)^2 \). The right condition to prevent this phenomenon is simply to assume that the derivative of the parametrization does not vanish. Hence we assume in all our results that the boundary of the bounded domain \( \Omega \) admits a bi-Lipschitz parametrization, which is also Besov-regular. This will be soon formalized in Definition 2.14 below.

Before going to the definition of Besov-domains, we prepare ourselves with some observations on compositions of Besov functions that will be useful in verifying the independence of the definition of the used parametrization, and later on needed while proving some of our main results.

By (2.2) the inequality \( sp > 1 \) grants \( \| f \|_{L^s} \leq \| f \|_{B^s_{p,p}} \) for every \( f \in B^s_{p,p}([0,1]) \). In fact, we also have the following counterpart to the Sobolev embeddings in the setting of Besov spaces:

**Proposition 2.10.** Given \( 1 \leq p_0 \leq p_1 \leq \infty \) and \( -\infty < s_1 \leq s_0 < \infty \). Then for spaces in one dimension (like \( B^s_{p,p}(\mathbb{R}), B^s_{p,p}(\mathbb{T}), \) or \( B^s_{p,p}(I) \) where \( I \subset \mathbb{R} \) is an interval) we have

\[
B^{s_0}_{p_0,p_0} \subset B^{s_1}_{p_1,p_1} \quad \text{if} \quad s_0 - \frac{1}{p_0} \geq s_1 - \frac{1}{p_1}.
\]

This result can be found e.g. in [Tri83] Section 2.7.1 in case of \( B^s_{p,p}([0,1]) \). In the reference the inclusion is shown for \( s_0 - \frac{1}{p_0} = s_1 - \frac{1}{p_1} \), but the general case follows simply by noting that \( B^s_{p,p} \subset B^{s'}_{p',p'} \) if \( s \geq s' \). Moreover, one has \( B^{s,\infty}_{\infty,\infty} = C^s \) (see [Tri83] Section 2.5.7) and hence if \( s > 1 + 1/p \), then taking \( p_1 = \infty \) in the above embedding leads to

\[
B^s_{p,p} \subset C^{s-\frac{1}{p}} = C^{1+\varepsilon},
\]

which is useful to keep in mind when we define Besov domains shortly below.

When considering functions on the torus or an interval, for \( k \in \mathbb{N}_0, k < s < k+1 \) one may also use the seminorm

\[
\| f \|_{B^s_{p,p}(\mathbb{T})} := \left( \int_0^{2\pi} \int_0^{2\pi} \frac{|f^{(k)}(e^{it}) - f^{(k)}(e^{i\tau})|^p}{|e^{it} - e^{i\tau}|^{(s-k)p+1}} \, dt \, d\tau \right)^{\frac{1}{p}}.
\]
By \cite[Theorem 4.4.2]{Tri83} the norm $\|f\|_{L^p(T)} + \|f\|_{B^{s,p}_{p,p}(T)}$ is equivalent to the restriction norm for the Besov spaces (see Definitions 2.5 and 2.9) whenever $1 \leq p \leq \infty$ (see \cite[Section 3.4.2]{Tri83} for the endpoints). Moreover, by the lifting property \cite[Theorem 3.3.5]{Tri83} it holds that

$$\|f\|_{B^{s+1,p}_{p,p}(T)} \approx \|f\|_{B^{s,p}_{p,p}(T)} + \|f\|_{L^p(T)} + \|f'\|_{B^{s,p}_{p,p}(T)}.$$  \hfill (2.5)

Both statements (2.4) and (2.5) remain valid if the torus $T$ is replaced by a bounded interval $I$.

We next consider composition properties of the Besov spaces.

**Lemma 2.11.** Let $I_j \subset \mathbb{R}$ for $j \in \{1, 2\}$ be bounded intervals and assume that $f : I_1 \to I_2$ is a bi-Lipschitz homeomorphism.

(i) Assume that $s \in (0, 1)$ and $p \in (1, \infty)$. Then the composition $g \mapsto g \circ f$ defines a linear isomorphism between the spaces $B^{s,p}_{p,p}(I_2)$ and $B^{s,p}_{p,p}(I_1)$.

(ii) Let $1 < p < \infty$ and $s > 1 + 1/p$. Then

$$f \in B^{s,p}_{p,p}(I_1) \implies f^{-1} \in B^{s,p}_{p,p}(I_2),$$  \hfill (2.6)

and

$$f, g \in B^{s,p}_{p,p}(I_2) \implies g \circ f \in B^{s,p}_{p,p}(I_1).$$  \hfill (2.7)

(iii) Both statements (i) and (ii) remain valid if $I_1$ and $I_2$ are replaced by $T$.

**Proof.** The first statement (i) is well-known and follows almost immediately from (2.4) by a change of variables. Also the last statement (iii) follows readily after (i) and (ii) are established. Concerning (ii) we note that the second result (2.7) is contained in \cite[Theorem 1]{BMS10}, since in the compactly supported case we may ignore the condition $f(0) = 0$. In addition, we prove (2.6) only for $s \in \mathbb{N}$, as this case is not covered by Theorem 2.22 below and \cite[Lemma 2.2]{Pra20}. We may assume without loss of generality that $I_1 = I_2 = T$ and that $f$ is a bi-Lipschitz homeomorphism of the unit circle. Denote by $F$ (resp. $G$) the Poisson extension of $f$ (resp. $g$) to the unit disc. Then by the classical Rado-Kneser-Choquet theorem (see \cite[Section 3.1]{Dur04}) $F$ is a homeomorphism of the unit disc. Moreover, the extensions $F, G$ belong to $F^{s+\frac{1}{p}}_{p,2}(\mathbb{D})$ by \cite[Theorem 4.3.3]{Tri83}.

Since $s + \frac{1}{p} \notin \mathbb{N}$, we can apply \cite{Pra20} to the extensions as soon as $F$ is bi-Lipschitz. Here note that $(s-1)p > 1$ implies that $B^{s,p}_{p,p}(T) \subset C^{1+\varepsilon}(T)$, in particular the Hilbert transform $H(f') \in L^\infty$. We can hence use Pavlovic’s theorem \cite{Pav02} which says that a harmonic homeomorphism of the disk onto itself is bi-Lipschitz if and only if its boundary function is bi-Lipschitz and the Hilbert transform of the derivative of the boundary function is in $L^\infty$. In particular, our $F$ is a bi-Lipschitz map of $\mathbb{D}$ and therefore, by \cite{Pra20} we see that $F^{-1} \in F^{s+\frac{1}{p}}_{p,2}(\mathbb{D})$ and
Finally, taking the traces we see that $g \circ f = (G \circ F)_T \in B^s_{p,p}(\mathbb{T})$ and $f^{-1} = (F)^{-1}_T \in B^s_{p,p}(\mathbb{T})$, proving (2.7) and (2.6).

We record an observation of compositions of Besov-functions, which will play a crucial role later in the proof of Theorem 1.2.

**Lemma 2.12.** Let $1 < p < \infty$ together with $s_1 > 1 + 1/p$ and $s_2 \in (0,s_1]$. Assume that $f \in B^{s_1}_{p,p}(\mathbb{T})$ is bi-Lipschitz. Then for all functions $g \in B^{s_2}_{p,p}(\mathbb{T})$ we have

$$g \circ f \in B^{s_2}_{p,p}(\mathbb{T}).$$

**Proof.** For $s_2 \in (0,1)$ or $s_2 = s_1$ the claim follows from Lemma 2.11 (i) or (ii), respectively. This entails that the linear operator

$$T : g \mapsto g \circ f$$

is bounded $T : B^{s_2}_{p,p} \to B^{s_2}_{p,p}$ for $s_2 \in (0,1)$ and $s_2 = s_1$, whence the boundedness follows for all $s_2 \in (0,s_1]$ by complex interpolation, see [Tri83, Section 2.4.7]

**Lemma 2.13.** Assume that $1 < p < \infty$ and $s > 1/p$.

(i) Assume that $f \in B^s_{p,p}(\mathbb{T})$ is real-valued. Then $\psi(f) \in B^s_{p,p}(\mathbb{T})$ for all $\psi \in C^\infty(\mathbb{R})$.

(ii) Assume that $f = u + iv \in B^s_{p,p}(\mathbb{T})$. Then $e^f \in B^s_{p,p}(\mathbb{T})$. Moreover, if $f(w) \neq 0$ for $w \in \mathbb{T}$, then any local branch of $\arg(f)$ belongs to $B^s_{p,p,loc}(\mathbb{T})$ as well.

**Proof.** Statement (i) is due to Peetre - note we do not need the condition $\psi(0) = 0$ in view of compactness of $\mathbb{T}$. We refer the reader to [Run86, Theorem 5.4.1] for this and more general statements of the same type. Towards (ii) we note first that $e^f = e^u e^{iv}$, and the space $B^s_{p,p}(\Omega)$ is an algebra (see e.g. Lemma 2.25 below), so it is enough to prove the claim for both factors separately, and the claim then follows from part (i). Finally, we may write locally $arg f = \arctan(v/u) + c$ or $c - \arctan(u/v)$, and again the statement follows by part (i) and the algebra property of the Besov space as soon as one localizes $x \mapsto 1/x$ suitably to a globally smooth function.

We are finally ready to define (bounded) Besov-domains in the plane:

**Definition 2.14.** Let $1 \leq p < \infty$ and $s > 1 + 1/p$, and assume that $\Omega$ is a bounded and finitely connected domain. We say that $\Omega$ is a $B^s_{p,p}$-domain if $\partial \Omega$ is a finite collection of disjoint Jordan curves $\{\Gamma_j\}_{j=1}^{M}$ and each boundary component $\Gamma_j$ has a bi-Lipschitz parameterization $\gamma^j \in B^s_{p,p}(\mathbb{T})$.

Note that by the definition above, every $B^s_{p,p}$-domain $\Omega$ is automatically a Lipschitz domain, and thus in particular, $\partial \Omega$ has no cusps and allows no spiralling.

In a similar way we can define Besov spaces on the boundaries of Besov-domains.
Definition 2.15. Assume that $1 < p < \infty$ and $s > 1 + 1/p$. Let $\Gamma$ be the boundary of a simply connected $B^s_{p,p}$-domain, with a bi-Lipschitz parameterization $\gamma : \mathbb{T} \rightarrow \Gamma$ such that $\gamma \in B^s_{p,p}(\mathbb{T})$. We say that a measurable function $f : \Gamma \rightarrow \mathbb{C}$ belongs to $B^s_{p,p}(\Gamma)$ if

$$\|f\|_{B^s_{p,p}(\Gamma)} := \|f \circ \gamma\|_{B^s_{p,p}(\mathbb{T})} < \infty.$$ 

This definition extends naturally to the boundaries of finitely connected Besov-domains.

It is important to note that the above Definition does not depend on the particular choice of the parametrization. We state this fact as a separate lemma.

Lemma 2.16. Assume that $s > 1 + 1/p$. For a $B^s_{p,p}$-domain the arc-length parametrization (actually, a suitable multiple of it) yields an admissible $B^s_{p,p}$-parametrization. Moreover, in Definition 2.15 different parametrizations lead to equivalent norms for $B^s_{p,p}(\Gamma)$. In particular, for two different admissible parametrizations $w_1$ and $w_2$ one has

$$w_2^{-1} \circ w_1 \in B^s_{p,p}(\mathbb{T}).$$

(2.8)

Proof. In order to prove the first statement, we may assume that $M = 1$ in Definition 2.14 and we denote $\gamma = (\gamma_1, \gamma_2) := \gamma^1$. It is naturally enough to prove that the arc-length parametrization of $\Gamma$ is in $B^s_{p,p}(\mathbb{T})$, since this then also proves the stated independence of the parametrization. To simplify notation, since we only deal with local properties we may assume that the parametrizations are defined as periodic functions on the real axis. Thus the components $\gamma_1, \gamma_2$ are in (real-valued) $B^s_{p,p}(\mathbb{R})$, and by the bi-Lipschitz property we have $0 < c \leq |\gamma'(t)| \leq C$ for all $t$. Let us denote by $\ell(t)$ the length of the curve over the parameter interval $[0, t]$:

$$\ell(t) := \int_0^t |\gamma'(u)| du = \int_0^t (|\gamma_1'(u)|^2 + |\gamma_2'(u)|^2)^{1/2} du.$$ 

By the algebra property of the space $B^s_{p,p}(\mathbb{R})$ we see that $|\gamma'|^2 \in B^s_{p,p}(\mathbb{R})$, and then the same is true for $u \mapsto |\gamma'(u)|$, as we may continue $x^{1/2}$ on $[c, C]$ to a compactly supported $C^\infty$-function, and the Besov-property is preserved locally under composition with smooth functions. The latter fact is true also for Triebel spaces, and is attributed to Peetre [Peet0], we again refer to [Run86] for a more extensive discussion of this kind of results. In any case, we obtain that $\ell$ is bi-Lipschitz and $\ell \in B^s_{p,p,loc}(\mathbb{R})$. Hence, by writing $S := \int_0^{2\pi} |\gamma'(u)| du = \mathcal{H}^1(\partial \Omega)$, Lemma 2.11 verifies that (a multiple of) the arclength parametrization $\gamma \circ \ell^{-1}(2\pi \cdot /S)$ indeed yields a $B^s_{p,p}(\mathbb{R})$-parametrization.

In order to prove (2.8) we write $w_j(t) = u_j(t) + iv_j(t)$, $j = 1, 2$. Given an arbitrary parameter $t_1$, we have $u_1'(t_1) \neq 0$ or $v_1'(t_1) \neq 0$, and may assume by symmetry the first alternative. Considering the tangent line of $\partial \Omega$ at $w_1(t_1)$ we see that also $u_2'(t_2) \neq 0$, where $w_2(t_2) = w_1(t_1)$. Especially, the functions $u_j$ are locally
invertible in a neighborhood of \( t_j \) \((j = 1, 2)\), and hence in a neighborhood of \( t_1 \) we have
\[
w_2^{-1} \circ w_1 = u_2^{-1} \circ u_1,
\]
which proves (2.8) in view of Lemma 2.11.

Finally, the second statement concerning Definition 2.15 follows immediately from Lemma 2.11 and (2.8).

According to what we have just proved, in the parametrization of the boundary of a component of a Besov-domain we may assume without loss of generality that the parametrization of \( \gamma \) is a multiple of the arc-length. This means that \( \gamma_j’(z) = c \nu(\gamma(z))^{\frac{1}{d}} \) for \( z \in \mathbb{T} \), where \( \nu \) is the unit normal vector on \( \Gamma \). Thus we see that the domains appearing in [Pra17] are exactly the ones in Definition 2.14.

**Corollary 2.17.** Let \( 1 \leq p \leq \infty \) and with \( s > 1 + 1/p \). A bounded Lipschitz domain \( \Omega \) is a \( B_{p,p}^s \)-domain if and only if given its outward unit normal vector \( \nu \) and (scaled) arc-length parameterization \( \gamma \) of any component of its boundary, we have that \( \nu \circ \gamma \in B_{p,p}^{s-1}(\mathbb{T}) \).

### 2.4 Properties of Triebel-Lizorkin spaces

Let us fix the following notation: given a domain \( \Omega \subset \mathbb{R}^d \) and \( x \in \mathbb{R}^d \), set
\[
d_\Omega(x) := \text{dist}(x, \partial \Omega).
\]
In Section 5 and the proof of Theorem 1.5 we will use the following characterization for the Triebel-Lizorkin space on \( \Omega \):

**Theorem 2.18.** (see [Pra19], Theorem 1.2, Corollary 1.4 and [See89], Corollary 2). Let \( \Omega \subset \mathbb{R}^d \) be a bounded Lipschitz domain, let \( 0 < \sigma < 1 \), \( k \in \mathbb{N}_0 \), \( 1 \leq p < \infty \), \( 1 \leq q \leq \infty \) with \( \sigma > \frac{d}{p} - \frac{d}{q} \), and \( 0 < \rho < 1 \). For \( s = k + \sigma \) we write
\[
\|f\|_{F_{p,q}^s(\Omega)} := \|f\|_{W^{k,p}(\Omega)} + \sum_{|\alpha|=k} \left( \int_\Omega \left( \int_{B(x,\rho d_\Omega(x))} \frac{|D^\alpha f(x) - D^\alpha f(y)|^q}{|x-y|^{\sigma q + d}} \, dy \right)^{\frac{p}{q}} \, dx \right)^{\frac{1}{p}} < \infty,
\]
with the usual modification for \( q = \infty \). Then, the norm defined above is equivalent to the restriction norm from Definition 2.5.

The previous result is based on an extension operator fit to the intrinsic norms defined above.
Theorem 2.19 (see [Pra19, Theorem 1.5]). Let $\Omega$ be a Lipschitz domain and $k \in \mathbb{N}_0$. There exists a linear operator $\Lambda_k : W^{k,1}_{\text{loc}}(\Omega) \to L^1_{\text{loc}}(\mathbb{R}^d)$ such that for every $1 \leq p < \infty$, $1 \leq q \leq \infty$ and $0 < \sigma < 1$ with $\sigma > \frac{d}{p} - \frac{d}{q}$, then

$$\Lambda_k : F^s_{p,q}(\Omega) \to F^s_{p,q}(\mathbb{R}^d)$$

(with $s = \sigma + k$) is a bounded extension operator.

In fact, e.g. by using universal extension operators (see [Rychkov]), the embeddings described in Proposition 2.10 have the following counterpart in the present setting:

Proposition 2.20 (See [Tri83, Sections 2.3 and 2.7]). The following properties hold whenever $\Omega$ is a bounded Lipschitz domain:

(i) Let $1 \leq q_0 < q_1 \leq \infty$ and $1 \leq p < \infty$ and $s \in \mathbb{R}$. Then

$$F^s_{p,q_0}(\Omega) \subseteq F^s_{p,q_1}(\Omega).$$

(ii) Let $1 \leq q_0, q_1 \leq \infty$ and $1 \leq p < \infty$, $s \in \mathbb{R}$ and $\varepsilon > 0$. Then

$$F^{s+\varepsilon}_{p,q_0}(\Omega) \subseteq F^s_{p,q_1}(\Omega).$$

(iii) Given $\varepsilon > 0$, $1 \leq p_0 < p_1 < \infty$, $1 \leq q_0, q_1 \leq \infty$ and $-\infty < s_1 < s_0 < \infty$ with $s_0 \in \mathbb{N}$ and $s_0 - \frac{d}{p_0} = s_1 - \frac{d}{p_1}$, then

$$F^{s_0}_{p_0,q_0}(\Omega) \subseteq F^{s_1}_{p_1,q_1}(\Omega).$$

We will also need a minor extension to Lemma 2.13.

Lemma 2.21. Assume that $1 < p < \infty$ and $s > 1/p$, and $q \in (1, \infty)$. Let $B \subseteq \mathbb{C}$ be a disc and assume that $f \in F^s_{p,q}(B)$ satisfies $|f(z)| \geq c > 0$ on $B$. Then $1/f \in F^s_{p,q}(B)$.

Proof. By writing $f = u + iv$ and noting that $1/f = (u^2 + v^2)^{-1}(u - iv)$, the claim follows from the algebra property of Triebel spaces in the above range of $s$, $p$ and $q$, and the fact that again in this range, the Triebel spaces on $\mathbb{R}^2$ are invariant under compositions $g \to \psi(g)$, where $\psi \in C^\infty(\mathbb{R})$ satisfies $\psi(0) = 0$, see [Run86, Theorem 5.4.1]. The claim then follows by choosing $\psi$ which is a suitable localization of $1/x$. $\square$

Here again we have the lifting property, stability under composition and an inverse function theorem, which are essential in the proof of Theorem 1.4 based on Stoilow factorization.
Theorem 2.22 (see [Pra20] Theorem 1.1). Let \( s \in \mathbb{R} \setminus \mathbb{N}, \, 1 \leq p < \infty, \, 1 \leq q \leq \infty \) and \( d \in \mathbb{N} \). Then the following holds:

(i) Given a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d \), every function \( f \in F_{p,q}^{s+1}(\Omega) \) satisfies that

\[
\| f \|_{F_{p,q}^{s+1}(\Omega)} \approx \| f \|_{F_{p,q}^s(\Omega)} + \| \nabla f \|_{F_{p,q}^s(\Omega)}.
\]

(2.9)

(ii) If \( s > 1 + d/p \), given bounded Lipschitz domains \( \Omega_j \subset \mathbb{R}^d \) and functions \( f_j \in F_{p,q}^s(\Omega_j) \) with \( f_1(\Omega_1) \subset \Omega_2 \) and \( f_1 \) bi-Lipschitz, then

\[
f_2 \circ f_1 \in F_{p,q}^s(\Omega_1)
\]

and if \( f_1(\Omega_1) = \Omega_2 \), then

\[
f_1^{-1} \in F_{p,q}^s(\Omega_2).
\]

Remark 2.24. Somewhat surprising, it is not clear if Theorem 2.22 holds true for the integer smoothness \( s \in \mathbb{N} \). The "technical" reason for this is that in the characterization of Triebel-Lizorkin spaces in Theorem 2.18, when \( s \) is an integer the differences of derivatives \( D^\alpha f \) need to be replaced by double differences, see [Pra20]. As pointed out in Theorem 2.23, this problem does not arise in the Sobolev scale and the classical Sobolev spaces of integer smoothness.

To close this Section, let us check the algebra structure of the supercritical Triebel-Lizorkin spaces, which we will use in Section 5.

Lemma 2.25. Let \( d \in \mathbb{N}, \, s > 0, \, 1 \leq p < \infty \) and \( 1 \leq q \leq \infty \). If \( \Omega \subset \mathbb{R}^d \) is a Lipschitz domain, then for every pair \( f, g \in F_{p,q}^s(\Omega) \) we have that

\[
\| fg \|_{F_{p,q}^s(\Omega)} \leq C_{d,s,p,q,\Omega} \| f \|_{F_{p,q}^s(\Omega)} \| g \|_{F_{p,q}^s(\Omega)}.
\]

In particular, if \( sp > d \), then

\[
\| fg \|_{F_{p,q}^s(\Omega)} \leq C_{d,s,p,q,\Omega} \| f \|_{F_{p,q}^s(\Omega)} \| g \|_{F_{p,q}^s(\Omega)}.
\]

(2.12)

Moreover, for \( m \in \mathbb{N} \) we have that

\[
\| f^m \|_{F_{p,q}^s(\Omega)} \leq C_{d,s,p,q,\Omega} m^N \| f \|_{L^\infty(\Omega)}^m \| f \|_{F_{p,q}^s(\Omega)}.
\]

(2.13)

with \( N \) depending on \( d, \, s, \, p \) and \( q \).
Proof. In [RS96, Theorem 4.6.4/2] it is shown that $F_{p,q}^s \cap L^\infty(\mathbb{R}^d)$ is a multiplicative algebra. By Corollary A.3, there is a common extension operator $E$ for $F_{p,q}^s(\Omega)$ and $L^\infty(\Omega)$. Thus,

$$
\|f g\|_{F_{p,q}^s(\Omega)} \leq \|Ef Eg\|_{F_{p,q}^s(\mathbb{R}^d)} \leq C \left( \|f\|_{F_{p,q}^s(\mathbb{R}^d)} \|g\|_{L^\infty(\mathbb{R}^d)} + \|f\|_{L^\infty(\mathbb{R}^d)} \|g\|_{F_{p,q}^s(\mathbb{R}^d)} \right)
$$

$$
\leq C_{d,s,p,q,\Omega} \|f\|_{F_{p,q}^s(\mathbb{R}^d)} \|g\|_{F_{p,q}^s(\mathbb{R}^d)}.
$$

Regarding inequality (2.13), we proceed analogously, using the algebra structure [RS96 Theorem 4.6.4/2] to get

$$
\|E(f)^{2j}\|_{F_{p,q}^s} \leq 2c \|E(f)^j\|^2_{L^\infty} \|E(f)\|_{F_{p,q}^s}, \quad \text{and}
$$

$$
\|E(f)^{2j+1}\|_{F_{p,q}^s} \leq c \left( \|E(f)^j\|^2_{L^\infty} \|E(f)^{2j}\|_{F_{p,q}^s} + \|E(f)^j\|^2_{L^\infty} \|E(f)\|_{F_{p,q}^s} \right)
$$

and combining both estimates in an iterated way, in about $\lceil \log_2(j) \rceil$ steps. \hfill \Box

3 Regularity of the Riemann mapping

In this section we study the global $W^{s,p}$- and Triebel-Lizorkin -regularity of conformal parametrizations. The natural framework here is the class of finitely connected domains, since the classical theorem of Koebe allows them a parametrization by a circle domain. On the other hand, for the general Triebel-Lizorkin spaces it is useful to slightly modify the regularity assumptions of Theorem 1.2. Namely, instead of requiring regularity for the inverse, we assume that the conformal maps are bi-Lipschitz, in addition the map having the appropriate Triebel-Lizorkin -regularity. Then later in this section we will return to Theorem 1.2 and show how it follows from the results obtained.

Moreover, for clarity of presentation we start with the simply connected domains, but once they are well understood the case of general finitely connected domains will follow easily, see Corollary 3.3 below.

The key result of this section is the following.

Theorem 3.1. Suppose $s > 0$, $1 < p < \infty$ with $sp > 2$ and $1 < q < \infty$, and let $\Omega$ be a bounded simply connected domain with Riemann map $\varphi : \mathbb{D} \to \Omega$.

Then $\Omega$ is a $B_{p,p}^{s+1-\frac{1}{p}}$-domain, if and only if $\varphi \in F_{p,q}^{s+1}(\mathbb{D})$ and $\varphi$ is bi-Lipschitz.

The attentive reader notes that the above condition on the regularity of the boundary is independent of the value of $q$, i.e. the Riemann mapping is in all Triebel-Lizorkin spaces $F_{p,q}^s(\mathbb{D})$, regardless of the value of $q$. This is related to the fact that for $s$ and $p$ fixed, all these spaces have the same trace space. Hence as a side result, we see that if a bi-Lipschitz Riemann mapping is in $F_{p,q}^s$ then it is in $F_{p,q}^s$ for every $1 < q < \infty$. 
For the proof of Theorem 3.1 we will generalize the approach used by Pommerenke in [Pom92, Theorems 3.5, 3.6], and work with the interplay between three elements: First, information on the Riemann mapping will be carried by $\Phi(z) := \log \varphi'(z)$. Second, the boundary values of the Riemann mapping will be encoded in the function
\[ \gamma := (\arg \varphi')|_\partial = \text{Im} \Phi|_\partial \]
and finally we need to analyze the relation between $\gamma$ and the given Besov-regular parameterization of the boundary $\partial \Omega$, see (3.3) below.

Since $\Phi$ can be expressed as the Herglotz extension of $\gamma$,
\[ \Phi(z) = \log |\varphi'(0)| + \frac{i}{2\pi} \int_{\mathbb{T}} \frac{\zeta + z}{\zeta - z} \gamma(\zeta) \, d\zeta, \]
see [Pom92, Theorem 3.2], in the end this will allow us to deduce the regularity of $\Phi$ by means of classical extension results. However, as the definition of $\gamma$ uses $\Phi$, this scheme needs to be applied inductively to reach arbitrary values $s > 2/p$.

**Lemma 3.2.** Let $1 < p < \infty$. Then

(i) The Poisson extension maps $B^{s-\frac{1}{p}}_{p,p}(\mathbb{T})$ to $F^s_{p,q}(\mathbb{D})$, for any $1 \leq q \leq \infty$ and $s > 1/p$.

(ii) The Hilbert transform acts boundedly on $B^s_{p,p}(\mathbb{T})$, for any $s > 0$.

(iii) The Herglotz extension maps $B^{s-\frac{1}{p}}_{p,p}(\mathbb{T})$ to $F^s_{p,q}(\mathbb{D})$, for any $1 \leq q \leq \infty$ and $s > 1/p$.

**Proof.** The first statement follows from [Tri83, Theorem 4.3.3] which proves that the harmonic extensions of $B^{s-\frac{1}{p}}_{p,p}(\mathbb{T})$-functions belong to $F^s_{p,q}(\mathbb{D})$. The reference, however, does not cover the spaces with $q = \infty$, but that case may be deduced from Proposition 2.20 via the boundedness shown for $q < \infty$.

In turn, claim (ii) can be deduced from the equivalent definition of Besov spaces based on the Fourier series on the torus (see e.g. [Saw18, 6.6.1.1]), and the fact that the Hilbert transform commutes with Fourier multipliers and is bounded on $L^p(\mathbb{T})$ for $1 < p < \infty$.

Note that the Herglotz extension of an integrable function is holomorphic and, in particular, its real and imaginary parts are conjugate harmonic. Therefore its real part coincides with the Poisson extension, and its imaginary part is the Poisson extension of its Hilbert transform modulo additive constant, see [Gar07, Chapter III.1] for instance. Thus, the third statement follows from the previous two statements. 

\[ \square \]
Proof of Theorem 3.1. Let us first assume that the Riemann mapping \( \varphi \in F_{p,q}^{s+1}(\mathbb{D}) \) and that the map is bi-Lipschitz. Then according to [Tri83, Theorem 3.3.3], the boundary value of \( \varphi \) lies in the corresponding trace space, \( \varphi|_\mathcal{T} \in B_{p,p}^{s+1-\frac{1}{p}}(\mathcal{T}) \). In other words, the trace of \( \varphi \) is a bi-Lipschitz Besov parameterisation of the boundary, so that the requirements of a \( B_{p,p}^{s+1-\frac{1}{p}} \)-domain in Definition 2.14 are satisfied. Therefore, we only need to prove the converse direction of Theorem 3.1.

Hence assume that \( \Omega \) is a \( B_{p,p}^{s+1-\frac{1}{p}} \)-domain. The embedding in Proposition 2.10 and the inclusion (2.3) with \( \varepsilon := s - \frac{2}{p} > 0 \) guarantee that \( \Omega \) is a \( C^{1+\varepsilon} \)-domain. In particular, [Pom92, Theorem 3.5] implies that \( \varphi \) is bi-Lipschitz up to the boundary.

It thus remains to show that \( \varphi \in B_{p,q}^{s+1}(\mathbb{D}) \). For this, recall the notation \( \Phi(z) := \log|\varphi'(z)| \), and note that defining a suitable continuous branch of the logarithm on \( \mathbb{D} \) poses no problem since \( \mathbb{D} \) is simply connected. In particular, \( \gamma(\zeta) \), the argument of \( \varphi \) on the boundary as in (3.1), is a well defined continuous function. Recall also that the functions are related via the Herglotz formula,

\[
\Phi(z) = \log |\varphi'(0)| + i \frac{1}{2\pi} \int_{\mathcal{T}} \frac{\zeta + z}{\zeta - z} \gamma(\zeta) |d\zeta| =: \log |\varphi'(0)| + i \frac{1}{2\pi} A(\gamma)(z).
\]

The main point of the proof is to show that \( \gamma \in B_{p,p}^{s+1/p}(\mathcal{T}) \). Namely, let us assume (3.2) holds. Then, since \( s - 1/p > 1/p \), Lemma 3.2 shows that \( (\log \varphi')|_\mathcal{T} \in B_{p,p}^{s+1/p}(\mathcal{T}) \), and Lemma 2.13(ii) on post-composition with smooth functions proves that \( (\varphi|_\mathcal{T})' = (\varphi')|_\mathcal{T} \in B_{p,p}^{s+1/p}(\mathcal{T}) \). In turn, this implies \( \varphi|_\mathcal{T} \in B_{p,p}^{s+1-1/p}(\mathcal{T}) \). Finally, we use Proposition 3.2(i) to conclude that \( \varphi \in F_{p,q}^{s+1}(\mathbb{D}) \), as desired.

For the proof of (3.2), assume that \( \Omega \) is a \( B_{p,p}^{s+1-\frac{1}{p}} \)-domain. Then its boundary has a bi-Lipschitz parametrization \( w : \mathcal{T} \to \partial \Omega \) with \( w \in B_{p,p}^{s+1-\frac{1}{p}}(\mathcal{T}) \). Via (2.3) it follows that \( w \in C^{1+\varepsilon} \), and by [Pom92, Theorem 3.2] (or by a direct verification) we have

\[
\gamma(e^{it}) = -t - \frac{\pi}{2} + [\text{Arg} \, w'] \circ [w^{-1} \circ \varphi](e^{it}),
\]

where we understand \( \text{Arg} \, w'(e^{iw}) := \text{arg} \left( \frac{dw}{di} [w(e^{iw})] \right) \) which is locally well-defined. Note that any choice of \( Arg \, w' \) increases by \( 2\pi \) as \( e^{it} \) spins around \( \mathcal{T} \), and the linear part of \( \gamma \) in (3.3) decreases by the same amount, so \( \gamma \) is indeed continuous on \( \mathcal{T} \) after picking any consistent choice for the multivalued function \( \text{Arg} \, w' \). Moreover, by Lemma 2.13(ii) we have

\[
\text{Arg} \, w' \in B_{p,p}^{s-\frac{1}{p}}(\mathcal{T})
\]
as well.

After these preparations we proceed to establish (3.2), by using the knowledge (3.4). This requires a bootstrapping argument which employs identity (3.3): Namely, by assuming the truth of the claim for a smoothness \( s' \in (s - 1, s) \) with \( s'p > 2 \), we will deduce the statement for \( s \).

As the first step assume that \( 2/p < s < 1 + 1/p \). This base case for our induction can be dealt with easily. Indeed, since our assumption on \( \Omega \) implies that \( \varphi \) is bi-Lipschitz, and since \( w \) is bi-Lipschitz by definition, as a parametrization of a Besov boundary, also \( w^{-1} \circ \varphi \) is a bi-Lipschitz homeomorphism of \( \mathbb{T} \). Thus for any \( 2/p < s < 1 + 1/p \), Lemma 2.11(i) and the identities (3.3) - (3.4) show that \( \gamma \in B^{s'_{1}p}_{p,p} \mathbb{T} \). As discussed after (3.2) above, this gives the theorem for such indices.

We then describe the induction step. Assume that \( s > 1 \) and \( \Omega \) is a \( B^{s'_{1}p}_{p,p} \)-domain with \( p \in (1, \infty) \) and \( ps > 2 \). Then obviously \( \Omega \) is also a \( B^{s'_{1}p}_{p,p} \)-domain for every \( 2/p < s' < s \). Let us now assume that we already know that the theorem is true for such a pair \( (s', p) \). We then obtain \( \varphi \in B^{s'_{1}p}_{p,p} \mathbb{T} \), and that \( \varphi \) is bi-Lipschitz. Moreover, also \( w \) is bi-Lipschitz and obviously \( w \in B^{s'_{1}p}_{p,p} \). Since both \( w \) and \( \varphi \) are admissible \( B^{s'_{1}p}_{p,p} \)-parametrizations of \( \partial \Omega \) we deduce from Lemma 2.16 that 
\[
 w^{-1} \circ \varphi \in B^{s'_{1}p}_{p,p} \mathbb{T}, \quad \text{and} \quad w^{-1} \circ \varphi \text{ is bi-Lipschitz.}
\]
Furthermore, if in addition to the above assumptions we have \( s < s' + 1 \), then Lemma 2.12 with (3.4) implies that \( \text{Arg} \, w' \circ w^{-1} \circ \varphi \in B^{s_{1}p}_{p,p} \mathbb{T} \). In particular, from (3.3) we see that now (3.2) holds.

Thus, knowing the theorem for the pair \( (s', p) \) implies it for all \( (s, p) \) with \( s < s' + 1 \). This implies the theorem for all \( s > 2/p \) since in the first step of the proof we noted that the claim is true for \( s \) in the range \( 2/p < s < 1 + 1/p \), and this interval is non-empty for all \( p > 1 \).

It is likely that one may allow some cases of \( p, q \in \{1, \infty\} \) in the above theorem, but we have not pursued this since the result in the reflexive range is enough for our purposes.

Let us then turn to the finitely connected domains. According to the classical theorem of Koebe [Koe22], any finitely connected planar domain \( \Omega \) with non-degenerate boundary components can be uniformized by a \textit{circle domain}, a domain of the type
\[
 U = \mathbb{D}(z_{0}, r) \setminus \bigcup_{j=1}^{m} \overline{\mathbb{D}(z_{j}, r_{j})},
\]
where the closed subdiscs \( \overline{\mathbb{D}(z_{j}, r_{j})} \subset \mathbb{D}(z_{0}, r) \) are disjoint. Theorem 3.1 generalises quickly to such situations.
Corollary 3.3. Suppose and $s > 0$, $1 < p < \infty$ with $sp > 2$ and $1 < q < \infty$.

Let $U$ be a circle domain and $\varphi : U \to \Omega$ a conformal uniformisation of a bounded finitely connected domain $\Omega$. Then $\Omega$ is a $B_{s,p}^{s+1-\frac{1}{p}}$-domain, if and only if $\varphi \in F_{p,q}^{s+1}(\mathbb{D})$ and $\varphi$ is bi-Lipschitz.

Proof. If $\varphi \in F_{p,q}^{s+1}(\mathbb{D})$ and $\varphi$ is bi-Lipschitz, then clearly $\Omega$ is a $B_{s,p}^{s+1-\frac{1}{p}}$-domain. For the converse, assume that $\Omega$ is a $B_{s,p}^{s+1-\frac{1}{p}}$-domain. As such, it is also a $C^{1+\varepsilon}$-domain for some $\varepsilon > 0$, so that by [Pom92, Theorem 3.5] the mapping is bi-Lipschitz. Hence the Corollary follows as soon as we show that every component circle $C_j$ of $\partial U$ has a collar neighbourhood where $\varphi \in F_{p,q,\text{loc}}^{s+1}$. Thus fix a component $\Gamma_j = \varphi(C_j)$ of $\partial \Omega$ - here $C_j$ is one of the boundary circles of $U$ - and we may well assume that $C_j = T = \partial D$. Consider now first the case where $\Gamma_j = \varphi(T)$ is the outer component of $\partial \Omega$. We may then assume that similarly $T$ is the outer component of $\partial U$. Namely if not, compose $\varphi$ with $\rho \circ (\frac{1}{\varphi(z)} - 1) \circ \varphi$, the analytic reflection in $T$. Since diffeomorphic coordinate changes preserve the Triebel spaces, we have $\varphi \in F_{p,q}^{s+1}(U)$ if and only if $\varphi \circ \rho \in F_{p,q}^{s+1}(\rho U)$.

Next, let $\hat{\Omega} \supset \Omega$ denote the simply connected and bounded Besov-domain for which $\hat{\Omega} = \varphi(T)$. Choose also a conformal map $r : D \to \hat{\Omega}$. By the reflection principle, the map

$$\psi := (\hat{\varphi})^{-1} \circ \varphi$$

extends analytically across the unit circle, to a full neighbourhood $N$ of $T$. Furthermore, Theorem 3.1 shows that $\hat{\varphi} \in F_{p,q}^{s+1}(\mathbb{D})$. Hence one may again apply a diffeomorphic coordinate change (which preserves the Triebel spaces) to see that the composition $\varphi = \hat{\varphi} \circ \psi \in F_{p,q}^{s+1}(N \cap U)$.

Finally, consider the case where $\Gamma_j = \varphi(T)$ is an inner component of the boundary $\partial \Omega$. Similarly as above we may assume that, however, $T$ is the outer component of $\partial U$. In this setting, let us denote by $\hat{\Omega} \supset \mathbb{C}$ the unbounded domain whose boundary (with respect to $\mathbb{C}$) is equal to $\varphi(T)$. Thus again $\Omega \subset \hat{\Omega}$. We may assume that $0$ lies inside the bounded component of $\mathbb{C} \setminus \hat{\Omega}$, and again apply Theorem 3.1 to an auxiliary mapping $\hat{\varphi}$ on $D$, now a conformal map onto the image of $\hat{\Omega}$ under the inversion $z \mapsto 1/z$.

In this case the analytic change of coordinates is given by $\psi(z) = \hat{\varphi}^{-1}(1/\varphi(z))$, but as above one can use Theorem 3.1 and Lemma 2.21 to show that $\varphi = 1/(\hat{\varphi} \circ \psi) \in F_{p,q}^{s+1}(N \cap U)$.

Last, the above analysis generalises from circle domains to finitely connected $B_{s,p}^{s+1-1/p}$-domains. However, in taking compositions and inverses in Triebel-Lizorkin spaces, according to Theorem 2.22 we need to restrict to spaces with non-integer smoothness.
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Corollary 3.4. Suppose $s > 0$ and $1 < p < \infty$ with $sp > 2$. If $\Omega$ and $\Omega'$ are bounded and finitely connected $B^{s+1-1/p}_{p,p}$-domains, and $h : \Omega \to \Omega'$ is a conformal homeomorphism, then

a) $h \in W^{s+1,p}(\Omega)$.

b) If $s$ is non-integer and $1 \leq q \leq \infty$, then $h \in F^{s+1}_{p,q}(\Omega)$.

c) $h$ is bilipschitz.

Proof. For a), if $\varphi_1 : U_1 \to \Omega$ and $\varphi_2 := h \circ \varphi_1 : U_1 \to \Omega'$ are conformal maps from the circle domain $U_1$, then by Corollary 3.3 both $\varphi_j$'s are bi-Lipschitz with $\varphi_j \in W^{s+1,p}(U_1)$. Thus Theorem 2.23 shows that $h = \varphi_2 \circ \varphi_1^{-1} \in W^{s+1,p}(\Omega)$.

When $s \in \mathbb{R} \setminus \mathbb{N}$ the same argument, now with Theorem 2.22, proves b). Further, in both cases the decomposition $h = \varphi_2 \circ \varphi_1^{-1}$ shows that $h$ is bi-Lipschitz. \qed

Proof of Theorem 1.2. If $\varphi : \mathbb{D} \to \Omega$ is a Riemann map of a $B^{s+1-1/p}_{p,p}$-domain, then by Corollary 3.4 both $\varphi \in W^{s+1,p}(\mathbb{D})$ and $\varphi^{-1} \in W^{s+1,p}(\Omega)$. Conversely, assume that we have a Riemann map with $\varphi \in W^{s+1,p}(\mathbb{D})$ and $\varphi^{-1} \in W^{s+1,p}(\Omega)$. The first condition implies that $\varphi$ is Lipschitz continuous up to the boundary $\partial \mathbb{D}$. To see that it is even bi-Lipschitz, note that by Definition 2.3, $\varphi^{-1}$ is the restriction to $\Omega$ of a function belonging to $W^{s+1,p}(\mathbb{C})$, in particular Lipschitz continuous in all of $\Omega$.

Thus $\varphi$ provides the parametrization of $\partial \Omega$, as required by Definition 2.14 for $\Omega$ to be a $B^{s+1-1/p}_{p,p}$-domain. \qed

In the above proof of Theorem 1.2 we used Definition 2.5 for the fractional Sobolev space $W^{s+1,p}(\Omega)$, as the space of restrictions to $\Omega$ of functions in $W^{s+1,p}(\mathbb{C})$. However, there is a subtlety here, in that in case $s$ is an integer it is equally natural to consider $W^{s+1,p}(\Omega)$ as defined by the 'intrinsic' Definition 2.4 that is, to consider the space of functions $f$ in $\Omega$ with the norm

$$\|f\|_{W^{s+1,p}(\Omega)} = \|f\|_{L^p(\Omega)} + \sum_{k=1}^{s+1} \|D^k f\|_{L^p(\Omega)} < \infty. \quad (3.5)$$

In general domains $\Omega$ these two definitions of $W^{s+1,p}(\Omega)$ give different function spaces. However, our Theorem 1.2 holds true independently of which definition is chosen. Indeed, in view of the above proof of Theorem 1.2 to see this it suffices to show

Proposition 3.5. Suppose $1 \leq s \in \mathbb{N}$ and $1 < p < \infty$ with $sp > 2$, and that $\varphi : \mathbb{D} \to \Omega$ is a conformal map onto a bounded Jordan domain $\Omega$. If we have

$$\sum_{k=1}^{s+1} (\|D^k \varphi\|_{L^p(\mathbb{D})} + \|D^k \varphi^{-1}\|_{L^p(\Omega)}) < \infty$$

in terms of the norm (3.5), then $\varphi$ is bi-Lipschitz.
Proof. First note that $\varphi' \in L^\infty(\mathbb{D})$ by the Sobolev embedding (2.2), and thus $\varphi$ is Lipschitz continuous.

To show that $\varphi$ is bi-Lipschitz, suppose next $s = 1$ which requires $p > 2$. With chain rule, differentiating the basic identity $(\varphi^{-1})' = (1/\varphi') \circ \varphi^{-1}$ one obtains

$$(\varphi^{-1})'' = -\frac{\varphi''}{(\varphi')^3} \circ \varphi^{-1} = \frac{1}{2} \left( \frac{d}{dz} (\varphi')^2 \right) \circ \varphi^{-1}. \quad (3.6)$$

In particular,

$$\| (\log \varphi')' \|^p_{L^p(\mathbb{D})} \leq \| \varphi' \|_{L^2(\mathbb{D})}^{2p-2} \int_{\mathbb{D}} \left| \frac{\varphi''}{(\varphi')^3} \right|^p |\varphi'|^2 \, dm = \| \varphi' \|_{L^2(\mathbb{D})}^{2p-2} \int_{\Omega} \left| (\varphi^{-1})'' \right|^p \, dm < \infty$$

by our assumptions. When $p > 2$ Morrey-Sobolev inequality, see [Eva98, Section 5.6.2], shows that $\log \varphi'$ is Hölder continuous. Thus [Pom92, Theorem 3.5] applies and proves that $\varphi$ is bi-Lipschitz.

In case $2 \leq s \in \mathbb{N}$, any $1 < p < \infty$ is allowed. Now the above analysis does not suffice if $p < 2$, and this requires us to estimate the third derivatives. Here it is convenient to consider a non-linear differential operator, a variant of the classical Schwarzian derivative $S_f = \left( \frac{f''}{f} \right)' - \frac{1}{2} \left( \frac{f''}{f} \right)^2$ of an analytic function $f$. For our purposes we define, for $f$ analytic,

$$\hat{S}_f := \left( \frac{f''}{f} \right)' - 2 \left( \frac{f''}{f} \right)^2. \quad (3.7)$$

As an amusing side note, it is not difficult to see, e.g. from (3.7) below, that $\hat{S}_f \equiv 0$ if and only if either $f(z) = a\sqrt{z} + b + c$ or $f(z) = az + b$, for some $a, b, c \in \mathbb{C}$. In comparison, the classical Schwarzian derivative $S_f \equiv 0$ if and only if $f$ is a Möbius transform, i.e. $f(z) = a\frac{1}{z} + b + c$ or $f(z) = az + b$, for some $a, b, c \in \mathbb{C}$.

Next, via an explicit differentiation and (3.6),

$$\frac{d^2}{dz^2} \frac{1}{(\varphi')^2} = -2 \hat{S}_\varphi \frac{1}{(\varphi')^2}, \quad \text{and} \quad (\varphi^{-1})''' = - \left( \frac{1}{(\varphi')^3} \hat{S}_\varphi \right) \circ \varphi^{-1}. \quad (3.7)$$

These identities show, first, that by our assumptions

$$\| \hat{S}_\varphi \|_{L^p(\mathbb{D})} \leq \| \varphi' \|_{L^2(\mathbb{D})}^{3-2/p} \| (\varphi^{-1})''' \|_{L^p(\Omega)} < \infty,$$

and second, that the function $w(z) := 1/(\varphi')^2$ is analytic in the unit disc $\mathbb{D}$ with

$$w''(z) = A(z)w(z), \quad z \in \mathbb{D}, \quad \text{where} \quad A = -2 \hat{S}_\varphi \in L^p(\mathbb{D}) \text{ for some } 1 < p < \infty. \quad (3.8)$$
In particular, here note that by the mean value principle and Hölder’s inequality the coefficient $A(z)$ has the bound

$$|A(z)| = \frac{2}{\pi(1 - |z|^2)} \int_{B(z,1-|z|)} A(z)dz \leq 2\pi^{1/p'-1}(1 - |z|)^{2/p'-2}\|A\|_{L^p(\mathbb{D})}, \quad z \in \mathbb{D}. $$

It remains to show that (3.8) forces $1/\varphi'$ to be bounded. Once this is done, the bi-Lipschitz property follows from [Pom92, Theorem 3.5]. For readers convenience we formulate this remaining step in terms of a separate lemma.

**Lemma 3.6.** Assume that $1 < \alpha < 2$ and $u : [0,1) \rightarrow \mathbb{C}$ is a $C^2$-function that satisfies on $[0,1)$ the differential equation

$$u''(t) = h(t)u(t).$$

If $h$ has the bound

$$|h(t)| \leq c(1 - t)^{-\alpha}, \quad t \in [0,1),$$

then the solution $u$ is bounded, with $\|u\|_{L^\infty[0,1]} \leq C(c, \alpha, |u(0)|, |u'(0)|).$

**Proof.** We first note a comparison property: Suppose $v$ is a solution to

$$v''(t) = H(t)v(t) \quad \text{with} \quad H(t) \geq c(1 - t)^{-\alpha},$$

where $v(0) > |u(0)|$ and $v'(0) > |u'(0)|$ (in particular, $v$, $v'$ and $H$ are all real-valued and positive). Then $|u(t)| < v(t)$ for all $t \in (0,1)$.

To see this, note that by the initial conditions $|u(t)| < v(t)$ for all small enough $t > 0$. Hence consider

$$t_1 := \sup\{t \in [0,1) : |u(s)| < v(s) \quad \forall \ 0 \leq s < t\}. $$

Choose then $0 < \delta < v'(0) - |u'(0)|$. As $|u| \leq v$ on $[0,t_1]$ we obtain

$$|u'(s)| = |u'(0) + \int_0^s h(t)u(t)dt| < v'(0) + \int_0^s H(t)v(t)dt - \delta = v'(s) - \delta, \quad 0 \leq s \leq t_1. $$

Another integration gives then $|u(t_1)| \leq v(t_1) - \delta t_1 < v(t_1)$. Thus $t_1 = 1$, proving the comparison property.

The statement of the lemma now follows by applying the above comparison to the function $Bv(t)$, where $v(t) := \exp \left(-c'(1-t)^{2-\alpha}\right)$ with $c' := c(2-\alpha)^{-1}(\alpha-1)^{-1}$, by choosing the constant $B$ large enough. This works, since $v(0), v'(0) > 0$ and we have

$$H(t) := \frac{v''(t)}{v(t)} = c(1 - t)^{-\alpha} + \frac{c^2}{(\alpha-1)^2}(1 - t)^{2(1-\alpha)} \geq c(1 - t)^{-\alpha}. $$

Finally, with Lemma 3.6 now proven, Proposition 3.5 follows also in the case $1 < p < 2$, by applying the Lemma on each radius of the unit disc to the function $1/(\varphi')^2$, which satisfies the complex differential equation (3.8). We obtain an upper bound independent of the radius, whence the function $1/(\varphi')^2$ is bounded on the unit disc. $\square$
4 Quasiconformal mappings on domains

We next turn to proving Theorems 1.1, 1.3 and 1.4 which describe the global Sobolev and Triebel-Lizorkin regularity for quasiconformal mappings $f : \Omega \to \Omega'$ between two $B^{s+1-\frac{1}{p}}_{p,p}$-domains. We begin with necessary results on traces.

In $C^\infty$-domains it is well known that the trace spaces of Sobolev functions (and of Triebel-Lizorkin functions) are the diagonal Besov spaces with a decay of $1/p$ in the smoothness parameter. Using properties of the Riemann mapping we can now recover the classical trace relations from the $C^\infty$-domains to the domains with only $B^{s+1-\frac{1}{p}}_{p,p}$-regularity.

**Lemma 4.1.** Let $s \in \mathbb{N}_0 = \mathbb{N} \cup \{0\}$ and $1 < p < \infty$ with $sp > 2$. If $\Omega$ is a finitely connected $B^{s+1-\frac{1}{p}}_{p,p}$-domain and $g \in W^{s+1,p}(\Omega)$, then $g|_{\partial \Omega} \in B^{s+1-\frac{1}{p}}_{p,p}(\partial \Omega)$.

**Proof.** First assume that $\Omega$ is a simply connected $B^{s+1-1/p}_{p,p}$-domain and let $g \in W^{s+1,p}(\Omega)$. Consider a Riemann mapping $\varphi : \mathbb{D} \to \Omega$. By Theorem 3.1, the mapping $\varphi$ lies in $W^{s+1,p}(\Omega)$ and is bi-Lipschitz. Thus by (2.10) we have $g \circ \varphi \in W^{s+1,p}(\mathbb{D})$ as well.

It follows from [Tri83, Theorem 3.3.3] that the trace space of $W^{s+1,p}(\mathbb{D})$ equals $B^{s+1-1/p}_{p,p}(\mathbb{T})$. Hence the restriction $(g \circ \varphi)|_\mathbb{T} \in B^{s+1-1/p}_{p,p}(\mathbb{T})$. Since both functions are continuous up to the boundary, the trace is defined pointwise, and $(g \circ \varphi)|_\mathbb{T} = g|_{\partial \Omega} \circ \varphi|_{\mathbb{T}}$. By Definition 2.15, this means that $g \in B^{s+1-1/p}_{p,p}(\partial \Omega)$.

Assume next that $\Omega$ is a finitely connected $B^{s+1-1/p}_{p,p}$-domain and let $g \in W^{s+1,p}(\Omega)$. Since $\Omega$ is a Sobolev extension domain, there is a compactly supported function $Eg \in W^{s+1,p}(\mathbb{C})$ which coincides with $g$ in $\Omega$ and, therefore, it has the same trace in $\partial \Omega$.

Consider then one of the boundary components $\Gamma_j$ of $\partial \Omega$ and let $\Omega_j$ be the bounded simply connected domain with boundary $\Gamma_j$. Further, let $g_j := Eg|_{\Omega_j}$. Then, as we have shown above, $g|_{\Gamma_j} \equiv g_j|_{\partial \Omega_j} \in B^{s+1-1/p}_{p,p}(\partial \Omega_j) \equiv B^{s+1-1/p}_{p,p}(\Gamma_j)$. Since this happens with all the components of the boundary of $\Omega$, it follows that $g|_{\partial \Omega} \in B^{s+1-\frac{1}{p}}_{p,p}(\partial \Omega)$. \hfill $\Box$

A similar argument applies in the spaces $F^{s+1}_{p,q}(\Omega)$. However, now we use Lemma 2.22 instead of Lemma 2.23, and thus require a non-integer smoothness parameter $s$.

**Lemma 4.2.** Let $s \in \mathbb{R}_+ \setminus \mathbb{N}$, $1 < p < \infty$ and $1 < q < \infty$ with $sp > 2$. If $\Omega \subset \mathbb{C}$ is a finitely connected $B^{s+1-\frac{1}{p}}_{p,p}$-domain and $g \in F^{s+1}_{p,q}(\Omega)$, then $g|_{\partial \Omega} \in B^{s+1-\frac{1}{p}}_{p,p}(\partial \Omega)$.

Returning then to the proof of Theorem 1.1 assume that $f : \Omega \to \Omega'$ is a quasiconformal mapping between two $B^{s+1-\frac{1}{p}}_{p,p}$-domains, with $\mu_f \in W^{s,p}(\Omega)$.
Since by assumption $\Omega$ is a Lipschitz-domain one can extend $\mu_f$ to a compactly supported Beltrami coefficient $\tilde{\mu}$ in $W^{s,p}(\Omega)$. According to [CMO13, Theorem 1.1] one has $F \in W^{s+1,p}_{\text{loc}}(\Omega)$ for any quasiconformal map with Beltrami coefficient $\tilde{\mu}$. In particular, $F|_{\Omega} \in W^{s+1,p}(\Omega)$.

Next, as $\tilde{\mu} \in C^1$, the Jacobian $J(z,F)$ does not vanish [AIM09, p. 167], and therefore $F$ is also bi-Lipschitz on compact subsets of the plane. Moreover, from Lemma 4.1 we see that the boundary values $F|_{\partial \Omega} \in B^{s+1-\frac{1}{p}}_{p,p}(\partial \Omega)$. A glance at the Definitions 2.14 and 2.15 shows that thus also $F(\Omega)$ is a $B^{s+1-\frac{1}{p}}_{p,p}$-domain.

To connect $F$ with the original mapping $f : \Omega \to \Omega'$ one applies Stoilow’s factorization which gives $f = h \circ F$, where $h : F(\Omega) \to \Omega'$ is conformal. Here $h \in W^{s+1,p}(F(\Omega))$ by Corollary 3.4, while Corollary 2.23 shows that $f = h \circ F \in W^{s+1,p}(\Omega)$. This completes the proof of Theorem 1.1.

For the proof of Theorem 1.3, note first that if $g : \mathbb{D} \to \Omega$ is a quasiconformal homeomorphism onto a $B^{s+1-\frac{1}{p}}_{p,p}$-domain with Beltrami coefficient $\mu_g \in W^{s,p}(\mathbb{D})$, then Theorem 1.1 shows that $g \in W^{s+1,p}(\mathbb{D})$. Also, the factorisation $g = h \circ F$ with Corollary 3.4 c) and the proof of Theorem 1.1 shows that $g$ is bi-Lipschitz. Conversely, for a quasiconformal $g \in W^{s+1,p}(\mathbb{D})$ the Beltrami coefficient $\mu_g \in W^{s,p}(\mathbb{D})$, and if in addition $g$ is bi-Lipschitz, then Lemma 4.1 shows that $g|_{\Omega}$ gives a parametrization of $\partial \Omega$, required by Definition 2.14 to make $\Omega$ a $B^{s+1-\frac{1}{p}}_{p,p}$-domain.

Last, the proof of Theorem 1.4 concerning the case where $f : \Omega \to \Omega'$ is quasiconformal with $\mu_f \in F^{s+1}_{p,q}(\Omega)$ and $s \in \mathbb{R} \setminus \mathbb{N}$, is again similar. By assumptions of the Theorem, $\Omega$ and $\Omega'$ are $B^{s+1-\frac{1}{p}}_{p,p}$-domains, thus $\mu_f$ extends to $\tilde{\mu} \in F_{p,q}^s(\mathbb{C})$, and if $F : \mathbb{C} \to \mathbb{C}$ is quasiconformal with Beltrami coefficient $\tilde{\mu}$, then [CMO13, Theorem 1.1] implies that $F \in (F^{s+1}_{p,q})_{\text{loc}}(\mathbb{C})$.

As in the proof of Theorem 1.1 we see that $F$ is bi-Lipschitz in $\Omega$, and using then Lemma 4.2 it follows that $F(\Omega)$ is a $B^{s+1-\frac{1}{p}}_{p,p}$-domain. Finally, in the Stoilow factorisation $f = h \circ F$ the conformal factor $h \in F^{s+1}_{p,q}(F(\Omega))$ by Corollary 3.4 b), so that the proof of Theorem 1.4 is completed via Theorem 2.22.

To compare the required steps the reader may use the following dictionary:

| Sobolev context | Triebel-Lizorkin context |
|----------------|--------------------------|
| $W^{s,p}(\Omega)$ | $F^{s}_{p,q}(\Omega)$ |
| $W^{s+1,p}(\Omega)$ | $F^{s+1}_{p,q}(\Omega)$ |
| $B^{s+1-\frac{1}{p}}_{p,p}(\partial \Omega)$ | $B^{s+1-\frac{1}{p}}_{p,p}(\partial \Omega)$ |
5 Proof of Theorem 1.5

In this section we prove Theorem 1.5. We will write $B_\Omega = \chi_\Omega B(\chi_{\Omega^c})$ and $B_{\Omega,\Omega^c} = \chi_{\Omega^c} B(\chi_\Omega)$, and similarly for the Cauchy transform or any other operator acting on functions defined in $C$. In Section 5.1 we outline its proof, which follows the steps of [Pra15b] by means of a classical Fredholm argument, reducing the proof to checking that $I_\Omega - \mu^m(B^m)_{\Omega}$ is invertible, and that the commutator $[\mu, B_\Omega]$ and the Beurling reflection $\chi_\Omega B(\chi_{\Omega^c} B(\chi_\Omega))$ are compact (together with a family of related operators).

After that we recall Dorronsoro’s Betas in Section 5.2 which will be our tool to measure the flatness of the boundary in a multi-scale basis. Next we show that the iterates of the truncated Beurling transform are bounded with subexponential growth (polynomial in fact) in Section 5.3 which will allow us to isolate the invertible part of the Fredholm operator. We check the compactness of the commutator in Section 5.4. Finally we prove the compactness of the Beurling Reflection in Section 5.5 in what represents the most difficult challenge in this paper, leaving a technical lemma to be shown in Section 5.6 where Meyer’s polynomials are introduced to control oscillation in Whitney cubes. Some additional details of the structure of this section were already given in Section 1.1.

There are several novelties in this section worthy to mention. First of all, the approximation of the boundary smoothness via betas is not new, stemming from the work of Dorronsoro and adapted to the measurement of boundary Besov regularity by Cruz and Tolsa, but in Definition 5.5 we introduce an approach which makes it more easy to use than in previous papers, defining a beta coefficient directly related to the Whitney cube. This does not imply a change in the techniques, but it makes the proofs more readable, since we don’t need to switch every time to a local parameterization of the boundary and back. This usage is summarized by Lemmata 5.7, 5.8 and 5.9 which will be used to control many key quantities related to boundary.

All in all, the main result of this section is the compactness of the Beurling reflection. In [Pra15b] the proof for the Sobolev scale with integer degrees of smoothness is quite cumbersome, and does not extend to the case we have here. Here, instead we prove directly the smoothing estimate

$$\|\chi_\Omega B(\chi_{\Omega^c} B^m(\chi_\Omega \hat{f}))\|_{\dot{F}_{p,q}^s(\Omega)} \lesssim_h \|f\|_{C^s(\Omega)}.$$ 

The authors believe that this approach may help to simplify the proof in the Sobolev scale with natural smoothness as well.

To obtain the above estimate we have to use the beta lemmata again for the local part, but we approach the nonlocal part via an explicit expression for the kernels of these reflections. Using this particular expression, we rewrite the reflection as a main term which is the product of the iterated Beurling transform times
the derivative of the Beurling transform of the characteristic function plus a finite sum of terms whose kernels involve the Taylor errors of the antiderivatives of the iterated Beurling transform $\bar{\partial}^{-(m-j)} B^j \chi_B$. These error terms are controlled using a number of techniques developed by the second and third authors in previous works, the main novelty being the proof of Lemma 5.23. There we substitute the Taylor approximation by Meyer’s polynomials, in order to apply Poincaré inequalities.

### 5.1 Proof of Theorem 1.5 modulo key auxiliary results

Our aim is to establish the invertibility of $(I - \mu B)(\chi_{\Omega'})$ in $F_{p,q}^s(\Omega)$. Here $\chi_{\Omega} g$ denotes the extension of a given function $g \in F_{p,q}^s(\Omega)$ by zero in $\Omega^c$. We will follow the scheme used in [CMO13] and [Pra15b]. That is, we will reduce the proof to the compactness of the commutator. In our context, however, as it happens in [Iwa92] and [Sch02], we will check that the truncated Beurling transform is bounded on $\Omega$.

First we will study the compactness of $\chi_B m$. We want to check that for large enough, the operator $I_\Omega - (\mu B) m$ is an invertible operator and a compact one.

Consider $m \in \mathbb{N}$. Recall that $(B^m)_\Omega g = \chi_B m(B^m g)$ for $g \in L^p(\Omega)$ and $I_\Omega$ be the identity on $F_{p,q}^s(\Omega)$. Let us define $P_m := I_\Omega + \mu B_\Omega + (\mu B_\Omega)^2 + \cdots + (\mu B_\Omega)^{m-1}$. We will check that the truncated Beurling transform is bounded on $F_{p,q}^s(\Omega)$ in Theorem 5.11 below. Since $F_{p,q}^s(\Omega)$ is a multiplicative algebra (under the conditions of Lemma 2.25), we have that $P_m$ is bounded in $F_{p,q}^s(\Omega)$. Note that

$$P_m \circ (I_\Omega - \mu B_\Omega) = (I_\Omega - \mu B_\Omega) \circ P_m = I_\Omega - (\mu B_\Omega)^m,$$

and

$$I_\Omega - (\mu B_\Omega)^m = (I_\Omega - \mu^m(B^m)_\Omega) + \mu^m((B^m)_\Omega - (B_\Omega)^m) + (\mu^m(B_\Omega)^m - (\mu B_\Omega)^m) = A_m^{(1)} + \mu^m A_m^{(2)} + A_m^{(3)}.$$

Note the difference between $(B_\Omega)^m g = \chi_B(B(\cdots \chi_B B(\chi_B g))$ and $(B^m)_\Omega g = \chi_B m(B^m g)$. We want to check that for $m$ large enough, the operator $I_\Omega - (\mu B_\Omega)^m$ is the sum of an invertible operator and a compact one.

First we will study the compactness of $A_m^{(3)} = \mu^m(B_\Omega)^m - (\mu B_\Omega)^m$. To start, writing $[\mu, B_\Omega](\cdot)$ for the commutator $\mu B_\Omega(\cdot) - B_\Omega(\mu \cdot)$ we have the telescopic sum

$$A_m^{(3)} = \sum_{j=1}^{m-1} \mu^{m-j} [\mu, B_\Omega] (\mu^{j-1}(B_\Omega)^{m-1}) + (\mu B_\Omega) A_{m-1}^{(3)}.$$

Arguing by induction we can see that $A_m^{(3)}$ can be expressed as a sum of operators bounded in $F_{p,q}^s(\Omega)$ which have $[\mu, B_\Omega]$ as a factor. It is well-known that the compactness of a factor implies the compactness of the operator (see for instance [Sch02 Section 4.3]).

In our first key auxiliary result, Lemma 5.14 below, we verify that the commutator $[\mu, B_\Omega]$ is compact in $F_{p,q}^s(\Omega)$.
Consider now $A_m^{(2)} = (B^m)^\Omega - (B^m)^\Omega$, which is bounded in $F_{s,p,q}^s(\Omega)$ again by Theorem 5.11 below. We define the operator

$$
R_m g := \chi_{\Omega} B (\chi_{\Omega} \cdot B^m (\chi_{\Omega} g))
$$

(5.3)

which is well defined for instance if $g \in L^p(\mathbb{C})$ with $p > 1$. This operator can be understood as a (regularizing) reflection with respect to the boundary of $\Omega$. Note that $R_{m-1} = \chi_{\Omega} \cdot B_{m-1} (\chi_{\Omega})$, leading to $A_m^{(2)} = R_{m-1} + B_\Omega \circ A_m^{(2)}$. Thus, the reflection is bounded and the compactness of $R_m$ shown in our second key auxiliary result, Theorem 5.15 below, will prove the compactness of $A_m^{(2)}$.

Now, the following claim is the remaining ingredient for the proof of Theorem 1.5.

**Lemma 5.1.** For $m$ large enough, $A_m^{(1)}$ is invertible.

**Proof.** Since $sp > 2$ we can use the algebra structure (2.12) and (2.13) to conclude that for every $g \in F_{s,p,q}^s(\Omega)$

$$
\|\mu^m(B^m)\Omega g\|_{F_{s,p,q}^s(\Omega)} \leq \|\mu^m\|_{F_{s,p,q}^s(\Omega)} \|\Omega\|_{F_{s,p,q}^s(\Omega)}
$$

$$
\leq m^N \|\mu\|_{L^\infty} \|\mu^m\|_{F_{s,p,q}^s(\Omega)} \|\Omega\|_{F_{s,p,q}^s(\Omega)}
$$

By our third key auxiliary result, Theorem 5.11 below, there are constants depending on the Lipschitz character of $\Omega$ (and other parameters) but not on $m$, such that

$$
\|\Omega\|_{F_{s,p,q}^s(\Omega)} \leq m^N \|\mu\|_{L^\infty} \|\mu^m\|_{F_{s,p,q}^s(\Omega)}
$$

As a consequence, for $m$ large enough the operator norm $\|\mu^m(B^m)\Omega\|_{F_{s,p,q}^s(\Omega)} \to F_{s,p,q}^s(\Omega) < 1$ and, thus, $A_m^{(1)}$ in (5.2) is invertible.

Now we can complete the proof of Theorem 1.5 for $0 < s < 1$ by the usual Fredholm argument as follows.

**Proof of Theorem 1.5.** For $m$ big enough, the restricted Beltrami operator $I_{\Omega} - (\mu B_\Omega)^m$ can be expressed using (5.2) as the sum of an invertible operator $A_m^{(1)}$ (see Lemma 5.1) and the compact operator $\mu^m A_m^{(2)} + A_m^{(3)}$ (its compactness granted in the comments above together with Lemma 5.14 and Theorem 5.15). By (5.1), we can deduce that $I_{\Omega} - \mu B_\Omega$ is a Fredholm operator (see Sch02 Theorem 5.5). The same argument works with any other operator $I_{\Omega} - t \mu B_\Omega$ for $0 < t < 1/\|\mu\|_{L^\infty}$. It is well known that the Fredholm index is continuous with respect to the operator norm on Fredholm operators (see Sch02 Theorem 5.11), so the index of $I_{\Omega} - \mu B_\Omega$ equals that of $I_{\Omega}$, i.e., 0.

It only remains to see that our operator is injective in order to obtain its invertibility. Since the Beurling transform is an isometry on $L^2(\mathbb{C})$ and $\|\mu\|_{L^\infty} < 1$, the
operator $I - \mu \mathcal{B}$ is injective in $L^2(\mathbb{C})$. Thus, if $g \in F^s_{p,q}(\Omega)$, and $(I_\Omega - \mu \mathcal{B}_\Omega)g = 0$, we define $G(z) = g(z)$ if $z \in \Omega$ and $G(z) = 0$ otherwise, and then we have that

$$(I - \mu \mathcal{B})G(z) = (I - \mu \chi_\Omega \mathcal{B})(\chi_\Omega G)(z) = \begin{cases} (I_\Omega - \mu \mathcal{B}_\Omega)g(z) = 0 & \text{when } z \in \Omega \\ 0 & \text{otherwise.} \end{cases}$$

By the injectivity of the first operator, since $G \in L^2$ we get that $G = 0$ and, thus, $g = 0$ as a function of $F^s_{p,q}(\Omega)$.

Now, remember that the principal solution of (1.1) is $f(z) = Ch(z) + z$, where

$$h := (I - \mu \mathcal{B})^{-1} \mu,$$

that is, $h - \mu \mathcal{B}(h) = \mu$, so $\text{supp}(h) \subset \text{supp}(\mu) \subset \overline{\Omega}$ and, thus, $\chi_\Omega h + \mu \mathcal{B}_\Omega(h) = h + \mu \mathcal{B}(h) = \mu$ modulo null sets, so

$$h|_\Omega = (I_\Omega - \mu \mathcal{B}_\Omega)^{-1} \mu,$$

proving that $h|_\Omega \in F^s_{p,q}(\Omega)$. By [AIM09, Theorem 4.3.12] we have that $Ch \in L^p(\mathbb{C})$.

Since the derivatives of the principal solution, $\partial f|_\Omega = h|_\Omega$ and $\partial f|_\Omega = \mathcal{B}_\Omega h + 1$, are in $F^s_{p,q}(\Omega)$, we have $f \in F^{s+1}_{p,q}(\Omega)$ by (2.9). 

The remaining subsections below are devoted to establishing our three key auxiliary results needed, Lemma 5.14 together with Theorems 5.15 and 5.11 below.

### 5.2 Dorronsoro’s Betas

Given two sets $A$ and $B$, their symmetric difference is $A \Delta B := (A \cup B) \setminus (A \cap B)$ and their long distance is

$$D(A,B) := \text{diam}(A) + \text{diam}(B) + \text{dist}(A,B).$$

Let $\mathcal{D}_d$ stand for a dyadic grid of $\mathbb{R}^d$.

**Definition 5.2.** Given a domain $\Omega$, we say that a collection of open dyadic cubes $W \subset \mathcal{D}_d$ is a Whitney covering of $\Omega$ if the cubes are disjoint, $\Omega = \bigcup_{Q \in W} \overline{Q}$, there exists a constant $C_W$ such that

$$C_W \ell(Q) \leq \text{dist}(Q, \partial \Omega) \leq 4C_W \ell(Q),$$

and the family $\{5Q\}_{Q \in W}$ has a finite superposition property. Moreover, we will assume that

$$S \subset 5Q \implies \ell(S) \geq \frac{1}{2} \ell(Q).$$
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The existence of such a covering is granted for any open set different from $\mathbb{R}^d$ and in particular for any domain as long as $C_W$ is big enough (see [Ste70, Chapter 1] for instance). Note that $C_W$ may be increased if needed for our purposes by dividing each cube into its dyadic sons, for instance.

Jose R. Dorronsoro introduced the following polynomials to study the Besov norms of functions in [Dor85] (see [Pra17, Proposition 2.3] for the consistency of this definition):

**Definition 5.3.** Let $I$ be an interval and let $f \in L^1_{\text{loc}}(3I)$. Then, there exists a unique polynomial $R_n^j f$ of degree $n$ (or smaller) such that for every $j \in \{0, 1, \ldots, n\}$,

$$
\int_I (R_n^j f - f)x^j \, dm = 0,
$$

see Figure 5.1. Then, we define

$$
\beta_n(f, I) := \frac{1}{\ell(I)} \int_{3I} \frac{|f(x) - R_n^j f(x)|}{\ell(I)} \, dm(x).
$$

![Figure 5.1: The minimal normalized area comprised between a degree 2 polynomial and the function $f$ in the interval $3I$ is $\beta_2(f, I)$.](image)

The $\beta$-coefficients are closely related to Jones-David-Semmes ones. Namely, if $f$ is Lipschitz and $n = 1$, then $\beta_1(f) \approx \beta_1$. On the other hand, these polynomials satisfy that

$$
\|R_n^j f\|_{L^\infty(I)} \lesssim_n \ell(I)^{-1}\|f\|_{L^1(I)}.
$$

(5.5)

As it was observed in [Pra17 (2.10)], one can rewrite [Dor85 Theorem 1] in terms of these coefficients as follows.

**Lemma 5.4.** Let $0 < s < n + 1$ and $1 \leq p < \infty$. Then for every $f \in B^s_{p,p}(\mathbb{R})$, we have that

$$
\|f\|_{B^s_{p,p}} \approx \left( \sum_{I \in \mathcal{D}_1} \left( \frac{\beta_{\text{loc}}(f, I)}{\ell(I)^{s-1}} \right)^p \ell(I) \right)^{\frac{1}{p}}.
$$
We will use the beta coefficients to measure the regularity of a domain. Namely, we measure in every scale how far is each portion of the boundary to be the graph of a polynomial, via a dyadic approach. To make the notation less dense, we will assign the coefficients to the Whitney cubes straight ahead. To do so, we will chose a beta coefficient comparable to the supremum of the betas of the reasonable choices for each cube. In the following definitions and computation we use \( \varepsilon_{\delta} := \frac{R}{\sqrt{1 + \delta^2}} \), which grants that whenever \( x < \varepsilon_{\delta} \), the image \((x, A(x))\) under a parameterization \( A \) is a boundary point even if the Lipschitz constant \( \delta \) is big.

Let \( \Omega \subset \mathbb{C} \) be a bounded \((\delta, R)\)-Lipschitz domain. We will consider a given finite collection of boundary points \( X = \{x_j\}_{j=1}^M \subset \partial \Omega \) such that \( \{B(x_j, \varepsilon_{\delta})\}_{j=1}^M \) is a disjoint family but the double balls cover the boundary. After an appropriate rigid movement \( \tau_j \) (rotation and translation) which maps \( x_j \) to the origin, the boundary \( \partial(\tau_j \Omega) \) coincides with the graph of a Lipschitz function \( A_j \) in the cube \( Q_j = Q(0, R) \), with \( A_j \) supported in \( [-4R, 4R] \) and derivative satisfying \( \|A'_j\|_{L^\infty} \leq \delta \).

**Definition 5.5.** Given a cube \( Q \in W_\Omega \) with \( \ell(Q) \) small enough, say \( \ell(Q) \leq C_\Omega \), we say that a pair \((x_j, J)\) is admissible for \( Q \) (see Figure 5.2), writing \((x_j, J) \in J_Q \) if

1. The length \( \ell(J) = \ell(Q) \) and \( J \subset [-\varepsilon_{\delta}, \varepsilon_{\delta}] \).
2. The image of \( J \) under the graph function \( \tau_j^{-1} \circ (Id, A_j) \) is a set \( U_j \subset \partial \Omega \) with long distance \( D(Q, U_j) \approx \ell(Q) \), see (5.4).

Then, we assign the number

\[
\beta_{(n)}(Q) := \min_{(x_j, J) \in J_Q} \beta_{(n)}(A_j, J).
\]

If the cube is greater than \( C_\Omega \), we will assign \( \beta_{(n)}(Q) := 1 \).

**Remark 5.6.** Note that the number of candidates \( J \) above is uniformly bounded in terms of the Lipschitz character and the Whitney constants. At the same time, every interval \( J \) can be chosen for a uniformly bounded number of Whitney cubes depending on the same constants.

Combining Lemma 5.4 with the proof of [Pra17, (A.1)] and noting that in Definition 5.5 one has the uniform bound \#\( J_Q \leq C \), one gets the following lemma:

**Lemma 5.7.** Let \( 0 < s < 1 \), \( 1 < p < \infty \) with \( sp > 2 \) and let \( \Omega \) be a \((\delta, R)\)-Lipschitz \( B^{s+1-\frac{1}{p}}_{p,p} \)-domain. Then

\[
\left( \sum_{Q \in W_\Omega \ell(Q) \leq C_\Omega} \beta_{(1)}(Q) \ell(Q)^{2-2sp} \right)^{\frac{1}{p}} \lesssim \|\nu\|_{\chi_{B^{s+1-\frac{1}{p}}_{p,p}}(\partial \Omega)}.
\]
Figure 5.2: The candidate intervals in $\mathcal{J}_Q$ can be identified with the bold red segments, see Definition 5.5, which correspond to only a bounded number of different local parameterizations of the boundary.

with constants depending on the Lipschitz character of $\Omega$ and $\mathcal{H}^1(\partial\Omega)$, where $\nu$ stands for the unit outward normal vector to the boundary of the domain.

The $\beta$-coefficients will appear in a natural way along the present section thanks to the following relation introduced in [CT12, (7.3)].

Lemma 5.8. Let $\Omega$ be a bounded $(\delta, R)$-Lipschitz domain and let $\mathcal{W}$ be a Whitney covering with appropriate constants. Then, for $x, y \in Q \in \mathcal{W}$ with $Q \subset \bigcup_{j=1}^{M} B(x_j, \frac{\varepsilon_j}{12})$, there exists a half plane $\Pi_Q$ so that for every $0 < \ell_0 < R$, the estimate

$$
\int_{\Omega \Delta \Pi_Q} \frac{1}{|z - x|^{2+\eta}} dm(z) \lesssim \left( \sum_{P \in \mathcal{W}, P \ni Q, \ell(P) \leq \ell_0} \frac{\beta_{(1)}(P)}{\ell(P)^{\eta}} + \frac{1}{\ell_0^{\eta}} \right) \quad (5.6)
$$

holds, with the constant $\rho > 1$ depending only on the Lipschitz character of the domain and $\eta > 0$.

Note that the condition $\rho P \ni Q$ in the last sum above, implies that the cubes $P$ cannot be much smaller than $Q$, namely $\ell(P) \geq \frac{\ell(Q)}{\rho}$, and thus the number of cubes $P$ on a given scale stays uniformly bounded for any given $Q$. Essentially $\Pi_Q$ is a half-plane whose boundary coincides with the minimizer for $\beta_{(1)}(Q)$. To be precise, we choose $(x_j, J) \in \mathcal{J}_Q$ and we choose $\Pi_Q$ so that it contains $Q$ and $\tau_j \partial \Pi_Q$ minimizes $\beta_{(c)}(A_j, J)$, see Definition 5.5. Above we chose the Whitney constants big enough so that that $\text{dist}(Q, \Pi_Q) \approx \ell(Q)$. Note that in case $\ell(Q) \geq C_{\Omega}$ we can chose any half-plane whose boundary is at distance from $Q$ comparable to $\ell(Q)$.
To end with beta coefficients, we write the following lemma, which will be used several times along the text.

**Lemma 5.9.** Let \( \Omega \subset \mathbb{C} \) be a bounded \( \mathcal{B}_{p,p}^{s+1-\frac{1}{p}} \)-domain, with \( 0 < s < 1 \), \( 1 < p < \infty \) and \( sp > 2 \). For \( \ell > s \), we have that

\[
\sum_{Q \in \mathcal{W}} \ell(Q)^{2+(\ell-s)p} \left( \left( \sum_{\rho_P \geq Q, \ell(P) \leq 2R} \frac{\beta(1)(P)}{\ell(P)^{\epsilon}} \right)^p + 1 \right) \lesssim \|v\|^p_{\mathcal{B}_{p,p}^{s-\frac{1}{p}}(\partial \Omega)},
\]

with constants depending on \( \ell, s, p \), the Whitney constants, the Lipschitz character of the domain and its diameter.

**Proof.** Fix \( \varepsilon < \ell - s \). Then

\[
\mathcal{S} := \sum_{Q \in \mathcal{W}} \ell(Q)^{2+(\ell-s)p} \left( \left( \sum_{\rho_P \geq Q, \ell(P) \leq 2R} \frac{\beta(1)(P)}{\ell(P)^{\epsilon}} \right)^p + 1 \right) \lesssim \left( C_{\Omega}^2 + \sum_Q \ell(Q)^{2+(\ell-s)p} \sum_{\rho_P \geq Q} \frac{\beta(1)(P)^p}{\ell(P)^{(\ell-s)\epsilon} (\ell(Q)^{\epsilon})^p} \right).
\]

Now, using Remark 5.10 for \( P \in \mathcal{W} \), since \( 2 + (\ell-s-\varepsilon)p > 2 \) we have that

\[
\sum_{Q \subset P} \ell(Q)^{2+(\ell-s-\varepsilon)p} \approx \sum_{J \subset I, \ell(J) \leq \ell(I) \varepsilon} \ell(J)^{2+(\ell-s-\varepsilon)p} \approx \sum_{I \in \mathcal{J}(P)} \ell(I)^{2+(\ell-s-\varepsilon)p} \approx \ell(P)^{2+(\ell-s-\varepsilon)p}.
\]

Thus, by Lemma 5.7 we get

\[
\mathcal{S} \lesssim \left( C_{\Omega,\ell-s,p} + \sum_P \frac{\beta(1)(P)^p}{\ell(P)^{(\ell-s)\epsilon}} \right) \lesssim C_{\Omega,\ell-s,p} \|v\|^p_{\mathcal{B}_{p,p}^{s-\frac{1}{p}}(\partial \Omega)}.
\]

\[
\square
\]

**Remark 5.10.** Since we are in a Lipschitz domain, it is enough \( 2 + (\ell-s-\varepsilon)p > 1 \), see [PTI15, Lemma 3.12]. Thus, the preceding lemma holds in fact whenever \( \ell > s - \frac{1}{p} \).
5.3 Boundedness of the truncated iterates

Consider $1 < p < \infty$, $sp > 2$, and $0 < s < 1$ and let $\Omega$ be a bounded $B_{p,p}^{s+1-\frac{1}{p}}$-domain. Victor Cruz and Xavier Tolsa showed that for every $f \in F_{p,2}^s(\Omega)$ we have that

$$\|B(\chi_\Omega f)\|_{F_{p,2}^s(\Omega)} \leq C\|\nu\|_{B_{p,p}^{s-1/p}(\Omega)} \|f\|_{F_{p,2}^s(\Omega)},$$

where $C$ depends on $p$, $s$, diam$(\Omega)$ and the Lipschitz character of the domain. (see [CT12, Corollary 1.3]).

Nevertheless, this estimate is not enough, since we need to estimate the iterates of the Beurling transform, that is, Theorem 5.11 below. Moreover, we are dealing with the larger Triebel-Lizorkin scale (with values other than 2 allowed for $q$ as well). Thus, we proceed to give a quantitative control of $\{B^m\chi_\Omega f\}_{m \in \mathbb{N}}$. The following is a fractional version of what the second author got in [Pra17].

**Theorem 5.11.** Consider $m \in \mathbb{N}$, $0 < s < 1$ and $1 < p,q < \infty$ with $sp > 2$, and let $\Omega$ be a bounded $B_{p,p}^{s+1-\frac{1}{p}}$-domain. Then, for every $f \in F_{p,q}^s(\Omega)$ we have that

$$\|B^m(\chi_\Omega f)\|_{F_{p,q}^s(\Omega)} \leq Cm^2\|\nu\|_{B_{p,p}^{s-1/p}(\Omega)} \|f\|_{F_{p,q}^s(\Omega)},$$

where $C$ depends on $s$, $p$, $q$, diam$(\Omega)$ and the Lipschitz character of the domain but not on $m$.

During the last 40 years, research on Calderón-Zygmund theory has produced a number of $T_1$ and $T_b$ theorems, which consist in reducing the boundedness of an operator $T$ in a function space to fact that $T_1$ (or $T(b)$ for a certain bounded function $b$) belongs to that space. The second and third authors of the present manuscript obtained a $T(1)$ Theorem in [PS17] in the framework of Triebel-Lizorkin spaces on domains, which allows us to reduce the proof of Theorem 5.11 above to checking the behavior of the operators on the constant functions.

**Lemma 5.12.** Consider $m \in \mathbb{N}$, let $0 < s < 1$, $1 < p,q < \infty$ with $sp > 2$, let $\Omega$ be a bounded $B_{p,p}^{s+1-\frac{1}{p}}$-domain. Then $B^m\chi_\Omega \in F_{p,q}^s(\Omega)$ and, moreover,

$$\|B^m\chi_\Omega\|_{F_{p,q}^s(\Omega)} \leq m^2\|\nu\|_{B_{p,p}^{s-1/p}(\Omega)},$$

the constant depending only on the indices $s$, $p$ and $q$, the Lipschitz character of the domain and its diameter.

**Proof.** Note that if $p < q$, then $\|B^m\chi_\Omega\|_{F_{p,q}^s(\Omega)} \leq \|B^m\chi_\Omega\|_{B_{p,p}^{s-1/p}(\Omega)}$ by Proposition 2.20 so we will assume with no loss of generality that $p \geq q$, which in particular implies that $s > 0 \geq \frac{2}{p} - \frac{2}{q}$. We follow the approach given in [CT12] proof of Lemma 6.3.
which gets quite shorter with the norm given in Theorem 2.18. Indeed, we only need to control the homogeneous seminorm
\[
\|B^m \chi_\Omega\|_{P^{s,q}_f(\Omega)} := \sum_{Q \in \mathcal{W}} \int_{2Q} \left( \int_{\partial Q} \frac{|B^m \chi_\Omega(x) - B^m \chi_\Omega(y)|^q}{|x-y|^{q+2}} dy \right)^{\frac{q}{p}} dx,
\tag{5.7}
\]
and the non-local part in the aforementioned proof, which is the most difficult one to treat, is not there anymore.

Choose a half-plane \(\Pi_Q\) as in Lemma 5.8. By (5.5), choosing appropriate Whitney constants we have that \(x\) and \(y\) are in \(\Pi_Q\). Next we use that, formally, \(B^m \chi_{\Pi_Q}\) is constant in \(\Pi_Q\) and \(\Pi_Q^c\) (see [CT12, Lemma 4.2]), i.e., that \(B^m \chi_{\Pi_Q} - B^m \chi_\Omega(y)\) is constant in \(\Pi_Q\) as well, so \(|B^m \chi_\Omega(x) - B^m \chi_\Omega(y) - B^m \chi_{\Pi_Q}(x) + B^m \chi_{\Pi_Q}(y)|\) (understood in the BMO sense as in [AIM09, Section 4.6]). We next make this statement rigorous.

It is well-known (see [AIM09, Section 4.1.4]) that
\[
B^m \varphi(z) = \lim_{\varepsilon \to 0} \frac{m(-1)^m}{\pi} \int_{|w-z|>\varepsilon} \frac{(z-w)^{m-1}}{(z-w)^{m+1}} \varphi(w) dm(w) \quad \text{for } \varphi \in L^2. \tag{5.8}
\]
In order to be able to write a concrete formula for the action of the Beurling transform on \(L^\infty\)- or \(BMO\)-functions, such as characteristic functions we are dealing with, one can apply a specific kernel as in [AIM09, (4.91)]. On the other hand under iteration such a formula easily becomes cumbersome, and in the literature there seems not to appear suitable formulae for this purpose. However, the reader can check that
\[
\int_{r \not\subseteq \Pi_Q \setminus B(x,\varepsilon)} \frac{(z-x)^{m-1}}{(z-x)^{m+1}} dm(z) - \int_{r \not\subseteq \Pi_Q \setminus B(y,\varepsilon)} \frac{(z-y)^{m-1}}{(z-y)^{m+1}} dm(z) \xrightarrow{r \to \infty} 0
\]
using Green’s formula [AIM09, Theorem 2.9.1] (see the proof of Lemma 5.17 below for inspiration), and
\[
\int_{(r \not\subseteq \Pi_Q \setminus B(x,\varepsilon))} \frac{(z-x)^{m-1}}{(z-x)^{m+1}} - \frac{(z-y)^{m-1}}{(z-y)^{m+1}} dm(z) \xrightarrow{r \to \infty} 0.
\]
Note that the preceding fact can be seen as a consequence of the evenness of the kernel. These formulae solve the above iteration problem, and using (5.8) we can write
\[
|B^m \chi_\Omega(x) - B^m \chi_\Omega(y)| \leq m \int_{\Omega \Delta \Pi_Q} \frac{|(z-x)^{m-1} - (z-y)^{m-1}|}{(z-x)^{m+1} - (z-y)^{m+1}} dm(z)
\leq m^2 \int_{\Omega \Delta \Pi_Q} \frac{|x-y|}{|z-x|^3} dm(z).
\]
By formula (5.6) in Lemma 5.8, we can write

$$|B^m \chi_\Omega(x) - B^m \chi_\Omega(y)| \lesssim m^2 |x - y| \left( \sum_{P \in W: Q \subset P} \frac{\beta_1(P)}{\ell(P)} + \frac{1}{\diam(\Omega)} \right).$$

Combining with (5.7), we get that

$$\|B^m \chi_\Omega\|_{F^s_{p,q}(\Omega)}^p \lesssim \sum_{Q \in W} |Q| \left( \ell(Q)^{(1-s)q} m^{2q} \left( \sum_{P: Q \subset P} \frac{\beta_1(P)}{\ell(P)} + \frac{1}{\diam(\Omega)} \right) \right)^q \lesssim m^{2p} \sum_{Q \in W} \ell(Q)^{2 + p - sp} \left( \sum_{P: Q \subset P} \frac{\beta_1(P)}{\ell(P)} + \frac{1}{\diam(\Omega)} \right)^p$$

and Lemma 5.9 with \( \ell = 1 \) ends the proof.

To complete the proof of Theorem 5.11 we need polynomial estimates for the growth of the \( F^s_{p,q} \) norm of the iterates of the Beurling transform.

**Lemma 5.13.** Let \( m \in \mathbb{N}, 1 < p, q < \infty \) and \( s > 0 \). Then \( B^m \) is bounded on \( F^s_{p,q} \) with norm

$$\|B^m\|_{F^s_{p,q} \to F^s_{p,q}} \lesssim m,$$

where the quantifier depends only on \( p, q, \) and the dimension.

**Proof.** E.g., [CJ05, Thm 1.1] gives the stated bound on the space \( \dot{F}^s_{p,q} \) since the convolution kernel of \( T^m \) obeys the \( L^\infty \)-bound \( \lesssim m \) on the unit circle. In view of the analogous bound on \( L^p \), the desired norm bound then follows for the operator \( T^m \) acting on \( F^s_{p,q} \).

**Proof of Theorem 5.11.** We use the \( T1 \) theorem in [PS17, Theorem 1.1], which says that \( B^m_\Omega^1 \in F^s_{p,q}(\Omega) \) implies that \( B^m_\Omega \) is bounded as an operator from \( F^s_{p,q}(\Omega) \) to itself. In particular we use the quantitative bound [PS17 (5.8)], according to which we have that

$$\|B^m_\Omega\|_{F^s_{p,q}(\Omega) \to F^s_{p,q}(\Omega)} \lesssim m^2 + \|B^m\|_{F^s_{p,q} \to F^s_{p,q}} + \|B^m\|_{L^p \to L^p} + \|B^m\|_{L^q \to L^q} + \|B^m_\Omega^1\|_{\dot{F}^s_{p,q}(\Omega)}.$$  

Lemma 5.13 and Lemma 5.12 imply that

$$\|B^m_\Omega\|_{F^s_{p,q}(\Omega) \to F^s_{p,q}(\Omega)} \lesssim s, p, q, \diam(\Omega), \delta \ m^2 \left( \|\nu\|_{B^{s-1/p}_{p,p}(\partial \Omega)} + 1 \right) \approx s, p, q, \diam(\Omega), \delta \ m^2 \|\nu\|_{B^{s-1/p}_{p,p}(\partial \Omega)}.$$

\( \square \)
5.4 Compactness of the commutator

Lemma 5.14. The commutator $[\mu, B_{\Omega}]$ is compact in $F_{p,q}^s(\Omega)$.

Proof. Choose $s < \beta < 1$. If $\mu \in C^\infty(\mathbb{C})$, then $[\mu, B_{\Omega}] : L^\infty \to F_{p,2}^\beta$ is compact (see [CMO13] (18) and the subsequent paragraph). Precomposing with the inclusion $F_{p,q}^s \to L^\infty$ and postcomposing with $F_{p,2}^\beta \to F_{p,q}^s$ for $\beta > s$ we get that the lemma holds for $C^\infty$ coefficients.

To show compactness for general $\mu \in F_{p,q}^s(\Omega)$, we only need to see that the commutator can be approximated in operator norm by a sequence of commutators with smooth coefficients. For this one only needs to approximate $\mu$ by $t \mu$ (combine the density of $C^\infty$ functions in $F_{p,q}^s$ in [Tri83, Theorem 2.3.3] and Theorem 5.11 ([CT12] is enough in this case), we conclude that $[\mu_n, B_{\Omega}] \to [\mu, B_{\Omega}]$ in the operator norm.

5.5 Beurling Reflection

Theorem 5.15. Let $0 < s < 1$, $1 < p, q < \infty$ with $sp > 2$, and let $\Omega$ be a bounded $B_{p,p}^{s+1-\frac{1}{p}}$-domain. For every $m$, the operator $R_m$ is compact in $F_{p,q}^s(\Omega)$.

Theorem 5.15 is a straight consequence of the Rellich-Kondrachov compactness Theorem (see [Tri83] Remark 4.3.2/1) together with the following proposition.

Proposition 5.16. Let $0 < s < 1$, $1 < p, q < \infty$ with $sp > 2$, and let $\Omega$ be a bounded $B_{p,p}^{s+1-\frac{1}{p}}$-domain, and $m \in \mathbb{N}$. Then

$$\|R_m f\|_{\dot{F}_{p,q}^s(\Omega)} \leq h \|f\|_{C^h(\Omega)}$$

for every $h > 0$.

Next we take a closer look to the kernel of the Beurling reflection defined in (5.3). The reflection can be written as

$$R_m f(z) = \int_{\Omega} \frac{m(-1)^{m+1}n^{-2}}{(z-w)^2} \int_{\Omega} f(\xi) \frac{(w-\xi)^{m-1}}{(w-\xi)^{m+1}} dm(\xi) dm(w).$$

In a quite general setting, one can use Fubini in the former expression of $R_m$ and the related kernel $\tilde{K}_m(z, \xi) = \int_{\Omega} \frac{(w-\xi)^{m-1}}{(z-w)^2 (w-\xi)^{m+1}} dw$ appears as a natural element. Mateu, Orobitg and Verdera study this kernel in [MOV09] Lemma 6] assuming the boundary of the domain $\Omega$ to be in $C^{1+\varepsilon}$ for $\varepsilon < 1$. They prove the size inequality

$$|\tilde{K}_m(z, \xi)| \lesssim \frac{1}{|z-\xi|^{2-\varepsilon}}$$
and a smoothness inequality in the same spirit. Cruz, Mateu and Orobitg proved an analogous result to Theorem 5.15 under stronger assumptions on the regularity of the boundary in [CMO13], namely, that the boundary had \( C^{1+s+\varepsilon} \) parameterizations. They could show that the kernel is smoothing in this context. Their proof was based on the size and the smoothness estimates of the kernel shown in [MOV09], which could be useful for the case \( F^s_{p,2}(\Omega) \) with \( \sigma < s - 2/p \) but they are not sufficiently strong to deal with the endpoint case \( F^s_{p,2}(\Omega) \) when the domain has just \( B^{1+s-\frac{1}{p}}_{p,p} \) parameterizations. Nevertheless, their argument was adapted in [Pra15b] to get Proposition 5.20 below, which will be used to prove Proposition 5.16.

Let us collect the necessary background. Given \( m \in \mathbb{N} \), let us define the kernel
\[
K_m(z,\xi) := \int_{\Omega^c} \frac{m(-1)^{m+1}w^{-2}(w-\xi)^{m-1}}{(z-w)^3(w-\xi)^{m+1}} \, dm(w) = \int_{\partial\Omega} \frac{c_m(w-\xi)^m}{(z-w)^3(w-\xi)^{m+1}} \, dw
\]for all \( z,\xi \in \Omega \), where the path integral is oriented counterclockwise. Note that for suitable \( z \) and \( f \) we will be able to use Fubini’s Theorem to get
\[
\partial R_m f(z) = \int_{\Omega} f(\xi)K_m(z,\xi) \, dm(\xi).
\]

**Lemma 5.17.** Let \( \Pi \) be an open half plane, and \( x,y \in \Pi \). For \( m_1, m_2, m_3 \in \mathbb{N}_0 = \mathbb{N} \cup \{0\} \) with \( m_1 + m_2 - m_3 > 2 \) we have that
\[
\int_{\Pi^c} \frac{(w-y)^{m_3}}{(x-w)^{m_1}(w-y)^{m_2}} \, dm(w) = \int_{\partial \Pi} \frac{(w-y)^{m_3+1}}{(x-w)^{m_1}(w-y)^{m_2}} \, dw = 0
\]

**Proof.** Without loss of generality, we may assume that \( \Pi \) is the upper half plane. For a suitable constant \( c \), Green’s and Cauchy’s theorems imply that
\[
\int_{\Pi^c} \frac{c(w-y)^{m_3}}{(x-w)^{m_1}(w-y)^{m_2}} \, dm(w) = \int_{\partial \Pi} \frac{(w-y)^{m_3+1}}{(x-w)^{m_1}(w-y)^{m_2}} \, dw
\]

\[
= \int_{\partial \Pi} \frac{(w-y)^{m_3+1}}{(x-w)^{m_1}(w-y)^{m_2}} \, dw = 0.
\]

\[\Box\]

We will use an auxiliary function.

**Definition 5.18.** Let us define
\[
h_m(z) := \int_{\partial \Omega} \frac{(\tau-z)^m}{\tau-z} \, d\tau \quad \text{for every } z \in \Omega.
\]
By [Pra15b, Proposition 3.6] the weak derivatives of order $m$ of $h_m$ are

$$\partial^j \tilde{h}^{m-j} h_m = c_{m,j} B^j \chi_{\Omega}, \quad \text{for } 0 \leq j \leq m. \quad (5.10)$$

To shorten notation, we will write $H^j_m = \partial^j h_m$.

Combining (5.10) with Lemma 5.12 one obtains the following:

**Lemma 5.19.** Let $0 \leq j \leq m$, $0 < s < 1$, $sp > 2$ and let $\Omega$ be a bounded $B_{p,p}^{s+1-\frac{1}{p}}$-domain. Then

$$\nabla^{m-j} H^j_m \in B_{p,p}^s(\Omega).$$

Given a $j$ times differentiable function $f$, we will write

$$P^j_z(f)(\xi) = \sum_{|\ell| \leq j} \frac{D^\ell f(z)}{\ell!} (\xi - z)^\ell$$

for its $j$-th degree Taylor polynomial centered in the point $z$. Note that here we are using the standard multi-index notation for the powers.

**Proposition 5.20** (see [Pra15b, Proposition 3.6]). Let $\Omega$ be a bounded Lipschitz domain, and let $m \geq 1$. Then, for every pair $z, \xi \in \Omega$ with $z \neq \xi$, we have that

$$K_m(z, \xi) = c_m B^m \chi_{\Omega}(z) \frac{(\xi - z)^m - 1}{(\xi - z)^{m+1}} + \sum_{j \leq m} c_{m,j} \frac{H^j_m(\xi) - P^m_{j-1} H^j_m(\xi)}{(\xi - z)^{m+3-j}}, \quad (5.12)$$

Note that the Taylor polynomials are well defined because Lemma 5.19 implies the required differentiability.

**Proof of Proposition 5.16.** We assume that $p \geq q$, since otherwise, one has that $\|R_m f\|_{F^s_{p,q}(\Omega)} \leq \|R_m f\|_{F^s_{p,p}(\Omega)}$ (see Proposition 2.20).

Let $0 < \rho < 1$ to be fixed later on. For $f \in F^s_{p,q}(\Omega)$, let us write

$$D^s_q f(x) := \left( \int_{B(x, \rho \delta \Omega(x))} \left| \frac{f(x) - f(y)}{|x - y|^{s+2}} \right|^q dy \right)^{1/q}. \quad (5.13)$$

We want to show that

$$\|D^s_q R_m f\|_{L^p(\Omega)} = \left( \sum_{Q \in W} \|D^s_q R_m f\|_{L^p(Q)}^p \right)^{1/p} \leq C_h \|f\|_{C^h(\Omega)}.$$
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For every Whitney cube $Q$ we choose a bump function $\chi_{3Q} \leq \varphi_Q \leq \chi_{4Q}$ with $|\nabla \varphi_Q| \leq \frac{1}{|Q|}$. Then,

$$
\begin{align*}
0^p \leq & \sum_Q \left| f_Q \right|^p \left\| D_q^s R_m \right\|^p_{L^p(Q)} + \sum_Q \left\| D_q^s R_m (f - f_Q) \varphi_Q \right\|^p_{L^p(Q)} \\
& + \sum_Q \left\| D_q^s R_m (f - f_Q) (1 - \varphi_Q) \right\|^p_{L^p(Q)} = [1] + [2] + [3].
\end{align*}

(5.14)

We will show that each term is bounded by $C \|f\|_{C^\omega(\Omega)}^p$.

Let us begin by the first term in the right-hand side of (5.14), which is the easiest one. Indeed, for any cube $Q$, the mean $|f_Q| \leq \|f\|_{L^p(\Omega)}$. On the other hand the boundedness of $R_m$ in the Triebel-Lizorkin space under consideration implies that $R_m 1 \in F^p_{s,q}(\Omega)$. By Theorem 2.18 this implies

$$
[1] \leq \|f\|_{L^p(\Omega)}^p \left\| R_m 1 \right\|^p_{F^p_{s,q}(\Omega)}.
$$

Next, let us face the local part in (5.14). We fix the following notation: when dealing with the difference of a function $F$ between two points, we will write

$$
F[(x) - (y)] := F(x) - F(y).
$$

Let $x, y \in Q \in \mathcal{W}$. Then, since $B[\chi_{4Q}, B^m(\chi_{4Q})]$ is analytic on $\Omega$, it has continuous derivatives and, thus, by the mean value theorem

$$
|\mathcal{R}_m[(f - f_Q) \varphi_Q]((x) - (y))| \leq \left\| \partial \mathcal{R}_m[(f - f_Q) \varphi_Q] \right\|_{L^p(\Omega)} |x - y|
$$

and, fixing a convenient $\rho$ in (5.13), we get that

$$
[2] \leq \sum_Q \left( \int_{2Q} \left( \left| \mathcal{R}_m[(f - f_Q) \varphi_Q]((x) - (y)) \right|^q \frac{1}{|x - y|^{q+2}} dy \right)^{\frac{p}{q}} dx \right)
$$

$$
\leq \sum_Q \left( \int_{2Q} \left| \partial \mathcal{R}_m[(f - f_Q) \varphi_Q] \right|^p_{L^p(Q)} \frac{1}{|x - y|^{q+2}} dy \right)^{\frac{p}{q}} dx
$$

$$
\leq \sum_Q \left( \int_{2Q} \frac{|x - y|^{q+2}}{|x - y|^{q+2}} dy \right)^{\frac{p}{q}} dx
$$

$$
\leq \sum_Q \left( \int_{2Q} \frac{|x - y|^{q+2}}{|x - y|^{q+2}} dy \right)^{\frac{p}{q}} dx
$$

(5.15)

Take $z \in 2Q$. Then

$$
\partial \mathcal{R}_m[(f - f_Q) \varphi_Q](z) = \int_{\Omega} \frac{c_m}{(z - w)^3} \int \frac{(w - \xi)^{m-1} (f(\xi) - f_Q) \varphi_Q(\xi)}{(w - \xi)^{m+1}} dm(\xi) dm(w).
$$

It is immediate to check that this double integral is absolutely convergent and, thus, Fubini’s Theorem applies and it follows that

$$
\partial \mathcal{R}_m[(f - f_Q) \varphi_Q](z) = \int_{\Omega} (f(\xi) - f_Q) \varphi_Q(\xi) \int_{\Omega} \frac{c_m(w - \xi)^{m-1}}{(z - w)^3 (w - \xi)^{m+1}} dm(w) dm(\xi).
$$
Next, we consider the half-plane $\Pi_Q$ from Lemma 5.8. Recall that $\text{dist}(Q, \Pi_Q) \approx \ell(Q)$. Then, Lemma 5.17 implies that

$$\partial R_m[(f - f_Q)\varphi_Q](z) = \int_{4Q} (f(\xi) - f_Q)\varphi_Q(\xi) \cdot \left( \int_{\Omega_{\varphi}} - \int_{\Pi_Q} \right) \frac{c_m(w - \xi)^{m-1}}{(z - w)^3 (w - \xi)^{m+1}} \, dm(w) \, dm(\xi).$$

Since $z \in 2Q$, taking absolute values we obtain

$$|\partial R_m[(f - f_Q)\varphi_Q](z)| \leq \int_{4Q} |f(\xi) - f_Q| \int_{\Omega_{\varphi}} \frac{c_m}{|z - w|^3 |w - \xi|^2} \, dm(w) \, dm(\xi) \leq \ell(Q)^2 \|f\|_{L^\infty(\Omega)} \int_{\Omega_{\varphi}} \frac{1}{|w - z|^3} \, dm(w).$$

By formula (5.6) in Lemma 5.8, we get

$$|\partial R_m[(f - f_Q)\varphi_Q](z)| \leq \ell(Q)^2 \|f\|_{L^\infty(\Omega)} \left( \sum_{\rho P \subset Q: \ell(P) < R} \frac{\beta(1)(P)}{\ell(P)^3} + R^{-3} \right).$$

Back to (5.15), we have that

$$2 \lesssim \|f\|_{L^\infty(\Omega)} \sum_Q \ell(Q)^2 (3 - s)^p \left( \sum_{\rho P \subset Q: \ell(P) < R} \frac{\beta(1)(P)}{\ell(P)^3} \right)^p + C.$$

By Lemma 5.9 we get

$$2 \lesssim \|f\|_{L^\infty(\Omega)} \|\nu\|_{B_{p,q}^{\frac{1}{2}}(2Q)}.$$

It remains to control the nonlocal part in (5.14), that is,

$$3 \lesssim \sum_Q \int_{2Q} \left( \int_{2Q} |R_m[(f - f_Q)(1 - \varphi_Q)]((x) - (y))|^q \, dy \right)^{\frac{p}{q}} \, dx.$$

As in (5.15), by the mean value property of analytic functions, we have that

$$3 \lesssim \sum_Q \ell(Q)^2 (1 - s)^p \|\partial R_m[(f - f_Q)(1 - \varphi_Q)]\|_{L^p(2Q)} \lesssim \sum_Q \ell(Q)^2 (1 - p) + (1 - s)^p \|\partial R_m[(f - f_Q)(1 - \varphi_Q)]\|_{L^1(\frac{3}{2}Q)}.$$
Take $z \in \frac{5}{2}Q$. Then
\[
\partial \mathcal{R}_m[(f - f_Q)(1 - \varphi_Q)](z)
= \int_{\Omega^c} \frac{c_m}{(z - w)^3} \int_{\Omega} \frac{(w - \xi)^{m-1}(f(\xi) - f_Q)(1 - \varphi_Q(\xi))}{(w - \xi)^{m+1}} \, dm(\xi) \, dm(w).
\]

This double integral is absolutely convergent:
\[
\int_{\Omega^c} \int_{\Omega} \frac{|f(\xi) - f_Q||1 - \varphi_Q(\xi)|}{|z - w|^3|w - \xi|^2} \, dm(\xi) \, dm(w)
\lesssim \|f\|_{L^\infty} \int_{\Omega^c} \frac{|\log(\delta_\Omega(w))| + |\log(\text{diam}(\Omega))|}{|z - w|^3} \, dm(w).
\]

Thus, we can apply Fubini’s Theorem, (5.9) and (5.12) to get
\[
\partial \mathcal{R}_m[(f - f_Q)(1 - \varphi_Q)](z)
= \int_{\Omega^c} (f(\xi) - f_Q)(1 - \varphi_Q(\xi)) \int_{\Omega^c} \frac{c_m(w - \xi)^{m-1}}{(z - w)^3 (w - \xi)^{m+1}} \, dm(w) \, dm(\xi)
= c_m \partial B \chi_\Omega(z) \int_{\Omega^c} (f(\xi) - f_Q)(1 - \varphi_Q(\xi)) \frac{(\xi - \eta)^{m-1}}{(\xi - \eta)^{m+1}} \, dm(\xi)
+ \int_{\Omega^c} (f(\xi) - f_Q)(1 - \varphi_Q(\xi)) \sum_{j \leq m} c_{m, j} \frac{H_j^m(\xi) - P_{z}^{m-j}H_j^m(\xi)}{(\xi - \eta)^{m+3-j}} \, dm(\xi).
\]

Whenever $z \in \Omega \setminus \text{supp} F$, we have that
\[
B_i^n F(z) = c_m \int_{\Omega \setminus \text{supp} F} F(\xi) \frac{(\xi - z)^{m-1}}{(\xi - z)^{m+1}} \, dm(\xi).
\]

Thus, we can apply this identity in the first term of the right-hand side above, and back to (5.16), we obtain
\[
\begin{align*}
\mathcal{S} &\leq \sum_Q \ell(Q)^{2(1-p)+(1-s)p} \|\partial B \chi_\Omega(z) B_i^n[(f - f_Q)(1 - \varphi_Q)](z)\|_{L^1_\xi(\frac{5}{2}Q)}^p \\
&+ \sum_{j \leq m} \sum_Q \ell(Q)^{2(1-p)+(1-s)p} \left\| \int_{\Omega^c} (f(\xi) - f_Q) \frac{|H_j^m(\xi) - P_{z}^{m-j}H_j^m(\xi)|}{|\xi - z|^{m+3-j}} \, dm(\xi) \right\|_{L^1_\xi(\frac{5}{2}Q)}^p \\
&= (5.16) + \sum_{j=0}^m (5.17) \\
&\leq \sum_Q \ell(Q)^{2(1-p)+(1-s)p} \|\partial B \chi_\Omega\|_{L^\infty_x(\frac{5}{2}Q)}^p \|B_i^n[(f - f_Q)(1 - \varphi_Q)]\|_{L^\infty_x(\frac{5}{2}Q)}^p.
\end{align*}
\]

For the first term in the right-hand side, we have that
\[
\begin{align*}
\mathcal{S} &\leq \sum_Q \ell(Q)^{2(1-p)+(1-s)p} \|\partial B \chi_\Omega\|_{L^\infty_x(\frac{5}{2}Q)}^p \|B_i^n[(f - f_Q)(1 - \varphi_Q)]\|_{L^\infty_x(\frac{5}{2}Q)}^p.
\end{align*}
\]
Using again the half-plane $\Pi_Q$ from Lemma \textbf{5.8} whose boundary minimizes $\beta(1)(Q)$, for $z \in \frac{3}{2}Q$ we can write

$$\partial B_{\chi_{\Omega}}(z) = c \left( \int_{\Pi_{Q\setminus B(z, \frac{3}{2}Q)}} - \int_{\Pi_{Q\setminus B(z, \frac{1}{2}Q)}} \right) \frac{1}{(z - w)^3} \, dm(w)$$

(see \cite[Lemma 4.2]{CT12}), where we wrote again $\delta_{\Omega}(z)$ for $\text{dist}(z, \partial \Omega)$. Taking absolute values, by Lemma \textbf{5.8} we get

$$\|\partial B_{\chi_{\Omega}}\|_{L^\infty(\frac{3}{2}Q)} \leq \int_{\Omega \cap \Pi_Q} \frac{1}{D(w, Q)^3} \, dm(w) \leq \sum_{\rho_P \leq Q, \ell(P) < R} \frac{\beta(1)(P)}{\ell(P)} + R^{-1}.$$

On the other hand, for $h \leq s - \frac{3}{2}$, by \cite[Main Lemma]{MOV09} and doing some routine computations, one can check that

$$\|B^m_{\chi_{\Omega}}[(f - f_Q)(1 - \varphi_Q)]\|_{L^\infty(\Omega)} \leq \|B^m_{\chi_{\Omega}}[(f - f_Q)(1 - \varphi_Q)]\|_{C^h(\Omega)} \leq_m \|f - f_Q\|_{C^h(\Omega)}. $$

Summing up, we have seen that

$$\textbf{3.1} \leq \|f\|_{C^h(\Omega)}^p \sum_Q \ell(\Omega)^{2(1-s)p} \left( \sum_{\rho_P \leq Q, \ell(P) < R} \frac{\beta(1)(P)}{\ell(P)} + R^{-1} \right)^p.$$

Using Lemma \textbf{5.9} again,

$$\textbf{3.1} \leq C \|f\|_{C^h(\Omega)}^p.$$

Consider the term $\textbf{3.2.j}$ in (5.17). We trivially control by the supremum norm of $f$:

$$\textbf{3.2.j} \leq \|f\|_{L^\infty(\Omega)}^p \sum_Q \ell(\Omega)^{2(1-p)+(1-s)p} \left( \int_{\Omega \cap \Pi_Q} \frac{|H^j_{m}(\xi) - P^m_{\xi} H^j_{m}(\xi)|}{|\xi - z|^{m+3-j}} \, dm(\xi) \right)^p. $$

By expressing the integral above as sums of integrals on cubes, we can complete the proof of Proposition \textbf{5.20} just by checking the following estimate

$$\sum_{Q \in \mathcal{W}} \ell(\Omega)^{2(1-p)+(1-s)p} \left( \int_{\frac{1}{2}Q \cap \mathcal{W}} \sum_{S \in \mathcal{W}} \int_S \frac{|H^j_{m}(\xi) - P^m_{\xi} H^j_{m}(\xi)|}{D(Q, S)^{m+3-j}} \, dm(\xi) \right)^p \lesssim \| \nabla^{m-j} H^j_{m} \|_{B^s_{p,p}(\Omega)}.$$

To obtain this estimate, however, we need to introduce some tools, so we defer its proof to the following section. To be precise, the above estimate will be a consequence of Lemma \textbf{5.23} below with $F = H^j_{m}$, $n = m - j$.

Once this estimate is obtained, we get that

$$\textbf{3.2.j} \leq \|f\|_{L^\infty(\Omega)}^p \| \nabla^{m-j} H^j_{m} \|_{B^s_{p,p}(\Omega)},$$

and by Lemma \textbf{5.19} the last factor is finite.
5.6 Meyer’s polynomials

The following lemma is true for every Whitney covering.

Lemma 5.21 (See [PT15, Lemma 3.11]). Let $d \geq 2$. Assume that $r > 0$. If $\eta > 0$, for every $Q \in \mathcal{W}$ we have

$$\sum_{S \in \mathcal{W}} \frac{\ell(S)^d}{D(Q, S)^{d+\eta}} \lesssim \frac{1}{\ell(Q)^\eta}. \quad (5.18)$$

Definition 5.22. If $\Omega$ is a Lipschitz domain, for every $Q, S \in \mathcal{W}$, we can find a chain $(Q, \cdots, S)$, that is, a sequence of cubes $(Q_1, \cdots, Q_N)$ satisfying $Q_j \cap Q_{j+1} \neq \emptyset$ for all $j < N$ with $Q_1 = Q$, $Q_N = S$, and a central cube $Q_{j_0} := Q_{j_0}$ for $j_0 \leq N$ such that the following holds:

If $j \leq j_0$, then $\ell(Q_j) \approx D(Q_j, Q_j)$, while $\ell(Q_j) \approx D(Q_j, S)$ otherwise, \quad (5.19)

and

$$\sum_{j=1}^{N} \ell(Q_j) \lesssim D(Q, S) \approx \ell(Q_S). \quad (5.20)$$

The constants involved depend on the Whitney constants and the Lipschitz character of the domain. The interested reader may find more information in [PT15, Section 3]. In that paper one shows that the number of cubes in a chain of a given side-length is uniformly bounded, that is

$$\#\{P \in [Q, S] : \ell(P) = \ell_J\} < C. \quad (5.21)$$

More generally, a uniform domain is a domain having a Whitney covering such that for every pair of cubes there exists a chain satisfying (5.19) and (5.20). Moreover, as a consequence it also satisfies (5.21) (see [PS17]).

The proof of Proposition 5.16 above depends on the following estimate:

Lemma 5.23. Let $n \in \mathbb{N}$ and $0 < s < 1$. Let $\Omega$ be a uniform domain with Whitney covering $\mathcal{W}$, and let $F \in C^n(\Omega)$ such that its weak derivatives $\nabla^n F \in B^s_{p,1}(\Omega)$. Then

$$\|\nabla^n F\|_{B^s_{p,1}(\Omega)} \lesssim \sum_{Q \in \mathcal{W}} \ell(Q)^{2(1-p)+(1-s)p} \left( \int_{\frac{1}{2}Q} \sum_{S \in \mathcal{W}} \int_S \frac{|F(\xi) - P^n_{Q, S} F(\xi)|}{D(Q, S)^{n+3}} \, dm(\xi) dm(z) \right)^p.$$  

Meyers’ approximating polynomials are very useful to deal with such a situation: consider the set $\mathcal{P}^n$ of polynomials of degree at most $n$. Given a cube $Q$ and a function $f \in L^1_{\text{loc}}(\frac{1}{2}Q)$, the Meyers polynomial $P^n_Q f \in \mathcal{P}^n$ is the unique polynomial
in $\mathcal{P}^n$ satisfying that $\int_Q \nabla^j f = \int_{3Q} \nabla^j P^n_Q f$ for $j \leq n$. It satisfies the Poincaré inequality
\[
\| \nabla^k (f - P^n_Q f) \|_{L^1(\frac{3}{2}Q)} \leq \ell(Q)^{n-k} \| \nabla^n f - (\nabla^n f)_Q \|_{L^1(\frac{3}{2}Q)}, \tag{5.22}
\]
whenever $f \in W^{n,1}(3Q)$, $k \leq n$.

**Proof of Lemma 5.23.** We change the Taylor polynomial centered at $z \in Q$ by the corresponding Meyers’ polynomial as follows:
\[
\mathcal{E} \lesssim \sum_{Q \in \mathcal{W}} \ell(Q)^{-2} \frac{p + (1-s)p}{p} \left( \sum_{S \in \mathcal{W}} \frac{\| P^n_Q F - P^n z F \|_{L^1(S)} \| f \|_{L^1(\frac{3}{2}Q)}}{D(Q, S)^{n+3}} \right)^p + \sum_{Q \in \mathcal{W}} \ell(Q)^{-2} \frac{p + (1-s)p}{p} \left( \sum_{S \in \mathcal{W}} \frac{\ell(Q)^2 \| P^n_Q F \|_{L^1(S)}}{D(Q, S)^{n+3}} \right)^p = [\mathcal{E} + [\mathcal{M}].
\]

The error term $[\mathcal{E}$ may be addressed using the following facts. First, given a polynomial $P$ of degree at most $n$ and disjoint cubes $Q$ and $S$, we have that
\[
\| P \|_{L^1(S)} \lesssim \frac{\ell(S)^2 D(Q, S)^n}{\ell(Q)^{2+n}} \| P \|_{L^1(Q)}, \tag{5.23}
\]
(use the fact that all norms on $\mathcal{P}$ are equivalent and appropriate rescaling factors). Thus,
\[
[\mathcal{E}] \lesssim \sum_{Q \in \mathcal{W}} \ell(Q)^{-2} \frac{p + (1-s)p}{p} \left( \sum_{S \in \mathcal{W}} \frac{\| P^n_Q F - P^n z F \|_{L^1(S)} \| f \|_{L^1(\frac{3}{2}Q)}}{D(Q, S)^{n+3}} \right)^p \frac{\ell(S)^2}{\ell(Q)^{2+n}}.
\]

Using Fubini, we can change the order of integration and since the Taylor polynomial of a polynomial of the same degree is itself, we get
\[
\| P^n_Q F - P^n z F \|_{L^1(\frac{3}{2}Q)} \lesssim \| P^n z (F - P^n_Q F) \|_{L^1(\frac{3}{2}Q)} \ell(Q)^2.
\]

But using the expression (5.11) of the Taylor Polynomial of degree $n$, for $\xi, z \in 3Q$ we have that
\[
\| P^n f(\xi) \|_{L^1(\frac{3}{2}Q)} \lesssim \sum_{0 \leq |i| \leq n} \frac{1}{i!} \| D^i f(z)(\xi - z)^i \|_{L^1(\frac{3}{2}Q)} \lesssim \sum_{k=0}^{n} \| \nabla^k f \|_{L^1(\frac{3}{2}Q)} \ell(Q)^{k}.
\]
Plugging the Poincaré inequality (5.22) in, we get
\[
\|P^n F - P^m F\|_{L^1(Q)} \lesssim \ell(Q)^{2+\frac{n}{p}} \|\nabla^n F - (\nabla^n F)_Q\|_{L^1(\frac{3}{2}Q)}.
\]

Back to the error term, we get that
\[
\mathbb{E} \lesssim \sum_{Q \in \mathcal{W}} \ell(Q)^{-\frac{p}{p+1}} \ell(Q)^{(1-s)p} \|\nabla^n F - (\nabla^n F)_Q\|_{L^p(\frac{3}{2}Q)} \ell(Q)^{\frac{2}{p}} \ell(Q)^{-p},
\]
so
\[
\mathbb{E} \lesssim \sum_{Q \in \mathcal{W}} \frac{\|\nabla^n F - (\nabla^n F)_Q\|_{L^p(\frac{3}{2}Q)}^{p}}{\ell(Q)^{sp}} \lesssim \|\nabla^n F\|_{B_{p,p}^{s}(\Omega)}.
\]

To estimate the main term $\mathbb{M}$ we will argue by duality. Writing
\[
h_Q := \ell(Q)^{1-s+\frac{2}{p}} \sum_{S \in \mathcal{W}} \frac{\|F - P^n F\|_{L^1(S)}}{D(Q, S)^{n+3}},
\]
it follows that
\[
\mathbb{M}^{\frac{1}{p}} = \|\{h_Q\}_{Q \in \mathcal{W}}\|_{\ell^p(\mathcal{W})} = \left(\sup_{\{g_Q\}_{Q \in \mathcal{W}}} \sum_{Q \in \mathcal{W}} h_Q g_Q\right)
\]
\[
= \sup_{\{g_Q\}_{Q \in \mathcal{W}}} \ell(Q)^{1-s+\frac{2}{p}} g_Q \sum_{S \in \mathcal{W}} \frac{\|F - P^n F\|_{L^1(S)}}{D(Q, S)^{n+3}},
\]
where the supremum is taken over the sequences $\{g_Q\}_{Q \in \mathcal{W}}$ satisfying that
\[
\|\{g_Q\}_{Q \in \mathcal{W}}\|_{\ell^p(\mathcal{W})} = 1.
\]

Fix Whitney cubes $Q$ and $S$. Next we use a telescoping summation following the chain of cubes $[Q, S]$ introduced in Definition 5.22:
\[
\|F - P^n F\|_{L^1(S)} \lesssim \|F - P^n F\|_{L^1(S)} + \sum_{P \in [Q, S]} \|P^n F - P^n F\|_{L^1(S)},
\]
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where \( \mathcal{N}(P) \) stands for the next cube in the chain \([Q,S]\). By Definition 5.2, the side of a given Whitney cube is at most twice as long as the side of its neighbors. Thus, for \( P \in [Q,S] \) we have \( P \subset 5\mathcal{N}(P) \). Using (5.23),

\[
\|F - P^n_P F\|_{L^1(S)} \lesssim \sum_{P \in [Q,S]} \|F - P^n_P F\|_{L^1(5P)} \frac{(S)^2 D(P,S)^n}{\ell(P)^{2+n}}.
\]

Using the Poincaré inequality (5.22) and the Hölder inequality, for \( P \in [Q,S] \) we get that

\[
\|F - P^n_P F\|_{L^1(5P)} \lesssim \|\nabla^n F - (\nabla^n F)_P\|_{L^1(5P)} \ell(P)^n
\]

\[
\lesssim \|\nabla^n F - (\nabla^n F)_P\|_{L^p(5P)} \ell(P)^{n+\frac{2}{p}}
\]

\[
\lesssim \|D^n_s \nabla^n F\|_{L^p(5P)} \ell(P)^{s+n+\frac{2}{p}}
\]

(see (5.13)). Since \( D(P,S) \lesssim D(Q,S) \), we obtain

\[
\mathbf{M}^\frac{1}{p} \lesssim \sup_{Q \in \mathcal{W}} \sum_{P \in \mathcal{W}} \|D^n_s \nabla^n F\|_{L^p(5P)} \sum_{Q,S: P \in [Q,S]} \frac{\ell(Q)^{1+\frac{2}{p}-s} q^2 \ell(S)^2}{\ell(P)^{\frac{2}{p}-s} D(Q,S)^3}.
\]

To complete the proof we need to use the maximal Hardy-Littlewood operator

\[
MG(x) := \sup_{Q: x \in Q} \frac{1}{|Q|} \int_Q |G(y)| \, dy,
\]

for every \( G \in L^1_{\text{loc}} \)

which is bounded on Lebesgue spaces, so we define \( G(x) := \sum_{Q \in \mathcal{W}} q^2 \frac{\chi_Q}{\ell(Q)^2} \chi_Q(x) \). It is clear that \( \|G\|_{L^p'(\Omega)} = \|\{g_Q\}_{Q \in \mathcal{W}}\|_{L^p'(\mathcal{W})} = 1 \), and \( \ell(Q)^{\frac{1}{2}} q^2 \chi_Q = \int_Q G \). Thus,

\[
\|\mathbf{M}^\frac{1}{p}\| \lesssim \sup_{G \in L^p'(\Omega)} \sum_{P \in \mathcal{W}} \|D^n_s \nabla^n F\|_{L^p(5P)} \sum_{Q,S: P \in [Q,S]} \frac{\ell(Q)^{1-s} \ell(S)^2}{D(Q,S)^3} \int_Q G(x) \, dx.
\]

Next we make the following claim, inspired in [Pra15b, Lemma 2.5].

Lemma 5.24. Consider a uniform domain \( \Omega \subset \mathbb{R}^d \) with Whitney covering \( \mathcal{W} \), a cube \( P \in \mathcal{W} \), a function \( G \in L^1(\Omega) \) and two real numbers \( 0 < s < \ell \). Then

\[
\sum_{Q,S: P \in [Q,S]} \frac{\ell(Q)^{\ell-s} \ell(S)^2}{D(Q,S)^{2+\ell}} \int_Q G(x) \, dx \lesssim \frac{1}{\ell(P)^s} \int_P (MG(x) + M^2 G(x)) \, dx.
\]

Before proving Lemma 5.24 let us see how it can be used to complete the proof of Lemma 5.23. Take \( \ell = 1 \) in the lemma. By Hölder’s inequality and the finite overlapping of Whitney cubes, we get that

\[
\|\mathbf{M}^\frac{1}{p}\| \lesssim \sup_{G \in L^p'(\Omega)} \sum_{P \in \mathcal{W}} \|D^n_s \nabla^n F\|_{L^p(5P)} \|MG + M^2 G\|_{L^p'(P)} \lesssim \|D^n_s \nabla^n F\|_{L^p(\Omega)}
\]
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by the boundedness of the maximal operator in \( L^p \), which verifies Lemma 5.23.

Let us then turn to proving Lemma 5.24. We divide the chain \([Q, S] = [Q, Q_S] \cup [Q_S, S]\), in such a way that if \( P \) is in the ascending path \([Q, Q_S]\) then \( \ell(P) \approx D(Q, P) \) and \( D(P, S) \approx D(Q, S) \approx \ell(Q_S) \), and if \( P \) is in the descending path we get analogous conditions, see (5.19). Thus, we write

\[
\left( \sum_{Q,S: P \in [Q,Q_S]} + \sum_{Q,S: P \in [Q_S,S]} \right) \frac{\ell(Q)^{\ell-s} \ell(S)^2}{D(Q,S)^{2+\ell}} \int_Q G(x) \, dx =: [A] + [D]
\]

For every cube \( P \) we get

\[
\sum_{Q:D(Q,P) \leq \ell(P)} \ell(Q)^{\ell-s} \int_Q G(x) \, dx \leq \ell(P)^{\ell-s} \int_P MG(x) \, dx. \tag{5.24}
\]

In the ascending path, thus, using (5.18) and (5.24) we obtain

\[
[A] \leq \sum_{S \in V} \frac{\ell(S)^2}{D(S,P)^{2+\ell}} \sum_{Q:D(Q,P) \leq \ell(P)} \ell(Q)^{\ell-s} \int_Q G(x) \, dx \approx \ell(P)^{-\ell} \ell(P)^{\ell-s} \int_P MG(x) \, dx
\]

In the descending path, we divide the sum in \( Q \) in “dyadic annuli” just by setting \( R = Q_S \):

\[
[D] = \sum_{S:D(S,P) \leq \ell(P)} \frac{\ell(S)^2}{D(S,P)^{2+\ell}} \sum_{R:D(R,P) \leq \ell(R)} \frac{1}{\ell(R)^{2+\ell}} \sum_{Q:D(Q,R) \leq \ell(R)} \ell(Q)^{\ell-s} \int_Q G(x) \, dx.
\]

Again, first we will use (5.24) to get

\[
[D] \approx \ell(P)^{2} \sum_{R:D(R,P) \leq \ell(R)} \frac{1}{\ell(R)^{2+s}} \int_R MG(x) \, dx \lesssim \int_P M^2 G(y) \, dy \sum_{R:D(R,P) \leq \ell(R)} \frac{1}{\ell(R)^s}.
\]

Since the last sum above is a geometric series, we obtain that

\[
[D] \lesssim \frac{1}{\ell(P)^s} \int_P M^2 G(y) \, dy.
\]

---

A Appendix: A universal extension operator

In [Ryc99], for any given index \( A > 0 \) the author defined an operator \( \mathcal{E} = \mathcal{E}_A \) on the space of distributions on a \((\delta, \infty)\)-Lipschitz domain \( \Omega \subset \mathbb{R}^d \) (aka special Lipschitz domain) such that it is an extension operator for \( F_{p,q}^s(\Omega) \) for \( s < A \) and for all the admissible values of \( p \) and \( q \). In this section we check that the same operator maps also \( L^\infty(\Omega) \) to \( L^\infty \):
Theorem A.1. Given a special Lipschitz domain $\Omega$ and $A \in \mathbb{N}$, any operator $\mathcal{E} := \mathcal{E}_A$ as defined in [Ryc99, Theorem 2.2] maps $L^p(\Omega)$ to $L^\infty$.

Before proving the theorem we recall the definition of Rychkov’s extension $\mathcal{E}$. Due to the fact that we are dealing with a $(\delta, \infty)$-Lipschitz domain, there exists an open cone $K'$ such that its translates satisfy $x + K' \subset \Omega$ for every $x \in \Omega$. We may assume that $K' = \bigcup_{t > 0} B(tx_0, tr_0)$, where $|x_0| > r_0 > 0$. Denote by $K := \bigcup_{t > 0} B(tx_0, tr_0/2)$ the smaller cone ‘compactly’ contained in $K'$. Take $\varphi_0 \in C_c^\infty(-K)$ with integral one and write

$$\varphi(x) = \varphi_0(x) - 2^{-d}\varphi_0(x/2), \quad \varphi_j(x) := 2^{jd}\varphi(2^j x) \text{ for } j \in \mathbb{N}.$$ 

Let $A \in \mathbb{N}$ be given (actually, when considering Besov or Triebel spaces one demands that $L > \max\{s - 1, d/p, d/q\}$), and assume that $\varphi$ has vanishing moments up to order $A$, i.e.

$$\int_{\mathbb{R}^d} x^\alpha \varphi(x) \, dx = 0 \quad \text{for all } \alpha \in \mathbb{N}^d \text{ with } |\alpha| \leq A.$$ 

According to [Ryc99, Proposition 2.1], there exist functions $\psi_0, \psi \in C_c^\infty(-K)$ depending only on $K$ and $A$ such that $\psi$ has vanishing moments up to order $A$ and denoting $\psi_j := 2^{jd}\psi(2^j \cdot)$ for $j \in \mathbb{N}$ we have

$$f \mapsto \sum_{j=0}^{\infty} \psi_j \ast \varphi_j \ast f \text{ is the identity in } \mathcal{D}'(\Omega). \quad \text{(A.1)}$$

Finally, one simply sets

$$\mathcal{E} f := \sum_{j=0}^{\infty} \psi_j \ast (\varphi_j \ast f)|_0,$$

where $(\varphi_j \ast f)|_0$ stands for the zero extension of the locally integrable function $(\varphi_j \ast f)$ (the latter one is defined on the domain $\Omega$).

Proof of Theorem A.1. The extension acts as the identity inside the domain and the boundary of $\Omega$ has zero Lebesgue measure, so it is enough to fix $x \in \Omega^c$ and check that $\mathcal{E} f(x) \leq C \|f\|_{L^\infty(\Omega)}$, with $C$ independent of $x$ or $f$. For that end first first note that

Claim A.2. Let $f \in L^\infty(\Omega)$. There exists $M \in \mathbb{N}$ such that for every $x \in \Omega^c$ we may write

$$\mathcal{E} f(x) = \sum_{j=0}^{N_x-1} \psi_j \ast \varphi_j \ast f_0(x) + \sum_{j=N_x}^{N_x+M} \psi_j \ast ((\varphi_j \ast f)|_0)(x)$$

for a suitable index $N_x \in \{0, 1, 2, \ldots\}$. Above $f_0$ is the extension of $f$ by zero to the whole of $\mathbb{R}^d$. 
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Indeed, by simple geometry, if $d(x, \Omega) \sim 2^{-j_0}$, then $\psi_j \ast ((\varphi_j \ast f)_0)(x) = 0$ for $j \geq j_0 + M_0$ with a fixed $M_0$ just by the definition of a convolution. On the other hand, by increasing $M_0$ if needed, we see that $\psi_j(x - \cdot)$ is fully supported in $\Omega$ for $j \leq j_0 - M_0$, and hence for these indices $j$ it holds that

$$\psi_j \ast ((\varphi_j \ast f)_0)(x) = \psi_j \ast \varphi_j \ast f(x) = \psi_j \ast \varphi_j \ast f_0(x).$$

Here $M_0$ does not depend on $x$. In view of the definition the extension $E$ we may thus take $N_x = (j_0 - M_0) \vee 0$ and $M := 2M_0$.

By e.g. noting that (A.1) remains valid if $\Omega$ is replaced by its translates, any $g \in L^\infty(\mathbb{R}^d)$ satisfies

$$g = \sum_{j=0}^{\infty} \psi_j \ast \varphi_j \ast g \quad \text{on } \mathbb{R}^d.$$

Especially, by choosing $g = f_0$ and looking again at the supports we see that for our fixed $x$ it holds that

$$0 = f_0(x) = \sum_{j=0}^{N_x + M} \psi_j \ast \varphi_j \ast f_0(x).$$

As we subtract this from the claim (A.2) it finally follows that

$$Ef(x) = \sum_{j=N_x}^{N_x+M} \left( \psi_j \ast ((\varphi_j \ast f)_0)(x) - \psi_j \ast \varphi_j \ast f_0(x) \right)$$

The desired boundedness clearly follows since $\psi_j$'s and $\varphi_j$'s have uniformly bounded $L^1$-norms and the number of summands does not depend on $f$ or $x$. 

**Corollary A.3.** Given a Lipschitz domain $\Omega$ and $s \in \mathbb{N}$, there exists an operator $E := E_s$ defined in $\mathcal{D}'(\Omega)$ that is an extension operator from $L^\infty(\Omega)$ to $L^\infty$ and from $F^s_{\sigma}(\Omega)$ to $F^s_{\sigma}$ for every $\sigma \leq s$, every $1/s < p < \infty$ and every $1/s \leq q \leq \infty$.
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