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Abstract. We give an operator theoretic approach to the constructions of multiresolutions as they are used in a number of basis constructions with wavelets, and in Hilbert spaces on fractals. Our approach starts with the following version of the classical Baumslag-Solitar relations $ut = t^2u$ where $t$ is a unitary operator in a Hilbert space $\mathcal{H}$ and $u$ is an isometry in $\mathcal{H}$. There are isometric dilations of this system into a bigger Hilbert space, relevant for wavelets. For a variety of carefully selected dilations, the “bigger” Hilbert space may be $L^2(\mathbb{R})$, and the dilated operators may be the unitary operators which define a dyadic wavelet multiresolutions of $L^2(\mathbb{R})$ with the subspace $\mathcal{H}$ serving as the corresponding resolution subspace; that is, the initialized resolution which is generated by the wavelet scaling function(s). In the dilated Hilbert space, the Baumslag-Solitar relations then take the more familiar form $utu^{-1} = t^2$.

We offer an operator theoretic framework including the standard construction; and we show how the representations of certain discrete semidirect group products serve to classify the possibilities. For this we analyze and compare several types of unitary representations of these semidirect products: the induced representations in Mackey’s theory, the wavelet representations on $L^2(\mathbb{R})$, the irreducible representation on the dual, the finite dimensional representations, and the the regular representation.
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1. Introduction

It is interesting to observe that there is a fundamental duality in recent studies [LPT01, Dut04, Dut05, Dut06, DJ06, DJ07] involving such diverse areas as Baumslag-Solitar groups, wavelets, wavelet-sets, dynamical systems, and $C^*$-algebra crossed products. While the duality uses ideas from Mackey’s imprimitivity analysis and Frobenius reciprocity, the contexts where we use them are more subtle than a traditional and simpler context of Mackey’s methods for Lie groups. As we demonstrate in the present paper, there are several reasons for this; the presence of non-type I representations is just one of them.
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A crucial notion in Mackey’s approach to representations of semidirect products of continuous groups is measurable cross-section, see e.g., [Mac49, Mac63, Mac76]. However as we show in the main part of our paper, things are very different for our present discrete semidirect products. This affects both our application of this non-abelian harmonic analysis, as well as our decompositions of data (in the form of functions) into its spectral constituents. As background references to Mackey cross-sections and operator algebras, we give [Mac63], [Arv76] and [KR86].

Much of the current and systematic representation theory for non-type I groups begins with Thoma’s paper [Tho64]. This further inspired more connections, in the spirit of G.W. Mackey, between groups and ergodic theory; see for example the books [Pet83] and [Wal82]. Aside from these general references, we will draw here on the standard facts from duality theory for locally compact abelian groups, see e.g., [HR63]. For general facts about crossed products for groups and operator algebras, and their ideal structure, the reader may wish to consult Williams et al [CMW84, Wil82].

In our planning of this contribution, two recent and related papers inspired us the most: They are [LPT01] and [MV00]. Especially [LPT01] points out the intriguing discovery that wavelet sets (Definition 6.1) as introduced in [DL98] arise as support sets for direct integral decompositions of the groups under study; an observation which surely would have pleased G. W. Mackey.

In section 6, we show that the adjoint representation for the normal abelian subgroup $B$ in $G$ is simply the action of $\alpha$ (or rather integral powers of $\alpha$), and that the co-adjoint action of $G$ on $K = \hat{B}$ (Pontryagin dual) is the action by the dual automorphism $\hat{\alpha}$. Our Proposition 4.15 below states that this version of Mackey’s co-adjoint action in fact does not have a measurable cross-section, and we have non-type I representations. For the benefit of readers, and for comparison, we outline in section 10 the simplest case [Mac49] of standard Mackey orbit theory, the one motivated by the Stone-von Neumann uniqueness theorem.

Before turning to our results we outline the framework. Our starting point is an infinite discrete abelian group $B$, and a fixed automorphism $\alpha$ of $B$. By Pontryagin duality, the dual group $K := \hat{B}$ of all unitary characters $\chi$ on $B$ is compact. The group $K$ carries a dual automorphism $\hat{\alpha}$. In the applications mentioned above, several versions of Fourier duality will be involved, and we will have occasion to work with two crossed products, one from the pair $(B, \alpha)$ and the other from the dual pair $(K, \hat{\alpha})$. The first will be denoted $G := B \rtimes_\alpha \mathbb{Z}$, and the second $L := K \rtimes_{\hat{\alpha}} \mathbb{Z}$. The second will play a role in the analysis of the unitary representations of the first. Moreover the groups that arise as $G$ include the traditional Baumslag-Solitar groups.

Since every element $\chi$ in $K$ is a one-dimensional representation of $B$, in the study of representations of $G$, it is natural to turn to the induced representations $\text{Ind}_B^G(\chi)$. In our first result we show that these induced representations are always infinite-dimensional, but their commutants depend on whether or not $\chi$ has a finite period.

Nonetheless, we show that the so-called scaling generator in $\text{Ind}_B^G(\chi)$ as a unitary operator always has the same spectral type (Lebesgue spectrum), regardless of what properties the inducing character $\chi$ has.

Moreover, we show that the induced representations $\text{Ind}_B^G(\chi)$ is irreducible iff $\chi$ has infinite period (i.e., is “aperiodic”).

Even if $\chi$ has finite period, the scaling generator in $\text{Ind}_B^G(\chi)$ as a unitary operator in fact has the same spectral type as translation of bi-infinite $l^2$-sequences, so the bilateral shift in $l^2(\mathbb{Z})$; the bi-lateral shift of multiplicity one, which of course in turn is unitarily equivalent with multiplication by $z$ in the $L^2(T)$ picture.

If $\chi$ has finite period $p$ say, then it is naturally associated with it a $p$-dimensional irreducible representation of $G$, but we show that this representation is not induced. The scaling generator of this irreducible representation as a unitary operator is the cyclic permutation of $\mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z} = \{0, 1, \ldots, p - 1\}$, i.e., on the natural basis, the operator $P$ sends $0$ to $p - 1$, $1$ to $0$, $2$ to $1$, $3$ to $2$, etc, $p - 1$ to $p - 2$.

As an operator on $l^2(\mathbb{Z}_p)$, $P$ is of course a unitary operator. Even though in this case the induced representation $\text{Ind}_B^G(\chi)$ is reducible, we show that it does not include the irreducible $p$-representation.

The disjointness of the two classes of representations is reflected in the unitary operators that represent the scaling part in the semidirect product group $G$. For one, this operator $T$ is the bilateral shift in $l^2(\mathbb{Z})$, and for the other it is the cyclic permutation $P$ of the basis vectors in $l^2(\mathbb{Z}/p\mathbb{Z})$. The deeper reason for why the irreducible $p$-representation of $G$ can not be boundedly embedded in $\text{Ind}_B^G(\chi)$ (even if $\chi$ has period $p$) is that $P$ can not be a matrix corner in $T$. This can be seen for example from an application of the Riemann-Lebesgue lemma.
If the inducing character $\chi$ has a finite period $p$, then the induced representation $\text{Ind}^G_B(\chi)$ has a direct integral decomposition.

To work out the direct integral decompositions we will give several applications of our result on its commutant. Specifically, we show that the commutant of the induced representation $\text{Ind}^G_B(\chi)$ is the algebra of all the multiplication operators $\{f(z^p) : f \in L^\infty(\mathbb{T})\}$ acting on the usual Hilbert space $L^2(\mathbb{T})$, $\mathbb{T} = \mathbb{R}/\mathbb{Z}$.

So the projections in the commutant of $\text{Ind}^G_B(\chi)$ come from $f = f_S = \text{an indicator function of a measurable subset } S$ of $\mathbb{T}$, $\{f(z^p) : f \in L^\infty(\mathbb{T})\}$.

A good part of our present motivation derives from a recent and inspiring paper [LPT01]. It offers a fascinating new insight into the analysis of wavelets, and it is based in a surprising and intriguing way on Mackey’s theory of induced representations. While it may be thought of as an application of decomposition theory for unitary representations to wavelets, in fact, deep results on wavelets work also in the other direction: wavelet analysis throws new light on a fundamental question in representation theory.

Our references to Mackey theory and induced representations are [Mac76, Jor88, Ørs79], and to wavelet analysis [Dut04, Dut05, Dut06, DJ06, DJ07]. In addition we will make use of the fundamentals on wavelet sets, see especially [LPT01, DLS98]. In our construction we will further make use of facts from the theory of crossed products from [BJ91] and [KTW85].

2. Wavelet sets

The contrast between the decomposition issues in the present mix of cases of continuous and discrete groups is illustrated nicely for what in the wavelet literature is called wavelet sets. They have both analytic and geometric significance, see [DLS98] and [BJMP05, Mer05].

It was recently discovered by Larson et al that there is a specific class of monic wavelets in $\mathbb{R}^d$ for all $d$; and that via the Fourier transform in $L^2(\mathbb{R}^d)$ they are parameterized by certain measurable subsets $S$ in $\mathbb{R}^d$ which tile $\mathbb{R}^d$ under two operations: one under translations by the unit rank-$d$ lattice $\mathbb{Z}^d$, and the other by transformations under a certain expansive $d$ by $d$ matrix $A$ over $\mathbb{Z}$, i.e., under the scaling transformations $A^j$ as $j$ ranges over $\mathbb{Z}$, i.e., under stretching and squeezing of sets in $\mathbb{R}^d$ under powers of a fixed matrix.

On the other hand, there is a class of discrete semidirect product groups $G$ generated by the same pair $(\mathbb{Z}^d, A)$; and Mackey’s theory lends itself naturally to the study of these groups $G$. In fact by Mackey induction, there is a family of monomial representations of $G$ naturally indexed by points $\chi$ in $K = \hat{B}$. But in general, we further know that wavelets are also derived from a certain canonical unitary representation $U_w$ of $G = G(\mathbb{Z}^d, A)$ acting by operators in the Hilbert space $L^2(\mathbb{R}^d)$, and the result in [LPT01] is that there is a one-to-one correspondence between wavelet sets $E$ on one side, and sets $E$ which support an orthogonal direct integral decomposition for the representation $U_w$ on the other. Since it is known that wavelet sets may be disjoint, it follows in particular that $U_w$ may have direct integral decompositions in the sense of Mackey with support on disjoint Borel subsets.

In particular, we show that this phenomenon occurs naturally, and in an especially constructive manner. The earlier known instances, e.g., [Mac76], of such multiplicity or dichotomy for sets that support direct integral decompositions have been rather abstract in nature, or rather this was one of the first examples of two inequivalent direct integral decompositions.

3. Spectral types

While the initial Baumslag-Solitar operator relations have an isometric scaling operator, we look for useful unitary dilations. It turns out that there are two candidates for the corresponding spectral types: Starting with a finite rank lattice, we get an extended discrete abelian group $B$, and automorphism $\alpha$ in $B$, and a semidirect product $G = B \rtimes_{\alpha} \mathbb{Z}$. The compact dual $K = \hat{B}$ carries a dual automorphism $\hat{\alpha}$.

In this section, we establish a mapping from certain orbits in $\hat{B}$ into a class of induced representations, in fact mapping into equivalence classes of representations of the group $G$, with representations induced from points $\chi$ in $\hat{B}$ being mapped into irreducible representations of $G$.

We prove two things:

(1) The mapping is onto a class of continuous spectrum representations.

(2) We show which representations are associated with which wavelets.

Since representations $U$ of $G$ are determined by $G$-orbits in $K := \hat{B}$, the spectral type of the corresponding restrictions $U|_B : b \rightarrow U(b)$ to $B \subseteq G$ is an important invariant. For $F \in \mathcal{H}$, let $\mu_F$ be the spectral measure
of $U|_B$, i.e.,
\[ \langle F, U(b)F \rangle = \int_K \chi(b) \, d\mu_F(\chi) = \hat{\mu}_F(b). \]
Set
\[ \mathcal{H}_p = \mathcal{H}_p(U) := \{ F \in \mathcal{H} | \mu_F \text{ is atomic} \}. \]
Pick an invariant mean $m_B$ on $B$. Then by Wiener’s lemma
\[ \mathcal{H}_p = \{ F \in \mathcal{H} | m_B(\langle F, U(b)F \rangle^2) > 0 \}; \]
and
\[ m_B(\langle F, U(b)F \rangle^2) = \sum_{\text{atoms}} |\mu_F(\{\text{atoms}\})|^2. \]

But the spectrum of the $B$-restricted representations may be discrete, or not. The absence of atoms (when the measure is continuous) is decided by a certain mean of the square expression, as described above.

The vectors in $\mathcal{H}$ for which the expression is 0, or for which it is $> 0$, form closed subspaces which reduce the unitary representation $U$.

If $\mathcal{H}_p = \mathcal{H}$, then $U$ is induced from some $\chi$.

If $\mathcal{H}_p = 0$, then $U$ is disjoint from every induced representation $\text{Ind}_B^\mathcal{H}(\chi)$.

**Definition 3.1.** We now turn to definitions and basic facts. Given:
- $B$: a fixed discrete abelian group;
- $\alpha \in \text{Aut}(B)$ a fixed automorphism of $B$;
- $K := \hat{B}$ = the Pontryagin dual, i.e., the group of all unitary characters on $B$: $\chi : B \rightarrow \mathbb{T} = \{ z \in \mathbb{C} | |z| = 1 \}$ such that $\chi(b+c) = \chi(b)\chi(c)$, for all $b, c \in B$;
- $\hat{\alpha} \in \text{Aut}(K)$ denotes the dual automorphism, i.e., $(\hat{\alpha}\chi)(b) = \chi(\alpha(b))$, $\chi \in K, b \in B$.

**Definition 3.2.** Semidirect products: $G := B \rtimes_{\alpha} \mathbb{Z}$ will denote the semidirect product of $B$ with the automorphism $\alpha$, i.e.,
\[ (j, b)(k, c) = (j + k, \alpha^j(c) + b), \quad (j, k \in \mathbb{Z}, b, c \in B). \]

**Example 3.3.** The simplest example of this type of relevance to wavelet analysis is the following:
\[ B := \mathbb{Z} \left[ \frac{1}{2} \right] := \bigcup_{k \geq 0} 2^{-k}\mathbb{Z} \subset \mathbb{R}. \]
Note that $\mathbb{Z} \subset \frac{1}{2}\mathbb{Z} \subset \cdots \subset \frac{1}{2^k}\mathbb{Z} \subset \cdots$ so $B$ is a subgroup of $(\mathbb{R}, +)$, and it is an inductive limit of the rank-one groups $2^{-k}\mathbb{Z}$, $k = 0, 1, 2, \ldots$.

Note however that we use the discrete topology on $\mathbb{Z} \left[ \frac{1}{2} \right]$ and not the Euclidean topology induced from $\mathbb{R}$.

A direct check reveals that
\[ \alpha(b) := 2b, \quad (b \in B), \]
defines an automorphism of $B$.

It is well known that $\mathbb{R} \cong \mathbb{R}$ with $\alpha$ referring to Pontryagin duality. From (3.2) we conclude that there is a natural embedding
\[ \mathbb{R} \hookrightarrow K, \quad t \mapsto \chi_t \]
with dense range, often referred to as an infinitely winding curve on the “torus” $K$. Specifically,
\[ \chi_t(b) = e^{2\pi itb}, \quad (b \in B, t \in \mathbb{R}). \]

In general, points in $K_2 := \mathbb{Z} \left[ \frac{1}{2} \right]$ will be written as infinite words
\[ (z_0, z_1, z_2, \ldots), \quad z_k \in \mathbb{T}, z_{k+1}^2 = z_k, k \in \mathbb{Z}, k \geq 0. \]
Then
\[ \hat{\alpha}(z_0, z_1, z_2, \ldots) = (z_0^2, z_0, z_1, \ldots), \text{ and } \hat{\alpha}^{-1}(z_0, z_1, z_2, \ldots) = (z_1, z_2, z_3, \ldots). \]
Example 3.4. Our discussion of the example $B = \mathbb{Z} \left[ \frac{1}{2} \right]$ carries over mutatis mutandis to the following class of structures:

Given $d \in \mathbb{N}$. Let $A$ be a $d \times d$ matrix over $\mathbb{Z}$ with det $A \neq 0$. Let $\mathbb{Z}^d$ be the standard rank-$d$ lattice realized as a subgroup in $\mathbb{R}^d$. Then let $B := \mathbb{Z}_d[A^{-1}]$ be the inductive limits of the groups

$$
\mathbb{Z}^d \hookrightarrow A^{-1} \mathbb{Z}^d \hookrightarrow A^{-2} \mathbb{Z}^d \hookrightarrow \ldots \hookrightarrow A^{-k} \mathbb{Z}^d \hookrightarrow \ldots
$$

or equivalently

$$
\mathbb{Z}_d[A^{-1}] := \bigcup_{k \geq 0} A^{-k} \mathbb{Z}^d.
$$

Generalizing (3.3), we get

$$
\alpha(b) := Ab, \quad (b \in B)
$$

where $Ab$ refers to matrix multiplication, i.e.,

$$
(\alpha b)_j = \sum_{k=1}^{d} A_{j,k} b_k
$$

where $b$ is viewed as a column vector.

We now return to the general case of Definitions 3.1 and 3.2.

First note that generally, the group $G = B \rtimes_{\alpha} \mathbb{Z}$ is discrete, and that for both $G$ and the subgroup $B \hookrightarrow \{ (0, b) \mid b \in B \} \subset G$, the respective Haar measures are simply the counting measure.

Motivated by wavelets, we are interested in the unitary representations of $G$, i.e.

$$
U : G \to \mathcal{B}(\mathcal{H}), \text{ such that } U(g_1 g_2) = U(g_1) U(g_2), \quad U(g)^* = U(g^{-1}), \quad (g, g_1, g_2 \in G),
$$

where $\mathcal{H}$ is some Hilbert space. Here $\mathcal{B}(\mathcal{H})$ denotes the algebra of all bounded operators on $\mathcal{H}$.

Since $B$ is abelian, then, by Stone’s theorem, for every unitary representation $V \in \text{Rep}(B, \mathcal{H}_V)$ there is a projection valued measure $P$ defined on the Borel subsets in the dual group $K$ such that

$$
V(b) = \int_K \chi(b) dP(\chi), \quad (b \in B).
$$

Here $V$ is the direct integral of one-dimensional representations, i.e., points $\chi$ in $K$, or equivalently $\mathcal{H}_K = \mathbb{C}$.

Definition 3.5. Representations of $G$ which are induced from points in $K$.

Let $\chi \in K$ be given, and set $\mathcal{F} = \mathcal{F}(\chi) := \text{all measurable functions } F : G \to \mathbb{C} \text{ such that}$

$$
F(j, b) = \chi(b) F(j, 0), \quad (b \in B, j \in \mathbb{Z})
$$

and

$$
\|F\|^2_\chi := \sum_{j \in \mathbb{Z}} |F(j, 0)|^2 < \infty.
$$

It is immediate that $\mathcal{F}(\chi)$ is a Hilbert space $\mathcal{H}(\chi)$ relative to the norm $\| \cdot \|_\chi$ in (3.15).

The induced representation $U \in \text{Rep}(G, \mathcal{H}(\chi))$, $U := \text{Ind}^G_B(\chi)$ is defined by

$$
(U(g_1) F)(g_2) := F(g_2 g_1), \quad (g_1, g_2 \in G, F \in \mathcal{H}(\chi)).
$$

We leave to the reader to check that $U = \text{Ind}^G_B(\chi)$ is indeed a unitary representation of $G$ acting in the Hilbert space $\mathcal{H}(\chi)$. We will be interested in representations up to unitary equivalence.

4. $\text{Ind}^G_B(\chi)$

Let $\mathcal{H}_2 := l^2(\mathbb{Z})$ be the usual $l^2$-space of square-summable doubly-infinite sequences, i.e., $\xi = (\xi_k)_{k \in \mathbb{Z}}$ with norm $\|\xi\|_2^2 := \sum_{k \in \mathbb{Z}} |\xi_k|^2 < \infty$ and inner product

$$
\langle \xi, \eta \rangle := \sum_{k \in \mathbb{Z}} \xi_k \eta_k.
$$

If $A : \mathcal{H}_2 \to \mathcal{H}_2$ is a bounded linear operator, we shall refer to its matrix $A = (A_{j,k})_{j,k \in \mathbb{Z}}$ as follows

$$
A_{j,k} = \langle \delta_j, A \delta_k \rangle
$$
where for all \( j \in \mathbb{Z} \), \( \delta_j(i) = \delta_{i,j} = \left\{ \begin{array}{ll} 1, & \text{if } i = j \\ 0, & \text{if } i \neq j \end{array} \right. \). Note that \( \{\delta_j \mid j \in \mathbb{Z}\} \) is the familiar and canonical orthonormal basis (ONB) in \( \mathcal{H}_2 \), i.e., \( \langle \delta_j \mid \delta_k \rangle = \delta_{j,k}, j,k \in \mathbb{Z} \), see (4.1) for the definition of \( \langle \cdot, \cdot \rangle \).

If \( \chi \in K = \hat{B} \) is given, and \((B, \alpha)\) is as in Definition 3.1, then we set
\[
(4.3) \quad D_\chi(b) = (\chi(\alpha^k(b)))_{k \in \mathbb{Z}}
\]
where the right-hand-side in (4.3) refers to the diagonal matrix with the specified entries, i.e.,
\[
(4.4) \quad D_\chi(b)\delta_k = \chi(\alpha^k(b))\delta_k, \quad (k \in \mathbb{Z}).
\]

Further, set
\[
(4.5) \quad (T_j \xi)_k := \xi_{k+j}, \quad (k,j \in \mathbb{Z}).
\]
It is immediate that \( T \) in (4.5) defines a \( T \in \text{Rep}(\mathbb{Z}, \ell^2(\mathbb{Z})) \).

Under the Fourier transform
\[
(4.6) \quad f_\xi(z) := \sum_{k \in \mathbb{Z}} \xi_k z^k, \quad (z \in \mathbb{T}), \quad \ell^2(\mathbb{Z}) \ni \xi \mapsto f_\xi \in L^2(\mathbb{T}),
\]
\( T \) takes the form
\[
(4.7) \quad (T_j f)(z) = z^{-j} f(z), \quad (f \in L^2(\mathbb{T}), j \in \mathbb{Z}).
\]

**Lemma 4.1.** Let \( \chi \in \hat{B} := K \) be given, and for pairs \((j,b) \in G = B \times_a \mathbb{Z}\), set
\[
(4.8) \quad U(j,b) = D_\chi(b)T_j, \quad (b \in B, j \in \mathbb{Z}).
\]
Then \( U \in \text{Rep}(G, \mathcal{H}_2) \).

**Proof.** A similar fact is proved in [LPT01]. We must check that
\[
(4.9) \quad U(j,b)U(k,c) = U(j+k, \alpha^j(c) + b), \quad (j,k \in \mathbb{Z}, b,c \in B).
\]
But this identity follows from the commutation identity
\[
(4.10) \quad T_j D_\chi(b)T_j^* = D_\chi(\alpha^j(b)), \quad (j \in \mathbb{Z}, b \in B);
\]
and we leave the proof of (4.10) to the reader. \( \Box \)

**Theorem 4.2.** Let \( \chi \in \hat{B} := K \) be given. Then the representation \( U \in \text{Rep}(G, \mathcal{H}_2) \) in (4.8) is unitarily equivalent to \( \text{Ind}_{\hat{B}}^G(\chi) \).

**Proof.** First recall the Hilbert space \( \mathcal{H}(\chi) \) of the representation \( \text{Ind}_{\hat{B}}^G(\chi) \) from Definition 3.5.

For \( \xi \in \ell^2(\mathbb{Z}) \), set
\[
(4.11) \quad F_\xi(j,b) := \chi(b)\xi_j, \quad (b \in B, j \in \mathbb{Z}).
\]
A direct verification shows that \( F_\xi \in \mathcal{H}(\chi) \). See properties (3.14)-(3.15) in Definition 3.5.

Setting
\[
(4.12) \quad \ell^2(\mathbb{Z}) \ni \xi \overset{W}{\mapsto} F_\xi \in \mathcal{H}(\chi)
\]
It is clear that \( W \) is isometric; indeed
\[
\|F_\xi\|_{\mathcal{H}(\chi)}^2 = \sum_{j \in \mathbb{Z}} |F_\xi(j,0)|^2 = \sum_{j \in \mathbb{Z}} |\xi_j|^2, \quad (\xi \in \ell^2(\mathbb{Z}).
\]
But it is also clear from Definition 3.5 that \( W \) maps onto \( \mathcal{H}(\chi) \); and so \( W \) is a unitary isomorphism of the two Hilbert spaces.

The conclusion in our theorem now takes the form
\[
(4.13) \quad WU(g)W^* = \text{Ind}_{\hat{B}}^G(\chi)(g), \quad (g \in G),
\]
or equivalently
\[
(4.14) \quad WU(g) = \text{Ind}_{\hat{B}}^G(\chi)(g)W.
\]

The following computation proves the formula (4.14). Let \( \xi \in \ell^2(\mathbb{Z}), g = (j,b) \in G, (k,c) \in G; \text{i.e., } k \in \mathbb{Z}, c \in B. \) Then
\[
(WU(g)\xi)(k,c) = \chi(c)(U(g)\xi)_k = \chi(c)(D_\chi(b)T_j\xi)_k = \chi(c)\chi(\alpha^k(b))\xi_{k+j} = \chi(\alpha^k(b) + c)\xi_{k+j} =
\]
Since the representation is infinite dimensional, $\chi^U$ unitary equivalence assertion (4.17) holds (just map Remark 4.4.

Remark 4.1. For the cases $\alpha$ irreducible, we must have equality in (4.18). Also, the space to $\chi^U$.

\[ (W_\xi)(k + j, \alpha^j(b) + c) = (W_\xi)((k, c)g) = \text{Ind}^G_B(\chi)(g)(W_\xi)(k, c) \]

where we used (3.16) in Definition 4.8 in the last step.

Hence $WU(g)\xi = \text{Ind}^G_B(\chi)(g)W_\xi$ which is the desired conclusion (4.14) of the theorem. $\square$

The next result shows that the family of unitary irreducible representations comes with a spectral dichotomy: If a given unitary irreducible representation, i.e., $U \in \text{Rep}_{irr}(G, \mathcal{H})$ has one discrete non-zero spectral component, then it is unitarily equivalent to $\text{Ind}^G_B(\chi)$ for some $\chi \in \hat{K}(= \hat{B})$.

We need a few preliminaries: By Stone’s theorem, every $V \in \text{Rep}(B, \mathcal{H})$ decomposes as direct integral of one-dimensional representations, i.e., points $\chi$ in $K$. The decomposition has a discrete part and a continuous part; but either one may be zero. The discrete part $\mathcal{H}_p$ has the form

\[ (4.15) \quad \mathcal{H}_p(V) = \sum \mathcal{H}(\chi, V) \]

with each space $\mathcal{H}(\chi, V)$ being $B$-invariant where

\[ (4.16) \quad \mathcal{H}(\chi) := \mathcal{H}(\chi, V) = \{ F \in \mathcal{H} \mid V(b)F = \chi(b)F, b \in B \}. \]

Corollary 4.3. Let $U \in \text{Rep}_{irr}(G, \mathcal{H})$, $U$ infinite dimensional, and consider the restriction $V(b) := U(0, b), b \in B$. Suppose $\mathcal{H}_p(V) \neq \{0\}$. Then there is a $\chi \in K$ such that

\[ (4.17) \quad U \cong \text{Ind}^G_B(\chi), \text{ unitary equivalence}; \]

and

\[ (4.18) \quad \mathcal{H} = \sum_{j \in \mathbb{Z}}^\oplus \mathcal{H}(\hat{\alpha}^j(\chi), V). \]

Proof. Let $U$ be as stated in the corollary. If $\mathcal{H}_p \neq 0$, then there is a $\chi \in K$, and $F$ in $\mathcal{H}$ with $\|F\| = 1$ such that

\[ U(0, b)F = \chi(b)F, \quad (b \in B). \]

In other words, $\mathcal{H}(\chi, V) \neq 0$. But then

\[ (4.19) \quad U(0, b)U(j, 0)F = \chi(\alpha^{-j}(b))U(j, 0)F, \quad (j \in \mathbb{Z}, b \in B). \]

This means that the right-hand side in (4.18) is a closed non-zero $(U, G)$ invariant subspace in $\mathcal{H}$. Since $U$ is irreducible, we must have equality in (4.18). Also, the space $\mathcal{H}(\chi, V)$ is one-dimensional, otherwise the sum in the right-hand side of (4.18) decomposes into two $(U, G)$ invariant subspaces in $\mathcal{H}$, contradicting again the irreducibility of $U$. We have $\langle F, U(0, b)U(j, 0)F \rangle = \langle U(0, -b)F, U(j, 0)F \rangle$ for all $j \in \mathbb{Z}$ and $b \in B$. This implies that

\[ (\chi(b) - \chi(\alpha^j(b))) \langle F, U(j, 0)F \rangle = 0, \quad (j \in \mathbb{Z}, b \in B). \]

Since the representation is infinite dimensional, $\chi$ is not periodic and $\langle F, U(j, 0)F \rangle = 0$ for $j \neq 0$, thus the sum in the right-hand side of (4.18) is an orthogonal one.

Finally, composing (4.19) with (4.8) and (4.12) from the proof of Theorem 4.2, we conclude that the unitary equivalence assertion (4.17) holds (just map $U(j, 0)F$ into the canonical vectors $\delta_{-j}$ in $l^2(\mathbb{Z})$ to construct the intertwining isomorphism), and the proof is completed. $\square$

Remark 4.4. We will classify the irreducible finite dimensional representations in Corollary 7.5

4.1. Periodic points and $\text{Ind}^G_B(\chi)$. In this subsection we examine the commutant of the representations $\text{Ind}^G_B(\chi)$.

Definition 4.5. We say that a point $\chi \in K = \hat{B}$ is periodic of period $p$ if there is a $p \in \mathbb{N}$ such that $\hat{\alpha}^p(\chi) = \chi$. We say that $p$ is the period if $\hat{\alpha}^k(\chi) \neq \chi$ for $1 \leq k < p$, i.e., if $p$ is the first occurrence of return to $\chi$.

Remark 4.6. For the cases $B = \mathbb{Z}_d[A^{-1}]$ in Example 3.3 and 3.4, the set of periodic points in $K_A$ is countable. We give the details for Example 3.3 but they extend mutatis mutandis to Example 3.4.

For fixed $p \in \mathbb{N}$, the points $\chi = (z_0, z_1, z_2, \ldots)$ in $K_2 = \mathbb{Z}^\mathbb{N}_d$ of period $p$ have the following form:

Let $z_0$ be a $(2^p - 1)$th root of 1, i.e., a solution to $z_0^{2^p - 1} = 1$. Consider the finite word $\eta = (z_0, z_0^{2^p - 1}, \ldots, z_0^2, z_0)$, and set $\chi = (\eta, \eta, \ldots)$ infinite repetition of the finite word $\eta = \eta(z_0)$. Then $\chi \in K_2$ has period $p$; and conversely every $\chi$ in $K_2$ of period $p$ has this form.
Definition 4.7. Returning to the general case, if some $\chi \in K = \hat{B}$ does not have a finite period, we say it is aperiodic. This happens iff the points \{\tilde{\alpha}^j(\chi) \mid j \in \mathbb{Z}\} are distinct, i.e., iff the mapping $\mathbb{Z} \ni j \mapsto \tilde{\alpha}^j(\chi) \in \mathcal{O}(\chi) =: \text{the orbit of } \chi$ is one-to-one.

Theorem 4.8. (i) The representation $\text{Ind}_B^G(\chi)$ is irreducible if and only if $\chi$ is aperiodic.

(ii) If some $\chi \in K$ has minimal period $p \in \mathbb{N}$ (finite), then the commutant of $\text{Ind}_B^G(\chi)$ is isomorphic to the abelian algebra of multiplication operators $\{f(z^p) \mid f \in L^\infty(\mathbb{T})\}$ where $\mathbb{T} = \mathbb{R}/\mathbb{Z}$.

Proof. As noted in (4.12) from the proof of Theorem 4.2, the Hilbert space which carries $\text{Ind}_B^G(\chi)$ is $l^2(\mathbb{Z})$. But it is convenient to make use of the isomorphism $l^2(\mathbb{Z}) \cong l^2(\mathbb{T})$ via Fourier series: If $\xi = (\xi_k)_{k \in \mathbb{Z}} \in l^2(\mathbb{Z})$, we define

\begin{equation}
(4.20) \quad f_\xi(z) = \sum_{k \in \mathbb{Z}} \xi_k z^k, \quad (z \in \mathbb{T})
\end{equation}

If an operator $A : l^2(\mathbb{Z}) \to l^2(\mathbb{Z})$ is in the commutant of some $\text{Ind}_B^G(\chi)$, it follows from Lemma 4.1 that it has the form $M_F$ for some $F \in L^\infty(\mathbb{T})$, i.e.,

\begin{equation}
(4.21) \quad (Af_\xi)(z) = F(z)f_\xi(z), \quad (z \in \mathbb{T})
\end{equation}

If

\begin{equation}
(4.22) \quad F(z) = \sum_{k \in \mathbb{Z}} \eta_k z^k
\end{equation}

then

\begin{equation}
(4.23) \quad (\chi(\alpha^n(b)) - \chi(\alpha^k(b)))\eta_{n-k} = 0, \quad (n, k \in \mathbb{Z}).
\end{equation}

Conclusions: (i) If $\chi$ is aperiodic, then $\eta_k = 0$ for all $k \in \mathbb{Z} \setminus \{0\}$, and we conclude that $A = \eta_0 I$ with $I$ denoting the identity operator in $L^2(\mathbb{Z})$, or equivalently in $L^2(\mathbb{T})$.

(ii) If $\chi$ has minimal period $p$, it follows that $\eta_k = 0$ whenever $k \not\equiv 0 \mod p$ or, the possible non-zero terms have the form $\eta_{np}$, $n \in \mathbb{Z}$. Using (4.22), we conclude that $F(z) = f(z^p)$ if we set $f(z) := \sum_{n \in \mathbb{Z}} \eta_{np} z^n$. This proves the conclusion in the theorem in both cases.

Definition 4.9. Let $\chi \in K(= \hat{B})$; then we say that the set

\begin{equation}
(4.24) \quad \mathcal{O}(\chi) := \{\tilde{\alpha}^k(\chi) \mid k \in \mathbb{Z}\}
\end{equation}

is the orbit of $\chi$.

Definition 4.10. Consider two unitary representations $U_1$, and $U_2$, i.e., $U_i \in \text{Rep}(G, \mathcal{H}_i)$, $i = 1, 2$. Set

$$\mathcal{L}_G(U_1, U_2) := \{A : \mathcal{H}_1 \to \mathcal{H}_2 \mid A \text{ is bounded and linear, and } AU_1(g) = U_2(g)A, \ g \in G\}.$$  

If $\mathcal{L}_G(U_1, U_2) = 0$ we say that the two representations are disjoint.

Corollary 4.11. Let $\chi_1, \chi_2 \in K = \hat{B}$ and let $U_i := \text{Ind}_B^G(\chi_i)$, $i = 1, 2$ be the corresponding induced representations. Then $\mathcal{L}_G(U_1, U_2) \neq \{0\}$ if and only if $\mathcal{O}(\chi_1) \cap \mathcal{O}(\chi_2) \neq \emptyset$.

Proof. As we noted in the proof of Theorem 4.8, an operator $A$ in $\mathcal{L}_G(U_1, U_2)$ must have the form $A = M_F$ for some $F \in L^\infty(\mathbb{T})$. For the Fourier expansion (4.22), we get

\begin{equation}
(4.25) \quad (\chi_1(\alpha^n(b)) - \chi_2(\alpha^k(b)))\eta_{n-k} = 0, \quad (n, k \in \mathbb{Z}, b \in B).
\end{equation}

If $\mathcal{O}(\chi_1) \cap \mathcal{O}(\chi_2) = \emptyset$, for all $n, k \in \mathbb{Z}$, there exists $b \in B$ such that $\chi_1(\alpha^n(b)) \neq \chi_2(\alpha^k(b))$, and conversely. The result now follows from (4.25).

\[\square\]

The reader will notice that the ideas underlying our present discussion of Corollary 4.11 and Theorem 4.13, below are very close to G. W. Mackey’s view on unitary representations; see e.g., [Mac76].

Definition 4.12. We say that two representations $U_1$ and $U_2$ are unitarily equivalent if there is a unitary isomorphism $W \in \mathcal{L}_G(U_1, U_2)$; i.e., $W : \mathcal{H}_1 \to \mathcal{H}_2$, unitary (including “onto”) such that

\begin{equation}
(4.26) \quad WU_1(g) = U_2(g)W, \quad (g \in G).
\end{equation}

We shall also use the notation $U_1 \cong U_2$; and we set

$$\text{Class}(U_1) = \{U_2 \mid U_2 \cong U_1\}.$$
Theorem 4.13. There is a natural bijection between the set of all orbits in \( K = B \) on one side, and on the other the set of all equivalence classes of induced representations of \( G = B \rtimes_{\alpha} \mathbb{Z} \); with the bijection being implemented by

\[
\text{(4.27)} \quad K \ni \chi \mapsto \text{Ind}_B^G(\chi) \in \text{Rep}(G, L^2(\mathbb{Z})).
\]

Proof. The details of the proof are essentially contained in the previous discussion. An essential point in the argument is that different points \( \chi_1 \) and \( \chi_2 \) in the same orbit are mapped into unitarily equivalent representations under (4.27). To see this note that if \( \chi_2 = \hat{\alpha}^k \chi_1 \) for some \( k \in \mathbb{Z} \), then

\[
\text{(4.28)} \quad \text{Ind}_B^G(\chi_2) = T_k \text{Ind}_B^G(\chi_1) T_k^*.
\]

The formula (4.28) in turn follows from Lemma 4.1. This means that \( T_k \in L_G(\text{Ind}_B^G(\chi_1), \text{Ind}_B^G(\chi_2)) \).

Note that if the representations are not irreducible, there may be other intertwining operators. \( \square \)

Remark 4.14. Since the equivalence classes (referring to unitary equivalence) of the induced representations are indexed by the set of orbits in \( K = B \), one might naturally ask for a concrete and measurable cross section for the \( \hat{\alpha} \)-orbits. Measurable cross sections play an essential role in Mackey’s theory of direct integrals, see e.g., [Mac76]. However the initial impetus for this theory came from the study of type \( I \) groups. We will see in section 6 that \( G = B \rtimes_{\alpha} \mathbb{Z} \) is non-type \( I \). We show below in the case of \( K_2 = \mathbb{Z}[\frac{1}{2}] \) that in general we have non-existence of measurable cross sections for the \( \alpha \)-orbits.

The fact that discrete semi-direct products of the form \( B \rtimes_{\alpha} \mathbb{Z} \) are not type \( I \) was known to Mackey in the late 40’s, early 50’s (and in fact, this sparked his interest in ergodic theory). In the spirit of [Tho64], we will prove this fact about the non-type \( I \) status of \( B \rtimes_{\alpha} \mathbb{Z} \) directly in Section 6.

Proposition 4.15. Let \( \mu \) be the normalized Haar measure on the compact group \( K = B \). If the set of periodic points of \( \hat{\alpha} \) has \( \mu \)-measure zero, then there is no measurable subset \( M \) of \( K \) such that \( M \) intersects \( \mathcal{O}(\chi) \) in exactly one point, for \( \mu \)-almost every \( \chi \in K \).

Proof. Suppose \textit{ad absurdum} that there is such a measurable subset \( M \). Then, since we can eliminate the set of periodic points (having measure zero), we get that \( \hat{\alpha}^k(M) \cap \hat{\alpha}^l(M) = \emptyset \) for all \( k \neq l \in \mathbb{Z} \), up to measure zero, and \( \bigcup_{k \in \mathbb{Z}} \hat{\alpha}^k(M) = K \). But, then

\[
1 = \mu(K) = \mu(\bigcup_{k \in \mathbb{Z}} \hat{\alpha}^k(M)) = \sum_{k \in \mathbb{Z}} \mu(\hat{\alpha}^k(M)).
\]

But, from Lemma 5.1 below, we see that \( \mu(\hat{\alpha}^k(M)) = \mu(M) \) for all \( k \in \mathbb{Z} \). Either of the two possibilities for \( \mu(M) \) yields a contradiction, either way \( \mu(M) = 0 \), or positive, contradicts the sum formula. \( \square \)

Remark 4.16. We define the equivalence relation \( \sim \) on \( K \) by \( \chi_1 \sim \chi_2 \) iff \( \mathcal{O}(\chi_1) = \mathcal{O}(\chi_2) \), and let \( q : K \to K/\sim \) be the quotient map. A section in \( \sim \) is a map \( m : K/\sim \to K \) such that \( q \circ m = \text{id}_{K/\sim} \). Proposition 4.15 shows that, when the periodic points have \( \mu \)-measure zero, there are no measurable sections in \( \sim \).

5. Haar Measure

For general references on elementary facts about ergodic automorphisms of compact abelian groups, invariance of Haar measure, etc, use for example [Wal82, Pet83].

In Definition 3.2, we considered a dual automorphism \( \hat{\alpha} \in \text{Aut}(\hat{B}) \) arising from a fixed \( \alpha \in \text{Aut}(B) \) where \( B \) is a given discrete abelian group. By \( \hat{B} := K \) we mean the compact dual group. As a compact abelian group, \( K \) has a unique normalized Haar measure \( \mu \), i.e., \( \mu \) is a positive Borel measure on \( K \) such that \( \mu(K) = 1 \) and

\[
\mu(E \chi) = \mu(E) \text{ for all } E \in B(K)(= \text{ the Borel subsets in } K).
\]

Here \( E \chi := \{ \eta \chi : \eta \in E \} \), and \( (\eta \chi)(b) := \eta(b) \chi(b) \), for all \( b \in B \).

In general, if \( \tau : K \to K \) is a measurable endomorphism, we set

\[
(\mu \circ \tau^{-1})(E) = \mu(\tau^{-1}(E)), \text{ for } E \in B(K);
\]

and we note that \( \mu \circ \tau^{-1} \) is again a Borel measure.

In this section we shall use that \( \mu \) is automatically \( \hat{\alpha} \)-invariant, i.e., that

\[
\mu \circ \hat{\alpha}^{-1} = \mu.
\]
Lemma 5.1. Let \( \hat{\alpha} \in \text{Aut}(K) \) be an automorphism of a compact abelian group \( K \). Then the (normalized) Haar measure \( \mu \) on \( K \) is \( \hat{\alpha} \)-invariant.

Proof. It follows from the definitions that the measure \( \mu \circ \hat{\alpha}^{-1} \) is translation invariant and normalized, i.e., that (5.1) holds. The conclusion now follows from uniqueness of the Haar measure.

Corollary 5.2. Let \( d \in \mathbb{N} \), and let \( A \) be a \( d \times d \) matrix over \( \mathbb{Z} \) such that \( \det A \neq 0 \). Let \( \hat{\alpha}_A \in \text{Aut}(K_A) \), \( K_A := \mathbb{Z}_d/A^{-1} \), be the induced automorphism of Example 3.4, and let \( \mu \) be the Haar measure on \( K_A \). Then

\[
\mu \circ \hat{\alpha}_A^{-1} = \mu.
\]

Definition 5.3. Let \((K, \mu)\) be as above, and let \( \hat{\alpha} \in \text{Aut}(K) \) be given. We say that \( \hat{\alpha} \) is ergodic if and only if the only functions in \( L^\infty(K) \) satisfying

\[
f \circ \hat{\alpha} = f
\]

are the constants, a.e., with respect to \( \mu \).

Lemma 5.4. Let \( \hat{\alpha}_A \in \text{Aut}(K_A) \) be the automorphism from Corollary 5.2. Assume that all the eigenvalues \( \lambda \) of \( A \) satisfy \( |\lambda| > 1 \), i.e., that \( A \) is an expansive matrix. Then \( \hat{\alpha}_A \) is ergodic.

Proof. We will use a result from [BJ91] to the effect that \( \hat{\alpha}_A \) is ergodic if and only if for all \( n \in \mathbb{N} \) we have the following implication: \( b \in B, \alpha^n_A(b) = b \) implies \( b = 0 \).

But in view of (3.10)-(3.11), the assertion \( \alpha^n_A(b) = b \) takes the form

\[
A^n b = b
\]

where the left-hand side in (5.6) is given by matrix-multiplication. Since \( B = \mathbb{Z}_d/A^{-1} \subset \mathbb{R}^d \), solutions in \( B \) to (5.6) are column vectors in \( \mathbb{R}^d \). But the number 1 is not in the spectrum of \( A^n \) for any \( n \in \mathbb{N} \); so \( b = 0 \) proves the ergodicity.

Theorem 5.5. Let \( \alpha \in \text{Aut}(B) \) be as in Definition 3.1, and let \( \hat{\alpha} \in \text{Aut}(\hat{B}) \) be the dual automorphism. Set \( K = \hat{B} \) (the Pontryagin dual), and let \( \mu \) be the Haar measure on \( K \). Let \( G = B \rtimes \alpha \mathbb{Z} \).

(i) For \( g = (b, g) \in G \), and \( \chi \in K \), and \( f \in L^2(K, \mu) \) setting

\[
(U(g)f)(\chi) = \chi(b)f(\hat{\alpha}^2(\chi))
\]

we note that \( U \in \text{Rep}(G, L^2(K, \mu)) \).

(ii) The representation \( U \) in (i) is irreducible if and only if \( \hat{\alpha} \) is ergodic. In particular, irreducibility holds for \( \hat{\alpha}_A \)-representation of Lemma 5.4.

Proof. (i) A direct computation using (5.7) shows that \( U(g_1)U(g_2) = U(g_1g_2) \), \( g_1, g_2 \in G \), where the multiplication \( g_1g_2 \) refers to the product in \( G \); see (3.1). Since by Lemma 5.1, the Haar measure \( \mu \) is preserved by \( \hat{\alpha} \), it follows that \( U \) is indeed a unitary representation.

(ii) Let \( A \) be a bounded operator in \( L^2(K, \mu) \) such that

\[
AU(g) = U(g)A, \quad (g \in G).
\]

We say that \( A \) is in the commutant of \( U \). From (5.8), we claim that \( A \) must be a multiplication operator, i.e., that for some \( f \in L^\infty(K) \), \( A \) has the form

\[
(Au)(\chi) = f(\chi)u(\chi), \quad (u \in L^2(K, \mu), \chi \in K).
\]

Returning to (5.7) in the special case of \( U(0, b)(\chi) = e_b(\chi) := \chi(b) \) we note that \( U(0, c)e_b = e_{c+b} = e_ce_b \).

This means that if \( A \) satisfies (5.8) then \( A \) must commute with all the multiplication operators for \( f = e_b \), \( b \in B \). But by Stone-Weierstrass, the linear combinations of \( \{e_b \mid b \in B\} \) are dense in \( C(K) \). Hence \( A \) must itself be a multiplication operator, i.e., have the form (5.9).

Since \( A \) also commutes with \( \{U(j, 0) \mid j \in \mathbb{Z}\} \) we conclude that

\[
f \circ \hat{\alpha} = f;
\]

in other words the commutant is the abelian algebra of all multiplication operators \( M_f \) defined from \( f \in L^\infty(K) \) of (5.10). The results of (ii) now follows, see Definition 5.3. 

Our next result yields the spectral type of the projection valued measure $P(\cdot)$ from Stone’s formula applied to the restricted representation.

We consider the representation $U \in \text{Rep}(G, L^2(K, \mu))$ from (5.7) in Theorem 5.5. Using the restriction $U|_B$ to the abelian subgroup $B$, we show that $U$ is disjoint from $\text{Ind}^G_B(\chi)$ for all $\chi \in \hat{B}$. To determine the projection valued measure $P(\cdot)$ on $K = \hat{B}$ in (3.13) for $V(b) := U(0, b), b \in B$, we find

$$\langle F, P(dx)F \rangle = \|P(dx)F\|^2, \text{ for all } F \in L^2(K, \mu).$$

We set $\nu_F(\cdot) := \|P(\cdot)F\|^2$. From (3.13), we see that

$$\nu_F(b) = \nu_F(b), \quad (b \in B) \tag{5.12}$$

where $\nu_F$ denotes the Fourier transform of the measure $\nu_F$.

**Lemma 5.6.** Consider the representation $U$ in (5.7), and its restriction to $B$, and let $P$ be the corresponding projection valued measure. Then

$$\nu_F(\cdot) = \|P(\cdot)F\|^2 \tag{5.13}$$

is absolutely continuous with respect to the Haar measure $\mu$ on $K$ for all $F \in L^2(K, \mu)$, and we have the following formula

$$\frac{d\nu_F}{d\mu} = |F|^2 \tag{5.14}$$

for the Radon-Nikodym derivative; i.e., we have $\nu_F \ll \mu$, and the Radon-Nikodym derivative is the $L^1$-function $|F|^2$ on $K$.

**Proof.** We establish the identity (5.13) by checking that the Fourier transform applied to the two sides yields the same result. Specifically, we claim that

$$\frac{d\nu_F}{d\mu} = |F|^2 d\mu. \tag{5.15}$$

For the Fourier transform, we have $(b \in B = \hat{K})$:

$$\hat{\nu}_F(b) = \int_K \chi(b) d\nu_F(\chi) = \int_K \chi(b) \|P(d\chi)F\|^2_{L^2(\mu)} = \langle F, U(0, b)F \rangle = \int_K \overline{F(\chi)} \chi(b) F(\chi) d\mu(\chi) = \int_K \chi(b) |F(\chi)|^2 d\mu(\chi) = |\hat{F}|^2 d\mu(b).$$

Since $b \in B = \hat{K}$ is arbitrary, the desired formula (5.14) follows. \qed

The conclusions in Lemma 5.6 states that the representation from Theorem 5.5 has continuous spectrum when restricted to $B$. But we must then know that the Haar measure $\mu$ on $K = \hat{B}$ does not have atoms.

**Proposition 5.7.** Let $K_A = \mathbb{Z}_d[A^{-1}]$ be the Pontryagin dual of $B_A = \mathbb{Z}_d[A^{-1}]$ from Example 3.4, and let $\mu = \mu_A$ denote the normalized Haar measure of $K_A$. Then $\mu_A$ is non-atomic, i.e., for all $\chi_0 \in K_A$,

$$\mu_A(\{\chi_0\}) = 0, \tag{5.15}$$

where $\{\chi_0\}$ denotes the singleton.

**Proof.** Suppose $\chi_0$ is an atom. Then, since $\mu_A$ is invariant under translations, every $\chi \in K_A$ is an atom and $\mu_A(\{\chi\}) = \mu_A(\chi \chi_0^{-1}\{\chi_0\}) = \mu_A(\{\chi_0\})$.

Since $K_A$ is compact and $\mu_A(K_A) = 1$, it follows that for any finite subset of $K_A$,

$$1 = \mu_A(K_A) \geq \sum_{\chi \in F} \mu_A(\{\chi\}) = |F| \mu_A(\{\chi_0\})$$

and as $K_A$ is infinite, this implies that $\mu_A(\{\chi_0\}) = 0$, a contradiction. \qed

This is a statement of a more general result about compact connected abelian groups. Note the dual of $K_A$ has no torsion and is countable discrete abelian so $K_A$ is a connected compact abelian group; see [HR63].
**Corollary 5.8.** Let $A$, and $(K_A, \mu_A)$ be as in the statement of Proposition 5.7. Let $\chi_0 \in K_A$. Then
\[
\{ F \in L^2(K_A, \mu_A) \mid U(0, b)F = \chi_0(b)F, \ b \in B_A \} = \{ 0 \};
\]
i.e., the representation
\[
(U(0, b)F)(\chi) = \chi(b)F(\chi), \ \ (\chi \in K_A)
\]
in $L^2(K_A, \mu_A)$ has no point-spectrum.

This is a very general fact about ergodic automorphisms on compact connected abelian groups. They never have point spectrum; see [Wal82, Pet83].

**Proof.** Suppose for some $\chi_0 \in K_A$, and $F_0 \in L^2(K_A, \mu_A)$ we had
\[
U(0, b)F_0 = \chi_0(b)F_0, \ \ (b \in B_A).
\]
Then (5.16) shows that $F_0$ is a constant times the indicator function of $\chi_0$. But the indicator functions of points in $K_A$ have $L^2(\mu_A)$-norm equal to 0. \hfill \square

### 6. The Plancherel Formula for $G$

In sections 3 and 4 we examined the monomial representations of the discrete semidirect product group $G = B \rtimes_\alpha \mathbb{Z}$. We recall that the starting point is a given discrete abelian group $B$, and a fixed automorphism $\alpha$ of $B$. By a monomial representation $\sigma$ of $G$ we mean a representation of $G$ which is induced from a one-dimensional representation of $B$. Since the one-dimensional representation of $B$ are the points $\chi$ in the compact Pontryagin dual group $K:= \hat{B}$, the monomial representations of $G$ have the form $\text{Ind}_{\hat{B}}^G(\chi)$, and they are indexed by points $\chi$ in $K$.

Note that since the group $G = B \rtimes_\alpha \mathbb{Z}$ is discrete, its (right) regular representation $R$ simply acts by right translations on the sequence $l^2$ Hilbert space $l^2(G)$. In this section we prove that $R$ is the direct integral of the induced representations $\text{Ind}_{\hat{B}}^G(\chi)$ with the integration being with respect to the Haar measure $\mu$ on $K$. This means that the particular continuous representation in section 5 does not contribute to the Plancherel formula for $G$. Or stated differently, only the representations of $G$ whose restriction to $B$ have point-spectrum contribute to the Plancherel formula for $G$.

It is interesting to compare this result to the theorem in [LPT01]. The authors of [LPT01], see section 3 above, show that for affixed dilation matrix $A$, the direct integral of certain “thin” subsets, the wavelet sets, in $K$ “add up” to the $A$-wavelet representation in $L^2(\mathbb{R}^d)$; see also Example 3.4.

Specifically, if $d \in \mathbb{N}$ and $A$ is a $d \times d$ matrix as in Example 3.4, we consider the Hilbert space $L^2(\mathbb{R}^d)$ relative to the usual $d$-dimensional Lebesgue measure on $\mathbb{R}^d$.

We define the wavelet representation of $G_A = B_A \rtimes_\alpha \mathbb{Z}$ on $L^2(\mathbb{R}^d)$ as follows (see also [MV00]):
\[
(U_w(j, A^{-n}k)f)(x) = |\det A|^{1/2} f(A^j(x - A^{-n}k)), \ \ (f \in L^2(\mathbb{R}^d), x \in \mathbb{R}^d, k \in \mathbb{Z}^d, j \in \mathbb{Z}, n \geq 0).
\]
As in Example 3.4
\[
B_A := \mathbb{Z}_d[A^{-1}] = \bigcup_{n \geq 0} A^{-n} \mathbb{Z}^d \subset \mathbb{R}^d.
\]
Points $x \in \mathbb{R}^d$, and $k \in \mathbb{Z}^d$ are viewed as column vectors.

Note that the wavelet representation is obtained from translation and dilation operators: we have
\[
(T_{A^{-n}k}f)(x) = (U_w(0, A^{-n}k)f)(x) = f(x - A^{-n}k), \ \ (DF)(x) = (U_w(1, 0)f)(x) = |\det A|^{1/2} f(Ax),
\]
and
\[
U_w(j, A^{-n}k) = T_{A^{-n}k}D^j, \ \ (j \in \mathbb{Z}, A^{-n}k \in \mathbb{Z}_D[A^{-1}]).
\]
We say that $U_w$ is the $A$-wavelet representation.

**Definition 6.1.** A wavelet set is a measurable subset $E \subset \mathbb{R}^d$ which satisfies the following four conditions:
\begin{itemize}
  \item[(i)] $\bigcup_{k \in \mathbb{Z}} (E + k) = \mathbb{R}^d$;
  \item[(ii)] $E \cap (E + k) = \{0\}$;
  \item[(iii)] $\bigcup_{j \in \mathbb{Z}} A^j E = \mathbb{R}^d$;
  \item[(iv)] $E \cap A^j E = \{0\}$.
\end{itemize}
Remark 6.2. Note that the four conditions (i)–(iv) are occasionally stated to hold only up to $\mathbb{R}^d$-Lebesgue measure zero. But since the operations in (i) and (iii) are countably discrete, a given set $E$ which satisfies the conditions modulo $d$-Lebesgue measure zero, may be modified so that (i)–(iv) hold everywhere, the modifications involving only changes on subsets of measure zero.

The theorem in [LPT01] states that a subset $E \subset \mathbb{R}^d$ is a $A$-wavelet set if and only if it supports and orthogonal direct integral decomposition for $U_w$ of (6.1); i.e.,

$$U_w = \int_E \oplus B_A(\chi_t) \, dt$$

where “$dt$” is the $d$-dimensional Lebesgue measure supported on the set $E$. Actually, the theorem in [LPT01] shows that one can perform the decomposition in (6.5) even if the set $E$ tiles $\mathbb{R}^d$ only by dilations by $A^T$.

The translation tiling is not needed for the decomposition and was only used elsewhere. Moreover, for $t \in E(\subset \mathbb{R}^d)$ we use the notation $\chi_t \in K_A = \hat{B}_A = \mathbb{Z}_d[A^{-1}]$. Specifically, we use the setting in Example 3.4. Recall that the range of the $\mathbb{R}^d$-embedding in $K_A$ is dense, i.e., $\mathbb{R}^d \ni t \mapsto \chi_t \in K_A$ coming from dualizing $B_A = \bigcup_{k \geq 0} A^{-k} \mathbb{Z}^d \subset \mathbb{R}^d$.

Theorem 6.3. Let $B$ be a discrete abelian group, $\alpha \in \text{Aut}(B)$, and $G = B \rtimes_{\alpha} \mathbb{Z}$. Let $R : G \to \mathcal{B}(l^2(G))$ (in fact unitary operators on $l^2(G)$) be the regular representation

$$R(g_1)F(g_2) = F(g_2g_1), \quad (g_1, g_2 \in G, F \in l^2(G)).$$

For $\chi \in K := \hat{B}$ set

$$U_{\chi} := \text{Ind}_B^G(\chi);$$

see section 4 above. Let $\mu$ be the normalized Haar measure of the compact group $K$. Then we have the following orthogonal direct integral representation

$$R = \int_K \oplus U_{\chi} \, d\mu(\chi).$$

Proof. There are several parts to the formula (6.8). First recall the regular representation $R$ acts on the Hilbert space $l^2(G)$ while each $U_{\chi} = \text{Ind}_B^G(\chi)$ acts on $l^2(\mathbb{Z}) \cong L^2(\mathbb{T})$ as described in Theorem 4.2. So part of the conclusion in (6.8) is the assertion

$$l^2(G) \cong \int_K \oplus l^2(\mathbb{Z})_{\chi} \, d\mu(\chi)$$

where (6.9) is really an integral transform applied to elements $F \in l^2(G)$, i.e., $F : G \to \mathbb{C}$ such that

$$\|F\|^2_{l^2(G)} := \sum_{g \in G} |F(g)|^2.$$

The transform. For $\chi \in K$, and $F \in l^2(G)$, set

$$f_{\chi}(j,b) = \sum_{c \in B} \overline{\chi(c)} F(j,b + c),$$

where in (6.11) we must for the moment restrict to $F$ of finite support.

Two assertions: For points $(j,b) \in G$

(i) $f_{\chi}(j,b) = \chi(b)f_{\chi}(j,0)$ for all $j \in \mathbb{Z}, b \in B$;

(ii)

$$\int_K \|f_{\chi}\|^2_{l^2(G)} \, d\mu(\chi) = \|F\|^2_{l^2(G)}.$$

First note that by (3.14) in Definition 3.5, $f_{\chi} \in \mathcal{H}(\chi)$ = the space of $\text{Ind}_B^G(\chi)$, for all $\chi \in K$.

Proof of (i).

$$f_{\chi}(j,b) = \sum_{c \in B} \overline{\chi(c)} F(j,b + c) = \sum_{c \in B} \overline{\chi(c-b)} F(j,c) = \chi(b) \sum_{c \in B} \overline{\chi(c)} F(j,c) = \chi(b)f_{\chi}(j,0).$$
Proof of (ii).

\[
\int_K \|f_\chi\|_{\mathcal{H}(\chi)}^2 \, d\mu(\chi) \overset{(3.15)}{=} \int_K \sum_{j \in \mathbb{Z}} |f_\chi(j,0)|^2 \, d\mu(\chi) = \int_K \sum_{j \in \mathbb{Z}} \sum_{b \in B} \overline{\chi(b)} F(j, b) \, d\mu(\chi) = \sum_{j \in \mathbb{Z}} \int_K \left|\sum_{b \in B} e_\chi(b) F(j, b)\right|^2 \, d\mu(\chi) \overset{\text{Plancherel}}{=} \sum_{j \in \mathbb{Z} \ b \in B} |F(j, b)|^2 = \sum_{g \in G} |F(g)|^2 = \|F\|_{l^2(G)}^2.
\]

Thus the transform is isometric.

It remains to prove that the transform:

\[
l^2(G) \ni F \mapsto (f_\chi) \in \int_K \mathcal{H}(\chi) \, d\mu(\chi)
\]

is onto. We will do this by exhibiting an inverse.

First consider \(f_\chi\) as in (6.11). We claim that

\[
\int_K f_\chi(j, b) \, d\mu(\chi) = F(j, b), \quad (j, b) \in G.
\]

Indeed, in view of the isometric property of (6.12), we may exchange integral and summation in (6.13). We get

\[
\int_K f_\chi(j, b) \, d\mu(\chi) = \sum_{c \in B} \int_K \overline{\chi(c)} F(j, b + c) \, d\mu(\chi) = F(j, b),
\]

since \(\int_K \overline{\chi(c)} \, d\mu(\chi) = \begin{cases} 1 & \text{if } c = 0 \\ 0 & \text{if } c \neq 0 \end{cases} \).

The most general element in the direct-integral Hilbert space on the right-hand side in (6.12) is a measurable field \(\varphi : K \times G \to \mathbb{C}\) such that

\[
\varphi(\chi, bg) = \chi(b) \varphi(\chi, g), \quad (\chi \in K, b \in B, g \in G).
\]

with

\[
\int_K \|\varphi(\chi, \cdot)\|_{\mathcal{H}(\chi)}^2 < \infty.
\]

If a measurable field \(\varphi\) is given subject to (6.14)–(6.15), we may define

\[
F(g) = \int_K \varphi(\chi, g) \, d\mu(\chi).
\]

The previous computation shows that \(F \in l^2(G)\), and that \(F \mapsto f_\chi = \varphi(\chi, \cdot)\).

That the operator \(F \mapsto (f_\chi)\) in (6.11) intertwines the respective representations amounts to the following identity

(iii) For \(F \in l^2(G)\), and \(g \in G\), we have

\[
(R(g)F)_\chi = \text{Ind}^G_B(g) f_\chi, \quad (\chi \in K, g \in G).
\]

To prove (6.16), let \(g = (j, b)\), and evaluate the two sides in (6.16) at points \((k, c) \in G\); i.e., \(b, c \in B\), and \(j, k \in \mathbb{Z}\). Then

\[
(R(g)F)_\chi(k, c) = \sum_{a \in B} \overline{\chi(a)} (R(g)F)(k, c + a) = \sum_{a \in B} \overline{\chi(a)} F(k + j, \alpha^k(b) + c + a) = \chi(\alpha^k(b) + c) f_\chi(k + j, 0) = f_\chi(k + j, \alpha^k(b) + c) = f_\chi((k, c)(j, b)) = \text{Ind}^G_B(g) f_\chi(k, c)
\]

which is the desired formula. \(\square\)

Remark 6.4. This is a folklore result and Mackey, Fell et al used this type of decomposition often (induction in stages result). The regular representation is just \(\text{Ind}^G_B(1)\) which is by induction in stages \(\text{Ind}^G_B(\text{Ind}^B_B(1))\) and by Pontryagin duality \(\text{Ind}^B_B(1) = \int_B(\chi) d\chi\). Now use the fact that direct integrals and inducing commute, one of Mackey’s favorite tricks.
Remark 6.5. In the last step of the computation for (ii) in the proof we replaced a \((K, \mu)\) integral with a \(b \in B\) summation. This is based on the Pontryagin duality of \(L^2(B) \cong L^2(K, \mu)\). In this duality, we have the following ONB in \(L^2(K, \mu)\): \(\{e_b \mid b \in B\}\) where \(e_b : K \to \mathbb{C}\) is defined by \(e_b(\chi) = \chi(b)\) for all \(b \in B, \chi \in K\).

An important point of Pontryagin duality is that if \(K = \hat{B}\) in the category of locally compact abelian groups, then \(\hat{K} \cong B\) with a natural isomorphism.

The fact that \(\{e_b \mid b \in B\}\) is an ONB follows from general Pontryagin duality, see e.g. [Rud62].

Remark 6.6. The Baumslag-Solitar group, in the present context in the form \(G = B \rtimes_\alpha \mathbb{Z}\) is an ICC group (meaning that its set of conjugacy classes is infinite, see e.g., [Mac76]). By von Neumann's theory, this means that its right regular representation, i.e., \(R\) in (6.6) in Theorem 6.3 will generate a von Neumann algebra factor of type \(II_1\).

This does not contradict our direct integral decomposition (6.8) for \(R\) into a direct integral of the family of monomial representations. Naturally the irreducible monomial representations give factors of type \(I\). But the direct integral should be of type \(II\).

This is not a contradiction in view of Remark 4.14, i.e., non-existence of measurable cross sections in \(K\).

Moreover, even though we have a direct integral decomposition (6.8), this is not done over the center of the algebra. We have plenty of multiplicity in (6.8), i.e., repetition of equivalent irreducible representations: All the representations from \(\chi\) in the same orbit are equivalent by Theorem 4.13. Specifically, every point in \(K\) has an orbit under \(\hat{\alpha}\) , and the representations corresponding to points in this orbit are equivalent.

Therefore each point will come with a set of operators that intertwine these irreducible representations along the orbit. Integrating will generate a big \(II_1\) commutant.

This is an important distinction between (6.5) and (6.8). The first multiplicity free, and the second, far from it!

As noted, in the formula (6.8) there is a lot of multiplicity.

The important point (Theorem 4.13) is that the unitary equivalence classes of the representations \(\text{Ind}^G_B(\chi)\) are indexed by the \(\hat{\alpha}\) orbits. There is a countable set of different \(\chi\)'s in the same orbit in (6.8), so obviously the commutant corresponding to a fixed orbit \(\mathcal{O}(\chi)\) is quite big.

6.1. The ICC-condition. The ICC-condition may be illustrated more clearly by use of Example 3.3. The issue is the set of conjugacy classes in the group \(G = B \rtimes_\alpha \mathbb{Z}\). For \(g_1, g_2 \in G\) we say that \(g_1 \sim g_2\) (conjugacy) iff there is a \(g_3 \in G\) such that \(g_2 = g_3 g_1 g_3^{-1}\). The conjugacy class of \(g \in G\) is denote \(\hat{g}\).

In Example 3.3, there is a natural system of bijections between the following three sets: (i) Conjugacy classes \(\{b \mid b \in B\}\); (ii) \(\alpha\)-orbits in \(B\), i.e., \(\text{Orb}(b) = \{\alpha^j b \mid j \in \mathbb{Z}\}\); and (iii) the set of odd integers.

Proof. The assertion (i)\(\iff\)(ii) holds more generally; and follows from this: If \(j \in \mathbb{Z}\), \(b, c \in B\), then with \(g = (j, c)\), we have

\[
g^j b g^{-j} = \alpha^j(b).
\]

The remaining argument (ii)\(\iff\)(iii) uses the representation \(B = \mathbb{Z}[\frac{1}{2}]\) from Example 3.3.

For all \(b \in B\) there is a unique \(j \in \mathbb{Z}\) such that \(2^j b \in \mathbb{Z}\), but \(2^k b \notin \mathbb{Z}\) if \(k < j\). Set \(\text{Ord}(b) := 2^j b\). Then it is easy to see that the mapping \(b \mapsto \text{Ord}(b)\) induces a bijection between the two sets in (ii) and (iii).

We mentioned that the regular representation \(R\) in Theorem 6.3 generates a type \(II_1\) factor von Neumann algebra of operators on \(L^2(G)\). The trace \(\tau(\cdot)\) on this factor is given by

\[
\tau(\cdot) := (\delta_e , \cdot)_{L^2(G)}
\]

where \(e = (0, 0) \in G\) is the neutral element.

7. Finite dimensional representations

We saw that the induced representation \(\text{Ind}^G_B(\chi)\) is reducible if \(\chi \in K = \hat{B}\) has finite period. On the other hand it is still infinite-dimensional. The finite-dimensional representations are not induced from \(B\) to \(G = B \rtimes_\alpha \mathbb{Z}\).

Consider \(\chi\) of minimal period \(p\), that is \(\chi \in K\), and suppose \(\hat{\alpha}^p \chi = \chi\), \(\hat{\alpha}^k \chi \neq \chi\) if \(1 \leq k < p\).

Definition 7.1. Set \(B(\chi) := B / \{b \in B \mid \chi(b) = 1\}\). Then \(\alpha\) induces an action of \(\mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z}\) on \(B(\chi)\). Now set \(G(\chi) := B(\chi) \rtimes_\alpha \mathbb{Z}_p\)
Theorem 7.2. The induced representation $\text{Ind}_B^G(\chi)$ is $p$-dimensional and irreducible.

Proof. The argument follows closely the one for induction $B \rightarrow G$ in section 4, so we will only sketch the details. The important point is that the quotient group $B(\chi)/G(\chi)$ is now a copy of $\mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z}$. Hence the formula (4.8) for the $B \rightarrow G$ case modifies as follows

$$\text{Ind}_B^G(\chi) = D_\chi^{(p)}(b)T_j^{(p)}$$

where

$$D_\chi^{(p)}(b) = \begin{pmatrix}
\chi(b) & 0 & \ldots & 0 \\
0 & \chi(\alpha(b)) & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \ldots & \ldots & \chi(\alpha^{p-1}(b))
\end{pmatrix}$$

and $T_j^{(p)} := (T^{(p)})^j$ with

$$T^{(p)} :=
\begin{pmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
0 & 0 & 0 & \ldots & 0 & 1 \\
1 & 0 & 0 & \ldots & 0 & 0
\end{pmatrix}$$

The proof of irreducibility is modeled on the argument for the proof of Theorem 4.8(i) above. \qed

Remark 7.3. Note that for $G = B \rtimes_{\alpha} \mathbb{Z}$ the formal Fröbenius reciprocity prediction breaks down and in fact:

Theorem 7.4. Let $\chi \in K$ be an element of finite period $p$, i.e., $\hat{\partial}^k \chi = \chi$, $\hat{\partial}^k \chi \neq \chi$, for $1 \leq k < p$. Let $U_p^{(x)}$ be the finite-dimensional irreducible representation of $G$ given in Theorem 7.2. Then $L_G(U_p^{(x)}, \text{Ind}_B^G(\chi)) = 0$.

Proof. We will write out the details only for $p = 3$ to simplify notation. The general argument is the same. Recall

$$T^{(3)} = \begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}, \quad D_\chi(b) = \begin{pmatrix}
\chi(b) & 0 & 0 \\
0 & \chi(\alpha(b)) & 0 \\
0 & 0 & \chi(\alpha^2(b))
\end{pmatrix}$$

(7.1)

$$U_p^{(x)}(j, b) = D_\chi^{(3)}(b)T^{(3)}j$$

while

(7.2)

$$\text{Ind}_B^G(\chi)(j, b, \xi) = \chi(\alpha^k(b))\xi_{k+j}, \quad ((j, b) \in G, k \in \mathbb{Z}, \xi \in l^2(\mathbb{Z})).$$

Let $W \in L_G(U_p^{(x)}, \text{Ind}_B^G(\chi))$. Let $u_0, u_1, u_2$ be the canonical basis in $H(U_p^{(x)}) = \mathbb{C}^3$.

Working mod 3

(7.3)

$$U_p^{(x)}(j, b)u_k = \chi(\alpha^{k+2j}(b))u_{k-j(\text{mod }3)}, \quad ((j, b) \in G, k \in \{0, 1, 2\} \cong \mathbb{Z}/3\mathbb{Z}).$$

Set $Wu_k = \xi^{(k)} \in l^2(\mathbb{Z})$, i.e., $\xi^{(k)} = (\xi^{(k)}_s)_{s \in \mathbb{Z}} \in l^2(\mathbb{Z})$, $\|\xi^{(k)}\|^2 = \sum_{s \in \mathbb{Z}} |\xi^{(k)}_s|^2 < \infty$. Using (7.2)–(7.3)

$$WU_p^{(x)}(j, b)u_k = \text{Ind}_B^G(\chi)(j, b)Wu_k, \quad ((j, b) \in G, k \in \{0, 1, 2\})$$

so

$$\chi(\alpha^{k-j}(b))\xi^{(k-j)}_s = \chi(\alpha^s(b))\xi^{(k)}_{s+j}, \quad (s, j \in \mathbb{Z}).$$

Now set $j = 3t \in 3\mathbb{Z}$, and we get $\chi(\alpha^{k}(b))\xi^{(k)}_s = \chi(\alpha^s(b))\xi^{(k)}_{s+3t}$ and $|\xi^{(k)}_s| = |\xi^{(k)}_{s+3t}|$ for all $s, t \in \mathbb{Z}$.

Since $\xi^{(k)} \in l^2(\mathbb{Z})$, we conclude that $\xi^{(k)} = 0$ in $l^2(\mathbb{Z})$; reason: $\lim_{t \to \infty} \xi^{(k)}_{s+3t} = 0$. \qed
Corollary 7.5. If $U$ is an irreducible finite dimensional representation of $G = B \rtimes_{\alpha} \mathbb{Z}$ then there exists a periodic element $\alpha \in K = \hat{B}$ of period $p$, and a $z_0 \in \mathbb{T}$ such that $U$ is unitarily equivalent to the representation
\[ U_{\chi, z_0}(j, k) = D^{(p)}_{\chi}(b)T^{(p)}_{j, z_0}, \quad (j \in \mathbb{Z}, b \in B) \]
where
\[ D^{(p)}_{\chi}(b) = \begin{pmatrix} \chi(b) & 0 & \ldots & 0 \\ 0 & \chi(\alpha(b)) & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & \ldots & \chi(\alpha^{p-1}(b)) \end{pmatrix}, T^{(p)}_{j, z_0} := (T^{(p)}_{z_0})^j, \text{ with } T^{(p)}_{z_0} := \begin{pmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \\ 0 & 0 & 0 & \ldots & z_0 \\ 1 & 0 & 0 & \ldots & 0 \end{pmatrix} \]
The representations $U_{\chi, z_0}$ are disjoint for different pairs $(\chi, z_0)$.

Proof. The argument follows closely that of Corollary 4.3. Let $U \in \text{Rep}_{irr}(G, \mathcal{H})$, and suppose $\dim \mathcal{H} < \infty$. Then $\mathcal{H}_p \neq 0$ and by (4.18) there are $\chi \in K$ and $F_0 \in \mathcal{H} \setminus \{0\}$ such that $U(0, b)F_0 = \chi(b)F_0$ for all $b \in B$.

Assume $\|F_0\| = 1$ and set $v_j := U(-j, 0)F_0, j \in \mathbb{Z}$. Then $U(0, b)v_j = \chi(\alpha^j(b))v_j$ for all $j \in \mathbb{Z}, b \in B$. From $\langle v_j, U(0, b)v_k \rangle = \langle U(0, -b)v_j, v_k \rangle$, an easy calculation yields
\[ (\chi(\alpha^j(b)) - \chi(\alpha^k(b))) \langle v_j, v_k \rangle = 0, \quad (j, k \in \mathbb{Z}). \]
Since $\dim \mathcal{H} < \infty$, we conclude that $\chi$ has finite period. Let $p$ be the minimal period of $\chi$.

From (7.4), it follows that $\langle v_j, v_k \rangle = 0$ if $j \neq k \mod p$.

Suppose we have the decomposition
\[ v_p = U(1, 0)v_{p-1} = z_0v_0 + w \]
with $z_0 \in \mathbb{C}$, and $w \in \mathcal{H} \cap \{v_0\}$.

We use that $\dim \mathcal{H}(\chi) = 1$ (because the representation is irreducible, see also the proof of Corollary 4.3), so $\mathcal{H}(\chi) = \mathbb{C}v_0$. Now apply $V_b (b \in B)$ to (7.5): $\chi(b)v_p = V_bv_p = z_0\chi(b)v_0 + V_bw$ for all $b \in B$. This implies $\chi(b)(v_p - z_0v_0) = V_bw$ so $w \in \mathcal{H}(\chi) = \mathbb{C}v_0$. Hence $\mathcal{H}_p := \text{span}\{v_0, v_1, \ldots, v_{p-1}\} \subset \mathcal{H}$ is a $(U, G)$-invariant subspace, and $\{v_j\}_{j=0}^{p-1}$ is an ONB in $\mathcal{H}_p$. Since $(U, G)$ is irreducible it follows that $\mathcal{H}_p = \mathcal{H}$. Mapping the vectors $v_j$ into the canonical vectors $\delta_j$ in $\mathbb{C}^p$ proves the first part of the corollary.

For disjointness, note that if $\chi_1 \neq \chi_2$ then the $D^{(p)}_{\chi}$ parts of the representations cannot be equivalent. If $z_0 \neq z'_0$ then, since the spectrum of the operator $T^{(p)}_{z_0}$ is the $p$-th roots of $z_0$, the $T^{(p)}_{z_0}$ parts of the two representations cannot be equivalent. Since the representations are irreducible, they must be disjoint.

We should add that because $C^*(B \rtimes_A \mathbb{Z})$ can be viewed as a transformation group $C^*$-algebra $C(K_A) \rtimes \mathbb{Z}$, much facts about ideal structure and representation theory can be gleaned from work of D. Williams in late 1970’s.

8. Dilations

One of the basic ideas underlying the multiresolution method in wavelet theory, and more generally in the analysis of fractals, see e.g., [Dan95] and [Jor06] is to select an initial Hilbert space, often as a subspace of an ambient Hilbert space. The ambient Hilbert space may be $L^2(\mathbb{R}^d)$, see e.g., Remark 6.2, and [LPT01]. If the ambient Hilbert space is not given at the outset as is typically the case for fractals, e.g., [DJ06], we must construct it from the initial data.

But in the initial space the scaling operator is merely an isometry, say $u$. The relation which governs the two wavelet operators in dyadic case is then $uT = T^2u$, but after it is dilated (extended) via an isometric embedding, it may be realized with a version of $u$ which will now be unitary, and we end up with a unitary representation of a group of the form $G = B \rtimes_{\alpha} \mathbb{Z}$ of the kind studied in sections 3 to 6. The isometric embedding must of course intertwine the two operator systems, and the dilated system must minimal. In this section, we make this precise, and prove the properties which are asserted.

Let $H$ be a subgroup of $B$ with the property that
\[ \alpha(H) \subset H, \quad \bigcup_{n \geq 0} \alpha^{-n}(H) = B. \]
The inclusion \( i : H \hookrightarrow B \) dualizes to a morphism \( \theta_0 : \hat{B} \to \hat{H} \).

Let
\[
\mu_H := \mu \circ \theta_0^{-1}.
\]
It is easy to see then that \( \mu_H \) is a translation invariant measure, and \( \mu_H(H) = 1 \), hence \( \mu_H \) is the normalized Haar measure on \( H \).

Since \( \alpha(H) \subset H \), the automorphism \( \alpha \) on \( B \) restricts to an injective endomorphism \( \alpha_H \) of \( H \), and it has dual morphism \( \hat{\alpha}_H : \hat{H} \to \hat{H} \), which satisfies:
\[
(8.3) \quad \theta_0 \circ \hat{\alpha} = \hat{\alpha}_H \circ \theta_0.
\]

We define the operators \( u \) and \( t_h \), \( h \in H \) on \( L^2(\hat{H}, \mu_H) \) by
\[
(8.4) \quad (uf)(z) = f(\hat{\alpha}_H(z)), \quad (thf)(z) = z(h)f(z), \quad (f \in L^2(\hat{H}, \mu_H), h \in H, z \in \hat{H}).
\]

**Example 8.1.** Consider the set-up of Example 3.4, i.e., \( B = \mathbb{Z}_d[A^{-1}] \) and \( \alpha(b) = Ab \) for \( b \in B \), where \( A \) is a \( d \times d \) expansive integer matrix.

Let \( H = \mathbb{Z}_d \) as a subgroup of \( \mathbb{Z}_d[A^{-1}] \). Then since \( A \) is an integer matrix \( \alpha(H) \subset H \) and by construction (8.1) is satisfied.

The dual of the group \( H = \mathbb{Z}_d \) is the \( d \)-torus \( \hat{H} = \mathbb{T}_d \), with the duality given by
\[
\langle (k_1, \ldots, k_d), (e^{2\pi i x_1}, \ldots, e^{2\pi i x_d}) \rangle = e^{2\pi i \sum_{i=1}^d k_i x_i}, \quad (k_j \in \mathbb{Z}, e^{2\pi i x_j} \in \mathbb{T}).
\]

The morphism \( \hat{\alpha}_H \) on \( \mathbb{T}_d \) is then
\[
\hat{\alpha}_H(e^{2\pi i x_1}, \ldots, e^{2\pi i x_d}) = (e^{2\pi i \sum_{j=1}^d A_{1,j} x_1}, \ldots, e^{2\pi i \sum_{j=1}^d A_{d,j} x_j}).
\]

In particular, when \( d = 1 \) and \( A = 2 \), the morphism \( \hat{\alpha}_H \) on \( \mathbb{T} \) is \( \hat{\alpha}_H(z) = z^2 \).

**Proposition 8.2.** Let \( H \) be a subgroup of \( B \) satisfying (8.1).

(i) The operators \( u \) and \( t_h \) defined in (8.4) satisfy the following relation
\[
(8.5) \quad ut_h = t_{\alpha(h)}u.
\]
Moreover the operators \( t_h \) are unitary for all \( h \in H \), and, \( u \) is an isometry.

(ii) Let
\[
(8.6) \quad W : L^2(\hat{H}, \mu_H) \to L^2(K, \mu), \quad Wf = f \circ \theta_0,
\]
and consider the representation \( U \) of \( G = B \rtimes_{\alpha} \mathbb{Z} \) given in (5.7). Then \( W \) is an isometry with the property that
\[
(8.7) \quad WU = U(1,0)W; \quad Wt_h = U(0,h)W; \quad (h \in H).
\]
Moreover \( U \) is the minimal unitary dilation of the isometry \( u \), i.e.,
\[
(8.8) \quad \bigcup_{j \geq 0} U(-j,0)W L^2(\hat{H}, \mu_H) \text{ is dense in } L^2(K, \mu).
\]

**Proof.** (i) Note that \( t_h \) is a multiplication operator by the character \( h \) in \( \hat{H} = H \). Therefore it is a unitary operator. With (8.2), (8.3), and the invariance of \( \mu \) under \( \hat{\alpha} \) (5.3),
\[
\int_{\hat{H}} f \circ \hat{\alpha}_H \, d\mu_H = \int_B f \circ \hat{\alpha}_H \circ \theta_0 \, d\mu = \int_B f \circ \theta_0 \circ \hat{\alpha} \, d\mu = \int_B f \circ \theta_0 \, d\mu = \int_{\hat{H}} f \, d\mu_H.
\]
So \( u \) is an isometry. The relation (8.5) follows from a direct computation.

(ii) Equation (8.2) shows that \( W \) is an isometry. Equations (8.7) follow from a direct computation (recall that \( \theta_0 = \hat{1} \)).

For the (8.8), we note that, if \( h \in H \) is regarded as a character on \( \hat{H} \), then \( Wh = h \circ \theta_0 \in W L^2(\hat{H}, \mu_H) \).

We have for \( j \geq 0, \chi \),
\[
(U(-j,0)(h \circ \theta_0))(\chi) = h(\theta_0 \hat{\alpha}^{-j}(\chi)) = (\hat{\alpha}^{-j}(\chi))(h) = (\ast),
\]
since \( \theta_0 \) is the dual of the inclusion. Then \( \ast = (\alpha^{-j}(h))(\chi) \). Therefore \( U(-j,0)Wh = \alpha^{-j}h \) seen as a character on \( \hat{B} \).
But with (8.1) this means that all the characters on \( \hat{B} \) are contained in the left-hand side of (8.8) so, by the Stone-Weierstrass theorem, it must be dense.

\[\square\]

9. Wavelet Questions and Answers for the Group \( G = B \rtimes_\alpha \mathbb{Z} \)

In this section we answer two natural wavelet questions which present themselves in connection with our representations of \( G = B \rtimes_\alpha \mathbb{Z} \). We explore them for the class of examples in Example 3.4. Within harmonic analysis of wavelet bases it is natural to relax the rather strict requirement that a wavelet basis be orthonormal (i.e., an ONB). Two alternative basis possibilities are called Bessel wavelets and frame wavelets, and we refer to the survey [Chr01] for definitions and motivation.

**Definition 9.1.** Let \( \{e_i\}_{i \in I} \) be a family of vectors in a Hilbert space \( \mathcal{H} \). Then \( \{e_i\}_{i \in I} \) is a **Bessel sequence** if there exists \( M > 0 \) such that
\[
\sum_{i \in I} |\langle f, e_i \rangle|^2 \leq M \|f\|^2, \quad (f \in \mathcal{H}).
\]

The family \( \{e_i\}_{i \in I} \) is called a **frame** if there exist constants \( m, M > 0 \) such that
\[
m \|f\|^2 \leq \sum_{i \in I} |\langle f, e_i \rangle|^2 \leq M \|f\|^2, \quad (f \in \mathcal{H}).
\]

**Definition 9.2.** Consider the group in Example 3.4, \( B = \mathbb{Z}_d[A^{-1}] \), and \( \alpha(b) = Ab, b \in B \). Let \( U \) be a representation of \( G = B \rtimes_\alpha \mathbb{Z} \) on a Hilbert space \( \mathcal{H} \). A **Bessel/frame/orthonormal wavelet** for the representation \( U \) is a finite family \( \{\psi_1, \ldots, \psi_q\} \) of vectors in \( \mathcal{H} \) such that
\[
\{U(j, \alpha^j(k))\psi_i \mid j \in \mathbb{Z}, k \in \mathbb{Z}^d, i \in \{1, \ldots, q\}\}
\]
is a Bessel sequence/frame/orthonormal basis for \( \mathcal{H} \).

**Proposition 9.3.** Consider the groups of Example 3.4, \( B = \mathbb{Z}_d[A^{-1}] \), \( \alpha(b) = Ab, b \in B \). Let \( \chi \in \hat{B} \). The representation \( \text{Ind}_B^G(\chi) \) has no Bessel wavelets.

**Proof.** We can consider the equivalent form of \( \text{Ind}_B^G(\chi) \) on \( l^2(\mathbb{Z}) \) given in Lemma 4.1 and Theorem 4.2. Suppose \( \{\psi_1, \ldots, \psi_q\} \) is a Bessel wavelet for \( \text{Ind}_B^G(\chi) \). Then
\[
\sum_{i=1}^q \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle U(j, \alpha^j(k))\psi_i, \delta_0 \rangle|^2 \leq M \|\delta_0\|^2 = M,
\]
for some constant \( M > 0 \). But then
\[
M \geq \sum_{i=1}^q \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle \psi_i, U(-j, -k)\delta_0 \rangle|^2 = \sum_{i=1}^q \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle \psi_i, D\chi(-k)T_{-j}\delta_0 \rangle|^2 = \sum_{i=1}^q \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle \psi_i, \chi(\alpha^j(k))\delta_j \rangle|^2 = \sum_{i=1}^q \sum_{k \in \mathbb{Z}^d} \sum_{j \in \mathbb{Z}} |\langle \psi_i, \delta_j \rangle|^2 = \sum_{i=1}^q \sum_{k \in \mathbb{Z}^d} \|\psi_i\|^2 = \infty.
\]
This contradiction proves the result. \[\square\]

**Remark 9.4.** For the group \( B = \mathbb{Z}[1/2] \) in Example 3.3 with \( \alpha(x) = 2x \) for \( x \in B \), the representation \( U \) in Theorem 5.5 “almost” has orthogonal wavelets. More precisely \( \psi = e_1 = \text{the character 1} \in \mathbb{Z}[1/2] \) on \( \hat{B} = \mathbb{Z}[1/2] \) has the property that its wavelet family \( \{U(j, \alpha^j(k))\psi \mid j, k \in \mathbb{Z}\} \) is orthonormal, and spans a space of codimension 1 (see [Dut06]).

**Proposition 9.5.** Consider the group in Example 3.4, \( B = \mathbb{Z}_d[A^{-1}] \), \( \alpha(b) = Ab, b \in B \). Then the right regular representation in Theorem 6.3 does not have frame wavelets.

**Proof.** See also [DL98] for the analysis of representations that have or do not have wavelets.

Suppose \( \{\psi_1, \ldots, \psi_q\} \) is a frame wavelet for the right regular representation \( R \) on \( l^2(G) \). Then
\[
m \|f\|^2 \leq \sum_{i=1}^q \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle R(j, \alpha^j(k))\psi_i, f \rangle|^2 \leq M \|f\|^2, \quad (f \in l^2(G)).
\]
for some constants $m,M > 0$. This implies that for all $g \in G$, if $f = \delta_g$ is a canonical vector,
\begin{equation}
\tag{9.1}
m \leq \sum_{i=1}^{q} \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle \psi_i, R(-j, -k)\delta_g \rangle|^2 = \sum_{i=1}^{q} \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle \psi_i, \delta_g(-j, -k)^{-1} \rangle|^2 = \sum_{i=1}^{q} \sum_{j \in \mathbb{Z}, k \in \mathbb{Z}^d} |\langle \psi_i, \delta_g(j, \alpha^j(k)) \rangle|^2.
\end{equation}

Since $\sum_{i=1}^{q} \|\psi_i\|^2 < \infty$, there exists a finite set $F = \{(j_1, k_1), \ldots, (j_n, k_n)\}$ in $G$, such that
\begin{equation}
\tag{9.2}
\sum_{i=1}^{q} \sum_{h \in G \setminus F} |\langle \psi_i, \delta_h \rangle|^2 < m.
\end{equation}

Pick an element $k_0 \in \mathbb{Z}[A^{-1}]$ such that $k_0 + \alpha^j(k) \neq k_1$ for all $k \in \mathbb{Z}^d$, $l \in \{1, \ldots, n\}$. This can be done by choosing $k_0 = A^{-r}b_0$ with $b_0 \in \mathbb{Z}$ and $r$ big enough (bigger than all $j_i$).

Let $g = (0, k_0)$. Then, for $j \in \mathbb{Z}$ and $k \in \mathbb{Z}^d$, we have $h := g(j, \alpha^j(k)) = (0, k_0)(j, \alpha^j(k)) = (j, k_0 + \alpha^j(k)) \notin F$. But this, with (9.2), implies that the last term in (9.1) is strictly less than $m$.

The contradiction proves the result. \qed

10. Concluding remarks

In our present analysis of the family of discrete groups $G = B \rtimes_{\alpha} \mathbb{Z}$, we were motivated by certain problems in wavelets. As noted in section 6 above, the issue of when there is a measurable cross-section in the sense of Mackey [Mac49, Mac63, Mac76] affects both the applications of this non-abelian harmonic analysis, as well as the entire structure of decompositions of data (in the form of functions) into its spectral constituents. For general references to cross-sections and operator algebras, see for example [Mac63], [Arv76] and [KR86].

In section 6, we showed that the adjoint representation for the normal abelian subgroup $B$ in $G$ is simply the action of $\alpha$, and that the co-adjoint action of $G$ on $K = \hat{B}$ (Pontryagin dual) is the action by the dual automorphism $\hat{\alpha}$. Our Proposition 4.15 states that this co-adjoint action does not have a measurable cross-section. For the benefit of readers, and for comparison, we outline below the simplest case [Mac49] of a standard Mackey construction, motivated by the Stone-von Neumann uniqueness theorem, for which there is an obvious smooth cross-section.

It is interesting to compare our study of the representations of the class of discrete groups $G = B \rtimes_{\alpha} \mathbb{Z}$ with that of the Heisenberg group.

\begin{equation}
\tag{10.1}
G_{He} = \left\{ \begin{pmatrix} 1 & a & c \\ 0 & 1 & b \\ 0 & 0 & 1 \end{pmatrix} \middle| a, b, c \in \mathbb{R} \right\}
\end{equation}

which was the first one Mackey considered [Mac49] in connection with orbit theory.

We will do this by contrasting the Plancherel formula for $G_{He}$ with that for $G$; see Theorem 6.3 and Proposition 4.15 (absence of measurable cross-sections) above.

Note that $G_{He}$ is a copy of $\mathbb{R}^3$, and that the group law may be written in the form
\begin{equation}
\tag{10.2}
(a, b, c)(a', b', c') = (a + a', b + b', c + c' + ab').
\end{equation}

Set $B_{He} := \{(0, b, c) \mid b, c \in \mathbb{R} \} \cong \mathbb{R}^2$ and note that $B_{He}$ is then a normal subgroup in $G_{He}$. If $g = (\alpha, \beta, \gamma) \in G_{He}$ is given, the adjoint action $\text{Ad}_g(\cdot) = g \cdot g^{-1}$ on $B_{He}$ is
\begin{equation}
\tag{10.3}
g(0, b, c)g^{-1} = (0, b, c + \alpha b).
\end{equation}

With the standard Fourier duality $\hat{B}_{He} \cong \mathbb{R}^2$, we then get the Mackey co-adjoint action on $\hat{B}_{He}$ in the following form
\begin{equation}
\tag{10.4}
(\xi_1, \xi_2) \xmapsto{\text{Ad}^*_g} (\xi_1 + \alpha \xi_2, \xi_2)
\end{equation}

Hence there are two cases for points $\xi = (\xi_1, \xi_2) \in \hat{B}_{He}$.

**Orbit picture:** (i) If $\xi_2 \neq 0$, then $\mathcal{O}_{\text{Ad}^*_g}(\xi) = \mathbb{R} \times \{\xi_2\}$, i.e., horizontal lines.

(ii) If $\xi_2 = 0$, then $\mathcal{O}_{\text{Ad}^*_g}(\xi) = \{\xi_1\}$, i.e., the singleton $\{\xi_1, 0\}$.

As a measurable cross-section, we may simply take a vertical line, for example $\{0\} \times \mathbb{R}$. It is known [Mac49, Mac76] that this accounts for the Plancherel formula for $G_{He}$. Each co-adjoint orbit corresponds to
a monomially induced representation $B_{\mathcal{H}_G} \to G_{\mathcal{H}_G}$; and the direct integral yields the regular representation of $G_{\mathcal{H}_G}$.
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