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Abstract. We survey the theory of locally homogeneous almost-Hermitian spaces. In particular, by using the framework of varying Lie brackets, we write formulas for the curvature of all the Gauduchon connections and we provide explicit examples of computations.

1. Introduction

In Differential Geometry, the notions of symmetries and local symmetries arise naturally and play a central role in many geometric problems. The geometry of locally homogeneous Riemannian spaces \((M, g)\) is well understood, starting from the foundational paper by Nomizu [38] on local Killing vector fields, proceeding with the work by Palais, Tricerri, and many others; we refer e.g. to [39, 55, 54]. (See [41] and the references therein for an up-to-date account.) More precisely, their local geometry is encoded in the Lie algebra \(\mathfrak{g}\) of Killing generators, that are the pairs \((v, A) \in T_p M \oplus \mathfrak{so}(T_p M, g_p)\) such that

\[ v \cdot \left((D^g)^{k+1} \operatorname{Rm}(g)\right)_p + A \cdot \left((D^g)^k \operatorname{Rm}(g)\right)_p = 0 \]

for any \(k \in \mathbb{Z}_{\geq 0}\),

where \(p \in M\) is a point, \(\mathfrak{so}(T_p M, g_p)\) acts on the tensor algebra over \(T_p M\) as a derivation, \(D^g\) denotes the Levi-Civita connection and \(\operatorname{Rm}(g)\) is the Riemannian curvature tensor. Indeed, by the condition of locally homogeneity, the vectors \(v\), varying \((v, A) \in \mathfrak{g}\) span \(T_p M\). Moreover, since locally homogeneous spaces are real analytic Riemannian manifolds (see e.g. [10, Lemma 1.1] for a modern proof), by [38] and [39], there exists a neighborhood of \(p\) which is locally isometric to the local quotient space \(G/H\), where \(G\) is the simply-connected Lie group with Lie algebra \(\mathfrak{g}\) and \(H\) is the (possibly non-closed) connected Lie subgroup of \(G\) with Lie algebra \(\mathfrak{h} := \{0, A \in \mathfrak{g}\}\). Finally, two local quotient spaces are locally equivariantly isometric if and only if the corresponding algebras of Killing generators are isomorphic in the category of the so-called orthogonal transitive Lie algebras, see e.g. [43, Section 2].

By definition, an orthogonal transitive Lie algebra is the algebraic datum of \((\mathfrak{g} = \mathfrak{h} + \mathfrak{m}, \langle , \rangle)\), where \(\mathfrak{g}\) is a Lie algebra, \(\mathfrak{h} \subset \mathfrak{g}\) is a Lie subalgebra that does not contain any non-trivial ideal of \(\mathfrak{g}\), \(\mathfrak{m}\) is an \(\mathfrak{ad}(\mathfrak{h})\)-invariant complement of \(\mathfrak{h}\) in \(\mathfrak{g}\), and \(\langle , \rangle\) is an \(\mathfrak{ad}(\mathfrak{h})\)-invariant Euclidean product on \(\mathfrak{m}\). If we denote \(m := \dim \mathfrak{m}\) and \(q := \dim \mathfrak{h}\), these data are encoded by equivalence classes of tensors

\[ \mu \in \left(\mathfrak{GL}(q) \times \mathfrak{O}(m)\right) \backslash \left(\Lambda^2(\mathbb{R}^{q+m})^* \otimes \mathbb{R}^{q+m}\right) \]

satisfying appropriate conditions (compare with Definition 3.7), called abstract brackets. Following Lauret, see [29], one can use these abstract brackets in order to parametrize the moduli space of locally homogeneous spaces, up to local equivariant isometries.

This approach of varying Lie brackets, rather than metrics, provides a convenient setting for variational problems [35, 39, 30, 31, 32, 27, 5]. Moreover, we stress that locally homogeneous Riemannian spaces provide a natural completion for homogeneous Riemannian spaces with respect to various notions of convergence, see e.g. [44, 43] and so this appears as the right framework in order to study geometric evolution equations [33, 9]. Moreover, it happens that one needs to study this completion in order to get results on homogeneous spaces, see e.g. [10, Theorem 4].

In this note, we translate the above theory to the almost-Hermitian setting. We consider locally homogeneous almost-Hermitian spaces, namely, almost-Hermitian manifolds \((M, J, g)\) such that the pseudogroup of local pseudo-holomorphic isometries acts transitively. In Lemma 3.3, we show that we can work in the real-analytic category without loss of generality. By considering the infinitesimal action of Killing vector fields on the almost-complex structure, see [35, 39, 31, 32, 27, 5]. Moreover, we stress that locally homogeneous Riemannian spaces provide a natural completion for homogeneous Riemannian spaces with respect to various notions of convergence, see e.g. [44, 43] and so this appears as the right framework in order to study geometric evolution equations [33, 9]. Moreover, it happens that one needs to study this completion in order to get results on homogeneous spaces, see e.g. [10, Theorem 4].

In this note, we translate the above theory to the almost-Hermitian setting. We consider locally homogeneous almost-Hermitian spaces, namely, almost-Hermitian manifolds \((M, J, g)\) such that the pseudogroup of local pseudo-holomorphic isometries acts transitively. In Lemma 3.3, we show that we can work in the real-analytic category without loss of generality. By considering the infinitesimal action of Killing vector fields on the almost-complex structure, see [35, 39, 31, 32, 27, 5]. Moreover, we stress that locally homogeneous Riemannian spaces provide a natural completion for homogeneous Riemannian spaces with respect to various notions of convergence, see e.g. [44, 43] and so this appears as the right framework in order to study geometric evolution equations [33, 9]. Moreover, it happens that one needs to study this completion in order to get results on homogeneous spaces, see e.g. [10, Theorem 4].
structure on \( \mathfrak{m} \) that satisfies \( \langle I, I \cdot \rangle = \langle \cdot, \cdot \rangle \), see Theorem 5.2. Again, these algebraic data are encoded by equivalence classes of tensors

\[
\mu \in (\text{GL}(q) \times \text{U}(m)) \setminus (\Lambda^2(\mathbb{R}^{q+2m})^* \otimes \mathbb{R}^{q+2m})
\]

as before, satisfying a further compatibility condition with respect to the linear complex structure of \( \mathbb{C}^m = \mathbb{R}^{2m} \).

After the foundational work by Gauduchon [19], any almost-Hermitian manifold is endowed with a distinguished one-parameter family of Hermitian connections, that are called Gauduchon connections. They include, among others, the Chern connection and the Bismut connection, which are fundamental tools to investigate the (almost) complex geometry of the manifold. Notice that, in the Kähler case, they all coincide with the Levi-Civita connection, which in the general non-Kähler setting is not even adapted to the complex structure. Remarkably, by restricting to locally homogeneous almost-Hermitian spaces, all the geometric quantities related to the Gauduchon family can be expressed in purely algebraic terms depending on \( \mu \), see Section 5.2.

As explicit examples, we apply this approach to compute the Gauduchon curvatures of locally homogeneous (almost-)Hermitian structures on the Iwasawa threefold, on the primary Kodaira surface, and on the almost-Kähler Kodaira-Thurston four-manifold. We make use of the symbolic computation software SageMath [48].

As in the Riemannian case, local symmetries could be useful to understand special Hermitian metrics (see e.g. [7, 17, 56, 1, 47, 3]) and variational problems in Hermitian and almost-Hermitian geometry, in particular, geometric flows driven by Hermitian curvatures (see e.g. [52, 11, 57, 16, 40, 28, 45, 4, 5]) including convergence notions (see Section 5.3).

The paper is organized as follows. In Section 2, we recall some preliminary notions and notation on complex linear algebra and Hermitian geometry. In Section 3, we introduce locally homogeneous almost-Hermitian spaces and their Hermitian Nomizu algebras. In Section 4, we introduce the notion of almost-Hermitian geometric models and we show their compactness with respect to the Cheeger-Gromov convergence. In Section 5, we give a treatment of the moduli space of locally homogeneous almost-Hermitian spaces. We also write explicit formulas for the curvatures of Gauduchon connections. In Section 6, we investigate explicit examples of locally homogeneous (almost) Hermitian metrics on the Iwasawa manifold, on the primary Kodaira surface, and on the almost-complex Kodaira-Thurston manifold. Finally, in Appendix A, we collect the SageMath code for the previous examples.
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2. Preliminaries and notation

We denote by \( I_{st}, \langle \cdot, \cdot \rangle_{st} \) the standard linear complex structure and the standard Euclidean inner product on \( \mathbb{R}^{2m} \), respectively, that are defined by \( I_{st}e_{2i-1}^o = e_{2i}^o \) and \( \langle e^o_i, e^o_j \rangle_{st} = \delta_{ij} \) with respect to the standard basis \( (e^o_1, \ldots, e^o_n) \) of \( \mathbb{R}^{2m} \). We will also denote by \( B_{st}(x, r) \) the standard Euclidean ball in \( \mathbb{R}^{2m} \) centered at \( x \in \mathbb{R}^{2m} \) with radius \( r > 0 \). Any integrable almost-complex structure will be just called complex structure. We will use the word smooth as a synonym for of class \( C^\infty \).

2.1. Complex linear algebra

Let \( V = (V, J, g) \) be a real vector space of even dimension \( \dim_{\mathbb{R}} V = 2m \) endowed with a linear complex structure \( J \) and an Euclidean scalar product \( g \) such that \( g(J(\cdot), J(\cdot)) = g(\cdot, \cdot) \). Fix a \( (J, g) \)-unitary basis \( (e_i, Je_i) \) for \( V \) and consider the associated complex basis \( (\xi_i := \frac{1}{\sqrt{2}}(e_i - i Je_i), \zeta_i := \frac{1}{\sqrt{2}}(e_i + i Je_i)) \) for the complexification \( V^\mathbb{C} := V \otimes \mathbb{C} \), which splits as a sum of \( J \)-eigenspaces \( V^\mathbb{C} = V^{1,0} \oplus V^{0,1} \). Here, we use the fact that any real tensor on \( V \) can \( \mathbb{C} \)-linearly extended to \( V^\mathbb{C} \) in a unique way. One can directly check that \( J\xi_i = i \xi_i, J\zeta_i = -i \zeta_i \) and \( \overline{\xi_i} = \xi_i \). Notice that \( J \) acts on covectors \( \vartheta \in V^* \) via \( (J \vartheta) := \vartheta \circ J^{-1} \), so that \( (e^i, Je^i) \) is the dual basis of \( (e_i, Je_i) \) for \( V^* \). Analogously, it holds that \( (\xi^i := \frac{1}{\sqrt{2}}(e^i + i Je^i), \zeta^i := \frac{1}{\sqrt{2}}(e^i - i Je^i)) \) is the dual basis of \( (\xi_i, \zeta_i) \), and \( J\xi^i = -i \xi^i, J\zeta^i = i \zeta^i \). With respect to such basis, we have

\[
g = \delta_{ji} e^j \otimes \xi^i, \quad \text{with} \quad e^i \otimes \xi^j = e^j \otimes \xi^i + e^j \otimes e^i.
\]

We consider now the spaces

\[
\text{Sym}^{1,1}(V) := \{ h \in \text{End}(V) : g(h(\cdot), \cdot) = g(\cdot, h(\cdot)), \ [h, J] = 0 \},
\]

\[
\text{Skew}^{1,1}(V) := \{ \tilde{h} \in \text{End}(V) : g(\tilde{h}(\cdot), \cdot) = -g(\cdot, \tilde{h}(\cdot)), \ [	ilde{h}, J] = 0 \},
\]

and we observe that the linear map

\[
\Phi_J : \text{Sym}^{1,1}(V) \to \text{Skew}^{1,1}(V), \quad h \mapsto \tilde{h} = J \circ h
\]

is an isomorphism, with inverse given by \( \tilde{h} \mapsto h = -J \circ \tilde{h} \). We denote by \( \text{tr} : \text{Sym}(V) \to \mathbb{R} \) the trace of symmetric endomorphisms \( h : V \to V \) and, on the subspace \( \text{Sym}^{1,1}(V) \), we set \( \text{tr}^2 : \text{Sym}^{1,1}(V) \to \mathbb{R} \) to be the trace of the induced complex endomorphism \( h : V^{1,0} \to V^{1,0} \). Notice that \( \text{tr}(h) = 2 \text{tr}^2(h) \) for any \( h \in \text{Sym}^{1,1}(V) \). Finally, we consider the space of real \((1,1)\)-forms

\[
\Lambda^{1,1}(V^*) := \{ \alpha \in \Lambda^2(V^*) : \alpha(J(\cdot), J(\cdot)) = \alpha(\cdot, \cdot) \}
\]
and the projection $\pi^{1,1} : \Lambda^2(V^*) \to \Lambda^{1,1}(V^*)$ given by $(\pi^{1,1}\alpha)(\cdot, \cdot) := \frac{1}{2}(\alpha(\cdot, \cdot) + \alpha(J\cdot, J\cdot))$. Then, we observe that the linear map
\[ \varsigma_g : \text{Sym}^1(V) \to \Lambda^{1,1}(V^*) , \quad \varsigma_g(h) := g((J \circ h) \cdot, \cdot) \]
(2.1)
is an isomorphism and so, accordingly, we define
\[ \text{Tr}^g_{\Lambda^2} : \Lambda^{1,1}(V^*) \to \mathbb{R} , \quad \text{Tr}^g_{\Lambda^2}(\alpha) := \text{tr}(\varsigma^{-1}_g(\alpha)) . \]
Since any $\alpha \in \Lambda^{1,1}(V^*)$ is of the form $\alpha = \alpha_{ji} \epsilon^i \wedge \epsilon^j$, with $\epsilon^i \wedge \epsilon^j := \epsilon^i \otimes \epsilon^j - \epsilon^j \otimes \epsilon^i$, an easy computation shows that $\text{Tr}^g_{\Lambda^2}(\alpha) = \delta^{ij} \alpha_{ji}$. For the sake of notation, we set $\text{Tr}^g_{\Lambda^2}(\alpha) := \text{Tr}^g_{\Lambda^2}(\pi^{1,1}\alpha)$ for any $\alpha \in \Lambda^2(V^*)$.

Lastly, it will be useful to consider the decomposition of real 3-forms
\[ \Lambda^3 V^* = \Lambda^3_+ V^* \oplus \Lambda^3_- V^* \]
given by the subspaces
\[ \Lambda^3_+ V^* := ((\Lambda^2(V^*))^{0,1} \otimes (V^*)^{0,1}) \oplus ((V^*)^{1,0} \otimes \Lambda^2(V^*)) \cap \Lambda^3 V^* , \quad \Lambda^3_- V^* := ((\Lambda^2(V^*))^{1,0} \oplus (V^*)^{0,1}) \cap \Lambda^3 V^* . \]
According to (2.2), for any $\varphi \in \Lambda^3 V^*$, we will write $\varphi = \varphi^+ + \varphi^-$. 

\subsection{2.2. Basics on Hermitian geometry.}

Let $(M^{2m}, J, g)$ be an almost-Hermitian manifold, i.e. $M$ is a smooth manifold of dimension $M = 2m$ endowed with an almost-complex structure $J$ and a Riemannian metric $g$ such that $g(J\cdot, J\cdot) = g(\cdot, \cdot)$. We recall that a smooth map whose differential preserves $J$ (resp. $g$) is said to be pseudo-holomorphic (resp. isometric). We denote by $\omega := g(J\cdot, \cdot)$ its fundamental 2-form, by $D^g$ the Levi-Civita connection of $g$, by $Rm(g)(X, Y) := D^g_{[X, Y]} - [D^g_X, D^g_Y]$ its Riemannian curvature operator and by $\text{sec}(g)(X, Y) := g(Rm(g)(X, Y)X, Y)$ its sectional curvature. For any point $x \in M$, we denote by $\text{Exp}(g)_x$ the Riemannian exponential at $x$, by $\text{inj}_x(M, g)$ the injectivity radius at $x$ of the underlying Riemannian manifold and by $\mathcal{B}_g(x, r)$ the Riemannian distance ball in $M$ centered at $x$ with radius $r$.

We set
\[ N_J(X, Y) := [JX, JY] - [X, Y] - J([JX, Y] + [X, JY]) \]
to be the Nijenhuis tensor of $J$. By the foundational result of Newlander-Nirenberg, $J$ is integrable if and only if $N_J = 0$. We also set $d^c := J^{-1} \circ d \circ J$. In particular, in the integrable setting, it holds
\[ d = \partial + \bar{\partial} , \quad d^c = -\bar{\partial} - \partial , \quad dd^c = 2\bar{\partial} \partial \bar{\partial} . \]

**Remark 2.1.** Let us recall that $J$ is integrable if $M$ admits a real-analytic structure $A_J = \{ (U_\alpha, \xi_\alpha) \}$, compatible with its smooth structure, such that
\[ d\xi_\alpha(x) \circ J_x \circ d\xi_\alpha(x)^{-1} = I_{st} \quad \text{for any} \ \alpha, \ \text{for any} \ x \in U_\alpha . \]
Notice that $J$ turns out to be a real-analytic tensor field, while $g$ in general is just smooth. However, if $g$ is real-analytic with respect to some real-analytic structure $A'$ on $M$, then one can assume that $A' = A_J$. Indeed, all the real-analytic structures on a given smooth manifold are equivalent up to a real-analytic diffeomorphism, see e.g. [36, 22]. Also, in the possibly non-integrable setting, we will see in Lemma 3.5 that locally homogeneous almost-Hermitian structures are real-analytic.

A linear connection $\nabla$ on $(M, J, g)$ is said to be *Hermitian* if leaves both $J, g$ parallel, i.e. $\nabla J = \nabla g = 0$. Among such connections there are the so called t-Gauduchon connections, named after [19], that are defined by
\[ g(\nabla_X^t Y, Z) := g(D_X Y, Z) - \frac{t+1}{4}(d^c \omega)^+(X, JY, JZ) - \frac{t-1}{4}(d^c \omega)^+(X, Y, Z) - \frac{1}{2}g(X, N_J(Y, Z)) - \frac{1}{2}g(N_J(Y, Z), X) , \]
for any $t \in \mathbb{R}$. In particular, when $J$ is integrable, which is equivalent to $N_J = 0$, then
\[ (d^c \omega)^+ = d^c \omega , \quad (d^c \omega)^- = 0 \]
and therefore (2.3) reduces to
\[ g(\nabla_X^t Y, Z) = g(D_X Y, Z) - \frac{t+1}{4}d\omega(JX, Y, Z) - \frac{t-1}{4}d\omega(JX, JY, JZ) . \]
(2.4)
The t-Gauduchon connections are Hermitian and their *torsion* $T^t := T^t(J, g)$, that is defined by $T^t(X, Y, Z) := \nabla_X^t Y - \nabla_Y^t X - [X, Y]$, is given by
\[ g(T^t(X, Y), Z) = -\frac{t+1}{4}(d^c \omega)^+(X, JY, JZ) - \frac{t+1}{4}(d^c \omega)^+(X, Y, JZ) - \frac{t-1}{4}(d^c \omega)^+(X, Y, Z) - (d^c \omega)^-(X, Y, Z) - \frac{1}{2}g(N_J(Y, Z), X) + \frac{1}{2}g(N_J(Z, Y), X) . \]
(2.5)
In the case when $J$ is integrable, the previous formula reduces to
\[ g(T^t(X, Y), Z) = -\frac{t+1}{4}d\omega(JX, Y, Z) - \frac{t-1}{4}d\omega(JX, JY, JZ) - \frac{1}{2}d\omega(JX, JY, JZ) . \]
Notice that there exists a 1-form $\vartheta = \vartheta(J, g)$ satisfying
\[ \text{tr}(T^t(X, \cdot)) = \frac{t+1}{4}\vartheta(X) , \quad d\omega^{m-1} = \vartheta \wedge \omega^{m-1} . \]
which is called Lee form, see [19, Eqn (2.5.11)], [18, Eqns (13) and (16)]. We also define the $t$-Gauduchon curvature operator $\Omega^t = \Omega^t(g, J)$ by
\[
\Omega^t \in C^\infty(M, A^2(T^*M) \otimes \text{Skew}^g_{\Omega}(TM)) , \quad \Omega^t(X, Y) := \nabla^t_{[X,Y]} - [\nabla^t_X, \nabla^t_Y] .
\]
Moreover, we call first $t$-Gauduchon-Ricci $(1, 1)$-form the tensor field
\[
\rho^{t(1)}(X, Y) := \text{tr}^C(\Phi^{-1}_j(\pi_{1,1}(\Omega^t))(X, Y)) = \frac{1}{2} \text{tr}^C(\rho^t(J \circ \Omega^t(X, Y) + J \circ \Omega^t(JX, JY)) .
\]
Notice that, according to our notation, $\rho^{t(1)}$ denotes the $(1, 1)$-component of the $2$-form obtained by tracing the curvature $\rho^t$ with respect to the endomorphism part. Analogously, we call second $t$-Gauduchon-Ricci form the tensor field
\[
\rho^{t(2)} = \rho^{t(2)}(J, g) \in C^\infty(M, A^{1,1}(T^*M)) , \quad \rho^{t(2)}(X, Y) := \text{g}(\text{Tr}_g^C(\rho^{(t)}(\cdot, \cdot))(X, Y)) \quad (2.8)
\]
and $t$-Gauduchon scalar curvature the trace
\[
\text{scal}^t = \text{scal}^t(J, g) \in C^\infty(M, \mathbb{R}) , \quad \text{scal}^t := 2 \text{Tr}_g^C(\rho^{t(1)}) = 2 \text{Tr}_g^C(\rho^{t(2)}) . \quad (2.9)
\]
Notice that the isomorphism (2.1) allows to consider also the symmetric Ricci endomorphisms associated to (2.7) and (2.8), see e.g. [3, Sect 2.2].

2.3. A comparison between the Gauduchon connections and the Levi-Civita connection.

Let $(M, J, g)$ be an almost-Hermitian Riemannian manifold and consider a metric linear connection $\nabla$. Let us denote by $\Omega^\nabla$ its curvature and by $\Gamma^\nabla$ its torsion. Then, the difference $\Gamma^\nabla := \nabla - D^g$ is a $(1, 2)$-tensor field, which is related to the torsion $T^\nabla$ by the following

**Lemma 2.2.** The tensor fields $T^\nabla$ and $\Gamma^\nabla$ verify the following equations:
\[
2g(\Gamma^\nabla(X, Y), Z) = g(T^\nabla(X, Y), Z) - g(T^\nabla(Y, Z), X) + g(T^\nabla(Z, X), Y) . \quad (2.10)
\]

**Proof.** Firstly, since $D^g$ is torsion free, we get
\[
T^\nabla(X, Y) = \nabla_X Y - \nabla_Y X - [X, Y]
= D^g_X Y - D^g_Y X - [X, Y] + \Gamma^\nabla(X, Y) - \Gamma^\nabla(Y, X)
= \Gamma^\nabla(X, Y) - \Gamma^\nabla(Y, X) .
\]
Secondly, since $\nabla g = D^g g = 0$, we obtain
\[
0 = (\nabla_X g)(Y, Z) + (\nabla_Y g)(X, Z) - (\nabla_Z g)(X, Y)
= (D^g_X g)(Y, Z) - g(\Gamma^\nabla(X, Y), Z) - g(Y, \Gamma^\nabla(X, Z)) + (D^g_Y g)(Z, X) - g(\Gamma^\nabla(Y, Z), X) - g(Y, \Gamma^\nabla(Z, X))
= -g(\Gamma^\nabla(X, Y), Z) - g(\Gamma^\nabla(Y, X), Z) - g(\Gamma^\nabla(Y, Z) - \Gamma^\nabla(Z, Y), X) + g(\Gamma^\nabla(Z, X) - \Gamma^\nabla(X, Z), Y)
= -2g(\Gamma^\nabla(X, Y), Z) + g(T^\nabla(X, Y), Z) - g(T^\nabla(Y, Z), X) + g(T^\nabla(Z, X), Y)
\]
that completes the proof. \qed

We also remark that the curvatures $\Omega^\nabla$ and $\text{Rm}(g)$ are related by the following

**Lemma 2.3.** The difference $\Omega^\nabla - \text{Rm}(g)$ is explicitly given by
\[
\Omega^\nabla(X, Y) - \text{Rm}(g)(X, Y) = X \langle D^\nabla_X \Gamma^\nabla, Y \rangle - Y \langle D^\nabla_Y \Gamma^\nabla, X \rangle - \Gamma^\nabla(X, Y) ,
\]
where $\Gamma^\nabla := \Gamma^\nabla(\cdot, \cdot)$ and $X \langle D^\nabla_X \Gamma^\nabla, Y \rangle = (D^\nabla_X \Gamma^\nabla)(X, \cdot) .
\]

**Proof.** By the very definition
\[
\Omega^\nabla(X, Y) = \nabla_{[X,Y]} - [\nabla_X, \nabla_Y]
= D^\nabla_{[X,Y]} + \Gamma^\nabla_{[X,Y]} - [D^\nabla_X, \Gamma^\nabla_Y] + [D^\nabla_Y, \Gamma^\nabla_X] + \Gamma^\nabla_{[X,Y]} - [\Gamma^\nabla_X, \Gamma^\nabla_Y].
\]
Since
\[
( - [D^\nabla_X, \Gamma^\nabla_Y] + [D^\nabla_Y, \Gamma^\nabla_X] + \Gamma^\nabla_{[X,Y]})(V) =
= -D^\nabla_X (\Gamma^\nabla(Y, V)) + \Gamma^\nabla(Y, D^\nabla_X V) + D^\nabla_X (\Gamma^\nabla(X, V)) - \Gamma^\nabla(X, D^\nabla_X V) + \Gamma^\nabla([X, Y], V)
= -D^\nabla_X (\Gamma^\nabla)(Y, V) - \Gamma^\nabla(D^\nabla_X V, Y) + (D^\nabla_X \Gamma^\nabla)(X, V) + \Gamma^\nabla(D^\nabla_X V, X) + \Gamma^\nabla([X, Y], V)
= (D^\nabla_X \Gamma^\nabla)(X, V) - (D^\nabla_X \Gamma^\nabla)(Y, V) ,
\]
the thesis follows. \qed
Let us choose now one of the Gauduchon connections $\nabla = \nabla^t$, $t \in \mathbb{R}$. Then, its torsion $T^t(J, g)$ is related to the tensor field $D^0 J$ by means of the following

**Lemma 2.4.** Fix an integer $k \geq 1$ and a parameter $t \in \mathbb{R}$. Then, there exists a constant $C = C(m, k, t) > 1$ such that

$$\frac{1}{C} \sum_{j=1}^{k+1} \left| \left( (D^0)^j J \right)_x \right|_g \leq \sum_{j=0}^{k} \left| \left( (D^0)^j T^t(J, g) \right)_x \right|_g \leq C \sum_{j=1}^{k+1} \left| \left( (D^0)^j J \right)_x \right|_g$$

(2.12)

for any $x \in M$.

**Proof.** Easy computations show that

$$d\omega(X, Y, Z) = g((D^0 X^t J)Y, Z) + g((D^0 Y^t J)Z, X) + g((D^0 Z^t J)X, Y)$$

and

$$N_J(X, Y) = ((D^0 X^t J) - J \circ (D^0 X^t J))Y - ((D^0 Y^t J) - J \circ (D^0 Y^t J))X .$$

Therefore, by (2.5), it follows that there exists $C_1 = C_1(m, k, t)$ such that

$$\sum_{j=0}^{k+1} \left| \left( (D^0)^j T^t(g) \right)_x \right|_g \leq C_1 \sum_{j=1}^{k+2} \left| \left( (D^0)^j J \right)_x \right|_g$$

for any $x \in M$. On the other hand, since $\nabla^t J = 0$, it holds

$$D^0_X J = D^0_X J - \nabla^t_X J = -[\Gamma^t_X, J]$$

and so, by (2.10), there exists $C_2 = C_2(m, k, t)$ such that

$$\sum_{j=1}^{k+2} \left| \left( (D^0)^j J \right)_x \right|_g \leq C_2 \sum_{j=0}^{k+1} \left| \left( (D^0)^j T^t(g) \right)_x \right|_g$$

for any $x \in M$, which concludes the proof. \( \blacksquare \)

Finally, formulas (2.10), (2.11) and (2.12) directly imply the following result.

**Proposition 2.5.** Fix an integer $k \geq 0$, a parameter $t \in \mathbb{R}$ and a point $x \in M$.

i) Let $K_1 > 0$ be such that

$$\sum_{i=0}^{k} \left| \left( (\nabla^t)^i \Omega^t(g) \right)_x \right|_g + \sum_{j=0}^{k+1} \left| \left( (\nabla^t)^j T^t(g) \right)_x \right|_g < K_1 .$$

Then, there exists a constant $C_1 = C_1(m, k, t, K_1) > 0$ such that

$$\sum_{i=0}^{k} \left| \left( (D^0)^i \text{Rm}(g) \right)_x \right|_g + \sum_{j=1}^{k+2} \left| \left( (D^0)^j J \right)_x \right|_g < C_1 .$$

ii) Let $K_2 > 0$ be such that

$$\sum_{i=0}^{k} \left| \left( (D^0)^i \text{Rm}(g) \right)_x \right|_g + \sum_{j=1}^{k+2} \left| \left( (D^0)^j J \right)_x \right|_g < K_2 .$$

Then, there exists a constant $C_2 = C_2(m, k, t, K_2) > 0$ such that

$$\sum_{i=0}^{k} \left| \left( (\nabla^t)^i \Omega^t(g) \right)_x \right|_g + \sum_{j=0}^{k+1} \left| \left( (\nabla^t)^j T^t(g) \right)_x \right|_g < C_2 .$$

### 3. Locally homogeneous almost-Hermitian spaces

In this section, we will collect some known and less known facts about locally homogeneous almost-Hermitian spaces. In particular, inspired by the Riemannian case, we briefly present the notions of real holomorphic Killing generators, of unitary transitive Lie algebras, and of Hermitian Ambrose-Singer connections.
3.1. Real holomorphic Killing generators.

Let \((M, J, g)\) be an almost-Hermitian manifold. A vector field \(X \in \mathcal{C}^\infty(M, TM)\) is said to be real holomorphic (resp. Killing) if \(\mathcal{L}_X J = 0\) (resp. \(\mathcal{L}_X g = 0\)), namely, if its local flow is made by pseudo-holomorphic (resp. isometric) local transformations. Moreover, for the sake of notation, we set
\[
A_X := -D^\theta X
\]
for any vector field \(X\) on \(M\) (not necessarily real holomorphic or Killing).

We recall the following well-known fact, see e.g. [38, p 118], [26, p 541], see also [43, Sect 2.1], [41, Lem I.1.4] for detailed computations, stating that the space of pairs
\[
(X_p, (A_X)_p) \in T_p M \oplus \mathfrak{so}(T_p M, g_p)
\]
at a point \(p \in M\), varying \(X\) real holomorphic Killing vector field of \((M, J, g)\) defined in a neighborhood of \(p\), can be endowed with a structure of Lie algebra.

**Lemma 3.1** ([38, p 118]). Let \(p \in M\) be a point and \(X, Y\) real holomorphic Killing vector fields of the almost-Hermitian manifold \((M, J, g)\) defined on a neighborhood of \(p\). Set the pairs \((v, A) := (X_p, (A_X)_p), (w, B) := (Y_p, (A_Y)_p)\). Then, \([X, Y]\) is a real holomorphic Killing vector field of \((M, J, g)\)

\[
\begin{align*}
[X, Y]_p &= A(w) - B(v) , \\
(A(X, Y))_p &= [A, B] + \mathrm{Rm}(g)_p(v, w).
\end{align*}
\]

**Proof.** The Jacobi identity \(\mathcal{L}_{[X,Y]} = [\mathcal{L}_X, \mathcal{L}_Y]\) shows that \([X, Y]\) is real holomorphic Killing. Equation (3.1) follows from the definition of torsion and \(D^\theta\) being torsion-free. Equation (3.2) follows by direct computation, by noticing that
\[
A(X, Y) = [A_X, A_Y] + \mathrm{Rm}(g)(X, Y) + ([D^\theta_X, A_Y] - \mathrm{Rm}(g)(X, Y)) - ([D^\theta_Y, A_X] - \mathrm{Rm}(g)(Y, X))
\]
and that the quantity
\[
\alpha_Y(X, Z_1, Z_2) := g([D^\theta_X, A_Y]Z_1 - \mathrm{Rm}(g)(X, Y)Z_1, Z_2)
\]
vanishes, for \(Y\) Killing vector field. Indeed, \(\alpha(Y, Z_1, Z_2)\) is symmetric in \((X, Z_1)\) by using the algebraic Bianchi identity, and skew-symmetric in \((Z_1, Z_2)\) since \((\mathcal{L}_Y g)(U, V) = g(D^\theta U, Y) - g(D^\theta U, Y)\) vanishes for \(Y\) Killing vector field. This completes the proof. \(\square\)

It is well known that Killing vector fields satisfy the following formulas:

**Lemma 3.2** ([38, Lem 10]). Let \(X \in \mathcal{C}^\infty(M, TM)\) be a Killing vector field on the Riemannian manifold \((M, g)\). Then
\[
A_X \cdot g = 0,
\]
\[
X \cdot ((D^\theta)^{k+1} \mathrm{Rm}(g)) + A_X \cdot ((D^\theta)^k \mathrm{Rm}(g)) = 0 \quad \text{for any } k \in \mathbb{Z}_{\geq 0},
\]
where the action of \(A_X\) on the tensor bundle of \(M\) is by derivation.

Furthermore, in the almost-Hermitian setting, we derive similar formulas for the infinitesimal action on the almost-complex structure in the following:

**Lemma 3.3.** Let \(X \in \mathcal{C}^\infty(M, TM)\) be a Killing vector field on the almost-Hermitian manifold \((M, J, g)\). Then
\[
(D^\theta)^k (\mathcal{L}_X J) = X \cdot ((D^\theta)^{k+1} J) + A_X \cdot ((D^\theta)^k J) \quad \text{for any } k \in \mathbb{Z}_{\geq 0},
\]
where the action of \(A_X\) on the tensor algebra is by derivation.

**Proof.** We prove the formula by induction on \(k \in \mathbb{Z}_{\geq 0}\). For the sake of shortness of notation, we forget the metric \(g\).

For \(k = 0\), take any vector field \(Y \in \mathcal{C}^\infty(M, TM)\) and compute (see [26, Equ 2.1.2]):
\[
\mathcal{L}_X J(Y) = L_X J(Y) - J(L_X Y) = [X, JY] - J[X, Y] = D_X J(Y) - D_{JY}X - JD_X Y + JD_Y X = D_X J(Y) - JD_X Y + A_X (JY) - JA_X Y = (D_X J)(Y) + [A_X, J](Y).
\]

We also give explicit computations for \(k = 1\): for any vector field \(Y \in \mathcal{C}^\infty(M, TM)\),
\[
D(\mathcal{L}_X J)(Y) = D_Y D_X J + D_Y [A_X, J] = D^2_X Y + D_{DY} X + (DY A_X) J + A_X (DY J) - (DY J) A_X - JD_X A_X = D^2_X Y - [Rm(X, Y), J] + D_{DY} X
\]
where we used the Ricci formula [8, Equ (1.21)] \(D^2_X Y - D^2_{DY} X = -\mathrm{Rm}(X, Y)\), and the property [26, Lem 2.2] \(D_Y A_X = -\mathrm{Rm}(X, Y)\) for Killing vector field \(X\).
As for the inductive step, assume that Equation (3.5) holds true for some \( k \in \mathbb{Z}_{\geq 0} \). By using again the Kostant formula and the Ricci formulas, we compute, for vector fields \( Y_0, Y_1, \ldots, Y_k \in C^\infty(M, TM) \),

\[
D^k_{Y_0, Y_1, \ldots, Y_k} (\mathcal{L}_J X) = (D_{Y_0} (D^k (\mathcal{L}_J X)))_{Y_1, \ldots, Y_k} \\
= (D_{Y_0} (X \cdot D^{k+1} J))_{Y_1, \ldots, Y_k} + (D_{Y_0} (A_X \cdot D^k J))_{Y_1, \ldots, Y_k} \\
= D^k_{Y_0, Y_1, \ldots, Y_k} J + D^k_{Y_0, X, Y_1, \ldots, Y_k} J \\
+ ((D_{Y_0} A_X) (D^k J))_{Y_1, \ldots, Y_k} + (A_X (D_{Y_0} D^k J))_{Y_1, \ldots, Y_k} \\
- (D_{Y_0} D^k J) A_X_{Y_1, \ldots, Y_k} - ((D^k J) (D_{Y_0} A_X))_{Y_1, \ldots, Y_k} \\
= D^k_{Y_0, X, Y_1, \ldots, Y_k} J - Rm(Y_0, X) \cdot D^k_{Y_1, \ldots, Y_k} J \\
+ D^k_{Rm(Y_0, X), Y_1, \ldots, Y_k} J + \cdots + D^k_{Y_1, \ldots, Rm(Y_0, X) Y_k} J + D^k_{D^k_{Y_0, Y_1, \ldots, Y_k} J} \\
- (Rm(X, Y_0) \cdot D^k J)_{Y_1, \ldots, Y_k} + (A_X \cdot D^{k+1} J)_{Y_1, \ldots, Y_k} + D^k_{A_X Y_1, Y_2, \ldots, Y_k} J \\
= (X \cdot D^{k+1} J)_{Y_0, Y_1, \ldots, Y_k} + (A_X \cdot D^k J)_{Y_1, \ldots, Y_k} ,
\]

completing the proof. \( \square \)

We recall now the following

**Definition 3.4.** An almost-Hermitian manifold \((M, J, g)\) is said to be a locally homogeneous almost-Hermitian space if its pseudogroup of local automorphisms \( \mathcal{P}^{J, g} \) acts transitively, that is, for any \( x, y \in M \) there exist neighborhoods \( U_x, U_y \subset M \) of \( x, y \), respectively, and a local pseudo-holomorphic isometry \( f : U_x \to U_y \) such that \( f(x) = y \).

Let \((M, J, g)\) be a locally homogeneous almost-Hermitian space. Since \( J, g \) determine a smooth \( U(m)\)-structure on \( M \), it follows that \( \mathcal{P}^{J, g} \) is a transitive Lie pseudogroup of transformations on \( M \) and so, by standard Lie pseudogroup theory (see e.g. [50, Thm 2.2]), the following result holds.

**Lemma 3.5.** Let \((M, J, g)\) be a locally homogeneous almost-Hermitian space. Then both \( g \) and \( J \) are real-analytic.

Following [38, page 110], we give the following definition. Given a locally homogeneous almost-Hermitian space \((M, J, g)\) and a distinguished point \( p \in M \), the real holomorphic Killing generators at \( p \) are defined as those pairs \((v, A) \in T_p M \oplus \mathfrak{gl}(T_p M)\) such that

\[
A \cdot g_p = 0 , \quad v \cdot (\mathcal{L}^g_{(D^k J)})_p + A \cdot (\mathcal{L}^g_{(D^k J)})_p = 0 , \\
v \cdot (\mathcal{L}^g_{(D^k+1) J} + A \cdot (\mathcal{L}^g J)) + A \cdot (\mathcal{L}^g J)_p = 0 \quad \text{for any } k \in \mathbb{Z}_{\geq 0} ,
\]

where \( \mathfrak{gl}(T_p M) \) acts on the tensor algebra over \( T_p M \) as a derivation. This definition is suggested by Lemma 3.2 and Lemma 3.3, as shown in the following

**Proposition 3.6.** If \( X \) is a real holomorphic Killing vector field of \((M, J, g)\) defined in a neighborhood of the point \( p \in M \), then the pair \((v, A) := (X_p, (A_X)_p)\) is a real holomorphic Killing generator of \((M, J, g)\) at \( p \). Conversely, there exists a neighborhood \( \Omega_p \subset M \) of \( p \) such that, for any holomorphic Killing generator \((v, A)\) at \( p \), there exists a real holomorphic Killing vector field \( X \) of \((M, J, g)\) defined on \( \Omega_p \) such that \((v, A) = (X_p, (A_X)_p)\).

**Proof.** Assume that \( X \) is a real holomorphic Killing vector field of \((M, J, g)\) defined in a neighborhood of \( p \). Then, by the very definition, by (3.4), and by (3.5) respectively, it follows that \((X_p, (A_X)_p)\) satisfies (3.6), namely, \((X_p, (A_X)_p)\) is a real holomorphic Killing generator of \((M, J, g)\) at \( p \).

Conversely, being \( g \) real-analytic, then, by [38, Thms 1, 2], there exists a neighborhood \( \Omega_p \) of \( p \) such that, for any real holomorphic Killing generator \((v, A)\) at \( p \), one can find a real-analytic Killing vector field \( X \) defined on \( \Omega_p \) such that \((v, A) = (X_p, (A_X)_p)\). Moreover, by means of (3.5), it follows that \((D^k g)(\mathcal{L}_J X)_p = 0 \) for any \( k \in \mathbb{Z}_{\geq 0} \). Since the endomorphism field \( \mathcal{L}_J X \) is real-analytic, we conclude that \( X \) is real holomorphic.

Thanks to Lemma 3.1, we denote by \( \mathfrak{hll}^{J, g} \) the Lie algebra of all the real holomorphic Killing generators of the locally homogeneous almost-Hermitian manifold \((M, J, g)\) at the point \( p \) with the Lie bracket

\[
[(v, A), (w, B)] := (A(w) - B(v), [A, B] + Rm(g)_p (v, w))
\]

and we call it the Hermitian Nomizu algebra of \((M, J, g)\) at \( p \).

### 3.2 Unitary Transitive Lie Algebras

We recall that the Malcev-closure in the connected Lie group \( G \) of a Lie subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} = \text{Lie}(G) \) is the Lie algebra of the closure \( \overline{\mathcal{H}} \) of \( \mathcal{H} \) in \( G \), where \( \mathcal{H} \) is the simply connected Lie group with Lie(\( \mathcal{H} \)) = \( \mathfrak{h} \). Following [29, 43], we consider the following

**Definition 3.7.** Let \( m, q \in \mathbb{Z}_{\geq 0} \). A unitary transitive Lie algebra \((\mathfrak{g} = \mathfrak{h} + m, I, \langle, \rangle)\) of rank \((m, q)\) is the datum of

- a \((q+2m)\)-dimensional Lie algebra \( \mathfrak{g} \);
- a \(q\)-dimensional Lie subalgebra \( \mathfrak{h} \subset \mathfrak{g} \) which does not contain any non-trivial ideal of \( \mathfrak{g} \);
- an ad(\( \mathfrak{h} \))-invariant complement \( m \) of \( \mathfrak{h} \) in \( \mathfrak{g} \);
• an ad(h)-invariant linear complex structure \( I \) on \( m \);
• an ad(h)-invariant Euclidean product \( (, ) \) on \( m \) such that \( \langle I, I \cdot \rangle = \langle , \cdot \rangle \).

A unitary transitive Lie algebra \( (g = h + m, I, (, )) \) is said to be

- integrable if the linear complex structure \( I \) satisfies
  \[
  [IX, IY]_m - [X, Y]_m = I[IX, Y]_m + I[X, IY]_m \quad \text{for any } X, Y \in m,
  \]
  non-integrable otherwise;
- regular if \( h \) is Malcev-closed in the simply connected Lie group \( G \) with \( \text{Lie}(G) = g \), non-regular otherwise.

Let \( (g = h + m, I, (, )) \) be a unitary transitive Lie algebra of rank \( (m, g) \). Since there are no ideals of \( g \) in \( h \), the adjoint action of \( h \) on \( m \) is a faithful representation in \( u(m, I, (, )) \) and so \( 0 \leq q \leq m^2 \). An adapted frame is a basis
\[
u = (e_1, \ldots, e_{q+2m}) : \mathbb{R}^{q+2m} \to g \text{ such that}
\]
\[
h = \text{span}(e_1, \ldots, e_q), \quad m = \text{span}(e_{q+1}, \ldots, e_{q+2m}), \quad I_{e_{q+i}(2t-1)} = e_{q+2t}, \quad \langle e_{q+i}, e_{q+j} \rangle = \delta_{ij}.
\]

An isomorphism between two unitary transitive Lie algebras \( (g_i = h_i + m_i, I_i, (, ))_i \) is any Lie algebra isomorphism \( \varphi : g_1 \to g_2 \) such that
\[
\varphi(h_1) = h_2, \quad \varphi(m_1) = m_2, \quad I_2 \circ \varphi|_{m_1} = \varphi|_{m_1} \circ I_1, \quad (, )_1 = (\varphi|_{m_1})^* (, )_2.
\]

**Remark 3.8.** The product \( (, ) \) on \( m \) can be extended to an inner product \( (, )' \) on \( g \) in such a way that the decomposition \( g = h + m \) is orthogonal and \( (, )'|_{h \otimes h} \) corresponds, via the embedding \( h \otimes h \hookrightarrow u(m, I, (, )) \hookrightarrow \text{so}(m, (, )) \), to the negative Cartan-Killing form of \( \text{so}(m, (, )) \).

A distinguished class of unitary transitive Lie algebras are given by the Hermitian Nomizu algebras of locally homogeneous almost-Hermitian manifolds. Indeed, let \( (M, J, g) \) be a locally homogeneous Hermitian space, \( p \in M \) a distinguished point and \( \text{tilf}^{J,g} \) the Hermitian Nomizu algebra of \( (M, J, g) \) at \( p \). Consider the Euclidean scalar product on \( \text{tilf}^{J,g} \) given by
\[
\langle (v, A), (w, B) \rangle_g := g_p(v, w) - \text{tr}(AB),
\]
set \( \text{tilf}_0^{J,g} := \{ (0, A) \in \text{tilf}^{J,g} \} \subset u(T_pM, J_p, g_p) \) and let \( m^g \) be the \( (, )_g \)-orthogonal complement of \( \text{tilf}_0^{J,g} \) in \( \text{tilf}^{J,g} \). Being \( (M, J, g) \) locally homogeneous, it follows that \( m^g \simeq T_pM \) and this allows us to define a linear complex structure \( I_J \) and a scalar product \( (, )_g \) on \( m^g \) induced by \( J \) and \( g \) on \( M \), respectively. Then
\[
(\text{tilf}^{J,g} = \text{tilf}_0^{J,g} + m^g, I_J, (, )_g) \quad (3.8)
\]
is a unitary transitive Lie algebra. It is straightforward to check that the Hermitian Nomizu algebra, modulo isomorphisms, does not depend on the particular choice of the point \( p \) and that two locally homogeneous almost-Hermitian spaces are locally pseudo-holomorphically isometric if and only if their Hermitian Nomizu algebras are isomorphic.

### 3.3. Hermitian Ambrose–Singer connections and Hermitian–Singer invariant.

As in the Riemannian case, the following facts hold true. First, locally homogeneity is encoded by the existence of a distinguished connection. More precisely

**Theorem 3.9 ([24, 49]).** Let \( (M, J, g) \) be an almost-Hermitian manifold. It is locally homogenous if and only if it admits a Hermitian connection with parallel torsion and parallel curvature.

A connection as in the previous theorem is called a Hermitian Ambrose–Singer connection. Moreover, by the proof of this theorem, it follows that Hermitian Ambrose-Singer connections are in one-to-one correspondence with the choice of a reductive decomposition for the Hermitian Nomizu algebra, i.e. a choice of a complement \( m \) for the isotropy algebra \( \text{tilf}_0^{J,g} \) inside \( \text{tilf}^{J,g} \) that is invariant under the adjoint representation. One of this choice has already been discussed in the previous section.

Second, it is possible to recognize a locally homogeneous almost-Hermitian manifold by means of a finite set of algebraic tensors on a tangent space. To this purpose, fix \( p \in M \) and for any \( k \geq 0 \) set
\[
j(k) := \{ A \in u(T_pM, J_p, g_p) : A \cdot ((D^0)^i \text{Rm}(g)_p) = 0 \quad \text{for } 0 \leq i \leq k, A \cdot ((D^0)^j J_p) = 0 \quad \text{for } 1 \leq j \leq k + 2 \}.
\]

Since \( (j(k))_{k \in \mathbb{Z}^+} \) is a filtration of the finite dimensional Lie algebra \( u(T_pM, J_p, g_p) \), there exists a first integer \( k_{J,g} \) such that \( j(k_{J,g}) = j(k_{J,g}+1) \). It is called the Hermitian-Singer invariant of \( (M, J, g) \) by [15]. Notice that, by adapting [54, Thm 4.1], whose proof can be found in [37, proof of Thm 2.1], and [54, Prop 4.3], it is possible to prove that \( j(k) = j(k_{J,g}) \) for any \( k \geq k_{J,g} \).

**Remark 3.10 (Open question, 1).** In the same spirit of [34], it will be interesting to construct examples of:

i) locally homogeneous almost-Hermitian spaces with arbitrarily high Hermitian Singer invariant;

ii) pairs of locally homogeneous almost-Hermitian spaces with Hermitian Singer invariant \( k \), that are not locally pseudo-holomorphically isometric, which have the same Riemannian curvature up to order \( k \) and the same almost-complex structure up to order \( k + 2 \).
For later purposes, for any positive integer \( m \) we set
\[
j(m) := \max \{ k_{J,g} : (M, J, g) \text{ alm. Herm. loc. hom. with } \dim_{\mathbb{R}} M \leq 2m \}.
\] (3.10)
Notice that \( m \mapsto j(m) \) is non-decreasing and \( 0 \leq j(m) \leq m^2 - 1 \).

For any \( m, s \in \mathbb{N} \) with \( s \geq j(m) + 2 \), we define \( \widehat{X}^s(m) \) to be the set of all the \((2s+3)\)-tuples
\[
(J^1, \ldots, J^{s+2}) \oplus (R^0, R^1, \ldots, R^s) \in E^{(1)}(m, s) \oplus E^{(2)}(m, s),
\]
with
\[
E^{(1)}(m, s) := \bigoplus_{1 \leq k \leq s+2} \bigotimes_k (\mathbb{R}^{2m})^* \otimes \mathfrak{so}(2m),
\]
and
\[
E^{(2)}(m, s) := \bigoplus_{0 \leq k \leq s} \bigotimes_k \left( \bigotimes_{k} (\mathbb{R}^{2m})^* \otimes \Lambda^2 (\mathbb{R}^{2m})^* \otimes \mathfrak{so}(2m) \right),
\]
satisfying the subsequent conditions (X1) and (X2).

(X1) The following eight identities hold:

i) \( \langle R^0(Y_1 \wedge Y_2), V_1, V_2 \rangle_{st} = \langle R^0(V_1 \wedge V_2), Y_1, Y_2 \rangle_{st} \),

ii) \( \mathcal{S}_{Y_1, Y_2, V_1} \langle R^0(Y_1 \wedge Y_2), V_2 \rangle_{st} = 0 \),

iii) \( \langle R^1(X_1 | Y_1 \wedge Y_2), V_1, V_2 \rangle_{st} = \langle R^1(X_1 | V_1 \wedge V_2), Y_1, Y_2 \rangle_{st} \),

iv) \( \mathcal{S}_{Y_1, Y_2, V_1} \langle R^1(X_1 | Y_1 \wedge Y_2), V_2 \rangle_{st} = 0 \),

v) \( \mathcal{S}_{Y_1, Y_2, V_1} \langle R^1(X_1 | Y_1 \wedge Y_2), V_1, V_2 \rangle_{st} = 0 \),

vi) \( R^{k+2}(X_1, X_2, X_3, \ldots, X_{k+2} | Y_1 \wedge Y_2) - R^{k+2}(X_2, X_1, X_3, \ldots, X_{k+2} | Y_1 \wedge Y_2) = - \langle R^0(X_1 | X_2) \cdot R^k, X_3, \ldots, X_{k+2} | Y_1 \wedge Y_2 \rangle_{st} \) for any \( 0 \leq k \leq s - 2 \),

vii) \( J^2(X_1, X_2) - J^2(X_2, X_1) = - \langle R^0(X_1 \wedge X_2) \cdot I_{st} \rangle \),

viii) \( J^{k+2}(X_1, X_2, X_3, \ldots, X_{k+2}) - J^{k+2}(X_2, X_1, X_3, \ldots, X_{k+2}) = - \langle R^0(X_1 \wedge X_2) \cdot J^k, X_3, \ldots, X_{k+2} | Y_1 \wedge Y_2 \rangle_{st} \) for any \( 1 \leq k \leq s \),

where \( \mathfrak{so}(2m) \) acts on the tensor algebra on \( \mathbb{R}^{2m} \) by derivation.

(X2) For any \( 1 \leq k \leq s \), the maps
\[
\alpha^k(A) := \langle A \cdot I_{st}, A \cdot J^1, \ldots, A \cdot J^{k+1} \rangle \oplus \langle A \cdot R^0, A \cdot R^1, \ldots, A \cdot R^{k-1} \rangle,
\]
with \( A \in \mathfrak{so}(2m) \),
\[
\beta^k(X) := \langle X \cdot J^1, \ldots, X \cdot J^{k+2} \rangle \oplus \langle X \cdot R^1, X \cdot R^2, \ldots, X \cdot R^{k} \rangle,
\]
with \( X \in \mathbb{R}^{2m} \)
verify
\[
\beta^k(\mathbb{R}^{2m}) \subset \ker(\alpha^{k-1}(\mathfrak{so}(2m))) \quad \text{for any } j(m) + 2 \leq k \leq s,
\]
\[
\ker(\alpha^{k+1}) = \ker(\beta^{k+1}) \quad \text{for any } j(m) \leq k \leq s - 1.
\]

Notice that \( \widehat{X}^s(m) \) is invariant under the standard left action of \( U(m) \), and hence

**Definition 3.11.** Let \( m, s \in \mathbb{N} \) with \( s \geq j(m) + 2 \). We call Hermitian s-tuples of rank m the elements of the quotient space \( X^s(m) := U(m) / \widehat{X}^s(m) \).

This definition is motivated by the following result, which is the almost-Hermitian analogue of [37, Thm 3.1]:

**Theorem 3.12 ([15]).** Let \( (M^{2m}, J, g) \) be a locally homogeneous almost-Hermitian space. Let also \( p \in M \) be a point, \( u : \mathbb{R}^{2m} \to T_p M \) a unitary frame and \( s \geq j(m) + 2 \) an integer. Then
\[
(u^* (D^p J), \ldots, u^* (D^{p+2} J), p) \oplus (u^* Rm(g)_p, u^* (D^p Rm(g)_p), \ldots, u^* ((D^p)^* Rm(g)_p))
\]
defines a Hermitian s-tuple of rank m which is independent of \( p \) and \( u \). Conversely, for any Hermitian s-tuple \( \theta^s \in X^s(m) \) of rank m, there exists a locally homogeneous almost-Hermitian space \( (M^m, J, g) \), uniquely determined up to a local pseudo-holoformal isometry, such that
\[
\theta^s = [(u^* (D^p J), \ldots, u^* (D^{p+2} J), p) \oplus (u^* Rm(g)_p, u^* (D^p Rm(g)_p), \ldots, u^* ((D^p)^* Rm(g)_p)]
\]
for some \( p \in M \) and \( u : \mathbb{R}^{2m} \to T_p M \) unitary frame.

## 4. Almost-Hermitian geometric models

### 4.1. The class of almost-Hermitian geometric models.

In this section, following [10, 44], we introduce a special class of locally homogeneous almost-Hermitian spaces, namely

**Definition 4.1.** A 2m-dimensional almost-Hermitian geometric model is a locally homogeneous almost-Hermitian distance ball \( (\mathcal{B}, \tilde{J}, g) = (\mathcal{B}_2(a, \pi), \tilde{J}, g) \) of radius \( \pi \), dimension \( \dim_{\mathbb{R}} \mathcal{B} = 2m \), with bounded sectional curvature \( |Ker(g)| \leq 1 \) and injectivity radius at the center \( a \in \mathcal{B} \) equal to \( \text{inj}(\mathcal{B}, \tilde{g}) = \pi \).
From now on, up to pulling back the metric via the Riemannian exponential map \( \text{Exp}(\hat{g}) \), any almost-Hermitian geometric model will be always assumed to be of the form \((B^{2m}, \hat{J}, \hat{\gamma})\), where \( B^{2m} := B_{st}(0, \pi) \subset \mathbb{R}^{2m} \) is the \( 2m \)-dimensional Euclidean ball of radius \( \pi \), the standard coordinates of \( B^{2m} \) will be always assumed to be normal for \( \hat{g} \) at 0 and \( \hat{J}_{0} = I_{m} \). In particular, the geodesics starting from 0 \( \in B^{2m} \) are precisely the straight lines and the Riemannian distance from the center equals \( d_{g}(0, x) = |x|_{st} \) for any \( x \in B^{2m} \). Hence, \( B_{g}(0, r) = B_{st}(0, r) \) for any \( 0 < r \leq \pi \).

For latter purposes, we prove that local pseudo-holomorphic isometries can be extended in the following way:

**Lemma 4.2.** Let \((B^{2m}, \hat{J}_{1}, \hat{\gamma}_{1})\) and \((B^{2m}, \hat{J}_{2}, \hat{\gamma}_{2})\) be two almost-Hermitian geometric models and assume that there exists \( 0 < \varepsilon < \pi \) and a pointed pseudo-holomorphic isometry \( f : (B_{st}(0, \varepsilon), \hat{J}_{1}, \hat{\gamma}_{1}) \to (B_{st}(0, \varepsilon), \hat{J}_{2}, \hat{\gamma}_{2}) \). Then, \( f \) extends analytically to a pointed pseudo-holomorphic isometry \( \tilde{f} : (B^{2m}, \hat{J}_{1}, \hat{\gamma}_{1}) \to (B^{2m}, \hat{J}_{2}, \hat{\gamma}_{2}) \).

**Proof.** Let us define the map
\[
\tilde{f} : B^{2m} \to B^{2m}, \quad \tilde{f} := \text{Exp}(\hat{\gamma}_{2}) \circ \text{Exp}(\hat{\gamma}_{1})^{-1} \circ \text{Exp}(\hat{\gamma})^{-1}.
\]
Then, by construction, it follows that \( \tilde{f} \) is real-analytic diffeomorphism satisfying \( \tilde{f}(x) = f(x) \) for any \( x \in B_{st}(0, \varepsilon) \) and \( \tilde{f} \circ \hat{\gamma}_{2} = \hat{\gamma}_{1} \). We now consider the function
\[
h : B^{2m} \to \mathbb{R}, \quad h(x) := |\text{d}\tilde{f}(x) \circ J_{1}(x) \circ (\text{d}\tilde{f}(x))^{-1} - J_{2}(\tilde{f}(x))|_{\hat{\gamma}_{2}}^{2}
\]
and we observe that it is real-analytic. Moreover \( h(x) = 0 \) for any \( x \in B_{st}(0, \varepsilon) \) and so it follows that \( h(x) = 0 \) for any \( x \in B^{2m} \). This completes the proof. \( \square \)

Following [10, Lemma 1.3 and Lemma 1.4] and the proof of Lemma 4.2, one can also prove the following

**Lemma 4.3.** Let \((B^{2m}, \hat{J}, \hat{\gamma})\) be an almost-Hermitian geometric model. Then
\[
\text{inj}_{0}(B^{2m}, \hat{\gamma}) = \pi - |x|_{st} \quad \text{for any } x \in B^{2m}.
\]  
Moreover, fix \( x, y \in B^{2m} \) and set \( r_{x,y} := \pi - \max\{|x|_{st}, |y|_{st}\} \). Then, any pointed pseudo-holomorphic isometry \( f : (B_{g}(x, \varepsilon), \hat{J}, \hat{\gamma}) \to (B_{g}(y, \varepsilon), \hat{J}, \hat{\gamma}) \) can be uniquely extended to a pointed pseudo-holomorphic isometry
\[
f : (B_{g}(x, r_{x,y}), \hat{J}, \hat{\gamma}) \to (B_{g}(y, r_{x,y}), \hat{J}, \hat{\gamma}).
\]

One of the main properties of the class of almost-Hermitian geometric models is the fact that they give rise to a good parametrization for the moduli space of locally homogeneous almost-Hermitian spaces up to local pseudo-holomorphic isometries. More precisely, the following existence result holds true.

**Theorem 4.4.** Let \((M^{2m}, J, g)\) be a locally homogeneous almost-Hermitian space with \( |\sec(g)| \leq 1 \). Then, there exists a \( 2m \)-dimensional almost-Hermitian geometric model \((B^{2m}, \hat{J}, \hat{\gamma})\) that is locally pseudo-holomorphically isometric to \((M^{2m}, J, g)\). The almost-Hermitian geometric model is unique up to pseudo-holomorphic isometry.

**Proof.** Fix a point \( p \in M \). By [44, Theorem A], there exists a \( 2m \)-dimensional, smooth, locally homogeneous Riemannian distance ball \((B^{2m}, \hat{\gamma})\) with \( |\sec(\hat{g})| \leq 1 \) and \( \text{inj}_{0}(B^{2m}, \hat{\gamma}) = \pi \), together with a smooth diffeomorphism \( \phi : B_{st}(0, \varepsilon) \subset B^{2m} \to \mathbb{R} \subset M \) verifying \( \phi(0) = p \) and \( \phi^{*} \hat{g} = \hat{\gamma} \). Then, it is easy to check that \( \hat{J} := (\text{d}\phi)^{-1} \circ J \circ \text{d}\phi \) can be extended to the whole ball \( B^{2m} \) and gives rise to an almost-Hermitian geometric model \((B^{2m}, \hat{J}, \hat{\gamma})\). Finally, the uniqueness follows from Theorem 3.12 and Lemma 4.2. \( \square \)

### 4.2 Cheeger-Gromov convergence of almost-Hermitian geometric models

In the Riemannian setting, geometric models are introduced to provide a right framework to study convergence in the Cheeger-Gromov topology even without a lower bound on the injectivity radius. Indeed, it is well-known by [12, 13] that there exist families of Riemannian manifolds that collapse with bounded curvature. The idea of studying limits of such families in the Cheeger-Gromov topology was originally conceived in the seminal works by [21, 33], where the notion of Riemannian groupoids is used. Remarkably, when restricting to Riemannian homogeneous spaces, this construction reduces to consider geometric models.

Firstly, we give the following definition of convergence, which generalizes the usual notion of pointed convergence for complete Riemannian manifolds (see e.g. [46]) to the case of incomplete almost-Hermitian manifolds. In the following, the Banach spaces \( C^{k, \alpha}(\overline{B}) \) are defined following [20, p. 52] for any bounded ball \( \overline{B} \subset \mathbb{R}^{2m} \).

**Definition 4.5.** A sequence \((B^{2m}, \hat{J}^{(n)}, \hat{\gamma}^{(n)})\) of \( 2m \)-dimensional almost-Hermitian geometric models is said to converge in the pointed \( C^{k, \alpha} \)-topology to a \( 2m \)-dimensional almost-Hermitian geometric model \((B^{2m}, J^{(\infty)}, \hat{\gamma}^{(\infty)})\) if, for any \( 0 < \delta < \pi \), there exists a sequence of \( C^{k+1, \alpha} \)-embeddings \( \phi_{\delta}^{(n)} : B_{st}(0, \pi - \delta) \to B^{2m} \) such that \( \phi_{\delta}^{(n)}(0) = 0 \) for any \( n \in \mathbb{N} \) and
\[
\left\| (\phi_{\delta}^{(n)} \circ \hat{J}^{(n)})_{\delta} - (\hat{J}^{(\infty)})_{\delta} \right\|_{C^{k, \alpha}(B_{st}(0, \pi - \delta))} \to 0, \quad \left\| (\text{d}(\phi_{\delta}^{(n)})^{-1} \circ \hat{J}^{(n)} \circ (\text{d}\phi_{\delta}^{(n)})_{\delta} - (J^{(\infty)})_{\delta})_{\delta} \right\|_{C^{k, \alpha}(B_{st}(0, \pi - \delta))} \to 0
\]
as \( n \to +\infty \), for any \( 1 \leq i, j \leq 2m \).

Then we observe that, by means of [44, Corollary 3.8] and Proposition 2.5, the following convergence result holds true in the set of all the almost-Hermitian geometric models.
Theorem 4.6. Let \((B^{2m}, \hat{x}(n), \hat{g}(n))\) be a sequence of \(2m\)-dimensional almost-Hermitian geometric models and assume that there exist an integer \(k \geq 0\), a parameter \(t \in \mathbb{R}\) and a constant \(K > 0\) such that, for any \(n \in \mathbb{N}\),

\[
\sum_{i=0}^{k} \left| \left( (\nabla^{(n)})^t \Omega^t(\hat{x}(n), \hat{g}(n)) \right)_{ij} \right|_{\hat{g}(n)} + \sum_{j=0}^{k+1} \left| \left( (\nabla^{(n)})^t T^t(\hat{x}(n), \hat{g}(n)) \right)_{ij} \right|_{\hat{g}(n)} < K .
\]

Then, \((B^{2m}, \hat{x}(n), \hat{g}(n))\) subconverges to a limit 2m-dimensional almost-Hermitian geometric model \((B^{2m}, \hat{x}(\infty), \hat{g}(\infty))\) in the pointed \(\mathcal{C}^{k+1,\alpha}\)-topology, for any \(0 < \alpha < 1\).

**Proof.** By Proposition 2.5, there exists a constant \(C = C(m, k, t, K)\) such that, for any \(n \in \mathbb{N}\),

\[
\sum_{i=0}^{k} \left| \left( (\nabla^{(n)})^t \text{Rm}(\hat{g}(n)) \right)_{ij} \right|_{\hat{g}(n)} < C , \quad \sum_{j=1}^{k+2} \left| \left( (\nabla^{(n)})^t \hat{J}(n) \right)_{ij} \right|_{\hat{g}(n)} < C .
\]

By the first inequality in (4.2) and [44, Corollary 3.8], up to pass to a subsequence, we can assume that the sequence of Riemannian distance balls \((B^{2m}, \hat{g}(n))\) converges to a \(2m\)-dimensional, smooth, locally homogeneous Riemannian distance ball \((B^{2m}, \hat{g}(\infty))\) in the pointed \(\mathcal{C}^{k+1,\alpha}\)-topology, for any \(0 < \alpha < 1\), with \(\text{sec}(\hat{g}(\infty)) \leq 1\) and \(\text{inj}_0(B^{2m}, \hat{g}(\infty)) = \pi\).

In other words, we can fix any \(0 < \delta < \pi\) and find a sequence of \(\mathcal{C}^{k+2,\alpha}\)-embeddings \(\phi^m_n : B\mathcal{S}_n(0, \pi - \delta) \to B^{2m}\) such that \(\phi^m_n(0) = 0\) and

\[
\left\| \left( \phi^m_n \right)^* \hat{g}(n)_{ij} - \left( \hat{g}(\infty) \right)_{ij} \right\|_{\mathcal{C}^{k+1,\alpha}(B\mathcal{S}_n(0, \pi - \delta))} \to 0 \quad \text{as } n \to +\infty , \quad \text{for any } 1 \leq i, j \leq 2m .
\]

Actually, the intertwining embeddings \(\phi^m_n\) can be assumed to be smooth. Indeed, we can approximate each \(\phi^m_n\) with a smooth map \(\tilde{\phi}^m_n : B\mathcal{S}_n(0, \pi - \delta) \to B^{2m}\), satisfying \(\tilde{\phi}^m_n(0) = 0\), in the \(\mathcal{C}^{k+2,\alpha}\)-norm, i.e.

\[
\max_{1 \leq i,j \leq 2m} \left\| \left( \tilde{\phi}^m_n - \phi^m_n \right)^t \right\|_{\mathcal{C}^{k+2,\alpha}(B\mathcal{S}_n(0, \pi - \delta))} \leq \varepsilon(n)
\]

for some constant \(\varepsilon(n) > 0\). Notice that the condition of being embedding is open, see e.g. [23, Ch 2, Thm 1.4], and so, up to take \(\varepsilon(n)\) small enough, the map \(\tilde{\phi}^m_n\) is an embedding as well. Moreover, a direct computation shows that there exists a constant \(C > 0\), that does not depend on \(n\), such that

\[
\left\| \left( \tilde{\phi}^m_n \right)^* \hat{g}(n)_{ij} - \left( \hat{g}(\infty) \right)_{ij} \right\|_{\mathcal{C}^{k+1,\alpha}(B\mathcal{S}_n(0, \pi - \delta))} \leq C \left( \varepsilon(n) + \left\| \left( \phi^m_n \right)^* \hat{g}(n)_{ij} - \left( \hat{g}(\infty) \right)_{ij} \right\|_{\mathcal{C}^{k+1,\alpha}(B\mathcal{S}_n(0, \pi - \delta))} \right)
\]

for any \(1 \leq i, j \leq 2m\). Therefore, letting \(\varepsilon(n) \to 0\), this shows that (4.3) holds also with \(\tilde{\phi}^m_n\) in place of \(\phi^m_n\).

By (4.2), the tensors \((\text{d}(\phi^m_n)^t)^{-1} \circ \hat{x}(n) \circ (\text{d}(\phi^m_n))^t\) are uniformly bounded in the \(\mathcal{C}^{k+2,\alpha}\)-norm on the compact set \(B\mathcal{S}_n(0, \pi - \delta)\). Then, by the Ascoli-Arzela Theorem, up to pass to a subsequence, there exists a \((1,1)\)-tensor field \(\hat{J}(\infty)\) on \(B\mathcal{S}_n(0, \pi - \delta)\) of class \(\mathcal{C}^{k+1,\alpha}\) such that

\[
\left\| \left( (\text{d}(\phi^m_n)^t)^{-1} \circ \hat{x}(n) \circ (\text{d}(\phi^m_n))^t \right)^t - \left( \hat{J}(\infty) \right)^t \right\|_{\mathcal{C}^{k+1,\alpha}(B\mathcal{S}_n(0, \pi - \delta))} \to 0 \quad \text{as } n \to +\infty , \quad \text{for any } 1 \leq i, j \leq 2m ,
\]

(see e.g. the proof of [14, Corollary 3.15]). By letting \(\delta \to +0^+\) and using a Cantor diagonal argument, we obtain a well defined limit tensor field \(\hat{J}(\infty)\) on the whole ball \(B^{2m}\). Since \((\hat{g}(\infty), \hat{J}(\infty))\) is an almost-Hermitian structure on \(B^{2m}\) for any \(n \in \mathbb{N}\), it follows that \((\hat{g}(\infty), \hat{J}(\infty))\) is an almost-Hermitian structure on \(B^{2m}\). In virtue of Lemma 4.3, one can mimic the proof of [10, Theorem 2.6] and show that \((B^{2m}, \hat{g}(\infty), \hat{J}(\infty))\) is a locally homogeneous almost-Hermitian space. Finally, in order to prove that the tensor \(\hat{J}(\infty)\) is smooth, and hence real-analytic, one can proceed as in the proof of [44, Theorem B] by two steps. Firstly, in virtue of Lemma 4.3, one constructs a locally compact and effective local topological group of pseudo-holomorphic isometries acting transitively on \((B^{2m}, \hat{g}(\infty), \hat{J}(\infty))\) around the origin. Then, by the local Myers-Steenrod Theorem [42, Theorem A], this turns out to be a transitive local Lie group of pseudo-holomorphic isometries and hence the thesis follows.

**Remark 4.7** (Open question, 2). Let us stress that, in contrast with the Riemannian case, this is not a compactness theorem (compare with [44, Theorem B]). In fact, even though the limit space is real-analytic, we do not have control on the top order covariant derivative of the limit almost-complex structure, even for \(k = 0\). We ask whether it is possible to refine Definition 4.1 and get new estimates in order to obtain a compactness result.

5. The space of locally homogeneous almost-Hermitian spaces

5.1. A parametrization for locally homogeneous almost-Hermitian spaces.

For any \(m, q \in \mathbb{Z}\) with \(m \geq 1\) and \(0 \leq q \leq m^2\), we denote with \(\mathcal{G}^q_{\text{alm}, \mathcal{C}}\) the moduli space of unitary transitive Lie algebras of rank \((q, m)\) up to isomorphisms and we indicate with \(\mathcal{F}^q_{\text{alm}, \mathcal{C}}\) the subset of moduli space of regular ones. Similarly, with \(\mathcal{G}^q_{\text{alm}}\) (resp. \(\mathcal{F}^q_{\text{alm}}\)) denotes the subset of integrable unitary transitive Lie algebras (resp. the regular ones). We fix a decomposition \(\mathbb{R}^{q+m^2} = \mathbb{R}^q \oplus \mathbb{R}^{2m}\) and the corresponding diagonal embedding of \(\text{GL}(q) \times U(m)\) into
GL(q+2m). Accordingly, we denote by \( pr_{R^{2m}} : R^{q+2m} \to R^{2m} \) the induced natural projection onto the second factor. We define

\[ W_{q,m} := (GL(q) \times U(m)) \setminus (\Lambda^2 (R^{q+2m})^* \otimes R^{q+2m}) , \]

where \( GL(q) \times U(m) \) acts on \( \Lambda^2 (R^{q+2m})^* \otimes R^{q+2m} \) on the left by change of basis. Following [29], one can prove that the map

\[ \Psi_{q,m} : \Gamma^q_{loc,alm-C} \to W_{q,m} , \quad (g = h + m, I, (.,.) ) \mapsto \mu := u^* ([.,.]_g) , \]

where \( u : R^{q+2m} \to g \) is any adapted linear frame for \( (g = h + m, I, (.,.) ) \), is well defined, injective and that its image contains precisely the elements \( \mu \in W_{q,m} \) which verify the following conditions:

1. \( \mu \) satisfies the Jacobi condition and \( \mu (R^q, R^q) \subset R^q, \mu (R^q, R^{2m}) \subset R^{2m} ; \)
2. \( \mu (Z, X) = \{ X, \mu (Z, Y) \}_{st} \) for any \( X, Y \in R^{2m} \), \( Z \in R^q ; \)
3. \( \mu (Z, I, X) = I_{st} \mu (Z, X) \) for any \( X \in R^{2m} , Z \in R^q ; \)
4. \( \{ Z \in R^q : \mu (Z, R^{2m}) = \{ 0 \} \} \) = \{0\}.

The image of \( \Gamma^q_{loc,alm-C} \) is characterized by the further condition

\( \{ \mu \} \) = \( pr_{R^{q+2m}} (\mu (I_{st} X, I_{st} Y) - \mu (X, Y) ) = I_{st} pr_{R^{2m}} (\mu (I_{st} X, Y) + \mu (X, I_{st} Y) ) \) for any \( X, Y \in R^{2m} \).

Remark 5.1. We point out that, while conditions (h1), (h2), (h3), (h5) are closed, condition (h4) is open. However, following [29], the fact holds: for any element \( \tilde{\mu} \in \Psi_{q,m} \setminus \Psi_{q,m} \) satisfying conditions (h1), (h2) and (h3), there exist a unique integer \( 0 \leq q' < q \) and a decomposition \( R^q = R^{q'} \oplus R^{q-q'} \) such that \( R^{q-q'} = \{ Z \in R^q : \mu (Z, R^{2m}) = \{ 0 \} \} \) and

\[ \{ \tilde{\mu} \} \) = \( pr_{R^{q+2m}} \circ (\tilde{\mu} |_{R^{q'+2m} \times R^{q'+2m}} ) \in \Psi_{q',m} , \]

where \( R^{q'+2m} = R^{q'} \oplus R^{2m} \) and \( pr_{R^{q'+2m}} : R^{q'+2m} \to R^{q'+2m} \) is the projection with respect to the decomposition \( R^{q'+2m} = R^{q'} \oplus R^{q'+2m} \).

From now on, we identify \( \Psi_{q,m} \) with its image through \( \Psi_{q,m} \) and, for any \( \mu \in \Psi_{q,m} \) \( \simeq \Psi_{q,m} \) \( \simeq \Psi_{q,m} \), we set

\[ \Psi_{q,m} = (\mu |_{R^{q+2m}} , \mu ) , \quad H_{\mu} := (\mu |_{R^q \times R^q} ) \]

so that \( (\Psi_{q,m} = h_{\mu} + R^{2m} , I_{st} , (.,.)_{st} ) \) is the unitary transitive Lie algebra uniquely associated to the bracket \( \mu \). We also set

\[ \Gamma^q_{loc,alm-C} := \bigcup_{q=0}^{m^2} \Gamma^q_{loc,alm-C} , \quad \Gamma^q_{alm-C} := \bigcup_{q=0}^{m^2} \Gamma^q_{alm-C} , \quad \Gamma^q_{alm-C} := \bigcup_{q=0}^{m^2} \Gamma^q_{alm-C} , \quad \Gamma^q_{alm-C} := \bigcup_{q=0}^{m^2} \Gamma^q_{alm-C} . \]

The set \( \Gamma^q_{alm-C} \) parametrizes the moduli space of the equivalence classes of \( m \)-dimensional locally homogeneous almost-Hermitian spaces, up to local equivariant pseudo-holomorphic isometries, in the following way.

Theorem 5.2. For any unitary transitive Lie algebra \( \mu \in \Psi_{q,m} \), there exist a pointed locally homogeneous almost-Hermitian space \( (M, J, g, p) \) and an injective homomorphism \( \varphi : \Psi_{q,m} \to \mathfrak{h} \) such that

\[ \varphi (m) \subset \mathfrak{h} \]
We also denote by $N^\mu$ the Nijenhuis tensor, which is given by
\[ N^\mu(X,Y) = -\mu_{2\mu}(I_{st}X,I_{st}Y) + \mu_{2\mu}(X,Y) + I_{st}\mu_{\mu^2}(I_{st}X,Y) + I_{st}\mu_{\mu^2}(X,I_{st}Y). \]
According to (2.2), we consider the decomposition $F^\mu = (F^\mu)^+ + (F^\mu)^-$. By [19, Eqs (1.2.1) and (2.2.4)], we have
\[
(F^\mu)^+(X,Y,Z) = (N^\mu(X,Y),Z)|_{st} + (N^\mu(Y,Z),X)|_{st} + (N^\mu(Z,X),Y)|_{st},
\]
\[
(F^\mu)^-(X,Y,Z) = -\mu_{2\mu}(X,Y),Z)|_{st} - \mu_{2\mu}(Y,Z),X)|_{st} - \mu_{2\mu}(Z,X),Y)|_{st}
\]
\[ + \mu_{2\mu}(I_{st}X,Y),I_{st}Z)|_{st} + \mu_{2\mu}(I_{st}Y,Z),I_{st}X)|_{st} + \mu_{2\mu}(I_{st}Z,X),I_{st}Y)|_{st}. \]

Fix a parameter $t \in \mathbb{R}$ and look at the Gauduchon connection $\nabla^t\mu$. Let us consider now the $(1,2)$-tensors
\[ S^\mu := \tilde{\nabla}^\mu - D^\mu, \quad A^t\mu := \tilde{\nabla}^\mu - \nabla^t\mu, \]
which can be identified with linear maps
\[ S^\mu : \mathbb{R}^{2m} \to \mathfrak{s}(2m), \quad A^t\mu : \mathbb{R}^{2m} \to \mathfrak{u}(m). \]
For the operator $S^\mu$, by [25, Ch X, Thm 3.3]), we have
\[
(S^\mu(X,Y),Z)|_{st} = -\frac{1}{2}(\mu_{2\mu}(X,Y),Z)|_{st} - \frac{1}{2}(\mu_{2\mu}(Y,Z),X)|_{st} - \frac{1}{2}(\mu_{2\mu}(Z,X),Y)|_{st}. \tag{5.3}
\]
For the operator $A^t\mu$, by (2.3), we have
\[
(A^t\mu(X,Y),Z)|_{st} = (S^\mu(X,Y),Z)|_{st} + \frac{1}{4}(F^\mu)^+(X,I_{st}Y,I_{st}Z) + \frac{1}{4}(F^\mu)^+(Y,I_{st}X,I_{st}Z) + \frac{1}{4}(N^\mu(Y,Z),X)|_{st} + \frac{1}{2}(F^\mu)^-(X,Y,Z). \tag{5.4}
\]
Then, by [25, Thm 2.3, Ch X], the Riemannian curvature is explicitly given by
\[
\text{Rm}(\mu)(X,Y) = \text{ad}_X(\mu_{2\mu}(X,Y)|_{2m}) - (S^\mu(X),S^\mu(Y)) - S^\mu(\mu_{2\mu}(X,Y)), \tag{5.5}
\]
and, analogously, the $t$-Gauduchon curvature and torsion are given by
\[
T^t(\mu)(X,Y) = A^t\mu(X)|_{st} - A^t\mu(Y)|_{st} = \mu_{2\mu}(X,Y)|_{2m} - (A^t\mu(X),A^t\mu(Y)|_{st} - A^t\mu(\mu_{2\mu}(X,Y)). \tag{5.6}
\]
Moreover, we recall that any $G_\mu$-invariant tensor field $Q$ on $G_\mu/H_\mu$ is parallel with respect to $\tilde{\nabla}^\mu$, see e.g. the proof of [25, Prop 2.7, Ch X]. Therefore, for the covariant derivatives $D^\mu Q$ and $\nabla^t\mu Q$, we have
\[
X.D^\mu Q = -S^\mu(X) \cdot Q, \quad X.\nabla^t\mu Q = -A^t\mu(X) \cdot Q. \tag{5.7}
\]

5.3. A potpourri of topologies on the moduli space.

We are going to introduce some topologies on the moduli space $\mathcal{H}^{loc,alm-C}_m$. The first one is the so-called algebraic convergence, that is

**Definition 5.3.** A sequence $(\mu^{(n)}) \subset \mathcal{H}^{loc,alm-C}_{q,m}$ is said to converge algebraically to $\mu^{(\infty)} \in \mathcal{H}^{loc,alm-C}_m$ if one of the following conditions is satisfied:

i) $\mu^{(n)} \in \mathcal{H}^{loc,alm-C}_{q,m}$ and $\mu^{(n)} \to \mu^{(\infty)}$ in the standard topology induced by $\mathcal{W}_{q,m}$;

ii) $\mu^{(n)} \in \mathcal{H}^{loc,alm-C}_{q,m}$ for some $0 \le q' < q$ and there exists $\mu^{(\infty)} \in \mathcal{W}_{q,m} \setminus \mathcal{H}^{loc,alm-C}_{q,m}$ such that $\mu^{(n)} \to \mu^{(\infty)}$ in the standard topology of $\mathcal{W}_{q,m}$ and $(\mu^{(\infty)})|_{q',m} = \mu^{(\infty)}$ as in Remark 5.1.

For the second notion of convergence, we notice that Theorem 3.12 and Theorem 5.2 give rise to a well defined map
\[ \mathcal{G}^{loc,alm-C}_m \to \mathcal{X}^s(m), \quad \mu \mapsto \theta^s(\mu) \]
that assigns to any $\mu \in \mathcal{H}^{loc,alm-C}_m$ the corresponding Hermitian $s$-tuples $\theta^s(\mu)$ of $(G_\mu/H_\mu, J_\mu, g_\mu)$, for any $s \ge j(\mu) + 2$ (see Subsection 3.3). Let us notice that this map is surjective but not injective. In fact, it holds that $\theta^s(\mu_1) = \theta^s(\mu_2)$ for some, and hence for any, $s \ge j(\mu) + 2$ if and only if $\text{til}(\mu_1) = \text{til}(\mu_2)$. Then, the so-called infinitesimal convergence is defined as follows.

**Definition 5.4.** A sequence $(\mu^{(n)}) \subset \mathcal{H}^{loc,alm-C}_m$ is said to converge s-infinitesimally to $\mu^{(\infty)} \in \mathcal{H}^{loc,alm-C}_m$, for some $s \ge j(\mu^{(n)}) + 2$, if $\theta^s(\mu^{(n)}) \to \theta^s(\mu^{(\infty)})$ as $n \to +\infty$ in the standard topology of $\mathcal{X}^s(m)$. If $(\mu^{(n)})$ converges s-infinitesimally to $\mu^{(\infty)}$ for any $s \ge j(\mu^{(n)}) + 2$, then $(\mu^{(n)})$ is said to converge infinitesimally to $\mu^{(\infty)}$.

By the previous observation, uniqueness of limit has to be intended in the following way: if a sequence $(\mu^{(n)}) \subset \mathcal{H}^{loc,alm-C}_m$ converges $s_1$-infinitesimally to $\mu^{(\infty)}_1$ and $s_2$-infinitesimally to $\mu^{(\infty)}_2$ for some integers $s_2 \ge s_1 \ge j(\mu^{(n)}) + 2$, then $\text{til}(\mu^{(\infty)}_1) = \text{til}(\mu^{(\infty)}_2)$. We also mention that our notion of infinitesimal convergence is equivalent to the original notion introduced by Laurent in [29, Sect 6] and [32, Sect 3.4]. Moreover, since the infinitesimal convergence involves only the germs on the almost-Hermitian structures at the origin, it turns out that it is weaker than the algebraic convergence topology, i.e.

**Proposition 5.5.** Let $q,m \in \mathbb{Z}$ with $m \ge 1$ and $0 \le q \le m^2$. If $(\mu^{(n)}) \subset \mathcal{H}^{loc,alm-C}_m$ converges algebraically to $\mu^{(\infty)} \in \mathcal{H}^{loc,alm-C}_m$, then $(\mu^{(n)})$ converges infinitesimally to $\mu^{(\infty)}$.
Proof. Assume that \((\mu^{(n)}) \subset \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}\) converges algebraically to \(\mu^{(\infty)} \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}\). From (5.3), it follows that \(S_{\mu^{(n)}} \rightarrow S_{\mu^{(\infty)}}\) in the standard Euclidean topology. Therefore, the proof follows from (5.4) and (5.6). \(\square\)

Notice that, in the Riemannian case, the converse assertion of Proposition (5.5) does not hold true. A counterexample consisting on a sequence of Ricci flow blow-downs on the universal cover of \(SL(2, \mathbb{R})\) is discussed in [9, Ex 9.1]. The phenomenon of sequences that converge infinitesimally but do not admit any convergent subsequence in the algebraic topology is called algebraic collapse [9, Sect. 5].

The last topology we consider in the moduli space \(\mathcal{H}_{m,\text{loc,alm}}^{\text{C}}\) is the pointed convergence topology (see e.g. Definition 4.5). More precisely, by means of Theorem 4.4, for any element \(\mu \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}\) with \(|\sec(\mu)| \leq 1\), there exists a unique, up to equivariant pseudo-holomorphic isometry, \(2m\)-dimensional almost-Hermitian geometric model \((B_\mu, \hat{J}_\mu, \hat{g}_\mu)\) in the class \(\mu\). For the sake of notation, we set
\[
\mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1) := \{ \mu \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}} : |\sec(\mu)| \leq 1 \}
\]
and we observe that, for any \(\mu \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}\), there exists a rescaling constant \(c > 0\) such that \(c \cdot \mu \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\), where the \(\mathbb{R}_{\geq 0}\)-action on the moduli space \(\mathcal{H}_{m,\text{loc,alm}}^{\text{C}}\), according to the decomposition (5.2), is given by
\[
(c \cdot \mu)|_{\mathbb{R}^n \setminus G_\mu} := \mu|_{\mathbb{R}^n \setminus G_\mu}, \quad (c \cdot \mu)|_{G_\mu} := \frac{1}{c^2} \mu|_{G_\mu}.
\]
Indeed, the space \((G_\mu/H_\mu, J_\mu, \text{sec}(\mu))\) turns out to be locally equivariantly pseudo-holomorphically isometric to \((G_\mu/H_\mu, J_\mu, c^2 \hat{g}_\mu)\), and so \(\text{sec}(c \cdot \mu) = \frac{1}{c^2} \text{sec}(\mu)\).

Let us notice now that, by the very definition, the convergence in the pointed \(C^{s+2,\alpha}\)-topology of a sequence of geometric models in \(\mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) implies the \(s\)-infinitesimal convergence. Concerning the opposite implication, the following weaker version holds true.

**Theorem 5.6.** If a sequence \((\mu^{(n)}) \subset \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) converges \((s+1)\)-infinitesimally to \(\mu^{(\infty)} \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) for some integer \(s \geq j(m) + 2\), then the corresponding geometric models \((B_{\mu^{(n)}}, \hat{J}_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}})\) converge to the geometric model \((B_{\mu^{(\infty)}}, \hat{J}_{\mu^{(\infty)}}, \hat{g}_{\mu^{(\infty)}})\) in the pointed \(C^{s+2,\alpha}\)-topology for any \(0 \leq \alpha < 1\).

**Proof.** Assume that \((\mu^{(n)}) \subset \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) converges \((s+1)\)-infinitesimally to \(\mu^{(\infty)} \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) for some integer \(s \geq j(m) + 2\). Then, by Proposition 2.5 and Theorem 4.6, one can pass to a subsequence \((\mu^{(n)}) \subset (\mu^{(n)})\) such that the associated almost-Hermitian geometric models \((B_{\mu^{(n)}}, \hat{J}_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}})\) converge to a limit geometric model in the pointed \(C^{s+2,\alpha}\)-topology for any \(0 \leq \alpha < 1\) as \(i \to +\infty\). By Theorem 3.12, any convergent subsequence of \((B_{\mu^{(n)}}, \hat{J}_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}})\) in the pointed \(C^{s+2,\alpha}\)-topology necessarily converges to the almost-Hermitian geometric model \((B_{\mu^{(\infty)}}, \hat{J}_{\mu^{(\infty)}}, \hat{g}_{\mu^{(\infty)}})\) of \(\mu^{(\infty)}\). This implies that the full sequence \((B_{\mu^{(n)}}, \hat{J}_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}})\) converges in the pointed \(C^{s+2,\alpha}\)-topology to \((B_{\mu^{(\infty)}}, \hat{J}_{\mu^{(\infty)}}, \hat{g}_{\mu^{(\infty)}})\). \(\square\)

As a direct corollary, we obtain

**Corollary 5.7.** A sequence \((\mu^{(n)}) \subset \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) converges infinitesimally to \(\mu^{(\infty)} \in \mathcal{H}_{m,\text{loc,alm}}^{\text{C}}(1)\) if and only if the corresponding geometric models \((B_{\mu^{(n)}}, \hat{J}_{\mu^{(n)}}, \hat{g}_{\mu^{(n)}})\) converge to the geometric model \((B_{\mu^{(\infty)}}, \hat{J}_{\mu^{(\infty)}}, \hat{g}_{\mu^{(\infty)}})\) in the pointed \(C^{\infty}\)-topology.

We end this section by summarizing the various topologies in the following diagram
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and by collecting some open problems.

**Remark 5.8** (Open questions, 3).

i) Find an explicit example of algebraic collapse for locally homogeneous almost-Hermitian spaces.

ii) Show that, in real dimension \(2m > 2\), the \(s\)-infinitesimal convergence is strictly weaker than the \((s+1)\)-infinitesimal convergence for any \(s \geq j(m) + 2\). In the Riemannian case, this has been proven in [43, Theorem C] by using a slight modification of Berger spheres.

iii) We do not know whether the \(s\)-infinitesimal convergence is equivalent to the convergence of geometric models in the pointed \(C^{s+2}\)-topology. In contrast to the other questions, this is open also in the Riemannian case.
6.1. The Iwasawa threefold.

Consider the Iwasawa manifold

\[ M := \text{Heis}(3; \mathbb{Z}[i]) \backslash \text{Heis}(3; \mathbb{C}), \]

namely, the compact 3-dimensional complex manifold defined as the quotient of the 3-dimensional complex Heisenberg group

\[ \text{Heis}(3; \mathbb{C}) := \left\{ \begin{pmatrix} 1 & z^1 & z^3 \\ 0 & 1 & z^2 \\ 0 & 0 & 1 \end{pmatrix} \in \text{GL}(3; \mathbb{C}) : z^1, z^2, z^3 \in \mathbb{C} \right\} \]

by the cocompact discrete subgroup \( \text{Heis}(3; \mathbb{Z}[i]) := \text{Heis}(3; \mathbb{C}) \cap \text{GL}(3; \mathbb{Z}[i]) \). Denote by \( J \) the complex structure of \( M \) induced by the natural left-invariant complex structure of \( \text{Heis}(3; \mathbb{C}) \).

Let \( g \) be a locally homogeneous Hermitian structure on \((M, J)\). Fix \((e_0, \ldots, e_5)\) unitary frame for \(TM\) with respect to \((J, g)\), and denote by \((\tilde{e}^0, \ldots, \tilde{e}^5)\) the dual coframe for \(T^*M\). The general structure equations are

\[ \mu(e_0, e_2) = \alpha e_4, \quad \mu(e_0, e_3) = \alpha e_5, \quad \mu(e_1, e_2) = \alpha e_5, \quad \mu(e_1, e_3) = -\alpha e_4, \]

depending on parameters \( \alpha \in \mathbb{R}^{>0} \). Note that any such Hermitian metric is balanced in the sense of Michelsohn, namely, \( dw^2 = 0 \).

Remark 6.1. Equations (6.1) can be derived as follows. Consider the standard left-invariant coframe of \((1,0)\)-forms on \(\text{Heis}(3; \mathbb{C})\) given by

\[ \varphi^1 := dz^1, \quad \varphi^2 := dz^2, \quad \varphi^3 := dz^3 - z^1 dz^2, \]

and notice that the structure equations, with respect to this coframe, are

\[ d\varphi^1 = 0, \quad d\varphi^2 = 0, \quad d\varphi^3 = -\varphi^1 \wedge \varphi^2. \]

Then, by [56, p 1032], the fundamental \((1,1)\)-form associated to any left-invariant Hermitian metric \( g \) on \(\text{Heis}(3; \mathbb{C})\) has the form

\[ 2\omega = -ir^2\varphi^1 \wedge \varphi^1 - ir^2\varphi^2 \wedge \varphi^2 - ir^2\varphi^3 \wedge \varphi^3 + (w_1^1 \varphi^1 \wedge \varphi^2 - w_2^2 \varphi^2 \wedge \varphi^1), \]

where \( r, \sigma, \tau \in \mathbb{R}^{>0} \) and \( u \in \mathbb{C} \) are such that \( r^2\sigma^2 > |u|^2 \). By changing frame to make it \((J, g)\)-unitary, (6.1) follows by setting

\[ \alpha = \sqrt{\frac{e^2 - |u|^2}{e^2}}, \]

In particular, the standard Hermitian metric corresponds to parameter \( \alpha = 1 \).

By using formulas in Section 5.2, we can compute all the relevant geometric data of \((M, J, g)\). We clearly have that \( N^\mu = 0 \), hence \((F^\mu)^- = 0 \) and \((F^\mu)^+ = F^\mu \). Moreover, \( F^\mu \) has the following non-zero components, up to symmetries:

\[ F^\mu(e_0, e_2, e_4) = F^\mu(e_0, e_3, e_5) = F^\mu(e_1, e_2, e_5) = -F^\mu(e_1, e_3, e_4) = -\alpha \]

It is straightforward to compute

\[ S^\mu(e_0) = \frac{\alpha}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 \end{pmatrix}, \]

\[ S^\mu(e_1) = \frac{\alpha}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 \end{pmatrix}, \]

\[ S^\mu(e_2) = \frac{\alpha}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 \end{pmatrix}, \]

\[ S^\mu(e_3) = \frac{\alpha}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ S^\mu(e_4) = \frac{\alpha}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ S^\mu(e_5) = \frac{\alpha}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]

and

\[ A^\mu(e_0) = \frac{n(\ell - 1)}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ A^\mu(e_1) = \frac{n(\ell - 1)}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ A^\mu(e_2) = \frac{n(\ell - 1)}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 \end{pmatrix}, \]

\[ A^\mu(e_3) = \frac{n(\ell - 1)}{2} \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \]

\[ A^\mu(e_4) = A^\mu(e_5) = 0. \]
In particular, it is easy to check that the Chern connection (corresponding to parameter \( t = 1 \)) is flat. Finally, we compute the Gauduchon curvature: the non-zero components are

\[
\Omega'(\mu)(e_0, e_1) = \frac{\alpha^2}{{v}} (2, 1, 0, 0, 0, -1) \quad \Omega'(\mu)(e_0, e_2) = \frac{\alpha^2}{{v}} (2, 1, 0, 0, 0, -1) \quad \Omega'(\mu)(e_0, e_3) = \frac{\alpha^2}{{v}} (2, 1, 0, 0, 0, -1)
\]

The first Gauduchon-Ricci form is zero. The second Gauduchon-Ricci form is

\[
\Omega''(\mu)(\alpha, \beta) = \frac{\alpha^2}{{v}} (2, 1, 0, 0, 0, -1)
\]

Finally, the Gauduchon scalar curvature is clearly 0. One can also compute the torsion \( T'(\mu) \), its covariant derivatives \( \nabla^{T'(\mu)} T'(\mu) \), as well as the covariant derivatives \( \nabla^{T'(\mu)} \Omega'(\mu) \), etc.

6.2. The Kodaira surface.

We consider the primary Kodaira surface, see e.g. [6]. It is known that it is a compact quotient of the Lie group

\[
G := \text{Heis}(3; \mathbb{R}) \times \mathbb{R},
\]

where \( \text{Heis}(3; \mathbb{R}) \) denotes the 3-dimensional real Heisenberg group, by means of the co-compact lattice \( \Gamma := \text{Heis}(3; \mathbb{Z}) \times \mathbb{Z} \). The group \( G \) can be endowed with a left-invariant complex structure \( J_0 \), that is unique up to linear equivalence, that moves to the quotient \( M := \Gamma \backslash G \). The compact complex surface \( (M, J) \) has Kodaira dimension 0, odd first Betti number, and trivial canonical bundle.

Arguing as in Remark 6.1, any locally homogeneous Hermitian structure \((J_0, g)\) is described by the unitary frame \((e_0, e_1, e_2, e_3)\) with structure equations

\[
\mu(e_0, e_1) = \frac{\alpha}{{v}} e_0 - \frac{\beta}{{v}} e_1 - \frac{\gamma}{{v}} e_3, \quad \mu(e_0, e_2) = -\frac{\alpha^2}{{v}} e_0 + \frac{\alpha \beta}{{v}} e_1 + \frac{\alpha \gamma}{{v}} e_3, \quad \mu(e_0, e_3) = -\frac{\alpha^2}{{v}} e_0 + \frac{\alpha \beta}{{v}} e_1 - \frac{\alpha \gamma}{{v}} e_3, \quad \mu(e_1, e_3) = -\frac{\alpha^2}{{v}} e_0 + \frac{\alpha \beta}{{v}} e_1 + \frac{\alpha \gamma}{{v}} e_3, \quad \mu(e_2, e_3) = \frac{(\alpha^2 + \beta^2) {\gamma} {x}}{e^2} e_0 - \frac{(\alpha^2 + \beta^2) {\gamma} {x}}{e^2} e_1 - \frac{\alpha^2 + \beta^2}{{v}} e_3,
\]

depending on parameters \( r, v \in \mathbb{R}^{>0}, \alpha, \beta \in \mathbb{R} \). In particular, the standard Hermitian structure corresponds to \( r = v = 1 \) and \( \alpha = \beta = 0 \) (see e.g. [2]). With respect to this frame, the \( F' \) form is

\[
F' = -\left( \frac{\alpha^2}{{v}} + \frac{\beta^2}{{v}} + \frac{\gamma^2}{{v}} \right) e_0 \wedge e_1 \wedge e_3 + \left( \frac{(\alpha^2 + \beta^2) {\gamma} {x}}{e^2} + \frac{\alpha^2}{{v}} \right) e_0 \wedge e_2 \wedge e_3 - \left( \frac{(\alpha^2 + \beta^2) {\gamma} {x}}{e^2} + \frac{\alpha^2}{{v}} \right) e_1 \wedge e_2 \wedge e_3.
\]

As before, we can explicitly compute the Levi-Civita connection, the Gauduchon connections, and their related geometric quantities, see Appendix A.2 for the relevant SageMath code.
As an example, the Chern connection \((t = 1)\) is given by:

\[
A^{t=1,\mu}(v_0) = \begin{pmatrix}
0 & -\frac{t}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha}{2} & 0 & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0 & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0
\end{pmatrix}.
\]

\[
A^{t=1,\mu}(v_1) = \begin{pmatrix}
0 & \frac{t}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha}{2} & 0 & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0 & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0
\end{pmatrix}.
\]

\[
A^{t=1,\mu}(v_2) = \begin{pmatrix}
0 & 0 & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & 0 & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0 & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0
\end{pmatrix}.
\]

\[
A^{t=1,\mu}(v_3) = \begin{pmatrix}
0 & \frac{t}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha}{2} & 0 & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0 & \frac{\alpha(t-\beta)}{2} \\
\frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & \frac{\alpha(t-\beta)}{2} & 0
\end{pmatrix}.
\]

It is easy to see that the first Chern-Ricci form vanishes, and the second Chern-Ricci form is given by:

\[
\rho^{t=1,\mu}(\mu) = \begin{pmatrix}
0 & \frac{t_1 t_2 f_3}{2r^4} & \frac{t_2 f_3}{2r^4} & \frac{t_2 f_3}{2r^4} \\
\frac{t_1 t_2 f_3}{2r^4} & 0 & \frac{t_2 f_3}{2r^4} & \frac{t_2 f_3}{2r^4} \\
\frac{t_2 f_3}{2r^4} & \frac{t_2 f_3}{2r^4} & 0 & \frac{t_2 f_3}{2r^4} \\
\frac{t_2 f_3}{2r^4} & \frac{t_2 f_3}{2r^4} & \frac{t_2 f_3}{2r^4} & 0
\end{pmatrix}.
\]

where we put

\[
L_1 := \alpha^2 r^2 + \beta^2 r^2 + v^2, \quad L_2 := \alpha^2 r^2 + \beta^2 r^2 - v^2.
\]

Finally, the Gauduchon scalar curvature is given by

\[
\text{scal}^t(\mu) = -\frac{(\alpha^2 r^2 + \beta^2 r^2 + v^2)^3}{r^4} (t - 1),
\]

which vanishes for the Chern connection.

6.3. The Kodaira-Thurston almost-complex 4-manifold.

We consider the same differentiable manifold \(M = G \backslash \Gamma\) as in the previous Section, where \(G\) is as in (6.2). It is known that \(G\) admits another left-invariant almost-complex structure \(J_1\), which is non-integrable, that induces an almost-Kählerian structure on the quotient \(M\), see e.g. [51, 53].

In Appendix A.3, we will construct an orthogonal frame \((v_0, v_1, v_2, v_3)\) such that \(J_1 v_0 = v_2, J_1 v_2 = v_1,\) whose structure equations depend on \(r, \sigma \in \mathbb{R}^2\) and \(u := x + iy \in \mathbb{C}\) such that \(r^2 \sigma^2 > x^2 + y^2\). We will also compute the Gauduchon curvatures.

Appendix A. SageMath code

In this Appendix, we collect the SageMath [48] code that we used for the explicit computations of Section 6. The code is available at https://github.com/danieleangella/locally-homogeneous-hermitian.git.

A.1. The Iwasawa threefolds (see Section 6.1).

The following SageMath code has been tested on CoCalc:

```
sage: def simp_mat(A, dic={}):
    lista=[]
    for b in A.list():
        try:
            lista.append(b.subs(dic).factor())
        except:
            lista.append(b)
    return matrix(A.nrows(),A.ncols(), lista)
sage: simp_mat(A, dic={})
```

We will make use of the following functions, to simplify matrices and forms depending on parameters:

```sage
def simp_mat(A, dic={}):
    lista=[]
    for b in A.list():
        try:
            lista.append(b.subs(dic).factor())
        except:
            lista.append(b)
    return matrix(A.nrows(),A.ncols(), lista)
```

```sage:
sage: def simp_mat(A, dic={}):
    lista=[]
    for b in A.list():
        try:
            lista.append(b.subs(dic).factor())
        except:
            lista.append(b)
    return matrix(A.nrows(),A.ncols(), lista)
```
We construct the exterior algebra generated by $e_0, \ldots, e_5$, with Lie bracket determined by the structure equations in (6.1):

def simp_form(phi, dic={}):
    return(sum([phi.interior_product(b).constant_coefficient().subs(dic).factor()*b
                for b in E.basis()]))

We also define the following function, to compute the Lie bracket:

def Lie(x,y):
    return(sum([x.interior_product(a).constant_coefficient()
                 *y.interior_product(b).constant_coefficient() *mu[(a,b)]
                 for a in E.gens() for b in E.gens()]))

The almost-complex structure is given as follows:

It is easy to check that the almost-complex structure is integrable:

We compute $F^\mu$:

def Lie(x,y):
    return(sum([x.interior_product(a).constant_coefficient()
                 *y.interior_product(b).constant_coefficient() *mu[(a,b)]
                 for a in E.gens() for b in E.gens()]))

We compute the Levi-Civita connection $S^\mu$:

We compute the Gauduchon connection $A^\mu$:

The Chern connection can be obtained by setting $t = 1$:
The first and the second Gauduchon-Ricci forms can be computed as:

\[
\text{sage: rho1 = } 1/2 \sum \Omega((\text{E.gens()[i]}, \text{E.gens()[j]})) \text{ for } \nu \text{ in range(n/2)} \text{ for } \mu \text{ in range(n)} \text{ for } \gamma \text{ in range(n)}
\]

\[+\text{matrix(n,n,}\sum(\text{J(E.gens()[i]).interior_product(u).constant_coefficient() for u in E.gens() for v in E.gens() for k in range(n/2)) for j in range(n) for j in range(n))}\]

\[+\text{matrix(n,n,}\sum(\text{J(E.gens()[j]).interior_product(v).constant_coefficient() for u in E.gens() for v in E.gens() for k in range(n/2)) for j in range(n) for j in range(n))}\]

\[
\text{sage: rho2 = } 1/2 \sum(\Omega((\text{E.gens()[2*mu]), \text{E.gens()[2*mu+1]})) \text{ for } \nu \text{ in range(n/2)} \text{ for } \mu \text{ in range(n/2))}
\]

In particular, the first and the second Chern-Ricci curvatures are both zero, as shown by computing:

\[
\text{sage: rho1Ch = simp_matrix(rho1, t:1)}
\]
\[
\text{sage: rho2Ch = simp_matrix(rho2, t:1)}
\]

Finally, the scalar curvature is computed either as:

\[
\text{sage: scal = } 2 \sum(\text{rho2[2*mu], 2*mu+1] \text{ for } \nu \text{ in range(n/2))}
\]

or as:

\[
\text{sage: scal = } 2 \sum(\text{rho1[2*mu], 2*mu+1] \text{ for } \nu \text{ in range(n/2))}
\]

giving zero. (We stress here that we can use the built-in methods simplify_full or factor of sage.symbolic.expression.Expression.)

A.2. The Kodaira surface (see Section 6.2).

We can perform the computations for the Kodaira surface as in the previous Section, with small changes, starting by setting the dimension:

\[
\text{sage: n = 4}
\]

Here the code to construct the differential:

\[
\text{sage: f3} = -\alpha r^2 \text{E.gens()[0]} + \beta r \text{E.gens()[1]} + v \text{E.gens()[3]}
\]

\[
\text{sage: d = E.coboundary(}\{(0,1): -1/r^2 f3, (0,2): \alpha/(r v) f3, (0,3): \beta/(r v) f3, (1,2): -\beta/(r v) f3, (1,3): \alpha/(r v) f3, (2,3): -(\alpha^2 + \beta^2)/(r^2) f3 \})
\]

A.3. The Kodaira-Thurston almost-complex 4-manifold (see Section 6.3).

We can perform the computations as in the previous Sections. We present here the code in order to compute the complex structure equations.

We start from the standard real frame \((e_0, e_1, e_2, e_3)\) with structure equations determined by \([e_0, e_1] = -e_3:\)

\[
\text{sage: n = 4}
\]
\[
\text{sage: E = ExteriorAlgebra(SR, 'e', n)}
\]
\[
\text{sage: d = E.coboundary(}\{(0,1): -E.gens()[3], (0,2): 0, (0,3): 0, (1,2): 0, (1,3): 0, (2,3): 0 \})
\]

\[
\text{sage: print('d(b) for b in E.gens()')}
\]

\[
[0, 0, 0, -e0*e1]
\]

The non-integrable almost-complex structure is given by \(J e_0 = e_2\) and \(J e_1 = e_3:\)

\[
\text{sage: Jmat=block_matrix(}\\{\text{zero_matrix(2)}, -\text{identity_matrix(2)}\], \text{identity_matrix(2)}, \text{zero_matrix(2)}\}
\]

\[
\text{sage: J = E.lift_morphism(Jmat)}
\]
\[
\text{sage: print('J(b) for b in E.gens()')}
\]

\[
[e2, e3, -e0, -e1]
\]

We check the non-integrability:

\[
\text{sage: Nij=[(a,b): -J(Lie(J(a),b)+Lie(a,J(b))+Lie(J(a),J(b))-Lie(a,b)) for a in E.gens() for b in E.gens() if Nij[(a,b)]!=0]}
\]

\[
[e1, e1, -e1, -e1, e1, -e1, e1]
\]
We construct the coframe of \((1,0)\)-forms \(\varphi^1 := e^0 - ie^2, \varphi^1 := e^1 - ie^3\), where \((e^0, e^1, e^2, e^3)\) denotes the dual basis of \((e_0, e_1, e_2, e_3)\):

\[
\text{sage: varphi = [E.gens()[j]-I*J(E.gens()[j]) for j in range(n/2)]}
\]

\[
\text{sage: varphi = [E.gens()[j]+I*J(E.gens()[j]) for j in range(n/2)]}
\]

Notice that the convention by SageMath for the action of the complex structure on the dual differs from our notation:

\[
\text{sage: all([J(b)==I*b for b in varphi])}
\]

\[
\text{True}
\]

\[
\text{sage: all([J(b)==-I*b for b in barvarphi])}
\]

\[
\text{True}
\]

We check that the structure equations in this coframe are satisfied:

\[
\text{sage: f = [1/sqrt(2)*(e[j]+J(e[j])) for j in range(n/2)]}
\]

\[
\text{sage: fmat = GS([identity(mat(n)):j] for j in range(n))}
\]

\[
\text{sage: f = [sum([emat[j][k,0]+E.gens()[k] for k in range(n)]) for j in range(n)]}
\]

We now make the frame \(w\) also \((J,g)\)-unitary:

\[
\text{sage: w = [1/sqrt(2)*(f[j]+J(f[j])) for j in [0,3]]+[1/sqrt(2)*(f[j]+J(f[j])) for j in [0,3]]}
\]

\[
\text{sage: w == [w[0]==w[0], J(w[1])==w[1], J(w[2])==w[2], J(w[3])==w[3]]}
\]

\[
\text{True}
\]

We are now able to compute the structure equations with respect to the \((J,g)\)-unitary frame \((w_0, w_1, w_2, w_3)\):

\[
\text{sage: maw = [{a,b,c}: Lie(w[a], w[b]).interior_product(w[c]).constant_coefficient() for a in range(n) for b in range(n) for c in range(n)}
\]

We can now construct the Lie algebra by using these structure equations:

\[
\text{sage: reset('E')}
\]

\[
\text{sage: E = ExteriorAlgebra(SR, 'e', n)}
\]

\[
\text{sage: struct_eq = [(j,k): sum([maw[j][k,h]+E.gens()[h] for h in range(n)]) for j in range(n) for k in range(n]}
\]

\[
\text{sage: d = E.coboundary({(a,b): sum([maw[(a,b,c)+E.gens()[c] for c in range(n)]) for a in range(n) for b in range(n)}])}
\]

We check that the Jacobi identity is satisfied:

\[
\text{sage: all([d(d(b))==0 for b in E.gens()])}
\]

\[
\text{True}
\]
We now proceed by constructing the variables mu, Nij, S. We note that the almost-Hermitian structure is almost-Kähler, namely, $\omega = 0$. We need to modify the formula for A, in order to include the terms coming from the non-vanishing Nijenhuis tensor:

$$\text{sage: } A = \{ x : \text{simp_mat}(\text{matrix}(n,n,[S(x)[E.gens().index(y)].E.gens().index(z)])\text{.constant_coefficient()} + (t+1)/4F._interior_product(x*y)+z).\text{constant_coefficient()}) + (t-1)/4F._interior_product(x*y-z).\text{constant_coefficient()}) + 1/4+Nij[[y,z]]._interior_product(x).\text{constant_coefficient()} \text{ for y in E.gens() for } z \in E.gens()) \text{ for x in E.gens()})$$

We also compute the variables ACh, the curvatures Omega and OmegaCh, the Ricci forms Ric1 and Ric2, Ric1Ch and Ric2Ch, the scalar curvature scal:

$$\text{sage: } \text{latex(scal.simplify_full())}$$

$$-\frac{1}{2} \left( r''(r) \right) r' \left( \sigma''(4) - 2 \right) \left( r''(4) \right) \sigma''(2) - x' \left( 4 \right) + y' \left( 4 \right) - 2 \right) \left( \left\{ \left\{ \left( r''(2) \right) \sigma''(2) - x''(2) \right\} \right\} \right) y'(2)$$
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