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Abstract. This article describes a reduction of a nonautonomous Brusselator reaction-diffusion system of partial differential equations on a spherical cap with time dependent curvature using the method of centre manifold reduction. Parameter values are chosen such that the change in curvature would cross critical values which would change the stability of the patternless solution in the constant domain case. The evolving domain functions and quasi-patternless solutions are derived as well as a method to obtain this nonautonomous normal form. The coefficients of such a normal form are computed and the reduction solutions are compared to numerical solutions.

1. Introduction. Pattern formation occurs in a wide array of natural phenomena. Some notable examples include coloration of animals, swarming phenomena and vortex arrangements in fluid dynamics [17, 4, 6]. There are also many potential applications in very active research fields such as tumour research [9] and nanoparticle assembly [24]. Plants also exhibit different patterns through their branches, roots, leaves or petals [11, 2]. These patterning events are often modelled by a system of partial differential equations and the emergence of patterns can correspond to bifurcations of the solutions of the equations, where, as parameters are varied, a patternless solution loses stability and another patterned, stable solution appears. The different types of patterns can sometimes be controlled by a few parameters (size, curvature of domain, chemical concentrations or temperature for example). One specific example of pattern formation is the emergence of cotyledons in a conifer embryo. It has been observed that in the early stages of growth the embryo tip starts to flatten before cotyledons start to appear [12].

One theory of pattern formation in morphogenesis, the process where embryonic organisms evolve into their mature shape, was formulated by Turing [25] and postulates that there are chemical agents called morphogens that react among each other in a reaction-diffusion process in plant or animal tissue. The tissue then becomes differentiated and growth is then encouraged or suppressed according to the chemical pattern template. The plant hormone auxin behaves in some respects like a morphogen and is an active agent in plant growth [26].

The goal of this paper is not to directly address the existence or identification of morphogens, but rather to provide a mathematical model of the transition between the patternless state and a patterned state in geometries similar to the conifer embryo. The model obtains patterns that can be similar to those observed in experiments and are often to harmonic functions. We use a reaction-diffusion system of partial differential equations in a spherical cap domain to model pattern formation dynamics and tip geometry. More specifically we use Brusselator reaction kinetics, introduced by Prigogine and Lefever [21]. This choice of kinetics in a reaction-diffusion system of equations has been studied extensively and yields bifurcation solutions that can usually be well predicted by linear analysis. It has been used previously in other pattern formation studies as well as in plant growth models [13, 14].

Previous research on bifurcations of the Brusselator system in a constant spherical cap by Nagata et al. [18] described a family of marginal stability curves in parameter space. The curves are the interface between the patternless and patterned regimes and can also serve to predict the type of dotted or ringed pattern emerging from the patternless solution. The different bifurcations occurring from the patternless solution in a constant spherical cap domain at one or two marginal stability curves were
also studied [5]. In this paper we change parameters of the model in time and study the effects of this change on solutions of the nonautonomous Brusselator system.

To emulate the behaviour of the plant tip during the appearance of the physical growth patterns, we slowly decrease the curvature of the spherical cap over time while keeping the other parameters constant. We also place our initial curvature close to a constant domain marginal stability curve as we expect the transition to a patterned state should occur close to such a curve in parameter space.

One of the two main effects of the time-dependent curvature on the solutions is a slight offset of the time when the eigenvalues of the linearization of the Brusselator change sign. This is due to an extra term in the system due to the changing surface. The other effect is a delay in the effective manifestation of the bifurcation and is due to the nonautonomous nature of our equations.

A time-dependent surface will change the Brusselator equations themselves by adding an extra term that we need to develop. Then we proceed in a similar fashion to the constant domain case, where we rewrite the equations using deviations from an underlying solution very close to the homogeneous Brusselator equilibrium, which we call the quasi-patternless solution. Next we use a projection method to reduce the nonautonomous system of partial differential equations to a centre manifold [7, 20] and obtain a nonautonomous normal form in order to measure any delay in the bifurcation. The results are supported by numerical simulations.

2. Model description. We start by giving a brief description of the plant tip model used throughout this paper. It is almost the same one used in [18], with the only difference being a time dependent curvature parameter.

2.1. Spherical cap domains. We model the tip of a plant embryo by a spherical cap at the end of a cylindrical stalk. A spherical cap is a part of a sphere with a circular base. One may visualize it as the surface obtained if a sphere was sliced using a horizontal plane, intersecting the plane at the base. With a fixed radius of the base \( R \) and radius of the sphere \( \rho = R/\gamma \), depending on a positive curvature parameter \( \gamma \), the caps can range over values \( 0 < \gamma \leq 1 \), where \( \gamma = 1 \) corresponds to a hemisphere and the limit \( \gamma \to 0 \) corresponds to a flat disk. In rectangular coordinates \( (x_1, x_2, x_3) \) we align the centre of the cap on the \( x_3 \)-axis with its circular boundary in the \( x_1x_2 \)-plane.

With this orientation we can use spherical coordinates to parametrize the surface

\[
\begin{align*}
\theta &= \arcsin \gamma, \\
\Omega &= \left\{ (\theta, \varphi) \mid 0 \leq \theta < \theta_{\text{max}}, \quad 0 \leq \varphi \leq 2\pi \right\}.
\end{align*}
\]

The variable \( R \) is also the radius of the cylindrical stalk and \( \gamma \) is the sine of the angle the cap makes with the \( x_1x_2 \)-plane at the boundary. We can relate that parameter with the maximal angle using

\[
\theta_{\text{max}} = \arcsin \gamma.
\]

Figure 2.1 illustrates how the different parameters describe the cap.

Another useful set of coordinates to describe spherical caps are toroidal coordinates

\[
\begin{align*}
\eta &= \sin \theta \\
\varphi &= \cos \varphi \\
\xi &= \cos \xi \\
\eta &= \cosh \eta \\
\varphi &= \cosh \varphi \\
\xi &= \cosh \xi
\end{align*}
\]
\[
\Omega = \left\{ (\eta, \varphi, \xi) \mid 0 \leq \eta < \infty, \quad 0 \leq \varphi \leq 2\pi, \quad 0 \leq \xi \leq \pi/2 \right\}.
\]
Fig. 2.1. Cross section of a spherical cap along its diameter and the $x_3$ axis with curvature parameter $\gamma$, cap radius $R$ and spherical radius $\rho$. The spherical centre of the cap is noted by $C$. Dashed curves describe hemispherical cap ($\gamma = 0$, $C$ at the origin) and disk ($\gamma = 0$, $C$ at infinity).

In toroidal coordinates (2.4), a spherical cap is a surface with a constant $\xi$ value,

$$\Omega = \{(\eta, \varphi)|0 \leq \eta < \infty, 0 \leq \varphi \leq 2\pi\}. \quad (2.5)$$

The variable $\xi$ measures the role of curvature here and is related to $\gamma$ by

$$\xi = \pi - \arcsin \gamma. \quad (2.6)$$

Also worth noting is that the bounds of the toroidal coordinates $(\eta, \varphi)$ on the spherical cap do not depend on the value of $\xi$, unlike $\theta_{\text{max}}$ in spherical coordinates, which depends on $\gamma$.

2.2. Reaction-diffusion and linear stability in a fixed spherical cap. In this section we give a brief overview of codimension one bifurcations in a constant, fixed spherical cap domain. We will also introduce the structure and some notation that will be followed in the following sections.

In the constant domain case, the curvature $\gamma$ is a constant parameter and defines a unique, constant spherical cap domain $\Omega$. We may use $\gamma$ as a bifurcation parameter. We solve a reaction-diffusion equation in this spherical cap domain

$$\frac{\partial X}{\partial t} = D \Delta_{\Omega} X + f(X) \quad (2.7)$$
where \( X = (X, Y) \) are the surface concentrations of the active chemical species, \( f(X) = (f(X), g(X)) \) give the chemical reaction kinetics, \( D \) is a diagonal matrix with positive constants \( D_X \) and \( D_Y \) on the diagonal, and \( \Delta \Omega \) is the Laplace-Beltrami operator on the surface \( \Omega \). The Laplace-Beltrami operator can be expressed in spherical coordinates as

\[
\Delta \Omega = \frac{\gamma}{R^2 \sin \theta} \left[ \frac{\partial}{\partial \theta} \left( \sin \theta \cdot \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} \right],
\]

or in toroidal coordinates as

\[
\Delta \Omega = \frac{(\cosh \eta - \cos \xi)^2}{R^2 \sinh \eta} \left[ \frac{\partial}{\partial \eta} \left( \sinh \eta \cdot \frac{\partial}{\partial \eta} \right) + \frac{1}{\sinh \eta} \frac{\partial^2}{\partial \varphi^2} \right],
\]

with periodic boundary conditions for \( \varphi \) at \( \varphi = 0, 2\pi \). The functions \( f \) and \( g \) give the chemical kinetics, for which we use the Brusselator:

\[
f(X) = \begin{pmatrix} aA - dX - bBX + cX^2 Y \\ bBX - cX^2 Y \end{pmatrix},
\]

\[
g(X) = \begin{pmatrix} aA - dX - bBX + cX^2 Y \\ bBX - cX^2 Y \end{pmatrix},
\]

where \( a, b, c, d \) are positive reaction rate constants and \( A, B \) are abundant chemical concentrations, also considered to be positive constants. The algebraic system of equations \( f(X,Y) = g(X,Y) = 0 \) in the Brusselator has a unique constant patternless solution

\[
X_{00} = (X_{00}, Y_{00}) = \left( \frac{aA}{d}, \frac{bBd}{aAc} \right)^	op.
\]

We take Dirichlet boundary conditions, setting \( X \) on the boundary to be equal to this patternless solution

\[
X = X_{00} \text{ on } \partial \Omega,
\]

to match the concentrations in the cylindrical stalk, where they are assumed to be constant.

The reaction function \( f(X) \) has the finite Taylor expansion about the constant patternless solution \( X_{00} \),

\[
f(X) = f(X_{00}) + f_X(X_{00})(X - X_{00}) + \frac{1}{2} f_{XX}(X_{00})(X - X_{00}, X - X_{00}) + \frac{1}{6} f_{XXX}(X_{00})(X - X_{00}, X - X_{00}, X - X_{00}),
\]

where the different derivatives of \( f \) represent linear, then symmetric bilinear and trilinear functions

\[
f_X(X_{00}) = K_0, \quad f_{XX}(X_{00}) = B_0, \quad f_{XXX}(X_{00}) = C_0,
\]

with

\[
K_0 = \begin{pmatrix} k_1 & k_2 \\ k_3 & k_4 \end{pmatrix} = \begin{pmatrix} bB - d & -\frac{a^2 A^2 c}{d^2} \\ -bB & -\frac{a^2 A^2 c}{d^2} \end{pmatrix},
\]

and

\[
B_0(U_1, U_2) = \begin{pmatrix} 1 & -1 \\ \frac{bBd}{aA} & \frac{aAc}{d} \end{pmatrix} \begin{pmatrix} U_1 U_2 \\ U_1 V_2 + V_1 U_2 \end{pmatrix},
\]

\[
C_0(U_1, U_2, U_3) = \begin{pmatrix} 1 & -1 \\ \frac{c}{3} \end{pmatrix} \begin{pmatrix} U_1 U_2 V_3 + U_1 V_2 U_3 + V_1 U_2 U_3 \end{pmatrix},
\]
for
\[(2.18)\quad U_j = \left( \frac{U_j}{V_j} \right), \quad j = 1, 2, 3.\]

We also know that the constant patternless solution satisfies
\[(2.19)\quad f(X_{00}) = 0.\]

We use the deviations $U$ from the constant patternless solution $X_{00}$
\[(2.20)\quad X = X_{00} + U, \quad U = (U, V)\]
in order to study the stability of $X_{00}$ and the bifurcating patterned solutions that emerges from the patternless solution, which now corresponds to $U = 0$. The reaction-diffusion system (2.7) becomes
\[(2.21)\quad \frac{\partial U}{\partial t} = D\Delta_\Omega U + K_0 U + B_0(U, U) + C_0(U, U, U),\]
and the Dirichlet boundary conditions for $U$ become homogeneous,
\[(2.22)\quad U = 0 \text{ on } \partial\Omega.\]

The spherical cap domain and Brusselator system together have symmetries under rotation of any angle $\varphi_0$ around the $x_3$-axis and reflections through vertical planes containing the $x_3$-axis, generated by the two transformations
\[(2.23)\quad \varphi \rightarrow \varphi + \varphi_0, \quad \varphi \rightarrow -\varphi.\]

For any existing solution of the differential equation (2.7) or (2.21), rotations and reflections of that solution will also be solutions.

2.2.1. Marginal stability curves. To determine the stability of the patternless solution, we linearize (2.21) about $U = 0$ to obtain
\[(2.24)\quad \frac{\partial \hat{U}}{\partial t} = A_0 \hat{U}, \quad \hat{U} = 0 \text{ on } \partial\Omega,\]
where
\[(2.25)\quad A_0 = D\Delta_\Omega + K_0.\]

We then use the linear stability ansatz
\[(2.26)\quad \hat{U} = e^{\sigma t}U_0,\]
to get the eigenvalue problem for $A_0$,
\[(2.27)\quad A_0U_0 = \sigma U_0, \quad U = 0 \text{ on } \partial\Omega.\]

To solve for the eigenvalues $\sigma$ we separate variables and put
\[(2.28)\quad U_0 = u_{0, mn}\Phi_{mn}, \quad u_{0, mn} \in \mathbb{R}^2\]
where, for $m = 0, \pm 1, \pm 2, \cdots, n = 1, 2, 3, \cdots$ the scalar function $\Phi_{mn}$ is an eigenfunction of the Laplace-Beltrami operator with homogeneous boundary conditions,
\[(2.29)\quad \Delta_\Omega \Phi_{mn} = -\mu_{mn}\Phi_{mn}, \quad \Phi_{mn} = 0 \text{ on } \partial\Omega.\]
The eigenfunctions $\Phi_{mn}$ are given in spherical coordinates by
\begin{equation}
\tag{2.30}
\Phi_{mn}(\theta, \varphi) = e^{im\varphi} P^m_{\lambda mn}(\cos \theta),
\end{equation}

or in toroidal coordinates by
\begin{equation}
\tag{2.31}
\Phi_{mn}(\eta, \varphi) = e^{im\varphi} P^m_{\lambda mn} \left( \frac{1 - \cosh \eta \cos \xi}{\cosh \eta - \cos \xi} \right),
\end{equation}

with $\xi = \pi - \arcsin \gamma$. The function $P^m_{\lambda}$ is the associated Legendre function of the first kind, of integer order $m$ and real degree $\lambda$. The value of the degree $\lambda = \lambda_{mn}$ is the $n$th positive root of the equation
\begin{equation}
\tag{2.32}
P^m_{\lambda} \left( \sqrt{1 - \gamma^2} \right) = 0.
\end{equation}

The eigenvalues $-\mu_{mn}$ of the Laplace-Beltrami operator, corresponding to the eigenfunctions $\Phi_{mn}$, are given by
\begin{equation}
\tag{2.33}
-\mu_{mn} = -\lambda_{mn}(\lambda_{mn} + 1)\gamma^2 R^{-2}.
\end{equation}

Then for each $m, n$ we obtain the algebraic eigenvalue problem in $\mathbb{R}^2$,
\begin{equation}
\tag{2.34}
A_{0,mn} u_{0,mn} = \sigma u_{0,mn},
\end{equation}

where
\begin{equation}
\tag{2.35}
A_{0,mn} = \begin{pmatrix}
-D_X \mu_{mn} + k_1 & k_2 \\
-2 & -D_Y \mu_{mn} + k_4
\end{pmatrix}
\end{equation}

We can find the eigenvalues $\sigma$ as the roots of the characteristic equation,
\begin{equation}
\tag{2.36}
\sigma^2 + \sigma \left[ (D_X + D_Y) \mu_{mn} - (k_1 + k_4) \right] + D_X D_Y \mu_{mn}^2 - (D_X k_1 + D_Y k_4) \mu_{mn} + k_1 k_4 - k_2 k_3 = 0.
\end{equation}

We only consider parameter values where the solutions of (2.37) are real and distinct, $\sigma = \sigma_{mn}^\pm$ with $\sigma_{mn}^+ > \sigma_{mn}^-$. If $\sigma_{mn}^+ < 0$ for all values of $m$ and $n$, then the patternless solution is asymptotically stable because all eigenvalues of (2.27) are negative and all solutions of the linearization (2.24) approach the patternless solution exponentially in time. If $\sigma_{mn}^+ > 0$ for some $m, n$ then the patternless solution is unstable.

By fixing all parameters except for two, we may use (2.37) to obtain a marginal stability curve for each $(m, n)$ pair, where the eigenvalue $\sigma_{mn}^+=0$. For example if we fix all parameters except for $A$ and $\gamma$ we obtain the marginal stability curve $A = A_{mn}(\gamma)$. We can compute these curves for any $(m, n)$ pair to obtain a collection of curves such as in Figure 2.2. In this case for parameter values $(A, \gamma)$ with $A$ above all the curves, we have $\sigma_{mn}^- < 0$ for all $(m, n)$ and thus the patternless solution is stable, while if $A$ is below any one curve then $\sigma_{mn}^+ > 0$ for at least one $(m, n)$ and the patternless solution is unstable.

For numerical calculations we use parameter values
\begin{equation}
\tag{2.38}
R = 1, \quad D_X = 0.005, \quad D_Y = 0.1,
\end{equation}

\begin{equation}
\tag{2.39}
a = 0.01, \quad bB = 1.5, \quad c = 1.8, \quad d = 0.375.
\end{equation}

Now we choose fixed values $m_0, n_0$ and $\gamma_0$ so that when $\gamma = \gamma_0$ we have $\sigma_{m_0 n_0}^+ = 0$, $\sigma_{m_0 n_0}^- < 0$ and $\sigma_{mn}^+ < 0$ for all other $(m, n)$ pairs. Furthermore, for all $\gamma$ belonging to a sufficiently small closed interval $[\gamma_1, \gamma_2]$ that contains $\gamma_0$ in its interior, $\sigma_{m_0 n_0}^+$ remains close to zero and increases from negative to positive as $\gamma$ decreases from $\gamma_2$, through $\gamma_0$, to $\gamma_1$, while all other eigenvalues remain negative and uniformly bounded away from zero, so the linearization (2.24) has an exponential dichotomy uniformly in the parameter $\gamma$. In Figure 2.2 we show a short dotted arrow indicating parameter values that correspond to such an interval, with $\gamma_0 = 0.5$ and $A = 76.5198$ and all other parameters fixed as in (2.38) and (2.39).
Fig. 2.2. Marginal stability curves $A = A_{m,n}(\gamma)$ for six $(m,n)$ modes using $A$ and $\gamma$ as parameters. Other parameter values are $R = 1, D_X = 0.005, D_Y = 0.1, a = 0.01, bB = 1.5, c = 1.8, d = 0.375$. These six curves are the only ones in the region with $A$ between 76.1 and 76.7 and $\gamma$ between 0.3 and 0.8, and the curves for all other $(m,n)$ values are outside the region shown. The dotted arrow shows parameter values crossing a marginal stability curve by decreasing the curvature $\gamma$ of the spherical cap through the critical value of $\gamma_0 = 0.5$, with $(m_0, n_0) = (5, 1), A = 76.5198$ and other parameters remaining constant.

### 2.2.2. Bifurcation analysis.

By restricting parameter changes to within the neighbourhood of a single marginal stability curve, we can apply a codimension one bifurcation analysis. We use projection methods on the nonlinear terms to build an invariant centre manifold for the reaction-diffusion equations and obtain a normal form. This subsection briefly outlines this process for $m_0 \neq 0$.

Setting our parameters so that the largest eigenvalue of $A_0$ is critical, achieved with $\sigma_{m_0n_0}^+ = 0$ for some $(m_0, n_0)$, $m_0 \neq 0$, we find its associated eigenfunction

$$U^{(0)} = \begin{pmatrix} U_{m_0n_0}^{(0)} \\ V_{m_0n_0}^{(0)} \end{pmatrix} \Phi_{m_0n_0}$$

for the critical $(m_0, n_0)$ values. This gives a two-dimensional (if $m_0 \neq 0$) centre subspace for the linearization

$$E^c = \left\{ zU^{(0)} + \bar{z}U^{(0)} \bigg| z \in \mathbb{C} \right\},$$

where the overbar denotes the complex conjugate and $U^{(0)}$ is any fixed choice of the eigenfunction. This space denotes the dominant mode that will emerge at the bifurcation.

Because the largest eigenvalue $\sigma^{(0)} = \sigma_{m_0n_0}^+$ is close to zero in the neighbourhood of the parameter space, there will be, for $|z|$ sufficiently small, a locally invariant centre manifold

$$W^c = \left\{ zU^{(0)} + \bar{z}U^{(0)} + \mathcal{O}(|z|^2) \bigg| z \in \mathbb{C} \right\}$$

for the nonlinear equation (2.21), (2.22). All nearby solutions of (2.21), (2.22) will decay exponentially to this manifold and the general long term local behaviour of the system can essentially be described
by the system restricted to \( W^c \). This leads us to an autonomous differential equation that describes the time evolution of the system restricted to \( W^c \), a normal form for a pitchfork bifurcation

\[
\dot{z} = \sigma^{(0)} z + C|z|^2 z + O(|z|^5),
\]

where \( \sigma^{(0)} \) is the real critical eigenvalue, depending on \( \gamma \) and close to 0 that acts as the bifurcation parameter and \( C \) is a coefficient. We have that \( \sigma^{(0)} = 0 \) when parameter values lie on a marginal stability curve with \( \gamma = \gamma_0 \). This normal form must be equivariant under the transformations

\[
z \rightarrow e^{im\varphi_0} z, \quad z \rightarrow \bar{z},
\]

associated to rotation by an angle \( \varphi_0 \) and reflection symmetries (2.23) respectively, and this implies that the cubic term \( C \) in (2.43) is real valued.

Because of this invariance under rotations, we need only consider the real part of the normal form

\[
\dot{x} = \sigma^{(0)} x + Cx^3 + O(x^5),
\]

where \( x \) is the real part of \( z \), and \( \sigma^{(0)} \) and \( C \) are the same as in (2.43). This normal form equation gives us the magnitude of the critical component of the bifurcating solution so we can locally obtain a good approximation of the corresponding solution of the partial differential equation (2.21), (2.22). In the case where the parameter values are given by equations (2.38, 2.39) and \( A = 76.5198 \) the transition occurs when \( \gamma = \gamma_0 = 0.5 \) (as pictured by the dotted arrow in Figure 2.2), we may solve for \( \sigma^{(0)} \) as a function of \( \gamma \) by taking the largest root of equation (2.37). The coefficient \( C \) also depends on \( \gamma \), but this dependence only has a higher order effect on the normal form (2.45), and to leading order at the critical curvature \( \gamma_0 \) we find \( C = -2.99378 \). The calculation of \( C \) follows the usual procedure of centre manifold and normal form reductions with symmetry (e.g. [18] for more details; also cf. section 3 of this paper). The resulting bifurcation diagram is shown in Figure 2.3.
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**Fig. 2.3.** Bifurcation diagram of the normal form (2.45) with cubic coefficient value \( C = -2.99378 \). The solid curves represent stable equilibrium points and the dashed line represents the unstable equilibrium.
2.3. Reaction-diffusion in a slowly changing spherical cap. In order to better model the flattening tip in plant embryos we make the curvature parameter $\gamma$ a function of time. This allows the spherical cap to change curvature while retaining a fixed radius $R$ at its boundary. For a slowly changing domain we will want this curvature parameter to change at a rate of order $\varepsilon$, where $\varepsilon$ is a small parameter. We can then define a slow time $\tau = \varepsilon t$ and set

\begin{equation}
\gamma = \gamma(\tau) = \gamma(\varepsilon t).
\end{equation}

As a result, the time derivative becomes $\frac{\partial}{\partial t} = \varepsilon \frac{\partial}{\partial \tau}$.

As we change curvature over time the surface area of our domain also changes. This change of surface area adds extra terms in the system of equations in order to satisfy the Reynolds transport theorem \[22\] and maintain conservation of total chemical agents. Nonautonomous reaction-diffusion equations for chemical reactions on a growing surface $\Omega = \Omega(\varepsilon t)$ are

\begin{align}
\frac{\partial X}{\partial t} &= D_X \Delta_{\Omega(\varepsilon t)} X - (\nabla_{\Omega(\varepsilon t)} \cdot \mathbf{v}) X + f(X,Y) \\
\frac{\partial Y}{\partial t} &= D_Y \Delta_{\Omega(\varepsilon t)} Y - (\nabla_{\Omega(\varepsilon t)} \cdot \mathbf{v}) Y + g(X,Y),
\end{align}

where $f$ and $g$ are the Brusselator kinetics (2.10), $\mathbf{v}$ is the velocity vector of a point on our surface, $\nabla_{\Omega(\varepsilon t)}$ is the tangential gradient to the surface. In the constant domain, where $\gamma$ is constant, we have $\mathbf{v} = 0$ in (2.47), (2.48) and in this case the solution (2.11) represents a homogeneous equilibrium solution of the reaction-diffusion system. The Laplace-Beltrami operator $\Delta_{\Omega(\tau)}$ is now dependent on the slow time $\tau = \varepsilon t$,

\begin{equation}
\Delta_{\Omega(\tau)} = \frac{\gamma(\tau)}{R^2 \sin \theta} \left[ \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \varphi^2} \right]
\end{equation}

in spherical coordinates, or

\begin{equation}
\Delta_{\Omega(\tau)} = \frac{(\cosh \eta - \cos \xi(\tau))^2}{R^2 \sinh \eta} \left[ \frac{\partial}{\partial \eta} \left( \sinh \eta \frac{\partial}{\partial \eta} \right) + \frac{1}{\sinh \eta} \frac{\partial^2}{\partial \varphi^2} \right]
\end{equation}

in toroidal coordinates. We use the same equilibrium boundary values as in the constant domain case

\begin{equation}
(X,Y) = (X_0, Y_0) \text{ on } \partial \Omega(\tau).
\end{equation}

The reasoning for this boundary condition is that the base of the spherical cap remains constant over time and thus should have the same value as in the constant case.

The form of the divergence term will depend on how exactly we want the surface to change curvature. Here we choose to have points on the surface travel through points on a circle where a coordinate in toroidal coordinates is constant ($\eta$ in this case). This has the advantages of being able to be expressed by a fixed domain, having the surface velocity always normal to the surface and preserving the ratio of distances between a point and the two foci, located at each end of the bisection of the spherical cap the point in question. In general, a time-dependent surface domain can be described as a continuous mapping $\psi_t$ of the initial surface

$$
\Omega(\tau) = \psi_t(\Omega(0)) = \Omega(\varepsilon t).
$$

Under these circumstances this divergence factor can be expressed with the use of scale factors, as done by Plaza et al. [19], for example. If our surface is described by two variables, associated with the scale factors $h_1$ and $h_2$, then

$$
\nabla_{\Omega(\varepsilon t)} \cdot \mathbf{v} = \frac{\partial}{\partial t} [\ln(h_1 h_2)].
$$

Using toroidal coordinates to compute the scale factors can greatly simplify the computations. If we keep using the spherical coordinates as before, the bounds on the polar angle $\theta$ will change as we change...
the curvature and finding an appropriate trajectory for a point on the moving surface becomes very cumbersome. Consequently we use toroidal coordinates and fix our parametrization of the spherical cap to $\phi$ and $\eta$, both having the same bounds for any given curvature.

If one expresses the position $x = (x_1, x_2, x_3)^\top$ on the surface in toroidal coordinates (2.4), the scale factors are given by

$$h_1 = \left| \frac{\partial x}{\partial \eta} \right| = \frac{R}{\cosh \eta - \cos \xi(\tau t)}$$

$$h_2 = \left| \frac{\partial x}{\partial \phi} \right| = \frac{R\sinh \eta}{\cosh \eta - \cos \xi(\tau t)}.$$  

The divergence term may thus be computed:

$$\nabla Q(\tau) \cdot v = \frac{\partial}{\partial \tau} \left[ \ln(h_1 h_2) \right] = \frac{-2\varepsilon \xi' \sin \xi}{\cosh \eta - \cos \xi} = \frac{-2\varepsilon \xi' \sin \xi}{R},$$

where the prime represents the $\tau$ derivative. We can then use the formulation of the $x_3$ coordinate to transform back to spherical coordinates:

$$\nabla Q(\tau) \cdot v = \frac{2\varepsilon \gamma'}{\gamma} \left( \frac{\cos \theta}{\sqrt{1-\gamma^2}} - 1 \right).$$

We note here that when using spherical coordinates the $\theta$-coordinate will have a time dependent upper bound.

We find that the divergence term is proportional to the $x_3$-coordinate, which will depend both explicitly on time and on the distance from the point on the cap to the $x_3$-axis. We thus obtain the following equations in terms of the slow time variable $\tau$:

$$\varepsilon \frac{\partial X}{\partial \tau} = D_X \Delta Q(\tau) X - \varepsilon \gamma'(\tau) Q(\tau) X + f(X, Y)$$

$$\varepsilon \frac{\partial Y}{\partial \tau} = D_Y \Delta Q(\tau) Y - \varepsilon \gamma'(\tau) Q(\tau) Y + g(X, Y),$$

where $Q(\tau)$ depends on the position on the cap and may be expressed either in spherical coordinates by

$$Q(\tau)(\theta) = \frac{2}{\gamma(\tau)} \left( \frac{\cos \theta}{\sqrt{1-\gamma(\tau)^2}} - 1 \right), \quad 0 \leq \theta < \theta_{\text{max}}(\tau),$$

with $\theta_{\text{max}}(\tau) = \arcsin \gamma(\tau)$, or in toroidal coordinates by

$$Q(\tau)(\eta) = \frac{2\varepsilon \tan \xi(\tau)}{\cosh \eta - \cos \xi(\tau)}, \quad 0 \leq \eta < \infty,$$

where $\xi(\tau) = \pi - \arcsin \gamma(\tau)$. We observe that the function $Q(\tau)$ does not depend on the longitudinal angle $\varphi$.

We write the system of equations (2.56) in vector form

$$\varepsilon \frac{\partial X}{\partial \tau} = D \Delta Q(\tau) X - \varepsilon \gamma'(\tau) Q(\tau) X + f(X),$$

with boundary conditions

$$X = X_{00} \text{ on } \partial \Omega(\tau),$$

Because the nonautonomous modifications to the equations are independent of the longitudinal angle $\varphi$, the reaction-diffusion system with our choice of domain evolution preserves the rotation and reflection symmetries (2.23) and these will feature in the derivation of the reduced normal forms.
2.4. The quasi-patternless solution. Under the slow domain evolution the concentrations $X$, $Y$ change slightly so that the constant patternless solution of the autonomous constant domain system is no longer a solution of the nonautonomous system (2.59). This introduces the idea of a “quasi-patternless” solution that will depend on time. Due to the slow curvature change, we use the slow timescale $\tau$.

We assume there is a slowly evolving, radially symmetric quasi-patternless solution $X_0(\tau,\varepsilon)$ that is $O(\varepsilon)$-close to the constant domain patternless solution, and coincides with it when $\varepsilon = 0$. Such a solution would have an asymptotic series

\[
X_0(\tau,\varepsilon) = X_{00} + \varepsilon X_{01}(\tau) + O(\varepsilon^2),
\]

where each $X_{0j}$ vector has an $X$ and $Y$ component, and the leading order term $X_{00}$ is the constant domain patternless solution (2.11).

We reduce the problem to solving for the higher order correction terms in $\varepsilon$ for the solution. We start by substituting expansion (2.61) into (2.59, 2.60) to obtain

\[
\varepsilon^2 \frac{\partial X_{01}}{\partial \tau} + O(\varepsilon^3) = \varepsilon D_{\Omega(\tau)} X_{01} - \varepsilon \gamma'(\tau) Q(\tau) X_{00} + f(X_{00} + \varepsilon X_{01} + O(\varepsilon^2)) + O(\varepsilon^2).
\]

The order $\varepsilon$ terms must satisfy

\[
0 = D_{\Omega(\tau)} X_{01}(\tau) - \varepsilon \gamma'(\tau) Q(\tau) X_{00} + f(X_{00} + \varepsilon X_{01} + O(\varepsilon^2)) + O(\varepsilon^2).
\]

We can then express the solution to (2.63) as a series of the now $\tau$ dependent eigenfunctions of the Laplace-Beltrami operator $\Phi_{mn}(\tau)$, where

\[
\Delta_{\Omega(\tau)} \Phi_{mn}(\tau) = -\mu_{mn}(\tau) \Phi_{mn}(\tau), \quad \Phi_{mn}(\tau) = 0 \text{ on } \partial\Omega(\tau) \text{ for all } \tau.
\]

We use a series expression for the first correction term

\[
X_{01}(\tau) = \sum_{n=1}^{\infty} \left( \alpha_{0n}(\tau) \right) \Phi_{0n}(\tau).
\]

Since (2.63) is independent of $\varphi$, we only write the series for order $m = 0$. This makes the quasi-patternless solution invariant under rotations of the angle $\varphi$ and reflections.

To find an approximation of the quasi-patternless solution we solve for the first several coefficients $\alpha_{0n}$ and $\beta_{0n}$, and again for an increasing number of $n$ to check for convergence. We found that computing modes from $n = 1$ to a few after the most unstable $m = 0$ mode to be sufficient. We computed coefficients in the case when the $(0,3)$ mode is the most unstable and the difference between computing 5 modes and computing 12 modes is very small. We compare our truncated series approximation of the quasi-patternless solution with results of a numerical computation in section 3.6.

We also expand the scalar function $Q(\tau)$ in an eigenfunction series

\[
Q(\tau) = \sum_{n=1}^{\infty} q_n(\tau) \Phi_{0n}(\tau).
\]

We find the coefficients $q_n$ by applying a projection with a Legendre function in spherical or toroidal coordinates, for example in spherical coordinates

\[
q_n(\tau) = \frac{\int_0^{\pi} \arcsin \gamma(\tau) Q(\tau)(\theta) P_{\lambda_0,0}(\tau)(\cos \theta) \sin \theta \, d\theta}{\int_0^{\pi} \arcsin \gamma(\tau) \left( P_{\lambda_0,0}(\tau)(\cos \theta) \right)^2 \sin \theta \, d\theta},
\]
In the end, to solve for the coefficients $α_{0n}$ and $β_{0n}$, we need to find the solution of the linear equation

$$(2.68) \begin{pmatrix} 0 \\ 0 \end{pmatrix} = -γ'(τ)q_0(τ) \begin{pmatrix} X_{00} \\ Y_{00} \end{pmatrix} + \begin{pmatrix} -DX_{μ0n}(τ) + k_1 \\ k_2 \\ −DY_{μ0n}(τ) + k_4 \end{pmatrix} \begin{pmatrix} α_{0n}(τ) \\ β_{0n}(τ) \end{pmatrix},$$

which is

$$(2.69) \begin{pmatrix} α_{0n}(τ) \\ β_{0n}(τ) \end{pmatrix} = γ'(τ)q_0(τ)A^{-1}(τ) \begin{pmatrix} X_{00} \\ Y_{00} \end{pmatrix},$$

where $A(τ)$ is the matrix in the right side of (2.68). We assume here that a critical eigenvalue 0 of $A(τ)$ does not occur for any $(0, n)$ mode for $n ≥ 1$, for any $τ$, so the equations are all solvable. If required, we could solve for correction terms of higher order in $ε$.

2.5. Deviation equations. In this section we re-express the slowly changing system (2.59, 2.60) in terms of the deviations from the quasi-patternless solution using the same methodology as in the constant domain case.

We define the deviation $U$ from the quasi-patternless solution, by

$$(2.70) \quad X = X_0(τ, ε) + U,$$

where $X_0 = (X_0, Y_0)^T$ is the quasi-patternless solution and $U = (U, V)^T$. Substituting the expansion (2.61) in the system (2.59, 2.60) with the use of expressions (2.15) to (2.19) and keeping terms up to first order in $ε$ we get

$$(2.71) \quad \frac{∂U}{∂t} = A(εt, ε)U + B(εt, ε)(U, U) + C_0(U, U, U), \quad U = 0 \text{ on } ∂Ω(εt),$$

where $A, B$ are respectively nonautonomous linear and bilinear operators defined by

$$(2.72) \quad A(τ, ε)U = DΔ_Ω(τ)U + K(τ, ε)U − εγ'(τ)Q(τ)U,$$

$$(2.73) \quad B(τ, ε)(U_1, U_2) = B_0(U_1, U_2) + 3C_0(X_0(τ, ε) − X_{00}, U_1, U_2),$$

with

$$(2.74) \quad X_0(τ, ε) = X_{00} + εX_{01}(τ) + O(ε^2),$$

$$(2.75) \quad K(τ, ε) = K_0 + 2B_0(X_0(τ, ε) − X_{00}, ·) + 3C_0(X_0(τ, ε) − X_{00}, X_0(τ, ε) − X_{00}, ·)$$

$$= K_0 + εK_1(τ) + O(ε^2),$$

$$(2.76) \quad K_1(τ) = \begin{pmatrix} \frac{∂B_0}{∂X}X_{01}(τ) + \frac{2aAc}{aA}Y_{01}(τ) \\ −\frac{2aAc}{aA}Y_{01}(τ) − \frac{2aAc}{d}X_{01}(τ) \end{pmatrix},$$

$$(2.77) \quad 3C_0(X_0(τ, ε) − X_{00}, U_1, U_2) = \begin{pmatrix} 1 \\ −1 \end{pmatrix} \left[ \left( \frac{∂B_0}{∂X} + εcY_{01}(τ) + O(ε^2) \right) U_1U_2 \\ + \frac{2aAc}{d} + εcX_{01}(τ) + O(ε^2) \right] (U_1V_2 + U_2V_1).$$

3. Pattern formation in a slowly changing domain. In this section we describe emerging patterned solutions using a bifurcation theory method adapted to this slowly evolving domain case. We start by analyzing the linearization of the system (2.71) to determine the stability of the quasi-patternless solution. We then perform a nonautonomous centre manifold reduction of the nonlinear system with a projection method to build our nonautonomous normal form. Our analysis includes the effects of the non-isotropically evolving domain.
3.1. Linearization about the quasi-patternless solution. The linearization of (2.71) is

\[ \frac{\partial \hat{U}}{\partial t} = A(\varepsilon t, \varepsilon) \hat{U}, \]

\[ \hat{U} = 0 \text{ on } \partial \Omega(\varepsilon t). \]

Following WKB theory, e.g. [10], we assume the following ansatz

\[ \hat{U}(\tau, \varepsilon) = e^{\Psi(\tau, \varepsilon)/\varepsilon} U(\tau, \varepsilon), \]

to obtain

\[ \varepsilon U'(\tau, \varepsilon) = A(\tau, \varepsilon) U(\tau, \varepsilon) - \Psi'(\tau, \varepsilon) U(\tau, \varepsilon), \]

\[ U = 0 \text{ on } \partial \Omega(\tau). \]

Expanding in asymptotic series

\[ A(\tau, \varepsilon) = A_0(\tau) + \varepsilon A_1(\tau) + O(\varepsilon^2), \]

\[ \Psi(\tau, \varepsilon) = \Psi_0(\tau) + \varepsilon \Psi_1(\tau) + O(\varepsilon^2), \]

\[ U(\tau, \varepsilon) = U_0(\tau) + \varepsilon U_1(\tau) + O(\varepsilon^2), \]

then substituting back into (3.3), we obtain that the leading order terms must solve

\[ A_0(\tau) U_0(\tau) = \Psi_0'(\tau) U_0(\tau), \]

\[ U_0(\tau) = 0 \text{ on } \partial \Omega(\tau). \]

For each \( \tau \), this is an eigenvalue problem for the leading order term \( U_0 \). If we set

\[ U_0(\tau) = u_{0,mn}(\tau) \Phi_{mn}(\tau), \]

where \( u_{0,mn}(\tau) \in \mathbb{R}^2 \), and \( \Phi_{mn}(\tau) \) are as defined in (2.64), we obtain an algebraic eigenvalue problem for \( u_{0,mn}(\tau) \)

\[ A_{0,mn}(\tau) u_{0,mn}(\tau) = \Psi_0'(\tau) u_{0,mn}(\tau), \]

where

\[ A_{0,mn}(\tau) = \begin{pmatrix} -DX\mu_{mn}(\tau) + k_1 & k_2 \\ k_3 & -DY\mu_{mn}(\tau) + k_4 \end{pmatrix}. \]

We obtain that \( \Psi_0'(\tau) = \sigma_{mn}^\pm(\tau) \) is one of the two (now \( \tau \)-dependent) eigenvalues of the matrix \( A_{0,mn}(\tau) \), so it solves the characteristic polynomial (2.37), with \( \mu_{mn} = \mu_{mn}(\tau) \) depending on the slow time variable. Then \( u_{0,mn}(\tau) \) is the associated eigenvector

\[ u_{0,mn}(\tau) = \begin{pmatrix} k_2 \\ DX\mu_{mn}(\tau) - k_1 + \sigma_{mn}^\pm(\tau) \end{pmatrix}. \]

The order \( \varepsilon \) terms in (3.3) give us

\[ [A_0(\tau) - \Psi_0'(\tau)] U_1(\tau) = \Psi_1'(\tau) U_0(\tau) + U_1'(\tau) - A_1(\tau) U_0(\tau), \]

\[ U_1(\tau) = 0 \text{ on } \partial \Omega(\tau). \]

with \( \Psi_0'(\tau) = \sigma_{mn}^\pm(\tau) \). We assume \( U_1 \) has a series expansion

\[ U_1(\tau) = \sum_{i=1}^{\infty} u_{1,mi}(\tau) \Phi_{mi}(\tau), \]

then (3.10) becomes

\[ \begin{align*}
3.12
\end{align*} \]
\[ [A_{0,mi}(\tau) - \Psi'_0(\tau)I] u_{1,mi}(\tau) = \delta_{ni} \left[ \Psi'_i(\tau)u_0(\tau) + u'_{0,mn}(\tau) \right] + d_i(\tau)u_{0,mn}(\tau) - A_{1,mi}(\tau)u_{0,mn}(\tau), \]

where \( \delta_{ij} \) is the Kronecker delta function,

\[ (3.13) \quad \Phi'_{mn}(\tau) = \sum_{i=1}^{\infty} d_i(\tau)\Phi_{mi}(\tau), \]

\[ (3.14) \quad A_1(\tau)u_{0,mn}(\tau)\Phi_{mn}(\tau) = \sum_{i=1}^{\infty} A_{1,mi}(\tau)u_{0,mn}(\tau)\Phi_{mi}(\tau). \]

With \( \Psi'_0(\tau) = \sigma_{mn}^\pm(\tau) \), there will be two different cases whether \( i = n \) or not. In the latter case \( A_{0,mi}(\tau) - \Psi'_0(\tau)I \) is non-singular and we may solve (3.12) for \( u_{1,mi} \). In the case where \( i = n, A_0(\tau) - \Psi'_0(\tau)I \) is singular. We can still solve (3.12) if the right side of (3.14) satisfies the solvability condition of being orthogonal to any null eigenvector \( u^{(*)}_0(\tau) \) of the transpose of the matrix \( A_{0,mn}(\tau) - \Psi'_0(\tau)I \).

We obtain the following expression

\[ (3.15) \quad \Psi'_i(\tau) = \frac{u^{(*)}_0(\tau)^T[A_0(\tau) - \Psi'_0(\tau)I]u_{0,mn}(\tau) + A_{1,mi}(\tau)u_{0,mn}(\tau)]}{u^{(*)}_0(\tau)^T u_{0,mn}(\tau)}. \]

3.2. The centre subspace. We choose parameter values in our model (2.47) - (2.51) so that (as in Section 2.2.1) for the curvature parameter \( \gamma = \gamma_0 \), the eigenvalues of the constant domain autonomous linearization (2.24) are all real and negative, except for one isolated zero eigenvalue \( \sigma_{mn_0}^\pm = 0 \). Furthermore for \( \gamma \notin [\gamma_1, \gamma_2] \), with \( \gamma_1 < \gamma < \gamma_2 \), the eigenvalue \( \sigma_{mn_0}^\pm \) is real and near zero with \( \sigma_{mn_0}^\pm > 0 \) for \( \gamma = \gamma_2 \) and \( \sigma_{mn_0}^\pm < 0 \) for \( \gamma = \gamma_1 \), and the remaining eigenvalues are real and negative, uniformly bounded away from zero.

Then we take \( \gamma = \gamma(\tau) \) in the slow timescale, decreasing from \( \gamma_2 \), through \( \gamma_0 \), to \( \gamma_1 \). For example, we may take

\[ (3.16) \quad \gamma(\tau) = \gamma_0 - \tau, \]

for \( \tau \) belonging to a suitable interval.

For parameter values corresponding to Figure 2.2, the parameter point \((A, \gamma(\tau))\) moves, as \( \tau \) increases, to the left along the dotted arrow that crosses the \((m_0, n_0) = (5, 1)\) marginal stability curve from the regime of stability into the region of instability.

For the slowly changing domain, the leading order \( \tau \)-dependent linearization (3.7) has eigenvalues \( \Psi'_0(\tau) = \sigma_{mn}^{\pm}(\tau) \) with

1. \( \sigma_{00}^{\pm}(\tau) = \sigma_{mn_0}^\pm(\tau) \) is the only such value of all the \( \sigma_{mn}^\pm(\tau) \) that is near 0, its absolute value remains small, for all \( \tau \), is strictly increasing with respect to \( \tau \) and goes from negative to positive as \( \tau \) is increased.
2. \( \sigma_{mn_0}^\mp(\tau) \) and all other \( \sigma_{mn}^\pm(\tau), (m, n) \neq (m_0, n_0) \) are strictly negative and larger in absolute value than \( |\sigma_{00}^{(0)}(\tau)| \) for all \( \tau \).

Then from the WKB approximation (3.4), (3.6), for small \( \varepsilon \) the linearization (3.2) about the quasi-patternless solution makes a transition, as the slow time \( \tau \) increases, from the stable to unstable regimes. We assume for small \( \varepsilon \) that the solution space of (3.2) splits into a direct sum of two invariant subspaces: a finite dimensional centre subspace associated with \( \sigma_{00}^{(0)}(\tau) \), and a complementary infinite dimensional stable subspace. Solutions of (3.2) in the centre subspace decay or grow at a slow rate, while solutions in the stable subspace decay much faster, exponentially, throughout the time interval.

There are two linearly independent critical solutions to the linearized system (3.3). One of them is

\[ (3.17) \quad \dot{U}^{(0)}(\tau, \varepsilon) = e^{\Psi^{(0)}(\tau, \varepsilon)/\varepsilon} U^{(0)}(\tau, \varepsilon), \]

where \( \frac{d}{d\tau} \Psi^{(0)}(\tau, \varepsilon) = \sigma_{00}^{(0)}(\tau) + O(\varepsilon) \), and the other critical solution is the complex conjugate of (3.17).
Let $X^c(\tau, \varepsilon)$ be the span of $\hat{U}^{(0)}(\tau, \varepsilon)$ and its complex conjugate, then this space is two-dimensional and may be expressed as

$$X^c(\tau, \varepsilon) = \left\{ zU^{(0)}(\tau, \varepsilon) + \bar{z}\bar{U}^{(0)}(\tau, \varepsilon) | z \in \mathbb{C} \right\}.$$  

(3.18)

The action of the symmetries (2.23) on the space $X^c(\tau, \varepsilon)$ has the following effects on $z$:

$$z \rightarrow e^{i\psi_0} z, \quad \bar{z} \rightarrow \bar{z}.$$  

(3.19)

Let $P^c(\tau, \varepsilon)$ be a projection onto $X^c(\tau, \varepsilon)$, which we assume has the form

$$P^c(\tau, \varepsilon) = P^c_0(\tau) + \varepsilon P^c_1(\tau) + \mathcal{O}(\varepsilon^2).$$  

(3.20)

We will only need the leading order term $P^c_0(\tau)$, given by

$$P^c_0(\tau) = \langle U^{(0)}(\tau), U \rangle U^{(0)}(\tau) + \langle \bar{U}^{(0)}(\tau), \bar{U} \rangle \bar{U}^{(0)}(\tau),$$  

(3.21)

where the angled brackets denote the inner product

$$\langle U_1, U_2 \rangle = \int_0^{2\pi} \int_0^{\arcsin \gamma(\tau)} \left( \bar{U}_1 U_2 + \bar{V}_1 V_2 \right) \sin \theta d\theta d\varphi$$  

$$= \int_0^{2\pi} \int_0^{\infty} \left( \bar{U}_1 U_2 + \bar{V}_1 V_2 \right) \frac{\sinh \eta \sin^2 \xi(\tau)}{[\cosh \eta - \cos \xi(\tau)]^2} d\eta d\varphi,$$  

(3.22)

for $U_j = (U_j, V_j)^T$, $j = 1, 2$, and

$$U^{(s)}_0(\tau) = N^{(s)}(\tau) \left( D_X \mu_{mn0}(\tau) - k_1 + \sigma_0^{(0)}(\tau) \right) \Phi_{mn0}(\tau)$$  

(3.23)

is the solution of the adjoint problem to (3.7) with $m = m_0$, $n = n_0$, $\Psi'(0) = \sigma_0^{(0)}(\tau)$ and the normalization coefficient $N^{(s)}(\tau)$ selected so that

$$\langle U^{(s)}_0(\tau), U^{(0)}_0(\tau) \rangle = 1$$  

(3.24)

for all $\tau$. Let $X^{*}(\tau, \varepsilon)$ be the kernel of $P^c(\varepsilon, \tau)$, then the projection onto $X^{*}(\tau, \varepsilon)$ is

$$P^*(\tau, \varepsilon) = I - P^c(\tau, \varepsilon).$$  

(3.25)

### 3.3. Centre manifold equations

Following the analysis in the constant domain case, for the slowly changing domain we reduce the nonlinear partial differential equation system (2.71) into an ordinary differential equation on a centre manifold. The solutions of the reduced system give a good approximation of the transition to the patterned state. In this case, however, the equations are nonautonomous, so the normal form coefficients we obtain after reduction will depend on time.

We split the function space $\mathcal{X}$ of all sufficiently regular functions on the spherical cap satisfying homogeneous Dirichlet boundary conditions into the two subspaces

$$\mathcal{X} = X^c(\tau, \varepsilon) \oplus X^{*}(\tau, \varepsilon).$$  

(3.26)

We assume the splitting (3.26) is invariant under the linearization (2.71) for all $\tau$, $\varepsilon$. Each function $U \in \mathcal{X}$ may then be written uniquely as a sum of two components belonging to each subspace and each component may be retrieved using projections,

$$U = U^c(\tau, \varepsilon) + U^{*}(\tau, \varepsilon),$$  

(3.27)
where

\[(3.28) \quad \mathbf{U}^c(\tau, \varepsilon) = \mathbf{P}^c(\tau, \varepsilon)\mathbf{U} \in \mathcal{X}^c(\tau, \varepsilon), \quad \mathbf{U}^s(\tau, \varepsilon) = \mathbf{P}^s(\tau, \varepsilon)\mathbf{U} \in \mathcal{X}^s(\tau, \varepsilon).\]

Thus, equation (2.71) may be rewritten as the system

\[(3.29) \quad \frac{\partial \mathbf{U}^c}{\partial t} = \mathbf{A}(\varepsilon t, \varepsilon)\mathbf{U}^c + \mathbf{P}^c(\varepsilon t, \varepsilon)\mathbf{F}(\mathbf{U}^c(\varepsilon t, \varepsilon) + \mathbf{U}^s(\varepsilon t, \varepsilon), \varepsilon t, \varepsilon)\]

\[(3.30) \quad \frac{\partial \mathbf{U}^s}{\partial t} = \mathbf{A}(\varepsilon t, \varepsilon)\mathbf{U}^s + \mathbf{P}^s(\varepsilon t, \varepsilon)\mathbf{F}(\mathbf{U}^s(\varepsilon t, \varepsilon) + \mathbf{U}^s(\varepsilon t, \varepsilon), \varepsilon t, \varepsilon),\]

with \(\mathbf{F}(\mathbf{U}, \varepsilon t, \varepsilon) = \mathbf{B}(\varepsilon t, \varepsilon)(\mathbf{U}, \mathbf{U}) + \mathbf{C}(\mathbf{U}, \mathbf{U}, \mathbf{U})\). We assume that there is an exponentially attracting centre manifold tangent to \(\mathcal{X}^c(\varepsilon t, \varepsilon)\)

\[(3.31) \quad \mathbf{U}^s = \mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon)\]

for all \(\mathbf{U}^c\) in the subspace \(\mathcal{X}^c(\varepsilon t, \varepsilon)\) with sufficiently small magnitude. Equation (3.30) is then written as (cf. [20])

\[(3.32) \quad \frac{\partial}{\partial t} \mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon) + \frac{\partial}{\partial \mathbf{U}^c} \mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon) [\mathbf{A}(\varepsilon t, \varepsilon)\mathbf{U}^c + \mathbf{P}^c(\varepsilon t, \varepsilon)\mathbf{F}(\mathbf{U}^c + \mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon), \varepsilon t, \varepsilon)]
= \mathbf{A}(\varepsilon t, \varepsilon)\mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon) + \mathbf{P}^s(\varepsilon t, \varepsilon)\mathbf{F}(\mathbf{U}^s + \mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon), \varepsilon t, \varepsilon),\]

after substituting for \(\frac{\partial \mathbf{U}^c}{\partial t}\). The Taylor expansion of \(\mathbf{W}\) around \(\mathbf{U}^c = 0\) starts at the second degree due to the tangency condition

\[(3.33) \quad \mathbf{W}(\mathbf{U}^c, \varepsilon t, \varepsilon) = \mathbf{W}^{(1)}(\varepsilon t, \varepsilon)(\mathbf{U}^c, \mathbf{U}^c) + \mathcal{O}(\|\mathbf{U}^c\|^3),\]

where \(\mathbf{W}^{(1)}(\varepsilon t, \varepsilon)\) is a symmetric bilinear form. Applying the product rule to the \(\mathbf{U}^c\) derivative yields

\[(3.34) \quad \frac{\partial}{\partial \mathbf{U}^c} \mathbf{W}(\mathbf{U}^c(\varepsilon t, \varepsilon))\mathbf{V} = 2\mathbf{W}^{(1)}(\varepsilon t, \varepsilon)(\mathbf{U}^c, \mathbf{U}^c) + \mathcal{O}(\|\mathbf{U}^c\|\|\mathbf{V}\|)\]

for any vector \(\mathbf{V}\).

As a result of equivariance of the system of differential equations (2.21) under rotations and reflections (3.19) we may only study the real part of \(z\), labeled \(x\) and then apply a phase \(\phi\) to get the other solutions \(z = xe^{i\phi}\). Due to this we will continue with using \(x\) in our derivations as a solution representative of the family of solutions.

If we choose \(\mathbf{U}^c = x\mathbf{U}^{(0)}\), where \(\mathbf{U}^{(0)} = \text{Re} \mathbf{U}^{(0)}\) for \(x\) real then equation (3.32) can be used to find the order \(x^2\) terms with

\[(3.35) \quad \frac{\partial}{\partial t} \mathbf{W}^{(1)}(\varepsilon t, \varepsilon)(\mathbf{U}^{(0)}(\varepsilon t, \varepsilon), \mathbf{U}^{(0)}(\varepsilon t, \varepsilon)) + 2\mathbf{W}^{(1)}(\mathbf{U}^{(0)}(\varepsilon t, \varepsilon), \mathbf{A}(\varepsilon t, \varepsilon)\mathbf{U}^{(0)}(\varepsilon t, \varepsilon))
= \mathbf{A}(\varepsilon t, \varepsilon)\mathbf{W}^{(1)}(\varepsilon t, \varepsilon)(\mathbf{U}^{(0)}(\varepsilon t, \varepsilon), \mathbf{U}^{(0)}(\varepsilon t, \varepsilon)) + \mathbf{P}^s(\varepsilon t, \varepsilon)\mathbf{B}(\mathbf{U}^{(0)}(\varepsilon t, \varepsilon), \mathbf{U}^{(0)}(\varepsilon t, \varepsilon)),\]

dropping the tilde for the real part of \(\mathbf{U}^{(0)}\). By defining

\[(3.36) \quad \mathbf{U}^{(1)}(\varepsilon t, \varepsilon) = \mathbf{W}^{(1)}(\varepsilon t, \varepsilon)(\mathbf{U}^{(0)}(\varepsilon t, \varepsilon), \mathbf{U}^{(0)}(\varepsilon t, \varepsilon))\]

can be written the solution \(\mathbf{U}\) as a series in \(x\)

\[(3.37) \quad \mathbf{U} = x\mathbf{U}^{(0)}(\varepsilon t, \varepsilon) + x^2\mathbf{U}^{(1)}(\varepsilon t, \varepsilon) + \mathcal{O}(x^3).\]

We use \(\varepsilon t = \tau\) as well as

\[(3.38) \quad \mathbf{A}(\tau, \varepsilon)\mathbf{U}^{(0)}(\tau, \varepsilon) = \frac{\partial \Psi^{(0)}}{\partial \tau}(\tau, \varepsilon)\mathbf{U}^{(0)}(\tau, \varepsilon) + \varepsilon \frac{\partial}{\partial \tau} \mathbf{U}^{(0)}(\tau, \varepsilon)\]
We proceed here as if

\[ (3.42) \]

and to get the expression

\[ (3.40) \]

which we can use to solve for \( U^{(1)}(\varepsilon t, \varepsilon) = U_{0}^{(1)}(\varepsilon t) + \mathcal{O}(\varepsilon) \), assuming that \( U_{0}^{(1)}(\varepsilon t) \) has a series expression

\[ (3.41) \]

3.4. Normal form. Having found the leading terms in the centre manifold, we can use a projection on the centre subspace \( \mathcal{X}^{c}(\varepsilon t, \varepsilon) \). This is given by equation (3.29)

\[ (3.42) \]

We proceed here as if \( W^{c}(\varepsilon t, \varepsilon) \) is such that

\[ (3.43) \]

Using this in (3.42) yields

\[ (3.44) \]

We then use (3.38) and carry out a projection in the direction of \( U^{(0)}(\varepsilon t, \varepsilon) \) to obtain

\[ (3.45) \]

with

\[ (3.46)-(3.48) \]

Equations (3.7), (3.15) and (3.48) allow us to find approximate normal form coefficients for any time \( t \). In order to use these equations we need a good approximation for the infinite sums of eigenfunctions of modes 0, \( m_{0} \) or \( 2m_{0} \) present, for example, in the quadratic component of the centre manifold \( U^{(1)} \) or the derivative of the eigenfunction \( \Phi^{(1)}_{m_{0}n}(\tau) \), both of which are found through equations (3.41) and (3.13). For \( m_{0} = 5 \) we found that truncating the series after the first five terms for each order yield similar results to computing the first eight or twelve terms, which suggests that truncated series approximations are sufficiently accurate.
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3.4.1. Solving the normal form equations. To solve the normal form ordinary differential equation, we need the coefficient values throughout the time interval. As the coefficients do not have an algebraic form that can be easily solved using symbolic computing tools, we cannot solve at all time values. To get a good approximation, we collect the coefficient values at a sample of equally spaced times and interpolate between them. We used a sample of 36 time points and spline interpolation using the CurveFitting tool in the Maple computational software package, which uses piecewise cubic polynomials to create an interpolation that matches all sample point values and is continuous up its second derivative.

Figure 3.1 show solutions to the normal form equations for different \( \varepsilon \) values superimposed with the constant domain pitchfork bifurcation nontrivial stable equilibrium branch. We clearly see that a time dependent cubic coefficient \( C(\tau, \varepsilon) \) is important to get a good prediction out of our normal form reduction.

The normal form solutions were computed using the \texttt{dsolve} function in the Maple software package using a fourth-and-fifth order Runge-Kutta method with adaptive time stepping. We chose the initial condition \( x(0) = 2.3057 \cdot 10^{-3} \) to match the initial condition used in the numerical simulations.

3.5. Numerical simulations. To validate the normal form predictions we computed numerical simulations of solutions to the nonautonomous Brusselator system (2.59) – (2.60) using the closest point method [23] with implicit-explicit time stepping [1]. We used parameter values (2.38), (2.39) and (3.49) \( A = 76.51981 \).

We first checked the accuracy of our truncated series approximations of the quasi-patternless solution, by computing simulations of a modified version of (2.71), where the linear operator \( \mathbf{A} \) is replaced with the affine linear operator defined by

\[
\tilde{\mathbf{A}}(\tau, \varepsilon) \mathbf{U} = \mathbf{D} \Delta_{\Omega(\tau)} \mathbf{U} + \mathbf{K}(\tau, \varepsilon) \mathbf{U} - \varepsilon \gamma'(\tau) \mathbf{Q}(\tau) \left[ \mathbf{U} + X_{00} \right],
\]

(3.50)
where \( U \) is the deviation from the patternless solution of the constant domain system. We used the same parameter values except that we had our curvature index \( \gamma(\tau) \) go from 0.5015 to 0.4915, where the quasi-patternless solution remains stable. The simulations ran for 10000 time units, with \( \varepsilon = 10^{-6} \), and with a spatial grid size \( h = 0.02 \) and time step size of 0.1. We extracted the numerical solution of \( U \) over the polar angle \( \theta \) for two longitudinal angles \( \varphi \) separated by \( \pi/4 \) and compared it with the five-term truncated series from our normal form calculations. The truncated series agrees well with the simulations and the simulations converge with decreasing spatial step \( h \). Truncated series with twelve terms were also compared and yielded very similar results. Figures 3.2 and 3.3 show a numerical simulation that show the quasi-patternless solution on a spherical cap and a cross-section along one longitudinal angle respectively. In Figure 3.3 the simulation is compared to a truncated series approximation.

Figure 3.2. Quasi-patternless solution of (2.21) with modified affine operator (3.50), simulated using the closest point method, after 10000 time units from a homogeneous initial condition with \( h = 0.02, \Delta t = 0.1 \). Parameter values are \( \varepsilon = 10^{-6}, \gamma = 0.4915, A = 76.51981, \) and the same as (2.38), and (2.39).

We computed other numerical simulations of the full system (2.71) that show the delayed bifurcation. We ran a typical simulation for 40000 time units, with \( \varepsilon = 10^{-6} \), and with a time step size of 0.1 and different grid sizes between 0.04 and 0.015. Due to the slow domain evolution, we updated the domain geometry only every 50 time steps instead of every time step to save computation time. We used an initial condition

\[
(3.51) \quad U(0) = \frac{0.021}{u_{0,51} \cdot \hat{M}_{51}} \cdot u_{0,51} \cdot \hat{\Phi}_{51},
\]

where \( \hat{\Phi}_{51} \) is the approximate (5, 1) eigenfunction of the Laplace-Beltrami operator computed using the closest point method [15] and the MATLAB \texttt{eigs} function, \( \hat{M}_{51} \) is its approximate maximal value, \( u_{0,\text{min}} \) is computed by (3.9) and \( u_{0,51} = k_2 \) is its first coordinate. This makes 0.021 the maximal value of the initial condition. We use \( \varepsilon = 10^{-6} \) and the curvature starts at \( \gamma = 0.4915 \) and ends at \( \gamma = 0.4515 \). We start below the constant domain critical curvature \( \gamma_0 = 0.5 \) because, as seen in section 3.4 the order \( \varepsilon \) terms shift the transition value for \( \gamma \), where solutions go from decreasing to increasing in time, to a lower value. We want to start as close as possible to this transition value in order to see solutions “level off” to the patterned relative equilibrium at later times, while also keeping computation times reasonable.

To make the comparison between the numerical simulations and normal form solutions, we extract the (5, 1) part of the numerical simulation using the projection (3.21) via numerical integration. We
then solve for the $x$ value by dividing the maximum of the residue by $u_{0,51}(\tau)$ times the maximum of the Legendre function at each time. For example consider the initial condition stated in (3.51) with an exact eigenfunction $\Phi_{51}$. It lies in the centre subspace, therefore the projection will yield the same function

$$P^*U(0) = U(0).$$

Assuming the centre subspace and centre manifold to be close at this value we use the real version of the centre subspace definition (3.18) and comparing

$$U(0) = x(0)U^{(0)}(0, \varepsilon) = U_0 = \frac{0.021}{u_{0,51} \cdot M_{51}(0)} \cdot U^{(0)}(0, \varepsilon),$$

we obtain

$$x(0) = \frac{0.021}{k_2 \cdot M_{51}(0)} \approx 2.3057 \cdot 10^{-3}.$$  

For a later time $t$ a similar computation is used to find $x(t)$,

$$x(t) = \|U(t)\|_{51} k_2 \cdot M_{51}(\varepsilon t),$$

where $\| \cdot \|_{51}$ denotes the $L^\infty$ norm of the $(5,1)$-mode projection and $M_{51}(\varepsilon t)$ is the absolute maximum of the $(5,1)$ Legendre function for curvature $\gamma(\varepsilon t)$.

Figure 3.4 shows the resulting equivalent $x(t)$ values for the closest point method simulations for spatial grid sizes between $h = 0.04$ and $h = 0.015$ (dashed or dotted lines) compared with the equivalent normal form computation (solid line). The two initial conditions are chosen so that each numerical simulation match the normal form solution to leading order in $x$ and $\varepsilon$ at the initial time. We see that as the spatial grid is refined the simulations approach the results of the normal form computation.

In Figure 3.5 we show the results of a numerical simulation of spatial grid size $h = 0.02$ starting with an initial condition consisting of uniformly random noise with $\gamma = 0.4915$. As the system evolves and $\gamma$ slowly decreases, a $(5,1)$ pattern emerges. This gives numerical evidence for the existence of an exponentially attracting centre manifold (3.31).
Fig. 3.4. Numerical simulations compared to the normal form solution as a function of curvature index \( \gamma \) by extracting \((5, 1)\) coefficients using a projection. The spatial grid spacings are \( h = 0.04 \) for the red dash-dotted curve, \( 0.03 \) for the turquoise long dashed curve, \( 0.02 \) for the black dotted curve and \( 0.015 \) for the purple dashed line and \( \varepsilon = 10^{-6} \) for each curve. The normal form solution is the blue solid curve. The horizontal axis represents the curvature index \( \gamma \) so solutions go from right to left as time increases. The vertical axis is the variable \( x \) for the normal form or the appropriately scaled \( L^\infty \) norm of the \((5, 1)\)-mode projection of the numerical solutions.

For each simulation in Figure 3.4 we also computed a prediction from the normal form equations using the leading term of the centre manifold (3.37) as well as a truncated series of the quadratic terms for the dominant modes for the final curvature value of \( \gamma = 0.4515 \). We then computed an error approximation by comparing the numerical solution to this prediction for the different spatial grid sizes \( h \). Figure 3.6 shows the differences compared to the grid size \( h \) superimposed with a reference quadratic function to show that we have quadratic convergence in both \( L^2 \) and \( L^\infty \) norms, the latter implying pointwise convergence. This is expected convergence behaviour of the closest point method [23], so this result validates both the numerical simulations and normal form results.

4. Conclusion. In this work we reduced the Brusselator reaction-diffusion system (2.7) on a time dependent non-isotropically slowly evolving spherical cap domain undergoing a delayed bifurcation. We did this using an asymptotic expansion of the normal form obtained from the constant (time independent) domain case. We use concepts from bifurcation theory such as centre manifold expansions and equivariant normal forms. This allows for the reaction-diffusion system to be approximated by a nonautonomous ordinary differential equation. We obtained normal forms for \( m_0 \neq 0 \) modes and performed calculations using the \( m_0 = 5, n_0 = 1 \) case. These reproduce the transition from the quasi-patternless state to the patterned state using significantly less computing resources compared to a numerical simulation of the partial differential equation system. This gives us a technique to better understand emergence of patterned solutions around critical stability parameter values on an evolving domain.

The existence and properties of exponentially attracting centre manifolds for systems of nonautonomous partial differential equations are well established (e.g. [7]). The centre manifold expansion we use is from [20], adapted to slowly changing coefficients. It remains to prove, in future work, that our formal results using the WKB method (3.2) indeed imply the exponential dichotomy properties
required for the existence of a centre manifold. Instead of a proof we provide numerical results in Section 3.5 that give evidence toward its existence.

There are, however some limitations to this method. First for the asymptotic expansion to be valid we need slow domain evolution. Also, we need to start from the quasi-patternless state and go through a \( m_0 \neq 0 \) stability curve. More work would be required to study the \( m_0 = 0 \) case or transitions between patterned states. The truncation of terms in the centre manifold expansion also limits the validity of predictions to solutions close to the quasi-patternless solution. Finally, obtaining the order-\( \varepsilon \) term for the cubic term \( C(\varepsilon t, \varepsilon) \) of the normal form (3.45) could produce a better normal form approximation and should be achievable through similar methods, but with considerably more work.

Other formulations for the curvature function may be used, for example \( \gamma(\tau) = \gamma_0 - \frac{\Delta \gamma}{2} \arctan \tau \), for \( -\infty < \tau < \infty \), that has a similar, almost linear, evolution near \( \tau = 0 \) and asymptotically approaches constant quantities when \( t \) approaches either infinities. The latter formulation could be useful in future.
Fig. 3.6. Convergence analysis plot for the closest point method simulations. The numerical solutions are compared with a prediction generated from the centre manifold equation. A dashed line corresponding to $h^2$ times a constant is added to compare with quadratic convergence.

simulations where we wish to give time for the patterns to develop in order to observe them, for example when using quicker domain changes, and for investigating exponential dichotomies, which requires at least semi-infinite time intervals.

Other future work should include more numerical simulations in order to study more transitions between different modes or the quasi-patternless solution to other modes. We could account for different ways to change the domain. Previous results in [8], [16] show that domain growth might result in more robust patterns under some circumstances. Trying to achieve this using a changing spherical cap would provide a good example with a non-isotropically changing domain.

Here we have studied a particular problem of the Brusselator system on an evolving spherical cap. However, there are morphogenesis models that use a domain whose evolution is dictated by the solution of a similar system, but incorporating biomechanical concepts. For example Brinkmann et al. [3] have presented a tissue surface model in three dimensions with small thickness and can show multiple morphogenesis patterns seen in many organisms. In the example of the conifer embryo, for example, we could add some thickness to the exterior tissue, or expect domain growth to be promoted in the regions of maximal concentration of one of the chemical agents. Any such features added to the model would make the asymptotic analysis much more complicated, but interesting numerical experiments could be made.

Appendix A. Appendix: Time derivative of the Laplace-Beltrami eigenfunction. In the expansion of the WKB solution (3.3) we are required to use the time derivative of the harmonic function $\Phi_{mn}(\tau)$. As the domain evolves with time so does the Legendre functions associated to the surfaces. This means that any point on the surface evolving in with velocity vector $\mathbf{v}$ will have a slightly different value for the function $\Phi_{mn}$. This is the time derivative we need to use.

Using domain evolution along toroidal coordinates, this corresponds with an evolving $\xi$ while keeping $\eta$ and $\phi$ constant. We can express $\Phi_{mn}$ as

$$\Phi_{mn}(\tau) = \cos(m(\phi + \phi_0))P^m_{\lambda_{mn}(\gamma(\tau))}(\zeta(\tau)),$$

where $\phi_0$ is a phase parameter that we will choose, without loss of generality, to be zero. We can also
express this with complex numbers

(A.2) \( \Phi_{mn}(\tau) = e^{im(\phi + \phi_0)}P_{\lambda mn(\gamma(\tau))}^m(\zeta(\tau)), \)

which will be useful when using the symmetries of the equation. The Legendre function argument \( \zeta(\tau) \) may be expressed as

(A.3) \( \zeta(\tau) = \cos(\theta) \)
in spherical coordinates,

(A.4) \( \zeta(\tau) = \frac{1 - \cosh \eta \cos(\xi(\tau))}{\cosh \eta - \cos(\xi(\tau))} \)
in toroidal coordinates.

We can then find the time derivative using the chain rule

(A.5) \( \Phi'_{mn}(\tau) = \cos(m(\phi + \phi_0)) \left[ \frac{\partial \lambda_{mn}(\tau)}{\partial \lambda} P_{\lambda mn(\gamma(\tau))}^m(\zeta(\tau)) \frac{\partial \zeta(\tau)}{\partial \tau} + \frac{\partial \zeta(\tau)}{\partial \lambda} P_{\lambda mn(\gamma(\tau))}^m(\zeta(\tau)) \frac{\partial \lambda_{mn}(\tau)}{\partial \tau} \right]. \)

The derivative is thus split in two terms: the \( \lambda \) derivative and the \( \zeta \) derivative. The first term does not have a practical expression that can be easily implemented in Maple, so we used finite difference approximations to find the derivative

(A.6) \( \frac{\partial}{\partial \lambda} P_{\lambda}^m(\zeta(\tau)) \approx \frac{P_{\lambda + h_1}^m(\zeta(\tau)) - P_{\lambda - h_1}^m(\zeta(\tau))}{2h_1} \)

(A.7) \( \frac{\partial \lambda_{mn}(\tau)}{\partial \tau} \approx \frac{\lambda_{mn}(\tau + h_2) - \lambda_{mn}(\tau - h_2)}{2h_2} \),

for \( h_1, h_2 \) fixed, positive and very small. Note that we were already using a numerical solver to find the \( \lambda \) value.

The \( \zeta \) derivative term does have a useful identity

(A.8) \( \frac{\partial}{\partial \zeta} P_{\lambda}^m(\zeta) = \frac{\lambda \left( P_{\lambda}^m(\zeta) - (\lambda + m) P_{\lambda - 1}^m(\zeta) \right)}{\zeta^2 - 1} \)

(A.9) \( \frac{\partial \zeta}{\partial \tau} = \frac{\sin(\xi(\tau)) \sinh^2 \eta}{(\cosh \eta - \cos(\xi(\tau)))^2}, \quad \xi' = \frac{-\gamma'}{\gamma \sqrt{1 - \gamma^2}} = \frac{\gamma^2 \sinh^2 \eta}{(\cosh \eta + \sqrt{1 - \gamma^2})^2} \)

(A.10) \( \frac{\partial \zeta}{\partial \tau} = \frac{-\gamma'}{\gamma \sqrt{1 - \gamma^2}} \cdot \sin^2 \theta \)

where we used the identities

(A.11) \( \xi' = \frac{\gamma'}{\cos \xi}, \quad \text{and} \quad \cos \xi = -\sqrt{1 - \gamma^2}. \)

We can then use inner products of the new functions in order to find the series expression of \( \Phi'_{mn} \).

**Acknowledgments.** The authors thank NSERC Canada for funding and Michael J. Ward and Brian Wetton for useful discussions.

**REFERENCES**

[1] U. Ascher, S. Ruuth, and B. Wetton, *Implicit-explicit methods for time-dependent partial differential equations*, SIAM Journal on Numerical Analysis, 32 (1995), pp. 797–823.

[2] G. D. Bilsborough, A. Runions, M. Barkoulas, H. W. Jenkins, A. Hasson, C. Galinha, P. Laufs, A. Hay, P. Prusinkiewicz, and M. Tsiantis, *Model for the regulation of Arabidopsis thaliana leaf margin development*, Proceedings of the National Academy of Sciences, 108 (2011), pp. 3424–3429.
