Ultrafast dynamics of finite Hubbard clusters – a stochastic mean-field approach
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Finite lattice models are a prototype for strongly correlated quantum systems and capture essential properties of condensed matter systems. With the dramatic progress in ultracold atoms in optical lattices, finite fermionic Hubbard systems have become directly accessible in experiments, including their ultrafast dynamics far from equilibrium. Here, we present a theoretical approach that is able to treat these dynamics in any dimension and fully includes inhomogeneity effects. The method consists in stochastic sampling of mean-field trajectories and is found to be more accurate and efficient than current nonequilibrium Green functions approaches. This is demonstrated for Hubbard clusters with up to 512 particles in one, two and three dimensions.
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Experimental progress in the formation and manipulation of quantum optical lattices from one to three dimensions with the number of sites ranging from very few to thousands provide a perfect laboratory for the study of nonequilibrium properties of mesoscopic bosonic and fermionic systems. Exciting recent observations include the formation and expansion of fermionic pairs (doublons) in a lattice, e.g. [5, 6], the many-particle behavior following an interaction quench [7] or the transport behavior following a quench of the confinement potential [8]. This paves the way towards a fundamental understanding of strongly interacting quantum systems, which is of prime importance for many areas of physics and chemistry, including ultracold atomic and molecular gases in traps and optical lattices, transport and coherence properties of macromolecules, superconductivity and magnetic properties of condensed matter systems on the nanoscale, thermodynamics of dense fermionic matter in compact stars and so on.

The description of finite correlated quantum lattice systems out of equilibrium is very challenging. Exact solutions using direct configuration interaction (CI) methods are possible only for very small Hubbard clusters [9], and the use of Quantum Monte-Carlo methods [10] only slightly increases the accessible system size. These approaches are hampered by the exponential increase of the computational effort with the system size. For this reason, the interest in approximate nonequilibrium theories that are both reliable and efficient has recently increased substantially. The simplest approach to treat particle-particle interactions is via an effective average field, i.e., via mean-field theory (e.g. time-dependent Hartree-Fock (TDHF)). However, with increasing quantum entanglement, this approximation quickly fails. Moreover, as we will show below [cf. Fig. 2], TDHF already fails for very small coupling strength (Hubbard-U).

To describe the systems and phenomena mentioned above, one has to resort to methods beyond mean-field, i.e., include correlation effects. In recent years, there has been remarkable progress in this direction, in particular, in the application to strongly correlated lattice systems. Among the successful approaches, we mention the time-dependent density matrix renormalization group method (TDDMRG), e.g. [7], time-dependent density functional theory (TDDFT, e.g. [11]), Nonequilibrium Green Functions (NEGF), e.g. [12], or time-dependent density matrix (TDDM) methods [12, 15]. All these methods have various limitations, e.g. with respect to the correlation strengths (TDDFT, TDDM, NEGF) or the system dimensionality (TDDMRG). Recent benchmarks for the 1D Fermi–Hubbard model indicated fundamental problems such as unstable behavior of TDDM [9] or unphysical damping in NEGF simulations [14] that could recently be overcome in part by applying the generalized Kadanoff–Baym ansatz (GKBA) [16–19]. At the same time, going beyond the mean-field level with these approaches is rather involved and very expensive in terms of computational resources.

We propose an alternative approach to correlated fermionic lattice systems where the simplicity of mean-field theory is combined with efficient stochastic methods that allow to incorporate correlation effects. This **Stochastic Mean Field** approach (SMF) has been recently developed and applied with success in nuclear physics [20, 23]. We present tests against exact results for small lattice systems and demonstrate that SMF is accurate for weak to moderate coupling during the initial phase of relaxation. Moreover, applying it to large 1D, and to 3D systems—where no CI data are available—we demonstrate its impressive capabilities for extended systems.

**Beyond mean-field transport theories.** Most approaches going beyond the independent particle picture...
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FIG. 1: Comparison of the strategy of typical many-body approaches (left) to the present stochastic mean-field method (right). Many-body approximations are specified, e.g., by the exchange-correlation potential \(V_{\text{sc}}\) (DFT), by the functional dependence of the two-body density matrix \(\rho_{12}\) on \(\rho\) or the form of the selfenergy \(\Sigma\) (NEGF theory). In contrast, for the SMF, only TDHF trajectories are used and correlations are mimicked by a properly chosen ensemble.

start from a generalized one-body equation of motion (EOM) where the effect of correlations, associated to the correlation matrix \(C_{12}\) is accounted for. For an ensemble of particles interacting through a (anti-)symmetrized two-body interaction \(\hat{v}_{12}\), the exact evolution of the one-body density matrix reads ([\(\cdot, \cdot\] denotes the commutator and \(\hbar \equiv 1\)):

\[
i\partial_t \rho = \left[ h(\rho), \rho \right] + \frac{1}{2} T_{2} \hat{v}_{12}, C_{12} \right] =: \hat{I}_{\text{MF}}[\rho] + \hat{I}_{\text{cor}}[C_{12}],
\]

where \(h(\rho) = T + V + T_{2} \hat{v}_{12} \rho_{2} =: T + V + U_{\text{HF}}(\rho)\) is the mean-field Hamiltonian containing kinetic \((T)\) and potential \((V)\) energy and the potential \(U_{\text{HF}}\) that is induced by all particles. At the mean-field level, correlations are neglected leading to the TDHF theory. \(C_{12}\), which is defined through the binary density operator via \(\rho_{12} = \rho_1 \rho_2 (1 \pm \rho_{12}) + C_{12} \hat{P}_{12}\) is the pair permutation operator, is—in general—unknown. Theories that go beyond mean-field typically introduce approximations for the correlation matrix, \(C_{12} = C_{12}[\rho]\) (e.g., TDDM), or the exchange-correlation potential \(V_{\text{xc}}\) (DFT). Similarly, within NEGF, corrections to TDHF are incorporated through the correlation selfenergy \(\Sigma[G]\). The standard strategy to improve mean-field is presented schematically in Fig. 1 (left part). Inclusion of correlation effects via the collision integral \(I_{\text{cor}}\)—even in a simplified version—in general leads to a much harder to solve problem compared to the original mean-field approximation. This becomes even more severe in nonequilibrium. Therefore, most standard approaches lead to a dramatic increase of the computational complexity of the problem and/or put significant restrictions on the system size or coupling strength that can be treated.

**Stochastic Mean Field Theory** presents a fundamentally different strategy that aims at incorporating correlations (at least partially) while retaining the simplicity of a mean-field description. We consider a stochastic scheme where an ensemble of single-particle density matrices \(n^{(n)}(t)\) is used, where \(n\) labels a given realization (trajectory). In the following, we denote by \(\rho(t) = (1/M) \sum_{M} n^{(n)}(t)\) the average over the \(M\) trajectories and by \(\delta n^{(n)}(t) = n^{(n)}(t) - \rho(t)\) the individual fluctuations around this mean. Each density is assumed to evolve according to its own mean-field dynamic:

\[
i\partial_t n^{(n)} = \hat{I}_{\text{MF}}[n^{(n)}] = \left[ h(n^{(n)}), n^{(n)} \right], \quad (3)
\]

A straightforward derivation shows that the evolution of the average density is given by

\[
i\partial_t \rho = \hat{I}_{\text{MF}}[\rho] + \left[ \delta U_{\text{HF}}(n^{(n)}), \delta n^{(n)} \right], \quad (4)
\]

where \(\delta U_{\text{HF}}(n^{(n)})\) denotes fluctuations of the induced potential introduced by the density fluctuations. Comparing this average evolution with Eq. (1), we see that evolving a statistical ensemble of densities can simulate the effect of correlations [24] provided that \(\rho(t) = \rho(t)\) and

\[
\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} \left[ \delta U_{\text{HF}}(n^{(n)}), \delta n^{(n)} \right] = I_{\text{cor}}[C_{12}]. \quad (5)
\]

This correspondence is exact if condition (5) is fulfilled for all times, however, the correlation function \(\langle \delta U_{\text{HF}}(n^{(n)}), \delta n^{(n)} \rangle\) is of similar complexity as the pair correlation matrix \(C_{12}\). To overcome this problem, the present stochastic mean-field approach proposes to map the time-dependent correlations onto fluctuations at the initial time \(t_0\). Furthermore, the fluctuation spectrum is chosen such that it matches the quantum expectation value and fluctuations of the one-body density matrix (OBDM) of the initial state of the system (Gaussian approximation, details will be explained below for the Hubbard model). Then, each randomly chosen initial density is propagated in its own mean-field through Eq. (3) as is illustrated in the right part of Fig. 1. In this manner, we anticipate to achieve—at least for weak entanglement—correct correlated dynamics.

A proof that such an approach is able to describe correlated quantum lattice systems is challenging because
mean-field per se is a poor approximation, even in the weak coupling limit (see top panel of Fig. 2 and discussion below). It is the aim of this Letter to provide numerical evidence and to map out the parameter range where this approach works. In fact, we demonstrate that our SMF approach is surprisingly accurate at weak to moderate coupling. Most importantly, since only standard mean-field evolution is needed, SMF does not face the catastrophic explosion of computational effort with system size as standard many-body theories.

**Application to fermonic Hubbard clusters.** As an illustration of the capabilities of the SMF approach, a d-dimensional Hubbard nano-cluster consisting of N doubly degenerate sites is considered. The Hamiltonian in the canonical Hubbard basis reads:

\[ H = -J \sum_{i,j}^{N} \sum_{\sigma} \delta_{<i,j>} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_{i}^{N} c_{i\uparrow}^\dagger c_{i\uparrow} c_{i\downarrow} c_{i\downarrow}, \]

where \( \delta_{<i,j>} = 1 \) for nearest-neighbor sites and equals zero otherwise. Note that the dimensionality—and any boundary conditions—enter the Hamiltonian only via specifying which sites are nearest neighbors. This idealized Hamiltonian describes the interplay between strong localization and fast tunneling and was placed on the front of the stage by recent progress in cold atoms in optical lattices [27, 28]. Mean-field dynamics provide a dramatic improvement over TDHF, properly describing the short time damping but also reasonably well the matrix elements \( \tilde{n}_{ij}^{(n)}(t_0) \) of \( n^{(n)}(t_0) \) satisfy

\[ \frac{\delta \tilde{n}_{ij}^{(n)}(t_0)}{\delta n_{kl}^{(n)}(t_0)} = \frac{1}{2} \delta_{jk} \delta_{il} (1 - \tilde{n}_i(t_0)), \]

\[ \frac{\delta n_{ij}^{(n)}(t_0)}{\delta n_{ij}^{(n)}(t_0)} = \frac{1}{2} \delta_{ll} (1 - \tilde{n}_i(t_0)), \]

in the natural orbital basis of \( \rho(t_0) \) with \( \delta n_{ij}^{(n)} = n_{ij}^{(n)} - \tilde{n}_{ij}^{(n)} \), where \( \tilde{n}_i(t_0) \) denote the eigenvalues of \( \rho(t_0) \). Here, only the first two moments of the density are constrained corresponding to a Gaussian ensemble (constraining higher moments as well may provide additional flexibility). At any time \( t \), the expectation values of the site occupations can be computed simply using \( n_i(t) = n_{ii}^{(n)}(t) \), whereas fluctuations of the occupations become accessible by \( \sigma_i^2 = \frac{1}{2} \delta n_{ii}^{(n)} \delta n_{ii}^{(n)} \).

A first illustration is shown in Fig. 2 for a half-filled 8-site 1D-chain without periodic boundary conditions at weak two-body interaction where we compare the exact solution and approximations. The initial state is chosen such that all 8 electrons reside on the left-most four sites. We see that even in the weak coupling regime, the mean-field result (TDHF, Fig. 2.a) deviates very fast from the exact case and is, in particular, unable to describe the damping of the site occupation. In Fig. 2b, we also show the NEGF-GKBA result [19] which performs much better (green, dashes). Finally, the SMF result obtained by using 10⁴ fluctuating initial conditions is shown (red, diamonds). Obviously, SMF provides a dramatic improvement over TDHF, properly describing the short time damping but also reasonably well describes the long time dynamics until about \( t = 75[J^{-1}] \).

In particular, the revival observed at long times in the
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**FIG. 2.** (Color online) Time evolution of the leftmost site occupation \( n_{11}(t) \) for \( N_s = N = 8 \) and \( U/J = 0.1 \). a) CI (solid line) vs. TDHF (dashes, triangles) and b) CI vs. NEGF (green, dashes) and SMF (red, diamonds).

NEG result \( (t \sim 80, 90, 95[J^{-1}]) \), are absent, in agreement with the exact case. For all particle numbers where CI data are available, in the weak coupling regime, we observed a similar accuracy of SMF, and, in most cases,
the results are also more accurate than the NEGF ones. When the interaction $U/J$ increases, the overall behavior is still correctly reproduced, in contrast to TDHF. At the same time, quantitative agreement with CI is restricted to shorter times, cf. Fig. 3. Interestingly, the validity range seems to be bounded by the correlation time of the system $t \lesssim \tau_{\text{cor}} \sim 1/U$.

Since only a mean-field like evolution is required, the numerical effort for SMF essentially scales as for TDHF and, therefore, SMF can be applied to cases where other methods would either require supercomputing facilities or cannot be applied at all. We illustrate this point in Fig. 4 where we apply SMF to long Hubbard chains of $N_s = 64, 256$ and $512$ sites, respectively ($U/J = 0.1$) and no exact solutions are available. Starting from the same initial state as above (all $N$ particles occupy the leftmost sites $1 \ldots N_s/2$) the occupation of the left sites first remains constant and then displays a rather complex evolution (Fig. 4 displays the initially occupied site $N_s/4$). The increase of the time before site depletion is due to the Pauli principle that prevents hopping until surrounding sites become at least partially empty. This time increases almost linearly with $N_s$ indicating that, here, correlation effects are of minor importance. Also, the decrease of the population $n_{N_s/4}$ is strongly reduced with increasing $N_s$ since—with the delay of depletion—particles initially located to the right have already undergone reflections at the right boundary and affect the originally occupied sites.

As a final illustration, we demonstrate that the SMF method can be directly applied to clusters of higher dimensions. In Fig. 3 we show, as an example, a cubic arrangement of 64 sites for half filling and weak coupling $U/J = 0.1$. As the initial configuration, we place all particles to the left half. Comparison of SMF to TDHF shows, as before, that mean-field is not adequate and strongly underestimates the damping, although the dominant frequency is correctly captured. We now try to understand the effect of the dimensionality. To this end, we compare to a 2D cluster of 16 sites (similar to a cut through the original cube) as well as to a linear chain of size $N_s = 4$ (see inset of Fig. 5). In all cases, the site occupations oscillate with almost the same main frequency. The most striking effect of dimensionality is that the damping of the oscillations grows when going from 3D to 1D.

FIG. 4: (Color online) SMF result for large one-dimensional Hubbard systems with $U/J = 0.1$ and half filling for $N_s = 64$ (green), $N_s = 256$ (red) and $N_s = 512$ (black). The dynamics of the site occupation $n_{N_s/4}(t)$ are shown and compared to Hartree-Fock results (thin dashed lines).

FIG. 5: (Color online) SMF result for a three-dimensional Hubbard cluster of size $4 \times 4 \times 4$, compared to a 2D ($4 \times 4$) and 1D ($N_s = 4$) cluster (see inset for the initial state). The dynamics of the leftmost site (bold dot) occupation are shown and compared to the TDHF result (3D case, dashed line).

In summary, we studied the ultrafast dynamics of finite spatially inhomogeneous fermionic Hubbard clusters with up to 512 sites in one, two and three dimensions driven far from equilibrium. We applied a stochastic mean-field approach where first a phase-space sampling of collective degrees of freedom is performed, followed by a set of simple time-dependent mean-field evolutions. We demonstrated that SMF significantly improves the mean-field dynamics—which already fail at weak coupling—by incorporating the effect of initial fluctuations of one-body degrees of freedom. Despite the fact that only a mean-field evolution is required, SMF can treat correlations and works very well, especially in the weak coupling regime. The main advantage is the very efficient inclusion of correlation effects via Monte Carlo sampling which overcomes the unfavorable exponential scaling of wave function based approaches and allows to access large systems of arbitrary dimensionality. Here, the approach is implemented in its simplest form, i.e. starting from an uncorrelated state, where correlations are incorporated via Gaussian fluctuations of the initial site occupations. This, naturally, limits the method to the initial time stage, $t \lesssim \tau_{\text{cor}} \sim 1/U$, yet this regime is particularly interesting and difficult to treat since here correlations are being built up dynamically and Markovian approximations fail. Extensions to longer times or/and stronger couplings seem to be straightforward, e.g. by relaxing
the spin symmetry (unrestricted mean-field), by inclusion of pairing correlations \[22\] or via time-dependent fluctuations. Finally, it is straightforward to extend the method to two-time fluctuations paving the way towards a stochastic approach to Nonequilibrium Green functions.
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