From One to Many: Dynamic Cross Attention Networks for LiDAR and Camera Fusion
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Abstract. LiDAR and cameras are two complementary sensors for 3D perception in autonomous driving. LiDAR point clouds have accurate spatial and geometry information, while RGB images provide textural and color data for context reasoning. To exploit LiDAR and cameras jointly, existing fusion methods tend to align each 3D point to only one projected image pixel based on calibration, namely one-to-one mapping. However, the performance of these approaches highly relies on the calibration quality, which is sensitive to the temporal and spatial synchronization of sensors. Therefore, we propose a Dynamic Cross Attention (DCA) module with a novel one-to-many cross-modality mapping that learns multiple offsets from the initial projection towards the neighborhood and thus develops tolerance to calibration error. Moreover, a dynamic query enhancement is proposed to perceive the model-independent calibration, which further strengthens DCA’s tolerance to the initial misalignment. The whole fusion architecture named Dynamic Cross Attention Network (DCAN) exploits multi-level image features and adapts to multiple representations of point clouds, which allows DCA to serve as a plug-in fusion module. Extensive experiments on nuScenes and KITTI prove DCA’s effectiveness. The proposed DCAN outperforms state-of-the-art methods on the nuScenes detection challenge.
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1 Introduction

3D object detection has been a crucial task for 3D perception in autonomous driving. Although point clouds based approaches have achieved great progress in this task, its sparsity is a challenge for small-object and long-range perception. The camera contains dense textural and color information but lacks depth for accurate 3D localization. Therefore, an effective fusion of LiDAR and cameras is required for accurate and robust 3D perception.

Currently, the main challenge of fusion lies in the misalignment of LiDAR and cameras. Existing research aligns these two modalities by proposal-wise and point-wise methods. The early proposal-wise methods fuse 2D and 3D features from corresponding regions of interest(ROI), which is not only
time-consuming because of the large number of proposals but also imprecise
due to the gap between perspectives and orientation. Recent point-wise meth-
ods [36, 43, 20, 24, 52] align cross-modality feature pairs by projecting 3D points
to the image plane. Such alignment is one-to-one because a 3D point, grid, or voxel corresponds to only one image pixel based on the calibration. Although some point-wise methods such as PointPainting [43] have shown clear advantages against the LiDAR-only methods, they are limited by the nature of calibration. Classical calibration methods optimize the extrinsic matrices in an iterative and dynamic manner [41, 33, 15]. As a result of such dynamic optimization, the calibration matrices and the consequent alignment of feature pairs are also dynamic. However, the one-to-one mapping is fixed by the calibration that is independent of the model, which makes the point-wise methods unaware of and thus weak against the inevitable calibration error caused by the temporal and spatial synchronization of sensors.

Attempts have been made to learn the relationships of cross-modality features by the network itself and get rid of the calibration error from fusion. Transfuser [30] is the pioneer that exploits the self-attention module of Transformer [42, 4] to capture global feature relationships of LiDAR and cameras, which makes the model independent of calibration. However, there are two main obstacles to its application in large-scale outdoor scenarios. First, the model scalability is rather limited due to the high computational complexity of the standard global attention. Second, the features from multiple modalities are simply stacked as the input sequences without any prior conditions, which makes the model hard to converge to the optimal alignment.

To model the dynamic image contexts, learned offsets that stretch the convolution filters have proved its generalized effectiveness in DCN [10], DCNv2 [60], and Deformable DETR [61]. Inspired by its success, we propose a Dynamic Cross Attention (DCA) module that is the first to use a one-to-many mapping to model the dynamic alignment of LiDAR and cameras. In contrast to the one-to-one mapping, DCA takes the calibration as the initial clue and learns multiple offsets and weights towards the neighboring space as well as the adjacent feature levels, as in Fig. 1. On the one hand, such one-to-many feature mapping adaptively learns the local contexts and thus can tolerate a level of calibration error. On the other hand, the one-to-many mapping degenerates to one-to-one when the number of offsets is zero, and thus covers it. Besides, we propose a dynamic query enhancement (DQE) that incorporates the initial one-to-one feature pairs
into the offset prediction. Such feature pairs contain both 3D geometry and initial image neighbor contexts, serving as an informative guide to the optimal alignment and thus enhancing DCA’s tolerance to the initial misalignment. Ablation study shows DCA’s robustness against the calibration error.

Fig. 2: DCA as a plug-in on nuScenes. We draw NDS, mAP, and mAP for each class in %.

The whole network, named Dynamic Cross Attention Network (DCAN), consists of the common image and LiDAR branches and the proposed Dynamic Cross Attention (DCA) module. Compared with some fusion methods that only take a single level of image feature for fusion and require costly 2D segmentation annotations, DCAN takes advantage of multi-level image features for fusion and only needs more accessible 2D detection annotations. The choice of the LiDAR branch is flexible as point-based, grid-based, and voxel-based methods can all be easily adapted to our DCA module. We also adopt a joint-training strategy for better feature learning. Extensive experiments on nuScenes [3] and KITTI [14] prove DCA’s ability to serve as a plug-in fusion module, as in Fig. 2. Moreover, DCAN outperforms published methods for the nuScenes detection challenge. Our main contributions are as followed:

- We propose a novel one-to-many feature mapping to model the dynamic cross-modality alignment, which adaptively learns the local contexts and thus develops tolerance to the calibration error.
- We propose a dynamic query enhancement to perceive the model-independent calibration and provide a stronger guide against the misalignment.
- We propose a flexible architecture that exploits multi-level image features and adapts to varied representations of LiDAR with the plug-in fusion module.
- Extensive experiments on nuScenes and KITTI and the SOTA performance on nuScenes prove the effectiveness of our fusion module and architecture.
2 Related Work

3D object detection from point clouds. Current 3D object detection methods adopt points, grids, and voxels as point cloud representations. Point-based methods including PointRCNN [34] and 3DSSD [49] take raw point clouds as inputs and generate boxes based on each point. Grid-based and voxel-based methods organize point clouds into regular forms that not only are faster to process especially with the proposal of sparse convolutions [25, 16] but also can adopt advanced 2D backbones and structures. PIXOR [48], PointPillar [23], and HVNet [50] encode grid features and perform detection on BEV maps. VoxelNet [57], SECOND [47], and Centerpoint [51] exploit sparse voxels and conduct convolutions only on the non-empty voxels, which increases runtime efficiency while effectively encodes the 3D geometry and spatial information.

LiDAR and camera fusion. Current LiDAR and camera fusion methods can be divided to proposal-wise and point-wise methods. Proposal-wise methods including MV3D [7], AVOD [22] and [59] generate and align proposals in 3D and 2D spaces and adopt fully connected layers or ROI pooling for fusion, which leads to heavy computation load given a large number of proposals. Point-wise methods generate cross-modality feature pairs based on calibration. MVXNet [36] and PointPainting [43] concatenate a point cloud feature with the paired image feature or semantic prediction for fusion. EPNet [20] proposes an LI-Fusion module that learns a weight map for each feature pair. Methods including [24], 3D-CVF [52] and PointAugmenting [44] construct BEV maps of image features to fuse with point cloud BEV features. Such one-to-one mapping is fixed by the model-independent calibration, making the fusion alignment weak against the calibration error.

Since ground-truth object sampling augmentation (i.e. GT-Aug) has been proved negligible in 2D and 3D classification and object detection tasks [53, 2, 47, 34], some fusion methods [54, 44] propose GT-Aug that copies object samples from both point clouds and images and paste them during training to boost the performance. However, such augmentation depends on occlusion relationships and handcraft rules that are difficult to build and optimize. Recently, Transfuser [30] utilizes Transformer to encode the global relationships of point cloud and image features, whose scalability is limited by the high computational cost.

Attention mechanisms. Attention is defined as the weighted sum of features at multiple positions. Attention mechanisms such as SENet [19], CBAM [46], and non-local operation [45] that exploit channel-wise and spatial attention to capture long-range dependencies have become useful plug-ins. Recently, attention-based architectures of stacked self-attention and cross-attention modules like Transformer [42], ViT [11], and DETR [4] have been proposed to draw the global dependencies and shown great potential in 2D [40, 56] and 3D tasks [13, 55, 29, 17] including classification, detection, and segmentation. However, their memory and computation load boost at vast key element numbers and thus hamper the model scalability. Therefore, variants emerge to solve these problems [38], such as local-attention variants as Swin Transformer [26] and Deformable DETR [61] and low-rank methods as Performer [8] and Linear Transformer [21].
Fig. 3: The DCAN architecture and DCA module. The DCAN architecture consists of an image branch for image feature extraction, a LiDAR branch as the 3D detector, and a DCA module for fusion. In the DCA module, multi-level image features are fused into the sparse 3D feature. 1) Each 3D feature is aligned with a reference point on the 2D plane and initial image features by the scale-invariant projection. 2) Then the dynamic query enhancement incorporates the initial feature pairs to generate a query feature that is used to predict offsets towards the neighborhood and adjacent feature levels. 3) Finally, the image features on the predicted offset locations are sampled and fused with the original 3D feature, the result of which is fed into the following 3D detector.

3 Dynamic Cross Attention Network

3.1 Overview

As shown in Fig. 3, the proposed Dynamic Cross Attention Network (DCAN) consists of an image branch for image feature extraction, a LiDAR branch as the 3D detector, and a Dynamic Cross Attention (DCA) module for fusion. DCAN first extracts image and LiDAR features as described in Sec. 3.2. Then our one-to-many DCA module fuses the extracted multi-level image features into the LiDAR feature, whose output is seamlessly fed into the 3D detector for the final training and also inference. The details are described in Sec. 3.3. Furthermore, network details including DCAN’s flexible backbones that enable fusion as a plug-in and the joint-training strategy are described in Sec. 3.4.

3.2 Multi-modality Feature Extraction

DCAN takes as inputs a point cloud with a set of RGB images that are captured by \( K \) cameras and whose projection matrices obtained by extrinsic and intrinsic calibration are known. The network starts from feature extraction.

Multi-level image features. The classic CNN architectures for image feature extraction such as VGG [35] and ResNet [18] generate feature pyramids from low to high levels. The low-level features contain spatial details while the high-level
features provide strong semantics. Among existing fusion methods, MVXNet~[36] chooses high-level semantics in VGG16 while PointAugmenting~[44] adopts the shallow layer of CenterNet~[12] for fine-grained details. To take advantage of both low-level details and high-level semantics, we use multi-level image features from ResNet50 for fusion. We denote the four levels of image features from ResNet50 as \( I = \{I^1_k, I^2_k, I^3_k, I^4_k\} \subset \mathbb{R}^{H \times W \times C} \), whose strides are 4, 8, 16, 32 respectively. \( k \) denotes the camera.

**LiDAR feature extraction.** The general 3D architecture consists of stacked building blocks. Within each block, point-based methods extract and aggregate point-wise features~[31] while voxel-based methods conduct sparse convolutions~[25]. Due to its geometric nature, 3D LiDAR features are associated with spatial coordinates under all kinds of representations including points, voxels, and grids. We define a 3D feature from a 3D detector with \( N \) voxels, points or grids as \( R = \{F \in \mathbb{R}^{N \times C}, P \in \mathbb{R}^{N \times 3}\} \), where \( F \) denotes the features and \( P \) denotes the associated coordinates.

### 3.3 Dynamic Cross Attention Module

As in Fig. 3, the Dynamic Cross Attention (DCA) module is proposed to fuse the extracted cross-modality features. Each 3D feature is aligned with a reference point on the image plane by the scale-invariant projection that is consistent on different scales of image features. Then for each reference point, the *dynamic query enhancement* (DQE) generates a query feature that is used to predict multiple offsets and weights towards the neighborhood on multi-level image features. With the learned offsets and weights, we sample the image features and finally fuse with the original 3D feature, the result of which is fed to the following 3D detector.

**Scale-invariant projection.** To align each 3D feature with 2D points on multi-level image feature maps, we conduct scale-invariant projection based on the calibration. The projected 2D points, *i.e.* reference points, serve as the initial clue for the following fusion. Define the calibration matrices for \( K \) cameras as \( \mathcal{T} = \{T^1, \ldots, T^K\} \subset \mathbb{R}^{4 \times 3} \). We project the points onto the 2D planes by

\[
\overline{P} = P \oplus \mathbb{1}, \overline{P}_{\text{ref}}^k = T^k \overline{P},
\]

where \( \oplus \) denotes concatenate and \( \overline{P} \) is the homogeneous counterpart of \( P \). Then \( \overline{P}_{\text{ref}}^k \in \mathbb{R}^{N \times 3} \) can be normalized by its third dim, which becomes the homogeneous coordinates of \( P_{\text{ref}}^k \in \mathbb{R}^{N \times 2} \), where \( \overline{P}_{\text{ref}}^k = \overline{P}_{\text{ref}}^k \oplus \mathbb{1} \). The coordinates of each \( P_{\text{ref}}^k \in \overline{P}_{\text{ref}}^k \) are normalized to range \([0, 1]\) by dividing the image size, and thus become invariant on different strides of image feature maps.

**Dynamic query enhancement.** Since the 3D feature and the initial multi-scale image features on the reference point both correspond to that reference point, we incorporate these features to generate a query feature for the following offset prediction. Compared with the *one-to-one* mapping that is fixed by and unaware of the calibration, our resulting query feature contains cross-modality
Algorithm 1 Dynamic Cross Attention Module

**Input:** Sparse LiDAR feature $R_1 \leftarrow \{F, P \in \mathbb{R}^{N \times 3}\}$, projected reference points $P_{\text{ref}}^k$, and multi-level image features $I_1 \leftarrow \{I_1^k, I_2^k, I_3^k, I_4^k\} \subseteq \mathbb{R}^{H \times W \times C}$

**Output:** Sparse fusion feature $\bar{R}$

1: for $n \leftarrow 1$ to $N$ do
2: \hspace{1em} $f^n \in F, p^n \in P$
3: \hspace{2em} for $k \leftarrow 1$ to $K$ do
4: \hspace{3em} $p_{\text{ref}}^{kn} \leftarrow \text{Eq. 1}$ \hspace{1em} // scale-invariant projection
5: \hspace{3em} $f_{\text{query}}^{kn} \leftarrow \text{Eq. 3}$ \hspace{1em} // dynamic query enhancement
6: \hspace{3em} $\Delta p_{\text{ref}}^{kn} \leftarrow \text{MLP}(f_{\text{query}}^{kn}) \in \mathbb{R}^{(L \times M \times D) \times 2}$ \hspace{1em} // offsets prediction
7: \hspace{3em} $w_{\text{ref}}^{kn} \leftarrow \text{MLP}(f_{\text{query}}^{kn}) \in \mathbb{R}^{L \times M \times D}$ \hspace{1em} // weights prediction
8: \hspace{3em} $I_{\text{value}}^{kn} \leftarrow \text{Eq. 4}$ \hspace{1em} // one-to-many attention
9: \hspace{2em} end for
10: \hspace{1em} $I_{\text{value}}^{n} \leftarrow \text{Eq. 5}$ \hspace{1em} // mean of valid views
11: \hspace{1em} $f^n \leftarrow \text{FFN}(f^n + I_{\text{value}}^{n}) \in \bar{F}$
12: end for
13: return $\bar{R} \leftarrow \{\bar{F} \in \mathbb{R}^{N \times C}, P \in \mathbb{R}^{N \times 3}\}$

3D geometry and the initial image neighborhood contexts, providing comprehensive information for the offset prediction and thus enhancing DCA’s tolerance to the initial misalignment.

For each reference point $p_{\text{ref}}^{kn}$, the associated LiDAR feature is $f^n \in F$. We fetch the image features by bilinear interpolation:

$$I_{\text{ref}}^{kn} = f_{\text{bit}}(I_{l}^{k}, p_{\text{ref}}^{kn}),$$ \hspace{1em} (2)

where $I_{\text{ref}}^{kn}$ is the feature for $n$-th reference point on the $l$-th level of image from $k$-th camera. For each camera view $k$, we first use $1 \times 1$ convolution and MLP to unify the feature channels of $I_{\text{ref}}^{kn}$ and $f^n$ respectively. Then we obtain an enhanced query feature by

$$f_{\text{query}}^{kn} = \text{LN} (\text{MLP}(f^n)) \oplus \text{LN} (\text{Conv}_{1 \times 1}(I_{\text{ref}}^{kn})), \forall l,$$ \hspace{1em} (3)

where $\oplus$ denotes concatenate operation, and LN denotes LayerNorm [1].

**Dynamic cross attention.** Then $f_{\text{query}}^{kn}$ is fed into two MLP layers to predict the sampling offsets $\Delta p_{\text{ref}}^{kn} \in \mathbb{R}^2$ and the corresponding attention weights $w_{\text{ref}}^{kn} \in \mathbb{R}$ respectively. $D$ points towards $M$ directions on $L$ levels of image features that compose a total number of $D \times M \times L$ offsets and weights are predicted. We sample the features on all of the learned offset locations and conduct a weighted addition of them by the learned weights:

$$I_{\text{value}}^{kn} = \sum_{l,m,d} w_{\text{ref}}^{kn}_{l,m,d} \cdot f_{\text{bit}}(I_{l}^{k}, p_{\text{ref}} + \Delta p_{\text{ref}}^{kn}),$$ \hspace{1em} (4)

where $\sum_{l,d} w_{\text{ref}}^{kn}_{l,m,d} = 1$, implemented by softmax. Since a 3D point can have one or two valid $p_{\text{ref}}^{kn}$ among all $K$ camera views considering overlap, we conduct
mean operation among the \(K^*\) valid reference points for each 3D point:

\[
I_{\text{value}}^n = \frac{1}{K^*} \sum_{k^*} I_{\text{value}}^{k^*n}, \forall n,
\]  

(5)

Finally, the dynamic cross attention is described as:

\[
\bar{F} = \text{CrossAttn}(R, \mathcal{L}) = \text{FFN}(f^n + I_{\text{value}}^n), \forall n,
\]  

(6)

where FFN denotes the feed-forward layer as in Transformer [42]. Note that we add \(I_{\text{value}}^n\) to the raw LiDAR feature instead of the enhanced query feature. The resulting sparse fusion features are fed into the followed 3D detector for supervision and also inference. The entire DCA module is described as Alg. 1.

3.4 Network Details

**Flexible backbones.** The choice of backbones is flexible in DCAN. For the LiDAR backbone, DCAN can adapt to multiple representations including points, grids, and voxels. A point feature as in 3DSSD [49] naturally associates with 3D coordinates to project the reference point. For a voxel feature as in Centerpoint [51] and SECOND [47], the associated coordinates could be the mean of points within the voxels. For a grid feature as in PointPillar [23], we take those pillars with raw 3D points in them as query features and take the mean of points as the reference point. For the image backbone, we use a 2D detection network instead of 2D segmentation networks considering the high costs of 2D segmentation annotations.

**Joint-training strategy.** In many existing fusion works, pre-trained backbones of Faster-RCNN [32] or HTCNet [5] are utilized for image feature extraction while the model parameters are frozen or explicitly supervised by 3D detectors. Considering the complementary natures of point clouds and images, we adopt a joint-training strategy. An image detector works as an auxiliary loss to directly supervise the image feature extractor by the 2D bounding box annotations. Such supervision is cost-free for inference while benefiting the 3D detector in an explicit manner.

4 Experiments

In this section, we test our model on the standard benchmark dataset nuScenes [3] and KITTI [14]. We compare our network with the state-of-the-art methods on the nuScenes test set. Extensive results of the proposed DCA serving as a plug-in module on point-based, grid-based, and voxel-based 3D detectors prove its generalized effectiveness. In the ablation study, we validate the effectiveness of one-to-many mapping and DQE, and explore the selection of hyper-parameters. A disturbance during training and inference shows our one-to-many DCA’s robustness against the calibration error compared with the one-to-one mapping.
4.1 Dataset and Metrics

**nuScenes** is a challenging large-scale dataset developed for autonomous driving. nuScenes consists of 1000 scenes of 20s duration, 850 of which for training and validation and 150 for testing. The point clouds are annotated with 3D bounding boxes and semantic labels every 5 frames. Each annotated frame is associated with images from six cameras [front, front_right, front_left, back, back_right, back_left] by the extrinsic and intrinsic matrices. 10 out of 23 annotation classes are used for evaluation. Except for 3D annotations, nuScenes also released a 2D dataset named nuImages. It contains 93,000 images with 2D bounding boxes of classes consistent with 3D detection.

**KITTI** is a relatively small dataset that offers synced LiDAR points and front-view images. KITTI provides 3D bounding boxes of cars, pedestrians, and cyclists. Only objects visible in the image are annotated. In our experiments, we follow the practice of MV3D [7] and SECOND [47] to split the 7481 training samples into a training set of 3712 samples and a validation set of 3769 samples.

**Evaluation metrics.** We follow the official metrics given by nuScenes and KITTI. nuScenes evaluates Average Precision (AP) and five consolidated error types Translation Error (ATE), Average Scale Error (ASE), Average Orientation Error (AOE), Average Velocity Error (AVE), and Average Attribute Error (AAE), all of which are unified to a scalar score, nuScenes detection score (NDS) [3]. On KITTI, we evaluate the mAP of bird-eye view (BEV5) with 0.7 IOU at easy, moderate, and hard difficulties.

| Methods             | Modality | NDS(%) | mAP(%) | Car | Truck | Bus | Trailer | C.V. | Ped. | Moto. | Bicycle | T.C. | Barrier |
|---------------------|----------|--------|--------|-----|-------|-----|---------|------|------|-------|---------|------|---------|
| PointPillars [23]   | L        | 55.0   | 40.1   | 76.0 | 31.0  | 32.1| 36.6    | 11.3 | 64.0 | 34.2  | 14.0    | 45.6 | 56.4    |
| 3DSSD [49]          | L        | 56.4   | 46.2   | 81.2 | 47.2  | 61.4| 30.5    | 12.6 | 70.2 | 36.0  | 8.6     | 31.1 | 47.9    |
| CBGS [53]           | L        | 63.3   | 52.8   | 81.1 | 48.5  | 54.9| 42.9    | 10.5 | 80.1 | 51.5  | 22.3    | 70.9 | 65.7    |
| HotSpotNet [6]      | L        | 66.0   | 59.3   | 83.1 | 50.9  | 56.4| 53.3    | 23.0 | 81.3 | 63.5  | 36.6    | 73.0 | 71.6    |
| Centerpoint [51]    | L        | 67.3   | 60.3   | 85.2 | 53.5  | 63.6| 56.0    | 20.0 | 54.6 | 59.5  | 30.7    | 78.4 | 71.1    |
| PointAugmenting [44]| L + C    | 58.1   | 46.4   | 77.9 | 35.8  | 36.2| 37.3    | 15.8 | 73.3 | 41.5  | 24.1    | 62.4 | 60.2    |
| 3DCVF [52]          | L + C    | 62.3   | 52.7   | 83.0 | 45.0  | 48.8| 49.6    | 15.9 | 74.2 | 51.2  | 30.4    | 62.9 | 65.9    |
| MOCA [54]           | L + C    | 70.9   | 66.6   | 86.7 | **58.6 67.2** | 60.3 | **32.6 87.1** | 67.8 | 52 | 81.3 | 72.3    |
| PointAugmenting [44]| L + C    | 71.1   | 66.8   | 87.5 | 57.3  | 65.2| **60.7 28.0** | 87.9 | **74.3** | 50.9 | 83.6 | **72.6** |
| DCAN(ours)          | L + C    | **71.6** | **67.3** | **87.8** | 58.5 | 66.8| 60.5    | **22.5 88.8** | 73.2 | **53.0 84.4** | **71.1** |

Table 1: Performance comparisons on nuScenes detection test set. "L" and "C" denote the input modality of LiDAR and cameras respectively. We report NDS, mAP, and mAP for each class. Abbreviations: construction vehicle (C.V.), pedestrian (Ped.), motorcycle (Moto.), and traffic cone (T.C.).

4.2 Implementation Details and Results

**Model details.** Our model consists of a ResNet50 to extract image features, a flexible 3D detector, and a DCA module. We use ResNet50 pre-trained by
HTCNet on nuImages for nuScenes, and for KITTI we use ResNet50 pre-trained by Faster R-CNN \cite{32} as in MOCA \cite{54}. In the DCA module, we have three hyper-parameters $L$, $M$, and $D$ that denote the levels of the image features for fusion, the number of directions, and the number of offsets towards each direction on each feature level, respectively. We use all levels for fusion, \textit{i.e.} $L = 4$, and set $M$ and $D$ as 8 and 4 respectively. More details are in the ablation study. In the joint training strategy, we choose FCOS \cite{39} as our 2D detector.

**Comparison to state-of-the-arts** As in Tab. 1 we compare DCAN with the state-of-the-art methods on the nuScenes test set. We adopt Centerpoint \cite{51} as the 3D detector and plug the DCA module into the 2nd block for test submission. We set the point cloud range as $[-54m, 54m]$ for the X and Y axis, and $[-5m, 3m]$ for the Z axis. The voxel size is set $[0.075m, 0.075m, 0.2m]$. We use 10 sweeps for point cloud enhancement. We adopt a group balancing strategy called CBGS \cite{58}. To save memory usage, the input images are resized from $(1600, 900)$ to $(800, 450)$. We also use data augmentation: 3D random rotation of $[-22.5^\circ, 22.5^\circ]$, 3D random scale of $[0.95, 1.05]$, 2D and 3D random flip. We adopt hybrid optimizers following MOCA \cite{54}. An AdamW \cite{27} with the initial learning rate of $1e^{-4}$ and a weight decay of 0.01 is used to optimize the DCA and the 3D detector, while an SGD \cite{37} with a learning rate of 0.002, a momentum of 0.9, and a weight decay of $1e^{-4}$ is used to optimize the 2D detector including ResNet50. We train the model on 8 GeForce RTX 3090 GPUs at a batch size of 2 for 20 epochs with mixed precision training \cite{28}.

Before this paper is submitted, our method outperforms published methods for the nuScenes detection challenge. We do not use GT-Aug or model ensemble. As in Tab. 1, DCAN’s performance on the small objects including pedestrian, bicycle, and traffic cone outperforms the second-best methods for 0.9, 2.1, and 0.8 respectively. Considering that bicycles only count for 1.02% of all the annotated objects and that MOCA \cite{54} and PointAugmenting \cite{44} both adopt GT-Aug to alleviate the class imbalance problem, DCAN works outstandingly for bicycles. DCAN models the dynamic alignment of point clouds and images, which is caused by the dynamic optimization of calibration. Therefore, compared with the point-wise methods whose \textit{one-to-one} mapping is fixed by the given calibration, DCAN performs especially well for small objects that are relatively sensitive to the calibration error.

**DCA as a plug-in.** We add DCA to LiDAR-only detectors including grid-based, voxel-based, and point-based methods on nuScenes and KITTI dataset. The detectors include PointPillars \cite{23}, Centerpoint \cite{51}, SECOND \cite{47}, and 3DSSD \cite{49}. The results are shown in Tab. 2 and Tab. 3. The reports of baselines result from the implementation by MMDetection3D \cite{9}, and we remove the GT-Aug from the data augmentation for a fair comparison. We train the model for the same training epochs with and without DCA. We only compare Car results on KITTI because 3DSSD only reports Car results. We report a complete comparison with SECOND on KITTI in the supplementary.

In Tab. 2 DCA boosts the NDS of 10.0 for PointPillars and 5.6 for Centerpoint. While the detection performance of the DCA module generalizes well on
Table 2: Comparisons of results on nuScenes validation set. We report NDS, mAP, and mAP for each class.

| Methods               | NDS  | mAP  | Car  | Truck | Bus  | Trailer | C.V.  | Ped.  | Moto. | Bicycle | T.C  | Barrier |
|-----------------------|------|------|------|-------|------|---------|-------|-------|-------|---------|------|---------|
| PointPillars          | 53.3 | 40.0 | 81.4 | 31.8  | 1.3  | 44.4    | 16.6  | 52.8  | 39.6  | 9.7     | 71.4 | 30.8    |
| PointPillars+DCA      | 63.3 | 56.7 | 87.8 | 44.9  | 6.4  | 47.3    | 28.9  | 73.8  | 64.7  | 46.9    | 85.7 | 66.3    |
| Gains of fusion       | +10.0| +16.7| +6.3 | +13.1 | +5.1 | +2.9    | +12.3 | +21.0 | +25.1 | +37.2   | +14.3| +35.5   |
| Centerpoint           | 61.4 | 54.1 | 82.7 | 52.5  | 11.3 | 62.0    | 25.7  | 57.7  | 59.7  | 42.4    | 79.5 | 58.1    |
| Centerpoint+DCA       | 67.0 | 64.1 | 86.6 | 59.6  | 15.0 | 66.5    | 35.2  | 68.2  | 75.2  | 65.6    | 84.7 | 71.3    |
| Gains of fusion       | +5.6 | +10.0| +3.9 | +7.1  | +3.7 | +4.5    | +9.5  | +10.5 | +15.5 | +23.2   | +5.2 | +13.2   |

Table 3: Comparisons of Car Results on KITTI validation set.

| Methods               | AP_{BEV} (IOU = 0.7) |
|-----------------------|-----------------------|
|                       | Easy     | Mod.    | Hard    |
| SECOND [47]            | 90.2     | 86.5    | 79.9    |
| SECOND+DCA             | 90.4     | 88.2    | 87.0    |
| Gains of fusion        | +0.2     | +1.7    | +7.1    |
| 3DSSD [49]             | 89.6     | 86.1    | 80.6    |
| 3DSSD+DCA              | 90.5     | 87.3    | 80.7    |
| Gains of fusion        | +0.9     | +1.2    | +0.1    |

every class, the small objects are improved especially great with the gains mostly over 10 AP. In general, the classes that originally perform worse and have fewer samples receive relatively greater gains. The largest increase for both methods is on the bicycle class, which achieves 37.2 and 23.2, respectively. In Tab. 3, while limited by the small size of KITTI, DCA still raises the performance of both SECOND and 3DSSD. The more difficult Moderate and Hard objects receive greater gains. The general improvements and especial benefits for small objects on the 3D detectors of all types of representations manifest the generalization of DCA and its great potential to serve as a plug-in fusion module.

Latency. Since DCA is designed as a plug-in module, the latency of the whole network mainly relies on the chosen image and LiDAR backbones, as shown in Tab. 4. The #params of PointPillar+DCA and Centerpoint+DCA are 348M and 241M, respectively. The DCA modules cost 12.7% and 10.9% of overall respectively. The efficiency of DCA can be improved by processing the projection and bilinear sampling of six views as a batch, which enables sampling to cost under 2 ms in our experiments. Mixed precision training [28] saves 10.5% memory and 6.7% training time while hurts 1.3 NDS for Centerpoint+DCA.

Table 4: Latency of DCA fusion and other modules on a 2080Ti.
4.3 Ablation Study

In this section, we conduct a detailed ablation study of each DCA component and validate our DCA module’s robustness against the calibration error. We adopt ResNet50 for image feature extraction and Centerpoint as the 3D detector. The point cloud range is set as $[-51.2m, 51.2m]$ for the $X$ and $Y$ axis, and $[-5m, 3m]$ for the $Z$ axis, and the voxel size is set as $[0.1m, 0.1m, 0.2m]$ throughout the ablation study.

| Ablation factor                        | Offset learning | Collection of $L$ | $D$ | $M$ | NDS mAP   |
|----------------------------------------|-----------------|-------------------|-----|-----|-----------|
| one-to-one mapping w/ or w/o offset learning | ✓               | {1}               | 1   | 1   | 64.5 59.2 |
|                                        | ✓               | {1}               | 1   | 1   | 65.1 61.6 |
| image feature levels used for fusion    | ✓               | {1}               | 1, 2| 8   | 65.9 62.7 |
|                                        | ✓               | {1, 2}            | 8   | 4   | 67.2 64.8 |
|                                        | ✓               | {1, 2, 3}         | 8   | 4   | 67.8 65.0 |
|                                        | ✓               | {1, 2, 3, 4}      | 8   | 4   | 68.0 64.9 |
| the number of directions                | ✓               | {1, 2, 3, 4}      | 2   | 4   | 67.5 64.4 |
|                                        | ✓               | {1, 2, 3, 4}      | 4   | 4   | 67.7 64.8 |
|                                        | ✓               | {1, 2, 3, 4}      | 8   | 8   | 68.0 64.9 |
| the number of offsets towards each direction on each image feature level | ✓               | {1, 2, 3, 4}      | 8   | 8   | 67.9 64.9 |
|                                        |                 |                   | 16  |     | 67.6 64.4 |

Table 5: Ablation study of one-to-many mapping.

**One-to-many mapping.** In Tab. 5, we conduct experiments about the offset learning and the hyper-parameters that decide the number of learned offsets. The first row is the result of the one-to-one mapping, for which we naively concatenate each 3D feature and its aligned image feature of stride 4, i.e. the 1st image level, based on the calibration for fusion, following the state-of-the-art PointAugmenting [44]. As Tab. 5 shows: 1) Learning offsets improves the one-to-one mapping by 0.6 NDS and 2.4 mAP, which shows the necessity to optimize the initial alignment by the calibration. 2) By fusing more and all 4 levels of image features, DCAN achieves better and the best performance, respectively. 3) The performance of different $D$s and $M$s are very close where 8 and 4 are the optimal choices, respectively. Notably, thanks to our scale-invariant projection and processing the sampling and bilinear interpolation of six views as a batch, the time cost among all groups of selected $L$, $D$, and $M$ varies within 4 ms. The results throughout Tab. 5 are with DQE.

**Dynamic query enhancement.** In Equ. 3, we can choose to use LiDAR, image, or both features as the query feature for offset and weight prediction. Tab. 6 shows the benefits of incorporating both features. We set collection of $L$ as $\{1, 2, 3, 4\}$, $D = 8$, and $M = 4$ for the experiments.
Table 6: Ablation study of the type of the query feature used for offset and weight prediction. L and I stand for LiDAR and image respectively.

| query feature | NDS  | mAP |
|---------------|------|-----|
| L             | 67.4 | 64.5|
| I             | 67.1 | 64.4|
| L+I           | 68   | 64.9|

Calibration error test. As in Sec. 3.3, we propose one-to-many mapping to model the dynamic calibration-based alignment of point clouds and images. Besides, the DQE is proposed to provide cross-modality guidance for the offset prediction. We test our one-to-many DCA module without and with DQE, and compare them with the one-to-one mapping. In the case of DCA without DQE, we simply use the original 3D feature for the offset prediction. To implement the one-to-one mapping, we concatenate each 3D feature and its aligned image feature of stride 4 as described in Tab. 5. Besides, to test the robustness against the calibration error, we introduce disturbance to the calibration during training and validation. 50% possibility of disturbance that obeys an even distribution within $2^\circ$ rotation and 20 cm translation are added to the initial calibration matrices. An example is given by Fig. 4.

As is shown in Tab. 7: 1) With and without validation disturbance, the one-to-many models without DQE have drop of 0.1 and 0.6 NDS, respectively, which are 10 times and 1.8 times lower than the drop of 1.8 and 1.7 NDS of the one-to-one model, respectively. Such comparisons show the tolerance to the calibration error of the one-to-many mapping. 2) With and without validation disturbance, the DQE further gains 0.3 and 0.4 NDS based on the one-to-many mapping, which proves DQE’s ability to further strengthen the robustness of the DCA module. 3) Both the proposed models have lower losses of disturbance on most of the classes compared with the one-to-one model. In summary, it is safe to say that DCA develops robustness against the calibration error compared with the one-to-one methods.

Fig. 4: The left and right pictures are the projected reference points before and after disturbance, respectively.

5 Limitations

As in Sec. 4.3, we prove DCA’s robustness against an extent of calibration error. However, the proposed method has the following limitations: 1) Without distur-
In this paper, we propose a Dynamic Cross Attention (DCA) module that adopts a novel one-to-many mapping to model the dynamic calibration-based alignment of point clouds and images. DCA learns multiple offsets from the initial projection towards the neighborhood and the adjacent feature levels and thus can tolerate a level of calibration error. The *dynamic query enhancement* (DQE) is proposed to incorporate the initial feature pairs into the offset prediction, which further strengthens DCA’s tolerance to the initial misalignment. The whole fusion architecture DCAN adopts multi-level image features and adapts to multiple representations of point clouds, enabling DCA as a plug-in fusion module. Extensive experiments prove DCA’s generalized effectiveness and its robustness against the calibration error.

### 6 Conclusion

In this paper, we propose a Dynamic Cross Attention (DCA) module that adopts a novel one-to-many mapping to model the dynamic calibration-based alignment of point clouds and images. DCA learns multiple offsets from the initial projection towards the neighborhood and the adjacent feature levels and thus can tolerate a level of calibration error. The *dynamic query enhancement* (DQE) is proposed to incorporate the initial feature pairs into the offset prediction, which further strengthens DCA’s tolerance to the initial misalignment. The whole fusion architecture DCAN adopts multi-level image features and adapts to multiple representations of point clouds, enabling DCA as a plug-in fusion module. Extensive experiments prove DCA’s generalized effectiveness and its robustness against the calibration error.
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