Autonomous Tracking of Sea Turtles based on Multibeam Imaging Sonar: Toward Robotic Observation of Marine Life
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Abstract: This paper proposes a method for autonomous underwater vehicles to track sea turtles without attaching any tag to them, toward efficient and long-term observation of marine life. The method utilizes convolutional neural network (CNN) for detecting a sea turtle in sonar imagery. Surge and yaw movements of the vehicle are controlled to maintain the relative distance and direction to the detected target. The proposed method was implemented in the AUV HATTORI. The AUV succeeded in tracking a sea turtle in natural condition for 270 seconds in shallow sea.
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1. INTRODUCTION

Tracking and logging marine life are important for understanding their habitat, behavior, and ecology. Recently, the method called bio-logging is widely used to monitor wild life. The method employs miniature animal-attached electronic tags to collect scientific data on the movement, behavior and physiology of free-ranging animals. The method is especially important in underwater environment, where other sensing methods are difficult to be applied. There have been a number of new findings on marine life such as whales, dolphins, penguins, sea turtles, fishes, birds, and so on, brought by the method (Hayes et al. (2016)). On the other hand, it is often difficult to attach tags to marine life, especially when the target is savage, rarely surfaces, or has slippery skins. Recovery of the tags is also a big challenge. There is also a concern that the tag itself might affect the target.

This paper proposes a method for autonomous underwater vehicles (AUVs) to track sea turtles without attaching any tag to them, toward efficient and long-term observation of marine life. The method utilizes a multibeam imaging sonar as the main sensor to detect sea turtles. The proposed method employs sonar, so that the AUV can track a sea turtle at a distance of several meters in turbid waters. There are two types of sensors, optics and acoustics, those can be used to detect sea turtles. In general, optical sensors such as camera can detect more detailed features than sonars, as light has much higher frequency than sound. However, the range is limited to typically several meters. It is often less than one meter in coastal water. On the other hand, sonars have a longer range at the cost of resolution. The proposed method employs sonar, so that the AUV can track a sea turtle at distance of several meters in turbid waters. Figure 1 shows the concept of the method. A forward looking multibeam imaging sonar is mounted at the nose of the AUV. This sonar can scan wide area at once by hundreds of fan-shaped acoustic beams. The AUV is also a big challenge.

2. TRACKING METHOD

The advantage of the proposed method is that there is no need to attach tags to the target. As the method relies only on sensors mounted on the AUV, the method mitigates troubles relating to attaching/recording tags. The method is also applicable to animals those are difficult to pre-capture for tagging such as deep sea sharks. Furthermore, the method has a large potential on measurable data type, quality, and duration, as any sensor can be used as long as the AUV can house it. This paper focuses on the tracking algorithm and results of sea experiments using our test-bed AUV HATTORI. See Horimoto et al. (2018) for details of the detection algorithm.

The structure of the paper is as follows. Section 2 introduces the overview of the proposed method. Section 3 explains about the convolutional neural network (CNN) based algorithm to detect sea turtles. Section 4 reports the results of sea experiments using the AUV HATTORI. In the experiments, the AUV succeeded in tracking a sea turtle in natural condition for 270 seconds.
assumed to be able to measure its depth and attitude (roll, pitch) and yaw angular velocity. The AUV is assumed to be able to control at least two degree of freedom, surge and yaw. It is also assumed that the AUV is at the same depth with the sea turtle.

The block diagram of the method is shown in Fig. 2. The sea turtle detector estimates the relative position of the target from the acoustic image by the CNN based algorithm, and then outputs the distance $r$ and direction $\theta$ to the target. Definition of $r$ and $\theta$ are shown in Fig. 3. The references of surge force and yaw moment, $F_x$ and $M_z$, are generated by the independent PID controllers, so that the AUV maintains the distance and direction to the target at the reference value of $r$ and $\theta$, respectively. Typically, $\theta = 0$. In case a surge velocity sensor such as flow meter is available, velocity reference $v_x$ can be used. Then the reference force $F_x$ is generated by another PID controller with velocity feedback.

### 3. SEA TURTLE DETECTOR

Interpretation of acoustic images is challenging due to acoustic shadow, low S/N ratio and ambiguity with acoustic beam aperture. Changing shape and various texture of sea turtles also make the reflection complicated. Recently, CNN (Convolutional Neural Network) based image recognition and detection methods are successfully applied to optical images. These methods have been also applied to acoustic images to detect specific target, such as ROV (Kim and Yu (2016)) and debris (Valdenegro-Toro (2016)).

The proposed method employs YOLOv2 (Redmon and Farhadi (2017)), convolutional neural network based object detection method, as the method has capability of real-time detection with high detection precision. The method is also robust against changes in scale and shape of the target. The method can handle multiple detection. In case more than one candidates were found in a single sonar image, the one with the highest probability is selected as the target.

Comparing to optical images, collecting acoustic images takes more time and effort. For training the model with fewer datasets, the fine-tuning method is applied, where the network was initially trained by other datasets, and retrained by the actual acoustic images. YOLOv2 was originally developed for optical images those have 3 color channels. However, sonar images have only 1 channel. The authors trained and tested the network, considering the sonar image as 3 channels image where all the channels have the same value.

After trained with the large dataset of optical images (Deng et al. (2009)), the network was retrained with a dataset of acoustic images. The dataset was collected by an ROV with a multibeam imaging sonar at a tank and shallow sea. Specifications of the sonar is shown in Table 1. The two species, loggerhead turtle (Caretta caretta) and green turtle (Chelonia mydas), were observed. The turtles were manually labelled on the acoustic images. Optical images were also collected at the tank as a reference. The dataset of 1190 still images were divided into training dataset (415 images obtained at the tank), validation dataset (126 images obtained at the tank), and the test dataset (649 images obtained at the shallow sea). The final score was 88 % precision and 64 % recall. See Horimoto et al. (2018) for details.

### 4. EXPERIMENTS

Sea experiments were conducted in November 2018, at the shallow and closed environment, the same place where the dataset used to test the trained network was collected. The dataset was used only to test, or for measuring the performance of the trained network. So, the network had not been trained using the information of this site.
were set to be the diver moved away. The reference distance and direction a diver. The vehicle started the tracking mission as soon as 0.85 m was brought several meters in front of the vehicle by A loggerhead turtle with the straight carapace length of in post processing. A forward-looking camera was installed for verification sonar image acquisition and target detection was around 8 Hz. A forward-looking camera was installed for verification in post processing.

A loggerhead turtle with the straight carapace length of 0.85 m was brought several meters in front of the vehicle by a diver. The vehicle started the tracking mission as soon as the diver moved away. The reference distance and direction were set to be $r = 4.0 \, \text{m}$, $\theta = 0.0 \, \text{deg}$, respectively.

The vehicle succeeded in tracking the free-swimming sea turtle for around 270 sec. Time series of sonar and camera images obtained by the vehicle, and images taken by an outside camera are shown in Fig. 5. Detected sea turtle is indicated by red rectangles in the sonar images. The target is dimly seen in the camera images at 0 and 140 sec. The target is clearly seen and detected in the sonar image at 270 sec, although it is hardly seen in the camera image taken at the same time. Relative distance and direction to the target, estimated by the vehicle in real-time, are shown in Figs. 6 and 7, respectively. The tracking error in distance and direction were within 1 m and 10 deg, respectively. Figure 8 indicates the number of sea turtle detections per second. There were constantly 8 detections throughout the mission. Although the target was lost for two times at around 60 and 110 sec, it was soon recovered within several seconds.

Trajectory of the sea turtle estimated from the information collected by the AUV is shown in Fig. 9. The trajectory is based on the AUV’s trajectory, which was estimated by the control reference to the thrusters and IMU measurements. Origin of the coordinates is the initial position of the AUV. Segments with the estimated velocity of over 5 m/s were filtered out to eliminate noises. Moving average filter with the window size of 5 sec was also applied.

The external camera images indicates that the sea turtle submerged at around 270 sec. As the target disappeared from the sonar image simultaneously, the sea turtle was considered to have gone out of the field of view by descending. Extension to 3D environment is necessary to increase robustness against vertical movement of the target. As the vertical field of view of an multibeam imaging sonar is limited, stochastic search algorithm will be necessary.

5. CONCLUSION

This paper proposed a method for autonomous underwater vehicles to track sea turtles without attaching any tag to them, toward efficient and long-term observation of marine life. The method uses a multibeam imaging sonar to detect sea turtles. The method utilizes YOLOv2, a CNN based detector, to detect sea turtles in sonar imagery. Surge and yaw movements of the vehicle are controlled to maintain the relative distance and direction to the detected target. The proposed method was implemented in the AUV HATTORI. In the experiment held at shallow sea, the AUV succeeded in tracking a free-swimming sea turtle in natural condition for 270 sec.
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