Optimal finite-time heat engines under constrained control
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We optimize finite-time stochastic heat engines with a periodically scaled Hamiltonian under experimentally motivated constraints on the bath temperature T and the scaling parameter λ. We present a general geometric proof that maximum-efficiency protocols for T and λ are piecewise constant, alternating between the maximum and minimum allowed values. When λ is restricted to a small range and the system is close to equilibrium at the ends of the isotherms, a similar argument shows that this protocol also maximizes output power. These results are valid for arbitrary dynamics.

We illustrate them for an overdamped Brownian heat engine, which can experimentally be realized using optical tweezers with stiffness λ.

I. INTRODUCTION

The unprecedented improvement in experimental control over microscopic Brownian [1] and quantum systems [2–4] has induced a revolution in the study of heat engines [5, 6]. It aims to generalize equilibrium and finite-time thermodynamics [7–15] to the nanoscale, where thermal and quantum fluctuations render thermodynamic variables such as work and heat stochastic [16]. Intense effort is devoted to uncover optimal performance of stochastic heat engines [16–42]. However, optimal control protocols are only known under approximations of fast [34–36] or slow [37–42] driving, or for specific microscopic models: engines based on overdamped Brownian particles in harmonic [24], log-harmonic [43], or slowly-varying potentials [44], and for an underdamped harmonic Brownian heat engine [45]. Furthermore, most these exact results have been obtained under constraints on the state of the working medium of the engine [46], instead of experimentally motivated constraints on the control parameters [47, 48]. An exception is Ref. [49], showing that reaching maximum efficiency of slowly driven cyclic heat engines requires control over the scaling of the full Hamiltonian to avoid heat leakages.

In this letter, we optimize finite-time thermodynamic cycles under constraints on control parameters such as trap stiffness of optical tweezers λ and bath temperature T. We show that, different from constraining the response such as the width σ of the phase distribution, constraining the control allows for surprisingly simple and general derivation of maximum-efficiency and maximum-power protocols. Besides other stark differences, for constrained control of Brownian heat engines, these protocols significantly outperform the protocol optimised for power and efficiency under constraints on σ [24].

II. SETUP

Following Ref. [49], we assume that the Hamiltonian of the system that serves as a working medium of the stochastic heat engine is of the form,

\[ H(x, t) = \lambda(t)f(x), \]  

where the control parameter \( \lambda(t) \) periodically expands and shrinks the energy spectrum in time, and \( f(x) \) is an arbitrary function of the system degrees of freedom \( x \) such that the equilibrium partition function \( Z(t) = \int dx \exp[-H(x, t)/(k_B T)] \) is finite for all \( k_B T > 0 \). This class of Hamiltonians generalizes the well-known ‘breathing’ parabola model [24] for an overdamped particle trapped in a parametrically driven harmonic potential.

It also includes semi-classical two (or multi) level systems with controlled gaps between the individual energy levels [16], and quantum spins, where the control parameter is an externally controlled magnetic field [17].

We connect the system to a heat bath and periodically alter its temperature \( T(t) \) with the same finite period \( t_p \), as \( \lambda(t) \). The parameters under experimental control are thus \( \lambda(t) \) and \( T(t) \), and we assume that experimental conditions restrict their minimum and maximum values [50]. Our aim is to find optimal \( t_p \)-periodic protocols for the constrained control parameters

\[ \lambda(t) \in [\lambda_-, \lambda_+], \quad T(t) \in [T_-, T_+]. \]  
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The Hamiltonian (1), the average internal energy of the system \( \langle H(x,t) \rangle \) is given by \( \lambda(t)\sigma(t) \). Decomposing its infinitesimal change into a component corresponding to the external variation of the control \( \lambda \) (work) and the rest (heat) [5, 6], it follows that output work and input heat increments are given by \( dW_{\text{out}}(t) = -\sigma(t)d\lambda(t) \) and \( dQ(t) = \lambda(t)d\sigma(t) \), respectively. Per cycle, the engine transforms the fraction \( \eta = W_{\text{out}}/Q_{\text{in}} = 1 - Q_{\text{out}}/Q_{\text{in}} \) of the heat \( Q_{\text{in}} = \int_0^{t_p} \lambda(t)\theta(d\sigma(t))d\sigma(t) \) from the heat source into output work \( W_{\text{out}} = -\int_0^{t_p} \sigma(t)d\lambda(t) \), and dumps the remaining heat \( Q_{\text{out}} = Q_{\text{in}} - W_{\text{out}} = \int_0^{t_p} \lambda(t)\theta(-d\sigma(t))d\sigma(t) \) into the heat sink (\( \theta(\bullet) \)) denote the Heaviside step function reflecting that heat flows on average into the system when \( \sigma \) increases, i.e., \( d\sigma > 0 \).

Consider now the \( \lambda - \sigma \) diagram of the cycle depicted in Fig. 1. We seek the shape of the cycle which yields maximum efficiency \( \eta \) under the constraints (2) on the boundary values of the control parameters \( \lambda \) and \( T \) [57]. The cycle must run clockwise to secure that \( Q_{\text{in}} > Q_{\text{out}} \). Next, we note that maximizing \( \eta \) amounts to minimizing the ratio \( Q_{\text{out}}/Q_{\text{in}} \). For given boundary values \( \sigma_{\pm} \) of \( \sigma \), this is obviously achieved by setting \( \lambda = \lambda_{\pm} \) when \( d\sigma > 0 \) and \( \lambda = \lambda_{-} \) when \( d\sigma < 0 \). In such a case, \( Q_{\text{in}} = \lambda_{+}\Delta\sigma \), \( Q_{\text{out}} = \lambda_{-}\Delta\sigma \), and the efficiency is given by Eq. (4). The increase in the system response \( \Delta\sigma = \sigma_{+} - \sigma_{-} \), which can be a complicated functional of the protocol \( \{T(t), \lambda(t)\} \), cancelled out. Eq. (4) is thus valid for arbitrary \( \sigma_{\pm} \), and it represents the maximum efficiency of a heat engine based on Hamiltonian (1) under the constraints (2). The corresponding maximum-efficiency protocol for \( \lambda \) forms a rectangle ranging from \( \lambda_{-} \) to \( \lambda_{+} \) in the \( \lambda - \sigma \) diagram regardless the cycle duration and dynamical equations of the system. The only constraint on these control parameters is that the cycle runs in the \( \lambda - \sigma \) diagram clockwise.

When not driven, a system out of equilibrium relaxes towards the equilibrium state corresponding to the instantaneous values of the fixed control parameters. When the control parameters change periodically, the resulting non-equilibrium state of the system can no longer relax to equilibrium but it lags behind the quasi-static cycle specified by the instantaneous values of the control parameters. In our setting, \( \sigma(t) \) lags behind \( \sigma^0(t) = \int dx f(x)\exp[-\lambda(t)f(x)/k_B T(t)]/Z(t) \). In Sec. B1 of the Appendix, we show that \( \sigma^0(t) \) is a monotonously increasing function of \( T/\lambda \). Denoting as \( t_d \) the duration of the \( \lambda = \lambda_{\pm} \) branch, clockwise cycles with \( \Delta\sigma > 0 \) are thus obtained for temperature protocols \( T(t) \) which obey (i) \( T(t) \geq 0 \) when \( \lambda = \lambda_{+} \), (ii) \( T(t) \leq 0 \) when \( \lambda = \lambda_{-} \), and (iii) \( T(t_d+) / \lambda_{+} > T(t_d-) / \lambda_{-} \). The last condition implies that the maximum efficiency (4) obeys the standard 2nd law inequality \( \eta \leq 1 - T(t_d-) / T(t_d+) \leq 1 - T_{-}/T_{+} \). It saturates for the `compression ratio’ \( \lambda_{-} / \lambda_{+} = T_{-}/T_{+} \). Even for a finite cycle time \( t_d \), output power in this case vanishes. This is because \( \sigma^0(t) \) becomes constant, yielding an infinitesimal quasi-static cycle, producing a vanishing output work. In the maximum-efficiency protocol (3), we use the specific protocol for \( T(t) \) that maxi-

![Figure 1. The maximum-efficiency protocol (3) under the constraints in Eq. (2) (dashed line) compared to a suboptimal cycle (dotted line). Heat flows into the system during the red branches of the cycles (\( d\sigma > 0 \)) and is released to a heat sink during the blue branches (\( d\sigma < 0 \)).](image-url)
mizes the upper bound on $\eta$. In Sec. B1 of the Appendix, we argue that this temperature protocol also maximizes the output work of the engine regardless $\lambda(t)$ because it yields the largest temperate differences between the bath and the system when they exchange heat. However, we reiterate that the maximum efficiency (4) can be achieved for an arbitrary protocol for $T(t)$ that obeys the above conditions (i)-(iii). This freedom in $T(t)$ can be exploited in setups where precise control of the bath (effective) temperature is difficult, such as in active Brownian heat engines [54].

The adiabatic branches, where the protocol $\{T(t),\lambda(t)\}$ changes between the boundary values, can be realised using several qualitatively different approaches [31]. First, one can disconnect the system from the heat bath, which might be impractical for microscopic engines. Second, one can keep the system in thermal contact with the bath and vary the control parameters $T$ and $\lambda$ in such a way that the response $\sigma$ does not change [58]. The advantage of this approach is that it allows one to circumvent some of the shortcomings of overdamped thermodynamics [59], where the heat fluxes through the momentum degrees of freedom are neglected. Finally, one may realise the adiabatic branches much faster than the relaxation time of the parameter $\sigma$ [60]. In the specific maximum efficiency protocol (3), we employ the last possibility, because it allows for a direct comparison with our results. The corresponding maximum-efficiency and maximum-power protocols for constrained control, we now consider a specific Hamiltonian (1) now reads $H(x,t) = \lambda(t)x^2/2$, with $x$ the position of the particle. The response of the system $\sigma(t) = \langle x^2 \rangle/2$ is proportional to the position variance which completes the proof. We note that: (i) The condition $\Delta \sigma = \Delta \sigma^\text{eq}$ does not mean that the cycle is slow as the system has to be close to equilibrium at the ends of the two isotherms only and can be arbitrarily far from equilibrium otherwise. (ii) This condition allows one to analytically calculate the whole probability distribution for the output work regardless of additional details of the system dynamics [16, 61]. Interestingly, for semi-classical systems, piece-wise constant protocols with two or more branches also maximize output power in the opposite limiting regime, when the cycle time is much shorter than the system relaxation time [34, 35, 62].

### IV. MAXIMUM OUTPUT POWER

If the durations of the isotherms are long enough compared to the relaxation time of the system, i.e., $\Delta \sigma$ is close to its equilibrium value, and the compression ratio $\lambda_-/\lambda_+$ is large, the maximum-efficiency protocol (3) also yields maximum output work $W_{\text{out}}$ and power $P$ under the constrained control (2). This is our second main result. To prove it, consider the generally unreachable geometric loose upper bound on the output work $\max W_{\text{out}} = \Delta \lambda \max \Delta \sigma^{\text{eq}} = (\lambda_+ - \lambda_-)(\sigma^{\text{eq}}(T_+/\lambda_+) - \sigma^{\text{eq}}(T_-/\lambda_-))$, which follows from the broadly valid assumption $\max \Delta \sigma < \max \Delta \sigma^\text{eq}$ and the insight that $W_{\text{out}}$ is given by the area enclosed by the cycle in the $\lambda - \sigma$ diagram. Expanding $\max W_{\text{out}}$ in $\Delta \lambda$ yields $\max W_{\text{out}} = \Delta \lambda[\sigma^{\text{eq}}(T_+/\lambda_+)-\sigma^{\text{eq}}(T_-/\lambda_-)]+O(\Delta \lambda^2)$. Up to the leading order in $\Delta \lambda$ and under the condition that the system has relaxed at the ends of the two isotherms to equilibrium, this upper bound is saturated by the protocol (3),

| $t < t_+$ | $t > t_+$ |
|-----------|-----------|
| $a$       | $c$       |
| $a + bt_+$| $c + dt_+$|

![TABLE I. Considered classes of protocols with free parameters $\{a,b,c,d\}$ determined by the target of the optimization.](attachment:table1.png)

Beyond these regimes, $W_{\text{out}}$ and $P$ strongly depend on all details of the dynamics through $\sigma(t)$ and cycle time $t_p$. While $W_{\text{out}}$ and $P$ are still optimised by the temperature protocol and the choice of fast adiabats in (3), optimal protocols for $\lambda(t)$ under the constraints (2) are no longer piecewise constant and they have to be identified for each system separately. Similarly as the derivation of maximum-efficiency and maximum-power protocols under constraints on the system state [24, 43, 45, 46], this often involves functional optimisation or extensive numerical work which are both nontrivial tasks.

To illustrate the main features of maximum-power protocols for constrained control, we now consider a specific Brownian heat engine based on an overdamped particle diffusing in a controlled harmonic potential. This model describes experimental realizations of microscopic heat engines using optical tweezers [60, 63, 64]. Besides, the corresponding maximum-efficiency and maximum-power protocols under the constrained response is known [24], allowing for a direct comparison with our results. The Hamiltonian (1) now reads $H(x,t) = \lambda(t)x^2/2$, with $x$ the position of the particle. The response of the system $\sigma(t) = \langle x^2 \rangle/2$ is proportional to the position variance.
and it obeys the first order differential equation

\[ \frac{d\sigma(t)}{dt} = -2\mu \lambda(t)\sigma(t) + \mu k_B T(t). \] (5)

It can be solved analytically for an arbitrary mobility \( \mu \) of the particle and any protocol for \( \{T(t), \lambda(t)\} \) [16]. In what follows, we measure time, length and energy in units of \((2\mu\lambda_+)^{-1}\), \(\sqrt{k_B T_+/2\lambda_+}\), and \(k_B T_+\), respectively.

We ask which protocol for \( \lambda \) yields the largest output work and power under the constraints (2). Even though the model (5) is exactly solvable, the optimal \( \lambda(t) \) has to be found numerically, e.g., by the method described in Ref. [65]. To keep the optimization transparent, we instead consider a specific set of families of protocols for the isothermal strokes with free parameters and then numerically optimize over them. When such classes are chosen suitably, the resulting suboptimal performance will be close to the global optimum [66, 67]. We consider the protocols in Tab. I. Besides using the protocol for temperature and adiabatic branches form (3), we also fix during the optimisation durations of the two isotherms and thus the cycle time. They can be further optimised once the optimal variation of \( \lambda \) is known.

Main results of the optimisation procedure are summarized in Fig. 2. (i) With increasing minimum compression ratio \( \lambda_-/\lambda_+ \) allowed by the constraints (2), maximum power for all considered protocols in (a) is first constant and then, at an optimal compression ratio \( r^* \), decreases. The decreasing part corresponds to protocols which span between the allowed boundary values, i.e., \( \max \lambda(t) = \lambda(0+) = \lambda_+ \) and \( \min \lambda(t) = \lambda(t_+ - t_-) = \lambda_- \). On the other hand, at the plateau, the boundary values of the protocol are chosen within the bounds (2) to keep the optimal compression ratio \( r^* \). (ii) Values of maximum power obtained for the protocols which have enough free parameters are indistinguishable within our numerical precision. As the corresponding optimized protocols seem to have minimum possible curvature \( \dot{\lambda}(t) \), we conclude that the maximum-power protocol is piecewise linear. (iii) Only the protocol \( \lambda_B \), optimised for constrained response \( \sigma \), yields notably smaller power than other protocols. (iv) In agreement with our above discussion, for large enough values of \( \lambda_-/\lambda_+ \geq 0.59 \), the optimized parameters for the protocols \( \lambda_{\text{pwl}}, \lambda_{\text{pwc}} \), and \( \lambda_{\text{low}} \) are \( b = d = 0, a = \lambda_+ \), and \( c = \lambda_- \), reducing them to the maximum-efficiency protocol (3). (v) The maximum power of the protocols \( \lambda_B \) and \( \lambda_{\text{pwl}} \) differ just by \( 1\% \). In Fig. D of the Appendix, we further show that for branches durations that further optimize output power, the relative difference is always below 12\%. This suggests that the maximum-efficiency protocol (3) can be used to obtain maximum power approximately in situations when \( \lambda_- \) is a free parameter over which one can further optimise \( W_{\text{out}} \) and \( P \).

Such optimisation seems a natural task for various experimental platforms where the main limitation is on the maximum strength of the potential. The maximum power regime of the maximum-efficiency protocol can be, to a large extent, investigated analytically. First, assuming again that durations of the isotherms are long enough that the system is close to equilibrium at times \( t_+ \) and \( t_p \), we have \( W_{\text{out}} = (\lambda_+ - \lambda_-)[\sigma \sigma^n(T_+/\lambda_+) - \sigma^n(T_/-\lambda_-)] \). For \( f(x) = x^n \) in Eq. (1), we then find that the optimal compression ratio is \( \lambda_-/\lambda_+ = \sqrt{T_-/T_+} \), which leads to the output work \( W_{\text{out}} = k_B T_+ (2\eta_{\text{CA}} - \eta_C)/n \) and Curzon-Alder.

**FIG. 2.** Numerical optimization of the output power of the Brownian heat engine illustrates that the maximum-efficiency protocol (3) also yields maximum power when the compression ratio \( \lambda_-/\lambda_+ \) is large and the durations \( t_+ = t_- = 1 \) of the two isotherms are comparable to the relaxation time \( 1/(2\mu \lambda_+) \) for \( \sigma \). (a) Powers (in units of the ultimate maximum power \( P^* \) for \( \lambda_{\text{pwl}} \)) and (b) the corresponding efficiencies obtained using the maximum-efficiency protocol \( \lambda_B \) (3) and the four classes of protocols in Tab. I optimised for power. For \( \lambda_-/\lambda_+ \geq 0.59 \) all protocols except for \( \lambda_B \) coincide. (c) and (d) show the protocols and the resulting response for \( \lambda_-/\lambda_+ = 0.4 \). (e) The relative differences \( \delta X = (X_{\text{pwl}} - X_{\text{pwc}})/X_{\text{pwl}} \) of power \( X = P \) and efficiency \( X = \eta \) for \( \lambda_{\text{pwl}} \) and \( \lambda_{\text{pwc}} \). (f) shows the optimal values of parameters \( b \) and \( d \) for \( \lambda_{\text{pwl}} \). Parameters used: \( k_B T_+ = 1, k_B T_- = 0.25, t_+ = t_- = 1, \lambda_+ = 0.5, \mu = 1 \).
Ahlborn efficiency $\eta = \eta_{CA} = 1 - \sqrt{T_-/T_+}$ (see Sec. B1 of the Appendix for details). For other than power-law Hamiltonians, the efficiency at maximum power can differ from $\eta_{CA}$ but it can still be determined numerically regardless of details of dynamical equations for the system (for details, see Sec. B1 in the Appendix). Relaxing the assumption of slow (but not quasi-static) isotherms, the optimization of $W_{out}$ with respect to $\lambda_-$ requires specification of the dynamics. In Fig. 3, we show that the efficiency at maximum power of the Brownian heat engine described by Eq. (5) and driven by the maximum-efficiency protocol (3) is bounded between the Curzon-Ahlborn efficiency, achieved for slow isotherms, and the efficiency $2 - \sqrt{1 - 2\eta_C}$ reached in the limit of infinitely fast cycles (see Sec. B in the Appendix for details).

V. CONCLUSION

The main strength of the presented derivations of the maximum-efficiency and maximum-power protocols under constrained control is their simplicity and unprecedented generality. A possible extension of these results to more complicated Hamiltonians is sketched in Sec. A of the Appendix. However, more general extensions remain to be explored in future work. Nevertheless, the validity of our results for Brownian heat engines is already of experimental relevance as they are often realized using optical tweezers with strict bounds on the trap stiffness $\lambda$—too small $\lambda$ leads to losing the Brownian particle while too large $\lambda$ can induce its overheating and even evaporation. At the same time, the achievable trap stiffnesses are well above $10^{-6}$ N/m [31]. For a spherical Brownian particle with the radius of $10^{-6}$ m in water, the Stokes law predicts the mobility of $\mu \approx 0.5 \times 10^8$ m/Ns, leading to the relaxation time $1/(2\mu\lambda)$ on the order of $10^{-2}$ s. The assumption that the durations of the isotherms are comparable to the response relaxation time, used in our derivation of the maximum-power protocol, is thus, in this setup, natural. Besides, we believe that extensions of our results can find applications in more involved optimization tasks, e.g., performed using machine learning algorithms [68, 69] or geometric methods [70, 71], as well as in quantum setups [40, 72, 73].
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Appendix A: Maximum-efficiency protocol for multi-term Hamiltonians

Consider a heat engine with a working fluid described by the Hamiltonian

\[ H(x, t) = \sum_{i} \lambda_i(t) f_i(x) \quad (A1) \]

with control parameters \( \lambda_i(t), i = 1, \ldots, N \). As in the main text, we now aim to derive the finite-time protocol for the constrained control parameters, \( \lambda_i(t) \in (\lambda_i^-, \lambda_i^+) \), which would yield maximum efficiency of the engine. It will turn out that if the compression ratios \( \lambda_i^- / \lambda_i^+ \) for all the control parameters equal, the geometric argument from the main text still applies.

The heat increment is for the Hamiltonian (A1) given by

\[ dQ = \sum_i \lambda_i(t) d\sigma_i(t) \]

with the response functions \( \sigma_i(t) = \langle f_i(x) \rangle \). For arbitrary fixed maximum changes \( \Delta \sigma_i \) in the response functions during the cycle, geometric upper and lower bounds on \( Q_{\text{in}} \) and \( Q_{\text{out}} \) and thus on efficiency are achieved by clockwise rectangular cycles in the individual \( \lambda_i - \sigma_i \) diagrams. These hypothetical cycles yield the following geometric upper bound on efficiency:

\[ \eta = 1 - \frac{Q_{\text{out}}}{Q_{\text{in}}} \leq 1 - \frac{\sum_i \Delta \sigma_i \lambda_i^-}{\sum_i \Delta \sigma_i \lambda_i^+}. \quad (A2) \]

We use the term ‘geometric’ to stress that this bound follows from the analysis of the cycle in the \( \lambda - \sigma \) diagram, without considering the relation between the protocol \( [\lambda_1(t), \ldots, \lambda_N(t)] \) and the response \( [\sigma_1(t), \ldots, \sigma_N(t)] \) imposed by dynamical equations of the working fluid. This means that the given set of \( \Delta \sigma_i \) might not be achievable by the piecewise constant protocol and thus the bound
in (A2) is loose. Furthermore, we seek an optimal protocol constrained just by the conditions on $\lambda_i$ and the upper bound in (A2) in general strongly depends on the fixed values of $\Delta \sigma_i$. For the single-term Hamiltonian $H(x, t) = \lambda(t)f(x)$ used in the main text, this has not been an issue because then $\Delta \sigma$ in the nominator and denominator in (A2) cancel out and the upper bound becomes independent of the details of the dynamics. The optimal protocol for efficiency is then the piecewise constant protocol for $\lambda(t)$ because it saturates the geometric upper bound. To sum up, the bound in (A2) allows to derive the maximum-efficiency protocol only if it happens to be independent of $\Delta \sigma_i$. In the opposite case, the optimal protocol cannot be determined without considering the dynamical equations and performing the corresponding functional optimisation.

Let us now investigate when the upper bound in (A2) becomes independent of the system response, $\Delta \sigma_i$. Defining the set of ‘probabilities’ $p_i = \Delta \sigma_i \lambda_i^+ / \sum_i \Delta \sigma_i \lambda_i^+$, the ratio in the upper bound in (A2) can be rewritten as the average

$$\frac{\sum \Delta \sigma_i \lambda_i^-}{\sum \Delta \sigma_i \lambda_i^+} = \sum_i p_i \frac{\lambda_i^-}{\lambda_i^+}. \quad (A3)$$

This expression becomes independent of $\sigma_i$ only if all the compression ratios $\lambda_i^- / \lambda_i^+$ are equal. In such a case, the maximum-efficiency protocol is thus a piecewise constant protocol for each of $\lambda_i$ and yields the efficiency

$$\eta = 1 - \lambda_i^- / \lambda_i^+. \quad (A4)$$

Besides this result, the probabilistic interpretation (A3) of the upper bound in (A2) also yields the dynamics independent (but in general loose) upper bound on efficiency,

$$\eta \leq 1 - \min_i \frac{\lambda_i^-}{\lambda_i^+}. \quad (A5)$$

To close this section, we note that a piecewise constant protocol for $\lambda_i$ will always yield the efficiency $1 - (\sum_i \Delta \sigma_i \lambda_i^-) / (\sum_i \Delta \sigma_i \lambda_i^+)$, with values of $\Delta \sigma_i$ induced by the dynamical equations of the system. Within the class of piecewise constant protocols, the upper bound (A5) is then tight if the constraints on all the control parameters $\lambda_i$ allow to achieve the minimum compression ratio $\min_i \frac{\lambda_i^-}{\lambda_i^+}$. Furthermore, for such protocols, Eq. (A3) also implies the lower bound on the efficiency

$$\eta \geq 1 - \max_i \frac{\lambda_i^-}{\lambda_i^+}, \quad (A6)$$

which is always tight.

**Appendix B: Properties of maximum-efficiency protocol**

In this section, we provide further details concerning the maximum-efficiency protocol for the Hamiltonian, $H(x, t) = \lambda(t)f(x)$, discussed in the main text. First, we argue that the maximum-efficiency protocol that yields maximum output work for the given piecewise constant $\lambda(t)$ requires piecewise constant variation of temperature. Then, we investigate output power of the maximum-efficiency protocol as a function of the lower bound on the control parameter $\lambda(t)$.

### 1. Temperature protocol

In the main text, we have shown that the maximum-efficiency protocol for the control parameter $\lambda(t)$ is piecewise constant and the corresponding efficiency $\eta = 1 - \lambda_- / \lambda_+$.

For the single-term Hamiltonian $H(x, t) = \lambda(t)f(x)$, the maximum output work for the given piecewise constant $\lambda(t)$ requires piecewise constant variation of temperature. Then, we investigate output power of the maximum-efficiency protocol as a function of the lower bound on the control parameter $\lambda(t)$.

### 1. Temperature protocol

In the main text, we have shown that the maximum-efficiency protocol for the control parameter $\lambda(t)$ is piecewise constant and the corresponding efficiency $\eta = 1 - \lambda_- / \lambda_+$. The only condition on the temperature protocol was that the cycle is performed clockwise in the $\lambda - \sigma$ diagram. Nevertheless, in order to allow the engine to operate at Carnot efficiency and to maximize its output work, we have chosen the protocol

$$\{T(t), \lambda(t)\} = \begin{cases} (T_+, \lambda_+), & 0 < t < t_+ \\ (T_-, \lambda_-), & t_+ < t < t_p. \end{cases} \quad (B1)$$

For this choice of $T(t)$, the working medium of the engine operates with the largest possible temperature gradient during the whole cycle. This maximizes the heat flux through the engine, which can be utilised to yield the maximum amount of work $W_{\text{out}} = \eta Q_{\text{in}}$. Besides, the engine efficiency $\eta$ is also known to increase with the bath temperature difference [see also Fig. 7 (c)-(f)].

Let us now provide an alternative and more technical argument that the choice of $T(t)$ in Eq. (B1) maximizes the output work. We restrict this argument to the maximum-efficiency protocol for $\lambda$ in Eq. (B1). However, generalizations to other protocols are straightforward. The main idea is that connecting the system to the hottest possible bath when $\sigma > 0$ and to the coldest possible bath when $\sigma < 0$ maximizes the extent of the cycle in the $\sigma$ direction in the $\sigma - \lambda$ diagram and thus also $W_{\text{out}}$.

For the protocol (B1), the output work is given by

$$W_{\text{out}} = \Delta \lambda \Delta \sigma, \quad (B2)$$

with $\Delta \lambda = \lambda_+ - \lambda_-$ and the maximum change in the response parameter during the cycle $\Delta \sigma = \sigma_+ - \sigma_-$. To maximize $W_{\text{out}}$, we thus need to maximize $\Delta \sigma$. To this end, it is reasonable to assume that

$$\Delta \sigma \leq \Delta \sigma^{eq}, \quad (B3)$$

where $\Delta \sigma^{eq} = \max \sigma^{eq} - \min \sigma^{eq}$ is the maximum change in the response parameter $\sigma$ during the cycle with isochoric branches (constant $\lambda$) longer than the system relaxation time. This assumption is in particular valid for arbitrary overdamped dynamics, where $\sigma$ always converges to its equilibrium value ($k_B$ denotes the Boltzmann constant)

$$\sigma^{eq}(t) = \sum_x f(x) \frac{\exp \{-\lambda(t)f(x)/k_B T(t)\}}{\sum_x \exp \{-\lambda(t)f(x)/k_B T(t)\}}, \quad (B4)$$
implies that $\sigma^\text{eq}$ is a monotonously increasing function of the ratio $T/\lambda$.

From Fig. 1 in the main text, it follows that max $\sigma^\text{eq}$ and min $\sigma^\text{eq}$ are the values of $\sigma^\text{eq}$ at the ends of the isochores with $\lambda = \lambda_+$ and $\lambda = \lambda_-$, respectively. The upper bound on $\Delta \sigma$ is thus given by

$$\max \sigma^\text{eq} - \min \sigma^\text{eq} = \sigma^\text{eq}(T_+ / \lambda_+) - \sigma^\text{eq}(T_- / \lambda_-). \quad (B6)$$

It is attained for slow isochores when $T = T_+$ for $\lambda = \lambda_+$ and $T = T_-$ for $\lambda = \lambda_-$. As long as $\delta^\text{eq} > 0$ for $\lambda = \lambda_+$ and $\delta^\text{eq} < 0$ for $\lambda = \lambda_-$ (so that the used definitions of input and output heat hold), details of the temperature protocol during the isochores in this limit do not alter the value of $\Delta \sigma^\text{eq}$ and thus $W_\text{out} = \Delta \lambda \Delta \sigma^\text{eq}$. However, these details become important for finite-time cycles.

A typical dynamical equation for an overdamped degree of freedom has the form

$$\dot{\sigma}(t) = t_R^{-1} [\sigma^\text{eq} - \sigma(t)]. \quad (B7)$$

For constant values of control parameters $T(t)$ and $\lambda(t)$, which enter the relaxation time $t_R$ and the equilibrium state $\sigma^\text{eq}(t)$ defined in Eq. (B4), this equation describes an exponential relaxation of $\sigma$ to $\sigma^\text{eq}$ (for a specific example, see Sec. B2b). For a cyclic variation of the control parameters, $\sigma$ follows $\sigma^\text{eq}$ like a donkey chasing a carrot [74]. As a result, $\sigma \leq \sigma^\text{eq}$ and $\dot{\sigma} \geq 0$ for $\lambda = \lambda_+$, when $\sigma^\text{eq}$ increases to max $\sigma^\text{eq}$, and $\sigma \geq \sigma^\text{eq}$ and $\dot{\sigma} \leq 0$ for $\lambda = \lambda_-$, when $\sigma^\text{eq}$ decreases to min $\sigma^\text{eq}$. The change in the response $\Delta \sigma = \int_{t_0}^{t_1} \dot{\sigma} dt = -\int_{t_1}^{t_0} \dot{\sigma} dt$ and thus it can be maximized by minimizing (the instantaneous rate of change of the response), $\dot{\sigma}$, during the first (second) isochore. From Eq. (B7), it follows that this is achieved by setting $\sigma^\text{eq} = \max \sigma^\text{eq}$ during the first isochore and $\sigma^\text{eq} = \min \sigma^\text{eq}$ during the second one. Altogether, this suggests that the piecewise constant temperature protocol in Eq. (B1) yields maximum $\Delta \sigma$ and thus output work $W_\text{out}$ (B2) for arbitrary cycle duration.

2. Maximum output work of maximum-efficiency protocol

Let us now turn to the task of maximizing the output work $W_\text{out} = (\lambda_+ - \lambda_-) \Delta \sigma$ with respect to $\lambda_-$. Analytical results can be obtained in the limits of slow and fast isothersms.

![Graph](image)

**FIG. 4.** Efficiency at maximum output work obtained using the Hamiltonian $H = \lambda(t)/(x^n/n - \ln |x|)$ as a function of $T_-/T_+$. Parameters used: $k_B T_+ = 1$ and $\lambda_+ = 0.5$.

**a. Slow isothersms**

When the duration of the isothersms is longer than the relaxation time of the response $\sigma$, one can approximate $\sigma_+$ and $\sigma_-$ in $\Delta \sigma$ by their equilibrium values. Using Eq. (B2), the output work then reads

$$W_\text{out} = \Delta \lambda \Delta \sigma^\text{eq}. \quad (B8)$$

Equation (B5) implies that the partial derivative of $\sigma^\text{eq}$ with respect to the control parameter $\lambda$ ( $T$ is constant) is given by

$$\frac{\partial}{\partial \lambda} \sigma^\text{eq}(T/\lambda) = -\frac{T}{\lambda^2} C_v. \quad (B9)$$

The condition on the extreme of $W_\text{out}$ (B8) with respect to $\lambda_-$ thus reads:

$$\frac{\partial W_\text{out}}{\partial \lambda_-} = (\lambda_+ - \lambda_-) \frac{T_-}{\lambda_+^2} C_v(T_- / \lambda_-)$$

$$- \frac{U(T_+ / \lambda_+)}{\lambda_+} + \frac{U(T_- / \lambda_-)}{\lambda_-} = 0, \quad (B10)$$

where we additionally used the relation $\sigma^\text{eq} = U/\lambda$ between $\sigma^\text{eq}$ and the internal energy $U$.

For power law Hamiltonians of the form $H = \lambda |x|^n/n$ where $C_v = k_B/n$ and $U = k_B T/n$, this equation can be solved explicitly. The resulting optimal compression ratio is given by $\lambda_- / \lambda_+ = \sqrt{T_- / T_+}$. The corresponding efficiency at the maximum output work is given by the Curzohn-Ahlborn efficiency,

$$\eta = 1 - \lambda_- / \lambda_+ = 1 - \sqrt{T_- / T_+} \equiv \eta_\text{CA}, \quad (B11)$$

and the maximum output work is (Carnot efficiency $\eta_C = 1 - T_- / T_+$)

$$W_\text{out} = \frac{k_B T_+}{n} (2\eta_\text{CA} - \eta_C). \quad (B12)$$
Let us now consider the asymmetric Hamiltonian \( H = \lambda(t) (|x|^n - n - \ln |x|) \). In this case, the internal energy and heat capacity are given by

\[
U = \frac{k_B T + \lambda}{n} \left[ 1 + \ln \frac{\lambda + k_B T}{n k_B T} \right],
\]

\[
C_v = \frac{n k_B T (k_B T - \lambda) + \lambda^2 \psi^{(1)}(\frac{\lambda + k_B T}{n k_B T})}{\eta^2 k_B^2 T^2},
\]

where \( \psi^{(m)}(z) \) denotes the polygamma function of order \( m \). In this case, Eq. (B10) is transcendental and we solved it numerically. In Fig. 4, we show the resulting efficiency at the maximum output work as a function of the ratio of duration of the individual isotherms to the corresponding relaxation times, \( t_+ / t_R^+ \) and \( t_- / t_R^- \), we find that

\[
W_{\text{out}} = \Delta \lambda \Delta \sigma^{\text{eq}} \frac{t_+ t_-}{t_R^+ t_R^-}. \tag{B18}
\]

To maximize the output work, we need to choose a specific model to determine the dependence of the equilibrium values of response and relaxation times on the control parameters. To this end, we consider the paradigmatic model of stochastic thermodynamics, \( \dot{\sigma}(t) = -2 \mu \lambda(t) \sigma(t) + \mu k_B T \), describing an overdamped Brownian particle with mobility \( \mu \) in a harmonic trap \[24, 75\]. In this case, \( \sigma^{eq} = T/(2 \mu \lambda) \) and \( t_R = 1/(2 \mu \lambda) \), and the maximum output work (B18) is produced for

\[
\frac{\lambda_-}{\lambda_+} = \sqrt{(\alpha + 1) (\alpha + 1 - \eta \lambda)} - \alpha, \tag{B19}
\]

where \( \alpha \equiv t_+ / t_- \). The corresponding efficiency reads

\[
\eta = 1 - \frac{\lambda_-}{\lambda_+} = \alpha + 1 - \sqrt{(\alpha + 1)(\alpha + 1 - \eta \lambda)}, \tag{B20}
\]

which reduces to \( \eta_{\text{CA}} \) for \( \alpha \to 0 \) and \( \eta_{\text{CA}}/2 \) for \( \alpha \to \infty \). Assuming that \( \alpha = 1 \) (\( t_+ = t_- \)), Eq. (B20) is given by the formula

\[
\eta = 2 - \sqrt{4 - 2 \eta \lambda} = \frac{\eta \lambda}{2} + \frac{\eta^2}{16} + \mathcal{O}(\eta^3), \tag{B21}
\]

used in the main text. The corresponding expansion for the Curzohn-Ahlborn efficiency, \( \eta_{\text{CA}} \approx \frac{\eta \lambda}{2} + \frac{2 \eta^2}{16} \), has identical linear and twice larger quadratic term. Last but not least, with respect to \( \alpha \), the output power \( W_{\text{out}} / t_p \) using Eq. (B18) develops a peak at \( \alpha = \alpha^* = \sqrt{\frac{\lambda_-}{\lambda_+}} < 1 \). This also contradicts the situation with constrained \( \sigma \), where maximum power is attained when the durations of the isotherms are equal (\( \alpha = \alpha^* = 1 \)) [24].

**Appendix C: Numerical results**

In this section, we give further details concerning the numerical optimisation of output work (and power) described in the main text. All the numerical results were obtained using the model [24, 75]

\[
\dot{\sigma}(t) = -2 \mu \lambda(t) \sigma(t) + \mu k_B T \tag{C1}
\]

for an overdamped Brownian particle with mobility \( \mu \) in a harmonic trap with stiffness \( \lambda(t) \), which well describes experiments with optical tweezers. This equation is exactly solvable for arbitrary protocol \( \{T(t), \lambda(t)\} \). However, the solutions can involve exponentials of very large or small numbers, which can lead to numerical instabilities inducing large losses of precision, and thus they have to be treated with care. To secure that our solutions to
Eq. (C1) are always enough precise, we have solved it in our analysis also numerically.

For $\lambda(t)$, we considered the maximum-efficiency protocol (B1) and the four classes of protocols in Tab. I in the main text. For $T\lambda(t)$, we always used the protocol in Eq. (B1). For these protocols, we optimised the output power and efficiency

$$P = \frac{Q_{\text{in}} - Q_{\text{out}}}{Q_{\text{in}}}, \quad \eta = 1 - \frac{Q_{\text{out}}}{Q_{\text{in}}},$$

with the input heat $Q_{\text{in}} = \int_{t_0}^{t_1} dt \dot{\sigma}(t) \lambda(t)$ and the output heat $Q_{\text{out}} = \int_{t_1}^{t_2} dt \dot{\sigma}(t) \lambda(t)$, as functions of the parameters $\{a, b, c, d\}$ (see Tab. I in the main text) under different constraints.

In Sec. C1, we verify that the protocol $\lambda_S$ from Ref. [24] yields both maximum power and efficiency under constraints on the response $\sigma$. In Sec. C2, we provide numerical results illustrating that the protocol (B1) yields maximum efficiency under constrains on the response $\lambda$. Furthermore, we present additional evidence that the maximum-efficiency protocol (B1) optimized with respect to $\lambda_-$ can be used to approximately obtain also the maximum power.

1. Constrained response

When the values of the response (position variance) $\sigma$ at the ends of the two isotherms are fixed, i.e., $\sigma_\pm \equiv \sigma(t_\pm)$, the protocol which yields both maximum efficiency and power reads [24]

$$\lambda_S = \begin{cases} \frac{\lambda_+}{\lambda_0} - \frac{\sqrt{\lambda_+ - \lambda_0}}{\lambda_+ \sqrt{\lambda_0}}, & 0 < t < t_+ \\ \frac{\lambda_0}{\lambda_+} + \frac{\sqrt{\lambda_0 - \lambda_+}}{\lambda_0 \sqrt{\lambda_+}}, & t_+ < t < t_p \end{cases}$$

with

$$\sigma_S = \begin{cases} \frac{\sigma^2}{2} \left[ 1 + \left( \frac{\sigma}{\sigma^\text{e}_0} - 1 \right) \frac{t}{t_+} \right]^2, & 0 < t < t_+ \\ \frac{\sigma^2}{2} \left[ 1 + \left( \frac{\sigma}{\sigma^\text{e}_0} - 1 \right) \frac{t_+ - t}{t_p - t} \right]^2, & t_+ < t < t_p \end{cases}$$

However, this protocol is no longer optimal when one imposes just maximum and minimum values on the response, i.e., $\sigma(t) \in [\sigma_-, \sigma_+]$. Then, our analysis shows that the maximum-efficiency and maximum-power protocol is still of the above form, but with $\sigma_- < \sigma(t_0) = \sigma(t_p) < \sigma(t_+) < \sigma_+$. In Fig. 5, we show the maximum power (a) and maximum efficiency (b) for the trial protocols under the constraint $\sigma_\pm \equiv \sigma(t_\pm)$ and $\sigma_{\text{out}} \equiv \sigma(t_\pm)$. As expected, power and efficiency corresponding to the protocol $\lambda_S$ are largest from all the protocols. In particular, the figure demonstrates that the linear protocol, which was found to maximize output power for constrained $\lambda$, yields smaller output power than $\lambda_S$. And the piecewise constant protocol yields smaller efficiency than $\lambda_S$. Nevertheless, it is interesting to note that the performance of the protocol $\lambda_\text{slow}(t)$, which optimizes both output power and efficiency for slow driving (see Sec. D for details), is for the chosen parameters indistinguishable from that of $\lambda_S$. This means that the chosen cycle is slow enough. Finally, for small enough cycles (small $\sigma_-/\sigma_+$) performance of all the protocols equal.

2. Constrained control

Let us now turn to the optimisation problem with constraints on the control: $\lambda(t) \in [\lambda_-, \lambda_+]$. As we know from the main text, in this case the maximum-efficiency protocol is piecewise constant and maximum-power protocol is piecewise linear. The numerical proof of the latter is given in Fig. 2 in the main text. In Fig. 6, we show the numerical proof of the former: the optimal performance of all the trial protocols in the figure is the same as all of them collapse to the maximum-efficiency protocol (parameters $a$ and $d$ for all the protocols equal to 0).
In Fig. 2 in the main text, we show that maximum powers of the protocols $\lambda_l$ (B1) and $\lambda_{pwl}$ differ just by 1%. This suggests that the maximum-efficiency protocol (B1) can be used to estimate the overall maximum power optimized with respect to $\lambda_-$. In Fig. 7, we provide additional evidence supporting this conclusion. We show that for a broad range of values of $T_- / T_+$ and $t_- / t_+$, the relative difference in maximum power for the piecewise linear and (piecewise constant) maximum-efficiency protocol is small. Furthermore, from panels (c)-(f) we conclude that the optimal ratio $t_- / t_+$ is between 1 and 2, which is in agreement with the results of Sec. B2h [see Eq. (B21) below]. Thus, for branch durations that optimize output power, the relative difference $\delta P$ in (a) is always below 12%, and it decreases with the temperature ratio.

Appendix D: Optimal driving for systems close to equilibrium

In this section, we consider optimisation of a slowly driven heat engine based on an overdamped Brownian particle trapped in the power-law potential $H = \lambda(t) x^n / n$ with $n = 2, 4, \ldots$. We use the temperature protocol from Eq. (B1) and impose fix values of the response $\sigma$ (or, in the slow driving limit equivalently also the control $\lambda$) at the ends of the two isotherms. Dynamics of the particle position is described by the Langevin equation

$$\dot{x} = -\mu \lambda(t) x^n - \sqrt{2D(t)} \xi(t), \quad (D1)$$

where $D(t) = \mu k_B T(t)$ denotes the diffusion coefficient. From Eq. (D1) and its formal solution

$$x(t) = -\mu \int dt \lambda(t) x^n - \sqrt{2D(t)} \int dt \xi(t), \quad (D2)$$

we find that $\langle x(t) \xi(t) \rangle = \sqrt{D/2}$ and thus

$$\frac{d}{dt} \langle x^2(t) \rangle = -2\mu \lambda(t) \langle x^n(t) \rangle + 2D. \quad (D3)$$

Let us now assume that the control parameters $\{T(t), \lambda(t)\}$ vary slowly with respect to the relaxation time of the system, such that, during the limit cycle, the system is always close to equilibrium, and solve this equation up to the first order in $\lambda(t)$. To this end, we consider the ansatz $\langle x^2(t) \rangle = \langle x^2(t) \rangle_0$ and $\langle x^n(t) \rangle = \langle x^n(t) \rangle_0 + \langle x^n(t) \rangle_\lambda$, where

$$\langle x^m(t) \rangle_0 = \int_{-\infty}^{\infty} dx x^m \frac{\exp(-\mu x^n / 2D)}{Z}, \quad (D4)$$

with the partition function $Z = 2[\mu D / \mu \lambda(t)]^{1/n} \Gamma(1 + 1/n)$, is the value of the moment $\langle x^m(t) \rangle$ corresponding to the infinitely slow driving, and $\langle x^n(t) \rangle_\lambda$ is the correction proportional to $\lambda$. We find that

$$\langle x^n(t) \rangle_0 = \frac{D(t)}{\mu \lambda(t)}, \quad (D5)$$

$$\langle x^2(t) \rangle_0 = \left[\frac{\mu D(t)}{\mu \lambda(t)} \right]^{2/n} \frac{\Gamma(3/n)}{\Gamma(1/n)}, \quad (D6)$$

and

$$\langle x^n(t) \rangle_\lambda = -\frac{1}{2\mu \lambda(t)} \frac{d}{dt} \langle x^2(t) \rangle_0. \quad (D7)$$
We reiterate that this solution is valid only for protocols \( \{T(t), \lambda(t)\} \) which are changing slowly with respect to the relaxation time of the system so that the system is during the whole cycle close to equilibrium. However, as we know from the previous discussion, both the piecewise constant maximum-efficiency protocol for constrained control and the optimal protocol (C3) for the constrained response contain discontinuities, where \( \{T(t), \lambda(t)\} \) changes abruptly. To be able to use the slow driving approximation for the derivation of optimal cyclic protocols, we thus need to additionally assume that during these jumps, the system is not driven far from equilibrium. To this end, we assume that the ratio \( \lambda(t)/T(t) \) in the Boltzmann factor is during the jumps at the ends of the isotherms constant. This additional assumption fixes the state of the system \( \sigma \) at the ends of the isotherms and thus the present optimization scheme is only suitable for the optimization under the constrained response. Let us now proceed with the optimization.

Work done on the system during the time interval \( t_i \leq t \leq t_f \) for the given Hamiltonian reads

\[
W = \frac{1}{n} \int_{t_i}^{t_f} dt \dot{\lambda}(t) \langle x^n(t) \rangle \equiv W(t_i, t_f). \tag{D8}
\]

Having fixed the state of the system at the ends of the isotherms, it is enough to maximize the work during these branches. For an isothermal process, the work Eq. (D8) can be written as \( W = \Delta F + W_{\text{irr}} \), where the first term, denoting the nonequilibrium free energy difference [24], comes from \( \langle x^n(t) \rangle_0 \), and the second term reads

\[
W_{\text{irr}} = \frac{1}{n} \int_{t_i}^{t_f} dt \dot{\lambda}(t) \langle x^n(t) \rangle \lambda = \frac{1}{n^2 \mu} \left( \frac{nD}{\mu} \right)^{2/n} \times \frac{\Gamma(3/n)}{\Gamma(1/n)} \int_{t_i}^{t_f} dt \dot{\lambda}(t)^2 \lambda(t)^{-2(1+n)/n}. \tag{D9}
\]

As \( \Delta F \) is fixed by the imposed boundary conditions on the state of the system \( \sigma \), to maximize the output work \(-W\) means to minimize the irreversible work \( W_{\text{irr}} \) as a functional of \( \lambda(t) \). This leads to the Euler-Lagrange equation

\[
\ddot{\lambda}(t)\lambda(t) - \frac{1 + n}{n} \ddot{\lambda}(t)^2 = 0, \tag{D10}
\]

which has the general solution

\[
\lambda_{\text{slow}}(t) = \frac{a}{(1 + bt)^n}. \tag{D11}
\]

We thus come to an interesting conclusion that the optimal slow protocol for the constrained response scales with the same exponent as the potential. The values of \( a \) and \( b \) can be expressed in terms of the boundary conditions for \( \lambda_{\text{slow}}(t) \), i.e., \( \lambda_{\text{slow}}(t_i) \equiv \lambda_i \) and \( \lambda_{\text{slow}}(t_f) \equiv \lambda_f \). The optimal slow protocol (D11) then reads

\[
\lambda_{\text{slow}}(t) = \frac{\lambda(t_i)}{1 + \left( \sqrt[3/n]{\lambda(t_i) \lambda(t)} - 1 \right) \frac{t_i - t}{t_f - t_i}}^{n}. \tag{D12}
\]

And the corresponding irreversible work and input work are given by

\[
W_{\text{irr}} = \frac{\Gamma(3/n)}{\Gamma(1/n)} \left( \frac{nD}{\mu} \right)^{2/n} \left( \sqrt{\frac{n}{D}} - 1 \right)^2 \frac{\mu(t_i - t)}{\mu(t_f - t_i)}, \tag{D13}
\]

\[
W = \frac{\Gamma(3/n)}{\Gamma(1/n)} \frac{nD}{\mu} \left( \sqrt{\frac{n}{D}} - 1 \right)^2 - \frac{D}{n} \ln \frac{\lambda_f}{\lambda_i}. \tag{D14}
\]

These results are valid for the individual isothermal branches of the cycle. Importantly, the obtained optimized values of the irreversible work are correct up to the order \( 1/(t_f - t_i) \), which is their exact dependence on the process duration [24]. These results are thus exact even though they were obtained from the approximate optimal protocol. According to Refs. [24, 76], these irreversible works determine the optimal performance of the engine under the constrains on \( \sigma \), i.e., they give the maximum output work \( W_{\text{out}} = -W(0, t_+ - t_0) - W(t_+, t_0) \) and efficiency \( \eta = W_{\text{out}}/[T_h \Delta S - W_{\text{irr}}(0, t_+)] \) (\( \Delta S \) is the increase entropy of the system during the hot isotherm). Also this performance is thus from the approximate analysis based on the slow driving obtained exactly.