A visualization method for a wide range of rising temperature induced by high-intensity focused ultrasound using a tissue-mimicking phantom
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ABSTRACT

Purpose: High-intensity focused ultrasound (HIFU) treatment requires prior evaluation of the HIFU transducer output. A method using micro-capsulated thermochromic liquid crystal (MTLC) to evaluate the temperature distribution in the media during HIFU exposure has been previously developed. However, the color-coded temperature range of commercial MTLC is approximately 10°C, which is insufficient for temperature measurement for HIFU exposure. We created two layers of tissue-mimicking phantoms with different color-coded temperature ranges, and a new visualization method was developed by utilizing the axisymmetric pressure distribution of a HIFU focus.

Methods: A two-layer phantom with two sensitivity ranges was created. The HIFU transducer was set to align the focal point to the boundary between the two layers. Images of the upper and lower layers were flipped along the boundary between the two layers such that they overlapped with each other, assuming the pressure distribution of HIFU to be axisymmetric.

Results: The experimental and simulation results were compared to evaluate the accuracy of the phantom temperature measurement. The experimental time profile of the temperature and spatial distribution around the HIFU focus matched well with that of the simulation. However, there is room for improvement in the accuracy in the axial direction of HIFU focus.

Conclusion: Users can apply our proposed method in clinical practice to promptly assess the output of the HIFU transducer before treatment.

1. Introduction

High-intensity focused ultrasound (HIFU) treatment [1–5] is a non-invasive method for ablating various tumors such as prostate [6,7], breast [8,9], liver [10,11], pancreas [12,13], and brain [14], therefore, the output produced by the HIFU transducer should be checked before treatment. When the elements of the HIFU array transducer are partially or totally damaged, the HIFU acoustic pressure field is distorted and exhibits inadvertent focus on normal healthy tissue.

Recently, numerical simulations of ultrasound propagation, using finite difference time domain (FDTD) methods, were investigated to estimate the HIFU focal region and correct the focal errors of beamforming in heterogeneous tissues and deep tissue cancers (brain tumors and liver cancer [15,16]. In order to use this FDTD technique, bone the structure and acoustic property data are obtained using magnetic resonance imaging (MRI) or X-ray computed tomography, and the distortion of HIFU focus is corrected using the time-reversal approach [17], which is an adaptive technique for correcting phase aberrations induced by a medium’s acoustic heterogeneities. Focal errors of the HIFU beam in the tissues can be effectively decreased by using the FDTD method, which is applicable only if the HIFU transducer elements are not damaged and are operated under normal conditions. Therefore, it is necessary to experimentally investigate the ability of the therapeutic device in actual clinical practice before HIFU treatment.

There are two approaches for investigating the output of a therapeutic device before treatment. First, the measurement of the acoustic pressure field or acoustic power; second, the measurement of the temperature distribution induced by the HIFU using a tissue-mimicking medium.

An acoustic pressure induced by a therapeutic device in water is commonly measured using a hydrophone, which is scanned mechanically through the water to measure a two or three-dimensional (2-D or 3-D) acoustic pressure field. Hydrophone measurements of the 2-D or 3-D acoustic pressure field are time-consuming. The acoustic power can be measured by a radiation force balance, but the distribution of an acoustic pressure field cannot be measured.

Optical-based acoustic pressure field mapping using a schlieren system [18,19] requires less time and does not interfere with the acoustic field. However, the system is relatively large and complicated for use in clinical practice.
Temperature distribution is typically measured using thermocouples [20], which are inserted into the tissue-mimicking medium. Many thermocouples are needed to measure the 2-D temperature distribution; this affects the thermal conditions inside the medium, and thus produces measurement artifacts. MRI thermometry [21] is a promising method for measuring temperature distribution; nevertheless, it is expensive and lacks portability, and all experimental systems – including the therapeutic device – must be MRI compatible.

A visualization method using micro-capsulated thermochromic liquid crystal (MTLC) for temperature distribution measurement was proposed in a previous study [22]. In this method, MTLC was mixed with a transparent urethane material, and the temperature increase during HIFU exposure was visualized by utilizing the thermometric property wherein the optical reflectance spectrum of MTLC changes according to the temperature. The proposed system is relatively simple (consisting of a tissue-mimicking material, light source, and optical camera) and seemingly suitable for use in clinical practice. However, the visualized temperature range was only 10°C because the color-coded temperature of commercial MTLC ranged from 1 to 10°C. Thermometry with a temperature range of 10°C cannot be used to measure the temperature rise in a medium during HIFU exposure, which typically induces a 20–40°C temperature rise [1,2].

In this study, a two-layer-tissue-mimicking phantom with different color-coded temperature ranges was created, and a new visualization method utilizing an axisymmetric focal pressure distribution of HIFU was developed to measure a wider range of temperature rise during HIFU exposure. The experimental results were compared with the simulation results to verify the accuracy of the proposed method.

2. Materials and methods

2.1. Concept of the proposed method

Figure 1 illustrates the concept of the proposed method. It achieved a sensitive temperature range that was wider than the conventional range. Two types of temperature-sensitive phantoms with sensitivities ranging from 45 to 55°C and from 55 to 65°C were produced, as lower and higher layers, respectively. In this study, the higher and lower temperature-sensitive phantoms were defined as ‘H-phantom’ and ‘L-phantom’, respectively.

A spherical HIFU transducer was set such that the HIFU focal point was aligned to the boundary between the H-phantom and L-phantom. To align the HIFU focus to the boundary of the phantoms before the temperature measurement, the HIFU transducer was moved manually while 1-ms low-intensity (approximately 1 W) ultrasound pulse was transmitted with a repetition period of 10 ms until the boundary of the phantoms became colored.

Figure 1 illustrates the side view of the experimental setup. The axial and lateral axes of the HIFU transducer were set as the X- and Y-axes, respectively.

As shown in Figure 1(a), the optical images of the L- and H-phantoms were captured using the optical camera following HIFU exposure initiation. The L-phantom color initially changed as the temperature increased because the temperature-sensitive range of the L-phantom was lower than that of the H-phantom. The H-phantom color changed after the temperature of the focal area exceeded 55°C.
As shown in Figure 1(b), the lower and upper optical images in the entire time series are flipped along the axial direction of the HIFU transducer (the boundary between the two layers) to obtain the 2-D temperature distribution, which assumes that the pressure distribution of the HIFU is axisymmetric. The 2-D-reflected color information is converted to temperature by calibration processing of the optical images, as explained in Section 2.4, to obtain the increase in the lower and higher temperatures corresponding to the HIFU exposure duration. The 2-D lower and higher temperature distribution in a time series is described as $T_L(x,y,t)$ and $T_H(x,y,t)$ respectively, where $x$, $y$, and $t$ indicate the axial pixels of the phantom, lateral pixels of the phantom, and HIFU exposure time, respectively.

As shown in Figure 1(c), the maximum value was selected from the pixels in $T_L$ and $T_H$ at each time series to obtain a wider range of temperature distribution ($T_W$) for the duration of HIFU exposure; the background pixels (no color region) in $T_H$ was set to 45–55°C, not 55°C.

**2.2. Two-layer temperature-sensitive phantom**

In this study, a urethane material (H05, Exseal Corporation, Gifu, Japan) was used to produce the tissue-mimicking phantom because the material is transparent and colorless, and thus, suitable for optical color measurement. It also has heat-resistant properties, which means that the HIFU exposure experiment can be conducted repeatedly with the same phantom, which makes it suitable for use in clinical practice. The diameter of the MTLC (Japan Capsular Products, Tokyo, Japan) was approximately 30 μm. The urethane phantom had an MTLC concentration of 0.005%. The density of the phantom ranged from 1052 ± 7.1 to 1054 ± 7.8 kg/m³. Figure 2 shows the procedure for the creation of the two-layer temperature-sensitive phantom. First, a material with a temperature-sensitive range of 45–55°C was poured into the mold to generate the first layer (L-phantom). The size of the mold was 50 x 50 x 50 mm. Then, another material with a temperature-sensitive range of 55–65°C was poured into the mold to generate the second layer (H-phantom). After waiting for approximately 1 h at 25°C to allow the H-phantom to adhere to the L-phantom, the fixed two-layer phantom was removed from the mold.

Table 1 shows the thermal and acoustic properties of L- (a) and H-phantoms (b). There were five samples of both the temperature-sensitive phantoms.

The densities of the samples were measured using the Archimedes method. The specific heat capacity and thermal conductivity were measured using the differential scanning calorimetry [23] and hot wire methods [24], respectively. The speed of sound and attenuation in the phantom were measured and calculated using the following procedure.

Two single-element transducers with the same resonance frequency were used as a transmitter (Tr1) and a receiver (Re1) in water. First, the time of flight with no sample ($T_0$) was measured, and the speed of sound ($V_w$) was calculated using Equation (1) after measuring $D_0$ which is the distance between the transmitter and receiver.

$$V_w = \frac{D_0}{T_0}$$

Second, a sample with a thickness of $D_1$ was inserted in the water, and the time of flight ($T_1$) between Tr1 and Re1 was measured. $T_1$ was described as Equation (2):
Table 1. Thermal and acoustic properties of the phantoms.

| L-phantom (45–55 °C) | n = 5 |
|----------------------|------|
| Density [kg/m³]      | 1054 ± 7.1 |
| Speed of sound [m/s] | 1420 ± 3.5 |
| Attenuation coefficient [dB/MHz/cm] | 1.5 ± 0.09 |
| Specific heat capacity [J/(kg K)] | 2227 ± 4.0 |
| Thermal conductivity [W/(m K)] | 0.020 ± 0.002 |
| Density [kg/m³]      | 1052 ± 7.8 |
| Speed of sound [m/s] | 1421 ± 3.8 |
| Attenuation coefficient [dB/MHz/cm] | 1.2 ± 0.06 |
| Specific heat capacity [J/(kg K)] | 2230 ± 5.5 |
| Thermal conductivity [W/(m K)] | 0.021 ± 0.003 |

where, $V_1$ is the speed of sound in the sample. The time difference ($\Delta T_1$) between $T_1$ and $T_0$ was calculated using Equation (3):

$$\Delta T_1 = T_1 - T_0 = D_1 \left( \frac{1}{V_1} - \frac{1}{V_w} \right) \tag{3}$$

Third, Tr1 was used as both a transmitter and receiver. The time interval ($\Delta T_2$) between front and back surface echoes received by Tr1 was measured. $\Delta T_2$ was described as Equation (4):

$$\Delta T_2 = \frac{2D_1}{V_1} \tag{4}$$

The speed of sound in the sample ($V_1$) was calculated with measurable parameters of $V_w$, $\Delta T_1$ and $\Delta T_2$ using Equation (5) from Equations (3) and (4):

$$V_1 = \frac{2\Delta T_1}{\Delta T_2} - 1 \tag{5}$$

In order to measure the attenuation of the sample, the amplitude of tone burst waveform transmitted by Tr1 was compared with that received by Re1. Tr1 was aligned to Re1 to maximize the received signal before inserting the sample into the water. The difference in the amplitude between the transmitted and received waves without a sample corresponding to the attenuation of water. The frequency-dependent attenuation coefficient $\alpha(f)$ of the sample was calculated using the amplitude of the received signals with ($A_1[f]$) and without ($A_0[f]$) sample, as shown in Equation (6):

$$\alpha(f) = -\ln \left( \frac{A_1[f]}{A_0[f]} \right) \tag{6}$$

$T$ is the transmission factor and is calculated using Equation (7) as follows:

$$T = \frac{4Z_wZ_1}{(Z_w + Z_1)^2} \tag{7}$$

where, $Z_w$ and $Z_1$ are the acoustic impedances of water and the sample, respectively.

In this study, it was found that the attenuation coefficient increased linearly with the frequency range from 1 to 7 MHz upon using the elements with the same frequency range. The attenuations of the phantoms were 1.5 ± 0.09 (L-phantom) and 1.2 ± 0.06 (H-phantom) [dB/MHz/cm]. Moreover, the attenuation of water was 2.2 × 10⁻³ [dB/MHz/cm].

As shown in Table 1, differences in the thermal properties between the two phantoms were observed, and small heat transfer is assumed to have occurred at the boundary between the two different layers. The actual temperature increase in the tissue could not be simulated in this experiment because the phantom thermal conductivity was much less than that of the tissue. However, it is assumed that the difference in thermal properties between the tissue and the phantom has little effect on the verification of the therapeutic device output.

2.3. Experimental setup

Figure 3 shows the top (a) and side (b) views of the experimental setup. A light sheet produced by a xenon slit light source (KS-150-100, KATO KOKEN, Kanagawa, Japan) was illuminated by the phantoms to measure the 2-D temperature distribution. The thickness of the light sheet was 3.0 mm. The illuminated sections were captured using a CMOS camera (STC-MCCM200U3V, OMRON SEN TECH, Kanagawa, Japan) with an optical exposure time of 80 ms. The frame rate of optical imaging was 10 fps.

The HIFU was generated by a single-element spherical PZT transducer (Fuji Ceramics, Shizuoka, Japan) with a focal length of 46 mm, an aperture diameter of 46 mm, and a driving frequency of 1.73 MHz. A multifunction generator (WF1974, NF Corporation, Kanagawa, Japan) generated the driving signal, which was amplified by an RF amplifier (2100 L, Electronics & Innovation Ltd, NY, USA). The phantoms were placed in a sample holder, and the HIFU focal spot was targeted toward the phantoms 10 mm from the surface. The phantom was exposed to HIFU for 30 s with an acoustic power of 2.5 W, which was estimated from the focal pressure measured using a hydrophone (NH0200, Precision Acoustics Ltd, Dorchester, UK) at a low power level by assuming a quadratic relation between the amplifier output voltage and the acoustic power. The acoustic power used in this study (2.5 W) was relatively less than that of the actual HIFU treatment to prevent cavitation and boiling in the phantoms during HIFU exposure. The objective of this study was to verify the output of the HIFU transducer, which does not necessarily have the same acoustic power as that of the actual HIFU treatment.

The HIFU exposure experiment was conducted once with five different lot samples to investigate the reproducibility of our proposed method. A tank was filled with deionized water and kept at 36 °C with a dissolved oxygen content of 2.1–2.7 mg/L.

Figure 4 shows the normalized 2-D HIFU focal pressure profiles for both the transverse (a) and axial-lateral (c) planes and the one-dimensional (1-D) beam profile along the lateral (b) and axial (d) directions, with an acoustic power of 0.3 W measured using the needle hydrophone. The −6 dB longitudinal and lateral focal widths were 18 and 1.8 mm, respectively.

2.4. Calibration process

The relationship between the reflected color information and temperature was investigated for conversion of the phantom
color into temperature before all the HIFU exposure experiments. Two pairs of two-layer temperature-sensitive phantoms were produced in each lot. One was for calibration, to evaluate the relationship between color and temperature; the other was for the HIFU exposure experiment. Figure 5 illustrates the calibration process. A 0.3 mm sheath thermocouple (K-type, SUS316 sheath, CHINO, Tokyo, Japan) was inserted into the upper and lower layers of the phantom. The phantom was placed in a thermostatic chamber (SOFW-300S, AS ONE, Tokyo, Japan) and heated to approximately 80°C (Figure 5(a)).

The phantom with thermocouples was taken from the thermostatic chamber and immediately placed into the water tank to evaluate the relationship between the phantom color and the temperature decrease from 80 to 45°C. The red, green, and blue (RGB) values were obtained 2.0 mm away from the thermocouple to reduce the effect of shadow and light reflection by the thermocouples (Figure 5(b)).

Figure 6 shows an example of the relationship between the RGB values in the optical images and temperature in the lower (a) and upper (b) layers.

Figure 3. Experimental setup: (a) top view and (b) side view.

Figure 4. Normalized two-dimensional high intensity focused ultrasound (2-D HIFU) focal pressure profiles in both (a) the transverse and (c) axial-lateral planes and one-dimensional (1-D) beam profiles along both (b) the lateral and (d) axial directions.
In order to construct a table presenting the relationship between color and temperature, the principal component analysis (PCA) [25] was applied to the measured RGB values corresponding to the temperature values (described in a previous study [22]). PCA is a dimensional reduction technique that is commonly used in exploratory data analysis [25].

As described in Equation (8), C is defined as an \( \frac{n}{C^2} \times p \) matrix, where each of the \( p \) columns and \( n \) rows obtained R, G, and B values corresponding to the temperature and number of pixels in the optical images, respectively. The parameters of \( p \) and \( n \) were set to 3 (R, G and B values) and 769,104, respectively (the number of pixels in axial and lateral directions were 1008 and 763 pixels, respectively).

\[
C = \begin{pmatrix}
c_{11} & \cdots & c_{1p} \\
\vdots & \ddots & \vdots \\
c_{n1} & \cdots & c_{np}
\end{pmatrix}
\]

PCA projects \( p \)-dimensional data into a \( q \)-dimensional space \( (q \leq p) \). A projected vector with a principal component score \( Y_{k(i)} \) (\( i, k: \) natural number) was described as follows:

\[
Y_{k(i)} = c_{(i)} \cdot w_{(k)}
\]

for \( i = 1, 2, \ldots, n \), \( k = 1, 2, \ldots, q \) (9)

Here, \( c_{(i)} \) and \( w_{(k)} = (w_1, \ldots, w_p)_{(k)} \) represented each row vector of \( C \) with a set of size \( q \) of \( p \)-dimensional vectors of weight. The first weight vector \( w_{(1)} \) was determined by maximizing the sum of the squared principal components \( Y_{1(i)} \), as shown in Equation (10), where \( w \) is constrained as a unit vector.

\[
w_{(1)} = \arg \max_{|w| = 1} \left\{ \sum_{i=1}^{n} (Y_{1(i)})^2 \right\} = \arg \max_{|w| = 1} \left\{ \sum_{i=1}^{n} (c_{(i)} \cdot w_{(1)})^2 \right\} = \arg \max_{|w| = 1} \left\{ w^T \cdot C^T \cdot C \cdot w \right\} = \arg \max_{|w| = 1} \left\{ \frac{w^T \cdot C^T \cdot C \cdot w}{w^T \cdot w} \right\}
\]

(10)

\( c_{(i)} \) was given a first principal component score \( Y_{1(i)} = c_{(i)} \cdot w_{(1)} \) in the transformed coordinate. The \( k \)-th component was determined by subtracting the first \( k-1 \) principal components from the original data matrix \( C \).
The $k$-th weight vector was derived from the maximum variance using the new data matrix ($C'_k$), as described in Equation (12).

$$w(k) = \arg\max_{|w|} \left\{ \left( C'_k \cdot w \right)^2 \right\} = \arg\max \left\{ \frac{w^T \cdot C'^T \cdot C \cdot w}{w^T \cdot w} \right\} \tag{12}$$

$Y_{ki}$ was the $k$-th component score in the transformed coordinate, which is projected from the original coordinate.

Figure 7(a,b) illustrate an example of the 2-D projected plane defined by the 1st and 2nd principal component after applying the PCA to RGB values in the (a) lower (45–55°C) and (b) upper (55–65°C) layers. Relationship between the phase angle and temperature in the (c) lower (45–55°C) and (d) upper (55–65°C) layers.

The 2-D temperature distribution was obtained by applying the abovementioned calibration process to the original optical images. A median filter with a window size of $1.0 \times 1.0$ mm was applied to the acquired temperature distribution to smoothen the images.

2.5. Acoustic and thermal simulation

In this study, the experimental results using the two-layer temperature-sensitive phantom were compared with the simulation results to evaluate the accuracy of the temperature rise in the concerned phantom. Acoustic and thermal simulations were performed using the open-source k-Wave toolbox [26,27], which is implemented in MATLAB™ (MathWorks, Massachusetts, USA) to verify the accuracy of the proposed method. In this simulation, the ultrasound propagation media were water and urethane. The speed of the sound and density of water was set to 1420 and 1050 kg/m³, respectively. A k-Wave toolbox treats the
medium as a sound-absorbing fluid in which the absorption follows a frequency power law of the form

\[ a = a_0 f^y, \]  

where \( a \), \( a_0 \), \( f \), and \( y \) are the absorption coefficient, power-law prefactor, frequency, and law exponent, respectively. \( y \) was set to 1.0, and the \( a_0 \) of water and urethane were set to 2.2 dB MHz/cm and 1.5 dB MHz/cm in this simulation. Other thermal and acoustic properties of the urethane material were set according to Table 1. The thermal simulation was performed with the following bio-heat transfer equation (BHTE) [28,29].

\[
p\rho C_p \frac{\partial T}{\partial t} = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + 2x, \]  

where \( T \), \( t \), \( \rho \), \( C_p \), \( k \), \( \alpha \), \( \alpha_0 \), \( W_b \), \( C_b \), and \( T_b \) are the temperature, time, density, specific heat capacity, thermal conductivity, ultrasonic absorption coefficient, the intensity of ultrasound, blood volume, specific heat capacity of the blood, and blood temperature, respectively. In this study, \( W_b C_b (T - T_b) \) was neglected because there was no blood flow in the phantom. Therefore, Equation (15) was used in the simulation as follows.

\[
p\rho C_p \frac{\partial T}{\partial t} = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) + 2x, \]  

The initial temperature of the phantom and water before HIFU exposure was set to 36 °C.

### 3. Results

Figure 8(a) shows an example of the original optical images of the two-layer phantom during (heating period) and after (cooling period) high intensity focused ultrasound (HIFU) exposure and the optical images after flipping the (b) lower and (c) upper layer along the boundary between the two layers. Figures 8(b,c) show the optical images after flipping the lower and upper layers along the boundary between the two layers. The phantom was exposed to HIFU from left to right in these figures. The color of the lower layer changed before that of the upper layer. The color of the phantom changed from red to purple as the temperature increased.

Figure 9(a,b) show the time series for the 45–55°C and 55–65°C ranges of temperature distribution, which were derived from the flipped optical images of the lower (Figure 8(b)) and upper (Figure 8(c)) layers and (c) wider range (45–65°C) of the two-dimensional (2-D) temperature distribution by capturing the maximum distribution over the two temperature distributions of the lower and upper layers.

Figure 8. (a) An example of the original optical images of the two-layer phantom during (heating period) and after (cooling period) high intensity focused ultrasound (HIFU) exposure and the optical images after flipping the (b) lower and (c) upper layer along the boundary between the two layers.

Figure 9. Time series of (a) 45–55°C and (b) 55–65°C ranges of the temperature distribution, which were derived from the flipped optical images of the lower (Figure 8(b)) and upper (Figure 8(c)) layers and (c) wider range (45–65°C) of the two-dimensional (2-D) temperature distribution by capturing the maximum distribution over the two temperature distributions of the lower and upper layers.
focus along the axial direction. Point ‘C’ was selected because the difference between the experimental and simulation results was relatively large. As shown in Figure 10(c,d), the time profile of the temperature at ‘A’ and ‘B’ in the experiments matched well with that of the simulation, although there was little difference in the temperature at approximately 10–20 s. In contrast, the time profile of the temperature at ‘C’ in the experiments was much larger than that of the simulation for the entire HIFU exposure time, as shown in Figure 10(e). The simulated temperature at ‘C’ had a relatively linear increase as the temperature of ‘C’ corresponds to that of the pressure node of the HIFU acoustic field.

The experimental time profile of the temperature below 45°C could not be compared with that of the simulation because 45°C was set as the lower limit of the temperature for the background region with a temperature distribution of less than 45°C as shown in the profile of 0–5 s in Figure 10(c,d) and 0–7 s in Figure 10(e).

The 1-D spatial temperature profile along the axial and lateral axes of the HIFU focus in the experiments was compared with that of the simulation to evaluate the spatial similarity of the temperature distribution. Figure 11(a,b) compares the 1-D temperature profile along the axial and lateral axes at 30 s between the experiment and the simulation. The positions of ‘A’, ‘B’ and ‘C’ in Figure 10 are indicated by a green arrow in Figure 11(a). As shown in Figure 11(a), the spatial profile around the HIFU focus matched relatively well with that of the simulation. Although the temperature profile along the lateral direction matched well with that of the simulation, there was a temperature difference in the region that was approximately more than 3.0 mm away from the HIFU focus (Figure 11(b)).

4. Discussion

The color of the lower layer (45–55°C) started to change before that of the upper layer (55–65°C) according to the temperature rise at the HIFU focus. These results imply that our new concept for expanding the visible range of temperature rise was effective during and after HIFU exposure.

In order to investigate the accuracy of the temperature rise during and after HIFU exposure, the experimental time profile of the temperature rise was compared with the simulation results. The experimental time profile at and near the HIFU focus was much larger than that of the simulation results, although there was a slight difference in the temperature from approximately 10–20 s. Hence, the proposed method could be applied as a tool to investigate the output of the HIFU transducer before treatment.

Notwithstanding, the experimental time profile of temperature at ‘C’, which was 3.0 mm in front of the HIFU focus along the axial direction, was much larger than that of the simulation for the entire heating and cooling period.

To discuss the temperature difference between the experiment and simulation at ‘C’, the 1-D experimental spatial profile of the temperature distribution along the axial and lateral axes of the HIFU focus was compared with that of the simulation at 30 s. The experimental spatial profile along the axial direction matched relatively well with that of the simulation at and near the HIFU focus except for the region that was more than 3.0 mm away from the HIFU focus. However, the spatial profile along the lateral direction nearly completely matched with the simulation.

It was unclear why the lateral temperature profile matched well with that of the simulation compared with the axial profile. One possible explanation is that the physical heterogeneity at the boundary and the difference in attenuation between the two phantoms could have distorted the axial temperature profile.

Figure 12 shows a diagram explaining the difference between the experimental and simulation results in the axial temperature profile. The boundary between the H- and L-phantoms was physically inhomogeneous compared to the
region of the single material. Moreover, the heat transfer from the H- (or L-) to the L (or H-) phantom might have resulted from a difference in the attenuation between the phantoms. Therefore, these two factors might have induced an unexpected thermal diffusion in the axial direction compared to that in the lateral direction, thereby affecting the axial temperature profile. This speculation requires further investigation for verification and can be achieved by altering the simulation model and experimental parameters, such as acoustic power. However, the main objective of this study was to develop a method enabling users to conveniently assess the output at the HIFU focus before treatment; thus, the proposed method is applicable in clinical practice.

The experimental spatial profile is shaped like a ‘rectangle wave’, unlike that of the simulation; that is, the temperature rapidly increased from approximately 55 to 60°C. This is probably because the experimental temperature distribution was produced by flipping the lower or upper layer along the boundary of the phantom, and the 55°C temperature served as the transition point for the production of temperature distribution using two layers.

In this study, calibration was performed using the relationship between temperature decrease and phantom color change, and the calibration data were applied to the temperature estimation during and after HIFU exposure. The converted temperature in the experiment matched well with that in the simulation around the HIFU focus during the heating and cooling periods. Thus, no hysteresis was visible between the color change and temperature in the proposed phantom, implying that this method can be utilized for measuring the temperature during the heating and cooling periods.

We compared the experimental results with those of the simulation to evaluate the accuracy of the phantom temperature measurement in this study. The use of thermocouples during HIFU experiments was beneficial for validating the thermal and acoustic properties that were used in the simulation. However, measuring 2-D temperature distribution (whole region of the phantom) during HIFU exposure using thermocouples is challenging. In addition, the viscous heating effect of thermocouples could have affected the accuracy of the temperature measurement. Therefore, the measured temperature – converted from the phantom color – was compared with that of the simulation. Moreover, the thermal and acoustic properties that were used in the simulation are relatively reasonable because the measured temperature at and near focus matched well with those of the simulation.

In this study, a new method using a two-layer temperature-sensitive phantom was developed to visualize a range of temperature rise, which was two times wider than the conventional range [22]; nonetheless, discrepancies in the simulation results and challenges warranting improvement exist. A visible temperature range of 20°C is larger than that...
of the conventional range, but it should be expanded to more than 40 °C, considering the clinical usage for mimicking the temperature rise in tissues. Furthermore, a more detailed calculation of the thermal dose of tissues [30,31] – a criterion for estimating tissue denaturation – should be performed by measuring a wider range of temperature rise.

5. Conclusions
We developed a new visualization method to measure a wider range of temperature rise during HIFU exposure. The experimental results were comparable to those of the simulation. The total range of the measured temperature rise was two times wider than that of the conventional range, although there is room for improved accuracy. The reason for the difference in the temperature rise in an area far from the HIFU focus along the axial direction warrants further investigation. Nevertheless, the experimental time profile and spatial distribution around the HIFU focus matched relatively well with those of the simulation, and the proposed method can be potentially used in clinical practice to readily check the output of the HIFU transducer prior to treatment. The visible range of temperature can be increased further, and a more detailed calculation of the thermal dose of tissues can be performed by expanding our proposed method using many kinds of MTLC.
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