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Abstract. We revisit the Riemann–Hilbert problem determined by Donaldson–Thomas invariants for the resolved conifold and for other small crepant resolutions. While this problem can be recast as a system of TBA-type equations in the conformal limit, solutions are ill-defined due to divergences in the sum over infinite trajectories in the spectrum of D2–D0-brane bound states. We explore various prescriptions to make the sum well defined, show that one of them reproduces the existing solution in the literature, and identify an alternative solution which is better behaved in a certain limit. Furthermore, we show that a suitable asymptotic expansion of the \( \tau \) function reproduces the genus expansion of the topological string partition function for any small crepant resolution. As a by-product, we conjecture new integral representations for the triple sine function, similar to Woronowicz integral representation for Faddeev’s quantum dilogarithm.
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1. Introduction

The possibility to construct a smooth hyperkähler or quaternion-Kähler space $\mathcal{M}$ from a suitable collection of integers $\{\Omega(\gamma, z)\}$ has been appreciated for a long time in the physics literature on quantum field theories or string vacua with $\mathcal{N} = 2$ supersymmetry in four dimensions: in this context, the integers $\Omega(\gamma, z)$ count supersymmetric bound states with fixed charge $\gamma$ and asymptotic value $z$ of the moduli in four dimensions, and the quaternionic space $\mathcal{M}$ appears as the moduli space of massless fields after reduction on a circle $[1–3]$. Recently, Tom Bridgeland has proposed a variant of this idea in the mathematically rigorous framework of triangulated categories of Calabi–Yau-3 type: the integers $\Omega(\gamma, z)$ are the generalized Donaldson–Thomas (DT) invariants for the stability condition coordinatized by $z$ in the stability space $\mathcal{S}$, while $\mathcal{M}$ is the total space of the holomorphic tangent bundle $T\mathcal{S}$, endowed with a complex hyperkähler metric. The latter is determined by solutions to a suitable Riemann–Hilbert (RH) problem $[4,5]$, which arises formally as the conformal limit of the RH problem considered by physicists $[6]$. The smoothness of the metric across walls of marginal stability in $\mathcal{S}$ is ensured by the usual wall-crossing formula for DT invariants $[7]$.

In a recent work $[8]$, using twistorial techniques developed in the physics literature $[3,9,10]$, we reformulated Bridgeland’s RH problem as a system of TBA-type integral equations forDarboux coordinates $X_\gamma(z, \theta, t)$ on $\mathcal{M}$, where $\theta$ parametrizes the fiber of the tangent bundle and $t \in \mathbb{C}^\times$ is the twistorial parameter. Using this reformulation, we obtained general formulae for the Plebanski potential $W(z, \theta)$ and the Joyce potential $F(z, \theta)$ in terms of solutions to that system. These functions, which are homogeneous under the
action on $S$, are required to satisfy ‘heavenly’ and ‘isomonodromy’ equations, respectively, and determine a complex hyperkähler cone metric on $M$.

For general coupled BPS structures where the antisymmetric pairing $\langle \gamma, \gamma' \rangle$ is non-vanishing for some pair of active charge vectors (i.e., $\Omega(\gamma)\Omega(\gamma') \neq 0$), the TBA equations are highly non-trivial, but they can be solved iteratively providing formal power series representations for $X_{\gamma}$, $W$ and $F$. In the uncoupled, finite case (where only a finite number of DT invariants $\Omega(\gamma)$ are nonzero, and moreover $\langle \gamma, \gamma' \rangle = 0$ for any pair of them), the TBA equations trivialize and lead to elementary formulae for $W$ and $F$, and somewhat less elementary but explicit formulae for the Darboux coordinates $X_{\gamma}$ as linear combinations of the generalized Gamma function $\Lambda(z, \eta)$. In addition, the latter can all be obtained as suitable $z$-derivatives of a function $\tau(z, \theta, t)$, which is given by a linear combination of generalized Barnes functions $\Upsilon(z, \eta)$ (see Appendix A for the definition of these special functions).

In this work, we address an intermediate case, namely that of uncoupled but infinite BPS structures. This case is relevant for the derived category of coherent sheaves on a non-compact Calabi–Yau threefold $X$ with no compact divisors, such as the conifold or more generally, small crepant resolutions of CY3 singularities. For such cases, the pairing $\langle \gamma, \gamma' \rangle$ vanishes for any pair of active charge vectors, and moreover $\Omega(\gamma)$ is nonzero (and independent of $k$) on a finite set of ‘trajectories’ of the form $\gamma = \beta + k\delta$ where $\delta$ is the charge vector of a point (corresponding to the skyscraper sheaf on $X$), $k \in \mathbb{Z}$ and $\beta$ runs over the set $B = \{\pm \beta_1, \ldots, \pm \beta_n\}$ where $\beta_i$ are the homology classes of rational curves in $X$. The integers $n_\beta = \Omega(\beta + k\delta)$ coincide with the genus zero Gopakumar–Vafa (GV) invariants, and are known explicitly for all small crepant resolutions of toric CY3 singularities (see, e.g., [11, §5] and references therein). Moreover, $\Omega(k\delta)$ is also independent of $k$ and equal to minus the Euler number $\chi_X$ of $X$. In physical terms, $\Omega(\beta + k\delta)$ counts BPS bound states of a D2-brane wrapped on a rational curve with $k$ units of D0-brane charge. Importantly, in such uncoupled cases the Darboux coordinates can still be derived from a $\tau$ function, even though the BPS spectrum is infinite.

The special case of the resolved conifold $X = \mathcal{O}(-1, -1) \to \mathbb{P}^1$ was considered in [4,12], where solutions to the Riemann–Hilbert problem were found, for vanishing and generic values of the fiber coordinates $\theta$, respectively. Using these explicit solutions, the Plebanski potential (called there ‘Joyce function’) was obtained in [4], while an expression for the $\tau$ function was derived in [12] (only for $\theta = 0$). Strikingly, the asymptotic expansion of $\tau(z, 0, t)$ at small $t$ turns out to match the genus expansion of the topological string partition function on $X$, opening the possibility that the $\tau$ function may provide a natural non-perturbative definition of the topological string partition function (see also [13–21] for other viewpoints on this problem).

**Summary of the Main Results**

In this work, we revisit Bridgeland’s results for the conifold by using the TBA formulation of the RH problem, and extend them to arbitrary small crepant resolutions. As for any uncoupled BPS structure, the TBA equations trivialize...
and produce explicit expressions for the Darboux coordinates and the potentials. However, in contrast to the finite case, these expressions are no longer well defined because the sums over charges $\gamma$ are not absolutely convergent. Thus, the problem reduces to finding a prescription for these divergent sums which leads to sensible results satisfying the properties required from solutions of the RH problem.

First, we attempt to define the Darboux coordinates and the $\tau$ function by summing the finite case result over the infinite set of non-vanishing DT invariants $\Omega(\beta + k\delta)$. For the conifold and for vanishing fiber coordinates $\theta$, this approach works and reproduces the solution found in [12], upon using a Binet-type integral representation for the special functions $\Lambda(z, \eta)$ and $\Upsilon(z, \eta)$. However, it breaks down when the fiber coordinates are nonzero, or for general small crepant resolutions not satisfying the property $\sum_{\beta \in B} n_\beta = \chi_X$, which holds coincidentally for the conifold. Indeed, in those cases the prescription leads to integrals which diverge at the origin. Most of these integrals can be made convergent by shifting by hand the contour so as to avoid the origin. Following this ad hoc procedure and dropping remaining divergent contributions, it is possible to arrive at the solution for the conifold with generic fiber coordinates given in [4], and generalize it to other small crepant resolutions. However, such procedure is hard to justify and cannot be accepted as a consistent prescription. Furthermore, it is impossible to make sense of the Plebanski potential $W$ in this way.

Next, we explore an alternative approach. Rather than taking the results for finite BPS structures as a starting point, we take a few steps back. First, we do not combine the contributions of opposite charges $\gamma$ and $-\gamma$, which was an important step in obtaining the finite case solution, and second, we express all relevant quantities in terms of rational DT invariants 

$$\bar{\Omega}(\gamma) = \sum_{d \mid \gamma} \frac{1}{d^2} \Omega(\gamma/d).$$

In the case of interest, they are supported on charges $\gamma = n(\beta + k\delta)$ for any $n \geq 1$. Then, we first make sense of the sum over $k$ for each trajectory labeled by $\beta$ (including the one with $\beta = 0$) and only at the last step perform the sum over $n$. It turns out that the first step boils down to making sense of sums of the form

$$S(v, w, \theta, \varphi) = \sum_{k \in \mathbb{Z}} e^{2\pi i (\theta + k \varphi)} \frac{1}{v + kw}.$$  

This sum is not absolutely convergent, even when $\varphi = 0$. However, in this case it becomes absolutely convergent after combining contributions of positive and negative $k$ and leads to a solution that coincides with the one in [12] in the conifold case. For non-vanishing $\varphi$, we shall argue that the sum (1.2) can be recast into the following integral
\[
S(v, w, \vartheta, \varphi) = \frac{e^{2\pi i (\vartheta - \varphi v/w)}}{w} \int_0^\infty \frac{dy}{y} \frac{y^{v/w}}{1 - y},
\]
(1.3)

where the divergence at \( y = 1 \) is avoided either by moving the contour above or below the pole, or by using the principal value prescription. This gives three possible results \( S(\epsilon) \) labeled by \( \epsilon = \pm 1, 0 \). All of them lead to well-defined Darboux coordinates, \( \tau \) function and Plebanski potential.

For instance, let us denote \( Z_\beta = v_\beta, Z_\delta = w \) where \( Z_\gamma \) is the central charge function, while \( \vartheta_\beta \) and \( \varphi \) be the corresponding fiber coordinates (see Sect. 2.2 for precise definitions). Then, the principle value prescription results in the following \( \tau \) function

\[
\log \tau = \sum_{\beta \in B} n_\beta \left[ \frac{t}{4\pi w} \left( J_{2,0} \left( \frac{w}{t}, \frac{v_\beta}{t}, \varphi, \vartheta_\beta \right) + 2\pi J_{1,1} \left( \frac{w}{t}, \frac{v_\beta}{t}, \varphi, \vartheta_\beta \right) \right) - \frac{1}{4\pi^2} I_2 \left( \frac{v_\beta}{w}, \varphi, \vartheta_\beta \right) \right]
- \frac{\chi X t}{4\pi w} \left[ J_{2,0} \left( \frac{w}{t}, \varphi \right) + 2\pi J_{1,1} \left( \frac{w}{t}, \varphi \right) \right] - \frac{\chi X}{24} \log \frac{w}{t},
\]

where the special functions \( J_{m,n}, \tilde{J}_{m,n} \) and \( I_n \) are introduced in (C.1), (C.2) and (C.12), respectively. The Plebanski potential is in turn given (up to irrelevant terms linear in the fiber variables) in terms of Bernoulli polynomials,

\[
W = \frac{\pi^2}{6iw} \sum_{\beta \in B} n_\beta \cot\left( \pi v_\beta/w \right) B_3 \left( \left[ \vartheta_\beta - \varphi \frac{v_\beta}{w} \right] \right),
\]

(1.5)

where the bracket notation \([x]\) is defined in (A.4). The solutions for different prescriptions differ from the functions given above by simple contributions expressed in terms of polylogarithms. For example, the difference between the Plebanski potential corresponding to the prescription leading to Bridgeland’s solution in the case of the conifold [4] [see (4.32)] and the one given in (1.5), is equal to

\[
W^{Br} - W = \frac{\pi^2}{3w} \sum_{\beta \in B^+} n_\beta B_3 \left( \left[ \vartheta_\beta - \varphi \frac{v_\beta}{w} \right] \right),
\]

(1.6)

where two three-logarithms have been combined using the identity (A.3).

Thus, all ambiguities in the definition of the RH problem appear to be captured by the choice of prescription for the integral (1.3). In principle, this choice can be done separately for each \( \beta \in H_2 \cup \{0\} \). In practice, a random assignment of \( \epsilon_\beta \) is of course unreasonable. However, it is important to take this possibility into account because, as we will argue, the choice \( \epsilon_\beta = \text{sgn \, Im} (v_\beta/w) \) [i.e., corresponding to distinct prescriptions for three classes of trajectories \( \{ \beta = 0, B^+, B^- \} \) where \( B^\pm \) are defined in (2.16)] precisely leads to Bridgeland’s solution for the conifold in [4]. Note that for this solution, the Darboux coordinates \( X_\gamma \) are not meromorphic in \( t \) (contrary to the claim in [4]), but have an essential singularity at \( t = \varphi/w \). This in fact holds for any choice of \( \epsilon_\beta \). However, rather than choosing this \( \beta \)-dependent prescription, we argue that a preferable choice is to take the principle value
prescription for the integral (1.3). Indeed, this appears to be the only prescription which leads to a solution which in the limit $\vartheta_\beta = \varphi = 0$ agrees with the results in [12], which are fixed uniquely by requiring polynomial behavior at $t \to \infty$.

The agreement between the solution resulting from the choice $\epsilon_\beta = \text{sgn} \, \text{Im} \left( \frac{v_\beta}{w} \right)$ with Bridgeland’s solution relies on some novel integral representations (B.15)–(B.18) for the double and triple sine functions appearing in Bridgeland’s solution (and in earlier works on the topological string partition function on the conifold [13,17]). The double and triple sine functions are usually defined through Barnes’ multiple gamma functions [22–24], and are closely related to the quantum dilogarithm and trilogarithm. The required integral representation for the double sine function is in fact a consequence of Woronowicz representation (B.9) for Faddeev’s quantum dilogarithm, as we show in Appendix B. We state the required integral representations for the triple sine function with two coinciding periods as Conjecture 1 in that Appendix. We have checked it numerically for some random values of the arguments, and expect that it can be generalized to arbitrary periods and proven along the same lines as (B.15).

Finally, we extend the observation of [12] about a relation between a perturbative expansion of the $\tau$ function and the topological string partition function. Namely, we show that for all small crepant resolutions the expansion of (1.4) at small $t$ and $\vartheta_\beta = \varphi = 0$ reproduces all terms with $g \geq 1$ in the genus expansion of the topological string, while the genus 0 contribution can be extracted from the Plebanski potential (1.5). Moreover, we use this result as an additional argument in favor of the solution produced by the principle value prescription.

The organization of the paper is as follows. In the next section, we review the RH problem for general BPS structures and its solution in the uncoupled BPS case, and specify the RH problem for the class of non-compact CY threefolds given by small crepant resolutions. In Sect. 3, we present the results of our first approach where we try to sum up the known solution for a finite uncoupled BPS structure. In Sect. 4, we derive new solutions following an alternative approach based on summing up contributions of rational DT invariants and discuss their properties. Finally, in Sect. 5 we discuss the relation between the $\tau$ function, Plebanski potential, and the topological string partition function. Appendix A collects definitions of various special functions as well as their properties and various integral identities. Appendices B and C present special functions appearing in the solutions found in Sects. 3 and 4, respectively. Finally, Appendix D provides details of calculations leading to the results presented in Sect. 3.
2. RH Problem for Small Crepant Resolutions

In this section, we recall the basic Riemann–Hilbert problem associated with a BPS structure, its reformulation as a set of TBA-like integral equations, and its solution for an uncoupled BPS structure, following [25] and our previous work [8]. In Sect. 2.2, we specialize to the case of small crepant resolutions, where the BPS structure is uncoupled but not finite.

2.1. RH Problem in the Uncoupled Case

For our purposes, a BPS structure consists of a local system of rank 2\(N\) lattices \(\Gamma\), equipped with a non-degenerate skew-symmetric pairing \(\langle \cdot, \cdot \rangle\), fibered over the space of stability conditions \(S\), and equipped with a map \(\Omega : \Gamma \to \mathbb{Z}\) with \(\Gamma = \Gamma \setminus \{0\}\) satisfying various axioms [25]. In particular, \(\Omega(\gamma)\) should be invariant under \(\gamma \mapsto -\gamma\), and satisfy the Kontsevich–Soibelman wall-crossing formula across walls of marginal stability in \(S\). The subscript \(Z\) refers to the central charge function (a linear map \(Z : \Gamma \to \mathbb{C}\), which is part of the stability data at any point on \(S\). In the following we will drop the subscript \(Z\), and use complex coordinates \(z^a = Z_{\gamma a}\) on \(S\) where \(\{\gamma^a\}_{a=1}^{2N}\) is a basis of the lattice \(\Gamma\).

Given a BPS structure, one defines the following Riemann–Hilbert problem: finding functions \(X_{\gamma}(z, \theta, t)\) (called holomorphic Fourier modes, or Darboux coordinates for brevity) on \(TS \times \mathbb{P}^1\), where \(z\) is a point on the space of stability conditions \(S\), \(\theta\) parametrizes the fiber of the holomorphic tangent bundle and \(t\) is a coordinate on \(\mathbb{P}^1\) away from the BPS rays \(\ell_{\gamma'}\) defined by

\[
\ell_{\gamma'} = \{t \in \mathbb{P}^1 : Z_{\gamma'}/t \in \mathbb{R}^-\}.
\]

Across such a ray, we require that the Fourier modes \(X_{\gamma}^\pm\) defined on the two sides of the BPS ray (on clockwise and anticlockwise sides, respectively) are related by a KS symplectomorphism [7]

\[
X_{\gamma'}^+ = X_{\gamma'}^- (1 - X_{\gamma'}^-)^{\Omega(\gamma')} \langle \gamma, \gamma' \rangle.
\]

Moreover, for \(t \to 0\) we require that \(X_{\gamma}\) reduces, up to exponential corrections, to

\[
X_{\gamma}^{sf} = \sigma_{\gamma} e^{2\pi i (\theta_{\gamma} - Z_{\gamma}/t)}, \quad \theta_{\gamma} = \langle \gamma, \theta \rangle,
\]

where \(\sigma_{\gamma}\) is a quadratic refinement of the skew-symmetric pairing.\(^1\) For large \(|t|\), we require that \(X_{\gamma}(t)\) behaves polynomially, i.e.,

\[
|t|^{-k} < |X_{\gamma}(t)| < |t|^k
\]

for some \(k > 0\). Finally, these conditions are supplemented by the so-called reflection property which originates in the symmetry of the DT invariants

---

\(^1\) Namely a map \(\sigma : \Gamma \to \mathbb{C}^\times\) such that \(\sigma_{\gamma} \sigma_{\gamma'} = (-1)^{\langle \gamma, \gamma' \rangle} \sigma_{\gamma + \gamma'}\).
under $\gamma \to -\gamma$ and requires that \[25\]

$$X_{-\gamma}(z, \hat{\sigma}(\theta), -t) = X_{\gamma}(z, \theta, t),$$ \tag{2.6}$$

where $\hat{\sigma}$ is the twisted inverse map. This map has a simple action on the shifted fiber coordinates $\vartheta_{\gamma}$ defined (modulo integers) by absorbing the quadratic refinement,

$$e^{2\pi i \vartheta_{\gamma}} = \sigma_{\gamma} e^{2\pi i \theta_{\gamma}}.$$ \tag{2.7}$$

namely it acts by $\hat{\sigma} (\vartheta_{\gamma}) = -\vartheta_{\gamma}$. Note however that $\vartheta_{\gamma} + \vartheta_{\gamma}' \neq \vartheta_{\gamma+\gamma'}$ modulo integers unless $\langle \gamma, \gamma' \rangle = 0$. In the following we will mostly work in terms of the shifted coordinates $\vartheta_{\gamma}$.

Given a solution to this RH problem, one constructs a complex symplectic form $\omega = \frac{t}{2} \sum_{a,b} \omega_{ab} \log X_{\gamma a} d \log X_{\gamma b}$ on the product $TS \times \mathbb{P}^1$, where $\omega_{ab}$ is the inverse of the integer skew-symmetric matrix $\omega^{ab} = \langle \gamma^a, \gamma^b \rangle$. The complex HK structure on $TS$ is then read off from the Laurent expansion $\omega = t^{-1} \omega_+ - i \omega_{-}$ near $t = 0$. It turns out that the resulting HK metric is encoded in a single function $W(z, \theta)$, called Plebanski potential, which must satisfy a system of nonlinear differential equations, known as heavenly equations \[5,26\]. Furthermore, this function determines a connection on $\mathbb{P}^1$ such that $X_{\gamma}$ are its flat sections, which is equivalent to the following horizontal section condition \[4\]

$$\left[ \frac{\partial}{\partial z^a} + \frac{1}{t} \frac{\partial}{\partial \theta^a} - \frac{1}{(2\pi)^2} \sum_{b,c=1}^{2N} \omega^{bc} \frac{\partial^2 W}{\partial \theta^a \partial \theta^b} \frac{\partial}{\partial \theta^c} \right] X_{\gamma} = 0.$$ \tag{2.8}$$

The twistor space $Z$ is the quotient of $TS \times \mathbb{P}^1$ by the distribution spanned by the vector fields (2.8) \[26\]. In \[8\], we have recast the above RH problem as a TBA-like system of integral equations, arising as a conformal limit \[6\] of the equations encoding instanton corrections in four-dimensional $\mathcal{N} = 2$ supersymmetric gauge theories compactified on a circle \[1\] or D-instantons in compactifications of string theory on CY threefolds \[2,27\]. This allowed us to obtain a general formula for the Plebanski potential $W$ in terms of Penrose-like integrals of the Fourier modes $X_{\gamma}$ \[8, Eq. (1.5)\]. In this paper, we do not need these general results as we restrict to the case of uncoupled BPS structures, i.e., such that $\langle \gamma, \gamma' \rangle = 0$ whenever $\Omega(\gamma) \Omega(\gamma') \neq 0$.

In the uncoupled case, the RH problem drastically simplifies. Firstly, the DT invariants become independent of the central charge function $Z$. Secondly, the TBA equations mentioned above become explicit integral expressions for the Darboux coordinates

$$X_{\gamma}(t) = \mathcal{X}_{\gamma}^{gf}(t) \exp \left[ \frac{1}{2\pi i} \sum_{\gamma' \in \Gamma_\ast} \hat{\Omega}(\gamma') \langle \gamma, \gamma' \rangle \int_{t_{\gamma'}} \frac{dt'}{t'} \frac{t}{t' - t} \mathcal{X}_{\gamma'}^{gf}(t') \right],$$ \tag{2.9}$$

where the r.h.s. is expressed through the rational DT invariants $\hat{\Omega}(\gamma)$ defined in (1.1). Thus, there are no equations to solve anymore and all relevant functions
can be computed by evaluating Penrose-like integrals. In particular, for the Plebanski potential one finds the following simple result \([8, \text{ Eq. (4.5)}]\)

\[
W = \frac{1}{(2\pi i)^2} \sum_{\gamma \in \Gamma^*} \bar{\Omega}(\gamma) e^{2\pi i \vartheta_{\gamma}} Z_\gamma.
\] (2.10)

Remarkably, for uncoupled BPS structures the Darboux coordinates (2.9) for different basis vectors \(\gamma^a\) of the lattice \(\Gamma\) (or rather, their derivatives with respect to \(t\)) can all be obtained from a single generating function \(\tau(z, \theta, t)\). Namely, the following equations, first proposed in \([25]\), turn out to be integrable for any uncoupled BPS structure

\[
\sum_{b=1}^{2N} \omega^{ab} \partial_{z^b} \log \tau = \partial_t \log \left( \chi_{\gamma^a} / \chi_{\gamma^a}^{\sf f} \right), \quad \forall a = 1, \ldots, 2N,
\] (2.11)

with the following general result \([8, \text{ Eq.}(3.28)]\)

\[
\log \tau = \frac{1}{4\pi^2} \sum_{\gamma \in \Gamma} \bar{\Omega}(\gamma) e^{2\pi i \vartheta_{\gamma}}
\times \left[ \int_{\ell_\gamma} \frac{dt'}{t'} \frac{t}{t' - t} \left( 1 + 2\pi i \frac{Z_\gamma}{t'} \right) e^{-2\pi i Z_\gamma / t'} - \log(Z_\gamma / t) \right].
\] (2.12)

It is important to note that the \(\tau\) function is defined only up to terms independent of \(z^a\). Such terms can be safely added or dropped without affecting the Darboux coordinates \(\chi_{\gamma}\).

If the BPS structure is finite, i.e., if \(\Omega(\gamma)\) vanishes except for a finite set of vectors \(\gamma\), the above formulae can be made even more explicit. The Darboux coordinates are then expressed in terms of the generalized Gamma function \(\Lambda(z, \eta)\) defined in (A.8)

\[
\chi_{\gamma} = e^{2\pi i (\vartheta_{\gamma} - Z_\gamma / t)} \prod_{\gamma' \in \Gamma^*, \text{Re}(Z_{\gamma'}/t) > 0} \Lambda \left( \frac{Z_{\gamma'}}{t}, 1 - [\vartheta_{\gamma'}] \right) \Omega(\gamma')^{\langle \gamma, \gamma' \rangle},
\] (2.13)

the \(\tau\) function is given in terms of the generalized Barnes function \(\Upsilon(z, \eta)\) defined in (A.9)

\[
\log \tau = \sum_{\gamma \in \Gamma_+, \text{Re}(Z_\gamma / t) > 0} \Omega(\gamma) \log \Upsilon \left( \frac{Z_\gamma}{t}, 1 - [\vartheta_{\gamma}] \right),
\] (2.14)

while the Plebanski potential is a simple sum of Bernoulli polynomials

\[
W = -\frac{\pi i}{3} \sum_{\gamma \in \Gamma_+} \frac{\Omega(\gamma)}{Z_\gamma} B_3([\vartheta_{\gamma}]),
\] (2.15)

where \(\Gamma_+\) is the set of vectors \(\gamma \in \Gamma^*\) such that \(\text{Im} Z_\gamma > 0\) or \(Z_\gamma \in \mathbb{R}^-\).
2.2. BPS Structure for Small Crepant Resolutions

Let us now consider BPS structure associated with a non-compact CY three-fold \( X \) obtained as a crepant resolution of an affine singular variety, such that the exceptional locus contains only a finite number \( n \) of rational curves and no compact divisors. Examples include the conifold obtained by resolving the quadratic singularity \( xy = zw \), or the generalized conifold obtained by resolving \( x y = z^{n_0} w^{n_1} \) with \( 0 \leq n_1 \leq n_0 \), as well as quotients of the form \( \mathbb{C}^2 / G \times \mathbb{C} \) where \( G \) is finite subgroup of \( SL(2, \mathbb{C}) \), or of the form \( \mathbb{C}^3 / G \) where \( G \) is a finite subgroup of \( SO(3) \) or \( G = \mathbb{Z}_2 \times \mathbb{Z}_2 \) with the two factors acting by \((-1, -1, 1)\) and \((1, -1, 1)\).

For such geometries, the DT invariants associated with the triangulated category of coherent sheaves on \( X \) take a very simple form. The charge lattice decomposes as the direct sum of two rank-\( N \) sublattices, \( \Gamma = \Gamma_e \oplus \Gamma_m \) where \( \Gamma_e = H_2(X, \mathbb{Z}) \oplus H_0(X, \mathbb{Z}) \) and \( \Gamma_m \) is the dual lattice \( \Gamma_e^* \). Since the 4-cycles and 6-cycle corresponding to \( \Gamma_m \) are non-compact, the corresponding central charges are infinite but it turns out that they decouple from the Riemann–Hilbert problem. Thus, the space of stability conditions \( S \) is effectively an open set inside \( \mathbb{C}^N \), parametrized by the central charges \( \{ v^i = Z_{\alpha^i} \} \) and \( w = Z_{\delta} \), where \( \{ \alpha^i \}_{i=1}^{N-1} \) is a basis of \( H_2(X, \mathbb{Z}) \) and \( \delta \) is the generator of \( H_0(X, \mathbb{Z}) \), corresponding to the class of a point on \( X \). Similarly, the fiber of the holomorphic tangent bundle \( TS \) can be parametrized by \( \vartheta^i := \vartheta_{\alpha^i} \) and \( \varphi := \vartheta_{\delta} \).

We also introduce \( B = \{ \pm \beta_i \}_{i=1}^n \), the set of the classes of rational curves and anti-rational curves in \( X \), which are integer combinations \( \beta = \sum_i \beta_i \alpha^i \) of the basis vectors, and its two subsets

\[
B^\pm = \{ \beta \in B : \pm \text{Im} (v_\beta / w) > 0 \}. \tag{2.16}
\]

For the generalized conifold, \( N = N_0 + N_1 \) and \( n = N(N - 1)/2 \).

Due to the absence of compact 4 and 6-cycles, the DT invariants \( \Omega(\gamma) \) vanish unless \( \gamma \in \Gamma_e \). In particular, since the skew-symmetric pairing is non-vanishing only between elements of \( \Gamma_e \) and the dual lattice \( \Gamma_m = \Gamma_e^* \), the corresponding BPS structure is uncoupled and the DT invariants are independent of the central charge function. In fact, \( \Omega(\gamma) \) vanishes unless the charge is of the form \( \gamma = k\delta \) with a nonzero integer \( k \), or \( \gamma = \beta + k\delta \) where \( \beta \in B \) and \( k \in \mathbb{Z} \). In the latter case, depending whether the normal bundle of the rational curve in class \( \pm \beta \) is \( \mathcal{O}(-1) \oplus \mathcal{O}(-1) \) or \( \mathcal{O}(0) \oplus \mathcal{O}(-2) \), \( \Omega(\gamma) \) is equal to 1 or \(-1\) [11, §5]. In either case, it coincides with the genus zero Gopakumar–Vafa invariant \( n_\beta \). To summarize,

\[
\Omega(\gamma) = \begin{cases} 
-\chi_X, & \gamma = k\delta, \quad k \in \mathbb{Z} \setminus \{0\}, \\
n_\beta, & \gamma = \beta + k\delta, k \in \mathbb{Z}, \beta \in B, 
\end{cases} \tag{2.17}
\]

where \( \chi_X \) is the Euler characteristic of \( X \) (defined using cohomology with compact support). Sometimes it will be convenient to combine them by setting \( n_0 = -\chi_X / 2 \). For the resolved conifold \( X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1 \), one has \( N = 1, B = \{ \pm \beta \} \) where \( \beta \) is the class of \( \mathbb{P}^1 \), and

\[
\chi_X = 2, \quad n_\beta = n_{-\beta} = 1. \tag{2.18}
\]
Note that for such an uncoupled BPS structure, the factor $\Omega(\gamma')\langle \gamma, \gamma' \rangle$ in (2.9) always vanishes for $\gamma \in \Gamma_e$. This implies that for ‘electric’ charges $\gamma_e \in \Gamma_e$ the solution coincides with its ‘semi-flat’ limit, i.e., $\mathcal{X}_{\gamma_e} = \mathcal{X}_{\gamma_e}^{sf}$. The non-trivial task is therefore to determine $\mathcal{X}_{\gamma}$ for ‘magnetic charges’ $\gamma \in \Gamma_m$. In view of (2.1), it suffices to determine the holomorphic Fourier modes $\mathcal{X}_\delta$ and $\mathcal{X}_{\alpha_i}$ associated with the duals of $\delta$ and $\alpha_i$ in $\Gamma_m$. Accordingly, we define

$$Y_0 = \log \left( \frac{\mathcal{X}_{\delta}}{\mathcal{X}_{\delta}^{sf}} \right), \quad Y_i = \log \left( \frac{\mathcal{X}_{\alpha_i}}{\mathcal{X}_{\alpha_i}^{sf}} \right).$$

(2.19)

which are functions of $z = (w, v^1, \ldots, v^{N-1})$, $\vartheta = (\varphi, \vartheta^1, \ldots, \vartheta^{N-1})$ and $t$.

Thus, we arrive at the following RH problem:

\textbf{Problem 1.} Let us denote $p_\beta(t) = e^{2\pi i(\vartheta_\beta - v_\beta/t)}$ and $q(t) = e^{2\pi i(\varphi - w/t)}$. Find functions $Y_\mu(z, \vartheta, t)$ ($\mu = 0, 1, \ldots, N-1$) satisfying the following conditions

1. For all $\mu$, $\exp(Y_\mu)$ is meromorphic in the domain\footnote{In contrast to the RH problems in [4,12], we relax the meromorphy condition by excluding the locus $q = 1$. This weaker condition is necessary in order that solutions exist at all, in fact the solution found in [4] fails to satisfy the stronger meromorphy condition for non-vanishing fiber coordinates.}

$$t \in \mathbb{C} \setminus \left( \ell_\delta \cup \ell_{-\delta} \cup (\cup_{\beta \in B} \cup_{k \in \mathbb{Z}} \ell_{\beta+k\delta}) \cup \{q(t) = 1\} \right);$$

2. $Y_\mu$ are discontinuous across active BPS rays, with jumps given by

$$\text{across } \ell_{\beta+k\delta} : \quad \Delta Y_0 = -kn_\beta \log \left( 1-p_\beta q^k \right),$$

$$\Delta Y_i = -\beta_i n_\beta \log \left( 1-p_\beta q^k \right),$$

$$\text{across } \ell_{\pm\delta} : \quad \Delta Y_0 = \mp \chi x \sum_{k=1}^{\infty} 2k \log \left( 1-q^\pm k \right), \quad \Delta Y_i = 0;$$

(2.20)

3. Growth condition: $Y_\mu = o(1)$ as $t \to 0$ and $Y_\mu = O(\log |t|)$ as $t \to \infty$;

4. Reflection property:

$$Y_\mu(z, -\vartheta, t) = -Y_\mu(z, \vartheta, t).$$

(2.21)

In the case of the conifold, this RH problem was solved on the ‘zero section’ $\vartheta = 0$ of the holomorphic tangent bundle in [12]. Its extension to general values of fiber coordinates was later determined in [4]. Our goal will be to revisit these results using the explicit solution of the RH problem for uncoupled BPS structures reviewed in Sect. 2.1. The main problem with this solution is that the resulting sums over charges turn out to be not absolutely convergent. Hence, even if they can be defined, such definition may not be unique. For example, they may depend on the order of different summations and integrations. In the next two sections, we present two different strategies to solve this problem.

3. Naive Resummation of the Results for Finite BPS Structures

The simplest strategy to get a solution of the Riemann–Hilbert problem specified in the previous section, i.e., to find the functions (2.19) and the associated
The \( \tau \) function, is to try to perform the sum over charges of the functions representing the solution in the finite case. However, one immediately encounters the following problem. As apparent from (2.13) and (2.14), all these functions depend on the fiber coordinates \( \vartheta_\gamma \) through the bracket \([ \vartheta_\gamma ]\) defined in (A.4), which ensures periodicity with respect to integral shifts of \( \text{Re} \vartheta_\gamma \). This is just a manifestation of the fact that they follow from the integral formula (2.9) which is manifestly invariant under such shifts. As a result, the sum over charges will produce a sum over \( k \in \mathbb{Z} \) of functions depending on \([ \vartheta_\beta + k\varphi ]\). Such infinite sums are discontinuous at every \( \text{Re} \varphi \in \mathbb{Q} \), which is of course not acceptable.

To avoid this problem, we postulate that the brackets around \( \varphi \) should be ignored, namely we set by hand \([ \vartheta_\beta + k\varphi ]\) = \([ \vartheta_\beta \] + k\varphi \). This can be interpreted as the result of an analytic continuation from \( \text{Re} \varphi = 0 \).

Having dropped the brackets, we use the Binet-like integral representations for the generalized Gamma and Barnes functions given in Appendix A, exchange the sum over charges with the integral and perform the sum over \( k \).

Below we summarize the main results of this procedure, relegating details to Appendix D.

- For \( \vartheta_\gamma = 0 \), in the case of the conifold, this procedure applied to (2.13) and (2.14) leads to a set of integrals along the real axis, with an integrand having a pole at the origin and defined through the principal value prescription. The resulting Darboux coordinates and \( \tau \) function turn out to coincide with the solution of the Riemann–Hilbert problem constructed in [12].
- For more general small crepant resolutions and vanishing \( \vartheta_\gamma \), the pole in the integrals expressing \( Y_0 \) becomes of higher order, unless

\[
\sum_{\beta \in B^+} n_\beta = \frac{1}{2} \chi_X, \tag{3.1}
\]

which holds coincidentally for the conifold.\(^4\) As a result, the integrals cannot be defined by the principal value prescription anymore. Nevertheless, if one ignores this divergence by shifting the integration contour away from the pole by hand, one arrives at a solution which is a superposition of the functions appearing in the solution for the conifold, as was suggested in [4].
- For \( \vartheta_\gamma \neq 0 \), after performing the summation over \( k \), one ends up with divergent integrals even in the conifold case. If, as above, one ignores this divergence by changing the integration contour (and drops a few other divergent contributions), it is possible to bring the functions introduced in (2.19) to the following form

\[^{3}\text{To avoid cluttering, we will also omit the brackets on } \vartheta_\beta \text{ concentrating on the domain where they belong to the interval (0,1).}\]
\[^{4}\text{For the generalized conifold with } (N_0, N_1) = (2,1), \text{ also known as the suspended pinch point singularity, the GV invariants take values } \{1, 1, -1\} \text{ for the three rational curves, while } \chi_X = 3 \text{ (see example 5.14 in [11]).}\]
\[ Y_{i}^{\text{Br}} = \sum_{\beta \in B^{+}} \beta_{i} n_{\beta} [F_{0,0}(v_{\beta} - t \vartheta_{\beta})|w - t \varphi, -t) - \left( \frac{v_{\beta} \varphi - w \vartheta_{\beta}}{w} + \frac{1}{2} \right) \log \left( 1 - e^{2\pi i v_{\beta} / w} \right) + \frac{w - t \varphi}{2\pi it} \operatorname{Li}_{2} \left( e^{2\pi i v_{\beta} / w} \right) \],
\[ Y_{0}^{\text{Br}} = \sum_{\beta \in B^{+} \cup \{0\}} n_{\beta} [F_{1,0}(v_{\beta} - t \vartheta_{\beta})|w - t \varphi, -t) + \frac{v_{\beta}}{w} \left( \frac{v_{\beta} \varphi - w \vartheta_{\beta}}{w} + \frac{1}{2} \right) \log \left( 1 - e^{2\pi i v_{\beta} / w} \right) + \left( \frac{1}{\pi i} \left( \frac{v_{\beta} \varphi - w \vartheta_{\beta}}{w} + \frac{1}{4} \right) - \frac{v_{\beta} - t \vartheta_{\beta}}{2\pi it} \right) \operatorname{Li}_{2} \left( e^{2\pi i v_{\beta} / w} \right) - \frac{w - t \varphi}{2\pi^{2} t} \operatorname{Li}_{3} \left( e^{2\pi i v_{\beta} / w} \right) \right] , \tag{3.2} \]

where the functions \( F_{n,m} \) are defined in (B.1) and we recall that \( n_{0} = -\frac{1}{2} \chi_{X} \). In the conifold case where the GV invariants are given by (2.18), this solution coincides with the one in [4]. This is the reason why we labeled it by the superscript \( \text{Br} \) to distinguish it from another solution discussed in the next section.

- The \( \tau \) function shows a similar behavior. If the condition (3.1) does not hold, or if \( \vartheta_{\gamma} \) are nonzero, it also has a divergence. (For \( \vartheta_{\gamma} = 0 \), the divergence can be traced back to the last logarithmic term in (2.12).) Proceeding then as for Darboux coordinates by shifting the contour and dropping some terms, it turns out to be possible to get the \( \tau \) function corresponding to the solution (3.2),

\[ \log \tau^{\text{Br}} = \sum_{\beta \in B^{+} \cup \{0\}} n_{\beta} \left[ F_{0,1}(v_{\beta} - t \vartheta_{\beta})|w - t \varphi, -t) + \varphi F_{1,0}(v_{\beta} - t \vartheta_{\beta})|w - t \varphi, -t) + \vartheta F_{0,0}(v_{\beta} - t \vartheta_{\beta})|w - t \varphi, -t) + \frac{w^{2}}{(2\pi it)^{2}} \operatorname{Li}_{3} \left( e^{2\pi i v_{\beta} / w} \right) \right] . \tag{3.3} \]

It generalizes the \( \tau \) function found in [12] to \( \vartheta_{\gamma} \neq 0 \) and beyond the conifold case.

- For the Plebanski potential, however, the sum in (2.15) does not make any sense and does not allow to reproduce the result found in [4].

Thus, we conclude that the approach based on the summation of the results for finite BPS structures requires \textit{ad hoc} manipulations with divergent integrals to produce a well-defined solution. Such manipulations involve many ambiguities and cannot be justified. Furthermore, this approach completely fails for the Plebanski potential.
4. New Solutions of the RH Problem

Having shown the difficulties in summing up the contributions from the infinite trajectories of active BPS charges directly, we shall now explore a different strategy, which uses the formulation of the conformal TBA equations in terms of rational DT invariants as a starting point. We propose a prescription for making sense of the sums over active charges, which however has an inherent ambiguity parametrized by $\epsilon = \{0, \pm\}$. This gives rise to new solutions to the RH problem for the conifold and other small crepant resolutions, which we analyze and compare.

4.1. Strategy

An important step in arriving at the results (2.13) and (2.14) relevant for finite BPS structures was to combine the contributions of opposite charges $\pm \gamma$ [6,8,28]. However, in the presence of an infinite BPS spectrum and for fiber variables with a non-vanishing imaginary part, this recombination might be not innocuous. Indeed, let us consider as an example (relevant for small crepant resolutions) a ‘trajectory’ of active charges $\gamma = \beta + k\delta$ with the same DT invariant. Such a trajectory typically produces contributions of the form

$$\sum_k \left( \cdots \right) n_\beta e^{2\pi i (\vartheta_\beta + k\varphi)} \tag{4.1}$$

to the Darboux coordinates or to the $\tau$ function, where the factor in bracket grows or decays polynomially as a function of $k$. Such a series is only convergent provided $\text{Im} \, \varphi$ has a definite sign (positive if the sum runs over positive $k$). On the other hand, there is a similar contribution from opposite charges where the sign in the exponential is flipped and hence convergence requires the opposite sign of $\text{Im} \, \varphi$. Thus, these two incompatible convergence requirements prevent us from combining the two contributions.

Note that due to the problem explained in the beginning of Sect. 3, we do not have the option of setting $\text{Im} \, \varphi = 0$ and then analytically continuing to complex values, as this would lead to functions which are discontinuous at every $\text{Re} \, \varphi \in \mathbb{Q}$. Instead, we should rather set $\text{Re} \, \varphi = 0$ and then analytically continue away from the imaginary axis.

This consideration suggests the following strategy. Rather than combining the contributions of the opposite charges before summing along each trajectory in the charge lattice, one should first perform each sum separately. To make these sums feasible, it is furthermore convenient to work in terms of rational DT invariants (1.1). Although the rational invariants are supported on a larger set of charge vectors (in particular, it is infinite even for a finite BPS structure), most of expressions considerably simplify when written in terms of $\bar{\Omega}(\gamma)$. Then, as we shall see below, all relevant quantities can be expressed through the following sum

$$S(v, w, \varphi) = \sum_{k \in \mathbb{Z}} e^{2\pi ik\varphi}. \tag{4.2}$$
This sum is still problematic because it involves both positive and negative $k$ and hence it is divergent for any $\text{Im } \varphi \neq 0$. To make sense out of it, we define it to be the function

$$S'(v, w, \varphi, \varphi') = \sum_{k=0}^{\infty} \frac{e^{2\pi ik\varphi}}{v + wk} + \sum_{k=1}^{\infty} \frac{e^{2\pi ik\varphi'}}{v - wk},$$

(4.3)

which is well defined for $\text{Im } \varphi, \text{Im } \varphi' > 0$, analytically continued to $\varphi' = -\varphi$.

For example, if one applies this prescription to $S(1, 0, \varphi)$, one obtains

$$\sum_{k \in \mathbb{Z}} e^{2\pi ik\varphi} = \begin{cases} 1 & \text{principal value prescription}, \\ 0 & \text{contour is above the pole}, \\ \pi e^{\pi i \varphi} \sin(\pi \varphi) / \sin(\pi v / w) & \text{contour is below the pole}. \end{cases}$$

(4.4)

Assuming for concreteness$^5$ that $0 < \text{Re } (v/w) < 1$ and denoting $x = e^{2\pi i \varphi}$, $x' = e^{2\pi i \varphi'}$, one then finds

$$S'(v, w, \varphi, \varphi') = \frac{e^{-2\pi i \varphi v/w}}{w} \left[ \int_0^x \frac{dy}{y} \frac{y^v}{1 - y} + (xx')^{v/w} \int_{1/x'}^\infty \frac{dy}{y} \frac{y^v}{1 - y} \right],$$

(4.6)

where in the second integral we inverted the integration variable. Making the analytic continuation to $x' = 1/x$, one arrives at

$$S(v, w, \varphi) = e^{-2\pi i \varphi v/w} \int_0^\infty \frac{dy}{y} \frac{y^v}{1 - y}.$$  

(4.7)

The problem now boils down to the fact that there is a pole at $y = 1$ and one should specify how it is treated. Effectively, this encodes all the ambiguity of the solution to our RH problem. There are three natural possibilities:

$$\int_0^\infty \frac{dy}{y} \frac{y^v}{1 - y} = \begin{cases} \pi \cot \left( \pi v/w \right) & \text{principal value prescription}, \\ \pi e^{\pi i v/w} / \sin(\pi v/w) & \text{contour is above the pole}, \\ \pi e^{-\pi i v/w} / \sin(\pi v/w) & \text{contour is below the pole}. \end{cases}$$

(4.8)

We shall label these three possible prescriptions by $\epsilon = 0$ and $\pm$, respectively. They lead to three possible definitions of the function (4.2)

$$S^{(\epsilon)}(v, w, \varphi) = \frac{\pi}{w} e^{-2\pi i \varphi v/w} \left[ \cot \left( \pi v/w \right) + i \epsilon \right].$$

(4.9)

$^5$Note that this assumption can easily be dropped. Indeed, if it does not hold, one shifts the summation variable in (4.2) as $k \rightarrow k - n$ with $n = \lfloor \text{Re } (v/w) \rfloor$, so that one gets

$$S(v, w, \varphi) = e^{-2\pi i v \varphi} S(v', w, \varphi'),$$

where $v' = v - nw$. The resulting exponential factor is combined with a similar factor in (4.7) to produce the full $v$, whereas in all three possible results in (4.8) $v'$ can be replaced by $v$ due to their invariance under integral shifts of $v/w$. Thus, one arrives at the same result.
One can argue that the principle value prescription is preferred for the following reasons. First, the function (4.2) has the obvious symmetry \( S(v, -w, -\varphi) = S(v, w, \varphi) \), which is realized by \( (4.9) \) only for \( \epsilon = 0 \). Second, at \( \varphi = 0 \) the sum in (4.2) becomes absolutely convergent after combining contributions of \( k \) and \( -k \) and leads to the unambiguous result

\[
S(v, w, 0) = \frac{1}{v} - \frac{2v}{w^2} \sum_{k=1}^{\infty} \frac{1}{k^2 - (v/w)^2} = \frac{\pi}{w} \cot(\pi v/w),
\]

where we used (A.7) at \( x = 0 \), which again agrees with \( (4.9) \) only for \( \epsilon = 0 \). Nevertheless, we shall entertain the possibility of choosing \( \epsilon \neq 0 \), as it will allow us to expose possible ambiguities and make contact with results in the literature.

Below we express the Darboux coordinates, \( \tau \) function and Plebanski potential for arbitrary small crepant resolution in terms of the function \( S \) and, replacing it by \( S(\epsilon) \) \( (4.9) \), obtain explicit form of possible solutions to the RH problem. Then, in Sect. 4.5 we will analyze their properties and relations.

### 4.2. Darboux Coordinates

Substituting (2.9) and the BPS data (2.17) into the functions (2.19), one finds that they can be written in the following form

\[
Y_i = \sum_{\beta \in B} \tilde{n}_\beta \beta_i Y^{(1)}_\beta, \quad Y_0 = \sum_{\beta \in B \cup \{0\}} \tilde{n}_\beta Y^{(2)}_\beta,
\]

where we introduced

\[
\tilde{n}_\beta = \begin{cases} n_\beta, & \beta \in B, \\ -\chi_X, & \beta = 0 \end{cases}
\]

and

\[
Y^{(1)}_\beta = -\sum_{n=1}^{\infty} \frac{1}{2\pi i n} \sum_{k \in \mathbb{Z}} \int_{\ell_{\beta+k\delta}} dt' \frac{t \chi^{sf}_{n(\beta+k\delta)}(t')}{t' - t},
\]

\[
Y^{(2)}_\beta = -\sum_{n=1}^{\infty} \frac{1}{2\pi i n} \sum_{k \in \mathbb{Z}} k \int_{\ell_{\beta+k\delta}} dt' \frac{t \chi^{sf}_{n(\beta+k\delta)}(t')}{t' - t}.
\]

Changing the integration variable as \( t' = i(v_\beta + kw)/s \) and denoting \( \hat{v}_\beta = v_\beta/t \), \( \hat{w} = w/t \), these functions are expressed through the function (4.2) as follows

\[
Y^{(1)}_\beta = \sum_{n=1}^{\infty} \frac{1}{2\pi i n} \int_0^\infty ds e^{-2\pi n(s-i\hat{v}_\beta)} S(\hat{v}_\beta + is, \hat{w}, n\varphi),
\]

\[
Y^{(2)}_\beta = \sum_{n=1}^{\infty} \frac{1}{2\pi i \hat{w}} \int_0^\infty ds e^{-2\pi n(s-i\hat{v}_\beta)} \sum_{k \in \mathbb{Z}} \left( e^{2\pi i nk\varphi} - (\hat{v}_\beta + is) S(\hat{v}_\beta + is, \hat{w}, n\varphi) \right).
\]

\(^{6}\)Recall that \( n_0 \) was defined below (3.2) as \( -\frac{3}{2} \chi_X \), here we need twice this value. Note also that the functions \( Y^{(1)}_\beta, Y^{(2)}_\beta \) defined here should not be confused the functions defined in (D.2c). Here they include the contribution of only one \( \beta \in B \), whereas in Appendix D they combine the contributions of \( \beta \) and \( -\beta \). We hope that this abuse of notation will not lead to any confusion.
Then, using (4.4) and (4.9), and performing the sum over \( n \), they can be expressed as the following integrals

\[
\mathcal{Y}^{(1,\epsilon)}_{\beta} = \frac{1}{2i\hat{w}} \int_{0}^{\infty} ds \text{Li}_1 \left( e^{-2\pi i (1-\varphi/\hat{w})s} + 2\pi i (\vartheta_\beta - \varphi \hat{v}_\beta / \hat{w}) \right) \\
\times \left( \coth(\pi(s - i\hat{v}_\beta)/\hat{w}) - \epsilon \right),
\]

\[
\mathcal{Y}^{(2,\epsilon)}_{\beta} = -\frac{1}{2\hat{w}^2} \int_{0}^{\infty} ds (s - i\hat{v}_\beta) \text{Li}_1 \left( e^{-2\pi i (1-\varphi/\hat{w})s} + 2\pi i (\vartheta_\beta - \varphi \hat{v}_\beta / \hat{w}) \right) \\
\times \left( \coth(\pi(s - i\hat{v}_\beta)/\hat{w}) - \epsilon \right),
\]

where \( \epsilon \) indicates the ambiguity in the function \( S \) which we left unresolved.

Finally, the first terms in these integrals can be rewritten in terms of the functions (C.1), whereas the second terms can be explicitly integrated:

\[
\mathcal{Y}^{(1,\epsilon)}_{\beta} = \frac{1}{2i\hat{w}} \mathcal{J}_{1,0}(\hat{w}, \hat{v}_\beta, \varphi, \vartheta_\beta) + \frac{i\epsilon}{4\pi(\hat{w} - \varphi)} \text{Li}_2 \left( e^{2\pi i (\vartheta_\beta - \varphi \hat{v}_\beta / \hat{w})} \right),
\]

\[
\mathcal{Y}^{(2,\epsilon)}_{\beta} = \frac{1}{2\hat{w}^2} \left( \mathcal{J}_{1,1}(\hat{w}, \hat{v}_\beta, \varphi, \vartheta_\beta) + i\epsilon \hat{v}_\beta \mathcal{J}_{1,0}(\hat{w}, \hat{v}_\beta, \varphi, \vartheta_\beta) \right) \\
+ \frac{\epsilon}{8\pi^2(\hat{w} - \varphi)^2} \text{Li}_3 \left( e^{2\pi i (\vartheta_\beta - \varphi \hat{v}_\beta / \hat{w})} \right) + \frac{\epsilon \hat{v}_\beta \text{Li}_2 \left( e^{2\pi i (\vartheta_\beta - \varphi \hat{v}_\beta / \hat{w})} \right)}{4\pi i \hat{w}(\hat{w} - \varphi)}. \tag{4.15}
\]

Of course, the resulting Darboux coordinates by construction satisfy the necessary properties of a solution to the RH problem, such as the right KS transformations across BPS rays and the reflection property. Nevertheless, it is instructive to check that they indeed hold. For example, the KS transformations (2.20) follow from Propositions 1 and 2 in Appendix C describing the jumps of the functions \( \mathcal{J}_{m,n} \) across hypersurfaces which, upon substitution of the arguments as in (4.16), precisely coincide with the BPS rays (2.2) for active charge vectors.

### 4.3. \( \tau \) Function

Our starting point is the formula (2.12). For the BPS structure (2.17), it takes the form

\[
\log \tau = \sum_{\beta \in B \cup \{0\}} \tilde{n}_\beta (T_\beta + L_\beta), \tag{4.17}
\]

where

\[
T_\beta = \sum_{n=1}^{\infty} \frac{1}{4\pi^2 n^2} \sum_{\beta \neq 0: \ k \in \mathbb{Z}} e^{2\pi i n (\vartheta_\beta + k \varphi)} \\
\times \int_{\ell_\beta + k \delta} \frac{dt'}{t'} \frac{t}{t' - t} \left( 1 + 2\pi i \frac{v_\beta + k w}{t'} \right) e^{-2\pi i \frac{v_\beta + k w}{t'}}. \tag{4.18}
\]

The KS transformations across \( \ell_{\pm \delta} \) are generated only by the contribution from \( \beta = 0 \). In this case, the discontinuities are captured by the first term in the second equation of (4.16) which is proportional to \( \mathcal{J}_{1,1}(\hat{w}, 0, \varphi, 0) \). This function differs from the function \( \tilde{\mathcal{J}}_{1,1}(\hat{w}, \varphi) \) defined in (C.2) by a regular term, hence its discontinuities are described by Proposition 2.
\[ \mathcal{L}_\beta = -\frac{1}{4\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} \sum_{\beta \neq 0, k \in \mathbb{Z} \setminus \{0\}} e^{2\pi i n(\theta_\beta + k\phi)} \log(n(\hat{v}_\beta + k\hat{w})). \] (4.19)

Note that for vanishing \( \beta \), the value \( k = 0 \) is excluded from the sum.

First, let us evaluate the contribution \( T_\beta \). Changing the integration variable as in the previous subsection, it can also be expressed through the function (4.2), which gives

\[ T_\beta = \sum_{n=1}^{\infty} \frac{1}{4\pi^2 n^2} \int_0^\infty ds (1 + 2\pi n s) e^{-2\pi n(s-i\theta_\beta)} \left( S(\hat{v}_\beta + is, \hat{w}, n\phi) - \frac{\delta_{\beta=0}}{is} \right), \]

where the last term originates from the absence of one term in the sum. Then, proceeding as for Darboux coordinates, we substitute (4.9) and perform the sum over \( n \). For \( \beta \neq 0 \), the result can again be expressed through the functions (C.1) and reads

\[ T_{\beta}^{(\epsilon)} = \frac{1}{4\pi \hat{w}} \left( J_{2,0}(\hat{w}, \hat{v}_\beta, \hat{w}, -\varphi) + 2\pi J_{1,1}(\hat{w}, \hat{v}_\beta, \hat{w}, -\varphi) \right) + \frac{\epsilon(2\hat{w} - \varphi)}{8\pi^2 (\hat{w} - \varphi)^2} \text{Li}_3 \left( e^{2\pi i (\theta_\beta - \varphi\hat{v}_\beta/\hat{w})} \right). \]

(4.21)

On the other hand, for \( \beta = 0 \) this cannot be done because the function \( J_{2,0}(x, y, \xi, \eta) \) has a pole at \( y = 0 \). In (4.20) this pole is canceled by the last term. Thus, instead of the functions \( J_{m,n} \), the contribution \( T_0 \) can be written in terms of their modified version \( \tilde{J}_{m,n} \) defined in (C.2). As a result, one obtains

\[ T_{0}^{(\epsilon)} = \frac{1}{4\pi \hat{w}} \left( \tilde{J}_{2,0}(\hat{w}, \varphi) + 2\pi \tilde{J}_{1,1}(\hat{w}, \varphi) \right) + \frac{\epsilon(2\hat{w} - \varphi)\zeta(3)}{8\pi^2 (\hat{w} - \varphi)^2}. \]

(4.22)

Next, we turn to the contribution (4.19). As written, it is clearly divergent. However, recall that the \( \tau \)-function defined by (2.11) is ambiguous up to terms independent of \( v_\beta \) and \( w \). Therefore, we can safely ignore them in our calculations, and we will use the sign \( \simeq \) to denote equalities valid up to such terms. In fact, it turns out that all divergences in \( L_\beta \) come from such irrelevant contributions, whereas the relevant part of this function is convergent. Indeed, for \( \beta = 0 \) we have

\[ L_0 \simeq \frac{1}{4\pi^2} \sum_{n=1}^{\infty} \frac{1}{n^2} \log(\hat{w}) = \frac{1}{24} \log(\hat{w}), \]

(4.23)

whereas for non-vanishing \( \beta \), one obtains an integral of the function (4.2):

\[ L_\beta \simeq -\frac{1}{4\pi^2} \sum_{n=1}^{\infty} \frac{e^{2\pi i n\theta_\beta}}{n^2} \left[ \int_0^{\hat{v}_\beta} dy \left( S(y, \hat{w}, n\varphi) - \frac{1}{y} \right) + \log(\hat{v}_\beta/\hat{w}) \right]. \]

(4.24)

Substituting (4.9) and performing the sum over \( n \), the resulting integral can be expressed through another special function defined in (C.12), which gives
\[ \mathcal{L}_\beta^{(\epsilon)} \simeq -\frac{1}{4\pi^2} \mathcal{I}_2(v_\beta/w, \varphi, \partial_\beta) + \frac{\epsilon}{8\pi^2 \varphi} \left( \text{Li}_3 \left( e^{2\pi i (\varphi - \varphi_0)} \right) - \text{Li}_3 \left( e^{2\pi i \varphi_0} \right) \right). \]

(4.25)

Note that the last term is actually regular at \( \varphi = 0 \). For \( \epsilon = 0 \), plugging (4.21), (4.22), (4.23) and (4.25) into (4.17), one recovers the formula (1.4) for the \( \tau \) function given in the Introduction.

It is straightforward to check that for any \( \epsilon \) the resulting \( \tau \) function is consistent with the Darboux coordinates found in the previous subsection. Indeed, in our case the relation (2.11) is equivalent to the conditions

\[
\frac{\partial}{\partial v_\beta} \left( \mathcal{T}_\beta^{(\epsilon)} + \mathcal{L}_\beta^{(\epsilon)} \right) = -t \frac{\partial \mathcal{Y}^{(1,\epsilon)}_\beta}{\partial t},
\]

\[
\frac{\partial}{\partial w} \left( \mathcal{T}_\beta^{(\epsilon)} + \mathcal{L}_\beta^{(\epsilon)} \right) = -t \frac{\partial \mathcal{Y}^{(2,\epsilon)}_\beta}{\partial t},
\]

which are easily verified by noticing that the Darboux coordinates are annihilated by the operator \( t \partial_t + \hat{w} \partial_{\hat{w}} + \hat{v}_\beta \partial_{\hat{v}_\beta} \), and by using the relations from Proposition 3 and the first relation in (C.6).

4.4. Plebanski Potential

The Plebanski potential \( W \) determining the metric on the holomorphic tangent bundle for an uncoupled BPS structure is given by the formula (2.10). In our case, it takes the form

\[ W = -\chi X W_0 + \sum_{\beta \in B} n_\beta W_\beta, \]

(4.27)

where

\[ W_0 = \frac{1}{(2\pi)^2 w} \sum_{n=1}^{\infty} \frac{1}{n^3} \sum_{k \neq 0} \frac{e^{2\pi nk \varphi}}{k}, \]

(4.28)

\[ W_\beta = \frac{1}{(2\pi)^2} \sum_{n=1}^{\infty} \frac{e^{2\pi in \varphi_0}}{n^3} S(v_\beta, w, n \varphi). \]

(4.29)

We define the first function following the same strategy as in Sect. 4.1. Then, the sum over \( k \) produces a difference of two logarithms which can be recombined (see (A.3)) leaving behind a linear function of \( \varphi \). However, the Plebanski potential is defined only up to a linear function in fiber coordinates because only its second derivatives with respect to \( \theta^a \) appear in the metric components, the section condition (2.8) and other geometric relations \([4,5]\). Therefore, we can drop the first term proportional to \( W_0 \) in (4.27). The remaining contribution is obtained by substituting (4.9), which gives

\[ \sum_{k \neq 0} \frac{e^{2\pi nk \varphi}}{k} = \lim_{v \to 0} \left( S(v, 1, \varphi) - \frac{1}{v} \right) = -2\pi i \varphi + \pi i \epsilon. \]

This calculation can also be done using the function \( S \). Indeed, one has
\[ W^{(e)}_\beta = -\frac{1}{4\pi w} \text{Li}_3 \left( e^{2\pi i(\theta_\beta - \phi v_/w)} \right) \left( \cot(\pi v_/w) + i\epsilon \right). \]  (4.30)

Note that the first term in the brackets in (4.30) is an odd function of \( \beta \). Therefore, its contribution to \( W \) can be further simplified by recombinng \( W_\beta \) and \( W_{-\beta} \) using the identity (A.3) which allows to replace \( \text{Li}_3 \) by the Bernoulli polynomial \( B_3 \). As a result, for \( \epsilon = 0 \) one finds exactly the same function which is presented in (1.5).

It is straightforward to check that for any \( \epsilon \) the resulting Plebanski potential satisfies the section condition (2.8). Indeed, in our case it is equivalent to the conditions

\[
\left( \frac{\partial}{\partial \hat{v}_\beta} + \frac{\partial}{\partial \theta_\beta} \right) Y^{(1,\epsilon)}_\beta = -\frac{t}{2\pi i} \frac{\partial^2 W^{(\epsilon)}_\beta}{\partial \theta^2_\beta},
\]

\[
\left( \frac{\partial}{\partial \hat{w}} + \frac{\partial}{\partial \phi} \right) Y^{(2,\epsilon)}_\beta = -\frac{t}{2\pi i} \frac{\partial^2 W^{(\epsilon)}_\beta}{\partial \phi^2},
\]

\[
\left( \frac{\partial}{\partial \hat{w}} + \frac{\partial}{\partial \phi} \right) Y^{(1,\epsilon)}_\beta = \left( \frac{\partial}{\partial \hat{v}_\beta} + \frac{\partial}{\partial \theta_\beta} \right) Y^{(2,\epsilon)}_\beta = -\frac{t}{2\pi i} \frac{\partial^2 W^{(\epsilon)}_\beta}{\partial \theta_\beta \phi},
\]

which are easily verified using the last two relations in (C.6).

4.5. Comparison of Different Solutions

Let us now analyze and compare the solutions found in the previous subsections. First of all, one can note that they differ by quite simple terms given by polylogarithms [see (4.16)]. Thus, in this approach the ambiguity is rather mild. Nevertheless, it is desirable to fix it somehow.

To this end, let us first consider the analytic properties of these solutions. In Problem 1 we required the functions \( \exp(Y_\mu) \) to be meromorphic away from the BPS rays and the locus \( e^{2\pi i(\phi - \hat{w})} = 1 \), which was not excluded in the RH problem of [4,12]. The reason for this modification is due to the existence of a pole at \( \xi = x \) in the functions \( J_{m,n}(x, y, \xi, \eta) \) defined and analyzed in Appendix C. The pole leads to an essential singularity at \( t = w/\phi \) in the Darboux coordinates \( X_\gamma \). It is natural to ask if requiring the absence of singularity at this point could resolve the ambiguity. The singularity is certainly present for the solution with \( \epsilon = 0 \). For \( \epsilon = \pm \), comparing (4.16) with the representation (C.3) of \( J_{m,n} \) one observes that the \( \epsilon \)-dependent terms exactly cancel the poles of the functions \( J_{m,n} \) provided one can identify \( \epsilon \) with \( \epsilon = \text{sgn Re}(w/t) \). Unfortunately, the choice \( \epsilon = \epsilon \) appears to be inconsistent. Indeed, \( \epsilon \) takes different values in the two half-planes of the \( t \)-complex plane separated by the BPS rays \( \ell_\delta \cup \ell_{-\delta} \). Therefore, identifying \( \epsilon = \epsilon \), we take the solution with \( \epsilon = + \) in one half-plane and with \( \epsilon = - \) in the other. But this would spoil the KS transformations (2.20) across the BPS rays \( \ell_{\pm \delta} \). Hence, the singularity is always present, at least in one of the half-planes.

Let us now address the relation to the solution found in [4,12]. At first sight, all our results for Darboux coordinates, \( \tau \) functions and Plebanski potential look quite different from those appearing in these references. We shall now argue that they actually agree for a suitable choice of prescription \( \epsilon \in \{0, \pm\} \),
which however must be chosen independently for each $\beta \in B \cup \{0\}$. While such a dependence may at first sound unnatural, it is in fact acceptable since D2-branes wrapped on different rational curves have vanishing antisymmetric pairing. More precisely, let us split the active charges into three classes of trajectories, $\beta \in B^\pm$ and $\beta = 0$, and choose independent prescriptions $(\epsilon_+, \epsilon_-, \epsilon_0)$ for each of them. While such a choice does not allow to improve any properties of the solutions (in particular, it does not allow to remove the essential singularity), it does allow to recombine the contributions of $\pm \beta$ in the Plebanski potential (4.27). Indeed, for $\epsilon_\pm = \pm$, one finds that (recall that $W_0$ can be dropped)

$$W^{\text{Br}} \equiv \sum_{\beta \in B^+} n_\beta \left( W_\beta^+ + W_\beta^- \right) = \frac{2\pi^2}{3w} \sum_{\beta \in B^+} n_\beta \frac{B_3 \left( \left[ \vartheta_\beta - \varphi \frac{v_\beta}{w} \right] \right)}{1 - e^{-2\pi iv_\beta/w}}. \quad (4.32)$$

Provided one keeps only the relevant cubic term of the Bernoulli polynomial $B_3(x) = x^3 + \ldots$, this is precisely the Plebanski potential obtained for the conifold in [4, §9.5].

This observation suggests that the prescription $\epsilon_\beta = \text{sgn} \text{Im} \left( \frac{v_\beta}{w} \right)$ generates Bridgeland’s solution. Indeed, we claim that the functions given in (3.2) (which in the conifold case represent the solution in [4]) can also be written as

$$Y^{\text{Br}}_i = \sum_{\beta \in B^+} n_\beta \beta_i \left( Y^{(1,1)}_\beta - Y^{(1,-)}_\beta \right),$$

$$Y^{\text{Br}}_0 = -\chi_i Y^{(2,0)}_0 + \sum_{\beta \in B^+} n_\beta \left( Y^{(2,1)}_\beta + Y^{(2,-)}_\beta \right). \quad (4.33)$$

As a sanity check on this claim, it is instructive to inspect the behavior of the two sides of these relations near $\varphi = \hat{w}$. On the right, it can be extracted from (4.16) and (C.3), while on the left it follows from (3.2) and the asymptotic expansions of $F_{0,0} = \log F$ and $F_{1,0} = \log G$ given in [12, Prop. 4.6]. As a result, on both sides one finds the same singular behavior

$$Y^{\text{Br}}_i \varphi \rightarrow \hat{w} \sum_{\beta \in B^+} n_\beta \beta_i \frac{\text{Li}_2 \left( e^{2\pi i \left( \vartheta_\beta - \hat{v}_\beta \right)} \right)}{2\pi i (\varphi - \hat{w})},$$

$$Y^{\text{Br}}_0 \varphi \rightarrow \hat{w} \sum_{\beta \in B^+ \cup \{0\}} n_\beta \frac{\text{Li}_3 \left( e^{2\pi i \left( \vartheta_\beta - \hat{v}_\beta \right)} \right)}{4\pi^2 (\varphi - \hat{w})^2}. \quad (4.34)$$

In fact, for $Y^{\text{Br}}_i$ the equivalence of the formulae (3.2) and (4.33) is a consequence of an integral representation of the Faddeev’s quantum dilogarithm

---

9In [4] it was called ‘Joyce function’ and was denoted by $J$. Note that the normalization of the coordinates $(z, \theta)$ in loc. cit. differs from our conventions by a factor of $2\pi i$; moreover, the potential (4.32) is odd in the fiber coordinates due to (A.2) and the property of the square brackets noticed below (A.4).

10This also demonstrates that, contrary to the claim in [4], $Y^{\text{Br}}_i$ are not meromorphic functions. It is possible that this fact was overlooked because for $\varphi = 0$, the case where [12, Prop. 4.6] has been derived, the singularity lies at $w/t = 0$, which is outside of the domain of consideration, whereas for non-vanishing $\varphi$ it moves inside the complex plane.
due to Woronowicz (see (B.15)). For $\mathcal{Y}_0^{\text{Br}}$, we do not have a similar analytic proof. Instead, we have checked the agreement of (3.2) and (4.33) numerically for random values of the arguments. This agreement implies a new integral representation of the triple sine function $S_3(z|\omega_1,\omega_1,\omega_2)$ with two identical arguments. Furthermore, equating the two representations for the $\tau$ function, (3.3) and the one following from results of Sect. 4.3 with $\epsilon_\beta = \text{sgn Im}(v_\beta/w)$, one obtains yet another representation for $S_3$, and it is not obvious at all how this second integral representation is related to the first one (although both were checked numerically). We state both representations as Conjecture 1 in the end of Appendix B. Thus, assuming that this conjecture holds true, we conclude that Bridgeland’s solution follows from our formalism and has exactly the same status as other solutions considered so far.

The identification of the solution from [4] among those of Sect. 4.2 also allows us to identify the one corresponding to the solution of [12] at vanishing fiber coordinates. The point is that the solution of [4] does not reduce to the one of [12] when the fiber coordinates are set to zero. And it is easy to check that the difference between them is exactly the same as the difference between (4.33) and the solution corresponding to the principle value prescription. Thus, it is the latter that reproduces the standard solution at vanishing fiber coordinates. This is also consistent with the observation made at the end of Sect. 4.1 around (4.10) and confirms that the solution with $\epsilon = 0$, obtained by applying the principle value prescription to the integral (4.8), is the preferred one.

5. Relation to Topological String Partition Function

In this section, we discuss the relation between the $\tau$ function and the topological string partition function $F_{\text{top}}$. This relation was first noted for the resolved conifold in [12], by computing the asymptotic expansion of $\log \tau(z,0,t)$ near $t = 0$ for vanishing fiber coordinates, and observing that it coincides with the genus expansion of $F_{\text{top}}(z,\lambda)$ in powers of the topological string coupling $\lambda$, up to the genus 0 contribution. While the mathematical or physical origin of this coincidence remains obscure, we shall see that it extends to arbitrary small crepant resolutions. Furthermore, we observe that the full genus zero contribution is captured by the Plebanski potential, which adds another layer to the mystery.

5.1. Brief Review of the Topological String Partition Function

The topological string partition function was defined in the seminal work [29], as the generating series $F_{\text{top}}(z,\bar{z},\lambda) = \sum_{g\geq 0} \lambda^{2g-2} F_g(z,\bar{z})$ of the genus $g$ vacuum amplitudes in A-twisted topological string theory on a Calabi–Yau threefold $X$. The generating series has zero radius of convergence, but it is expected to be the asymptotic expansion near $\lambda = 0$ of a globally well-defined function of the Kähler moduli $z^i$ ($i = 1,\ldots,b_2(X)$) and of the topological string coupling $\lambda$. While $F_g(z,\bar{z})$ are not holomorphic in the Kähler moduli, they satisfy holomorphic anomaly equations, which allow to determine them from their holomorphic limit $F_g(z)$, obtained by sending $\bar{z}^i \to \infty$ while keeping
z^i fixed. The holomorphic topological string partition function is then defined by its asymptotic series \( F_{\text{hol}}(z, \lambda) = \sum_{g \geq 0} \lambda^{2g-2} F_g(z) \), although it is no longer globally defined on Kähler moduli space but only near the large volume limit.

In \([30,31]\), it was argued that \( F_{\text{hol}}(z, \lambda) \) is entirely determined by the Gopakumar–Vafa invariants \( n^\beta_\beta \in \mathbb{Z} \), via

\[
e^{F_{\text{hol}}(z, \lambda)} = e^{F_{\text{pol}}(z, \lambda)} |M(e^{-\lambda})|_{X/2} \prod_{\beta \in H^+_2(X)} \prod_{k > 0} (1 - e^{-k\lambda + 2\pi i z^\beta})^{kn^0_\beta} \times \prod_{\beta \in H^+_2(X)} \prod_{g > 0} \prod_{\ell = 0}^{2g-2} (1 - e^{-(g-\ell+1)\lambda + 2\pi i z^\beta})^{(1-\lambda)^{g+\ell}(2g-2)^n^\beta_\beta}. \tag{5.1}
\]

Here \( F_{\text{pol}} \) (known as the polar part) is given by

\[
F_{\text{pol}}(z, \lambda) = -\frac{(2\pi i)^3}{6\lambda^2} \kappa_{ijk} z^i z^j z^k - \frac{\pi i}{12} c_i z^i, \tag{5.2}
\]

where \( z^i = \int_{\gamma_i} J \) are the Kähler moduli obtained by integrating the Kähler form \( J \) on a basis \( \{ \gamma_i \}_{i=1}^{b_2(X)} \) of \( H_2(X, \mathbb{Z}) \), \( \kappa_{ijk} = \gamma_i \cap \gamma_j \cap \gamma_k \) the triple intersection product on the dual basis \( \{ \gamma_i \} \) of \( H_4(X, \mathbb{Z}) \), \( c_i = \int_{\gamma_i} c_2(TX) \), and \( z^\beta = \int_\beta J \) for \( \beta \in H_2(X, \mathbb{Z}) \). The second factor involves a power of the MacMahon function \( M(\lambda) = \prod_{n \geq 1} (1 - e^{-\lambda})^{-n} \), and can be combined with the third factor at the expense of defining \( n^\beta_\beta = -\chi_X/2 \) for \( \beta = 0 \) as in (3.2). The asymptotic expansion of the MacMahon function near \( \lambda = 0 \) was computed in \([32, \S E]\)¹¹

\[
\log M(\lambda) = \frac{\zeta(3)}{\lambda^2} + \frac{1}{12} \log \frac{\lambda}{2\pi} + \frac{\zeta'(2)}{2\pi^2} - \frac{\gamma_E}{12} + \sum_{n \geq 2} \frac{B_{2n}B_{2n-2}\lambda^{2n-2}}{2n(2n-2)(2n-2)!}. \tag{5.3}
\]

Upon setting

\[
\tilde{F}_{\text{pol}}(z, \lambda) = F_{\text{pol}}(z, \lambda) + \frac{\chi_X}{2} \left[ \frac{1}{12} \log \frac{\lambda}{2\pi} + \frac{\zeta'(2)}{2\pi^2} - \frac{\gamma_E}{12} \right], \tag{5.4}
\]

and taking the logarithm in (5.1), we find that the holomorphic topological string partition function is given by

\[
F_{\text{hol}}(z, \lambda) = \tilde{F}_{\text{pol}}(z, \lambda) - \sum_{g=0}^{\infty} \sum_{\beta \in H^+_2(X) \cup \{0\}} n^\beta_\beta \sum_{m=1}^{\infty} \frac{1}{m} \left( 2 \sinh \frac{m\lambda}{2} \right)^{2g-2} e^{2\pi i m z^\beta}. \tag{5.5}
\]

When the only nonzero GV invariants \( n^\beta_\beta \) are those with \( g = 0 \) (in which case we drop the upper index as in the rest of this article), which is the case for small

¹¹See also [33, §4.3] and [13] for a streamlined computation using Mellin transform. In comparing these references it is useful to note that \( \frac{\zeta'(2)}{2\pi^2} - \frac{1}{12} (\gamma_E + \log 2\pi) = \zeta'(-1) - \frac{1}{12}. \)
crepant resolutions, the asymptotic expansion for small $\lambda$ can be obtained by Taylor expanding

$$
\frac{1}{4 \sinh^2(x/2)} = \frac{1}{x^2} - \sum_{n \geq 1} \frac{B_{2n} x^{2n-2}}{2n(2n-2)!}
$$

and using $\zeta(3-2n) = -\frac{B_{2n-2}}{2^{2n-2}}$. This gives

$$
F_{\text{hol}}(z, \lambda) = \tilde{F}_{\text{pol}}(z, \lambda) - \sum_{\beta \in H^+_2(X) \cup \{0\}} n_\beta
$$

$$
\sum_{m=1}^{\infty} \left[ \frac{1}{m^3 \lambda^2} - \sum_{n \geq 1} \frac{m^{2n-3} B_{2n}}{2n(2n-2)!} \lambda^{2n-2} \right] e^{2\pi i m z_\beta}
$$

$$
= \tilde{F}_{\text{pol}}(z, \lambda) + \frac{\chi X}{2} \left[ \zeta(3) \lambda^2 + \sum_{n \geq 2} \frac{B_{2n} B_{2n-2} \lambda^{2n-2}}{2n(2n-2)(2n-2)!} \right]
$$

$$
- \sum_{\beta \in H^+_2(X)} n_\beta \left[ \frac{\text{Li}_3(e^{2\pi i z_\beta})}{\lambda^2} - \sum_{n \geq 1} \frac{B_{2n} \lambda^{2n-2}}{2n(2n-2)!} \text{Li}_{3-2n}(e^{2\pi i z_\beta}) \right].
$$

Recalling that $B_{2n} = (-1)^{n-1}|B_{2n}|$, the constant map contribution on the second line is proportional to the intersection product on the moduli space $\mathcal{M}_g$ of curves of genus $g = n$ [34]

$$
\int_{\mathcal{M}_g} c_3^{g-1} = \frac{|B_{2g} B_{2g-2}|}{2g(2g-2)(2g-2)!},
$$

while the coefficient of the non-constant maps on the third line is the Euler number [35],

$$
\chi(\mathcal{M}_g) = \frac{|B_{2g}|}{2g(2g-2)!}.
$$

### 5.2. Comparison with the $\tau$ Function

The asymptotic expansion of the function $\tau(z, \theta, t)$ for vanishing fiber coordinates is easily obtained from (1.4) by combining the contributions of opposite vectors $\pm \beta$ in $B$ and using Proposition 4 in Appendix C. Upon using Euler’s relation

$$
\zeta(2n) = \frac{(-1)^{n+1} (2\pi)^{2n}}{2(2n)!} B_{2n},
$$

and setting $k = n - 1$, we readily obtain

$$
\log \tau(z, 0, t) = \sum_{\beta \in B^+} n_\beta \left[ \sum_{n \geq 1} \frac{B_{2n}}{2n(2n-2)!} \text{Li}_{3-2n}(e^{2\pi i v_\beta/w}) \left( \frac{2\pi i t}{w} \right)^{2n-2} + \frac{1}{12} \left( \frac{\pi i v_\beta}{w} + \log(2\pi) \right) \right]
$$
\[ + \frac{\chi X}{2} \sum_{n \geq 2} \frac{B_{2n} B_{2n-2}}{2n(2n-2)(2n-2)!} \left( \frac{2\pi t w}{w} \right)^{2n-2} \frac{\chi X}{24} \log \frac{w}{\tau}, \]

(5.11)

where the last term in the first line originates from (C.13). Dropping irrelevant constant terms and identifying the topological string coupling and Kähler moduli as

\[ \lambda = \frac{2\pi t w}{w}, \quad z_\beta = \frac{v_\beta}{w}, \]

(5.12)

we see that (5.11) coincides with (5.7) with genus zero (proportional to $1/\lambda^2$) terms subtracted. The identification of the genus-1 term, however, requires

\[ c_i = - \sum_{\beta \in B^+} n_\beta \beta_i. \]

(5.13)

In principle, one could check this prediction by computing the coefficients $c_i = \int_{\gamma_i} c_2(TX)$, however the integrals are ill-defined since the divisors $\gamma_i$ are non-compact, and it is unclear how to regularize it. Nonetheless, assuming that there exists a choice of regularization such that (5.13) holds true, we conclude that the logarithm of the $\tau$ function for vanishing fiber coordinates provides a possible non-perturbative completion of the holomorphic topological string partition function $F_{\text{top}}(z, \lambda)$. Clearly, it would be interesting to have a deeper understanding of the coincidence between these two asymptotic series.

Note that the $\tau$ function considered here corresponds to the principle value prescription of Sect. 4. If we expanded instead the $\tau$ function corresponding to a different solution, we would get a few additional terms. For example, parametrizing the ambiguity by $(\epsilon_+, \epsilon_-, \epsilon_0)$ as in Sect. 4.5, one finds that these terms are given by

\[ - \epsilon_0 \frac{\chi X \zeta(3)}{4\pi^2} \frac{t}{w} + \sum_{\beta \in B^+} n_\beta \left( (\epsilon_+ + \epsilon_-) \frac{\zeta(3)}{4\pi^2} \frac{t}{w} - (\epsilon_+ - \epsilon_-) \frac{\pi i v_\beta}{24 w} \right). \]

(5.14)

The first two terms scale as $\lambda$ and are absent in the expansion of the topological string partition function. This fact can be used as an additional argument for setting $\epsilon_0 = \epsilon_+ + \epsilon_- = 0$. If (5.13) indeed holds, then the last term in (5.14) should also vanish. This would imply that all $\epsilon$’s vanish leaving us again with the solution corresponding to the principle value prescription.

### 5.3. Plebanski Potential and Holomorphic Prepotential

In [4], it was shown that for uncoupled BPS structures, there exists a locally defined function $F(z)$, called prepotential, related to the Plebanski potential $W$ by the following equations,

\[ \frac{\partial^3 F}{\partial z^a \partial z^b \partial z^c} = \left. \frac{\partial^3 W}{\partial \theta^a \partial \theta^b \partial \theta^c} \right|_{\theta=0}, \quad \forall a, b, c = 1, \ldots, 2N. \]

(5.15)

For the conifold case, the prepotential was calculated in [4] using the Plebanski potential given by (4.32), and it was observed that under the identification

\[ \beta \in B^+ \]

is consistent with the Kähler cone condition $\text{Im} z_\beta > 0$. 

\[ ^{12} \text{Note that the condition } \beta \in B^+ \text{ is consistent with the Kähler cone condition } \text{Im} z_\beta > 0. \]
(5.12), it captures the world-sheet instanton part of the genus zero topological string amplitude $F_0(z)$ (which also coincides with the holomorphic prepotential in $\mathcal{N} = 2$ supergravity). Since the Plebanski potential (1.5) for our preferred solution differs from (4.32), it is natural to ask how the prepotential is affected. A simple calculation gives for our solution\footnote{Equation (5.15) defines the prepotential only up to quadratic terms in the moduli; we added the second term by hand so as to reach a perfect match with $F_0$.}

$$F = (2\pi i)^2 \sum_{\beta \in B^+} n_\beta \frac{v_\beta^3}{6w} - \frac{\chi X \zeta(3)}{4\pi i} w^2 + \frac{w^2}{2\pi i} \sum_{\beta \in B^+} n_\beta \text{Li}_3\left(e^{2\pi i v_\beta/w}\right). \tag{5.16}$$

Using the identifications (5.12) and comparing with the genus zero part of $F_{\text{hol}}$ (5.7), one finds that

$$F = -2\pi i (t/\lambda)^2 F_0, \tag{5.17}$$

provided the intersection numbers are given by

$$\kappa_{ijk} = \sum_{\beta \in B^+} n_\beta \beta_i \beta_j \beta_k. \tag{5.18}$$

Like the coefficients $c_i$, the intersection numbers $\kappa_{ijk} = \gamma_i \cap \gamma_j \cap \gamma_k$ are $a priori$ ill-defined since the divisors $\gamma_i$ are non-compact. Assuming that there is a choice of regularization such that (5.18) holds true, it therefore appears that the full all-genus topological string partition function can also be extracted from the functions $\tau$ and $W$, which are in turn determined by the BPS invariants. Unfortunately, the underlying reason for these coincidences remains mysterious to us.
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**A Special Functions and Useful Identities**

In this appendix, we collect various useful definitions, properties, and identities (some of which were already stated in [8, §B]).
Bernoulli Polynomials

The Bernoulli polynomials have the following generating function

$$
\sum_{n=0}^{\infty} \frac{x^n}{n!} B_n(\xi) = \frac{xe^{\xi x}}{e^x - 1}.
$$

(A.1)

They have the following symmetry property

$$
B_n(1 - x) = (-1)^n B_n(x)
$$

(A.2)

and at $x = 0$ they reduce to Bernoulli numbers $B_n$. Importantly, the Bernoulli polynomials arise in the inversion formula for polylogarithms: namely, for any $n \geq 2$ and $x \in \mathbb{C}$, or $n \geq 0$ and $x \in \mathbb{C} \setminus \mathbb{Z}$,

$$
\text{Li}_n(e^{2\pi i x}) + (-1)^n \text{Li}_n(e^{-2\pi i x}) = -\frac{(2\pi i)^n}{n!} B_n([x]),
$$

(A.3)

where we use the principal branch definition of $\text{Li}_s(z)$, and define

$$
[x] = \begin{cases} 
    x - \lfloor \text{Re } x \rfloor, & \text{if } \text{Im } x \geq 0, \\
    x + \lceil -\text{Re } x \rceil + 1, & \text{if } \text{Im } x < 0.
\end{cases}
$$

(A.4)

Note that for $\text{Im } x \neq 0$ or $x \notin \mathbb{Z}$, the bracket satisfies $[-x] = 1 - [x]$, consistently with (A.3) and (A.2). For integer $n < 0$, we have instead

$$
\text{Li}_n(e^{2\pi i x}) + (-1)^n \text{Li}_n(e^{-2\pi i x}) = 0
$$

(A.5)

for all $x \in \mathbb{C} \setminus \mathbb{Z}$.

Useful Identities

For $d \in \mathbb{Z}$, $0 < \text{Re } z < \text{Re } \omega_1$, $\text{Im } (z/\omega_1) > 0$ and the contour $C$ going along the real axis but avoiding the origin from above, one has [12, Eqs.(36),(38)]

$$
\int_C \frac{e^{zs} s^{-d}}{e^{\omega_1 s} - 1} = \left( \frac{\omega_1}{2\pi i} \right)^{d-1} \text{Li}_d \left( e^{2\pi iz/\omega_1} \right),
$$

(A.6a)

$$
\int_C \frac{e^{(z+\omega_1)s} s^{-1-d}}{(e^{\omega_1 s} - 1)^2} = -\frac{d}{d\omega_1} \left[ \left( \frac{\omega_1}{2\pi i} \right)^{d-1} \text{Li}_d \left( e^{2\pi iz/\omega_1} \right) \right],
$$

(A.6b)

$$
\int_C \frac{e^{(z+\omega_1)s} s^{2-d}}{(e^{\omega_1 s} - 1)^3} = \frac{d^2}{d\omega_1^2} \left[ \left( \frac{\omega_1}{2\pi i} \right)^{d-1} \text{Li}_d \left( e^{2\pi iz/\omega_1} \right) \right].
$$

(A.6c)

For $\alpha \in \mathbb{C} \setminus \mathbb{Z}$, one has [36, 1.445.6]

$$
\sum_{k=1}^{\infty} \frac{\cos(2\pi k x)}{k^2 - \alpha^2} = \frac{1}{2\alpha^2} - \frac{\pi}{2\alpha} \frac{\cos(2\pi \alpha (\frac{1}{2} - [x]))}{\sin(\pi \alpha)}.
$$

(A.7)
Generalized Gamma and Barnes Functions

The generalized Gamma function $\Lambda(z, \eta)$ and generalized Barnes functions $\Upsilon(z, \eta)$ are both functions on $\mathbb{C} \times \mathbb{C}$ defined by \[8,28\]

$$
\Lambda(z, \eta) = e^z \frac{\Gamma(z + \eta)}{\sqrt{2 \pi} z^{z+\eta-1/2}}.
$$

$$
\Upsilon(z, \eta) = \frac{e^{\frac{z^2}{4} - \zeta(-1)} G(z + \eta + 1)}{(2\pi)^{z/2} \frac{\Gamma(z + \eta)}{z^{2z^2}}}.
$$

where $G(z)$ is the Barnes function (see, e.g., \[37\]). The two functions are related to each other through

$$
\frac{\partial}{\partial z} \log \Upsilon(z, \eta) = z \frac{\partial}{\partial z} \log \Lambda(z, \eta).
$$

They have the following integral representations analogous to the first Binet formula for Gamma function and valid for $\text{Re} (z) > 0, \text{Re} (z + \eta) > 0$ [8, §B]

$$
\log \Lambda(z, \eta) = \int_0^\infty \frac{ds}{s} \left( \eta - \frac{1}{2} - \frac{1}{s} + \frac{e^{(1-\eta)s}}{e^s - 1} \right) e^{-zs},
$$

$$
\log \Upsilon(z, \eta) = \int_0^\infty \frac{ds}{s} \left( \frac{1}{s^2} - \frac{1}{2} B_2(\eta) - \frac{\eta(e^s - 1) + 1}{(e^s - 1)^2} \frac{e^{(1-\eta)s}}{e^s - 1} \right) e^{-zs} - \frac{1}{2} B_2(\eta) \log z.
$$

B Special Functions Relevant for Bridgeland’s Solution

In this appendix, we define a class of functions which appear in the solution discussed in Sect. 3. We also provide their relations to multiple sine functions, quantum dilogarithm, and present new integral identities for some of these functions.

We define the following set of functions

$$
\mathcal{F}_{n,m}(z|\omega_1, \omega_2) = (-1)^{n+m} \int_C \frac{ds}{s} e^{zs} \text{Li}_{-n}(e^{-\omega_1 s}) \text{Li}_{-m}(e^{-\omega_2 s}),
$$

where the contour $C$ follows the real axis from $-\infty$ to $\infty$ avoiding the origin from above. We consider these functions for $n, m$ non-negative integers, in which case the integral is convergent provided $\text{Re} (\omega_1), \text{Re} (\omega_2) > 0$ and $0 < \text{Re} (z) < \text{Re} (\omega_1 + \omega_2)$. For reference, we list

$$
\text{Li}_0(x) = \frac{x}{1-x}, \quad \text{Li}_{-1}(x) = \frac{x}{(1-x)^2}, \quad \text{Li}_{-2}(x) = \frac{x(1+x)}{(1-x)^3}.
$$

In the special cases $(n, m) = (0, 0)$ and $(1, 0)$, one reproduces the functions $\log F(z|\omega_1, \omega_2)$ and $\log G(z|\omega_1, \omega_2)$, respectively, introduced in [12, §4] in terms of the multiple sine functions $S_r(z|\omega_1, \ldots, \omega_r)$,

$$
e^{\mathcal{F}_{0,0}(z|\omega_1, \omega_2)} = F(z|\omega_1, \omega_2) := e^{-\frac{\pi i}{2} B_{2,2}(z|\omega_1, \omega_2)} S_2(z|\omega_1, \omega_2),
$$
\[ e^{F_{1.0}(z|\omega_1,\omega_2)} = G(z|\omega_1,\omega_2) := e^{\pi i} B_{3,3}(z+\omega_1|\omega_1,\omega_1,\omega_2) S_3(z+\omega_1|\omega_1,\omega_1,\omega_2). \] (B.4)

Here, the multiple Bernoulli polynomials \( B_{r,m} \) are defined through the generating function generalizing (A.1),

\[ \sum_{n=0}^{\infty} \frac{x^n}{n!} B_{r,n}^{(\omega_1,\ldots,\omega_r)} = \frac{x^r e^{\xi x}}{\prod_{j=1}^{r}(e^{\omega_j x} - 1)}. \] (B.5)

In particular, one has

\[ B_{2,2}(z|\omega_1,\omega_2) = \frac{z^2}{\omega_1 \omega_2} - \left( \frac{1}{\omega_1} + \frac{1}{\omega_2} \right) z + \frac{1}{6} \left( \frac{\omega_2}{\omega_1} + \frac{\omega_1}{\omega_2} \right) + \frac{1}{2}, \]

\[ B_{3,3}(z|\omega_1,\omega_2,\omega_3) = \frac{z^3}{\omega_1 \omega_2 \omega_3} - \frac{3z^2(\omega_1 + \omega_2 + \omega_3)}{2\omega_1 \omega_2 \omega_3} \]
\[ + \frac{\omega_1^2 + \omega_2^2 + \omega_3^2 + 3(\omega_1 \omega_2 + \omega_1 \omega_3 + \omega_2 \omega_3)}{2\omega_1 \omega_2 \omega_3} z \]
\[ - \frac{(\omega_1 + \omega_2 + \omega_3)(\omega_1 \omega_2 + \omega_1 \omega_3 + \omega_2 \omega_3)}{4\omega_1 \omega_2 \omega_3}. \] (B.6)

We refer to [24] for the definition and main properties of the multiple sine functions, and to [38] for an integral representation established for these functions, which implies the relations (B.3), (B.4). Note that all these functions are invariant under a simultaneous rescaling of the arguments \( z \) and \( \omega_i \).

**Double Sine, Faddeev’s Quantum Dilogarithm and Woronowicz Integral**

It will be useful to express the function \( F(z|\omega_1,\omega_2) \) in terms of Faddeev’s quantum dilogarithm [39], which will allow us to derive a new integral representation for this function. The quantum dilogarithm is defined by

\[ \Phi_b(x) = \exp \left[ \frac{1}{4} \int_C \frac{e^{-2i xt}}{\sinh(b t) \sinh(t/b)} \frac{dt}{t} \right]. \] (B.7)

Comparing this integral with (B.1) for \( m = n = 0 \) where the integration variable \( s \) is changed to \( t = \frac{s}{2} \sqrt{\omega_1 \omega_2} \), we get

\[ F(z|\omega_1,\omega_2) = \Phi_{\omega_1/\omega_2} \left( \frac{i}{\sqrt{\omega_1 \omega_2}} \left( z - \frac{\omega_1 + \omega_2}{2} \right) \right). \] (B.8)

On the other hand, \( \Phi_b \) admits a different integral representation [40] originally due to Woronowicz [41],

\[ \Phi_b(x) = \exp \left( \frac{i}{2\pi} W_{1/b^2}(2\pi b x) \right), \quad W_\theta(z) = \int_{\mathbb{R}} \log(1 + e^{\theta \xi}) \frac{1}{1 + e^{\xi - z}} d\xi. \] (B.9)

Upon folding the integral over \( \mathbb{R} \) onto the positive axis, one gets

\[ W_\theta(z) = -\theta \text{Li}_2(-e^z) + \int_0^\infty \log(1 + e^{-\theta \xi}) \left( \frac{1}{1 + e^{\xi - z}} + \frac{1}{1 + e^{-\xi - z}} \right) d\xi. \] (B.10)
Setting $b^2 = \omega_1/\omega_2$ and $\xi = 2\pi s \omega_1/\omega_2$, one arrives at the following integral representation,

$$
\log F(z|\omega_1, \omega_2) = \frac{\omega_2}{2\pi i \omega_1} \text{Li}_2 \left( e^{\frac{2\pi i}{\omega_2}(z-\frac{\omega_1}{\omega_2})} \right) + \frac{\omega_1}{\omega_2} \int_0^\infty \left( \frac{\log(1+e^{-2\pi s})}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s+i(z-\frac{\omega_1}{\omega_2}))}} + \frac{\log(1+e^{-2\pi s})}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s+i(z-\frac{\omega_1}{\omega_2}))}} \right) ds.
$$

(B.11)

In order to remove the half-period shift of $z$, we shift the integration variable $s \mapsto s \pm i/2$ in each of the two terms on the second line, which gives

$$
\log F(z|\omega_1, \omega_2) = \frac{\omega_2}{2\pi i \omega_1} \text{Li}_2 \left( e^{\frac{2\pi i}{\omega_2}(z-\frac{\omega_1}{\omega_2})} \right) + \sum_{\epsilon=\pm} \frac{\omega_1}{\omega_2} \int_{\epsilon i/2}^{\epsilon i/2} \frac{\log(1-e^{-2\pi s})}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s+i z)}} ds.
$$

(B.12)

Further decomposing $\int_{\epsilon i/2}^{\epsilon i/2} = \int_0^{\epsilon i/2} - \int_0^{-\epsilon i/2}$ and sending $s \mapsto -s$ in the integral from 0 to $-i/2$, this can be rewritten as

$$
\log F(z|\omega_1, \omega_2) = \frac{\omega_2}{2\pi i \omega_1} \text{Li}_2 \left( e^{\frac{2\pi i}{\omega_2}(z-\frac{\omega_1}{\omega_2})} \right) + \frac{2\pi i \omega_1}{\omega_2} \int_0^{i/2} \frac{(s-\frac{i}{2}) ds}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s+i z)}} + \frac{1}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s-i z)}}.
$$

(B.13)

Finally, using the identity (easily established by integrating by parts)

$$
\int_0^x \frac{(s-x)ds}{1-e^{as-y}} = -x \log(1-e^y) + \frac{1}{a^2} \left( \text{Li}_2 \left( e^{y-ax} \right) - \text{Li}_2 \left( e^y \right) \right), \quad (B.14)
$$

one obtains

$$
\log F(z|\omega_1, \omega_2) = \frac{1}{2} \log \left( 1-e^{2\pi iz/\omega_2} \right) + \frac{\omega_2}{2\pi i \omega_1} \text{Li}_2 \left( e^{2\pi iz/\omega_2} \right) + \frac{\omega_1}{\omega_2} \int_0^\infty ds \log \left( 1-e^{-2\pi s} \right) \left[ \frac{1}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s+i z)}} + \frac{1}{1-e^{-\frac{2\pi}{\omega_2}(\omega_1s-i z)}} \right]. \quad (B.15)
$$

This integral representation plays a key role in relating two types of solution of the RH problem as discussed in Sect. 4.5 because the last line can be equivalently rewritten in terms of the functions (C.1) as

$$
\frac{i\omega_2}{2\omega_1} \left( J_{1,0} \left( -\frac{\omega_1}{\omega_2}, -\frac{z}{\omega_2}, 0, 0 \right) - J_{1,0} \left( -\frac{\omega_1}{\omega_2}, \frac{z}{\omega_2}, 0, 0 \right) \right) = \frac{\pi i \omega_2}{12\omega_1}. \quad (B.16)
$$

Woronowicz-Type Integral Representations for the Triple Sine Function

By comparing Bridgeland’s expressions for $\mathcal{Y}_0$ and $\log \tau$ with our solution, we arrive at the following conjecture, supported by numerical checks for random values of the arguments:

**Conjecture 1.** One has the following integral representations for the triple sine function for two coinciding periods,
log $S_3(z|\omega_1, \omega_1, \omega_2) = -\frac{\pi i}{6} B_{3,3}(z|\omega_1, \omega_1, \omega_2) + \frac{1}{2} \left( 1 - \frac{z}{\omega_1} \right) \log \left( 1 - e^{2\pi iz/\omega_1} \right)$

\[-\frac{1}{2\pi i} \left( \frac{z - \omega_1}{\omega_2} + \frac{1}{2} \right) \left( e^{2\pi iz/\omega_1} - \frac{\omega_1}{2\pi^2 \omega_2} \operatorname{Li}_3 \left( e^{2\pi iz/\omega_1} \right) \right) \]

\[+ \frac{\omega_2^2}{\omega_1^2} \int_0^\infty ds \log \left( 1 - e^{-2\pi s} \right) \left[ \frac{s + \frac{i(z - \omega_1)}{\omega_2}}{e^{\frac{s}{\omega_1} (\omega_2 s + i z)} - 1} - \frac{s - \frac{i(z - \omega_1)}{\omega_2}}{e^{\frac{s}{\omega_1} (\omega_2 s - i z)} - 1} \right] \]  

\[\text{and} \]

log $S_3(z|\omega_1, \omega_1, \omega_2) = -\frac{\pi i}{6} B_{3,3}(z|\omega_1, \omega_1, \omega_2) + \frac{\omega_2^2}{4\pi^2 \omega_1^2} \operatorname{Li}_3 \left( e^{2\pi iz/\omega_2} \right)$

\[-\frac{1}{24} \log \left( 1 - e^{2\pi i(z - \omega_1)/\omega_2} \right) \]

\[-\frac{\omega_1}{4\pi \omega_2} \int_0^\infty ds \left( \operatorname{Li}_2 \left( e^{-2\pi s} \right) - 2\pi s \log \left( 1 - e^{-2\pi s} \right) \right) \sinh \left( \frac{2\pi s \omega_1}{\omega_2} \right) \sinh \left( \frac{\pi}{\omega_2} (\omega_1 (s - i) + iz) \right) \sinh \left( \frac{\pi}{\omega_2} (\omega_1 (s + i) - iz) \right) \],

(B.17)

(B.18)

where the triple Bernoulli polynomial $B_{3,3}$ is given in (B.6).

Note that the integrals in (B.17) and (B.18) can be expressed as linear combinations of functions $J_{m,n}$ and $I_n$ introduced in Appendix C.

C Special Functions Relevant for the New Solution

In this appendix, we define a class of functions which appear in the solution obtained in Sect. 4. We also describe their analytic properties, establish various identities between them, and derive their asymptotic expansion.

Definition and Analytic Properties

For $m$ positive integer and $n$ non-negative integer, we define

\[J_{m,n}(x, y, \xi, \eta) = (-1)^{n+m+1} \int_0^\infty ds s^n \frac{\operatorname{Li}_m \left( e^{-2\pi(1-\xi/x)s + 2\pi i(\eta - \xi y/x)} \right)}{\tanh(\pi (s - iy)/x)} \]  

(C.1)

The integral converges provided $\text{Re} \left( \frac{\xi}{x} \right) < 1$ and $kx + iy \notin \mathbb{R}^+$ for any $k \in \mathbb{Z}$. We also introduce a slightly modified version of these functions which removes the pole at $y = 0$ appearing for $J_{m,0}$. Namely, we define

\[\tilde{J}_{m,n}(x, \xi) = (-1)^{n+m+1} \int_0^\infty ds s^n \left( \frac{\operatorname{Li}_m \left( e^{-2\pi(1-\xi/x)s} \right)}{\tanh(\pi s/x)} - \frac{x}{\pi s} \operatorname{Li}_m \left( e^{-2\pi s} \right) \right), \]

(C.2)

which converges for $\text{Re} \left( \frac{\xi}{x} \right) < 1$ and $\text{Re} \left( \frac{x}{s} \right) \neq 0$. 
The analytic continuation to the full complex $\xi$ plane is easily obtained by rewriting the integrals as

$$J_{m,n}(x, y, \xi, \eta) = \varepsilon(-1)^{n+m} \left[ 2 \int_0^\infty ds \frac{s^n \text{Li}_m\left(e^{-2\pi(1-\xi/x)s+2\pi(i(\eta-\xi y)/x)}\right)}{1 - e^{2\pi\varepsilon(s-iy)/x}} - \frac{n!}{(2\pi)^{n+1}} \text{Li}_{m+n+1}\left(e^{2\pi\varepsilon(\eta-\xi y)/x}\right) \right], \quad (C.3)$$

$$\tilde{J}_{m,n}(x, \xi) = \varepsilon(-1)^{n+m} \left[ 2 \int_0^\infty ds s^n \left( \frac{\text{Li}_m\left(e^{-2\pi(1-\xi/x)s}\right)}{1 - e^{2\pi\varepsilon s/x}} - \frac{x}{\pi s} \text{Li}_m\left(e^{-2\pi s}\right) \right) - \frac{n!}{(2\pi)^{n+1}} \frac{\zeta(m+n+1)}{(1-\xi/x)^{n+1}} \right], \quad (C.4)$$

where we have set $\varepsilon = \text{sgn}(\text{Re} x)$. The integrals are now convergent for any $\xi$, whereas the pole at $\xi = x$ reflects the original obstruction.

The analytic structure in the variables $x$ and $y$ is more complicated. As indicated above, the integrand in (C.1) has a series of poles at $s = i(y+kx)$, $k \in \mathbb{Z}$, which can cross the integration contour as $x$ and $y$ are varied. As a result, $J_{m,n}$ is a multi-valued function: it jumps when the arguments $(x, y)$ cross one of the hypersurfaces in $\mathbb{C}^2$ given by

$$\text{Re}(y+kx) = 0, \quad \text{Im}(y+kx) < 0. \quad (C.5)$$

The jump is given by the following proposition which follows from the residue evaluation

**Proposition 1.** Let $x_k, y_k$ satisfy (C.5). Then, the difference between values of $J_{m,n}$ evaluated from the two sides of the hypersurface with $\pm \text{Re}(y+kx) > 0$, respectively, is

$$\Delta J_{m,n}(x_k, y_k, \xi, \eta) = 2i^{n-1}(-1)^{n+m}x_k(y_k+kx_k)^n \text{Li}_m\left(e^{2\pi\varepsilon(\eta-y_k+k(\xi-x_k))}\right).$$

A similar picture holds for $\tilde{J}_{m,n}$ with the difference that now all poles hit the integration contour at the same hypersurface. It is described by

**Proposition 2.** Let $x \in \mathbb{R}^-$. Then, the difference between values of $\tilde{J}_{m,n}$ evaluated from the two sides of this line with $\pm \text{Re} x > 0$, respectively, is

$$\Delta \tilde{J}_{m,n}(x, \xi) = 2i^{n-1}(-1)^{n+m}x^{n+1} \sum_{k=1}^\infty k^n \text{Li}_m\left(e^{2\pi k(\xi-x)}\right).$$

**Identities**

By differentiating under the sign of the integral and integrating by parts, it is straightforward to prove

**Proposition 3.**

$$\partial_\eta J_{m,n} = -2\pi i J_{m-1,n},$$

$$\partial_\xi J_{m,n} = \frac{2\pi}{x} J_{m-1,n+1} + \frac{2\pi iy}{x} J_{m-1,n}.$$
\[ \partial_y J_{m,n} = -in J_{m,n-1} + 2\pi i J_{m-1,n} + \delta_{n,0}(-1)^{m+n} \frac{\text{Li}_m(e^{2\pi i(y-\xi y/x)})}{\tan(\pi y/x)}, \]
\[ \partial_x J_{m,n} = -\frac{2\pi}{x} J_{m-1,n+1} + \frac{2\pi iy}{x} J_{m-1,n} + \frac{n+1}{x} J_{m,n} + \frac{iny}{x} J_{m,n-1} + \delta_{n,0}(-1)^{m+n+1} \frac{y}{x} \frac{\text{Li}_m(e^{2\pi i(y-\xi y/x)})}{\tan(\pi y/x)}, \]

and
\[ \partial_x \tilde{J}_{m,n} = \frac{n+1}{x} \tilde{J}_{m,n} - \frac{2\pi}{x} \tilde{J}_{m-1,n+1}, \]
\[ (\partial_x + \partial_\xi) \tilde{J}_{m,n} = \frac{n+1}{x} \tilde{J}_{m,n} + \frac{iny}{x} \tilde{J}_{m,n-1} + \delta_{n,0}(-1)^{m+n+1} \frac{y}{x} \frac{\text{Li}_m(e^{2\pi i(y-\xi y/x)})}{\tan(\pi y/x)}. \]  

In particular, we have the following relations
\[ (x\partial_x + y\partial_y) J_{m,n} = (n+1) J_{m,n} - 2\pi J_{m-1,n+1}, \]
\[ (\partial_y + \partial_\eta) J_{m,n} = -in J_{m,n-1} + \delta_{n,0}(-1)^{m+n} \frac{\text{Li}_m(e^{2\pi i(y-\xi y/x)})}{\tan(\pi y/x)}, \]
\[ (\partial_x + \partial_\xi) J_{m,n} = \frac{n+1}{x} J_{m,n} + \frac{iny}{x} J_{m,n-1} + \delta_{n,0}(-1)^{m+n+1} \frac{y}{x} \frac{\text{Li}_m(e^{2\pi i(y-\xi y/x)})}{\tan(\pi y/x)}. \]  

Asymptotic Expansion

In the discussion of the \( \tau \) function, we use the asymptotic expansions of the functions \( J_{m,n} \) and \( \tilde{J}_{m,n} \) at vanishing values of \( \xi \) and \( \eta \). They are given by the following

**Proposition 4.** At large \( x \) and \( y \) such that \( x/y \) is kept fixed, one has the following asymptotic expansions
\[ J_{m,n}(x, y, 0, 0) + J_{m,n}(x, -y, 0, 0) = \frac{4(-1)^{n+m}}{(2\pi)^{n+1}} \sum_{k=1}^{\infty} \frac{(n+2k-1)! \zeta(m+n+2k)}{(2k-1)! x^{2k-1}} \text{Li}_{1-2k}(e^{2\pi i y/x}), \]
\[ \tilde{J}_{m,n}(x, 0) = 2(-1)^{n+m+1} \sum_{k=1}^{\infty} \frac{(n+2k-1)! \zeta(m+n+2k)}{(2\pi)^{n+1}(2k)!} x^{1-2k}. \]  

**Proof.** Note that in the limit we are interested in, we have
\[ \frac{1}{\tanh(\pi(s-iy)/x)} = 1 + 2\text{Li}_0(e^{-2\pi(s-iy)/x}) \]
\[ = 1 + 2 \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \text{Li}_k(e^{2\pi i y/x}) \left( \frac{2\pi s}{x} \right)^k. \]
Therefore, after setting $\xi = \eta = 0$ in (C.1) and using
\begin{equation}
\int_0^\infty ds \, s^n \text{Li}_m \left( e^{-2\pi s} \right) = \frac{n!}{(2\pi)^{n+1}} \zeta(m + n + 1),
\end{equation}
we obtain the following asymptotic expansion
\begin{align}
J_{m,n}(x, y, 0, 0) = (-1)^{n+m+1} & \left\{ \frac{n!}{(2\pi)^{n+1}} \zeta(m + n + 1) \\
+ 2 \sum_{k=0}^{\infty} (-1)^k (n + k)! \left( \zeta(m+n+k+1) \text{Li}_{-k} \left( e^{2\pi i y/x} \right) x^{-k} \right) \right\}.
\end{align}

To combine two such expansions evaluated at $\pm y$, we use (A.3) and (A.5). As a result, the first term in (C.10) is canceled by the $k = 0$ contribution, the terms with $k$ even vanish, and terms with $k$ odd are doubled. This gives exactly the first statement of the proposition.

To get the second statement, we follow the same steps except that, instead of (C.8), one starts with the expansion
\begin{equation}
\frac{1}{\tanh(\pi s/x)} = \frac{x}{\pi s} + 2 \sum_{k=1}^{\infty} \frac{B_{2k}}{(2k)!} \left( \frac{2\pi s}{x} \right)^{2k-1}.
\end{equation}
Its first term cancels the last term in (C.2) and the remaining series can be easily integrated using (C.9) which gives the desired statement.

Finally, we also introduce functions appearing in the expression for the $\tau$ function
\begin{equation}
I_n(x, \xi, \eta) = \int_0^{\pi i x} dy \left( \frac{\text{Li}_n \left( e^{-2\xi y + 2\pi i n} \right)}{\tanh(y)} - \frac{\text{Li}_n \left( e^{2\pi i n} \right)}{y} \right) + \text{Li}_n \left( e^{2\pi i n} \right) \log x.
\end{equation}

Note their special value at $\xi = 0$:
\begin{equation}
I_n(x, 0, \eta) = \left( \log \left( 1 - e^{2\pi i x} \right) - \pi i x - \log(2\pi i) \right) \text{Li}_n \left( e^{2\pi i n} \right).
\end{equation}

D Details on Summation of Finite Case Results

In this appendix, we analyze the approach toward definition of the Darboux coordinates (2.19) and their $\tau$ function based on the attempt to perform the sum over charges in the results emerging in the finite case, (2.13) and (2.14). Throughout we use the shorthand notations $\hat{w} = w/t$ and $\hat{v}_\beta = v_\beta/t$, and restrict to the region in the moduli space where $\text{Re} \hat{w} < \text{Re} \hat{v}_\beta < 0$ for all $\beta \in B^+$ which allows us to apply the integral representations (A.11) and (A.12). Furthermore, we assume that $\text{Re} \hat{v}_\beta \in (0, 1)$, while $\text{Re} \varphi = 0$ so that we can identify $[\varphi]$ with $\varphi$ (see (A.4)).
Darboux Coordinates

Using the finite case solution (2.13) and the BPS data given in (2.17), one finds that the functions (2.19) take the following form

\[ y_i = \sum_{\beta \in B^+} n_{\beta} \chi_{\beta}^{(1)}, \quad y_0 = \sum_{\beta \in B^+} n_{\beta} \chi_{\beta}^{(2)} - \frac{\chi(X)}{2} \chi_0^{(2)}, \quad (D.1) \]

where we denoted

\[ \chi_{\beta}^{(1)} = \sum_{k=1}^{\infty} \log \Lambda\left(\hat{\nu}_\beta - k\hat{\omega}, 1 - \nu + k\varphi\right) \]
\[ - \sum_{k=0}^{\infty} \log \Lambda\left(-\hat{\nu}_\beta - k\hat{\omega}, \nu + k\varphi\right), \quad (D.2a) \]
\[ \chi_{\beta}^{(2)} = - \sum_{k=1}^{\infty} k \log \Lambda\left(\hat{\nu}_\beta - k\hat{\omega}, 1 - \nu + k\varphi\right) \]
\[ - \sum_{k=0}^{\infty} k \log \Lambda\left(-\hat{\nu}_\beta - k\hat{\omega}, \nu + k\varphi\right), \quad (D.2b) \]
\[ \chi_{\beta}^{(2)} = -2 \sum_{k=1}^{\infty} k \log \Lambda(-k\hat{\omega}, k\varphi). \quad (D.2c) \]

Under our assumptions, the real part of the arguments of all \( \Lambda \)-functions are positive, therefore one can apply the integral representation (A.11). Substituting it into (D.2c) and exchanging the sum over \( k \) with the integral, one obtains

\[ \chi_{\beta}^{(1)} = - \int_{0}^{\infty} \frac{ds}{s} \left[ \left( e^{(\nu - \varphi)s - 1} \right) + \frac{1}{e^{s} - 1} \right] e^{(\hat{\nu} - \hat{\nu}_\beta)s} \]
\[ \left( \frac{e^{(1 - \nu + \varphi)s}}{e^{(s - 1)}} - \frac{1}{e^{\nu s} - 1} \right) \varphi e^{\hat{\nu} s} - e^{\hat{\nu} s} \right], \quad (D.3a) \]
\[ \chi_{\beta}^{(2)} = - \int_{0}^{\infty} \frac{ds}{s} \left[ \left( e^{(\nu - \varphi)s - 1} \right)^2 \left( e^{s} - 1 \right) + \frac{1}{e^{(s - 1)}} - \frac{1}{e^{\nu s} - 1} \right] \varphi e^{(\hat{\nu} + \hat{\nu}_\beta)s} \]
\[ + \left( \frac{e^{(1 - \nu - \varphi)s}}{e^{(s - 1)}} - \frac{1}{e^{\nu s} - 1} \right) \varphi \left( e^{s} + 1 \right) e^{(\hat{\nu} + \hat{\nu}_\beta)s} \right], \quad (D.3b) \]
\[ \chi_{\beta}^{(2)} = -2 \int_{0}^{\infty} \frac{ds}{s} \left( e^{(1 - \varphi)s - 1} \right) - \frac{1}{e^{s} - 1} \right) \varphi \left( e^{s} + 1 \right) e^{(\hat{\nu} + \hat{\nu}_\beta)s} \right], \quad (D.3c) \]

Let us first analyze \( \chi_{\beta}^{(1)} \) for vanishing \( \nu \) and \( \varphi \). It is easy to check that each round bracket in the integrand behaves near \( s = 0 \) as \( 1/(12\hat{\omega}) \). While each such term gives rise to a divergent integral, the contributions of the two brackets cancel against each other so that the whole integral is convergent. Changing variable \( s \mapsto -s \) in the second term, we can recombine the two integrals over \( \mathbb{R}^+ \) into a single integral over the real axis. Although the integrand has a pole at \( s = 0 \), the cancelation of this divergence in the original integral implies that the integral should be defined through the principle value
prescription. Thus, we have
\[ \mathcal{Y}_\beta^{(1)} = \text{P.v.} \int_{-\infty}^{\infty} \frac{ds}{s} \left( \frac{1}{e^s - 1} + \frac{1}{2} - \frac{1}{s} \right) \frac{e^{-\hat{v}_\beta s}}{e^{-\hat{w}s} - 1} \]
\[ = \int_C \frac{ds}{s} \left( \frac{1}{e^s - 1} + \frac{1}{2} - \frac{1}{s} \right) \frac{e^{-\hat{v}_\beta s}}{e^{-\hat{w}s} - 1} - \frac{\pi i}{12\hat{w}}, \]
(D.4)

where in the second line the contour C goes along the real axis avoiding the origin from above. Noticing that the first term in the round brackets gives rise to the function \( \mathcal{F}_{0,0} \) (B.1), while the other two terms can be evaluated using (A.6), one finally obtains
\[ \mathcal{Y}_\beta^{(1)} = \mathcal{F}_{0,0}(-\hat{v}_\beta - \hat{w}, 1) + \frac{\hat{w}}{2\pi i} \text{Li}_2 \left( e^{2\pi i \hat{v}_\beta/\hat{w}} \right) - \frac{1}{2} \log \left( 1 - e^{2\pi i \hat{v}_\beta/\hat{w}} \right) - \frac{\pi i}{12\hat{w}}. \]
(D.5)

Given the invariance of \( \mathcal{F}_{n,m} \) under simultaneous rescaling of all its arguments, this result coincides with the function \( B(v, w, t) \) in [12, Thm 5.2].

The situation with \( \mathcal{Y}_\beta^{(2)} \) and \( \mathcal{Y}_0^{(2)} \) is more complicated. In contrast to \( \mathcal{Y}_\beta^{(1)} \), the integrands in (D.3b) and (D.3c) behave near \( s = 0 \) as \( 1/(6\hat{w}^2 s^2) \). Hence, both integrals are divergent. The only exception is the case where the condition (3.1) is satisfied because it ensures that in the combination entering \( \mathcal{Y}_0 \) (D.1) the divergence is canceled. Then, one can repeat the same steps as in (D.7) and arrive at the expression
\[ \mathcal{Y}_0 = \sum_{\beta \in B^+} n_\beta \left[ \mathcal{F}_{1,0}(-\hat{v}_\beta - \hat{w}, 1) - \frac{\hat{w}}{2\pi i} \text{Li}_3 \left( e^{2\pi i \hat{v}_\beta/\hat{w}} \right) \right.
\[ + \frac{1 - 2\hat{v}_\beta}{4\pi i} \text{Li}_2 \left( e^{2\pi i \hat{v}_\beta/\hat{w}} \right) + \frac{\hat{w}}{2\hat{w}} \log \left( 1 - e^{2\pi i \hat{v}_\beta/\hat{w}} \right) \left. - \frac{\chi X}{2} \left[ \mathcal{F}_{1,0}(0) - \hat{w}\zeta(3) \frac{2}{2\pi^2} + \zeta(2) \frac{4}{4\pi i} \right] + \sum_{\beta \in B^+} n_\beta \frac{\pi i \hat{v}_\beta}{12\hat{w}^2} \right], \]
(D.6)

where the two square brackets can be seen as coming from \( \mathcal{Y}_\beta^{(2)} \) and \( \mathcal{Y}_0^{(2)} \), respectively, while the last term results from the residue at \( s = 0 \). For the case of the conifold (2.18), this result perfectly agrees with the function \( D(v, w, t) \) in [12, Thm 5.2].

For more general CY threefolds which do not obey the condition (3.1), to define \( \mathcal{Y}_\beta^{(2)} \) and \( \mathcal{Y}_0^{(2)} \), we have to ignore the divergence at \( s = 0 \) and postulate that they are given by the integrals along the contour C shifted away from the origin. Then, \( \mathcal{Y}_\beta^{(2)} \) and \( \mathcal{Y}_0^{(2)} \) equal to the first and second square brackets in (D.6), respectively. Note that in this way the last term gets dropped.

After switching on the variables \( \vartheta_\beta \) and \( \varphi \), the same problem with divergence arises already for all three functions (D.3c) and even in the conifold case. For instance, the integrand in \( \mathcal{Y}_\beta^{(1)} \) near \( s = 0 \) behaves as \( \frac{\varphi^2(2(\vartheta_\beta \hat{w} - \varphi \hat{v}_\beta) - \hat{w})}{\hat{w}^2(\hat{w} - \varphi)^2} \). To define all three functions, we proceed as above: we rewrite them as an integral along the real axis and declare that the integration contour is given by C. This
gives

\[ \mathcal{Y}_\beta^{(1)} = \int_{C} \frac{ds}{s} \left[ \frac{e^{-(\hat{v}_\beta - \hat{w}_\beta)s}}{(e^{-(\hat{w}-\varphi)s} - 1)(e^s - 1)} + \frac{(1/2 - 1/s - \vartheta_\beta)}{e^{-\hat{w}s} - 1} + \varphi e^{-(\hat{v}_\beta + \hat{w})s} \right], \]

\[ \mathcal{Y}_\beta^{(2)} = -\int_{C} \frac{ds}{s} \left[ \frac{e^{-(\hat{v}_\beta - \hat{w}_\beta - \varphi)s}}{(e^{-(\hat{w}-\varphi)s} - 1)^2(e^s - 1)} + \frac{(1/2 - 1/s - \vartheta_\beta)}{e^{-\hat{w}s} - 1} \right], \]

\[ + \frac{\varphi e^{-(\hat{v}_\beta + \hat{w})s}(e^{-\hat{w}s} + 1)}{(e^{-\hat{w}s} - 1)^3} \]

\[ + \Delta \mathcal{J}_2, \tag{D.7} \]

where

\[ \Delta \mathcal{J}_2 = -\int_{0}^{\infty} \frac{ds}{s} \left[ \frac{e^{-(\hat{w}-\varphi)s}}{(e^{-(\hat{w}-\varphi)s} - 1)^2} - \frac{e^{-\hat{w}s}}{(e^{-\hat{w}s} - 1)^2} \right]. \tag{D.8} \]

The contribution \( \Delta \mathcal{J}_2 \) is still divergent. It arises because the integrand in (D.3c) is not antisymmetric with respect to \( s \to -s \). Proceeding as for the divergence at \( s = 0 \), we simply drop this contribution so that one has \( \mathcal{Y}_0^{(2)} = \mathcal{Y}_{\beta=0}^{(2)} \). Finally, computing the integrals using (A.6), taking into account the homogeneity of the functions \( \mathcal{F}_{n,m} \), and substituting the resulting expressions into (D.1), one arrives at the expressions (3.2) given in the main text.

\[ \tau \text{ Function} \]

The analysis of the \( \tau \) function is similar, but slightly more complicated. Its expression (2.14) implies that

\[ \log \tau = \sum_{\beta \in B^+} n_\beta \mathcal{T}_\beta - \frac{\chi(X)}{2} \mathcal{T}_0, \tag{D.9} \]

where

\[ \mathcal{T}_\beta = \sum_{k=1}^{\infty} \log \mathcal{Y}(\hat{v}_\beta - k\hat{w}, 1 - \vartheta_\beta + k\varphi) + \sum_{k=0}^{\infty} \log \mathcal{Y}(-\hat{v}_\beta - k\hat{w}, \vartheta_\beta + k\varphi), \tag{D.10a} \]

\[ \mathcal{T}_0 = 2 \sum_{k=1}^{\infty} \log \mathcal{Y}(-k\hat{w}, k\varphi). \tag{D.10b} \]

Using the integral representation (A.12) and performing the sum over \( k \) under the integral, the two functions in (D.10) can be rewritten as

\[ \mathcal{T}_\beta = \int_{0}^{\infty} \frac{ds}{s} \left[ \left( \frac{1}{2} - \frac{1}{2} B_2(\vartheta_\beta) \right) \frac{1 - e^{(1 - \vartheta_\beta)s}}{1 - e^{\hat{w}s}} + \frac{(\vartheta_\beta(1 - e^s) - 1)e^{(1-\vartheta_\beta)s}}{(e^s - 1)^2(1 - e^{(\hat{w}-\varphi)s})} \right], \]
value prescription and evaluate it in terms of the functions $F$. Namely, one can rewrite it as an integral over the real axis using the principle is convergent and can be treated in the same way as for Darboux coordinates.

$$
\int_0^\infty ds \left[ \frac{1}{s^2} - \frac{e^s}{(e^s - 1)^2} + \frac{1}{6\hat{w}s} + \frac{1}{6(e^{-\hat{w}s} - 1)} \right] = \frac{1}{12} \log \frac{-w}{2\pi} - \zeta'(-1).
$$
The result is
\[
\log \tau = \sum_{\beta \in B^+} n_\beta \left[ F_{1,0}(-\hat{v}_\beta - \hat{w}, 1) + \frac{w^2}{(2\pi it)^2} \operatorname{Li}_3 \left( e^{2\pi i v_\beta/w} \right) + \frac{\pi i}{12} \frac{v_\beta}{w} \right] + \frac{\chi_X}{2} \left[ F_{1,0}(0| -\hat{w}, 1) + \frac{w^2}{(2\pi it)^2} \zeta(3) + \zeta'(1) \right],
\]
which coincides with [12, Thm 1.2] for the conifold case, up to an irrelevant constant term.

In more general cases, we again encounter divergences which now arise both in the integrals at \( s = 0 \) and in the series \((\text{D.12})\). Ignoring them, one gets \((3.3)\).
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