Determination of the Traffic Properties of Cells with Mobile Users Using a Mixed Traffic
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Abstract. This paper presents a two-dimensional Markov traffic model of the mobile users’ network where there exist handover calls from the surrounding cells to the considered cell and where, also, primary calls are generated. The two emphasized types of calls form together mixed traffic. The new, two-dimensional model allows us to calculate some characteristic variables for the systems, which may not be determined based on the analysis of one-dimensional model. The developed simulation program is verified comparing the obtained system state probabilities as also primary and handover calls loss rate to the corresponding values from the calculation process. We analyzed cells with a number of channels reserved only for handover calls. This system performances are compared to the performances of some other systems from literature and it is proved that their characteristics are comparable whereby our system improves handover calls dropping rate. It is also proved that users’ speed increase and cell radius decrease cause both primary and, especially, handover calls loss rate increase. The results of calculation and simulation are obtained after a number of iterations (calculation or simulation cycles), where the new loss probability values from one iteration become the input values for the next iteration.
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1. Introduction
Users’ moving in the mobile station (MS) network is enabled by several complex processes. At first, base station (BS) power measurement is applied to select the most suitable one. Then a sophisticated signalization process allows BS changing, i.e. MS transition from one cell to the other, neighboring one (handover). The necessary BS power determination while MSs are moving [1] is also a complicated problem, especially when considering power saving. In this paper we are going to apply the theory of mixed (or multi-dimensional, in this case two-dimensional [2]) traffic to present traffic calculation in one mobile telephony network cell when all users are movable. The theory of multidimensional traffic may be implemented when the same serving resources are utilized by users (requests) of different properties. The benefit of this model is that all traffic components properties may be determined. Section 2 presents existing solutions survey, dealing with the analysis of mobile networks with handover traffic component. The adopted cell model with movable users is presented in Sec. 3. Section 4 emphasizes the main steps in the model development, while Section 5 deals with the method of calculation. Section 6 is devoted to the simulation of a cell with handover traffic. Numerical examples are found in Sec. 7. The explanation related to the necessary number of iterations in calculation and simulation process is emphasized in Sec. 8. At the end, the conclusions are expressed in Sec. 9.

2. Previous Solutions
Specifics of handover traffic from the point of traffic analysis are established relatively long ago. Basic items related to such an analysis are listed already in [3]: implementation of Markov chains and Erlang loss formulas when defining models, calculation of newly generated calls (primary calls) blocking probability in the considered cell and call dropping probability of handover calls, offered and served traffic of primary and handover calls. The models for various macro and micro mobile network cell configurations are also defined.

The paper [4] is the further elaboration of Markov model presented in [3]. The main expressions for primary calls blocking and handover calls dropping are developed. Besides, the relation between handover intensity, users’ moving speed and BS cell dimensions (its perimeter and area) are also introduced. The mentioned expressions are the basis for several examples from praxis presentation in [5]. These examples have been used as a reference point of comparison when developing models presented in our paper.
The contribution [6] presents detailed analysis of traffic characteristics for the system with handover. The analysis is performed for the three most important methods which aim to achieve call dropping probability decrease: 1) some number of traffic channels reservation only for handover calls; 2) handover calls waiting in a queue for serving and 3) the bit-rate decreasing in already realized connections to handle handover traffic. The number of reserved (or guard) channels may be dynamically varied according to traffic load [7]. Among the three emphasized methods, the most important for the analysis in this paper is channel reservation only for handover calls. The accent in [6] is related to channel reservation for GPRS traffic. However, the analyzed algorithms in [6] do not provide enough multiple call dropping probability decreasing comparing to primary calls blocking probability. The results are presented for the system with relatively small handover probability ($P_h = 35\%$), which is not satisfactory when networks with micro-cells are dimensioned. The analysis examples in this paper proved that special attention has to be devoted to the problem of slow convergence of calculated results to their exact values for greater values of handover probability. Such a situation is the characteristic of micro-cells.

The reservation of some traffic channels only for handover leads to primary calls loss increasing. The characteristic behavior of lost calls is that they are repeated. The analysis of systems with repeated calls where primary and handover calls exist is presented in [8].

Contribution [9] presents the detailed analysis of the system where waiting of handover calls is applied if there are no idle traffic channels. There are two queues of different priority in a system depending on the received signal power and the remaining time that a call may be present in the region between two cells. New calls blocking probability and handover calls dropping probability are determined analytically and by simulation. Queueing disciplines are further expanded in [10], where, besides queueing of handover calls, it is supposed also that primary calls are queued.

Newly generated requests arrival to some queueing system may be considered as Poisson process. Strictly speaking, this assumption is not valid for handover traffic, because it is modified by the loss in surrounding cells where the calls are first generated [11]. It is emphasized in the survey of different contributions and analysis, presented in [11], that handover traffic is more smoothed than Poisson process. However, in the case of: 1) small or medium traffic load; 2) even distribution of offered traffic in identical neighboring cells according to Poisson process and 3) relatively limited users’ moving dynamics, i.e. when the great number of cells are not exchanged during the connection time, Poisson model represents handover traffic very well [8], [11]. This is very important as the background to approve credibility of the results presented in this paper. The assumptions in the analysis performed in this paper include approximately equal traffic load in cells and limited handovers number during one connection time. Even in the case when mean users' moving speed is $V = 60$ km/h, it is unlikely to exchange more than two cells during the connection, because it is assumed that cell perimeter is $R = 10$ km. These values of mean users’ speed $V$ and cell perimeter $R$ are characteristic for the cells in rural areas. In this paper we analyze such an example. The cells with lower value of $V$ and $R$ are typical for urban areas (especially when microcells are considered). The examples in this paper are for $V = 5$ km/h and $R = 100$ m. Besides, in this paper are analyzed characteristics of macrocells in rural ($R = 10$ km) and urban area ($R = 1$ km) where users’ speed is variable. Nevertheless, in the conditions of greater users' moving speed it is necessary to carefully anticipate the moment of new cell selection when handover is realized [12]. Such an analysis decreases the number of unnecessary handovers due to the lack of idle channels or idle waiting spaces, but also it is necessary to implement new, specific traffic models [13]. As, generally, handover traffic is more smoothed than Poisson process, the practically expected results in the case of the significant traffic load and smaller cells are better than the results presented by Poisson model. The analysis of handover traffic is not only important for the improved dimensioning of traffic channels. It may be also implemented to better design the handover algorithm in heterogeneous technology networks [14].

The main contribution of this article is that it introduces two-dimensional model for the analysis of handover traffic. In such models primary traffic and handover traffic are represented separately, as they also appear. This is a step forward comparing to previous solutions based on one-dimensional models where these two traffic components are presented together, as one state [4], [5]. The outputs from the analysis of two-dimensional models are sub-state probabilities, where each sub-state is defined by two numbers related to each of two traffic components. From these sub-state probabilities it is possible to calculate state probabilities, all types of traffic loss, i.e. any desired characteristic. In the following sections some specific system states (sub-states) are analyzed, which cannot be analyzed by the implementation of one-dimensional models (for example probability that there are no primary calls in the system, probability that there are no handover calls in the system and the probability that there are the same number of primary and handover calls in the system). The analysis on the basis of multi-dimensional traffic models is a very powerful mean for queueing system analysis, as it is illustrated in [15], where the applied two-dimensional traffic model has allowed us to prove that blocking probability, calculated in [16] on the basis of one-dimensional model, is underestimated comparing to the exact value of blocking probability.

The second contribution of the article is the developed special simulation method with iterations, which was not applied earlier. Its implementation is necessary because one traffic component (handover traffic) is not exactly defined in the beginning of simulation, but it depends on the traffic characteristics in the surrounding cells. Starting from some arbitrarily selected value of handover traffic,
during iterations in simulation this traffic gradually approaches its exact value.

The results from this paper address circuit switched systems, meaning that the results are related to GSM-like systems.

3. Model of Mixed Traffic in Mobile Networks

Throughout of this paper the following abbreviations are used:
- \( \lambda_p \) – intensity of primary calls generation;
- \( \lambda_h \) – intensity of handover calls generation;
- \( V \) – user moving speed;
- \( R \) – cell radius;
- \( A_p \) – the offered traffic of primary calls;
- \( A_h \) – the offered traffic of handover calls;
- \( \mu_p \) – call service intensity of primary calls;
- \( \mu_h \) – call service intensity of handover calls;
- \( \mu_c \) – channel service intensity;
- \( r \) – number of guard channels intended only handover calls;
- \( N \) – total number of traffic channels;
- \( P_{bp} \) – probability of primary calls blocking;
- \( P_{bh} \) – probability of handover calls dropping;
- \( P_b \) – probability of handover;
- \( N_p \) – the number of primary calls in the system;
- \( N_h \) – the number of handover calls in the system;
- \( P(i,j) \) – sub-state probability with \( i \) primary calls and \( j \) handover calls;
- \( P(N_p = N_h) \) – probability of the substate with \( N_p \) primary calls and \( N_h \) handover calls;
- \( \text{sum}_P\{0,j\} \) – probability that no channel in the system is seized by primary call;
- \( \text{sum}_P\{i,0\} \) – probability that no channel in the system is seized by handover call;
- \( RF(i,N \rightarrow r \rightarrow i) \) – the part of handover calls relative frequency which appear in this substate \( \{i,N \rightarrow r \rightarrow i\} \);
- \( P_{bpo} \) – the old probability of primary calls blocking;
- \( P_{bho} \) – the old probability of handover calls blocking;
- \( P_{bpr} \) – the new probability of primary calls blocking;
- \( P_{bhr} \) – the new probability of handover calls blocking.

The systems with more than one traffic type (usually two types) have been analyzed long ago [17]. Traffic in one cell of mobile network may be considered to have two components. The first one corresponds to calls generated in the considered cell (primary calls). The second one are the calls generated in some other cell, but must be realized, i.e. continued in the considered cell due to users’ moving (handover calls). The both traffic types use the same resources, i.e. channels. It is often supposed that handover calls must have service priority. That is to say, call loss due to the resources lack at the connection beginning is considered as common phenomenon. On the contrary, handover connection dropping during the handover is very undesirable. Handover calls priority is achieved by channel reservation only for these calls. (In this case handover is realized using two old techniques, which were well known in different stages of classic telephony development. The first one is existing connections rearrangement using other resources [18]. The other one is channel (trunk) reservation [2, Sec. 8.6].)

The circle in Fig. 1 symbolically presents one cell of a mobile network and possible connections while considering the connection beginning and end. The base station (BS) is in the middle of the cell, whose radius is \( R \). The number 1 designates the movable user’s connection, which begins and ends in the considered cell. Handover is not necessary to be implemented during this connection. The number 2 designates the connection, which starts in the considered cell, and after the realized handover, it continues in the neighboring cell. The connection 3 starts somewhere in the network and after the handover it continues in the considered cell, where it also finishes.

The connection 4 is initiated in the network in the time moment \( t_1 \), after the handover in the moment \( t_2 \) it is continued in the considered cell and after the following handover in the moment \( t_3 \) it is further continued in the network. This connection is finished in the network in the moment \( t_4 \). The time moments on \( t \) axis are related only to the user number 4. It is obvious that, from the point of calls serving, connections 1 and 2 represent the first traffic type for the considered cell (newly generated requests), while the connections 3 and 4 represent the second traffic type (handover calls). The users moving speeds are different \( (V_1 \rightarrow V_4) \) and the directions of their moving are random.

Let us consider the cell of mobile network with movable users. The cell is circular and its radius is \( R \), Fig. 1. It is supposed that users are uniformly distributed over the cell area. The mean user moving speed is designated by \( V \), as presented in Fig. 1. The network consists of the cells…
with equal properties. Each cell has $N$ traffic channels. The calls are generated randomly and do not depend on channel availability state, which means that the number of traffic sources is significantly greater than the number of traffic channels. This assumption is valid both for primary traffic and for handover traffic, because the handover traffic into some cell is the consequence of previously generated primary traffic of users, whose number is always significantly greater than the number of traffic channels. According to Fig. 1, primary calls are generated in the cell with the intensity $\lambda_p$ (calls in the unit of time) and the incoming calls intensity into the cell by handover realization is $\lambda_h$. The offered traffic will be designated by $A$ and will present the product of the call intensity and mean connection time ($A_p$ in the case of primary calls the offered traffic, and $A_h$ in the case of handover calls the offered traffic). The time interval between successive calls of both kinds is considered to be random variable with negative exponential distribution. These two traffic components have Poisson distribution, according to [9], [11]. The important assumption is the balance of handover process: the number of calls which come to the considered cell as the result of handover is equal to the number of calls which go from the same cell to other cells also by handover. The mean time while the movable user is in the cell (dwell time) is equal $1/\mu_h$. As it is known [4], the intensity of handover in the circular cell is $\mu_h = 2V/\pi R$. The second consequence of the balance between outgoing and incoming handover connections is that handover probability for one connection is $P_{bh} = \mu_h/(\mu_h + \mu_p)$. The connection duration time is random variable with the negative-exponential distribution whose mean value is $t_m = 1/\mu_p$ meaning that $\mu_p$ is call service intensity (service rate). The mean channel serving time in one cell is random variable with the negative-exponential distribution, whose mean value is $t_c = 1/(\mu_h + \mu_p) = 1/\mu_c$. If users are motionless, then it is $t_m = t_c$ and if they move in the network, then it is $t_m > t_c$. If some number of channels is reserved only for handover calls, their number is designated by $r$ ($0 \leq r < N$). The probability of primary calls blocking due to the lack of idle channels is designated by $P_{bp}$ and the probability of handover calls dropping is designated by $P_{bh}$. If it is $r = 0$ then it is $P_{bp} = P_{bh}$. If in some moment of time $i$ channels in the cell are seized by primary calls and $j$ channels are seized after handover, it will be considered that the cell is in the sub-state $(i,j)$ and the probability of this sub-state will be designated $P(i,j)$.

The service in a cell may be explained by the simplified model in Fig. 2. The circle in this figure presents the cell with the BS in its middle. The primary calls are generated by the users from the considered cell with intensity $\lambda_p$ and they are served if there are less than $N - r$ busy traffic channels. If the number of busy traffic channels is $N - r$ or higher, the primary call is blocked. The intensity of blocked calls is $\lambda_pP_{bp}$. Handover calls are generated with the intensity $\lambda_h$ when users from adjacent cells are crossing the cell border. The call is served if some of total $N$ traffic channels is idle. If all $N$ traffic channels are busy, the call is dropped. The intensity of dropped handover calls is $\lambda_hP_{bh}$. There is no queuing possibility in the system for primary calls or for handover calls.

All calls accepted for service may be ended while a user is still in the considered cell. The intensity of these calls finishing is $\mu_p$. The call service in the considered cell may be finished before the call ends by handover to some of adjacent cells. The intensity of these calls is $\mu_h$.

4. The Analysis Steps

Traffic process takes place under the influence of two traffic components. That’s why this process may be presented as two-dimensional [2, Sec. 7]. In the case of reserved channels implementation ($r > 0$) the process comes to the case of one traffic type restriction [2, Sec. 8.6.1.]. This case is presented by the model in Fig. 3 where $N = 5$, $r = 2$. In this figure index $i$ represents the number of primary calls in the system and index $j$ represents the number of handover calls. The number of channels reserved for handover calls is related to the maximum possible values of $i$ and $j$ by $r = (i - j)$. Sub-state diagram, i.e. all possible sub-states in such a cell and transition possibilities from one sub-state to the other are presented in Fig. 4. Each sub-state in Fig. 4 is described by two indices. The first index is the instantaneous number of primary calls in the system and the second index is the number of handover calls in the system. If Kolmogorov criterion [2] is implemented on the transition diagram from Fig. 4, it is proved that the process in this model is not reversible. That’s why the simpler calculation method may not be implemented.

The necessary condition of two-dimensional process reversibility according to Kolmogorov criterion [2] is that process flow between neighboring sub-states must exist in both directions and this is not the case for the system with channel reservation in Fig. 4. That’s why the calculation of sub-states probabilities is more complex than for reversible process. Determination of traffic properties for this model will be realized in three steps. The first step is accurate properties calculation for the model with the small number of sub-states. This is relatively simple. The second step is
come first to a system of differential equations that can be found in [19], wherein it is described how we can solve a relatively small number of channels by matrix calculation in Excel for systems with placed in the steady state by a system of linear equations. The next step the system of differential equations is replaced by replacement of random calls blocking and handover calls dropping) is encountered when analyzing in different areas of science, including situations of everyday life. One such example can be found in [19], wherein it is described how we can come first to a system of differential equations that describe such a case on the basis of the sub-state diagram. In the next step the system of differential equations is replaced in the steady state by a system of linear equations.

In our analysis this system of linear equations is solved by matrix calculation in Excel for systems with a relatively small number of channels $N$, as in [19]. The sub-state probabilities $P(i,j), i = 0,1,...,N−r; j = 0,1,...,N$ are obtained as the result of calculation. These probabilities allow us to determine all traffic parameters for both traffic types.

The probability of both traffic types loss (primary calls blocking and handover calls dropping) is

$$P = \sum_{i=0}^{i=N−r} P(i,N−i). \quad (1)$$

The variable $P_i$ in (1) represents the probability of the system state where all $N$ traffic channels are busy. This probability is calculated as the sum of probabilities of two-dimensional system sub-states. In Sec. 3 we have already emphasized that the number of traffic sources is significantly greater than the number of available traffic channels. According to the queueing theory analysis [2] for systems with Erlang property (great number of traffic sources), three values have equal values: 1. the state probability where all serving channels are busy; 2. the probability of new calls blocking (call congestion) and 3. the probability of blocking in time (time congestion). This consideration allowed us to implement the equation (1).

The probability of only primary calls blocking is

$$P_{pl} = \sum_{i=0}^{i=N−r} \sum_{j=0}^{j=N−r} P(i,j−i). \quad (2)$$

The total primary calls blocking rate is

$$P_{tp} = P_i + P_{pl}. \quad (3)$$

The handover calls dropping rate is

$$P_{th} = P_i. \quad (4)$$

The sub-state probabilities may be used to calculate other variables. For example, system is in the state with $s$ busy channels if it is $i + j = s$, i.e. probability of this state is

$$P\{s\} = \sum_{i=0}^{i=min(s,N-r)} P\{i,s-i\}, s = 0,1,...,N \quad (5)$$

where $i = min(s,N−r)$ means that the upper sum limit is the lower of two offered values: $s$ or $N − r$.

The probability that a cell is in the state with $q$ busy channels by primary calls

$$P_q = \sum_{j=0}^{j=N−r} P\{q,j\}, q = 0,1,...,N−r. \quad (6)$$

The probability that a cell is in the state with $v$ busy channels by handover calls

$$P_v = \sum_{i=0}^{i=min(N−v,N−r)} P\{i,v\}, v = 0,1,...,N \quad (7)$$

where $i = min(N−v,N−r)$ means that the upper sum limit is the lower of two offered values: $N−v$ or $N−r$.

Other traffic characteristics (offered traffic in sub-states) may be determined on the basis of sub-state probabilities.

Unfortunately, sub-state probabilities may not be determined in one process flow. Iterative process must be used [5]. The reason for this is simple: the offered traffic to channels in the considered cell depends on the offered handover traffic and this handover traffic depends on loss in neighboring cells.

The offered traffic to the considered cell from the neighboring cells, Fig. 5, depends on handover probability $P_h$. Handover is used to transmit only served primary calls $(1−P_{bp})A_p$ from the neighboring cells and served calls, which are present in neighboring cells as a consequence of

![Fig. 3. Sub-states in two-dimensional traffic model of one cell.](image3)

![Fig. 4. Sub-state diagram for the cell from Fig. 3.](image4)
handover \((1 - P_{bh}) \cdot A_h\). The value of \(A_h\) is determined on the basis of equation

\[
A_h = P_h \cdot \left[ (1 - P_{bp}) \cdot A_p + (1 - P_{bh}) \cdot A_h \right],
\]

i.e.

\[
A_h = \frac{P_h \cdot (1 - P_{bp}) \cdot A_p}{1 - (1 - P_{bh}) \cdot P_h}. \quad (9)
\]

The offered traffic of primary calls is a priori defined for sub-states probabilities calculation, but the offered handover traffic depends on \(P_{bp}\) and \(P_{bh}\) loss. The values of \(P_{bp}\) and \(P_{bh}\) are assumed at the beginning of calculation. The calculation process is realized in several iterations of sub-state probabilities and loss calculation. The new values of loss (primary calls blocking and handover calls dropping) are used in (9). The new values of \(P_{bp}\) and \(P_{bh}\) are used for the next iteration steps until the value of \(P_{bp}\) at the end of calculation is close enough to the value before the calculation. In practical realization we have finished the calculation when the value of \(P_{bp}\) at the end of some iteration does not differ more than \(\text{dif} = 1\%\) or \(\text{dif} = 1.5\%\) from its value before the calculation.

6. Simulation Method

The process of simulation is based on classical Monte Carlo simulation of telephone traffic, which is explained, for example, in [20]. This method is modified in accordance to the requirements of specific system which is analyzed, whether it is a system in telephony [21], or in some other area [22]. The procedure of characteristic events generation is adjusted considering the specificity of analyzed system, as is usually also the case in other examples of Markov traffic (process) simulation.

The main characteristic of Markov traffic (process) is that previous events have no influence on following events (memoryless property). This characteristic is provided by the generator of random numbers without the influence of past events. Each generated random number causes maximum one change (the new call beginning or finishing). In this way it is assured that simulated process has the birth-death property as the real process.

The important difference in simulation flow comparing to some other earlier realized simulations [21–23] is that the final simulation result is obtained after more simulation cycles (iterations), not after only one. This specificity is the consequence of the fact that handover traffic may not be uniquely defined. Its value depends on \(P_{bp}\) and \(P_{bh}\) values in the adjacent cells and after each cycle the new value of \(A_h\) is calculated for the next cycle on the basis of \(P_{bp}\) and \(P_{bh}\) determined in the just finished cycle. This is the principle difference comparing to simulations in [21–23]. There are also other differences in the simulation flow connected with the process of events generation, which are not principle. It means that simulation programs from [21–23] couldn’t be directly modified to perform more iterations, but it was necessary also to redefine events generation behavior and the areas of generated random numbers to correspond to the system modelled in this paper.

Each simulation cycle in our program includes relatively great number of generated random numbers (and events in the simulated system on the basis of these numbers), i.e. repeating the program loop. When selecting the number of program loop repetitions, it is necessary to have as higher as possible number of repetitions to achieve as reliable as possible results. But the high number of these repetitions contributes to too long simulation process. In our case each simulation cycle included 25 million of generated random numbers, which is a good compromise from the viewpoint of the results reliability and simulation time.

The whole presented system simulation is our development completely realized in C programming language, including also Markov traffic model implementation. It is performed on commercial PC without any special requirements for the PC. The simulation program is available at the address http://www.iritel.com/index.php/en/design-services/646-programs-for-mobile-systems-simulation [24]. We do not use any already existing program for the Markov chain simulation. Our program as all other programs which we have developed for the simulations of mobile systems function we treat as the open source software and we disclose it to anyone who is interested. The time needed for each simulation trial with 25 million of generated random numbers is less than 10 s. Simulation starts by arbitrary defining the starting values of traffic loss rate \(P_{bp}\) and \(P_{bh}\) (for example \(P_{b0} = P_{bh0} = 0\)) (Fig. 6). After that the first step in the simulation is the generation of random number \(RN\) with the uniform distribution in the range \((0,...,1)\) (classical random number generator in C programming packet). This number is, afterwards, translated to the range \((0, A_p(1 + A) + N)\), where \(A = A_p / A_b\) defines the part of offered traffic which is the subject of handover. The handover traffic is calculated on the basis of (9). Depending on the calculated random number \(RN1\) the following events are possible:

- \(RN1 < A_p\) – the primary call is generated if the number of busy channels in that moment is \(N < N - r_c\); if this condition for \(N_i\) is not satisfied, the primary call is lost \((L_p)\);
• \( A_p^i \leq R N_1 < A_p^i (1 + \Delta) \) – the handover call is generated if the number of busy channels in that moment is \( N_i < N_1 \); if this condition for \( N_i \) is not satisfied, the handover call is lost (\( L_0 \));

• \( A_p^i (1 + \Delta) \leq R N_1 < A_p^i (1 + \Delta) + N_p \) – the primary call is finished if the number of existing primary calls in the channels in that moment is \( N_p > 0 \);

• \( A_p^i (1 + \Delta) + N_p \leq R N_1 < A_p^i (1 + \Delta) + N_p + N_h \) – the handover call is finished if the number of existing handover calls in the channels in that moment is \( N_h > 0 \);

• \( R N_1 > A_p^i (1 + \Delta) + N_p + N_h \) – no events are generated.

During the simulation the record is kept about the number of generated and lost primary and handover calls. At the end of simulation cycle when the instantaneous value of program loop passes counter (\( cnt \)) approaches its maximum value (\( max \)), we calculate from these data new probabilities \( P_{bp} \) and \( P_{bh} \). The new value \( P_{bp} \) is compared to the old value of the probability \( P_{bpo} \). The described procedure is repeated until relative difference between the old (at the input to the instantaneously realized iteration) and the new (after the realized iteration) value of \( P_{bp} \) does not become lower than \( dif \). During this procedure equation (9) is used to calculate the new value of \( A_{bp} \) i.e. \( \Delta \) on the basis of the new values of \( P_{bp} \) and \( P_{bh} \).

7. Numerical Examples

Accuracy of simulation model for the analysis of systems with handover is verified for the cell modelled by Fig. 3 with the corresponding sub-state diagram from Fig. 4. For such a cell Figure 7 gives sub-states probabilities obtained by calculation and the mean values obtained on the basis of simulation after at least three simulation trials, for the offered traffic value \( A_p = 2E \). In our terminology each simulation trial consists of a number of simulation cycles (iterations) until the value \( P_{bp} \) changes less than \( dif \) in two consecutive cycles. In our simulation each performed cycle consists of several million passes through the program loop. The BS cell radius is \( R = 10 \) km, and the mean users’ velocity is \( V = 60 \) km/h, leading to the handover probability \( P_h = 0.17 \) [5]. The values of \( P_{bp} \) and \( P_{bh} \) are presented at the end of Fig. 7. The values of \( P_{bp}(i,j) \) and \( P_{bh}(i) \) are selected in the moment when the relative difference between the values of \( P_{bp} \) after two consecutive, last iterations is lower than 1%.

The next step in the verification was the comparison of probability loss values \( P_{bp} \) and \( P_{bh} \) according to the calculation and the simulation with the values on the basis of one-dimensional model, presented in [5]. The results of this verification are emphasized in Tab. 1.

The comparison is performed for two examples: the first one where \( r = 2 \) channels are reserved only for handover and the second one where no channel is reserved for handover (\( r = 0 \)). In the case of \( r = 0 \) the values of \( P_{bp} \) and

\[
\begin{align*}
A_p^i (1 + \Delta) &< R N_1 < A_p^i (1 + \Delta) + N_p \quad \text{primary call finished} \\
A_p^i (1 + \Delta) + N_p &\leq R N_1 < A_p^i (1 + \Delta) + N_p + N_h \quad \text{handover call finished} \\
R N_1 &> A_p^i (1 + \Delta) + N_p + N_h \quad \text{no events generated}
\end{align*}
\]

\[
P_{bp} = \frac{P_{bp}}{P_{bp}(i,j)} \quad \text{primary calls blocking}
\]

\[
P_{bh} = \frac{P_{bh}}{P_{bh}(i)} \quad \text{handover calls dropping}
\]

Fig. 6. Flow-chart of the simulation program.

Fig. 7. The sub-state probabilities \( P_{bp}(i,j) \) and the probability of primary calls blocking (\( P_{bp} \)) and handover calls dropping (\( P_{bh} \)) on the basis of calculation and the mean value of the same variables on the basis of simulation for the system presented in Fig 3 and Fig. 4.
group of channels. For example, for achieved effects of loss decrease are greater for the greater group of 22 channels, it may be concluded that the channels from Fig. 8 in relation to the effects for the channels includes, together, primary and handover calls. Therefore, this contributes to handover calls dropping rate.

When there is a higher number of available traffic channels, the number of equations which model the state of the system is significantly increased over the maximum possibilities of the implemented software. That’s why in such a case the results may be only determined by simulation (the example of N = 22 channels in Fig. 8). It may be concluded that reservation of only a low number of channels only for handover calls (3 of total 22 channels) causes decreasing of handover calls loss probability in relation to primary calls loss for approximately three orders of magnitude. Such a significant improvement is the result of two mutually opposite effects. The first one is that reservation of r channels only for handover calls causes that the system behaves in relation to primary calls as it has r channels less available. That’s why probability of primary calls blocking is increased comparing to the case when there is no channel reservation. The second effect is that only handover calls contribute to the offered traffic on r reserved channels. This is, in any case, lower traffic then if there is no channel reservation, when the offered traffic on these r channels includes, together, primary and handover calls. Therefore, this contributes to handover calls dropping rate decrease.

Comparing the results for the smaller group of 10 channels from Fig. 8 in relation to the effects for the greater group of 22 channels, it may be concluded that the achieved effects of loss decrease are greater for the greater group of channels. For example, for \( P_{bh} = 0.1 \) in the system with 10 channels it is \( P_{bh} \approx 8 \times 10^{-4} \), while for the same value of \( P_{bp} \) in the system with 22 channels is \( P_{bh} < 2 \times 10^{-5} \). This is achieved although, relatively, the number of reserved channels in relation to the total number of channels is greater for the system with 10 channels (2/10 in relation to 3/22).

The advantage of two-dimensional model implementation for the system with handover calls is that it allows us to perceive some system characteristics, which may not be estimated on the basis of one-dimensional model. One example is the probability that there are equal number of realized primary and handover calls \( (P(N_p = N_h)) \) in the system as a function of offered traffic \( (A_p) \), calculated according to the equation

\[
P\{N_p = N_h\} = \sum_{i=0}^{\left\lfloor N/2 \right\rfloor} P\{i,i\}
\]

where \( \left\lfloor N/2 \right\rfloor \) is the lower integer value of the number \( N/2 \).

For the system defined by Fig. 8 this probability is presented in Fig. 9. When it is \( N = 10 \) the value \( \left\lfloor N/2 \right\rfloor \) goes from 0 to 5 while when it is \( N = 22 \) it goes from 0 to 11. It is obvious that probability \( P\{N_p = N_h\} \) decreases when \( A_p \) increases. When traffic values are lower \( (A_p < 5E) \), \( P\{N_p = N_h\} \) is approximately the same for 10 and 22 traffic channels.

![Fig. 8. The probability of primary calls blocking \( (P_{bp}) \) and handover calls dropping \( (P_{bh}) \) as a function of offered traffic \( (A_p) \).](image_url)
The characteristic of these cells is the greater value of \( P_{bh} \) as in \([9]\). The results \([9]\) for the system with queuing of handover calls. In order to perform the comparison, we simulated the system with 30 channels where \( r = 2 \) and \( r = 3 \) channels are reserved only for handover calls. It is \( P_{bh} = 0.5 \), as in \([9]\). The results of simulation according to the cited characteristics together with the results of Fig. 6 from \([9]\) are presented in Fig. 12. The offered traffic in graph from \([9]\) presents the total traffic of primary calls plus traffic of handover calls. That’s why we had to modify our way of presentation to adapt it to the results from \([9]\). The loss of primary calls for \( r = 2 \) according to our model is higher than the corresponding loss in \([9]\). When we have \( A_p + A_b = 20 \text{Erl} \), it is \( P_{bp} = 2.8\% \) for the system with channel reservation and \( P_{bp} = 1.1\% \) for the system from \([9]\). For the loss of handover calls the results are opposite: \( P_{bh} = 0.21\% \) for the system with channel reservation and \( P_{bh} = 0.25\% \) for the system from \([9]\). Relative increase of primary calls loss for system with channel reservation is higher than relative decrease of handover calls loss because calls which may not be serviced are immediately lost. On the other side, handover is faster because no calls are waiting on handover. But, our main goal is to prove the efficiency and the benefits of implemented two-dimensional model, not the benefits of algorithm. As presented in Fig. 12, it is possible to further decrease the probability of handover calls loss by increasing the value of \( r \) (\( r = 3 \)), but for a cost of increasing the probability of primary calls loss.

The two systems may be compared in several additional components. The model in \([9]\) does not make difference between arrival of primary and handover calls as long as there are idle traffic channels. In this case system is one-dimensional. System is two-dimensional only in the part when there are handover calls, but only because there are two waiting queues. Comparing to this, our model explicitly makes difference between two call types in all situations, thus enabling us to analyze some system characteristics, which are not obvious from one-dimensional model. These are, for example, the probability that system is in some specific sub-state with handover calls present or the probability of a new call generation in different sub-states.

Kolmogorov criterion is satisfied for the system in \([9]\). This fact allows us to express probabilities of system \([9]\) for the system with queuing of handover calls. In order to perform the comparison, we simulated the system with 30 channels where \( r = 2 \) and \( r = 3 \) channels are reserved only for handover calls. It is \( P_{bh} = 0.5 \), as in \([9]\). The results of simulation according to the cited characteristics together with the results of Fig. 6 from \([9]\) are presented in Fig. 12. The offered traffic in graph from \([9]\) presents the total traffic of primary calls plus traffic of handover calls. That’s why we had to modify our way of presentation to adapt it to the results from \([9]\). The loss of primary calls for \( r = 2 \) according to our model is higher than the corresponding loss in \([9]\). When we have \( A_p + A_b = 20 \text{Erl} \), it is \( P_{bp} = 2.8\% \) for the system with channel reservation and \( P_{bp} = 1.1\% \) for the system from \([9]\). For the loss of handover calls the results are opposite: \( P_{bh} = 0.21\% \) for the system with channel reservation and \( P_{bh} = 0.25\% \) for the system from \([9]\). Relative increase of primary calls loss for system with channel reservation is higher than relative decrease of handover calls loss because calls which may not be serviced are immediately lost. On the other side, handover is faster because no calls are waiting on handover. But, our main goal is to prove the efficiency and the benefits of implemented two-dimensional model, not the benefits of algorithm. As presented in Fig. 12, it is possible to further decrease the probability of handover calls loss by increasing the value of \( r \) (\( r = 3 \)), but for a cost of increasing the probability of primary calls loss.

The two systems may be compared in several additional components. The model in \([9]\) does not make difference between arrival of primary and handover calls as long as there are idle traffic channels. In this case system is one-dimensional. System is two-dimensional only in the part when there are handover calls, but only because there are two waiting queues. Comparing to this, our model explicitly makes difference between two call types in all situations, thus enabling us to analyze some system characteristics, which are not obvious from one-dimensional model. These are, for example, the probability that system is in some specific sub-state with handover calls present or the probability of a new call generation in different sub-states.

Kolmogorov criterion is satisfied for the system in \([9]\). This fact allows us to express probabilities of system
Fig. 13. In this case the values of ver calls is for lower values of A while for values of A affect the value of emphasized formula from [4]. As the values of column of Tab. 2 are determined based on the already high value as already emphasized, the results are presented for the states in closed form. Opposite, it is not possible to give the one in Fig. 4.

The characteristics $P_{bp}$ and $P_{bh}$ for the model presented in this paper are also compared to the characteristics of the system from [25]. The characteristics from this paper are compared to the characteristics from Fig. 6 and Fig. 7 in [25]. Both systems have 10 traffic channels and we are compared to the characteristics from Fig. 6 and Fig. 7 of the system from [25]. The characteristics from this paper are also compared to the characteristics presented in this paper, thus significantly increasing the values of $V$.

Tab. 2. The values of $P_s$ for various $R$ and $V$.

![Fig. 13](image_url)

Figure 14 presents probability of primary calls blocking ($P_{bp}$) and handover calls dropping ($P_{bh}$) as a function of offered traffic ($A_p$) in a typical rural cell with radius $R = 80$ km. The number of reserved channels only for handover is $r = 3$. The results are presented for user moving speed $V = 50$ km/h, $V = 80$ km/h and $V = 120$ km/h. The increase of $V$ causes increase both in $P_{bp}$ and $P_{bh}$. This increase is more obvious when considering $P_{bh}$. When $V$ increases from 50 km/h to 120 km/h, $P_{bh}$ increases about ten times, while $P_{bp}$ increases only about two times.

Figure 15 presents probability of primary calls blocking ($P_{bp}$) and handover calls dropping ($P_{bh}$) as a function of offered traffic ($A_p$) in a typical urban cell with radius $R = 10$ km.
this sub-state may be expressed by part of handover calls relative frequency which appear in \{new handover calls, which are generated in the sub-state \} it reasonable to reserve lower (case of urban cell, because the cell radius is significantly lower \(R = 1\) km) and \(R\) and \(V\) cause changes in \(P_{bp}\) and \(P_{bh}\) values by their mutual quotient.

Let us suppose that \(n(i, N - r - i)\) is the number of new handover calls, which are generated in the sub-state \(\{i, j\} \) in the simulation process when it is \(i + j = N - r\). The part of handover calls relative frequency which appear in this sub-state may be expressed by

\[
RF(i, N - r - i) = \frac{n(i, N - r - i)}{\sum_{i=0}^{r-1} n(i, N - r - i)}.
\]

\(N=10\), \(r=2\), \(R=100\) m, \(V=5\) km/h, \(Ph=0.64\)

8. The Necessary Number of Iterations in the Analysis of System with Handover Calls

Table 3 presents the necessary number of iterations when simulating the systems with implemented handover to obtain value of \(P_{bp}\) which does not differ more than 1.5% in two consecutive iterations.

Generally speaking, the necessary number of iterations for the cells with the small value of \(P_h\) is not too great, i.e. it may be expected that the results relatively quickly converge to their exact values.

The situation is different when \(P_h\) is higher. In this case the necessary number of iterations is significantly increased when the offered traffic is increased, thus extending the time needed for simulation (for \(A_p = 5E\) it was necessary to have even 68 iterations).

It is possible to make a correction in the method for determination of new values of \(P_{bp}\) and \(P_{bh}\) for the next iteration step. The modification of the simulation program is presented in Fig. 17. This modification replaces the last block from the flow-chart already presented in Fig. 6. Instead of the output value of the probabilities \(P_{bp}\) and \(P_{bh}\) in an iteration to represent the input value for the next iteration, we introduced the following modification in the simulation process. For the each \(10^6\) iteration the input values of \(P_{bp}\) and \(P_{bh}\) are calculated as the average value of these parameters at the output of last two iterations. In the case of

\[
N = 22, \quad r = 3, \quad P_h = 0.17
\]

\[
N = 10, \quad r = 4, \quad P_h = 0.64
\]

| \(A_p\) (E) | The number of iterations | \(A_p\) (E) | The number of iterations |
|-------------|--------------------------|-------------|--------------------------|
| 10          | 3                        | 2           | 8                        |
| 11          | 3                        | 3           | 15                       |
| 12          | 3                        | 4           | 28                       |
| 13          | 3                        | 5           | 68                       |
| 14          | 3                        | 6           |                          |
| 15          | 4                        | 7           |                          |
| 16          | 4                        | 8           |                          |
| 17–22       | 4                        | 9           |                          |

\[
Tab. 3. The necessary number of iterations when simulating the system with handover.\]
implementation of such an algorithm the values $P_{bp}$ and $P_{bh}$ converge to their exact values significantly faster for $P_b = 0.64$ than it was before the modification is implemented. The necessary number of iterations after this modification is presented in Tab. 4. In the characteristic cases when the satisfactory result is obtained after 11 iterations (with 25 million generated random numbers in each iteration, i.e. each iteration has 25 million passes through program loop), the time necessary to perform a simulation is less than 1.5 minutes.

The number of necessary iterations in all cases presented by Tab. 4 is equal to 10 or a bit higher. During the simulation, the values of $P_{bp}$ and $P_{bh}$ in two consecutive iterations when considering first 9 iterations have a significant oscillatory behavior. The mean values of $P_{bp}$ and $P_{bh}$ between these two consecutive iterations are in the vicinity of the final $P_{bp}$ and $P_{bh}$ values. That’s why the $10^{th}$ iteration settles down the oscillations. Namely, the values of $P_{bp}$ and $P_{bh}$ after the $10^{th}$ iteration are calculated as the mean value of $9^{th}$ and first determined $10^{th}$ iteration.

Our limit of relative oscillations is fixed to 1.5%, as already stated, and in our simulation trials oscillations after the $10^{th}$ iteration were very near to this value. In some cases (for example for $A_p = 3E$ and $A_p = 5E$) oscillations were lower than 1.5% and it was enough to have 11 iterations. For $A_p = 4E$ oscillations were a bit higher than 1.5% and it was necessary to have even 3 more iterations in the area of slow oscillations decrease (13 iterations total) to settle these oscillations below 1.5%.

9. Conclusions

This paper presents a new, two-dimensional model for the analysis of networks with mobile users who are moving. In such a case the traffic properties of cells in network may be estimated more detailed when considering primary and handover traffic instead of the total traffic. The model is intended to determine performances of systems with the ability to decrease handover calls dropping probability by the reservation of a number of traffic channels only for handover calls. Two-dimensional model allows us to determine some characteristics of the cells, which may not be determined by the implementation of existing one-dimensional models. All necessary cell characteristics are determined on the basis of sub-state probabilities. Three characteristics, which may not be determined from the one-dimensional model, are emphasized in this paper as an example: the probability that the same number of channels are seized by primary and by handover calls, the probability that there are no primary or no handover calls in the system and the probability of new handover calls generation as a function of instantaneous primary (handover) calls. The implementation of two-dimensional models to improve system performances by dynamic variations of the number of reserved channels as a function of relative relation between primary and handover traffic will be analyzed in the further development.

Reservation of some traffic channels only for handover calls very quickly leads to the significant decrease of the handover calls dropping probability in relation to primary calls. This behavior is illustrated in the paper by two examples, which prove that this effect is more significant in the cells with the greater number of traffic channels. It is analyzed how primary and handover call loss depend on the users’ moving speed $V$ and the cell radius $R$. Two additional examples are intended to compare the performances of system with channel reservation to the system which has waiting queues for handover calls.

Simulation method, which is presented in this paper, is very important for the cells with the greater number of traffic channels when the calculation is very complex or even impossible. The specificity of calculation and simulation method for the traffic loss determination in the systems with handover is that exact result may not be obtained after one calculation, i.e. simulation cycle. It is proved in this paper that the necessary number of steps in the calculation, i.e. number of simulation cycles, depends on the value of handover probability $P_o$. The determined values of system traffic characteristics (first of all traffic loss of primary and handover calls) converge to their exact values more quickly when the values of $P_o$ are lower. That’s why original modification for the calculation of new $P_{bp}$ and $P_{bh}$ values for the next iteration cycle is implemented in the paper. This modification is based on $P_{bp}$ and $P_{bh}$ traffic loss values in the last two iteration cycles.

| $N = 10, r = 5, P_s = 0.64$ | The number of iterations |
|-----------------------------|--------------------------|
| $A_p$ (E)                  |                           |
| 2                          | 10                       |
| 3                          | 11                       |
| 4                          | 13                       |
| 5                          | 11                       |
| 6                          | 11                       |
| 7                          | 11                       |
| 8                          | 12                       |
| 9                          | 12                       |

Fig. 17. The introduced modification to speed-up simulation results convergence.
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