ABSTRACT
In many risk-aware and multi-objective reinforcement learning settings, the utility of the user is derived from the single execution of a policy. In these settings, making decisions based on the average future returns is not suitable. For example, in a medical setting a patient may only have one opportunity to treat their illness. When making a decision, just the expected return - known in reinforcement learning as the value - cannot account for the potential range of adverse or positive outcomes a decision may have. Our key insight is that we should use the distribution over expected future returns differently to represent the critical information that the agent requires at decision time. In this paper, we propose Distributional Monte Carlo Tree Search, an algorithm that learns a posterior distribution over the utility of the different possible returns attainable from individual policy executions, resulting in good policies for both risk-aware and multi-objective settings. Moreover, our algorithm outperforms the state-of-the-art in multi-objective reinforcement learning for the expected utility of the returns.
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1 INTRODUCTION
In reinforcement learning (RL) settings, the expected return is used to make decisions. In many scenarios, the utility of a user is derived from the single execution of a policy [31]. For example, in a medical setting a patient may only have one opportunity to select a treatment. To learn an optimal policy in these scenarios it is important to optimise under the utility of the returns. Therefore, if a policy will only be executed once, making decisions using the expected utility of the returns is not sufficient. For example, imagine we have two choices: bet or don’t bet. If we bet there is a 0.5 chance of winning, which gives us a reward of 40, and a 0.5 chance of losing, which returns a reward of -20. If we do not bet, we get a reward of 10. Both of these choices have the same expected reward, with betting potentially returning a negative reward. However, once we consider a human decision maker this story becomes different; if a person receives -20 they would be in debt, and this could have a severe adverse effect on this person’s well-being. While getting 40 might be nice, it may not worth the risk of going into debt. Therefore, the decision maker would prefer the non-betting strategy. As such, in order for an agent to have sufficient critical information at decision time, it is crucial to replace the expected return with a posterior distribution over the expected utility of returns. This realisation is key to risk-aware systems and, as we argue, for many multi-objective decision problems as well.

In the aforementioned scenarios, the agent must calculate the returns of a full execution of a policy before deriving the user’s utility. To calculate the utility we apply the utility function to the returns where a user’s utility function is known a priori. In other words, in the taxonomy of multi-objective sequential decision making by [31], we are in the known-weights non-linear utility setting. When optimising under the expected utility, it is critical to only apply the utility function to the returns of a full execution of a policy [30]. This is a critical step since non-linear utility functions do not distribute across the sum of immediate and future returns. In this case, the agent must know the returns it has already accrued and the future returns before applying the utility function. For example, before the 2008 financial crash, investment bankers were guaranteed their base salaries regardless of their losses, but their bonuses were dependent on their returns from investments. In the case of an investor incurring a loss, the only policy that would result in a bonus would be one that executes an increasingly risky strategy to win back the losses and receive some bonus.

Learning the utility of the returns is thus naturally risk-aware. Optimising the utility of the sum of the accrued and future returns to make decisions enables an agent to avoid certain undesirable outcomes. Without knowing the accrued returns, an agent cannot understand how future actions could affect the cumulative return. To make optimal decisions to maximise the user’s utility, the agent must have information about both the accrued and the future returns.

A further complicating factor is that, in the real world, decision-making often involves trade-offs based on multiple conflicting objectives. For example, we may want to maximise the power output of coal-burning electrical generators while minimising CO₂ emissions. Many approaches to multi-objective decision-making only consider linear utility functions; this limitation severely restricts the real-world applicability of these methods, given that utility in many real-world problems is derived in a non-linear manner.
In the multi-objective case, optimising under the expected utility is known as the expected scalarised returns (ESR). For MORL, the utility function expresses the user’s preferences over objectives. If the utility function is linear and is known a priori, it is possible to translate a multi-objective decision problem to its single-objective equivalent. Once translated, we can then apply single objective methods to solve the decision problem. However, if the utility function is non-linear, as human preferences often are, strictly multi-objective methods are required to find optimal solutions. We note that the ESR criterion is an understudied challenge in the MORL literature and very few methods that consider the utility of the expected return exist in the current literature.

We propose a novel algorithm, Distributional Monte Carlo Tree Search (DMCTS), which learns a posterior distribution over the expected utility of the returns. DMCTS learns a posterior distribution over the utility of the returns by executing multiple individual policies and calculating the utility of the returns obtained from each policy execution. DMCTS builds upon Monte Carlo Tree Search (MCTS). MCTS is a heuristic search algorithm and has become a highly popular framework [16, 34, 39]. Learning a posterior distribution over the utility of returns overcomes the issues present when making decisions solely with the expected return. Our key insight is that learning a posterior distribution over the utility of the returns is essential when optimising for risk-aware RL and under the MORL ESR criterion. A distribution contains more information about the range of potential negative and positive outcomes at decision time. An added feature of DMCTS is the ability to also optimise under the scalarised expected returns (SER) criterion. We implement and demonstrate DMCTS for both risk-aware and multi-objective problems. DMCTS learns good policies in risk-aware settings. Moreover, DMCTS outperforms the state-of-the-art in MORL under ESR.

2 BACKGROUND
2.1 Multi-Objective Reinforcement Learning
In multi-objective reinforcement learning (MORL), we deal with decision problems with multiple objectives, often modelled as a multi-objective Markov decision process (MOMDP). An MOMDP represents a tuple, \( M = (S, A, T, y, R) \), where \( S \) and \( A \) are the state and action spaces, \( T : S \times A \times S \rightarrow [0, 1] \) is a probabilistic transition function, \( y \) is a discount factor determining the importance of future rewards and \( R : S \times A \times S \rightarrow \mathbb{R}^n \) is an \( n \)-dimensional vector-valued immediate reward function. In multi-objective reinforcement learning (MORL), \( n > 1 \).

In MORL, the user’s utility derives from the vector-valued outcomes (returns). This is typically modelled as a utility function that needs to be applied to these outcomes in one way or another. For this, there are two choices [31]. Calculating the expected value of the return of a policy before applying the utility function leads to the scalarised expected returns (SER) optimisation criterion:

\[
V^\pi_u = \mathbb{E}
\left[
\sum_{t=0}^{\infty} y^t r_t \mid \pi, \mu_0
\right].
\]  

(1)

SER is the most commonly used criterion in the multi-objective (single agent) planning and reinforcement learning literature [31]. For SER, a coverage set is defined as a set of optimal solutions for all possible utility functions. If the utility function is instead applied before computing the expectation, this leads to the expected scalarised returns (ESR) optimisation criterion [30]:

\[
V^\pi_{u} = \mathbb{E}
\left[
\sum_{t=0}^{\infty} y^t r_t \mid \pi, \mu_0
\right].
\]  

(2)

ESR is the most commonly used criterion in the game theory literature on multi-objective games [29].

2.2 Monte Carlo Tree Search
One way of approaching a decision problem (in RL) is to use tree search. Perhaps the most popular of such methods is Monte Carlo Tree Search (MCTS) [8], which employs heuristic exploration to construct its search tree. MCTS builds a search tree of nodes, where each node has a number of children. Each child node corresponds to an action available to the agent. MCTS has two phases: the learning phase and the execution phase.

In the learning phase the agent implements the following four steps [6]: selection, expansion, simulation and backpropagation. Selection: the agent traverses the search tree until it reaches a node that has not been explored, also called a leaf node. Expansion: at a leaf node the node must be expanded. The agent creates a random child node and then must simulate the environment for the newly created child node. Simulation: the agent executes a random policy through Monte Carlo simulations until a terminal state of the environment is reached. The agent then receives the returns. Back-propagation: the agent must backpropagate the returns received at a terminal state to each node visited during selection where a predefined algorithm statistic e.g. UCT [8, 16] is updated. Each step is repeated a specified number of times, which incrementally builds the search tree. Or, as we will discuss in the next subsection, a posterior belief on the returns, from which we can draw actions using Thompson sampling [3].

During the execution phase the agent must select a child node to traverse to next. The agent evaluates the statistic at each node and moves to the node which returns the maximum value; the selection phase is then re-executed. An episode ends when the execution phase arrives at a terminal state.

2.3 (Bootstrap) Thompson Sampling
As previously mentioned, during the learning phase of MCTS, we can use Thompson sampling to take exploring actions [3]. However, it is not always possible to get an exact posterior in this case a bootstrap distribution over means can be used to approximate a posterior distribution [11, 23]. Eckles et al. [9, 10] use a bootstrap distribution to replace the posterior distribution used in Thompson Sampling. This method is known as Bootstrap Thompson Sampling (BTS) [9] and was proposed in the multi-arm bandit setting. The bootstrap distribution contains a number of bootstrap replicates, \( j \in \{1, ..., J\} \), where \( j \) is a hyper-parameter that can be tuned for exploration. For a small \( J \), BTS can become greedy. A larger \( J \) value increases exploration, but at a computational cost [9].

Each bootstrap replicate, \( j \), in the bootstrap distribution contains two parameters, \( \alpha_j \) and \( \beta_j \), where \( \frac{\alpha_j}{\beta_j} \) is an observation. At decision time, to determine the optimal action the bootstrap distribution for each arm, \( i \), is sampled. The observation for the corresponding
bootstrap replicate, \( j \), is retrieved and the arm with the maximum observation is pulled \([9]\).

The distribution which corresponds to the maximum arm is randomly re-weighted by simulating a coin-flip (commonly known as sampling from a Bernoulli bandit) for each bootstrap replicate, \( j \), in the bootstrap distribution. If the coin-flip is heads, the observation for \( j \) is re-weighted. To re-weight an observation, the return is added to the \( \alpha_j \) value and 1 is added to \( \beta_j \) \([9]\).

Bootstrap methods with random re-weighting \([32]\) are more computationally appealing as they can be conducted online rather than re-sampling data \([25]\). BTS addresses problems of scalability and robustness when compared to Thompson Sampling \([9]\).

### 2.4 Expected Utility Policy Gradient

Expected Utility Policy Gradient (EUPG) is a MORL algorithm for ESR \([30]\). EUPG is an extension of Policy Gradient \([35, 40]\), where Monte Carlo simulations are used to compute the returns and optimise the policy. EUPG calculates the accrued returns, \( R^*_t \), which is the sum of the immediate returns received as far as the current timestep, \( t \). EUPG also calculates the future returns, \( R^+_{j,t} \), which is the sum of the immediate returns from the current timestep, \( t \), to the terminal state. Using both the accrued and future returns enables EUPG to optimise over the utility of the full returns of an episode, where utility function is applied the sum of \( R^-_t \) and \( R^+_{j,t} \).

Rojers et al. \([30]\) showed for ESR the accrued and future returns must be considered when learning. Applying this consideration to EUPG, the algorithm achieves the state-of-the-art performance under ESR. In this paper, we use the same method of adding past and future returns together before applying the utility inside of the MCTS search scheme.

## 3 DISTRIBUTIONAL MONTE CARLO TREE SEARCH

The majority of RL research focuses on learning an optimal policy based on the expected returns, known as the value. Under the expected scalarised returns (ESR), a single execution of a policy is used to derive the utility of a user. In the outlined scenario, it is crucial that the agent has sufficient information at decision time to exploit positive outcomes and avoid negative outcomes. Under ESR, taking actions based on the expected returns fails to provide the agent with this information. However, acting based on a distribution over the expected utility of returns overcomes this issue. In Section 3, we present our Distributional Monte Carlo Tree Search (DMCTS) algorithm which learns a posterior distribution over the expected returns.

DMCTS builds an expectimax search tree through the same process as MCTS. A search tree is a representation of the state-action space that is incrementally built though Monte Carlo simulations. The search tree is built using nodes, where a node represents an action available to the agent. Each node has a number of children corresponding to the number of actions available (see Section 2.2).

An expectimax search tree \([38]\) uses both decision and chance nodes. Each decision node represents a state, action and reward of an MOMDP, and has a child chance node per action. In this paper we examine only environments with stochastic rewards. Each chance node represents the state and action of an MOMDP. At each chance node, the environment is sampled. If an unseen reward is generated when sampling the environment, a new child decision node is created. This process repeats as the agent traverses the search tree. It is important to note that each chance node and its parent decision node share the same state and action. A child decision node is only created when an unseen reward is observed from sampling the environment. DMCTS uses the phases of selection, expansion, simulation and backpropagation to build and traverse the search tree, similar to MCTS (Section 2.2).

Usually an expectation of the returns is maintained at each chance node, and the agent seeks to maximise the expectation. Making decisions based on the expected returns does not account for potential undesired outcomes. For risk-aware RL and MORL under ESR, we need to be able to make decisions with sufficient information to avoid such undesirable outcomes. Under these conditions, an alternative to making decisions based on the expected returns must be found.

Learning a posterior distribution over the utility of the returns can be used to replace the expected future returns (of vanilla MCTS) at each node. We outline our algorithm for single-objective risk-aware RL and MORL under ESR. With minor changes to our algorithm we can also apply DMCTS to multi-objective RL under SER, which we will discuss briefly at the end of this section.

To compute the distribution we first calculate the accrued returns, \( R^-_t \). The accrued returns is the sum of returns received during the execution phase as far as timestep, \( t \), where \( r_t \) is the reward received at each timestep.

\[
R^-_t = \sum_{0}^{t-1} r_t.
\]

Secondly, we must calculate future returns, \( R^+_{j,t} \). The future returns is the sum of the rewards received when traversing the search tree during the learning phase and Monte Carlo simulations from timestep, \( t \), to a terminal node, \( t_\text{f} \).

\[
R^+_{j,t} = \sum_{t}^{t_f} r_t.
\]

The cumulative returns, \( R_j \), is the sum of the accrued returns, \( R^-_t \), and the expected future returns, \( R^+_{j,t} \).

\[
R_j = R^-_t + R^+_{j,t}.
\]

\( R_j \) is backpropagated to each node in the search tree, where the utility is computed, \( u(R_j) \). Since non-linear utility functions do not distribute across the sums for the immediate or future returns, we must calculate the cumulative returns, \( R_j \). Applying the utility function to the cumulative returns, \( R_j \), ensures we satisfy the ESR criterion. In single-objective RL where risk is not considered, the expected future returns are sufficient to base the optimal action on. By contrast, for risk-aware and ESR-MORL it is essential to use the cumulative returns \( R_j \) to determine the optimal action, as we have argued before. In this paper, we do not use discounting as we perform evaluations only on finite horizon tasks. We note that DMCTS can easily be adapted to discounted settings.

At each node we aim to maintain a posterior distribution over the expected utility of the returns. However, because the utility function may be non-linear, a parametric form of the posterior distribution may not exist. Since a bootstrap distribution can be
used to approximate a posterior [11, 23], it is much more suitable to maintain a bootstrap distribution over the expected utility of the returns at each node.

Each bootstrap distribution contains a number of bootstrap replicates, \( j \in \{1, ..., J\} \) [9] (See Section 2.3). On initialisation of a new node, for each bootstrap replicate, \( j \), the parameters \( \alpha_j \) and \( \beta_j \) are both set to 1. Moreover, \( \alpha_j \) can be set to positive values to increase initial exploration without a computational cost.

During the backpropagation phase the bootstrap distribution at each node is updated. Algorithm 1 outlines how a bootstrap distribution for a node is updated. At node \( i \), for each bootstrap replicate, \( j \), a coin flip is simulated (See Algorithm 1, Line 5). If the result of the coin flip is equal to 1 (heads), \( \alpha_j \) and \( \beta_j \) are updated:

\[
\alpha_j = \alpha_j + u(R_t) \\
\beta_j = \beta_j + 1
\]

To select actions while learning, we use the previously computed statistics. At each timestep the agent must choose which action to execute in order to traverse the search tree (as outlined in Algorithm 2). At node \( n \), we select an action by sampling the bootstrap distribution at each child node, \( i \). For each sampled bootstrap replicate, \( j \), the \( \alpha_{ij} \) and \( \beta_{ij} \) values are retrieved and \( \frac{\alpha_{ij}}{\beta_{ij}} \) is computed. Since the following is true,

\[
\frac{\alpha_{ij}}{\beta_{ij}} \equiv \mathbb{E}[u(R_t^- + R_t^+)]
\]

by maximising over \( i \) in Equation 3, we select an action corresponding to \( j \) approximately proportionally to the probability of that action being optimal – as per the Bootstrap Thompson Sampling exploration strategy. The agent then executes the action, \( a^* \), which corresponds to the following:

\[
a^* = \arg \max_i \frac{\alpha_{ij}}{\beta_{ij}}
\]

We note that at execution time we can simply select the overall maximising action by averaging over all the acquired data (ignoring the bootstrap replicates), thereby maximising the ESR criterion:

\[
ESR = \mathbb{E}[u(R_t^- + R_t^+)]
\]

Using the outlined algorithm, DMCTS is able to learn optimal policies for risk-aware settings and under ESR for multi-objective settings. In Section 4 we have evaluated DMCTS for risk-aware settings and multi-objective settings under ESR.

The majority of MORL research focuses on the SER criterion rather than the ESR criterion [31]. With a minor change to the algorithm it is also possible for DMCTS to optimise for the SER criterion. Specifically, under the SER criterion we maintain a bootstrap distribution over expected return vectors. For a node under SER, it is important to ensure that \( \alpha \) is initialised to a vector for each bootstrap replicate, \( j \). The number of values in the bootstrap replicate vector, \( \alpha_j \), corresponds to the number of objectives, \( o \), where each value is set to 1, \( \alpha_j = [1, ..., 1o] \). The parameter \( \beta \) is set to 1 for each bootstrap replicate, \( j \).

To update the bootstrap distribution of node, \( i \), we use the same process as under ESR (see Algorithm 1). At each node a coin flip is simulated for each bootstrap replicate, \( j \). If the simulated coin flip returns 1 (heads), then we update the bootstrap replicate. We use the following to update \( \alpha_{ij} \) and \( \beta_{ij} \):

\[
\alpha_{ij} = \alpha_{ij} + R_t, \\
\beta_{ij} = \beta_{ij} + 1
\]

At learning time, we sample the bootstrap distribution at each child node, \( i \). For a sampled bootstrapped replicate, \( j \), the parameters \( \alpha_{ij} \) and \( \beta_{ij} \) are retrieved. Before we can determine the optimal action, we must compute \( \frac{\alpha_{ij}}{\beta_{ij}} \). We then apply the utility function, \( u \), to \( \frac{\alpha_{ij}}{\beta_{ij}} \) to compute the utility of the expected returns. Since,

\[
u(\frac{\alpha_{ij}}{\beta_{ij}}) \equiv u(\mathbb{E}[R_t^- + R_t^+]),
\]

the agent can then execute the action, \( a^* \), which corresponds to the following:

\[
a^* = \arg \max_i \frac{\alpha_{ij}}{\beta_{ij}}.
\]

**Algorithm 1: UpdateDistribution**

1. **Input:** \( i \) ← Node in the tree
2. **Input:** \( R_t \) ← Cumulative Reward
3. \( j \) ← node.bootstrapDistribution
4. for \( j, ..., J \) bootstrap replicates do
5. Sample \( d_j \) from Bernoulli(1/2)
6. if \( d_j = 1 \) then
7. \( \alpha_{ij} = \alpha_{ij} + R_t \)
8. \( \beta_{ij} = \beta_{ij} + 1 \)
9. end
10. end

**Algorithm 2: ThompsonSample**

1. **Input:** \( n \) ← Node in the tree
2. **Require:** \( \alpha, \beta \) prior parameters
3. \( \alpha_{ij} := \alpha, \beta_{ij} := \beta \) for each \( n \) child, \( i \), and each bootstrap replicate, \( j \)
4. for \( i, ..., n \) children do
5. Sample \( j \) from uniform 1, ..., \( J \) bootstrap replicates
6. Retrieve \( \alpha_{ij}, \beta_{ij} \)
7. maxChild = arg max \( i \) \( \frac{\alpha_{ij}}{\beta_{ij}} \)
8. return maxChild or maxChild.action

### 4 EXPERIMENTS

In order to evaluate our DMCTS algorithm, we test DMCTS in multiple settings. Firstly, we evaluate DMCTS in a risk-aware setting. Secondly, we evaluate DMCTS in multi-objective settings under both ESR and SER. In multi-objective settings we test our algorithm on variants of standard benchmark problems from the MORL literature. At each timestep for DMCTS, the learning phase is performed multiple times before an action is selected during the execution
phase. To fairly evaluate all other algorithms against DMCTS, we have altered each benchmark algorithm to have the same number of policy executions of each environment at each timestep as DMCTS. So at each timestep, each algorithm gets $n_{exec}$ full policy executions worth of learning from that state and timestep onward. For the other algorithms (except DMCTS) this has the effect of increasing the learning speed. The number of policy executions $n_{exec}$ varies for each problem domain. All experiments are averaged over 10 runs.

4.1 Risk-Aware MDP

Before testing DMCTS on benchmark problems from the MORL literature, we evaluate DMCTS in a risk-aware problem domain under ESR. Shen et al. [33] define a risk-aware MDP where an agent must decide from a number of stocks in which to invest. The underlying MDP which has 4 actions (each action is a monetary amount, in Euros, of investment) and 7 states. At each timestep the agent must select a monetary amount to invest in the stock for a given state. We can invest 0, €1, €2 or €3 in a stock at each timestep. Each stock has a probability of making a profit and a probability of making a loss where the agent’s return is the action multiplied by the stock price. In the risk-aware MDP, certain policies are risk-averse, risk-seeking or a mixture of both. For example, if an agent takes action 0 or action 1 at each timestep, the agent is said to be risk-averse. Executing action 0 at each timestep is the most risk-averse policy that an agent can learn. Investing €0 at each timestep means the agent has no gains or losses, given the returns are equal to the monetary investment multiplied by the stock price. The type of policy an agent learns depends on the utility function. For certain utility functions, the agent could be risk-seeking or risk-averse. To evaluate our DMCTS algorithm we use the following risk-averse non-linear utility function:

$$u = 1 - e^{-r_t}.$$ (6)

In the risk-aware setting, we compare our algorithm against Q-learning, where we aim to learn the policy that is risk-averse. The parameter $n_{exec}$ is set to 10 for each algorithm and each experiment lasts for 1,000 episodes.

As shown in Figure 1, DMCTS consistently learns the optimal policy for the above risk-averse utility function. The policy, which avoids all risk, has a cumulative utility of 0. DMCTS needs around 400 episodes to converge to the optimal policy, while Q-learning struggles to learn a stable policy for the given utility function. Maintaining a bootstrap distribution over the expected utility of the returns enables DMCTS to avoid all risk. The ability for an agent to access a distribution when learning ensures the agent can make more informed decisions to maximise its utility which, in this case, is risk-averse.

4.2 Fishwood

To evaluate DMCTS in a multi-objective setting under ESR, we use a number of problem domains. Firstly, we evaluate DMCTS in the Fishwood problem [30], given this is one of the very few domains for which ESR results have been published. In Fishwood the agent has two states: at the river or in the woods, two actions: move to the other state or stay, and two objectives: to catch fish (when at the river) and obtain wood (when in the woods). The Fishwood environment is parameterised by the probabilities of successfully obtaining fish and wood at these respective states. In this paper we use the following values: at the river the agent has a 0.25 chance of catching a fish and in the woods the agent has a 0.65 chance of acquiring wood. For every fish caught, two pieces of wood are required to cook the fish, which results in a utility of 1. The goal in this setting is to maximise the following non-linear utility function:

$$u = \min\left(\frac{\text{fish}}{2}, \frac{\text{wood}}{2}\right).$$ (7)

To maximise utility in Fishwood it is essential that both past and future returns are taken into consideration when learning. For example, if there are 5 timesteps remaining and the agent has received 2 pieces of wood, the agent should go to the river and try to catch a fish to ensure a utility of 1 [30].

To evaluate DMCTS in the Fishwood domain, we compare DMCTS against C51, Expected Utility Policy Gradient (EUPG) [30], and Q-learning. EUPG achieves state-of-the-art results in the Fishwood problem under ESR [30]. C51 [5] is a distributional deep reinforcement learning algorithm that achieved state-of-the-art results in the Atari game problem domain.

For C51 the learning parameters were set as follows: $V_{min} = 0$, $V_{max} = 2$, $\epsilon = 0.1$, $\gamma = 1$ and $\alpha = 0.1$. For Q-learning, the learning parameters were set as follows: $\epsilon = 0.1$, $\gamma = 1$ and $\alpha = 0.1$. For DMCTS we set the $\alpha_t$ parameter to 10 for each bootstrap replicate, $j$. We set $n_{exec} = 2$ and ran each experiment for 20,000 episodes where each episode has 13 timesteps. As shown in Figure 2, Q-learning and C51 fail to learn any meaningful policy. The utility for C51 fluctuates throughout experimentation and fails to learn a consistent policy, while the utility for Q-learning remains close to
In this setting we imagine a period of 24 hours and for each hour we receive a weather forecast for a city. For hours 1–15, the weather is predictable and the optimal power values derived by Mannion et al. [18] can be used to generate power. From hours 16–24, a storm is forecast for the city. During the storm, both high and low levels of wind are expected and the weather forecast impacts how much power the wind turbine can generate. At each hour during the storm, there is a 0.15 chance the wind turbine will produce 25% less power than optimal, a 0.7 chance the wind turbine will produce optimal power and a 0.15 chance the wind turbine will produce 25% more power than optimal. In the REDEED problem we aim to learn an optimal policy that can ensure the required power is met over the entire day while reducing both the cost and emissions created by all generators.

The goal is to maximise the following linear utility function under the ESR criterion,

\[
R_* = -\sum_{o=1}^{O} w_o f_o.
\]  

where \(w_o\) is the objective weight, and \(f_o\) is the objective function. The objective weights used are \(w_c = 0.225\), \(w_e = 0.275\) and \(w_p = 0.5\) [18].

The following equation calculates the local cost for each generator \(n\), at each hour \(m\):

\[
f^L_c(n, m) = a_n + b_n P_{nm} + c_e (P_{nm})^2 + d_n \sin(e_n (P_{nm}^{\min} - P_{nm})).
\]  

Therefore the global cost for all generators can be defined as:

\[
f^G_c(m) = \sum_{n=1}^{N} f^L_c(n, m).
\]  

The local emissions for each generator, \(n\), at each hour, \(m\), is calculated using the following equation:

\[
f^L_e(n, m) = E(a_n + b_n P_{nm} + r_n (P_{nm})^2 + \eta \exp(\delta P_{nm})).
\]  

Therefore the global emissions for all generators can be defined as:

\[
f^G_e(m) = \sum_{n=1}^{N} f^L_e(n, m).
\]  

It is important to note the emissions for the generator controlled by the wind turbine are set to zero.

If the agent exceeds the ramp and power limits a penalty is received. A global penalty function \(f^G_p\) is defined to capture the violations of these constraints,

\[
f^G_p(m) = \sum_{v=1}^{V} C(|h_v + 1|\delta_v).
\]  

Along with cost and emissions, the penalty function is an additional objective that will need to be optimised. All equations and parameters absent from this paper that are required to implement
this problem domain can be found in the works of Basu [5] and Mannion et al. [18].

To evaluate DMCTS in the REDEED domain, we compare DMCTS against EUPG, C51, and Q-learning [14, 18].

For C51 the learning parameters were set as follows: $V_{min} = -1.75e^9$, $V_{max} = 0$, $\epsilon = 0.1$, $\gamma = 1$ and $\alpha = 0.1$. For Q-learning, the learning parameters were set as follows: $\epsilon = 0.1$, $\gamma = 1$ and $\alpha = 0.1$. For the REDEED problem, the agent learns for 10,000 episodes and $n_{exec} = 10$ for each algorithm.

As seen in Figure 3, DMCTS outperforms EUPG, Q-learning and C51 in the REDEED domain. C51 struggles to learn a consistent policy and C51’s utility fluctuates throughout experimentation. The hyper-parameters chosen for C51 provide the most optimal performance but are difficult to tune. Although the learning speed of EUPG is slow, EUPG achieves a higher utility than C51 but does not achieve a utility as high as Q-learning or DMCTS.

Although Q-learning outperforms EUPG and C51 in the REDEED environment, it does not achieve a higher utility when compared with DMCTS. C51 makes decisions based on a distribution over the expected returns and Q-learning makes decisions based on the expected future returns; due to this, both algorithms fail to learn good policies under ESR because they do not take both accrued and future returns into consideration.

The results presented in this paper evaluate C51 in an environment with a large state action space and complex returns. We hypothesise that a reason for poor performance is C51’s inability to learn a distribution over the full returns and the level of discretisation of the distribution. The distribution for C51 uses 51 bins to discretise the algorithm’s distribution. Bellemare et al. [5] claim this parameter for discretisation is optimal. However, the results presented in this paper show this parameter setting is not optimal.

Figure 3: Results from the REDEED environment DMCTS outperforms EUPG, C51 and Q-learning. DMCTS achieves a higher utility compared to other algorithms used throughout experimentation in the REDEED domain under ESR.

in scenarios where the returns are not simple scalars over small ranges. How C51 would perform using different numbers of bins other than the 51 recommended by Bellemare et al. [5] is an open question, which we do not address here as it is outside the scope of this work. The results presented in Figure 3 show that C51 struggles to scale to large problem domains with complex returns over large ranges. Instead, DMCTS is able to learn an approximate posterior distribution, i.e. a bootstrap distribution over the expected utility of the returns. DMCTS outperforms both C51 and Q-learning because a posterior over the expected utility of the returns is a sufficient statistic on which to base exploration. Moreover, learning a bootstrap distribution is an efficient yet compact approximation of a posterior distribution.

4.4 Dangerous Deep Sea Treasure

We now demonstrate that DMCTS can also learn successfully under the SER criterion as stated in Section 3, even in an environment with stochastic transitions and rewards. For this, we adapt Deep Sea Treasure (DST), which is a commonly used benchmark for MORL algorithms under the SER optimisation criterion [36]. We introduce the Dangerous Deep Sea Treasure (DDST) environment, which is a stochastic variant of the DST problem. In DDST, a submarine is controlled by an agent searches for treasure on the sea bed where there are three objectives: treasure, damage, and time. At certain states in the environment, the submarine can be attacked by a shark resulting in a negative reward in a separate objective, with probability $p_{shark}$. If the submarine receives a hit from a shark, the submarine becomes damaged. The submarine is destroyed if it accumulates a total of $-10$ damage, which terminates the episode.

Equation 14 describes the non-linear utility function we use to determine if DMCTS can learn a target Pareto optimal policy. In Equation 14, $r$ is a reward vector, $e = [r_1, r_2, \ldots, r_7]$ where $r_i$ is a specified target vector, and $c$ is a constant we aim to maximise. The utility of $r$ is the maximum $c$ value where $r - ce$ is greater than $0$ for all objectives. The target vector, $r_i$, is initialised to the desired vector we want to recover.

$$u(r) = \arg\max c : r - ce > 0$$  \hspace{1cm} (14)

For this demonstration, we implemented scalarised Q-learning [37] as that it is one of the most widely used SER algorithms [36]. DMCTS uses an extra exploration strategy which was outlined by Oshband et al. [24]. For DMCTS, artificially generated returns of the environment are randomly sampled during the learning phase to ensure sufficient exploration. Q-learning has the following learning parameters: $\alpha = 0.1$, $\gamma = 1$ and a decaying $\epsilon = 0.998^e$, where $e$ is equal to the episode number [19, 36]. In the utility function we set $r_i$ to $[54, 0, -14]$, where the objectives are ordered as follows: [treasure, danger, time]. We set $n_{exec} = 10$ and $p_{shark} = 0.5$. We run 10,000 episodes per experiment.

DMCTS converges to the optimal utility after 100 episodes (Figure 5). This stands in contrast to scalarised Q-learning, which does not reach the optimal utility. Learning a bootstrap distribution over the expected returns under SER provides the agent with sufficient information to avoid states that represent negative utility (in this case, danger states), in order to maximise the known utility function.
Figure 4: In DDST, states marked in red are terminal as the submarine is destroyed by a shark. The state in light red are non-terminal states where the agent has a probability, \( p_{\text{shark}} \), of been hit by a shark. A hit by a shark causes -10 damage and the submarine is destroyed.

Figure 5: Results from the Dangerous Deep Sea Treasure environment using a non-linear utility function. DMCTS learns optimal utility for the specified target vector, \( r^\dagger \).

5 RELATED WORK

Many risk-aware RL approaches seek to learn policies to maximise the expected return. Some research in this area focuses on learning policies which maximise the expected exponential utility [20]. Other approaches take the weighted sum of the return and risk into consideration when learning policies [12, 13]. Although most risk-aware RL approaches aim to maximise the expected utility, they often do not take into consideration the utility of the return of a full episode. It is also important to note that little research exists where decisions are made based on a learned distribution over the expected returns [21, 22] for risk-aware RL.

As previously highlighted, the majority of RL research focuses on the SER criterion. Multi-objective MCTS (MOMCTS) [39] was shown to be able to learn a coverage set under SER. However, MOMCTS can only learn a coverage set in deterministic environments. Convex Hull MCTS [26] is able to learn the convex hull of the Pareto front but focuses solely on linear utility functions. A number of other multi-objective MCTS methods exist [17, 27, 28], but no method has previously been shown to learn the Pareto front for both deterministic and stochastic environments for any unknown utility function. An interesting opportunity for future work is the possibility of building on the methods of Wang and Sebag [39] and Painter et al. [26] to extend DMCTS to learn the optimal coverage set under both SER and ESR for any unknown utility function.

A key argument in this paper is the expected utility of the future returns under ESR must be replaced with a posterior distribution over the expected utility of the returns. Bai et al. [3] extend MCTS to maintain a distribution at each node using Thompson Sampling as an exploitation strategy. However, the work presented in this paper is significantly different. In their work, Bai et al. [3] do not learn a posterior distribution over the expected utility of the return, apply their work to multi-objective settings, or incorporate the accrued returns as part of their algorithm. It is also important to note the C51 algorithm proposed by Bellemare et al. [5] achieves state-of-the-art performance in single-objective settings and learns a distribution over the future returns. Abdolmaleki et al. [1] learn a distribution over actions based on constraints set per objective. This approach ignores the utility-based approach [31] and uses constraints set by the user to learn a coverage set of policies where the value of constraints is dependent on the scale of the objectives. Abdolmaleki et al. claim setting the constraints for this algorithm is a more intuitive approach when compared to setting weights for a linear utility function. We theorise that if the user’s utility function is non-linear, this approach would fail to learn a coverage set.

6 CONCLUSION & FUTURE WORK

In this paper we propose a novel Distributional Monte Carlo Tree Search algorithm. DMCTS is able to learn optimal policies in MORL settings under both ESR and SER for both linear and non-linear utility functions in problem domains with stochastic rewards. DMCTS replaces the expected utility of the future returns with a bootstrap distribution over the utility of the returns, and achieves state-of-the-art performance in MORL domains under ESR. We achieve this by using a bootstrap distribution as an approximate posterior over the expected utility of the returns of the episode. It is our hope that this paper will inspire further work on algorithms that replace the expected returns with a distribution over the expected utility of the returns for risk-aware and ESR settings.

In this paper, the utility function is known at the time of learning or planning. In different MORL scenarios, the utility function can be unknown at the time of learning or planning [29, 31]. In these scenarios, an algorithm must recover a coverage set of optimal policies. Multi-objective MCTS [39] can learn a coverage set for deterministic environments under SER. In future work, we aim to extend our DMCTS algorithm to be able to learn coverage sets for unknown utility functions under ESR and SER for stochastic environments. However, a coverage set of optimal policies under ESR has yet to be defined. We therefore hope to define the coverage set of optimal policies for ESR and extend DMCTS to learn it.
