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ABSTRACT
Directly motivated by security-related applications from the Homeland Security Enterprise, we focus on the privacy-preserving analysis of graph data, which provides the crucial capacity to represent rich attributes and relationships. In particular, we discuss two directions, namely privacy-preserving graph generation and federated graph learning, which can jointly enable the collaboration among multiple parties each possessing private graph data. For each direction, we identify both ‘quick wins’ and ‘hard problems’. Towards the end, we demonstrate a user interface that can facilitate model explanation, interpretation, and visualization. We believe that the techniques developed in these directions will significantly enhance the capabilities of the Homeland Security Enterprise to tackle and mitigate the various security risks.

1 INTRODUCTION
Nowadays, the Homeland Security Enterprise is facing unprecedented challenges in multiple critical areas, such as identifying and preventing targeted violence and mass attacks, building resilient critical infrastructure, countering human trafficking, etc. Addressing these challenges requires collaborative efforts from all levels of government, the private and nonprofit sectors, and individual citizens. In particular, effective and efficient data collection, sharing, analysis, and sense-making are at the core of many decision making processes in these areas. Due to the distributed, sensitive and/or private nature of the large volume of involved data (e.g., personal identifiable information, images and video from surveillance cameras or body camera), it is thus of great importance to make use of the data while avoiding the sharing and use of sensitive information. In this paper, we focus on graph data, or network data, due to their rich representation capabilities to encode the multi-modality relationships among entities via edges.

The main goal of this paper is to focus on privacy-preserving analysis of graphs. In particular, we aim to explore key research questions and privacy-enhancing technologies that target the following two areas: (A1) privacy-preserving techniques for creating, maintaining and linking anonymous identities and profiles; and (A2) multiparty and homomorphic computation to allow for analysis of datasets held by multiple parties without the need to physically combine datasets. The techniques developed for these areas together will enable the collaboration among multiple parties each possessing private graph data.

More specifically, we consider the following two directions for the two areas respectively. For (A1), a promising direction is to generate synthetic graphs in a privacy-preserving manner, such that the generated graphs can be shared with collaborators without revealing sensitive information on either the node level (node-DP) or the edge level (edge-DP). For (A2), a promising direction is to perform federated learning among multiple parties, or clients, such that the central server can build robust, effective and efficient predictive models while preserving the privacy of individual clients. Next, we elaborate on the two directions, including both ‘quick wins’ and ‘hard problems’, following by additional discussions regarding the development of the user interface that could enable subject matter experts to make effective use of the developed techniques.

2 PRIVACY-PRESERVING GENERATION
Graphs represent complex relational information between entities, such that modeling the graph generation process and then generating many more meaningful graphs could contribute to various applications [3]. However, mimicking the observed graph as much as possible will induce a privacy risk after the generation [15]. For example, a node’s identity is highly likely to be exposed in the generated social network if its connections are mostly preserved, which means a degree-based node attacker will easily detect a vulnerability in the generated graph with some background knowledge.

2.1 Quick Wins
For privacy-preserving static graph generation, current solutions can be roughly classified into two types that can be readily applied. First, the anonymization is directly performed on the observed topology to generate new graph data, such as randomizing the adjacency [18], injecting the connection uncertainty [13], or permutating the connection distribution under the edge-level differential privacy (edge-DP) [14]. Second, following the synergy of deep learning and differential privacy [1], deep generative models for graphs are recently proposed under privacy constraints. To be specific, in [17], the privacy scheme is added to the gradient descent phase of the generation learning process.

2.2 Hard Problems
Most, if not all, of privacy-preserving graph generation methods consider the observed graphs as static. However, in the complex real-world scenarios, the graphs are usually evolving over time [4–8], which brings critical challenges to the current privacy-preserving static graph generation process. To the best of our knowledge, how to generate privacy-preserving temporal graphs largely remains open. For example, (1) unlike the abundant research on static graphs, what kind of time-aware information is sensitive and should be hidden in the generated graph to protect entities’ privacy is not clear; (2) even if the sensitive information is determined, the time-aware protection mechanism is not yet available; (3) once the protection mechanism is designed, it can be challenging to maintain the generation utility at the same time with privacy constraints.

3 FEDERATED LEARNING WITH GRAPHS
According to [10], “Federated learning (FL) is a machine learning setting where many clients (e.g. mobile devices or whole organizations) collaboratively train a model under the orchestration of a central server (e.g. service provider), while keeping the training data
decentralized.’ This problem setting is particularly important for privacy-preserving analysis of private graph data that might reside on multiple clients such as the servers for various organizations. In other words, it enables centralized decision making using all available graph data, while avoiding physically combining datasets.

In the past few years, federated learning has been extensively studied, focusing on research problems such as model robustness to adversarial attacks, and data distribution among clients. Despite some existing work using graph data (e.g., [9]), robust federated learning with graph data largely remains under-explored.

3.1 Quick Wins
In general, federated learning systems can be vulnerable to attacks and failures, e.g., Byzantine attacks can lead to the convergence to an unsatisfactory model or even divergence [2]. A common defending mechanism is to replace the gradients averaging with robust estimation of the center [2]. These methods have proven Byzantine-robustness when data from different clients are independent and identically distributed (IID). On one hand, these methods can be directly adapted to model graph data by using, e.g., graph neural networks [16]. On the other hand, the IID assumption regarding client data can fail miserably due to the special properties of graph data (e.g., homophily) as compared to other types of data.

To address this problem, one ‘quick win’ would be to observe the performance of existing Byzantine-robust methods on graph data, in order to study the impact of IID violation to the performance of the centralized model. Based on the results from this study, another ‘quick win’ would be to develop robust federated learning methods tailored for graph data that violate the IID assumption. For example, in our previous work, we studied a special type of non-IIDness among client data, i.e., label skewness, and proposed a two-stage algorithm to estimate the true parameters of the centralized model in the presence of Byzantine clients. Based on this work, one can further study other types of non-IIDness among client data that may fit various types of graph data, and design the robust algorithms.

3.2 Hard Problems
For privacy-preserving analysis of graph data, one major benefit of federated learning is that it could avoid physically combining private data from individual clients. On the other hand, some recent studies on federated learning require the availability of clean and non-sensitive data on the server (e.g., to enable knowledge distillation in the presence of heterogeneous models among clients [11]), which can potentially be shared with clients without violating the privacy constraints. However, such data can be difficult to obtain, especially in security related applications (e.g., the identification of targeted violence). Despite some recent work focusing on data-free knowledge distillation for federated learning [19], the proposed solutions cannot be readily applied on graph data due to the significant difference in generating graph data vs. non-graph data. To solve this ‘hard problem’, the graph generative models (as discussed in the previous section) for both static and dynamic graphs can potentially be integrated into the federated learning pipeline, to enable the data-free robust federated learning for graph data.

4 USER INTERFACE
With the development of novel privacy-enhancing technologies, one critical aspect is model explanation, interpretation, and visualization facing various audience. This calls for effective and efficient user interfaces that serve three major purposes: (1) to solicit feedback from subject matter experts for model improvement; (2) to empower subject matter experts with deep insights regarding the model and the data; (3) to aid decision making in various security related applications. The following figure exemplifies such an interface that we developed for explaining transfer learning [12].