Persistent antimonotonic bifurcations and strange attractors for cubic homoclinic tangencies
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Abstract
In this paper, we study a two-parameter family \(\{\phi_{\mu,\nu}\}\) of two-dimensional diffeomorphisms such that \(\phi_{0,0} = \varphi\) has a cubic homoclinic tangency unfolding generically which is associated with a dissipative saddle point. Our first theorem presents an open set \(\mathcal{O}\) in the \(\mu,\nu\)-plane with \(\text{Cl}(\mathcal{O}) \ni (0,0)\) such that for any \((\mu_0, \nu_0) \in \mathcal{O}\) there exists a one-parameter subfamily of \(\{\phi_{\mu,\nu}\}\) passing through \(\phi_{\mu_0,\nu_0}\) and exhibiting cubically related persistent contact-making and contact-breaking quadratic tangencies. Moreover, the second theorem shows that any such two-parameter family satisfies Wang–Young’s conditions which guarantee that some \(\phi_{\mu,\nu}\) arbitrarily near \(\varphi\) exhibits a cubic polynomial-like strange attractor with an SRB measure.

Mathematics Subject Classification: 37C29, 37D45, 37D20

0. Introduction
One of the main motivations behind studies in monotonic or nonmonotonic bifurcation phenomena is attributed to the results given in Milnor–Thurston [23] for the logistic family, where there are only orbit creation parameters but no orbit annihilation parameters. In contrast to the logistic family, some families of one-dimensional cubic maps have nonmonotonic bifurcations, for example see Milnor–Tresser [24] and Li [18]. The main result in this paper is that the unfolding of cubic homoclinic tangencies for two-dimensional diffeomorphisms generates the simultaneous creation and destruction of quadratic tangencies in a persistent way. Nonmonotonic phenomena near a quadratic homoclinic tangency have already been obtained by Kan–Koçak–Yorke [16]. Also, the nonmonotonic phenomena and essential mechanism of
their generation associated with any order homoclinic tangencies have been studied extensively by Gonchenko, Shilnikov and Turaev in [8–14]. In this paper, we will give generic conditions which guarantee that contact-making and contact-breaking tangencies occur simultaneously as well as persistently for two-parameter families of planar diffeomorphisms, which are generated by a mechanism different from that in [16]. Díaez and Rocha [5] gave another example of bifurcations closely related to ours which are not monotonic but have heterodimensional cycles in dimensions equal to or greater than three.

As for phenomena of the cubic tangency, Bonatti et al [2] showed that there exists a three-parameter family of diffeomorphisms in the boundary of the Anosov diffeomorphisms which has the first cubic heteroclinic tangency, see also Enrich [6]. Carvalho [3] proved the corresponding result where the cubic tangency is homoclinic. In [3], she also presented some evidence for the existence of cubic tangencies in the Hénon family.

In order to set the main results in our context, we first recall some previous results. One of the key facts, which was presented by Newhouse [26], is that the unfolding of a quadratic homoclinic tangency leads to persistence of tangencies, see also [4, 15, 17, 27, 30, 34] for related results. Palis and Takens [28] gave a new proof of this result, which has three major steps: (i) there is a renormalization at quadratic homoclinic tangencies whose limit dynamics is controlled by the logistic map, (ii) this map is conjugate to the tent map and (iii) the tent map has Cantor invariant sets with arbitrarily large thickness. Here, the thickness is one of the main tools with gap lemma (see section 1.3) to get the persistent non-transverse intersections.

In this paper, we obtain counterparts of these three objects in the cubic tangency case. The logistic map is replaced by a cubic map and the tent map by the \(N\)-map defined in section 3.1. Then, one can adapt the techniques of Palis–Takens to our context. The renormalization rescaling for cubic tangencies in section 2.1 closely follows arguments in [28, pp 47–51] where the corresponding results for the quadratic case are studied. From these adaptations and reformulations, we know that the unfolding of a cubic homoclinic tangency provides the unfolding of a pair of persistent quadratic tangencies one of which generates intersections and the other destroys intersections simultaneously, see figure 1.

We first prove the following theorem.

**Theorem A.** Suppose that \(\varphi\) is any \(C^\infty\)-diffeomorphism on the plane \(\mathbb{R}^2\) with a dissipative saddle fixed point \(p\) at which \(\varphi\) satisfies the open \(C^4\)-linearizing condition and such that the stable and unstable manifolds of \(p\) have a cubic homoclinic tangency \(q\). Let \(\{\varphi_{\mu, \nu}\}\) be any two-parameter family in \(\text{Diff}^{\infty}(\mathbb{R}^2)\) with \(\varphi_{0,0} = \varphi\) such that the cubic tangency unfolds generically. Then, there exists an open subset \(\mathcal{O}\) in the \(\mu\nu\)-plane with \(\text{Cl}(\mathcal{O}) \ni (0,0)\) and such that, for any \((\mu, \nu) \in \mathcal{O}\), there is a regular curve \(c: (-\varepsilon, \varepsilon) \rightarrow \mathcal{O}\) such that the one-parameter family \(\{\varphi_{c(t)}\}\) exhibits cubically related persistent contact-making and contact-breaking tangencies. Here, we say that the saddle fixed point \(p\) is dissipative if \(|\det(d\varphi)_p| < 1\) and the cubic tangency unfolds generically with respect to \(\{\varphi_{\mu, \nu}\}\) if it satisfies the generic condition (1.3) given in section 1.2. The \(\varphi\) is said to satisfy the open \(C^4\)-linearizing condition at \(p\) if, for any
\( \psi \in \text{Diff}^\infty(\mathbb{R}^2) \) sufficiently close to \( \varphi \), there exists a \( C^4 \)-coordinate on a small neighbourhood \( U \) of \( p \) with respect to which the restriction \( \psi|_U \) is a linear map. This linearizability condition is not so strong. In fact, the \( C^4 \)-Sternberg condition given in [32, 33] is a generic sufficient condition for it. The curve \( c \) is regular if \( dc/dt(t) \neq (0, 0) \) for any \( t \in (-\varepsilon, \varepsilon) \) and the family \( \{\psi_{t(t)}\} \) has persistent contact-making tangencies (respectively contact-breaking tangencies) if, for any \( t \in (-\varepsilon, \varepsilon) \), \( \psi_{t(t)} \) has a tangency \( r_t \) in a neighbourhood \( N(q) \) of \( q \) associated with basic sets and such that \( r_t \) generates (respectively annihilates) transverse intersections in \( N(q) \) as \( t \) increases, see section 4.2 for the precise definition. The situation such that a pair of persistent contact-making and contact-breaking tangencies are cubically related is also explained there.

**Remark 0.1.** Theorem A is not a new result in the sense that it detects some antimonotonic persistent tangencies near cubic homoclinic bifurcations. In fact, we know that some applications of results in Kan–Koçak–Yorke [16] and Newhouse [26] imply the existence of such persistent tangencies. If an unstable segment \( l_u^0 \) and a stable segment \( l_s^0 \) have a contact-making homoclinic tangency, then by using the bubble lemma in [16] we have another unstable segment in a small neighbourhood of \( l_u^0 \) which has a contact-breaking tangency with \( l_s^0 \). Moreover, by invoking [26], one can find a connected open set of diffeomorphisms having persistent contact-making and contact-breaking tangencies. These results are stronger than that given in theorem A in some sense, for example our open set \( \mathcal{O} \) given in theorem A is not connected. However, in our theorem, we detect antimonotonicity phenomena of persistent bifurcations arbitrarily near the cubic tangency which are generated by a mechanism different from that by the bubble lemma.

As for another application of our renormalization around cubic tangency, we show in theorem B that, for any family \( \{\psi_{\mu, \nu}\} \) of two-dimensional diffeomorphisms with a cubic tangency unfolding generically and satisfying certain generic conditions, there exists a positive measure subset of the parameter space for each element \( (\mu, \nu) \) of which \( \psi_{\mu, \nu} \) has a strange attractor with an SRB measure. Our proof is accomplished by checking that the limit dynamics associated with the renormalization verify the hypothesis of the models in Wang–Young [35].

A strange attractor \( \Omega \) of a diffeomorphism \( \varphi \) of \( \mathbb{R}^2 \) is a non-hyperbolic invariant set of special type, see section 6.1 for its precise definition. In particular, \( \Omega \) has a point \( z_0 \) whose positive orbit is dense in \( \Omega \) and such that \( \varphi \) has a positive Lyapunov exponent at \( z_0 \). A \( \varphi \)-invariant, Borel probability measure \( \mu \) is called an SRB measure if \( \varphi \) has a positive Lyapunov exponent \( \mu \)-almost everywhere and the conditional measures of \( \mu \) on unstable manifolds are absolutely continuous with respect to the Lebesgue measure on these manifolds.

**Theorem B.** Let \( \{\psi_{\mu, \nu}\} \) be a two-parameter family in \( \text{Diff}^\infty(\mathbb{R}^2) \) satisfying the same conditions as in theorem A. Then, there exists a subset \( Z \) of the \( \mu, \nu \)-plane with positive two-dimensional Lebesgue measure on any neighbourhood of \( (0, 0) \) and such that, for any \( (\mu, \nu) \in Z \), \( \psi_{\mu, \nu} \) exhibits a strange attractor \( \Omega_{\mu, \nu} \) supported by an SRB measure. Moreover, the strange attractor \( \Omega_{\mu, \nu} \) is different from quadratic Hénon-like ones.

**Remark 0.2.** From the property of \( Z \), \( \text{Cl}(Z) \) contains \( (0, 0) \). Hence, \( \varphi = \varphi_{0,0} \) is well approximated by \( \varphi_{\mu, \nu} \) such that \( \varphi_{\mu, \nu}^{n_{\nu}} \) exhibits a cubic polynomial-like strange attractor \( \Omega_{\mu, \nu} \) containing three fixed points for some integer \( n + N > 0 \), see figure 2. On the other hand, quadratic Hénon-like strange attractors cannot contain three saddle fixed points. This means that our strange attractor \( \Omega_{\mu, \nu} \) is different from quadratic Hénon-like ones which have been studied by Benedicks–Carleson [1], Mora–Viana [25] and so on.
The numerical results suggest the cubic polynomial-like family $(x, y) \mapsto (0.1y, -y^3 + ay + x)$ would have a matured strange attractor with three saddle fixed points at ×-indications for $a \approx 2.8$.

1. Initial settings

1.1. Transverse points and tangencies

We say that a $\varphi$-invariant set $\Lambda$ is basic if it is compact, transitive, hyperbolic and has a dense subset of periodic orbits, see [28,31] for details on basic sets. A diffeomorphism $\varphi$ on $\mathbb{R}^2$ has a transverse point $r$ associated with non-trivial basic sets $\Lambda_1$ and $\Lambda_2$ if, for some $p_1 \in \Lambda_1$ and $p_2 \in \Lambda_2$,

- $r \in W^u(p_1) \cap W^s(p_2) \setminus \{p_1, p_2\}$.
- $\dim(T_r W^u(p_1) + T_r W^s(p_2)) = 2$.

Here, $W^u(p_1)$, $W^s(p_2)$ denote the maximal smooth curves in $W^u(\Lambda_1)$, $W^s(\Lambda_2)$ passing through $p_1$ and $p_2$, respectively. We also say that $\varphi$ has a tangency $r$ of order $n$ associated with basic sets $\Lambda_1$ and $\Lambda_2$ if, for some $p_1 \in \Lambda_1$ and $p_2 \in \Lambda_2$,

- $r \in W^u(p_1) \cap W^s(p_2) \setminus \{p_1, p_2\}$.
- $\dim(T_r W^u(p_1) + T_r W^s(p_2)) = 1$.
- There exists a local coordinate $(x, y)$ in a neighborhood of $r$ such that $r = (0, 0)$, $W^u(p_1) = \{(x, y) : y = 0\}$ and $W^s(p_2) = \{(x, y) : y = u(x)\}$, where $u$ is a $C^{n+1}$-function satisfying

$$u(0) = u'(0) = \cdots = u^{(n)}(0) = 0 \quad \text{and} \quad u^{(n+1)}(0) \neq 0. \quad (1.1)$$

The transverse point or the tangency is said to be homoclinic if $\Lambda_1 = \Lambda_2$. Usually, the first order tangency is said to be quadratic, and the second order is cubic. In particular, the tangency $r$ is quadratic if and only if $W^u(p_1)$ and $W^s(p_2)$ have distinct curvatures at $r$.

1.2. Generic cubic tangencies

We say that a saddle fixed point $p$ of a $C^\infty$-diffeomorphism $\varphi$ on $\mathbb{R}^2$ is dissipative if the eigenvalues $\lambda, \sigma$ of the differential $(d\varphi)_p$ satisfy $|\lambda\sigma| < 1$. If necessary replacing $\varphi$ by $\varphi^2$, we may assume that such eigenvalues satisfy

$$0 < \lambda < 1 < \sigma \quad \text{and} \quad \lambda\sigma < 1. \quad (1.2)$$

Suppose that $q$ is a cubic homoclinic tangency of $\varphi$ associated with $p$. The cubic tangency is said to unfold generically or to be generic with respect to a two-parameter family
\{q_{\mu, \nu}\} in Diff^\infty(\mathbb{R}^2) with \varphi_{0,0} = \varphi if there exist \((\mu, \nu)\)-dependent local coordinates \((x, y)\) on a neighbourhood of \(q\) with \(q = (0, 0)\) such that \(W'(p_{\mu, \nu}) = \{(x, y) : y = 0\}\) and \(W^u(p_{\mu, \nu}) = \{(x, y) : y = u_{\mu, \nu}(x)\}\), where \(\{p_{\mu, \nu}\}\) is the continuation of \(p\) consisting of saddle fixed points of \(\varphi_{\mu, \nu}\) and \(u_{\mu, \nu}(x) = u(\mu, \nu, x)\) is a \(C^\infty\)-function satisfying
\[
(\partial_\mu u \cdot \partial_\nu x u - \partial_\nu u \cdot \partial_\mu x u)(0, 0, 0) \neq 0. \tag{1.3}
\]

In particular, \(W^u(p_{\mu, \nu})\) is locally parametrized by the curve \(c(t) = (t, u_{\mu, \nu}(t))\) in a small neighbourhood of \(q\). Since its tangent vector \(c'(t) = (1, u'_{\mu, \nu}(t))\) is non-zero for any parameter values \(t\), \(c(t)\) is a regular curve.

**Setting 1.1.** Throughout the remainder of this paper, let \(\{q_{\mu, \nu}\}\) represent a two-parameter family in Diff^\infty(\mathbb{R}^2) given in theorem A. We may assume that \(\varphi_{0,0} = \varphi\) has the origin \(p_{0,0} = (0, 0)\) as a dissipative saddle fixed point and admitting a cubic homoclinic tangency \(q\) which unfolds generically. Since \(\varphi_{0,0}\) satisfies the open \(C^1\)-linearizing condition at \((0, 0)\), there exists a small open neighbourhood \(\mathcal{O}_0\) of \((0, 0)\) in the \(\mu \nu\)-plane, such that, for any \((\mu, \nu) \in \mathcal{O}_0\), \(\varphi_{\mu, \nu}\) is \(C^1\)-linearizable in a small neighbourhood \(U\) of \((0, 0)\) in \(\mathbb{R}^2\). If necessary retaking the \(C^1\)-linearizing coordinate on \(U\), one can suppose without loss of generality that it satisfies the following conditions:

- \(p_{\mu, \nu} = (0, 0)\) and the restriction \(\varphi_{\mu, \nu}|_U\) has the form
  \[
  \varphi_{\mu, \nu}(x, y) = (\lambda_{\mu, \nu}x, \sigma_{\mu, \nu}y)
  \]
  for any \((x, y) \in U\) where \(\lambda_{\mu, \nu}\) and \(\sigma_{\mu, \nu}\) are the contracting and expanding eigenvalues of \(d\varphi_{\mu, \nu}(p_{\mu, \nu})\), respectively.
- \(\{(x, y) : |x| \leq 2, |y| \leq 2\} \subset U\) and \(q = (1, 0)\).
- \(q' = (0, 1)\) is a point with \(\varphi^N(q') = q\) for some integer \(N > 0\), see figure 3(a).

### 1.3. Thickness of Cantor sets

We here recall the definition of the thickness given in Newhouse [26] and Palis\–Takens [28] for a Cantor set \(K\) contained in an interval \(I\). A *gap* of \(K\) is a connected component of \(I \setminus K\) which does not contain a boundary point of \(I\). Let \(G\) be a gap and \(p\) a boundary point of \(G\). A closed interval \(B \subseteq I\) is called the *bridge* at \(p\) if \(B\) is the maximal interval with \(G \cap B = \{p\}\) such that \(B\) does not intersect any gap whose length is at least that of \(G\). The *thickness* of \(K\)
at $p$ is defined by $\tau(K, p) = \text{length}(B)/\text{length}(G)$. The *thickness* $\tau(K)$ of $K$ is the infimum over these $\tau(K, p)$ for all boundary points $p$ of gaps of $K$. Let $K_1, K_2$ be two Cantor sets in $I$ with thickness $\tau_1$ and $\tau_2$, respectively. Then, the gap lemma (see [26, section 4], [28, section 4.2]) shows that, if $\tau_1 \cdot \tau_2 > 1$, then either $K_1$ is contained in a gap of $K_2$, or $K_2$ is contained in a gap of $K_1$, or $K_1 \cap K_2 \neq \emptyset$.

The thickness of a Cantor subset $K$ of a $C^1$-curve $\alpha$ in $\mathbb{R}^2$ is defined similarly by supposing that $\alpha$ is parametrized by arc length. Properties of the thickness are explained in the following sections.

1.4. *Dynamically defined Cantor sets*

Let $K$ be a Cantor set in $\mathbb{R}$ represented as $K = \bigcap_{i=0}^{\infty} \psi^{-i}(K_1 \cup \cdots \cup K_n)$ for a Markov partition $\{K_1, \ldots, K_n\}$ in the sense of [28, section 4.1] with respect to an expanding map $\psi : K_1 \cup \cdots \cup K_n \to \mathbb{R}$. We say that such a $K$ is a *dynamically defined Cantor set* if $K$ and $\psi$ satisfy the following conditions.

- For some real number $\lambda$ with $0 < |\lambda| < 1$, $\lambda K$ is a neighbourhood of 0 in $K$.
- The map $\psi$ has a $C^{1+\epsilon}$-expansive extension to a neighbourhood of $K$.

By [28, section 4.2, proposition 7], the thickness $\tau(K)$ of such a Cantor set is positive. Moreover, by [28, section 4.3, theorem 2], $\tau(K)$ depends continuously on $K$.

Let $\varphi$ be a $C^3$-diffeomorphism of $\mathbb{R}^2$ and $\Lambda$ a non-trivial basic set of $\varphi$. If $\varphi$ has a saddle fixed point $p$ in $\Lambda$ which is linearizable, there exists a smooth identification $\alpha : \mathbb{R} \to W^s(p)$ such that $\alpha^{-1} \circ (\varphi \circ W^s(p)) \circ \alpha$ is a linear contraction. Then, there exists a dynamically defined Cantor set $K$ in $\mathbb{R}$ such that $\alpha(K) = W^u_{\text{loc}}(\Lambda) \cap W^s_{\text{loc}}(p)$. The image $W^u_{\text{loc}}(\Lambda) \cap W^s_{\text{loc}}(p)$ is also called a dynamically defined Cantor set. Here, we suppose that any local unstable manifold $W^u_{\text{loc}}(\Lambda)$ of $\Lambda$ considered in this paper consists of curves, called *leaves* of $W^u_{\text{loc}}(\Lambda)$, meeting $W^s_{\text{loc}}(p)$ transversely in a single point.

We refer to [28, chapter 4] for details on dynamically defined Cantor sets.

1.5. *Outside basic set and its thickness*

From setting 1.1, $q'$ is also a cubic tangency of $\varphi$ unfolded generically. The unstable manifold $W^u(p_{0,0})$ contains a regular curve $l^u$ cubically tangent to $W^s(p_{0,0})$ at $q$. Similarly, $W^s(p_{0,0})$ contains a regular curve $l^s$ cubically tangent to $W^u(p_{0,0})$ at $q'$.

**Lemma 1.2.** For a sufficiently large integer $a > 0$, $\varphi^{-a}(l^s)$ and $l^u$ have a transverse intersection $r$.

**Proof.** By the intermediate value theorem, for any sufficiently large integer $a > 0$, $\varphi^{-a}(l^s) \cap l^u$ has a point $r = r(a)$ in a small neighbourhood of $q$. Let $s_1, s_2$ be the slopes of $\varphi^{-a}(l^s)$ and $l^u$ at $r$, respectively. Then, it is not hard to see that

$$|s_1| \leq c_1 a^{-a} \quad \text{and} \quad |s_2| \geq c_2 a^{-2a/3}$$

for some constants $c_1, c_2 > 0$ independent of $a$. Thus, one can take $a$ so that $|s_1|/|s_2| < 1$ holds, and hence in particular $\varphi^{-a}(l^s)$ meets $l^u$ transversely at $r$. 

Let $\rho$ be the arc in $W^s(p_{0,0})$ with end points $p_{0,0}$ and $r$. Suppose that $R$ is a thin tubular neighbourhood of $\rho$ in $\mathbb{R}^2$ as illustrated in figure 3(b) such that two of the components of
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\( R \cap \varphi^k(R) \) are rectangles \( R_0, R_1 \) with \( \text{Int}(R_0) \ni p_{0,0}, \text{Int}(R_1) \ni r \) for some integer \( k > 0 \).

One can choose such an \( R \) so that

\[
\Lambda_{0,0}^\text{out} = \bigcap_{n=-\infty}^{\infty} \varphi^{kn}(R_0 \cup R_1)
\]

is a basic set of \( \varphi^k \). Then, for all \((\mu, \nu)\) sufficiently near \((0,0)\), there exists the continuation \( \{\Lambda_{\mu,\nu}^\text{out}\} \) of \( \Lambda_{0,0}^\text{out} \) consisting of basic sets of \( \varphi_{\mu,\nu}^k \). Here, the superscript ‘out’ implicitly suggests that \( \Lambda_{\mu,\nu}^\text{out} \) is outside a small neighbourhood of \( q \).

Replace \( \varphi_{\mu,\nu}^k \) by \( \varphi_{\mu,\nu} \) and suppose from now on that \( \Lambda_{\mu,\nu}^\text{out} \) is a basic set of \( \varphi_{\mu,\nu} \).

Since \( \Lambda_{\mu,\nu}^\text{out} \cap W^s(p_{\mu,\nu}) \) is a dynamically defined Cantor set in the sense of section 1.4, the following lemma is derived directly from some results in [28].

**Lemma 1.3.** There exists an open neighbourhood \( O_1 \) of \((0,0)\) in \( O_0 \) and \( \alpha > 0 \) such that, for any \( (\mu, \nu) \in O_1 \), the unstable thickness \( \tau(\Lambda_{\mu,\nu}^\text{out} \cap W^s(p_{\mu,\nu})) \) is greater than \( \alpha \), where \( O_0 \) is the open neighbourhood given in setting 1.1.

**Proof.** By [28, section 4.2, proposition 7], \( \tau(\Lambda_{0,0}^\text{out} \cap W^s(p_{0,0})) \) is positive. Since \( \tau(\Lambda_{\mu,\nu}^\text{out} \cap W^s(p_{\mu,\nu})) \) is continuous on \((\mu, \nu)\) (see [28, section 4.3, theorem 2]), one can have \( \alpha > 0 \) satisfying our desired properties if the neighbourhood \( O_1 \) is taken sufficiently small. □

2. Local representations near cubic tangencies

In [28], Palis and Takens showed that there is a renormalization at generically unfolding homoclinic quadratic tangencies whose limit dynamics is the logistic map. Similar results for cubic homoclinic tangencies have already been obtained by several authors, see [14] and references therein. In particular, Gonchenko et al [14] present such a renormalization without relying on the linearizability assumption. However, since they work in general settings, it might be hard for the reader to detect in [14] explicit formulae needed to prove theorems A and B. So, in this section, we will present formulae of a renormalization at a generically unfolding homoclinic cubic tangency which are just suitable for our purpose. Among others, equations (2.8)–(2.10) below play a crucial role in the proof of lemma 6.6, which is a key lemma for theorem B. Our proofs are done under the linearizability assumption. The authors do not know whether one can obtain the same results without the assumption.

2.1. Renormalizations near cubic tangencies

Roughly speaking, the renormalization is a sequence of local representations of \( \varphi_{\mu,\nu} \) near the generic cubic tangency \( q \) such that the representations converge to a two-parameter family of cubic endomorphisms.

For any \((x, y) \in U\), set \( \varphi_N(x, y) = (h_1(\mu, \nu, x, y - 1), h_2(\mu, \nu, x, y - 1)) \), where \( U \) is the neighbourhood of \((0,0)\) and \( N \) is the positive integer given in setting 1.1. Since \( \varphi^N(0,1) = (1,0) \) and the map \( c : (-\delta, \delta) \rightarrow \mathbb{R}^2 \) defined by \( c(y) = \varphi^N(0,y) \) is a regular curve tangent to the \( x \)-axis at \( q = (1,0) \) for a small \( \delta > 0 \),

\[
h_1(0) = 1 \quad \text{and} \quad \partial_y h_1(0) \neq 0,
\]

where \( \Theta = (0,0,0,0) \) is the origin of \( \mathbb{R}^4 \). From the latter condition of (2.1), there exists an inverse function \( y = \eta(t) \) of \( t = h_1(0,0,0,y-1) - 1 \) for any \( t \) near 0 with \( \eta(0) = 1 \). Set
\(u(t) = h_2(0, 0, \eta(t) - 1)\). Then, any point of the image \(c(1 - \delta, 1 + \delta)\) of \(c\) is represented as \((t + 1, u(t))\). From the form of \(u(t)\),

\[
\begin{align*}
u'(0) &= \partial_{y}h_2(0)\eta'(0), \\
u''(0) &= \partial_{yy}h_2(0)(\eta'(0))^2 + \partial_{y}h_2(0)\eta''(0), \\
u'''(0) &= \partial_{yyy}h_2(0)(\eta'(0))^3 + 3\partial_{yy}h_2(0)\eta'(0)\eta''(0) + \partial_{y}h_2(0)\eta'''(0).
\end{align*}
\]

Since \(\eta'(0) = 1/\partial_{t}h_1(0) \neq 0\), the cubically tangential condition (1.1) at \(q = (1, 0)\) is rewritten as

\[
h_2(0) = \partial_{x}h_2(0) = \partial_{yy}h_2(0) = 0 \quad \text{and} \quad \partial_{yyy}h_2(0) \neq 0.
\]

Consider the \(C^4\)-functions \(H_1, H_2\) defined by

\[
\begin{align*}H_1(\mu, v, x, y - 1) &= h_1(\mu, v, x, y - 1) - 1 - a_0(y - 1), \\
H_2(\mu, v, x, y - 1) &= h_2(\mu, v, x, y - 1) - a_1 x - a_2 \mu - a_3 v \\
&\quad - (a_4 \mu + a_5 v)(y - 1) - a_6(y - 1)^3,
\end{align*}
\]

where \(a_i\) \((i = 0, 1, \ldots, 6)\) are the constants defined as

\[
\begin{align*}a_0 &= \partial_{y}h_1(0), \\
a_1 &= \partial_{x}h_2(0), \\
a_2 &= \partial_{\mu}h_2(0), \\
a_3 &= \partial_{y}h_2(0), \\
a_4 &= \partial_{y\mu}h_2(0), \\
a_5 &= \partial_{y\nu}h_2(0), \\
a_6 &= \partial_{y\nu\nu}h_2(0)/6.
\end{align*}
\]

Then, conditions (2.1) and (2.2) imply that, for \((\mu, v, x, y - 1) = 0\),

\[
H_1 = \partial_{\mu}H_1 = 0, \\
H_2 = \partial_{\mu}H_2 = \partial_{\nu}H_2 = \partial_{\nu\nu}H_2 = \partial_{\nu\nu\nu}H_2 = 0
\]\(\text{ (2.3)}\)

From the genericity condition (1.3) for \(\{\varphi_{a,v}\}\), we have

\[a_2 a_5 - a_3 a_4 \neq 0.\]

Thus, one can consider the new parameters \((\hat{\mu}, \hat{v}) = (a_4 \mu + a_5 v, a_2 \mu + a_3 v)\). For saving symbols, we denote \((\hat{\mu}, \hat{v})\) again by \((\mu, v)\). Since the coordinate change is linear, the equalities in (2.3) still hold with respect to the new coordinate. Thus, \(\varphi_{\mu,v}^N\) is represented in a neighbourhood of \(q' = (0, 1)\) as

\[
\varphi_{\mu,v}^N(x, y) = \left(1 + a(y - 1) + H_1(\mu, v, x, y - 1), \right. \]
\[
\left. - b(y - 1)^3 + \mu(y - 1) + v + c x + H_2(\mu, v, x, y - 1) \right),
\]

where \(a = a_0, b = -a_6\) and \(c = a_1\).

The latter condition of (2.1) implies that \(a \neq 0\) and that of (2.2) \(b \neq 0\). From now on, we only consider the case of \(b > 0\), which is not an essential restriction in our arguments.

**Lemma 2.1.** Under the conditions in setting 1.1, for any sufficiently large \(n > 0\), there exists a reparametrization \(\Theta_n\) on \(\tilde{\Sigma} = [0, 4] \times [-1, 1]\) and a coordinate change \(\Phi_n\) on \(\mathbb{R}^2\) satisfying the following conditions.

(i) The domains of \(\Phi_n\) are open sets of \(\mathbb{R}^2\) eventually containing any compact subset of \(\mathbb{R}^2\).

(ii) For any \((\bar{\mu}, \bar{v}, \bar{x}, \bar{y}) \in \tilde{\Sigma} \times \mathbb{R}^2\),

\[
\lim_{n \to \infty} \Theta_n(\bar{\mu}, \bar{v}) = (0, 0), \quad \lim_{n \to \infty} \Phi_n(\bar{x}, \bar{y}) = q.
\]
(iii) For any \((\bar{\mu}, \bar{\nu}) \in \bar{\Sigma}\), the diffeomorphisms on \(\mathbb{R}^2\) defined by
\[
(\bar{x}, \bar{y}) \mapsto \Phi^{-1}_n \circ \varphi^N_{\Theta_n(\bar{\mu}, \bar{\nu})} \circ \varphi^n_{\Theta_n(\bar{\mu}, \bar{\nu})} \circ \Phi_n(\bar{x}, \bar{y})
\]
\(C^3\)-converge as \(n \to \infty\) locally uniformly to the cubic endomorphism
\[
(\bar{\mu}, \bar{\nu}, \bar{x}, \bar{y}) \mapsto (\bar{\mu}, \bar{\nu}, \psi_{\bar{\mu}, \bar{\nu}}(\bar{x}, \bar{y})),
\]
where \(\psi_{\bar{\mu}, \bar{\nu}}(\bar{x}, \bar{y}) = (\bar{y}, -\bar{y}^3 + \bar{\mu} \bar{y} + \bar{\nu})\).

**Proof.** As in section 1.2, the contracting and expanding eigenvalues of \(d\varphi_{\mu, \nu}(p_{\mu, \nu})\) for \((\mu, \nu)\) near \((0, 0)\) are denoted by \(\lambda = \lambda_{\mu, \nu}\) and \(\sigma = \sigma_{\mu, \nu}\). For any \(n > 0\), we define the \(\mu, \nu\)-dependent coordinate changes \(\varphi_1^n\) on \(\mathbb{R}^2\) by
\[
(x, y) = \varphi_1^n(\bar{x}, \bar{y}) = (1 + ag^{-1} \sigma^{-n/2} \bar{x}, \sigma^{-n} + g^{-1} \sigma^{-3n/2} \bar{y}),
\]
where \(g = \sqrt{b}\). From the definition, we have obviously \(\lim_{n \to \infty} \varphi_1^n(\bar{x}, \bar{y}) = q\), see figure 4.

We define the reparametrization of \(\bar{\Sigma}\) by
\[
(\bar{\mu}, \bar{\nu}) \mapsto (\sigma^n \bar{\mu}, \sigma^{n/2} (\sigma^n \bar{\nu} + c(\lambda \sigma)^n - 1)),
\]
or equivalently by
\[
\mu = \sigma^{-n} \bar{\mu}, \quad v = g^{-1} \sigma^{-3n/2} \bar{v} - c \lambda^n + \sigma^{-n}.
\]

Let \(\Theta\) be the diffeomorphisms on \(\bar{\Sigma}\) given by \(\Theta_n(\mu, v) = (\mu, v)\). Then, the image \(\Theta_n(\bar{\Sigma})\) converges to \((0, 0)\) as \(n \to \infty\).

The form of \(\varphi^n_{\mu, \nu}\) in the \(C^4\)-linearizing neighbourhood of the origin of \(\mathbb{R}^2\) is represented as
\[
\varphi^n_{\mu, \nu}(x, y) = (\lambda^n x, \sigma^n y).
\]

From the form (2.4) of \(\varphi^N_{\mu, \nu}\) near \(q\), one can show that \((\bar{x}', \bar{y}') = \Phi^{-1}_n \circ \varphi^N_{\mu, \nu} \circ \varphi^n_{\mu, \nu} \circ \Phi_n(\bar{x}, \bar{y})\) is represented as
\[
\bar{x}' = \bar{y} + a^{-1} g \sigma^{n/2} H_1(\mu, v, x, y - 1),
\]
\[
\bar{y}' = -\bar{y}^3 + \sigma^n \bar{\mu} \bar{y} + g \sigma^{n/2} (\sigma^n v + c(\lambda \sigma)^n - 1) + ac(\lambda \sigma)^n \bar{\mu} + g \sigma^{3n/2} H_2(\mu, v, x, y - 1)
\]
\[
= -\bar{y}^3 + \bar{\mu} \bar{y} + \bar{v} + ac(\lambda \sigma)^n \bar{\mu} + g \sigma^{3n/2} H_2(\mu, v, x, y - 1),
\]
where
\[
(x, y) = \varphi^n_{\mu, \nu} \circ \Phi_n(\bar{x}, \bar{y}) = (\lambda^n + ag^{-1} \sigma^{-n/2} \lambda^n \bar{x}, 1 + g^{-1} \sigma^{-n/2} \bar{y}).
\]
Set
\[ \tilde{H}_{n,1}(\tilde{\mu}, \tilde{v}, \tilde{x}, \tilde{y}) = a^{-1}g\sigma^{n/2}H_1(\mu, v, x, y - 1), \]
\[ \tilde{H}_{n,2}(\tilde{\mu}, \tilde{v}, \tilde{x}, \tilde{y}) = ac(\lambda\sigma)^2\tilde{x} + g\sigma^{3n/2}H_2(\mu, v, x, y - 1), \]
where each of \( \mu, v \) (respectively \( x, y \)) is considered as a function of \( \tilde{\mu}, \tilde{v} \) (respectively \( \tilde{x}, \tilde{y} \)). Then, we have
\[ \Phi^{-1}_n \circ \varphi_{\alpha_n,(\tilde{\mu}, \tilde{v})} \circ \Phi_n(\tilde{x}, \tilde{y}) = (\tilde{y} + \tilde{H}_{n,1}(\tilde{\mu}, \tilde{v}, \tilde{x}, \tilde{y}), -\tilde{y}^3 + \tilde{\mu}\tilde{y} + \tilde{\nu} \tilde{H}_{n,2}(\tilde{\mu}, \tilde{v}, \tilde{x}, \tilde{y})). \] (2.8)

It remains to show that \( \tilde{H}_{n,1} \) and \( \tilde{H}_{n,2} \) \( C^3 \)-converge uniformly to zero on \( \Sigma \times K \) for any compact subset \( K \) in \( \mathbb{R}^2 \). It is not hard to show that the following holds on \( \Sigma \times K \) from (2.6) and (2.7),
\[ x = O(\lambda^n), \quad y - 1 = O(\sigma^{-n/2}), \quad \mu = O(\sigma^{-n}), \quad v = O(\sigma^{-n}), \]
\[ \frac{\partial \mu}{\partial \alpha} = O(\sigma^{-n}), \quad \frac{\partial v}{\partial \alpha} = O(\sigma^{-3n/2}), \quad \frac{\partial x}{\partial \beta} = O(\lambda^n\sigma^{-n/2}), \quad \frac{\partial y}{\partial \beta} = O(\sigma^{-n/2}), \]
where \( \alpha \) is either \( \tilde{\mu} \) or \( \tilde{v} \) and \( \beta \) is either \( \tilde{\mu} \) or \( \tilde{\nu} \) or \( \tilde{x} \) or \( \tilde{y} \). Using these equalities, one can prove our desired uniform \( C^3 \)-convergence.

To state it more precisely, we first note that the closure \( L \) of \( \bigcup_{n \geq 0} \Theta_n(\Sigma) \) in \( \mathbb{R}^2 \) is compact. In fact, it is shown by condition (ii) of lemma 2.1. Thus, we have the constants
\[ \sigma_{\Sigma}^{-1} = \max\{\sigma_{\mu,v}^{-1}, (\mu, v) \in L\} < 1 \quad \text{and} \quad (\sigma, \lambda)_\Sigma = \max\{\sigma_{\mu,v}, \lambda_{\mu,v}; (\mu, v) \in L\} < 1 \]

independent of \( \mu, v \). Then, the equations in (2.9) imply
\[ \|\tilde{H}_{n,1}\|_{C^1, \Sigma \times K} = O(\sigma^{-n/2}), \quad \|\tilde{H}_{n,2}\|_{C^1, \Sigma \times K} = O(\sigma^{-n/2}) + O((\sigma, \lambda)^{n/2}_\Sigma). \] (10.20)

For example, Taylor’s expansion of \( H_2 \) up to the fourth order derivatives together with (2.3) implies
\[ \tilde{H}_{n,2} = O(\lambda^n\sigma^n) + \sigma^{3n/2}(O(|\mu| + |v| + |x|)^2 + O(x(y - 1)) + O(|\mu| + |v|)O(y - 1)^2) \]
\[ = O(\lambda^n\sigma^n) + \sigma^{3n/2}(O(\sigma^{-2n}) + O(\sigma^{-n/2}\lambda^n) + O(\sigma^{-2n})) \]
\[ = O(\lambda^n\sigma^n) + O(\sigma^{-n/2}). \]

Since \( \partial_x H_2 = O(\sigma^{-n/2}) \) and \( \partial_y H_2 = O(\lambda^n) + O(\sigma^{-3n/2}) \), it follows that
\[ \partial_x \tilde{H}_{n,2} = \sigma^{3n/2}\left( \partial_x H_2 \frac{\partial x}{\partial y} + \partial_y H_2 \frac{\partial y}{\partial y} \right) = O(\lambda^n\sigma^n) + O(\sigma^{-n/2}). \]
The remaining cases for derivatives on \( \tilde{H}_{n,1}, \tilde{H}_{n,2} \) up to the third order are verified similarly.

\[\square\]

3. Dynamically defined Cantor sets for one-dimensional cubic maps

3.1. Affine Cantor sets for the N-map

We consider the \( N \)-map \( S \) on \([-3/2, 3/2]\) defined as
\[ S(x) = \begin{cases} 
-3x - 3 & \text{for } -3/2 \leq x < -1/2, \\
3x & \text{for } -1/2 \leq x \leq 1/2, \\
-3x + 3 & \text{for } 1/2 < x \leq 3/2,
\end{cases} \]
and estimate the thickness of subsets \( K_m \) of \([-3/2, 3/2]\) given as follows, which are dynamically defined Cantor sets (section 1.4) and do not contain the turning points \( \pm 1/2 \) of \( S \).

The following lemma is analogous to the estimate for the tent map in [28, section 6.2].
Lemma 3.1. For any even number $m \geq 6$, there exists a dynamically defined affine Cantor set $K_m$ and an $m$-periodic point $q = q(m)$ for $S$ satisfying the following conditions:

(i) $K_m$ does not have the turning points $\pm 1/2$ of $S$.
(ii) The end points of any gap of $K_m$ are eventually mapped to $q$. 
(iii) There exists a compact neighbourhood $U' = U_m'$ of $K_m$ in $(-3/2, 3/2)$ with $U' \cap \{-1/2, 1/2\} = \emptyset$ and $\|dS_x\| = 3$ for any $x \in U'$.
(iv) $\lim_{\text{evn} \to \infty} \tau(K_m) = \infty$.

Proof. Let $S_1 = S_{[-3/2,-1/2]}$, $S_2 = S_{[-1/2,1/2]}$ and $S_3 = S_{[1/2,3/2]}$. For any even number $m \geq 6$, we will show that there exists an $m$-periodic point $q_0 = q_0(m)$ such that $0 < q_0 < 1/2$ and

$$S_2 \circ S_1 \circ \tau(S_3 \circ S_1)^{m/2-2} \circ S_3 \circ S_2(q_0) = q_0.$$

Set $S^{(m)} = S_2 \circ S_1 \circ \tau(S_3 \circ S_1)^{m/2-2} \circ S_3 \circ S_2$. Then, the number $x_m = (1 - 1/3^{m-2})/2$ is a zero-point of $S^{(m)}$. Since $S^{(m)}(1/2) = 3/2$, by the intermediate value theorem, there exists $q_0 \in (x_m, 1/2)$ with $S^{(m)}(q_0) = q_0$.

The orbit of $q_0$ is denoted by $\{q_i\}_{i=0, \ldots, m-1}$, that is, $q_{i+1} = S(q_i)$, see figure 5.

To construct our desired Cantor set, we need some backward points defined as

$$\tilde{q}_0 = S_3^{-1}(q_1), \quad \tilde{q}_{m-1} = S_2^{-1}(\tilde{q}_0),$$

$$\tilde{q}_{m-j-2} = \begin{cases} S_1^{-1}(\tilde{q}_{m-j-1}) & \text{for } j = 0, 2, \ldots, m-6, \\ S_3^{-1}(\tilde{q}_{m-j-1}) & \text{for } j = 1, 3, \ldots, m-5. \end{cases}$$

These points are mapped eventually to the $m$-periodic orbit of $q_0$ by the forward iterations. Observe that these (eventually or proper) periodic points are ordered in $[-3/2, 3/2]$ as follows:

$$-3/2 < q_2 < \tilde{q}_4 < q_4 < \cdots < \tilde{q}_{m-2} < q_{m-2} < 0 < q_{m-1} < \tilde{q}_{m-1} < q_0 \quad \text{and} \quad 1/2 < \tilde{q}_0 < q_{m-3} < \tilde{q}_{m-3} < \cdots < q_3 < \tilde{q}_3 < q_1 < 3/2.$$
Using these points, we define the intervals:

- \( I_0 = [\tilde{q}_0, q_{m-3}] \),
- \( I_{2i-1} = [q_{2i+1}, q_{2i-1}] \) and \( I_{2i} = [q_{2i}, \tilde{q}_{2i+2}] \) for \( i = 1, \ldots, m/2 - 2 \),
- \( I_{m-3} = [q_{m-2}, S_1^{-1}(q_2)] \) and \( I_{m-2} = [S_2^{-1}(q_2), q_{m-1}] \),
- \( I_{m-1} = [\tilde{q}_{m-1}, q_0] \).

For any integer \( n > 0 \), let

\[
K_m^{(1)} := \bigcup_{i=0}^{m-1} I_i, \quad K_m^{(n)} := \left( \bigcap_{i=0}^{n-1} S^{-i}(K_m^{(1)}) \right) \cap [q_2, q_1].
\]

Since \( S_{|K_m^{(n)}} \) maps \( K_m^{(n)} \) affinely onto \( K_m^{(n-1)} \), the limit \( K_m := \lim_{n \to \infty} K_m^{(n)} \) is a dynamically defined affine Cantor set in the sense of section 1.4. From our definition of \( K_m \), one can check the assertions (i)–(iii) easily.

Due to the affine construction of \( \{K_m^{(n)}\}_{n \geq 1} \) as above, for any \( n > 0 \), the relation between the bridges and the gaps in the \( n \)-generation \( K_m^{(n)} \) is the same as that in the first generation \( K_m^{(1)} \) up to scale. Hence, for estimating the thickness of \( K_m \), it suffices to consider the ratios of the lengths of the bridges and the gaps in the first generation. We denote here the length of the gap between \( \tilde{q}_0 \) and \( q_0 \) by \( \delta \). Then, the length of the bridge at \( \tilde{q}_0 \) is \( 1 - 2\delta \), and at \( q_0 \) is \( 2 - 5\delta \). This implies that \( \tau(K_m) = (1 - 2\delta)/\delta \). Since the points \( \tilde{q}_0 \) and \( q_0 \) depend on the even number \( m \), \( \delta \) also does. In fact, since \( q_{m-2} = (S_2 \circ S_1)^{m/2-2} \circ S_3 \circ S_2(q_0) \) and \( q_0 = 1/2 - \delta \), the direct calculation shows

\[
q_{m-2} = -3^{m-2}(1/2 - \delta) + \frac{3}{2}(3^{m-3} - 1).
\]

Moreover, since \( S_2 \circ S_1(q_{m-2}) = q_0 \),

\[
\delta = \frac{22}{3^n - 1}.
\]

So, for any \( m \geq 6 \), we obtain

\[
\tau(K_m) \geq \frac{3^n - 45}{22}.
\]

This proves assertion (iv). \(\square\)

### 3.2. Dynamically defined Cantor sets for cubic maps

In this section, we show that there is a conjugation between the \( N \)-map \( S \) given in the previous section and the limit map given by the renormalization procedure from \( \{\tilde{q}_0, \nu, \mu\} \). Our argument is an analogy to that in [28, chapter 6.2], where the tent map is conjugated to the logistic map obtained by the renormalization associated with a quadratic tangency.

Let us consider the family of one-dimensional cubic maps defined as

\[
F_{\mu,\nu}(x) = -x^3 + \mu x + \nu.
\]

**Proposition 3.2.** For \((\tilde{\mu}, \tilde{\nu}) = (3, 0)\), the cubic map \( F = F_{3,0} \) on \([-2, 2]\) is conjugate to the \( N \)-map \( S \) on \([-3/2, 3/2]\).

**Proof.** Consider the homeomorphism \( h : [-3/2, 3/2] \to [-2, 2] \) given by \( h(x) = 2\sin(\pi x/3) \). From the formula for triple angle, we have

\[
F \circ h(x) = -8\sin^3(\pi x/3) + 6\sin(\pi x/3) = 2\sin(\pi x).
\]

On the other hand, it is not hard to check that \( h \circ S(x) = 2\sin(\pi x) \) for any \( x \in [-3/2, 3/2] \). This shows \( h \circ S = F \circ h \). \(\square\)
Proposition 3.3. For any even number \( m \geq 6 \), there exists a dynamically defined Cantor set \( \tilde{K}_m \subset [-2, 2] \) and an \( m \)-periodic point \( \tilde{q} = \tilde{q}(m) \) for \( F \) such that

(i) \( \tilde{K}_m = \text{Cl}(\bigcup_{j \geq 0} F^{-j}(\tilde{q})) \) has no critical points of \( F \);

(ii) there exists a neighbourhood \( U \) of \( \tilde{K}_m \) in \([-2, 2]\) and a constant \( c > 0 \) such that, for any integer \( n \geq 0 \) and any \( \tilde{y} \in [-2, 2] \) with \( F^i(\tilde{y}) \in U \) for \( i = 0, 1, \ldots, n-1 \),

\[
\|dF^n(\tilde{y})\| \geq 3^n c;
\]

(iii) \( \lim_{m \to \infty} \tau(\tilde{K}_m) = \infty. \)

Proof. Define \( \tilde{K}_m = h(K_m) \), where \( h \) is the homeomorphism given in proposition 3.2. Assertion (i) is obvious since the critical points of \( F \) are \( \pm 1 \) and \( h^{-1}(\pm 1) = \pm 1/2 \notin K_m \).

Let \( U' \) be the compact neighbourhood of \( K_m \) in \((-3/2, 3/2)\) given in proposition 3.1 (iii). Then, \( U = h(U') \) and the constant \( c = c'' \) satisfies the conditions of the assertion (ii), where \( 0 < c' < 1 \) is a constant with \( c' \leq \|dh_x\| \leq c^{-1} \) for any \( x \in U' \).

Though the points \( x = \pm 3/2 \) are not contained in \( K_m \), any neighbourhood of these points intersects \( K_m \) non-trivially for all sufficiently large even numbers \( m \). For a sufficiently small fixed \( \delta > 0 \), \( h \) is a diffeomorphism on \( I_\delta = [-3/2 + \delta, 3/2 - \delta] \). We have the \( \delta \)-dependent constant

\[
c = \max_{x \in I_\delta} |h'(x)| > 0.
\]

Note here that \( h(x) \) is essentially quadratic near \( x = \pm 3/2 \). Thus, one can show that

\[
\tau(\tilde{K}_m) \geq \frac{\tau(K_m)}{\max[c, 4]}
\]

by using the argument in Palis–Takens [28, section 6.2, p 119]. This proves (iii). \( \square \)

4. Compatible foliations and accompanying lemma

In this section, we will introduce a powerful scheme which is crucial in the proof of theorem A. A method of estimating the thickness of compatible stable and unstable foliations along a transverse curve to show that these foliations have a tangency has already been presented by Newhouse, Palis and Takens [26, 28]. We also work along their lines, but need a more elaborate method to prove theorem A. In particular, the accompanying lemma (lemma 4.1) given in section 4.3 is very useful to show that such a tangency is either contact-making or breaking with respect to a certain one-parameter subfamily.

4.1. Compatible foliations

Let \( \mathcal{F} \) be a foliation consisting of smooth curves in the plane. A smooth curve \( \sigma \) in the plane is said to cross \( \mathcal{F} \) exactly if each leaf of \( \mathcal{F} \) intersects \( \sigma \) transversely at a single point and any point of \( \sigma \) is passed through by a leaf of \( \mathcal{F} \).

For some \( \varepsilon > 0 \), let \( \{\varphi_i\}_{1 \leq i \leq e} \) be a one-parameter family in \( \text{Diff}_1^3(\mathbb{R}^2) \) and \( \{A_i\} \) a continuation of non-trivial basic sets of \( \varphi_i \). Suppose that \( \{p_i\} \) is a continuation of saddle fixed points in \( A_i \), and \( \{I_i\} \) is a continuation of curves in \( W^s_{loc}(p_i) \) which are shortest among curves in \( W^s_{loc}(p_i) \cap W^u_{loc}(p_j) \). According to lemma 4.1 in Kan–Koçak–Yorke [16] based on results in Franks [7], there exists a continuation of foliations \( \mathcal{F}''_i \) in the plane satisfying the following conditions. Such foliations are said to be compatible with \( W^u_{loc}(A_i) \), see figure 6.

(i) Each leaf of \( W^u_{loc}(A_i) \) is a leaf of \( \mathcal{F}''_i \).

(ii) \( I_i \) crosses \( \mathcal{F}''_i \) exactly.
(iii) Leaves of $\mathcal{F}_u^k$ are $C^3$-curves such that they, their directions and their curvatures vary $C^1$ with respect to any transverse direction and $t$.

Similarly, there exist foliations $G_s^l$ compatible with $W_{loc}^u(\Lambda_t)$. Note that the definition of these foliations is slightly different from that of unstable and stable foliations in the usual sense.

Let $\rho_t$ be $C^1$-arcs in $\mathbb{R}^3$ $C^1$-varying with respect to $t$ and each of which contains a subarc crossing $\mathcal{F}_u^k$ exactly for some integer $k \geq 0$. By condition (iii), the projection $\pi^u_0 : I_t^{(k)} \to \rho_t$ along leaves of $\mathcal{F}_u^k$ is a $C^1$-diffeomorphism $C^1$-depending on $t$. Note that each leaf of $\psi_t(W_{loc}^u(\Lambda_t))$ meets $I_t^{(k)}$ transversely at a single point. The restriction $\psi_t^k|I_t : I_t \to I_t^{(k)}$ is a $C^3$-diffeomorphism transforming $\Lambda_t \cap I_t$ onto $\Lambda_t \cap I_t^{(k)}$.

The $C^1$-diffeomorphisms $\tilde{\pi}^u_0(k)$ defined by

$$\tilde{\pi}^u_0(k) = \pi^u_0(k) \circ \psi_t^k|I_t : I_t \to \rho_t$$

(4.1) $C^1$-depend on $t$, see figure 7. Since $\psi_t^k(W_{loc}^u(\Lambda_t)) \subset \psi_t^k(W^u(\Lambda_t)) = W^u(\Lambda_t)$, for each $c \in \Lambda_t \cap I_t$, $\tilde{\pi}^u_0(k)(c)$ is contained in a leaf of $W^u(\Lambda_t)$. Any leaf of $\mathcal{F}_u^k$ meeting $\tilde{\pi}^u_0(k)(\Lambda_t \cap I_t)$ non-trivially is called a $\Lambda_t$-leaf.

For any integer $l \geq 0$ and a continuation of foliations $G_s^l$ compatible with $W_{loc}^u(\Lambda_t)$, the $C^1$-diffeomorphism

$$\tilde{\pi}^u_0(l) = \pi^u_0(l) \circ \psi_t^{-l}|J_t : J_t \to \xi_t$$

(4.2) is defined similarly, where $J_t$ is a continuation of arcs in $W^u(\rho_t)$ crossing $G_s^l$ exactly and $\xi_t$ are $C^1$-arcs $C^1$-depending on $t$ each of which contains a subarc crossing $G_s^l$ exactly.

From the definition of thickness, for any bridge $B$ in $I_t$ of the Cantor set $\Lambda_t \cap I_t$, $\tau(\Lambda_t \cap B) \geq \tau(\Lambda_t \cap I_t)$. Since $\tilde{\pi}^u_0(k)$ is a $C^1$-diffeomorphism, $\tilde{\pi}^u_0(k)$ is well approximated by...
an affine map on any sufficiently short subinterval of \( I_1 \). Also since the thickness of Cantor sets is invariant under affine transformations, for any \( \delta > 0 \), if the bridge \( B \) is sufficiently small, then
\[
\tau(\tilde{x}^{u(k)}(\Lambda_t \cap B)) > \tau(\Lambda_t \cap I_t) - \delta.
\] (4.3)

### 4.2. Persistent contact-making and breaking tangencies

Let \( \{\phi_t\} \) be a one-parameter family of diffeomorphisms on the plane \( \mathbb{R}^2 \) with continuations of basic sets \( \Lambda_{1,1}, \Lambda_{2,1} \), of \( \phi_t \) (possibly \( \Lambda_{1,1} = \Lambda_{2,1} \)). Then, we say that \( \{\phi_t\} \) has a contact-making (respectively contact-breaking) tangency at \( t = t_0 \) if \( \phi_t \) has a quadratic tangency \( r_{t_0} \) associated with \( \Lambda_{1,t_0} \) and \( \Lambda_{2,t_0} \) such that transverse points of \( \phi_t \) are generated (respectively annihilated) in a small neighbourhood \( N(r_{t_0}) \) of \( r_{t_0} \) in \( \mathbb{R}^2 \). More precisely, there exist continuations of curves \( l^+_t \subset W^u(\Lambda_{1,t}) \cap N(r_{t_0}) \), \( l^-_t \subset W^u(\Lambda_{2,t}) \cap N(r_{t_0}) \) and a sufficiently small \( \delta > 0 \) such that

- \( l^+_t \cap l^-_t = \emptyset \) for \( t < t_0 \) (respectively \( t > t_0 \)) with \( |t - t_0| < \delta \),
- \( l^+_t \cap l^-_t = \{r_{t_0}\} \),
- \( l^+_t \) meets \( l^-_t \) non-trivially and transversely for \( t > t_0 \) (respectively \( t < t_0 \)) with \( |t - t_0| < \delta \).

The family \( \{\phi_t\} \) is said to exhibit persistent contact-making (respectively persistent contact-breaking) tangencies if each \( \phi_t \) has a contact-making (respectively contact-breaking) tangency \( r_t \).

We consider the following situation for the above family \( \{\phi_t\} \). Suppose that there exists a coordinate \((\tilde{x}, \tilde{y}) : -5/2 < \tilde{x} < 5/2, -5/2 < \tilde{y} < 5/2 \) on an open subset \( U \) of \( \mathbb{R}^2 \) containing continuations \( P^+_t, P^-_t \) of saddle periodic points of \( \phi_t \) with \( P^+_t \approx (\mp 2, \pm 2) \). We also assume that local stable manifolds \( W^u_{loc}(P^+_t) \subset U \) are well \( C^1 \)-approximated by the horizontal lines \( \tilde{y} = \pm 2 \), and local unstable manifolds \( W^u_{loc}(P^+_t) \subset U \) are contained in a sufficiently small neighbourhood of the cubic curve \((\tilde{x}, -\tilde{x}^3 + 3\tilde{x}) : -5/2 < \tilde{x} < 5/2 \).

Then, we say that a subfamily \( \{\phi_t\}_{|t| < t_0} \) of \( \{\phi_t\} \) exhibits cubically related persistent contact-making and contact-breaking tangencies if, for any \( t \in (t_0, t_1) \), there exists a contact-making tangency \( r^+_t \in l^{u,+}_t \cap l^{u,-}_t \) and a contact-breaking tangency \( r^-_t \in l^{s,+}_t \cap l^{s,-}_t \) in \( U \) with \( r^+_t \approx (\pm 1, \pm 2) \), where \( l^{u,+}_t \) (respectively \( l^{u,-}_t \)) are curves in \( W^u(\Lambda_{1,t}) \cap U \) (respectively \( W^u(\Lambda_{2,t}) \cap U \)) arbitrarily \( C^1 \)-close to \( W^u_{loc}(P^+_t) \) (respectively \( W^u_{loc}(P^-_t) \)). Figure 8 illustrates the cubically related situation, see also figure 12 in section 5.

Here, we recall the standard method given by [26, 28] which guarantees the existence of persistent tangencies. Suppose that \( \{\phi_t\}_{-t_0 < t < t_0} \) is a one-parameter family in \( \text{Diff}^3(\mathbb{R}^2) \) with
continuations of basic sets $\Lambda_t$ and $\Gamma_t$ admitting an unstable foliation $F^u_t$ compatible with $\Lambda_t$ and a stable foliation $G^s_t$ compatible with $\Gamma_t$. We consider the situation where $\psi_t$ has continuations of saddle fixed points $p_t \in \Lambda_t$ and $q_t \in \Gamma_t$ such that $W^u_{\text{loc}}(p_t)$ (respectively $W^u_{\text{loc}}(q_t)$) contains an arc $I_t$ (respectively $J_t$) crossing exactly $F^u_t$ (respectively $G^s_t$) and including $p_t$ (respectively $q_t$) as an end point. Set $F^u_t(q_t) = \psi_t^1(F^u_t)$ and $G^s_t(p_t) = \psi_t^{-1}(G^s_t)$ for any integers $k, l \geq 0$.

We suppose moreover that (i) the highest leaves of $F^u_0$ and $G^s_0$ have a quadratic tangency $r_0$ for some $k, l$, and (ii) for any $t$ sufficiently close to 0, there exists a continuation of $C^1$-curves $\rho_t$ in $\mathbb{R}^2$ containing two subarcs crossing $F^u_t$ and $G^s_t$ exactly and such that $F^u_t(q_t) \cap G^s_t(p_t)$ consists of tangencies of leaves in $F^u_t$ and $G^s_t$, see figure 9. Let $\tilde{\tau}^u_t : I_t \to \rho_0$ and $\tilde{\tau}^s_t : J_t \to \rho_0$ be the $C^1$-maps defined as (4.1) and (4.2).

In our argument, the following assumption is crucial.

$$\tau(\Lambda_t \cap I_t) \cdot \tau(\Gamma_t \cap J_t) > 1. \quad (4.4)$$

In section 5, we will see that the assumption is satisfied in certain cases.

Let $B_t$ be a bridge of $\Lambda_0 \cap I_0$ such that an end point of $B$ is mapped into the highest leaf of $F^u_0$ by $\tilde{\tau}^u_0$. A bridge $C_t$ of $\Gamma_0 \cap J_0$ is given similarly. By (4.3), if we choose $B_0, C_0$ sufficiently small, then $\tau(\tilde{\tau}^u_0(\Lambda_0 \cap B_0)) \cdot \tau(\tilde{\tau}^s_0(\Gamma_0 \cap C_0)) > 1$ holds. From the continuity of dynamically defined Cantor sets, we have

$$\tau(\tilde{\tau}^u_t(\Lambda_t \cap B_t)) \cdot \tau(\tilde{\tau}^s_t(\Gamma_t \cap C_t)) > 1$$

for any $t$ sufficiently close to 0, where $B_t$ and $C_t$ are the continuations of the bridges based at $B_0, C_0$, respectively. Thus, gap lemma shows that $\tilde{\tau}^u_t(\Lambda_t \cap B_t) \cap \tilde{\tau}^s_t(\Gamma_t \cap C_t) \neq \emptyset$. Then, any point $r_t \in \tilde{\tau}^u_t(\Lambda_t \cap B_t) \cap \tilde{\tau}^s_t(\Gamma_t \cap C_t)$ is a tangency of a $\Lambda_t$-leaf $l^u_t$ of $F^u_t$ and a $\Gamma_t$-leaf $l^s_t$ of $G^s_t$. Note that $r_t$ is not a continuation on $t$, but one can suppose that each $r_t$ is contained in an arbitrarily small neighbourhood of $r_0$ by taking the bridges $B_0, C_0$ sufficiently small. Since $r_0$ is assumed to be a quadratic tangency, the leaves of $F^u_0$ and $G^s_0$ containing $r_0$ have distinct curvatures at $r_0$. From the continuity of the curvatures of leaves of compatible foliations and the closeness of $r_t$ to $r_0$, one can suppose that the curvatures of $l^u_t$ and $l^s_t$ at $r_t$ are mutually distinct. This means that $r_t$ is a quadratic tangency.

Thus, we have shown that $W^u(\Lambda_t)$ and $W^s(\Gamma_t)$ have persistent quadratic tangencies $r_t$ under assumption (4.4). But, we have not shown yet that $r_t$ are contact-making (or breaking). For the proof, we need the accompanying lemma given in the following section.

### 4.3. Accompanying lemma

We still work with the notation and situation of the previous sections. Suppose furthermore that there exist continuations of saddle fixed points $\hat{p}_t, \hat{q}_t$ of $\psi_t$ other than $p_t, q_t$ such that
Lemma 4.1 (Accompanying lemma). For any \( \delta_1 > 0 \), there exists an integer \( j_1 > 0 \) and \( \varepsilon_0 > 0 \) such that any continuation \( \{ \eta^u_0 \} \) of crossing points of \( \sigma \) and \( \Lambda_j \)-leaves of \( \mathcal{F}^{(k,s+j)}_t \)
satisfies
\[ \left\| \frac{d\eta^u}{dt}(t) - \frac{d\eta^s}{dt}(t_0) \right\| < \delta_1 \] (4.5)
if \( j \geq j_1 \) and \( |t - t_0| < \epsilon_0 \).

The proof of this lemma is rather technical, so we defer it to the appendix. The point \( a_i \) is connected directly to \( \tilde{p}_i \) along \( W^u_{\Lambda_1}(\tilde{p}_i) \). This implicitly suggests that \( da_i/dt \) and hence \( d\eta^u_j/dt \) may be estimated from the behaviour of \( \tilde{p}_i \).

5. Proof of theorem A

5.1. Outline of the proof

We outline here the proof of theorem A. Suppose that \( \varphi \in \text{Diff}^{\infty}(\mathbb{R}^2) \) and \( \{\varphi_{\mu, \nu}\} \subset \text{Diff}^{\infty}(\mathbb{R}^2) \) satisfy the conditions of theorem A. That is, \( \varphi = \varphi_{0,0} \) is a diffeomorphism with a dissipative and linearizable saddle fixed point \( p \) and such that \( W^u(p) \) and \( W^s(p) \) have a cubic homoclinic tangency \( q \) which unfolds generically with respect to \( \{\varphi_{\mu, \nu}\} \). Our proof consists of the three steps:

(i) there is a renormalization at cubic homoclinic tangencies whose limit dynamics is the cubic map,

(ii) this map is conjugate to an \( N \)-map and

(iii) the \( N \)-map has Cantor invariant sets with arbitrarily large thickness,

which is the cubic tangency version of Paris–Takens theory [28] for one-parameter family of diffeomorphisms with a quadratic tangency unfolding generically.

Let \( \{\mu, \nu\} \) be a continuation of saddle fixed points of \( \varphi_{\mu, \nu} \) with \( p_{0,0} = p \). For a sufficiently large integer \( k \geq 0 \), \( \varphi_{\mu, \nu}^{k} \) has an invariant set (see figure 3(b)) containing \( p_{\mu, \nu} \) which defines a continuation of basic sets \( \Lambda_{\mu, \nu}^{\text{out}} \) of \( \varphi_{\mu, \nu} \). From the continuity of a dynamically defined Cantor set, there exists \( \alpha > 0 \) with \( \tau(\Lambda_{\mu, \nu}^{\text{out}} \cap W^s(p_{\mu, \nu})) > \alpha \) for any \((\mu, \nu)\) near \((0, 0)\), see lemma 1.3.

In section 2.1, we renormalize \( \varphi_{\mu, \nu} \) in a small neighbourhood of \( q \) by using a sequence of \( C^4 \)-diffeomorphisms \( \Phi_n \) and that of reparametrizations \( \Theta_n \) so that the diffeomorphisms \( \psi_{\mu, \nu} \) on \( \mathbb{R}^2 \) with \( \psi_{\mu, \nu}^{n}(\tilde{x}, \tilde{y}) = \Phi_n^{-1} \circ \varphi_{\mu, \nu}^{n} \circ \Phi_n(\tilde{x}, \tilde{y}) \) C\(^3\)-converge to the endomorphism \( \psi_{\mu, \nu} \) with \( \psi_{\mu, \nu}(\tilde{x}, \tilde{y}) = (\tilde{x}, F_{\mu, \nu}(\tilde{y})) \) as \( n \to \infty \), where \( N \) is some fixed positive integer, \( F_{\mu, \nu} \) is the cubic map with \( F_{\mu, \nu}(\tilde{y}) = -\tilde{y}^3 + \mu\tilde{y} + \nu \) and \((\mu, \nu) = \Theta_n^{-1}(\mu, \nu)\), see lemma 2.1. We note that \( \psi_{\mu, \nu} \) has two fixed points \( P_{\mu, \nu}^{\pm} \) equal to \((\mp 2, \pm 2)\) for any \((\mu, \nu)\) near \((3, 0)\). In particular, when \((\mu, \nu) = (3, 0)\), \( W^u(P_{3,0}^{+}) \) is equal to \( W^u(P_{3,0}^{-}) \) and it has quadratic tangencies with \( W^s(P_{3,0}^{-}) \) and \( W^s(P_{3,0}^{+}) \), see figure 13. Moreover, for any even number \( m \geq 6 \), each \( \psi_{\mu, \nu} \) has a basic set \( \Lambda_{\mu, \nu}^{m, \text{out}} \) and a saddle periodic point \( Q_{\mu, \nu}^{m, \text{out}} \) converging uniformly to a certain basic set \( \Lambda_{\mu, \nu}^{0, \text{out}} \) and a saddle periodic point \( Q_{\mu, \nu}^{0, \text{out}} \) of \( \psi_{\mu, \nu} \), respectively, as \( n \to \infty \), see figure 14.

To see that the inequality condition corresponding to (4.4) holds, we need to show that
\[ \tau(\Lambda_{\mu, \nu}^{m, \text{out}} \cap W^u(Q_{\mu, \nu}^{m, \text{out}})) > 1/\alpha \] In fact, this inequality is derived from the limit inequality
\[ \tau(\Lambda_{\mu, \nu}^{m, \text{out}} \cap W^u(Q_{\mu, \nu}^{m, \text{out}})) > 1/\alpha \] when \( n \) is sufficiently large and \((\mu, \nu)\) is sufficiently close to \((3, 0)\). This is accomplished by the two facts that (i) the function \( F_{1,0} \) on \([-2, 2]\) is conjugate to the \( N \)-map \( S \) on \([-3/2, 3/2]\) defined in 3.1 via the homeomorphism \( h : [-3/2, 3/2] \to [-2, 2] \) with \( h(x) = 2 \sin(\pi x/3) \) (proposition 3.2) and (ii) the dynamically defined Cantor set \( K_m \) in \([-3/2, 3/2]\) for \( S \) corresponding to \( \Lambda_{\mu, \nu}^{0, \text{out}} \) satisfies \( \lim_{m \to \infty} \tau(K_m) = \infty \) (lemma 3.1(iv)). Thus, for any sufficiently large even number \( m \), we have the inequality
\[ \tau(\Lambda_{\mu, \nu}^{m, \text{out}} \cap W^u(p_{\mu, \nu})) \cdot \tau(\Lambda_{\mu, \nu}^{m, \text{out}} \cap W^u(Q_{\mu, \nu}^{m, \text{out}})) < 1 \] corresponding to (4.4).
Cubic homoclinic tangencies

one can choose a stable foliation \( G \) integer, we have two foliations two these illustrate in figure 12. the first column, and the corresponding pairs of notations given in section 4 are listed in the second column of table 1.

The above basic sets/foliations and related saddle points in this section are listed as pairs in table 1 which may be helpful in reading the remaining parts of this section.

Table 1. Correspondence between the pairs of basic sets/foliations and related saddle points in the general case and those in the concrete case.

| Sections 5.1 and 5.3 | Section 4.3 |
|----------------------|-------------|
| \((\Lambda_{\mu,\nu}^{\text{int}}, p_{\mu,\nu})\) | \((A_1, \tilde{p}_1)\) |
| \((\Lambda_{\mu,\nu}^{\text{loc}}, G_{\mu,\nu}^{\text{loc}})\) | \((\Gamma_{\tilde{\nu}}, \bar{q}_{\tilde{\nu}})\) |
| \((G_{\mu,\nu}^{(i)}, \bar{p}_{\mu,\nu}^{(i)})\) | \((F_{\mu,\nu}^{(i)}, \bar{p}_i)\) |
| \((G_{\mu,\nu}^{(i)}, \bar{p}_{\mu,\nu}^{(i)})\) | \((\hat{G}_{\mu,\nu}^{(i)},\hat{\tilde{q}}_i)\) |

In section 5.2, we will show that, for an unstable foliation \( F_{\mu,\nu} \) compatible with \( \Lambda_{\mu,\nu}^{\text{int}} \), \( W^s(P_{\mu,\nu}^+) \backslash \{P_{\mu,\nu}^+\} \) has a subarc crossing \( F_{\mu,\nu}^{(\text{int})} = \psi_{\nu,\bar{\nu}}^{k_0} (F_{\mu,\nu}^u) \) exactly, where the \( \Phi^{-1}_n \)-image of \( F_{\mu,\nu}^u \) is also denoted by the same notation. Thus, if \( i \) is sufficiently greater than \( k_0 \), a small neighbourhood of \( F_{\mu,\nu}^{(i)} \) in the \( x\bar{y} \)-plane contains \( W_{1\text{pc}}^u \backslash \{P_{\mu,\nu}^+\} \), see figure 12. On the other hand, one can choose a stable foliation \( G_{\mu,\nu}^{(i)} \) compatible with \( \Lambda_{\mu,\nu}^{\text{int}} \), so that both \( W^s(P_{\mu,\nu}^+) \backslash \{P_{\mu,\nu}^+\} \) and \( W^u(P_{\mu,\nu}^+) \backslash \{P_{\mu,\nu}^+\} \) have subarcs crossing \( G_{\mu,\nu}^{(i)} \) exactly. Thus, for any sufficiently large integer, we have two foliations \( G_{\mu,\nu}^{(i)} \) obtained by shortening the leaves of \( \psi_i^{-2} (G_{\mu,\nu}^{(i)}) \) as illustrated in figure 12.

Let us here give table 1 which may be helpful in reading the remaining parts of this section. The above basic sets/foliations and related saddle points in this section are listed as pairs in the first column, and the corresponding pairs of notations given in section 4 are listed in the second column of table 1.

For any \( n \) not less than some integer \( n_0 > 0 \), there exists \((\tilde{\mu}_1, \tilde{\nu}_1)\) near \((3, 0)\) such that the highest (respectively lowest) leaves of \( F_{\mu_1,\nu_1}^{(\text{int})} \) and \( G_{\mu_1,\nu_1}^{(\text{int})} \) (respectively \( G_{\mu_1,\nu_1}^{(\text{int})} \)) have a quadratic tangency. Here, we use the fact that our family \( \{\varphi_{\mu,\nu}\} \) has twoo parameters essentially to obtain these two quadratic tangencies simultaneously. As seen in section 4.2, for any \((\bar{\mu}, \bar{\nu})\) in a sufficiently small open neighbourhood \( N_\theta \) of \((\mu_1, \nu_1)\), \( F_{\mu,\nu}^{(\text{int})} \) and \( G_{\mu,\nu}^{(\text{int})} \) have a quadratic tangency \( r_{\mu,\nu}^{(\text{int})} \) (respectively \( r_{\mu,\nu}^{(\text{int})} \)). From the definition of \( \Theta_\theta \), we know that \( \Theta_\theta(N_\theta) \) converges to the origin \( 0 \) of the \( \mu \nu \)-plane as \( n \to \infty \). Thus, \( O = \bigcup_{n \geq n_0} \Theta_\theta(N_\theta) \) is an open set with \( Cl(O) \ni 0 \).
For any \((\tilde{\mu}, \tilde{\nu}) \in \mathcal{N}_n\), consider a regular curve \(c : (-\delta, \delta) \rightarrow \Theta_n(\mathcal{N}_n)\) such that \(\tilde{c}(t) = \Theta_n^{-1} \circ c(t) = (\tilde{\mu}, \tilde{\nu} + t)\) for a small \(\delta > 0\). For any \(t_0 \in (-\delta, \delta)\) and \(\bullet : \Theta_n(\mathcal{N}_n)\), let \(\{\eta^{(\bullet)}_i\}, \{\eta^{(\bullet)}_i\}\) be continuations based on the quadratic tangency \(r^{\bullet}_{\tilde{c}(t_0), n}\) defined as in section 4.3 with respect to the vertical segment \(\sigma^*\) passing through \(r^{\bullet}_{\tilde{c}(t_0), n}\). By using the accompanying lemma (lemma 4.1), we show in section 5.3 that the velocity vectors of \(\eta^{(\bullet)}_i\) and \(\eta^{(\bullet)}_i\) satisfy \(d\eta^{(\bullet)}_i/\partial t(t_0) - d\eta^{(\bullet)}_i/\partial t(t_0) \approx (0, 9/10)\). This implies that \(r^{\bullet}_{\tilde{c}(t_0), n}\) is a contact-making tangency and \(r^{\bullet}_{\tilde{c}(t_0), n}\) is a contact-breaking tangency with respect to the one-parameter family \(\{\psi(t), n\}\) and hence to \(\psi(t)\). This ends the outline of the proof which will be given in the following sections.

5.2. Basic sets with large stable thickness

Now we begin full-fledged discussions to show theorem A from this section.

Let \(\{\psi_{\tilde{\mu}, \tilde{\nu}}\}\) be any two-parameter family of diffeomorphisms on the plane satisfying the conditions in setting 1.1. For any \(n \geq 0\) and \((\tilde{\mu}, \tilde{\nu}) \in \Sigma = \{0, 4\} \times [-1, 1]\), let \(\psi_{\tilde{\mu}, \tilde{\nu}, n}\) be the diffeomorphism on the plane defined by

\[
\psi_{\tilde{\mu}, \tilde{\nu}, n}(x, y) = \Phi_n^{-1} \circ \psi_{\tilde{\mu}, \tilde{\nu}, n} \circ \Phi_n(x, y). \tag{5.1}
\]

By lemma 2.1, the sequence \(\{\psi_{\tilde{\mu}, \tilde{\nu}, n}\}\) \(C^1\)-converges as \((\tilde{x}, \tilde{y}, \tilde{\mu}, \tilde{\nu})\)-functions to the endomorphism \(\psi_{\tilde{\mu}, \tilde{\nu}}\) defined by \(\psi_{\tilde{\mu}, \tilde{\nu}}(x, y) = (\tilde{y}, \tilde{F}_{\tilde{\mu}, \tilde{\nu}}(\tilde{y}))\), where

\[
F_{\tilde{\mu}, \tilde{\nu}}(\tilde{y}) = -\tilde{y}^3 + \tilde{\mu}\tilde{y} + \tilde{\nu}.
\]

**Proposition 5.1.** For any even number \(m \geq 6\), there exists a neighbourhood \(\mathcal{N}\) of \((3, 0)\) in \(\text{Int}(\Sigma)\) and an integer \(n_0 > 0\) satisfying the following conditions.

(i) For any \((\tilde{\mu}, \tilde{\nu}) \in \mathcal{N}\) and any integer \(n \geq n_0\), \(\psi_{\tilde{\mu}, \tilde{\nu}, n}\) has two 2-periodic points \(P_{\tilde{\mu}, \tilde{\nu}, n}\) and \(Q_{\tilde{\mu}, \tilde{\nu}, n}\) an m-periodic point \(Q_{\tilde{\mu}, \tilde{\nu}, n}\) and a Cantor invariant set \(\Lambda_{\tilde{\mu}, \tilde{\nu}, n}\) with \(\{P_{\tilde{\mu}, \tilde{\nu}, n}\}\rightarrow (\pm 2, \mp 2), \{Q_{\tilde{\mu}, \tilde{\nu}, n}\}\rightarrow (\mp \tilde{q}(m)), F(\tilde{q}(m)))\) and \(\{\Lambda_{\tilde{\mu}, \tilde{\nu}, n}\}\rightarrow \Lambda_{3,0} = \{(\tilde{y}, \tilde{F}(\tilde{y})) : \tilde{y} \in \tilde{K}_{n}\}\) as \((\tilde{\mu}, \tilde{\nu})\rightarrow (3, 0)\) and \(n\rightarrow \infty\), where \(F = F_{\tilde{\mu}, \tilde{\nu}}\) and \(\tilde{q} = \tilde{q}(m)\) is the m-periodic point of \(F\) given in proposition 3.3. Moreover, \(\Lambda_{\tilde{\mu}, \tilde{\nu}, n}\) is a basic set containing \(Q_{\tilde{\mu}, \tilde{\nu}, n}\).

(ii) For any \(n \geq n_0\), the stable thickness \(\tau_{\tilde{\mu}, \tilde{\nu}, n}\) of the Cantor set \(\Lambda_{\tilde{\mu}, \tilde{\nu}, n}\) \(W^n(\Lambda_{\tilde{\mu}, \tilde{\nu}, n})\) is greater than an arbitrarily given constant if we take \(m\) sufficiently large and \(\mathcal{N}\) sufficiently small.

**Proof.** The points \(P_{\pm 2}^\pm = (\mp 2, \pm 2)\) are 2-periodic saddle points for \(\psi_{3,0}\). Consider the arcs \(I_i = (\tilde{y}, \tilde{F}(\tilde{y})) : \tilde{y} \in h(I_i)\) \((i = 0, 1, \ldots, m - 1)\) contained in the cubic curve \(l = \text{Im}(\psi_{3,0})\) as in figure 13, where \(h\) is the homeomorphism given in the proof of proposition 3.2 and \(I_i\) are the intervals given in the proof of lemma 3.1. Note that the point \(Q_{3,0}^m = (\mp \tilde{q}(m)), F(\tilde{q}(m)))\) is an m-periodic of \(\psi_{3,0}\) contained in the boundary of \(\tilde{I}_{m-1}\).

Now, we show the existence of a basic set \(\Lambda_{\tilde{\mu}, \tilde{\nu}, n}\) satisfying the conditions as above by using arguments similar to those in proposition 1 in [28, section 6.3]. Take mutually disjoint and sufficiently thin neighbourhoods \(U_i\) of \(I_i\) \((i = 0, 1, \ldots, m - 1)\) such that, for any horizontal line \(y\) with \(y \cap U_i \neq \emptyset\), the intersection \(y \cap U_i\) consists of a single short segment. For each point \(p\) of \(U_{\tilde{\mu}, n} = \bigcup_{m=0}^n U_i\), we take the unstable cone so that it does not contain the horizontal direction. Moreover, when the point \(p\) is in the cubic curve \(l\), we take the unstable cone so that it contains the tangent direction of \(l\). By proposition 3.3(ii), the set \(\Lambda_{3,0}\) as above is an expanding hyperbolic set for \(\psi_{3,0}\). It follows that there exists an integer \(n(m) > 0\) and a constant \(C > 1\) such that for any \(p \in U_{\tilde{\mu}, n}\) with \(\psi_{3,0}(p) \in U_{\tilde{\nu}, n}\) for \(i = 1, \ldots, n(m)\), \(\|d\psi_{3,0}(p)\| \geq C\|n\|\) for any \(v\) in the unstable cone at \(p\). This implies that, for all sufficiently large integers \(n > 0\) and any \((\tilde{\mu}, \tilde{\nu})\) sufficiently close to \((3, 0)\), the vectors in the unstable cones are eventually
Figure 13. The case of $m = 6$.

Figure 14. The grey curve represents $W^s_{\text{loc}}(Q^m_{\bar{\mu}, \bar{\nu}, n})$. The short segments are leaves of $W^s_{\text{loc}}(\Lambda^m_{\bar{\mu}, \bar{\nu}, n})$.

growing with respect to $\psi_{\bar{\mu}, \bar{\nu}, n}$ if they do not leave $U_m$. The corresponding fact for the stable cones is evident. From these facts, we have a hyperbolic invariant set $\Lambda^m_{\bar{\mu}, \bar{\nu}, n}$ for $\psi_{\bar{\mu}, \bar{\nu}, n}$ in $U_m$ with $\{\Lambda^m_{\bar{\mu}, \bar{\nu}, n}\} \to \Lambda^m_{3, 0}$ and containing an $m$-periodic point $Q^m_{\bar{\mu}, \bar{\nu}, n}$, which converges to $Q^m_{3, 0}$ as $(\bar{\mu}, \bar{\nu}) \to (3, 0)$, $n \to \infty$. One can prove that the $\Lambda^m_{\bar{\mu}, \bar{\nu}, n}$ is a basic set by using the Markov partition for $\psi_{\bar{\mu}, \bar{\nu}, n}$ consisting of $m$ boxes which are near $U_m$, see [28, appendix 2] for details.

Assertion (ii) is verified by using proposition 3.3 (iii) together with the continuity of thickness (theorem 1 in [28, section 4.3]). □

By proposition 5.1, one can choose an even number $m \geq 6$, an open neighbourhood $N$ of $(3, 0)$ and an integer $n_0 > 0$ so that, for any $(\bar{\mu}, \bar{\nu}) \in N$, $n \geq n_0$ and $i \geq 0$,

$$\tau^m_{\bar{\mu}, \bar{\nu}, n} \geq \frac{2}{\alpha} \quad (5.2)$$

where $\alpha > 0$ is the constant given in lemma 1.3. The even number $m$ satisfying (5.2) is fixed throughout the remainder of this section. However, we may retake the neighbourhood $N$ of $(3, 0)$ by a smaller one and the integer $n_0$ by a larger one as needed.

For any sufficiently large integer $n > 0$, there exists a foliation $G^s_{\bar{\mu}, \bar{\nu}, n}$ compatible with $W^s_{\text{loc}}(\Lambda^m_{\bar{\mu}, \bar{\nu}, n})$ such that both $W^u(P^+_{\bar{\mu}, \bar{\nu}, n})$ and $W^u(P^-_{\bar{\mu}, \bar{\nu}, n})$ have subarcs crossing $G^s_{\bar{\mu}, \bar{\nu}, n}$ exactly, see figure 14. For any sufficiently large integer $i > 0$, one can have foliations $G^s_{\bar{\mu}, \bar{\nu}, n}$ obtained by shortening the leaves of $\psi_{\bar{\mu}, \bar{\nu}, n}^{-2i}(G^s_{\bar{\mu}, \bar{\nu}, n})$ so that each leaf of $\psi_{\bar{\mu}, \bar{\nu}, n}$ is contained
in a small neighbourhood of $\gamma$, respectively, where $\gamma$ are arcs in $W^s(P_{\bar{\mu},\bar{\nu}})$ such that the end points of $\gamma$ are close to $(-5/2, 2, 2)$ and those of $\gamma$ are close to $(-2, -2, 5/2, -2)$, see figure 15.

In any case that $\bar{\mu}, \bar{\nu}, n$ appear simultaneously, just for simplicity, $\Theta_\mu(\bar{\mu}, \bar{\nu})$ will be denoted by $(\mu, \nu)$. For a subset $\mathcal{A}$ of the $xy$-plane, the inverse image $\Phi^{-1}(\mathcal{A})$ in the $\bar{x}\bar{y}$-plane will also be denoted by $\mathcal{A}$.

Let $\Lambda^\mu_{\bar{\mu},\bar{\nu}}$ be the basic invariant set of $\psi_{\mu,\nu}$, and $\mathcal{O}_1$ the neighbourhood of $(0, 0)$ in the $\mu\nu$-plane given in lemma 1.3. We may assume that $\Theta_\nu(\mathcal{O}) \subset \mathcal{O}_1$ for any $n > m$. Let $F^\mu_{\bar{\mu},\bar{\nu}}$ be a foliation compatible with $W^u(\Lambda^\mu_{\bar{\mu},\bar{\nu}})$. As in the proof of proposition 1 in [28, section 6.4], there exists a compact arc $\sigma^\mu_{\bar{\mu},\bar{\nu}}$ in $W^u(P^\mu_{\bar{\mu},\bar{\nu}})$ containing $P^\mu_{\bar{\mu},\bar{\nu}}$ and converging as $n \to \infty$ to an arc in $W^u(P_{\mu,\nu})$ which contains at least one fundamental domain of $W^u(P_{\mu,\nu})$. Moreover, an argument as in [28, p 129, remark 1] shows that, for all sufficiently large $n$ and some $j > 0$, $\psi_{\mu,\nu}(\sigma^\mu_{\bar{\mu},\bar{\nu}})$ meets $F^\mu_{\bar{\mu},\bar{\nu}}$ non-trivially and transversely. From this fact together with the $\lambda$-lemma, one can have a foliation $F^\mu_{\bar{\mu},\bar{\nu}}$ obtained by shortening the leaves of $\psi^2_{\mu,\nu}(F^\mu_{\bar{\mu},\bar{\nu}})$ such that each leaf of $F^\mu_{\bar{\mu},\bar{\nu}}$ is contained in a small neighbourhood of a compact arc in $W^u(P^\mu_{\bar{\mu},\bar{\nu}})$ passing through $P^\mu_{\bar{\mu},\bar{\nu}}$ and ending at a point near $P^\mu_{\bar{\mu},\bar{\nu}}$ if $i$ is an integer sufficiently greater than $j$. Note that $W^u(P^\mu_{\bar{\mu},\bar{\nu}})$ has a subarc crossing $F^\mu_{\bar{\mu},\bar{\nu}}$ exactly, see figure 15 again.

5.3. Existence of persistent contact-making and breaking tangencies

In this section, we will benefit from the accompanying lemma in section 4.3. Table 1 in section 5.1 may be helpful for the reader to grasp the correspondence between our settings here and general settings in sections 4.2 and 4.3.

Recall that $P^3_{\bar{\mu},\bar{\nu}} = (\bar{x}^1, \bar{y}^1)$ are fixed points of the endomorphism $\psi^2_{\bar{\mu},\bar{\nu}}$ defined by

$$
\psi^2_{\bar{\mu},\bar{\nu}}(\bar{x}, \bar{y}) = (\phi_{\bar{\mu},\bar{\nu}}(\bar{x}), \phi_{\bar{\mu},\bar{\nu}}(\bar{y})).
$$

Thus,

$$
\bar{y}^1 = -(-\bar{y}^1 + \mu \bar{y}^1 + \bar{v}) + \bar{v}.
$$

By regarding $\bar{y}^1$ as functions of $(\bar{\mu}, \bar{v})$ satisfying the above equation and applying the implicit function theorem to $\bar{y}^1$, one can show that $\bar{\mu} = 3, \bar{v} = 0, \bar{y}^1 = \pm 2$ that

$$
\frac{\partial \bar{y}^1}{\partial \bar{\mu}} = \pm \frac{1}{4} \quad \text{and} \quad \frac{\partial \bar{y}^1}{\partial \bar{v}} = \frac{1}{10}.
$$

(5.3)
The critical points of $F_{\mu,0}(\tilde{y})$ are $c_{\mu,0}^{\pm} = \pm \sqrt{3}/3$. In the cases when $\tilde{y} = 0$ and $\mu = 3$, we have respectively,

$$F_{\mu,0}(c_{\mu,0}^{\pm}) = \pm \frac{2}{3\sqrt{3}} and F_{3,0}(c_{3,0}^{\pm}) = \tilde{y} = 2.$$ These imply that

$$\frac{d}{d\mu} F_{\mu,0}(c_{\mu,0}^{\pm}) \bigg|_{\mu=3} = \pm 1 and \frac{d}{d\tilde{y}} F_{3,0}(c_{3,0}^{\pm}) \bigg|_{\tilde{y}=0} = 1. \quad (5.4)$$

For a fixed $(\tilde{\mu}_0, \tilde{y}_0)$ near $(3, 0)$, let $r_{\tilde{\mu}_0, \tilde{y}_0}$ be a point in a $A_{\tilde{\mu}_0, \tilde{y}_0}$-leaf $l_{\tilde{\mu}_0, \tilde{y}_0}$ of $\Gamma^{(3,0)}_{\tilde{\mu}_0, \tilde{y}_0}$. Recall that, as was defined in section 4.1, $l_{\tilde{\mu}_0, \tilde{y}_0}$ being a $A_{\tilde{\mu}_0, \tilde{y}_0}$-leaf means that $l_{\tilde{\mu}_0, \tilde{y}_0}$ is contained in a leaf of $W^{s}(A_{\tilde{\mu}_0, \tilde{y}_0})$. Suppose that $\sigma$ is a short segment passing through $l_{\tilde{\mu}_0, \tilde{y}_0}$ and parallel to the $\tilde{y}$-axis. For any $\bar{\mu}$ near $\mu_0$, let $\eta_{\bar{\mu},0}$ be the intersection point of $\sigma$ and a $\bar{\mu}$-continuation $l_{\bar{\mu},0}$ of $W^{s}(A_{\tilde{\mu}_0, \tilde{y}_0})$ based at $l_{\mu_0, \tilde{y}_0}$, see figure 16. In particular, $\eta_{\mu_0,0} = r_{\mu_0, \tilde{y}_0}$. Then, the velocity vector $v_{\mu_0,0}^{\perp}(r_{\mu_0, \tilde{y}_0})$ of $\eta_{\mu_0,0}$ at $r_{\mu_0, \tilde{y}_0}$ is defined by

$$v_{\mu_0,0}^{\perp}(r_{\mu_0, \tilde{y}_0}) = \frac{d\eta_{\mu_0,0}}{d\mu}(\mu_0).$$

The velocity vector $v_{\bar{\mu},0}^{\perp}(r_{\bar{\mu},0})$ is defined similarly. Let $\{a_{\bar{\mu},0,0}\}_{n}$ be a sequence of the intersection points of $\sigma$ and $W^{s}(P_{\bar{\mu},0})$, which $C^{1}$-converges to a point $a_{\mu_0,0} \in W^{s}(P_{\mu_0,0}) \cap \sigma$ as $n \to \infty$. Since $W^{s}(P_{\mu_0,0})$ is the horizontal line passing through $P_{\mu_0,0}$, the $\tilde{y}$-entry of the coordinate of $a_{\mu_0,0}$ is $S_{1}(\mu_0, \tilde{y}_0)$. It follows from this fact and (5.3) that

$$v_{\mu}^{\perp}(r_{\mu_0,0}) \approx \frac{d\tilde{y}_{\mu_0,0}}{d\mu}(\mu_0) \approx \frac{d\tilde{y}_{\mu_0,0}}{d\mu}(\mu_0) \approx \left(0, \frac{1}{4}\right),$$

where the first approximation is given by the accompanying lemma (lemma 4.1). Similarly, for any point $r$ in a $A_{\bar{\mu},0}$-leaf of $\Gamma^{(3,0)}_{\bar{\mu},0}$ (respectively $\Gamma^{(3,0)}_{\bar{\mu},0}$), the accompanying lemma together with (5.3) implies

$$v_{\mu_0}^{\perp}(r) \approx \left(0, \frac{1}{4}\right) \quad (0, -\frac{1}{4}) \quad (5.5)$$

For any point $r_{\tilde{\mu}_0,0}$ of $A_{\tilde{\mu}_0,0}$-leaf $l_{\tilde{\mu}_0,0}$ of $\Gamma^{(3,0)}_{\tilde{\mu}_0,0}$, the velocity vector $v_{\tilde{\mu}_0,0}^{\perp}(r_{\tilde{\mu}_0,0})$ (respectively $v_{\tilde{\mu}_0,0}^{\perp}(r_{\tilde{\mu}_0,0})$) can be defined in the same manner as above by using the intersection point $\eta_{\tilde{\mu}_0,0}$ (respectively $\eta_{\tilde{\mu}_0,0}$) of a short vertical segment $\sigma$ passing through $r_{\tilde{\mu}_0,0}$ and a $\tilde{\mu}$-continuation $l_{\tilde{\mu}_0,0}$ (respectively a $\tilde{y}$-continuation $l_{\tilde{\mu}_0,0}$) based at $l_{\tilde{\mu}_0,0}$. Let $b_{\tilde{\mu},0}$ be the maximal (respectively minimal) point of the highest (respectively lowest) leaf of $\Gamma^{(3,0)}_{\tilde{\mu},0}$. Let $r$ be any point in $A_{\tilde{\mu},0}$-leaf of $\Gamma^{(3,0)}_{\tilde{\mu},0}$ near $b_{\tilde{\mu},0}$ (respectively $b_{\tilde{\mu},0}$). Again, by the accompanying lemma together with (5.4),

$$v_{\mu_0}^{\perp}(r), v_{\mu_0}^{\perp}(r) \approx (0, 1) \quad \text{respectively} \quad v_{\mu_0}^{\perp}(r) \approx (0, -1), v_{\mu_0}^{\perp}(r) \approx (0, 1). \quad (5.6)$$

Figure 17 illustrates the approximations (5.5) and (5.6).
Lemma 5.2. For a sufficiently small $\varepsilon > 0$, suppose that $\tilde{c} : (-\varepsilon, \varepsilon) \to \mathbb{R}^2$ is the parametrization of the curve in the $\hat{x}\tilde{y}$-plane such that $\tilde{c}(t) = (\hat{\mu}, t + \hat{\nu})$. Let $r$ be a tangency of a $\Lambda^m_{(b)}$, leaf of $\mathcal{F}^{\nu(t)}$, and a $\Lambda^m_{(b),n}$-leaf of $\mathcal{G}^{\nu(t)}$, for some $t_0 \in (-\varepsilon, \varepsilon)$. Then, the following conditions (i) and (ii) hold.

(i) If the position of $r$ is sufficiently close to $b^+_e$, then $r$ is a contact-making tangency with respect to $\{\psi^{(t)}_{e,n}\}$.

(ii) If the position of $r$ is sufficiently close to $b^-_e$, then $r$ is a contact-breaking tangency with respect to $\{\psi^{(t)}_{\kappa,e}\}$.

Proof.

(i) Suppose that $r$ is sufficiently close to $b^+_e$. If necessary reparametrizing $c$, one can suppose that $t_0 = 0$ and hence $c(t_0) = c(0) = (\hat{\mu}, \hat{\nu})$. By (5.5) and (5.6), $v_\mu = \lim_{\Delta t \to 0, R} c(\Delta t)$.

For any sufficiently small $\Delta t > 0$, let $\tilde{r}$ be a short vertical segment in the $\tilde{x}\tilde{y}$-plane such that, for the $t$-continuations $\tilde{\nu}_{(e)}$, $\tilde{\nu}_{(\kappa,e)}$, and $\tilde{\nu}_{(\kappa,\kappa)}$, the maximum value among all short vertical segments near $\sigma$. Since leaves of $\mathcal{F}^{\nu(t)}$ and $\mathcal{G}^{\nu(t)}$ vary $C^1$ with respect to $t$ and the $\sigma$-direction, the move from $l^{\nu(t)}$ to $l^{\nu(t)+\Delta t}$ and that from $l^{\nu(t)}$ to $l^{\nu(t)+\Delta t}$ are well approximated by parallel translations in a small neighborhood of $r$. This implies that $\tilde{\nu}_{\mu} - \tilde{\nu}_{\nu} = O(\Delta t)$.

As was seen in section 4.2, $r$ is a quadratic tangency and hence we may assume that the curvature of $l^{\nu(t)}$ at $r$ is greater than that of $l^{\nu(t)}$. From the continuity of the curvatures of leaves of compatible foliations, one can suppose that the infimum of the curvatures of $l^{\nu(t)}$ in a small neighborhood $N(r)$ of $r$ is greater than the supremum of those of $l^{\nu(t)+\Delta t}$ for any sufficiently small $\Delta t > 0$. This shows that $l^{\nu(t)}$ meets $l^{\nu(t)+\Delta t}$ transversely in $N(r)$.

Now, we consider the case in which $\Delta t < 0$. By an argument similar to that above, it is shown that $l^{\nu(t)} \cap l^{\nu(t)+\Delta t} \cap N(r) = \emptyset$ when $|\Delta t|$ is sufficiently small, see figure 18(b). Here, a
short vertical segment $\hat{\sigma}$ is taken so that $\text{dist}(\hat{\eta}^u_{\epsilon(\Delta)}, \hat{\eta}^l_{\epsilon(\Delta)})$ has the minimum value among all short vertical segments near $\sigma$.

It follows that $r$ is a contact-making tangency with respect to $\{\psi_{\epsilon(t)}, n\}$.

(ii) Next, we suppose that $r$ is close to $b^-_{\epsilon(t), n}$. The situation in the case of $\Delta t > 0$ (respectively $\Delta t < 0$) is shown by turning figure 18(b) (respectively figure 18(a)) upside down. This proves that $r$ is a contact-breaking tangency with respect to $\{\psi_{\epsilon(t)}, n\}$.

5.4. Proof of theorem A

With the notation and definitions as above, we prove theorem A.

For a fixed $\tilde{\mu} \geq \mu_0$ with $\tilde{f}(\tilde{\mu}) = \tilde{v}_0$ such that the highest leaves of $G^{(i), +}_{\mu, \tilde{f}(\tilde{\mu}), n}$ and $F^{(i)}_{\mu, \tilde{f}(\tilde{\mu})}$ keep the tangency.

Lemma 5.3. The function $\tilde{f}$ is strictly decreasing.

Proof. By (5.5) and (5.6), for any sufficiently small $\Delta \tilde{\mu}, \Delta \tilde{v}$, the height of the highest leaf of $F^{(i)}_{\mu + \Delta \tilde{\mu}, \tilde{f}(\tilde{\mu})}$ (respectively $G^{(i), +}_{\mu, \Delta \tilde{\mu}, \tilde{v}, \tilde{\eta}, n}$) in a small neighbourhood of $b^+_{\epsilon(t), \tilde{v}, n}$ relative to that of $F^{(i)}_{\mu, \tilde{f}(\tilde{\mu})}$ (respectively $G^{(i), +}_{\mu, \tilde{f}(\tilde{\mu}), n}$) is $\Delta \tilde{\mu} + \Delta \tilde{v}$ (respectively $\Delta \tilde{v}/4 + \Delta \tilde{v}/10$) approximately. Then, from the definition of $\tilde{f}$,

$$\Delta \tilde{\mu} + \Delta \tilde{f}(\tilde{\mu}) \approx \frac{1}{4} \Delta \tilde{\mu} + \frac{1}{10} \Delta \tilde{\mu},$$

where $\Delta \tilde{f}(\tilde{\mu}) = \tilde{f}(\tilde{\mu} + \Delta \tilde{v}) - \tilde{f}(\tilde{\mu})$. It follows that $\Delta \tilde{f}(\tilde{\mu}) \approx -5\Delta \tilde{\mu}/6 < 0$ for any $\Delta \tilde{\mu} > 0$. Thus, $\tilde{f}$ is strictly decreasing.

Proof of theorem A. By lemma 5.3, the level of $b^-_{\mu, \tilde{f}(\tilde{\mu}), n}$ is also strictly decreasing. More strictly, the proof of the lemma implies that the difference in the level is approximated by $-\Delta \tilde{\mu} - 5\Delta \tilde{\mu}/6 = -11\Delta \tilde{\mu}/6$. Thus, we have $(\tilde{\mu}_1, \tilde{v}_1) = (\tilde{\mu}_1, \tilde{f}(\tilde{\mu}_1)) \in N$ such that not only the highest leaves of $G^{(i), +}_{\mu, \tilde{f}(\tilde{\mu}), n}$ and $F^{(i)}_{\mu, \tilde{f}(\tilde{\mu})}$ but also the lowest leaves of $G^{(i), -}_{\mu, \tilde{f}(\tilde{\mu}), n}$ and $F^{(i)}_{\mu, \tilde{f}(\tilde{\mu})}$ admit tangencies, see figure 19.
Figure 19. The highest leaves of $G_{\mu_1,\nu_1,n}$ and $F_{\mu_1,\nu_1}$ have a tangency at the right upper bullet. The lowest leaves of $G_{\mu_1,\nu_1,n}$ and $F_{\mu_1,\nu_1}$ have a tangency at the left lower bullet.

By lemma 1.3 and (5.2),

$$\tau(\Lambda_{\mu_1,\nu_1} \cap W^s(\mu_1,\nu_1)) \cdot \tau_{\mu_1,\nu_1} > 1.$$  

As seen in section 4.2, the standard theory of Newhouse [26] and Palis–Takens [28] implies the existence of an open neighbourhood $N_n \subset N$ of $(\bar{\mu}_1, \bar{\nu}_1)$ such that, for any $(\bar{\mu}, \bar{\nu}) \in N_n$, $G_{\bar{\mu},\bar{\nu},n}$ and $F_{\bar{\mu},\bar{\nu}}$ also have, respectively, a $\Lambda_{\bar{\mu},\bar{\nu}}$-leaf and a $\Lambda_{\mu,\nu}$-leaf admitting a quadratic tangency $\hat{b}_{\mu,\nu,n}$ near $b_{\mu,\nu,n}$. For any $(\bar{\mu}, \bar{\nu}) \in N_n$, the vertical curve $\bar{c} : (-\epsilon, \epsilon) \to N_n$ defined by $\bar{c}(t) = (\bar{\mu}, t + \bar{\nu})$ for a small $\epsilon > 0$. By lemma 5.2, for any $t \in (-\epsilon, \epsilon)$, $\hat{b}_{\bar{c}(t),n}$ is a contact-making tangency and $\hat{b}_{\bar{c}(t),n}$ is a contact-breaking tangency with respect to $\psi_{\bar{c}(t),n}$.

By lemma 2.1 (ii), the union $O = \bigcup_{n=0}^{\infty} \Theta_n(N_n)$ is an open set in the $\mu\nu$-plane with $\text{Cl}(O) \ni (0, 0)$. For any $(\mu, \nu) \in \Theta_n(N_n)$, let $c : (-\epsilon, \epsilon) \to O$ be the curve defined by $c(t) = \Theta_n(\bar{c}(t))$. By relation (5.1), tangencies of $\psi_{c(t),n}$ are transformed to those of $\psi_{\bar{c}(t),n}$. Thus, the one-parameter family $\{\psi_{c(t)}\}$ exhibits both persistent contact-making and contact-breaking tangencies. This completes the proof.

6. Proof of theorem B

In this section, we prove the second main theorem. Our proof is based on results in Wang–Young [35].

6.1. Strange attractors and SRB measures

First of all, we recall the definitions of strange attractors and SRB measures.

**Definition 6.1.** An invariant set $\Omega$ of a two-dimensional diffeomorphism is called a strange attractor if it satisfies the following conditions.

- There exists a saddle point $p \in \Omega$ such that the unstable manifold $W^u(p)$ has dimension 1 and $\text{Cl}(W^u(p)) = \Omega$. 

In this section, we prove the second main theorem. Our proof is based on results in Wang–Young [35].
There exists an open neighbourhood $U$ of $\Omega$ such that $\{f^n(U)\}_{n=1}^\infty$ is a decreasing sequence with $\Omega = \bigcap_{n=1}^\infty f^n(U)$.

There exists a point $z_0 \in \Omega$ whose positive orbit is dense in $\Omega$ and a non-zero vector $v_0 \in T_{z_0}(\mathbb{R}^2)$ with
\[
\|d\varphi^n_{z_0}(v_0)\| \geq e^{\alpha n} \|v_0\|
\]
for any integer $n \geq 0$ and some constant $c > 0$.

We say that $\varphi$ has a positive Lyapunov exponent at $z_0$ if there exists a non-zero vector $v_0 \in T_{z_0}(\mathbb{R}^2)$ satisfying inequality (6.1). A $\varphi$-invariant, Borel probability measure $\mu$ with $\text{supp}(\mu) = \Omega$ is called an SRB measure supporting $\Omega$ if $\varphi$ has a positive Lyapunov exponent $\mu$-almost everywhere and the conditional measures of $\mu$ on unstable manifolds are absolutely continuous with respect to the Lebesgue measure on these manifolds.

### 6.2. Wang–Young’s theorems for the existence of strange attractors

For closed intervals $I, J$, consider a two-parameter family of $C^4$-diffeomorphisms $T_{\alpha, \beta} : [-1, 1] \times I \rightarrow \mathbb{R}^2$ depending on the parameters $(\alpha, \beta) \in J \times (0, 1]$. Furthermore, we suppose that $T_{\alpha, \beta}$ has the form
\[
T_{\alpha, \beta} : (x, y) \mapsto (\beta u(x, y, \alpha, \beta), F(x, y, \alpha) + \beta v(x, y, \alpha, \beta)),
\]
where the $C^1$-norms of $u, v$ are uniformly bounded as maps of $x, y, \alpha$ for all $\beta \in (0, 1]$. Let $F_\alpha : I \rightarrow \mathbb{R}$ be the function defined by $F_\alpha(y) = F(0, y, \alpha)$ and $C_\alpha$ the critical point set $\{y \in I : F'_\alpha(y) = 0\}$ of $F_\alpha$. In the case that $F_\alpha(y) = 1 - \alpha y^2$, the family $[T_{\alpha, \beta}]$ is well known as a quadratic Hénon-like family, see [1, 25] and [28, section 6.3]. When $[F_\alpha]$ is a family of cubic polynomials, we say that the family $[T_{\alpha, \beta}]$ is cubic polynomial-like.

Now, we consider the case in which $F_\alpha(I) \subset I$ and $C_\alpha$ consists of continuations $c^{(1)}_u, \ldots, c^{(n)}_u$. Then, the complement $I \setminus C_\alpha$ consists of the continuations of the intervals $I^{(1)}_u, \ldots, I^{(n)}_u$. We say that $p \in I$ has the same symbolic dynamics with respect to $F_\alpha$ as that of $q \in I$ with respect to $F_\alpha$ if they have the same itinerary. That is, for any integer $k \geq 0$, $F^k_u(p) \in I^{(j)}_u$ (respectively $F^k_{\alpha}(q) \in I^{(j)}_{\alpha}$) if and only if $F^k_u(q) \in I^{(j)}_{\alpha}$ (respectively $F^k_{\alpha}(q) \in c^{(j)}_u$).

**Definition 6.2.** We say that the family $[T_{\alpha, \beta}]$ satisfies the Wang–Young condition if the following three conditions (a)–(c) hold for some $\alpha_* \in J$. These conditions correspond to steps I, II and IV in [35, section 1.1], respectively (see also [35, section 1.5]). (The two-parameter family $T_{\alpha, \beta}$ as above satisfies the condition corresponding to step III in [35] by itself.)

(a) The image $F_{\alpha_*}(I)$ is contained in the interior $\text{Int}(I)$, and $F_{\alpha_*}$ satisfies the Misiurewicz conditions on $I$, that is, (i) $F''_{\alpha_*}(y) \neq 0$ for all $y \in C_{\alpha_*}$, (ii) $F_{\alpha_*}$ has negative Schwarzian derivative on $I \setminus C_{\alpha_*}$, (iii) there exists no element $y \in I$ with $F''_{\alpha_*}(y) = y$ and $|F''_{\alpha_*}(y)| \leq 1$ for any $m > 0$ and (iv) $\inf_{m>0} \text{dist}(F''_{\alpha_*}(y), C_{\alpha_*}) > 0$ for all $y \in C_{\alpha_*}$.

(b) The one-parameter family $\{F_{\alpha_*}\}$ satisfies the transversality condition at $\alpha = \alpha_*$, that is,
\[
\frac{d}{d\alpha} \rho(\alpha) = \left. \frac{d}{d\alpha} F_{\alpha_*(\alpha)}(\alpha) \right|_{\alpha = \alpha_*},
\]
for any continuation of critical points $y(\alpha) \in C_{\alpha}$, where $\rho(\alpha)$ is a unique point of $I$ which has the same symbolic dynamics with respect to $F_{\alpha_*}$ as that of $F_{\alpha_*(\alpha)}(\alpha)$ with respect to $F_{\alpha_*}$. 
(c) The function $F_{\alpha_s}$ satisfies the non-degeneracy condition, that is,
\[
\frac{\partial}{\partial x} F(0, y, \alpha_s) \neq 0 \quad \text{whenever} \quad F_{\alpha_s}(y) = 0.
\]

The main theorems in Wang–Young [35] are summarized as follows.

**Theorem 6.3 ([35]).** If a two-parameter family $T_{\alpha, \beta}$ as above satisfies the Wang–Young condition, then there exists a positive measure set $\Delta \subset J \times (0, 1]$ satisfying the following conditions.

(i) For all sufficiently small $\beta > 0$, $\Delta_\beta := \{\alpha \in J; (\alpha, \beta) \in \Delta\}$ has positive one-dimensional Lebesgue measure.

(ii) For any $(\alpha, \beta) \in \Delta$, $T_{\alpha, \beta}$ exhibits a strange attractor $\Omega_{\alpha, \beta}$ supported by an SRB measure.

**Remark 6.4.** In fact, theorems 1.1–1.7 in [35] imply that the strange attractors $\Omega_{\alpha, \beta}$ have extra properties other than those in section 6.1.

### 6.3. Outline of the proof of theorem B

We work with the notation and terminologies given in section 2.1, but consider parameters $(\mu, \nu)$ only contained in $\Sigma_0 = J \times [0, 1]$, where $J = [0, 3]$.

Let $n_0$ be an integer such that lemma 2.1 holds for any $n \geq n_0$. Conjugating again the conjugated diffeomorphism $\psi_{\mu, \nu, n} = \Phi_n^{-1} \circ \phi_{\mu, \nu, n} \circ \Phi_n(x, y)$ in (2.8) for any $n \geq n_0$, we have a two-parameter family of diffeomorphisms $\tilde{\psi}_{\mu, \nu, n}$ on $\mathbb{R}^2$ satisfying the following conditions.

- There exist a cubic polynomial-like two-parameter family $\{T_{\mu, \nu}\}$ and a constant $0 < \xi < 1$ independent of $\mu$ such that $T_{\mu, \nu} = \tilde{\psi}_{\mu, \nu, n}$ for any $n \geq n_0$, see equation (6.4).
- The family $\{T_{\mu, \nu}\}$ satisfies the Wang–Young condition, see lemma 6.7.

By theorem 6.3, there exists an integer $n_1 \geq n_0$ such that, for any $n \geq n_1$, the one-dimensional Lebesgue measure of $\Delta_{\mu}$ is positive, and for any $(\mu, \nu)$ corresponding to an element of $\Delta_{\mu}$, $\phi_{\mu, \nu}$ has a strange attractor supported by an SRB measure. However, since the two-dimensional Lebesgue measure of the union $\bigcup_{n \geq n_1} \Delta_{\mu}$ in the $\mu$-$\nu$-plane is zero, this fact does not imply theorem B directly. To avoid this difficulty, we will apply the sliding trick. That is, for any $s \in [1, 2]$, we define an $s$-dependent two-parameter family $\{T_{x, \mu, \nu}\}$ satisfying the Wang–Young condition and such that $T_{x, \mu, \nu} = \tilde{\psi}_{x, \mu, \nu, n}$. In particular, there exists an $s$-dependent integer $n_1(s) \geq n_0$ such that, for any $n \geq n_1(s)$, there is a subset $\Delta_{\mu, \nu}$ of $J = [0, 3]$ with positive one-dimensional Lebesgue measure for any element $\mu$ of which $\tilde{\psi}_{x, \mu, \nu, n}$ has a strange attractor as above. Thus, for any element $(\mu, \nu)$ of the union $Z = \bigcup_{s \in [1, 2]} \bigcup_{n = n_1(s)} \Theta_\mu(\Delta_{\mu, \nu} \times \{s\theta^s\})$, $\phi_{\mu, \nu}$ has a strange attractor supported by an SRB measure. Moreover, Fubini’s theorem shows that, for any open neighbourhood $U$ of the origin in the $\mu$-$\nu$-plane, $Z \cap U$ has a positive measure.

### 6.4. Reforming to Wang–Young’s settings

Consider the two-parameter family $\{\psi_{\tilde{\mu}, \tilde{\nu}, n}\}$ of $C^4$-diffeomorphisms defined in (5.1) converging in $C^3$-topology to the endomorphisms given by
\[
\psi_{\tilde{\mu}, \tilde{\nu}}(\tilde{x}, \tilde{y}) = (\tilde{y}, -\tilde{y}^3 + \mu \tilde{y} + \tilde{\nu})
\]
for $(\tilde{\mu}, \tilde{\nu}) \in \tilde{\Sigma} = [0, 4] \times [-1, 1]$.

**Proposition 6.5.** The map $\psi_{\tilde{\mu}, \tilde{\nu}}$ is smoothly conjugate to the endomorphism given by $\psi_{\mu, \nu}(x, y) = (0, -y^3 + \mu y + \nu + x)$.

---

[citation: Kiriki and Soma]
Proof. The diffeomorphisms \( f_{\tilde{\mu}, \tilde{\nu}} \) of \( \mathbb{R}^2 \) defined by
\[
(\tilde{x}, \tilde{y}) = f_{\tilde{\mu}, \tilde{\nu}}(\tilde{x}, \tilde{y}) = (\tilde{x}^3 - \tilde{\mu} \tilde{x} - \tilde{\nu} + \tilde{\nu}, \tilde{\nu})
\]
accomplish our desired conjugation. \( \square \)

For any \( n \geq n_0 \), let \( \tilde{\psi}_{\tilde{\mu}, \tilde{\nu}, n} \) be the diffeomorphism of \( \mathbb{R}^2 \) obtained by conjugating \( \tilde{\psi}_{\tilde{\mu}, \tilde{\nu}, n} = \Phi_n^{-1} \circ \tilde{\psi}_{\tilde{\mu}, \tilde{\nu}} \circ \Phi_n \) by \( f_{\tilde{\mu}, \tilde{\nu}} \). Then, the new map has the form
\[
\tilde{\psi}_{\tilde{\mu}, \tilde{\nu}, n}(\tilde{x}, \tilde{y}) = (\tilde{H}_{n;1}(\tilde{\mu}, \tilde{\nu}, \tilde{x}, \tilde{y}), -\tilde{y}^3 + \tilde{\mu} \tilde{y} + \tilde{\nu} + \tilde{x} + \tilde{H}_{n;2}(\tilde{\mu}, \tilde{\nu}, \tilde{x}, \tilde{y})),
\]
where \( \tilde{H}_{n;1}, \tilde{H}_{n;2} \) are \( C^1 \)-functions. The equations in (2.10) imply that, for any compact subset \( K \) of \( \mathbb{R}^2 \),
\[
\|\tilde{H}_{n;1}\|_{C^1, \tilde{K} \times K} = O(\sigma_n^{-n/2}) + O((\lambda \sigma)_n^n),
\]
\[
\|\tilde{H}_{n;2}\|_{C^1, \tilde{K} \times K} = O(\sigma_n^{-n/2}) + O((\lambda \sigma)_n^n).
\]
Thus, we have the following lemma.

**Lemma 6.6.** There exists a constant \( \xi \) with \( 0 < \xi < 1 \) independent of \( (\tilde{\mu}, \tilde{\nu}) \) in \( \tilde{\Sigma}_0 \) satisfying
\[
\|\tilde{H}_{n;1}\|_{C^1, \tilde{K} \times K} = O(\xi^n) \quad \text{and} \quad \|\tilde{H}_{n;2}\|_{C^1, \tilde{K} \times K} = O(\xi^n).
\]

**Proof.** The constant \( \xi = \max\{\sigma_n^{-1/2}, (\lambda \sigma)_n^n\} \) satisfies the above equations. \( \square \)

Fix an element \( s \) of \([1, 2]\), and define the \( C^4 \)-functions \( u_{s, n}, v_{s, n} \) by
\[
u_{s, n}(\tilde{\mu}, \tilde{x}, \tilde{y}) = \frac{1}{\varepsilon_n^2} \tilde{H}_{n;1}(\tilde{\mu}, s\varepsilon_n^n, \tilde{x}, \tilde{y}), \quad v_{s, n}(\tilde{\mu}, \tilde{x}, \tilde{y}) = s + \frac{1}{\varepsilon_n} \tilde{H}_{n;2}(\tilde{\mu}, s\varepsilon_n^n, \tilde{x}, \tilde{y}).
\]

Then, lemma 6.6 implies
\[
\sup_n \|u_{s, n}\|_{C^4, J \times K} < \infty, \quad \sup_n \|v_{s, n}\|_{C^4, J \times K} < \infty.
\]
Thus, for any closed interval \( I \), one can define an \( s \)-dependent two-parameter family of \( C^4 \)-diffeomorphisms \( T_{s, \tilde{\mu}, \tilde{\nu}} : [-1, 1] \times I \rightarrow \mathbb{R}^2 \) such that
\[
T_{s, \tilde{\mu}, \tilde{\nu}} : (\tilde{x}, \tilde{y}) \mapsto (\beta u(\tilde{\mu}, \tilde{x}, \tilde{y}), -\tilde{y}^3 + \tilde{\mu} \tilde{y} + \tilde{x} + \beta v(\tilde{\mu}, \tilde{x}, \tilde{y})) \quad (6.3)
\]
for \( (\tilde{\mu}, \tilde{\nu}) \in J \times (0, 1) \), where \( u, v \) are functions satisfying the following two conditions.

- For any \( n \geq n_0 \),
\[
 u(\tilde{\mu}, \varepsilon_n^n, \tilde{x}, \tilde{y}) = u_{s, n}(\tilde{\mu}, \tilde{x}, \tilde{y}), \quad v(\tilde{\mu}, \varepsilon_n^n, \tilde{x}, \tilde{y}) = v_{s, n}(\tilde{\mu}, \tilde{x}, \tilde{y}).
\]
- The \( C^3 \)-norms of \( u, v \) as \( (\tilde{\mu}, \tilde{x}, \tilde{y}) \)-functions on any compact subset of \( J \times \mathbb{R}^2 \) are bounded by a constant independent of \( \beta \) \( \in (0, 1) \).

Note that the former condition implies that
\[
T_{s, \tilde{\mu}, \varepsilon_n^n} = \tilde{\psi}_{\tilde{\mu}, s\varepsilon_n^n, n} \quad \text{on} \quad [-1, 1] \times I.
\]

Here, we set
\[
F_{\tilde{\mu}}(\tilde{y}) = -\tilde{y}^3 + \tilde{\mu} \tilde{y},
\]
and show that the family \( \{T_{s, \tilde{\mu}, \tilde{\nu}}\} \) satisfies the Wang–Young conditions as follows.

**Lemma 6.7.** There exists \( \tilde{\mu}_* \in (3\sqrt{3}/2, 3) \) and a closed interval \( I \) such that

(a) \( F_{\tilde{\mu}_*}(I) \subset \text{Int}(I) \) and \( F_{\tilde{\mu}_*} \) satisfies the Misiurewicz conditions on \( I \).

(b) \( \{F_{\tilde{\mu}}\} \) satisfies the transversality condition at \( \tilde{\mu} = \tilde{\mu}_* \).
(c) The positive critical point $c(\tilde{\mu})$ of $F_{\tilde{\mu}}$ is $\sqrt{\tilde{\mu}/3}$. Since $F_{\tilde{\mu}}^3(c(\tilde{\mu})) + \sqrt{\tilde{\mu}} = -2 + \sqrt{3} < 0$ (respectively $3^{3/4}2^{-1/2} > 0$) when $\tilde{\mu} = 3$ (respectively $\tilde{\mu} = 3\sqrt{3}/2$), by the intermediate value theorem, there exists $\tilde{\mu}_* \in (3\sqrt{3}/2, 3)$ such that $F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*)) = -\sqrt{\tilde{\mu}_*}$ and hence $F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*)) = 0$.

The positive fixed point $e(\tilde{\mu}_*)$ of $F_{\tilde{\mu}_*}$ is $\sqrt{\tilde{\mu}_*}-T$, and hence $F_{\tilde{\mu}_*}^3(-c(\tilde{\mu}_*)) = \sqrt{\tilde{\mu}_*} > e(\tilde{\mu}_*)$. Note that both $F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*)) = -\sqrt{\tilde{\mu}_*}$. $F_{\tilde{\mu}_*}^3(-c(\tilde{\mu}_*)) = -(2\tilde{\mu}_*/3)\sqrt{\tilde{\mu}_*/3}$ belong to $(-\infty, -c(\tilde{\mu}_*))$. Since $F_{\tilde{\mu}_*}(F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*))) = 0 < e(\tilde{\mu}_*) < F_{\tilde{\mu}_*}(F_{\tilde{\mu}_*}^3(-c(\tilde{\mu}_*)))$ and $F_{\tilde{\mu}_*}|_{(-\infty, -c(\tilde{\mu}_*))}$ is strictly decreasing, there exists an $r'$ with

$$F_{\tilde{\mu}_*}^3(-c(\tilde{\mu}_*)) < r' < F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*)) \quad \text{and} \quad F_{\tilde{\mu}_*}^3(r') = e(\tilde{\mu}_*),$$

see figure 20. Since $r' < F_{\tilde{\mu}_*}(F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*)))$, we have an $r > F_{\tilde{\mu}_*}(c(\tilde{\mu}_*))$ with $F_{\tilde{\mu}_*}(r) = r'$. In particular, $F_{\tilde{\mu}_*}^3(r) = e(\tilde{\mu}_*)$. Since $F_{\tilde{\mu}_*}$ is an odd function, the inequalities as above imply

$$-r < F_{\tilde{\mu}_*}^3(-c(\tilde{\mu}_*)) < F_{\tilde{\mu}_*}^3(r) < c(\tilde{\mu}_*) < F_{\tilde{\mu}_*}^3(-r) < F_{\tilde{\mu}_*}^3(c(\tilde{\mu}_*)) < r.$$

From this, we know that the closed interval $I = [-r, r]$ satisfies $F_{\tilde{\mu}_*}(I) \subset \text{Int}(I)$.

The direct calculation of the Schwarzian derivative of $F_{\tilde{\mu}}$ shows

$$SF_{\tilde{\mu}}(\tilde{y}) = \frac{F_{\tilde{\mu}}'''(\tilde{y})}{F_{\tilde{\mu}}'(\tilde{y})} - \frac{3}{2} \left( \frac{F_{\tilde{\mu}}''(\tilde{y})}{F_{\tilde{\mu}}'(\tilde{y})} \right)^2 = -\frac{6\tilde{y}^2 + \tilde{\mu}}{(-3\tilde{y}^2 + \tilde{\mu})^2} < 0$$

for any $\tilde{y} \neq \pm c(\tilde{\mu})$. Since $F_{\tilde{\mu}}^3(-c(\tilde{\mu}_*)) = 0$, any critical points of $F_{\tilde{\mu}}$ cannot return to a small neighbourhood of the critical point set $C_{\tilde{\mu}_*} = \{-c(\tilde{\mu}_*), c(\tilde{\mu}_*)\}$. A well-known result by Singer on functions with negative Schwarzian derivative (see for example [22, p 155, theorem 6.1]) implies that, if there existed a periodic point $q$ such that $F_{\tilde{\mu}}^n(q) = q$ and $|(F_{\tilde{\mu}}^n)'(q)| < 1$, then the basin of $q$ would contain either a critical point of $F_{\tilde{\mu}_*}$ or a boundary point of $I$. However,
in our case, all the critical points $\pm c(\tilde{\mu}_*)$ and boundary points $\pm r$ are mapped eventually to the repelling fixed points $\pm c(\tilde{\mu}_*)$. This implies that, for every periodic point $q$ with $F_\tilde{\mu}(q) = q$, $|F_\tilde{\mu}'(q)| > 1$. Thus, we have proved that $F_\tilde{\mu}$ satisfies the Misiurewicz conditions.

(b) Since $p(\tilde{\mu})$ has the same itinerary with respect to $F_\tilde{\mu}$ as that of $F_{\tilde{\mu}_*}(c(\tilde{\mu}_*))$ with respect to $F_{\tilde{\mu}_*}$, it follows that $p(\tilde{\mu}) \in (c(\tilde{\mu}), r)$, $F_\tilde{\mu}(p(\tilde{\mu})) \in [-r, -c(\tilde{\mu}))$ and $F^k(p(\tilde{\mu})) \in (-c(\tilde{\mu}), c(\tilde{\mu}))$ for any integer $k \geq 2$. This implies that

$$F_\tilde{\mu}^2(p(\tilde{\mu})) = F_{\tilde{\mu}_*}(p(\tilde{\mu})), \quad (F_\tilde{\mu}(p(\tilde{\mu}))^2 + \tilde{\mu} = 0$$

for any $\tilde{\mu} \approx \tilde{\mu}_*$. Since $F_{\tilde{\mu}_*}(p(\tilde{\mu})) < 0$, it follows that $F_{\tilde{\mu}_*}(p(\tilde{\mu})) = -\sqrt{\tilde{\mu}}$, that is,

$$-p(\tilde{\mu})^3 + \tilde{\mu} p(\tilde{\mu}) = -\sqrt{\tilde{\mu}}.$$

Then,

$$\frac{d}{d\tilde{\mu}} p(\tilde{\mu}) = \frac{2p(\tilde{\mu}) + 1/\sqrt{\tilde{\mu}}}{6(p(\tilde{\mu}))^2 - 2\tilde{\mu}}.$$

Since

$$p(\tilde{\mu}_*) = F_{\tilde{\mu}_*}(c(\tilde{\mu}_*)) = \frac{2\tilde{\mu}_*}{3} \sqrt{\frac{\tilde{\mu}_*}{3}},$$

we have

$$\frac{d}{d\tilde{\mu}} p(\tilde{\mu}_*) = \frac{4\sqrt{3}\tilde{\mu}_*^2 + 9}{2\tilde{\mu}_*\sqrt{\tilde{\mu}_*} (4\tilde{\mu}_*^2 - 9)}.$$

Since the function $h(t) = (4\sqrt{3}t^2 + 9)/(2t\sqrt{t(4t^2 - 9)})$ is strictly decreasing on $3\sqrt{3}/2 \leq t \leq 3$,

$$\frac{d}{d\tilde{\mu}} p(\tilde{\mu}_*) = h(\tilde{\mu}_*) < h(3\sqrt{3}/2) < 0.4.$$

On the other hand, $(d/d\tilde{\mu}) F_{\tilde{\mu}_*}(c(\tilde{\mu})) = \sqrt{\tilde{\mu}_*/3}$ is a strictly increasing function on $3\sqrt{3}/2 \leq \tilde{\mu} \leq 3$,

$$\frac{d}{d\tilde{\mu}} F_{\tilde{\mu}_*}(c(\tilde{\mu})) \bigg|_{\tilde{\mu} = \tilde{\mu}_*} > \frac{d}{d\tilde{\mu}} F_{\tilde{\mu}_*}(c(\tilde{\mu})) \bigg|_{\tilde{\mu} = 3\sqrt{3}/2} > 0.9.$$ 

This completes the proof of (6.7).

The assertion (c) is immediately derived from the form of $F(\bar{x}, \bar{y}, \bar{\mu})$. \hfill \square

6.5. Proof of theorem B

We still work with the notation as above. In particular, $I$ is the closed interval given in lemma 6.7 (a), and $J = [0, 3]$.

Proof of theorem B. By lemma 6.7, $\{T_{s, \tilde{\mu}, \tilde{\beta}}\}$ admits the Wang–Young condition for any $s \in [1, 2]$. Hence, there exists an integer $n_1 = n_1(s) \geq n_0$ such that, for any $n \geq n_1$, $\mathcal{C}_{\tilde{\mu}, s, n}^{n_1} \leq 1$ and $\{T_{s, \tilde{\mu}, \tilde{\beta}, s}^{n_1} \mid 0 \leq \tilde{\mu} \leq 3\}$ satisfies the conclusions of theorem 6.3. In particular, there exists a subset $\Delta_{s, n}$ of $J$ with positive one-dimensional Lebesgue measure such that, for any $\tilde{\mu} \in \Delta_{s, n}$, $T_{s, \tilde{\mu}, \tilde{\beta}, s} = \psi_{\tilde{\mu}, s, \tilde{\beta}, n}$ has a cubic polynomial-like strange attractor $\Omega_{\tilde{\mu}, s, \tilde{\beta}, n}$ with an SRB measure, where the $n_1$ is chosen so that $\Omega_{\tilde{\mu}, s, \tilde{\beta}, n}$ is contained in a sufficiently small rectangular neighbourhood $B$ of $[0] \times I$ in $\mathbb{R}^2$. Consider the subset

$$Z = \bigcup_{s \in [1, 2]} \lim_{n \to \infty} \hat{\Omega}_{s, n}.$$
of the $\mu \nu$-plane, where $\Delta_{s,n} = \Theta_n(\Delta_{s,\xi^n} \times \{\xi^n\})$. Since $\psi_{\mu, \nu, \xi^n,n}$ is smoothly conjugate to $\psi_{\mu, \nu, \xi^n,n}$, for any $(\mu, \nu) = \Theta_n(\mu, s \xi^n) \in Z$, $\psi_{\mu, \nu}$ also has a strange attractor of the same type as that of $\Omega_{\mu, \nu, \xi^n,n}$.

Let $U$ be any open neighbourhood of the origin in the $\mu \nu$-plane. It remains to show that $Z \cap U$ has positive Lebesgue measure. Fix an integer $n_2 \geqslant n_0$ with $\Theta_n(Z) \subset U$ for any $n \geqslant n_2$. Note that, for any $n \geqslant \max[n_1(s), n_2]$, $\text{meas}^{(1)}(Z \cap \Gamma_{s,n}) \geqslant \text{meas}^{(1)}(\Delta_{s,n}) > 0$, \quad (6.5)
where $\Gamma_{s,n}$ denotes the smooth curve $\Theta_n(J \times \{\xi^n\})$ in $U$ and $\text{meas}^{(1)}(\cdot)$ denotes the one-dimensional Lebesgue measure on $\Gamma_{s,n}$, see figure 21.

If the two-dimensional Lebesgue measure $\text{meas}^{(2)}(Z \cap U)$ of $Z \cap U$ were zero, then we would also have $\text{meas}^{(2)}(Z \cap R_n) = 0$ for any $n \geqslant n_2$, where $R_n$ is the curvilinear rectangle $\bigcup_{1 \leqslant s \leqslant 2} \Gamma_{s,n}$ in $U$. By Fubini’s theorem, there would exist a zero-measure subset $E_n$ of $[1, 2]$ such that $\text{meas}^{(1)}(Z \cap \Gamma_{s,n}) = 0$ for any $s \in [1, 2] \setminus E_n$. This implies that, for any element $s_0$ of the non-empty subset $[1, 2] \setminus \bigcup_{n=n_2}^{\infty} E_n$ of $[1, 2]$, $\text{meas}^{(1)}(Z \cap \Gamma_{s_0,n}) = 0$ if $n \geqslant n_2$, which contradicts (6.5). Thus, $\text{meas}^{(2)}(Z \cap U) > 0$. This completes the proof of theorem B. \hfill $\square$
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Appendix A. Proof of accompanying lemma

We will here prove the accompanying lemma (lemma 4.1) stated in section 4.3. Figure 10 in section 4.3 illustrates the situation under which the lemma is considered.

First of all, we present an outline of the proof of this lemma. Recall that $\{\psi_t\}_{-\varepsilon \leqslant t \leqslant \varepsilon}$ is a one-parameter family in $\text{Diff}^1([0, 1]^{\geqslant})$ and $\{\Lambda_t, p_0\}$ is a continuation of pairs of basic sets and saddle fixed points of $\phi_\varepsilon$. Moreover, there exists a one-parameter family of another saddle fixed points $p_1$ such that $W^u(p_0) \setminus \{p_1\}$ contains an arc $\alpha_t$ crossing the foliation $\mathcal{F}_t = \psi_{\alpha_t}^{-1}(\mathcal{F}_0)$ exactly for some integer $k_0 > 0$. We need to see how any continuation $\{n_t\}$ of crossing points of $\sigma$ and $\Lambda_t$-leaves of $\mathcal{F}_t^{(\sigma, p_0)}$ is represented. The $\lambda$-lemma shows that, for all sufficiently large integers $j > 0$, $\sigma_{j} = \psi_{-j}(\sigma)$ contains an arc $\alpha_{j} C^3$-converging to $\alpha_t$ as $j \to \infty$ and
crossing \( F_t^{(k_0)} \) exactly. For such a large \( j \), the \( C^1 \)-diffeomorphisms \( \hat{\pi}_t^{(k_0); j} : \mathcal{I}_t \to \sigma^j_t \) can be defined as \((4.1)\). Then, we know that \( \eta^u_t \) is an element of \( \mathcal{X}_t = \phi_t^{(\hat{\pi}_t^{(k_0); j})}(\Lambda_t \cap I_t) \).

Lemma A.1 shows that, for any continuation \( \{\sigma_t^j\} \) with \( \sigma_t^j \in \Lambda_t \cap I_t \), the norm \( \|d\sigma_t^j/dt\| \) of the velocity vector \( d\sigma_t^j/dt \) is bounded by a uniform constant. This fact implies that, for any continuation of points \( \sigma_t^{(j,j)} = \hat{\pi}_t^{(k_0); j}(w_t) \) in \( \hat{\pi}_t^{(k_0); j}(\Lambda_t \cap I_t) \), the norm of its velocity vector is also uniformly bounded. Lemma A.2 shows that the differential \( d\phi_t^j \) reduces the velocity vector \( d\sigma_t^{(j,j)}/dt - d\gamma_t^j/\gamma_t^j \) of \( \sigma_t^{(j,j)} \) relative to \( \gamma_t^j = \phi_t^j(\sigma_t^j) \) so that the norm of the resultant vector is arbitrarily small if \( j \) is sufficiently large. The actual proof is done by using the arc-length parametrizations \( \beta_t^j \) of \( \sigma_t^j \) based at \( \gamma_t^j = \phi_t^j(\sigma_t^j) \) for \( i = 0, 1, \ldots, j \). The accompanying lemma is derived immediately from this lemma.

**Lemma A.1.** There exists a constant \( K > 0 \) independent of \( t \) and the choice of a continuation \( w_t \in \Lambda_t \cap I_t \) such that

\[
\left\| \frac{d\sigma_t^j}{dt} \right\| \leq K.
\]

**Proof.** The space \( C^0(\Lambda_0 \cap I_0, \mathbb{R}^2) \) of continuous maps from \( \Lambda_0 \cap I_0 \) to \( \mathbb{R}^2 \) with the supremum norm is a Banach space. By proposition 1 in [29], the map \( \theta : [-\varepsilon, \varepsilon] \to C^0(\Lambda_0 \cap I_0, \mathbb{R}^2) \) defined by \( \theta(t)(w_0) = w_t \) is of \( C^2 \)-class. In particular, \( d\theta/d\theta(t) \) is contained in \( C^0(\Lambda_0 \cap I_0, \mathbb{R}^2) \) and continuous on \( t \). Since \( [-\varepsilon, \varepsilon] \times (\Lambda_0 \cap I_0) \) is compact and \( (d\theta/d\theta(t))(w_0) = dw_0/\gamma_t^j \), there exists a constant \( K \) satisfying the above inequality. \( \square \)

Recall that, for a \( t_0 \in [\varepsilon, \varepsilon] \), \( \sigma \) is a short segment in \( \mathbb{R}^2 \) passing through \( W^u(\hat{\pi}_t) \setminus \{\hat{\pi}_t\} \) at a point \( \hat{\pi}_t \) almost orthogonally. For any \( t_0 \) near \( t_0 \), \( \sigma \) also meets \( W^u(\hat{\pi}_t) \) almost orthogonally at a point \( \hat{\pi}_t \) close to \( \hat{\pi}_t \), see figure A.1. Consider the segments \( \sigma_t^j = \phi_t^j(\sigma) \) for \( j = 1, 2, \ldots \). Since \( \hat{\pi}_t \) is a saddle point, the \( \lambda \)-lemma shows that, for any continuation of compact arcs \( t \) in \( W^s(\hat{\pi}_t) \), all but finitely many \( \sigma_t^j \) have compact subarcs uniformly \( C^3 \)-close to \( t \). The uniformity of the \( C^3 \)-closeness is independent of \( t \). \( \lambda \)-Lemma

For \( j = 0, 1, 2, \ldots \), let \( \beta_t^{(j)} : [u_{t-1}^j, u_{t+1}^j] \to \sigma_t^j \) be the arc-length parametrization of \( \sigma_t^j \) with \( \beta_t^{(j)}(0) = \alpha_t^j \in W^u(\hat{\pi}_t) \), where \( \sigma_0^j = \sigma \). For \( j \geq 1 \), the composition

\[
\xi_t^{(j)} = (\beta_t^{(j-1)})^{-1} \circ \phi_t \circ \beta_t^{(j)} : [u_{t-1}^j, u_{t+1}^j] \to [u_{t-1}^{j-1}, u_{t+1}^{j-1}]
\]
is a $C^3$-diffeomorphism $C^3$-depending on $t$. The 2-variable function $\zeta^{(j)}$ is defined by $\zeta^{(j)}(t, u) = \zeta^{(j)}_i(u)$. Since $\zeta^{(j)}(t, 0) = 0$ for any $t$, $(\partial \zeta^{(j)}/\partial t)(t, 0) = 0$. From this fact together with the uniform closeness on $\sigma_j$ as above, for any $\delta > 0$, there exists a constant $u_0 > 0$ and an integer $j_1 > 0$ such that
\[
\left| \frac{\partial \zeta^{(j)}}{\partial t}(t, u) \right| < \delta \quad \text{(A.1)}
\]
if $t \in [-\varepsilon, \varepsilon], u \in [-u_0, u_0]$ and $j > j_1$. One can retake if necessary the $u_0$ so that inequality (A.1) holds also for the remaining $j = 1, \ldots, j_1$.

Since $\hat{p}_t$ is a saddle fixed point $C^3$-depending on $t$, one can have a constant $0 < \lambda_0 < 1$ independent of all $t$ near $t_0$ such that
\[
\left| \frac{d\zeta^{(j)}}{du}(u) \right| < \lambda_0 \quad \text{(A.2)}
\]
for all $j = 1, 2, \ldots$ and $u \in [-u_0, u_0] \cap [u_i^0, u_i^0]$ if necessary replacing $u_0$ by a smaller positive number. Usually, $u_0$ is less than $|u_i^0|$ if $j$ is sufficiently large, but greater if $j$ is small.

For all sufficiently large $j$, $\sigma_j$ contains an arc $\alpha_j$ crossing $\pi_{u(k_0)}$ exactly which $C^3$-converges to $\alpha_i$ as $j \to \infty$ for any $t \in [-\varepsilon, \varepsilon]$. Let $\widehat{\pi}_{u(k_0); j} : I_j \to \alpha_j$ be the $C^3$-diffeomorphism defined as (4.1), which $C^3$-converges to $\pi_{u(k_0)} : I_0 \to \alpha_i$ as a $C^3$-embedding of $I_0$ to $\mathbb{R}^2$. If necessary replacing $k_0$ by some greater integer, we may assume that $\widehat{\pi}_{u(k_0); j}(I_j) \subset \beta^{(j)}([-u_0, u_0])$ for all sufficiently large $j$.

For any continuation of points $w_t \in \Lambda_t \cap I_t$, set
\[
r^{(j)}(j) = \widehat{\pi}_{u(k_0); j}(w_t) \in \alpha_j \quad \text{and} \quad u^{(j)}(j) = (\beta^{(j)}_t)^{-1}(r^{(j)}(j)) \in [-u_0, u_0].
\]
Furthermore, we set $r^{(j-i)}(j) = \hat{\varphi}^{(i)}(r^{(j)}(j))$ and $u^{(j-i)}(j) = (\beta^{(j-i)}_t)^{-1}(r^{(j-i)}(j))$ for $i = 1, 2, \ldots, j$. That is, $u^{(j-i)}(j) = \zeta^{(j-i+1)} \circ \cdots \circ \zeta^{(i)}(u^{(i)}(j))$. By lemma A.1 together with the $C^1$-convergence of $\widehat{\pi}_{u(k_0); j}$ to $\pi_{u(k_0)}$, there exists a constant $K_0 = K_0(k_0) > 0$ independent of $t$ and the choice of the continuation $\{w_t\}$ such that
\[
\left| \frac{d\zeta^{(j)}}{dt}(j) \right| < K_0. \quad \text{(A.3)}
\]

By using this inequality, we will prove the following reducing lemma.

**Lemma A.2.** For any $\delta_0 > 0$, there exists an integer $j_0 > 0$ independent of $t$ and the choice of a continuation $\{w_t\}$ with $w_t \in \Lambda_t \cap I_t$ such that, for any $j \geq j_0$,
\[
\left| \frac{d\zeta^{(j)}}{dt}(0) \right| < \delta_0. \quad \text{(A.4)}
\]

**Proof.** Choose $\delta > 0$ so that $2\delta/(1 - \lambda_0) < \delta_0$. Since $u^{(j-1)}(j) = \zeta^{(j)}(t, u^{(j)}(j))$,
\[
\frac{d\zeta^{(j)}}{dt}(j) = \frac{\partial \zeta^{(j)}}{\partial t}(t, u^{(j)}(j)) + \frac{\partial \zeta^{(j)}}{\partial u}(t, u^{(j)}(j)) \frac{du^{(j)}}{dt}.\]

By (A.1), (A.2) and (A.3),
\[
\left| \frac{d\zeta^{(j)}}{dt}(j) \right| < \delta + \lambda_0 K_0.
\]
By repeating the same argument, we have
\[
\left| \frac{d\zeta^{(j)}}{dt}(0) \right| < \delta + \lambda_0 \delta + \lambda_0 \delta + \cdots + \lambda_0^{j-1} \delta + \lambda_0^j K_0 < \frac{\delta}{1 - \lambda_0} + \lambda_0^j K_0.
\]
Thus, our desired inequality holds for all sufficiently large \( j \).

\[ \square \]

Now, we are ready to prove the accompanying lemma.

**Proof of lemma 4.1.** Note that \( \mathcal{X}_c = \psi_t^j \left( \mathcal{H}_{kR}^c (A_c \cap I_t) \right) \) is the set of crossing points \( \eta^c_j \) of \( \sigma \) and \( A_c \)-leaves of \( F^{\pm \text{down}}(\mathcal{X}_c) \). Hence, one can choose \( u_t \in A_c \cap I_t \) so that \( \beta_t^{(0)}(u_t^{(0,j)}) = \eta^c_j \). Since \( u_t \approx 0 \) and \( t \approx t_0 \), one can suppose that \( \frac{d \beta_t^{(0)}}{dt}(t, u_t) \) is arbitrarily close to the tangent vector \( (\partial \beta^{(0)}/\partial t)(t, 0) = \frac{d u_t}{d t}_{|t=t_0} \). Since

\[
\frac{d \eta^c_j}{dt}(t) = \frac{d \beta^{(0)}}{dt}(t, u_t^{(0,j)}) + (d \beta^{(0)}_{t})_{u_t^{(0,j)}} \left( \frac{d u_t}{d t}_{|t=t_0} \right)
\]

and \( \|(d \beta^{(0)}_{t})_{u_t^{(0,j)}}\| = 1 \), lemma A.2 implies the inequality (4.5). This completes the proof.
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