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Abstract

We provide a rather complete description of the results obtained so far on the nonlinear diffusion equation
\[ u_t = \nabla \cdot (u^{m-1} \nabla (-\Delta)^{-s} u), \]
which describes a flow through a porous medium driven by a nonlocal pressure. We consider constant parameters \( m > 1 \) and \( 0 < s < 1 \), we assume that the solutions are non-negative, and the problem is posed in the whole space. We present a theory of existence of solutions, results on uniqueness, and relation to other models. As new results of this paper, we prove the existence of self-similar solutions in the range when \( N = 1 \) and \( m > 2 \), and the asymptotic behavior of solutions when \( N = 1 \). The cases \( m = 1 \) and \( m = 2 \) were rather well known.
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1 Introduction

The study of evolution equations associated to dissipative operators was intensely pursued in the second half of the 20th century. It took the form of the abstract equation

\[ \frac{du}{dt} = A(u) + f, \]

where \( u \) is a time function with values in a Hilbert or Banach space \( X \) and \( A \) is typically an unbounded linear or nonlinear operator with strict dissipative conditions, the simplest case being the Laplacian operator acting on \( L^2(\Omega) \). Famous theorems were proved that widely extended what was known for the heat equation and then for parabolic equations. The first results dealt with the case where the underlying functional space \( X \) was a Hilbert space, \([10, 11, 66]\), and then the theory applied to Banach spaces, \([48, 23, 31]\). The aim of the general theory was to construct the corresponding semigroups (for \( f = 0 \)) or flows (for general \( f \)) with detailed properties \([35, 44, 46, 51]\).

I. It was soon realized that a general theory was bound to be too rich in details and difficulties, and this led to concentrating the attention on particular equations with a relevant physical interest and significant novel properties, \([9, 45]\). One of these equations was the porous medium equation, PME for short,

\[ \partial_t u = \Delta(u^m) = \nabla(mu^{m-1}\nabla u), \quad m > 1, \]

which had received much attention from the Russian school in the 1950’s and 60’s, \([1, 50]\), and was taken up in the abstract general setting in the 70-80’s, \([2, 3]\). This equation is a relevant model for heat propagation with finite propagation speed. As a consequence of such property, interesting geometry occurs in the form free boundaries (interfaces), an issue that originated a great amount of mathematical analysis \([13, 14, 17, 43, 42]\). Work done for several decades led to considerable success and a rather complete theory was formulated, cf. \([58]\). The PME generates a nonlinear contraction semigroup in \( X = L^1(\Omega) \), \( \Omega \subset \mathbb{R}^N \) with definite regularity properties.

This led to extensions like the fast diffusion equation where \( m < 1 \), the \( p \)-Laplacian equation, \( \partial_t u = \Delta_p(u) = \nabla(|\nabla u|^{p-2}\nabla u) \), \( 1 < p < \infty \), \([29, 59]\), and several other equations in the areas of Nonlinear Diffusion and Reaction-Diffusion. Much attention was also given to the Stefan Problem, very important for its mathematics and its applications, \([12, 15, 29, 41, 47]\). For a general survey paper see \([61]\).

II. A decade ago there arose the interest in combining the PME nonlinear mechanism with nonlocal operators so as to take into account anomalous diffusion effects, the main examples of such operators being the so-called fractional Laplacian operators. This trend has been a very active area of research since then. The main problem to be treated was the Porous Medium Equation with fractional pressure formulated by Caffarelli and Vázquez as

\[ (1) \quad \partial_t u = \nabla(u\nabla(-\Delta)^{-s}u), \]

for \( 0 < s < 1 \), having in mind models in statistical mechanics, see \([32, 33]\) that deal with the macroscopic evolution of interacting gas systems. In \([18]\) existence of weak solutions is proved for initial data \( u_0 \in L^1 \cap L^\infty \) via an approximation method that requires a suitable decay of the data. On the other hand, the 1D model was investigated by Biler et al. in \([6]\) having an application to dislocation theory, \([36]\).

Uniqueness is a key issue for this model. It holds for suitable solutions in 1D as proved in \([6]\). However, uniqueness of weak or better solutions is not known so far in several dimensions, except locally in time for good data (see \([67]\) for Besov spaces). The lack of comparison principle is also an important issue to deal with.

A quite important, and rather surprising, feature of the equation is the property of finite speed of propagation. This property was not evident since fractional operators are known to imply very fast propagation, and could overrun the PME nonlinearity, but the nonlinearity wins in this case. The property was proved \([18]\) by comparison with special type of barrier functions, called by the authors true supersolutions. Hölder regularity of solutions is proved in \([16, 20]\). The large time asymptotic behavior of weak solutions of \((1)\)
is given by a unique fundamental solution constructed via an obstacle type problem (the proof is given in [19]). A suitable entropy function is constructed to prove the uniqueness of the self-similar solution and the asymptotic behavior. Refined asymptotics was done in [21]. Gradient flow methods are also an alternative to prove existence of solutions, see [40]. However, because of the lack of a uniqueness theory, the constructed weak solutions of [18] and gradient flow solutions ([40]) might be different.

III. Extending model (1) to general exponents, as in the standard PME, is natural and motivates the model we study here:

\[ \partial_t u = \nabla \cdot (u^{m-1} \nabla (-\Delta)^{-s} u) \quad x \in \mathbb{R}^N, t > 0. \]  

The extension also agrees with the generality of the models proposed in [32, 34]. We are specially interested in better understanding well-posedness and velocity of propagation. It turns out that this equation has quite interesting properties, some of them are inherited from (1) (finite speed of propagation for \( m \geq 2 \)) and therefore some techniques of the proofs can be successfully adapted, but many other different properties were discovered, like infinite speed of propagation for \( m \in (1,2) \). In what follows we describe this last model with its main properties that have been obtained so far: existence of solutions in the general setting of finite measure data (therefore this extends the result of [18] for (1)), the transition finite-to-infinite speed of propagation, uniqueness in dimension one, and so on. Moreover we prove new results like existence of selfsimilar solutions for \( m \geq 2 \) and \( N = 1 \), the asymptotic behavior for \( m > 1 \) and \( N = 1 \) and partial results on these topics in higher dimensions.

IV. Equations with two nonlinearities of the form

\[ \partial_t u = \nabla \cdot (u^{a-1} \nabla (-\Delta)^{-s} u^{b-1}) \]

have also been considered in the literature. We refer to [55] for construction of self-similar solutions when \( a > 1, b > 1 \) and transformation formulas between self-similar solutions of (GM), (M1) and (FPME).

Dolbeault and Zhang ([30]) proved that for \( a - 1 = \frac{1}{2}, b < \frac{3}{2} \), self-similar solutions are not optimal for the Gagliardo-Nirenberg-Sobolev inequalities, in strong contrast with usual standard fast diffusion equations based on non-fractional operators (see [27]). Their approach is mainly based on entropy methods.

Important related work is due to Biler, Imbert and Karch. In [4, 5] they considered the model

\[ \partial_t u = \nabla \cdot (|u| \nabla (-\Delta)^{-s} |u|^{b-2} u), \]

corresponding to \( a = 2, b > 1 \) in (GM). They prove existence of a changing-sign weak solution and its main properties. Moreover, they find explicit self-similar solutions with compact support. In a later work [39] finite speed of propagation is established for general positive solutions.

2 Presentation of the model

We consider the initial value problem

\[
\begin{cases}
\partial_t u = \nabla \cdot (u^{m-1} \nabla (-\Delta)^{-s} u) & \text{for } x \in \mathbb{R}^N, t > 0, \\
u(0,x) = u_0(x) & \text{for } x \in \mathbb{R}^N,
\end{cases}
\]

for \( u = u(x,t) \geq 0 \), exponents \( m > 1, 0 < s < 1 \), and space dimension \( N \geq 1 \).

This model has been studied in the series of papers [54, 55, 56, 57] by the present authors. Many properties of the solutions were proved and there is of course work to be done. In this paper we report on the results obtained so far and also we make a step further in the theory of this model by describing the asymptotic behavior in dimension \( N = 1 \).

First, we introduce the notion of weak solution in the very general context of measures as initial data. It applies for all \( m \in (1, +\infty) \) and \( s \in (0,1) \). We denote by \( \mathcal{M}^+(\mathbb{R}^N) \) the set of nonnegative Radon measures.
Definition 2.1. We say that  \( u \geq 0 \) is a weak solution of Problem (M1) with initial data  \( \mu \in \mathcal{M}^+(\mathbb{R}^N) \) if:  
\[
\int_0^T \int_{\mathbb{R}^N} u \phi dx dt - \int_0^T \int_{\mathbb{R}^N} u^{m-1} \nabla (-\Delta)^{-\beta} u \cdot \nabla \phi dx dt + \int_{\mathbb{R}^N} \phi(x,0) d\mu(x) = 0,
\]
for all test functions  \( \phi \in \mathcal{C}^0_c(\mathbb{R}^N \times (0,T)) \).

Remark 1. Note that, if  \( \mu = u_0 \in L^1_{\text{loc}}(\mathbb{R}^N) \), then  \( d\mu(x) = u_0(x) dx \) and  
\[
\int_{\mathbb{R}^N} \phi(x,0) d\mu(x) = \int_{\mathbb{R}^N} u_0(x) \phi(x,0) dx,
\]
thus, the initial datum is taken in the usual sense (as initial trace).

In what follows we will present the main results on Problem (M1). In Section 3 three different diffusion models are introduced and we show their relation to Problem (M1) and the consequences of this transformation on the qualitative properties of solutions to Problem (M1). Section 4 is devoted to the integrated version of (M1). In Section 5 we state general results on existence of solutions, velocity of propagation. Uniqueness and asymptotic behavior are also stated, but only in dimension 1. Finally the proofs are given in Section 6.

3 Related models and transformations

The study of some properties of Problem (M1) is made more difficult because the comparison principle does not hold and no proof of uniqueness of weak solutions in dimension higher than one is known. This motivates us to search for a connection with other fractional diffusion models that allow a more friendly approach. We present here some models of fractional diffusion connected to Problem (M1) via useful transformations at the self-similar level.

3.1 The Fractional Porous Medium Equation

An alternative fractional version of the standard or local Porous Medium Equation,  \( w_t = \Delta w^\sigma \), is given by the following equation

\[
\text{(FPME)} \quad w_t + (-\Delta)^\sigma w^\beta = 0,
\]
called the Fractional Porous Equation in the literature (we call the exponent  \( q \) instead of the usual  \( m \) for convenience in later comparisons). For  \( q = 1 \) and  \( 0 < \sigma < 1 \) this leads to the linear Fractional Heat Equation, for which we refer to the survey [7] and also [63]. Note that (FPME) corresponds to the general model (GM) when  \( a = 1, b = q + 1 \) and  \( \sigma = 1 - \sigma \).

In recent years the theory for this model has been widely developed: the existence, uniqueness and continuous dependence of solutions of the Cauchy problem (FPME) for all  \( q > 0 \) and  \( 0 < \sigma < 1 \) have been proved by De Pablo, Quirós, Rodríguez and Vázquez in [24, 25].

The (FPME) model inherits some of the properties of the classical PME. Using the Caffarelli-Silvestre extension method and the Bénilan-Brezis-Crandall functional semigroup approach, a weak energy solution is constructed, and  \( u \in \mathcal{C}([0,\infty) : L^1(\mathbb{R}^N)) \). Moreover, the set of solutions forms a semigroup of ordered contractions in  \( L^1(\mathbb{R}^N) \).

An important property of (FPME), which does not hold in its non-fractional version, is the infinite speed of propagation: assume  \( \sigma \in (0,1), q > (q_1), q = (N-2\sigma)/N \). Then for non-negative initial data  \( u_0 \geq 0 \) such that  \( \int_{\mathbb{R}^N} u_0(x) dx < \infty \), there exists a unique solution  \( w(x,t) \) of problem (FPME) satisfying  \( w(x,t) > 0 \) for all  \( x \in \mathbb{R}^N, t > 0 \). Moreover, there is conservation of mass  \( \int w(x,t) dx = \int w_0(x) dx \) for all  \( t > 0 \). The solutions are  \( C^\infty \) continuous as proved in [64]. More general diffusions were considered in [26]. We refer to the survey [62] for a complete description of the (FPME).
Asymptotic behavior and self-similarity for FPME. The large time behaviour of such solutions is described by the self-similar solutions with finite mass (Barenblatt solutions) constructed in [60], which have the form

\[ w(x,t) = t^{-\beta_1} \phi_1(y), \quad y = xt^{-\beta_1}, \]

where \( \beta_1 = 1/(N(q-1) + 2\sigma) \) and the profile function \( \phi_1 \) satisfies the following equation

\[ (-\Delta)^q \phi_1'' = \beta_1 \nabla \cdot (y \phi_1). \]  

These solutions are well defined for \( q > (q)_c \), where \( \beta_1 \) is positive. The profile \( \phi_1(y) \) is a smooth and positive radial function in \( \mathbb{R}^N \), it is monotone decreasing in \( r = |y| \) and has a polynomial decay rate as \( |y| \to \infty \) depending on the exponent \( q \).

3.2 Self-similar solutions for Problem (M1) when \( m < 2 \)

In a previous work [55] we have established three main types of self-similar solutions for model (M1) depending on the range of the parameter \( m \), but always restricted to the range \( m < 2 \). The first type are functions that are positive for all times, while the second type are functions that extinguish in finite time, both separated by a transition type. We briefly present these solutions here with the purpose of relating functions that are positive for all times, while the second type are functions that extinguish in finite time, and therefore self-similar solutions of the first and second type do not apply here.

Self-similarity of first type. Solutions that exist for all positive times. A self-similar solution \( V(x,t) \) of the first type to equation (M1) conserving mass is given by

\[ V(x,t) = t^{-\alpha_2} \phi_2(y), \quad y = xt^{-\beta_2}, \]

with \( \alpha_2 = N\beta_2 \) and \( \beta_2 = 1/(N(m-1) + 2 - 2s) \), and with profile function \( \phi_2 \) satisfying the equation

\[ \nabla \cdot (\phi_2^{m-1} \nabla (-\Delta)^{-s} \phi_2) = -\beta_2 \nabla \cdot (y \phi_2). \]  

These solutions are considered in the range of parameters where \( \beta_2 > 0 \), that is, for \( m > (N - 2 + 2s)/N \).

Self-Similarity of second type. Extinction in finite time. These are solutions to equation (M1) with the self-similar form

\[ V(x,t) = (T-t)^{\overline{\alpha}_2} \psi_2(y), \quad y = x(T-t)^{\overline{\beta}_2}, \]

where \( \overline{\alpha}_2 = N\overline{\beta}_2 \), \( \overline{\beta}_2 = 1/(N(1-m) + 2s - 2) \). The profile \( \psi_2 \) satisfies the equation

\[ \nabla \cdot (\psi_2^{m-1} \nabla (-\Delta)^{-s} \psi_2) = \nabla \cdot (y \psi_2). \]  

Here \( \overline{\beta}_2 = -\beta_2 \), where \( \beta_2 \) is the self-similarity exponent of first type. We argue now in the range of parameters where \( \overline{\beta}_2 > 0 \), that is \( m < (N - 2 + 2s)/N \).

\* Self-Similarity of third type. Eternal solutions. For \( m \to (N - 2 + 2s)/N \) there is a class of self-similar solutions to equation (M1) conserving mass of the form

\[ V(x,t) = e^{-ct} F(y), \quad y = xe^{-ct}, \]

where \( c > 0 \) is a free parameter (exponential self-similarity, which usually plays a transition role) and \( F \) is a solution to the profile equation

\[ \nabla \cdot (F^{m-1} \nabla (-\Delta)^{-s} F) = -c \nabla \cdot (y F). \]  

Remark 2. Solutions of this type live backward and forward in time, they are eternal. Notice that in this borderline case \( m \to (N - 2 + 2s)/N \) we have \( 1/\beta_2 = 1/\overline{\beta}_2 \to 0 \), and therefore self-similar solutions of the first and second type do not apply here.
The transformation. In [55] we found an unexpected relationship that allows to transform the families of mass-conserving self-similar solutions of models (FPME) and (M1) into each other, if suitable parameter ranges are prescribed. Actually, there exists a precise correspondence between the profiles \( \phi_1 \) and \( \psi_2 \), \( \psi_2 \) or \( F \), and the parameters \( q \) and \( m \), as well as \( \sigma \) and \( s \).

**Theorem 3.1.** Let \( q > \frac{N-2\sigma}{N} \), \( s \in (0,1) \) and let \( \phi_1 \geq 0 \) be a solution to the profile equation (3). The following holds:

(i) If \( q \in \left( \frac{N}{N+2\sigma}, \infty \right) \) then

\[
\phi_2(x) = \left( \beta_1/\beta_2 \right) \frac{\beta_2^q}{\beta_1^q} \phi_1(x)^q
\]

is a solution to the profile equation (4) if we put \( m = \frac{2q-1}{q} \) and \( s = 1 - \sigma \). This corresponds to \( m \in \left( \frac{N-2+2\sigma}{N}, 2 \right) \), \( s \in (0,1) \).

(ii) If \( q \in \left( \frac{N-2\sigma}{N}, \frac{N}{N+2\sigma} \right) \) then

\[
\psi_2(x) = \left( \beta_1/\beta_2 \right) \frac{\beta_2^q}{\beta_1^q} \phi_1(x)^q
\]

is a solution to the profile equation (5) if we put \( m = \frac{2q-1}{q} \) and \( s = 1 - \sigma \). This corresponds to \( m \in \left( \frac{N-2+2\sigma}{N}, \frac{N-2+2\sigma}{N+2\sigma} \right) \), \( s \in (0,1) \).

(iii) If \( q = \frac{N-2+2\sigma}{N+2\sigma} \) then

\[
F(x) = \left( \beta_1/c \right) \frac{\beta_2^q}{\beta_1^q} \phi_1(x)^q
\]

is a solution to the profile equation (6) if we put \( m = \frac{N-2+2\sigma}{N} \) and \( s = 1 - \sigma \).

This transformation is an algebraic relation that has important consequences. It provides a proof for the existence of self-similar solutions to Problem (M1) and their characterization. Note that \( m < 2 \).

Self-similar solutions of equation (FPME) can be also constructed for smaller values of \( q \); these are very singular solutions that extinguish in finite time (see Vázquez [60]) or blow up in finite time (see Vázquez and Volzone [65]). These ones can be transformed in a similar manner to corresponding self-similar solutions of the model (M1). Rigorous proofs with complete computations can be found in [55]. Self-similar solutions do not have an explicit formula, except very particular cases of exponents \( m = m(s) \) explicitly computed by Huang in [37].

### 3.3 Related models for \( m > 2 \)

In this section we will derive (in a formal way) a transformation formula between self-similar solutions of model (M1) and two new nonlocal problems. First, we will show that when \( m > 2 \), self-similar solutions of (M1) have a correspondence to self-similar solutions of

\[
v_t + \nabla^2 (-\Delta)^{1-t} v^\overline{m} = 0, \quad x \in \mathbb{R}^N, \quad t > 0.
\]

with \( \overline{m} = 1/(m - 2) \). The algebraic change \( v = 1/w \) maps solutions of problem (7) to solutions of

\[
w_t - (-\Delta)^{1-s} w^{-\overline{m}} = 0.
\]

which corresponds to solutions of (FPME) for negative exponents \( q \) (it is known this equation does not admit integrable solutions, cf. [8], therefore one must search for non-integrable solutions).

Self-similar solutions of Problem (7) are of the form

\[
V(x,t) = t^{-a} \psi(y), \quad y = xt^b
\]

with

\[
a = bN, \quad b = \frac{1}{N(\overline{m} + 1) + 2(1 - s)},
\]

where \( \psi \) satisfies the profile equation

\[
b(N\psi - y\nabla \psi) = \psi^2 (-\Delta)^{1-s} \psi^{\overline{m}}.
\]
Lemma 3.2. Let \( m > 2 \) and let \( \phi(x,t) \) a smooth solution to the profile equation (4). Let \( \psi \) and \( m \) defined by

\[
\phi = c \psi^m, \quad m = \frac{1}{m-2},
\]

with \( c = \left( \frac{d}{\psi} \right)^{1/(m-1)} \). Then \( \psi \) is a solution to the profile equation (8).

Proof. The proof follows directly from the profile equation (4). Indeed,

\[
\phi^m - \nabla(-\Delta)^{-s} \phi = -\beta y \phi \\
\nabla \cdot \nabla(-\Delta)^{-s} \phi = -\beta \nabla \cdot (y \phi^{2-m}) \\
(\Delta)^{1-s} \phi = \beta (N \phi^{2-m} + (2-m)y \phi^{1-m} \nabla \phi) \\
\phi^{2(m-2)}(\Delta)^{1-s} \phi = \beta (N \phi^{m-2} - y \nabla \phi^{m-2}) \\
\psi^2(\Delta)^{1-s} \psi = b(N \psi - y \nabla \psi).
\]

\( \square \)

Remark 3. (i) In Lemma 6.5 we will have prove the existence of a self-similar solution of model (M1) when \( N = 1 \) as a limit of the rescaled solutions. The transformation formula given by Lemma 3.2 would give the existence of a self-solution of model (M1) for \( N \geq 1 \) and \( m \geq 2 \) subject to a rigorous proof of existence of self-similarity solutions of model (7).

(ii) Model (7) has not been studied in the literature yet. However, it seems natural to think that it will enjoy some good properties, such as comparison principle for viscosity solutions. It is a possible direction to follow in order to deal with the open problem of the asymptotic behavior of solutions of model (M1) for \( m > 2 \) and \( N > 1 \) where no uniqueness is known for (M1).

4 The integrated model in one dimension for \( m \in (1, \infty) \)

We consider model (M1) in one space dimension

\[
\partial_t u = \partial_x \cdot (u^{m-1} \partial_x (-\Delta)^{-s} u),
\]

for \( x \in \mathbb{R}, \ t > 0 \) and \( s \in (0, 1) \). We take compactly supported initial data \( u_0 \geq 0 \) such that \( u_0 \in L^1_{\text{loc}}(\mathbb{R}) \). The "integrated solution" \( v \) is defined by

\[
v(x,t) = \int_{-\infty}^{t} u(y,t) \, dy \geq 0 \quad \text{for } t > 0, \ x \in \mathbb{R}.
\]

Therefore \( v_x = u \) and \( v(x,t) \) will be a solution (in the viscosity sense) of the equation

\[
\partial_t v = -|v_x|^{m-1} (-\Delta)^{-s} v,
\]

with \( \alpha = 1 - s \) and initial data

\[
v(x,0) = v_0(x) := \int_{-\infty}^{x} u_0(x) \, dx \quad \text{for all } x \in \mathbb{R}.
\]

Note that \( v(x,t) \) is a non-decreasing function in the space variable \( x \). Moreover, since \( u(x,t) \) enjoys the property of conservation of mass, then \( v(x,t) \) satisfies

\[
\lim_{x \to -\infty} v(x,t) = 0, \quad \lim_{x \to +\infty} v(x,t) = M
\]

for all \( t \geq 0 \). We consider viscosity solutions \( v(x,t) \) of (11)-(12) in the sense of Crandall-Lions.
Definition 4.1. Let \( v \) be a upper semi-continuous function (resp. lower semi-continuous function) in \( \mathbb{R} \times (0, \infty) \).

(i) We say that \( v \) is a **viscosity sub-solution** (resp. **super-solution**) of equation (11) on \( \mathbb{R} \times (0, \infty) \) if for any point \((x_0, t_0)\) with \( t_0 > 0 \) and any \( \tau \in (0, t_0) \) and any test function \( \varphi \in C^2(\mathbb{R} \times (0, \infty)) \cap L^\infty(\mathbb{R} \times (0, \infty)) \) such that \( v - \varphi \) attains a global maximum (resp. minimum) at the point \((x_0, t_0)\) on \( Q_\tau = \mathbb{R} \times (t_0 - \tau, t_0) \) we have that
\[
\partial_t \varphi[x_0, t_0] + |\partial_x \varphi(x_0, t_0)|^{m-1}(-\Delta)^{\alpha/2} \varphi'(x_0, t_0) \leq 0 \quad (\geq 0).
\]

(ii) We say that \( v \) is a **viscosity sub-solution** (resp. **super-solution**) of the initial-value problem (11)-(12) on \( \mathbb{R} \times (0, \infty) \) if it satisfies moreover at \( t = 0 \)
\[
v(x, 0) \leq \limsup_{y \to x, t \to 0} v(y, t) \quad (\text{resp. } v(x, 0) \geq \liminf_{y \to x, t \to 0} v(y, t)).
\]

We say that \( v \in C(\mathbb{R} \times (0, \infty)) \) is a **viscosity solution** if \( v \) is a viscosity sub-solution and a viscosity super-solution on \( \mathbb{R} \times (0, \infty) \).

Since equation (11) is invariant under translations, the test function \( \varphi \) in the above definition can be taken such that \( \varphi \) touches \( v \) from above in the sub-solution case, resp. \( \varphi \) touches \( v \) from below in the super-solution case.

Now we state the correspondence of solutions between the two models, together with the regularity estimates that \( u \) inherits from \( v \).  

**Proposition 4.2.** Let \( s \in (0, 1) \) and \( m \geq 1 \). Let also \( u \) be a weak solution for Problem (9) with initial data \( u_0 \in \mathcal{M}_s(\mathbb{R}) \). Then \( v \) defined by (10) is a viscosity solution for Problem (11)-(12) and \( v \in C(\mathbb{R} \times (0, T)) \). If additionally \( u_0 \in L^\infty(\mathbb{R}) \), then \( v \in C(\mathbb{R} \times [0, T]) \).

**Proof.** We start by proving the regularity of \( v \). If \( u_0 \in L^\infty(\mathbb{R}) \) then \( u \in L^\infty(\mathbb{R} \times (0, T)) \). This implies that \( v \in L^\infty([0, T] : \text{Lip}(\mathbb{R})) \) since \( v_s = u \in L^\infty([0, T] : L^\infty(\mathbb{R})) \). Moreover \( v_t \in L^2([0, T] : L^2(B)) \) by the second energy estimate for \( u \). Then the continuity in time is shown by estimating the decay of the time shift: \( |v(x_0, t_1) - v(x_0, t_0)| \leq K |t_1 - t_0|^{1/3} \) when \( t_1 \) and \( t_0 \) are close. This is done by combining the \( L^2 \) estimate on \( v_t \) and the already proved spatial regularity.

When \( u_0 \notin L^\infty(\mathbb{R}) \), we use the smoothing effect given in Theorem (5.1) to show that \( u \in L^\infty(\mathbb{R}^N \times (\tau, \infty)) \) for any \( \tau > 0 \). Consequently, we proceed as before but avoiding \( t = 0 \).

To show that \( v \) is in fact a viscosity solution, we consider the regularized problem
\[
(v_\delta)_s = \delta \Delta (v_\delta) + \delta (v_\delta)_s |\alpha|^{m-1}(-\Delta)^{\alpha/2} v_\delta.
\]

It is clear that \( v_\delta = \int_{-\infty}^{+\infty} u_\delta(y, t) dy \) where \( u_\delta \) is the classical solution of
\[
\partial_t u_\delta = \delta \Delta u_\delta + \partial_x (u_\delta^m \cdot \partial_x (-\Delta)^{\alpha/2} u_\delta),
\]
Not that this is the same problem that in the last step of the prove of existence of \( u \). Thus, up to a corresponding subsequence, we can pass to the limit in (13) and show that
\[
v := \lim_{\delta \to 0} v_\delta \text{ is a viscosity solution of (11),}
\]
since it is a limit of viscosity solutions.

The standard comparison principle for viscosity solutions holds true (see Chasseigne and Jakobsen [22]). We also refer to [6] for more details regarding properties of this integrated model when \( m = 2 \).

**Proposition 4.3** (Comparison Principle). Let \( m \geq 1 \) and \( \alpha \in (0, 1) \). Let \( w \) be a viscosity sub-solution and \( W \) be a viscosity super-solution of equation (11). If \( w(x, 0) \leq W(x, 0) \), then \( w \leq W \) in \( \mathbb{R} \times (0, \infty) \).

The following uniqueness result is also proved in [22]. This result is crucial to obtain uniqueness of weak solution in dimension one for (M1).

**Proposition 4.4.** Let \( m \geq 1 \) and \( \alpha \in (0, 1) \). Then there exists a unique viscosity solution of Problem (11) with piecewise continuous initial data.
5 Main results for model (M1)

5.1 Existence of solutions

The most important contribution to the existence theory was done in [57] where we constructed a weak solution in the sense of Definition 2.1 in the general setting of initial data any $\mu \in \mathcal{M}^+(\mathbb{R}^N)$, the space of nonnegative Radon measures on $\mathbb{R}^N$ with finite mass. In particular, this includes the case of merely integrable data $u_0 \in L^1(\mathbb{R}^N)$.

**Theorem 5.1.** Let $m \in (1, +\infty)$, $s \in (0, 1)$, $N \geq 1$ and $\mu \in \mathcal{M}^+(\mathbb{R}^N)$. Then there exists a nonnegative weak solution $u$ of Problem (M1) and for all $\tau > 0$,

$$u \in L^\infty((\tau, \infty) : L^1(\mathbb{R}^N)) \cap L^\infty(\mathbb{R}^N \times (\tau, \infty)) \cap L^\infty((0, \infty) : \mathcal{M}^+(\mathbb{R}^N)).$$

Moreover, $u$ has the following properties:

1. *(Conservation of mass)* For all $0 < t < T$ we have $\int_{\mathbb{R}^N} u(x, t)dx = \int_{\mathbb{R}^N} d\mu(x)$.

2. *($L^\infty$ estimate)* $0 < \tau < t < T$ we have $||u(\cdot, t)||_\infty \leq ||u(x, \tau)||_\infty$.

3. *($L^p$-energy estimate)* For all $1 < p < \infty$ and $0 < \tau < t < T$ we have

$$\int_{\mathbb{R}^N} u^p(x, t)dx + \frac{4p(p-1)}{(m+p-1)^2} \int_0^t \int_{\mathbb{R}^N} \left| (-\Delta)^{\frac{m-1}{2}} \left[ \frac{u^{\frac{m+1}{2}}}{u^{\frac{m-1}{2}}} \right] (x, s) \right|^2 dxds \leq \int_{\mathbb{R}^N} u^p(x, \tau)dx.$$

4. *(Second energy estimate)* For all $0 < \tau < t < T$ we have

$$\frac{1}{2} \int_{\mathbb{R}^N} \left| (-\Delta)^{-\frac{1}{2}} u(x, t) \right|^2 dx + \int_0^t \int_{\mathbb{R}^N} u^{m-1} \left| \nabla(-\Delta)^{-\frac{1}{2}} u(x, s) \right|^2 dxds \leq \frac{1}{2} \int_{\mathbb{R}^N} \left| (-\Delta)^{-\frac{1}{2}} u(x, \tau) \right|^2 dx.$$

5. *(Smoothing effect)* For all $t > 0$, we have

$$||u(\cdot, t)||_{L^\infty(\mathbb{R}^N)} \leq C_{N, s, m} t^{-\gamma} \mu(\mathbb{R}^N)^{\delta}$$

where $\gamma = \frac{N}{(m-1)N+2(1-s)} > 0$ and $\delta = \frac{2(1-s)}{(m-1)N+2(1-s)} > 0$.

**Remark 4.** If $u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$, all the properties of Theorem (5.1) hold up to $\tau = 0$.

5.2 Uniqueness in dimension $N = 1$

Uniqueness of weak solutions is proved in the one-dimensional case.

**Theorem 5.2.** Let $m \in (1, +\infty)$, $s \in (0, 1)$, $N = 1$ and $\mu \in \mathcal{M}^+(\mathbb{R}^N)$. Then there exists a unique weak solution to Problem (M1).

This theorem identifies the constructed weak solution obtained in Theorem 5.1 as the unique weak solution to Problem (M1). The proof follows as consequence of Proposition 4.2 and Proposition 4.4.

5.3 Speed of propagation

A very interesting property is the finite/infinite speed of propagation of the solution of Problem (M1) depending on the nonlinearity parameter $m$, as proved in [56, 57].
Theorem 5.3. Let $m \in [2, \infty)$, $s \in (0,1)$ and $N \geq 1$. Assume that $u_0 \in L^\infty(\mathbb{R}^N)$ has compact support and let $u$ be the constructed weak solution of Problem (M1) given in Theorem 5.1. Then, $u(\cdot, t)$ has compact support for all $t > 0$, i.e., $u$ has finite speed of propagation.

Theorem 5.4. Let $m \in (1, 2)$, $s \in (0,1)$ and $N = 1$. Assume $u_0 \in L^1(\mathbb{R}) \cap L^\infty(\mathbb{R})$ and let $u$ be the weak solution of Problem (M1). Then, for any $t > 0$ and $R > 0$, the set $P_{Rt} = \{x : |x| \geq R, u(x, t) > 0\}$ has positive measure (even if $u_0$ is compactly supported). This is a weak form of infinite speed of propagation. Moreover, if $u_0$ is radially symmetric and non-increasing in $|x|$, then $u(x, t) > 0$ for all $x \in \mathbb{R}$ and $t > 0$.

Remark 5. Note that while in Theorem 5.3 we need to assume that $u$ is the constructed weak solution, in Theorem 5.4 the uniqueness result for dimension $N = 1$ given by Theorem 5.2 ensures that this is the only weak solution. This fact also applies to Theorem 5.3 when $N = 1$.

5.4 Asymptotic behavior

Once we know the uniqueness result of Theorem 5.2 and the existence of solutions for finite measure data, we can prove that there exists a unique fundamental solution to Problem (M1) and it describes the large time asymptotic behavior of a general class of solutions.

Theorem 5.5 (Asymptotic Behavior). Let $m \in (1, \infty)$, $s \in (0,1)$ and $N = 1$. Assume that $u_0 \in L^1(\mathbb{R})$ such that $\|u_0\|_{L^1(\mathbb{R})} = M$ and let $u$ be the corresponding weak solution of (M1). Then

$$\lim_{t \to \infty} \|u(\cdot, t) - U_M(\cdot, t)\|_{L^p(\mathbb{R}^N)} \to 0$$

for any $p > 1$, where $U_M$ is the unique self-similar solution of (M1) with initial data $\mu = M\delta$.

Notice that $U_M$ can be transformed into a self-similar solution of (FPME) (for $m < 2$) or (7) (for $m > 2$) as explained in Section 3. In the first case $m < 2$ this transformation allows to obtain the main properties of $U_M$ from the known properties of the Barenblatt solutions of the (FPME), which are derived in [60]. The precise decay for large $|x|$ of $U_M$ is given in [55], Corollary 3.2.

6 Proofs of the results

6.1 Sketch of the proof of existence

The proof of existence for general initial data given by an integrable measure is a long ride, with several nontrivial steps. In this section we will show the strategies of the proof, together with some details of the main ingredients of it.

We will first prove existence for $u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ via a four steps approximation method by regularized versions of (M1). In this first part we will also obtain very useful energy estimates that ensure compactness, together with an $L^1 - L^\infty$ smoothing effect. Afterwards, using the smoothing effect we prove existence for initial data $\mu \in \mathcal{M}_+(\mathbb{R}^N)$ approximating $\mu$ by bounded integrable initial data.

6.1.1 Existence for $u_0 \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$

Formally, we consider an equivalent version of (M1) given by:

$$u_t = \nabla \cdot (u^{m-1} \nabla (-\Delta)^{-1} (-\Delta)^{1-s} u) \quad \text{in} \quad \mathbb{R}^N.$$  \hfill (16)

The idea is to consider a regularized version of (16) where all the problematic terms are approximated. More precisely, we add the vanishing viscosity term $\delta \Delta u$ to (16) that ensures good properties of regularity for the solution, we eliminate the degeneracy at the zero level sets by putting $u^{m-1} \sim (u + \mu)^{m-1}$ and we
eliminate the singular character of the fractional Laplacian \((-\Delta)^{1-s}\) approximating it by the zero order pseudo-differential operator

\[
\mathcal{L}_\epsilon^{1-s}(u)(x) = C_{N,1-s} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x-y|^N + \epsilon^2} dy.
\]

Additionally, to ensure existence, we will restrict (16) to a bounded domain \(B_R\). The approximated problem reads

\[
(P_{\epsilon,\delta,\mu}) \begin{cases} (U_1)_t = \delta \Delta U_1 + \nabla \cdot ((U_1 + \mu)^m - 1)_\epsilon \nabla (-\Delta)^{-1} \mathcal{L}_\epsilon^{1-s}[U_1] & \text{in } B_R \times (0,T), \\
U_1(x,0) = \bar{u}_0(x) & \text{in } B_R, \\
U_1(x,t) = 0 & \text{in } B_R^c \times (0,T),
\end{cases}
\]

depending on the parameters \(\epsilon, \delta, \mu, R > 0\). We also consider \(\hat{u}_0\) to be a smooth approximation of \(u_0\). We say that \(U_1\) is a weak solution of \((P_{\epsilon,\delta,\mu})\) if

\[
\int_0^T \int_{B_R} U_1(\phi_t - \delta \Delta \phi) dx dt - \int_0^T \int_{B_R} (U_1 + \mu)^m - 1 \nabla (-\Delta)^{-1} \mathcal{L}_\epsilon^{1-s}[U_1] \cdot \nabla \phi dx dt + \int_{B_R} \hat{u}_0(x) \phi(x,0) dx = 0
\]

for smooth test functions \(\phi(x,t)\) that vanish on the spatial boundary \(\partial B_R\) and for large \(t\). Indeed, existence of smooth weak solutions is proved via mild solutions, i.e., \(U_1\) is the fixed point of the following map:

\[
\mathcal{F}(v)(x,t) = e^{\delta_\Delta} u_0(x) + \int_0^t \nabla e^{\delta(t-s)\Delta} \cdot G(v)(x,t) d\tau,
\]

where \(G(v) = (v + \mu)^m - 1 \nabla (-\Delta)^{-1} \mathcal{L}_\epsilon^{1-s}[v]\). The map

\[
\mathcal{F} : C((0,T) : L^1(B_R) \cap L^{\infty}(B_R)) \rightarrow C((0,T) : L^1(B_R) \cap L^{\infty}(B_R))
\]

is well defined and it is also a contraction, thus, Banach contraction principle ensures existence of a fixed point. We refer to [5] for a very similar proof in a slightly different context.

Once existence and regularity of the approximated problem are obtained, we provide the solution with the following energy-type estimates, that will give compactness that allow to pass to the limit in all the approximation parameters.

- **L^p energy estimates** for \(1 \leq p < \infty\). For all \(0 < t < T\) we have that:

\[
\int_{B_R} U_1^p(x,t) dx + p(p-1) \int_0^t \int_{B_R} \left( \mathcal{L}_\epsilon^{1-s} \right)^{\frac{p}{2}} |\Psi(U_1)(x,s)|^2 dx ds
\]

\[
+ \frac{4(p-1)\delta}{p} \int_0^t \int_{B_R} \left| \nabla \left( U_1^{p/2} \right)(x,s) \right|^2 dx ds \leq \int_{B_R} \hat{u}_0(x) dx
\]

where \(\Psi(z) = \int_0^z \frac{\mu + \delta}{\mu + \epsilon} d\zeta\). We want to mention that a crucial step in the derivation of (18) relies on the generalized version of the Stroock-Varopoulos Inequality: Given \(\psi : \mathbb{R} \rightarrow \mathbb{R}\) such that \(\psi \in C^1(\mathbb{R})\), \(\psi' \geq 0\) and \(\Psi\) such that \(\Psi' = (\Psi')^2\) we have

\[
\int_{\mathbb{R}^N} \psi(w) \mathcal{L}_\epsilon^{p/2}[w] dx \geq \int_{\mathbb{R}^N} \left( \mathcal{L}_\epsilon^{p/2} \right)^{\frac{p}{2}} |\Psi(w)|^2 dx.
\]

- **Second energy estimate.** For all \(0 < t < T\) we have that:

\[
\frac{1}{2} \int_{B_R} \left( \mathcal{L}_\epsilon^{1-s} \right)^{\frac{p}{2}} [U_1(t)]^2 dx + \int_0^t \int_{B_R} (U_1 + \mu)^m - 1 \nabla (-\Delta)^{-1} \mathcal{L}_\epsilon^{1-s}[U_1] dx dt
\]

\[
+ \delta \int_0^t \int_{B_R} \left( \mathcal{L}_\epsilon^{1-s} \right)^{\frac{p}{2}} [U_0]^2 dx dt \leq \frac{1}{2} \int_{B_R} \left( \mathcal{L}_\epsilon^{1-s} \right)^{\frac{p}{2}} [u_0]^2 dx.
\]
• (Decay of total mass) For all $0 < t < T$ we have \[ \int_{B_R} U_1(x,t)dx \leq \int_{B_R} u_0(x)dx. \]

• ($L^p$-estimate) For all $0 < t < T$ we have \[ \|U_1(\cdot,t)\|_p \leq \|u_0\|_p. \]

By combining these energy estimates we are able to apply some suitable parabolic compactness theorems to derive convergence of approximated solutions when the parameters of the approximations are passed to the limit step by step in the order:

\[ (P_{\epsilon \delta \mu R})_\epsilon \xrightarrow{\epsilon \to 0} (P_{\delta \mu R})_\delta \xrightarrow{\delta \to 0} (P_{\delta} ) \xrightarrow{\mu \to 0} (P). \]

**Remark 6.**

(i) Notice that the fractional operator is always defined by extending the function by 0 outside the ball $B_R$ in the first two problems of the approximation $(P_{\epsilon \delta \mu R})$ and $(P_{\delta \mu R})$. This is a delicate aspect which needs to be properly justified. The functions $U_1, U_2$ are defined on a ball $B_R$ and extended by 0 to $\mathbb{R}^N \setminus B_R$. We are able to do this extension since $U_1, U_2 \in H^1_0(B_R)$ by (18) therefore they have the right decay at the boundary $\partial B_R$ that allows the extension by 0. This is also one of the reasons for which the term $\Delta U$ in the approximating problems is the last one passing to the limit.

(ii) The term with $\delta$ coefficient in the $L^p$ estimate (18) gives $H^1$ regularity, an essential information in using parabolic compactness criteria. Again, this motivates the $\delta \to 0$ limit to be the last one.

**Passing to the limit.** First limit is done as $\epsilon \to 0$ and is based on the compactness criteria of type Simon-Aubin-Lions [53] in the context of

\[ H^{1-\gamma}(B_R) \subset L^2(B_R) \subset H^{-1}(B_R), \]

where $H^{1-\gamma}(B_R)$ is the space associated to (17), and thus the left hand side inclusion is compact. We conclude that the family of approximate solutions \( \{U_1\}_{\epsilon > 0} \) is relatively compact in $L^2(0,T : L^2(B_R))$ and we obtain that \( (U_1)_{\epsilon,\delta,\mu,R} \rightarrow (U_2)_{\delta,\mu,R} \) as $\epsilon \to 0$ in $L^2(0,T : L^2(B_R))$, up to subsequences.

As usual, the limit $U_2$ is identified to be a weak solution of a limit problem, in this case $(P_{\delta \mu R})$. Moreover, $U_2$ will satisfy the corresponding energy estimates which are proved by passing to the limit as $\epsilon \rightarrow 0$ the estimates for $U_1$. The following two limits $R \rightarrow \infty$ and $\mu \rightarrow 0$ are similar using the same type of compactness criteria of Simon.

The novelty appears in the last limit as $\delta \rightarrow 0$ where the regularity given by $H^1$ term with $\delta$ coefficient is lost. Here we need to use a different compactness criteria due to Rakotoson and Temam [52] which does not ask for such strong regularity assumptions as before. We conclude that the solution $U_4$ of $(P_{\delta})$ satisfies

\[ U_4 \rightarrow u \text{ as } \delta \rightarrow 0 \text{ in } L^2_{\text{loc}}(\mathbb{R}^N \times (0,T)). \]

In the end we prove that $u$ is a weak solution to Problem (M1) and it satisfies the corresponding energy estimates. We call this $u$ a constructed weak solution since there is no uniqueness theory available in $\mathbb{R}^N$. For $N = 1$ we prove in Section (5.2) that uniqueness holds in the class of weak solutions and therefore the $u$ we have constructed is indeed the weak solution to Problem (M1).

An $L^p$-$L^\infty$ smoothing effect is proved by combining $L^p$ energy estimate (14) with the Nash-Gagliardo-Nirenberg inequality (See Theorem 7.4 in [57]) for the function $u^{s^{-}}L^{n-1}. More precisely we get

\[ \|u(\cdot,t)\|_{L^\infty(\mathbb{R}^N)} \leq C_{N,s,m,p} t^{-\gamma_p} \|u_0\|_{L^p(\mathbb{R}^N)}^{\delta_p} \text{ for all } t > 0, \]

where $\gamma_p = \frac{N}{(m-1)N+2p(1-s)}$, $\delta_p = \frac{2p(1-s)}{(m-1)N+2p(1-s)}$.

### 6.1.2 Existence for initial data in $\mathcal{M}_+(\mathbb{R}^N)$

The existence of a solution for measure data is done via an approximating problem with data $(u_0)_n \in L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)$ where $(u_0)_n \rightarrow \mu$ and it conserves the mass $\|(u_0)_n\|_{L^1(\mathbb{R}^N)} = \mu(\mathbb{R}^N)$. More precisely, let $u_n$ be the solution to Problem (M1) with data

\[ (u_0)_n(x) := \int_{\mathbb{R}^N} \rho_n(x-z)d\mu(z). \]
We use the smoothing effect (19) for \(L^1(\mathbb{R}^N) \cap L^\infty(\mathbb{R}^N)\) initial data in the particular case \(p = 1\). Then, as in the previous section \(u_n\) satisfies the energy estimates plus the smoothing effect:

\[
\|u_n(\cdot,t)\|_{L^1(\mathbb{R}^N)} \leq \|u_n(\cdot,\tau)\|_{L^1(\mathbb{R}^N)} \leq C_{N,t,m} \tau^{-\gamma}\|\phi(0)\|_{L^1(\mathbb{R}^N)} = C_{N,t,m} \tau^{-\gamma} \mu(\mathbb{R}^N),
\]

where \(\gamma = \frac{N}{(m-1)N+2(1-\sigma)}, \delta = \frac{2(1-\sigma)}{(m-1)N+2(1-\sigma)}\). Note that the bound does not depend on the approximation parameter \(n\). In a similar way as before, we derive compactness estimates and apply the Rakotoson-Temam criteria \([52]\) in order to obtain a limit as \(n \to \infty\) away from \(t = 0\)

\[
u_n \to u^\tau \quad \text{as} \quad n \to \infty \quad \text{in} \quad L^2_{\text{loc}}(\mathbb{R}^N \times (\tau,T)).
\]

We also show that the initial data is recovered. Basically, the second energy estimate given by (15) allows us to prove that for any test function \(\phi\) we have that

\[
\left|\int_0^\tau \int_{\mathbb{R}^N} u_m^{\mu-1} \nabla (-\Delta)^{-s} u_n \nabla \phi \, dx \, dt\right| \leq \Lambda(\tau)
\]

for some modulus of continuity that only depends on \(\phi, \mu\) and \(s\). Thus,

\[
\left|\int_{\mathbb{R}^N} (u_n(\tau) - (u_0)_n) \phi \, dx\right| = \left|\int_0^\tau \int_{\mathbb{R}^N} \partial_t u_n \phi \, dx \, dt\right| = \left|\int_0^\tau \int_{\mathbb{R}^N} u_m^{\mu-1} \nabla (-\Delta)^{-s} u_n \nabla \phi \, dx \, dt\right| \leq \Lambda(\tau).
\]

A standard diagonal argument in \(\tau\) and \(n\) completes the proof of existence for measure data.

- **Conservation of mass** is proved by using the previous estimate with the sequence of cutoff type test functions \(\phi_R(x) = \phi(x/R)\) with \(0 \leq \phi \leq 1\) and \(\phi_1(x) = 1\) for \(|x| \leq 1\) and such that \(\|\nabla \phi_R\|_{L^\infty(\mathbb{R}^N)} = O(R^{-1})\).

\[\text{6.2 Sketch of the proof of speed of propagation}\]

The proof requires delicate barrier arguments since Problem (M1) is proved to have a lack of comparison principle. We refer to [18] for an explicit example of this fact.

\[\text{6.2.1 Finite speed of propagation for } m \in [2, \infty)\]

However, a special kind of super solutions (so-called true super-solutions), are of particular interest. We can show that, comparing any solution with a true super-solution, no contact point between them is possible. This will be enough to show the property of finite speed of propagation.

Without loss of generality, we assume that \(0 \leq u_0 \leq 1\) (thus, \(0 \leq u(x,t) \leq 1\)) and consider the parabola-like function

\[
U(x,t) = ((Ct - (|x| - b))^2.
\]

where \(b > 0\) is such that \(u_0(x) < U(x,0) := U_0(x)\) for all \(x \in B_b(0)\) and \(C\) is a suitable constant to be chosen later.

We argue by contradiction at a possible first contact point \((x_c, t_c)\) between \(u\) and \(U\). The fact that such a first contact point happens for \(t > 0\) and \(x \neq \infty\) is justified by regularization. We also exclude the extreme case where the contact is made at the boundary of the support of \(U\) given by \(|x_f(t_c)| := b + Ct_c\) (see Lemma 7.2 in [56]). Then, there exists \(h > 0\) such that \(b + Ct_c - |x_c| = h > 0\). At \((x_c, t_c)\), we have that \(u = U, \nabla (u - U) = 0, \Delta (u - U) \leq 0, (u - U)_f \geq 0\), that is

\[
u(x_c, t_c) = h^2, \quad u_t = -2h, \quad \Delta u \leq 2N, \quad u_t \geq 2Ch,
\]

where \(r = |x|\) denotes the radial coordinate. We also have the following estimates on \(\nabla p := \nabla (-\Delta)^{-s}\) for \(0 < s < 1/2\) (see Theorem 5.1. of [18]):

\[
-p_s(|x|, t_c) \leq K_1 + K_2 h^{1+2s} + K_3 h, \quad \Delta p(|x|, t_c) \leq K_4
\]
for some $K_1, K_2, K_3, K_4 \geq 0$. We now use the expanded form of Problem (M1) given by $u_t = (m-1)u^{m-2} \nabla u \cdot \nabla p + u^{m-1} \Delta p$, we get the inequality

$$C \leq (m-1)h^{2m-4} \left(-p_x(x,t) + \frac{h}{2} \Delta p(x,t)\right)$$

$$\leq (m-1)h^{2m-4} \left(K_1 + K_2 h^{1+2s} + (K_3 + \frac{K_4}{2}) h\right),$$

which leads to a contradiction choosing $C = C(s,N)$ large enough.

When $1/2 \leq s < 1$, an improved version on the estimate of $p_x$ leads to similar result, but this time $C = C(t)$. This is again enough to prove the property of finite speed of propagation, but this time, we do not have a quantitative estimate on the growth of the support.

One can easily see that the term $h^{2m-4}$ in the last estimate needs $m \geq 2$ to create a contradiction. In fact $m = 2$ is show to be the critical exponent, as we show in the following section.

6.2.2 Infinite speed of propagation

In dimension $N = 1$, we have already established a duality between weak solutions of (M1)

$$\partial_t u = \nabla \cdot (u^{m-1} \nabla (-\Delta)^{-s} u)$$

and viscosity solutions of the “integrated problem”

(20) $$\partial_t v = -|x|^{m-1} (-\Delta)^{\alpha} v,$$

where $v(x,t) = \int_{-\infty}^x u(x,t) dx$ and $\alpha = 1-s$. It will be enough to consider the initial data given by

(21) $$v_0(x) \geq H_{y_0}(x) = \begin{cases} 0, & x < y_0, \\ 1, & x > y_0. \end{cases}$$

Indeed, (20) has suitable comparison principles for viscosity solutions. See Proposition 8.5 and Proposition 8.6 in [56] for a standard comparison principle and a parabolic type comparison principle respectively. At this point, we need to find a subsolution $\Phi = \Phi(x,t)$ of (20) such that $\Phi(x,0) \leq v_0(x)$ and $\Phi(x,t) > 0$ for any $t > 0$ and $|x|$ arbitrary large. See Figures 1 and 2 for a graphic version of the proof.

Figure 1: Comparison with the barrier at time $t = 0$

We need to find this kind of subsolution. First, consider a function $G = G(x)$ such that $G$ is compactly supported in the interval $(-x_0, \infty)$, $G(x) \leq C_1$ for all $x \in \mathbb{R}$ and $(-\Delta)^{\alpha} G(x) \leq -C_2|x|^{-(1+2\alpha)}$ for all $x < x_0$ (see Lemma 9.1 in [56] for the existence of such a function $G$). Now, given any $\tau, \xi, \varepsilon > 0$, we can find $C_2 = C_2(N, s, \alpha, \tau)$ such that the function

$$\Phi_{\varepsilon}(x,t) = (t + \tau)^{\frac{\alpha}{\gamma}} (|x| + \xi)^{-\gamma} + G(x) - \varepsilon, \quad t \geq 0, \ x \in \mathbb{R}.$$
result: satisfies $t$

The maximum value of $(\Phi_\varepsilon)_t + |(\Phi_\varepsilon)_x|^{m-1}(-\Delta)^a \Phi_\varepsilon \leq 0$ for $x < x_0$, $t > 0$

for $\gamma = \frac{m + 2\alpha}{2 - m}$ and $b = \frac{1}{m - 1 + 2\alpha}$. The parameters $\gamma$ and $b$ are found in the study of self-similar solutions of (20).

The main tool to finish the proof is given by the following parabolic comparison principle proved in [56]:

**Proposition 6.1.** Let $m > 1$, $\alpha \in (0, 1)$ and $N = 1$. Let $v$ be a viscosity solution of Problem (11)-(12). Let $\Phi : \mathbb{R} \times [0, \infty) \to \mathbb{R}$ such that $\Phi \in C^2(\Omega \times (0, T))$. Assume that

- $\Phi_t + |\Phi_x|^{m-1}(-\Delta)^a \Phi < 0$ for $x \in \Omega, t \in [0, T]$;
- $\Phi(x, 0) < v(x, 0)$ for all $x \in \mathbb{R}$ (comparison at initial time);
- $\Phi(x, t) < v(x, t)$ for all $x \in \mathbb{R} \setminus \Omega$ and $t \in (0, T)$ (comparison on the parabolic boundary).

Then $\Phi(x, t) \leq v(x, t)$ for all $x \in \mathbb{R}, t \in (0, T)$.

At this point we need to show that $\Phi_\varepsilon$ can be compared at initial time and also on the parabolic boundary. The initial data (21) naturally impose the following conditions on $\Phi_\varepsilon$:

$$\xi > x_0 + e^{-\frac{t}{\gamma}}.$$ 

that ensures that $\Phi_\varepsilon(x_0, 0) < v_0(x_0)$. Now let $k_1 := \min \{v(x, t) : x \geq x_0, 0 < t \leq T\} > 0$ (we recall that $v \in C([0, T] : C([\mathbb{R}])$ and $v_0(x_0) = 1$). The condition $\Phi_\varepsilon(x, t) < v(x, t)$ for all $x \geq x_0, t \in [0, T]$ requires

$$(t + 1)^{b\gamma}(\xi^{-\gamma} + C_1) < k_1.$$ 

The maximum value of $t = T$ for which this inequality holds is

$$T < \left(\frac{k_1}{\xi^{-\gamma} + C_1}\right)^{1/b\gamma} - 1.$$ 

Thus, in order to have $T > 0$ we require $\xi > (k_1 - C_1)^{-\frac{1}{\gamma}}$. The remaining parameter $C_1$ from assumption (G2) is chosen here such that: $C_1 < k_1$. By Proposition 6.1 we obtain the desired comparison:

$$v(x, t) \geq \Phi_\varepsilon(x, t) \quad \text{for all } (x, t) \in Q_T.$$ 

Now, let $x_1 < x_0 < 0$ and $t_1 \in (0, T)$ be arbitrary. It is now straightforward to show that for

$$\varepsilon < \left[\frac{(t_1 + 1)^b}{(k_1 - C_1)^{-\gamma} - x_1}\right]^\gamma.$$ 

we have that $\Phi_\varepsilon(x_1, t_1) > 0$ and thus, by comparison $v(x_1, t_1) > 0$. In this way, we have proves the following result:
Theorem 6.2 (Infinite speed of propagation for $v$). Assume that $u_0 \in L^m(\mathbb{R}^N)$ is nonnegative and compactly supported. Let $v$ be the solution of Problem (11)-(12). Then $0 < v(x,t) < M$ for all $t > 0$ and $x \in \mathbb{R}$.

The result for $u$ follows immediately. We have proved that $v(x,t)$ is positive for every $t > 0$ and $x \in \mathbb{R}$, thus $u$ has accumulated mass at every $(x,t)$. This fact ensures that for every time $t > 0$ there exists an $x \in \mathbb{R}$ arbitrary far from the origin such that $u(x,t) > 0$. Moreover, when $u_0$ is radially symmetric and non-increasing in $|x|$ then $u$ inherits these properties, ensuring that $u$ can not take zero values.

Remark 7. (i) This method is working only in one dimension since we use the integrated function. It is an open issue the proof of infinite speed of propagation in dimension $N \geq 2$. New methods should be employed and, at least for particular cases of data, one can see a possible direction to continue: for instance radial data will produce radial solutions and then one could search for a suitable transformation between (M1) and a 1 – D problem.

(ii) Infinite speed of propagation holds for $m < 2$ for any self-similar solution as a consequence of the transformation formula from the previous section. Moreover their properties are imported from the alternative model (FPME).

6.3 Proof of the asymptotic behavior

Here we provide the proof of the asymptotic behavior in dimension $N = 1$ using a four step method. This will be a new contribution to the study of Problem (M1). The result can only be presented in dimension 1 due to the lack of uniqueness for (M1). However, we will present intermediate steps valid in $\mathbb{R}^N$, and the reader could trivially see that the asymptotic behaviour result for general $N \geq 1$ would follow from a result of uniqueness of solutions with Dirac delta type initial data.

6.3.1 Existence of a rescaled solution

Lemma 6.3. Let $m \in (1, +\infty)$, $s \in (0, 1)$ and $N \geq 1$. Assume that $u_0 \in L^1(\mathbb{R}^N)$ and let $u$ be the constructed weak solution of (M1) given by Theorem 5.1. Then, for any $\lambda > 0$ the rescaled function

$$u_\lambda(x,t) = \lambda^N u(\lambda x, \lambda^{b} t),$$

with $b = (m - 1)N + 2 - 2s$, is a weak solution of

$$\begin{cases}
\partial_t u_\lambda = \nabla \cdot (u_\lambda^{m-1} \nabla (-\Delta)^{-s} u_\lambda) & \text{for } x \in \mathbb{R}^N, t > 0, \\
u_\lambda(0,x) = \lambda^N u_0(\lambda x) & \text{for } x \in \mathbb{R}^N.
\end{cases}$$

Moreover, $u_\lambda$ has the following properties:

1. (Conservation of mass) For all $0 < t < T$ we have $\int_{\mathbb{R}^N} u_\lambda(x,t)dx = \int_{\mathbb{R}^N} u_0(x)dx.$

2. (L$^p$ energy estimate) For all $1 < p < \infty$ and $0 < \tau < t < T$ we have

$$\int_{\mathbb{R}^N} u_\lambda^p(x,t)dx + \frac{2p(p-1)}{(m + p - 1)^2} \int_{\tau}^{t} \int_{\mathbb{R}^N} (-\Delta)^{\frac{1-\tau}{2}} \left[ \frac{m + p - 1}{p} \right] u_\lambda u_\lambda^{m-1} \nabla (-\Delta)^{-s} u_\lambda(x,s) \right| dxds \leq \int_{\mathbb{R}^N} u_\lambda^p(x,\tau)dx.$$

3. (Second energy estimate) For all $0 < \tau < t < T$ we have

$$\frac{1}{2} \int_{\mathbb{R}^N} (-\Delta)^{\frac{1-\tau}{2}} u_\lambda(x,t) \right|^2 dx + \int_{\tau}^{t} \int_{\mathbb{R}^N} u \nabla (-\Delta)^{-s} u_\lambda(x,s) \right|^2 dxds \leq \frac{1}{2} \int_{\mathbb{R}^N} (-\Delta)^{\frac{1-\tau}{2}} u_\lambda(x,\tau) \right|^2 dx.$$
4. (Smoothing effect) For all \( t > 0 \),
\[
\|u_\lambda(\cdot,t)\|_{L^\infty(\mathbb{R}^N)} \leq C_{N,s,m} t^{-\gamma} \|u_0\|_{L^1(\mathbb{R}^N)}^\delta
\]
where \( \gamma = \frac{N}{(m-1)N + 2(1-s)} > 0 \) and \( \delta = \frac{2(1-s)}{(m-1)N + 2(1-s)} > 0 \).

Note that estimates 2 and 3 in Lemma 6.3 are not uniform in \( \lambda \) up to \( \tau = 0 \) since the hypothesis \( u_0 \in L^1(\mathbb{R}^N) \) is not enough to find a uniform bound for the right hand side term. Note that \( u_2 \) only belongs to \( L^1(\mathbb{R}^N) \) and \( u_\lambda(x,0) \) will converge to \( \|u_0\|_{L^1(\mathbb{R}^N)} \delta_0 \) as \( \lambda \to \infty \). However, for any \( \tau > 0 \), the smoothing effect ensures that \( u_\lambda \) is bounded uniformly in \( \lambda \) and then, the right hand side terms of estimates 2 and 3 can be bounded by the terms involving only \( L^1 \) norm of \( u_0 \). This kind of uniform estimates are very useful and will be given in more details later.

**Proof.** I. \( u_\lambda \) is a weak solution of (22). Note that given any test function \( \phi \in C_c^\infty(\mathbb{R}^N \times (0,T)) \), we can define \( \psi \in C_c^\infty(\mathbb{R}^N \times (0,\lambda^b T)) \) such that \( \phi(x,t) = \psi(\lambda x, \lambda^b t) \). Then, the first term in the weak formulation reads
\[
\int_0^T \int_{\mathbb{R}^N} u_\lambda(x,t) \phi(x,t) \, dx \, dt = \lambda^N \int_0^T \int_{\mathbb{R}^N} u(\lambda x, \lambda^b t) \phi(x,t) \, dx \, dt
\]
\[
= \lambda^{N+b} \int_0^T \int_{\mathbb{R}^N} u(\lambda x, \lambda^b t) \psi(\lambda x, \lambda^b t) \, dx \, dt
\]
\[
= \int_0^\lambda \int_{\mathbb{R}^N} u(y,s) \psi(y,s) \, dy \, ds.
\]

The second term is as follows:
\[
\int_0^T \int_{\mathbb{R}^N} u_\lambda^{m-1}(x,t) \nabla (-\Delta)^{-s} u_\lambda(x,t) \cdot \nabla \phi(x,t) \, dx \, dt
\]
\[
= \lambda^{N(m-1)+N} \int_0^T \int_{\mathbb{R}^N} u^{m-1}(\lambda x, \lambda^b t) \nabla (-\Delta)^{-s} [u(\lambda \cdot, \lambda^b t)] \cdot \nabla \phi(x,t) \, dx \, dt
\]
\[
= \lambda^{Nm+1-2s} \int_0^T \int_{\mathbb{R}^N} u^{m-1}(\lambda x, \lambda^b t) \nabla (-\Delta)^{-s} u(\lambda x, \lambda^b t) \cdot \nabla \phi(x,t) \, dx \, dt
\]
\[
= \lambda^{Nm+2-2s-b} \int_0^\lambda \int_{\mathbb{R}^N} u^{m-1}(y,s) \nabla (-\Delta)^{-s} u(y,s) \cdot \nabla \psi(y,s) \, dy \, ds.
\]

Finally the initial condition is reformulated as
\[
\int_{\mathbb{R}^N} u_\lambda(x,0) \phi(x,0) \, dx = \lambda^N \int_{\mathbb{R}^N} u_0(\lambda x) \phi(x,0) \, dx = \int_{\mathbb{R}^N} u_0(y) \psi(y,0) \, dy,
\]
which concludes the proof of (I).

II. \( u_\lambda \) has conservation of mass independent of \( \lambda \). Since \( u \) preserves the mass, we have that
\[
\int_{\mathbb{R}^N} u_\lambda(x,0) \, dx = \lambda^N \int_{\mathbb{R}^N} u(\lambda x, \lambda^b t) \, dx = \int_{\mathbb{R}^N} u(y, \lambda^b t) \, dx = \int_{\mathbb{R}^N} u_0(x) \, dx.
\]

III. Energy estimates. The energy estimates are obtained by similar scaling arguments using the energy estimates available for \( u \).

IV. \( u_\lambda \) has smoothing effect uniform in \( \lambda \). Since \( u_\lambda \) is a weak solution of (M1) we can use the smoothing effect of Theorem 5.1 together with the result of conservation of mass independent of \( \lambda \) to get
\[
\|u_\lambda(\cdot,t)\|_{L^\infty(\mathbb{R}^N)} \leq C_{N,s,m} t^{-\gamma} \|u_\lambda(x,0)\|_{L^1(\mathbb{R}^N)}^\delta = C_{N,s,m} t^{-\gamma} \|u_0\|_{L^1(\mathbb{R}^N)}^\delta \text{ for all } t > 0.
\]
6.3.2 Convergence of the rescaled solution as $\lambda \to \infty$

**Lemma 6.4.** Let $m \in (1, +\infty)$, $s \in (0, 1)$ and $N \geq 1$. Assume that $u_0 \in L^1(\mathbb{R}^N)$ such that $\|u_0\|_{L^1(\mathbb{R}^N)} = M$. Let also $u_\lambda$ defined as in Lemma 6.3. Then, for any $0 < t_1 < t_2 < \infty$, there exists a function $U_M \in L^1(\mathbb{R}^N \times (0, \infty))$ and a subsequence $\{\lambda_j\}_{j=1}^\infty$ such that

$$u_{\lambda_j} \to U_M \text{ as } \lambda_j \to \infty \text{ in } L^p(\mathbb{R}^N \times [t_1, t_2]) \text{ for } 1 \leq p < \infty,$$

where $U_M$ is a weak solution of (M1) with measure initial data $U_M(x, 0) = M\delta_0$ and it satisfies the properties 1-5 of Theorem 5.1. Moreover, in dimension $N = 1$, the full sequence $u_\lambda$ converge in the sense of (23).

**Proof.**

**I. Existence of a limit.** Estimates 1-3 from Lemma 6.3 are enough to follow the same proof of Theorem 5.2 in [57]. We get that (up to a subsequence),

$$u_{\lambda_j} \to U_M \text{ as } \lambda_j \to \infty \text{ in } L^2_{\text{loc}}(\mathbb{R}^N \times [t_1, t_2])$$

where $U_M$ is a weak solution of (M1) with initial data $U_M(x, 0) = M\delta_0$ with all the desired properties. Now we need to have a uniform control of the tails of the solutions in order to be able to pass from local convergence in $L^2$ to global convergence in any $L^p$. Moreover, in dimension $N = 1$, uniqueness of weak solutions ensures that the full sequence $u_\lambda$ converges.

**II. Tail control.** Let $\phi \in C^\infty(\mathbb{R}^N)$ be a nondecreasing function such that $\phi(x) = 0$ if $|x| < 1$ and $\phi(x) = 1$ if $|x| > 2$. Now we take $\phi_R(x) := \phi(x/R)$ as test function (after an approximation argument) to get

$$\int_{\mathbb{R}^N} u_{\lambda}(x,t)\phi_R(x)dx \leq \int_{\mathbb{R}^N} u_{\lambda}(0)\phi_R(x)dx - \int_{\mathbb{R}^N} \int_0^t u_{\lambda}^m(x,t)\nabla(-\Delta)^{-s}u_{\lambda}(x,t) \cdot \nabla\phi_R(x)dxdt = I + II.$$

First, we note that since $u_{\lambda} \geq 0$, then

$$\int_{\mathbb{R}^N} u_{\lambda}(x,t)\phi_R(x)dx = \int_{|x| > R} u_{\lambda}(x,t)\phi_R(x)dx \geq \int_{|x| > 2R} u_{\lambda}(x,t)dx.$$

On the other hand, for $\lambda > 1$ we have

$$\int_{\mathbb{R}^N} u_{\lambda}(0)\phi_R(x)dx \leq \lambda^N \int_{|x| > R} u_0(\lambda x)dx = \int_{|y| > \lambda R} u_0(y)dy \leq \int_{|y| > R} u_0(y)dy$$

and the last term clearly goes to zero as $R \to \infty$ since $u_0 \in L^1(\mathbb{R}^N)$. We also have, as in part III in the proof of Theorem 5.2 in [57], that

$$|II| \leq \|\nabla\phi_R\|_{\infty} \int_0^t \int_{|x| > R} u_{\lambda}^m(x,t)\nabla(-\Delta)^{-s}u_{\lambda}(x,t)|dxdt \leq \Lambda(t)/R$$

where $\Lambda$ is a locally bounded function in $t$. Combining the above estimates, we conclude that $\int_{|x| > 2R} u_{\lambda}(x, \tau)dx \to 0$ as $R \to \infty$ for all $\tau \in (0, t)$. Passing to the limit, the same estimate is inherited by $U_M$. A similar tail control argument has been used by one of the authors in [38] for a fractional diffusion-convection equation.

**III. Convergence in $L^p(\mathbb{R}^N \times [t_1, t_2])$.** First, we prove $L^1$ convergence. From step II in this proof, for any $\varepsilon > 0$ we can choose $R$ large enough such that

$$I_{B_R} = \int_{t_1}^{t_2} \int_{B_R} |u_{\lambda_j}(x,t) - U_M(x,t)|dxdt$$

$$= \int_{t_1}^{t_2} \int_{B_R} |u_{\lambda_j}(x,t)|dxdt + \int_{t_1}^{t_2} \int_{B_R} |U_M(x,t)|dxdt < \varepsilon/2.$$
On the other hand,
\[ I_{Br} = \int_{t_1}^{t_2} \int_{Br} |u_{\lambda_j}(x, t) - U_M(x, t)| \, dx \, dt \leq |B_R| (t_2 - t_1) \left( \int_{t_1}^{t_2} \int_{Br} |u_{\lambda_j}(x, t) - U_M(x, t)|^2 \, dx \, dt \right)^{\frac{1}{2}}. \]

Since \( u_{\lambda_j} \to U_M \) as \( \lambda_j \to \infty \) in \( L^2_{\text{loc}}(\mathbb{R}^N \times [t_1, t_2]) \), we can now choose \( \lambda_j \) big enough such that \( I_{Br} < \varepsilon / 2 \). In this way,
\[ \|u_{\lambda_j} - U_M\|_{L^1(\mathbb{R}^N \times [t_1, t_2])} \leq I_{Br} + I_{Br} < \varepsilon \]
which concludes the proof of \( L^1 \) convergence. By the smoothing effect, both \( u_{\lambda_j} \) and \( U_M \) are uniformly bounded outside \( t = 0 \), for any \( R > 0 \) we have that
\[ \|u_{\lambda_j} - U_M\|_{L^p(\mathbb{R}^N \times [t_1, t_2])} \leq C \|u_{\lambda_j} - U_M\|_{L^{p-1}(\mathbb{R}^N \times [t_1, t_2])} \]
which again converges to 0 as \( \lambda_j \to \infty \).

6.3.3 Self-similarity of the limit solution

Lemma 6.5 (Existence of self-similar solution). Let \( m \in (1, +\infty), \ s \in (0, 1), \ N = 1 \). The solution \( U_M \) constructed in Lemma 6.4 is a self-similar solution of the form
\[ U_M(x, t) = t^{-\alpha} \phi(x^{-\beta}), \]
for a certain function \( \phi \in \mathbb{R}^N \to \mathbb{R} \) and \( \alpha = N\beta \) with \( \beta = 1 / (N(m - 1) + 2 - 2s) \).

Proof. First we note that for \( b = N(m - 1) + 2 - 2s, U_M \) is invariant under the following scaling
\[ \lambda_0^N U_M(\lambda_0 x, \lambda_0^b t) = \lim_{\lambda \to \infty} \lambda_0^N u_\lambda(\lambda_0 x, \lambda_0^b t) = \lim_{\lambda \to \infty} (\lambda_0 \lambda)^N u(\lambda_0 \lambda x, (\lambda_0 \lambda)^b t) \]
\[ = \lim_{\lambda \to \infty} \lambda_0^N u_{\lambda_0 \lambda}(x, t) = U_M(x, t). \]

Thus, since \( b\beta = 1 \) and then, we choose \( \lambda_0 = t^{-\frac{1}{\beta}} = t^{-\beta} \) to get
\[ U_M(x, t) = \lambda_0^N U_M(\lambda_0 x, \lambda_0^b t) = t^{-\frac{3}{2}} U_M(x^{-\frac{1}{\beta}}, 1) = t^{-\frac{3}{2}} U_M(x^{-\frac{1}{\beta}}, 1) = t^{-\alpha} U_M(x^{-\beta}, 1). \]

Remark 8. Note that, in identity (24), the fact the full sequence \( u_{\lambda_j} \) converges plays a crucial role. If we do not have this property, we cannot ensure that the sequence in \( \{\lambda_0 \lambda_j\}_{j=1}^\infty \) gives a convergent \( u_{\lambda_0 \lambda_j} \).

6.3.4 Proof of Theorem 5.5

We have that
\[ \|u_{\lambda} - U_M\|_{L^p(\mathbb{R}^N \times [t_1, t_2])} \to 0 \quad \text{as} \quad \lambda \to \infty, \]
which in particular implies
\[ \|u_{\lambda}(\cdot, t) - U_M(\cdot, t)\|_{L^p(\mathbb{R}^N)} \to 0 \quad \text{as} \quad \lambda \to \infty \quad \text{for a.e} \quad t \in [t_1, t_2]. \]
Without loss of generality, assume the above limit holds for \( t = 1 \). Then, choosing \( \tau = \lambda^b = \lambda^{1/\beta} \),

\[
\|u_\lambda(\cdot, 1) - U_M(\cdot, 1)\|_{L^p(\mathbb{R}^N)} = \lambda^N \|u(\cdot, \lambda^b) - U_M(\cdot, \lambda^b)\|_{L^p(\mathbb{R}^N)}
\]

\[
= \lambda^{N - \frac{m}{\beta}} \|u(\cdot, \lambda^b) - U_M(\cdot, \lambda^b)\|_{L^p(\mathbb{R}^N)}
\]

\[
= \tau^{N(1 - \frac{1}{p})} \|u(\cdot, \tau) - U_M(\cdot, \tau)\|_{L^p(\mathbb{R}^N)}
\].

Since \( \tau \to \infty \) as \( \lambda \to \infty \), we conclude that

\[
\tau^{\frac{N(1 - \frac{1}{p})}{m - 1 - \frac{N}{2} - \frac{N}{2}}} \|u(\cdot, \tau) - U_M(\cdot, \tau)\|_{L^p(\mathbb{R}^N)} \to 0 \quad \text{as} \quad \tau \to \infty.
\]

7 Comments and open problems

As a summary,
- We establish the theory of existence of suitable weak solutions of problem (M1) and settle the question of finite vs infinite speed of propagation depending on the parameter \( m \). We also settle the asymptotic behavior in one dimension by means of an integrated version of the problem.
- The questions of uniqueness in several dimensions are widely open and ought to be addressed. Once this result is available, the existence of selfsimilar solutions together with the asymptotic behaviour would follow with the techniques showed in this paper.

If \( m \in (1, 2) \), \( N \geq 1 \) we have uniqueness by the 1-to-1 correspondence of self-similar solutions between (M1) and (FPME), and the last ones are known to be unique. However, we need a uniqueness result regarding general initial data in order to be able to prove the asymptotic behaviour in dimension higher than one.

If \( m \in (1, \infty) \) and \( N = 1 \), the solutions (not only self-similar ones) are unique since there exists a 1-to-1 correspondence with viscosity solutions of the integrated problem, which are known to be unique.
- Another pending issue is continuity of weak solutions. In the case \( m = 2 \) Hölder continuity is proved in [16, 19].
- Recently, the problem posed in a bounded domain was considered in [49] for dimension \( N \geq 1 \). Further work is to be done on that issue.
- Satisfying numerical experiments have been performed, see [57] for some numerical experiments using ideas of [28]. A systematic and rigorous numerical analysis is still pending.
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