3D simulations of the early stages of AGN jets: geometry, thermodynamics and backflow
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ABSTRACT
We investigate the interplay between jets from Active Galactic Nuclei (AGNs) and the surrounding InterStellar Medium (ISM) through full 3D, high resolution, Adaptive Mesh Refinement simulations performed with the FLASh code. We follow the jet-ISM system for several Myr in its transition from an early, compact source to an extended one including a large cocoon. During the jet evolution, we identify three major evolutionary stages and we find that, contrary to the prediction of popular theoretical models, none of the simulations shows a self-similar behavior. We also follow the evolution of the energy budget, and find that the fraction of input power deposited into the ISM (the AGN coupling constant) is of order of a few percent during the first few Myr. This is in broad agreement with galaxy formation models employing AGN feedback. However, we find that in these early stages, this energy is deposited only in a small fraction (≤ 1%) of the total ISM volume. Finally, we demonstrate the relevance of backflows arising within the extended cocoon generated by a relativistic AGN jet within the ISM of its host galaxy, previously proposed as a mechanism for self-regulating the gas accretion onto the central object. These backflows tend later to be destabilized by the 3D dynamics, rather than by hydrodynamic (Kelvin-Helmholtz) instabilities. Yet, in the first few hundred thousand years, backflows may create a central accretion region of significant extent, and convey there as much as a few millions of solar masses. 
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1 INTRODUCTION
Active Galactic Nuclei (AGNs) are responsible for highly energetic outflow events, powered eventually by matter inflow into the gravitational potential of supermassive black holes (SMBHs), believed to be present at the centers of many, if not all, galaxies. Feedback from active galactic nuclei plays an important role in the energy balance of their host galaxies: AGNs are often invoked in theoretical models as a heating source capable of quenching the star formation (SF) in high-mass galaxies (Negative feedback: Croton et al. 2006, Somerville et al. 2008, Tortora et al. 2009, Fabian 2012). Nevertheless, AGNs are sometimes reported to have the opposite effect (Positive feedback, see e.g. Gaibler et al. 2012).

According to our current understanding, the scenario is quite complex in part because several different outflow mechanisms have been observed/proposed to possibly originate from an AGN, mostly determined by the rate of the mass inflow onto the SMBH that makes the galactic nucleus active. It is possible to distinguish (see e.g. Fanidakis et al. 2012): a quasar (radiative) mode powered by a high accretion rate; a jet (or kinetic or radio) mode, when having a low one. Among the various outflow regimes, we focus on the “jet mode”, in which two very energetic jets of relativistic matter are shot from the nucleus in opposite direction. Such jets undergo strong interaction/mixing with the surrounding gas, immediately becoming mass dominated (at
least, for the scales we resolve).” They can propagate up to several tens or hundreds of kpc, carving a cocoon in the surrounding gas, and eventually generating the bipolar-shaped, very luminous emission associated with radio galaxies, such as Fornax-Riley II (FRII) galaxies. Besides, the jet mode might be the only mechanism active for long enough to have significant impact on galactic SF.

The study of the interactions of an active central object with the interstellar medium (ISM) or, on larger scales, the circumgalactic medium (CGM), is thus an interesting and promising investigation topic. Since the paper by Sutherland & Rees (1998), the importance of AGN Jet feedback received strong support from both theoretical (e.g. Sutherland & Bicknell 2007; Gaibler et al. 2012) and observational (e.g. Schawinski et al. 2006; Elbaz et al. 2009) perspectives. Nevertheless, substantial limitations in both fields give rise to many highly debated -yet unanswered- questions. Among the most important of these questions, some concern, generally speaking:

(i) the first evolutionary stages of these objects: if and how observed compact radio sources eventually evolve into extended sources such as FRIII galaxies;
(ii) whether the coupling between the AGN and the rest of its host galaxy or halo is high enough to allow for substantial energy transfer, and how this is achieved;
(iii) the jet physical composition and thermodynamic state after its contacts with the ISM, which also greatly affects the previous point;
(iv) whether some self-regulation mechanism is driving the alternation between active and passive phases, e.g. by regulating the central mass inflow rate.

For decades, several steps have been taken in theoretically models or implementations of jet feedback in coherently simulated scenarios to investigate these problems. Most difficulties arise from AGNs being intrinsically multi-scale objects, in which one has to model and resolve several physical processes, such as hydrodynamics, radiative cooling, gravity and star formation.

As for the early evolution of radio galaxies, several analytic models have been proposed. The model by Falcke (1991) and later extended by Kaiser & Alexander (1997), Alexander (2002) describes the global average properties of cocoon dynamics in term of this expansion, predicting that the cocoon’s expansion is self-similar during most of its life. However, this self-similar expansion model leaves out questions related to the internal dynamics and thermodynamics of the jet-cocoon system. Under realistic circumstances, self-similarity may not hold, and indeed it is not likely to. Kino & Kawakatu (2005) and Kawakatu, Nagai & Kino (2008) propose a model for expansion in a non-uniform ISM which accounts separately for the cocoon transverse expansion, thus not implying (albeit not excluding) self-similarity, and test it against young radio galaxies.

Important results have been found also through simulations: for instance Sutherland & Bicknell (2007) described precise evolutionary stages for the jet/cocoon system; on larger scales Heinz et al. (2006) reproduced X-ray luminosities of observed bright sources such as Cyg A.

Other authors such as Sheikhnezami et al. [2012], Fendt & Sheikhnezami (2013) provided insights on jet-launching mechanisms from magnetized accretions disks: McKinney, Tchekhovskoy & Blandford (2012) studied accretion flows on spinning black holes in general relativistic magnetohydrodynamic (GRMHD) simulations, finding highly magnetized states that drive inflows and generate stable relativistic jets in agreement with the Blandford-Znajek (BZ) jet model (Blandford & Znajek 1977). Also Sadowski et al. (2013) and Penna, Narayan & Sadowski (2013) used GRMHD simulations to investigate different disk and magnetic field configurations, that again appear consistent with the BZ model.

The energy balance of the jet feedback, and its effects on star formation have been studied through hydrodynamics simulations: Gaibler, Khochfar & Krause (2011) found asymmetries between the two lobes to be significant; Gaibler, Camenzind & Krause (2008) and Gaibler et al. (2012) studied the interaction with the ISM, with particular attention to star formation, favouring a positive feedback scenario, Tortora et al. (2009) obtained color indexes from 2D simulations, which indeed suggested a positive feedback initial transient phase, triggered by mechanic gas compression, but overall negative feedback (due to cold gas heating and clump destruction) after a few tens of Myr. Their predicted colours agree well with observed spheroidal galaxies that had AGN-related events.

The importance of self-regulation in AGN environments has been recently highlighted by Gaspari et al. (2011b,a), who studied in detail the interplay of AGNs with cold/hot accretion. Antonucci-Delegu & Silk (2010a) have demonstrated the rise of backflows within the global circulation inside a cocoon (see Peruchò & Martí 2007; Rossi et al. 2008; Mizuta, Kino & Nagakura 2010) generated by the interaction of an AGN jet with the ISM of its host galaxy. Such backflows have been noticed since the first numerical simulations (Norman et al. 1982; Antonucci-Delegu & Silk 2010); they do act as a self-regulation mechanism, driving gas back towards the meridional plane in a two-lobe system. In the aforementioned work by Antonucci-Delegu & Silk (2010a).
these backflow are a consequence of local discontinuities in the entropy. In that framework, Crocco’s theorem states that such discontinuities act as a vorticity source term. Since very large entropy discontinuities are present at the interface between the jet and the Hot Spot (HS), strong vorticity may be naturally generated in FR1 sources through this mechanism, driving the backflows. This latter paper also observed how the backflows were stable for most of the evolution of the jet-cocoon system, but the scope of this work was restricted by the fact that the simulations were only in 2D.

One problem with analytic models is that it is difficult to predict which among the jet/cocoon internal dynamics may be in play: jet propagation generates turbulence within the cocoon and, if this turbulence is isotropic, an isotropic turbulent pressure $p_t$ arises, which adds to the gaseous thermal pressure $p_g$. Also, the results depend on the assumption for the gas distribution in the ISM. This is true also for simulations: changing for instance the distribution of the cold (or warm) gas phase affects the results heavily; also, there is so far no general agreement on feedback outcomes or indications for a unitary picture of AGN jets.

In the present paper we focus our attention on the internal properties of the jet-cocoon system in a new set of full 3D, Adaptive Mesh Refinement (AMR) simulations, where we provide detailed cocoon shape measurements We try to compensate our ignorance on the jet’s physical composition by running different “families” of simulations varying the jet/ISM density contrast and relating this to the cocoon shape. We then investigate the jet/cocoon thermodynamical properties: how pressure shares between turbulent and isothermal pressures, whether turbulent pressure affects the global dynamics of the cocoon, and how this is linked to the evolution of the system. We analyse the cocoon/ISM energy balance, including the energy deposition in the form of mechanical “$p dV$” work and likewise “$T dS$” exchanged heat.

In the end, we present updated results on backflows: we study how much they can contribute to supply the accretion region around the SMBH with gas and energy. The backflow carries very hot, high pressure gas; thus, it can heavily affect the circumnuclear star formation and the properties of the accretion disc.

The simulation setup we use is introduced in Section 2 while an overview of the typical run evolution is in Section 3. Section 4 and 5 are dedicated to cocoon geometry and thermodynamics, respectively. We deal with backflows in Section 6 while in Section 6.2 we also investigate their stability, which affects this feedback mechanism. Section 7 contains the discussion.

2 SIMULATION SETUP AND RUNS

2.1 Simulation volume

The initial setup is devised to model the environment of a spheroid, which could either be an early-type galaxy or a pseudo-bulge component of a late-type one, with an isothermal gaseous profile embedded in equilibrium within a Dark Matter halo. In the present work we are mainly interested in modelling the large-scale properties of the jet-cocoon system, thus we do not put a disc of cold clouds as, for instance, in Wagner, Bicknell & Umemura (2012). A disc is indeed not likely to affect large-scale properties, as found for instance in Gaibler et al. (2012).

Our jets propagate into a hot, isothermal ($T = 10^7K$), low-density ISM, representative of the diffuse ISM of the spheroid described above. The spheroid is not rotating, in order to test the scenario described in the most straightforward way. We wrote our setup in extsFLASH, a block-structured, adaptive mesh-refinement hydrodynamic code (see Fryxell et al. 2000). We adopt a rectangular simulation box, with a volume of $[60 \times 60 \times (2 \times 60)]\text{ kpc}^3$, so that the jet can be shot from the centre and propagate parallel to the longest side. We had extsFLASH dealing with it as the juxtaposition of two cubic cells, through the use of the Multigrid/Pfft hydro-solver, capable of dealing with simulation boxes of such composite (non-cubic) shape. Multigrid refers to the algorithm capability of dealing with grids with non-uniform resolution (as many in extsFLASH can); Pfft explicates that Fourier transforms are executed with parallel block-by-block by local processors. This improves the algorithm scalability and fixes an important load imbalance of some original Multigrid methods. We use the extsFLASH default outflow boundary conditions on all the sides of the box.

We take advantage of the extsFLASH Adaptive Mesh Refinement (AMR) capabilities to achieve high spatial resolution: in the extsFLASH AMR implementation, the simulation volume is recursively divided on-the-fly in blocks, splitting in half along each direction at each level of refinement (e.g. in 3D every block is split in 8 equal parts). This goes on until the user-set refinement criteria are no longer verified (i.e. gradients calculated on the grid are not too large), or the chosen maximum refinement level $l_{\text{max}}$ is reached. We use the extsFLASH’s default refinement criteria, based on Loehner’s error estimator, set to 0.8 for refinement and 0.6 for de-refinement. In all the runs we show in this work (Table 1) we put $l_{\text{max}} = 9$. This implies that the smallest block will have a volume $L^3_{\text{d}}/(2^9)^3 = 7.45 \times 10^{-9} L^3_{\odot}$. Each block is further divided in cells: we use $8^3$ cells per block. In this way, we have a smallest cell size of $6 \times 10^4 \text{pc}/8^3 \approx 14.6 \text{ pc}$, sufficient to resolve small scale turbulence creation/dissipation.

We adopt, as the internal unit system, the FLY system ($L_\odot = 1 \text{ Mpc} \ t_0 = 2/3 H_0, M_\odot = 5.229 \times 10^{12} M_\odot$, so that: $GM_\odot/L_\odot^2 = 1$, see Antonuccio-Delogu, Becciani & Ferro 2003) in order to avoid numerical truncation problems which may arise in SI or CGS units.

Our physical setup includes gravity from an external, static dark matter halo having a NFW (Navarro, Frenk & White 1996) density profile, plus the contribution of a central SMBH. As for the hydrodynamic component, we model a single-fluid multi-phase gas. A hot ISM phase is specified as an initially isothermal ($10^7 K$) plasma, embedded in gravitational equilibrium within the NFW external potential, and subject to radiative cooling. The other component we adopt are the jets: from the very centre of the halo we
launch two jets in opposite directions, modeled as a uniform, cylindric constant source term of about 30 pc diameter (a few cells).

We also include plasma energy loss by radiative cooling, implemented as prescribed by Sutherland (1993), whose tables have been extended to higher plasma temperature, up to $10^{7}$ K (Antonuccio-Delogu & Silk 2008a, Appendix B).

We then follow the evolution of the jets:ISM system for several Myr, in order to observe the early stages of their life, and the transition phase to larger sources such as the Medium-sized Symmetric Objects (MSOs) or fully-developed FRII galaxies. A visual impression is given in the 3D rendering in Figure 1.

### 2.2 Scaling relations, host galaxy and jet parameters

Our setup can be seen as the 3D extension of the one adopted in Antonuccio-Delogu & Silk (2008a, 2010a). For our first family of runs (which we call the fiducial runs in Table 1), the physical parameters of the halo and jet are all chosen as in Antonuccio-Delogu & Silk (2010a), taking just the average value of the scaling relations cited therein, with the aim to describe low/medium power FRII radio galaxies. Everything is once again calibrated on the halo central velocity dispersion $\sigma_v$.

The virial mass $M_{\text{vir}}$ of the host halo is assumed to scale with $\sigma_v$ as in Figure 3 ofLintott, Ferreras & Lahav (2006):

$$M_{\text{vir}} = 2.57 \times 10^{12} \left(\frac{\sigma_v}{200 \text{ km s}^{-1}}\right)^{2.99\pm0.15} M_\odot$$

(1)

which we use in turn to predict the halo concentration parameter $c_{\text{NFW}}$ as in Macciò, Dutton & Van Den Bosch (2008):

$$c_{\text{NFW}} = 9 \left(\frac{M_{\text{vir}}}{M_\odot}\right)^{-0.13}, M_* = 1.5 \times 10^{13} h^{-1} M_\odot$$

(2)

From these two parameters, one can analytically calculate the halo’s virial radius $r_{\text{vir}}$, taken as the radius for which

$$M_{\text{vir}} = 200 \times \frac{4}{3} \pi r_{\text{vir}}^3 \rho_{\text{crit}}$$

(3)

where $\rho_{\text{crit}}$ is the critical density of the Universe. We do not aim to be cosmologically accurate, so we just use a $\Lambda$-CDM cosmology with reduced Hubble constant $h = 0.7$. We finally calculate the halo central (dark matter) density from the definition of the $c_{\text{NFW}}$ parameter:

$$\rho_{\text{halo}} = M_{\text{vir}} / (4 \pi f_c r_{\text{vir}}^3)$$

(4)

being $r_{\text{vir}} = r_{\text{vir}}/c_{\text{NFW}}$ the scale radius of the halo and

$$f_c = \log \left(1 + c_{\text{NFW}} - \frac{c_{\text{NFW}}}{1 + c_{\text{NFW}}}\right).$$

For the central black hole, we assume that its mass $M_{\text{BH}}$ scales with $\sigma_v$ according to the relation found by Ferrarese & Merritt (2000):

$$M_{\text{BH}} = (1.2 \pm 0.2) \times 10^{8} \left(\frac{\sigma_v}{200 \text{ km s}^{-1}}\right)^{3.57\pm0.3} M_\odot$$

(5)

and finally, for the jet total mechanical power $P_{\text{jet}}$ we follow Eq. 9 of Liu, Jiang & Gu (2006) (where we put $\lambda = L_\text{bol}/L_\text{edd} = 0.1)$:

$$\log_{10}(P_{\text{jet}}) = -0.22 + 0.59 \log_{10} \left(\frac{M_{\text{BH}}}{M_\odot}\right) + 33.48$$

(6)

where $P_{\text{jet}}$ is expressed in Watt; this assumes that the jet power ultimately comes from BZ process, as supported by recent GRMHD simulations (e.g. Tchekhovskoy, McKinney & Narayan 2012).

We have then chosen three cases, namely the ones corresponding to $\sigma_v = 150, 200$ and $250 \text{ km s}^{-1}$. In the fiducial runs, the jet density $\rho_{\text{jet}}$ is assumed to be 1/100 of the central halo density; the source velocity $v_{\text{jet}}$ is thus determined by $P_{\text{jet}}$. In order to completely specify the source thermodynamic state, we have to also set the pressure $P_{\text{jet}}$ of the jet

| Name | $\sigma_v / \text{km s}^{-1}$ | $\rho_{\text{halo}} / \text{MFly Mpc}^{-3}$ | $\rho_{\text{jet}} / \text{MFly Mpc}^{-3}$ | $P_{\text{jet}} / \text{PFly}$ | $\log(P_{\text{jet}}/W)$ | $M_{\text{int}}$ | $t_{\text{MAX}} / \text{Myr}$ |
|------|-----------------|----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 150p3 | 150 | 2311.3 | 23.113 | $10^2$ | 37.6727 | 164.4 | 2.2 |
| 150p5 | 150 | 2311.3 | 23.113 | $10^2$ | 37.6727 | 164.4 | 2.2 |
| 150p6 | 150 | 2311.3 | 23.113 | $10^2$ | 37.6727 | 164.4 | 2.2 |
| 200p5 | 200 | 1748.28 | 17.4828 | $10^6$ | 37.6727 | 19.2 | 1.4 |
| 200p6 | 200 | 1748.28 | 17.4828 | $10^6$ | 37.6727 | 19.2 | 1.4 |
| 200p6 | 200 | 1748.28 | 17.4828 | $10^6$ | 37.6727 | 19.2 | 1.4 |
| 250p5 | 250 | 1410.2 | 14.102 | $10^5$ | 37.6727 | 21.7 | 1.9 |
| 250p6 | 250 | 1410.2 | 14.102 | $10^5$ | 37.6727 | 21.7 | 1.9 |
| d+200p5 | 200 | 1748.28 | 17.4828 | $10^5$ | 37.6727 | 19.2 | 1.4 |
| d+200p6 | 200 | 1748.28 | 17.4828 | $10^5$ | 37.6727 | 19.2 | 1.4 |
| d+250p5 | 250 | 1410.2 | 14.102 | $10^5$ | 37.6727 | 21.7 | 1.9 |
| d+250p6 | 250 | 1410.2 | 14.102 | $10^5$ | 37.6727 | 21.7 | 1.9 |
| dj-200p5 | 200 | 1748.28 | 17.4828 | $10^5$ | 37.6727 | 19.2 | 1.4 |
| dj-200p6 | 200 | 1748.28 | 17.4828 | $10^5$ | 37.6727 | 19.2 | 1.4 |
| dj-250p5 | 250 | 1410.2 | 14.102 | $10^5$ | 37.6727 | 21.7 | 1.9 |
| dj-250p6 | 250 | 1410.2 | 14.102 | $10^5$ | 37.6727 | 21.7 | 1.9 |

Table 1. Defining parameters of our simulation runs: name of the run, halo central velocity dispersion $\sigma_v$, central (Dark Matter) halo density $\rho_{\text{halo}}$, jet density $\rho_{\text{jet}}$, jet pressure $P_{\text{jet}}$, (a proxy for its internal energy $e_{\text{jet}}$), jet injection mechanical power $P_{\text{jet}}$, the related jet’s internal Mach number $M_{\text{int}}$, final simulation epoch $t_{\text{MAX}}$. The other halo and jet physical parameters are all uniquely determined from these ones by using the scaling relations discussed in Section 2. The first seven runs make up our fiducial family, and have their density contrast $\rho_{\text{halo}}/\rho_{\text{jet}}$ set to 100. The prefix “d+” denotes the denser ISM runs, that have a ten times larger $\rho_{\text{halo}}$. Prefix “dj-” denotes the light jet family, that has instead the $\rho_{\text{jet}}$ reduced by the same factor. Thus in both cases $\rho_{\text{halo}}/\rho_{\text{jet}} = 1000$. We remind that MFly = $5.23 \times 10^{13} M_\odot$ and PFly = $1.80 \times 10^{-15} \text{Pa}$.
Early phases of AGN jets

3 EVOLUTIONARY STAGES

The runs listed in Table 1 show different evolution paths, yet we can identify three main evolutionary phases. In Figure 2 we show one significant run for illustration purposes (run d+250p6), while differences among runs are presented in Figure 4.

Furthermore, some runs more than others show asymmetry between the two jets/cocoons, so that the two halves of the cocoon can be at different stages at the same time. But these asymmetries are never very significant, as they get less pronounced with increasing simulation time $t_{age}$. This is simply a consequence of the development of turbulence, as asymmetry occurs apparently “at random” for what concerns direction, timing and intensity.

We can identify three main phases in the evolution of the jet-cocoon system:

(i) “C” phase: Cocoon and hotspot formation - At the very beginning of the simulation ($t \lesssim 0.1$ Myr) the (highly supersonic) jet produces -through a strong shock-a hotspot (HS) right where the dense ISM is frontally hit. The HS spans less than 1 kpc in size, and it is characterized by very high temperature ($T \gtrsim 10^{11}$ K) and pressure. Meanwhile, an ellipsoidal bow shock region starts to expand from the centre, moving at approximately its local speed of sound. This wavefront wipes and accumulates gas in a thin (roughly a few hundreds of pc) layer, that “shields” the ISM from the hot jets. This bow-shock fronts continues to propagate in all directions, isolating an “inner” region: the cocoon. In the following we will (as in e.g. Falle 1991, Kino & Kawakatu 2005) treat the cocoon as a two-axial ellipsoid. We also follow separately its two halves, accounting for asymmetry between the two jets. We will indicate the semi-major axis with $r_{HS}$, as it coincides with the distance of the HS from the centre. The semi-minor axis will be $r_C$, for cocoon radius.

This phase lasts about 0.3 Myr for the fiducial runs, but it can last up to $\lesssim$ 1 Myr if the density contrast is enhanced. In Figure 2, a late C phase is shown in the first panel. For
many aspects, this phase corresponds to the “transition phase” mentioned in [Alexander 2006] for young, compact radio sources, until the forming cocoon reaches a well-defined shape (which may still evolve after that). Yet this transition requires longer times than predicted in that work (a few hundreds of thousands of years instead of a few tens of thousands) due to the complexity of the hydrodynamics.

(ii) “F” phase: Forward propagation - This stage shows quite complex hydrodynamics. Once the cocoon has formed, the internal jet propagates forward and may undergo some recollimation shocks, more likely for high $M_{\text{jet}}$. In the forward direction, the jet keeps building pressure in the HS. At the same time the jet is coupled to the cocoon, providing energy and gas to “inflate” it. Asymmetry and irregularity in the cocoon start to be visible at this stage, together with significant backflows (see Section 6); the contribution of the turbulent pressure $p_t$ is decreasing but still dynamically important (Figs. 5 and 6). The cocoon axis ratio $r_{HS}/r_C$ seems here to settle on a well defined regime, but not necessarily self-similar. During this stage the jet pierces its own cocoon (see Section 4), thus decoupling from it. This usually, but not always, coincides with the beginning of the next phase. Phase F lasts until about 2 Myr (or 3, for enhanced density contrast runs), and corresponds to the second panel of Figure 2.

(iii) “L” phase: Lobe formation - Right after the cocoon piercing, the ISM is no longer shielded from the jet; also, the “naked” HS is now in the outskirts of the halo (about 20 kpc), where the gas density and pressure are not high enough for similar shielding effects. Thus, the gas coming from the jet and the inner part of the cocoon undergoes a fast and less directional expansion; the outcome of this is the formation of large lobes (a few tens of kpc, still expanding at the end of the simulation time) similar to the ones observed in FRII radio galaxies, the HS being still well-defined (Kharb et al. 2008). Due to this expansion, the cocoon semi-minor axis $r_C$ is now an ill-defined quantity (as there is no longer a cocoon); indeed in Figure 3 it has a clear turn-up point. The denser ISM and light jets families runs show again a delayed behaviour, so not all of them were reached the state of having well-defined lobes; but all show cocoon piercing. The moment of piercing and the subsequent expansion are shown in the third and fourth panel of Figure 2, respectively.

Usually, after the cocoon piercing, the rapid expansion causes extcFLASH to refine a very large volume, requiring much more memory; thus the simulation runs stop at this stage. In one case (200p5) the jet went out the simulation box before that happened. The different components (jets, early lobes, cocoon material and bow shock region) are all highlighted in Figure 1.

This picture shows some elements in common with earlier simulations [Sutherland & Bicknell 2007], [Tortora et al. 2009], [Gaibler, Khochfar & Krause 2011], [Wagner & Bicknell 2011], [Antonuccio-Delogu & Silk 2010b] and theoretical models [Falle 1991], [Alexander 2006]. Yet we are now able to link these elements with the internal dynamics, in a more organic picture. Details vary according to the different assumed ISM models, and the absence of cold gas in our runs. Comparison to 2D simulations performed with a similar setup ([Tortora et al. 2009]) shows striking differences. First, a much higher density contrast $p_{\text{ISM}}/p_{\text{jet}}$ is needed in order to recover the same cocoon shape, that otherwise is more extended in the forward direction; this could be due to 2D simulations not dealing properly with the turbulent pressure. The 2D simulations also tend easily to show too strong jet recollimation.

The gas circulation inside the cocoon looks also very different (see Section 5) once the third dimension is added.

4 COCOON GEOMETRY

We want now to focus on the cocoon’s shape and size in the different runs. What we had shown by visual impression in Figure 3 will be now quantified in Figure 4, where we consider the evolution of the cocoon’s semimajor and semiminor axes and volume.

These quantities have been calculated as follows: first we have selected all the cells in the mesh’s grid in which the temperature is $\leq 2 \times 10^6$K; this includes, for all runs, the cocoon region, the jets and the lobes, leaving out only the bow shock front and the unperturbed ISM. We refer to this operation as our “cocoon selection”.

Then, the maximum extent along the jet axis define the semi-major axis $r_{HS}$ (top-left panel in Figure 4), while the maximum extent along the transverse direction defines the semi-minor axis $r_C$ (bottom-left panel). We also show the ratio $r_{HS}/r_C$ as a cocoon shape indicator (top-right); note that no shape constraint is assumed in the semimajor and semiminor axes extraction, which are two independent numbers.

As a last geometric property of the cocoon, we want to estimate the fraction of the surrounding ISM that is affected by the jet. So we calculate the fraction of the cocoon volume $V_C$ with respect to a sphere centered on the jet origin, and having a radius of 30 kpc (bottom-right). This volume fraction is then an indicator of the feedback activity on this scale. $V_C$ is just the sum of the volumes of the cells that pass the cocoon selection criterion, being another measure independent form the semimajor and semiminor axes.

In the first three panels of Figure 4 kinks in the curves are visible, clearly corresponding to phase changes. During phase C, i.e. the first $\sim 0.3$ Myr the density contrast is the only parameter that plays an important role in determining $r_{HS}$ and the aspect ratio of the cocoon, so that the enhanced density contrast runs show the slowest forward propagation in favour of a less elongated cocoon shape. In other words, the cocoon inflation is a more isotropic process.

After entering phase F, i.e. after 0.5 to 1 Myr, we can distinguish the effects of all the parameters. From the plots we see that $p_{\text{jet}}$ becomes the most important parameter; indeed the 200p5 (black dashed line) run shows little resistance from the ISM, and a very directional cocoon. The other fiducial runs decouple earlier from this trend, right after 1 Myr or less, the earlier the lower $\sigma_V$. It is worth recalling that, due to the scaling relations used in our parametrization scheme, higher $\sigma_V$ means more massive haloes, but also higher jet power $P_{\text{jet}}$ and velocity $v_{\text{jet}}$. So, this simply means that more powerful jets propagate faster, provided that the injection pressure $p_{\text{jet}}$ is the same.
Figure 3. Visual comparison of different runs at 2.5 Myr. Image size and color code are the same as Figure 2. First panel: here we take run 200p6 as a reference model. In the next panels we change one parameter per time. Second panel: run 250p6; increasing $\sigma V$ leads to a faster and more penetrating jet. Third panel: run 200p5, shown at 2.3 Myr only due to its very fast evolution. Decreasing $p jet$, cocoon piercing events occur earlier, so the jets propagate faster, while the cocoon semi-minor axis $r C$ remains smaller; lobes form faster. Fourth panel: run d+200p6 (note the higher ISM density) shows that an increased density contrast results in a rounder cocoon and a slower propagation.

Nevertheless, for a density contrast of 1000, this is only a second order effect. Runs with this enhanced density contrast not only keep showing a less elongated cocoon which expands more slowly, but this expansion is also largely self-similar, with an aspect ratio close to the value of 2. Also, the aspect ratio can poorly distinguish light jets and denser ISM runs, the density contrast being more meaningful than the densities themselves (they in fact matter for $r C$ and the total cocoon volume). This is seen in no other run, with the possible exception of run 150p6, in which phase F lasts too short a time to draw a conclusion. In general, the behavior of the fiducial runs in this phase is quite complex and difficult to interpret, suggesting a very strong dependence on internal dynamics.

The cocoon geometry is well captured by the jet injection Mach number $M int$ (Table 1); the lower it is, the slower and less elongated the cocoon will be. Cocoon created by jets with the same $M int$, will be more spherical if the density contrast is higher. The moment of cocoon piercing, when phase L is entered, is clearly marked by an upwards kink in the aspect ratio and even more in $r C$, which now measures the lobe transverse radius rather than the cocoon's. In turn, $r HS$ is often little affected. This explains why in a Fanaroff-Riley type II galaxy the jet will always be confined by a HS at its end (and a HS is always present in our simulations too). So $r HS/r C$ gets lower in most simulations due to the lobe expansion. In runs such as d+250p6 (thin blue solid line) yet this ratio increases. This behavior is illustrated in Figure 2: here cocoon piercing does not yet start the lobe creation, but the system is still in its F phase. In order to understand this, we provide some more insight on the piercing mechanism. The bow shock region has both an inner and an outer front, both expanding at the local sound speed (the red contours in the figure mark where the local Mach number is equal to 1). The layer comprised between these two fronts is yet very thin (just a few cells thick, say $\leq 50$ pc) near the HS. In an elongated cocoon (like in the fiducial runs) this thin edge will be completely destroyed, giving a large opening for the jet to come out and expand in the lobes. In a more spherical cocoon the layer will be this thin only, say, within a few hundred parsecs from the HS; this configuration will thus offer a smaller hole to the jet. The lobes’ expansion is likely to occur at later times for these runs.

The cocoon volume (bottom right panel) increases smoothly with no clear sign of phase change, but it never exceeds 1% of the volume of a sphere of 30kpc radius; thus the ISM fraction affected by the jets is hardly significant in this stage. So feedback from early AGNs jet may have only very limited impact in the host galaxy. The cocoons and lobes are in fact still expanding, so one may be confident that in fully-developed sources the scenario will be different.

5 COCOON THERMODYNAMICS

We have performed an analysis of the thermodynamic state of the cocoon; we show its temperature and pressure, together with the energy it exchanges with the external ISM.
In the following, whenever we refer to an intrinsic quantity, we mean its average value within the cocoon; this does not necessarily imply that the cocoon is in a thermodynamic equilibrium state. In turn, this cocoon average is always weighted by the corresponding extrinsic quantity; so that every cocoon average will be always operated on quantities having the physical dimension of an energy. For instance, pressures will be weighted by cell volumes; velocities (which appear in the turbulent pressure calculation) will be squared and weighted by cell masses, etc.

In Figure 5 we show the cocoon mean total pressure, as a function of both $t_{\text{age}}$ and $r_{\text{HS}}$ (first and second panel, respectively). This pressure is defined as the sum of the gas (hydrodynamic) pressure $p_g$ and the turbulent pressure $p_t$. The latter has been calculated through a standard Reynolds decomposition (the trace of the Reynolds’ tensor), assuming as unperturbed velocity for each cell the mean velocity of its parent block. This is a natural choice, following directly from the AMR structure of our simulation: blocks and cells have different sizes according to their specific refinement level; so the scale on which we have to study (or we can resolve) turbulent motions varies in the same way.

When the ISM is denser (thin solid lines), the cocoon pressure as a function of time is much larger (roughly by a factor of 10, still increasing after the first 2Myr), but this is just because the pressure of the external ISM is likewise increased by a factor of 10 with respect to the fiducial cases. It is interesting to notice how this difference disappears in the second panel: cocoons with higher pressure will expand more slowly (see Figure 4) and thus (partially) compensate for this difference. For the same reason, models such as Kaiser & Alexander (1997) state their predictions for the pressure as a function of $r_{\text{HS}}$ rather than $t_{\text{age}}$. Direct, quantitative comparison with these predictions would yet be of little significance and difficult to interpret, because of the different assumptions about the ISM density distribution.

Besides the trivial aforementioned density differences, all the curves decrease smoothly up to phase F; later, the
Figure 5. Total pressure (gas + turbulent) averaged inside the cocoon ($T > 2 \times 10^9$ K), as a function of time (left) and of cocoon semi-major axis $r_{HS}$. The turbulent pressure is computed by Reynolds’ decomposition (see text). Plot style coding: same as Figure 4.

rapid cocoon expansion in the 200p5 (dashed black line) runs makes its pressure turn down by two order of magnitudes in about 2Myr; much faster than the other ones. Density contrast and $v_f$ also play an important role, in concordance with the geometric properties described in the previous section. The general picture that we deduce is that a jet capable -for any reason- of building up a higher pressure, will result in a less elongated cocoon; the pressure, as expected, promotes isotropic expansion. In turn, a cocoon (the bow shock front, to be more precise) with a lower $r_{HS}/r_C$ will need to move more gas from the ISM in order to inflate; thus it will expand more slowly.

The turbulent pressure fraction $p_t/(p_t + p_g)$ is shown in Figure 6 (upper panel). During the first few tens of thousands years, $p_t$ is very close to 25% of the total, in all the runs. Run 200p5 is again an extreme case, never showing signs of decay from this value. This can be explained in the following terms: for the consideration we expressed in Section 2, a lower $p_{jet}$ means a higher $v_{jet}$, so a higher shear inside the cocoon (compare runs in Figure 5), thus we can expect more turbulent motions. The fiducial runs (lines of intermediate thickness), are indistinguishable until 2.5 Myr. The denser ISM family converges to a little less than 10% after ~ 2 Myr; in the light jets run the $p_t$ fraction is already below 3% at that time. Almost all runs show, if not yet in complete convergence, that stability develops around these values.

The lower panel in 6 shows the time evolution of the average cocoon temperature $T_C$. Again, after a transition corresponding to phase C, all runs (except for 200p5) converge to some value in the range $[1, 3] \times 10^{40}$ K, so that the jet-powered expansion is to a considerable extent an isothermal process. The actual convergence temperatures just reflect the thermodynamic state of the jet at injection. This convergence in both $T_C$ and the $p_t$ fraction means that some self-regulation mechanism is at work, stabilizing the turbulent pressure. Yet, this happens regardless of whether self-similarity in the expansion is achieved or not, while runs such as 200p5, undergoing fast expansion and thus relatively little interplay with the ISM, do not show such a convergence. So self-regulation appears more related to the interaction with the ISM, and all the complicated hydrodynamics therein (cocoon piercing, recollimation shocks, backflows; see Section 2), rather than to the geometry of the expansion, to which it is more often linked.

Finally, in Figure 7 we plot the energy exchanged between the cocoon and the ISM: the upper panel shows the cumulative $pdV$ work of the cocoon $W_C$, while the lower panel likewise contains the $TdS$ exchange of heat $Q_C$. The entropy $S$, here and in the following, is calculated as in Tooper (1969), by:

$$S = \rho N_A k_B \mu \ln \left( \frac{T^{1.5}}{\rho} \right)$$

where $\mu = 0.5988$ is the mean molecular weight, while the temperature $T$ and the density $\rho$ are evaluated in each cell. Both quantities increase nearly linearly during phases F and L, so that the energy deposition, i.e. the essence of the feedback, is constant with time. The mechanical work $W_C$, that associate to gas compression and ultimately to positive feedback, constantly outnumber by an order of magnitude the exchanged heat $Q_C$ (calculated as integral in the temperature/entropy state diagram), associated to the negative feedback. This also points to an early positive feedback in the innermost kpc (Tortora et al. 2009, Gaibler et al. 2012).
Yet, the presence of cold gas and thermal conductivity may change this value significantly, so this must be taken as a lower limit.

Finally, the middle panel shows the ratio \((W_C/t_{age})\) as a percentage of the injection power \(P_{jet}\) (\(P_{jet}\) is reported in Table 1); in other words, this quantity is the time average up to the instant \(t_{age}\) of the jet/ISM energy coupling constant. We notice that in these first few Myr, this is always within \([3, 5]\)%; such values of coupling are believed to be very significant in the galaxy formation context (e.g. Sijacki et al. 2007; Mocz, Fabian & Blundell 2013).

---

**Figure 6.** Thermodynamics of the cocoon \((T > 2 \times 10^9 \text{ K})\). **Plot style coding:** same color means same \(\sigma_V\), same line style means same \(p_{jet}\), while line thickness discriminates fiducial runs \((p_{jet}/p_{halo} = 0.01)\) from enhanced density contrast runs \((p_{jet}/p_{halo} = 0.001)\). **Upper panel:** Evolution of the turbulent fraction of the cocoon pressure \(p_t/(p_t + p_g)\). **Lower panel:** Average cocoon temperature \(T_C\) as a function of time.

**Figure 7.** Mechanical pdV work \(W_C\) done by the cocoon expansion on the rest of the ISM (upper panel), (time-averaged) power developed by \(W_C\) as a percentage of the input power \(P_{jet}\) (middle panel) and \(TdS\) heat exchange \(Q_C\) as a function of time. The energies \(W_C\) and \(Q_C\) quantities are calculated as cumulative integrals in the cocoon volume-pressure and entropy-temperature diagrams, respectively. All values suggest that jet feedback is energetically significant even in the first Myr. **Plot style coding:** same as Figure 5.
6 BACKFLOW

6.1 Overview on Backflow

Within the jet-cocoon system we can distinguish few flow structures with different (and time-varying) levels of regularity. Motion within the jet is mostly laminar, but Kelvin-Helmholtz instabilities along its path tend to produce turbulent eddies and may destabilize this flow. These turbulent eddies propagate within the cocoon and result in transonic turbulence.

Finally, we also observe a backflow within the cocoon. By this term we define a spatially coherent flow directed opposite to the jet itself. In all the runs we have performed, this backflow develops during the initial $10^7 - 10^8$ years. This feature of jet-cocoon systems was already noticed in the first simulations of the propagation of relativistic jets into homogeneous atmospheres [Norman et al. 1982], and confirmed by more recent simulations [Rossi et al. 2008; Perucho & Martí 2007].

Mizuta, Kino & Nagakura (2010) distinguish backflows, according to their morphologies: a straight backflow, with flow lines extending from the tip of the hotspot back to the origin, and a bent one, where the flow lines are instead bent near the meridional plane. In their previous 2D simulations, Antonuccio-Delogu & Silk (2010a) also noticed the formation of these features, and noticed that the backflow turned from a bent to a straight morphology with evolving time.

As shown in Figure 8, a straight backflow arises during the early evolution of the cocoon (phase C and early phase F), spatially confined between the jet and the bow shock. Until about 0.6 Myr the backflow is coherently organised along streamlines extending almost continuously from the hotspots to the meridional plane, thus contributing to re-enthall the cocoon. In their previous 2D simulations, Rossi et al. 2008; Perucho & Martí 2007), we find that ours drive more gas to the central region during the first few $t_{acc}$; later, they are still present, but only occasionally they reach the central region; indeed they propagate with ease for $\lesssim 15 kpc$ from the HS ( $\lesssim 5 kpc$ for the enhanced density contrast runs), but fade after that distance.

In all the runs, we observe backflows reaching the central kpc for no longer than $\sim 2$ Myr, while the model predicts significant activity throughout the whole life of the jet/cocoon system. It is important to notice that the model was designed from the results of 2D simulations. The reason for this discrepancy is then to be found in the changes occurring when adding the third dimension. We propose three possible causes to account for backflow damping in 3D.

(i) Expansion dynamics - In the model, the backflow originates from near the hotspot HS, from the jet gas which crosses the shock in the downstream region, due to the vorticity creation associated with the jump in the specific enthalpy (Crocco's theorem).

Figure 8. Central slices of run dj-250p6, at $t_{age} = 0.6, 1.1$ and 2.1 Myr. Box size: 7 by 7 kpc. The background shows the gas density (pseudocolor plot). The arrows trace the velocity field $v$. Left half (blue to white): backflow velocity only, i.e. $v \cdot \hat{z} < 0$. Right half (black to white): projected expansion velocity on the x-y plane (i.e. where $xv_x + yv_y > 0$). Contours at 0.35, 0.5, and 1 kpc distance from the centre are also shown as black circles.
Figure 9. Total mass evolution around the central region of the jet-cocoon system. We compute the total mass within 1 kpc from the centre, excluding the central 0.1 kpc to avoid possible numerical contamination. We use our standard cocoon selection ($T \geq 2 \times 10^9$ K) plus a density threshold ($\rho \leq 4.23 \times 10^{-1} \text{cm}^{-1}$).

In this way we eliminate from the computation both the central overdense region and the hot material from the jet. In the fiducial and the light jets runs, the increase in total mass during the first few $10^5$ yr is mostly contributed by the backflowing gas converging towards the meridional plane. The same is true for runs from the denser ISM family (thin lines), but the mass increase is higher and peaks at later times. This is just due to the larger mass in the central region.

Plot style coding: same as Figure 4.

Figure 10. Model of backflow. As the cocoon expands laterally, the outermost backflow streamlines are driven farther away and the material which they carry reaches the disc at progressively later times.

The efficiency of this backflow in driving gas to the central region depends however on the expansion of the cocoon: if the velocity of the hotspot is larger than the average velocity of the gas flowing back, the latter will fade away. In addition to this, the expansion of the cocoon itself results in a decreased cocoon average density. The backflow/expansion interplay is sketched in Figure 10. In 3D, the volume expansion is faster, occurring in one more dimension. This is because those simulations were run in $d/dz$ symmetry, in order to include a non-axisymmetric cold gas component. It will not be case in axisymmetry (2.5D simulations); for instance as in Walg et al. (2013), who study the cocoon morphology, too, though with a different equation of state for the gas.

(ii) Large-scale vorticity - In 3D, the gas has one more degree of freedom in its flows. So, the aforementioned vorticity on scales of the whole cocoon may result in more gas moving in the azimuthal direction rather than flowing back to the central plane, which is the only possible flow in 2D.

(iii) Small-scale vorticity (Kelvin-Helmholtz instability) - Coherent backflows give rise to shear, which eventually may lead to the rise of Kelvin-Helmholtz (KH) instabilities and thus turbulent vortexes. We investigate the stability of KH
modes -and whether they can destroy the flow that originated them in our simulations- in Section 6.2. Once again, the third dimension is necessary for a correct description.

In order to test the first two options, in Figure 11 we plot the magnitude of the specific angular momentum \( j = r \wedge v \) and the vorticity \( \zeta = \nabla \wedge v \) in spherical bins for run dj-250p6. No cocoon selection was applied this time. The three lines in the figure correspond to \( t_{\text{age}} = 0.6, 1.1 \) and 2.1 Myr, i.e. the same snapshots as Figure 5.

Direct comparison with the latter figure is revealing: three separate peaks appear in \( j \). The innermost one, always at \( \sim 0.3 \) kpc, is dominated by the jet contribution (the jet has a cylindrical velocity profile, thus \( j \) becomes non-zero immediately when offset from the center), and it appears also in \( \zeta \). The second one (0.7–1.9 kpc) is consistent with the cocoon size, and locates the bulk of the backflowing gas. We can once again see how the backflows are relevant but can immediately when offset from the center), and it appears also in \( \zeta \). The third peak in \( j \) (1.5–4.5 kpc) has a more irregular and extended shape, suggesting its composite origin. Indeed, contributions from both the bow shock region and the HS are present. In the bow shock, \( j \) is simply consistent with (non-spherical) expansion, while the hot spot contains gas with high azimuthal velocities.

Similar information is provided by \( \zeta \); although the vorticity decays with distance from the center, a plateau of constant vorticity appears, suggesting structure on the same scales. Note that the average vorticity profile keeps constant with time, while the two outer peaks in the angular momentum tend to increase their distance and magnitude. These peaks are associated with “rings” of high rotating, shearing material, and it is interesting to note that these coherently rotating structures form as a consequence of the general circulation within the cocoon.

We end this overview section with some final consideration on the fate of the backflowing gas. It is true that, after about 2 Myr, the backflow is shut down; but we have shown that by that time a large amount of hot gas has been in the innermost 1 kpc. The final fate of this gas will depend on the dynamics of the cocoon. As is evident from Figure 8, the cocoon continues to expand laterally, and the gas advected in the meridional plane will follow this expansion. As long as this expansion lasts, most of this gas cannot settle into, e.g., a meridional disc. Our simulations lack sufficient spatial and temporal resolution to state whether a geometrically thin accretion disc may form around the SMBH.

However, if even a few percents of this advected gas mass can reach the innermost 100 pc (which is, again, likely yet hard to say from our results), it will ultimately contribute to raise the total amount of gas available for accretion onto the central BH. Thus, we argue that the gas in the meridional plane is likely to supply the accretion disc around the central BH, ultimately contributing to powering the jet itself.

6.2 Backflow stability

As we have previously noticed, in all the runs we have presented the backflow tends to disappear after some time. We have listed different physical mechanisms that can act to destabilize the backflow: here however we will focus our attention on the Kelvin-Helmholtz instabilities at the interfaces between the backflow and the bow shock on one side, the backflow and the jet on the other side. These interfaces are regions of very high shear, due to the negative velocity of the backflow w.r.t. both the jet and the bow shock.

The dispersion relation for the linearised KH instability in a compressible fluid is given by [Gerwing 1968]:

\[
x^2 - \frac{1}{x^4} = \frac{a(x - m)^2 - b}{(x - m)^4}
\]

where we have assumed a form: \( \exp(i(\kappa t - \omega t)) \) for the perturbations and defined: \( x = \omega/c_s k \) and: \( m = V \cos \phi/c_s \). \( V \) being the relative velocity between the backflow and one of the two interfaces, while \( \phi \) is the angle \( V \) makes with such interface, and \( c_s \) is the sound speed). The coefficients \( a \) and \( b \) are defined as:

\[
a = \left( \frac{\Gamma_{bfl}}{\Gamma_c} \right)^2 \left( \frac{c_e}{c_{0,fl}} \right)^2, \quad b = \left( \frac{c_e}{c_{0,fl}} \right)^2
\]

and we have defined the polytropic indexes \( \Gamma_c, \Gamma_{bfl} \) for the cocoon, bow shock and jet, respectively, as well as the sound speeds: \( c_{c}, c_{0,fl} \).

The typical temperatures in the cocoon and in the jet exceed \( T \sim 10^{10} \) K, thus we will adopt for these regions a relativistic equation of state (EoS). More specifically, we adopt the fits to the multispecies relativistic EoS given by Chat-topadhyay & Ryu (2009), so that the sound speed will be given by their eq. (5k):

\[
c_{c,fl} = c \left( \frac{2\Gamma\Theta}{f(\Theta) + 2\Theta} \right)^{1/2}
\]

where: \( \Theta = kT/m_c c^2 \approx 1.686 T_{10}, T_{10} = T/10^{10}K, f = (n_{e,-} m_c c^2) \) is the scaled internal energy density, and \( \Xi = n_{e,+}/n_{e,-} \) is the proton/electron density ratio. Chat-topadhyay & Ryu propose an approximation for \( f \) (their eq. 5g), namely:

\[
f = (2 - \xi) \left( 1 + \Theta \frac{9\Theta + 3}{3\Theta + 2} \right) + \xi \left( \frac{1}{\eta} + \Theta \frac{9\Theta + 3}{3\Theta + 2} \right)
\]

Here \( \eta = m_{e,-}/m_p \sim 5.44 \times 10^{-4} \).

We look for an unstable mode by requiring that \( x \) in eq. 7 be purely imaginary: \( x = iw \). Thus the left-hand side becomes real: \( (w^2 + 1)/w^3 \). The right-hand side is instead a complex expression, thus, requiring that its imaginary part be zero we arrive at the following equation:

\[
mw [(m^2 + w^2)^2 + (m^2 - w^2)(1 - 3b) + 2b^2] = 0
\]

We are not interested into the trivial neutrally stable solution \( w = 0 \), thus we turn our attention to the term in square parentheses. By defining the reduced variable \( q = w^2 \) we finally obtain a reduced dispersion relation:

\[
q^2 + [3b - 1 + 2m^2] q + [2b^2 - (3b - 1) m^2] \geq 0
\]

The discriminant of this equation must be positive to obtain real solutions:

\[
\Delta = (3b - 1)^2 + 8m^2 (3b - 1) + (4m^4 - 8b^2) \geq 0
\]

and in order to have at least one positive root one of the two following inequalities has to be satisfied:

\[
A_1 = 3b - 1 + 2m^2 \leq 0, \quad A_2 = 2b^2 - (3b - 1) m^2 \leq 0
\]

We will now consider separately the two interfaces: cocoon-bow shock and cocoon-jet. The bow shock has relatively
Figure 12. Conditions for existence of unstable K-H modes. The dotted contours represent values of the discriminant \( \Delta = 10, 16, 62, 23, 29, 85, 36, 46 \) (from the outermost contour inward). The continuous curve discriminates the regions in the plane \((b, m^2)\) where the coefficient \( \Lambda_2 \) of eq. [1] changes sign. In the region where the discriminant \( \Delta \) is positive and \( \Lambda_1 > 0, \Lambda_2 < 0 \) there exists real solutions of the dispersion relation. The points represent the behavior of run dj-250p6, and correspond to the same snapshots as Figure 8. Error bars represent intrinsic scatter in the gas streams. Both the straight (starred points) and the bent (open glyphs) backflow fall in the stable area.

We see that there exists a wide region of the plane \((b, m^2)\) where \( \Delta \geq 0 \) and \( \Lambda_2 \leq 0 \). Here, there is a real positive solution \( q \) for eq. [14] and consequently a real value of \( \omega = \pm q^{1/2} \) are allowed. So being in this region would imply the existence of at least one unstable mode, where the frequency is purely imaginary: \( \omega = -i\alpha(c, k) \).

As expected, the bent backflow (open glyphs in Fig. 12) appears largely KH stable, for the reasons stated above (low values of \( m^2 \)). It is more interesting to notice that the straight backflow is stable too; this means that the jet material is so much hotter and less dense than the cocoon, that this difference prevails for the velocity gradient (small \( b \)).

We conclude that the reason for the backflow stopping is not to be found in KH instabilities. The push this gas is given in the HS is sufficient for it to travel backwards for a few tens of kpc, then eventually it gets lost in the 3D large-scale vorticity or fades while expanding with the cocoon (as we pointed out in Section 6.1).

7 DISCUSSION

We have performed a series of 3D hydrodynamical simulations of bipolar jets from AGNs, covering the first few Myr of the evolution of this object. Our main aim was to study the transition stage from a compact central source (such as the Compact Steep Spectrum sources, CSSs, or the Gigahertz Peaked Spectrum sources, GPSs) to an extended Fanaroff-Riley type two (FRII) galaxy. We have studied the geometrical and thermonodynamical properties of the extended cocoon produced during the propagation of a relativistic jet within the ISM of its host galaxy. Inspired by recent work (Silk 2013), we have explored the consequences of varying the internal jet pressure \( p_{\text{jet}} \), together with its density contrast \( \rho_{\text{halo}}/p_{\text{jet}} \) and the central velocity dispersion \( \sigma_c \), which in turn sets the (average) halo mass and virial radius, the SMBH mass and the jet power \( P_{\text{jet}} \).

Our main results may be summarized in the following points.

(i) We were able to follow the evolution of compact AGNs into extended sources, distinguishing three main evolutionary stages (see Figure 2): cocoon formation (phase C), forward propagation (phase F), and lobe expansion (phase L), when the jet eventually breaks free from the cocoon that confines it. We have highlighted the connections of the expansion history to the system’s internal dynamics, especially to the jet piercing its own cocoon after a few Myr. When this happens (or not long after), the jets develop extended lobes, thus turning from a compact to an extended source, while the cocoon (now damaged) is still confined to the innermost 5-10 kpc.

Indeed, any supersonic jet run for long enough will eventually break through its cocoon, since the latter is expanding at the speed of sound; it just has to recover the delay accumulated in phase C (when the cocoon was already expanding but the jet was not advancing). It is however possible that the central engine is switched off before this happens; but this scenario will be different—for instance—from FRI sources, because not only the HS, but also the jets will fade and start mixing with the surrounding gas.
(ii) We have studied the thermodynamic state and the energy balance of the jet/cocoon system in a realistic hot ISM environment. The expansion is always to a large extent an isothermal process, with the mean cocoon temperature \( T_C \) rapidly converging to \( 1-2 \times 10^6 \) K. The turbulent pressure \( p_t \) always converges to about 10-20\% of the cocoon total pressure, thus being dynamically significant in the long term. This happens regardless of the expansion history (mainly, independently of whether self-similarity is reached or not), thus pointing to some self-regulation mechanism dependent more on the cocoon’s internal dynamics than on the geometry of the expansion.

The energy deposition in the ISM (in the form of \( p_dV \) work and \( TdS \) exchanged heat) always, after phase C, remains in the interval 3-5\% of the input mechanical power \( P_{\text{jet}} \). Such values of this energy conversion constant are believed to be very significant in the galaxy formation context (e.g. Sijacki et al. 2007, Moez, Fabian & Blundell 2013, Gaspari, Brighenti & Temp, 2012).

(iii) Even though our simulation setup does not allow for testing different physical compositions of the jets, the results are sensitive to the ISM/jet density contrast. In particular, we have analyzed the cocoon geometry and expansion. We have found the cocoon’s shape to be more elongated, in order of importance, for higher density contrast, higher jet pressure \( p_J \) and higher \( \sigma_V \) (Figures 3 and 4). Very light jets (\( \rho_{\text{ISM}}/\rho_{\text{jet}} = 1000 \)) show overall more regular shape and slower expansion. Their shape evolution during the expansion is more likely to reach a self-similar phase (constant axis ratio), so in this sense not very elongated cocoons which undergo self-similar expansion favor lighter jets. A low injection pressure \( p_{\text{jet}} \) may instead result in very little AGN/ISM coupling, giving rise in a few Myr to very large lobes.

(iv) We have shown the presence of significant backflows, i.e. gas circulation within the cocoons that is able to drive hot gas to the central kiloparsec. Such backflows are the product of the interaction between the jet and the local host galaxy’s environment, and their contribution to the Accretion Dominated Accretion Flow (ADAF) on to the central BH demonstrates that a connection between galaxy-scale feedback and central accretion develops over time-scales of the order of \( \sim 10^5 \) years, \( \lesssim 1/10 \) of the AGN duty cycle. This backflow accretion time-scale is much smaller than that suggested by 2D models (Antonuccio-Delogu & Silk 2008b), due to the different cocoon expansion rates and behaviour of large-scale vorticity in 3D. We investigated the possible rise of Kelvin-Helmholtz instabilities, but found that backflows have insufficient shear to be unstable.

Though the accretion timescale we find may seem small, it only refers to the typical time for the backflow to feed the ADAF, which by that time may have accreted, as we find, up to \( 2 \times 10^5 M_\odot \) of gas. This phenomenon thus points to a deep connection between AGN feedback and SMBH accretion, as previously hinted by Narayan & McClintock (2008). Finally, we notice that observational evidence for backflows has also been recently found by Laing & Bridle (2012) for two Fanaroff-Riley type I sources.
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APPENDIX A: MULTIMEDIA

Movies and pictures of the simulations presented in this work are available on the S.C.’s webpage: [http://www.mpia-hd.mpg.de/~cielo](http://www.mpia-hd.mpg.de/~cielo). Please note: Oxford University Press are not responsible for the content or functionality of any supporting materials supplied by the authors. Any queries (other than missing material) should be directed to the corresponding author for the article.