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Abstract—We consider an additive Gaussian channel with additive Gaussian noise feedback. We first derive an upper bound on the n-block capacity (defined by Cover [1]). It is shown that this upper bound can be obtained by solving a convex optimization problem. With stationarity assumptions on Gaussian noise processes, we characterize the limit of the n-block upper bound and prove that this limit is the upper bound of the noisy feedback (Shannon) capacity.
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I. INTRODUCTION

We consider a time-varying additive Gaussian channel with time-varying additive Gaussian feedback. See Fig. 1. M is a message index where $M \in \{1, 2, 3, \ldots, 2^nR\}$. The additive Gaussian channel is modeled as

$$Y_i = X_i + W_i \quad i = 1, 2, \ldots$$

where the gaussian noise $\{W_i\}_{i=0}^\infty$ satisfies $W^n \sim \mathcal{N}_n(0, \mathbf{K}_{w,n})$ for all $n \in \mathbb{Z}^+$. Similarly, the additive Gaussian feedback is modeled as

$$Z_i = Y_i + V_i \quad i = 1, 2, \ldots$$

where the gaussian noise $\{V_i\}_{i=0}^\infty$ satisfies $V^n \sim \mathcal{N}_n(0, \mathbf{K}_{v,n})$ for all $n \in \mathbb{Z}^+$. Noise $V$ and $W$ are assumed to be independent. Notice that we have not assumed stationarity on $W$ and $V$. The channel input $X_i$ is generated based on $M$ and $Z^{i-1}$, satisfying

$$\frac{1}{n} \sum_{i=1}^n \text{EX}_i^2(M, Z^{i-1}) \leq P.$$

Since the capacity of this noisy feedback Gaussian channel is difficult to characterize, we wish to find a tight upper bound on the capacity in this paper.

In retrospect, additive Gaussian channels have been studied since the birth of “Information Theory”. When there is no feedback (i.e. $Z_i = 0$ for all $i$), the channel input $X_i$ is independent of the previous channel outputs. The n-block capacity is characterized in [1] as

$$C_n = \max_{\text{det}(\mathbf{K}_{w,n}) \leq P} \frac{1}{2n} \log \frac{\text{det}(\mathbf{K}_{w,n} + \mathbf{K}_{s,n})}{\text{det} \mathbf{K}_{w,n}}$$

where the maximum is taken over all positive semidefinite matrices $\mathbf{K}_{s,n}$. Here, the n-block capacity can be thought of as the capacity in bits per transmission if the channel is to be used for the time block $\{1, 2, \ldots, n\}$ [1]. If we assume the stationarity on the process $\{W_i\}_{i=0}^\infty$, it is well-known that the nonfeedback (Shannon) capacity is characterized by water-filling on the noise power spectrum. Specifically,

$$C = \frac{1}{4\pi} \int_{-\pi}^{\pi} \log \max \left\{ \frac{\mathbb{S}_w(e^{i\theta})}{\mathbb{S}_w(e^{i\theta})} \right\} d\theta,$$

where $\mathbb{S}_w(e^{i\theta})$ is the power spectrum density of the stationary noise process $\{W_i\}_{i=0}^\infty$. The water level $\lambda$ should satisfy

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \max \{0, \lambda - \mathbb{S}_w(e^{i\theta})\} d\theta = P.$$

Note that the initial idea of water-filling comes from Shannon [2]. When there is a perfect feedback (i.e. $Z_i = Y_i$ for all $i$), the n-block feedback capacity is notably characterized in [1] as

$$C_{fb,n} = \max_{\text{det}(\mathbf{K}_{w,n}) \leq P} \frac{1}{2n} \log \frac{\text{det}(\mathbf{I}_n + \mathbf{B}_n \mathbf{K}_{w,n} (\mathbf{I}_n + \mathbf{B}_n)^T + \mathbf{K}_{s,n})}{\text{det} \mathbf{K}_{w,n}}$$

where the maximum is taken over all positive semidefinite matrices $\mathbf{K}_{s,n}$ and all strictly lower triangular matrices $\mathbf{B}_n$ satisfying

$$\text{tr}(\mathbf{K}_{s,n} + \mathbf{B}_n \mathbf{K}_{w,n} \mathbf{B}_n^T) \leq nP.$$

Similar to the nonfeedback case, if we assume the stationarity on the process $\{W_i\}_{i=0}^\infty$, the perfect feedback (Shannon) capacity is characterized in [3] as

$$C_{fb} = \sup_{\mathbb{S}_w} \frac{1}{2\pi} \int_{-\pi}^{\pi} \log \left( \frac{\mathbb{S}_w(e^{i\theta}) |1 + \mathbb{B}(e^{i\theta})|^2 \mathbb{S}_w(e^{i\theta})}{\mathbb{S}_w(e^{i\theta})} \right) d\theta,$$

with power constraint

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \mathbb{S}_w(e^{i\theta}) |1 + \mathbb{B}(e^{i\theta})|^2 \mathbb{S}_w(e^{i\theta}) d\theta \leq P.$$
Here $\mathbb{E}(e^\theta)$ represents all possible strictly causal linear filters. When there is an additive Gaussian noise feedback as shown in Fig[1] no characterization on the capacity $C_{fb}^{\text{noise}}$ has been developed yet, to the present author’s knowledge. So far, only few papers have addressed this problem or its variations. [4] and [5] take Cover-Pombar scheme for the noisy feedback case (colored Gaussian noise) and derive the upper and lower bounds on its maximal achievable rate. Other works focus on the additive white Gaussian noise (AWGN) channel with AWGN feedback. For example, [6] derives the upper and lower bounds on the reliability function and shows that, noise in the feedback link renders the noisy feedback communication fundamentally different from the perfect feedback case. [7], [8] and [9] propose specific coding/decoding schemes based on the notable Schalkwijk-Kailath Scheme [10].

In this paper, we derive upper bounds on the n-block noisy feedback capacity and the noisy feedback (shannon) capacity, respectively. It is shown that the problem of computing the derived upper bound on the n-block capacity can be transformed into a convex form, which can be solved efficiently by standard technical tools.

Notations: Uppercase and corresponding lowercase letters (e.g. $X,Y,Z,x,y$) denote random variables and realizations, respectively. $X^n$ represents the vector $[x_1,x_2,\cdots,x_n]^T$ and $X^0 = 0$. $I_n$ represents an $n \times n$ identity matrix. $K_n > 0 (K_n \succeq 0)$ denotes that the $n \times n$ matrix $K_n$ is positive definite (semi-definite). $\log$ denotes the logarithm base 2 and $0 \log 0 = 0$. The expectation operator over $X$ is presented as $\mathbb{E}(X)$.

II. PRELIMINARIES

In this section, we review some definitions and Lemmas in information theory.

Definition 1: [11] The mutual information $I(X;Y)$ between two random variables with joint density $f(x,y)$ is defined as

$$I(X;Y) = \int f(x,y) \log \frac{f(x,y)}{f(x)f(y)} \, dx \, dy$$

Let $h(X)$ denote the differential entropy of a random variable $X$. Then it is clear that

$$I(X;Y) = h(Y) - h(Y|X)$$

We recall a useful Lemma as follows.

Lemma 1: [11] Let the random vector $X \in \mathbb{R}^n$ have zero mean and covariance $K_{x,n} = EXX^T$ (i.e. $K_{ij} = EX_iX_j$, $1 \leq i,j \leq n$). Then

$$h(X) \leq \frac{1}{2} \log(2\pi e)^n \det K_{x,n}$$

with equality if and only if $X \sim N(0,K_{x,n})$.

Next, we present the definition of Directed Information given by Massey [12].

Definition 2: The directed information from a sequence $X^n$ to a sequence $Y^n$ is defined by

$$I(X^n \to Y^n) = \sum_{i=1}^n I(X_i;Y_{i+1}|Y^{i-1}).$$

We would like to remark that Massey’s definition of directed information implicitly restricts the time ordering of random variables $(X^n,Y^n)$ as follows

$$X_1,Y_1,X_2,Y_2,\cdots,X_n,Y_n.$$  

So we refer the interested readers to [13] for the definition of Directed Information for an arbitrary time ordering of random variables. We next define a channel code for communication channels with noisy feedback.

Definition 3: (Channel Code) A $(n,M,\epsilon_n)$ channel code over time horizon $n$ consists of an index set $\{1,2,3,\cdots,M\}$, an encoding function $e: \{1,2,3,\cdots,M\} \times \mathbb{R}^{n-1} \to \mathbb{R}^n$, a decoding function $g: \mathbb{R}^n \to \{1,2,3,\cdots,M\}$ and an error probability satisfying

$$\frac{1}{M} \sum_{w=1}^M p(w \neq g(y^n)|w) \leq \epsilon_n$$

where $\lim_{n \to \infty} \epsilon_n = 0$.

We finally recall the Schur complement which will play an important role in the paper.

Definition 4: [14] Consider an $n \times n$ symmetric matrix $X$ partitioned as

$$X = \begin{bmatrix} A & B \\ B^T & C \end{bmatrix}.$$  

If $\det A \neq 0$, the matrix

$$S = C - B^TA^{-1}B$$

is called the Schur complement of $A$ in $X$.

We present some properties of the Schur complement as follows.

1) $\det X = \det A \det S$.
2) $X \succeq 0$ if and only if $A > 0$ and $S > 0$.
3) If $A > 0$, then $X \succeq 0$ if and only if $S \succeq 0$.

III. AN UPPER BOUND ON THE N-BLOCK CAPACITY

In this section, we first derive an upper bound on the n-block noisy feedback capacity (Theorem 1). Without loss of generality, we characterize this upper bound as an optimization problem by adopting the Cover-Pombar scheme (Theorem 2). We then transform the optimization problem into a convex form (Corollary 1). The n-block noisy feedback capacity is defined as follows [1].

Definition 5:

$$C_{fb,n}^{\text{noise}} = \max_{P_{MV}(K_{x,n}) \preceq P_n} \frac{1}{n} I(M^n;Y^n).$$  

We now define a new quantity and then prove that it is an upper bound of the above n-block capacity.

Definition 6:

$$\tilde{C}_{fb,n}^{\text{noise}} = \max_{P_{MV}(K_{x,n}) \preceq P_n} \frac{1}{n} I(X^n;Y^n|V^n).$$  

Theorem 1: For a given power constraint $P$,

$$C_{fb,n}^{\text{noise}} \leq \tilde{C}_{fb,n}^{\text{noise}}.$$  

(6)
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Since the conditional mutual information I(M;V^n | Y^n) ≥ 0, we have

I(M; Y^n) ≤ I(X^n → Y^n | V^n)

The proof is completed.

Next, we characterize the above upper bound. First of all, we consider a scheme with linear encoding of the feedback signal and Gaussian signaling of the message (Cover-Pombra scheme) as shown in a vector form in Fig 2.

The channel input signal: X^n = S^n + B_n(W^n + V^n)
The channel output signal: Y^n = S^n + B_n(W^n + V^n) + W^n
The power constraint: \( \text{tr}(K_{s,n} + B_n(K_{w,n} + K_{n,n})B_n^T) \leq nP \)
where S^n \sim N(0, K_{s,n}) is the message information vector and B_n is an n x n strictly lower triangular linear encoding matrix. Note that the one-step delay in the feedback link is captured by the structure of matrix B_n. Random variables S^n, V^n, W^n are automatically assumed to be independent.

In the following, we prove that \( \hat{C}_{f/b,n} \) can be characterized by the above coding scheme without losing the optimality.

**Theorem 2:** \( \hat{C}_{f/b,n} \) can be obtained as the optimal objective value of the following optimization problem.

maximize \( \frac{1}{2n} \log \det((I_n + B_n)K_{w,n}(I_n + B_n)^T + K_{s,n}) \)
subject to \( \text{tr}(K_{s,n} + B_n(K_{s,n} + K_{n,n})B_n^T) \leq nP \)
\( K_{s,n} \geq 0 \) \( B_n \) is strictly lower triangular

(7)

Proof: First of all, we have

I(X^n → Y^n | V^n) = \( \sum_{i=1}^{n} I(X_i, Y_i | Y^{i-1}, V^n) \)
= \( \sum_{i=1}^{n} h(Y_i | Y^{i-1}, V^n) - h(Y_i | Y^{i-1}, X_i, V^n) \)
= \( \sum_{i=1}^{n} h(Y_i | Y^{i-1}, V^n) - h(Y_i | Y^{i-1}, X_i) \)
= \( \sum_{i=1}^{n} h(Y_i | Y^{i-1}, V^n) - h(W_i | W^{i-1}) \)
= h(Y^n | V^n) - h(W^n)

where (a) follows from the Markov chain Y^n − (Y^{i-1}, X_i) − Y_i.

We next show that maximizing h(Y^n | V^n) − h(W^n) over coding scheme as shown in Fig 2 does not lose the optimality. Since we can not affect the noise entropy (i.e. h(W^n)), we need to maximize h(Y^n | V^n) over all possible channel inputs \( \{X_i\}_{i=1}^{n} \). To begin with, we present two insightful observations on the channel inputs X^n:

1. Y^n | V^n should be Gaussian distribution for maximizing h(Y^n | V^n). Since W^n is Gaussian and Y^n = X^n + W^n, X^n | V^n must be Gaussian.
2. X^n depends on W^n + V^n instead of W^n and V^n separately since the channel outputs are fed back to the encoder without any encoding.

Therefore, the most general normal causal dependence of X^n on Y^n satisfying the above two observations is the form of \( X^n = S^n + B_n(W^n + V^n) \). Then we have

h(Y^n | V^n) − h(W^n)
= h(S^n + B_n(W^n + V^n) + W^n | V^n) − h(W^n)
= h(S^n + (B_n + I_n)W^n | V^n) − h(W^n)
= h(S^n + (B_n + I_n)W^n) − h(W^n)

By Lemma 1 the proof is complete.
Remark 1: The key idea of this theorem is to show
\[ C_{\text{fb},n}^{\text{noise}} = \max_{\text{all coding schemes } R} \frac{1}{n} I(X^n \rightarrow Y^n|V^n) \]
\[ = \max_{\text{Cover-Pombar scheme } R} \frac{1}{n} I(X^n \rightarrow Y^n|V^n) \]
We would like to remark that the Cover-Pombar scheme may not be the optimal (capacity-achieving) coding scheme in the noisy feedback case. We herein adopt this coding scheme because it can nicely characterize the proposed upper bound. Definitely, the Cover-Pombar scheme may not apply if we look at a different upper bound.

The following corollary shows that the optimization problem (7) can be transformed into a convex form. This result has been shown in [5]. For reader’s convenience, we give the proof again in the Appendix.

Corollary 1: \( C_{\text{fb},n}^{\text{noise}} \) can be obtained as the optimal objective value of the following convex optimization problem.

\[
\begin{align*}
\max_{H_n, B_n} & \quad \frac{1}{2n} \log \det \begin{bmatrix} K_{n,r}^{-1} & B_n^T \; \; B_n \; \; H_n \\ B_n & I_n + B_n^T B_n & 0_n \\ H_n & 0_n & K_{n,n}^{-1} \end{bmatrix} - \frac{1}{2n} \log \det(K_{n,r}^{-1} K_{n,n}^{-1}) \\
\text{subject to} & \quad \text{tr}(H_n K_{n,n} K_{n,r}^{-1} - B_n K_{n,n} - K_{n,n} - K_{n,n}) \leq nP \\
& \quad H_n \; \; I_n + B_n^T \; \; B_n \; \; 0_n \\
& \quad B_n \; \; 0_n \; \; 0_n \\
& \quad B_n \text{ is strictly lower triangular}
\end{align*}
\]

IV. AN UPPER BOUND ON THE CAPACITY

As we have shown, the upper bound of the n-block capacity is numerically solvable due to its convex form (interior-point method). As for the Shannon (infinite-block) capacity, however, there is still much work to be done. The problem is that the formula (7) may not have a limit as \( n \rightarrow \infty \), due to the time-varying nature of the noises \( \{W_i\} \) and \( \{V_i\} \). This is the main difficulty for us to develop an upper bound for the Shannon capacity. We herein handle this problem by assuming stationarity on noise \( \{W_i\} \) and \( \{V_i\} \). In this section, we first show that under the stationarity assumption, the limit of formula (7) exists and we develop its limit characterization. Then we prove that the limit characterization is the upper bound of the noisy feedback (Shannon) capacity.

Theorem 3: Assume that \( \{W_i\} \) and \( \{V_i\} \) are stationary processes. Then the limit of formula (7) exists and can be characterized as

\[
\lim_{n \rightarrow \infty} C_{\text{fb},n}^{\text{noise}} = \sup_{S_\theta} \int_{-\pi}^{\pi} \frac{S_s(e^{i\theta})}{S_w(e^{i\theta})} \left( 1 + B(e^{i\theta}) \right) \frac{S_w(e^{i\theta})}{S_w(e^{i\theta})} d\theta
\]

with power constraint

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} S_s(e^{i\theta}) + |B(e^{i\theta})|^2 \frac{S_w(e^{i\theta})}{S_w(e^{i\theta})} + S_v(e^{i\theta}) d\theta \leq P.
\]

Here, \( S_s(e^{i\theta}), S_w(e^{i\theta}), \) and \( S_v(e^{i\theta}) \) are the power spectral density of \( \{S_i\}, \{W_i\} \) and \( \{V_i\} \) respectively. \( B(e^{i\theta}) = \sum_{k=1}^n b_k e^{ik\theta} \) is a strictly causal linear filter.

The main idea of the proof is taken from [3]. We refer interested readers to the Appendix for the detail. Next, we show that the above limit characterization is the upper bound of the noisy feedback (Shannon) capacity.

Theorem 4: Assume that \( \{W_i\} \) and \( \{V_i\} \) are stationary processes. Then \( C_{\text{fb}}^{\text{noise}} \leq C_{\text{fb}} \).

Proof:

\[
C_{\text{fb}}^{\text{noise}} \leq \lim_{n \rightarrow \infty} \max_{\{W_i\}, \{V_i\}_{n=0}^{\infty}} \frac{1}{n} I(M^n; Y^n)
\]

Remark 2: Compared with the perfect feedback capacity characterization (1) and (2), feedback noise \( S_v(e^{i\theta}) \) only affects the power allocation. If the noise in the feedback link increases (i.e. \( S_v(e^{i\theta}) \) grows large in some sense), the feedback benefit in increasing reliable transmission rate vanishes. That is, the noisy feedback system behaves like a nonfeedback system since, due to the power constraint, \( B(e^{i\theta}) \) approaches 0 as \( S_v(e^{i\theta}) \) grows.

V. SIMULATION RESULTS

In this section, we show some simulation results to gain insight on the capacity of Gaussian channels with noisy feedback. The simulation results here are taken from [5]. For reader’s convenience, we re-present some simulation results here and give a brief discussion. We refer the interested readers to [5] for more simulation results. We assume that the forward channel is created by a first order moving average (1st-MV) Gaussian process. That is,

\[
W_i = U_i + \alpha U_{i-1}
\]

where \( U_i \) is a white Gaussian process with zero mean and unit variance. We also assume that the feedback link is created by an additive white Gaussian noise with \( K_{n,n} = \sigma I_n \) (\( \sigma \geq 0 \)). Due to the practical computation limit, we take coding block length \( n = 30 \) and power limit \( P = 10 \). We computed the upper bound of n-block capacity derived in our paper and the lower bound (Theorem 2 in [5]) for averaging statistic \( \alpha = 0.1 \) in the 1st-MV channel, as shown in Fig. 3. Generally, the plots show that the n-block capacity, which is in the region between the upper and lower bounds, sharply decreases as \( \sigma \) grows. When \( \sigma \) grows large enough (e.g. \( \sigma = 0.8 \) in Fig 3), the feedback rate-increasing enhancement almost shuts off and, thus, the feedback system behaves like a nonfeedback system. Based on this observation, we may claim that the n-block capacity of the Gaussian channel with noisy feedback is sensitive to the feedback noise.
VI. CONCLUSION

We have derived an upper bound on the n-block capacity of additive Gaussian channels with additive Gaussian noise feedback. As it is shown, this n-block upper bound can be obtained by solving a convex optimization problem. By assuming stationarity on the Gaussian noises, we have characterized the limit of the n-block upper bound, which is the upper bound of the noisy feedback (Shannon) capacity.

In [15], the authors showed that for strong converse finite-alphabet channels with noisy feedback, the capacity is characterized by

\[ C_{FB}^{\text{noisy}} = \sup_{X} \frac{1}{n} I(X^n \to Y^n | V^n) \]

Therefore, we conjecture that the upper bound characterized in this paper should be the true capacity. However, how to prove the achievability of this upper bound remains to be seen.

VII. APPENDIX

A. The proof of Corollary [1]

Proof: Let \( \mathbf{H}_n = (\mathbf{I}_n + \mathbf{B}_n) \mathbf{K}_{w,n}(\mathbf{I}_n + \mathbf{B}_n)^T + \mathbf{K}_{s,n} + \mathbf{B}_n \mathbf{K}_{v,n} \mathbf{B}_n^T \), we have

\[
\frac{1}{2} \log \frac{\det(\mathbf{I}_n + \mathbf{B}_n) \mathbf{K}_{w,n}(\mathbf{I}_n + \mathbf{B}_n)^T + \mathbf{K}_{s,n} + \mathbf{B}_n \mathbf{K}_{v,n} \mathbf{B}_n^T}{\det \mathbf{K}_{w,n}} \\
= \frac{1}{2} \log \frac{\det \mathbf{H}_n - \mathbf{B}_n \mathbf{K}_{v,n} \mathbf{B}_n^T}{\det \mathbf{K}_{w,n}}.
\]

We also have

\[
tr(\mathbf{K}_{s,n}) \leq nP \iff tr(\mathbf{K}_{s,n} + \mathbf{B}_n^T \mathbf{K}_{v,n} \mathbf{B}_n^T) \leq nP
\]

\[
\iff tr(\mathbf{H}_n - \mathbf{B}_n \mathbf{K}_{v,n} \mathbf{B}_n^T - \mathbf{B}_n \mathbf{K}_{w,n} - \mathbf{K}_{w,n}) \leq nP.
\]

Next, we have the following equivalences by applying the Schur complement.

\[
\text{(1)} \det \begin{bmatrix} \mathbf{K}_{s,n} & \mathbf{B}_n^T \\ \mathbf{B}_n & \mathbf{H}_n \end{bmatrix} = \det(\mathbf{H}_n - \mathbf{B}_n \mathbf{K}_{v,n} \mathbf{B}_n^T) \det \mathbf{K}_{w,n}^{-1}.
\]

By taking simple replacements on the original formula, the proof is complete.

B. Proof of Theorem [3]

Before showing the proof of the theorem, we need the following lemma.

Lemma 2: Consider the coding scheme as shown in Fig 2

\[
I(S^n; Y^n | V^n) = I(X^n \to Y^n | V^n)
\]

Proof:

\[
I(S^n; Y^n | V^n) = h(Y^n | V^n) - h(Y^n | S^n, V^n)
\]

\[
= \sum_{i=1}^{n} h(Y_i | Y^{i-1}, V^n) - h(Y_i | Y^{i-1}, S^n, V^n)
\]

\[
\overset{(a)}{=} \sum_{i=1}^{n} h(Y_i | Y^{i-1}, V^n) - h(Y_i | Y^{i-1}, S^n, V^n, X^i)
\]

\[
\overset{(b)}{=} \sum_{i=1}^{n} h(Y_i | Y^{i-1}, V^n) - h(Y_i | Y^{i-1}, X^i, V^n)
\]

\[
= \sum_{i=1}^{n} I(X^i; Y_i | Y^{i-1}, V^n)
\]

\[
= I(X^n \to Y^n | V^n)
\]

(a) follows from the fact that \( X^i \) can be determined by \( S^i \) and the outputs of the feedback link (i.e., \( Y^{i-1} + V^{i-1} \)). (b) follows from the Markov chain \( S^n - (Y^{i-1}, X^i, V^n) - Y_i \).

Now, we are ready to give the proof of the theorem. Proof: (sketch) Define \( \bar{C}_{fb}^{\text{noisy}} \) as formula [3] 4.5. By the Szegö-Kolmogorov-Krein theorem, we have

\[
\bar{C}_{fb}^{\text{noisy}} = \sup_{\{X_i\} \text{ stationary}} h(\mathcal{Y} \mid \mathcal{Y}) - h(\mathcal{Y})
\]

where the supremum is taken over all stationary Gaussian process \( \{X_i\}_{i=0}^{\infty} \) of the form \( X_i = S_i + \sum_{k=1}^{i} b_k (W_{i-k} + V_{i-k}) \) where \( \{S_i\}_i \) is stationary and independent of \( \{W_i\}_{i=0}^{\infty}, \{V_i\} \) such that \( \mathbb{E}[X_i^2] \leq P \).

We first show that

\[
\bar{C}_{fb}^{\text{noisy}} \leq \bar{C}_{fb}
\]

for all \( n \). Fix \( n \) and assume \( (\mathbf{K}_{s,n}, \mathbf{B}_n) \) achieves \( \bar{C}_{fb}^{\text{noisy}} \). Consider a block-wise white process \( \{S_i\}_{i=k+1}^{(k+1)n} \) 0 \leq k < \infty, inde-
pondered and identically distributed according to $\mathbb{N}_n(0, K_{r,n})$.

$$2nC_{\text{noise}}^{\text{f,b,n}} = I(X_1^n \rightarrow Y_1^n|V_1^n) + I(X_2^n \rightarrow Y_2^n|V_2^n)$$

(a)\ \Rightarrow I(S_1^n|V_1^n) + I(S_2^{n+1}|V_2^{n+1})

$$= h(S_1^n|V_1^n) - h(S_1^n|V_1^n) - h(S_1^n|V_1^n) - h(S_2^n|V_2^n, V_2^{n+1})$$

$$\leq h(S_2^n|V_2^n) - h(S_1^n|V_1^n) - h(S_2^n|V_2^n, V_2^{n+1})$$

$$= I(S_2^n, V_2^n|V_1^n)$$

(b)\ \Rightarrow I(X_1^n \rightarrow Y_1^n|V_1^n)

(c)\ \Rightarrow h(Y_2^n|V_2^n) - h(W_2^n)

where (a) and (b) follows from Lemma 2 \cite{5}. (c) follows from the proof of Theorem 2. By repeating the same argument, we have

$$C_{\text{noise}}^{\text{f,b,n}} \leq \frac{1}{kn} (h(Y_1^n|V_1^n) - h(W_1^n))$$

for all $k$. Next, we use the same technical skill as in \cite{3} to show the inequality \cite{10}. Define the time-shifted process $\{X_i(t)\}_{t=-\infty}^{\infty}$ where $X_i(t) = X_{i-t}$. Similarly define $\{Y_i(t)\}_{t=-\infty}^{\infty}$ and $\{V_i(t)\}_{t=-\infty}^{\infty}$. Introduce a random variable $T$, uniformly distributed over $\{1, 2, 3, \ldots, n\}$ and independent of everything else. Then it is easy to check that $\{X_i(T), Y_i(T), W_i(T), V_i(T)\}_{t=-\infty}^{\infty}$ is jointly stationary. Next, we define $\{\tilde{X}_i, \tilde{Y}_i, \tilde{W}_i, \tilde{V}_i\}_{t=-\infty}^{\infty}$ as a jointly Gaussian process with the same mean and autocorrelation as the stationary process $\{X_i(T), Y_i(T), W_i(T), V_i(T)\}_{t=-\infty}^{\infty}$. Thus,

$$C_{\text{noise}}^{\text{f,b,n}} \leq \frac{1}{kn} (h(Y_1^n|V_1^n, T) - h(W_1^n|T))$$

$$\leq \frac{1}{kn} (h(Y_1^n|V_1^n) - h(W_1^n))$$

$$\leq \frac{1}{kn} (h(Y_1^n) - h(W_1^n))$$

$$\leq \frac{1}{kn} (h(Y_1^n|V_1^n) - h(W_1^n))$$

where (a) follows from the stationarity assumption on noises $V$ and $W$. Taking $k \rightarrow \infty$, we obtain

$$C_{\text{noise}}^{\text{f,b,n}} \leq h(\mathcal{F}|\mathcal{Y}) - h(\mathcal{W}) \leq C_{\text{noise}}^{\text{f,b}}$$

We now show the main idea of proving the other direction. Given $\varepsilon > 0$, we let $\{\tilde{X}_i\}_{t=-\infty}^{\infty}$ achieve $C_{\text{noise}}^{\text{f,b}} - \varepsilon$. Define the corresponding channel outputs as $\{\tilde{Y}_i\}_{t=-\infty}^{\infty}$. Then, taking $\varepsilon \rightarrow 0$, we obtain

$$\liminf_{n \rightarrow \infty} C_{\text{noise}}^{\text{f,b,n}} \geq C_{\text{noise}}^{\text{f,b}}$$

The technical discussion on power constraint is identical to that in \cite{3}, so we herein omit it. Combined with inequality \cite{10}, we know that the limit of $C_{\text{noise}}^{\text{f,b,n}}$ exists and

$$\lim_{n \rightarrow \infty} C_{\text{noise}}^{\text{f,b,n}} = C_{\text{noise}}^{\text{f,b}}.$$
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