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Abstract

Background: Support Vector Machines (SVMs) – using a variety of string kernels – have been successfully applied to biological sequence classification problems. While SVMs achieve high classification accuracy they lack interpretability. In many applications, it does not suffice that an algorithm just detects a biological signal in the sequence, but it should also provide means to interpret its solution in order to gain biological insight.

Results: We propose novel and efficient algorithms for solving the so-called Support Vector Multiple Kernel Learning problem. The developed techniques can be used to understand the obtained support vector decision function in order to extract biologically relevant knowledge about the sequence analysis problem at hand. We apply the proposed methods to the task of acceptor splice site prediction and to the problem of recognizing alternatively spliced exons. Our algorithms compute sparse weightings of substring locations, highlighting which parts of the sequence are important for discrimination.

Conclusion: The proposed method is able to deal with thousands of examples while combining hundreds of kernels within reasonable time, and reliably identifies a few statistically significant positions.

1 Background

Kernel based methods such as Support Vector Machines (SVMs) have proven to be powerful for sequence analysis problems frequently appearing in computational biology (e.g. [1-4]). They employ a so-called kernel function \( k(s_i, s_j) \) which intuitively computes the similarity between two sequences \( s_i \) and \( s_j \). The result of SVM learning is a \( \alpha \)-weighted linear combination of kernel elements and the bias \( b \) (see Section 4.1 for more details):

\[
  f(s) = \text{sign} \left( \sum_{i=1}^{N} \alpha_i y_i k(s_i, s) + b \right) \quad (1)
\]

where the \( s_i \)'s are \( N \) labeled training sequences \( (y_i \in \{-1, 1\}) \). One of the problems with kernel methods compared to probabilistic methods (such as position weight matrices or interpolated Markov models [5]) is that the resulting decision function (1) is hard to interpret and, hence, difficult to use in order to extract relevant biological knowledge from it (see also [3,6]). We approach this problem by considering convex combinations of \( M \) kernels, i.e.

\[
k(s_i, s_j) = \sum_{k=1}^{M} \beta_k k_k(s_i, s_j) \quad (2)
\]
with $\beta_k \geq 0$ and $\sum_i \beta_i = 1$, where each kernel $k_i$ uses only a distinct set of features of the sequence. For appropriately designed sub-kernels $k_i$, the optimized combination coefficients can then be used to understand which features of the sequence are of importance for discrimination. This is an important property missing in current kernel based algorithms.

In this work we consider the problem of finding the optimal convex combination of kernels (i.e. determining the optimal $\beta_i$ in (2)). This problem is known as the Multiple Kernel Learning (MKL) problem [4,7,8] (see also [9,10,38] for related approaches). Sequence analysis problems usually come with large numbers of examples and one may wish to combine many kernels representing many possibly important features. Unfortunately, algorithms proposed for Multiple Kernel Learning so far are not capable of solving the optimization problem for realistic problem sizes (e.g. $\geq 10,000$ examples) within reasonable time. Even recently proposed decomposition algorithms for this problem, such as the one proposed in [7], are not efficient enough since they suffer for instance from the inability to keep all kernel matrices ($K_i \in \mathbb{R}^{N \times N}$, $j = 1, ..., M$) in memory. (Note that kernel caching can become ineffective if the number of combined kernels is large.) We consider the reformulation of the MKL problem into a semi-infinite linear problem (SILP), which can be iteratively approximated quite efficiently. In each iteration one only needs to solve the classical SVM problem (with one of the efficient and publicly available SVM implementations; cf. references in [11] and also [12,39] to gain a further speedup in case of string kernels) and then performs an update of the kernel convex combination weights $\beta$. Separating the SVM optimization from the optimization of the kernel coefficients can thus lead to significant improvements for large scale problems with general kernels (cf. Section 4 for details).

We illustrate the usefulness of the proposed algorithm in combination with a recently proposed string kernel on DNA sequences – the so-called weighted degree (WD) kernel [13]. Its main idea is to count the (exact) co-occurrence of $k$-mers at position $l$ of two compared DNA sequences of equal length $L$ (e.g. a window around some signal on the DNA). The kernel can be written as a linear combination of $d$ parts with coefficients $\beta_k$ ($k = 1, ..., d$):

$$k(s_i, s_j) = \sum_{k=1}^{d} \beta_k \sum_{l=1}^{L-k} I(u_{k,l}(s_i) = u_{k,l}(s_j)), \quad (3)$$

where $L$ is the length of the sequences $s, d$ is the maximal oligomer length considered and $u_{k,l}(s)$ is the oligomer of length $k$ at position $l$ of sequence $s$. Moreover, $I(true) := 1$ and 0 otherwise.

One question is how the weights $\beta$ for the various $k$-mers in (3) should be chosen. So far, only heuristic settings in combination with expensive model-selection methods have been used (e.g. [13]). The MKL approach offers a clean and efficient way to find the optimal weights $\beta$. We define $d$ kernels

$$k_k(s_i, s_j) = \sum_{l=1}^{L-k} I(u_{k,l}(s_i) = u_{k,l}(s_j)), \quad (4)$$

and then optimize the convex combination of these kernels (with coefficients $\beta$) using the MKL algorithm (cf. (3)). The optimal weights $\beta$ indicate which oligomer lengths are important for the classification problem at hand (see results in Section 2.2).

Additionally, it is interesting to introduce an importance weighting over the positions in the subsequence. Hence, we define a separate kernel for each position and each oligomer length, i.e.

$$k_{k,l}(s_i, s_j) = I(u_{k,l}(s_i) = u_{k,l}(s_j)),$$

and optimize the weightings of the combined kernel, which may be written as

$$k(s_i, s_j) = \sum_{k=1}^{d} \sum_{l=1}^{L-k-1} \beta_{k,l} I(u_{k,l}(s_i) = u_{k,l}(s_j)) \quad (5)$$

The simpler case would be to only consider one kernel per position in the sequence: $k(s_i, s_j) = \sum_{l=1}^{L} \beta_{k,l}(s_i, s_j)$ with

$$k_{k,l}(s_i, s_j) = \sum_{k=1}^{d} \gamma_k I(u_{k,l}(s_i) = u_{k,l}(s_j)). \quad (6)$$

where $\gamma$ is the default weighting as used in [13].

Obviously, if one would be able to obtain an accurate classification by a sparse weighting $\beta_k$, then one can quite easily interpret the resulting decision function. For instance for signal detection problems (such as splice site detection), one would expect a few important positions with long oligomers near the site and some additional positions within the exon capturing the nucleotide composition (short oligomers; cf. Sections 2.4 and 2.5).

While the proposed MKL algorithms are applicable to arbitrary kernels, we particularly consider the case of string kernels and show how their properties can be
exploited in order to significantly speedup the computations. We extend previous work by [8,14,15] and employ tries [16] during training and testing. In Section 4 we develop a method that can avoid kernel caching and we therefore obtain very memory efficient and fast algorithms (which also speedup standard SVM training).

By bootstrapping and applying a combinatorial argument, we derive a statistical test that discovers the most important kernel weights. Using this test, we elucidate on simulated pseudo-DNA sequences with two hidden 7-mers which \( k \)-mers in the sequence were used for the SVM decision. Additionally we apply our method to the problem of splice site classification (\textit{C. elegans} acceptor sites) and to the problem recognizing alternatively spliced exons [17].

2 Results and Discussion

The main goal of this work is to provide an explanation of the SVM decision rule, for instance by identifying sequence positions that are important for discrimination. As a first test we apply our method to a toy problem where everything is known and we can directly validate the findings of our algorithm with the underlying truth. As a next step, we show that our MKL algorithm performs as well or slightly better than the standard SVM and leads to SVM classification functions that are computationally more efficient. In the remaining part we show how the weights can be used to obtain a deeper understanding of how the SVM classifies sequences and match it with knowledge about the underlying biological process.

2.1 MKL Learning Detects Motifs in Toy Data set

As a proof of concept, we test our method on a toy data set with two hidden 7-mers (at positions 10 & 30) at four different noise levels (we used different numbers of random positions in the 7-mers that were replaced with random nucleotides; for a detailed description of the data see Appendix A.1). We use the kernel as defined in (5) with one sub-kernel per position and oligomer length. We consider sequences of length \( L = 50 \) and oligomers up to length \( d = 7 \), leading to \( M = 350 \) sub-kernels. For every noise level, we train on 100 bootstrap replicates and learn the 350 WD kernel parameters in each run. On the resulting 100 weightings we performed the reliability test (cf. Section 4.3). The results are shown in Figure 1 (columns correspond to different noise levels – increasing from left to right). Each figure shows a kernel weighting \( \beta \), where columns correspond to weights used at a certain sequence position and rows to the \( k \)-mer length used at that position. The plots in the first row show the weights that are detected to be important at a significance level of \( \alpha = 0.05 \)
in bright (yellow) color. The likelihood for every weight to be detected by the test and thus to reject the null hypothesis $\mathcal{H}_0$ is illustrated in the plots in the second row (cf. Section 4.3 for details). Bright colors mean that it is more likely to reject $\mathcal{H}_0$.

As long as the noise level does not exceed $2/7$, longer matches of length 3 and 4 seem sufficient to distinguish sequences containing motifs from the rest. However, only the 3-mer is detected with the test procedure. When more nucleotides in the motifs are replaced with noise, more weights are determined to be of importance. This becomes especially obvious in column 3 were 4 out of 7 nucleotides within each motif were randomly replaced, but still an average ROC score of 99.6% is achieved. In the last column the ROC score drops down to 83% (not shown), but only weights in the correct range 10 ... 16 and 30 ... 36 are found to be significant.

2.2 Optimization of WD Kernel Weights Speeds up Computations and Improves Accuracy

We compare the standard SVM with WD kernel (default weighting as in [13]) and kernel caching (SVM-light implementation [18]) and our MKL-SVM algorithm with WD kernel (optimized weighting) and using tries (cf. Section 4). We applied both algorithms on the C. elegans acceptor splice data set using 100,000 sequences in training, 100,000 examples for validation and 60,000 examples to test the classifiers performance (cf. Appendix A.2). In this data set each sequence is a window centered around a AG dimer containing 141 nucleotides (nt), together with the corresponding label +1 for true acceptor splice sites and -1 for decoys (cf. [13] and Appendix A.2 for more details). Using this setup we perform 5-fold cross-validation over the maximal oligomer length $d \in \{10, 12, 15, 17, 20\}$ (cf. (3)) and the SVM regularization constant $C \in \{0.5, 2, 5, 10\}$. A detailed comparison of the WD kernel approach with other state-of-the-art methods is provided in [13] and goes beyond the scope of this work.

On the validation set we find that for the SVM using the standard WD kernel (using the default weighting), $d = 20$ and $C = 0.5$ gives best classification performance (ROC score 99.66% on validation set), while the MKL-SVM using the WD kernel (optimized weighting) gives best results for $d = 12$ and $C = 1$ (ROC score also 99.66% on validation set). Figure 2 shows the WD kernel weights computed by the MKL-SVM approach. It suggests that 12-mers and 6-mers seem to be of high importance and 1-4-mers are also important. On the test data set the resulting SVM classifier with standard WD kernel performs as good as on the validation data set (ROC score 99.66% again), while the classifier obtained by MKL-SVMs with optimized WD kernel weights achieves a 99.67% ROC score. Astonishingly training the MKL-SVM (i.e. with weight optimization and tries) was 1.5 times faster than training the original SVM (with kernel caching). Also, the resulting classifier provided by the new algorithm is considerably faster than the one obtained by the classical SVM since many $\beta$-weights are zero (see also [19]).

It should be noted that the obtained weighting in this experiment is only partially useful for interpretation. In the case of splice site detection, it is unlikely that $k$-mers of length 12 play the most important role. More likely to be important are oligos of length up to six. We believe that the large weight for the longest oligo is an artifact which comes from the fact that we are combining kernels with quite different properties. (The 12th kernel leads to a kernel matrix that is most diagonally dominant, which we believe is the reason for having a large weight. This problem can be partially alleviated by including the identity matrix in the convex combination. However as $\ell_2$-norm soft margin SVMs can be implemented by adding a constant to the diagonal of the kernel [20,21], this leads effectively to an additional $\ell_1$-norm penalization.) In the following example we consider one weight per position. In this case the combined kernels are more similar to each-other and we expect more interpretable results.
2.3 Optimal Positional Importance Weighting is Related to Positional Weight Matrices
An interesting relation of the learned weightings to the relative entropy between Positional Weight Matrices (PWMs) can be shown with the following experiment: We train an SVM with a WD kernel that consists of 60 first-order sub-kernels (i.e. only single nucleotide matches are considered) on acceptor splice sites from *C. elegans* (100,000 sequences for training, 160,000 sequences for validation). The characteristic acceptor splice site AG dimer is at positions 31 & 32. We extracted the sequences from a window (-30, +28) around the dimer. The learned weights $\beta_k$ are shown in Figure 3 (left). For comparison we computed the PWMs (Markov chains of zero-th order) for the positive and the negative class separately (denoted by $p_{i,j}^+$ and $p_{i,j}^-$). Additionally, we computed the relative entropy $\Delta_i$ between the two probability estimates $p_{i,j}^+$ and $p_{i,j}^-$ at each position $j$ by $\Delta_j = \sum_i^4 p_{i,j}^+ \log(p_{i,j}^+ / p_{i,j}^-)$, leading to Figure 3 (right). The shape of both plots is quite similar, i.e. both methods consider upstream information, as well as a position directly after the splice site to be highly important. As a major difference the WD-weights in the exons remain on a high level. Note that both methods use only zero-th order information. Nevertheless the classification accuracy is already quite high. On the separate validation set the SVM already achieves a ROC score of 99.07% and the Positional Weight Matrices a ROC score of 98.83%.

2.4 Positional WD Kernel Weights Helps Understanding Splice Site Classification
Note that Markov chains become intractable and less accurate for high orders, which seem on the other hand necessary for achieving high accuracies in many sequence analysis tasks. SVMs, however, are efficient and accurate even for great oligomer lengths. We therefore expect that MKL-SVMs may also in this case provide useful insights at which positions the discriminative information is hidden.

In order to illustrate this idea we perform another experiment: We considered the larger region from -50 nt to +60 nt around the splice site and used the WD kernel with $d = 15$. We defined a kernel for every position that only accounts for substrings that start at the corresponding position (up to length 15). To get a smoother weighting and to reduce the computing time we only used $[111/2] = 56$ weights (combining every two positions to one weight). Figure 4 shows the average computed weighting on ten bootstrap runs trained on about 65,000 sequences.

![Figure 3](image1.png)

*(left) Value of the learned weightings of an SVM with a WD kernel of 60 first-order sub-kernels, (right) relative entropy obtained between the Positional Weight Matrices for the positive and the negative class, both trained for acceptor splice site detection.*
examples. Several regions of interest can be identified: a) The region -50 nt to -40 nt, which corresponds to the donor splice site of the previous exon (many introns in *C. elegans* are very short, often only 50 nt), b) the region -25 nt to -15 nt that coincides with the location of the branch point, c) the intronic region closest to the splice site with greatest weight (-8 nt to -1 nt; the weights for the AG dimer are zero, since it appears in splice sites and decoys) and d) the exonic region (0 nt to +50 nt). Slightly surprising are the high weights in the exonic region, which we suspect only model triplet frequencies. The decay of the weights seen from +15 nt to +45 nt might be explained by the fact that not all exons are actually long enough. Furthermore, since the sequence ends in our case at +60 nt, the decay after +45 nt is an edge effect as longer substrings cannot be matched.

### 2.5 Finding Motifs for Splice Site Detection

We again consider the classification of acceptor splice sites against non-acceptor splice sites (with centered AG dimer) from the *C. elegans* (cf. Appendix A.2 for details on the generation of the data sets). We trained our Multiple Kernel Learning algorithm (*C* = 2) on 5,000 randomly chosen sequences of length 111 nt with a maximal oligomer length of *d* = 10. This leads to *M* = 1110 kernels in the convex combination. Figure 5 shows the results obtained for this experiment (similarly organized as Figure 1). We can observe (cf. Figure 5b&c) that the optimized kernel coefficients are biologically plausible: longer significant oligomers were found close to the splice site position, oligomers of length 3 and 4 are mainly used in the exonic region (modeling triplet usage) and short oligomers near

the branch site. Note, however, that one should use more of the available examples for training in order to extract more meaningful results (adapting 1110 kernel weights may have lead to overfitting). In some preliminary tests using more training data we observed that longer oligomers and also more positions in the exonic and intronic regions become important for discrimination.

Note that the weight matrix would be the outer product of the position weight vector (cf. Figure 5a) and the oligomer-length weight vector (cf. Figure 5d), if position and oligomer length would be independent. This is clearly not the case: it seems very important (according to the weight for oligomer-length 5) to consider longer oligomers for discrimination (see also Figure 2) in the central region, while it is only necessary and useful to consider monomers and dimers in other parts of the sequence.

### 2.6 Understanding the Recognition of Alternatively Spliced Exons

In this section we consider the problem of recognizing one major form of alternative splicing, namely the exclusion of exons from the transcript. It has been shown that alternatively spliced exons have certain properties that distinguish them from constitutively spliced exons (cf. [17] and references therein). In [17] we developed a method that only uses information that is available to the splicing machinery, i.e. the DNA sequence itself, and accurately distinguishes between alternatively and constitutively spliced exons (50% true positive rate at a 1% false positive rate; see [http://www.fml.tuebingen.mpg.de/raetsch/projects/RASE](http://www.fml.tuebingen.mpg.de/raetsch/projects/RASE) for more details). Using our MKL method we have identified regions near the 5’ and 3’ end of the considered exons that carry most of the discriminative information. We show that these regions contain many hexamers that are significantly more often present than average in constitutively spliced exons.

In order to recognize alternatively spliced exons we consider the 5’ and 3’ end of the exons separately and use an extended version of the WD kernel (exhibiting an improved positional invariance, cf. [17]) on a 201 nt window centered around the exon start and end together with additional kernels capturing information about the length of the exon and the flanking introns [17].

To interpret the SVM classifiers result we employ Multiple Kernel Learning to determine the weights $\beta^{5'}$ and $\beta^{3'}$ for the two WD kernels around the acceptor (5’) and donor (3’) site. In Figure 6 the learned weighting is shown (weights for other subkernels not shown). A higher weight at a certain position in the sequence corresponds to an increased importance of substrings starting at this location. Given this weighting, we can identify five regions
which seem particularly important for discrimination: a) within the upstream intron the region -70 nt to -40 nt and -30 nt to 0 nt (relative to the end of the intron), c) the exon positions +30 nt to +70 nt (relative to the beginning of the exon) and d) -90 nt to -30 nt (relative to the end of the exon). And finally e) the downstream intron positions 0 – 70 nt (relative to the beginning of the intron).

To illustrate that these regions represent distinct discriminative features for the problem at hand, we counted the occurrence of all hexamers in the positive and negative examples. Using the frequency $p$ of occurrence of a hexamer in the negative examples as background model, we computed how likely it is to observe the frequency $p^+$ in the positive sequences (E-value; using the binomial distribution). In Table 1 we display for each of the five regions...
the six hexamers with highest E-value. In region a) the motif CTAACC frequently appears in various variations, while region b) is rich with C’s and T’s. Particularly interesting seem the motifs AGTGAG and CAGCAG which only appear significantly in the region near the exon start and exon end, respectively. The downstream intron contains many G’s and T’s. (Members of the CELF gene family bind for instance to GT-rich regions; A. Zahler, personal communication.) A more complete list of the over-represented hexamers are found on the supplementary web-site http://www.fml.tuebingen.mpg.de/raetsch/projects/RASE.

3 Conclusion
In this work we have developed a novel Multiple Kernel Learning algorithm applicable to large-scale sequence analysis problems that additionally assists in understanding how decisions are made. Using a novel reformulation of the MKL problem, we were able to reuse available SVM implementations that, in combination with using tries, have led us to a very efficient MKL algorithm suitable for the analysis of large scale sequence analysis problems. In experiments on toy, splice-site detection and alternative exon recognition problems we have illustrated the usefulness of the Multiple Kernel Learning approach. The optimized kernel convex combination gives valuable hints at which positions discriminative oligomers of which length are located in the sequences. This solves to a certain extent one of the major problems with Support Vector Machines: now the decisions become interpretable. On the toy data set we re-discovered hidden sequence motifs even in presence of a large amount of noise. In the first experiments on the acceptor splice site detection problem we discovered patterns in the optimized weightings which are biologically plausible. For the recognition of alternatively spliced exons we have identified several regions near the 5’ and 3’ end of the exons that display distinguished patterns. It is future work to extend our computational evaluation and to consider other signal detection problems.

4 Methods
4.1 Support Vector Machines
We use Support Vector Machines [22] which are extensively studied in the literature (e.g. [11,20,21]). Their classification function can be written as in (1). The $\alpha_i$’s are the Lagrange multipliers and $b$ is the usual bias which are the results of SVM training. The kernel $k$ is the key ingredient for learning with SVMs. It implicitly defines the feature space and the mapping $\Phi$ via

$$k(s,s') = \langle \Phi(s), \Phi(s') \rangle.$$ 

In case of the afore mentioned WD kernel, $\Phi$ maps into a feature space $\mathbb{R}^D$ of all possible $k$-mers of length up to $d$ for each sequence position ($D \approx 4^{d+1}L$). For a given sequence $s$, a dimension of $\Phi(s)$ is 1, if it contains a certain substring at a certain position. The dot-product between two mapped examples then counts the co-occurrences of substrings at all positions.

For a given set of training examples $(s_i, y_i) (i = 1, \ldots, N)$, the SVM solution is obtained by solving the following optimization problem that maximizes the soft margin between both classes [23]:

$$\min_{w} \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{N} \xi_i$$

w.r.t. $w \in \mathbb{R}^D, b \in \mathbb{R}, \xi \in \mathbb{R}^N$

s.t. $y_i \left( \langle w, \Phi(s_i) \rangle + b \right) \geq 1 - \xi_i, \quad i = 1, \ldots, N, \quad (7)$

where the parameter $C$ determines the trade-off between the size of the margin and the margin errors $\xi_i$. The dual optimization problem is as follows:
Note that there exist a large variety of different software packages that can efficiently solve the above optimization problem even for more than one hundred thousand of examples (cf. references in [11] and also [12] to gain further speedups when string kernels are used).

### 4.2 The Multiple Kernel Learning Optimization Problem

#### 4.2.1 Idea

In the Multiple Kernel Learning (MKL) problem one is given \( N \) data points \((\mathbf{s}_i, y_i)\) \((y_i \in \{\pm 1\})\), where \(\mathbf{s}_i\) is subdivided into \( M \) components \(\mathbf{s}_i = (\mathbf{s}_{i,1}, \ldots, \mathbf{s}_{i,M})\) with \(s(i,j) \in \mathbb{R}^{k_j}\) and \(k_j\) is the dimensionality of the \(j\)-th component. Then one solves the following convex optimization problem [7], which is equivalent to the linear SVM for \(M = 1\):

\[
\max \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j y_i y_j k(s_i, s_j),
\]  

w.r.t. \(\alpha \in \mathbb{R}^N_+\) with \(\alpha \leq C\) and \(\sum_{i=1}^{N} \alpha_i y_i = 0\).

Note that there exist a large variety of different software packages that can efficiently solve the above optimization problem even for more than one hundred thousand of examples (cf. references in [11] and also [12] to gain further speedups when string kernels are used).

### 4.2.2 Reformulation as a Semi-Infinite Linear Program

The above optimization problem can also be formulated in terms of support vector kernels [7]. Then each block \(j\)
corresponds to a separate kernel \((K_r)_i = k(s_i, s_r)\) computing the dot-product in feature space of the \(j\)-th component. In [7] it has been shown that the following optimization problem is equivalent to (9):

\[
\min \frac{1}{2} \gamma^2 - \sum_i \alpha_i \\
\text{w.r.t. } \gamma \in \mathbb{R}, \mathbf{a} \in \mathbb{R}^N \\
\text{s.t. } 0 \leq \mathbf{a} \leq C, \sum_i \alpha_i y_i = 0 \\
\sum_{r,s} \alpha_r \alpha_s y_r y_s (K_r)_i (K_s)_i \leq \gamma^2
\]

In order to solve (10), one may solve the following saddle point problem (Lagrangian):

\[
L := \frac{1}{2} \gamma^2 - \sum_i \alpha_i + \sum_{j=1}^M \beta_j (S_j(\mathbf{a}) - \gamma^2)
\]

minimized w.r.t. \(\alpha \in \mathbb{R}_+^N\), \(\gamma \in \mathbb{R}\) (subject to \(\mathbf{a} \leq C\) and \(\sum_i \alpha_i y_i = 0\)) and maximized w.r.t. \(\beta \in \mathbb{R}_+^M\). Setting the derivative w.r.t. to \(\gamma\) to zero, one obtains the constraint \(\sum_j \beta_j = \frac{1}{2}\) and (11) simplifies to:

\[
L := \frac{1}{2} \sum_{j=1}^M \beta_j S_j(\mathbf{a}) - \sum_i \alpha_i = S(\mathbf{a})
\]

Assume \(\mathbf{a}^*\) would be the optimal solution, then \(\theta^* := S(\mathbf{a}^*) - \sum_i \alpha_i\) is minimal and, hence, \(S(\mathbf{a}) - \sum_i \alpha_i \geq \theta^*\) for all \(\mathbf{a}\) (subject to the above constraints). Hence, finding a saddle-point of (12) is equivalent to solving the following semi-infinite linear program:

\[
\max \theta \\
\text{w.r.t. } \theta \in \mathbb{R}, \beta \in \mathbb{R}_+^M \text{ with } \sum_j \beta_j = 1 \\
\text{s.t. } \sum_{j=1}^M \beta_j \left( \frac{1}{2} S_j(\mathbf{a}^*) - \sum_i \alpha_i \right) \geq \theta \\
\text{for all } \mathbf{a} \text{ with } 0 \leq \mathbf{a} \leq C \text{ and } \sum_i \gamma_i \alpha_i = 0
\]

\subsection{4.2.3 A Column Generation Method}

Note that there are infinitely many constraints (one for every vector \(\mathbf{a}\)). Typically algorithms for solving semi-infinite problems work by iteratively finding violated constraints, i.e. \(\mathbf{a}\) vectors, for intermediate solutions \((\beta, \theta)\). Then one adds the new constraint (corresponding to the new \(\mathbf{a}\)) and resolves for \(\beta\) and \(\theta\) [25]. The pseudo-code is outlined in Algorithm 1. Note, however, that there are no known convergence rates for such algorithms [25], but it often converges to the optimal solution in a small number of iterations [26,27]. (It has been shown that solving semi-infinite problems like (13), using a method related to boosting (e.g. [28]) one needs at most \(T = O\left(\log(M)/\varepsilon^2\right)\) iterations, where \(\varepsilon\) is the unnormalized constraint violation and the constants may depend on the kernels and the number of examples \(N\) [24,29]. At least for not too small values of \(\varepsilon\) this technique produces reasonably fast good approximate solutions. See [8] for more details.)

Fortunately, finding the constraint that is most violated corresponds to solving the SVM optimization problem for a fixed weighting of the kernels:

\[
\sum_{j=1}^M \beta_j \left( \frac{1}{2} S_j(\mathbf{a}) - \sum_i \alpha_i \right) = \sum_i \alpha_i y_i (K_r)_i - \sum_i \alpha_i,
\]

where \(K = \sum_{r,s} \beta_r K_{r,s}\). Due to the number of efficient SVM optimizers, the problem of finding the most violated constraint can be solved efficiently, too.

Finally, one needs some convergence criterion. Note that the problem is solved when all constraints are satisfied while the \(\beta\)s and \(\theta\) are optimal. Hence, it is a natural choice to use the normalized maximal constraint violation as a convergence criterion. In our case this would be:

\[
\varepsilon_t := \left| 1 - \sum_{j=1}^M \beta_j \left( \frac{1}{2} S_j(\mathbf{a}^*) - \sum_i \alpha^*_i \right) \right| / \theta^t
\]

where \((\beta, \theta)\) is the optimal solution at iteration \(t\) - 1 and \(\mathbf{a}^\ast\) corresponds to the newly found maximally violating constraint of the next iteration (i.e. the SVM solution for weighting \(\beta\); cf. Algorithm 1 for details). We usually only try to approximate the optimal solution and stop the optimization as soon as \(\varepsilon_t \leq \varepsilon\), where \(\varepsilon\) was set to 10^{-4} or 10^{-3} in our experiments.

\subsection{4.2.4 A chunking algorithm for simultaneous optimization of \(\mathbf{a}\) and \(\mathbf{b}\)}

Usually it is infeasible to use standard optimization tools (e.g. MINOS, CPLEX, LOQO) for solving the SVM training problems on data sets containing more than a few thousand examples. So-called decomposition techniques overcome this limitation by exploiting the special structure of
the SVM problem. The key idea of decomposition is to freeze all but a small number of optimization variables (working set) and to solve a sequence of constant-size problems (subproblems of (8)).

The general idea of Chunking and Sequential Minimal Optimization (SMO) algorithm has been proposed by [30,31] and is implemented in many SVM software packages. Here we would like to propose an extension of the Chunking algorithm to optimize the kernel weights \( \beta \) and the example weights \( \alpha \) at the same time. The algorithm is motivated from an insufficiency of the column-generation algorithm described in the previous section: If the \( \beta \)'s are not optimal yet, then the optimization of the \( \alpha \)'s until optimality is not necessary and therefore inefficient. It would be considerably faster if for any newly obtained \( \alpha \) in the Chunking iterations, we could efficiently recompute the optimal \( \beta \) and then continue optimizing the \( \alpha \)'s using the new kernel weighting.

### Intermediate Recomputation of \( \beta \)

Recomputing \( \beta \) involves solving a linear program and the program grows with each additional \( \alpha \)-induced constraint. Hence, after many iterations solving the LP may become infeasible. Fortunately, there are two facts making it still possible: (1) only a small number of the added constraints are active and one may for each newly added constraint remove an old inactive one – this prevents the LP from growing arbitrarily and (2) for Simplex-based LP optimizers such as CPLEX there exists the so-called hot-start feature which allows one to efficiently recompute the new solution, if one, for instance, only adds a few additional constraints. The SVM-light optimizer which we are going to modify, internally needs the output \( \hat{f}_j = \sum \alpha \gamma k(s_i, s_j) \) for all training examples in order to select the next variables for optimization [18]. However, if one changes the kernel weights, then the stored \( \hat{f}_j \) values become invalid and need to be recomputed. In order to avoid the full re-computation one has to additionally store a \( M \times N \) matrix \( f_{k,j} \) = \( \sum \alpha \gamma k(s_i, s_j) \), i.e. the outputs for each kernel separately.

If the \( \beta \)'s change, then \( \hat{f}_j \) can be quite efficiently recomputed by \( \hat{f}_j = \sum_k f_{k,j} \).

### Faster \( \alpha \) Optimization using Tries

Finally, in each iteration the Ch unking optimizer may change a subset of the \( \alpha \)'s. In order to update \( \hat{f}_j \) and \( f_{k,j} \) one needs to compute full rows \( j \) of each kernel for every changed \( \alpha_i \). Usually one uses kernel-caching to reduce the computational effort of this operation, which is, however, in our case not efficient enough since the effect of the kernel caches degrades drastically in the case of having many kernels. Fortunately, for the WD kernel there is a way to avoid this problem by using so-called tries (cf. [16]; similarly proposed by [14] and others). While we cannot improve a single kernel evaluation (which is already \( O(L) \)), it turns out to be possible to drastically speedup the computation of a linear combination of kernels, i.e.

\[
g(s) = \sum_{i \in I} \alpha_i k(s_i, s).
\]

where \( I \) is the index set. The idea is to create a trie for each position \( l = 1, ..., L \) of the sequence. We propose to attach weights to internal nodes and the leaves of the trie, allowing an efficient storage of weights for \( k \)-mers (1 \( \leq k \leq d \)). Now we may add all \( k \)-mers \( (k = 1, ..., d) \) of \( s_i (i \in I) \) starting at position \( l \) to the trie associated with position \( l \) (using weight \( \alpha_l \beta_k \); operations per position: \( O(\vert d \vert l \vert) \)). Once created, the \( l \)-th trie can be traversed down in order to lookup which \( k \)-mers in a test sequence (starting at position \( l \)) have a non-zero contribution to \( g(s) \):

Following the path defined by the \( k \)-mer \( u \) one adds all weights along the way and stops when no children exists (see Figure 7). Note that we now can compute \( g \) in \( O(Ld) \) operations (compared to \( O(\vert d \vert l \vert Ld) \) in the original formulation). Empirically we noticed that the proposed Chunking algorithm is often 3–5 times faster than the column-generation algorithm proposed in the last section, while achieving the same accuracy. In the experiments in Section 2 we only used the Chunking algorithm with a chunk size of \( Q = 41 \).

The pseudo-code of the algorithm which takes the discussion of this section into account is displayed in Algorithm 2.

### 4.3 Estimating the Reliability of a Weighting

Finally we want to assess the reliability of the learned weights \( \beta \). For this purpose we generate \( T \) bootstrap samples and rerun the whole procedure resulting in \( T \) weightings \( \beta \).

To test the importance of a weight \( \beta_k \) (and therefore the corresponding kernels for position and oligomer length)
we apply the following method: We define a Bernoulli variable $X_{k,i}^t \in \{0,1\}$, $k = 1, ..., d$, $i = 1, ..., L$, $t = 1, ..., T$ by

$$X_{k,i}^t = \begin{cases} 1, & \beta_{k,i}^t > \tau := \frac{1}{\beta_k} E_{k,i,t} X_{k,i}^t \\ 0, & \text{else} \end{cases}$$

The sum $Z_{k,i} = \sum_{t=1}^{T} X_{k,i}^t$ has binomial distribution $\text{Bin}(T, p_0)$, $p_0$ unknown. We estimate $p_0$ with

$$\hat{p}_0 = \frac{\#(\beta_{k,i}^t > \tau)}{TM},$$

i.e. the empirical probability to observe $P(X_{k,i}^t = 1)$, $\forall k, i, t$. We test whether $Z_{k,i}$ is as large as could be expected under $\text{Bin}(T, \hat{p}_0)$ or larger, i.e. the null-hypothesis is $\mathcal{H}_0: p \leq c^*$ (vs $\mathcal{H}_1: p > c^*$). Here $c^*$ is defined as $\hat{p}_0 + 2\text{Std}_{k,i} X_{k,i}^t$ and can be interpreted as an upper bound of the confidence interval for $p_0$. This choice is taken to be adaptive to the noise level of the data and hence the (non)-sparsity of the weightings $\beta$. The hypotheses are tested with a Maximum-Likelihood test on an $\alpha$-level of $\alpha = 0.05$; that is $c^{**}$ is the minimal value for that the following inequality hold:

$$0.05 = \alpha \geq P_{\mathcal{H}_0}(\text{reject } \mathcal{H}_0) = P_{\mathcal{H}_0}\left(Z_{k,i} > c^{**}\right) = \sum_{l=c^*}^{T} \binom{T}{l} \hat{p}_0(l - \hat{p}_0).$$

For further details on the test see [32] or [33]. This test is carried out for every $\beta_{k,i}^t$. (We assume independence between the weights in one single $\beta$, and hence assume that the test problem is the same for every $\beta_{k,i}^t$). If $\mathcal{H}_0$ can be rejected, the kernel learned at position $i$ on the $k$-mer is important for the detection and thus (should) contain biologically interesting knowledge about the problem at hand.
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**A Data Generation**

**A.1 Toy Data**

We generated 11,000 sequences of length 50, where the symbols of the alphabet {A, C, G, T} follow a uniform distribution. We chose 1,000 of these sequences to be positive examples and hid two motifs of length seven: at position 10 and 30 the motifs GATTACA and AGTAGTG, respectively. The remaining 10,000 examples were used as negatives. Thus the ratio between examples of class +1 and class -1 is $\approx 9\%$. In the positive examples, we then randomly replaced $s \in \{0, 2, 4, 5\}$ symbols in each motif. Leading to four different data sets which where randomly permuted and split such that the first 1,000 examples became training and the remaining 10,000 validation examples.

**A.2 Splice Site Sequences**

We collected all known *C. elegans* ESTs from Wormbase [34] (release WS118; 236,868 sequences), dbEST [35] (as of February 22, 2004; 231,096 sequences) and UniGene [36] (as of October 15, 2003; 91,480 sequences). Using blat [37] we aligned them against the genomic DNA (release WS118). We refined the alignment by correcting typical sequencing errors, for instance by removing minor insertions and deletions. If an intron did not exhibit the GT/AG or GC/AG dimers at the 5’ and 3’ ends, respectively, then we tried to achieve this by shifting the boundaries up to 2 nucleotides. For each sequence we determined the longest open reading frame (ORF) and only used the part of each sequence within the ORF. In a next step we merged agreeing alignments, leading to 135,239 unique EST-based sequences. We repeated the above with all known cDNAs from Wormbase (release WS118; 4,848 sequences) and UniGene (as of October 15,
2003; 1,231 sequences), which lead to 4,979 unique sequences. We removed all EST matches fully contained in the cDNA matches, leaving 109,693 EST-based sequences.

We clustered the sequences in order to obtain independent training, validation and test sets. In the beginning each of the above EST and cDNA sequences were in a separate cluster. We iteratively joined clusters, if any two sequences from distinct clusters a) match to the genome at most 100 nt apart (this includes many forms of alternative splicing) or b) have more than 20% sequence overlap (at 90% identity, determined by using blat). We obtained 17,763 clusters with a total of 114,672 sequences. There are 3,857 clusters that contain at least one cDNA. Finally, we removed all clusters that showed alternative splicing.

Since the resulting data set is still too large, we only used sequences from randomly chosen 20% of clusters with cDNA and 30% of clusters without cDNA to generate true acceptor splice site sequences (15,507 of them). Each cDNA and 30% of clusters without cDNA to generate true sequences from randomly chosen 20% of clusters with cDNA matches, leaving 109,693 EST-based sequences.

To obtain SVM's w.r.t \( \beta \in \mathbb{R}_+^M \), \( \theta \in \mathbb{R} \) with \( \sum_{k} \beta_k = 1 \)

\[
\text{s.t. } \sum_{k=1}^{M} \beta_k D_k^f \geq \theta \text{ for } r = 1, ..., t
\]

end for

**Algorithm 2** Outline of the Chunking algorithm (extension to SVM-light) that optimizes \( \alpha \) and the kernel weighting \( \beta \) simultaneously. The accuracy parameter \( \varepsilon \) and the subproblem size \( Q \) are assumed to be given to the algorithm. For simplicity we omit the removal of inactive constraints. Also note that from one iteration to the next the LP only differs by one additional constraint. This can usually be exploited to save computing time for solving the LP.

\[ f_{k,i} = 0, \hat{f}_i = 0, \alpha_i = 0, \beta_k = \frac{1}{M} \text{ for } k = 1, ..., M \text{ and } i = 1, \ldots, N \]

for \( t = 1, 2, ... \) do

Check optimality conditions and stop if optimal

select \( Q \) suboptimal variables \( i_j \) based on \( \hat{\alpha} \) and \( \alpha^{old} = \alpha \)

solve (8) with respect to the selected variables and update \( \alpha \)

create trie-structures to prepare efficient computation of

\[ g_k(s) = \sum_{q=1}^{Q} (\alpha_{q} - \alpha_{q}^{old}) y_{q} k_{k}(s_{q}, s) \]

\[ f_{k,i} = f_{k,i} + g_k(s_i) \text{ for all } k = 1, ..., M \text{ and } i = 1, ..., N \]

for \( k = 1, ..., M \) do

\[ D_k^f = \frac{1}{2} \sum_{r,s} f_{k,r} \alpha_r y_r - \sum_r \alpha_r \]

end for

\[ D^f = \sum_{k=1}^{M} \beta_k D_k^f \]

if \( |1 - \frac{D^f}{\theta^f}| \geq \varepsilon \)

\[ (\beta^{t+1}, \theta^{t+1}) = \text{argmax } \theta \]

w.r.t \( \beta \in \mathbb{R}_+^M \), \( \theta \in \mathbb{R} \) with \( \sum_{k} \beta_k = 1 \)

\[ \text{s.t. } \sum_{k=1}^{M} \beta_k D_k^f \geq \theta \text{ for } r = 1, ..., t \]
\[ \theta^{t+1} = \theta \]

\[
\hat{f}_i = \sum_k \beta_k^{t+1} f_{k,i} \quad \text{for all } i = 1, \ldots, N
\]
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