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Abstract. In this paper we provide some local and global splitting results on complete Riemannian manifolds with nonnegative Ricci curvature. We achieve the splitting through the analysis of some pointwise inequalities of Modica type which hold true for every bounded solution to a semilinear Poisson equation. More precisely, we prove that the existence of a nonconstant bounded solution \( u \) for which one of the previous inequalities becomes an equality at some point leads to the splitting results as well as to a classification of such a solution \( u \).

1. Introduction and main results. Throughout this paper we shall denote by \((\mathcal{M}, g)\), or simply by \(\mathcal{M}\), a complete, connected, smooth \((C^\infty)\) boundaryless Riemannian manifold of dimension \(m \geq 2\) with nonnegative Ricci curvature and we shall consider the nonlinear Poisson equation over \(\mathcal{M}\),

\[-\Delta_g u + f(u) = 0, \tag{1}\]

where \(f = F'\) is the first derivative of a function \(F \in C^2(\mathbb{R})\) and \(\Delta_g\) is the Laplace-Beltrami operator on \(\mathcal{M}\).

In the seminal paper [10], L. Modica proved the following pointwise gradient estimate for bounded solutions \(u \in C^3(\mathbb{R}^m)\) of (1) with \(F \geq 0\) in the euclidean case:

\[\frac{1}{2} |\nabla u|^2(x) \leq F(u(x)) \quad \forall x \in \mathbb{R}^m. \tag{2}\]
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This important inequality, known as Modica’s estimate, has been widely studied. In particular, it also holds in a Riemannian geometric setting, i.e., the pointwise inequality
\[
\frac{1}{2}|\nabla g u|^2(x) \leq F(u(x)) \quad \forall x \in \mathcal{M}
\]
holds true under the assumptions that \((\mathcal{M}, g)\) is a complete Riemannian manifold with nonnegative Ricci curvature and \(F(t) \geq 0\) for every \(t \in \mathbb{R}\), as proved in [13] and [8].

Our first splitting theorem is

**Theorem 1.** Let \(u \in C^3(\mathcal{M})\) be a bounded solution of (1) with \(F \geq 0\). Suppose that there is a point \(x_0\) such that equality is achieved at (3). Then, either \(u\) is constant or \(\mathcal{M}\) splits as the Riemannian product \(N \times \mathbb{R}\) where \(N \subset \mathcal{M}\) is a totally geodesic and isoparametric hypersurface with \(\text{Ric}(N) \geq 0\). Furthermore, \(u : N \times \mathbb{R} \to \mathbb{R}\) is such that \(u(p, s) = \varphi(s)\) where \(\varphi\) is a bounded and strictly monotone solution of the ODE, \(\varphi'' = f(\varphi)\).

**Remark 1.** An analogous conclusion about the one dimensionality of the solutions also appears in [3] for the euclidean case, i.e. \(\mathbb{R}^m\) endowed with its standard flat metric. Nevertheless, the splitting result is totally new in the general geometric setting that we are considering here.

The inequality (3) is no longer true if we drop the assumption: \(F(t) \geq 0\) for every \(t \in \mathbb{R}\), as one can easily see by considering the function \(u(x_1, \ldots, x_m) = \cos(x_1)\), which solves \(\Delta u = F'(u)\) in \(\mathbb{R}^m\) with \(F(t) = -t^2/2\). This problem is overcome in the next result where a refined and sharp form of Modica’s estimate is obtained for any nonlinear function \(F \in C^2(\mathbb{R})\).

**Proposition 2.** Let \(u \in C^3(\mathcal{M})\) be a bounded solution of (1). Then,
\[
\frac{1}{2}|\nabla g u|^2(x) \leq F(u(x)) - c_u \quad \forall x \in \mathcal{M},
\]
where
\[
c_u := \inf_{y \in \mathcal{M}} F(u(y)).
\]

The above proposition recovers and improves the results in [6], [8] established in the euclidean setting as well as those proved in [9] for compact Riemannian manifolds with nonnegative Ricci curvature.

**Remark 2.** Note that the bound (4) is always sharp (by definition of \(c_u\)) and that it is achieved everywhere by any entire 1D solution of a semilinear Poisson equation over \(\mathbb{R}^m\) endowed with the flat metric (just multiply the ODE \(u'' = F'(u)\) by \(u'\) and then integrate the resulting identity). On the other hand, the bound (3) is not necessarily sharp as shown by any nonconstant 1D periodic solution of the Allen-Cahn equation \(\Delta u = u^3 - u\) on \(\mathbb{R}^m\) (here \(F(t) = (t^2 - 1)^2/4\)).

**Remark 3.** If \(F \equiv 0\), we obtain, in particular, the classical result that the only bounded harmonic functions are the constant functions. It is well-known that the topological properties of connectivity, completeness and the absence of boundary are necessary so that Proposition 2 is true. With respect to the curvature condition, on the one hand, if \(\text{Ric}(\mathcal{M}) \geq 0\) with the previous properties implies the statement (Corollary 1 in [15]) and, on the other hand, if \(\text{Ric}(\mathcal{M}) \leq -C\) (with \(C > 0\)), there may exist nonconstant bounded harmonic functions ([2]).
The following proposition explains how the constant $c_u$ of the generalized Modica’s estimate can be computed effectively using the extrema of the solution $u$.

**Proposition 3.** Let $u \in C^3(M)$ be a bounded nonconstant solution of (1). Then, (4) holds with constant

$$c_u = \min \left\{ F \left( \inf_{x \in M} u(x) \right), F \left( \sup_{x \in M} u(x) \right) \right\}$$

and

$$c_u < F(t) \quad \forall t \in \left( \inf u, \sup u \right)$$

Besides, we study what happens when equality holds, at a regular point $x_0 \in M$, in the generalization of Modica’s estimate (4). This leads to a local splitting of the manifold in a neighborhood of $x_0$ and to a precise description of the solution in this neighborhood.

**Theorem 4.** Let $u$ be as in Proposition 2. Suppose that equality is achieved in (4) at a regular point $x_0$, i.e. $\nabla_g u(x_0) \neq 0$. Then,

- equality in (4) holds in the connected component of $M \cap \{ \nabla_g u \neq 0 \}$ that contains $x_0$,
- $\text{Ric}_g(\nabla_g u, \nabla_g u)$ vanishes at the connected component of $M \cap \{ \nabla_g u \neq 0 \}$ that contains $x_0$,
- there is a neighborhood of $x_0$, $U \subset M$, that splits as the Riemannian product $N \times I$ where $N \subset M$ is a totally geodesic and isoparametric hypersurface with $\text{Ric}(N) \geq 0$ and $I \subseteq \mathbb{R}$ is an interval,
- the solution $u$ restricted to the neighborhood $U$, $u : N \times I \to \mathbb{R}$, is equal to $u(p,s) = \varphi(s)$ where $\varphi$ is a bounded and strictly monotone solution of the ODE, $\varphi'' = f(\varphi)$.

**Remark 4.** We underline that the result of local splitting obtained in the aforementioned Theorem 4 is sharp. Indeed, a global splitting result, like the one demonstrated in Theorem 1, is no longer true when $F$ is not nonnegative on $\mathbb{R}$. An example showing this phenomenon can be built in the following way: consider any Riemannian manifold $N$ of dimension $m - 1$, with nonnegative Ricci tensor and which does not contain any line (e.g. a round sphere) and set $M = N \times S^1$. The function $u(n,s) = \sin(s)$ is a solution of $\Delta_g u = -u$ for which the refined Modica’s estimate (4) is achieved everywhere on $M$ and in particular in many regular points of $u$. Nevertheless $M$ does not split any euclidean factor.

**Remark 5.** If a critical point achieves the equality in (4), we cannot assure that there are more points which saturate the inequality, as shown by the following example in the euclidean space. For $m \geq 3$ consider the function $u(x) = \left( \frac{\sqrt{m(m-2)}}{1+|x|^2} \right)^{\frac{m+2}{2}}$, which is a radial smooth, positive, bounded solution of $-\Delta u = u^{\frac{m+2}{2}}$ on the euclidean space $\mathbb{R}^m$. In this case $F(t) = -\frac{|t|^{p+1}}{p+1}$, with $p = \frac{m+2}{m-2}$, and $c_u = -\frac{(u(0))^{p+1}}{p+1}$ so, by integration we immediately get that $\frac{1}{2} |\nabla u|^2(x) = \frac{1}{2} |u'|^2(|x|) = F(u(x)) + \frac{(u(0))^{p+1}}{p+1} - \int_0^{|x|} \frac{m-1}{r} (u')^2 (r)dr$ for every $x \in \mathbb{R}^m$. Therefore, the equality in (4) is achieved at the origin, which is a critical point, while elsewhere inequality (4) is strict.
The key point of the proof of the previous result is the construction of a local harmonic function whose gradient has constant length as long as the gradient of the solution does not vanish. This will be done in Section 4.

Some other global splitting theorems were obtained in [5] and [7] for the special subclass of stable solutions to (1). The novelty of our aforementioned results is that they hold true for any bounded solution of equation (1). Since in the present work we do not assume any stability assumption on the considered solutions, the method that we develop here is completely different from those used in [5] and [7]. In our approach, the key hypothesis required is the achievement of the Modica’s estimate or generalized Modica’s estimate at a regular point to obtain the global and local splitting respectively stated in Theorems 1 and 4.

For analogous questions in RCD metric measure spaces see the very recent paper [1].

The rest of the paper is devoted to the proofs of our contributions.

2. Proof of Propositions 2 and 3. Proof of Proposition 2. The result is already known for \( \mathcal{M} = \mathbb{R}^m \) (see [6], [8]) and when \( \mathcal{M} \) is a compact manifold (see [9]).

In the case of a complete, noncompact manifold we note that the gradient of the solution \( u \) is bounded (see for instance Remark 48 in Appendix 1 of [5] or Proposition 1 of [13]) and satisfies \( \inf_{\mathcal{M}} |\nabla u| = 0 \) (see for instance Appendix 1 of [5]). The desired inequality (4) then follows from Theorem B of [13] applied with \( Q(u) = F(u) - c_u \). This concludes the proof of Proposition 2.

The key to prove Proposition 3 is to see that if \( c_u \) is achieved in an interior point of the interval \( [\inf u, \sup u] \), then \( u \) must be constant. This is the content of the next result. To prove it we follow [8] and [10].

Proposition 5. Let \( u \in C^3(\mathcal{M}) \) be a bounded solution of (1) such that \( c_u \) is achieved in an interior point of the interval \( [\inf u, \sup u] \). Then, \( u \) is constant.

Proof. Suppose that \( c_u \) is achieved at a interior point \( u(x_0) = \alpha \), then \( \alpha \) is a local minimum of \( F \) and therefore verifies the following properties: \( F(\alpha) = 0, F'(\alpha) = 0 \) and \( F''(\alpha) \geq 0 \). Hence there exists \( k \geq 0 \) and \( \delta > 0 \) such that

\[
F(s) - c_u \leq k(s - \alpha)^2
\]

for every \( s \) such that \( |s - \alpha| < \delta \).

Since \( \mathcal{M} \) is connected, to obtain the desired conclusion it is enough to prove that the nonempty and closed set \( A := \{ x \in \mathcal{M} : u(x) = \alpha \} \) is also open in \( \mathcal{M} \). Pick \( a \in A \). There is a normal neighborhood of \( a \) of the form \( B(a, r) \) for some \( r = r(a) > 0 \) such that \( |u(x) - \alpha| = |u(x) - u(a)| < \delta \) for every \( x \in B(a, r) \) using the continuity of the function \( u \).

For any \( x \) in \( B(a, r) \) consider the unit speed minimizing geodesic \( \gamma : [0, t_x] \to \mathcal{M} \) such that \( \gamma(0) = a \) and \( \gamma(t_x) = x \), where \( t_x := d(a, x) < r \). For all \( t \in [0, t_x] \) set

\[
\varphi(t) := u(\gamma(t)) - u(a)
\]

and observe that

\[
\frac{1}{2} |\varphi'(t)|^2 \leq \frac{1}{2} |\nabla g u(\gamma(t))|^2 \leq F(u(\gamma(t))) - c_u \leq k(u(\gamma(t)) - \alpha)^2 = k\varphi(t)^2
\]

since \( \gamma(t) \in B(a, r) \) for any \( t \in [0, t_x] \) (recall that \( \gamma \) is minimizing).

Therefore \( |\varphi'(t)| \leq C|\varphi(t)| \) for some \( C > 0 \) and for all \( t \in [0, t_x] \) and so \( \varphi \equiv 0 \) on \( [0, t_x] \), since \( \varphi(0) = 0 \). This means that \( u(x) = u(a) = \alpha \) and so \( B(a, r) \subset A \), which concludes the proof. \( \square \)
Remark 6. Note that in the previous proof we have proved in particular the classical Liouville result. More specifically, if $c_u$ is a local minimum of $F$ and $u^{-1}(c_u) \neq \emptyset$, then $u$ must be constant. In particular, if a solution achieves the Modica’s estimate (2) somewhere, it is either constant or doesn’t have any critical points. Observe that all the hypothesis are necessary because otherwise there are easy counterexamples.

Proof of Proposition 3. This is an immediate consequence of Proposition 2 and the above Proposition 5.

3. Some geometric results concerning the splitting. To prove our splitting results we recall, for the sake of completeness, some results of Riemannian geometry (see for instance [11]).

Lemma 6. Let $E$ and $F$ be two distributions on $(\mathcal{M}, g)$, which are orthogonal complements of each other in $T\mathcal{M}$, and suppose that the distributions are parallel (i.e. if two vector fields $X$ and $Y$ are tangent to, say, $E$, then $\nabla_X Y$ is also tangent to $E$). Then,

- The distributions are integrable.
- $\mathcal{M}$ is locally a product metric, i.e., there is a product neighborhood $U = V_E \times V_F$ such that $(U, g) = (V_E \times V_F, g|_E + g|_F)$, where $g|_E$ and $g|_F$ are the restrictions of $g$ to the two distributions.

Proof. To prove that the distributions are integrable we just need to show they are involutive because these concepts are equivalents thanks to Frobenius Theorem. Thus, we want to show that having two vector fields $X$ and $Y$ tangent to, say, $E$, then $[X,Y]$ is also tangent to $E$. Then,

$$[X,Y] = \nabla_X Y - \nabla_Y X$$

is tangent to $E$ because $E$ is parallel. Analogously with $F$.

Since $E$ and $F$ are integrable distributions, for any $p \in \mathcal{M}$ there is a neighborhood of $p$ where we can take local coordinates $x_i$ and $y_\alpha$ where $1 \leq i \leq n$ and $n+1 \leq \alpha \leq m$ such that

$$E = \text{span} \left\{ \frac{\partial}{\partial x_i} : 1 \leq i \leq n \right\},$$

$$F = \text{span} \left\{ \frac{\partial}{\partial y_\alpha} : n+1 \leq \alpha \leq m \right\}.$$

We just need to show that $g|_E$ (respect. $g|_F$) is independent of $y_\alpha$ (respect. $x_i$), i.e. $\partial_\alpha g_{ij} = 0$ (respect. $\partial_i g_{\alpha \beta} = 0$)

$$\partial_\alpha g_{ij} = \partial_\alpha g_{ij} + \partial_i g_{j\alpha} - \partial_j g_{i\alpha} = 2\Gamma_{ij\alpha} = 2g \left( \nabla_{\frac{\partial}{\partial y_\alpha}} \frac{\partial}{\partial x^i}, \frac{\partial}{\partial y_\alpha} \right) = 0,$$

where the previous equalities holds because $E$ and $F$ are orthogonal and $E$ is parallel. The equality $\partial_i g_{\alpha \beta} = 0$ is proven analogously.

Lemma 7. Let $X$ be a parallel vector field on $(\mathcal{M}, g)$. Then,

- $X$ has constant length.
- $X$ generates parallel distributions, one that contains $X$ and the other that is the orthogonal complement to $X$.
- Locally the metric is a product with an interval, $(U, g) = (V \times I, g|_T + dt^2)$.
Proof. Since $X$ is parallel, we have by definition that $\nabla X = 0$. From the Fundamental Theorem of Riemannian Geometry we get directly that $X$ has constant length:

$$\nabla g(X, X) = g(\nabla X, X) + g(X, \nabla X) = 0.$$  

We can consider the distribution $E$ and $F$ to be respectively the ones that for every $p \in M$, $E_p = \text{span} \{X(p)\}$ and $F_p = (\text{span} \{X(p)\})^\perp$. These are parallel because if we have two vector fields $Y_1$ and $Y_2$ tangent to $E$, then clearly $\nabla Y_1 Y_2$ is tangent to $E$.

Using Lemma 6 we get directly that the metric is locally a product with an interval.

At last we recall the following result.

**Lemma 8.** Let $u$ be a harmonic function on a manifold $M$ with $\text{Ric}(M) \geq 0$ such that $g(\nabla u, \nabla u) = 1$. Then, $X = \nabla u$ is a parallel vector field.

**Proof.** Let $p \in M$ and $\sigma$ be the integral curve of $\nabla u$ through $p$. Set $X = \nabla u$ and let $\{e_1, \cdots, e_{m-1}, X\}$ be an orthonormal frame in a neighborhood of $p$ which is parallel along $\sigma$. Then, $\nabla_X X = 0$ because from $g(X, X) = 1$ we get

$$0 = \nabla_X g(X, X) = 2g(X, \nabla_X X),$$

and for $e_i$ we get from the orthogonality and the condition that $e_i$ are parallel along $\sigma$,

$$g(e_i, \nabla_X X) = \nabla_X g(e_i, X) - g(\nabla_X e_i, X) = \nabla_X 0 - g(0, X) = 0.$$  

At $p$, we have that

$$\text{Ric}(X) = \sum_{i=1}^{m-1} g(R(e_i, X)X, e_i) + g(R(X, X)X, X) \quad (R(X, X)X = 0)$$

$$= \sum_{i=1}^{m-1} g(\nabla_{e_i} \nabla_X X - \nabla_X \nabla_{e_i} X - \nabla_{[e_i, X]} X, e_i) \quad (\nabla_X X = 0 \wedge \nabla_X e_i = 0)$$

$$= \sum_{i=1}^{m-1} [-g(\nabla_X \nabla_{e_i} X, e_i) - g(\nabla_{[e_i, X]} X, e_i)] \quad (\nabla_{e_i} X = \sum_{j=1}^{m-1} g(\nabla_{e_i} X, e_j)e_j)$$

$$= \sum_{i=1}^{m-1} \nabla_X [-g(\nabla_{e_i} X, e_i)] - \sum_{1 \leq i, j \leq m-1} g(\nabla_{e_i} X, e_j)g(\nabla_{e_j} X, e_i) \quad (\text{using orth.})$$

$$= \nabla_X [-\text{div}(X)] - \sum_{1 \leq k \leq m-1} g(\nabla_{e_k} X, e_k)^2 \quad (\text{div}(X) = 0 \text{ from harmonicity})$$

$$= -\|\nabla X\|^2$$

From the hypothesis that $\text{Ric} \geq 0$, we get that $\nabla X = 0$, proving that $X$ is parallel.

The previous geometric results are applied in the next section to prove Theorem 1 and Theorem 4. For that reason, a harmonic function, whose gradient has constant length, is constructed in a neighborhood of the point where the generalized Modica’s estimate is achieved.
4. Proof of Theorems 1 and 4. We are now ready to give the proof of Theorem 4.

Proof. Let us consider the function

$$P := P(u, x) = \frac{1}{2} |\nabla_g u(x)|^2 - F(u(x)) + c_u,$$

then by proceeding as in the proof of Theorem 1 of [9] we get on $M$

$$|\nabla_g u|^2 \Delta_g P_2 - 2 f(u) (\nabla_g u, \nabla_g P) - |\nabla_g P|^2 \geq |\nabla_g u|^2 \text{Ric}_g(\nabla_g u, \nabla_g u) \geq 0$$  (7)

Recall that $|\nabla_g u(x_0)| > 0$ and $P(u, x_0) = 0$ by assumption. Also $P \leq 0$ on $M$ by (4) and therefore, in the light of (7), the strong maximum principle gives that $P(u, x) = P(u, x_0) = 0$ in the connected component of $M \cap \{\nabla_g u \neq 0\}$ that contains $x_0$. The latter and (7) then imply $\text{Ric}_g(\nabla_g u, \nabla_g u) = 0$ in the connected component of $M \cap \{\nabla_g u \neq 0\}$ that contains $x_0$. Therefore we have proved the first two claims of Theorem 4.

Using the first statements of Theorem 4 we know that equality in 4 holds in the connected component of $M \cap \{\nabla_g u \neq 0\}$ where $x_0$ belongs, $U$.

Now, from $u$ we are going to construct a harmonic function $v$ on $U$ with constant gradient using a change of variables. We set $v := H(u)$ where

$$H(u) := \int_{u_0}^u (2F(s) - 2c_u)^{-\frac{1}{2}} ds$$

for some $u_0 \in u(U)$. Then, $v$ has constant gradient in $U$

$$|\nabla_g v|^2 = H'(u)|\nabla_g u|^2 = \frac{|\nabla_g u|^2}{2F(u) - 2c_u} = 1,$$

where we have used $\frac{1}{2}|\nabla_g u|^2 = F(u) - c_u$ in the last equality. Let us check that $v$ is harmonic in $U$

$$\Delta_g v = H''(u)|\nabla_g u|^2 + H'(u)\Delta_g u$$

$$= -\frac{f(u)}{(2F(u) - 2c_u)^{3/2}} |\nabla_g u|^2 + \frac{f(u)}{(2F(u) - 2c_u)^{1/2}} = 0$$

using again that $\frac{1}{2}|\nabla_g u|^2 = F(u) - c_u$ and $u$ being a solution of (1).

Hence, since $v$ is a harmonic function whose gradient has length 1, we know that this generates a parallel vector field and we obtain a local splitting using the results from Section 3.

Finally, the solution restricted to this neighborhood is 1D and monotone is straightforward.

Now we turn to the proof of Theorem 1.

Proof. If $u$ is not constant, then by setting $P := P(u, x) = \frac{1}{2} |\nabla_g u(x)|^2 - F(u(x))$ and proceeding as in the first part of the proof of the previous result we see that $|\nabla v| = 1$ on $M$. Then, the Bochner formula implies that the Hessian of $v$ is everywhere zero on $M$ and so, the level sets of $v$ are totally geodesic (and isoparametric) smooth hypersurfaces (see Proposition 18 of [5]). Moreover, from lemma 8 we also know that $\nabla v$ is a parallel vector field on $M$. Therefore, if we denote by $N$ the level hypersurface $\{ v = 0 \}$ and by $\phi_t$ the flow of $\nabla v$, it is well-known that the map $\Phi : N \times \mathbb{R} \to M$ defined by

$$\Phi(x, t) := \phi_t(x)$$
is a Riemannian isometry with respect to the product metric on \( N \times \mathbb{R} \) (see e.g. pp. 219-220 of [14] or pp. 206-207 of [12]. See also Remark 2 on p. 145 of [4]).

Finally, in a local Darboux frame \( \{ e_j, \nu = \nabla v \} \) for the level surface \( N \),
\[
0 = |II|^2 \implies \nabla dv(e_i, e_j) = 0, \\
0 = \langle \nabla |\nabla v|, e_j \rangle = \nabla dv(\nu, e_j),
\]
so the unique nonzero component of \( \nabla dv \) is that corresponding to the pair \( (\nu, \nu) \).

Let \( \gamma \) be any integral curve of \( \nu \). Then
\[
\frac{d}{dt} (v \circ \gamma) = \langle \nabla v, \nu \rangle = |\nabla v| \circ \gamma > 0
\]
and so
\[
\frac{d^2}{dt^2} (v \circ \gamma) = \frac{d}{dt} (|\nabla v| \circ \gamma) = \langle \nabla |\nabla v|, \nu \rangle (\gamma) = \nabla dv(\nu, \nu) (\gamma) = \Delta v (\gamma) = F'(v \circ \gamma).
\]
Therefore \( y = v \circ \gamma \) is a solution of the ODE \( y'' = F'(y) \) and \( y' > 0 \).
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