Microscopic analysis of the valence band and impurity band theories of (Ga,Mn)As
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We analyze microscopically the valence and impurity band models of ferromagnetic (Ga,Mn)As. We find that the tight-binding Anderson approach with conventional parameterization and the full potential LDA+U calculations give a very similar picture of states near the Fermi energy which reside in an exchange-split sp-d hybridized valence band with dominant orbital character of the host semiconductor; this microscopic spectral character is consistent with the physical premise of the k·p kinetic-exchange model. On the other hand, the various models with a band structure comprising an impurity band detached from the valence band assume mutually incompatible microscopic spectral character. By adapting the tight-binding Anderson calculations individually to each of the impurity band pictures in the single Mn impurity limit and then by exploring the entire doping range we find that a detached impurity band does not persist in any of these models in ferromagnetic (Ga,Mn)As.

PACS numbers: 75.10.Lp,75.30.Hx,75.50.Pp

Over more than four decades, (Ga,Mn)As has evolved from a pioneering direct gap p-doped semiconductor into an archetypical degenerate semiconductor with hole-mediated ferromagnetism [2–4]. Paramagnetic insulating Ga1−xMn x As materials prepared in the 1970’s by melt growth showed valence band (VB) to impurity band (IB) activation, with a non-systematic filamentary metallic conduction being observed at the highest studied dopings of $x \sim 0.1\%$ and ascribed to sample inhomogeneities $[5]$. The degenerate semiconductor regime was not reached in these materials. A comprehensive experimental assessment of basic doping only trends became possible in the late 1990’s with the development of epitaxial (Ga,Mn)As films [2, 4] which can be doped well beyond the equilibrium Mn solubility limit while avoiding phase segregation and maintaining a high degree of uniformity. Transport measurements on such films confirmed the insulting characteristics and the presence of the IB for $x \lesssim 0.1\%$. For higher concentrations, $0.5 \lesssim x \lesssim 1.5\%$, no clear signatures of activation from the VB to the IB have been detected in the dc transport, suggesting that the bands start to overlap and mix, yet the materials remain insulating. At $x \sim 1.5\%$, the low-temperature conductivity of the films increase abruptly by several orders of magnitude and the material becomes a bulk degenerate semiconductor. The onset of ferromagnetism occurs on the insulating side of the transition at $x \sim 1\%$ and the Curie temperature gradually increases with increasing doping, reaching $\sim 190$ K at the accessible substitutional MnGa doping of $x \sim 8\%$.

One physical scenario for ferromagnetic (Ga,Mn)As, termed the VB picture, has an exchange-split band structure comprising the impurity band merged into the valence band. The states at the Fermi energy, $E_F$, retain the predominant orbital character of the host semiconductor and are moderately hybridized with the localized Mn d-electrons. This description, quantified by a variety of theoretical methods, has been a fruitful basis for analyzing and predicting a whole range of thermodynamic, magnetic, transport, and optical properties of ferromagnetic (Ga,Mn)As. Recently, several experimental observations have been interpreted using alternative models of an IB which is detached from the VB [10–14]. However, it has been argued that a detailed analysis of the data in combination with transport experiments is also consistent with the VB picture [7]. The postulated IB models have not been previously derived from a microscopic theory considering all relevant orbital states in the mixed crystal. In order to help resolve the debate on these alternative interpretations, we examine here the IB models by recreating them using microscopic modeling techniques and studying their band structure characteristics over the entire doping range. These calculations (i) firmly establish the microscopic basis and internal consistency of the VB picture, (ii) demonstrate the mutual inconsistency of the various postulated IB models, and (iii) demonstrate that a detached IB does not persist in any of the models’ band structures at dopings corresponding to ferromagnetic (Ga,Mn)As. Our theoretical analysis is based on the tight-binding Anderson (TBA) approach which includes all spectral components in the band structure forming the states near $E_F$, accounts for the Mn d-orbital electron-electron interaction effects using the self-consistent unrestricted Hartree-Fock method, and can be adopted to realize microscopically the diverse proposed IB models. Additional physical insight is provided by comparisons to full-potential LDA and LDA+U calculations. More details on the techniques and more extensive numerical results can be found in the Supplemental material [15].
The perturbation of the crystal potential of GaAs due to a single Mn impurity has three components. (i) The first is the long-range hydrogenic-like potential of a single acceptor in GaAs which produces a bound state at about 30 meV above the VB [6]. (ii) The second contribution is a short-range central-cell potential. It is specific to a given impurity and reflects the difference in the electro-negativity of the impurity and the host atom [10]. For a conventional non-magnetic acceptor ZnGa, which is the 1st nearest neighbor of Ga in the periodic table, the atomic p-levels are shifted by ~0.25 eV which increases the binding energy by ~5 meV. For Mn, the 6th nearest neighbor of Ga, the p-level shift is ~1.5 eV which when compared to ZnGa implies the central-cell contribution to the acceptor level of MnGa ~30 meV [17]. (iii) The remaining part of the MnGa binding energy is due to the spin-dependent hybridization of Mn d-states with neighboring As p-states. Its contribution, which has been directly inferred from spectroscopic measurements of uncoupled MnGa impurities [17, 18], is again comparable to the binding energy of the hydrogenic single-acceptor potential. Combining (i)-(iii) accounts for the experimental binding energy of the MnGa acceptor of 0.1 eV. An important caveat to these elementary considerations, further quantified by our microscopic calculations [15], is that the short-range potentials alone of strengths inferred in (ii) and (iii) would not produce a bound state above the top of the VB but only a broad region of scattering states inside the VB.

The VB picture of ferromagnetic (Ga,Mn)As builds on the above conventional semiconductor description of the MnGa acceptor in which the presence of the long-range hydrogenic-like impurity potential is essential for creating a bound state in the band gap. With increasing doping, the impurity level broadens and for a sufficiently screened hydrogenic potential the impurity states must merge into the VB within this picture. The premise of the models with a persistent detached IB in ferromagnetic (Ga,Mn)As is distinct and can be reconciled by ascribing the main role in binding to the short-range potentials and a minor role to screening and impurity level broadening.

We now provide microscopic analysis of these scenarios by performing TBA band-structure calculations. Disorder is treated in the coherent potential approximation (CPA) which allows us to scan the entire range of dopings from the single Mn-impurity limit to MnAs. Our results are consistent with available corresponding spectra obtained using the super-cell method [19] which justifies the validity of the CPA [15] to represent the one-particle, orbital resolved, density of states (DOS). We first take the conventional parameterization of atomic levels and overlap integrals [15, 16]. On-site electron-electron interactions on the Mn d-states are described using the Hubbard parameter \( U = 3.5 \) eV and the Heisenberg parameter \( J_H = 0.6 \) eV, which also correspond to a conventional parametrization of d-orbital correlations in atomic Mn or Mn in II-VI semiconductors, and are consistent with values of \( U \) and \( J_H \) inferred from photoemission experiments in (Ga,Mn)As [20]. Since we are primarily interested in the ferromagnetic behavior which occurs at relatively high dopings (\( \gtrsim 1\% \)) and is governed by the spin-dependent \( p-d \) hybridization potential, we omit the long-range Coulomb potential which is non-magnetic and largely screened at the relevant hole concentrations [21].

Using the conventional values of the TBA parameters [15, 16] we first determined occupation numbers on Mn d-orbitals and corresponding on-site energies using the self-consistent unrestricted Hartree-Fock description of the Anderson Mn impurity embedded in the semiconductor environment [15]. The important result of these calculations is that we did not find any tendency to symmetry breaking in these occupation numbers, i.e., the three \( \ell_{2g} \)-orbitals (and similarly the two weakly hybridized \( e_g \)-orbitals) remain degenerate and strongly localized. After determining the Mn d-orbital on-site energies we proceed to calculate the microscopic DOS of (Ga,Mn)As over the entire doping range. In Figs. 1(a),(b) we plot examples of both the total (black line) and the Mn d-orbital resolved (red filled) DOSs calculated using the TBA (CPA) and compared with the LDA+U (super-cell) results for MnGa dopings of 3,6,12, and 100%. (c),(d) Same for the TBA\(^d\) compared with the LDA results. \( E_F \) is indicated by the dashed vertical line.

![FIG. 1: (a),(b) Total (solid line) and partial Mn d-orbital (red filled) DOSs calculated using the TBA (CPA) and compared with the LDA+U (super-cell) results for MnGa dopings of 3,6,12, and 100%. (c),(d) Same for the TBA\(^d\) compared with the LDA results. \( E_F \) is indicated by the dashed vertical line.](image)
in Figs. 2(a). The p-d coupling strength, \( \beta = |S|/S_z \), determined from the calculated VB exchange splitting \( \Delta \) (and taking \( S = 5/2 \)) is close to the upper bound of the reported experimental range of \( \beta = 1-3 \) eV \cite{17 20 22 24}, as shown in Fig. 2(c). This is regarded as a moderately weak p-d coupling because the corresponding Fermi level states of the (Ga,Mn)As have a similar orbital character as the states in the host GaAs VB. The spectral features shown in Figs. 1(a),(b) and 2(a)-(c) are among the key characteristics of the VB picture. Note that the k·p kinetic-exchange (Zener) model calculations assume a value of \( \beta \) also within the range of 1-3 eV (typically closer to the lower experimental bound) \cite{3}. It is this moderate p-d hybridization that allows it to be treated perturbatively and to perform the Schrieffer-Wolff transformation to effective valence band states experiencing a spin-dependent kinetic-exchange field \cite{3}. Hence, the effective kinetic-exchange model and the microscopic TBA theory provide a consistent physical picture of ferromagnetic (Ga,Mn)As.

![FIG. 2: Partial As p-orbital (a) and Mn d-orbital (b) DOSs at \( E_F \) in the depicted TBA models. The remaining contribution to the total DOS is primarily due to Ga and Mn p-orbitals with their relative weights given nearly precisely by the Ga/Mn ratio \cite{15}. (c) The p-d coupling strength in the TBA models compared with the LDA (triangles) and LDA+U (circles) results. (d)-(f) Total DOSs showing the merging of the IB into the VB in the depicted tight-binding models.]

We next attempt to recreate the IB models by considering that the bound state at the single Mn is formed by the short range impurity potentials. As noted above, this is not obtained from the conventionally parameterized TBA and the values of the atomic levels or overlap integrals have to be adjusted \textit{a priori} to match the 0.1 eV binding energy \cite{15}. We first search for a bound state due to the central-cell potential by treating the Mn p-level as a free parameter. We find that binding the hole by the central-cell potential alone requires physically in-

comprehensible p-level shifts of several tens of eV \cite{25}. The reason for this is the short-range nature of the potential and the orbital composition of the top VB from which the bound state forms. The VB near its maximum is dominated by p-orbitals of the As not Ga sublattice.

A more favorable scenario to create a bound state through the short-range potentials is tuning the strength of the p-d hybridization. This term is less local as it affects four As neighbors of the MnGa impurity and acts on the As p-orbitals which form the top of the host VB. To tune the hybridization strength we can treat as a free parameter the atomic Mn d-level or the p-d hopping \cite{15}. The corresponding models are labelled as TBA\textsuperscript{d} and as TBA\textsuperscript{pd}, respectively. For the TBA\textsuperscript{d} model we obtain the 0.1 eV bound-state when shifting the d-level by 1.5 eV. We now fix this parameter and calculate the corresponding DOSs over the entire doping range, as shown in Figs. 1(c),(d). More detailed characteristics of the corresponding spectra are summarized in Figs. 2(a)-(d). The key observation is that for dopings above ~ 0.1\% the band structure cannot be recast in a model with Fermi level states residing in a narrow IB (of width not exceeding the single impurity binding energy) which is detached from the VB. The TBA\textsuperscript{pd} model yields the same general conclusion, as shown in Figs. 2(d),(e). A detached IB model for the ferromagnetic (Ga,Mn)As materials is therefore microscopically incompatible with the 0.1 eV acceptor level even if the binding of the hole to the Mn impurity was entirely due to short-range potentials. We remark that \( \beta \) in the TBA\textsuperscript{pd} parameterization is about a factor of 2-3 stronger than in the conventionally parameterized TBA model, i.e., much larger than the upper experimental bound for the p-d coupling strength. This discrepancy is due to the omission of the long-range Coulomb potential when fitting the experimental single MnGa acceptor state. Note also that the dip in the TBA\textsuperscript{pd} DOS, which persists and shifts deep in the band at high dopings, is another consequence of the \textit{ad hoc} increased p-d coupling.

We next associate the IB models postulated in literature with corresponding microscopic TBA calculations. One proposed phenomenology assumes a dominant Mn d-orbital nature of the detached IB and allows for some hybridization with the host VB \cite{10 14}. The TBA\textsuperscript{d} theory is the closest microscopic realization of this model. It shows that apart from the absence of the detached IB itself at dopings corresponding to ferromagnetic (Ga,Mn)As, the formation of the 0.1 e V acceptor state by shifting the Mn d-level does not yield a dominant Mn d spectral weight near \( E_F \). From this perspective we regard the 0.1 eV acceptor level as moderately shallow.

An orthogonal IB model, in terms of the assumed orbital character of the IB, elaborates on a sp-tight-binding Hamiltonian with shifted p-levels on four As neighbors of the MnGa \cite{13}. We label this model as TBP\textsuperscript{d}. The shifts are introduced to effectively account for the micro-
scopic $p$-$d$ hybridization and again to obtain the 0.1 eV single impurity state without the hydrogenic long-range Coulomb potential. The model has a merit in the very dilute regime [25] as the extent of the bound state wavefunction (the exponential tail) is determined by the value of the binding energy and is insensitive to the specific choice of the confining potential. It also captures, by its design, the symmetries of the As $p$-orbital dominated bound state. The model can be associated with our microscopic TBA$^{ad}$ calculations and indeed the corresponding DOSs show very similar doping trends, as shown in Fig. 2 (c),(f). Again, no detached IB persists in the TB$^p$ DOS to dopings above $\sim 0.1\%$.

Another phenomenological proposal assumes that states in the IB have Mn $p$-orbital character [11]. This corresponds to our first attempt to obtain the Mn acceptor level in short-range potentials by considering the central-cell component only. As discussed above, such a model would require an unphysical large shift of the Mn $p$-levels. If we omit the microscopic justification of this IB model the approach has a merit as a phenomenological effective model describing the Mn acceptor level in the band-gap of the host semiconductor. Since the impurity states are added in this type of effective modeling $ad$ hoc to the spectrum, the model does not conserve the total number of states. (In a microscopic language it describes rather an interstitial than a substitutional impurity.) The applicability of the approach is therefore limited to small Mn concentrations and the model is not suitable for exploring trends with changing Mn doping.

Finally we show in Figs. 1(a)-(d) examples of the comparisons of the TBA$^d$ and TBA calculations with results of the LDA and LDA+U full-potential $ab$ initio theories [15, 26]. We find a very good agreement between the TBA and LDA+U results [27]. The LDA+U, the TBA, and the kinetic-exchange Zener theories therefore all provide a compatible picture of the band structure of ferromagnetic (Ga,Mn)As. We also find a clear correspondence between the TBA$^d$ and LDA results. The large exchange splitting of the VB obtained in the LDA reflects the general deficiency of the LDA to account for localized states within an itinerant band. Mn $d$-states are more delocalized and move closer to the VB edge in the LDA, which enhances the hybridization. Hence, the exchange splitting of the top of the VB is increased to values comparable to those of the TBA$^d$ Hamiltonian.

To conclude, at the doping levels for which (Ga,Mn)As is ferromagnetic none of the postulated one-particle DOS models with a detached IB arising from the 0.1 eV Mn acceptor level in GaAs is microscopically justified. The Fermi level states in ferromagnetic (Ga,Mn)As can be regarded as residing in a modified VB of the host semiconductor due to disorder, exchange splitting, and admixture of the impurity orbitals. The corresponding one-particle band structure can be described by methods ranging from full-potential density-functional theory to multi-orbital tight-binding-Anderson or envelope-function approaches which are all mutually consistent. We also emphasize nevertheless, that due to the vicinity of the metal-insulator transition and correlation phenomena these effective one-particle VB band models can only represent a proxy to the complex electronic structure of ferromagnetic (Ga,Mn)As materials.
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SUPPLEMENTARY MATERIAL

TIGHT-BINDING ANDERSON DESCRIPTION OF (Ga,Mn)As

In this section we review our implementation of the tight-binding Anderson formalism for calculating the band structure of (Ga,Mn)As. First we introduce the Hamiltonian describing the semiconductor host GaAs. We use the Slater-Koster tight-binding approach [1, 2] which is a variant of the linear-combination-of-atomic-orbitals (LCAO) method implemented using the Bloch’s theorem. Most of the calculations in this paper are done in the second-nearest-neighbor (nearest Ga-As, As-As, and Ga-Ga bonds) $sp^3$ parametrization [3] of the tight-binding Hamiltonian. We have checked that the alternative nearest-neighbor (only nearest Ga-As bonds) $sp^3$ parametrization [4] and the nearest-neighbor $sp^3s^*$ parametrization [5] give very similar results for the physics discussed in this paper. Note that these parametrizations are obtained by fitting to the band structure calculations with pseudopotentials obtained from experiment. Anticipating the introduction of substitutional Mn$_Ga$ impurities we formally included Ga$_d$ orbitals in the GaAs tight-binding Hamiltonian. There energy level is, however, far above the bottom of the conduction band and has no effect on the part of the band structure we are interested in. For the description of a single Mn impurity we use a combination of the Bloch’s theorem based Slater-Koster approach in which Mn does not introduce new orbitals, i.e., it does not change the dimension of the Hilbert space, electron-electron interactions on the Mn $d$ shell are treated in the Anderson-impurity spirit, and the effect of the periodic crystal environment of the host GaAs on Mn impurity states is accounted using Green’s function formalism.

Slater-Koster tight-binding description of GaAs in the second-nearest-neighbor $sp^3$ parametrization

For describing the valence and conduction bands of the host GaAs, the basis functions are written in the form of Bloch sums,

$$
\Phi_{k(\alpha\gamma)} = \frac{N_{\alpha\gamma}^{-1/2} e^{ik \cdot p_\alpha}}{N_{\alpha\gamma}^{-1}} \sum_{n=0}^{N-1} e^{ik \cdot R_n} \phi_{\alpha\gamma}(r - R_n - p_\alpha)
\left( N_{\alpha\gamma}^{-1/2} e^{ik \cdot p_\alpha} e^{ik \cdot r} \sum_{n=0}^{N-1} e^{-ik \cdot (r - R_n)} \phi_{\alpha\gamma}(r - R_n - p_\alpha) \right)
$$

$$
= N_{\alpha\gamma}^{-1/2} \sum_{n=0}^{N-1} e^{ik \cdot \rho_{na}} \phi_{\alpha\gamma}(r - \rho_{na}) \quad \text{with} \quad \rho_{na} = R_n + p_\alpha,
$$

(1)

where $a$ is the atom index in the unit cell, $\alpha$ is the atomic orbital quantum number, $N$ is the number of atoms $a$ (unit cells), $n$ is the unit cell index, $R_n$ is the unit cell vector, $p_\alpha$ is the position vector of the atom $a$ in the unit cell, and the overall phase factor $e^{ik \cdot p_\alpha}$ is added to obtain more symmetric expressions for the Hamiltonian matrix elements derived below. The wavefunction $\phi_{\alpha\gamma}(r - \rho_{na})$ are centered around the atom $a$ in unit cell $n$ and are orthonormal, i.e., assumed to be constructed from the atomic orbitals $\psi_{\alpha\gamma}$ following Löwdin’s orthonormalization procedure,

$$
\phi_{\alpha\gamma}(r - \rho_{na}) = \psi_{\alpha\gamma}(r - \rho_{na}) - \frac{1}{2} \sum_m \psi_{\alpha\gamma}(r - \rho_{ma}) S_{mn} + \ldots,
$$

(2)

where $S_{mn}$ are the overlap integrals,

$$
S_{mn} = \int d\mathbf{r} \psi_{\alpha\gamma}^*(\mathbf{r} - \rho_{ma}) \psi_{\alpha\gamma}(\mathbf{r} - \rho_{na})
$$

(3)
For the zinc-blende GaAs lattice we set,

\[ \mathbf{p}_a = (0, 0, 0) \text{ for Ga} \]
\[ = \frac{a_{lc}}{4}(1, 1, 1) \text{ for As} \]

(4)

where \( a_{lc} \) is the cube lattice constant of GaAs.

The number of \( k \) points in the first Brillouin zone is the same is the number of unit cells but since the Hamiltonian has the same periodicity as the basis function in Eq. (1) it is diagonal in the \( k \)-vector.

\[
\langle \Phi_{k'\alpha'} | H | \Phi_{k\alpha} \rangle = \frac{1}{N} \sum_n \sum_{n'} \int d\mathbf{r} \phi_{k'\alpha'}^*(\mathbf{r} - \mathbf{\rho}_{n'\alpha'}) \phi_{k\alpha}(\mathbf{r} - \mathbf{\rho}_{n\alpha})
\]
\[
= \frac{1}{N} \sum_n \int d\mathbf{r} \phi_{k\alpha}^*(\mathbf{r} - \Delta \mathbf{\rho}_{n\alpha}) \phi_{k'\alpha'}(\mathbf{r}) e^{i\mathbf{k}\cdot\Delta \mathbf{\rho}_{n\alpha}} \sum_{n'} e^{-i\mathbf{k}'\cdot\mathbf{\rho}_{n'\alpha'}} e^{i\mathbf{k}\cdot\mathbf{\rho}_{n\alpha}}
\]
\[
= \delta_{kk'} \sum_n e^{i\mathbf{k}\cdot\mathbf{\rho}_{n\alpha}} \int d\mathbf{r} \phi_{k\alpha}^*(\mathbf{r} - \mathbf{\rho}_{n\alpha}) \phi_{k'\beta}(\mathbf{r})
\]

(5)

In this Koster-Slater implementation of the tight-binding model the problem is simplified as we only diagonalize a Hamiltonian matrix of a dimension given by the number of atoms in the unit cell and valence orbitals considered for each atom. Since every atom in GaAs has the same environment (there’s one Ga and one As per unit cell), As-Ga Hamiltonian matrix elements, keeping only the nearest-neighbor (4 atoms) hopping terms in the sum, can be written for all \( k \)-vectors within the first Brillouin zone as,

\[
H_{\alpha\beta}(\mathbf{k}) = \sum_{n=0}^{3 \text{n.n.}} e^{i\mathbf{k}\cdot\mathbf{\rho}_{n\alpha}} \int d\mathbf{r} \phi_{\alpha\alpha}^*(\mathbf{r} - \mathbf{\rho}_{n\alpha}) H \phi_{\beta\beta}(\mathbf{r}) .
\]

(6)

The unit cell lattice vectors are \( \mathbf{a}_1 = \frac{a_{lc}}{2} (1, 1, 0) \), \( \mathbf{a}_2 = \frac{a_{lc}}{2} (1, 0, 1) \), and \( \mathbf{a}_3 = \frac{a_{lc}}{2} (0, 1, 1) \). For the Ga in the 0th unit cell considered above, \( \mathbf{R}_0 = (0, 0, 0) \), the 4 nearest As neighbors are in unit cells \( \mathbf{R}_0, \mathbf{R}_1 = -\mathbf{a}_1, \mathbf{R}_2 = -\mathbf{a}_2, \) and \( \mathbf{R}_3 = -\mathbf{a}_3 \) at positions,

\[
\mathbf{\rho}_{0\text{As}} = \mathbf{p}_{\text{As}} + \mathbf{R}_0 = \frac{a_{lc}}{4} (1, 1, 1)
\]
\[
\mathbf{\rho}_{1\text{As}} = \mathbf{p}_{\text{As}} + \mathbf{R}_1 = \frac{a_{lc}}{4} (-1, -1, 1)
\]
\[
\mathbf{\rho}_{2\text{As}} = \mathbf{p}_{\text{As}} + \mathbf{R}_2 = \frac{a_{lc}}{4} (-1, 1, -1)
\]
\[
\mathbf{\rho}_{3\text{As}} = \mathbf{p}_{\text{As}} + \mathbf{R}_3 = \frac{a_{lc}}{4} (1, -1, -1)
\]

(7)

The Ga-Ga matrix elements, keeping the diagonal term and only the nearest Ga (12 atoms) hopping terms in the sum, read

\[
H_{\text{GaAs}}(\mathbf{k}) = \sum_{n=0}^{12 \text{n.n.}} e^{i\mathbf{k}\cdot\mathbf{R}_n} \int d\mathbf{r} \phi_{\text{GaAs}}^*(\mathbf{r} - \mathbf{R}_n) H \phi_{\text{GaAs}}(\mathbf{r}) ,
\]

(8)
with the positions of the 12 As neighbors given by,

\[ R_1 = -a_1 = \frac{a_{lc}}{2} (-1, -1, 0) \]
\[ R_2 = -a_2 = \frac{a_{lc}}{2} (-1, 0, -1) \]
\[ R_3 = -a_3 = \frac{a_{lc}}{2} (0, -1, -1) \]
\[ R_4 = a_1 = \frac{a_{lc}}{2} (1, 1, 0) \]
\[ R_5 = a_2 = \frac{a_{lc}}{2} (1, 0, 1) \]
\[ R_6 = a_3 = \frac{a_{lc}}{2} (0, 1, 1) \]
\[ R_7 = a_2 - a_3 = \frac{a_{lc}}{2} (1, -1, 0) \]
\[ R_8 = a_3 - a_2 = \frac{a_{lc}}{2} (-1, 1, 0) \]
\[ R_9 = a_1 - a_3 = \frac{a_{lc}}{2} (1, 0, -1) \]
\[ R_{10} = a_3 - a_1 = \frac{a_{lc}}{2} (-1, 0, 1) \]
\[ R_{11} = a_1 - a_2 = \frac{a_{lc}}{2} (0, 1, -1) \]
\[ R_{12} = a_2 - a_1 = \frac{a_{lc}}{2} (0, -1, 1) \] (9)

Similarly the As-As elements read,

\[ H_{As,As} (\mathbf{k}) = \sum_{n=1}^{12 \text{ n.n.}} e^{i \mathbf{k} \cdot \mathbf{R}_n} \int dr \phi_{As}^* (\mathbf{r} - \mathbf{R}_n) H \phi_{As,\beta} (\mathbf{r}) . \] (10)

The diagonal in the atom index on site integrals are denoted as,

\[ \epsilon_{\alpha}^{Ga} = \int dr \phi_{Ga,\alpha}^* (\mathbf{r}) H \phi_{Ga,\alpha} (\mathbf{r}) \]
\[ \epsilon_{\alpha}^{As} = \int dr \phi_{As,\alpha}^* (\mathbf{r}) H \phi_{As,\alpha} (\mathbf{r}) \] (11)

The diagonal in the atom index hopping integrals are parametrized as,

\[ W_{\alpha,\beta}^{Ga} (\mathbf{R}_n) = \int dr \phi_{Ga,\alpha}^* (\mathbf{r} - \mathbf{R}_n) H \phi_{Ga,\beta} (\mathbf{r}) \]
\[ W_{\alpha,\beta}^{As} (\mathbf{R}_n) = \int dr \phi_{As,\alpha}^* (\mathbf{r} - \mathbf{R}_n) H \phi_{As,\beta} (\mathbf{r}) . \] (12)

The off-diagonal in the atom index hopping integrals are parametrized by

\[ W_{\alpha,\beta}^{As,Ga} (\rho_{nAs}) = \int dr \phi_{As,\alpha}^* (\mathbf{r} - \rho_{nAs}) H \phi_{Ga,\beta} (\mathbf{r}) . \] (13)
Finally we rewrite the hopping integrals in the form of $\sigma$ and $\pi$ bonds between $s$, $p$, and $d$ orbitals as,

$$
\begin{align*}
W_{ss}^G (R_n) &= V_{ss}^G (\langle R_n \rangle) \\
W_{sp}^G (R_n) &= V_{sp}^G (\langle R_n \rangle) \hat{R}_{n,i} \quad i = x, y, z \\
W_{pp}^G (R_n) &= V_{pp}^G (\langle R_n \rangle) \hat{R}_{n,i} \hat{R}_{n,j} + V_{p,p}^G (\langle R_n \rangle) (\delta_{ij} - \hat{R}_{n,i} \hat{R}_{n,j}) \quad i, j = x, y, z \\
W_{sd}^G (R_n) &= V_{sd}^G (\langle R_n \rangle) \\
W_{sp}^G (R_n) &= V_{sp}^G (\langle R_n \rangle) \hat{R}_{n,i} \quad i = x, y, z \\
W_{ps}^G (R_n) &= V_{ps}^G (\langle R_n \rangle) \hat{R}_{n,i} \hat{R}_{n,j} + V_{p,s}^G (\langle R_n \rangle) (\delta_{ij} - \hat{R}_{n,i} \hat{R}_{n,j}) \quad i, j = x, y, z \\
W_{sp}^G (\rho_{nAs}) &= V_{sp}^G (\langle \rho_{nAs} \rangle) \\
W_{ps}^G (\rho_{nAs}) &= V_{ps}^G (\langle \rho_{nAs} \rangle) \hat{R}_{n,i} \quad i = x, y, z \\
W_{ps}^G (\rho_{nAs}) &= V_{ps}^G (\langle \rho_{nAs} \rangle) \hat{R}_{n,i} \hat{R}_{n,j} + V_{p,s}^G (\langle \rho_{nAs} \rangle) (\delta_{ij} - \hat{R}_{n,i} \hat{R}_{n,j}) \quad i, j = x, y, z \\
W_{sd}^G (\rho_{nAs}) &= \sqrt{3} V_{sdG} (\langle \rho_{nAs} \rangle) \hat{R}_{n,i} \hat{R}_{n,j} + V_{s,d}^G (\langle \rho_{nAs} \rangle) (\delta_{ij} - \hat{R}_{n,i} \hat{R}_{n,j}) \quad i, j = x, y, z \\
W_{sd}^G (\rho_{nAs}) &= \frac{3}{2} V_{sdG} (\langle \rho_{nAs} \rangle) \left( \hat{R}_{n,i} \hat{R}_{n,j} + \hat{R}_{n,i} \hat{R}_{n,j} + \hat{R}_{n,i} \hat{R}_{n,j} \right) \\
W_{sd}^G (\rho_{nAs}) &= \frac{3}{2} V_{sdG} (\langle \rho_{nAs} \rangle) \hat{R}_{n,i} \hat{R}_{n,j} + V_{s,d}^G (\langle \rho_{nAs} \rangle) (\delta_{ij} - \hat{R}_{n,i} \hat{R}_{n,j}) \quad i, j = x, y, z
\end{align*}
$$

Here $\hat{R}_{n,i}$ is the $i$-th component of the unit vector along $\rho_{nAs} (R_n)$. Note that the diagonal in the atom index hopping integrals are parametrized within the three-center approximation, i.e., considering also the term in the periodic potential, $V(r) = \sum_{n} V_a (r - R_n - p_a)$ centered between the wavefunctions on site corresponding to the other sublattice. In this approximation we need to keep spin index ($x, y, z$) dependent parameters $V_{p,p}^G (\langle R_n \rangle)$. For the near-neighbor As-Ga hopping we only consider the two-center integrals in which case all $V$’s including the $V_{p,p}^G (\langle \rho_{nAs} \rangle)$ term depend only on the bond length. Values for the on-site energies and all the above $\sigma$ and $\pi$-bond hopping energies for $s$ and $p$ orbitals are taken from Ref.\cite{3}. For the Ga $d$ orbitals, which are unimportant for GaAs but are included anticipating the Mn substitution, we put the on-site energy to a very high value. The hopping energies $V_{sd}^G = V_{sdG}, V_{ps}^G = V_{psG}$ and $V_{ps}^G = V_{psG}$ are discussed in the following section.

We have tested that spin-orbit coupling, when included in the diagonal Ga and As $p$-orbital terms in the form of $\xi_{Ga(As)} \hat{J} \cdot s$, has no significant effect on the physics discussed in this paper. (Note that in the $sp^3d^*\sigma$ parametrization\cite{3}, spin-orbit is included in the fitting of the tight-binding parameters to the ab initio band structure. The second-nearest-neighbor $sp^3d$ parametrization\cite{3} was done in the original paper without including spin-orbit coupling; in our implementation, $\xi_{Ga(As)}$ were taken from Ref.\cite{3} and the on-site energies were then rigidly shifted to recover the value of the GaAs band gap.)
Tight-binding parametrization of a single substitutional MnGa, impurity in GaAs

As mentioned above, the GaAs tight-binding Hamiltonian parameters \[3,5\] are obtained by fitting to the empirical pseudopotential band structure calculations. For the nearest-neighbor $\eta_{p}$ where we took for the dimensionless hopping parameters for the covalent Mn-As bonds, $\eta_{s}$, $\eta_{pd}$, $\eta_{pd\pi}$, and $\eta_{pd\gamma}$ the same values as for the As-Ga bonds. The Mn $d$-orbitals is included in our theory in the spirit of Harrison’s rules \[2\]. The hopping integrals involving Mn $d$-orbitals are parametrized as,

\[
\begin{align*}
V_{s\sigma}^{As,Mn} &= \eta_{s\sigma} \frac{\hbar^2}{m_e d^2} \left( \frac{r_d}{d} \right)^{3/2} \\
V_{p\sigma}^{As,Mn} &= \eta_{p\sigma} \frac{\hbar^2}{m_e d^2} \left( \frac{r_d}{d} \right)^{3/2} \\
V_{pd\pi}^{As,Mn} &= \eta_{pd\pi} \frac{\hbar^2}{m_e d^2} \left( \frac{r_d}{d} \right)^{3/2} ,
\end{align*}
\]

where we took for the dimensionless hopping parameters for the covalent Mn-As bonds, $\eta_{s\sigma} = -4.9964$, $\eta_{p\sigma} = -4.6644$, and $\eta_{pd\pi} = 2.1503$, the Mn-As distance $d = \sqrt{3/4} a_{lc}$, and for the effective Mn $d$-orbital radius $r_d = 0.86\AA$ (see Ref. 2). The change of the crystal potential due to the substitutional Mn is represented by replacing Ga on-site energies with on-site Mn energies, $\epsilon_{s}^{Mn}$, $\epsilon_{p}^{Mn}$, and $\epsilon_{d,m,s}^{Mn}$ at the site where the substitution takes place. This is a natural tight-binding representation of the central cell correction \[3,7\]. For the on-site Mn $d$ energies, the $t_{2g}$ ($m = x^2, y^2, z^2$) and the $e_{g}$ ($m = x^2 - y^2, 3z^2 - r^2$) orbitals are split by the crystal field, $\Delta_{cf}$. The other reason why we keep explicitly the $d$-orbital index $m$ and the spin index $s = \pm$ is that the levels can be further split by electron-electron interaction. This effect can be modeled by the multi-orbital Anderson many-body Hamiltonian solved in the unrestricted Hartree-Fock approximation. The direct and exchange Coulomb terms are parametrized by

\[
\begin{align*}
U_{mm'} &= \int dr \int dr' \psi_{ms}^*(r)\psi_{ms'}(r')V(|r - r'|)\psi_{ms}(r)\psi_{ms'}(r') \\
J_{mm'} &= \int dr \int dr' \psi_{ms}^*(r)\psi_{ms}(r')V(|r - r'|)\psi_{ms}(r)\psi_{ms'}(r) .
\end{align*}
\]

In the unrestricted Hartree-Fock theory the occupation numbers, $\langle n_{m,s}\rangle$, of the $d$-orbitals hybridized with the host GaAs are not a priori know and have to be calculated self-consistently. This procedure will be explained below; here we just assume for the moment that they are known. Using the above parametrization, the Hartree-Fock equations,

\[
\begin{align*}
\epsilon_{d,m,s}^{Mn}\psi_{ms}(r) &= (E_d + \Delta_m) \psi_{ms}(r) + \sum_{m',s'} \int dr' |\psi_{m's'}(r')|^2 V(|r - r'|)\psi_{ms}(r) \\
&- \sum_{m'} \int dr' \psi_{m's'}^*(r')\psi_{ms}(r')V(|r - r'|)\psi_{ms'}(r) ,
\end{align*}
\]

yield

\[
\epsilon_{d,m,s}^{Mn} = E_d + \Delta_m + \sum_{m',s'} U_{mm'} \left( \langle n_{m',s'} \rangle - f \right) - \sum_{m'} J_{mm'} \left( \langle n_{m',s} \rangle - f \right) .
\]

Here $E_d$ is the $d$-level of an isolated atomic Mn calculated from ab initio assuming unpolarized Mn atom, i.e., $\langle n_{m,s} \rangle = \bar{f} = 1/2$, $\Delta_m = 2/5\Delta_{cf}$ for the three $t_{2g}$ orbitals and $\Delta_m = -3/5\Delta_{cf}$ for the two $e_{g}$ orbitals, $\bar{f} = 1/2$ is subtracted from the occupation numbers in the Hartree-Fock terms to recover $E_d$ in the unpolarized configuration of an isolated Mn atom.

Anderson \[8\] reduced the number of direct and exchange interaction parameters by setting $U_{mm'} \equiv U$ for all $m, m'$ and $J_{mm'} \equiv J$ for all $m \neq m'$. The interaction Hamiltonian in this parametrization is, however, not rotationally invariant in the spin space which can be corrected \[9,10\] by considering $U_{mm} \neq U_{mm'}$, namely $U_{mm'} = U$ for $m \neq m'$ and $U_{mm} = (U + J)$. (Note that $U_{mm} = J_{mm}$; see Eq. (16) which removes the self-interaction.) We use this parametrization in which the on-site Mn $d$ energies read,

\[
\epsilon_{d,m,s}^{Mn} = E_d + \Delta_m + (U + J) \left( \langle n_{m,-s} \rangle - f \right) + (U - J) \sum_{m' \neq m} \left( \langle n_{m',s} \rangle - f \right) + U \sum_{m' \neq m} \left( \langle n_{m',-s} \rangle - f \right) .
\]

The values of the relevant parameters are summarized in Table I.
The self-consistent occupation numbers are determined by employing the local Green’s function formalism. The formalism allows us to evaluate local and orbital resolved density of states on the Mn in the environment of the GaAs host. We remark that the same formalism can be used to evaluate the Mn d-orbital occupation numbers in the environment of (Ga,Mn)As with the Green’s functions describing the (Ga,Mn)As environment obtained from the coherent potential approximation (discussed below). The important result of these occupation number calculations is that they remain very similar in the GaAs and (Ga,Mn)As environment and in both cases not very far from the top of GaAs valence band parametrized in Ref. 3.

TABLE I: Parameter of our tight-binding model for Mn in GaAs. All energies are given in electronvolts and referred to the top of GaAs valence band parametrized in Ref. 3.

| Parameter | Value |
|-----------|-------|
| $E_d$     | -0.100 |
| $\Delta_{sf}$ | 0.500 |
| $U$       | 3.500  |
| $J$       | 0.600  |
| $e_{dGG}^{Ga}$ | -3.978 |
| $e_{dGG}^{Ga}$ | -6.724 |
| $e_{dGG}^{Mn}$ | -0.200 |
| $E_{Ga}$  | 2.874  |
| $E_{Mn}$  | 4.874  |
| $\epsilon_{1g}$ | 0.641 |
| $\epsilon_{1g}$ | 2.913 |
| $\epsilon_{1g}$ | -0.100 |
| $\epsilon_{1g}$ | 4.874 |
| $\epsilon_{1g}$ | 6.770 |
| $\epsilon_{1g}$ | 2.634 |

Green’s functions formalism for evaluating Mn d-orbital occupation numbers

As mentioned above, d-orbitals are also included in the tight-binding description of the cation sites occupied by the host Ga atoms. Atomic levels of Ga d-orbitals are, nevertheless, chosen far from the valence band so that their mixing with the band states is practically excluded. In this way we can use the established $sp^3$ second-nearest-neighbor tight-binding parameters of GaAs, while having a tight-binding basis consisting of 26 orbitals per unit cell ($18 spd$ orbitals on the cation site and 8 $sp$ orbitals on the anion site). In this basis the introduction of the Mn impurity does not require to enlarge the Hilbert space but is only represented by shifted on-site energies of the $spd$ orbitals (Koster-Slater impurity [4]); recall that the hopping energies are considered to be the same for Ga and Mn.

The Hamiltonian of the GaAs host crystal in the representation of the basis Bloch sums (Eq. 1) can be written as

$$H_0(k) = D_0 + W(k),$$  \hspace{1cm} (20)

where $D_0$ is a diagonal matrix ($26 \times 26$) with Ga and As on-site energies on its diagonal, and the "kinetic energy" matrix $W(k)$ is constructed from the hopping integrals Ga-As, Ga-As, and As-As hopping integrals.

The propagator (retarded Green’s function) from one atom to another in the GaAs lattice is given by

$$G_0(z) = \frac{1}{i\hbar} \int_0^\infty dt e^{i\frac{t}{\hbar}z} G(t) = (z1 - H_0)^{-1},$$  \hspace{1cm} (22)

where $z = \epsilon + i\eta$. In the representation of the basis Bloch sums (Eq. 11) we obtain,

$$G_0(z) = \sum_{k(B.z.),\alpha'^{\prime},\alpha} |\Phi_{k\alpha'^{\prime}}\rangle \langle \Phi_{k\alpha}| (z1 - H_0(k))^{-1}_{\alpha'^{\prime},\alpha}.$$  \hspace{1cm} (23)

The orbital-diagonal on-site elements of the Green’s function for the 0-th unit cell on the Ga sublattice then read,

$$G_{0,\alpha}(z) \equiv \langle \phi_{Ga\alpha}(0)|G_0(z)|\phi_{Ga\alpha}(0)\rangle = \frac{1}{N} \sum_{k(B.z.)} (z1 - H_0(k))^{-1}_{Ga\alpha} = \Omega_{u.c.} \int_{B.z.} \frac{dk}{(2\pi)^3} (z1 - H_0(k))^{-1}_{Ga\alpha},$$  \hspace{1cm} (24)
where \( \Omega_{u.c.} \) is the unit cell volume and the \( \mathbf{k} \)-sums and integral are over the 1st Brillouin zone. We neglect the orbital-off-diagonal on-site elements of the Green’s function. (Note that due to the tetrahedral symmetry, most of the orbital-off-diagonal on-site elements of \( G(z) \) are zero.)

Neglecting the long-range Coulomb part of the impurity potential of the substitutional MnGa, we can describe Mn by a Koster-Slater model [6]. The Koster-Slater model assumes that the perturbation is restricted to the impurity site and represented by shifts of the atomic levels. For the MnGa impurity we write

\[
\delta_{\alpha,s} = \epsilon_{Mn,\alpha} - \epsilon_{Ga,\alpha}.
\]

The Hamiltonian of GaAs with a single Mn impurity at site “0” then reads,

\[
H(k) = H_0(k) + H_1,
\]

where

\[
H_1 = \sum_{\alpha,s} \delta_{\alpha,s} |\alpha\rangle \langle \alpha|
\]

\[
|\alpha\rangle \equiv |\phi_{Ga,\alpha}(0)\rangle
\]

The Green’s function for \( H \) can be written as,

\[
G = (z\mathbb{1} - H_0 - H_1)^{-1} = ((z\mathbb{1} - H_0)(\mathbb{1} - (z\mathbb{1} - H_0)^{-1}H_1))^{-1} = G_0(1 - G_0 H_1)^{-1}
\]

\[
= G_0 \sum_j (G_0 H_1)^j = G_0 + G_0 H_1 G_0 + G_0 H_1 G_0 H_1 G_0 + \ldots
\]

Because of the orbital-diagonal form of both the on-site Green’s function matrices and the perturbation, the calculation of the impurity Green’s function reduces to a set of scalar equations. We obtain,

\[
G_{\alpha,s} = G_{0,\alpha} + \sum_{\alpha',s} \langle \alpha|G_0|\alpha'\rangle \delta_{\alpha',s} (\alpha'|G_0|\alpha) + \ldots
\]

\[
= G_{0,\alpha} + G_{0,\alpha} \delta_{\alpha,s} G_{0,\alpha} + G_{0,\alpha} \delta_{\alpha,s} G_{0,\alpha} \delta_{\alpha,s} G_{0,\alpha} \ldots
\]

\[
= G_{0,\alpha} + G_{0,\alpha} \delta_{\alpha,s} G_{0,\alpha} \sum_j (\delta_{\alpha,s} G_{0,\alpha})^j
\]

\[
= \frac{G_{0,\alpha}}{1 - \delta_{\alpha,s} G_{0,\alpha}}.
\]

Finally we rewrite the Green’s functions in a physically and computationally convenient way,

\[
G_{0,\alpha}(z) = (z - \epsilon_{Ga,\alpha} - \Gamma_{\alpha}(z))^{-1},
\]

which, together with Eq. (24), should be regarded as a definition of \( \Gamma_{\alpha}(z) \). This definition useful because Eqs. (30) and (29) yield

\[
G_{\alpha,s}(z) = (z - \epsilon_{Mn,\alpha} - \Gamma_{\alpha}(z))^{-1},
\]

where the ”self-energy” \( \Gamma_{\alpha}(z) \), calculated from the host GaAs Green’s function, represents the effect of hopping energies and is the same in \( G \) as in \( G_0 \), i.e., does not depend on the shifted energies on the impurity site. In other words, Eq. (31) shows how the local electronic structure of the impurity depends both on the impurity potential (\( \epsilon_{Mn,\alpha} \)) and on the electronic structure of the surrounding crystal (\( \Gamma_{\alpha}(z) \)).

From the orbital-diagonal on-site Green’s functions we obtain orbital decomposition of the local density of states (DOS),

\[
g_{\alpha,s}(\varepsilon) = -\frac{1}{\pi} \text{Im} G_{\alpha,s}(\varepsilon + i0).
\]

The desired expression for occupation numbers of the Mn \( d \)-orbital states are then given by,

\[
\langle n_{m,s} \rangle = \int d\varepsilon g_{m,s}(\varepsilon) f_{E_F}(\varepsilon),
\]
where the Fermi function $f_{E_F}(\varepsilon) = \theta(E_F - \varepsilon)$. The self-consistent unrestricted Hartree-Fock calculation of the Mn d-orbital on-site energies, $\epsilon_{m,\alpha}$, start from assuming $\langle n_{m,+} \rangle = 1 - \delta_{m,+}$ for the five majority spin d-orbitals and $\langle n_{m,-} \rangle = \delta_{m,-}$ for the five minority spin d-orbitals. The initial small and d-orbital dependent variations from 1 (or 0) are set to allow for spontaneous symmetry breaking which could result, e.g., in only four Mn d-electrons remaining strongly localized deep in the band and the fifth d electron state shifted towards or above the top of the host semiconductor valence band. The self-consistency loop then proceeds by putting these initial occupation numbers in Eq. (19) for the Mn on-site energies, then calculate the impurity Green’s function from Eq. (31) and obtain new occupation numbers from Eqs. (32) and (33). These self-consistent calculations can be performed assuming pure GaAs environment, i.e., using the function $\Gamma_{\alpha}(z)$. The function $\Gamma_{\alpha}(z)$ can be also replaced with $\Gamma_{\alpha,s}(z)$ which describes the environment of (Ga,Mn)As in the coherent-potential approximation (CPA). The CPA method is described in the following subsection.

Coherent-potential approximation

At finite concentration of Mn the single-impurity picture breaks down as soon as the typical distance of the impurities becomes comparable with the extend of the related wave functions. We evaluate the band structure of a mixed (Ga,Mn)As crystal using the (CPA), which is particularly suitable for describing the system over the entire doping range from 0 to 100% of Mn. The basic quantity in the CPA is the configurationally averaged Green’s function.

The averaging restores the translational invariance of the mixed crystal. The procedure is based on replacing real but random atomic levels by site-independent but complex and energy-dependent selfenergies $\Sigma_{\alpha,s}$ which are to be determined selfconsistently. Because of the diagonal form of the Green’s functions, $\Sigma_{\alpha,s}$ will be also diagonal and since there’s in disorder in (Ga,Mn)As on the As-sublattice,

$$\Sigma_{As\alpha} = \epsilon_{As}^\alpha. \tag{34}$$

The self-energy on the Ga-sublattice $\Sigma_{Ga\alpha,s}$ is obtained by from the CPA condition which states that the on-site Green’s function for a periodic system in which the Ga-sublattice energies have been replaced by $\Sigma_{Ga\alpha,s} = \Sigma_{\alpha,s}$ equals the composition-weighted sum of the single-impurity on-site Green’s function assuming Ga or Mn energies on the site:

$$G_{0,\alpha,s}^\Sigma(z) = (1-x)G_{Ga,\alpha,s}(z) + xG_{Mn,\alpha,s}(z). \tag{35}$$

Here $x$ is the doping in the Ga$_{1-x}$Mn$_x$As mixed crystal. Using Eqs. (24) and (30) we can write the Green’s function of the effective periodic Hamiltonian, with the diagonal terms $D_0$ in Eq. (20) replaced with $\Sigma_{\alpha,s}$, as

$$G_{0,\alpha,s}^\Sigma(z) = (z - \Sigma_{\alpha,s}(z) - \Gamma_{\alpha,s}^\Sigma(z))^{-1}. \tag{36}$$

Similarly the on-site impurity Green’s functions read,

$$G_{Ga,\alpha,s}(z) = (z - \epsilon_{Ga}^\alpha - \Gamma_{\alpha,s}^\Sigma(z))^{-1}$$

$$G_{Mn,\alpha,s}(z) = (z - \epsilon_{Mn}^\alpha - \Gamma_{\alpha,s}^\Sigma(z))^{-1}. \tag{37}$$

The convergence of the self-consistent solution of Eqs. (36) and (37) is guaranteed by starting the calculations from the virtual-crystal approximation which assumes that $\Sigma_{\alpha,s} = \Sigma_{\alpha,s}^{v.c.}$ are the average atomic levels on the Ga sublattice for the given doping,

$$\Sigma_{\alpha,s}^{v.c.} = (1-x)\epsilon_{\alpha}^{Ga} + x\epsilon_{\alpha,s}^{Mn}. \tag{38}$$

RESULTS: (Ga, Mn)As BAND-STRUCTURE CALCULATED USING THE UNMODIFIED TBA PARAMETRIZATION

Cartoon representation of the expected band structure of Mn doped GaAs

Fig. 1(a) shows the expected $\sim 30$ meV binding energy due to the long-range Coulomb potential of a single acceptor in GaAs. Fig. 1(b) shows the comparable enhancement of the binding energy due to the central cell correction whose strength is estimated form the conventionally parametrized on-site energies on Mn and from comparison of the
Mn(Ga) substitution with the well established central cell correction for the non-magnetic Zn(Mn) substitution (see main text and references therein). Fig. 1(c) shows the again comparable enhancement of the binding energy due to the hybridization of the Mn $d$-states with the host valence band states (see main text for references). Fig. 1(d) illustrates that no bound state above the top of the valence band is expected to form in the absence of the long-range Coulomb potential of the charged Mn acceptor. When this potential is screened in the high doped metallic ferromagnetic (Ga,Mn)As, it is then plausible to expect that also no detached impurity band can persist above the valence band and that the two must merge. 

**Single Mn impurity: Local density of states and occupation of Mn d-orbitals**

The self-consistent unrestricted Hartree-Fock occupation numbers calculated for a Mn impurity in a pure GaAs environment ($\Gamma_a(z)$) can be classified according to their spin and to the tetrahedral symmetry of the impurity, i.e., there are three degenerate $t_{2g}$-orbitals and two weakly hybridized $e_g$-orbitals. The electron interactions within Mn $d$-shell are strong enough to result into almost complete spin polarization ($\langle n_{t_{2g}^e} \rangle = 0.899$, $\langle n_{e_g^e} \rangle = 0.979$, $\langle n_{t_{2g}^o} \rangle = 0.108$ and $\langle n_{e_g^o} \rangle = 0.038$) and to formation of a local magnetic moment close to $5\mu_B$. On the other hand, we did not find any tendency to the quenching of the orbital moment, i.e. symmetry breaking in these occupation numbers due to the electron correlation. This is a key observation allowing us to disregard a formation of Mn-related bound state due to the correlation effects and stick to an effective one-particle picture of the impurity state.

Fig. 2 shows spin-polarized local density of states (LDOS) at a single substitutional Mn impurity in GaAs in...
the spectral range of valence and the lowest conduction bands. The shaded area in the left panel represents the contribution of Mn $d$-states. The change of local densities of $s$ and $p$-states at the Mn impurity, together with the corresponding local densities of states at the host atom Ga, are shown in the right panel. Their differences reflect the central-cell corrections to the atomic levels $\varepsilon_s$ and $\varepsilon_p$, respectively.

An alternative picture of the impurity induced modification of the electron spectrum is obtained from the change $\delta g_{\text{tot}}(E)$ of the total DOS in which the changes of the local densities of states at all lattice sites are summed up. The integrated quantity

$$\delta N_{\text{tot}}(E) = \int_{-\infty}^{E} \delta g_{\text{tot}}(E') dE'.$$

is particularly suitable to show spectral features with a small weight at the impurity site. In our case of Mn$_{\text{Ga}}$, $\delta N_{\text{tot}}(E)$ combines two features, i.e., addition of the $d$-orbitals and reconstruction of the band states due to both central-cell corrections and hybridization. Fig. 3 shows smooth, but non-monotonic increase of $\delta N_{\text{tot}}(E)$ in the valence band. This is a signature of mixing of Mn $d$-orbitals with the band states. In addition to the changes in the valence band, a sharp dip in $\delta N_{\text{tot}}(E)$ for both spin polarizations around 2 eV indicates that Mn $d$-orbitals hybridize significantly also with GaAs conduction band states (away from the $\Gamma$-point).

On the other hand, as the Fermi energy remains pinned at the edge of the valence band in the single impurity regime, $\delta N_{\text{tot}}(E_F)$ in the band gap define the number of electrons accumulated at and around Mn impurity. These numbers are five and zero for spin-up and spin-down electrons, respectively, as a result of the fact that the impurity potential does not pull any state from the valence band in the conventionally parametrized Hartree-Fock Mn $d$-orbital on-site energies when the long-range acceptor Coulomb potential is not included.
FIG. 3: Integrated change $\delta N_{tot}(E)$ of the total density of states induced by substitution of single Mn for Ga in GaAs crystal. Electron states with spin parallel (up) and antiparallel (down) to the local magnetic moment are treated separately.

**DOSs of (Ga,Mn)As over the entire concentration range**

We now fix the Hartree-Fock $d$-levels obtained for a single Mn impurity and perform the CPA calculations of the DOS in Mn doped GaAs as well as in (Ga,Mn)As mixed crystals with higher concentrations of Mn. We show the atom and orbital resolved DOSs for the entire doping range up to MnAs. Fig. 4 shows the result for GaAs doped with 10 percent of Mn. The admixture of Mn $d$-orbitals to the unoccupied states at the top of the valence band is relatively small and the occupation numbers of the $d$-orbitals do not differ significantly from the values obtained in the single impurity case ($\langle n_{t_{2g},+} \rangle = 0.886$, $\langle n_{e_g,+} \rangle = 0.984$, $\langle n_{t_{2g},-} \rangle = 0.110$ and $\langle n_{e_g,-} \rangle = 0.035$). This confirms that also the self-consistency condition for Mn atomic levels remains fulfilled with a reasonable accuracy.

For higher concentrations of Mn (see Figs. 5-8), the spectral weight near the Fermi energy gradually evolves from being dominated by the As $p$-orbitals to a comparable As $p$ and Mn $d$-orbital weight for Mn content around 70 percent (see Fig. 7), where the DOS undergoes a transition from the shape characteristic to Mn-doped GaAs to the form similar to the MnAs limit (see Fig. 8).
FIG. 4: TBA density of states of Ga$_{0.9}$Mn$_{0.1}$As and its orbital composition. Position of Fermi energy is indicated by a vertical line.

FIG. 5: TBA density of states of Ga$_{0.7}$Mn$_{0.3}$As and its orbital composition. Position of Fermi energy is indicated.
FIG. 6: TBA density of states of Ga$_{0.5}$Mn$_{0.5}$As and its orbital composition. Position of Fermi energy is indicated.

FIG. 7: TBA density of states of Ga$_{0.3}$Mn$_{0.7}$As and its orbital composition. Position of Fermi energy is indicated.
FIG. 8: TBA density of states of a hypothetical MnAs crystal with zinc blende structure. Orbital composition of the bands and position of the Fermi energy are indicated.
**RESULTS: (Ga,Mn)As BAND-STRUCTURE CALCULATED USING MODIFIED TBA PARAMETRIZATIONS**

Cartoon representation of the modified TBA parametrizations

![Fig. 9](image_url)

**FIG. 9:** Cartoon representation of the modified TBA parametrizations.

Fig. 9(a) illustrates the strategy of calculations in this section in which we modify the conventional TBA parametrization in order to obtain the 0.1 eV bound state of a single Mn impurity in GaAs without the long-range Coulomb potential. Fig. 9(b) shows the first, central-cell approach in which we shift the Mn $p$-orbital on-site energies. Figs. 9(c),(d) show the enhanced $p-d$ hybridization approach in which we shift the Mn $d$-orbital on-site energies or increase the values of the hopping energies involving Mn $d$-orbitals.

**Enhanced central-cell correction by shifted Mn $p$-orbital on-site energies**

Here we consider modified on-site Mn $p$-orbital energies,

$$\epsilon_p^{Mn} = \epsilon_p^{Mn} + \Delta_p^{Mn}. \quad (40)$$

We examine a capability of such perturbation to create a localized state in the band gap by using the impurity Green’s function, Eq. 34. A bound state is represented by a pole of the Green’s function, i.e., the energy $z$ of the bound state is obtained from a condition

$$z - \epsilon_p^{Mn} - \Gamma_p(z), \quad (41)$$
Fig. 10 shows that no bound state can be formed in the band gap of GaAs for any physically meaningful value of $\Delta_p^{\text{Mn}}$. 

**Enhanced $p - d$ hybridization by increased Mn $d$-orbital on-site energies – TBA$^d$**

Here we consider modified on-site Mn $d$-orbital energies obtained by shifting the one-particle energies in Eq. (19) as,

$$\bar{E}_d = E_d + \Delta_d^{\text{Mn}}.$$  \hspace{1cm} (42)

Fig. [11] shows that $\Delta_d^{\text{Mn}} \approx 1.6$ eV is necessary to create a bound state with a binding energy 0.1 eV above the edge of the valence band. Fig. [12] shows the transformation of the impurity related resonance in the valence band into a bound state in the band gap for increasing value of $\Delta_d^{\text{Mn}}$, indicating the same value of $\Delta_d^{\text{Mn}}$ which gives the 0.1 eV bound state.

This value of $\Delta_d^{\text{Mn}}$ is not as unphysical as in the above case of shifted Mn $p$-levels. However, it represents a transfer of Mn $d$-orbital energies from $\approx -2.5$ eV to $\approx -1$ eV and, as a result, a significant enhancement of the hybridization effects leading, e.g., to a factor of 2 enhancement of the exchange coupling $J_{pd}$ between the local moments and the holes. This value of $J_{pd}$ is much larger than any experimentally inferred value of this parameter.

We now use the modified TBA$d$ with $\Delta_d^{\text{Mn}} = 1.59$ eV that results in the localized state at 0.1 eV in the single impurity case and use the CPA to visualize the evolution of the impurity band with increasing concentrations $x$ of Mn. Fig. [13] shows that the width of the impurity band quickly increases with increasing $x$. The impurity band merges with the valence band already for $x < 0.1\%$ and at $x \approx 6\%$ the width of the broad maximum of the deformed valence band extends over the lower half of the band gap.

Finally, the left panel of Fig. [14] shows the spectral density for the mixed system with 4% of Mn in the spectral range close to the top of the valence band. We note that around the center of the Brillouin zone, the spectral density has a double-maximum structure. The lower maximum corresponds to the host valence band, the upper one to the scattering states at the top of the valence band due to Mn impurities. This maximum broadens and finally disappears for wave-vectors away from the center the Brillouin zone. The effective mass corresponding to the scattering and host parts of the band are similar as indicated in the right panel of Fig. [14].
FIG. 11: Relation between the energy $E_d$ of a t$_{2g}$ Mn d-orbital and position of related bound state in GaAs. Mn acceptor level is represented by dotted line. The arrow indicates the conventionally parametrized TBA value of $e_{d_{t_{2g}}}^{Mn}$.

FIG. 12: Integrated change $\delta N_{tot}(E)$ of the total density of states for spin-up electrons visualizes formation of a bound state for increasing $\Delta_d^{Mn}$. It is characterized by a step-like increase of $\delta N_{tot}(E)$ in the band gap and by a depletion of the DOS on the uppermost part of the valence band. The arrows indicate complete occupations of $e_g$ and $t_{2g}$ orbitals.
FIG. 13: Total density of states of dilute (Ga,Mn)As for $\Delta_{Mn}^d = 1.59$ eV adjusted to the position of the impurity level to the observed acceptor binding energy 0.1 eV.

FIG. 14: Spectral density of states of Ga$_{0.96}$Mn$_{0.04}$As for $\Delta_{Mn}^d = 1.59$ eV along L-Γ-X path in the Brillouin zone. The maxima of the spectral density are used to show effective dispersion relations in the right panel.
Here we consider modified Mn $d$-orbital hopping energies obtained by multiplying the $\eta$ coefficients in Eq. (15) by a factor $A > 1$,

\[
\begin{align*}
\bar{\eta}_{s\sigma} &= A\eta_{s\sigma} \\
\bar{\eta}_{p\sigma} &= A\eta_{p\sigma} \\
\bar{\eta}_{p\pi} &= A\eta_{p\pi} .
\end{align*}
\]

Fig. 15 shows that $A \approx 1.5$ eV is necessary to create a bound state with a binding energy 0.1 eV above the edge of the valence band. Similarly to the TBA$^p$ case, $J_{pd}$ is enhanced by a factor of 2 in TBA$^{pd}$. To show what can be expected at finite concentrations of Mn, we adopted the modified hopping integrals with $A = 1.5$ and calculated the density of states shown in Fig. 16. Even though the mechanism of formation of the bound state was different, its transformation into a broad spectral feature merged with the valence band is very similar to the results from Fig. 13.

FIG. 15: Relation between the energy of Mn-induced related bound state in the band gap of GaAs and the enhancement factor $A$ for sp-d hybridization. Dotted line represents Mn acceptor level and the arrow corresponds to our basic parametrization.
RESULTS: (Ga,Mn)As BAND-STRUCTURE CALCULATED USING THE sp TIGHT-BINDING MODEL WITH SHIFTED As p-LEVELS – TB^p

Here we show results obtained using the conventional tight-binding parametrization of GaAs and an effective model of the Mn impurity based on shifting majority-spin As p-orbital on-site energies on the neighbors of the presumed Mn impurity.

\[
\bar{\epsilon}_p^A = \epsilon_p^A + \Delta_p^A
\]

First we find and fix the value of \(\Delta_p^A\) by considering a single As impurity with \(\bar{\epsilon}_p^A\) and searching for the 0.1 eV bound state without the long-range Coulomb potential. Fig. 17 shows that \(\Delta_p^A \approx 6\ eV\) must be used. Then we do the CPA to calculate the band structure as a function of the presumed Mn doping. Before writing down the CPA equations we need to realize that the single As impurity problem with shifted As p-orbital energies on a single As atom corresponds to 3/4 of one Mn impurity. The factor 1/4 is because Mn interacts with 4 As nearest-neighbors and the factor of 3 is because Mn is not distributed symmetrically around the As but the bond is directional. From the As \(p_x\), \(p_y\), and \(p_z\) orbitals only one of the three independent linear combinations is directed along the bond with Mn; for example, for the \(p_0\) bond, it is the combination \(p_x + p_y + p_z\). The CPA equation then reads,

\[
G_{0,\alpha,s}(z) = (1 - x)G_{\text{As},\alpha,s}(z) + xG_{\bar{\text{As}},\alpha,s}(z),
\]

where the single-site Green’s function \(G_{\text{As},\alpha,s}(z)\) corresponds to the unshifted As p-orbitals on the site, \(\epsilon_p^A\), and \(G_{\bar{\text{As}},\alpha,s}(z)\) to the shifted orbitals \(\bar{\epsilon}_p^A\), and the effective Mn concentration \(x = \frac{3}{4} \bar{x}\) where \(\bar{x}\) is the concentration of As atoms with shifted p-orbital energies considered in the CPA calculations.

The results are summarized in Fig. 18. Also in this case, the width of the broad maximum corresponding to the Mn-induced scattering states depends on Mn concentration in the same way as for the models studied in the previous Section.
FIG. 17: Relation between the modified As p-orbital energy $\bar{\epsilon}_{\text{As}p}$, representing the exchange field due to Mn impurity in GaAs, and a position of related bound state. Dotted line represents Mn acceptor level and the arrow corresponds to the unperturbed atomic level $\epsilon_{\text{As}p}$.

FIG. 18: Total density of states of dilute (Ga,Mn)As for the $\Delta_{\text{As}}$ adjusted to obtain the observed acceptor level at 0.1 eV.

FULL-POTENTIAL SUPERCELL AB INITIO CALCULATIONS IN LDA AND LDA+U

To support the tight-binding studies, we present the results of the supercell calculations performed by using the full-potential linearized-augmented-plane-wave method (WIEN package). Besides the standard LDA calculations (with an improved local-density approximation by the generalized-gradient approximation, the GGA) we used also LDA+U
(or GGA+U to be precise) approximation with the same parameters $U$ and $J$ as used in the tight-binding calculations. Because the LDA+U approximation is known to shift the occupied $d$-states to lower energy and unoccupied $d$-states to higher energies, the relation between LDA+U and LDA seems analogous to the relation between conventional and modified versions of the tight-binding method.

We present the densities of states calculated for the superlattices Ga$_7$MnAs$_8$, Ga$_{15}$MnAs$_{16}$, and Ga$_{31}$MnAs$_{32}$, representing the diluted systems with roughly 12%, 6%, and 3% Mn, respectively, and also for a hypothetical MnAs crystal with a zinc-blende structure as a limiting case. The results are summarized in Fig. 19 and Fig. 20.

**FIG. 19:** FP LAPW densities of states of (Ga,Mn)As supercells representing three typical concentrations of Mn together with the DOS of zinc-blende MnAs crystal obtained with LDA (GGA to by precise) approximation. DOSs are normalized to the volume of conventional unit cell.
FIG. 20: FP LAPW densities of states of (Ga,Mn)As supercells representing three typical concentrations of Mn together with the DOS of zinc-blende MnAs crystal obtained with LDA+U (GGA+U to be precise) approximation. DOSs are normalized to the volume of conventional unit cell.

TB-LMTO CPA LDA AND LDA+U CALCULATIONS

The supercell calculations are restricted to a limited range of chemical compositions. In particular, it is difficult to represent very diluted system with Mn concentrations below one percent. We took an advantage of the available tight-binding linear muffin-tin approximation (TB-LMTO) version of the CPA [14,16] and performed a series of calculations for a complementary set of Mn concentrations. Again, we are interested in differences induced by accounting the correlation effects and compare the DOSs obtained with LDA and with LDA+U. The results for very diluted (Ga,Mn)As magnetic semiconductors are summarized in Fig. 21 densities of states for concentrated mixed crystals are shown in Fig. 22 and Fig. 23.
FIG. 21: Partial density of Mn d-states in dilute (Ga,Mn)As magnetic semiconductors.

FIG. 22: Density of states for (Ga,Mn)As mixed crystals with various content of Mn obtained in the LDA approximation. Shaded area shows the partial density of Mn d-states.
FIG. 23: Density of states for (Ga,Mn)As mixed crystals with various content of Mn obtained in the LDA+U approximation. Shaded area shows the partial density of Mn d-states.
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