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Abstract

INTRODUCTION: Customer churn is a severe problem of migrating from one service provider to another. Due to the direct influence on the company's sales, companies are attempting to promote strategies to identify the churn of prospective consumers. Hence it is necessary to examine issues that influence customer churn to yield effective solutions to minimize churn.

OBJECTIVES: The major purpose of this work is to create a model of churn prediction that assists telecom operatives to envisage clients that are more probably to be prone to churn.

METHODS: The experimental strategy for this study leverages the machine learning techniques on the telecom churn dataset, employing an improved Relief-F feature selection algorithm to extract related features from the enormous dataset.

RESULTS: The result demonstrates that CNN has a high prediction capability of 94 percent compared to the 91 percent Random Forest classifier.

CONCLUSION: The results are of enormous relevance to the telecommunication business in improving churners and loyal clients.
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1. Introduction

Data-driven sectors have been able to carry out analysis of data and pull out significant knowledge through technology improvements. Methods of data mining have helped in obtaining the prediction of specific future customer behaviors [1]. Customer churn is categorized as customer attrition, it is among the most crucial factors that affect a company’s earnings. The techniques of business intelligence for discovering customers who wish to change from a company to another competitor can be termed customer churn [2]. The telecoms sector is a highly technological industry that has expanded greatly in the past, as a consequence of the advent and commercial success of mobile telecommunications, over two decades [3-4]. For many telecoms organizations, client churn or customer attrition is a serious concern, it occurs when a customer quits his subscription and moves to another rival. Various
aspects affect the decision of the client to turn to another rival. In general, these characteristics were associated with the high cost, lousy jobs, fraud, and privacy issues related to customer service [5]. Customer churn causes a considerable loss of earnings when those thresholds are crossed. Companies know that obtaining fresh clients can be more expensive than retaining old ones [6]. In numerous areas, such as telecom providers, Internet service providers, credit cards, e-commerce, banking sectors, and newspaper publication organizations, among others, Consumer Churn Prediction (CCP) has been mentioned as a critical problem in telecommunication firms [7].

In recent years, Consumer Churn Prediction has become an increasingly common research problem and therefore, telecom suppliers have commonly used strategies to classify potential churn customers based on their historical records, and previous behaviors and offering some services to convince them to live[8]. Long-term clients, on the other hand, are more lucrative for service providers since they are more focused on purchasing additional goods and spreading the satisfaction of the consumer throughout their radius, so drawing more and more customers indirectly [9]. Businesses must have a deep awareness of why churn emerges to keep their clientele. There are various variables to be explored, such as organization discontent, specific businesses' competitive costs, customer migration, and the demand for better services for clients that might motivate users to switch to their present service provider and migrate to a different one [4]. Companies nonetheless, understand that gaining new clients is a great deal more pricey than current ones being retained [10].

In general, churn prediction obtained data are imbalanced, instances in non-churner customers may surpass churners class instances. Typical classification techniques seem to obtain relevant accuracy results for enormous classes and miss smaller ones, this is deemed one of the toughest and crucial issues. Different strategies have been presented to solve the issue of uneven churn prediction data. These techniques comprise sufficiently common evaluation matrices, usage of cost-sensitive learning, adjustment of training set distributions via method sampling, and the use of approaches to minimize dimensionality, among others [11][12].

Reducing dimensionality is of the essence in data mining, it is prompted by developing feature dimensionality in specified concerns and increasing interest in innovative yet costly computational approaches capable of modeling complicated relationships. Feature Selection is one of the ways of preprocessing to classify the data sub-set from large-dimensional data. In particular, feature selection algorithms such as Relief-F, and Genetic Algorithm, among others, are computationally fast, but responsive to complicated association patterns, such as associations, so that before downstream modeling, useful features are not incorrectly omitted [13]. Relief-F-based algorithms are a distinct group of filter-based feature selection algorithms that have garnered attention by establishing an efficient balance among these goals and efficiently adjusting to different input features [14][15][16].

In an attempt to fine-tune established models, new investigations for churn analysis have proposed and suggested that methodologies such as SVM, ANN, and CART, among other classification methods are the most widely applied. Numerous optimization techniques and strategies have been examined and proposed to have been identified to run the best and make research in several domains such as telecommunications businesses, banking, business, and insurance, among others improved in productivity of these sectors [17][18]. In this study, an updated Relief-F feature selection algorithm is constructed with a novel learning approach by employing the subsets of the relevant churn prediction method data based on Random Forest and CNN classifiers using optimal predictors that increase the predictive output of variables. Using varied evaluation measures, and connected to standard prediction approaches as well as other relevant processes presented in the literature, the presented methodology will be evaluated.

The rest of this paper is structured as follows: Literature review of related works, research techniques of algorithms and dataset used, discussion of results, and conclusions.

2. Related Works

The loss of customers to competitors is defined as a major challenge for telecom carriers when it comes to classifying churners and non-churners. Pre-classifying customer turnover provides telecom companies with valuable knowledge regarding client retention. Some of the most popular churn categorization algorithms have been tested recently. Customer churn can be traced back to the service quality, customer satisfaction/dissatisfaction, and economic worth of a product or service, according to the most creative models. Using Random Forests with discriminating features for prediction research. Based on a developmental search Random Forest, they used discriminant feature research as innovation postponement of the classic Random Forest to learn slanted Developmental Detection tree to predict churners and non-churners in the telecoms business. PTree construction uses two ways of discriminant investigation to measure the project catalog, and the proposed strategy controls the advantages of both. They produced oblique PT-tree classifiers that are more robust than typical Random Forest ones by combining Support Vector Machines with Linear Discriminant Analysis to achieve linear variable division. In terms of Accuracy, the detection methods are demonstrated to be superior. The LDA-based prediction model, PPForest, generates highly effective assessors. [4] A comparative analysis of customer attrition prediction utilizing Negative Correlation Learning has been offered [4]. Negative correlation learning is used to learn how to forecast customer attrition in the telecom business. Testing showed that churn analysis can be improved by using the NCL-MLP-ensemble rather than the non-NCL MLP-
ensemble, as well as other classic data mining methods. A detailed investigation of churn-based machine learning prediction in the telecoms business for eight years prompted the suggestion of investigating synthetic and ensemble techniques in the telecommunications industry [19]. It was discovered that telecommunication churn concerns and problems could not be predicted and that proposals and solutions to these problems were presented. Data specialists in telecommunications can use the study and summary to find the best methodologies and design strategies to build new models for predicting future churn. Many scholars have used a churn prediction support framework to study consumer purchase decision-making [20], and their findings demonstrate that a wide range of parameters is employed to construct a consumer churn model. It outlines the most recent churn prediction approaches. Modeling techniques, including neural networks, support vector machines, decision trees, logistic regression, and random forests, are used to uncover churn. It has been found that using predictive analytics, the customer churn projection can be more accurate than using conventional methods. Analytical analytics can be used to forecast customer churn and retain them. A Decision Tree-based churn study for the telecoms industry has been proposed [21]. The churn rate of a large sample of customers was factored into the decision tree categorization approach. The Exhaustive CHAID technique was found to be even more reliable and consistent in predicting customer turnover when SPSS implemented all potential decision tree versions. With machine learning, they proposed an approach to developing and selecting features for churn prediction in vast amounts of data [22]. The model's efficiency is assessed solely by looking at its Area Under Curve (AUC), and the AUC value achieved is 93%. This study's usage of social network analysis features to mine customer communal networks into the prediction model is an additional significant contribution. The model's output compared to the AUC benchmark rose from 84 to 93 percent while using the system network study. Using a massive dataset generated by transforming enormous raw data collected from Syriatel telecommunications firm, the model was systematized and evaluated in Spark settings. Syriatel used the database to train, test, and evaluate the categorization system over nine months. Random Forest, Decision Tree, Gradient Boost, and Extreme Gradient Boost were all tested as part of the process. Using the xgboost algorithm, on the other hand, leads to superior results. This method was used to classify data in this churn-predictive framework. Innovative attribute selection and framework telecommunications churn evaluation correlation have been proposed [23]. The material utilized for the analysis includes actual customer phone metadata from a big Turkish telecom business for the years 2013 and 2014. Five datasets were created using four different feature selection techniques: R-correlation coefficient, correlation coefficient, Relief-F, and Gain Ratio feature selection procedures. Random Forest, Naive Bayes, Decision Tree, and AdaBoost were the next four classifier methods implemented. Accuracy, Specificity, Sensitivity, F-score, and run-time were utilized to analyze the results of the experiment. According to the correlations, the predicted feature selection algorithm outperforms the current best practices in terms of predicting user attrition. The CART algorithm has been proposed for predicting consumer churn in the telecom market [24]. It has been a hot topic in the telecoms business in recent years to study customer attrition. Because it can identify customers who are on the verge of canceling or changing their service subscription. It is possible to identify the reasons for customer turnover by analyzing data gathered from telecom providers. As a result, forecasting client attrition is critical for telecommunications businesses to keep them happy. Researchers in this study created a call tree classification model, assessed its output indicators, and compared it to a logistic regression model to see which performed better.

Several models have been proposed by several authors, however, CNN and Random forest are efficient models that are proposed to further enhance the classification for predicting bank credit risks.

3. Materials and Methods

An attempt is being made in the proposed learning to build a classification model that can predict whether a consumer in Telecom datasets is likely to switch providers. Customer relationship management can be improved by establishing important retention strategies that are likely to keep and attract customers who have the greatest inclination to leave. Customer turnover data from previous conversations, as well as personal and corporate records stored by telecom providers, was used to help develop a prediction model for customer churn. The test dataset and model must be able to predict churners after being fully trained with the training dataset after the prediction model. As depicted in Figure 1, the proposed steps for predicting churners are shown.

Machine learning is a technique for deriving usable information from large amounts of data. Analytics, math, artificial intelligence, and data science are used to extract useful information from a wide range of large datasets, and it provides advanced, valuable knowledge and data. According to data learning theory, classification, regression, clustering, and correlation can all be solved by machine learning if the research goal is clear. The data is arranged in a specific way. Using this strategy, the information is presented in a way that is both descriptive and intelligent.

![Figure 1. Customer churn prediction Approach using Relief-F with Random Forest and CNN models](image-url)
3.1. Datasets

The realistic component of this research is based on telecom statistics gathered from the Francisco gallery of bigml.com and includes 20 attributes and 3333 cases. Customer churn data relative to the functionality and use of telephony account features [25]. A few of the dataset's primary attributes include name, account length, zone code, global plan, voicemail messages, and number v-mail, as well as all-day minutes, all-day calls, all-day charge, and all-day eve minutes and churn [25].

3.2. Feature Selection based on enhanced Relief-F

The realistic component of this research is based on telecom statistics gathered from the Francisco gallery of bigml.com and includes 20 attributes and 3333 cases. Customer churn data relative to the functionality and use of telephony account features [25]. A few of the dataset's primary attributes include name, account length, zone code, global plan, voicemail messages, and number v-mail, as well as all-day minutes, all-day calls, all-day charge, all-day eve minutes, and churn [25]. The most crucial stage in preprocessing data is to identify features that apply to the target variable. There are a few features that don't make much of an impact on the classifier learner model, however. Because of the large datasets used by telecom providers, the feature selection method has become critical for improving efficiency and making the customer churn prediction model easier to interpret, reducing overfitting, and eliminating variables that are redundant and add no value to the model's production. The prediction problem is also reduced and classification algorithms can generate answers as rapidly as feasible because of this.

The first Relief algorithm was influenced by instance-based learning. As a different assessment filtering feature selection procedure, Relief computes a deputation statistic for each feature that may be used to estimate the feature's prominence or significance to the target definition. Information on these features can be represented in the form of weights (e.g., \( W[A] = W[A] \)) or as "scores" (e.g., -1 (worst) to +1 (best)) (finest). Concerning binary classification and mislabeled data, in particular, the Relief algorithm was unable to deal with these issues. Multi-class or constant endpoints necessitate relief approaches [13]. [13] The Relief-F Algorithm has always used pseudocode to emphasize the training of only a small subset of examples, rather than the entire dataset. Since it depends on the number of neighbors to improve weight estimation reliability and deal with noisy situations, Relief-F has emerged as the most often used form. It can handle missing data values and multi-class endpoints [26].

Algorithm1: Pseudocode for the enhanced Relief-F Algorithm

\[
\begin{align*}
& m = \text{parameter numbers random training instances out of n used to update W} \\
& c = \text{constant} \\
& \text{set all feature weights } D[X] = 0.0 \\
& \text{for } i = 1 \text{ to } m \text{ do} \\
& \text{arbitrarily pick a 'target' instance } R_i \\
& \text{discover an adjoining hit 'H' and adjoining miss 'M' (instances)} \\
& \text{for } X = 1 \text{ to } a \text{ do} \\
& D[X] = D[X] \cdot \frac{d_i ff(X, R_i, D)}{d} + d_i ff(X, R_i, D)/d \\
& D[X] = D[X] \sum_{i=1}^{k} \frac{f_i f(X, R_i, H)}{m.c} + O (n^2.a) (d+\epsilon^2c.n.a) \\
& \text{end for} \\
& \text{return vector } D \text{ of feature scores that estimate the feature values} \\
& \text{The Relief-F uses neighboring instance changes in feature and class data to compute feature ratings. Relief-F reduces a feature's score if a group of neighbor instances has positive variations for that feature but the same class value. The function's score is also raised if neighboring instances exhibit positive fluctuations in a feature's value across distinct classes, according to Relief-F. Repeat this for a set of tested examples and their nearest neighbors to get an average score for each attribute [16][27]. An improved version of the Relief-F algorithm is proposed in this paper to retrieve important data from the churning telecom dataset. To classify the data, the findings of relief-f are used as a reduced preprocessed dataset.}
\end{align*}
\]

3.3. Classification based on Random Forest

Random forest classifiers are a type of ensemble-based learning method, which is a big group. They are easy to set up, work quickly, and be very successful in many different areas. The key idea behind the random forest approach is that in the training stage, many "simple" decision trees are made, and in the classification stage, the majority vote (mode) across all of them is used. Among other things, this voting strategy fixes the fact that decision trees tend to overfit training data, which is not a good thing. During the training stage, random forests use a general method called "bagging" on each tree in the group. Bagging takes random samples from the training set and fits trees to these samples over and over again. Each tree grows without being cut back. The number of trees in the ensemble is a free parameter that can be easily learned automatically using a technique called "out-of-bag error."

Random forests are popular in part because, like naive Bayes and k-nearest neighbor-based algorithms, they are easy to understand and work well most of the time. But unlike the first two methods, random forests make it hard to predict how the structure of the final trained model will look. This is a natural result of the fact that building a tree is a random process. As we will talk about in more detail soon, one of the main reasons why this feature of random forests can be a problem for regulatory reasons is that
clinical adoption often requires a high degree of repeatability, not just in terms of how well an algorithm works in the end, but also in terms of how a specific decision is made [21], [28].

3.4. Classification based on CNN

A traditional neural network (ConvNet/CNN) is a deep learning algorithm that can take an image as input, figure out the importance (weights and bias) of different parts or objects in the image, and tell them apart from each other. A CNN needs a lot less pre-processing than other classification algorithms. In primitive methods, filters are made by hand, but convolution grids can learn these filters and properties with the right training. It was made to classify images. It also has a lot of potentials. In sequential data analysis, such as NLP, convolution and pooling are two very important operations. The process of convolution used to pull out details from images (dataset), the pooling operation is used to reduce the number of dimensions of the features taken from the convolution operation. Operations like maximum pooling and average pooling are often used in CNNs. Backpropagation was used to transfer the gradient. The activation function, called relu, was used to do this. It is a type of deep neural network (DNN) used in studies of computer vision and natural language processing. It's like the way neurons connect in our brains, and it's the regular version of the multilayer perceptron found in networks that are fully connected. CNN’s are made up of exactly one input layer, several hidden layers, and an output layer. The Convolution layer is in the hidden layer, relu (activation function). There are fully connected layers, pooling layers, and normalization layers. Compared to other algorithms used to classify images, this one is the best because it needs much less preprocessing and gets better as the number of training runs goes up. In natural language processing (NLP), CNN is used to find predictive features in large structures and make vectors that represent this structure. The CNN-based method uses a 1-D convolution operation to find the information needed for local word order search [29-31].

3.5. Evaluation Criteria and Experimental Setup

In this study, the MATLAB data mining tool has been used to change analytical data [32, 33]. To find a clear answer, it's important to have a good functional setup, use study variables, and have good performance metrics. The telecom industry uses a variety of performance measures [34] to figure out how well the churn prediction model works. Accuracy: Figure out which predictions the prediction model got right out of all the different kinds of predictions it made. How often does the classifier model get it right? Accuracy = TP + TN / TP + TN + FP + FN

Precision: The number of samples that have been correctly identified after being checked. Precision = TP/(TP+FP)

Sensitivity is the number of true positives that have been picked out correctly.
Sensitivity = (TP/TP+TN+FP+FN)/(TP/TP)

Specificity: The number of real negative situations that were dealt with in the right way. Specificity = FP/FN + FP

F-Score: Accuracy is important for figuring out how well data mining classifiers work, but this doesn't include enough details and will be too hard to use for that purpose. The Recall is part of the true optimistic predictions in the dataset for overall positive observations. Find out how much of the churn rate is correctly labeled as churn and how much is not churn. The low-recall prediction models show that a lot of positive cases are wrongly labeled as negative.

F-Score = 2 X precision

* sensitivity/precision and sensitivity.

4. Results and Discussions

This study was done and built using Matlab programming (MATLAB 2016A) and connected parts of the MATLAB graphical user interface framework. This was done to make the user experience more pleasant. The built systems used different component environments in Matlab to develop the output of the data mining task, which included data filtering, feature selection using Relief-F, classification using Random Forest and CNN, and performance evaluation. Figure 2 shows the user interface and the loaded telecom dataset used in this study. 3333 samples with 21 attributes were loaded. Relief-F ranking was used as a feature selection technique to pick out relevant information from the data, which was then sent to Random Forest and CNN classifiers separately.

![Figure 2. Loaded Telecom Customer Churn Data](Image)

For the input data matrix and response vector, relief-f calculates the ranks and weights of attributes (predictors). The Relief-f filter selection method was able to find the predicting variables based on their weight scores concerning the class mark. The characteristics were chosen from the scale of the positive response variable. There were a total of fourteen characteristics. Figure 3 shows the features that were chosen using the Relief-F algorithm. A
subset dataset of 14 features was chosen from the data that was given.

The chosen data were sent to the training set and the testing set. The data were then split into the training set and the testing set. For both the Random Forest algorithm and the CNN algorithm, 75% of the data was used to train the system. The loaded class mark shows that the split rate is set to 0.25, which means that 25 percent of the data for each algorithm is left out.

**Figure 3. Selected Features Using Relief-F Algorithm**

4.1. CNN Training Approach

The convolutional neural network architecture used 14 inputs, 10 neurons in the hidden layer, 1 neuron in the output layer with an activation role, and 1 output. The 14 inputs are the churn dataset input data that was given to the CNN with adjustable weight and bias (W, b). The hidden layer was processed with 10 neurons, and the output layer was processed with one neuron so that a single churner or non-churners outcome could be predicted. The total number of seconds used to run the training process was 42.2313Sec. This is the amount of time needed to process the CNN to train it on the dataset.

The results of the experiments are given for each classification algorithm, as well as a comparison of the two algorithms. The results of the classifier combinations are shown in the evaluation parameter. The research (probing) assessment was done with the TP, FP, TN, and FN, accuracy. With the help of False Acceptance Rate (FAR), False Rejection Rate (FRR), Accuracy (Recognition Rate), and Error Rate, the classification rate assessment parameters were met.

The confusion matrix is utilized as a description of the prediction outcomes of this investigation on a classification challenge. The quantity of precise and unfitting predictions is succinct and divided down by class by counting values. Class 1 is true, which is the group of customers who are likely to churn. Class 2 is false, which is the group of customers who don't churn. Class 1 gives a total of 121 observations from the test set, of which 90 were correctly categorized and 31 were not. Mark 2 describes a class of non-churners, which gives a total of 712 observations from the test set, of which 673 were correctly categorized and 39 were not. Figure 4 shows the Random Forest confusion matrix when TP = 148, TN = 654, FP = 28, and FN = 23. The real amount of computer time used to process the Random Forest dataset for training is 7,811 seconds. This is calculated based on the total amount of time used for the training phase to be completed.

**Figure 4. CNN Confusion Matrix**

The confusion matrix is used, to sum up, the predictions for a classification problem. By counting values, the number of right and wrong predictions is added up and broken down by class. Class 1 is true, which is the group of customers who are likely to churn. Class 2 is false, which is the group of customers who don't churn. Class 1 gives a total of 121 observations from the test set, of which 90 were correctly categorized and 31 were not. Mark 2 describes a class of non-churners, which gives a total of 712 observations from the test set, of which 673 were correctly categorized and 39 were not. Figure 4 shows the Random Forest confusion matrix when TP = 148, TN = 654, FP = 28, and FN = 23. The real amount of computer time used to process the Random Forest dataset for training is 7,811 seconds. This is calculated based on the total amount of time used for the training phase to be completed.

4.2. Random Forest Training Approach

The Random Forest analysis per each class based on the churners and non-churners class are shown in figure 5. The confusion matrix is used, to sum up the predictions for a classification problem. By counting values, the number of right and wrong predictions is added up and broken down by class. Class 1 is true, which is the group of customers who are likely to churn. Class 2 is false, which is the group of customers who don't churn. Class 1 gives a total of 121 observations from the test set, of which 90 were correctly categorized and 31 were not. Mark 2 describes a class of non-churners, which gives a total of 712 observations from the test set, of which 673 were correctly categorized and 39 were not. Figure 4 shows the Random Forest confusion matrix when TP = 148, TN = 654, FP = 28, and FN = 23. The real amount of computer time used to process the Random Forest dataset for training is 7,811 seconds.
seconds. This is calculated based on the total amount of time used for the training phase to be completed.

![Image of Random Forest Confusion Matrix](image)

**Figure 5. Random Forest Confusion Matrix**

Figure 5 shows how the evaluation performance metrics for classifying telecom churn prediction using Random Forest and CNN classifier compare to each other. Table 1 compares the results of the Convolutional Neural Network and Random Forest. It shows that the CNN classification algorithm is better than the Random Forest classification algorithm for the telecom churn dataset, as it has a higher classification accuracy of 94 percent compared to 91 percent for the Random Forest.

| Performance (%) | Metrics | CNN (%) | Random Forest (%) |
|-----------------|---------|---------|-------------------|
| Accuracy        |         | 94.02   | 91.40             |
| Sensitivity     |         | 86.55   | 76.87             |
| Specificity     |         | 95.89   | 94.60             |
| Precision       |         | 84.09   | 75.84             |
| F-Score          |         | 85.30   | 76.35             |
| Matthews Correlation Coefficient | | 81.56 | 71.10 |

In this study, Relief-F was used to pick out relevant features from a large churn telecom dataset. The relevant features were then classified using Random Forest and CNN, but the results of the classification showed that CNN did better than Random Forest, suggesting that this is the best method for this study.

Using uncertainty matrix research, a comparison was made between Relief-F-CNN and Relief-F- Random Forest. To make sure the goal was met, the assessment focused on how accurate About R-F-CNN was. RF-CNN prediction procedures were then used to protect the device architecture that used MATLAB execution. The R-F-ANN prediction method was made for data mining to give a better overview of how decisions are made in telecommunications.

Comparing the study with existing works in literature, the study obtains relevant efficiency and can be adopted for credit risk evaluation.

**Conclusion**

This study used the selection algorithm of a Relief-F function with Random Forest and CNN classifiers to predict the number of customers who will leave a telecom company. Predicting how many customers will leave is important and hard at the same time. Telecom companies are putting more money into making accurate churn prediction models so that they can come up with better ways to keep customers. In this study, Relief-F, Random Forest, and CNN were tested and trained to predict customer churn in the telecommunications industry. The results of experiments show that, compared to Relief-F- Random Forest machine learning models, Relief-F-CNN does a better job of generalization when it comes to predicting churn rate with a high level of accuracy. This study is limited to credit risk data and can be adopted by larger datasets, it is recommended that the model can be adopted by authors to further enhance the model, and also adopt other machine learning models such as optimizers and classifiers.
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