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Abstract.
An analysis of the concept of orientation used in electrodynamics is presented. At least two different versions are encountered in the literature. Both are clearly identified and comparisons are made.
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1. Introduction.
While studying transformation properties of electromagnetic fields under time reflection we encountered disagreements between different formulations of electrodynamics in physics literature. Rigorous formulations identify electromagnetic objects as even and odd differential forms known to Schouten [1] [2] under different names and reintroduced by de Rham [3]. These identifications imply certain response of electromagnetic fields to time reflection. Standard formulations of electrodynamics used by theoretical physicists are usually presented in a frame dependent form and are not in agreement with the rigorous space-time formulations. We are presenting both versions of electrodynamics formulated in intrinsic, frame independent fashion in the affine Minkowski space-time.

Interpretation of electromagnetic quantities as differential forms was introduced by Cartan [4]. We have consulted a number of texts using differential forms. These include Classical Electrodynamics by R. S. Ingarden and A. Jamiołkowski [5], Formal Structure of Electromagnetics by E. J. Post [6], Applied differential geometry by William L. Burke [7], Relativistic Electrodynamics and Differential geometry, by S. Parrott [8], and Gravitation, by C. W. Misner, K. S. Thorn, and J. A. Wheeler [9]. Geometric objects necessary for correct interpretation of physical quantities were studied by Schouten. Schouten classified geometric objects according to their transformation properties including their response to reflections. Two types of geometric objects appear in electrodynamics. These are the even and odd differential forms according to de Rham’s terminology. Some authors use even and odd differential forms in their formulations of electrodynamics. Others use the “star operator” derived from Hodge theory. Transformation properties relative to reflections can be correctly described in terms of Schouten’s classification and in terms of de Rham theory. The star operator uses a fixed orientation and excludes discussion of reflections. Standard texts on electrodynamics such as Classical Electrodynamics by John David Jackson [10] and Field Theory by L. D. Landau and E. M. Lifshitz [11] list reflection symmetries of electromagnetic fields in three dimensions. These symmetries...
relative to a frame of reference are accepted by most physicists. They are not based on a clear concept of orientation and are in disagreement with the more rigorous formulations. We list other books [12–14] dealing with similar arguments.

The present note starts with definition of orientation of vector spaces and their subspaces. This followed by definitions of multivectors and differential forms in affine spaces. Integral and differential relations of electrodynamics are then stated. These space-time formulations are translated in reference frame dependent formulations with with space and time separated. Eventually, a formulation in terms of traditional vector analysis is reached. At this point transformation properties of electromagnetic fields in three dimensions derived from the space-time parities of electromagnetic fields are compared with transformation properties assumed by Jackson and Landau and Lifshitz and differences are discovered.

The second part of the paper presents an attempt to establish a rigorous space-time geometric basis for transformation properties accepted by physicists. This result holds in all reference frames.

A. Electrodynamics with standard orientations.

2. Orientation of vector spaces.

Let \( V \) be a vector space of dimension \( m \neq 0 \). We denote by \( F(V) \) the space of linear isomorphisms from \( V \) to \( \mathbb{R}^m \) called \textit{frames}. Let \( G(V) \) be the group of linear automorphisms of \( V \). There is a natural group action

\[
G(V) \times F(V) \rightarrow F(V): (\rho, \xi) \mapsto \xi \circ \rho^{-1}
\]

and \( F(V) \) is a homogeneous space with respect to this action.

The sets

\[
C^E(V) = \{ \rho \in G(V); \det(\rho) > 0 \}
\]

and

\[
C^P(V) = \{ \rho \in G(V); \det(\rho) < 0 \}
\]

are the two connected components of the group \( G(V) \). The set \( G^E(V) = C^E(V) \) is the component of the unit element. It is a normal subgroup.

The set of \textit{orientations} \( O(V) = F(V)/G^E(V) \) has two elements. This set is a homogeneous space for the quotient group \( H(V) = G(V)/G^E(V) \). The sets \( C^E(V) \) and \( C^P(V) \) are the elements of the quotient group. Symbols \( E \) and \( P \) will be used to denote these elements. The structure of the group \( H(V) \) is simple. The element \( E = C^E(V) \) is the unit and the element \( P = C^P(V) \) is an involution.

There is an ordered base \( (e_1, e_2, \ldots, e_m) \) of \( V \) associated with each frame \( \xi \). If

\[
\xi(v) = \left(\begin{array}{c} v^1 \\ \vdots \\ v^m \end{array}\right),
\]

then \( v = e_\kappa v^\kappa \). For each \( \rho \in G(V) \) the base \( (\rho(e_1), \rho(e_2), \ldots, \rho(e_m)) \) is associated with the frame \( \xi \circ \rho^{-1} \) if \( (e_1, e_2, \ldots, e_m) \) is the base associated with \( \xi \).

The set of frames \( F(V) \) and the set of orientations \( O(V) \) of a space \( V \) of dimension 0 are empty.

3. Orientation of subspaces.

Let \( W \subset V \) be a subspace of a vector space \( V \). The subspace has the set \( O(W) \) of orientations called \textit{inner orientations} of \( W \). Orientations of the quotient space \( V/W \) are called \textit{outer orientations} of \( W \). An outer orientation \( \alpha'' \) of \( W \) can be determined by specifying an inner orientation \( \alpha \) of \( W \) together with an orientation \( \alpha' \) of \( V \). Let \( (e_1, \ldots, e_n) \) be the base of \( W \) associated with a frame \( \xi \in \alpha \). This base can be completed to a base \( (e'_1, \ldots, e'_m) \) of \( V \) with \( (e'_1, \ldots, e'_n) = (e_1, \ldots, e_n) \). The extended base can be chosen to be associated with a frame \( \xi' \in \alpha' \). Let

\[
\pi: V \rightarrow V/W
\]
be the canonical projection. The sequence

\[ (e_1^\prime, \ldots, e_{m-n}^\prime) = (\pi(e_{n+1}^\prime), \ldots, \pi(e_m^\prime)) \]

is a base of \( V/W \). It determines an orientation \( o'' \) of \( V/W \). Hence an outer orientation of \( W \). The outer orientation \( o'' \) of \( W \) constructed from \( o \in \mathcal{O}(W) \) and \( o' \in \mathcal{O}(V) \) is the same as the orientation constructed from \( Po \) and \( Po' \).

The subspace \( W = \{0\} \) has no inner orientations. Its outer orientations are the orientations of \( V \). The specification of an outer orientation as a pair of orientations can not be applied.

In the case of the subspace \( W = V \) the quotient space \( V/W \) is of dimension 0. The subspace \( W \) has no outer orientation defined as an orientation of \( V/W \).

4. Multicovectors..

A \( q \)-covector in a vector space \( V \) is a mapping

\[ a : V^q \times \mathcal{O}(V) \rightarrow \mathbb{R}. \]

This mapping is \( q \)-linear and totally antisymmetric in its vector arguments. A \( q \)-covector \( a \) is said to be even, if

\[ a(v_1, v_2, \ldots, v_q, Po) = a(v_1, v_2, \ldots, v_q, o). \]

It is said to be odd, if

\[ a(v_1, v_2, \ldots, v_q, Po) = -a(v_1, v_2, \ldots, v_q, o). \]

The vector space of even \( q \)-covectors will be denoted by \( \Lambda^q_0 V^* \) and the space of odd \( q \)-covectors will be denoted by \( \Lambda^q_1 V^* \). The symbol \( \Lambda^q_0 V^* \) will be used to denote either of the two spaces when the parity need not be specified.

The exterior product of a \( q \)-covector \( a \) with a \( q' \)-covector \( a' \) is the \((q+q')\)-covector

\[ a \wedge a' : V^{q+q'} \times \mathcal{O}(V) \rightarrow \mathbb{R}: (v_1, \ldots, v_{q+q'}, o) \mapsto \sum_{\sigma \in S_{q+q'}} \text{sgn}(\sigma) \frac{q!q'}{(q+q')!} a(v_{\sigma(1)}, \ldots, v_{\sigma(q)}, o) a'(v_{\sigma(q+1)}, \ldots, v_{\sigma(q+q')}, o), \]

If both multicovectors \( a \) and \( a' \) are even or both are odd, the product \( a \wedge a' \) is even. In other cases the product is odd.

The exterior product is commutative in the graded sense. If \( a \) is a \( q \)-covector and \( a' \) is a \((q+q')\)-covector, then

\[ a' \wedge a = (-1)^qq'a \wedge a'. \]

The exterior product is associative. The relation

\[ a \wedge (a' \wedge a'') = (a \wedge a') \wedge a'' \]

holds for any three multicovectors \( a, a' \) and \( a'' \).

If the dimension of \( V \) is \( m \), then

\[ \dim(\Lambda^q_0 V^*) = \binom{m}{q}. \]

The group \( \mathbb{G}(V) \) has natural representations in the spaces \( \Lambda^q_0 V^* \). A linear automorphism \( \rho \in \mathbb{G}(V) \) applied to a \( q \)-covector \( a \) produces the \( q \)-covector

\[ (\rho^{-1})^* a : \times^q V \times \mathcal{O}(V) \rightarrow \mathbb{R} \]

\[ : (v_1, v_2, \ldots, v_q, o) \mapsto a(\rho^{-1}(v_1), \rho^{-1}(v_2), \ldots, \rho^{-1}(v_q), [\rho](o)), \]

where \([\rho]\) is the class of \( \rho \) in the quotient group \( \mathbb{H}(V) = \mathbb{G}(V)/\mathbb{G}^0(V) \). For a covector \( a \in \Lambda^q_0 V^* \) we have

\[ (\rho^{-1})^* a(v_1, v_2, \ldots, v_q, o) = \text{idx}_p a(\rho^{-1}(v_1), \rho^{-1}(v_2), \ldots, \rho^{-1}(v_q), o). \]
The values of the index $\text{id}_p$ are listed in the following table.

| $\text{id}_x(\rho)$ | $\rho \in E$ | $\rho \in P$ |
|---------------------|-------------|-------------|
| $\text{id}_o(\rho)$ | 1           | 1           |

Even $m$-covectors follow the transformation rule

$$ (\rho^{-1})^* a = \det(\rho)^{-1} a $$

and

$$ (\rho^{-1})^* a = |\det(\rho)|^{-1} a $$

is the transformation rule of odd $m$-covectors. These rules are derived in the section on multivectors.

5. Multivectors.

We denote by $K(V^q \times O(V))$ the vector space of formal linear combinations of sequences

$$(v_1, v_2, \ldots, v_q, o) \in V^q \times O(V).$$

In the space $K(V^q \times O(V))$ we introduce subspaces

$$A_q^p(V) = \{ \sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o^i) \in K(V^q \times O(V)); \sum_{i=1}^n \lambda_i a(v_i^1, v_i^2, \ldots, v_i^q, o^i) = 0 \text{ for each } a \in \Lambda_q^p V^* \}. $$

Subsequently we define quotient spaces

$$\Lambda_q^p V = K(V^q \times O(V))/A_q^p(V).$$

Elements of spaces $\Lambda_q^p V$ and $\Lambda_q^p V$ are called even $q$-vectors and odd $q$-vectors respectively. We will denote by

$$[\sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o^i)]_p$$

the equivalence class of the combination

$$\sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o^i)$$

in $\Lambda_q^p V$. A multivector is said to be simple if it is represented by a single element of the space $V^q \times O(V)$ interpreted as a subspace of $K(V^q \times O(V))$.

Evaluation of $q$-covectors on sequences $(v_1, v_2, \ldots, v_q, o) \in V^q \times O(V)$ extends to linear combinations and their equivalence classes. If $w$ is a $q$-vector represented by the linear combination

$$\sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o^i)$$

and $a$ is a $q$-covector of the same parity as $w$, then

$$\langle a, w \rangle = \sum_{i=1}^n \lambda_i a(v_i^1, v_i^2, \ldots, v_i^q, o^i)$$

is the evaluation of $a$ on $w$. We have constructed pairings

$$\langle , \rangle : \Lambda_q^p V^* \times \Lambda_q^p V \to \mathbb{R}. $$
The dimension of the spaces $\wedge^q_p V$ is

$$\dim(\wedge^q_p V) = \binom{m}{q}. \quad (26)$$

The exterior product of multivectors

$$w_1 = \left[ \sum_{i=1}^{n_1} \lambda_i^1(v_1^{1i}, v_1^{2i}, \ldots, v_1^{qi}, o) \right]_{p_1} \quad (27)$$

and

$$w_2 = \left[ \sum_{j=1}^{n_2} \lambda_j^2(v_2^{1j}, v_2^{2j}, \ldots, v_2^{qj}, o) \right]_{p_2} \quad (28)$$

is the multivector

$$w_1 \wedge w_2 = \left[ \sum_{i=1}^{n_1} \sum_{j=1}^{n_2} \lambda_i^1 \lambda_j^2 (v_1^{1i}, v_1^{2i}, \ldots, v_1^{qi}, v_2^{1j}, v_2^{2j}, \ldots, v_2^{qj}, o) \right]_{p}. \quad (29)$$

Note that we are using a fixed orientation $o$ in all representatives. The parity of the exterior product is odd if the parity of one of the factors is odd. It is even otherwise.

The image of the multivector

$$w = \left[ \sum_{i=1}^{n} \lambda_i(v_1^i, v_2^i, \ldots, v_q^i, o^i) \right]_p \quad (30)$$

by an automorphism $\rho \in G(V)$ is the multivector

$$\rho \ast w = \left[ \sum_{i=1}^{n} \lambda_i(\rho(v_1^i), \rho(v_2^i), \ldots, \rho(v_q^i), [\rho(o^i)]) \right]_p$$

$$= \idx_p \left[ \sum_{i=1}^{n} \lambda_i(\rho(v_1^i), \rho(v_2^i), \ldots, \rho(v_q^i), o^i) \right]_p \quad (31)$$

where $[\rho]$ is again the class of $\rho$ in the quotient group $H(V) = G(V)/G(E)(V)$ and $\idx_p$ is the index defined in the preceding section.

The equality

$$\rho \ast (w_1 \wedge w_2) = \rho \ast (w_1) \wedge \rho \ast (w_2) \quad (32)$$

holds for multivectors $w_1$ and $w_2$ of any parity.

An even 0-vector or a scalar is transformed identically:

$$\rho \ast w = w. \quad (33)$$

Odd 0-vectors or pseudoscalars follow the transformation rule

$$\rho \ast w = \frac{\det(\rho)}{|\det(\rho)|} w. \quad (34)$$

The spaces $\wedge^m_p V$ are of dimension 1. It follows that an automorphism $\rho$ multiplies an $m$-vector by a number. In the case of an even $m$-vector the number is the determinant of $\rho$. The equality

$$\rho \ast w = \det(\rho)w \quad (35)$$

is an abstract definition of the determinant valid for endomorphisms as well as automorphisms. This definition translates in the elementary definition if a base in $V$ is chosen.

An odd $m$-vector $w$ can be presented as the exterior product $u \wedge v$ of a pseudoscalar $u$ and an even $m$-vector $v$. This implies the transformation rule

$$\rho \ast w = |\det(\rho)|w \quad (36)$$

for odd $m$-vectors.
It follows from the definition (24) that the pairings (25) are invariant in the sense that

$\langle (\rho^{-1})^\ast a, \rho^* w \rangle = \langle a, w \rangle.$  \hfill (37)

Let $w$ be an arbitrary $m$-vector. The transformation rules (15) and (16) follow from

$$\det(\rho) \langle (\rho^{-1})^\ast a, w \rangle = \langle (\rho^{-1})^\ast a, \rho^* w \rangle = \langle a, w \rangle$$

and

$$\mid \det(\rho) \mid \langle (\rho^{-1})^\ast a, w \rangle = \langle (\rho^{-1})^\ast a, \rho^* w \rangle = \langle a, w \rangle$$

respectively.

6. The Weyl isomorphism..

The space $\Lambda^m_o V^*$ is one-dimensional. This makes it possible to define the tensor product $\Lambda^q_o V \otimes \Lambda^m_o V^*$ as the set of equivalence classes of pairs $(w, e) \in \Lambda^q_o V \times \Lambda^m_o V^*$. Pairs $(w, e)$ and $(w', e')$ are equivalent if there is a number $\lambda$ such that $w' = \lambda w$ and $e = \lambda e'$ or $w = \lambda w'$ and $e' = \lambda e$. The equivalence class of a pair $(w, e)$ will be denoted by $w \otimes e$. A tensor $\pi \in \Lambda^q_o V \otimes \Lambda^m_o V^*$ will always be presented as a product $w \otimes e$. The set $\Lambda^q_o V \otimes \Lambda^m_o V^*$ is a vector space with operations

$$\cdot : \mathbb{R} \times (\Lambda^q_o V \otimes \Lambda^m_o V^*) \rightarrow (\Lambda^q_o V \otimes \Lambda^m_o V^*) : (\lambda, w \otimes e) \mapsto \lambda w \otimes e$$

and

$$+: (\Lambda^q_o V \otimes \Lambda^m_o V^*) \times (\Lambda^q_o V \otimes \Lambda^m_o V^*) \rightarrow (\Lambda^q_o V \otimes \Lambda^m_o V^*) : (w_1 \otimes e_1, w_2 \otimes e_2) \mapsto (w_1 + w_2) \otimes e.$$  \hfill (40)

Note that in the definition of the sum the representatives $(w_1, e_1)$ and $(w_2, e_2)$ of the elements being added have been chosen to have the same component $e \in \Lambda^m_o V^*$. This is always possible since the space $\Lambda^m_o V^*$ is one-dimensional.

The tensor

$$\rho^*(w \otimes e) = \rho^* w \otimes (\rho^{-1})^\ast e = |\det(\rho)|^{-1} (\rho^* w \otimes e)$$

is obtained by applying an automorphism $\rho \in \mathcal{G}(V)$ to a tensor $w \otimes e \in \Lambda^q_o V \otimes \Lambda^m_o V^*$.

We show that the linear mapping

$$\text{We}_q : \Lambda^q_o V \otimes \Lambda^m_o V^* \rightarrow \Lambda^{m-q}_o V^* : w \otimes e \mapsto w \mathcal{J} e$$

is an isomorphism. If $\text{We}_q(w \otimes e) = 0$, then either $e = 0$ hence, $w \otimes e = 0$ or $e \neq 0$. In the latter case we have

$$\langle e, w \wedge v \rangle = \langle w \mathcal{J} e, v \rangle = \langle \text{We}_q(w \otimes e), v \rangle = 0$$

for an arbitrary multivector $v \in \Lambda^{m-q}_o V$. Since $a \neq 0$ and $\dim(\Lambda^q_o V^*) = 1$ it follows that $w \wedge v = 0$. Hence $w = 0$ and $w \otimes e = 0$. We have shown that $\text{We}_q$ is injective. The spaces $\Lambda^q_o V \otimes \Lambda^m_o V^*$ and $\Lambda^{m-q}_o V^*$ are of the same dimension since

$$\dim(\Lambda^q_o V \otimes \Lambda^m_o V^*) = \binom{m}{q}$$

and

$$\dim(\Lambda^{m-q}_o V^*) = \binom{m}{m-q} = \binom{m}{q}.$$  \hfill (46)

It follows that $\text{We}_q$ is bijective. The mapping $\text{We}_q$ is called the Weyl isomorphism.

For an automorphism $\rho$ and an arbitrary multivector $v \in \Lambda^{m-q}_o V$ we have

$$\langle \text{We}_q(\rho^*(w \otimes e)), v \rangle = \langle \text{We}_q(\rho^* w \otimes (\rho^{-1})^\ast e), v \rangle = \langle (\rho^{-1})^\ast e, \rho^* w \wedge v \rangle = \langle e, w \wedge (\rho^{-1})^\ast v \rangle = \langle w \mathcal{J} e, (\rho^{-1})^\ast v \rangle = \langle (\rho^{-1})^\ast (w \mathcal{J} e), v \rangle = \langle (\rho^{-1})^\ast \text{We}_q(w \otimes e), v \rangle.$$  \hfill (47)
It follows that the Weyl isomorphism is invariant in the sense that
\[
\text{We}_q(\rho_*(w \otimes e)) = (\rho^{-1})^*\text{We}_q(w \otimes e). \tag{48}
\]

7. Differential forms in affine spaces.

Let \(M\) be an affine space modelled on a vector space \(V\). A differential \(q\)-form on \(M\) is a differentiable function
\[
A: M \times V^q \times \mathcal{O}(V) \to \mathbb{R} \tag{49}
\]
depending on a point, \(q\) vectors and an orientation. It is \(q\)-linear and totally antisymmetric in its vector arguments. A differential form \(A\) is said to be even, if
\[
A(x, v_1, v_2, \ldots, v_q, Po) = A(x, v_1, v_2, \ldots, v_q, o). \tag{50}
\]
It is said to be odd, if
\[
A(x, v_1, v_2, \ldots, v_q, Po) = -A(x, v_1, v_2, \ldots, v_q, o). \tag{51}
\]

The vector space of even differential \(q\)-forms will be denoted by \(\Phi^e_q(M)\) and space of odd differential \(q\)-forms will be denoted by \(\Phi^o_q(M)\). We will use the symbol \(\Phi^q(M)\) to denote either \(\Phi^e_q(M)\) or \(\Phi^o_q(M)\).

The exterior product of a \(q\)-form \(A\) with a \(q'\)-form \(A'\) is the \((q+q')\)-form
\[
A \wedge A': M \times V^{q+q'} \times \mathcal{O}(V) \to \mathbb{R}: (x, v_1, \ldots, v_{q+q'}, o)
\]
\[
\mapsto \sum_{\sigma \in S(q+q')} \frac{\text{sgn}(\sigma)}{q!q'^!} A(x, v_{\sigma(1)}, \ldots, v_{\sigma(q)}, o) A'(x, v_{\sigma(q+1)}, \ldots, v_{\sigma(q+q')}, o), \tag{52}
\]
where \(S(q+q')\) denotes the group of permutations of the set \(\{1, \ldots, q+q'\}\) of integers. If both forms \(A\) and \(A'\) are even or both are odd, the product \(A \wedge A'\) is even. In other cases the product is odd.

The exterior product is commutative in the graded sense. If \(A\) is a \(q\)-form and \(A'\) is a \(q'\)-form, then
\[
A' \wedge A = (-1)^{qq'} A \wedge A'. \tag{53}
\]
The exterior product is associative. The relation
\[
A \wedge (A' \wedge A'') = (A \wedge A') \wedge A'' \tag{54}
\]
holds for any three forms \(A\), \(A'\) and \(A''\).

The exterior differential of a \(q\)-form \(A\) is the \((q+1)\)-form
\[
dA: M \times V^{q+1} \times \mathcal{O}(V) \to \mathbb{R}: (x, v_1, v_2, \ldots, v_{q+1}, o)
\]
\[
\mapsto -\sum_{i=1}^{q+1} (-1)^i \frac{d}{ds} A(x + sv_1, v_1, v_2, \ldots, v_i, \ldots, v_{q+1}, o) \big|_{s=0}. \tag{55}
\]
The parity of the differential \(dA\) is the same as the parity of the original form \(A\). The operator \(d\) is a differential in the sense that \(ddA = 0\) for each form \(A\).

A form \(A\) is said to be closed if \(dA = 0\). It is said to be exact if there is a form \(B\) such that \(a = dB\). The Poincaré lemma states that in an affine space each closed form is exact.

Given a vector field \(X: M \to V\) and a form \(A \in \Phi^q_p(M)\) we construct forms
\[
i_X A: M \times V^{q-1} \times \mathcal{O}(V) \to \mathbb{R}: (x, v_1, \ldots, v_{q-1}, o) \mapsto A(x, X(x)v_1, \ldots, v_{q-1}, o) \tag{56}
\]
and
\[
d_X A = i_X dA + di_X A. \tag{57}
\]
The operator $d_X$ is the *Lie derivative* and can be defined in terms of the one parameter group of diffeomorphisms generated by $X$.

An $q$-form $A$ can be interpreted as a mapping

$$\tilde{A}: M \to \wedge^q V^*.$$  (58)

The relation between the form $A$ and the mapping $\tilde{A}$ is expressed by

$$\tilde{A}(x)(v_1, \ldots, v_q, o) = A(x, v_1, \ldots, v_q, o)$$  (59)

The exterior product and the exterior differential are extended to this alternative interpretation of forms. Notation

$$\tilde{A} \wedge \tilde{A'} = \tilde{A} \wedge A'$$  (60)

and

$$d\tilde{A} = \tilde{d}A$$  (61)

will be used.

**8. The metric volume form.**

Let $g: V \to V^*$ be a metric tensor of signature $(m-r, r)$ in the model space $V$ of an affine space $M$ of dimension $m$. We define an odd $m$-form

$$\sqrt{|g|}: M \times V^m \times \mathcal{O}(V) \to \mathbb{R}$$  (62)

by the formula

$$\sqrt{|g|}(x, v_1, v_2, \ldots, v_m, o) \mapsto \pm \sqrt{\det((g(v_\kappa), v_\lambda))}.$$  (63)

If vectors $(v_1, v_2, \ldots, v_m)$ are dependent, then $\det((g(v_\kappa), v_\lambda)) = 0$. If the vectors are independent, then they determine an orientation $o' \in \mathcal{O}(V)$. The sign $+$ in the formula is chosen if the orientations $o$ and $o'$ agree. Otherwise the sign $-$ is chosen. It follows from elementary properties of determinants that the formula defines an odd $m$-form.

There are two important examples of metric spaces. One is the Minkowski affine space-time of special relativity. The dimension of this space is 4 and the signature of the metric tensor $g$ is $(1, 3)$. The second example is the affine physical space of dimension 3 with a Euclidean metric tensor $h$.

**9. Integration of forms, chains.**

A cell of dimension $q$ or a $q$-cell in $M$ is a pair $(\chi, o)$, where $\chi$ is a differentiable mapping $\chi: \mathbb{R}^q \to M$ and $o$ is an orientation of $V$. The integral of a $q$-form $A$ on a cell $\chi$ is the Riemann integral

$$\int_{(\chi,o)} A = \int_0^1 \cdots \int_0^1 A(\chi(s_1, \ldots, s_q), D_1\chi(s_1, \ldots, s_q), \ldots, D_q\chi(s_1, \ldots, s_q), o) ds_1 \cdots ds_q.$$  (64)

For each $q$ we introduce the space $C_q$ of formal linear combinations of $q$-cells. The formal linear combinations turn into real linear combinations if cells are recognized as elements of $C_q$. Integration of forms is extended to linear combinations by linearity. The integral of a form $A$ on a combination

$$c = \sum_{i=1}^n \lambda_i \chi^i$$  (65)

is the combination

$$\int_c A = \sum_{i=1}^n \lambda_i \int_{\chi^i} A$$  (66)

of integrals. Subspaces $X^p_q \subset C_q$ are defined as the sets

$$X^p_q = \left\{ c \in C_q; \int_c A = 0 \text{ for each } A \in \Phi^p_q(M) \right\}.$$  (67)
Elements of the quotient spaces $\Xi^p_q(M) = C_q/X_q^p$ are called even chains or odd chains of dimension $q$. A chain is said to be simple if it has a single cell as one of its representatives. Integrals of $q$-forms on $q$-chains are well defined. The integral of a $q$-form $A$ on the class $c \in C_q$ is the integral of $A$ on $c$.

The boundary operator $\partial$ assigns to a chain $c \in \Xi^p_q(M)$ its boundary $\partial c \in \Xi^p_{q-1}(M)$. The boundary of a simple chain represented by a $q$-cell $(\chi, o)$ is the chain represented by the combination

$$\sum_{i=1}^q (-1)^{i-1}((\chi^{(i,1)}, o) - (\chi^{(i,0)}, o))$$

(68)

where the $(q-1)$-cells $(\chi^{(i,1)}, o)$ and $(\chi^{(i,0)}, o)$ defined by

$$\chi^{(i,1)}: \mathbb{R}^{q-1} \to M: (s_1, \ldots, \hat{s}_i, \ldots, s_q) \mapsto \chi(s_1, \ldots, s_i-1, 1, s_{i+1} \ldots, s_q)$$

(69)

and

$$\chi^{(i,0)}: \mathbb{R}^{q-1} \to M: (s_1, \ldots, \hat{s}_i, \ldots, s_q) \mapsto \chi(s_1, \ldots, s_i-1, 0, s_{i+1} \ldots, s_q)$$

(70)

represent the faces of the simple chain. This construction of the boundary is extended to generic chains by linearity. The boundary of a boundary is the zero chain.

Stokes theorem states that the relation

$$\int_c dA = \int_{\partial c} A$$

(71)

holds for a chain $c \in \Xi^p_q(M)$ and a form $A \in \Phi^q_{p-1}(M)$. This means that the boundary operator is dual to the exterior differential.

10. Currents...

An even or odd de Rham current of dimension $q$ is a linear function

$$C: \Phi^q_p(M) \to \mathbb{R}: A \mapsto \int_C A.$$  

(72)

The spaces of forms are given certain topologies and continuity is required. Chains will be treated as currents. They form a dense subspace in the space of currents. We will consider only very simple examples of currents other than chains. Topological considerations are of little importance for these examples. The boundary of a current is defined by assuming that Stokes theorem holds for currents. Thus if $C$ is a current of dimension $q$, then the boundary of $C$ is the mapping

$$\partial C: \Phi^q_{p-1}(M) \to \mathbb{R}: A \mapsto \int_{\partial C} A = \int_C dA.$$  

(73)

Let $X: M \to TM$ be a vector field and let $c$ be a chain of dimension $q$. The mapping

$$X \wedge c: \Phi^{q+1}_p(M) \to \mathbb{R}: A \mapsto \int_{X \wedge c} A = \int_c i_X A$$

(74)

is a current of dimension $q+1$ of the same parity as $c$. For the boundary $\partial(X \wedge c)$ we have

$$\int_{\partial(X \wedge c)} A = \int_{X \wedge c} dA = \int_c i_X dA = \int_c (d_X A - d i_X A) = \int_c d_X A - \int_{\partial c} i_X A = \int_c d_X A - \int_{X \wedge \partial c} A.$$  

(75)

11. Vector densities and Weyl duality.

A differentiable mapping

$$\overline{A}: M \to \Lambda^g V \otimes \Lambda^m V^*$$

(76)

is called a $q$-vector density. A 0-vector density is called a scalar density. We identify the tensor product $\Lambda^0 V \otimes \Lambda^m V^*$ with $\Lambda^m V^*$ by taking advantage of the fact that each element of $\Lambda^0 V \otimes \Lambda^m V^*$ has a representative of the form $(1,e) \in \mathbb{R} \times \Lambda^m V^*$. The tensor $1 \otimes e$ is identified with $e$. It follows that a scalar density and an odd $m$-form are essentially the same object.
The Weyl isomorphism is used to associate with an \((m-q)\)-form \(A\) a \(q\)-vector density
\[
\overline{A}: M \to \wedge^q V \otimes \wedge^m V^* \tag{77}
\]
defined by
\[
\overline{A} = We^{-1}_q \circ \overline{A} \tag{78}
\]
and called the Weyl dual of \(A\). If \(\overline{A}\) is the Weyl dual of an \((m-q)\)-form \(A\), then the Weyl dual of the \((m-q+1)\)-form \(dA\) is a \((q-1)\)-vector density denoted by \(\text{Div} \overline{A}\). Thus,
\[
\text{Div} \overline{A} = We^{-1}_q \circ d(We_q \circ \overline{A}). \tag{79}
\]

12. Transformation properties of forms and densities.

Let \(M\) be an affine space modelled on a vector space \(V\). The derivative of a differentiable mapping \(\varphi: M \to M\) is the mapping
\[
D\varphi: M \times V \to V: (x,v) \mapsto \frac{d}{ds}\varphi(x + sv)|_{s=0}. \tag{80}
\]
linear in its vector argument. A diffeomorphism of an affine space \(M\) is an invertible differentiable mapping \(\varphi: M \to M\) with a differentiable inverse. The mapping
\[
D\varphi(x, \cdot): V \to V: v \mapsto D\varphi(x, v) \tag{81}
\]
is a linear automorphism at each \(x \in M\). It is an element of the group \(G(V)\). The derivative of a diffeomorphism \(\varphi\) and the derivative of its inverse are related by
\[
D\varphi^{-1}(\varphi(x), D\varphi(x, v)) = v. \tag{82}
\]

A diffeomorphism \(\varphi\) applied to a \(q\)-form \(A\) results in the pull back
\[
(\varphi^{-1})^* A: M \times (\times^q V) \times \mathcal{O}(V) \to \mathbb{R} \tag{83}
\]
:\((x, v_1, \ldots, v_q, o) \mapsto A(\varphi^{-1}(x), D\varphi^{-1}(x, v_1), \ldots, D\varphi^{-1}(x, v_q), [D\varphi(x, \cdot)](o)),
\]
where \([D\varphi(x, \cdot)]\) is the class of \(D\varphi(x, \cdot)\) in the quotient group \(H(V) = G(V)/G^E(V)\). This class is constant on \(M\) due to continuity. The pull back of the differential of a form is the differential of the pull back:
\[
\varphi^* dA = d(\varphi^* A). \tag{84}
\]
The pull back of the exterior product of forms is the exterior product of pull backs:
\[
\varphi^*(A_1 \wedge A_2) = \varphi^* A_1 \wedge \varphi^* A_2. \tag{85}
\]
The value of an even form \(A\) does not depend on the orientation. Hence,
\[
A(\varphi^{-1}(x), D\varphi^{-1}(x, v_1), \ldots, D\varphi^{-1}(x, v_q), [D\varphi(x, \cdot)](o)) = A(\varphi^{-1}(x), D\varphi^{-1}(x, v_1), \ldots, D\varphi^{-1}(x, v_q), o). \tag{86}
\]
For an odd form we have
\[
A(\varphi^{-1}(x), D\varphi^{-1}(x, v_1), \ldots, D\varphi^{-1}(x, v_q), [D\varphi(x, \cdot)](o)) = \frac{\Delta}{|\Delta|} A(\varphi^{-1}(x), D\varphi^{-1}(x, v_1), \ldots, D\varphi^{-1}(x, v_q), o), \tag{87}
\]
with
\[ \Delta = \det(D\varphi(x,.)) \quad (88) \]

Based on the transformation properties an even \( q \)-form should be considered a covariant \( q \)-vector and an odd \( q \)-form should be classified as a covariant \( W \)-\( q \)-vector. This terminology is taken from Schouten [1].

The pull back \((\varphi^{-1})^*A\) of a \( q \)-form \( A \) represented by the mapping \( \tilde{A} \) is represented by
\[ (\varphi^{-1})^*\tilde{A}: M \to \wedge^q V^*: x \mapsto \tilde{A}(\varphi^{-1}(x)). \quad (89) \]

The pull back of an odd \( m \)-form or a scalar density \( E \) is represented by
\[ (\varphi^{-1})^*\tilde{E}: M \to \wedge^m V^*: x \mapsto |\det(D\varphi^{-1}(x,.))|^{-1}\tilde{E}(\varphi^{-1}(x)). \quad (90) \]

A \( q \)-vector field
\[ W: M \to \wedge^q V \quad (91) \]

transforms according to the rule
\[ \varphi_*W: M \to \wedge^q V: x \mapsto D\varphi(x,.)*W(\varphi^{-1}(x)). \quad (92) \]

A \( q \)-vector density \( \tilde{A} \) can be composed as a tensor product
\[ W \otimes \tilde{E}: M \to \wedge^q V \otimes \wedge^m V^*: x \mapsto W(x) \otimes \tilde{E}(x) \quad (93) \]

of a \( q \)-vector field \( W \) and a scalar density \( \tilde{E} \). This tensor product follows the transformation rule
\[ \varphi_*(W \otimes \tilde{E}) = \varphi_*W \otimes (\varphi^{-1})^*\tilde{E} \quad (94) \]

or
\[ \varphi_*(W \otimes \tilde{E}): M \to \wedge^q V \otimes \wedge^m V^*: x \mapsto |\det(D\varphi^{-1}(x,.))|^{-1}D\varphi(x,.)*W(\varphi^{-1}(x)) \otimes \tilde{E}(\varphi^{-1}(x)). \quad (95) \]

In Schouten’s terminology a scalar density is a covariant \( W \)-\( m \)-vector or a scalar density of weight 1. A \( q \)-vector density is a contravariant \( q \)-vector density of weight 1.

The invariance property
\[ (\varphi^{-1})^*A = \varphi_*A \quad (96) \]

of Weyl duality is a direct consequence of the invariance of the Weyl isomorphism.

**13. Integral relations of electrodynamics..**

Let \( M \) be the affine Minkowski space-time of special relativity with the model space \( V \) and the metric tensor \( g: V \to V^* \) of signature \((1,3)\).

Electromagnetic phenomena are described by the electromagnetic field
\[ F \in \Phi^2_e(M), \quad (97) \]

the electromagnetic induction
\[ G \in \Phi^2_o(M), \quad (98) \]

and the four-current
\[ J \in \Phi^3_o(M). \quad (99) \]

The integral equalities
\[ \int_{\partial \Sigma} F = 0 \quad (100) \]
and

$$\int_{\partial c} G = -\frac{4\pi}{c} \int_c J$$  \hspace{1cm} (101)$$

hold for each chain $c$ of dimension 3. The integral equations hold for currents as well as chains.

**14. Maxwell’s equations.**

The integral relations (100) and (101) are equivalent to the differential Maxwell’s equations

$$dF = 0$$  \hspace{1cm} (102)$$

and

$$dG = -\frac{4\pi}{c} J.$$  \hspace{1cm} (103)$$

The objects $F$, $G$ and $J$ can be interpreted as mappings

$$\tilde{F}: M \rightarrow \Lambda^2_e V^*,$$  \hspace{1cm} (104)$$

$$\tilde{G}: M \rightarrow \Lambda^3_e V^*,$$  \hspace{1cm} (105)$$

and

$$\tilde{J}: M \rightarrow \Lambda^3_e V^*$$  \hspace{1cm} (106)$$

satisfying Maxwell’s equations

$$d\tilde{F} = 0$$  \hspace{1cm} (107)$$

and

$$d\tilde{G} = -\frac{4\pi}{c} \tilde{J}.$$  \hspace{1cm} (108)$$

In addition to Maxwell’s equations we have the constitutive relation between $\tilde{F}$ and $\tilde{G}$ expressed by

$$\tilde{G} = \left(\Lambda^2_e g^{-1} \circ \tilde{F}\right) \otimes \sqrt{|g|}.\hspace{1cm} (109)$$

This is the constitutive relation for electromagnetic fields in vacuum. We are using the mapping

$$\Lambda^2_e g^{-1}: \Lambda^2_e V^* \rightarrow \Lambda^2_e V$$  \hspace{1cm} (110)$$

characterized by the equality

$$\Lambda^2_e g^{-1}(a_1 \wedge a_2) = g^{-1}(a_1) \wedge g^{-1}(a_2)$$  \hspace{1cm} (111)$$

for simple even bivectors.

If the electromagnetic field $F$ is defined on all the affine space $M$, then the equation (107) implies the existence of a potential

$$A \in \Phi^1_e(M)$$  \hspace{1cm} (112)$$

such that

$$F = dA.$$  \hspace{1cm} (113)$$

This is a consequence of the Poincaré lemma.

**15. Invariance of Maxwell’s equations.**

If objects $F$, $G$, and $J$ satisfy Maxwell’s equations (102) and (103), then the pullbacks of these objects by a diffeomorphism again satisfy the equations. This not in general true of the constitutive relation (109).

Let $M$ be an affine space modelled on a vector space $V$. A mapping $\varphi: M \rightarrow M$ is said to be affine if there is a linear mapping $\chi: V \rightarrow V$ such that

$$\varphi(x') - \varphi(x) = \chi(x' - x).$$  \hspace{1cm} (114)$$
If the mapping $\chi: V \to V$ satisfying the above condition exists, then it is unique. It is called the linear part of the affine mapping $\varphi$ and is denoted by $\overline{\varphi}$.

An affine mapping $\varphi$ is invertible if and only if its linear part $\overline{\varphi}$ is invertible. If $\varphi$ is invertible then $\varphi^{-1}$ is an affine mapping and $\overline{\varphi^{-1}} = (\overline{\varphi})^{-1}$.

An affine mapping $\varphi$ is differentiable. Its differential and its linear part are related by

$$D\varphi(x, v) = \overline{\varphi}(v).$$

Let $V$ be a vector space of dimension 4 with a Minkowski metric $g: V \to V^*$ of signature $(1, 3)$. The Lorentz group for this space is the group of linear automorphisms $G(V, g) = \{ \rho \in G(V); \rho^* \circ g \circ \rho = g \}.$

Let $M$ be the Minkowski space-time of special relativity. A Poincaré transformation is an affine mapping $\varphi: M \to M$ such that $\overline{\varphi}$ is a Lorentz transformation. Poincaré transformations form a group denoted by $\mathcal{P}(M, g)$.

The mapping $\vee g^{-1}$ and the scalar density $\sqrt{|g^{-1}|}$ are both Poincaré invariant. It follows that the constitutive relation for electromagnetic fields in vacuum is Poincaré invariant.

16. Inertial reference frames.

An inertial observer establishes a reference frame in the Minkowski space-time $M$. The world line of an inertial observer is the image of a mapping

$$\gamma: \mathbb{R} \to M: s \mapsto x_0 + su,$$

where $u \in V$ is the time-like velocity four-vector and $x_0$ is the initial event. The parameter $s$ is the proper time of the observer. The set

$$N = \{ y \in M; \langle g(u), y - x_0 \rangle = 0 \}$$

is the set of events considered by the observer simultaneous with the initial event $x_0$. It is an affine space and the space

$$W = \{ w \in V; \langle g(u), w \rangle = 0 \}$$

of vectors orthogonal to $u$ is its model space. The quotient $V^*/W^\circ$ of the dual space $V^*$ by the polar

$$W^\circ = \{ a \in V^*; \langle a, w \rangle = 0 \text{ for each } w \in W \}$$

is the natural choice of dual space $W^*$. A Euclidean metric tensor in $W$ is defined by

$$h: W \to W^*: w \mapsto -\pi(g(w)),$$

where $\pi: V^* \to W^*$ is the canonical projection.

The pair

$$(t, y) = (\tau(x), \vartheta(x)) = (c^{-1}(g(u), x - x_0), x - \langle g(u), x - x_0 \rangle u) \in \mathbb{R} \times N$$

is assigned to an event $x \in M$. The inverse assignment is expressed by

$$x = \nu(t, y) = y + ctu.$$  

Proper time is measured in units of length and the observer time $t$ is measured in units of time.

17. Time-dependent forms and time-dependent currents.

Let $N$ be an affine space with a Euclidean model space $W$. Let $h: W \to W^*$ be the metric tensor. A time dependent-differential $q$-form is a differentiable mapping

$$A: \mathbb{R} \times N \times W^q \times \mathcal{O}(W) \to \mathbb{R}.$$
multilinear and totally antisymmetric in its vector arguments. A time-dependent differential form \( A \) is said to be even, if
\[
A(t, y, w_1, w_2, \ldots, w_q, Po) = A(t, y, w_1, w_2, \ldots, w_q, o).
\]
(125)

It is said to be odd, if
\[
A(t, y, w_1, w_2, \ldots, w_q, Po) = -A(t, y, w_1, w_2, \ldots, w_q, o).
\]
(126)

The vector space of even time-dependent differential \( q \)-forms will be denoted by \( \Phi_q^e(\mathbb{R}, N) \) and space of odd time-dependent differential \( q \)-forms will be denoted by \( \Phi_q^o(\mathbb{R}, N) \). Even 0-forms are functions on \( \mathbb{R} \times N \).

If \( A \) is a time-dependent differential \( q \)-form, then for each \( t \in \mathbb{R} \) there is a differential \( q \)-form on \( N \) defined as the mapping
\[
A_t: N \times W^p \times \mathcal{O}(W) \to \mathbb{R}: (y, w_1, w_2, \ldots, w_q, o) \mapsto A(t, y, w_1, w_2, \ldots, w_q, o).
\]
(127)

A time dependent \( q \)-chain is a mapping
\[
d: \mathbb{R} \to \Xi_q^e(N).
\]
(128)

The space of time-dependent \( q \)-chains will be denoted by \( \Xi_q^e(\mathbb{R}, N) \).

The integral of a time-dependent form \( A \in \Phi_p^e(\mathbb{R}, N) \) on a time dependent chain \( d \in \Xi_q^e(\mathbb{R}, N) \) is the function
\[
\int_d A: \mathbb{R} \to \mathbb{R}: t \mapsto \int_{d(t)} A_t.
\]
(129)

Constructions such as the exterior product and the exterior differential are easily extended to time-dependent forms. The exterior product of a time-dependent \( q \)-form \( A \) with a time-dependent \( q' \)-form \( A' \) is the \((q+q')\)-form
\[
A \wedge A': \mathbb{R} \times N \times W^{q+q'} \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, \ldots, w_{q+q'}, o) \mapsto \sum_{\sigma \in S(q+q')} \frac{\text{sgn}(\sigma)}{q'!} A(t, y, w_{\sigma(1)}, \ldots, w_{\sigma(q)}, o) A'(t, y, w_{\sigma(q+1)}, \ldots, w_{\sigma(q+q')}, o).
\]
(130)

The exterior differential of a \( q \)-form \( A \) is the \((q+1)\)-form
\[
dA: \mathbb{R} \times N \times W^{q+1} \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, \ldots, w_{q+1}, o) \mapsto -\sum_{i=1}^{q+1} (-1)^i \left. \frac{d}{ds} A(t, s w_1, w_1, w_2, \ldots, \hat{w}_i, w_{q+1}, o) \right|_{s=0}.
\]
(131)

Properties of these constructions established for ordinary forms have obvious generalizations to the case of time-dependent forms.

The time derivative of a time-dependent differential \( q \)-form \( A \) is the time-dependent \( q \)-form
\[
\partial_t A: M \times W^q \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, \ldots, w_q, o) \mapsto \frac{\partial}{\partial t} A(t, y, w_1, w_2, \ldots, w_q, o).
\]
(132)

Given a reference frame we introduce the mapping
\[
\hat{v}: \mathbb{R} \times N \times \mathcal{O}(W) \to M \times \mathcal{O}(V): (t, y, o) \mapsto (\nu(t, y), [u, o]) = (y + ctu, [u, o]).
\]
(133)

The symbol \([u, o]\) is used to denote the orientation of \( V \) represented by the base \((u, e_1, e_2, e_3)\), where \((e_1, e_2, e_3)\) is the base of \( W \) associated with the orientation \( o \). The mapping \( \hat{v} \), the vector \( u \), and the constant vector field
\[
U: M \to V: x \mapsto u
\]
(134)

are then used to associate with a \( q \)-form \( A \) on \( M \) a time-dependent \( q \)-form
\[
\hat{v}^* A: \mathbb{R} \times N \times W^q \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, \ldots, w_q, o) \mapsto A(y + ctu, w_1, w_2, \ldots, w_q, [u, o]).
\]
(135)
and a time-dependent \((q-1)\)-form

\[
\hat{\nu}^*_{i_U} A: \mathbb{R} \times N \times W^q \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, \ldots, w_{q-1}, o) \mapsto A(y + ctu, u, w_1, w_2, \ldots, w_{q-1}, [u, o]).
\] (136)

The two time-dependent forms together fully represent the original form \(A\). The symbol \(\hat{\nu}^*\) is used because the operation it denotes is similar to the pull back. The image by \(\hat{\nu}\) of a time-dependent chain \(d \in \Xi^p_q(\mathbb{R}, N)\) is a time-dependent chain

\[
\hat{\nu}(d): \mathbb{R} \to \Xi^p_q(M): t \mapsto \hat{\nu}(t, \cdot)(d(t)).
\] (137)

The integral of a form \(A \in \Phi^p_q(M)\) on this chain is the function

\[
\int_{\hat{\nu}(d)} A = \int_d \hat{\nu}^* A: \mathbb{R} \to \mathbb{R}: t \mapsto \int_{d(t)} (\hat{\nu}^* A)_t.
\] (138)

From a time-dependent chain \(d \in \Xi^p_{q-1}(\mathbb{R}, N)\) and a field \(X: M \to V\) we construct the time-dependent current

\[
X \wedge \hat{\nu}(d): \Phi^q_p(M) \to \mathbb{R}: A \mapsto \int_{X \wedge \hat{\nu}(d)} A = \int_{\hat{\nu}(d)} i_X A.
\] (139)

18. Reference frames and electromagnetic objects.

Electromagnetic phenomena are represented in relation to a reference frame by the following time-dependent forms on \(N\).

1. The electric field — a time-dependent even 1-form

\[
E = \hat{\nu}^*_{i_U} F.
\] (140)

2. The magnetic induction — a time-dependent even 2-form

\[
B = \hat{\nu}^* F.
\] (141)

3. The electric induction — a time-dependent odd 2-form

\[
D = \hat{\nu}^* G.
\] (142)

4. The magnetic field — a time-dependent odd 1-form

\[
H = \hat{\nu}^*_{i_U} G.
\] (143)

5. The charge — a time-dependent odd 3-form

\[
Q = \hat{\nu}^* J.
\] (144)

6. The current — a time-dependent odd 2-form

\[
J = \hat{\nu}^*_{i_U} J.
\] (145)

7. The electric potential — a time-dependent function

\[
U = \hat{\nu}^*_{i_U} A.
\] (146)

8. The vector potential — a time-dependent even 1-form

\[
A = -\hat{\nu}^* A.
\] (147)
These symbolic definitions are expressed by the following more explicit relations:

\[ E: \mathbb{R} \times N \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w, o) \mapsto F(y + ct u, u, w, [u, o]), \]  
\[ B: \mathbb{R} \times N \times W \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, o) \mapsto F(y + ct u, w_1, w_2, [u, o]), \]  
\[ D: \mathbb{R} \times N \times W \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, o) \mapsto G(y + ct u, w_1, w_2, [u, o]), \]  
\[ H: \mathbb{R} \times N \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w, o) \mapsto G(y + ct u, u, w, [u, o]), \]  
\[ Q: \mathbb{R} \times N \times W \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, w_3, o) \mapsto J(y + ct u, w_1, w_2, w_3, [u, o]), \]  
\[ J: \mathbb{R} \times N \times W \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w_1, w_2, o) \mapsto J(y + ct u, u, w_1, w_2, [u, o]), \]  
\[ U: \mathbb{R} \times N \times \mathcal{O}(W) \to \mathbb{R}: (t, y, o) \mapsto A(y + ct u, u, [u, o]), \]  

and

\[ A: \mathbb{R} \times N \times W \times \mathcal{O}(W) \to \mathbb{R}: (t, y, w, o) \mapsto -A(y + ct u, w, [u, o]). \]

Even objects \( E, B, U, \) and \( A \) can be replaced by mappings

\[ \tilde{E}: \mathbb{R} \times N \rightarrow \Lambda^1_\mathcal{Y} W^*, \]  
\[ \tilde{B}: \mathbb{R} \times N \rightarrow \Lambda^2_\mathcal{Y} W^*, \]  
\[ \tilde{U}: \mathbb{R} \times N \rightarrow \mathbb{R}, \]  

and

\[ \tilde{A}: \mathbb{R} \times N \rightarrow \Lambda^3_\mathcal{Y} W^*. \]

19. Reference frames and integral relations..

We list the well known integral relations relative to a reference frame.

(1) Faraday–Lenz:

\[ \frac{1}{c} \int_d B + \int_{\partial d} \left( E + \frac{1}{c} i y B \right) = 0. \]  

The symbol \( d \) denotes a moving even 2-chain in \( N \) and \( Y: \mathbb{R} \times N \to W \) is the velocity field. At each point of the moving boundary \( \partial d \) the combination \( E + \frac{1}{c} i y B \) is the electric field in the rest frame of the point.

(2) No magnetic poles:

\[ \int_{\partial d} B = 0. \]  

Here, \( d \) denotes a moving even 3-chain in \( N \).

(3) Ampère:

\[ \frac{1}{c} \int_d D - \int_{\partial d} \left( H + \frac{1}{c} i y D \right) = -\frac{4\pi}{c} \int_d \left( J + \frac{1}{c} i y Q \right). \]  

The symbol \( d \) denotes a moving odd 2-chain in \( N \) and \( Y: \mathbb{R} \times N \to W \) is the velocity field. The better known version

\[ \frac{1}{c} \int_d D - \int_{\partial d} H = -\frac{4\pi}{c} \int_d J \]  

applies to stationary chains with \( Y = 0 \).

(4) Gauss:

\[ \int_{\partial d} D = 4\pi \int_d Q. \]  

The symbol \( d \) denotes a moving odd 3-chain in \( N \).
The first two integral relations are derived from

\[ \int \partial c F = 0. \tag{165} \]

Starting with a constant chain \( d_0 \in \Xi_e^2(N) \) and a flow \( \eta: \mathbb{R} \times N \to N \) we introduce a time-dependent chain

\[ d: \mathbb{R} \to \Xi_e^2(N); t \mapsto \hat{\eta}(t, d_0) \tag{166} \]
denoted by \( \hat{\eta}(d_0) \). The mapping

\[ \hat{\eta}: \mathbb{R} \times N \times \mathcal{O}(W) \to N \times \mathcal{O}(W); (t, y, o) \mapsto (\eta(t, y), o) \tag{167} \]
is used. The velocity field in \( N \) associated with the flow \( \eta \) is the time-dependent vector field

\[ Y: \mathbb{R} \times N \to W; (t, y) \mapsto \left( \frac{\partial}{\partial t} \eta(t, \cdot) \right) \left( \eta(t, \cdot)^{-1}(y) \right). \tag{168} \]
The mapping \( \eta(t, \cdot) \) is assumed to be a diffeomorphism for each \( t \). The vector field

\[ X: M \to V; x \mapsto u + c^{-1}Y(\tau(x), \vartheta(x)) \tag{169} \]
is the velocity field in \( M \). The mapping

\[ \xi: \mathbb{R} \times M \to M; (s, x) \mapsto \eta \left( \tau(x) + c^{-1}s, \eta(\tau(x), \cdot)^{-1}(\vartheta(x)) \right) \tag{170} \]
is the flow in \( M \) for this velocity field. The field is related to the flow by

\[ X(x) = \frac{\partial}{\partial s} \xi(s, x) \big|_{s=0}. \tag{171} \]

Setting \( c = X \wedge \hat{\nu}(d) \) we arrive at

\[ \int \partial c F = \int \partial (X \wedge \hat{\nu}(d)) F = \int X \wedge \hat{\nu}(d) \, dF = \int \hat{\nu}(d) \, i_X dF = \int \hat{\nu}(d) \, dX F - \int \hat{\nu}(d) \, i_X F. \tag{172} \]

The first integral involves the Lie derivative

\[ d_X F = \frac{d}{ds} \xi(s, \cdot)^* F \big|_{s=0}. \tag{173} \]

This integral is a function of time since \( \hat{\nu}(d) \) is a time dependent chain. The following precise expression

\[ \int \hat{\nu}(d) \, d_X F: \mathbb{R} \to \mathbb{R} \]

\[ : t \mapsto \int \hat{\nu}(t, d(t)) \, d_X F = \int \hat{\nu}(t, d(t)) \, \frac{d}{ds} \xi(s, \cdot)^* F \big|_{s=0} = \frac{\partial}{\partial s} \int_{d_0} \left( \xi(s, \cdot) \circ \hat{\nu}(t, \cdot) \circ \hat{\eta}(t, \cdot) \right)^* F \big|_{s=0} \tag{174} \]
is obtained for this function. The mapping

\[ \hat{\xi}: \mathbb{R} \times M \times \mathcal{O}(V) \to M \times \mathcal{O}(V); (s, x, o) \mapsto (\xi(s, x), o) \tag{175} \]
is used. The derivation of the final expression

\[
\frac{\partial}{\partial s} \int_{d_0} \left( \hat{\xi}(s, \cdot) \circ \hat{\nu}(t, \cdot) \circ \hat{\eta}(t, \cdot) \right)^* F \bigg|_{s=0} = \frac{1}{c} \frac{d}{dt} \int_{d_0} \left( \hat{\nu}(t, \cdot) \circ \hat{\eta}(t, \cdot) \right)^* F
\]

\[
= \frac{1}{c} \frac{d}{dt} \int_{\hat{\eta}(t,d_0)} \hat{\nu}(t, \cdot)^* F
\]

\[
= \frac{1}{c} \frac{d}{dt} \int_{d(t)} B_t
\]

(176)

for the value of the integral at \(t\) is based on

\[
(\xi(s, \cdot) \circ \nu(t, \cdot) \circ \eta(t, \cdot))(y) = \xi(s, \nu(t, \eta(t,y))) = \xi(s, \eta(t,y) + ctu) = \eta(t + c^{-1}s, y) + (ct + s)u.
\]

(177)

For the expression \(\hat{\nu}^* d_{I_2} F\) we have

\[
\hat{\nu}^* d_{I_2} F = d\hat{\nu}^* i_2 X F = d \left( E + c^{-1} i_Y B \right).
\]

(178)

Hence,

\[
\int_{\partial(X \wedge \hat{\nu}(d))} F; t \mapsto \frac{1}{c} \frac{d}{dt} \int_{d(t)} B_t + \int_{\partial d(t)} \left( E_t + c^{-1} i_Y B_t \right).
\]

(179)

The Faraday-Lenz relation follows from (165).

Starting with a time-dependent chain \(d \in \Xi_2^2(\mathbb{R}, N)\) and \(c = \hat{\nu}(d)\) we derive the equality

\[
\int_{\partial c} F = \int_{\partial \hat{\nu}(d)} F = \int_{\hat{\nu}(d)} dF = \int_{\hat{\nu}(d)} \hat{\nu}^* dF = \int_{\hat{\nu}(d)} d\nu^* F = \int_{\hat{\nu}(d)} \nu^* F = \int_{\hat{\nu}(d)} B = \int_{\hat{\nu}(d)} B.
\]

(180)

The equality (161) follows from (165).

The Ampère law (162) is derived from

\[
\int_{\partial c} G = -\frac{4\pi}{c} \int_{c} J.
\]

(181)

Its derivation is analogous to the derivation of the Faraday-Lenz relation. Starting with a chain \(d_0 \in \Xi_2^2(N)\) and a flow \(\eta: \mathbb{R} \times N \to N\) we obtain the expressions

\[
\int_{\partial(X \wedge \hat{\nu}(d))} G; t \mapsto \frac{1}{c} \frac{d}{dt} \int_{d(t)} D_t + \int_{\partial d(t)} \left( H_t + c^{-1} i_Y(t) D_t \right)
\]

(182)

and

\[
\int_{X \wedge \hat{\nu}(d)} J = \int_{\hat{\nu}(d)} \hat{\nu}^* i_2 X J; t \mapsto \int_{d(t)} \left( J_t + c^{-1} i_Y(t) Q_t \right).
\]

(183)

The Ampère law follows from (181).

Choosing a chain \(d \in \Xi_2^2(N)\) and setting \(c = \hat{\nu}(d)\) we obtain

\[
\int_{\partial c} G = \int_{\partial \hat{\nu}(d)} G = \int_{\partial d} D
\]

(184)

and

\[
\int_{c} J = \int_{\hat{\nu}(d)} J = \int_{d} \hat{\nu}^* J = \int_{d} Q.
\]

(185)

The Gauss law follows from (181).

20. Reference frames and Maxwell’s equations..
Maxwell’s equations

\[ \frac{1}{c} \partial_t B + dE = 0, \]  \hspace{1cm} (186)

\[ dB = 0, \]  \hspace{1cm} (187)

\[ \frac{1}{c} \partial_t D - \text{Div} H = -\frac{4\pi}{c} J, \]  \hspace{1cm} (188)

and

\[ \text{Div} \mathcal{D} = 4\pi \mathcal{Q} \]  \hspace{1cm} (189)

will be derived from Maxwell’s equations in \( M \).

Constitutive relations

\[ \mathcal{D} = \left( \wedge^1_h^{-1} \circ \vec{E} \right) \otimes \sqrt{|h|}, \]  \hspace{1cm} (190)

and

\[ \mathcal{H} = \left( \wedge^2_h^{-1} \circ \vec{B} \right) \otimes \sqrt{|h|} \]  \hspace{1cm} (191)

and also equations

\[ E = \frac{1}{c} \partial_t A - dU \]  \hspace{1cm} (192)

and

\[ B = dA \]  \hspace{1cm} (193)

will be derived.

21. Derivation of Maxwell’s equations.

Equations

\[ \frac{1}{c} \partial_t B + dE = 0 \]  \hspace{1cm} (194)

and

\[ dB = 0 \]  \hspace{1cm} (195)

follow from

\[ dF = 0, \]  \hspace{1cm} (196)

\[ dF(y + c t u, w_1, w_2, [u, o]) = \frac{d}{ds} F(y + c t u + s w_1, w_2, [u, o]) \big|_{s=0} - \frac{d}{ds} F(y + c t u + s w_1, w_2, [u, o]) \big|_{s=0} \]

\[ + \frac{d}{ds} F(y + c t u + s w_1, w_2, [u, o]) \big|_{s=0} \]

\[ = \frac{1}{c} \frac{\partial}{\partial t} B(t, y, w_1, w_2, o) - \frac{d}{ds} E(t, y + s w_1, w_2, o) \big|_{s=0} \]

\[ + \frac{d}{ds} E(t, y + s w_1, w_2, o) \big|_{s=0} \]

\[ = \frac{1}{c} \partial_t B(t, y, w_1, w_2, o) - dE(t, y, w_1, w_2, o), \]  \hspace{1cm} (197)

and

\[ dF(y + c t u, w_1, w_2, w_3, [u, o]) = \frac{d}{ds} F(y + c t u + s w_1, w_2, w_3, [u, o]) \big|_{s=0} - \frac{d}{ds} F(y + c t u + s w_1, w_2, w_3, [u, o]) \big|_{s=0} \]

\[ + \frac{d}{ds} F(y + c t u + s w_1, w_2, w_3, [u, o]) \big|_{s=0} \]

\[ = \frac{d}{ds} B(t, y + s w_1, w_2, w_3, o) - \frac{d}{ds} B(t, y + s w_1, w_2, w_3, o) \big|_{s=0} \]

\[ + \frac{d}{ds} B(t, y + s w_1, w_2, w_3, o) \big|_{s=0} \]

\[ = dB(t, y, w_1, w_2, w_3, o). \]  \hspace{1cm} (198)
Equations

\[ \frac{1}{c} \partial_t D - dH = - \frac{4\pi}{c} J \] (199)

and

\[ dD = 4\pi Q \] (200)

follow from

\[ dG = - \frac{4\pi}{c} J, \] (201)

\[ dG(y + ctu, u, w_1, w_2, [u, o]) = \partial_t D(t, y, w_1, w_2, o) - dH(t, y, w_1, w_2, o), \] (202)

and

\[ dG(y + ctu, w_1, w_2, w_3, [u, o]) = dD(t, y, w_1, w_2, w_3, o). \] (203)

These equations are converted to

\[ \frac{1}{c} \partial_t D - \text{Div} H = - \frac{4\pi}{c} J \] (204)

and

\[ \text{Div} D = 4\pi Q. \] (205)

Equations

\[ E = \frac{1}{c} \partial_t A - dU \] (206)

and

\[ B = dA \] (207)

follow from

\[ F = dA, \] (208)

\[ dA(y + ctu, u, w_1, w_2, w_3, [u, o]) = \frac{d}{ds} A(y + ctu + su, w_1, w_2, w_3, [u, o])|_{s=0} - \frac{d}{ds} A(y + ctu + sw_1, w_2, w_3, [u, o])|_{s=0} \]

\[ = \frac{1}{c} \partial_t A(t, y, w_1, w_2, w_3, o) - dU(t, y, w_1, w_2, w_3) \] (209)

and

\[ dA(y + ctu, w_1, w_2, [u, o]) = \frac{d}{ds} A(y + ctu + sw_1, w_2, [u, o])|_{s=0} - \frac{d}{ds} A(y + ctu + sw_2, w_1, [u, o])|_{s=0} \]

\[ = \frac{d}{ds} A(t, y, w_1, w_2, w_3, o) - \frac{d}{ds} A(t, y + sw_2, w_1, o)|_{s=0} \] (210)

We start with the constitutive relation in the form

\[ \mathcal{G}(y + ctu) = \left( \wedge^2 c^{-1} \tilde{F}(y + ctu) \right) \otimes \sqrt{|g|}. \] (211)

If

\[ \wedge^2 c^{-1} \tilde{F}(y + ctu) = \left[ (u, w, [u, o]) + \sum_{i=1}^{n} \lambda_i(w_i^1, w_i^2, [u, o]) \right], \] (212)

then

\[ \mathcal{D}(t, y) = [w, o] \otimes \sqrt{|h|}, \] (213)

\[ \mathcal{H}(t, y) = [\sum_{i=1}^{n} \lambda_i(w_i^1, w_i^2, o)] \otimes \sqrt{|h|}. \] (214)
Hence,
\[ \tilde{F}(y + ctu) = \wedge^2 \tilde{g} \left( [(u, w, [u, o]) + \sum_{i=1}^{n} \lambda_i(w_i^1, w_i^2, [u, o'])] \right). \]  
(215)

For each vector \( w' \) in \( W \) and each orientation \( o' \) of \( W \) we have
\[ \tilde{F}(y + ctu)(u, w', [u, o']) = F(y + ctu, u, w', [u, o']) = E(t, y, w', o') = \tilde{E}(t, u)(w', o') \]  
(216)

and
\[ \wedge^2 \tilde{g} \left( [(u, w, [u, o]) + \sum_{i=1}^{n} \lambda_i(w_i^1, w_i^2, [u, o'])] \right) (u, w', [u, o']) = \langle g(w), w' \rangle \\
= -\langle h(w), w' \rangle \\
= -\wedge^1 h([(w, o)])(w', o'). \]  
(217)

Hence,
\[ \tilde{E}(t, u)(w', o') = -\wedge^1 h([(w, o)])(w', o'), \]  
(218)
\[ \tilde{E}(t, u) = -\wedge (w, o)), \]  
(219)
\[ \wedge^1 h^{-1}(\tilde{E}(t, u)) = -[(w, o)], \]  
(220)

and
\[ \wedge^1 h^{-1}(\tilde{E}(t, u)) \otimes \sqrt{|h|} = -[(w, o)] \otimes \sqrt{|h|} = \overline{D}(t, y). \]  
(221)

We have obtained the constitutive relation
\[ \overline{D} = \left( \wedge^1 h^{-1} \circ \tilde{E} \right) \otimes \sqrt{|h|}. \]  
(222)

For each pair of vectors \( w_1 \) and \( w_2 \) in \( W \) and each orientation \( o' \) of \( W \) we have
\[ \tilde{F}(y + ctu)(w_1, w_2, [u, o']) = F(y + ctu, w_1, w_2, [u, o']) = B(t, y, w_1, w_2, o') = \tilde{B}(t, y)(w_1, w_2, o') \]  
(223)

and
\[ \wedge^2 \tilde{g} \left( [(u, w, [u, o]) + \sum_{i=1}^{n} \lambda_i(w_i^1, w_i^2, [u, o'])] \right) (w_1, w_2, [u, o']) \\
= \sum_{i=1}^{n} \lambda_i \left( \langle g(w_i^1), w_1 \rangle \langle g(w_i^2), w_2 \rangle - \langle g(w_i^1), w_2 \rangle \langle g(w_i^2), w_1 \rangle \right) \\
= \sum_{i=1}^{n} \lambda_i \left( \langle h(w_i^1), w_1 \rangle \langle h(w_i^2), w_2 \rangle - \langle h(w_i^1), w_2 \rangle \langle h(w_i^2), w_1 \rangle \right) \\
= \sum_{i=1}^{n} \lambda_i \wedge^2 h([(w_i^1, w_i^2, o')])(w_1, w_2, o'). \]  
(224)

Hence,
\[ \tilde{B}(t, u)(w_1, w_2, o') = \sum_{i=1}^{n} \lambda_i \wedge^2 h([(w_i^1, w_i^2, o')])(w_1, w_2, o'), \]  
(225)
\[ \tilde{B}(t, u) = \sum_{i=1}^{n} \lambda_i \wedge^2 h([(w_i^1, w_i^2, o')]), \]  
(226)
\[ \wedge^2 h^{-1}(\tilde{B}(t, u)) = \sum_{i=1}^{n} \lambda_i([(w_i^1, w_i^2, o')]), \]  
(227)

and
\[ \wedge^2 h^{-1}(\tilde{B}(t, u)) \otimes \sqrt{|h|} = \sum_{i=1}^{n} \lambda_i([(w_i^1, w_i^2, o')]) \otimes \sqrt{|h|} = \overline{H}(t, y). \]  
(228)

We have derived the constitutive relation
\[ \overline{H} = \left( \wedge^2 h^{-1} \circ \tilde{B} \right) \otimes \sqrt{|h|}. \]  
(229)
22. Traditional formulation of Maxwell’s equations.

By using the Weyl isomorphism, the metric $h$, and the metric volume form $\sqrt{|h|}$ physical objects are usually identified as scalars, pseudoscalars, vectors, and pseudovectors. The scalar product and the vector product are used. The identifications used in traditional formulations of electrodynamics are listed in the following table. The \textit{temporal parity} is also listed.

| The object | is identified as | temporal parity |
|------------|-----------------|----------------|
| The even 1-form $E$ | a vector field | $\vec{E}$ | odd |
| The even 2-form $B$ | a pseudovector field | $\vec{B}$ | even |
| The odd 2-form $D$ | a vector field | $\vec{D}$ | odd |
| The odd 1-form $H$ | a pseudovector field | $\vec{H}$ | even |
| The odd 3-form $Q$ | a scalar field | $Q$ | odd |
| The odd 2-form $J$ | a vector field | $\vec{J}$ | even |
| The even 0-form $U$ | a scalar field | $U$ | odd |
| The even 1-form $A$ | a vector field | $\vec{A}$ | even |

Temporal parity of objects is determined by inspecting the response to time reflection. The \textit{time reflection} relative to an inertial frame is represented in $M$ and in $\mathbb{R} \times N$ by the transformations

$$\varphi: M \rightarrow M: x \mapsto x - 2(g(u), x - x_0)u$$

(230)

and

$$\psi: \mathbb{R} \times N \rightarrow \mathbb{R} \times N: (t, y) \mapsto (-t, y)$$

(231)

with derivatives

$$D\varphi: M \times V \rightarrow V: (x, v) \mapsto v - 2(g(u), v)u$$

(232)

and

$$D\psi: \mathbb{R} \times N \times \mathbb{R} \times W \rightarrow \mathbb{R} \times W: (t, y, t', w) \mapsto (-t', w).$$

(233)

Note that these mappings are involutions and that $\det(D\varphi(x, \cdot)) = -1$.

Here are the effects of the time reflection applied to the forms $F, G, J,$ and $A$:

$$\varphi^*F(x, v_1, v_2, o) = F(\varphi(x), D\varphi(x, v_1), D\varphi(x, v_2), [D\varphi(x, \cdot)](o))$$

$$= F(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, o),$$

(234)

$$\varphi^*G(x, v_1, v_2, o) = G(\varphi(x), D\varphi(x, v_1), D\varphi(x, v_2), [D\varphi(x, \cdot)](o))$$

$$= -G(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, o),$$

(235)

$$\varphi^*J(x, v_1, v_2, v_3, o) = J(\varphi(x), D\varphi(x, v_1), D\varphi(x, v_2), D\varphi(x, v_3), [D\varphi(x, \cdot)](o))$$

$$= -J(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, v_3 - 2(g(u), v_3)u, o),$$

(236)

and

$$\varphi^*A(x, v, o) = A(\varphi(x), D\varphi(x, v), [D\varphi(x, \cdot)](o))$$

$$= A(x - 2(g(u), x - x_0)u, v - 2(g(u), v)u, o).$$

(237)

The time reflection transformation rules for $E, B, D, H, Q, J, U,$ and $A$ are obtained from

$$\psi^*E(t, y, w, o) = \hat{v}^*i_{\hat{u}}\varphi^*F(t, y, w, o)$$

$$= \varphi^*F(y + ctu, u, [u, o])$$

$$= F(y - ctu, -u, [u, o])$$

$$= -E(-t, y, w,o),$$

(238)
\[ \psi^* B(t, y, w_1, w_2, o) = \nu^* \varphi^* F(t, y, w_1, w_2, o) \\
= \varphi^* F(y + ctu, w_1, w_2, [u, o]) \\
= F(y - ctu, w_1, w_2, [u, o]) \\
= B(-t, y, w_1, w_2, o), \] (239)

\[ \psi^* D(t, y, w_1, w_2, o) = \nu^* \varphi^* G(t, y, w_1, w_2, o) \\
= \varphi^* G(y + ctu, w_1, w_2, [u, o]) \\
= -G(y - ctu, w_1, w_2, [u, o]) \\
= -D(-t, y, w_1, w_2, o), \] (240)

\[ \psi^* H(t, y, w, o) = \nu^* i_U \varphi^* G(t, y, w, o) \\
= \varphi^* G(y + ctu, u, w, [u, o]) \\
= -G(y - ctu, -u, w, [u, o]) \\
= H(-t, y, w, o), \] (241)

\[ \psi^* Q(t, y, w_1, w_2, w_3, o) = \nu^* \varphi^* J(t, y, w_1, w_2, w_3, o) \\
= \varphi^* J(y + ctu, w_1, w_2, w_3, [u, o]) \\
= -J(y - ctu, w_1, w_2, w_3, [u, o]) \\
= -Q(-t, y, w_1, w_2, w_3, o), \] (242)

\[ \psi^* J(t, y, w_1, w_2, o) = \nu^* i_U \varphi^* J(t, y, w_1, w_2, o) \\
= \varphi^* J(y + ctu, u, w_1, w_2, [u, o]) \\
= -J(y - ctu, -u, w_1, w_2, [u, o]) \\
= J(-t, y, w_1, w_2, o), \] (243)

\[ \psi^* U(t, y, o) = \nu^* i_U \varphi^* A(t, y, o) \\
= \varphi^* A(y + ctu, u, [u, o]) \\
= A(y - ctu, -u, [u, o]) \\
= -U(-t, y, o), \] (244)

and

\[ \psi^* A(t, y, w, o) = \nu^* \varphi^* A(t, y, w, o) \\
= \varphi^* A(y + ctu, w, [u, o]) \\
= A(y - ctu, w, [u, o]) \\
= A(-t, y, w, o). \] (245)

The equations

\[ \frac{1}{c} \partial_t \vec{B} + \vec{\nabla} \times \vec{E} = 0, \] (246)

\[ \vec{\nabla} \cdot \vec{B} = 0, \] (247)
\[ \partial_t \vec{D} - \vec{\nabla} \times \vec{H} = -\frac{4\pi}{c} \vec{J}, \]  
\[ \vec{\nabla} \cdot \vec{D} = 4\pi Q, \]  
\[ \vec{E} = \frac{1}{c} \partial_t \vec{A} - \vec{\nabla} U, \]  
\[ \vec{B} = \vec{\nabla} \times \vec{A}, \]  
are the Maxwell’s equations in the traditional form. The vector operator \( \vec{\nabla} \) replaces the exterior differential \( d \). These are the equations found in standard texts of electrodynamics such as *Classical Electrodynamics* by John David Jackson [10] and *Field Theory* by L. D. Landau and E. M. Lifshitz [11]. Below is the table of parity determinations extracted from the two texts.

| The object | is identified as | temporal parity |
|------------|-----------------|----------------|
| The even 1-form \( E \) | a vector field | \( \vec{E} \) even |
| The even 2-form \( B \) | a pseudovector field | \( \vec{B} \) odd |
| The odd 2-form \( D \) | a vector field | \( \vec{D} \) even |
| The odd 1-form \( H \) | a pseudovector field | \( \vec{H} \) odd |
| The odd 3-form \( Q \) | a scalar field | \( Q \) even |
| The odd 2-form \( J \) | a vector field | \( \vec{J} \) odd |
| The even 0-form \( U \) | a scalar field | \( U \) even |
| The even 1-form \( A \) | a vector field | \( \vec{A} \) odd |

The temporal parities of all objects in this table are opposite to the ones in our list based on the assumption that the electromagnetic field \( F \) is an even form and the electromagnetic induction \( G \) is an odd form.

**B. Electrodynamics with relativistic orientations.**

23. Orientation in the Minkowski space-time. Let \( V \) be a vector space of dimension 4 with a Minkowski metric \( g: V \to V^* \) of signature \((1,3)\). The *Lorentz group* for this space is the group of linear automorphisms

\[ \mathbb{G}(V,g) = \{ \rho \in \mathbb{G}(V); \rho^* \circ g \circ \rho = g \}. \]  

A linear automorphism \( \eta: V \to \mathbb{R}^4 \) is called a *Lorentz frame* if

\[ \eta^* \circ g \circ \eta^{-1} \begin{pmatrix} v_0 \\ v_1 \\ v_2 \\ v_3 \end{pmatrix} = \begin{pmatrix} v_0 \\ -v_1 \\ -v_2 \\ -v_3 \end{pmatrix} \]  
for each vector

\[ \begin{pmatrix} v_0 \\ v_1 \\ v_2 \\ v_3 \end{pmatrix} \in \mathbb{R}^4. \]  

We denote by \( \mathbb{F}(V,g) \) the space of Lorentz frames. This space is a homogeneous space for the group \( \mathbb{G}(V,g) \) with the natural group action

\[ \mathbb{G}(V,g) \times \mathbb{F}(V,g) \to \mathbb{F}(V,g): (\rho, \xi) \mapsto \xi \circ \rho^{-1}. \]  

The *light cone*

\[ C = \{ v \in V; \langle g(v), v \rangle = 0 \} \]
divides the space \( V \) in three disjoint connected regions. There is the region
\[
S = \{ v \in V; \langle g(v), v \rangle < 0 \}
\] (258)
of space-like vectors and the region
\[
T = \{ v \in V; \langle g(v), v \rangle > 0 \}
\] (259)
of time-like vectors. This region is the union of two disjoint regions \( T_1 \) and \( T_2 \).

The group \( G(V,g) \) has four connected components:
\[
C^E(V,g) = \{ \rho \in G(V,g); \det(\rho) = 1, \rho(T_1) = T_1 \},
\]
(260)
\[
C^T(V,g) = \{ \rho \in G(V,g); \det(\rho) = -1, \rho(T_1) = T_2 \},
\]
(261)
\[
C^S(V,g) = \{ \rho \in G(V,g); \det(\rho) = -1, \rho(T_1) = T_1 \},
\]
(262)
and
\[
C^{TS}(V,g) = \{ \rho \in G(V,g); \det(\rho) = 1, \rho(T_1) = T_2 \}.
\]
(263)
The component of the unit element \( C^E(V,g) \) is a normal subgroup denoted by \( G^E(V,g) \).

The set of orientations
\[
O(V,g) = F(V,g)/G^E(V,g)
\]
(264)
has four elements. This set is a homogeneous space for the quotient group \( H(V,g) = G(V,g)/G^E(V,g) \). The quotient group is commutative. Its elements are the four components \( C^E(V,g), C^T(V,g), C^S(V,g), \) and \( C^{TS}(V,g) \) denoted simply by \( E, T, S, \) and \( TS \) respectively. The element \( E = C^E(V,g) \) is the unit and all elements are involutions.

The composition rule of \( T \) with \( S \) is incorporated in the notation used.

There is an ordered base \( (u_0, u_1, u_2, u_3) \) of \( V \) associated with each frame \( \eta \). If
\[
\eta(v) = \begin{pmatrix} v^0 \\ v^1 \\ v^2 \\ v^3 \end{pmatrix},
\]
(265)
then \( v = u_\kappa v^\kappa \). For each \( \rho \in G(V,g) \) the base \( (\rho(u_0), \rho(u_1), \rho(u_2), \rho(u_3)) \) is associated with the frame \( \eta \circ \rho^{-1} \) if \( (u_0, u_1, u_2, u_3) \) is the base associated with \( \eta \). Orthonormality relations
\[
\langle g(u_\kappa), u_\lambda \rangle = \begin{cases} 1, & \text{if } \lambda = \kappa = 0 \\ -1, & \text{if } \lambda = \kappa \neq 0 \\ 0, & \text{if } \lambda \neq \kappa \end{cases}
\]
(266)
follow from (254).

24. Multicovectors in the Minkowski space...

A relativistic \( q \)-covector in the Minkowski vector space \( V \) is a mapping
\[
a: V^q \times O(V,g) \to \mathbb{R}.
\]
(267)
This mapping is \( q \)-linear and totally antisymmetric in its vector arguments. A \( q \)-covector \( a \) is said to have even temporal parity if
\[
a(v_0, v_1, v_2, v_3, T_0) = a(v_0, v_1, v_2, v_3, o).
\]
(268)
It is said to have odd temporal parity, if
\[
a(v_0, v_1, v_2, v_3, T_0) = -a(v_0, v_1, v_2, v_3, o).
\]
(269)
It is said to have **even spatial parity**, if

\[
 a(v_0, v_1, v_2, v_3) = a(v_0, v_1, v_2, v_3).
\]  

It is said to have **odd spatial parity**, if

\[
 a(v_0, v_1, v_2, v_3) = -a(v_0, v_1, v_2, v_3).
\]  

Relativistic \( q \)-covectors with different parities form four distinct vector spaces \( \wedge_{e,e}^q V^*, \wedge_{o,e}^q V^*, \wedge_{e,o}^q V^*, \wedge_{o,o}^q V^* \). The first of the two subscripts identifies the temporal parity and the second identifies the spatial parity of the forms. The **exterior product** of relativistic multicovectors is defined as in (10) and has the usual properties. The parities of the exterior products of multicovectors are indicated in the following table.

| \( \wedge_{e,e}^q V \) | \( \wedge_{o,e}^q V \) | \( \wedge_{e,o}^q V \) | \( \wedge_{o,o}^q V \) |
|----------------------|----------------------|----------------------|----------------------|
| \( \wedge_{1,e}^q (V) \) | \( \wedge_{1,o}^q (V) \) | \( \wedge_{o,e}^q (V) \) | \( \wedge_{o,o}^q (V) \) |
| \( \wedge_{1,e}^q (V) \) | \( \wedge_{1,o}^q (V) \) | \( \wedge_{o,e}^q (V) \) | \( \wedge_{o,o}^q (V) \) |
| \( \wedge_{1,o}^q (V) \) | \( \wedge_{1,e}^q (V) \) | \( \wedge_{o,e}^q (V) \) | \( \wedge_{o,o}^q (V) \) |
| \( \wedge_{1,o}^q (V) \) | \( \wedge_{1,e}^q (V) \) | \( \wedge_{o,e}^q (V) \) | \( \wedge_{o,o}^q (V) \) |

Elements of a base \( \{e^0, e^1, e^2, e^3\} \) dual to a base \( \{o_0, e_1, e_2, e_3\} \) of \( V \) define covectors

\[
 e_{e,e}^5 : V \times O(V, g) \to \mathbb{R} : (v, o) \mapsto \langle e^5, v \rangle
\]  

of parity \( e, e \). The base is not necessarily orthonormal. The use of orthonormal bases offers no simplification. In addition to this base we choose an orientation \( o \in O(V, g) \) and introduce \( 0 \)-covectors \( e_{p,p} \) defined by

\[
 e_{e,e}(o) = 1, \quad e_{e,e}(To) = 1, \quad e_{e,e}(So) = 1, \quad \text{and} \quad e_{e,e}(TSo) = 1, \quad (273)
\]

\[
 e_{o,e}(o) = 1, \quad e_{o,e}(To) = -1, \quad e_{o,e}(So) = 1, \quad \text{and} \quad e_{o,e}(TSo) = -1, \quad (274)
\]

\[
 e_{e,o}(o) = 1, \quad e_{e,o}(To) = 1, \quad e_{e,o}(So) = -1, \quad \text{and} \quad e_{e,o}(TSo) = -1, \quad (275)
\]

\[
 e_{o,o}(o) = 1, \quad e_{o,o}(To) = -1, \quad e_{o,o}(So) = 1, \quad \text{and} \quad e_{o,o}(TSo) = 1. \quad (276)
\]

The covectors \( e_{p,p} \) could be characterized as the \( 0 \)-covectors of parity \( p, p \) such that

\[
 e_{p,p}(o) = 1. \quad (277)
\]

Each \( q \)-covector of parity \( p, p \) has a representation as the combination

\[
 a = \frac{1}{q!} a_{\kappa_1 \kappa_2 \ldots \kappa_q} e_{p,p}^{\kappa_1 \kappa_2 \ldots \kappa_q} \quad (278)
\]

of \( q \)-covectors

\[
 e_{p,p}^{\kappa_1 \kappa_2 \ldots \kappa_q} = e_{p,p}^{\kappa_1} \wedge e_{e,e}^{\kappa_2} \wedge \ldots \wedge e_{e,e}^{\kappa_q}.
\]

Antisymmetric coefficients in this combination are unique. A base is extracted from each of the systems by selecting elements with superscripts forming ascending sequences

\[
 \kappa_1 < \kappa_2 < \ldots < \kappa_q.
\]
The spaces of relativistic multicovectors have dimensions
\[
\dim(\wedge_{p,p}^q V^*) = \binom{4}{q},
\] (281)

Each of the relativistic orientations in \( \mathcal{O}(V,g) \) is included in one of the elements of the set \( \mathcal{O}(V) \). It follows that it makes sense to assign to each multicovector defined on orientations in \( \mathcal{O}(V) \) a multicovector defined on relativistic orientations. The inclusions \( C_T(V,g) \subset C^p(V) \) and \( C^S(V,g) \subset C^p(V) \) imply that an even \( q \)-covector will be assigned an element in \( \wedge_{e,e}^q(V) \) and an odd \( q \)-covector will be assigned an element in \( \wedge_{o,o}^q(V) \).

The metric volume \( \sqrt{|g|} \) defined in Section 5 is an odd 4-covector. It is interpreted as an element of the space \( \wedge_{o,o}^4 \).

The group \( G(V,g) \) has natural representations in the spaces \( \wedge_{p,p}^q V^* \). A Lorentz transformation \( \rho \in G(V,g) \) applied to a \( q \)-covector \( a \) produces the \( q \)-covector
\[
(\rho^{-1})^* a : V^q \times \mathcal{O}(V,g) \to \mathbb{R}
\]
\[
: (v_1, v_2, \ldots, v_q, o) \mapsto a(\rho^{-1}(v_1), \rho^{-1}(v_2), \ldots, \rho^{-1}(v_q), [\rho](o)),
\] (282)
where \([\rho]\) is the class of \( \rho \) in the quotient group \( H(V,g) = G(V,g)/GE(V,g) \). We introduce the index \( \text{idx}_{p,p}(\rho) \) of a Lorentz transformation \( \rho \) in terms of the result
\[
(\rho^{-1})^* a : \mathcal{O}(V,g) \to \mathbb{R} : a(\rho)(o) \mapsto a([\rho](o)) = \text{idx}_{p,p}(\rho)
\] (283)
of the transformation applied to a 0-covector
\[
a : \mathcal{O}(V,g) \to \mathbb{R}
\] (284)
of parity \( p,p \). The values of the index are listed in the following table.

| \( \rho \in E \) | \( \rho \in T \) | \( \rho \in S \) | \( \rho \in TS \) |
|----------------|----------------|----------------|----------------|
| \( \text{idx}_{e,e}(\rho) \) | 1 | 1 | 1 | 1 |
| \( \text{idx}_{o,e}(\rho) \) | 1 | -1 | 1 | 1 |
| \( \text{idx}_{e,o}(\rho) \) | 1 | 1 | -1 | -1 |
| \( \text{idx}_{o,o}(\rho) \) | 1 | -1 | -1 | 1 |

In terms of the index the result of the application of a Lorentz transformation \( \rho \) to a \( q \)-covector \( a \) of parity \( p,p \) is the \( q \)-covector
\[
(\rho^{-1})^* a : V^q \times \mathcal{O}(V,g) \to \mathbb{R}
\]
\[
: (v_1, v_2, \ldots, v_q, o) \mapsto \text{idx}_{p,p}(a(\rho^{-1}(v_1), \rho^{-1}(v_2), \ldots, \rho^{-1}(v_q)), o).
\] (285)
25. Multivectors in the Minkowski space-time..

We consider again the space $K(V^q \times O(V,g))$ of formal linear combinations of sequences

$$(v_1, v_2, \ldots, v_q, o) \in V^q \times O(V,g).$$

(286)

In the space $K(V^q \times O(V,g))$ we introduce subspaces

$$A_{p,p}^q(V) = \left\{ \sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o_i) \in K(V^q \times O(V)); \sum_{i=1}^n \lambda_i a(v_i^1, v_i^2, \ldots, v_i^q, o_i) = 0 \right\} \quad \text{for each } a \in \wedge^q_p V^*,$$

(287)

We then define quotient spaces

$$\wedge^q_{p,p} V = K(V^q \times O(V))/A_{p,p}^q(V).$$

(288)

Elements of spaces $\wedge^q_{p,p} V$ are $q$-vectors of parity $p,p$.

Evaluation of $q$-covectors on sequences $(v_1, v_2, \ldots, v_q, o) \in V^q \times O(V,g)$ extends to linear combinations and their equivalence classes. If $w$ is a $q$-vector represented by the linear combination

$$\sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o_i)$$

(289) and $a$ is a $q$-covector of the same parity as $w$, then

$$\langle a, w \rangle = \sum_{i=1}^n \lambda_i a(v_i^1, v_i^2, \ldots, v_i^q, o_i)$$

(290) is the evaluation of $a$ on $w$. We have constructed pairings

$$\langle \cdot, \cdot \rangle: \wedge^q_{p,p} V^* \times \wedge^q_{p,p} V \to \mathbb{R}.$$  

(291)

Let $\{e_0, e_1, e_2, e_3\}$ be a base of $V$ and let $o$ be an orientation of $(V,g)$. Each $q$-vector $w$ has a representation as the combination

$$w = \frac{1}{q!} w_{\kappa_1 \kappa_2 \ldots \kappa_q} e_{p,p}^{e_{\kappa_1 \kappa_2 \ldots \kappa_q}}$$

(292) with unique antisymmetric coefficients. The $q$-vectors

$$e_{e_{\kappa_1 \kappa_2 \ldots \kappa_q}}$$

(293) are equivalence classes in $\wedge^q_{p,p} V$ of the sequences

$$(e_{\kappa_1}, e_{\kappa_2}, \ldots, e_{\kappa_q}, o).$$

(294)

of elements of the base $\{e_0, e_1, e_2, e_3\}$ and the orientation $o$. The coefficients in the formula (292) are obtained from

$$w_{\kappa_1 \kappa_2 \ldots \kappa_q} = \langle e_{p,p}^{e_{\kappa_1 \kappa_2 \ldots \kappa_q}}, w \rangle.$$  

(295)

The spaces $\wedge^q_{p,p} V$ have the dimension

$$\dim(\wedge^q_{p,p} V) = \binom{4}{q}.$$  

(296)

The sets

$$\{e_{p,p}^{e_{\kappa_1 \kappa_2 \ldots \kappa_q}}\}_{\kappa_1 < \kappa_2 < \ldots < \kappa_q}$$

(297) of independent multivectors form bases of these spaces.

Let $w$ be a $q$-vector represented by the linear combination

$$\sum_{i=1}^n \lambda_i(v_i^1, v_i^2, \ldots, v_i^q, o_i).$$

(298)
The image of this multivector by an automorphism \( \rho \in \mathbf{G}(V) \) is the multivector \( \rho_*w \) represented by the combination
\[
\sum_{i=1}^n \lambda_i(\rho(v_1^i), \rho(v_2^i), \ldots, \rho(v_n^i), [\rho(o^i)]),
\]
where \([\rho]\) is again the class of \( \rho \) in the quotient group \( \mathbf{H}(V) = \mathbf{G}(V)/\mathbf{G}^E(V) \). If \( w \in \Lambda^q_{\rho,p}V \), then the multivector \( \rho_*w \) is represented by
\[
\text{idx} \sum_{i=1}^n \lambda_i(\rho(v_1^i), \rho(v_2^i), \ldots, \rho(v_n^i), o^i).
\]

It follows from the definition (290) that the pairings (291) are invariant in the sense that
\[
\langle (\rho^{-1})_*a, \rho_*w \rangle = \langle a, w \rangle.
\]

26. Differential forms in the Minkowski space-time.

A relativistic differential \( q \)-form on the Minkowski space-time \( M \) is a differentiable function
\[
A: M \times V^4 \times \mathbf{O}(V, g) \to \mathbb{R}
\]
multilinear and totally antisymmetric in its vector arguments. A differential form \( A \) is said to have even temporal parity if
\[
A(x, v_0, v_1, v_2, v_3, To) = A(x, v_0, v_1, v_2, v_3, o).
\]
It is said to have odd temporal parity, if
\[
A(x, v_0, v_1, v_2, v_3, To) = -A(x, v_0, v_1, v_2, v_3, o).
\]
It is said to have even spatial parity, if
\[
A(x, v_0, v_1, v_2, v_3, So) = A(x, v_0, v_1, v_2, v_3, o).
\]
It is said to have odd spatial parity, if
\[
A(x, v_0, v_1, v_2, v_3, So) = -A(x, v_0, v_1, v_2, v_3, o).
\]

For each degree \( q \) there are four spaces \( \Phi^q_{e,e}, \Phi^q_{o,e}, \Phi^q_{e,o}, \Phi^q_{o,o} \) of forms of different parities. As in the case of \( q \)-covectors the first of the two subscripts identifies the temporal parity and the second identifies the spatial parity of the forms. The parities of the exterior product of forms are listed in the following table.

| \( \Phi^q_{e,e}(M) \) | \( \Phi^q_{e,o}(M) \) | \( \Phi^q_{o,e}(M) \) | \( \Phi^q_{o,o}(M) \) |
|----------------------|----------------------|----------------------|----------------------|
| \( \Phi^q_{e,e}(M) \) | \( \Phi^q_{e,e}+q_2(M) \) | \( \Phi^q_{e,o}+q_2(M) \) | \( \Phi^q_{o,o}+q_2(M) \) |
| \( \Phi^q_{e,e}(M) \) | \( \Phi^q_{e,o}+q_2(M) \) | \( \Phi^q_{e,o}+q_2(M) \) | \( \Phi^q_{o,o}+q_2(M) \) |
| \( \Phi^q_{e,e}(M) \) | \( \Phi^q_{o,e}+q_2(M) \) | \( \Phi^q_{e,o}+q_2(M) \) | \( \Phi^q_{o,o}+q_2(M) \) |
| \( \Phi^q_{e,o}(M) \) | \( \Phi^q_{o,e}+q_2(M) \) | \( \Phi^q_{o,e}+q_2(M) \) | \( \Phi^q_{o,o}+q_2(M) \) |

The exterior differential of a form preserves the parity of the original form.

27. Vector densities and Weyl duality.

Differentiable mappings
\[
\overline{\mathbf{A}}: M \to \Lambda^3_{\rho,e}V \otimes \Lambda^4_{\rho,o}V^*
\]

(307)
play the role of \( q \)-vector densities. A 0-vector density is called a scalar density.

The Weyl isomorphism is used to associate with an \((4-q)\)-form \( A \) a \( q \)-vector density

\[
\mathbf{A}: M \to \wedge_2^q V \otimes \wedge_4^q V^* \tag{308}
\]
defined by

\[
\mathbf{A} = \text{We}_q^{-1} \circ \mathbf{A} \tag{309}
\]
and called the relativistic Weyl dual of \( A \). If \( \mathbf{A} \) is the relativistic Weyl dual of an \((m-q)\)-form \( A \), then the relativistic Weyl dual of the \((m-q+1)\)-form \( dA \) is a \((q-1)\)-vector density denoted by \( \text{Div} \mathbf{A} \). Thus,

\[
\text{Div} \mathbf{A} = \text{We}_{q+1}^{-1} \circ d(\text{We}_q \circ \mathbf{A}). \tag{310}
\]

\[28\text{. Transformation properties of forms and densities.}\]

Let \( M \) be an affine space modelled on a vector space \( V \). A mapping \( \varphi: M \to M \) is said to be affine if there is a linear mapping \( \chi: V \to V \) such that

\[
\varphi(x') - \varphi(x) = \chi(x' - x). \tag{311}
\]
If the mapping \( \chi: V \to V \) satisfying the above condition exists, then it is unique. It is called the linear part of the affine mapping \( \varphi \) and is denoted by \( \overline{\varphi} \).

An affine mapping \( \varphi \) is invertible if and only if its linear part \( \overline{\varphi} \) is invertible. If \( \varphi \) is invertible then \( \varphi^{-1} \) is an affine mapping and \( \varphi^{-1} = (\overline{\varphi})^{-1} \).

An affine mapping \( \varphi \) is differentiable. Its differential and its linear part are related by

\[D\varphi(x,v) = \overline{\varphi}(v). \tag{312}\]

Let \( M \) be the Minkowski space-time of special relativity. A Poincaré transformation is an affine mapping \( \varphi: M \to M \) such that \( \overline{\varphi} \) is a Lorentz transformation. Poincaré transformations form a group denoted by \( \mathbb{P}(M,g) \).

A Poincaré transformation \( \varphi \) applied to a \( q \)-form \( A \) produces the \( q \)-form \( \tilde{A} \)

\[
(\varphi^{-1})^* A: M \times V^q \times O(V,g) \to \mathbb{R}
\]

\[
: (x,v_1, \ldots, v_q, o) \mapsto A(\varphi^{-1}(x), \overline{\varphi}^{-1}(x,v_1), \ldots, \overline{\varphi}^{-1}(x,v_q), \overline{\varphi}(o)), \tag{313}
\]
where \( [\overline{\varphi}] \) is the class of \( \overline{\varphi} \) in the quotient group \( H(V,g) = G(V,g)/G^E(V,g) \).

The pull back \((\varphi^{-1})^* A\) of a \( q \)-form \( A \) represented by the mapping \( \tilde{A} \) is represented by

\[
(\varphi^{-1})^* \tilde{A}: M \to \wedge_2^q V^*: x \mapsto (\varphi^{-1})^* \tilde{A}(\varphi^{-1}(x)). \tag{314}
\]

The pull back of a \( 4 \)-form \( E \) of parity \( o,o \) is the form \( E \) itself. A \( q \)-vector field

\[
W: M \to \wedge_0^q V \tag{315}
\]
transforms according to the rule

\[
\varphi_* W: M \to \wedge_0^q V: x \mapsto \overline{\varphi}_* W(\varphi^{-1}(x)). \tag{316}
\]

A \( q \)-vector density \( \tilde{A} \) can be composed as a tensor product

\[
W \otimes \tilde{E}: M \to \wedge_0^q V \otimes \wedge_4^q V^*: x \mapsto W(x) \otimes \tilde{E}(x) \tag{317}
\]
of a \( q \)-vector field \( W \) and a scalar density \( \tilde{E} \). This tensor product follows the transformation rule

\[
\varphi_* (W \otimes \tilde{E}) = \varphi_* W \otimes (\varphi^{-1})^* \tilde{E} \tag{318}
\]
or

\[ \varphi^*(W \otimes \overline{E}) : M \rightarrow \bigwedge^q V \otimes \bigwedge^m V^* : x \mapsto | \det(D\varphi^{-1}(x,\cdot))|^{-1}D\varphi(x,\cdot)^* W(\varphi^{-1}(x)) \otimes \overline{E}(\varphi^{-1}(x)). \]  

(319)

In Schouten’s terminology a scalar density is a covariant \( W \)-vector or a scalar density of weight 1. A \( q \)-vector density is a contravariant \( q \)-vector density of weight 1.

The invariance property

\[ (\varphi^{-1})^* A = \varphi^* A. \]  

(320)

of Weyl duality is a direct consequence of the invariance of the Weyl isomorphism.

29. Space-time parity of electromagnetic objects.

We will see that the assignments

\[ F \in \Phi^2_{o,e}, \quad G \in \Phi^2_{e,0}, \quad J \in \Phi^3_{e,o}, \quad A \in \Phi^1_{o,e}. \]  

(321)

of parities of electromagnetic fields result in parities postulated in the literature.

30. Time reflection and electromagnetic objects.

Temporal parity of objects is determined by inspecting the response to time reflection. The \textit{time reflection} relative to an inertial frame is represented in \( M \) and in \( \mathbb{R} \times N \) by the transformations

\[ \varphi: M \rightarrow M: x \mapsto x - 2(g(u), x - x_0)u \]  

(322)

and

\[ \psi: \mathbb{R} \times N \rightarrow \mathbb{R} \times N: (t, y) \mapsto (-t, y) \]  

(323)

with linear parts

\[ \overline{\varphi}: M \times V \rightarrow V: (x, v) \mapsto v - 2(g(u), v)u \]  

(324)

and

\[ \overline{\psi}: \mathbb{R} \times N \times \mathbb{R} \times W \rightarrow \mathbb{R} \times W: (t, y, \delta t, w) \mapsto (-\delta t, w). \]  

(325)

Note that these mappings are involutions and that \( \overline{\varphi} \in T \). Hence,

\[ \text{idx}_{e,e} = 1, \quad \text{idx}_{o,e} = -1, \quad \text{idx}_{e,o} = 1, \quad \text{idx}_{o,o} = -1, \]  

(326)

Here are the effects of the time reflection applied to the forms \( F, G, J, \) and \( A \):

\[ \varphi^* F(x, v_1, v_2, o) = F(\varphi(x), \overline{\varphi}(v_1), \overline{\varphi}(v_2), [\overline{\varphi}(o)]) \]
\[ = \text{idx}_{e,o}(\overline{\varphi}) F(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, o) \]
\[ = -F(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, o), \]  

(327)

\[ \varphi^* G(x, v_1, v_2, o) = G(\varphi(x), \overline{\varphi}(v_1), \overline{\varphi}(v_2), [\overline{\varphi}(o)]) \]
\[ = \text{idx}_{e,0}(\overline{\varphi}) G(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, o) \]
\[ = G(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, o), \]  

(328)

\[ \varphi^* J(x, v_1, v_2, v_3, o) = J(\varphi(x), \overline{\varphi}(v_1), \overline{\varphi}(v_2), \overline{\varphi}(v_3), [\overline{\varphi}(o)]) \]
\[ = \text{idx}_{e,0}(\overline{\varphi}) J(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, v_3 - 2(g(u), v_3)u, o) \]
\[ = J(x - 2(g(u), x - x_0)u, v_1 - 2(g(u), v_1)u, v_2 - 2(g(u), v_2)u, v_3 - 2(g(u), v_3)u, o), \]  

(329)

and

\[ \varphi^* A(x, v, o) = A(\varphi(x), \overline{\varphi}(v), [\overline{\varphi}(o)]) \]
\[ = \text{idx}_{e,e}(\overline{\varphi}) A(x - 2(g(u), x - x_0)u, v - 2(g(u), v)u, o) \]
\[ = -A(x - 2(g(u), x - x_0)u, v - 2(g(u), v)u, o). \]  

(330)
The time reflection transformation rules for $E$, $B$, $D$, $H$, $Q$, $J$, $U$, and $A$ are obtained from

\begin{align}
\psi^* E(t, y, w, o) &= \hat{\nu}^* t \psi^* F(t, y, w, o) \\
&= \varphi^* F(y + ctu, u, [u, o]) \\
&= -F(y - ctu, -u, [u, o]) \\
&= E(-t, y, w, o), \tag{331}
\end{align}

\begin{align}
\psi^* B(t, y, w_1, w_2, o) &= \hat{\nu}^* \varphi^* F(t, y, w_1, w_2, o) \\
&= \varphi^* F(y + ctu, w_1, w_2, [u, o]) \\
&= -F(y - ctu, w_1, w_2, [u, o]) \\
&= -B(-t, y, w_1, w_2, o), \tag{332}
\end{align}

\begin{align}
\psi^* D(t, y, w_1, w_2, o) &= \hat{\nu}^* \varphi^* G(t, y, w_1, w_2, o) \\
&= \varphi^* G(y + ctu, w_1, w_2, [u, o]) \\
&= G(y - ctu, w_1, w_2, [u, o]) \\
&= D(-t, y, w_1, w_2, o), \tag{333}
\end{align}

\begin{align}
\psi^* H(t, y, w, o) &= \hat{\nu}^* \varphi^* G(t, y, w, o) \\
&= \varphi^* G(y + ctu, u, [u, o]) \\
&= G(y - ctu, -u, [u, o]) \\
&= -H(-t, y, w, o), \tag{334}
\end{align}

\begin{align}
\psi^* Q(t, y, w_1, w_2, w_3, o) &= \hat{\nu}^* \varphi^* J(t, y, w_1, w_2, w_3, o) \\
&= \varphi^* J(y + ctu, w_1, w_2, w_3, [u, o]) \\
&= J(y - ctu, w_1, w_2, w_3, [u, o]) \\
&= Q(-t, y, w_1, w_2, w_3, o), \tag{335}
\end{align}

\begin{align}
\psi^* J(t, y, w_1, w_2, o) &= \hat{\nu}^* \varphi^* J(t, y, w_1, w_2, o) \\
&= \varphi^* J(y + ctu, w_1, w_2, [u, o]) \\
&= J(y - ctu, w_1, w_2, [u, o]) \\
&= -J(-t, y, w_1, w_2, o), \tag{336}
\end{align}

\begin{align}
\psi^* U(t, y, o) &= \hat{\nu}^* \varphi^* A(t, y, o) \\
&= \varphi^* A(y + ctu, u, [u, o]) \\
&= -A(y - ctu, -u, [u, o]) \\
&= U(-t, y, o), \tag{337}
\end{align}

and

\begin{align}
\psi^* A(t, y, w, o) &= \hat{\nu}^* \varphi^* A(t, y, w, o) \\
&= \varphi^* A(y + ctu, w, [u, o]) \\
&= -A(y - ctu, w, [u, o]) \\
&= -A(-t, y, w, o). \tag{338}
\end{align}

The derived time reflection transformation rules are exactly the ones postulated by Jackson and Landau and Lifshitz.
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