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ABSTRACT: We explore a way of universal quantum computation with particles which cannot occupy the same position simultaneously and are symmetric under exchange of particle labels. Therefore the associated creation and annihilation operators are neither bosonic nor fermionic. In this work we first show universality of our method and numerically address several examples. We demonstrate dynamics of a Bloch electron system from a viewpoint of adiabatic quantum computation. In addition we provide a novel Majorana fermion system and analyze phase transitions with spin-coherent states and the time average of the OTOC (out-of-time-order correlator). We report that a first-order phase transition is avoided when it evolves in a non-stoquastic manner and the time average of the OTOC diagnoses the phase transitions successfully.
1 Yet Another Imitation Game

Physics is a study on the computational principles of nature and on the algorithms implemented by an as-yet-unknown way. Future developments in quantum devices will help us explore many body systems. Technically there are two ways to simulate quantum physical dynamics of particles with quantum computers. An orthodox one is to prepare circuits exactly like the way real things work. The second is to create circuits so that the desired outcomes should be obtained. Physicists prefer the former idea and want to fingerprint their models or to find novel physical aspects which may be testable by experiments. Programmers prefer the latter. Instead of going to tiny theoretical details, they feel happy as long as their programs work without bugs. Programmers are unlikely to find new physics, but could find efficient ways to reproduce precise results. Some of the key criteria for accepting a theoretical model of physics are whether its descriptions and predictions are consistent with experimental results. We now ask the question, "Can a technically valid algorithm be scientifically sound?" An algorithm which is capable of accurately reproducing results would have a chance of predicting phenomena in a way that they seem consistent with experiment, even if real things do not actually obey it.

The new form of the problem can be described in terms of the 'imitation game [1]." It is played with three people, an experimental physicist (A), a programmer (B), and an interrogator (C) who is a theoretical physicist and know them by labels X and Y. Suppose both of A and B have sufficient skills in their own fields, but may be less
familiar with the other fields. The experimenter is allowed to use any experimental device and material, and the programmer is allowed to access the internet and any computing devise. The interrogator stays in a room apart from the other two and put questions about physics to A and B. The object of the game for the interrogator is to determine which of the other two is the experimental physicist and which is the programmer. Though the programmer is not necessarily an expert of physics, he/she might manage to find the best algorithm which approximates experimental results well. At the end of the game, A and B submit their results, based on which the interrogator says either "X is A and Y is B" or "X is B and Y is A." If the interrogator cannot reliably tell the programmer from the experimenter, the programmer is said to have succeeded in "coding nature".

2 Quantum Field Computation

2.1 Preliminaries

A quantum computer consists of a many particle system, thereby allows us to study more about the advanced properties of materials and molecules, and also to explore fundamental physics. Quantum field theory (QFT) is a powerful tool to address countably or uncountably many particles. Indeed it has had a major impact in condensed matter, cosmology, high energy physics and even pure mathematics. The question whether QFTs can be efficiently simulated by quantum computers was raised by Feynman [2]. According to Deutsch [3], the quantum version of Church-Turing thesis [4, 5] states that "Every finitely realizable physical system can be perfectly simulated by a universal model computing machine operating by finite means". Here a finitely realizable physical system includes any experimentally testable physical object. Usually a quantum computer works on a graph consisting of a fixed number of particles. Quantum algorithms which simulate the dynamics of quantum lattice systems with a fixed number of particles have been considered by many authors [6–8]. Although theories on a connected space and a discrete space look very different, some QFT on a connected space can be well approximated by quantum mechanics on a discrete system. For instance, scalar field theory can be precisely approximated with finitely many qubits by discretization of space via a lattice [9]. Moreover scattering in scalar field theory is also known to be BQP complete [10]. (A problems is in BQP if it is solvable in polynomial time with a quantum computer and it is BQP-hard if it is at least as hard as the hardest problems in BQP. A problem which is both BQP-hard and contained in BQP is called BQP-complete.) Those references imply that quantum algorithms are nice technological substitutes for QFT on a connected space. So this motivates us to consider QFT from a viewpoint of quantum computation. However, from a viewpoint of QFT, it is believed that a theory on a fixed-particle-number
Hilbert space is not powerful to describe high energy physics including cosmology and quantum gravity, where relativistic effects are dominant.

In this work we propose a universal quantum computation with unfixed number of particles. What is new to us is that our model is based on the dynamics of somewhat unphysical particles that are neither bosonic nor fermionic. Those particles cannot occupy the same state and are symmetric under exchange of particle labels. They have the simplest representation and sufficient properties for universal computation. In practice, only two independent states are enough to do computation and generic linear combinations of them are essentially important to establish quantum supremacy. So particle statistics is not a main concern. Commutation relations of creation and annihilation operators would help one concentrate on coding. This is an advantage of our particles. Yet another question we should ask is whether such particles exist in a laboratory or nature. In later part of this note we will reproduce fermion dynamics with our particles. The fact that they exists in computer language leads us into our original, the "imitation game" played by physicists and programmers. In addition, our computational method is based on the idea of adiabatic quantum computation (AQC) [11, 12]. In general, AQC is as powerful as universal quantum computation when non-stoquastic Hamiltonian is used. In practice, however, the adiabatic condition is rarely satisfied and it remains open as to when such quasi-adiabatic dynamics can provide a computational advantage. One of the important aspects of AQC is quantum annealing [13], which is a metaheuristic algorithm to solve combinatorial optimization problems by changing the parameters adiabatically or even non-adiabatically. Measurements on the current quantum annealer [14, 15] are done only in the standard computational basis, thereby the Hamiltonian is stoquastic. Although it is speculated that quantum speedup is realized with stoquastic Hamiltonian, quantum annealing attracts interests of many authors and many applications have been developed [16, 17].

The rest of this piece is orchestrated as follows. Section 2 includes a short review on quantum computation and describes the universality of a computational method by means of a particle that cannot occupy the same state simultaneously and are symmetric under exchange of particle labels. In Sec. 3, we numerically investigate some basic properties of our quantum computation. There we carefully address a Bloch electron system with open boundary condition and study the probability of finding the eigenstates of the tight-binding Hamiltonian. Moreover in Sec. 4, we address phase transition associated with our quantum algorithm. We provide several models which experience first-order and second-order phase transitions and show quantum speedup is realized when non-stoquastic Hamiltonian is used. Finally in Sec. 5 we present several future directions of research.
2.2 Computation with Elemental Fields

We first formulate quantum field theoretical computation on a lattice. In the standard physics literature, particles are generally classified into two categories: bosonic or fermionic. Bosons are particles that obey the Bose-Einstein statistics, can occupy the same state simultaneously and are symmetric under exchange of particle labels\(^1\). On the other hand, fermions obey the Fermi-Dirac statistics, cannot occupy the same state simultaneously and are anti-symmetric under exchange of particle labels\(^2\). When it comes to coding, fermionic operators are not good since they produce negative signs, which trigger coding errors. Bosonic operators can solve this problem, but they occupy the same state simultaneously, hence there exist some inactive particles that consume memory. Therefore, a simple question may come to our mind: is there any particles that cannot occupy the same state simultaneously and are symmetric under exchange of particle labels? A simple way to construct such particles is as follows. Let \(a^\dagger\) and \(a\) be the 0-dimensional fermionic creation and annihilation operators whose representations are

\[
a = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \quad a^\dagger = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}.
\]

(2.1)

Then \(a^\dagger + a\) corresponds to the Pauli \(X\) operator and \([a, a^\dagger]\) corresponds to the Pauli \(Z\) operator. Let \(a_i, a_i^\dagger\) be the annihilation and creation operators acting on the Hilbert space of \(i\)-th particle:

\[
a_i := 1 \otimes \cdots \otimes 1 \otimes a \otimes 1 \otimes \cdots \otimes 1,
\]

\[
a_i^\dagger := 1 \otimes \cdots \otimes 1 \otimes a^\dagger \otimes 1 \otimes \cdots \otimes 1,
\]

(2.2)

(2.3)

which obey \([a_j, a_i^\dagger] = Z_i \delta_{ij}, \ [a_i^\dagger, a_j^\dagger] = [a_i, a_j] = 0\) and \(a_i^\dagger a_j^\dagger = a_j a_i = 0\) for all \(i, j\). Note that \(\{a_i, a_j\} \neq \delta_{ij}\) for different \(i, j\). We denote by \(n_i = a_i^\dagger a_i\) the number operator. So a general state in a system with size \(L\) is a superposition of

\[
|n_1 \cdots n_L\rangle
\]

(2.4)

and the vacuum state is \(|\emptyset\rangle = |0 \cdots 0\rangle\) which vanishes \(a_i |\emptyset\rangle = 0\) by any \(a_i\). A particle \(a_i^\dagger |\emptyset\rangle = |1_i\rangle\) created at \(i\) disappears when \(a_i^\dagger\) acts on the same state again due to \(a_i^\dagger a_i^\dagger = 0\). Regarding a two particle state \(|1_i, 1_j\rangle = a_i^\dagger a_j^\dagger |\emptyset\rangle\), one cannot tell one particle from another because of the commutation relation \(a_i^\dagger a_j^\dagger = a_j a_i^\dagger\) at different sites \((i \neq j)\). Therefore the creation and annihilation operators describe particles which cannot occupy the same position simultaneously and particles labels are indistinguishable.

A common interpretation of those operators is that \(a_i, a_i^\dagger\) annihilates/creates the \(z\)-spin at \(i\), respectively. One may wonder if multiple fermions can be addressed with \(a_i, a_i^\dagger\), but any operation can be reconstructed by them as we discuss below.

\(^1\)\([a_i, a_j^\dagger] = \delta_{ij}, [a_i, a_j] = [a_i^\dagger, a_j^\dagger] = 0\) for bosons

\(^2\)\(\{a_i, a_j\} = \delta_{ij}, \{a_i, a_j\} = \{a_i^\dagger, a_j^\dagger\} = 0\) for fermions
2.3 Universality

Universality of quantum computation can be described in two ways. In a strong sense it means one can obtain any unitary operation, and in a weak sense it means one can get any desired probability distribution. Since wave functions are not physical observables, the latter is adequate for practical use. We first show our model is as powerful as universal computation in the following sense.

**Theorem 2.1.** Let \( \{ x_i \}_{i=1}^M \) and \( \{ x'_j \}_{j=1}^N \) be coordinates of \( M \) and \( N \) particles on a discrete system. Any operator \( O \) on a discrete system can be written with \( a_x, a_x^\dagger \) in such a way that

\[
O = \sum_{M=0, N=0}^{x_1, x'_1, \ldots, x_M, x'_{N}} A_{MN}(x_1, \ldots, x_M, x'_1, \ldots, x'_N)a^\dagger_{x_1} \cdots a^\dagger_{x_M}a_{x'_1} \cdots a_{x'_N}.
\] (2.5)

**Proof.** Proof can be done by induction. Let \( |\psi_{x_1, \ldots, x_M}⟩ = \prod_{i=1}^M a^\dagger_{x_i}|\emptyset⟩ \) be a \( M \)-particle state. The zero particle state corresponds to the vacuum \( |\psi_0⟩ = |\emptyset⟩ \). Clearly it is always possible to assign \( \langle \emptyset | O | \emptyset \rangle \) with any value, by choosing some \( A_{00} \). Suppose the same things are true for matrix elements \( \langle \psi_{x_1, \ldots, x_M} | O | \psi'_{x'_1, \ldots, x'_N}⟩ \) of all \( M \) and \( N \) particle states satisfying \( M < K, N \leq L \) or \( M \leq K, N < L \). Then we obtain

\[
\langle \psi_{x_1, \ldots, x_K} | O | \psi'_{x'_1, \ldots, x'_L}⟩ = L!K!A_{KL}(x_1, \ldots, x_K, x'_1, \ldots, x'_L)
\]

+ terms with \( A_{MN} \) for \( M < K, N \leq L \) or \( M \leq K, N < L \).

(2.6)

By choosing appropriate \( A_{KL} \), one can assign the right hand side with any desired value. Therefore, with an appropriate set of coefficients \( \{ A_{MN} \} \), any operation \( O \) can be approximated by some combinations of creation and annihilation operators.

Thanks to this theorem, one can realize any Hamiltonian thereby approximate any result of quantum computation. More simply, it is also possible to construct a universal gate set. For example, the CNOT operator acting on different \( i, j \) cites can be represented by

\[
\text{CNOT} = \frac{1}{2}(1 + [a_i, a_i^\dagger]) + \frac{1}{2}(1 - [a_i, a_i^\dagger])(a_j + a_j^\dagger)
\]

\[
= 1 - n_i + n_i(a_j + a_j^\dagger)
\] (2.7)

Since any \( n \)-qubit unitary gate can be well simulated by CNOT and a single qubit gates, we can create a universal gate set by \( \{ a_i, a_i^\dagger \} \). Any unitary operator can be created by some algebraic operation to \( a \) defined over \( \mathbb{C} \) and, in this sense, \( a \) is the primary operator of quantum computation.

In what follows we give another representation of universal computation with \( \{ a_i, a_i^\dagger \} \). To this end, we begin with several operators [12]:

---
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The clock Hamiltonian $H_{\text{clock init}} = H_{\text{input}} + H_{\text{clock}}$

2. $H_{\text{final}} = H_{\text{prop}} + H_{\text{input}} + H_{\text{clock}}$

3. $H_{\text{prop}} = \frac{1}{2} \sum_{\tau=1}^{L} H_{\tau}$

And consider the total Hamiltonian defined by

$$H(t) = (1 - t)H_{\text{init}} + tH_{\text{final}}, \quad t \in [0, 1].$$  \hspace{1cm} (2.8)

The clock Hamiltonian $H_{\text{clock}}$

$$H_{\text{clock}} = \sum_{\tau=1}^{L-1} |0_\tau 1_{\tau+1}\rangle_c \langle 0_\tau 1_{\tau+1}|$$  \hspace{1cm} (2.9)

has the correct clock state as its ground state. Here $|0_\tau 1_{\tau+1}\rangle_c$ denotes Feynman’s clock register [18]. The clock register can be more simply written as $|\tau\rangle \langle \tau - 1| = |1_{\tau-1}1_\tau 0_{\tau+1}\rangle_c \langle 1_{\tau-1}0_{\tau+1} 0_\tau|$, for example. Since the initial clock state is 0 at $\tau = 0$,

$$H_{\text{clock init}} = |1_1\rangle_c \langle 1_1|$$  \hspace{1cm} (2.10)

assigns 0 to the correct initial state, otherwise 1. Moreover, at the initial time,

$$H_{\text{input}} = \sum_{i=1}^{N} |i\rangle \langle 1_i| \otimes |0_1\rangle_c \langle 0_1|$$  \hspace{1cm} (2.11)

gives 0 if all qubits used for computation are 0, otherwise 1. So the ground states of $H_{\text{init}}$ has 0 as the corresponding eigenvalue. A family of unitary operations $\{U_{\tau}\}_{\tau=1}^{L}$ can be accommodated into $\{H_{\tau}\}_{\tau=1}^{L}$ in such a way that

$H_{1} = 1 \otimes |0_1 0_2\rangle_c \langle 0_1 0_2| - U_1 \otimes |1_1 0_2\rangle_c \langle 1_1 0_2| + 1 \otimes |1_1 0_2\rangle_c \langle 1_1 0_2|$

$H_{\tau} = 1 \otimes |1_{\tau-1}0_{\tau+1}\rangle_c \langle 1_{\tau-1}0_{\tau+1}| - U_{\tau} \otimes |1_{\tau-1}1_\tau 0_{\tau+1}\rangle_c \langle 1_{\tau-1}1_\tau 0_{\tau+1}|$

$$- U_{\tau}^\dagger \otimes |1_{\tau-1}0_{\tau+1}\rangle_c \langle 1_{\tau-1}0_{\tau+1}| + 1 \otimes |1_{\tau-1}1_\tau 0_{\tau+1}\rangle_c \langle 1_{\tau-1}1_\tau 0_{\tau+1}|$$

$H_{L} = 1 \otimes |1_{L-1}0_{L}\rangle_c \langle 1_{L-1}0_{L}| - U_{L} \otimes |1_{L-1}1_{L}\rangle_c \langle 1_{L-1}1_{L}|$

$$- U_{L}^\dagger \otimes |1_{L-1}0_{L}\rangle_c \langle 1_{L-1}0_{L}| + 1 \otimes |1_{L-1}1_{L}\rangle_c \langle 1_{L-1}1_{L}|$$  \hspace{1cm} (2.12)

Now we consider the representation by $\{a_i, a_i^\dagger\}$. It is easy to see that

$$H_{\text{clock}} \Leftrightarrow \sum_{\tau=1}^{L-1} (1 - n_{\tau}) n_{\tau+1}$$  \hspace{1cm} (2.13)

is 1 if and only if it acts on $|0_\tau 1_{\tau+1}\rangle_c$. And we find

$$H_{\text{clock init}} \Leftrightarrow n_1$$  \hspace{1cm} (2.14)
returns 1 if and only if it acts on $|1_i\rangle_c$. Moreover the input Hamiltonian corresponds to

$$H_{\text{input}} \Leftrightarrow \sum_{i=1}^{N} n_i \otimes (1 - n_i), \quad (2.15)$$

where $n_i$ acts on logical qubits and $1 - n_1$ acts on the clock state. As mentioned previously, any unitary operator $U_i$ can be reconstructed by CNOT and a single qubit operators. So each gate operation is, for example,

$$H_\tau \Leftrightarrow 1 \otimes n_{\tau-1}(1 - n_\tau)(1 - n_{\tau+1}) - U_\tau \otimes n_{\tau-1}a_\tau^\dagger (1 - n_{\tau+1})$$

$$- U_\tau^\dagger \otimes n_{\tau-1}a_\tau (1 - n_{\tau+1}) + 1 \otimes n_{\tau-1}n_\tau (1 - n_{\tau+1}). \quad (2.16)$$

In summary, we find that it is possible to do universal computation by $\{a_i, a_i^\dagger\}$. To implement the universal adiabatic quantum computation, we want to seek for the simplest Hamiltonian. It is known that the 5-local Hamiltonian above can be well approximated by the following QMA-complete 2-local Hamiltonian \[19\]

$$H = \sum_i h_{zi}Z_i + \sum_i h_{xi}X_i + \sum_{ij} J_{ij}Z_iZ_j + \sum_{ij} \Gamma_{ij}X_iX_j \quad (2.17)$$

$$= \sum_i h_{zi}[a_i, a_i^\dagger] + \sum_i h_{xi}(a_i + a_i^\dagger) + \sum_{ij} J_{ij}[a_i, a_j^\dagger][a_j, a_j^\dagger] + \sum_{ij} \Gamma_{ij}(a_i + a_i^\dagger)(a_j + a_j^\dagger). \quad (2.18)$$

Instead of using eigenvalues $s_i \in \{-1, +1\}$ of the spin $Z_i$ operator, we may use variables in $\{0, 1\}$, that are the eigenvalues of $\frac{1-Z_i}{2} = n_i$ operators. Then the corresponding representation of the Hamiltonian is

$$H = \sum_i h_{zi}n_i + \sum_i h_{xi}X_i + \sum_{ij} J_{ij}n_in_j + \sum_{ij} \Gamma_{ij}X_iX_j. \quad (2.19)$$

**Remark 2.2.** Another important way of quantum field theoretical universal computation is called matchgate \[20\]. Free fermions play a crucial role. A standard representation of the fermionic creation $b_j^\dagger$ and annihilation $b_j$ operators is given by the Jordan-Wigner representation \[21\]

$$b_j = Z_1Z_2\cdots Z_{j-1}a_j \quad b_j^\dagger = Z_1Z_2\cdots Z_{j-1}a_j^\dagger, \quad (2.20)$$

They obey $\{b_i, b_j^\dagger\} = \delta_{ij}$ and $\{b_i, b_j\} = 0$. And Majorana fermions are represented by

$$c_{2k-1} = b_k + b_k^\dagger \quad c_{2k} = -i(b_k - b_k^\dagger), \quad (2.21)$$

which satisfy $\{c_\mu, c_\nu\} = 2\delta_{\mu,\nu}$. 

---


2.4 Example

Combinatorial optimization is all about finding an optimal object from a finite set of objects. A lot of combinatorial optimization problems are NP-complete or NP-hard, and are widely studied from a perspective of computational complexity theory. One of the most famous examples of combinatorial optimization problems is the traveling salesman problem (TSP), which is NP-hard. As an example we formulate the TSP with our model. Let a salesman visit cities \( i = 1, \ldots, N \) step by step only one time. Let \( D_{ij} \) be the distance between \( i, j \), hence it is symmetric \( D_{ij} = D_{ji} \). Then the \( H_0 \) term which respects those constraints is given by

\[
H_0 = \sum_{t=1}^{N-1} \sum_{ij} D_{ij} n_{i,t+1} n_{j,t} + \sum_{t=1}^{N} \lambda_1(t) \left( \sum_{i} n_{i,t} - 1 \right) + \sum_{i=1}^{N} \lambda_2(i) \left( \sum_{t} n_{i,t} - 1 \right),
\]

where \( \lambda_1(t) \) and \( \lambda_2(i) \) are Lagrange multipliers. We redefine the operators by \( n_{i,t} = n_{i+N(t-1)} \) and label the problem by \( N^2 \) indexes. An eigenstate \( |\psi\rangle \) satisfying the equality constraints of \( H_0 \) looks like

\[
|\psi\rangle = \prod_{t=1}^{N} a_{i_t+N(t-1)}^\dagger |\emptyset\rangle, \quad \{i_t\}_t \subset \{1, 2, \ldots, N\}
\]

and has the corresponding eigenvalue

\[
\sum_{t=1}^{N-1} D_{i_{t+1}i_t}.
\]

Therefore the ground state of \( H_0 \) is the solution of the TSP. Many of generic classical combinatorial optimization problems are solvable with some \( H_0 = H_0(n) \). It is straightforward to translate Ising formulation of NP problems \cite{16} into ours.

3 Dynamics of the Butterfly

Another example of AQC is a study of quantum physics. The quantum annealing is commonly recognized as a solver of combinatorial optimization problems, and indeed we showed they can be solved in our way before. In addition to that, we show our method is also fairly useful to simulate fermionic systems. Although it would not be impossible to formulate fermionic systems with \( Z_i \) basis, coding can be messy in general. Here we aim at demonstrating a Bloch electron system under uniform magnetic flux \( \phi \) perpendicular to the system. This system is one of the most important ones in condensed matter physics. Especially the following Hamiltonian (3.1) is widely used for studying the two dimensional integer quantum Hall effect, which exhibits the most fundamental topological property, therefore plays a crucial
role to study not only general topological matter physics but also high energy physics and mathematical physics \[22–24\]. We define the coupling by the associated $U(1)$ gauge field $\theta$. Then the Hamiltonian is
\[
H_0 = -\left(\sum_{m,n} e^{2\pi i \theta_{m,n}^x} c_{m+1,n}^{\dagger} c_{m,n} + e^{2\pi i \theta_{m,n}^y} c_{m,n+1}^{\dagger} c_{m,n} + h.c\right), \tag{3.1}
\]
where $c_i, c_i^{\dagger}$ are fermionic annihilation and creation operators \{c_i, c_j\} = $\delta_{ij}$, \{c_i, c_j\} = \{c_i^{\dagger}, c_j^{\dagger}\} = 0. Now let us reproduce physics of this model with our method. To this end, we work on a tight-binding Hamiltonian on a two dimensional square lattice:
\[
\tilde{H}_0 = -\left(\sum_{\langle ij \rangle} \gamma_{ij} a_i^{\dagger} a_j + \gamma^*_{ji} a_j^{\dagger} a_i\right), \tag{3.2}
\]
where the summation is taken over the nearest neighbor pairs $i = (i_m, i_n)$. Then the tight-binding Hamiltonian can be written as
\[
\tilde{H}_0 = -\left(\sum_{m,n} e^{2\pi i \theta_{m,n}^x} a_{m+1,n}^{\dagger} a_{m,n} + e^{2\pi i \theta_{m,n}^y} a_{m,n+1}^{\dagger} a_{m,n} + h.c\right), \tag{3.3}
\]
where $(i_m, i_n)$ in (3.2) is abbreviated by $(m, n)$. For a single particle state
\[
|\phi\rangle = \sum_{m,n} \phi_{m,n} a_{m,n}^{\dagger} |\emptyset\rangle, \tag{3.4}
\]
the hopping energy from one site $a_{m,n}^{\dagger} |\emptyset\rangle = |m, n\rangle$ to another $|m + 1, n\rangle$ is
\[
\langle m + 1, n | \tilde{H}_0 | m, n \rangle = -e^{2\pi i \theta_{m,n}^x}, \tag{3.5}
\]
which corresponds to a matrix element of $H_0$.

In our case with boundary, the butterflies accommodate energy spectra of edge states.

Figure 1. Energy spectra of a Bloch electron system on a square lattice with fractional magnetic flux $\phi$ perpendicular to the system. $\phi$ runs over $1/101, 2/101, \cdots, 100/101$. The Landau gauge $(\theta_{m,n}^x, \theta_{m,n}^y) = (0, m\phi)$ was used for computation.
Fig. 2 shows the density distribution of the ground state of Bloch electrons on a 20 by 20 square lattice under uniform magnetic flux $\phi = 1/11$. The distribution is computed with the standard fermionic tight-binding Hamiltonian (3.1). Fig. 3 shows time dependence of the density distribution of the ground state of $H(t) = (1 - \Gamma(t))H_0 + \Gamma(t)H_1$ defined over the same lattice. At the initial time $t = 0$, the ground state of the ferromagnetic $H_1 = -XX$ interaction is uniformly distributed to all regions of the lattice. As time pass by, states gather at center of the bulk. Comparing Fig. 2 and the last figure in Fig. 3, we find that the model approximates the density distribution accurately at some large $t$.

The fractal structure in the figure is realized by the interplay of Bragg’s reflection and Landau’s quantization of Bloch electrons on a lattice [25]. It attracts the interest of many authors from viewpoints of condensed matter physics, high energy physics [26] and mathematical physics [22]. In our case with boundary, the butterflies accommodate energy spectra of edge states. The distribution is computed with the standard fermionic tight-binding Hamiltonian (3.1). Fig. 3 shows time dependence of the density distribution of the ground state of $H(t) = (1 - \Gamma(t))H_0 + \Gamma(t)H_1$ defined over the same lattice. At the initial time $t = 0$, the ground state of the ferromagnetic $H_1 = -XX$ interaction is uniformly distributed to all regions of the lattice. As time pass by, states gather at center of the bulk. We find that the model approximates the density distribution accurately at some large $t$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{density_distribution.png}
\caption{The density distribution of the ground state of Bloch electrons on a 20 by 20 square lattice under uniform magnetic flux $\phi = 1/11$.}
\end{figure}
Figure 3. Density distribution of the ground states of the Hamiltonian $H(t)$ with $\phi = 1/11$ on a 20 by 20 square lattice ($\Gamma(t) = e^{-t}, t \in [0, 20]$). Size of a disk represents the density.

Figure 4. $\Gamma(t) = e^{-t}, t \in [0, 7]$  

In general, performance of AQC depends on schedules. So in what follows we try several other choices and explore more on the schedule dependence of the probability. Let $\{E_i(t)\}$ be a one-parameter family of energy eigenvalues ($i = 0, \cdots, \text{dim } H(t)$) of $H(t)$. We define the energy gap between the ground state and the first excited state.
by
\[ \Delta = \inf_t (\mathcal{E}_1(t) - \mathcal{E}_0(t)). \] (3.6)

According to the adiabatic theorem, the ground state of the target Hamiltonian \( H_0 \) should be found with probability arbitrarily close to 1, after sufficiently long time \( T \gg O(1/\Delta^2) \). We address two cases: a finite schedule (\( \Gamma(\tau) = 0 \) at some \( \tau < \infty \)) and an infinite schedule (\( \Gamma(t) > 0 \) for any \( t \) and \( \lim_{t \to \infty} \Gamma(t) = 0 \)). For the infinite schedule, we use \( \Gamma(t) = \exp(-at) \) and control the speed by tuning \( a > 0 \). Fig. 5 exhibits the numerical results of finding the ground states. As the finite case (3.7), the probability successfully increases as the computation speed decreases. In both of two cases in Fig. 5, computation stops with the same value of \( \Gamma(t) > 0 \).

**Figure 5.** Numerical results of probability of obtaining the ground states on a 3 by 3 square lattice under uniform magnetic flux \( \phi \). The system obey the Hamiltonian \( H(t) = (1 - \Gamma(t))H_0 + \Gamma(t)H_1 \) whose time dependence is described by \( \Gamma(t) = \exp(-at) \). [Left] \( a = 0.1 \) [Right] \( a = 0.01 \)

For the finite schedule, we introduce the following function
\[ \Gamma(t) = 1 - \frac{1}{2} \left( \frac{\arctan(t - \tau/2)}{|\arctan(-\tau/2)|} + 1 \right), \] (3.7)
where \( \tau(\leq \infty) \) is finite computational time. This monotonic function slowly begins to decrease and gradually banishes at \( t = \tau \). A difference from previous functions is that it satisfy \( \Gamma''(t) < 0 \) for \( 0 < t < \tau/2 \) and \( \Gamma''(t) > 0 \) for \( \tau/2 < t < \tau \) (see Fig. 6).
The probability of finding ground states is shown in Fig. 7. As expected, taking a longer runtime $\tau$ helps one find the ground states accurately for all $\phi$, thereby the other states are unlikely obtained. It would be typical to this schedule $\Gamma(t)$ (3.7) that the probability rapidly increases around $t$ when $\Gamma''(t) = 0$.

4 Non-stoquastic Dynamics and Phase Transition

The general form of adiabatic quantum computation that we study here is given by the Hamiltonian

$$H(s) = sH_0 + (1-s)H_1, \quad s \in [0, 1]$$

(4.1)

where $H_0$ is a target Hamiltonian and $H_1$ is an initial Hamiltonian. They should not commute $[H_0, H_1] \neq 0$. The transverse magnetic field

$$H_1 = -\sum_i X_i$$

(4.2)

is widely used for the initial term [11, 13]. It is believed that adding a stoquastic Hamiltonian is not helpful for quantum speedup and there are some known examples.
of non-stoquastic terms that make problems efficiently solvable by adiabatic quantum computation [27]. We add the following antiferromagnetic interactions

$$H_{AF} = +N \left( \frac{1}{N} \sum_{i} X_i \right)^2$$

(4.3)
as a non-stoquastic term in such a way that

$$H(s, \lambda) = s(\lambda H_0 + (1 - \lambda)H_{AF}) + (1 - s)H_1.$$  

(4.4)

The initial Hamiltonian should be \( H(0, \lambda) = H_1 \) with any \( \lambda \) and the final Hamiltonian should be \( H(1, 1) = H_0 \). In many cases, a phase transition occurs in the annealing process, some of which adversely affect the performance of annealing machines. Therefore it is crucial to clarify the properties of phase transitions. Since \( X_i |+\rangle_i = |+\rangle_i \), at the initial stage of annealing \((s = 0)\), the ground state \( |\psi_0\rangle \) of \( H_1 \) is a super position of all possible \( 2^N \) states with the equal probability weight

$$|\psi_0\rangle = \prod_{i} |+, i\rangle$$

$$= \frac{1}{\sqrt{2^N}}(|\uparrow\uparrow\cdots\uparrow\rangle + |\uparrow\uparrow\cdots\uparrow\downarrow\rangle + \cdots + |\downarrow\downarrow\cdots\downarrow\rangle)$$

(4.5)

We call this phase as quantum paramagnetic (QP) phase. The ground state of \( H_0 \) is not necessary a PQ phase, hence a phase transition occurs in general. The first-order (second-order) phase transitions are defined by the discontinuity (continuity) of a given order parameter, respectively.

To evaluate the required computational time, we refer to the adiabatic theorem. According to the adiabatic theorem, the computational time \( t_* \) that is needed to efficiently obtain the ground state is proportional to the inverse square of the minimal energy gap \( \Delta \) between the ground state and the first excited state \((t_* \sim \frac{1}{\Delta^2})\). For a large \( N \), \( \Delta \) is proportional to either \( N^{-a} \) \((a > 0)\) or \( e^{-bN} \) \((b > 0)\). (In the limit of \( N \to \infty \), \( \Delta \) goes to 0.) And by a lot of examples, it is known that \( \Delta \) decays polynomially if a phase transition is second-order \([28, 29]\), whereas \( \Delta \) decays exponentially if it is first-order. Therefore, the problem on system with second-order phase transition is efficiently solved. It is known that when a non-stoquastic Hamiltonian is used, the first-order phase transitions can be avoided \([27, 30]\).

Let \( |\theta, \phi\rangle \) be the spin coherent state

$$|\theta, \phi\rangle = \bigotimes_{i} |\theta, \phi\rangle_i$$

(4.6)
where $|\theta, \phi\rangle_i = \cos(\theta/2)|0\rangle_i + e^{i\phi}\sin(\theta/2)|1\rangle_i$ with $\theta \in [0, \pi], \phi \in [0, 2\pi]$. Using $i\langle \theta, \phi | X_i | \theta, \phi\rangle_i = \sin \theta \cos \phi$, we find

$$
\langle \theta, \phi | H_1 | \theta, \phi\rangle = -N \sin \theta \cos \phi
$$

The semi-classical potential $V(s, \lambda, \theta, \phi)$ is then defined by

$$
V(s, \lambda, \theta, \phi) = \lim_{N \to \infty} \frac{1}{N} \langle \theta, \phi | H(s, \lambda) | \theta, \phi\rangle. \quad (4.8)
$$

In what follows we address cases where $\langle \theta, \phi | H_0 | \theta, \phi\rangle$ is independent of $\phi$. Then it is easy to see that $V(s, \lambda, \theta, 0) \leq V(s, \lambda, \theta, \phi)$ for any $(s, \lambda, \theta, \phi)$. So $\phi = 0$ gives a ground state. We define $\theta_{\text{min}}$ by $V(s, \lambda, \theta_{\text{min}}, \phi) \leq V(s, \lambda, \theta, \phi)$ for all $\theta$. The first-order phase transition occurs when $V$ is discontinuous with respect to $\theta_{\text{min}}$. Starting $s = 0, \lambda = 1$, the ground state is initially located at $\theta = \pi/2$ and $\phi = 0$, hence a second-order phase transition occurs when they satisfy

$$
\frac{\partial^2 V}{\partial \theta^2} \bigg|_{\theta=\pi/2, \phi=0} = 0 \quad (4.9)
$$

A model we are interested in has the Hamiltonian of Majorana fermions

$$
H_0 = i \sum_{k=1}^{N-p} c_{2(k+p)-1} c_{2k} + c_{2(k+p)} c_{2k-1}, \quad (4.10)
$$

where $p$ is an integer and $c_i$ is defined by the Jordan-Wigner formulation (2.21)

$$
c_{2k-1} = Z_1 \cdots Z_{k-1} X_k, \\
c_{2k} = Z_1 \cdots Z_{k-1} Y_k. \quad (4.11)
$$

We find the potential

$$
V = s\lambda \cos^{p-1} \theta \sin^2 \theta - (1-s) \sin \theta \cos \phi + \frac{s(1-\lambda) \sin^2 \theta \cos^2 \phi}{N^2} \sum_{i \neq j} h_{ij}, \quad (4.12)
$$

by using the forms

$$
\langle \theta, \phi | c_{2(k+p)-1} c_{2k} | \theta, \phi\rangle = -i \cos^{p-1} \theta \sin^2 \theta \cos^2 \phi \\
\langle \theta, \phi | c_{2(k+p)} c_{2k-1} | \theta, \phi\rangle = -i \cos^{p-1} \theta \sin^2 \theta \sin^2 \phi. \quad (4.13)
$$

Then the condition of the second-order phase transitions is independent of $p$

$$
\lim_{N \to \infty} (1-s) - 2s(1-\lambda) \sum_{i \neq j} h_{ij} = 0. \quad (4.14)
$$
In what follows we set $h_{ij} = 1$. This model experiences various phase transitions (Fig. 8). For a large $\lambda$, it is a first-order as shown in the left of Fig.9. There are no second-order phase transitions on the dashed line. For medium $\lambda \sim 0.4$, a first-order phase transition occurs after a second-order phase transition. For a small $\lambda$, a first-order phase transition is avoided. One can directly confirm some quantum effects by studying the trace distance between $|\theta_{\text{min}}, 0\rangle$ and the ground state of $H$. So we can conclude that the non-stoquastic term plays a crucial role to avoid a first-order phase transition, which leads to quantum speedup. For a fist-order phase transition, even $p$ is important. One can confirm that a phase transition is second order if $p$ is odd.

![Phase diagram](image1)

**Figure 8.** Phase diagram of the $p = 6$ case.

![Phase diagrams](image2)

**Figure 9.** $p = 6$ [Left] $\lambda = 1.0$ [Middle] $\lambda = 0.4$ [Right] $\lambda = 0.2$
Now let us study a little bit more on the dynamics of our model from a viewpoint of quantum chaos. Roughly, chaos would trigger phase transition, which may affect the probability of obtaining states. This motivates us to study quantum chaos. There are various approaches to quantum chaos, but its formal definition has been illusive. The most standard way is to define a quantum counterpart of classical chaos. Generally non-zero Lyapunov exponent is a crucial factor of classical chaos, hence to find its quantum counterpart is a main interest. We study the phase transitions from a viewpoint of quantum chaos, especially we study the dynamics of OTOC [31–33].

\[
C(t, \psi, \varphi) = - \langle \psi \| [W(t), V(0)]^\dagger [W(t), V(0)] \| \varphi \rangle \geq 0. \quad (4.15)
\]

The OTOC contains the term \( F(t) = \langle \psi \| W(t)VW(t)V \| \varphi \rangle \). It is believed that OTOC is a good measure of quantum chaos. A local operator \( W = W(0) \) evolves to a complicated one \( W(t) = e^{itH}W(0)e^{-itH} \), which can be written by sum of local operators

\[
W(t) = W + it[H, W] + \frac{(it)^2}{2!} [H, [H, W]] + \frac{(it)^3}{3!} [H, [H, [H, W]]] + \cdots \quad (4.16)
\]

This implies that the OTOC is non-constant unless \([H, W] \neq 0\). In this work we use

\[
F(t) = \langle \psi_0 \| V(t)VV(t)V \| \psi_0 \rangle, \quad (4.17)
\]

where \( V \) is an operator and \( \psi_0 \) is the ground state. We find the time-average of \( F(t) \)

\[
\hat{F} = \frac{1}{T} \int_0^T F(t) dt \quad (4.18)
\]

can diagnose phase transition. The behavior of \( \hat{F} \) drastically changes before and after the critical points (Fig. 10). \( \hat{F} \) would correspond to the steady value at large time, hence it is almost the same as \( \hat{F}(t \to \infty) \), which is the contribution from the ground state and becomes dominant at large \( t \). This is an intuitive explanation of \( \hat{F} \)'s behavior and its relation to the phase transition. The relation between the phase transition and the dynamics of \( \hat{F} \) is not proven in general and should be confirmed by some other examples. In fact, the similar behavior of \( \hat{F} \) is observed in some models [34–36].

\[\text{Figure 10. } N = 8\]
5 Conclusion and Future Directions

In this work we proposed several new techniques. We first introduced particles which cannot occupy the same position simultaneously and are symmetric under exchange of particle labels. It would request further investigations to clarify whether those particles do exist in nature. If they existed in a physical form, would they be fundamental particles? Even if they do not exist in nature or laboratories, for sure they are programmable and contribute to universal quantum computation as we show in Sec. 2. Those programmable particles are relatively easy to understand and handle. One does not need to worry about particle labels and can write an algorithm just by creating or annihilating them. Therefore they could become a useful tool to develop some quantum programming language. In general, quantum computation does not always require knowledge of quantum physics, hence future quantum programming languages could be written in an unphysical manner. Functional usability of a language may get preference over rigorous theoretical aspects. In Sec. 3 we addressed the two dimensional Bloch electron system without defects as an example. The conventional works on adiabatic quantum computation mostly address combinatorial optimization problems, but we showed it is also powerful enough to simulate quantum physics in our own way. There are many possible further research directions. For example, it would be a good exercise to simulate dynamics of systems with defects [37]. Moreover in principle, such dynamics can be simulated with a general Ising model with XX interactions. It would be interesting to implement and study it with a super conducting qubit system, though the current version of the quantum annealer [14, 15] allows us to tune only real number couplings and the transverse field $X$. In Sec. 4 we studied phase transitions associated with AQC. With Majorana fermions and multiple particles we showed quantum speedup can be achieved by a non-stoquastic Hamiltonian. It will be also interesting to explore more on the novel Majorana fermion system (4.10) we provided in this article.

So far we have discussed computation on a discrete space. Now let us extend it to a theory on a connected space. Something unusual is the commutation relation of the creation and annihilation operators. Ours are neither bosonic nor fermionic. However, since the "particles" we have addressed do not have spins, they must obey the bosonic commutation relation, otherwise causality should be broken. Indeed our formulation barely clears up this problem since they obey the boconic commutation relations almost everywhere: they do commute $[a_{x_i}, a^{\dagger}_{x_j}] = 0$ at different positions. Moreover, it is straightforward to generalize Theorem 2.1 to a version on a connected space, hence any Hamiltonian can be reconstructed by $\{a_{x_i}, a^{\dagger}_{x_i}\}_{i=1,2,...}$. As long as a Hamiltonian is Hermitian, any dynamical process is unitary, hence it does not cause any problem on the probability interpretation. Therefore apparently it could be possible to approximate the standard quantum field theory by such unusual creation and annihilation operators. They act on $\mathcal{H}_x = \{\alpha |1_x\rangle + \beta |0_x\rangle : |\alpha|^2 + |\beta|^2 = 1, \alpha, \beta \in \mathbb{C}\}$.
\[ a_x^\dagger \ket{1_x} = 0, \ a_x^\dagger \ket{0_x} = \ket{1_x}, \ a_x \ket{0_x} = 0, \ a_x \ket{1_x} = \ket{0_x} , \ \{ a_x , a_x^\dagger \} = 1_x \] and satisfy
\[
[a_x, a_y^\dagger] = Z_x \delta(x - y), \ [a_x, a_y] = [a_x^\dagger, a_y^\dagger] = 0, \tag{5.1}
\]
where \( Z_x \) acts on states as \( Z_x \ket{1_y} = -\delta(x - y) \ket{1_y} \) and \( Z_x \ket{0_y} = \delta(x - y) \ket{0_y} \). The creation and annihilation operators describe particles which cannot occupy the same position simultaneously and particle labels are indistinguishable. It is an interesting open question to reconstruct QFT with those operators.

Furthermore, it is also a quite new and interesting direction to investigate quantum chaotic behavior of our system. Quantum chaos could be somehow related with quantum phase transition [35, 35], hence it may have some effects on quantum computation. There are various approaches to quantum chaos, but its formal definition has been illusive. A characterization is done by level statistics. If a system is chaotic, level spacing distribution is approximated by a Wigner distribution \( P(\epsilon) \approx \epsilon^\beta e^{-A\epsilon^2} \) \[38\], and if a system is classically integrable, it is a Poisson distribution \( P(\epsilon) = e^{-\epsilon} \) \[39\]. Another standard way is to define a quantum counterpart of classical chaos. Generally non-zero Lyapunov exponent is a crucial factor of classical chaos, hence to find its quantum counterpart is a main interest. A quantity which is expected as a good measure of quantum chaos is the OTOC (out-of-time-ordered correlator). In this work, we investigated the time average of the OTOC in order to diagnose quantum phase transition. Those phenomena should be checked with other models.
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