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Abstract

The robustness of image classifiers is essential to their deployment in the real world. The ability to assess this resilience to manipulations or deviations from the training data is thus crucial. These modifications have traditionally consisted of minimal changes that still manage to fool classifiers, and modern approaches are increasingly robust to them. Semantic manipulations that modify elements of an image in meaningful ways have thus gained traction for this purpose. However, they have primarily been limited to style, color, or attribute changes. While expressive, these manipulations do not make use of the full capabilities of a pretrained generative model. In this work, we aim to bridge this gap. We show how a pretrained image generator can be used to semantically manipulate images in a detailed, diverse, and photorealistic way while still preserving the class of the original image. Inspired by recent GAN-based image inversion methods, we propose a method called Adversarial Pivotal Tuning (APT). Given an image, APT first finds a pivot latent space input that reconstructs the image using a pretrained generator. It then adjusts the generator’s weights to create small yet semantic manipulations in order to fool a pretrained classifier. APT preserves the full expressive editing capabilities of the generative model. We demonstrate that APT is capable of a wide range of class-preserving semantic image manipulations that fool a variety of pretrained classifiers. Finally, we show that classifiers that are robust to other benchmarks are not robust to APT manipulations and suggest a method to improve them.

1. Introduction

Significant work has been done in developing classifiers that work reliably in a broad range of data distributions [3] with the aim of making them robust to corruption methods. A substantial part of this work considers robustness against adversarial $l_p$-bounded pixel-space perturbations. Since such perturbations act on raw pixels, they do not result in semantic manipulations such as changes in lighting conditions or individual object textures.

Recently, a new generation of models has gotten much attention for their ability to generate highly expressive and photorealistic images. Models such as DALL-E 2 [35], RQ-VAE [24] and Stable-Diffusion [37] are capable of manipulating existing images with a high degree of detail and expressivity. In the context of neural network robustness, recent work has made use of these generative models to generate class-preserving semantic adversarial manipulations [13, 33, 41, 45], overcoming some of the limitations of the abovementioned pixel-space perturbations. However, these models are mainly constrained to specific styles or color changes. While the manipulations have proven important to assessing and improving robustness, they fall short of covering the entire space of possible class-preserving semantic manipulations.

In this work, we aim to address this shortcoming by asking the following question: How can we leverage the full expressive power of a pretrained image generator to perform more general, highly detailed, photorealistic image manipulations for assessing the robustness of image classifiers? Given a pretrained classifier $C$ and a pretrained generator $G$, we wish to perform manipulations on a given set of images such that: (i) the resulting images are within the original dataset distribution, (ii) the manipulations are class-preserving, (iii) they fool the target classifier $C$, and (iv) they are highly expressive, i.e., the full capacity of the generator $G$ is leveraged.

We focus on the robustness of ImageNet classifiers and use the recently proposed StyleGAN-XL [39] generator, as it offers the ability to effectively manipulate style and content semantically. Our approach, Adversarial Pivotal Tuning (APT), first performs latent optimization to find the input pivot latent vector $w_p$ that results in the closest (but imperfect) reconstruction. We subsequently optimize the StyleGAN-XL weights with the following objectives: (1) reconstructing the image $x$, (2) while fooling the classifier $C$, and (3) while ensuring the generated image appears real to the StyleGAN-XL discriminator, i.e., that it remains within the real image distribution. To ensure that the manipulations are class-preserving, we bound the maximum perceptual distance between the input and generated image...
Figure 1. **Generated manipulations.** Row 1 shows the original images. Row 2 shows our manipulations (using a distance of 0.2). Row 3 shows the result of [25], using pixel-space adversarial manipulations applied to StyleGAN-XL’s reconstructions. Row 4 shows the result of [25] with latent space manipulates applied using StyleGAN-XL. Row 5 applies our method using a diffusion-based generative model instead of StyleGAN-XL. Row 6 shows adversarially generated samples by [41] using StyleGAN-XL which are non-realistic and not class-preserving. Row 7 applies our method using a diffusion-based generative model instead of StyleGAN-XL. For example, it removes the eye of the mantis (second column), changes the type of race car (third column), changes the color of the crab tail (fifth column), removes the text on an airship (seventh column), and removes some of the ropes (eighth column). All of these are class-preserving examples that fool a pretrained PRIME-ResNet50 [30] classifier. In contrast, [25] either generates noisy and less realistic images (row 3) or images which differ significantly semantically and which do not preserve the input class (row 4).

Our method has the following main advantages: (i) By generating images that are close to input images and appear realistic to a pretrained discriminator $D$, they are likely to be of high quality and fidelity as well as class-preserving. (ii) The manipulations are optimized over the entire space of the generator parameters. By applying this optimization after an initial latent optimization stage, we ensure that the editing capabilities of StyleGAN-XL are preserved, thus allowing for expressive manipulations.

We use the generated manipulations to assess the robustness of a variety of pretrained classifiers over a diverse range of architectures, as well as robust classifiers. Our experiments show that there is a significant drop in classification accuracy of the image manipulated using APT and that these adversarial manipulations are transferable, indicating that the tested classifiers are not robust to them. Visually (see Fig. 1), we observe a wide variety of class-preserving image manipulations going beyond style transfer or changes in specific attributes. This is in contrast to [25], which only utilizes StyleGAN-XL’s latent space for manipulations. We subsequently consider an approach to improve the robustness to our manipulations through adversarial training on images that have been manipulated using our approach.

2. Related Work

**Semantic Adversarial Robustness.** The majority of current literature considers adversarial robustness to pixel-space manipulations where the $l_p$ norm is bounded [12, 42]. For a comprehensive review, see [3]. We focus on an ap-
proach that semantically manipulates the input image, resulting in a naturally looking adversarial manipulation, instead of using noise attacks [29].

One set of works considers a specific class of semantic manipulations. These include geometric changes [4, 11, 44], view changes [5], manipulating intermediate classifier features [10, 23, 45], and inserting patches [8]. [18] considers an image-filtering approach of natural images. Others consider the manipulation of style, texture or color statistics, where the image structure is fixed [7, 20, 40]. Other works consider adversarial manipulation of facial attributes [21, 34]. One can also consider deepfakes [43] as class-preserving semantic manipulations.

Another line of work considers the use of pretrained generative models. [41] searches the latent space of a pretrained AC-GAN to find inputs that fool a given classifier. Unlike our method, they do not manipulate real images, resulting in less realistic generations and less faithful matching of the real image distribution—result of AC-GAN’s mode-dropping. [45] considers an autoencoder-based manipulation of real images, but it is restricted to style changes. [13] demonstrates an approach for adversarial training with samples generated by StyleGAN. However, it only manipulates a subset of the latent space variables, limiting the set of manipulations to coarse image changes. Moreover, our approach considers higher-resolution ImageNet samples while their approach is limited to low-resolution faces or MNIST digits. [25] projects images to a pretrained StyleGAN’s latent space and adversarially manipulate their style code. Similarly, [33] manipulates both the style and noise latent vectors of StyleGAN. Our work takes a step further and manipulates not only the latent space of StyleGAN, but also its weights while preserving its editing capabilities. We thus enable the full utilization of StyleGAN’s capacity to create highly expressive semantic manipulations, as shown in Fig. 1.

GAN Inversion and Image Manipulation. Our work is inspired by recent pretrained GAN inversion methods for manipulation of images. Some works optimize the latent space of a pretrained GAN [1, 9, 22, 26] or use an encoder to find the latent input for a given image, such that the input image is effectively reconstructed [15, 28, 32]. In the context of StyleGAN, [2] showed that optimizing over StyleGAN’s latent input space \( \mathcal{W} \) results in unfaithful reconstructions. When considering optimization over the \( \mathcal{W}+ \) space, latent manipulations are inferior compared to the same manipulations over StyleGAN’s \( \mathcal{W} \) space. The \( W+ \) latent space is a more expressive space that consists of a concatenation of 18 512-dimensional \( w \) vectors for each style of the AdaIN layer in the StyleGAN. To this end, [36] proposed to directly update StyleGAN’s weights, following an initial latent optimization step. Unlike these methods, our goal is not to invert an input image, but rather to fool a classifier.

3. Adversarial Pivotal Tuning

Given a collection of images, we first filter those misclassified by \( C \). In order to fool \( C \) on a correctly classified image, we wish to semantically manipulate it to be misclassified by \( C \). Simple color jittering, rotation, translations, and semantically generated manipulations such as style, texture, or specific attribute change, can result in misclassification but remain limited in scope and realism. We, therefore, suggest a new method, Adversarial Pivotal Tuning (APT), that learns non-trivial and highly non-linear image manipulations, while simultaneously ensuring the generated image stays within the data manifold. An overview of the APT method is shown in Fig. 2. Implementation details are provided in the supplementary material.

We use StyleGAN-XL [39], a generative model trained on ImageNet-1K, unless otherwise specified. The generator \( G \) consists of a mapping network \( G_m \) and a synthesis network \( G_s \). The mapping network maps a random Gaussian latent variable \( z \in \mathbb{R}^{64} \) along with a one-hot class label \( c \) to the style code \( w \in \mathbb{R}^{27 \times 512} = \mathcal{W} \). The synthesis network subsequently maps \( w \) and a noise vector \( n \) to an RGB image \( \hat{x} \in \mathbb{R}^{3 \times H \times W} \) of height \( H = 256 \) and width \( W = 256 \). This generator is subsequently trained to fool a set of discriminators \( \{D_i\} \) using the Projected GAN objective [38]. We note that while StyleGAN-XL is used, our method is not limited to GAN based methods, and can be applied to other generative models such as diffusion-based methods as illustrated in Fig. 1.

The first step of our method aims at identifying a latent code \( w \) (and noise vector \( n \)) that minimize the reconstruction error between a generated image \( x_{gen} \) and a given ground-truth input image \( x_{gtr} \), for a pretrained generator, in a similar manner to GAN inversion methods. This is done using the process of latent optimization over \( w_p, n \):

\[
\arg\min_{w_p, n} \mathcal{L}_{\text{LPIPS}}(x_{gtr}, G_s(w, n; \theta)) + \lambda_n \mathcal{L}_n(n) \tag{1}
\]

Here, \( x_{gen} = G_s(w, n; \theta) \) is the image produced by a pretrained synthesis network \( G_s \) parameterized by weights \( \theta \). We follow [36] and [22] in using a noise regularization term \( \mathcal{L}_n \) and use \( \lambda_n \) as a hyperparameter. The optimization is performed in \( \mathcal{W} \) space, as in [36], and \( \mathcal{L}_{\text{LPIPS}} \) is the perceptual distance introduced in [46].

In the second step, we modify the image \( x \), to fool the classifier \( C \), utilizing the full capacity of StyleGAN. We note that \( G_s(w_p, n; \theta) \), i.e., the initial estimate for the reconstruction of \( x \), should not be far from the adversarially manipulated image \( \hat{y} \) we wish to generate. That is, \( w_p \) and \( n \) are the results of the optimization of Eq. (1).

We first consider the reconstruction objective, as in Eq. (2), as we wish our manipulated image to be close to
Figure 2. The Adversarial Pivotal Tuning (APT) framework. In the first step, we optimize a style code $w_p$ using standard latent optimization $L_t$ from Eq. (1), while keeping the generator $G$ frozen. The loss is computed between the ground-truth image $x_{gt}$ and the generated image $x_{gen}$. In the second step, we freeze $w_p$ and finetune $G$ (shown in red) using the three objectives from Eq. (8); a reconstruction objective $L_{rec}$, the projected GAN objective using the discriminator $D$, $L_{PG}$, and our fooling objective $L_{CE}$ using the classifier $C$. A * is used to indicate a frozen component.

The input image $x$. Similarly to [36], the generator weights are adjusted and regularized to restrict changes to a local region in the latent space, while the latent code $w_p \in \mathcal{W}$ and noise $n$ are fixed, leading to better reconstruction:

$$\hat{\theta} = \arg \min_\theta L_{rec}(x, G_s(w_p, n; \theta)), \quad (2)$$

where $\hat{\theta}$ represents the new fine-tuned weights. The reconstruction loss is defined as follows:

$$L_{rec} = L_{pt} + L_R \quad (3)$$

$$L_R = L_{LPIPS}(x, x_p^r) + \lambda L_{L2}(x, x_p^r) \quad (4)$$

$$L_{pt} = L_{LPIPS}(x, x_p^s) + \lambda L_{L2}(x, x_p^s) \quad (5)$$

where $x_p^s$ is generated using the modified weights as $G_s(w_p, n; \hat{\theta})$. A locality regularization term ($L_R$) is applied by restricting changes to a local region in the latent space. Specifically, setting $w_r = w_p + \alpha \frac{w_s-w_p}{\|w_s-w_p\|_2}$, where, in each iteration, $z$ is sampled from a normal distribution and $w_s$ is obtained by applying the mapping network $G_m$ to $z$ and class $c$ of the input image $x$ and $\alpha$ is a hyperparameter. We then generate $x_r$ and $x_p^r$ using the initial and modified weights, $G_s(w_r, n; \hat{\theta})$ and $G_s(w_r, n; \theta)$ respectively.

Secondly, we wish to fool the classifier $C$. That is, the cross-entropy loss for the classifier’s prediction on the manipulated image should be high. In practice, we observed a more stable optimization when minimizing the cross entropy between the classifier’s prediction and an incorrect class label chosen at random. Lastly, we utilize StyleGAN’s pretrained discriminators $\{D_l\}$ to distinguish between real and synthetic images, and enforce that the manipulated image appears real. Following [38], we consider the following objective:

$$L_{PG} = \sum_l \log (1 - D_l(G_s(w_p, n; \theta))), \quad (6)$$

where the weights of each $D_l$ are fixed. We note that as $\{D_l\}$ is not trained, and is used to assess generated images, one may use a different generator to StyleGAN (for instance, a pretrained diffusion model). We then finetune $G$’s weights $\theta$ with the following objective:

$$L_{APT} = L_{rec} + \lambda_{CE} L_{CE}(c_{any}, C(G_s(w_p, n; \theta))) \quad (7)$$

$$+ \lambda_{PG} L_{PG} \quad (8)$$

where $c_{any}$ is a randomly chosen class different from the true class, and $L_{CE}$ is the cross entropy loss. As both the classifier $C$ and discriminators $\{D_l\}$ are fixed, the generated image is changed to match the reference image as closely as possible, while deviating only slightly to change the class predicted by the classifier. Given a desired maximum distance $d$, we consider generated images for which $L_{pt} \leq d$, where $d$ is a hyperparameter, and stop the optimization whenever $L_{pt} > d$. We note that, unlike traditional frameworks that use a maximum $\ell_p$ norm to bound adversarial examples, we consider $L_{pt}$ which uses both a pixel-based distance and a perceptual distance.

Computational Time Using APT takes around 5 minutes and is bottlenecked by the GAN synthesis speed (but can be performed in parallel). While noise-based attacks are faster, we consider a different attack vector.

4. Experiments

We begin by assessing the degree to which our generated images (i) are within the ImageNet distribution, (ii) represent the same class as the corresponding input images (i.e., the manipulation is class-preserving), (iii) fool a target classifier, i.e., the classifier misclassifies the generated images, and (iv) exhibit a wide variety of semantic changes.

To this end, we consider a collection of pretrained classifiers including those specifically trained to be robust to different robustness benchmark datasets. More specifically, we consider PRIME-ResNet50 [30] which is trained using new augmentation techniques for enhanced robustness, and FAN-VIT [47], a Vision Transformer with no MLP layers that is highly robust to unseen natural images.

Additionally, to test transferability for (iii), we use the adversarially generated samples using PRIME-ResNet50 and FAN-VIT as classifiers, and test them on other modern architectures (1) ResNet50 [17], (2) MAE [16], (3) RegNet-
Table 1. Accuracy on the ImageNet validation set (Real) and corresponding Generated images with APT, using PRIME-ResNet50 [30] in comparison to PGD [29] and SSAH [27]. We also consider our method on the FAN-VIT [47] classifier. Each model is evaluated on the generated images for which it was also used as the classifier during the generation.

| Model               | Real   | Generated |
|---------------------|--------|-----------|
| PRIME-ResNet50 (APT)| 77.1%  | 57.7%     |
| PRIME-ResNet50 (PGD)| 77.1%  | 2.4%      |
| PRIME-ResNet50 (SSAH)| 77.1% | 0.7%      |
| FAN-VIT (APT)       | 83.6%  | 62.0%     |

For Q1, we report the mean score on the Likert-scale to be 3.55. For Q2, as seen in Tab. 6, the user almost always states that the class is preserved, except in 5% of the cases, whereas 32.5% of these images fool the classifier. For Q3, as can be seen in Tab. 6, the generated samples by [25]-L/P exhibit significant loss of class identity. For APT and the real images, the users correctly predict 90% and 95% of the images respectively, and an additional 85% when using [31] instead of StyleGAN-XL, suggesting that our method yields realistic and class-preserving images.

For a pretrained PRIME-ResNet50 classifier, whether generated samples are class-preserving. We conduct user studies consisting of 25 users and 40 samples from ImageNet’s validation set and their corresponding samples generated with APT (Q1-3) and [25]-P/L (Q3). We then conduct the following assessments:

- **Q1**: We display each generated sample in isolation and ask how realistic it is, on a Likert scale of 1 (strongly disagree) to 5 (strongly agree).

- **Q2**: For each generated sample, we first display the real image and the associated class to the user. We then display the generated sample and ask whether the class is preserved. Additionally, we consider if the pretrained classifier misclassifies the generated image.

- **Q3**: We display each image and ask the user to assign a corresponding label. The label is considered correct if it corresponds to the real image’s ground truth label. This is performed separately with different users for real images, for our generated samples, and for those generated by [25].

As a point of comparison, we consider pixel-space adversarial manipulations ( [25]-P) or latent-space manipulates applied using StyleGAN-XL ( [25]-L) to generate manipulations (2) on the same set of images. Additionally, we replace StyleGAN-XL with a Diffusion model [31] and as can be seen in Tab. 5 using [25] results in a lower FID score indicating that they are of much lower generation quality and do not match ImageNet’s real image distribution.

**Class Preservation.** To measure (ii), we consider, for a pretrained PRIME-ResNet50 classifier, whether generated samples are class-preserving. We conduct user studies consisting of 25 users and 40 samples from ImageNet’s validation set and their corresponding samples generated with APT (Q1-3) and [25]-P/L (Q3). We then conduct the following assessments:

- **Q1**: We display each generated sample in isolation and ask how realistic it is, on a Likert scale of 1 (strongly disagree) to 5 (strongly agree).

- **Q2**: For each generated sample, we first display the real image and the associated class to the user. We then display the generated sample and ask whether the class is preserved. Additionally, we consider if the pretrained classifier misclassifies the generated image.

- **Q3**: We display each image and ask the user to assign a corresponding label. The label is considered correct if it corresponds to the real image’s ground truth label. This is performed separately with different users for real images, for our generated samples, and for those generated by [25].

**Classifier Fooling.** To test the degree to which a target classifier is fooled, we measure its accuracy on 3k images. For each class, from the ImageNet1k validation set and on the corresponding images generated by APT and other adversarial attacks such as PGD [29] and SSAH [27]. Additionally, we measure the average decrease of the softmax probability for the real class, to assess the decrease in confidence of the classifier on the real class. As shown in Tab. 1, the accuracy drops by as much as 19.4%, down to a level comparable to the ImageNet-C accuracy. Generating samples using PGD and SSAH results in the accuracy dropping by more than 74.7% and 76.4% respectively. Similarly, in Tab. 2 we assess whether our APT samples are transferable. I.e whether images generated by APT using

Fidelity and Diversity. To measure (i), i.e., whether samples lie on the ImageNet manifold, we are interested in measuring both Fidelity— are the generated samples of high quality?—and Diversity— do the generated samples capture the diversity of the original real dataset? To capture both Fidelity and Diversity we consider the FID score [19]. For a pretrained PRIME-ResNet50 classifier [30], we consider three groups of images: (1) 3k images chosen at random from the ImageNet validation set, (2) their corresponding adversarial manipulations generated using APT, (3) 3k images chosen at random from the ImageNet training set.

First, we evaluate the FID score between (1) and (2). As can be seen in Tab. 5, the value is lower than the other groups, indicating that the distributions are close. To evaluate the FID against non-matching groups of real images, we consider the FID between (1) and (3) and between (2) and (3). As can be seen in Tab. 5, the FID value between (2) and (3) is only slightly higher than that of (1) and (3), indicating that our generated distribution matches the training distribution in a slightly worse manner than real validation images. We note that the trace of the covariance matrices contributes to the vast majority of the score, likely due to the low number of samples available for the validation set. To verify this we report the FID between the training set and their corresponding adversarial manipulations (43k samples) to be 6.62 indicating that the real and generated images are similar.

As a point of comparison, we consider pixel-space adversarial manipulations ( [25]-P) or latent-space manipulates
Table 2. Transferability of APT generated samples. For the ImageNet-1k validation set, we consider samples generated to fool a PRIME-ResNet50 [30] (PRIME) and a FAN-VIT [47] (FAN) pretrained classifier. We then test the accuracy (Acc) and mean softmax probability of the labeled class (Conf) on those samples. The left column indicates the classifier on which we tested the accuracy of real or generated samples. * indicates the accuracy and confidence of samples generated and tested using the same classifier.

| Model           | Real (Acc) | Real (Conf) | PRIME (Acc) | PRIME (Conf) | FAN (Acc) | FAN (Conf) |
|-----------------|------------|-------------|-------------|--------------|-----------|------------|
| PRIME           | 77.1%      | 69.7        | 57.7% *     | 23.4% *      | 60.1%     | 52.3       |
| FAN-VIT         | 83.6%      | 62.4        | 70.9%       | 52.0         | 62.0%     | 44.7%      |
| ResNet-50       | 75.3%      | 68.6        | 60.9%       | 48.3         | 59.7%     | 51.5       |
| MAE-VIT-H       | 87.0%      | 80.1        | 73.8%       | 65.4         | 62.3%     | 58.4       |
| Regnet-1280     | 83.7%      | 77.2        | 61.3%       | 64.5         | 53.0%     | 61.3       |
| data2vec        | 83.5%      | 77.7        | 70.6%       | 65.0         | 61.6%     | 59.1       |
| ResNeXt-3       | 82.2%      | 59.9        | 68.6%       | 48.3         | 61.4%     | 42.2       |
| ConvNeXt-large  | 86.1%      | 78.9        | 72.1%       | 63.1         | 61.3%     | 53.7       |
| ViT16           | 78.7%      | 67.7        | 68.7%       | 57.2         | -         | -          |
| RegNetX16       | 77.9%      | 73.7        | 64.3%       | 56.8         | -         | -          |

Table 3. Attack Success Rate (ASR) for APT, SSAH and PGD.

| Classifier | No finetune | APT finetune | PGD finetune | SSAH finetune | All finetune |
|------------|-------------|--------------|--------------|---------------|--------------|
| APT eval   | 57.7 %      | 60.2 %       | 51.2 %       | 54.6 %        | 56.5 %       |
| PGD eval   | 2.4 %       | 2.5 %        | 3.0 %        | 2.3 %         | 3.0 %        |
| SSAH eval  | 0.7 %       | 1.0 %        | 0.8 %        | 1.0 %         | 0.9 %        |

Table 4. Average accuracy on APT/PGD/SSAH samples using PRIME-ResNet50 before and after fine-tuning on APT/PGD/SSAH samples (or all of them together).

PRIME-ResNet50 and FAN-VIT classifiers fool other classifiers. We observe that the fooling images are transferable and the accuracy and confidence on different classifiers also drop.

In Tab. 3, we consider the attack success rate (ASR) for APT and noise-based attacks under the same perturbation magnitude. We consider the ASR for the targeted classifier as well as for a different classifier (transfer). As our method is complementary to noise-based attacks, using our attacks with noise-based attacks results in the best performance. We provide a visual illustration in Fig. 5.

Diversity of Manipulations. In addition to our diverse visual manipulations shown in Fig. 1, in Fig. 3, we show

Table 5. Top three rows: FID scores using a PRIME-Resnet50 for our generated manipulations in comparison to manipulations generated by [25] using pixel space manipulations ( [25]-P) on StyleGAN-XL’s reconstructions or latent-space manipulations ( [25]-L). The same set of input images is used. Fourth row: FID scores for our generated samples using a FAN-VIT classifier. The FID score between real validation and training images from ImageNet ((1) & (3)) is 25.99.

| Classifier | (same cl.) | (different cl.) |
|------------|------------|-----------------|
| Human (same class) | 25 | 13 |
| Human (different class) | 1 | 1 |

Table 6. User studies. (Q2). A user study determining if the majority of 25 annotators believe a generated image have changed its class from the real image. (see user study details in Sec. 4). Similarly, for the pretrained classifier, we consider if its classification changed. We consider 40 such samples from the ImageNet-1k validation set extracted using a pretrained PRIME-ResNet50 classifier. (Q3). For our generated samples, real images and those of [25], we display each image and ask the user to assign the corresponding label. The percentage of correct responses corresponding to the real image’s class is shown.

for the same set of images, model-dependent APT manipulations which fool either a ResNet50 or a FAN-VIT classifier. Interestingly, for FAN-VIT, other manipulations like texture or spatial transformations (columns 5-6) are more present, in addition to more prevalent versions of the same
Figure 3. **Generated manipulations.** Top row shows input images. The middle row shows APT manipulations for a ResNet-50 classifier, and the bottom row shows APT manipulations from a FAN-VIT classifier. The leftmost image of a dog and the subsequent images including the image of a butterfly and column 7 (Fluffy dog) show similar manipulations for both classifiers, column 5-6 shows texture and spatial manipulations, the last column showcase a fooling image without a clear APT manipulation.

Figure 4. **APT sample generation ablation.** The first row shows the input images. The second row shows APT samples generated using our full objective $\mathcal{L}_{APT}$, all of which fool the pretrained PRIME-ResNet50 classifier. In the third row, we consider $\mathcal{L}_{APT}$ without the reconstruction loss ($\mathcal{L}_{rec}$). In the fourth row, we consider $\mathcal{L}_{APT}$ without the fooling objective ($\mathcal{L}_{CE}$). Without $\mathcal{L}_{CE}$, all but one sample fool the classifier. In the fifth row, we consider $\mathcal{L}_{APT}$ without the discriminator loss ($\mathcal{L}_{PG}$). The sixth row considers $\mathcal{L}_{APT}$ where only the latent space is optimised (generator’s parameters fixed), resulting in loss of class preservation.

To assess diversity numerically, for each image, we consider 5 different APT manipulations by using different...
seeds. We then consider the perceptual distance between each of the generated manipulations (per image) and calculate the mean distance. We average this score over the images. Conceptually, the larger the distance, the larger the diversity. For distances $d=0.1/0.2/0.4$ (resp.), we get a mean of $0.15/0.2/0.4$ (resp.).

### 4.2. Improving Robustness to Generated Samples

We now consider whether APT samples can be used to improve robustness. To this end, for a PRIME-ResNet50 classifier $C$, we use APT, PGD, and SSAH to manipulate 50k images from the ImageNet training set, and fine-tune the classifier on these resulting images (whether in isolation or together), resulting in classifier $C_{\text{fine tune}}$. We then consider 3k images from the ImageNet validation set and generate APT/PGD/SSAH samples for both $C$ and $C_{\text{fine tune}}$. In Table 4, we observe that accuracy on APT-generated images increases by 2.5% after fine-tuning on APT-generated images. For images generated using PGD and SSAH the accuracy drops, suggesting that these adversarial attacks likely learn a different kind of robustness. Tab. 4 shows that fine-tuning on one set of images results in improved performances on the same type of attack but a reduction in performance compared to other attacks. Finetuning on all three attacks results in an improved performance.

### 4.3. Ablation Study

First, we consider the effect of removing each component to our APT objective (Eq. (8)), using a PRIME-ResNet50 classifier. Fig. 4 illustrates examples of generated images with one of the components removed: $L_{\text{rec}}$ (reconstruction), $L_{\text{PG}}$ (discriminator realness) and $L_{\text{CE}}(\text{any}; C(G_{n}(w_{P})))$ (fooling objective). Lastly, we consider applying the optimization of Eq. (8) while modifying the latent space and leaving the generator’s parameters fixed. When the reconstruction or the discriminator realness components are removed, we observe worse image quality. To measure the effect of each setup we record the number of images that fool the classifier, and observe that when the fooling objective is removed, only one out of the seven shown samples fool the pretrained classifier, whereas all seven samples fool the classifier otherwise. Corresponding to Fig. 4, we evaluate the differences using cosine similarity of semantic CLIP embeddings (the more similar images are, the more class preserving). Using the full APT objective we get $91.0 \pm 1.6$ similarity (mean and SD). Without $L_{\text{rec}}$ (reconstruction loss), we get $87.1 \pm 3$. Without $L_{\text{CE}}$ (fooling objective), we get $92.9 \pm 1.2$, but note that the resulting images are unable to fool the classifier. Without $L_{\text{PG}}$ (discriminator loss), we get $71.0 \pm 4.7$, and freezing the generator parameters gives $63.9 \pm 5.1$.

#### Reconstruction vs. fooling trade-off

The maximum distance $d$ allowed between the input and generated sample before the optimization is stopped (see Sec. 3) is an important hyperparameter. Increasing this distance may allow for more expressive adversarial manipulations, but this may also result in a change of label for the image. Empirically, we found that $d = 0.2$ avoids a change of class. We investigate the effect of varying this value in $\{0.2, 0.3, 0.4\}$ and show example generations in Fig. 6. We note that the images tend to lose detail with higher values of $d$, which stems from the fact the reconstruction is poorer. Nonetheless, more diverse manipulations are possible, such as the removal of the antennae on the butterfly.

### 5. Conclusion

We have presented Adversarial Pivotal Tuning, a framework for generating highly expressive adversarial manipulations. We break with the common assumption that robustness benchmarks are not model specific, or in other words, allow for conducting a new type of robustness study tailored around fooling a particular classifier specifically well. This is achieved by leveraging the full capacity of StyleGAN-XL in generating highly detailed and diverse manipulations.

We have demonstrated that current robust classifiers, are vulnerable to this new type of attack. As it turns out, it is possible to also boost performance by using the same framework to create training images as an additional type of augmentation. We have shown that APT can successfully be applied both as a way to fool classifiers and as a training framework to improve robustness.
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