Covariant dynamics on the energy-momentum space: scalar field theory
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Abstract

A scalar field theory is constructed on an energy-momentum background of constant curvature. The generalization of the usual Feynman rules for the flat geometry follows from the requirement of their covariance. The main result is that the invariant amplitudes are finite at all orders of the perturbation theory, due to the finiteness of the momentum space. Finally, the relation with a field theory in spacetime representation is briefly discussed.

Ultraviolet divergencies of various quantum field theories (QFTs) all have a common source, that is the integration over infinite momenta. If a suitable cut-off scale is introduced, the divergencies disappear. In the context of effective field theories, the introduction of such a scale is physically justified, as this scale represents the upper bound of the validity of an effective theory. For a fundamental theory this approach is not favorable, since a finite scale requires a physical interpretation, and letting it go to infinity at the end of calculation does not always guarantee a finite result. The cut-off approach has therefore largely been abandoned, and was subsequently replaced by an extensive methodology of dealing with the infinities through dimensional regularization and renormalization group. This program, initiated by Stueckelberg and Petermann [1], and Gell-Mann and Low [2], and subsequently formalized through the works of, among others, Weinberg [3], t’Hooft and Veltman [4], and Wilson [5], does indeed offer a methodical way of subtracting the infinities appearing at different orders of perturbation theory, leaving the physical, finite contributions that are readily checked experimentally, upon a suitable numerical input of a small number of parameters of the theory. This makes QFT one of the most successful physical theories.

Its phenomenological success notwithstanding, the criticism of the renormalization methodology of handling the infinities still persists, in particular among more mathematically oriented physicists, as well as among pure mathematicians. One way to avoid this criticism of the renormalization is to try to avoid divergent quantities altogether, by going back to the cut-off scheme. But how can the cut-off scale be physically justified, and the corresponding QFT at the same time be fundamental? The answer could be provided by the geometry of the momentum space.

It is usually assumed that the momentum background, on which certain QFT is defined, is flat, despite the fact that there is no explicit requirement to be so from the axioms of the theory. This is presumably done out of simplicity. Flat geometry is the simplest one, and the only one that does not require parameters to describe it.
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More complicated geometries do: the geometry of a sphere requires one parameter (radius), the geometry of an ellipse at least two, and so on.

In this work we shall deal with the simplest geometrical deviation from the flat case, i.e. that of the (pseudo)-spherical energy-momentum space. The radius of its curvature will serve as a cut-off scale. This idea was introduced by Snyder [9] in 1947., precisely to deal with the infinities in the then emerging theory of quantum fields. Formulation of QFT on maximally symmetric spaces was investigated in the following decades [7–11], but the real upsurge in the interest in the Snyder model came through research in quantum gravity and string theory [12,13] and with the development of quantum groups [14]. Of the recent efforts to formulate QFT on Snyder space, we point out to [15–18]. The formulation we propose here is novel, and is based on using only momentum space geometrical invariants for describing the dynamics. It represents a conceptual follow-up to the study of dynamics in the context of the classical electrodynamics and the nonrelativistic quantum physics on Snyder space, that were dealt with in [19] and [20], respectively.

Axioms
We start by listing the definitions of and the demands on an energy-momentum background on which a physical field theory is to be defined:

1. Energy-momentum manifold \( \mathcal{P} \) is a four-dimensional Riemannian manifold described (locally) by a metric \( g_{\mu\nu}(p) \) or (globally) by a distance function \( d(p,q) \), which is a geodesic distance between the points \( p \) and \( q \) on the manifold.

2. Manifold \( \mathcal{P} \) contains a distinguished unique point \( p_V \) called the origin, which is identified with the absolute vacuum. The coordinates of the vacuum are in any reference frame (any system of coordinates) \( p_V = (0,0,0,0) \). In addition to the origin, manifold \( \mathcal{P} \) contains the set of points labeled the points at infinity, which is a set of points with a maximal (finite or infinite) distance from the origin.

3. Elementary particles are the energy-momentum excitations with respect to the vacuum. Mass of an elementary particle on the point \( p \) on \( \mathcal{P} \) is defined as its geodesic distance from the origin,

\[
m(p) = d(0,p).
\]

4. Manifold \( \mathcal{P} \) must be able to accomodate a group of isometries that leave the origin invariant.

5. Manifold \( \mathcal{P} \) must be able to accomodate a group of isometries that leave the points at infinity invariant.

\footnote{We include points at infinity to the manifold from technical reasons (see axiom 5 below). This does not affect the dynamics of finite points in any way.}
In a very broad sense of the word we call them the axioms of the momentum space. They represent a minimal set of physically reasonable requirements for a momentum backgrounds, in a sense that relaxing any of them would lead to theories with much different physical concepts that the ones we are used to. For instance, the group in 4 is the usual Lorentz group, and its physical origin lies in the demand that all the observers agree on the value of the mass parameter (position of the origin). The group in 5 is the group of translations or displacements, and it defines the energy-momentum conservation law (the momenta addition) in the interaction of elementary particles. Physically the demand of displacement isometry arises out of the demand that no two particles \( p \) and \( q \) should be able to reduce or increase their mutual distance upon absorbing/emitting particles of the same energy-momentum \( k \), i.e. \( d(k \oplus p, k \oplus q) = d(p, q) \). The demand for the invariance of the points at infinity reflects a physical demand that no finite number of finite displacements of some point that does not belong to the set of points at infinity could displace it to the point at infinity.

We note some important direct consequences of the above axioms.

In order to accomodate enough global isometries, manifold \( \mathcal{P} \) must necessarily be of a maximally symmetric type, with either positive, negative or vanishing curvature. Under the assumption that the radius of curvature is very large, for the points \( p \) that lie close to the origin the manifold looks flat. It is in this sense that our current theory of the Minkowskian \( \mathcal{P} \) can be understood as a low energy approximation of a more fundamental theory. Additionally, this gives a very important consistency condition in the construction of a fundamental theory, namely, at any instance one should be able to reproduce the standard theory by setting the curvature to zero.

Furthermore, no explicit mention of any prefered system of coordinates implies that the dynamics must be defined in terms of geometrical invariants only. Otherwise, one would need to add to the set of axioms a rule which defines absolute physical quantities of energy-momentum in terms of some specific coordinates of \( \mathcal{P} \). In particular, 3., which was given earlier in [21], represents geometrization of the usual dispersion relation \( p^2 = m^2 \). It is only for the flat space that the points of the manifold are at the same time vectors (the radii-vectors), and \( p^2 = \eta^{\mu \nu} p_\mu p_\nu \), consequently scalars. The latter is then naturally generalized for non-flat spaces to the square of the distance function from the origin.

Having established that the energy-momentum background is maximally symmetric, we review some of the mathematical details that we will need in the following, that have also previously been reported elsewhere.

**Mathematical prerequisites**
A maximally symmetric energy-momentum space is usually realised as a 4-surface embedded in a 5-dimensional Minkowskian space,

\[
\eta^2_0 - \eta^2_1 - \eta^2_2 - \eta^2_3 - \eta^2_4 = \mathcal{P}^2
\]

where \( \mathcal{P} \) is the radius, which we in the following take as real and finite.

Physical energies and momenta are given as some function of the embedding space coordinates,

---

2A less restrictive set of axioms was proposed in [21].

3The group parameters in this case are the points of \( \mathcal{P} \) themselves, and the action of the group is symbolically presented with \( \oplus \), with the understanding that \( k \oplus p \) represents the displacement of the point \( p \) by the point \( k \).
\[ \eta_{\mu} = h(p^2/P^2)p_{\mu}, \quad \eta_4 = P\sqrt{1 + h^2p^2/P^2} \]  

The metric in coordinates \( p \) is

\[ g_{\mu\nu}(p) = h^2\eta_{\mu\nu} + 4h'(h + h'p^2/P^2) - h^4 p_{\mu}p_{\nu}, \]  

where \( h' \equiv \partial h/\partial (p^2/P^2) \), and the distance function is

\[ d(p, k) = P\text{Arcosh}\left( \frac{h_p h_k(pk)/P^2 - \sqrt{1 + h^2p^2/P^2}\sqrt{1 + h^2k^2/P^2}}{1 + \sqrt{1 + h^2p^2/P^2}\sqrt{1 + h^2k^2/P^2}} \right), \]  

where \( h_p = h(p^2/P^2), \; h_k = h(k^2/P^2) \). The law of the momenta addition, or the energy-momentum conservation law is given by

\[ p_{\mu} \oplus k_{\mu} = h^{-1}(P^{-2}K^2)K_{\mu}, \]  

where

\[ K_{\mu} = h_p p_{\mu} + h_k k_{\mu} \left( \frac{1}{1 + P^{-2}h^2p^2} + \frac{P^{-2}h_p h_k(pk)}{1 + \sqrt{1 + P^{-2}h^2k^2}} \right). \]  

The energy-momentum integral is changed accordingly,

\[ \int d^4p \rightarrow \int d\Omega_p = \int \sqrt{\det g}d^4p \]  

Finally, the delta function generalizes to

\[ \delta(p - k) \rightarrow \delta(p \ominus k), \]  

which is defined in the distributional sense as

\[ \int d\Omega_p f(p)\delta(p \ominus k) = f(k). \]  

**Feynman rules**

The set of Feynman rules represent a graphical method of computing invariant amplitudes of scattering cross sections perturbatively in the coupling constant. They are usually first derived on the spacetime, after which they are Fourier transformed on the energy-momentum space. Once this is accomplished, the momentum space Feynman rules represent a full and self-consistent set of rules for calculating the scattering amplitudes. Here we shall use the rules on the energy-momentum background as our starting point, and write them covariantly, i.e. in the form applicable to any geometry or coordinateization of the energy-momentum space. The idea is to maintain the same field theory as in the canonical case, only applicable to the general background geometry. For the sake of concreteness, we choose scalar field theory, with all our considerations directly generalizable to the theories involving vector and spinor fields. In the standard case \( \phi^n \) theory is given by the Lagrangian:

\[ \mathcal{L} = \phi(p^2 - m^2)\phi - \frac{g}{n!}\phi^n \]  

On a general energy-momentum background this is generalized to

\[ \mathcal{L} = \phi(d^2(p, 0) - m^2)\phi - \frac{g}{n!}\phi^n \]
in order to accommodate for a generalization in the dispersion relation given in axiom 4 above.

The set of usual Feynman rules can be found in any textbook on field theory. Internal lines (those not connected to external points) get free propagators

\[ D_F(p) = (p^2 - m^2 - i\epsilon)^{-1}. \]

Vertices come from interactions in the Lagrangian. They get factors of the coupling constant times \( i \), with momentum conservation imposed at each vertex via a delta function

\[ \delta(p_{\text{out}} - p_{\text{in}}). \]

Finally, one integrates over undetermined 4-momenta,

\[ \int d^4p, \]

and sums over all possible diagrams.

This is readily generalized to an arbitrary geometry and coordinatization of the momentum space. The Klein-Gordon equation following from free part of (11) is

\[ (d^2(p, 0) - m^2)\phi(p) = 0, \] (12)

and the free particle propagator is, as in the standard case, Green’s function of the Klein-Gordon equation,

\[ (d^2(p, 0) - m^2)D_F(p) = -1, \] (13)

whose solution (in the distributional sense) is, according to the Sokhotski–Plemelj theorem,

\[ D_F(p) = \frac{1}{d^2(p, 0) - m^2 \pm i\epsilon}, \] (14)

with the \(+i\epsilon\) a choice consistent with causality, as in the canonical case. Vertex factors remain the same, with the momentum conservation imposed via generalized delta function,

\[ \delta(p_{\text{out}} \ominus p_{\text{in}}) \] (15)

and the integration over undefined momenta proceeds according to (11).

For instance, let us take \( \phi^3 \) theory at the tree-level. In the s-channel the diagram is,

and its contributions to the amplitude is

\[ iM_s = \frac{(ig)^2}{d^2(p_1 \oplus p_2, 0) - m^2 + i\epsilon}. \] (16)
Despite the fact that the law of momenta addition is non-commutative, \( p_1 \oplus p_2 \neq p_2 \oplus p_1 \), the amplitude is independent of which particle we call one and which two. This is due to the fact that

\[
d(p \oplus k, 0) = d(k \oplus p, 0). \tag{17}
\]

Similarly, in \( t \)- and \( u \)-channels,

\[
iM_t = \frac{(ig)^2}{d^2(p_1 \oplus p_3, 0) - m^2 + i\epsilon}, \quad iM_u = \frac{(ig)^2}{d^2(p_1 \oplus p_4, 0) - m^2 + i\epsilon}, \tag{18}
\]

where \( p_i \ominus p_j = p_i \oplus (-p_j) \).

What about the diagrams containing loops? Let us take for example the leading correction to the free propagator in \( \phi^3 \) theory:

According to our rules, it is

\[
iM = -\frac{g^2}{2} \int \frac{d\Omega_k}{(2\pi)^4} \frac{i}{d^2(k \ominus p, 0) - m^2 + i\epsilon} \frac{i}{d^2(k, 0) - m^2 + i\epsilon}. \tag{19}
\]

This is manifestly finite, due to the finite volume of the momentum space. Likewise, a diagram with an arbitrary number of loops, whose generic form is

\[
iM = \prod_i \int \frac{d\Omega_{p_i}}{(2\pi)^4} \prod_j \frac{ig}{d^2(p_j, 0) - m^2 + i\epsilon}, \tag{20}
\]

where \( i \) counts loops, and \( j \) propagators, will always give only a finite contribution.

For the sake of definitness, let us evaluate the leading order correction in the simplest case of a free propagator in \( \phi^4 \) theory

\[
iM = ig \int \frac{d\Omega_k}{(2\pi)^4} \frac{i}{d^2(k, 0) - m^2 + i\epsilon}. \tag{21}
\]

For this purpose orthogonal projection \( h = 1 \) angular coordinates are used, with angles \((\omega, \rho, \theta, \varphi)\). We preform Wick’s rotation on the embedding space, as is done in the standard case, to obtain Euclidean integrals. Rotating \( \eta_0 \) from \([1]\) for \(\pi/2\) in the
complex plane, the surface becomes a sphere with imaginary radius, and the distance function depends only on the polar angle \( \omega \), \( d = i P \omega \). This gives

\[
iM = -\frac{ig P^4}{8} \int_0^{\pi/2} d\omega \sin^3 \omega \frac{i}{P^2 \omega^2 + m^2}.
\]  

The solution is a complicated expression involving combination of different sine and cosine integrals, so we do not report it here. For the masses of the order of magnitude of the Standard Model particles, which is much less than the order of magnitude of \( P \), usually assumed to be in the range of Planck’s mass, one can take the value of the integral at \( m/P = 0 \), that is,

\[
iM \approx 0.086 g P^2.
\]

This value is very large compared to the values of the parameters of the Standard Model, and one still needs to introduce counterterms to renormalize, as in the canonical case. The difference is that in this case one deals only with the finite quantities, thus avoiding the conceptual difficulties related to the dealing with infinities.

Momentum space Feynman rules represent a self-contained set of rules for evaluating invariant amplitudes, whose basic elements are propagators (the inverses of the dispersion relation), energy-momentum conservation law and integrations over the loop momenta. All this elements have a clear and direct generalization to the space of constant curvature, as defined by our set of axioms and general geometrical properties of such space. Still, one may be interested in deriving the momentum space Feynman rules starting from the spacetime representation, as it is usual in the canonical case. This can be done. We do not report a full derivation here, but only highlight some key technical points.

The configurational space dual to the constant curvature momentum space is discrete, while time remains continuous [11,22]. The field operators in the space-time picture depend then on three discrete parameters (space) and one continuous (time). The latter point maintains the same structure of the time ordering as in the standard case, as well as derivatives over time. Field commutation relations become

\[
[\phi(x, t), \phi(x', t)] = 0, \quad [\phi(x, t), \partial_t \phi(x', t)] = i \delta_{xx'},
\]

where we use \( x \) to represent a triplet of integers, say \((j, l, m)\) and \( \delta_{xx'} = \delta_{jj'} \delta_{ll'} \delta_{mm'} \).

Following the same steps as in the standard case, one shows that

\[
(\Box + m^2) \langle \Omega | \phi(x, t) \phi(x', t') \rangle | \Omega \rangle = \langle \Omega | (\Box + m^2) \phi(x, t) \phi(x', t') \rangle | \Omega \rangle - i \delta_{xx'} \delta(t - t'),
\]

where the Laplacian \( \Box \) is represented by differential-finite-difference operator [11], and, along the same lines,

\[
(\Box_x + m^2) \langle \phi_x \phi_1 \ldots \phi_n \rangle = \langle \mathcal{L}_m[\phi_x] \phi_1 \ldots \phi_n \rangle - i \sum_j \delta_{xx} \delta(t - t_j) \langle \phi_x \phi_1 \ldots \phi_n \rangle,
\]

where we introduced the standard condensed notation. These are the Schwinger-Dyson equations. They are the same as in the standard case, with the only difference in the Laplacian and the replacement of delta functions with Kronecker deltas. They are solved perturbatively in the same way as in the flat spacetime case. This gives
the usual Feynman rules in the position representation. In particular, the Feynman propagator is

\[ D_F(x, y) = \lim_{\varepsilon \to 0} \int \frac{d\Omega_p}{(2\pi)^4} d^2(p, 0) \frac{i}{m^2 + i\varepsilon} Y_x(p)Y^*_y(p)e^{iE(t_x - t_y)}, \]  

(27)

where \( Y_x(p) \) represents spherical harmonics on the three-sphere. In passing to energy-momentum representation, instead of the integrals over spacetime, we now have sums over space and integrals over time. Importantly, we have

\[ \sum_x Y_x(p)Y^*_x(k) \int dt e^{i(E_p - E_k)t} = \delta(p \ominus k), \]  

(28)

from which the above introduced Feynman rules on the momentum space follow.

The next logical step is to apply the principles introduced here to the case of quantum electrodynamics. The general idea remains the same, but there are two new points to consider: one is the linearisation of the Klein-Gordon equation to obtain Dirac’s equation, and the other is the question of the form of the gauge symmetry. We intend to investigate these questions in the future work.
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