Evaluating the Applicability of a Quantile–Quantile Adjustment Approach for Downscaling Monthly GCM Projections to Site Scale over the Qinghai-Tibet Plateau

Ziyun Yin, Zhuotong Nan, Zetao Cao and Guofei Zhang

Abstract: In the context of global climate change, the Qinghai-Tibetan plateau (QTP) has experienced unprecedented changes in its local climate. While general circulation models (GCM) are able to forecast global-scale future climate change trends, further work needs to be done to develop techniques to apply GCM-predicted trends at site scale to facilitate local ecohydrological response studies. Given the QTP’s unique altitude-controlled climate pattern, the applicability of the quantile–quantile (Q-Q) adjustment approach for this purpose remains largely unknown and warrants investigation. In this study, this approach was evaluated at 36 sites to ensure the results are representative of different climatic and surface conditions on the QTP. Considering the practical needs of QTP studies, the study aims to assess its capability for downscaling monthly GCM simulations of major variables onto the site scale, including precipitation, air temperature, wind speed, relative humidity, and air pressure, based on two GCMs. The calibrated projections at the sites were verified against the observations and compared with those from two commonly used adjustment methods—the quantile-mapping method and the delta method. The results show that the general trends of most variables considered are well adjusted at all sites, with a quantile pair of 25–75% for all the variables except precipitation where 10–90% is used. The calibrated results are generally close to the observed values, with the best performance in air pressure, followed by air temperature and relative humidity. The performance is relatively limited in adjusting wind speed and precipitation. The accuracies decline as the adjustment extends into the future; a wider adjustment window may help increase the performance for the variables subject to climate changes. It is found that the performance of the adjustment is generally independent of the locations and seasons, but is strongly determined by the quality of GCM simulations. The Q-Q adjustment works better for the meteorological variables with fewer fluctuations and daily extremes. Variables with more similarities in probability density functions between the observations and GCM simulations tend to perform better in adjustment. Generally, this approach outperforms the two peer methods with broader applicability and higher accuracies for most major variables.
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1. Introduction

As one of the greatest challenges we confront in the 21st century, climate change is already manifest in changes to climatic, coastal, oceanic, and land surface systems, giving rise to agricultural, political, economic and energy-related issues [1–5]. The warming effect of the greenhouse gas emissions has taken us far away from pre-industrial climatic conditions. Reliable climate predictions provide the scientific foundations for decision making, disaster
warnings and infrastructure construction, and ensure that human and property risks can be minimized and sustainable development secured [6–10]. One important method to obtain future climate trends is the use of general circulation models (GCMs) capable of representing complex nonlinear interactions between the atmosphere and its underlying surfaces [11–13].

Many GCMs incorporating the ocean, atmosphere, cryosphere and land surface have been established in the current Coupled Model Intercomparison Project Phase 6 (CMIP6) era [14–16]. However, although GCMs are important, practicable tools to create projections on global and continental scales, their performances are generally limited by the coarse spatial resolutions for regional, sub-regional and site-scale predictions [12,17]. A prevailing approach for obtaining finer spatial resolution climate information is to apply techniques for downscaling GCM outputs [18,19]. Dynamical downscaling, or regional climate modeling (RCM), also relies on output from GCM simulations. However, many local studies such as hydrology [20,21], permafrost [22,23] and ecological [24] studies require site-scale future climate change information. For those purposes, empirical downscaling methods have been developed to adjust GCM/RCM simulations to site scale [25,26], including statistical regression approaches [27,28], the quantile-mapping (Q-M) method [29–31] and the delta downscaling (Delta) method [32]. Most of them are univariate approaches without considering correlations between variables [33]. Recently, some multivariate approaches, such as statistical asynchronous regression [34] and the distribution-free shuffle approach [35], were proposed to address those weaknesses by considering the associations between variables and allowing the cross correlations to be preserved [36]. In addition, machine learning methods such as support vector machine [37] and others [38] have also been trialed.

One empirical method is the quantile–quantile (Q-Q) adjustment approach capable of downscaling GCM/RCM simulations to site scales by involving a transfer function with its parameters calculated from both the mean values and the selected quantiles of the observations and model simulations [39,40]. Despite being a univariate method, this approach has been widely applied in different areas all over the world to obtain site-scale GCM/RCM variables such as precipitation [41,42], air temperature [43,44], and others [45–47].

The Qinghai-Tibetan Plateau (QTP) is the largest and highest plateau on Earth and extensively underlain by permafrost. It has unique climatic features, regulating climatic circulations and water cycles both in Asia and all over the globe [48]. In recent decades, it has undergone significant changes in local climatic conditions [49]. Forecasted future changes in the cryosphere, biosphere and hydrosphere on the plateau in response to climate change have received widespread attention, and thus there have been calls for reliable tools to establish future projections of meteorological drivers. In many previous studies related to predicting permafrost distributions, thermal states and active layer thickness [50,51], as well as studies concerning hydrological responses [52,53], future projections of climate variables at meteorological sites on the QTP were demanded as input. Due to the ready availability of GCM outputs, limited performance of publicly available Coordinated Regional Climate Downscaling Experiment RCMs on the QTP [54] and complexity in setting up an RCM, these studies are often based on the GCM outputs thanks to their plausible performances in predicting climate change trends on the QTP [55–58]. In these studies, regression models, the delta method and the Q-M method were commonly used to correct monthly GCM simulations at site scale without preliminary analyses on the applicability and uncertainties associated.

Although the Q-Q adjustment approach has manifested favorable performance in various parts of the world, no evaluation study of this approach has been carried out on the QTP. On this basis, its performance in the context of the QTP is still largely unknown and worthy of further investigation, given the QTP’s unique topographical and climate characteristics. Considering the practical needs of ecohydrological researches on the QTP, our study provides a comprehensive evaluation of the applicability of the Q-Q adjustment approach for monthly meteorological variables based on GCM simulations over the QTP,
with respect to its spatiotemporal performance for major variables, dependency on the GCM quality, and competence over two peer methods, namely, the Delta method and the Q-M method.

2. Materials and Methods

2.1. Study Area

The QTP covers an area of approximately $2.5 \times 10^6 \text{ km}^2$ with most elevations being above 4000 m (Figure 1). The vast mountains and widespread alpine lakes that feed most of the major rivers in Asia, together with the distribution of glaciers and permafrost, endow the plateau with one of the most complex terrains and climates in the world [59,60]. The main vegetation types are alpine meadow and steppe [61]. Distinct zonality of soil types exists on the QTP, and the dominant types change from Cambosol in the east to Aridisol in the west [62]. Annual air temperatures vary from $-11.2$ to $23.5 \, ^\circ \text{C}$ in space, with the coldest and warmest months being January and July, respectively [63]. Permafrost and seasonal frozen soils underlie the major areas of the QTP [64]. Precipitation is inhomogeneously distributed across the QTP, with an annual mean around 120 mm, mostly occurring in summer, especially from June to September, and spatially declining from the southeast to northwest [65]. The QTP’s climate has undergone tremendous change in recent decades [66,67]. Historical observations indicate prominent increasing trends in annual air temperature [68]. Meanwhile, the QTP has become wetter in recent decades, albeit in a rather complicated spatial pattern [69]. Wind speed has generally been decreasing and relative humidity has experienced a decline since the 1970s [70,71]. Air pressure shows an increasing trend on the QTP aligned with increasing surface air temperatures [72].
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**Figure 1.** Map showing the location and topography of the Qinghai-Tibet Plateau (QTP) and the sites under investigation. The pie chart shows the proportions of different elevational zones on the QTP.

2.2. Data

2.2.1. Meteorological Observations

Over 100 national meteorological stations are located within the boundaries of the QTP. Of these, 36 reference stations (as shown in Figure 1) were selected in our study for analysis. These stations were selected in consideration of their representativeness in a dry-wet climate zone and the topographies where they are located. At these sites, standard meteorological variables, as well as radiation variables (only available at partial
sites), are measured. Rather than testing the approach over all of the variables, we chose five of them, including air temperature, wind speed, air pressure, relative humidity and precipitation as they have undergone obvious changes in the past decades on the QTP and are available in both the site observations and the GCM simulations [49,66,70]. The data at the selected sites were extracted from the daily meteorological dataset of basic meteorological elements provided by China Meteorological Administration. The daily data were aggregated to obtain monthly data, among which precipitation is an accumulative variable while the others are mean variables. After processing, the monthly data cover the period of 1970–2014. However, it should be noted that data for the years 1970–1972 is missing for the Pulan site, and for the Naqu site, the 1955–1969 data are additionally included to form a more extended time series in the experiments of varying adjustment windows and error propagation.

2.2.2. GCM Data

According to a recent study [58], the CMIP6 models are generally able to capture the spatial and temporal patterns of atmospheric variables on the QTP, although there is a persistent overestimation of precipitation and cold biases in winter and spring. Over 100 models are included in the project. The simulation data [16] are accessible via the World Climate Research Program (WCRP) CMIP6 Search Interface. The simulations cover the period of 1850–2100, of which the 1850–2014 period is deemed as the historical period [16]. While different outputs have been provided in these simulations, fundamental variables, such as the ones we selected for the present analysis, are all provided. To better evaluate the potential impact of GCM quality on the adjustment results, we chose two different simulations rather than one single GCM: the Earth System Model (ESM) collaboratively developed by the European consortium (EC-Earth 3, or EC for short) and a higher-resolution version of the Max Planck Institute ESM (MPI-ESM1.2-HR, or MPI for short). EC is an ESM combining the feedback from and processes of diverse climatic components including atmosphere, ocean, sea ice, land surface, dynamic vegetation, atmospheric composition, ocean biogeochemistry and the Greenland ice sheet with boundary data exchange with other components allowed. The horizontal resolution of its atmospheric components is ~78 km and the vertical resolution is 91 layers [73,74]. MPI (0.9° spatial resolution) is an improved version based on its lower-resolved version MPI-ESM1.2-LR (1.9° spatial resolution), which is the baseline for CMIP6. Its horizontal resolution is ~100 km and its vertical resolution is 95 layers [75,76]. Though overestimation in temperature mean values and variations tend to be unavoidable, the MPI model showed a generally satisfactory performance in most scenarios [77].

2.3. The Quantile–Quantile Adjustment Approach

The Q-Q approach was originally developed to adjust the simulated results of a future period based on the daily observations and RCM simulations in a control period [39]. In this study, this approach was adapted to adjust monthly GCM simulations in consideration of the practical needs of climate change studies on the QTP. It employs a nonparametric function characterizing the differences between the distributions of the monthly observations and GCM simulations, which is then applied to remove the GCM biases in the projected period. The adjustment is performed in two successive periods of the same length. The first period is the control period, in which both the site observations and the GCM simulations are available. The second period is a projection period where only the GCM simulations are available and the site projection is unknown. Calibration is thus made to estimate the site-scale projection by adjusting the GCM simulations in the projection period. For a long time series divided into successive equal-length periods where the observations in the first period are known, the Q-Q approach operates for the next period by taking the first period as the control period, and iterates along the time series by moving one period forward.
The process for adjusting a certain GCM variables can be described by the following equation (Equation (1)):

\[ p_i = o_i + g\bar{\Delta} + f\Delta'_i, \]  
(1)

where \( o \) denotes the observations known in the control period, and \( p \) is the adjusted site-scale projections in the second period (i.e., calibrated future projection) with the same length as the control period. Subscript \( i \) indicates the \( i \)th month in both periods. The second term in the right-hand side represents the effect of the difference between the GCM simulations in the control and projection periods, where \( \bar{\Delta} \) is the mean difference between the pair-wise GCM simulations across the two periods, and \( g \) is a parameter used to correct the systematic error by redressing the biases between the observed mean and the simulated mean in the same control period. The right-hand third term considers monthly variabilities with respect to the mean variability, where \( \Delta'_i \) is the difference anomaly for the \( i \)th month with respect to the mean difference (\( \bar{\Delta} \)), and \( f \) is an adjusting factor considering both distributions of observations and GCM simulations in the same control period.

The variables in Equation (1) can be given by the following equations (Equations (2)–(5)):

\[ \Delta_i = s_{fi} - s_{ci}, \]  
(2)

\[ \bar{\Delta} = \frac{\sum_{i=1}^{N} \Delta_i}{N} = \frac{\sum_{i=1}^{N} (s_{fi} - s_{ci})}{N} = \bar{s_f} - \bar{s_c}, \]  
(3)

\[ \Delta'_i = \Delta_i - \bar{\Delta}, \]  
(4)

\[ g = \frac{\left(\frac{\sum_{i=1}^{N} o_i}{\sum_{i=1}^{N} s_{ci}}\right)}{\left(\frac{\sum_{i=1}^{N} s_{ci}}{\sum_{i=1}^{N} s_{ci}}\right)} = \frac{\bar{o}}{\bar{s_c}}, \]  
(5)

\[ f = \frac{\sigma_0}{\sigma_{s_c}} = \frac{IQR|o}{IQR|s_c}, \]  
(6)

where \( s_{fi} \) and \( s_{ci} \) are the GCM simulation values for the \( i \)th month in the projection (denoted by the subscript \( f \)) and control (denoted by subscript \( c \)) periods (i.e., raw future simulation and raw control simulation), respectively. \( \Delta_i \) is the difference between the future simulation and control simulation for the \( i \)th month. \( \bar{s_f} \) and \( \bar{s_c} \) denote the means of the future and control simulation values respectively. \( N \) is the total number of monthly values of a certain climatic variable in either period. \( N \) equals 180 for a 15-year time window and 360 for a 30-year window. \( f \) can be approximated as the quotient of the standard deviation of the observation distribution (\( \sigma_0 \)) in the control period over the standard deviation of the raw control simulation (\( \sigma_{s_c} \)) in the same period. As standard deviations are more sensitive to outliers, they can be substituted by \( IQR|o \) and \( IQR|s_c \), which are the interquantile ranges on the observation and raw control simulation distributions. Figure 2 illustrates the intuitive meanings of the variables involved in the Q-Q approach given the known distributions of the observations (control observed) and the known simulations in both periods (raw control simulation and raw future simulation). The variable of air temperature is used for example and the percentile pair of 25th and 75th is used as the interquantile range.

The adjustment results depend on two important factors, \( g \) and \( f \), which serve as weights to modify the impact of the average difference between the periods and of the specific differences. When no systematic biases exist between the observations and GCM simulations, \( g \) equals 1. Otherwise, \( g \) is altered to reflect the GCM biases. Equation (5) assumes proportionality between the GCM simulations and the observations in the control and projection periods. In the case of adjusting air temperature, however, \( g \) in Equation (5) may cause problems because as an interval variable, the ratio of air temperatures makes no sense. Meanwhile, when the denominator (\( \bar{s_c} \)) comes to zero, \( g \) will go astray. On the other hand, \( f \) is highly related to the distribution characteristics of the simulations and the observations. In order to reduce the impact of extreme values, \( IQR \) is used to estimate this
factor. In the previous study [39] the 25th and 75th percentiles are recommended for all variables except precipitation, for which the 10th and 90th percentiles are taken.

**Figure 2.** Illustrations of the variables involved in the quantile-quantile (Q-Q) adjustment approach with an example of air temperature on the Naqu site, with the control period being 1970–1984 and projection period being 1985–1999. Left shows the probability density functions (PDF) and the right, the cumulative density functions (CDF). The notations used are consistent with those in Equations (1)–(6). The lines of calibrated future projection represent the results after the adjustment. The vertical straight lines in the PDF subplot represent the means of the observations (\(y\)) and raw simulations (\(x\)) in the control period and the mean of the simulations in the projection period (\(\overline{y}_f\)). The percentile pairs used are the 25th and 75th and their corresponding values are described by \(Q_f(25\%)\) and \(Q_f(75\%)\) in the CDF subplot. Raw control simulation and raw future simulation data are from the GCM simulations; control observed data are the site observations or the calibrated results produced in the preceding adjustment; and calibrated future projection data are the results desired. The illustrative plot is created by the authors with reference to the concept of Yang et al. [78].

2.4. Experimental Design

The recommendation of the quantile ranges in the original study [39] is not based on rigid mathematics. Therefore, it is critical to conduct extensive verifications using sites that are distinct in topography and climate type. A few technical questions require clarification:

1. How does this approach perform when applied to inhomogeneous sites with the recommended settings? Does the performance vary by individual variable, in space and time?

2. How do factors such as the GCM quality, length of adjustment window, quantile pair, etc., influence performance? How do errors propagate when the approach iterates into the future?

3. What is the underlying mechanism that impacts performance?

4. Can it compete with other commonly used peers in terms of adjustment accuracy and effectiveness?

These questions outline the technical aspects of the motivation for this study. The evaluation processes include an overall assessment of the performance of the approach and analyses of possible influencing factors, as well as comparisons with peer downscaling methods to further prove its advantages. In order to assess the applicability of the approach on the QTP, adjustments at all reference sites on the QTP were conducted. The performance on different meteorological variables and in various seasons was examined and its spatial variations were analyzed.

To test how the performance changes as the calibration extends into the future, the temporal spanning of the selected 36 reference sites from 1970 to 2014 was divided into three successive 15-year periods. The first adjustment was targeted at GCM simulations in the second period (1985 to 1999). In this process, observations and GCM simulations from 1970–1984 served as control observed (control) values (\(o_f\)) and raw control simulated values (\(s_c\)), respectively, while GCM simulations from 1985 to 1999 were used as the simulated raw future (\(s_f\)). Upon completion, the results of the first adjustment serve as
the control for the second adjustment, whose results correspond to the 2000–2014 window. Note that for calibrated values of a specific variable exceeding the value domain during an adjustment, the values closest to the domain boundary were used as substitutions before entering the subsequent adjustment. For example, if the precipitation calibration results return values below zero in the first calibration, \( q_i \) at the \( i \)-th month during the second adjustment would be set as 0. This problem is inherent to this approach [79] as the difference terms (both the second and third terms) on the right-hand side of Equation (1) can be potentially negative, thus leading to unrealistic values after the adjustment. Moreover, when calculating the performance metrics, the same substitution processes were conducted to ensure the physical sense of the results, while for figures showing the adjusted results, we intentionally leave the values as is in order to better show the direct results after the adjustment.

Potential influencing factors were analyzed and assessed. Two GCMs are both employed to test whether the quality of the original GCM affects the adjustment results. The influence of time window length was analyzed by selecting two different time windows (15-year and 30-year) and comparing the results of the same projection period. To support this, we carried out the analysis using a longer time series of observations at Naqu from 1955–2014, which is divided into four periods using a 15-year window and two periods using a 30-year window. Note that except for this purpose, the data span at Naqu as one of the 36 selected sites starts from 1970, unless otherwise stated. Different interquantile ranges were tested and compared to analyze whether quantile ranges exert a sizeable influence on the results and whether the recommended quantiles by [39] are the optimized choices as well for use on the QTP. Finally, possible statistical explanations contributing to performance differences were investigated through the PDF and CDF curves of each variable. Two univariate downscaling methods commonly found in the QTP studies, the quantile mapping method (Q-M method) [80] and the delta downscaling method [26], serve as comparisons for adjustment to further assess the performance of the Q-Q approach in terms of accuracy and effectiveness.

Two special experiments were designed for precipitation and air temperature. Precipitation is reported to be overestimated in GCM simulations and the quality is considerably affected by the failure in predicting extreme events. Thus, in order to assess the impacts of precipitation extremes in the adjustment, we designed a contrasting experiment where daily precipitation extremes are removed. Specifically, based on the site observations, we removed those daily precipitation observations that were larger than the yearly 95th percentile, which is decided from the indices recommended by the Expert Team on Climate Change Detection and Indices (ETCCDI) [81–83], before adding them up as a monthly value, and on the other side, we multiplied monthly GCM simulation values [84] by 0.95 to address the overestimation problem in the GCM. After this processing, we obtained a statistical relationship for the Q-Q approach with daily extreme rainfalls removed from the monthly data serving as the control observations, using which, all GCM simulations in the projection periods were adjusted, in contrast to those without the removal of daily extremes. Air temperature differs from other variables considered by its domain covering both negative and positive values. By its definition, the factor \( g \) becomes abnormally large when the mean simulated air temperature in the control period \( \bar{S_c} \) in Equation (5) equals or is very close to zero, thus causing discrepancies in the adjusted results. To verify this issue, we conducted an extra experiment where \( g \) is best fitted via a least-square method using the data of two preceding periods, in contrast to that which follows Equation (5).
2.5. Peer Methods for Comparison

1. Quantile mapping (Q-M) method

The Q-M method employs a transformation function to establish the exact relationship between the CDFs of GCM simulation on a macroscale and the observation of the site scale during the control period, which can be described as:

\[ G(F_{(S)}) = F(o), \]  

(7)

where \( F_{(S)} \) is the CDF of GCM simulation in the control period and \( F(o) \) is the CDF of the observation during the same period. \( G(\cdot) \) is the transformation function for the adjustment. Assuming that this relationship constantly works for the projection period, the inverse function can be applied to the future simulation to the site scale so that biases between site projections and GCM simulations can be adjusted [84–87].

2. Delta downscaling method

The adjustment term of the delta downscaling method is a fixed value determined by calculating the discrepancy between the mean observation (\( X_o \), where \( X \) denotes any variables except precipitation) and the mean GCM simulation (\( X_{sc} \)) during the control period [26,88].

\[ x_f(t) = x_{sf}(t) + (X_o - X_{sc}), \]  

(8)

where \( x_f(t) \) is the calibration result in the \( t \)-th month of the projection period and \( x_{sf}(t) \) is the future GCM simulation at the corresponding month. Let \( Z \) denote precipitation. Equation (8) is transformed as Equation (9) by using a multiplicative form to restrict unnecessary overestimation.

\[ z_f(t) = z_{sf}(t) \times (Z_o/Z_{sc}), \]  

(9)

where \( z(t) \), \( z_{sf}(t) \), \( Z_o \) and \( Z_{sc} \) are precipitation counterparts of Equation (8).

2.6. Evaluation Metrics

The performance metrics used in this study include Pearson’s correlation coefficient, root mean square error (RMSE), mean absolute error (MAE) and normalized mean absolute error (NMAE).

The Pearson’s correlation coefficient (\( r \)) measures the association between two variables [89,90] and in this study is measured between the calibrated results/the GCM simulations and the corresponding observations following Equation (10):

\[ r = \frac{N \sum_{i=1}^{N} Y_i \hat{Y}_i - \left( \sum_{i=1}^{N} Y_i \right) \left( \sum_{i=1}^{N} \hat{Y}_i \right)}{\sqrt{N \sum_{i=1}^{N} Y_i^2 - \left( \sum_{i=1}^{N} Y_i \right)^2} \sqrt{N \sum_{i=1}^{N} \hat{Y}_i^2 - \left( \sum_{i=1}^{N} \hat{Y}_i \right)^2}}, \]  

(10)

where \( Y_i \) is a value of the \( i \)-th month in the validation dataset and \( \hat{Y}_i \) is the value in the prediction dataset (the GCM simulations or the calibrated results) in the corresponding month. \( N \) is the total number of values of a certain climatic variable. The range of the correlation coefficient is \([-1, 1]\). The closer the coefficient is to 0, the less correlated the predictions are to the validations. Positive coefficient means positive association between the two variables, while negative corresponds to inverse association.

\( RMSE \) is defined as follows:

\[ RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_i - \hat{Y}_i)^2}, \]  

(11)
where the same variable notations as Equation (10) are used. The RMSE is highly sensitive to outliers and can be advantageous when assessing model performance [91].

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |Y_i - \hat{Y}_i|, \]  
(12)  

\[ NMAE = \frac{MAE}{\frac{1}{N} \sum_{i=1}^{N} |Y_i|}, \]  
(13)  

The MAE is an explicit and unambiguous measure of model errors and can best represent the intercomparisons of model performances [92]. To enable cross-variable comparisons, the MAEs are normalized as NMAE [93], as in Equation (13).

3. Results

3.1. Performance Variations in Space and Seasonality

3.1.1. Performance per Atmospheric Variable

Figure 3 shows the calibrated results of the first adjustment (1970–1984 as the control period and 1985–1999 as the projection period) validated by the corresponding observations in the same period at all the 36 selected QTP sites. The calibrated results for the majority of variables show good agreement with the observations irrespective of any GCM that it is based on, with most points surrounding the 1:1 line, which indicates a perfect agreement. The exception is precipitation with points scattering on the figures (Figure 3c,d). The gains of the adjustments over the raw GCM simulations are further quantified in terms of RMSE and MAE/NMAE (Table 1), as well as Pearson’s correlation coefficient \( r \) (Table 2).

In Table 1, the average metrics measured against the observations over the 36 reference sites are present for the raw GCM simulations before the adjustment and the calibrated results of the first and second adjustments. The raw GCM simulations here and the results of the first adjustment, correspond to the same 1985–1999 period. By comparing them, for all the variables except precipitation and EC wind speed, RMSE, MAE and NMAE are considerably reduced after the adjustments. Meanwhile, higher \( r \) values have been measured for all the variables except air temperature in the calibrated results against the observations than the raw simulations (Table 1). Although the median of \( r \) for air temperature is slightly lower (marked by the downward arrow in Table 2) in the calibrated results than the raw GCM simulations, the minimum values have greatly increased from 0.44 (EC) and 0.47 (MPI) in the raw GCM simulations to 0.90 and 0.84, respectively. It means the adjustment of air temperature works well for all the sites, while the raw GCM simulations are not equally good at those sites. These results consistently indicate that the Q-Q adjustment approach can be well applied for most variables on the QTP.

The best calibrated results come from air pressure, as can be seen in Figure 3e,f, where the patterns indicated by both the GCMs are roughly the same, with both R-squares close to one. The errors of raw GCM simulations of air pressure are over 300 hPa, and are reduced to one hundredth by the adjustment (Table 1). The \( r \) values increase from negative ones (−0.41 in EC and −0.22 in MPI) to about 0.60. The projections of relative humidity from both GCMs shown in Figure 3a,b are relatively well-calibrated, with RMSE and MAE/NMAE reduced by two-thirds and correlation increased from −0.60 to 0.60 for both GCMs. As for the results of air temperature, the calibrations of GCM MPI illustrate better consistency with the observations than GCM EC validations, with a coefficient of determination (R-square) value of 0.9, as shown in Figure 3h,g. Meanwhile, Figure 3g (corresponding to GCM EC) shows an apparent overestimation for the temperatures higher than −10 °C and underestimation below this temperature by the adjustment. Table 1 also demonstrates a better adjustment for the MPI temperature, with only half of the RMSE and MAE/NMAE values of the EC temperature. As shown in Table 2, the adjustment achieves no obvious improvements on air temperature at most sites, although at some sites with low-quality GCM simulations, the improvements become significant. For wind speed, as
indicated by Figure 3i,j, the calibrated projections are not good enough, with the R-square values of the fitting lines for both GCMs falling well below 0.5, although the aggregating patterns of the results implied by the densities are normal. Moreover, while the value of wind speed is always positive, a small proportion of the points have been adjusted to negative. Poor performance of adjustment is found on precipitation as presented in Figure 3c,d, where only the points with positive values after the adjustment are displayed. After the adjustment, considerable quantities of the calibrated values of precipitation are wrongly adjusted to below zero, which should be post-corrected. However, the adjustment does improve to a certain degree the agreement between the two GCM projections with the observations with respect to the correlation coefficient (Table 2). For some variables, such as wind speed and precipitation, the correlation coefficients measured are not really statistically significant, though all negative values of the coefficient become positive after the adjustment. Overall, the best performance of the adjustment comes from air pressure, followed by relative humidity and air temperature. The improvements in wind speed are limited and those in precipitation are relatively poor.

Figure 3. Calibrated results (the ordinates) and corresponding monthly observations (the abscissas) of five major meteorological variables at the 36 QTP sites in the first adjustment (1970–1984 as the control period and 1985–1999 as the projection period). The color ramp in the figure symbolizes the kernel density. The red solid lines represent a 1:1 line. The orange dashed lines represent the linear fitting curves of the samples in the subplots with the R square of each variable marked. Subplots (a,c,e,g,i) show the results from EC-Earth 3 (EC) GCM simulations; and (b,d,f,h,j) the MPI-ESM1.2-HR (MPI) GCM simulations.
Table 1. Averaged performance of the Q-Q approach for monthly variables from EC-Earth 3 (EC) and MPI-ESM1.2-HR (MPI) GCM simulations over the 36 selected sites on the QTP against the site observations in terms of root mean square error (RMSE), mean absolute error (MAE) and normalized mean absolute error (NMAE). The results for the first and second adjustments refer to the calibrated results in the 1985–1999 and 2000–2014 periods, and the raw simulation refers to the uncalibrated GCM simulations in 1985–1999 as a reference before the adjustment. The second adjustment was made based on the results of the first adjustment. The units of RMSEs and MAEs are the same as those of the variables, while NMAE is dimensionless. N = 180 for each site.

| Variable | Raw Simulation | First Adjustment | Second Adjustment |
|----------|----------------|-----------------|------------------|
|          | RMSE          | MAE             | NMAE | RMSE | MAE | NMAE |
| Relative humidity (%) | | | | | | |
| EC       | 28.92          | 25.46           | 0.53 | 10.65 | 8.37 | 0.17 |
| MPI      | 35.17          | 29.90           | 0.63 | 11.01 | 8.77 | 0.18 |
| Precipitation (mm) | | | | | | |
| EC       | 46.35          | 32.07           | 1.29 | 43.07 | 29.25 | 1.05 |
| MPI      | 47.63          | 35.70           | 1.92 | 39.48 | 26.73 | 0.92 |
| Air pressure (hPa) | | | | | | |
| EC       | 339.05         | 338.92          | 0.54 | 3.03  | 2.38 | 0.00 |
| MPI      | 327.98         | 327.90          | 0.52 | 3.78  | 2.99 | 0.00 |
| Air temperature (°C) | | | | | | |
| EC       | 8.54           | 7.24            | 0.97 | 6.20  | 5.58 | 0.64 |
| MPI      | 7.36           | 6.16            | 0.84 | 3.18  | 2.43 | 0.32 |
| Wind speed (m/s) | | | | | | |
| EC       | 1.57           | 1.31            | 0.53 | 1.59  | 1.25 | 0.51 |
| MPI      | 1.78           | 1.44            | 0.63 | 1.28  | 1.00 | 0.41 |

Table 2. Stats of Pearson’s correlation coefficient (r) at the 36 QTP sites before (Raw) and after (Calibrated) the first adjustment (1985–1999) based on two GCM simulations (EC and MPI). The coefficients are measured against the observations. The medians ahead the parentheses, and the minima and maxima within the parentheses. The upward and downward arrows indicate the gain and loss in r from the adjustment compared to the raw simulations. N = 180 for each site.

| Variable | GCM EC | GCM MPI |
|----------|--------|---------|
|          | Raw    | Calibrated | Raw    | Calibrated |
| Relative humidity (%) | −0.67(−0.82, 0.16) | ↑ 0.67(0.19, 0.85) | −0.62(−0.78, 0.26) | ↑ 0.59(0.20, 0.79) |
| Precipitation (mm) | 0.16(−0.03, 0.28) | ↑ 0.38(0.04, 0.49) | 0.29(−0.18, 0.41) | ↑ 0.35(0.06, 0.43) |
| Air pressure (hPa) | −0.41(−0.68, 0.58) | ↑ 0.64(0.29, 0.73) | −0.22(−0.65, 0.63) | ↑ 0.58(0.22, 0.62) |
| Air temperature (°C) | 0.94(0.44, 0.97) | ↑ 0.93(0.90 ↑ 0.95) | 0.96(0.47, 0.96) | ↑ 0.88(0.84 ↑ 0.90) |
| Wind speed (m/s) | −0.14(−0.28, 0.21) | ↑ 0.20(0.01, 0.35) | −0.12(−0.40, 0.28) | ↑ 0.14(−0.07, 0.32) |

Figure 3 and the metrics still cannot provide a comprehensive view of the behaviors of the adjustment. Therefore, we looked into the calibrated results at a specific site. Figure 4 exhibits the time series of the GCM variables before and after the adjustment at the Naqu site in the 2000–2014 period. Note that three adjustments were made at Naqu using 1955–1969 as the initial control observations. The results for the 2000–2014 period corresponds to the last iteration of the adjustment, with most uncertainties due to error propagation through the three adjustments. The closer the solid lines in Figure 4, the better the performance of adjustment is made for the variable. Similar to the previous findings, the approach’s best performance at this site comes from air pressure. The obviously overestimated raw GCM simulations are satisfactorily corrected to the observation level (Figure 4e). The next comes to air temperature. It is clear that the raw GCM simulations match well with the observations in trend, albeit varying in magnitude. The adjustments succeed in reducing the peaks of the raw GCM simulations down close to the observations. The results based on EC are subject to underestimation and those based on MPI well approach the observations. In the case of relative humidity, the patterns of the two GCMs’ original simulations do not agree with the observations. However, after adjustment, the patterns of the calibrated results became much more synchronized with the observations despite amplitude discrepancies preserved. While the approach works satisfactorily even in the third adjustment for these three variables at Naqu, it fails to work effectively for
precipitation and wind speed. The adjustment to precipitation roughly captures major peaks and valleys of the observations, whereas it apparently overestimates the precipitation peaks in summers and wrongly calibrates low precipitation in falls and winters. Relatively poor performance is also seen on wind speed, with large discrepancies throughout the time series, although similar change trends are observed.

Figure 4. Time series of the pre-adjustment GCM simulations, calibrated results, and the observations in the last adjustment (the results in the 2000–2014 period) for the variables at the Naqu site. Raw simulations: pre-adjustment data from the EC and MPI GCM simulations; calibrated results: post-adjustment results; validation: the corresponding observations in 2000–2014. Subplots (a–e) correspond to precipitation, air temperature, relative humidity, wind speed and air pressure.

3.1.2. Spatial Variations of Performance

Figure 5 illustrates the spatial distribution of the NMAE values of different climatic variables before and after the first adjustment (projection period being 1985–1999) at the 36 selected sites on the QTP, together with the 15-year mean of each variable. NMAE is used to clarify the inter-variable comparability. Generally, the accuracies of the projections significantly improve after the adjustment, as indicated by the small circle sizes spreading out in Figure 5. In this figure, the values of NMAE are divided into five classes, and columns 2 and 3 have consistent divisions. According to the circle sizes on the maps, the ranking from the most to least accurate is air pressure, relative humidity/MPI air temperature, wind speed/EC air temperature, and precipitation, which is in consistence with the performance ranking revealed in the previous section.
Figure 5. Spatial distributions of the NMAE values of the calibrated results and the raw GCM simulations of atmospheric variables at the 36 selected QTP sites from two GCM data (middle: (b,e,h,k,n) for EC; right: (c,f,i,l,o) for MPI) for the first adjustment (results corresponding to 1985–1999), together with the 15-year means of the variables observed in the same period (left: (a,d,g,j,m)). Rows from the upper down represent precipitation (a–c), air temperature (d–f), wind speed (g–i), relative humidity (j–l) and air pressure (m–o), respectively. The NMAE values are broken into 5 classes. In the middle and right panels, the color of the circle represents the class of NMAE value of the raw GCM simulations (blue to red for low to high NMAE; annotated as Raw NMAE) and the size of the circle represents the magnitude of NMAE value of the calibrated results (small to large circles for low to high NMAE; annotated as Calibrated NMAE). N = 180 for each site.
In space, the small circles on the air pressure (Figure 5n,o) and relative humidity (Figure 5k,l) maps are almost uniform in size, meaning the adjustment for the two variables performs equally well everywhere, independent from the GCM simulation used. However, the MPI air temperature map (Figure 5f) highly differs from the EC air temperature map (Figure 5e) in circle size, although on each map itself the circle sizes are roughly the same. It suggests that no spatial variation exists in the adjustment performance of air temperature, and the resulting accuracies based on MPI are better than those based on EC. For EC air temperatures, the approach tends to generate better results in low-temperature areas on the northern plateau and in high-altitude areas as can be seen in Figure 5d. Wind speed exhibits relatively good spatial uniformity before the adjustment, as indicated by the most majority of circles being in dark blue in the EC wind speed map (Figure 5h) and in light blue in the MPI map (Figure 5i). The circle sizes show some spatial variations, indicative of inhomogeneous adjustment performance in space. Such inhomogeneity is more evident on the EC map (Figure 5h) than in the MPI map (Figure 5i). Errors in the calibrated results are greater on the northern plateau than those on the southern, probably because of the existence of westerlies in the north QTP [94].

As seen in Figure 5b,c showing precipitation, huge errors exist in the raw simulations (indicated by orange and red) as well as the calibrated results (indicated by the large size of circles) throughout all sites. Before adjustment, precipitation NMAE values range from 1.26 to 13.37 and after the adjustment, they are reduced to a range between 0.45 and 0.95. In the EC map (Figure 5b), the largest errors occur only in the Qaidam Basin on the north QTP, while in the MPI map (Figure 5c), the largest ones pervade the majority of the QTP, apart from the southeast portion. Despite huge errors persisting through the adjustment process and widespread throughout the entire region, the performance of the approach on precipitation seems unrelated to the spatial locations.

### 3.1.3. Seasonal Variations of Performance

Table 3 shows the RMSE and MAE values averaged over the 36 sites on the QTP before and after the first adjustment (projection period being 1985–1999) stratified by season based on the GCM EC simulations. We also include the seasonal changes of errors based on the GCM MPI in Table A1 (Appendix A). Similar to the whole year case, for relative humidity, air pressure and air temperature, the errors in the raw GCM simulations have been significantly reduced by the adjustment in the four seasons, while for wind speed and precipitation, the errors remain at the same level or even become larger.

**Table 3.** Performance of this adjustment approach averaged over the 36 QTP sites stratified by seasons in terms of RMSE and MAE values before (raw) and after (calibrated) the first adjustment based on the GCM EC data. The metrics are measured against the site observations. N = 45 on each site for each season.

| Variable                  | Spring (MAM)                      | Summer (JJA)                      | Autumn (SON)                     | Winter (DJF)                      |
|---------------------------|-----------------------------------|-----------------------------------|----------------------------------|-----------------------------------|
|                           | Raw                               | Calibrated                        | Raw                              | Calibrated                        | Raw                               | Calibrated                        |
| Relative humidity (%)     | RMSE 28.09                        | 10.31                             | 29.17                            | 10.02                             | 22.36                            | 10.82                             | 31.26                            | 10.89                             |
|                           | MAE 24.75                         | 8.16                              | 27.85                            | 7.86                              | 19.29                            | 8.70                              | 29.95                            | 8.77                              |
| Precipitation (mm)        | RMSE 26.81                        | 46.24                             | 75.18                            | 87.31                             | 39.56                            | 48.29                             | 13.72                            | 30.93                             |
|                           | MAE 20.49                         | 33.38                             | 66.29                            | 68.21                             | 30.12                            | 33.98                             | 11.37                            | 21.05                             |
| Air pressure (hPa)        | RMSE 341.21                       | 2.74                              | 329.26                           | 1.94                              | 337.33                           | 2.67                              | 348.07                           | 4.19                              |
|                           | MAE 341.13                        | 2.20                              | 329.25                           | 1.63                              | 337.28                           | 2.26                              | 348.02                           | 3.41                              |
| Air temperature (°C)      | RMSE 8.08                         | 6.19                              | 7.48                             | 5.60                              | 6.19                             | 5.97                              | 10.40                            | 6.83                              |
|                           | MAE 6.86                         | 5.62                              | 7.13                             | 5.23                              | 5.28                             | 5.46                              | 9.70                             | 6.02                              |
| Wind speed (m/s)          | RMSE 1.81                         | 1.74                              | 1.39                             | 1.10                              | 1.40                             | 1.46                              | 1.53                             | 1.89                              |
|                           | MAE 1.56                         | 1.36                              | 1.22                             | 0.89                              | 1.18                             | 1.19                              | 1.27                             | 1.55                              |
For relative humidity, the largest errors exist in winter, followed by summer, spring and autumn for both GCMs before adjustment. Although after adjustment the sequence became winter, autumn, spring and summer, differences between errors for different seasons are paltry. For air pressure, the adjustment results are highly consistent with the observations all year, and differences between seasons are minor. For air temperature, the greatest errors are found in winter both before and after adjustment. Spring and summer follow. Generally, differences between seasons after adjustment are much less conspicuous than the raw GCM data.

Both GCMs indicate maximum RMSE and MAE values for precipitation in summer, followed by autumn, spring, and winter. After adjustment, the ordering has slightly changed. Autumn precedes spring for EC, whereas it was reversed for MPI, although the maximum and minimum errors retain in summer and winter, respectively. As expected, summer holds errors far exceeding those of other seasons in any GCMs after the adjustment. The failure of the adjustment in summer may link to the occurrence of extreme precipitation events in this season. Despite this, the similar finding as relative humidity that biases between seasons are reduced can still be made.

The RMSE and MAE values of wind speed from the two GCMs are significantly larger in winter and spring than those in summer and autumn, when wind speed on the QTP is apparently smaller than the previous two seasons, as can be seen from Table 3. Note that in some cases, such as calibrated winter results from EC, the RMSE and MAE values after adjustment are larger than the raw simulations. It can probably be related to the presence of strong westerly winds on the QTP in winter [94], which might cause more extremes and variabilities in wind events, adversely affecting the performance.

Overall, the Q-Q approach effectively reduces the errors in the projection periods and is applicable to different variables from the GCM simulations in all seasons. In terms of seasonal variations in performance, the seasonal distinction of errors in the calibrated results is more likely attributed to the raw GCM simulation qualities and extreme events than to the approach itself. Similar findings can be obtained based on the GCM MPI simulations as presented in Table A1.

3.2. Error Propagation along the Proceeding of Adjustment

Figure 6 illustrates the calibrated results for the second adjustment (projection period corresponding to 2000–2014), with the same notations applied as in Figure 3, which shows the results of the first adjustment (1985–1999). By comparing the two figures, the same patterns can still be observed after the second adjustment. Generally, the approach demonstrates good performance for multiple successive adjustments. For relative humidity, the clustering characteristics of points become less prominent after the second adjustment. The decreases in R-squared for wind speed are more significant, while for air pressure, the best agreements still maintain in the results of the second adjustment. For air temperature, the over- and under-estimations of high and low temperatures in GCM EC become more obvious in the results for the second adjustment, whereas an underestimation trend of low temperature appears in GCM MPI. For precipitation from both GCMs, the performance further deteriorates.
Figure 6. Calibrated results (the ordinates) and corresponding monthly observations (the abscissas) of five major meteorological variables at the 36 QTP sites in the second adjustment (2000–2014 as the projection period). The same notations as those applied in Figure 3. (a,c,e,g,i) show the results from EC GCM simulations; and (b,d,f,h,j) the MPI GCM simulations.

As shown in Table 1, the errors for the second adjustment are generally greater than those of the first adjustment in terms of RMSE and MAE, indicating that errors accumulate through the iteration of the adjustments as the process extends into the future, though the accumulation of errors through the adjustments is not much and the overall performance for the second adjustment is acceptable. It is attributed to the dependence of succeeding adjustments on the calibrated results of the preceding adjustment as the control. It might also be partially related to the changes in the future climate, leading to an altered distribution of the atmospheric variable of interest.

An individual site, Naqu, which has a longer series of observations (1955–2014), is chosen to further investigate the error propagation in a third adjustment. The results are shown in Table 4. Compared with the second adjustment, the errors further increase in the third adjustment, indicating that the results indeed worsen with the proceeding of adjustment. Note that for some variables such as wind speed, the errors of the third adjustment decrease to the contrary, probably due to the compensation effect of the accumulation of errors related to the climate change on the way. Air pressure and humidity are more stable than other variables, allowing the adjustment to rely less on the first control. In contrast, precipitation and air temperature projections obviously deteriorate along the adjustments.
Table 4. Changes of RMSE and MAE values at the Naqu site as the adjustment proceeds and the adjustment window varies. Raw simulation and the first adjustment refer to the raw GCM simulations and the calibrated results in 1970–1984, the second adjustment, 1985–1999 and the third adjustment, 2000–2014. The next adjustment depends on the calibrated results in the preceding adjustment as control or the observations in 1955–1969 as the initial control (for the first adjustment). The metrics are measured against the site observations. The column titled 30-year window is the calibrated results in 1985–2014 using a 30-year adjustment window, which temporally contains the second and third adjustments using 15-year window. N = 180 for the 15-year time window and N = 360 for the 30-year time window.

| Variable                  | Raw Simulation  | First Adjustment | Second Adjustment | Third Adjustment | 30-Year Window |
|---------------------------|-----------------|------------------|-------------------|-----------------|----------------|
|                           | RMSE MAE        | RMSE MAE         | RMSE MAE          | RMSE MAE        | RMSE MAE       |
| Relative humidity (%)     |                 |                  |                   |                 |                |
| EC                        | 28.76 25.52     | 15.98 12.59      | 17.86 14.64       | 17.62 14.47     | 18.16 14.98    |
| MPI                       | 35.10 28.62     | 18.08 14.52      | 20.07 16.04       | 19.44 15.36     | 17.64 14.15    |
| Precipitation (mm)        |                 |                  |                   |                 |                |
| EC                        | 48.03 32.04     | 52.00 35.05      | 56.90 39.02       | 74.24 50.23     | 51.43 34.12    |
| MPI                       | 44.59 33.49     | 44.24 29.13      | 57.96 39.53       | 62.16 45.07     | 44.26 28.84    |
| Air pressure (hPa)        |                 |                  |                   |                 |                |
| EC                        | 420.42 420.30   | 2.64 1.82        | 2.80 2.06         | 2.76 2.03       | 2.61 1.94      |
| MPI                       | 409.35 409.28   | 3.20 2.42        | 4.27 3.01         | 4.03 2.83       | 3.47 2.53      |
| Air temperature (°C)      |                 |                  |                   |                 |                |
| EC                        | 7.73 6.80       | 3.31 2.54        | 4.88 4.06         | 6.87 5.95       | 5.38 4.61      |
| MPI                       | 7.64 6.41       | 3.66 2.66        | 4.61 3.31         | 4.74 3.56       | 3.67 2.79      |
| Wind speed (m/s)          |                 |                  |                   |                 |                |
| EC                        | 1.41 1.12       | 1.19 0.94        | 2.20 1.73         | 2.50 1.98       | 1.74 1.33      |
| MPI                       | 1.53 1.19       | 1.22 0.94        | 2.01 1.46         | 2.56 1.99       | 1.48 1.14      |

3.3. Factors Influencing Performance

3.3.1. Length of Adjustment Window

Table 4 also presents the calibrated results using a 15-year adjustment time window versus a 30-year window at the Naqu site. The 15-year adjustments are based on the 1955–1969 observation data as its first control, while the 30-year adjustment makes use of the observations from 1955 to 1984 as its control. The projection period of the 30-year adjustment is 1985–2014, which temporally covers the second and third adjustments using a 15-year window.

As indicated in Table 4, the approach is effective regardless of the time window selected, and in most circumstances, the two GCMs demonstrate similar patterns with respect to the variations in error metrics. For air pressure, both projections based on the 15-year and 30-year windows are highly accurate and the differences between the calibrated results are negligible. For precipitation from both GCMs, air temperature and wind speed from MPI, the errors using the 30-year window are noticeably smaller than those from the second and third adjustments using a 15-year window, the third adjustment especially suffering from the accumulated error. For EC temperature, although the second adjustment for 15-year-window adjustments outperforms the 30-year-window adjustment, the performance in the third adjustment becomes worse. Relative humidity is the only variable that exhibits smaller RMSE and MAE values in the consecutive adjustments using the 15-year time window rather than the 30-year window.

Generally speaking, for variables apparently influenced by climate changes, including precipitation, air temperature and wind speed, the performance of the approach can be improved by extending the time window, for instance, from 15-years to 30-years. This is possibly because the longer control period contains more information for potential climate change and helps alleviate error propagation and accumulation. Meanwhile, variables that are relatively stable during the study period already show good performance in the 15-year-window adjustments, and using longer adjustment windows may bring forth more uncertainties and lead to mismatches between the control and the simulated data.

3.3.2. Impacts of Extreme Events

In order to inspect whether extreme climatic events influence the performance of the Q-Q approach, we examined the results of contrasting experiments of precipitation as an example. Due to the influence of the South Asian Summer Monsoon and the East
Asian Summer Monsoon, most extreme precipitation events happen in summer [95]. From Table 3, it can be seen that errors in both the raw and adjusted simulations are the biggest in summer. As shown in Figure 4a, both GCMs have the largest discrepancies in the summer months from the observations on the Naqu site, and EC looks worse than MPI in summer precipitation, with larger error metric values as in Table 5. The adjustments imposed on both GCMs are not much help in removing these discrepancies in the summer months. It suggests that the occurrence of extreme events in the summer months can undermine the adjustment results. We compared the errors obtained from the contrasting experiment, i.e., whether daily extreme rainfalls were removed from the monthly data in the control period, with the results shown in Table 5. The results show obvious decreases in RMSE and MAE at all three sites after the removal, which implies that the exclusion of daily extremes from the aggregate monthly data as the control can help build a more robust statistical relationship, which further reduces the errors. Due to the inability of GCMs to predict extreme climatic events, it is likely that the relationship established upon observations and GCM simulations in the control period cannot be preserved in the future period, resulting in considerable errors after the adjustment. Therefore, necessary pre-processing, such as excluding daily extreme values from the aggregate monthly data as the control, can help improve the performance of adjustment.

Table 5. RMSE and MAE values before and after the removal of daily precipitation extremes in the control observations at three different sites.

| Site        | Variable | Before Removing Extremes | After Removing Extremes |
|-------------|----------|--------------------------|-------------------------|
|             |          | EC | MPI | EC | MPI |
| Naqu        | RMSE (mm) | 52.00 | 44.24 | 46.16 | 42.56 |
|             | MAE (mm)  | 35.05 | 29.13 | 29.87 | 28.14 |
| Wushaoling  | RMSE (mm) | 49.88 | 41.82 | 38.60 | 36.66 |
|             | MAE (mm)  | 34.05 | 28.09 | 26.62 | 24.77 |
| Shiquan River | RMSE (mm) | 18.07 | 17.96 | 13.00 | 13.20 |
|             | MAE (mm)  | 11.01 | 10.68 | 6.04  | 6.04  |

3.3.3. Impacts of Parameter $g$ on Adjusting Air Temperature

We selected five sites as representative sites for the investigation (Table 6). Naqu, Gaize and Geermu represent the sites holding a negative $g$, a value approaching to $g = 1$ from the left, and a value from the right, respectively. Langkazi and Maduo are the sites with the largest ($g = 12.56$) and smallest ($g = -4.39$) values in the original form of $g$. The control period is 1970–1984 and the projection period is 1985–1999. The fitted $g$ values were obtained via the least square method using the observations in the projection period and the MPI GCM simulations. It can be clearly observed that in most cases the RMSE values are reduced to a certain degree after using optimal $g$ values. While the differences in $g$ are not significant at Naqu, Gaize and Geermu, the optimized $g$ values greatly differ from the original $g$ values at the two sites with extreme $g$ values (Langkazi and Maduo). At the Langkazi site, the optimal $g$ for adjusting air temperature is found to be 0.66 and the resulting RMSE value has been considerably reduced from 7.50 °C to 3.71 °C. It indicates that the original form of $g$ may occasionally fail to work in some cases, although it is generally applicable for most sites. Though a close-to-zero denominator seems to exacerbate the bias, it is not the full answer at the Langkazi and Maduo sites. In theory, this problem is related to the fact that $g$ takes the form of a ratio, whereas air temperature is actually an interval variable. An interval variable is one where the difference between two values is meaningful, while the ratio of the two is not. A possible resolution is to optimize $g$ values using observations in the first projection period, albeit at a cost of extra inclusion of one more period of observations than the original form. In Table 6, we also present the results of the Q-M as a reference to the experiment.
Table 6. Comparison in adjusting air temperature by using fitted values of the $g$ parameter over the original form of $g$ (Equation (5)) in terms of RMSE at five representative sites. The control and projection periods correspond to 1970–1984 and 1985–1999, respectively. The GCM MPI is used. $\overline{\tau}$ is the average air temperature in the control period on the site. Q-M stands for the quantile mapping method.

| Site      | Q-Q Using Original $g$ RMSE ($^\circ$C) | Q-Q Using Fitted $g$ RMSE ($^\circ$C) | Q-M RMSE ($^\circ$C) |
|-----------|----------------------------------------|--------------------------------------|---------------------|
| Naqu      | 3.02                                   | −0.12                                | 2.19                |
| (2.39)    |                                        |                                      | 1.08                |
| Gaize     | 3.60                                   | 0.96                                 | 3.60                |
| (3.20)    |                                        |                                      | 0.89                |
| Geermu    | 3.59                                   | 1.02                                 | 3.15                |
| (3.65)    |                                        |                                      | 0.78                |
| Langkazi  | 7.50                                   | 12.56                                | 3.71                |
| (0.23)    |                                        |                                      | 0.66                |
| Maduo     | 3.58                                   | −4.39                                | 3.98                |
| (0.94)    |                                        |                                      | 0.76                |

3.3.4. Choice of Quantile Range

Different quantile ranges were tested to assess the impacts of the quantile range and to determine an optimal pair of quantiles for the site on the QTP. The changes in NMAE for all the variables due to applying different quantile pairs based on the two GCMs are present in Figure 7. We also calculated the changes in RMSE and MAE and enclosed them in Appendix A (Tables A2–A4). The 25th and 75th quantile division (shortened as (25,75)) is recommended in the reference [39] for the variables, and except for that of precipitation, the 10th and 90th quantiles (shortened as (10,90)) are suggested. Quantile pairs (5,95) and (15,85) for precipitation and (15,85) and (30,70) for the other four variables were tested, and the results on three sites: Naqu, Wushaoling and Shiquan River, situated far from each other (Figure 1), are presented as examples. The sites include Naqu in the center of the QTP, Wushaoling in the north-eastern low-land mountain area, and the Shiquan River, which lies in the high-land river valley in the western part of the QTP. Overall, the differences in NMAE caused by the various choices of quantile pairs are relatively small (Figure 7). For both GCM simulations, no apparent superiority is found over the recommend quantile pair (25,75) for relative humidity, air pressure, air temperature and wind speed. Some differences in NMAE can be caused for precipitation, but their relative changes are still small. The choice of (15,85) looks a bit better than (10,90) for adjusting precipitation as for both GCMs, the values of NMAE (Figure 7), as well as RMSE and MAE (Tables A2–A4), slightly decline at all the three sites. In contrast, the choice of (5,95) is likely to result in performances varying at sites and with the GCM data used. However, compared to the huge discrepancies in the precipitation projection inherent in the GCM simulations, the gains by using (5,95) in place of (10,90) are rather marginal.

Therefore, the recommended pair of 25%–75% works well for adjusting relative humidity, air pressure, air temperature and wind speed across all sites on the QTP. The quantile division 10%–90% for precipitation is also acceptable, although in our test, (15,85) works slightly better than (10,90) using either GCM data on the study sites.
Figure 7. Bar chart showing the changes in NMAE of the calibrated results of the first adjustment (1985–1999) using different pairs of percentiles at the sites of Naqu (a), Wushaoling (b) and Shiquan River (c). The left y-axis devotes to the MPI and the right y-axis to the EC data. The number appearing above or below a bar indicate the change in NMAE value of this percentile pair relative to the default pair ((10,90) for precipitation and (25,75) for the rest). The NMAE values for air pressure are all very close to zero, such that they are not clearly depicted. Note that extreme events were not excluded when processing precipitation. N = 180 on each site.
3.3.5. GCM Quality

All our analyses are conducted based on both EC and MPI simulations. As seen from Table 1, both GCM simulations are greatly biased in projecting precipitation (NMAE exceeding 1), followed by air temperature (NMAE close to 1), and are better in the rest variables (about 0.5 in NMAE). The differences between EC and MPI in terms of the error metrics are not obvious. However, MPI looks better in projecting air temperature, as illustrated in Figure 3g,h, where points in MPI are more concentrated around the 1:1 line. It is clear that the accuracies of the calibrated results are highly controlled by the quality of the raw GCM simulations. For precipitation, because of huge biases in the raw GCM simulations, the adjustment seems in no way to eliminate those errors and thus leaves considerable errors in the calibrated results. In the analysis of seasonal differentiations in Table 3, it is clear that the performance of the approach in itself does not display many differences between the four seasons. The main cause of seasonal variances in RMSE and MAE values is the large differences in the raw GCM qualities. As revealed through the spatial analysis, the prevalent distributions of the largest circles in orange and red in Figure 5b,c and small circles in dark blue in Figure 5n,o further confirm the decisive influences of the quality of GCM simulations on the adjustment accuracies. Those results indicate that the more accurate the raw GCM simulation is, the better the adjustment results will be.

3.4. Dependence on the Variable Distribution

The Q-Q adjustment approach uses the inter-quantile range to replace standard deviations (Equation (6)), and applies different quantile ranges for precipitation and other variables. Therefore, we investigated the changes in PDF and CDF curves during the successive adjustment process using the Naqu observations and MPI simulations as an example. The results are displayed in Figure 8 with a good case of adjusting air pressure and in Figure 9 with a bad case of adjusting precipitation. In addition, the changes in CDF for all the variables concerned are provided in Figure 10. The PDFs for the rest variables: air temperature (Figure A1), relative humidity (Figure A2), and wind speed (Figure A3), can be found in Appendix A.
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Figure 8. Changes in PDF during the successive adjustments of air pressure based on the GCM MPI simulations at the Naqu site. The upper row indicates the control observations ((a), 1955–1969)) and the calibrated results of the three adjustments (b–d). The center row (e–g) indicates the observations for validating the calibrated results for the corresponding projection periods. The bottom row (h–k) indicates the raw GCM simulations in the corresponding periods. The first column: control period (1955–1969); the second to fourth columns: the first (1970–1984), second (1985–1999) and third (2000–2014) adjustments, respectively. The solid line indicates a distribution fit to the data.

Figure 9. Changes in PDF during the successive adjustments of precipitation based on the GCM MPI simulations at the Naqu site. Precipitation is displayed as an example of mismatching PDF between the observations and the GCM simulations. The center row (e–g) indicates the control observations ((a), 1955–1969)) and the calibrated results of the three adjustments (b–d). The center row (e–g) indicates the observations for validating the calibrated results for the corresponding projection periods. The bottom row (h–k) indicates the raw GCM simulations in the corresponding periods. The first column: control period (1955–1969); the second to fourth columns: the first (1970–1984), second (1985–1999) and third (2000–2014) adjustments, respectively. The solid line indicates a distribution fit to the data.
Figure 10. Changes in CDF of the five major variables during the successive adjustments at the Naqu site based on GCM MPI simulations. The abscissa is the value of the variable and the ordinate is the cumulative density. The left (a,d,g,j,m), middle (b,e,h,k,n) and right (c,f,i,l,o) columns represent the first (1970–1984), second (1985–1999) and third (2000–2014) adjustments, respectively. Rows from the
upper down represent precipitation (a–c), air temperature (d–f), relative humidity (g–i), wind speed (j–l) and air pressure (m–o), respectively. Control observed and raw control: the site observations and the raw GCM simulations in the control period (1955–1969); future calibrated and raw future: the calibrated results and the raw GCM simulations in the projection period of the first adjustment (1970–1984); validation: the observations in 1970–1984 for validating the calibrated results. The closer the future calibrated and validation, the better the performance.

As seen from the figures, for variables showing good performance using the approach, distribution patterns of GCM simulations are generally in good agreement with the control observations. For example, the PDF patterns of air pressure shown in the bottom row of Figure 8 (MPI simulations) and Figure 8a (control observations) are largely similar. For variables with relatively bad performances, obvious differences exist between the control observation patterns and simulation distributions. For instance, in Figure 9, the control observations of precipitation show that the number of zero rainfalls far exceeds other values, and a small peak exists at approximately 60 mm. In GCM simulations of precipitation shown in the bottom row of Figure 9, however, the peak is around 30 mm and the proportion of zeros is considerably smaller. A similar mismatch can be observed in the case of wind speed (Figure A3), which also has a relatively bad adjustment performance using this approach.

In addition, it is important for the representativeness of the PDF in the control period to the future PDFs. In the case of relative humidity (Figure A2), the match in PDF between the control and the GCM simulations is good, but according to the validation data (the middle row, Figure A2), the control PDF pattern cannot well represent the patterns in the future periods. In other words, relative humidity is subject to long-term climate change, which alters its PDF pattern in each subsequent period. Because all the future adjustments depend on the statistic characteristics of the first control observations, the performance becomes worse when the future does not hold the same statistic characteristics. Therefore, variables subject to obvious climate changes suffer such penalties when using this approach. In the case of air temperature (Figure A1), it looks like a result of the combined effects of the two aspects.

From CDFs in Figure 10, it can be observed that for variables showing good performances like relative humidity and air pressure, the control CDFs (dashed green line) and GCM simulations (dashed purple line and solid red line) are basically parallel to each other, while for variables with inferior performance like precipitation and wind speed, the curves show the different shapes and crossings of the curves that exist in the plots, indicating varied distributions from the control and the GCM simulations. For air temperature, the parallelism between curves is present at high temperatures, while in low-temperature ranges, the curves are somehow intersected. It can also explain the findings in Figure 3 and Table 3 that the approach shows greater errors when applied in low-temperature cases (in winter).

3.5. Comparisons with Peer Methods

The calibrated results at the 36 QTP sites using the Q-M method and delta method are displayed in Figures 11 and 12 as scattering points. Table 7 shows the RMSEs and MAEs of the results averaged over the entire plateau for the first adjustment (1970–1984 as the control period and 1985–1999 as the projection period) separately using the three methods, with errors after the second adjustment listed in Table A5 (Appendix A). By checking the two figures with Figure 3 generated by the Q-Q approach, as well as the corresponding columns in Table 7, it can be seen that the Q-M method (Figure 11a,b) and the delta method (Figure 12a,b) are ineffective for relative humidity on the QTP, whereas the Q-Q approach demonstrates relatively good performance on this variable. For precipitation (Figure 11c,d and 12c,d) and wind speed (Figure 11i,j and 12i,j), the Q-Q approach also outperforms the two peer methods, though its overall performance is not yet satisfactory. In terms of air pressure, the Q-Q approach has a narrower range of points distribution along
the 1:1 line than the two peers, implying a better performance, which is also evidenced by smaller values of RMSE and MAE than the two peers (Figure 11e,f and 12e,f, Table 7), although all the methods are well performed.

Figure 11. Calibrated results (the ordinates) by the Q-M method and the corresponding monthly observations (the abscissae) of five major meteorological variables at the 36 QTP sites in the first adjustment (projection period being 1985–1999). The symbolic notations are the same as in Figure 3. Subplots (a,c,e,g,i) show the results from EC GCM simulations; and (b,d,f,h,j) those of the MPI GCM simulations.

The exception is air temperature. The Q-M method (Figure 11g,h) is superior in adjusting this variable over the Q-Q approach (Figure 3g,h) and the Delta method (Figure 12g,h) for any GCM data. This superiority is especially outstanding in adjusting the EC projections (Figure 11g), as the Q-M method provides better calibration of temperature with no apparent over- or under-estimations. However, the original form of the factor $g$ in Equation (5) may seriously influence the performance of the Q-Q approach in adjusting air temperature. As presented in Table 6, by optimizing $g$ values, the resulting RMSEs of the Q-Q approach at the five exemplified sites turn out to be comparable to or even better than those of the Q-M method. Therefore, caution is required when using the original form of $g$ for any interval variables and further research is needed. The calibrated results of the two GCM simulations by the delta method (Figure 12g,h) seem to be the worst of the three, since the trend lines in Figure 12g,h appear to more severely deviate from the 1:1 line, though their R-squared values are quite comparable and both performances are acceptable.
Figure 12. Calibrated results (the ordinates) by the delta downscaling method (Delta) and the corresponding monthly observations (the abscissae) of five major meteorological variables at the 36 QTP sites for the first adjustment (results corresponding to 1985–1999). The symbolic notations are the same as in Figure 3. Subplots (a,c,e,g,i) show the results from EC GCM simulations; and (b,d,f,h,j) the MPI GCM simulations.

Table 7. Comparison of performance of the three comparative adjustment methods in terms of mean RMSE and MAE over the 36 QTP sites after the first adjustment (1985–1999) based on two GCM simulations (EC and MPI). N = 180 for each site.
All the methods suffer from the propagation of errors (the first adjustment in Table 7 and the second adjustment in Table A5) as the adjustments proceed over multiple periods, with decline rates in accuracy do not vary much from each other. This indicates that the dependence on the initial observations of the successive adjustments of those statistical methods is roughly the same. Overall, the Q-Q approach is advantageous in the majority of aspects, whereas in other cases its performances are also acceptable. These results suggest that the Q-Q adjustment approach has a more stable performance when handling variables of different distribution patterns. For most variables on the QTP, it shows stronger adaptability than the two peer methods.

The Q-M method depends on the exact matching of CDFs and quantiles to provide adjustments without considering long-term change trends of the variable, which is, however, very important in the context of climate change, while the delta method merely involves the mean values of the variables, which might increase the method’s susceptibility to extreme events and varied statistical distributions. The unsatisfying adaptability and vulnerability of the Q-M method are attributable to the strong dependence of the Q-M result on the exact relationship of the CDFs of observation and simulation in the control period; such an overfitting inclination undermines the extrapolation ability of the method. The Q-Q approach combines both features considering the long-term trends and the CDF characteristics of the variables in the simulation datasets, which allows the adjustment to not only preserve the general tendencies and patterns of the climatic variables, but also to avoid any overfitting problems that undermine the extrapolation capability of the method, ensuring its effectiveness for variables with different types of distributions. To do so, the Q-Q approach employs the quantile range ($IQ|R_o$ and $IQ|R_c$ for $f$) instead of the exact CDF transfer function to improve the extrapolation ability and considers both internal average ($\Delta$, $\bar{c}$ and $\bar{f}$ for $g$) and differential ($\Delta'$) characteristics in an attempt to deal with more extremes, variations and fluctuations.

4. Conclusions

This study has provided a comprehensive evaluation of the quantile–quantile (Q-Q) adjustment approach proposed by Amengual, A., et al. [39] for adjusting monthly general circulation model (GCM) simulations to the site scale at 36 sites across the Qinghai-Tibetan Plateau (QTP). The analyses of performance on different atmospheric variables in space and seasonality, as well as various influencing factors such as GCM quality, choice of quantile ranges, and length of adjustment window, are included. Two commonly used downscaling methods are selected as peer methods to compare with this approach. The conclusions drawn from this study are as follows:

1. The approach has proven applicable for a wide range of monthly meteorological variables based on two GCMs (EC-Earth3 and MPI-ESM1.2-HR). It shows the best performance on air pressure, followed by air temperature and relative humidity. The performance is limited in adjusting wind speed and precipitation. When working with air temperature, the factor $g$ as a ratio of two temperatures is likely to cause problems in some cases and thus limits the performance. However, the Q-Q approach outperforms the quantile-mapping method and the delta downscaling method, with broader applicability and higher accuracies in most of the major variables.

2. By examining the performance of the Q-Q approach across 36 sites and using different quantile ranges, it can be found that the choice of quantile range exerts relatively small influences on the calibrated results for all the variables considered. The quantile pair 25–75% works well for air pressure, temperature, relative humidity, and wind speed, while the 10–90% works for precipitation across all sites. The use of other quantile pairs does not bring significant gains over the recommended ones. No significant spatial and seasonal variations in performance are found.

3. Due to the dependence of the adjustment on the previous adjusted projection as the control along a series of adjustments, the accuracy of the results generally declines due to the accumulation of errors as the adjustment process extends into the future and
with the impacts of climate change in the projection periods. Moreover, the lengths of the adjustment time window will influence the performance of the approach. A wider window can reduce the iteration times and include more climate change information, and is specifically helpful to improve the performance when variables with changing trends are projected.

4. Accuracies of the calibrated results are highly influenced by the quality of the raw GCM simulations. The Q-Q adjustment works more effectively for the atmospheric variables with milder fluctuations and fewer extremes, since GCMs are generally limited in simulating future extremes and are thus unable to provide precise probability density function (PDF) and cumulative density function (CDF) curves, which reduces the performance. Our test shows that the weakened performance is highly related to mismatches of PDF/CDFs between the GCM simulations and the observations.

In general, the Q-Q adjustment approach is capable of providing site-scale GCM downscaling results and is generally advantageous compared to other univariate statistical adjustment methods. The main errors are sourced from the mismatching of statistical traits between raw GCM simulations and the observations, which is a common drawback of any statistical adjustment method. In addition, as a univariate statistical downscaling approach, the Q-Q approach is inherently limited in considering correlations between variables and the disadvantages of causing physical inconsistencies. There is space for further improvement, such as handling extreme events, especially for precipitation, optimizing the \( g \) factor when working with air temperature, and minimizing the influence of original GCM qualities; and multivariate adjustment approaches are worth exploring in future studies. Despite these limitations, the approach is overall recommended for the QTP studies where projections of monthly meteorological variables at sites are required.
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Appendix A

Table A1. Performance of this adjustment approach averaged over the 36 QTP sites stratified by seasons in terms of RMSE and MAE values before (raw) and after (calibrated) the first adjustment based on the GCM MPI data. The metrics are measured against the site observations. Same as Table 3 but using GCM MPI data.

| Variable         |               |               | Spring (MAM) |               | Summer (JJA) |               | Autumn (SON) |               | Winter (DJF) |               |
|------------------|---------------|---------------|-------------|---------------|-------------|---------------|-------------|---------------|-------------|---------------|
|                  | Raw           | Calibrated    | Raw         | Calibrated    | Raw         | Calibrated    | Raw         | Calibrated    | Raw         | Calibrated    |
| Relative humidity (%) | RMSE         | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           |
|                   | 34.81         | 11.10         | 20.58       | 8.67          | 28.91       | 12.02         | 47.91       | 11.39         | 46.77       | 9.12          |
| Precipitation (mm) | RMSE         | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           |
|                   | 32.56         | 44.35         | 68.56       | 69.85         | 47.08       | 42.74         | 27.48       | 31.37         | 23.46       | 18.07         |
| Air pressure (hPa) | RMSE         | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           |
|                   | 330.04        | 3.32          | 320.73      | 2.50          | 327.06      | 3.28          | 333.92      | 5.30          | 333.87      | 4.55          |
| Temperature (°C)  | RMSE         | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           |
|                   | 6.90          | 3.27          | 7.44        | 2.01          | 6.06        | 2.92          | 7.62        | 4.08          | 6.74        | 3.28          |
| Wind speed (m/s)  | RMSE         | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           | RMSE        | MAE           |
|                   | 1.94          | 1.40          | 1.42        | 0.89          | 1.52        | 1.23          | 1.97        | 1.49          | 1.65        | 1.18          |

Table A2. RMSE and MAE values measured at Naqu between the calibrated results and the monthly observations in the 1985–1999 period using different pairs of quantiles: (25,75), (20,80), (30,70), except for precipitation where (10,90), (15,85) and (5,95) were compared. N = 180.

| Variable         | GCM  | RMSE  | MAE  | RMSE  | MAE  | RMSE  | MAE  |
|------------------|------|-------|------|-------|------|-------|------|
|                  |      | (25,75) |     | (20,80) |     | (30,70) |     |
| Relative humidity (%) | EC  | 16.26 | 12.99 | 17.20  | 13.64 | 16.57 | 13.18 |
|                  | MPI  | 16.89 | 13.21 | 17.40  | 14.22 | 17.09 | 13.98 |
| Air pressure (hPa) | EC  | 2.59  | 1.96  | 2.64   | 1.93  | 2.43  | 1.79  |
|                  | MPI  | 3.74  | 2.82  | 3.48   | 2.59  | 3.17  | 2.37  |
| Air temperature (°C) | EC  | 4.12  | 3.42  | 3.06   | 2.33  | 3.03  | 2.30  |
|                  | MPI  | 3.02  | 2.39  | 2.91   | 2.32  | 2.83  | 2.25  |
| Wind speed (m·s⁻¹) | EC  | 2.05  | 1.53  | 1.70   | 1.31  | 1.55  | 1.20  |
|                  | MPI  | 1.55  | 1.20  | 1.38   | 1.06  | 1.27  | 0.98  |
| Precipitation (mm) | EC  | 52.00 | 35.05 | 53.54  | 34.65 | 60.62 | 39.11 |
|                  | MPI  | 44.24 | 29.13 | 44.72  | 30.87 | 48.35 | 33.53 |

Table A3. RMSE and MAE values measured at Wushaoling between the calibrated results and the monthly observations in the 1985–1999 period using different pairs of quantiles: (25,75), (20,80), (30,70), except for precipitation where (10,90), (15,85) and (5,95) were compared. Same as Table A2 but at Wushaoling.

| Variable         | GCM  | RMSE  | MAE  | RMSE  | MAE  | RMSE  | MAE  |
|------------------|------|-------|------|-------|------|-------|------|
|                  |      | (25,75) |     | (20,80) |     | (30,70) |     |
| Relative humidity (%) | EC  | 10.85 | 8.92  | 11.04  | 8.64  | 10.62 | 8.32  |
|                  | MPI  | 11.91 | 9.45  | 11.67  | 9.34  | 11.21 | 8.97  |
| Air pressure (hPa) | EC  | 2.55  | 1.94  | 2.26   | 1.63  | 2.14  | 1.54  |
|                  | MPI  | 3.38  | 2.66  | 3.10   | 2.36  | 2.93  | 2.23  |
| Air temperature (°C) | EC  | 3.27  | 2.55  | 3.24   | 2.51  | 3.09  | 2.41  |
|                  | MPI  | 3.20  | 2.43  | 3.37   | 2.64  | 3.17  | 2.47  |
| Wind speed (m·s⁻¹) | EC  | 1.32  | 1.05  | 1.41   | 1.14  | 1.32  | 1.08  |
|                  | MPI  | 1.04  | 0.82  | 0.98   | 0.78  | 0.92  | 0.73  |
| Precipitation (mm) | EC  | 49.88 | 34.05 | 51.61  | 33.38 | 48.67 | 31.55 |
|                  | MPI  | 41.82 | 28.09 | 47.03  | 31.66 | 43.01 | 29.05 |
Table A4. RMSE and MAE values measured at the Shiquan River site between the calibrated results and the monthly observations in the 1985–1999 period using different pairs of quantiles: (25,75), (20,80), (30,70), except for precipitation where (10,90), (15,85) and (5,95) were compared. Same as Table A2 but at the Shiquan River site.

| Variable               | GCM   | RMSE (25,75) | MAE (25,75) | RMSE (20,80) | MAE (20,80) | RMSE (30,70) | MAE (30,70) |
|------------------------|-------|--------------|-------------|--------------|-------------|--------------|-------------|
| Relative humidity (%)  | EC    | 10.13        | 7.54        | 10.73        | 8.12        | 10.51        | 7.86        |
|                         | MPI   | 10.86        | 8.03        | 10.51        | 7.90        | 10.33        | 7.71        |
| Air pressure (hPa)     | EC    | 2.37         | 1.77        | 2.29         | 1.71        | 2.16         | 1.62        |
|                         | MPI   | 2.83         | 2.15        | 2.82         | 2.16        | 2.63         | 2.01        |
| Air temperature (°C)   | EC    | 3.85         | 2.76        | 3.57         | 2.72        | 3.52         | 2.68        |
|                         | MPI   | 3.79         | 2.74        | 3.75         | 2.85        | 3.65         | 2.76        |
| Wind speed (m·s⁻¹)     | EC    | 1.70         | 1.31        | 1.55         | 1.20        | 1.49         | 1.16        |
|                         | MPI   | 1.40         | 1.07        | 1.29         | 0.99        | 1.25         | 0.97        |
| Precipitation (mm)     | EC    | 18.07        | 11.01       | 16.11        | 9.43        | 14.92        | 8.50        |
|                         | MPI   | 17.96        | 10.68       | 16.04        | 10.21       | 14.85        | 9.20        |

Table A5. Comparison of performance of the three comparative adjustment methods in terms of mean RMSE and MAE over the 36 QTP sites after the second adjustment (2000–2014) of adjustment based on two GCM simulations (EC and MPI). Same as Table 7 except for the second adjustment (2000–2014).

| Variable               | This Approach | Q-M Method | Delta Method |
|------------------------|---------------|------------|--------------|
|                        | RMSE           | MAE         | RMSE          | MAE         | RMSE          | MAE         |
| Relative humidity (%)  | 11.37          | 8.94       | 19.61         | 17.00       | 23.99         | 21.27       |
|                        | 11.23          | 8.87       | 20.17         | 17.55       | 26.55         | 23.40       |
| Precipitation (mm)     | 57.04          | 38.48      | 51.75         | 37.40       | 40.36         | 28.97       |
|                        | 56.62          | 38.91      | 51.34         | 37.38       | 40.34         | 28.56       |
| Air pressure (hPa)     | 3.13           | 2.47       | 4.71          | 4.01        | 9.54          | 8.03        |
|                        | 3.49           | 2.76       | 4.58          | 3.83        | 7.11          | 5.79        |
| Temperature (°C)       | 8.17           | 7.62       | 2.91          | 2.24        | 7.50          | 6.42        |
|                        | 3.00           | 2.30       | 2.68          | 2.06        | 6.07          | 5.03        |
| Wind speed (m/s)       | 1.68           | 1.32       | 1.27          | 1.02        | 1.47          | 1.17        |
|                        | 1.48           | 1.14       | 1.26          | 1.01        | 1.61          | 1.28        |

Figure A1. Cont.
Figure A1. Changes in PDF during the successive adjustments of monthly air temperature based on the GCM MPI simulations at the Naqu site. The upper row indicates the control observations ((a), 1955–1969)) and the calibrated results of the three adjustments (b–d). The center row (e–g) indicates the observations for validating the calibrated results for the corresponding projection periods. The bottom row (h–k) indicates the raw GCM simulations in the corresponding periods. The first column: control period (1955–1969); the second to fourth columns: the first (1970–1984), second (1985–1999) and third (2000–2014) adjustments, respectively. The solid line indicates a distribution fit to the data.

Figure A2. Changes in PDF during the successive adjustments of relative humidity based on the GCM MPI simulations at the Naqu site. The upper row indicates the control observations ((a), 1955–1969)) and the calibrated results of the three adjustments (b–d). The center row (e–g) indicates the observations for validating the calibrated results for the corresponding projection periods. The bottom row (h–k) indicates the raw GCM simulations in the corresponding periods. The first column: control period (1955–1969); the second to fourth columns: the first (1970–1984), second (1985–1999) and third (2000–2014) adjustments, respectively. The solid line indicates a distribution fit to the data.
Figure A3. Changes in PDF during the successive adjustments of wind speed based on the GCM MPI simulations at the Naqu site. The upper row indicates the control observations (a), 1955–1969) and the calibrated results of the three adjustments (b–d). The center row (e–g) indicates the observations for validating the calibrated results for the corresponding projection periods. The bottom row (h–k) indicates the raw GCM simulations in the corresponding periods. The first column: control period (1955–1969); the second to fourth columns: the first (1970–1984), second (1985–1999) and third (2000–2014) adjustments, respectively. The solid line indicates a distribution fit to the data.
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