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Abstract

We study the sharp interface limit of a non-mass-conserving Cahn–Hilliard–Darcy system with the weak compactness method developed in Chen (J. Differential Geometry, 1996). The source term present in the Cahn–Hilliard component is a product of the order parameter and a prescribed function with zero spatial mean, leading to non-conservation of mass. Furthermore, the divergence of the velocity field is given by another prescribed function with zero spatial mean, which yields a coupling of the Cahn–Hilliard equation to a non-solenoidal Darcy flow. New difficulties arise in the derivation of uniform estimates due to the presence of the source terms, which can be circumvented if we consider the above specific structures. Moreover, due to the lack of mass-conservation, the analysis is valid as long as one phase does not vanish completely, leading to a local-in-time result. The sharp interface limit for a Cahn–Hilliard–Brinkman system is also discussed.
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1 Introduction

The Cahn–Hilliard equation

\[ \partial_t \varphi = \Delta \mu, \quad \mu = -\varepsilon \Delta \varphi + \varepsilon^{-1} \Psi'(\varphi) \quad (1.1) \]

is a well-known model for spinodal decomposition and has seen many applications in models involving multiple phases of matter [37]. In (1.1), \( \varphi \) is the order parameter which distinguishes the two phases separated by thin interfacial layers, \( \Psi \) is a potential with two equal minima (e.g. at \( \pm 1 \)) with derivative \( \Psi' \), \( \mu \) is the chemical potential for \( \varphi \), and \( \varepsilon > 0 \) is a small parameter related to the thickness of the interfacial layer. A key property is the conservation of mass, that is, when (1.1) is posed in a bounded domain \( \Omega \subset \mathbb{R}^d \) and furnished with Neumann boundary conditions \( \partial_\nu \varphi := \nabla \varphi \cdot \nu = 0 \) on \( \partial \Omega \), it holds that

\[ \int_\Omega \varphi(t) \, dx = \int_\Omega \varphi(0) \, dx \quad \forall \, t > 0, \]

where \( \varphi(0) \) is the initial condition for \( \varphi \). This property allows for the interpretation that the Cahn–Hilliard equation is the \( H^{-1} \)-gradient flow of the Ginzburg–Landau functional [19]

\[ \int_\Omega \frac{1}{\varepsilon} \Psi(\varphi) + \frac{\varepsilon}{2} |\nabla \varphi|^2 \, dx. \quad (1.2) \]
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It is possible to consider material effects for the phases of matter, for instance, if the phases are modelled as solids with different elastic properties. Then, a model coupling the Cahn–Hilliard equation and a quasistatic linear elasticity system is used [31, 32, 40, 55]. One may also model the phases as incompressible fluids [11], leading to coupled systems of Navier–Stokes–Cahn–Hilliard type [1, 45] or Cahn–Hilliard–Darcy type [22, 42, 43].

Further applications of the Cahn–Hilliard equation are image inpainting [12] to fill in damaged or missing regions of an image using data from surrounding areas, and also in the mathematical modelling of tumour growth [21, 30, 35, 54]. Our motivation stems from the latter application which utilizes a new class of continuum models to capture the basic behaviour of the tumour, such as its growth by consuming a chemical species that serves as a nutrient, and tumour elimination by apoptosis, by affixing source terms in the Cahn–Hilliard equation. There is additional coupling of the Cahn–Hilliard equation with a reaction-diffusion equation for the chemical species, and/or Darcy-type equation for a velocity field. Let us mention that in inpainting and tumour growth the Cahn–Hilliard equation is modified in such a way that the mass-conservation property is lost.

In this work we study the following Cahn–Hilliard–Darcy system

\[
\begin{align*}
\text{div } \mathbf{v} &= H, \\
K\mathbf{v} &= -\nabla p + (\mu + \chi\sigma)\nabla \varphi, \\
\partial_t \varphi + \text{div} (\varphi \mathbf{v}) &= \text{div} (m(\varphi)\nabla \mu) + U\varphi, \\
\mu &= \varepsilon^{-1}\Psi'(\varphi) - \varepsilon \Delta \varphi - \chi\sigma, \\
\partial_t \sigma + \text{div} (\sigma \mathbf{v}) &= \text{div} (n(\varphi)\nabla (\sigma - \chi\varphi)) + S.
\end{align*}
\]

The above system is composed of a convective Cahn–Hilliard equation with source term \(U\varphi\) and variable mobility \(m(\varphi)\) that is coupled to an equation for the variable \(\sigma\) with source term \(S\) and variable mobility \(n(\sigma)\) through the fluxes. For positive values of \(\chi\), the appearance of \(\text{div} (\chi m(\varphi)\nabla \sigma)\) in the equation for \(\varphi\), after substituting the definition of \(\mu\), and of \(\text{div} (\chi n(\varphi)\nabla \varphi)\) in the equation for \(\sigma\) lead to a type of cross-diffusion coupling between \(\varphi\) and \(\sigma\), and can be used to model chemotaxis and active transport mechanisms, respectively [33, 34]. Both variables \(\varphi\) and \(\sigma\) are transported by a volume-averaged mixture velocity \(\mathbf{v}\) [1] which is governed by Darcy’s law with pressure \(p\) and inverse permeability \(K\). The term \(H\) accounts for sources and sinks in the mass balance due to the gain or loss of volume from the term \(U\varphi\). This system of equations arises for example when modelling tumour and healthy cells as inertia-less fluids [18, 30, 35, 54] and its variants have been previously studied analytically [33, 36, 44]. Note that the velocity \(\mathbf{v}\) is non-solenoidal if \(H\) is non-zero, and in the presence of the source terms \(H\), \(U\varphi\), and \(S\), the system (1.3) admits an energy identity of the form

\[
\frac{d}{dt} \int_{\Omega} \frac{1}{2} \varepsilon \psi(\varphi) + \frac{\varepsilon}{2} |\nabla \varphi|^2 + \frac{1}{2} |\sigma|^2 - \chi\sigma \varphi \, dx \\
+ \int_{\Omega} m(\varphi) |\nabla \mu|^2 + n(\varphi) |\nabla (\sigma - \chi\varphi)|^2 + K |\mathbf{v}|^2 \, dx \\
= \int_{\Omega} U\varphi \mu + S (\sigma - \chi\varphi) + H (p - \varphi \mu - \frac{1}{2} |\sigma|^2) \, dx.
\]

Note that the cross-diffusion mechanisms accounting for chemotaxis and active transport leads to a term \(\chi\sigma \varphi\) without a definite sign under the time derivative. Moreover, for non-solenoidal flow, the pressure \(p\) appears explicitly in the energy identity. Also of interest is the Cahn–Hilliard–Brinkman system [14], which modifies the Darcy law \(K\mathbf{v} = -\nabla p + (\mu + \chi\sigma)\nabla \varphi\) to the following Brinkman equation [13] with capillary effects:

\[
- \text{div} (2\eta \mathbf{Dv}) + K\mathbf{v} = -\nabla p + (\mu + \chi\sigma)\nabla \varphi,
\]
where the constant $\eta > 0$ can be interpreted as the viscosity, and $Dv := \frac{1}{2}(\nabla v + (\nabla v)^\top)$ is the rate of deformation tensor.

The main goal of this work is to establish the behaviour of solutions in the singular limit (also known as the sharp interface limit) in which the thickness of the interfacial layer $\varepsilon$ tends to zero. Heuristically, in the limit $\varepsilon \to 0$, the domain $\Omega$ is partitioned into two sets: $\Omega_+$ where $\phi$ is close to $+1$ and $\Omega_-$ where $\phi$ is close to $-1$. These sets are separated by a moving hypersurface $\Gamma$ whose evolution is coupled to partial differential equations posed in $\Omega_\pm$, which results in a free boundary problem. The formal identification of sharp interface limits for phase field models in great generality can be obtained rather easily with the method of matched asymptotic expansions \cite{29,48}, but the rigorous passage ($\varepsilon \to 0$) have only been showed for a handful of models. For the Cahn–Hilliard equation and its variants we mention three methodologies for the rigorous passage.

The first method constructs approximate solutions to the phase field model via asymptotic expansions. The leading zeroth order term of the expansion is built from smooth solutions of the limiting free boundary problem, while the subsequent terms are obtained from rigorously solving the systems of equations arising from matching expansions order-by-order. The error between the approximate solutions and the true solution to the phase field model is controlled by spectral estimates of the Cahn–Hilliard operator \cite{16}, and the number of terms in the expansion depends on a desired decay rate for the error. This method has been applied to the Cahn–Hilliard equation \cite{9}, the Cahn–Larché system \cite{4}, the convective Cahn–Hilliard equation \cite{5}, and a diffuse interface model for tumour growth \cite{26}. Let us also mention a related method performed with Hilbert expansions \cite{15} and the convergence of fully discrete numerical solutions of the Cahn–Hilliard equation \cite{28}. While this method of rigorous asymptotic expansions can yield a convergence rate in $\varepsilon$, it is a local-in-time result, as it is expected that the free boundary problem admits only local-in-time smooth solutions. Furthermore, the construction of approximate solutions can become cumbersome rather quickly and good decay estimates are needed for the error terms.

The second method utilises the well-known results of Modica–Mortola \cite{46} on the Gamma-convergence of the Ginzburg–Landau functional \cite{12} to a constant multiple of the perimeter functional, and the work of Sandier and Serfaty \cite{50} on the Gamma-convergence of gradient flows. Le \cite{41} took advantage of the fact that the Cahn–Hilliard equation is the $H^{-1}$-gradient flow of the Ginzburg–Landau functional \cite{12} in order to pass to the limit $\varepsilon \to 0$. However, this method is only limited to gradient flows, and thus source terms in the Cahn–Hilliard system have to be formulated in such a way that the system can be expressed as a gradient flow of some functional \cite{49}. In addition, this method requires a priori smoothness on the limit hypersurface $\Gamma$ in the limiting free boundary problem ($C^3$-regularity) and an $H^1$-variant of a De Giorgi conjecture to hold.

The third method seeks uniform bounds in $\varepsilon$ for the variables in appropriate function spaces and passing to the limit $\varepsilon \to 0$ with weak compactness methods. One obtains as a consequence the existence of a weak solution to the free boundary problem, where the hypersurface $\Gamma$ is represented as a varifold, and the mean curvature is formulated as the first variation of the varifold. The convergence holds global-in-time, but unlike the first method, no convergence rate in $\varepsilon$ can be deduced. This method has been used for the Cahn–Hilliard equation in the seminal work of Chen \cite{17} (cf. Stoth \cite{53} for the radial setting), and have seen successful applications to the Navier–Stokes–Cahn–Hilliard system \cite{4,6}, the Cahn–Larché system \cite{32}, the Hele–Shaw–Cahn–Hilliard system \cite{25,47}, and a model for lipid raft formation with a surface Cahn–Hilliard equation \cite{2}. It is worth pointing out that a uniform bound on the mean value of the chemical potential $\mu$ can be
obtained if the mean of \( \varphi \) stayed uniformly away from \(-1\) and \(1\). One way to guarantee this is to enforce that the mean of \( \varphi(0) \) lies in \((-1, 1)\) and use the mass-conservation property of the Cahn–Hilliard equation. Thus, the references mentioned above for this weak compactness approach do not deal with a source term in the Cahn–Hilliard equation, which would automatically destroy the mass-conservation property. The main purpose of this work is to provide a result in this direction.

Let us illustrate the main obstacle in deriving uniform estimates even for the Cahn–Hilliard equation with a bounded source term \( \mathcal{Z} \), that is,

\[
\partial_t \varphi = \Delta \mu + \mathcal{Z}, \quad \mu^\varepsilon = -\varepsilon \Delta \varphi + \varepsilon^{-1} \Psi'(\varphi),
\]

whose solutions satisfy the energy identity

\[
\frac{d}{dt} \int_{\Omega} \frac{1}{\varepsilon} \Psi(\varphi) + \frac{\varepsilon}{2} |\nabla \varphi|^2 \, dx + \int_{\Omega} |\nabla \mu|^2 \, dx = \int_{\Omega} \mathcal{Z} \mu \, dx.
\]  

(1.5)

A key observation to control the right-hand side is to employ a splitting and the Poincaré inequality, leading to

\[
\int_{\Omega} \mathcal{Z} \mu \, dx \, ds = \int_{\Omega} \mathcal{Z}(\mu - \overline{\mu}) \, dx + \overline{\mu} \int_{\Omega} \mathcal{Z} \, dx \leq C \|\nabla \mu\|_{L^2(\Omega)} + C \|\overline{\mu}\|
\]

where \( \overline{\mu} := \frac{1}{|\Omega|} \int_{\Omega} \mu \, dx \) is the spatial mean of \( \mu \). Hence, uniform estimates can be obtained from (1.3) if the spatial mean \( \overline{\mu} \) can be bounded uniformly in \( \varepsilon \), or bounded by the terms on the left-hand side of (1.3) so that a Gronwall argument can be applied. The method of controlling \( \overline{\mathcal{Z}} \) established in the seminal work of Chen [17] relies on \( \int_{\Omega} \varepsilon^{-1} \Psi(\varphi) \, dx \) is uniformly bounded beforehand. This is the main difference between previous works [3, 6, 17, 25, 32, 47] and the current work, where we need to derive an estimate on the mean value \( \overline{\mathcal{Z}} \) absent of any uniform estimates. We overcome this technical difficult by considering source term \( \mathcal{Z} \) of the form \( \mathcal{U} \varphi \) for a prescribed function \( \mathcal{U} \) with zero spatial mean, which allows us to adapt the proof of [17, Lem. 3.4] to derive the first uniform estimate from the energy identity (1.3), and subsequent uniform estimates then follow.

On the other hand, observe that under natural boundary conditions we do not necessarily have mass conservation for \( \varphi \):

\[
\frac{1}{|\Omega|} \int_{\Omega} \varphi(t) \, dx - \frac{1}{|\Omega|} \int_{\Omega} \varphi_0 \, dx = \int_0^t \frac{1}{|\Omega|} \int_{\Omega} \mathcal{U} \varphi \, dx \, ds,
\]

(1.6)
as the right-hand side of (1.6) need not be zero. To employ the weak compactness machinery developed by Chen [17] and analyse the sharp interface limit of (1.3), we have to estimate the right-hand side of (1.6), and thus place an upper bound on the terminal time \( T \) for which the mean of \( \varphi(t) \) stays away from \(-1\) and \(1\) for all \( t \in [0, T] \). Physically, this means that in the time interval \([0, T]\) under consideration, neither phases of matter can vanish completely. An upper bound on the terminal time means the nature of our sharp interface analysis is "local-in-time", as oppose to previous global-in-time results in the literature.

An interesting feature of the term \( \text{div}(n(\varphi) \chi \nabla \varphi) \) in equation for \( \sigma \), as revealed in formally matched asymptotic analysis and supported by numerical simulations [35], is that for \( \chi > 0 \), \( \sigma \) will experience a jump across the hypersurface \( \Gamma \). More precisely,

\[
[s\sigma]^+ = 2\chi \text{ on } \Gamma,
\]

(1.7)
where \( [f]^+(x) := \lim_{\delta \to 0} (f(x + \delta \nu(x)) - f(x - \delta \nu(x))) \) denotes the jump of the quantity \( f \) across \( \Gamma \). Here, \( x \in \Gamma \) and \( \nu \) is the normal vector field on \( \Gamma \) pointing into \( \Omega_+ \), with
points $x + \delta \nu(x) \in \Omega_+$ and $x - \delta \nu(x) \in \Omega_-$. For physically relevant situations, $\sigma$ represents the density of a chemical in the system, and should always be non-negative. In the case $\chi = 0$, such a qualitative behaviour can be proved with the help of a weak comparison principle, and boundedness may even be shown if the initial condition is bounded. But it turns out that the same arguments cannot be applied when $\chi > 0$, and establishing an $L^\infty(0,T; L^\infty(\Omega))$ estimate for $\sigma$ by the Moser–Alikakos iteration [8] seems not possible due to the cross-diffusion type term $\text{div} \ (n(\varphi)\chi \nabla \varphi)$. Even if $\varphi \in L^2(0,T; H^3(\Omega))$ - which is typical for weak solutions to Cahn–Hilliard systems, preliminary calculations suggest at best one obtains $\sigma \in L^\infty(0,T; L^q(\Omega))$ for all $q \in (2,\infty)$ with the estimates dependent on the value of $q$, and thus at present no qualitative statements can be made about $\sigma$ for positive values of $\chi$. In fact, we have observed in numerical simulations that negative values of $\sigma$ can appear if $\chi$ is chosen inappropriately.

Hence, a secondary goal of this paper is to ascertain that the jump condition (1.7) is present in the limit $\varepsilon \to 0$. Then, in the sharp interface limit, $\sigma$ satisfies second order equations in the bulk regions $\Omega_-$ and $\Omega_+$, for which certain comparison principles may be available, and the jump condition (1.7) can give an indication of the appropriate range of values for $\chi$ to choose to achieve physically relevant numerical simulations.

The outline of the paper is as follows: In Sec. 2 we introduce the notation and several preliminary results that will be useful in studying the sharp interface limit. The main result is stated in Sec. 3. We derive uniform estimates in Sec. 4, compactness statements in Sec. 5 and then pass to the limit in Sec. 6. In Sec. 7 we discuss analogous sharp interface limits for the zero-velocity variant and the solenoidal Brinkman variant.

2 Useful preliminaries

2.1 Notation

The identity matrix will be denoted by $I$. For any two vectors $\mathbf{a}, \mathbf{b} \in \mathbb{R}^d$, the tensor product $\mathbf{a} \otimes \mathbf{b} \in \mathbb{R}^{d \times d}$ is defined as $(\mathbf{a} \otimes \mathbf{b})_{ij} = a_i b_j$ for $1 \leq i, j \leq d$. The Jacobian matrix of a differentiable vector-valued function $\mathbf{Y} : \Omega \to \mathbb{R}^d$ is denoted as $\nabla \mathbf{Y} \in \mathbb{R}^{d \times d}$, and the Hessian of a twice-differentiable scalar function $\psi : \Omega \to \mathbb{R}$ is denoted as $D^2 \psi$. For the sharp interface limits, we obtain a decomposition of the domain $\Omega$ into two disjoint time-dependent subsets $\Omega_+$ and $\Omega_-$ separated by a time-dependent interface $\Gamma$. The jump of a function $f$ across $\Gamma$ is defined as

$$[f]^+(x) := \lim_{\delta \to 0^+} (f(x + \delta \nu(x)) - f(x - \delta \nu(x))),$$

for $x \in \Gamma$, with a normal vector $\nu$ of $\Gamma$ pointing to $\Omega_+$ such that $x + \delta \nu(x) \in \Omega_+$ and $x - \delta \nu(x) \in \Omega_-$. Furthermore, we will denote the normal velocity of the interface $\Gamma$ by $\nu$, and the characteristic function of any measurable set $A$ by $1_A$.

Function spaces. We use the notation $L^p := L^p(\Omega)$ and $W^{k,p} := W^{k,p}(\Omega)$ for any $p \in [1,\infty]$, $k > 0$ to denote the standard Lebesgue spaces and Sobolev spaces equipped with the norms $\| \cdot \|_{L^p}$ and $\| \cdot \|_{W^{k,p}}$. In the case $p = 2$ we use notation $H^k(\Omega) = W^{k,2}(\Omega)$ and $\| \cdot \|_{H^k} := \| \cdot \|_{W^{k,2}}$. The space-time cylinder $\Omega \times (0,T)$ is denoted as $Q$, and for any $t \in (0,T)$, we denote $\Omega \times (0,t)$ as $Q_t$. Similarly, we denote $\partial \Omega \times (0,T)$ by $\Sigma$. For any Banach space $X$, its dual is denoted as $X'$, and for any $p \in [1,\infty]$, the norm of the Bochner space $L^p(0,T;X)$ will sometimes be denoted as $\| \cdot \|_{L^p(X)}$. We will often use the isometric isomorphism $L^p(Q_t) \cong L^p(0,t;L^p)$ for $t \in (0,T]$ and any $p \in [1,\infty)$. Furthermore, we use the notation $L^p(Q) := L^p(Q_T)$ and $(L^p(Q))^d$ denotes the space of vector-valued
functions $f : Q \to \mathbb{R}^d$ where each component belongs to $L^p(Q)$. The space $L^p(Q)^{d \times d}$ is defined analogously for tensor-valued functions.

The mean of a function $f$ will be denoted as $\overline{f} := \frac{1}{|Q|} \int_Q f \, dx$. We introduce the space $L^p_0 := \{ f \in L^p(\Omega) : \int_{\Omega} f \, dx = 0 \}, \ p \in [1, \infty]$, as the space of $L^p(\Omega)$-functions with zero mean. Moreover, we define $H^2_{\nu} := \{ f \in H^2(\Omega) : \partial_\nu f = 0 \text{ on } \partial \Omega \}$, where $\partial_\nu f := \nabla f \cdot \nu$ is the normal derivative of $f$ on $\partial \Omega$.

For $k \in \mathbb{N} \cup \{ \infty \}$, we denote by $C^k(\Omega)$ the space of $C^k$-functions with compact support in $\Omega$, and by $C^0(\Omega)$ the space of $C^k$-functions that have zero trace on $\partial \Omega$. For a Banach space $B$ and $\alpha \in (0,1)$, we denote the space $C^{0,\alpha}([0,T];B)$ as the set of functions $f \in C^0([0,T];B)$ such that $\|f\|_{C^{0,\alpha}([0,T];B)} < \infty$ where

$$\|f\|_{C^{0,\alpha}([0,T];B)} := \sup_{t \in [0,T]} \|f(t)\|_B + \sup_{0 \leq \tau \leq t} (\|f\|_{C^\alpha} - \|f\|_{C^\alpha}),$$

$$[f]_{\alpha,B}(\tau,t) := \frac{\|f(t) - f(\tau)\|_B}{|t - \tau|^\alpha}.$$

**Weakly continuous functions.** For a Banach space $X$ with dual space $X'$, we denote the space $C^0_w([0,T];X)$ as the set of functions $f : [0,T] \to X$ such that $t \to \|f(t)\|_X$ is bounded and the mapping $t \mapsto \langle \phi, f(t) \rangle_X$ is continuous on $[0,T]$ for all $\phi \in X'$, where $\langle \cdot , \cdot \rangle_X$ denotes the duality pairing between $X$ and its dual. Furthermore, we say that $f_n \to f$ strongly in $C^0_w([0,T];X)$ if and only if

$$\langle \phi, f_n(t) \rangle_X \to \langle \phi, f(t) \rangle_X \text{ in } C^0([0,T]) \quad \forall \phi \in X'.$$

**Measures and total variation.** For a locally compact, separable metric space $Z$ with Borel $\sigma$-algebra $\mathcal{B}(Z)$, let $C^0_c(Z;\mathbb{R}^d)$ denote the closure of compactly supported continuous functions $f : Z \to \mathbb{R}^d$ with respect to the supremum norm. The space of $\mathbb{R}^d$-valued finite Radon measures, denoted by $\mathcal{M}(Z;\mathbb{R}^d)$ can be seen as the dual space of $C^0_c(Z;\mathbb{R}^d)$ [10 Thm. 1.54], that is, $\lambda \in \mathcal{M}(Z;\mathbb{R}^d) = (C^0_c(Z;\mathbb{R}^d))^'$ if and only if $\lambda[\nu_1 + \nu_2] = \lambda[\nu_1] + \lambda[\nu_2]$ for all $\nu_1, \nu_2 \in C^0_c(Z;\mathbb{R}^d)$ and

$$\|\lambda\| := \sup\{\lambda[\nu] : \nu \in C^0_c(Z;\mathbb{R}^d), \|\nu\|_{L^\infty(Z)} \leq 1 \} < \infty.$$

We use the notation $\mathcal{M}(Z) := \mathcal{M}(Z;\mathbb{R})$. For $\lambda \in \mathcal{M}(Z;\mathbb{R}^d)$, its total variation, denoted by $|\lambda|$, is given as

$$|\lambda|(B) := \sum_{j=1}^{\infty} |\lambda(B_j)|, \quad B = \bigcup_{j=1}^{\infty} B_j$$

for every $B \in \mathcal{B}(Z)$, where $|\lambda(B_j)|$ denotes the measure of $B_j$ with respect to $\lambda$. For an open set $\Omega \subset \mathbb{R}^d$, the set $BV(\Omega) := \{ f \in L^1(\Omega) : \nabla f \in \mathcal{M}(\Omega;\mathbb{R}^d) \}$ denotes the space of functions of bounded variations. The total variation of $f \in BV(\Omega)$ is defined as

$$\|\nabla u\|_{L^1} := |\nabla u|(\Omega) := \sup\left\{ \int_{\Omega} u \, div \, Y \, d\lambda : Y \in C^1_c(\Omega;\mathbb{R}^d), \|Y\|_{L^\infty} \leq 1 \right\},$$

and we equipped $BV(\Omega)$ with the norm $\|f\|_{BV} := \|f\|_{L^1} + \|\nabla f\|_{L^1}$. Moreover, the space $BV(\Omega, \{0,1\})$ denotes the set of all $f \in BV(\Omega)$ such that $f(x) \in \{0,1\}$ for a.e. $x \in \Omega$. It is well-known that $W^{1,1}(\Omega)$ embeds continuously into $BV(\Omega)$ with $\|\nabla u\|_{L^1} = \|\nabla u\|_{M^{d}} = |\nabla u|(\Omega)$.
Varifolds. A general \((d-1)\)-varifold \(V \in \Omega \subset \mathbb{R}^d\) is a Radon measure on the Grassmannian manifold \(G(\Omega) = \Omega \times \mathbb{P}^{d-1}\), where \(\mathbb{P}^{d-1}\) is the set of \((d-1)\)-dimensional subspaces of \(\mathbb{R}^d\) and can be identified as with \(S^{d-1}/\{\nu, -\nu\}\), i.e., the set of all normals modulo orientation. This allows us to associate the \((d-1)\)-dimensional subspace \(P \in \mathbb{P}^{d-1}\) with the normal vector in \(S^{d-1}/\{\nu, -\nu\}\) perpendicular to \(P\). Henceforth, we will reuse the symbol \(P\) to denote an element in \(S^{d-1}/\{\nu, -\nu\}\). The mass measure \(\|V\|\) of the varifold \(V\) is a Radon measure on \(\Omega\) defined by

\[
\|V\|(A) = \int_{A \times \mathbb{P}^{d-1}} dV(x, P) \quad \text{for} \quad A \subset \Omega.
\]

Furthermore, its first variation, denoted by \(\delta V\), is a linear functional on \(C^1_0(\Omega; \mathbb{R}^d)\) defined as

\[
\langle \delta V, Y \rangle := \int_{\Omega \times \mathbb{P}^{d-1}} \nabla Y : (I - P \otimes P) \ dV(x, P) \quad \forall Y \in C^1_0(\Omega; \mathbb{R}^d).
\]

A varifold \(V\) is said to have a generalised mean curvature \(H\) if \(H\) is a \(\|V\|\) measurable vector-valued function satisfying

\[
\langle \delta V, Y \rangle = -\int_{\Omega} Y \cdot H \|V\|(x) \quad \forall Y \in C^1_0(\Omega; \mathbb{R}^d).
\]

### 2.2 Assumptions and auxiliary results

Throughout this paper, the following assumptions hold unless stated otherwise.

(A1) \(\Omega \subset \mathbb{R}^d\), \(d = 1, 2, 3\), is a bounded domain with smooth boundary \(\partial \Omega\). The constants \(\chi\) and \(\mathcal{K}\) are positive.

(A2) The functions \(m, n \in C^0(\mathbb{R})\) satisfy

\[
m_0 \leq m(s) \leq m_1, \quad n_0 \leq n(s) \leq n_1 \quad \forall s \in \mathbb{R}
\]

with positive constants \(m_0\), \(m_1\), \(n_0\) and \(n_1\).

(A3) \(\Psi \in C^3(\mathbb{R})\) is a non-negative function with minima at \(\pm 1\) and satisfies

\[
\int_{-1}^1 \sqrt{2\Psi(s)} \, ds = 1, \quad \Psi'(\pm 1) = 0, \quad \Psi(y) \leq 1 + |y|^2 \quad \forall y \in [-1, 1],
\]

and

\[
\exists c_0 > 0 \text{ s.t. } \Psi''(y) \geq c_0 |y|^{p-2} \quad \forall |y| > 1 - c_0,
\]

for some exponent \(q \geq 4\). As a consequence, there exist positive constants \(k_0\), \(k_1\) such that

\[
\Psi(y) \geq k_0 |y|^{q} - k_1 \quad \forall |y| > 1 - c_0.
\]

(A4) For all \(\varepsilon \in (0, 1]\), \(\varphi_0^\varepsilon \in H^1(\Omega), \sigma_0^\varepsilon \in L^2(\Omega)\), and there exists a positive constant \(\varepsilon_0\) and a constant \(u_0 \in (-1, 1)\), independent of \(\varepsilon\), such that

\[
\overline{\varphi_0^\varepsilon} = u_0, \quad \mathcal{E}(\varphi_0^\varepsilon, \sigma_0^\varepsilon) := \int_{\Omega} \varepsilon \Psi(\varphi_0^\varepsilon) + \frac{\varepsilon}{2} |\nabla \varphi_0^\varepsilon|^2 + \frac{1}{2} |\sigma_0^\varepsilon|^2 - \chi \sigma_0^\varepsilon \varphi_0^\varepsilon \, dx \leq \varepsilon_0.
\]

Furthermore, there exist \(\Omega_+(0) \subset \subset \Omega\) with \(1_{\Omega_+(0)} \in BV(\Omega, \{0, 1\})\) and \(\sigma_0 \in L^2(\Omega)\) such that \(\sigma_0^\varepsilon \to \sigma_0\) weakly in \(L^2(\Omega)\) and \(\varphi_0^\varepsilon \to -1 + 21_{\Omega_+(0)}\) strongly in \(L^2(\Omega)\).
Lemma 2.1. There exists a positive constant $C_0$ such that

$$f(y) := (|y| - 1)^2 \leq C_0 \Psi(y) \quad \forall y \in \mathbb{R}. \quad (2.6)$$

Proof. For $|y| \geq 1 - c_0$, let $C_1$ be a constant such that $C_1 c_0 (1 - c_0)^{q - 2} \geq 2$, where $q \geq 4$ is the exponent in (2.3). Then, $C_1 \Psi''(y) \geq 2 = f''(y)$ for all $|y| \geq 1 - c_0$. Using that $\Psi'(\pm 1) = f'(\pm 1) = f''(\pm 1) = 0$, we obtain from the fundamental theorem of calculus,

$$C_1 \Psi'(y) \geq f'(y), \quad C_1 \Psi(y) \geq f(y) \quad \forall |y| \geq 1 - c_0.$$

For $|y| \leq 1 - c_0$, let $C_2$ be a constant such that $C_2 = 1/(\min_{|y| \leq 1 - c_0} \Psi(y))$. By assumption $\Psi(y) > 0$ for $|y| \leq 1 - c_0$, and so $C_2$ is finite. Then, as $f(y) \leq 1$ for $|y| \leq 1 - c_0$, we have that

$$C_2 \Psi(y) \geq 1 \geq f(y) \quad \forall |y| \leq 1 - c_0.$$

The desired constant $C_0$ can be taken as $C_0 = \max(C_1, C_2)$. \hfill \Box

Lemma 2.2. The function

$$W(y) := \int_{-1}^{y} \sqrt{2\Psi(s)} \, ds \text{ where } \Psi(s) := \min\left\{ \Psi(s), 1 + |s|^2 \right\}$$

is bijective and there exists a positive constant $C_1$ such that for all $y_1, y_2 \in \mathbb{R},$

$$C_1 |y_1 - y_2|^2 \leq |W(y_1) - W(y_2)| \leq \sqrt{2} |y_1 - y_2| (1 + |y_1| + |y_2|). \quad (2.7)$$

Proof. For the second inequality of (2.7), using $(1 + |s|^2)^{\frac{1}{2}} \leq (1 + |s|)$ yields

$$|W(y_1) - W(y_2)| = \left| \int_{y_2}^{y_1} \sqrt{2\Psi(s)} \, ds \right| \leq \sqrt{2} \int_{y_2}^{y_1} \sqrt{1 + |s|^2} \, ds$$

$$\leq \sqrt{2} \int_{y_2}^{y_1} (1 + |s|) \, ds \leq \sqrt{2} (1 + |y_1| + |y_2|) \int_{y_2}^{y_1} 1 \, ds.$$
Meanwhile, for the first inequality, we claim that \( \tilde{\Psi}(y) \geq \min(C_0^{-1}, 1)(|y| - 1)^2 \), where \( C_0 \) is the constant in \( (2.6) \). Indeed, from \( (2.6) \), \( \Psi(y) \geq C_0^{-1}(|y| - 1)^2 \), and so
\[
\tilde{\Psi}(y) \geq \min(C_0^{-1}, 1)(|y| - 1)^2, 1 + |y|^2.
\]
If \( C_0 \geq 1 \), we further obtain \( \tilde{\Psi}(y) \geq C_0^{-1} \min((|y| - 1)^2, 1 + |y|^2) = C_0^{-1}(|y| - 1)^2 \), and if \( C_0 \leq 1 \), then
\[
\tilde{\Psi}(y) \geq \min(C_0^{-1}, 1)(|y| - 1)^2, 1 + |y|^2) \geq \min((|y| - 1)^2, 1 + |y|^2) = (|y| - 1)^2.
\]
This yields the claim. Then, we see that
\[
|W(y_1) - W(y_2)| = \int_{y_2}^{y_1} \sqrt{2\tilde{\Psi}(y)} \, ds \geq \sqrt{2} \min(C_0^{-1}, 1) \int_{y_2}^{y_1} |s| - 1 \, ds.
\]
Without loss of generality, we assume \( y_2 < y_1 \), and a case analysis will yield the first inequality of \( (2.7) \). There are five cases to consider:

1. \( 1 \leq y_2 < y_1 \), we have
\[
2 \int_{y_2}^{y_1} |s| - 1 \, ds = 2 \int_{y_2}^{y_1} s - 1 \, ds = ((y_1 - 1)^2 - (y_2 - 1)^2)
= (y_1 - y_2)(y_1 - y_2 + 2y_2 - 2) \geq |y_1 - y_2|^2.
\]

2. \( 0 \leq y_2 < y_1 \leq 1 \), a similar computation to case (1) yields
\[
2 \int_{y_2}^{y_1} |s| - 1 \, ds = 2 \int_{y_2}^{y_1} 1 - s \, ds = ((y_2 - 1)^2 - (y_1 - 1)^2)
= (y_2 - y_1)(y_2 - y_1 + 2y_2 - 2) \geq |y_1 - y_2|^2.
\]

3. \( 0 \leq y_2 < y_1 \leq 1 \), using triangle inequality and Young’s inequality leads to
\[
\frac{1}{4} |y_1 - 1 + 1 - y_2|^2 \leq \frac{1}{2}((y_1 - 1)^2 + (1 - y_2)^2) = \int_{y_2}^{y_1} |s| - 1 \, ds.
\]

4. \( y_2 < y_1 < 0 \), consider a similar argument to cases (1)-(3) with the subcases (4i) \( y_2 < y_1 \leq -1 \) where \( |s| - 1 = - (1 + s) \), (4ii) \( -1 \leq y_2 < y_1 < 0 \) where \( |s| - 1 = 1 + s \), and (4iii) \( y_2 < -1 < y_1 < 0 \) where we compute
\[
\int_{y_2}^{-1} (1 + s) \, ds + \int_{-1}^{y_1} 1 + s \, ds = \frac{1}{2}((y_1 - (-1))^2 + (-1 - y_2)^2) \geq \frac{1}{4} |y_1 - y_2|^2.
\]

5. \( y_2 < 0 < y_1 \), consider the four subcases (5i) \( -1 < y_2 < 0 < y_1 < 1 \), (5ii) \( y_2 < -1, y_1 > 1 \), (5iii) \( y_2 < -1, 0 < y_1 < 1 \), and (5iv) \( -1 < y_2 < 0, y_1 > 1 \). A short computation yields
\[
2 \int_{y_2}^{y_1} |s| - 1 \, ds = \begin{cases} 2(y_1 - y_2) - y_1^2 - y_2^2 & \text{for (5i),} \\ 2 + (y_1 - 1)^2 + (1 + y_2)^2 & \text{for (5ii),} \\ 2 - (1 - y_1)^2 + (1 + y_2)^2 & \text{for (5iii),} \\ 2 + (y_1 - 1)^2 - (1 + y_2)^2 & \text{for (5iv).} \end{cases}
\]

For (5i) observe that \( y_1 - y_2 < 2 \), and so \( |y_1 - y_2|^2 < 2(y_1 - y_2) \). Using also that \( y_1^2 \leq y_1 \), \( -y_2 \geq y_2^2 \) we infer
\[
2(y_1 - y_2) - y_1^2 - y_2^2 \geq y_1 - y_2 > \frac{1}{2} |y_1 - y_2|^2.
\]
By Young’s inequality we have the inequalities \((y_1 - y_2)^2 \leq 2(y_1^2 + y_2^2)\), \(-2y_1 \geq -\frac{1}{2}y_1^2 - 2\) and \(2y_2 \geq -\frac{1}{2}y_2^2 - 2\), and so for (5ii)

\[
2 + (y_1 - 1)^2 + (1 + y_2)^2 \geq \frac{1}{2}(y_1^2 + y_2^2) + \frac{1}{4}|y_1 - y_2|^2.
\]

For (5iv), since \(-1 < y_2 < 0\), it holds that \(-(1 + y_2)^2 \geq -1\) and \(y_2^2 \leq 1\). Thus, for \(\delta \in (\frac{1}{2}, 1), \eta \in (0, 2 - \delta^{-1})\), by Young’s inequality \(-2y_1 \geq -\delta y_1^2 - \delta^{-1}\) and adding a non-positive term \(\eta y_2^2 - 1\), we infer that

\[
2 + (y_1 - 1)^2 - (1 + y_2)^2 \geq 2 + y_2^2 - 2y_1 \geq (1 - \delta)y_1^2 + \eta y_2^2 + 2 - \delta^{-1} - \eta
\]

\[
\geq \frac{1}{2} \min((1 - \delta), \eta)|y_1 - y_2|^2.
\]

The last case (5iii) proceeds in a similar fashion by exchanging the roles of \(y_1\) and \(y_2\).

The injectivity of \(W\) follows from the first inequality of [27]. From definition, \(\tilde{\Psi}(y) = 0\) if and only if \(y = \pm 1\), and the derivative \(W'(y) = (\tilde{\Psi}(y))'\) is positive for all \(y \neq \pm 1\). Hence \(W(\cdot)\) is strictly increasing over \(\mathbb{R}\), which together with injectivity implies that \(W(\cdot)\) is bijective.

**Lemma 2.3.** Let \(B\) be a Banach space and let \(\{f_n\}_{n \in \mathbb{N}}\) be a bounded set in \(L^\infty(0, T; B)\) such that, for every \(0 \leq t_1 < t_2 \leq T\), the set \(\{\int_t^{t_2} f_n(t) \, dt : n \in \mathbb{N}\}\) is relatively compact in \(B\). Moreover, suppose that there exists \(\alpha \in (0, 1)\) and a constant \(C > 0\) such that for all \(0 \leq \tau < t \leq T\) and \(n \in \mathbb{N}\),

\[
\frac{\|f_n(t) - f_n(\tau)\|_B}{|t - \tau|^{\alpha}} \leq C. \tag{2.8}
\]

Then \(\{f_n\}_{n \in \mathbb{N}}\) is relatively compact in \(C^{0,\beta}([0, T]; B)\) for all \(0 < \beta < \alpha\).

**Proof.** Fix \(h > 0\) and set \((\tau_h f)(t) = f(t + h)\) as the time translations of \(f\). Then, for \(0 \leq t \leq T - h\), we have by [23],

\[
\sup_{t \in [0, T-h]} \| (\tau_h f_n)(t) - f_n(t) \|_B \leq \sup_{t \in [0, T-h]} C|h|^{\alpha} = C|h|^{\alpha} \to 0 \tag{2.9}
\]

as \(h \to 0\) uniformly in \(n \in \mathbb{N}\). Hence, \(\{f_n\}_{n \in \mathbb{N}}\) is relatively compact in \(C^0([0, T]; B)\) [51 Thm. 1], and so there exists a function \(f \in C^0([0, T]; B)\) such that along a subsequence \(f_{n_j} \to f\) strongly in \(C^0([0, T]; B)\) as \(j \to \infty\). Alternatively, one may use [23] to deduce equicontinuity of \(\{f_n\}_{n \in \mathbb{N}}\) and apply the Banach-space-valued Arzelà–Ascoli theorem [39 Ch. III, § 3, Thm. 3.1]. Furthermore, passing to the limit \(n_j \to \infty\) in [23] yields

\[
\sup_{0 \leq \tau \leq T} ([f]_{\alpha, B}(\tau, t)) \leq C,
\]

and so the limit function \(f\) belongs to \(C^{0,\alpha}([0, T]; B)\). It remains to show that

\[
\sup_{0 \leq \tau \leq t \leq T} ([f_{n_j} - f]_{\beta, B}(\tau, t)) \to 0 \text{ as } j \to \infty \tag{2.10}
\]

for any \(\beta \in (0, \alpha)\), and the proof is similar to the proof of compact embeddings in Hölder spaces. Let \(\eta > 0\) and \(\delta > 0\) be arbitrary and for \(0 \leq \tau < t \leq T\), set \(X_\delta := \{(\tau, t) : |t - \tau| \leq \delta\}\)
and \( X_2 := \{ (\tau, t) : |t - \tau| \geq \delta \} \). Then, a short computation shows that

\[
(1) \sup_{(\tau, t) \in X_1} \left( [f_{n_j} - f]_{\beta,B}(\tau, t) \right) = \sup_{(\tau, t) \in X_1} \left( |t - \tau|^{\alpha-\beta} [f_{n_j} - f]_{\alpha,B}(\tau, t) \right) \\
\leq \sup_{(\tau, t) \in X_1} \left( [f_{n_j}]_{\alpha,B}(\tau, t) + [f]_{\alpha,B}(\tau, t) \right) \delta^{\alpha-\beta} \leq C \delta^{\alpha-\beta},
\]

(2) \sup_{(\tau, t) \in X_2} \left( [f_{n_j} - f]_{\beta,B}(\tau, t) \right) \leq 2 \delta^{-\beta} \|f_{n_j} - f\|_{C^0([0,T]; B)}.

and so upon choosing \( \delta \) sufficiently small such that \( C \delta^{\alpha-\beta} < \frac{1}{2} \eta \), and then choosing \( j \) sufficiently large so that \( C \delta^{-\beta} \|f_{n_j} - f\|_{C^0([0,T]; B)} < \frac{1}{2} \eta \), we arrive at

\[
\sup_{0 \leq \tau < t \leq T} \left( [f_{n_j} - f]_{\beta,B}(\tau, t) \right) \leq C \left( \delta^{\alpha-\beta} + \delta^{-\beta} \|f_{n_j} - f\|_{C^0([0,T]; B)} \right) < \eta,
\]

for arbitrary \( \eta > 0 \). This yields (2.10).

## 3 Main result

We introduce a new variable \( \theta^\varepsilon \) defined as

\[
\theta^\varepsilon := \sigma^\varepsilon - \chi \varphi^\varepsilon, \quad (3.1)
\]

and consider the Cahn–Hilliard–Darcy system

\[
\text{div} \, \psi^\varepsilon = \mathcal{H} \quad \text{in } Q, \quad (3.2a)
\]
\[
\mathcal{K} \psi^\varepsilon = -\nabla p^\varepsilon + (\mu^\varepsilon + \chi \theta^\varepsilon + \chi^2 \varphi^\varepsilon) \nabla \varphi^\varepsilon \quad \text{in } Q, \quad (3.2b)
\]
\[
\partial_t \varphi^\varepsilon + \text{div} \left( \varphi^\varepsilon \psi^\varepsilon \right) = \text{div} \left( m(\varphi^\varepsilon) \nabla \mu^\varepsilon \right) + \mathcal{U} \varphi^\varepsilon \quad \text{in } Q, \quad (3.2c)
\]
\[
\mu^\varepsilon = \varepsilon^{-1} \Psi'(\varphi^\varepsilon) - \varepsilon \Delta \varphi^\varepsilon - \chi \theta^\varepsilon - \chi^2 \varphi^\varepsilon \quad \text{in } Q, \quad (3.2d)
\]
\[
\partial_t (\theta^\varepsilon + \chi \varphi^\varepsilon) + \text{div} \left( (\theta^\varepsilon + \chi \varphi^\varepsilon) \psi^\varepsilon \right) = \text{div} \left( n(\varphi^\varepsilon) \nabla \theta^\varepsilon \right) + \mathcal{S} \quad \text{in } Q, \quad (3.2e)
\]
\[
\psi^\varepsilon \cdot \nu = \partial_{\nu} \varphi^\varepsilon = \partial_{\nu} \mu^\varepsilon = \partial_{\nu} \theta^\varepsilon = 0 \quad \text{on } \Sigma, \quad (3.2f)
\]
\[
\varphi^\varepsilon(0) = \varphi_0^\varepsilon, \quad \theta^\varepsilon(0) = \sigma_0^\varepsilon - \chi \varphi_0^\varepsilon \quad \text{in } \Omega. \quad (3.2g)
\]

The energy associated to (3.2) is

\[
\mathcal{E}(\varphi^\varepsilon, \theta^\varepsilon) = \int_{\Omega} \frac{1}{2} \Psi(\varphi^\varepsilon) + \frac{\varepsilon}{2} |\nabla \varphi^\varepsilon|^2 + \frac{1}{2} |\theta^\varepsilon|^2 - \frac{\chi}{2} |\varphi^\varepsilon|^2 \, dx, \quad (3.3)
\]

and solutions satisfy the energy identity

\[
\mathcal{E}(\varphi^\varepsilon(t), \theta^\varepsilon(t)) + \int_{Q_t} m(\varphi^\varepsilon)|\nabla \mu^\varepsilon|^2 + n(\varphi^\varepsilon)|\nabla \theta^\varepsilon|^2 + \mathcal{K} |\psi^\varepsilon|^2 \, dx \, ds
\]
\[
= \mathcal{E}(\varphi^\varepsilon_0, \theta^\varepsilon_0) + \int_{Q_t} \mathcal{U} \psi^\varepsilon \mu^\varepsilon + \mathcal{S} \theta^\varepsilon + \mathcal{H} (\mu^\varepsilon - \varphi^\varepsilon \mu^\varepsilon - \frac{1}{2} |\theta^\varepsilon + \chi \varphi^\varepsilon|^2) \, dx \, ds, \quad (3.4)
\]

which can be obtained by testing (3.2c) with \( \mu^\varepsilon \), (3.2d) with \( \partial_t \varphi^\varepsilon \), (3.2e) with \( \theta^\varepsilon \), (3.2a) with \( \psi^\varepsilon \), summing the resulting equalities, integrating by parts and using (3.2a), and integrating in time. By taking the divergence of (3.2b) and using (3.2a), we obtain an elliptic equation for the pressure \( p^\varepsilon \):

\[
-\Delta p^\varepsilon = \mathcal{K} \mathcal{H} - \text{div} \left( (\mu^\varepsilon + \chi \theta^\varepsilon + \chi^2 \varphi^\varepsilon) \nabla \varphi^\varepsilon \right) \quad \text{in } Q, \quad (3.5)
\]

\[
\partial_{\nu} p^\varepsilon = 0 \quad \text{on } \Sigma.
\]
with homogeneous Neumann boundary conditions. Since the addition of a time-dependent constant is also a solution to the above elliptic equation, we demand \( p^\varepsilon \) satisfies the mean-zero condition \( \overline{p^\varepsilon} = 0 \) for unique solvability. Furthermore, integrating \( (3.2a) \) and the boundary condition \( v^\varepsilon \cdot \nu = 0 \) on \( \Sigma \) necessary implies that the source term \( H \) has zero spatial mean.

The formal sharp interface limit of \( (3.2) \) is

\[
\begin{align*}
\text{div} v &= H, \quad K v = -\nabla p \text{ in } \Omega_+ \cup \Omega_- , \quad (3.6a) \\
- \text{div} (m \nabla \mu) &= \mathcal{U} - \mathcal{H}, \quad \partial_\nu \theta + \text{div} (\theta v - n \nabla \theta) = S - \chi H \text{ in } \Omega_+, \quad (3.6b) \\
- \text{div} (m \nabla \mu) &= -\mathcal{U} + \mathcal{H}, \quad \partial_\nu \theta + \text{div} (\theta v - n \nabla \theta) = S + \chi H \text{ in } \Omega_-, \quad (3.6c) \\
[v]_+ \cdot \nu &= 0, \quad [\mu]_+ = 0, \quad [\theta]_+ = 0, \quad 2 \mu + 2 \chi \theta = [p]_+ = \kappa \text{ on } \Gamma, \quad (3.6d) \\
2(-\mathcal{V} + v \cdot \nu) &= [m \nabla \mu]_+ \cdot \nu, \quad 2 \chi (-\mathcal{V} + v \cdot \nu) = [n \nabla \theta]_+ \cdot \nu \text{ on } \Gamma, \quad (3.6e) \\
m \partial_t \nu \mu &= 0, \quad n \partial_t \theta = 0, \quad v \cdot \nu = 0 \text{ on } \partial \Omega \setminus \Gamma. \quad (3.6f)
\end{align*}
\]

In the above \( \kappa, \mathcal{V} \) and \( \nu \) denote the mean curvature, normal velocity, and unit normal of the interface \( \Gamma \), respectively, and we have used the notation

\[
m = \begin{cases} m(1) & \text{in } \Omega_+, \\ m(-1) & \text{in } \Omega_- \end{cases}, \quad n = \begin{cases} n(1) & \text{in } \Omega_+, \\ n(-1) & \text{in } \Omega_- \end{cases}
\]

We remark that the jump condition \( [\theta]_+ = 0 \) is equivalent to the jump condition \( [\sigma]_+ = 2 \chi \) as observed in the formal analysis in Garcke et al. [36]. Indeed, we will show below that \( \varphi^\varepsilon \) converges (along a subsequence) to \(-1 + 2 \mathbf{1}_{\Omega_+}\) for some set \( \Omega_+ \subset Q \) of bounded variation. If \( \theta \) and \( \sigma \) are the limits of \( \{\theta^\varepsilon\}_{\varepsilon > 0} \) and \( \{\sigma^\varepsilon\}_{\varepsilon > 0} \), respectively, then by \( (3.1) \) one obtains

\[
\theta = \sigma - \chi + 2 \chi \mathbf{1}_{\Omega_+}, \quad \text{so that } [\theta]_+ = 0 \Leftrightarrow [\sigma]_+ = 2 \chi.
\]

Hence, if we can show that in the limit \( \{\theta^\varepsilon\}_{\varepsilon > 0} \) converges to a function \( \theta \) with \( [\theta]_+ = 0 \) on the interface \( \Gamma \), we have ascertained the jump condition \( (1.7) \) in the sharp interface limit when the parameter \( \chi \) is non-zero.

The main result on the sharp interface limit of \( (3.2) \) is formulated as follows.

**Theorem 1** (Sharp interface limit). For \( \varepsilon > 0 \), let \( (\varphi^\varepsilon, \mu^\varepsilon, \theta^\varepsilon, v^\varepsilon, p^\varepsilon) \) be a solution to \( (3.2) \) with initial data \( (\varphi^\varepsilon_0, \sigma^\varepsilon_0) \). Then, there exists a sequence \( \{\varepsilon_j\}_{j \in \mathbb{N}}, \varepsilon_j \to 0 \) as \( j \to \infty \) with the following properties.

1. There exists a measurable set \( \Omega_+ \subset Q \) with

\[
\Omega_+ := \bigcup_{t \in [0,T]} \Omega_+(t) \times \{t\}, \quad \Omega_+(t) \subset \Omega \quad \text{for all } t \in [0,T]
\]

such that \( \mathbf{1}_{\Omega_+}, E_{\varepsilon_j} \in L^\infty(0,T;BV(\Omega,\{0,1\})) \cap C^{0,\frac{\alpha}{2}}([0,T];L^1(\Omega)), \quad \mathbf{1}_{\Omega_+}, E_{\varepsilon_j} \mid_{t=0} = \mathbf{1}_{\Omega_+(0)} \) in \( L^2(\Omega) \), and

\[
\varphi^\varepsilon \rightharpoonup \varphi := -1 + 2 \mathbf{1}_{\Omega_+(t)} \text{ a.e. in } Q \text{ and strongly in } C^{0,\alpha}([0,T];L^2(\Omega))
\]

for any \( \alpha \in (0,\frac{1}{2}) \).
(2) There exist Radon measures $\lambda, \{\lambda_{ik}\}_{1 \leq i, k \leq d}$ on $Q$, Radon measures $\lambda', \{\lambda'_{ik}\}_{1 \leq i, k \leq d}$ on $\Omega$ for a.e. $t \in (0, T)$, such that $d\lambda(x,t) = d\lambda'(x,t)$, $d\lambda_{ik}(x,t) = d\lambda'_{ik}(x,t)$ and

$$
\left( \frac{1}{\varepsilon_j} \Psi(\varphi^{\varepsilon_j}) + \frac{\varepsilon_j}{2} |\nabla \varphi^{\varepsilon_j}|^2 \right) dx \, dt \to \lambda \text{ weakly* in } \mathcal{M}(Q),
$$

$$
(\varepsilon_j \partial_x \varphi^{\varepsilon_j} \partial_{x_k} \varphi^{\varepsilon_j}) \, dx \, dt \to \lambda'_{ik} \text{ weakly* in } \mathcal{M}(Q),
$$

with

$$
|\nabla I_{\Omega_+(t)}| (Q) \, dx \leq d\lambda'(x) \text{ for a.e. } t \in (0, T).
$$

(3) There exists a Radon measure $V = V^t \, dt$ on $Q \times \mathbb{R}^{d-1}$ such that

$$
\int_0^T \{\delta V^t, Y \} \, dt = \int_Q \nabla Y : (I \, d\lambda^t - (d\lambda_{ik})_{ik}) \, dt \quad \forall Y \in C^0_0(\Omega; \mathbb{R}^d).
$$

Furthermore, for a.e. $t \in (0, T)$, there exist $\lambda^t$-measurable functions $\{c^t_i\}_{1 \leq i \leq d}$ and vector-valued functions $\{\nu^t_i\}_{1 \leq i \leq d}$ such that

$$
0 \leq c^t_i \leq 1, \quad \sum_{i=1}^d c^t_i \geq 1, \quad \sum_{i=1}^d \nu^t_i \otimes \nu^t_i = I \quad \lambda^t \text{ - a.e.},
$$

and the varifold $V = V^t \, dt$ has the following representation

$$
\int_{\Omega \times \mathbb{R}^{d-1}} Y(x,P) \, dV^t(x,P) = \int_{\Omega} \sum_{i=1}^d c^t_i(x) Y(x,\nu^t_i(x)) \, d\lambda^t(x), \quad (3.7)
$$

for all $Y \in C^0_0(\Omega \times \mathbb{R}^{d-1})$.

(4) There exist functions $\mu \in L^2(0,T; H^1(\Omega))$, $\theta \in C^0_0([0,T]; L^2(\Omega)) \cap L^2(0,T; H^1(\Omega))$, $v \in L^2(Q)^d$ and $p \in L^2(0,T; L^2(\Omega))$ such that

$$
\mu^{\varepsilon_j} \to \mu \text{ (resp. } \theta^{\varepsilon_j}) \text{ weakly in } L^2(0,T; H^1(\Omega)), \quad (3.8a)
$$

$$
\theta^{\varepsilon_j} \to \theta \text{ weakly* in } L^\infty(0,T; L^2(\Omega)), \quad (3.8b)
$$

$$
\theta^{\varepsilon_j} \to \theta \text{ strongly in } L^2(Q), \quad (3.8c)
$$

$$
v^{\varepsilon_j} \to v \text{ weakly in } L^2(Q)^d, \quad (3.8d)
$$

$$
p^{\varepsilon_j} \to p \text{ weakly in } L^2(Q), \quad (3.8e)
$$

with

$$
(\theta(0),\phi) = (\theta_0,\phi) = (\sigma_0 + \chi - 2\chi I_{\Omega_+(0)},\phi) \text{ for all } \phi \in L^2(\Omega). \quad (3.9)
$$

(5) Let $\varphi := -1 + 2 I_{\Omega_+}$. Then, the quintuple $(V, \mu, \theta, v, p)$ is a varifold solution to the
sharp interface limit (3.6) with initial values \((1_{\Omega_+(0)}, \theta_0)\) in the sense that

\[
0 = \int_Q \nu \cdot \nabla \zeta + \zeta \mathcal{H} dx dt, \tag{3.10a}
\]

\[
0 = \int_Q K v \cdot \nabla - p \nabla \mathbf{Y} + 2 \mathbf{1}_{\Omega_+} \div ((\mu + \chi \theta) \mathbf{Y}) dx dt, \tag{3.10b}
\]

\[
0 = \int_Q m(\varphi) \nabla \mu \cdot \nabla \zeta - 2 \mathbf{1}_{\Omega_+} (\partial_t \zeta + \nabla \cdot \mathbf{v} + \mathcal{U} \zeta) + (\mathcal{U} - \mathcal{H}) \zeta dx dt
- \int_{\Omega} 2 \mathbf{1}_{\Omega_+(0)} \zeta (\cdot, 0) dx,
\tag{3.10c}
\]

\[
0 = \int_Q n(\varphi) \nabla \theta \cdot \nabla \zeta - (2 \chi \mathbf{1}_{\Omega_+}) + \theta)(\partial_t \zeta + \nabla \cdot \mathbf{v}) dx dt
- \int_{\Omega} S \zeta + \chi \mathcal{H} \zeta dx dt
- \int_{\Omega} (2 \chi \mathbf{1}_{\Omega_+(0)} + \theta_0) \zeta (\cdot, 0) dx,
\tag{3.10d}
\]

\[
0 = \int_Q 2 \mathbf{1}_{\Omega_+} \div ((\mu + \chi \theta) \mathbf{Y}) dx dt - \int_0^T (\delta \mathbf{V}^t, \mathbf{Y}) dt \tag{3.10e}
\]

hold for all \(\zeta \in C^\infty(Q)\) such that \(\zeta(T) = 0\) and for all \(\mathbf{Y} \in C^0([0, T]; C^0(\Omega; \mathbb{R}^d))\). Furthermore, for a.e. \(0 \leq t < T\), it holds that

\[
\lambda'(\Omega) + \frac{1}{2} \|\theta(t)\|_{L^2}^2 + \int_\tau^T \int_\Omega m(\varphi)|\nabla u|^2 + n(\varphi)|\nabla \theta|^2 + K|\mathbf{v}|^2 \, dx \, ds
\leq \lambda^\prime(\Omega) + \frac{1}{2} \|\theta(\tau)\|_{L^2}^2 + \int_\tau^T \int_\Omega \mathcal{U} \varphi \mu + S \theta + \mathcal{H}(p - \mu \varphi + \frac{1}{2} [\theta + \chi \varphi]^2) \, dx \, ds. \tag{3.11}
\]

Remark 3.1. The jump conditions \([\mu]^+ = [\theta]^+ = 0\) in (3.6) are implicitly encoded in the requirement that \(\mu\) and \(\theta\) belong to \(L^2(0, T; H^1(\Omega))\).

Remark 3.2. Theorem 4 generalizes the result of Melchionna and Rocca [27] and of Fei [22] (case \(\alpha = 0\)) by considering source terms \(\mathcal{U} \varphi\) and \(\mathcal{H}\), and a coupling to a convection-reaction-diffusion equation through the non-zero parameter \(\chi\).

We end this section with a brief illustration on how (3.10) forms an appropriate weak formulation for (3.9). Assume for the moment that (3.9) has a sufficiently smooth solution \((\Omega_+, \Gamma, \mu, \theta, \mathbf{v}, p, \kappa)\), and denote the integration with respect to the Hausdorff measure on \(\Gamma\) by \(d\mathbf{t}\). Then, we apply Reynold’s transport theorem to \(\int_{\Omega_+} \zeta \mathbf{v} dx\) for functions \(\zeta \in C^1(Q)\) such that \(\zeta(T) = 0\) leading to

\[
- \int_{\Omega_+} \mathbf{1}_{\Omega_+(0)} \zeta (\cdot, 0) dx = \int_0^T \int_{\Omega_+} \mathbf{1}_{\Omega_+} \partial_t \zeta dx dt
- \int_0^T \int_{\Gamma_+} \mathcal{V} \zeta d\mathbf{t} dt, \tag{3.12}
\]

where we recall that \(\mathcal{V}\) is the normal velocity of \(\Gamma\) associated to \(\mathbf{v}\), the unit normal pointing into \(\Omega_+\), and hence the appearance of a minus sign on the last term of the right-hand side. Employing \(\div \mathbf{v} = \mathcal{H}\) and the divergence theorem on \(\Omega_+(t)\) we find that

\[
\int_0^T \int_{\Gamma_+(t)} 2(-\mathcal{V} + \mathbf{v} \cdot \mathbf{n}) \zeta d\mathbf{t} dt
= \int_0^T \int_{\Omega} -2 \mathbf{1}_{\Omega_+} (\partial_t \zeta + \mathbf{v} \cdot \nabla \zeta + \mathcal{H} \zeta) dx dt
- \int_{\Omega} 2 \mathbf{1}_{\Omega_+(0)} \zeta (\cdot, 0) dx. \tag{3.13}
\]

Then, the derivation of (3.10c) and (3.10d) follows directly from (3.13) and the equations involving \(\mu\) and \(\theta\) in (3.6). We point out that one has to use \([\mathbf{v}]^+ = \mathbf{0}\) in the derivation of (3.10d). The derivation of (3.10a) is clear from testing \(\div \mathbf{v} = \mathcal{H}\) in \(\Omega_+\) with an arbitrary
test function $\zeta \in C^1(\Omega)$ and using $[v]^+ \cdot \nu = 0$ on $\Gamma$. Meanwhile, using the well-known result that the first variation of the area of $\Gamma$ in the direction of an arbitrary vector field $Y \in C^1(\Omega; \mathbb{R}^d)$ is

$$\frac{\delta}{\delta \Gamma} \text{Area}(\Gamma)[Y] = \int_\Gamma \text{div}_\Gamma Y \, d\Gamma = \int_\Gamma -\kappa Y \cdot \nu \, d\Gamma,$$

where $\text{div}_\Gamma$ denotes the surface divergence and the above surface integration-by-parts formula differs to the classical formulation by a sign since $\nu$ points into $\Omega_+$, we obtain for the relation $2(\mu + \chi \theta) = \kappa$ the weak formulation

$$\int_{\Omega_e(t)} 2 \text{div} ((\mu + \chi \theta) Y) \, dx = - \int_{\Gamma_e(t)} 2(\mu + \chi \theta) \nu \cdot Y \, d\Gamma$$

$$= - \int_{\Gamma_e(t)} \kappa \nu \cdot Y \, d\Gamma = \frac{\delta}{\delta \Gamma} \text{Area}(\Gamma)[Y].$$

This motivates (3.10e). Lastly testing the Darcy law $\mathcal{K} \nu = -\nabla p$ in $\Omega_+$ with an arbitrary $Y \in C^1(\overline{\Omega}; \mathbb{R}^d)$ yields

$$\int_\Omega \mathcal{K} \nu \cdot Y - p \text{div} Y \, dx = - \int_\Omega [p]^+ \nu \cdot Y \, d\Gamma = - \int_\Gamma 2(\mu + \chi \theta) \nu \cdot Y \, d\Gamma$$

$$= - \int_{\Omega_e(t)} \text{div} ((\mu + \chi \theta) Y) \, dx,$$

which motivates (3.10b).

4 Uniform estimates

In this section, the symbol $C$ will denote constants that are independent of $\varepsilon$ and may vary from line to line.

4.1 First estimate

Let

$$\varepsilon_0 := \min \left(1, k_0/\chi^2\right),$$

where $k_0$ is the constant in (2.4). By (2.4) it holds that

$$\|\phi\|_{L^2}^2 \leq \int_{\{|\phi| \leq 1 - \varepsilon_0\}} (1 - c_0)^2 \, dx + \int_{\{|\phi| > 1 - \varepsilon_0\}} k_0^{-1} \Psi(\phi) + k_1 \, dx$$

$$\leq k_0^{-1} \|\Psi(\phi)\|_{L^1} + C. \tag{4.2}$$

For $\varepsilon \in (0, \varepsilon_0]$, we have $\frac{1}{\varepsilon^2} \geq \frac{1}{\varepsilon_0^2}$, and so together with Young’s inequality, (4.2) yields a lower bound for the energy $\mathcal{E}$ defined in (3.3):

$$\mathcal{E}(\phi^\varepsilon(t), \theta^\varepsilon(t)) \geq \int_\Omega \left(\frac{1}{\varepsilon} - \frac{\chi^2}{2k_0}\right) \Psi(\phi^\varepsilon(t)) + \frac{\varepsilon}{2} |\nabla \phi^\varepsilon(t)|^2 + \frac{1}{2} |\theta^\varepsilon(t)|^2 \, dx - C$$

$$\geq \int_\Omega \frac{1}{2\varepsilon} \Psi(\phi^\varepsilon(t)) + \frac{\varepsilon}{2} |\nabla \phi^\varepsilon(t)|^2 + \frac{1}{2} |\theta^\varepsilon(t)|^2 \, dx - C \quad \forall \varepsilon \in (0, \varepsilon_0]. \tag{4.3}$$

We now consider the energy identity (3.4) and estimate the right-hand side as follows: By (A5) and the Poincaré inequality, we see that

$$\int_\Omega \mathcal{U} \phi^\varepsilon \mu^\varepsilon + S \theta^\varepsilon \, dx = \int_\Omega \mathcal{U} \phi^\varepsilon (\mu^\varepsilon - \overline{\mu^\varepsilon}) + S \theta^\varepsilon \, dx + \overline{\mu^\varepsilon} \int_\Omega \mathcal{U} \phi^\varepsilon \, dx$$

$$\leq C \|\mathcal{U}\|_{L^\infty} \|\phi^\varepsilon\|_{L^2} \|\nabla \mu^\varepsilon\|_{L^2} + \|S\|_{L^2} \|\theta^\varepsilon\|_{L^2} + \overline{\mu^\varepsilon} \int_\Omega \mathcal{U} \phi^\varepsilon \, dx. \tag{4.4}$$
To handle the last term involving the mean $\mu$ we adapt the proof of [17, Lem. 3.4] as follows: Let $\psi$ be a $C^2(\Omega)$-function with $\partial_{\nu} \psi = 0$ on $\partial \Omega$, and denote
\[
e^\varepsilon := \frac{1}{\varepsilon} \Psi(\varphi^\varepsilon) + \frac{\varepsilon}{2} |\nabla \varphi^\varepsilon|^2, \quad A^\varepsilon := e^\varepsilon - \varepsilon \nabla \varphi^\varepsilon \otimes \nabla \varphi^\varepsilon. \tag{4.5}
\]

Then, we obtain after multiplying (3.2d) with $\nabla \psi \cdot \nabla \varphi^\varepsilon$, integrating over $\Omega$ and integrating by parts
\[
\int_{\Omega} \mu^\varepsilon \nabla \psi \cdot \nabla \varphi^\varepsilon \, dx = \int_{\Omega} \frac{1}{\varepsilon} \Psi'(\varphi^\varepsilon) - \varepsilon \Delta \varphi^\varepsilon - \chi \theta^\varepsilon - \chi \varphi^\varepsilon \nabla \psi \cdot \nabla \varphi^\varepsilon \, dx
\]
\[
= \int_{\Omega} \nabla e^\varepsilon \cdot \nabla \psi - \varepsilon \text{div} (\nabla \varphi^\varepsilon \otimes \nabla \psi) \cdot \nabla \psi - \chi (\theta^\varepsilon + \chi \varphi^\varepsilon) \nabla \psi \cdot \nabla \varphi^\varepsilon \, dx
\]
\[
= \int_{\Omega} -A^\varepsilon : D^2 \psi + \chi \left( \nabla \theta^\varepsilon \cdot \nabla \psi + \left( \theta^\varepsilon + \frac{\chi}{2} \varepsilon \right) \Delta \psi \right) \varphi^\varepsilon \, dx,
\]
where $I$ denotes the identity tensor, $D^2 \psi$ denotes the Hessian of $\psi$ and we used the relation
\[
\frac{1}{2} \nabla \left( |\nabla f|^2 \right) = \text{div} (\nabla f \otimes \nabla f) - \Delta f \, \nabla f.
\]

Meanwhile, on the left-hand side we have
\[
\int_{\Omega} \mu^\varepsilon \nabla \psi \cdot \nabla \varphi^\varepsilon \, dx = -\int_{\Omega} \varphi^\varepsilon \nabla \mu^\varepsilon \cdot \nabla \psi + (\mu^\varepsilon - \mu^\varepsilon) \varphi^\varepsilon \Delta \psi \, dx - \mu^\varepsilon \int_{\Omega} \varphi^\varepsilon \Delta \psi \, dx,
\]
so that upon combining we obtain
\[
\mu^\varepsilon \int_{\Omega} \varphi^\varepsilon \Delta \psi \, dx = \int_{\Omega} D^2 \psi : A^\varepsilon I - \frac{1}{2} \chi^2 |\varphi^\varepsilon|^2 \Delta \psi \, dx
\]
\[
- \int_{\Omega} (\nabla (\mu^\varepsilon + \chi \theta^\varepsilon) \cdot \nabla \psi + (\mu^\varepsilon - \mu^\varepsilon + \theta^\varepsilon) \Delta \psi) \varphi^\varepsilon \, dx
\]
\[
\leq C \left( 1 + \|\psi\|_{C^2(\Omega)} \right) \left( \int_{\Omega} e^\varepsilon + |\varphi^\varepsilon|^2 + |\theta^\varepsilon|^2 \, dx \right)
\]
\[
+ \frac{1}{8} \|m^\varepsilon(\varphi^\varepsilon) \nabla \mu^\varepsilon\|_{L^2}^2 + \frac{1}{4} \|n^\varepsilon(\varphi^\varepsilon) \nabla \theta^\varepsilon\|_{L^2}^2,
\]
where we have used the boundedness and positivity of the mobilities $m(\cdot)$ and $n(\cdot)$, i.e.,
\[
\|\nabla \mu^\varepsilon\|_{L^2} \leq \frac{1}{\sqrt{m_0}} \|m^\varepsilon(\varphi^\varepsilon) \nabla \mu^\varepsilon\|_{L^2}. \quad \text{Choosing } \psi \text{ to be the unique solution to}
\]
\[-\Delta \psi = -U \text{ in } \Omega, \quad \partial_{\nu} \psi = 0 \text{ on } \partial \Omega \quad \text{with } \psi = 0,
\]
which is possible as $U$ has zero spatial mean, then the left-hand side of (4.6) reads as
\[
\mu^\varepsilon \int_{\Omega} U \varphi^\varepsilon \, dx, \quad \text{while by the assumption (3.5)} \quad \text{that } U \in C^0(\overline{\Omega}) \quad \text{and classical elliptic theory yields}
\]
$\psi \in C^2(\Omega) \cap C^0(\overline{\Omega})$ satisfying $\|\psi\|_{C^2(\Omega)} \leq C \|U\|_{C^0(\Omega)} \leq C$. Thus, substituting the above estimate to the right-hand side of (4.6), and integrating in time from 0 to $t$, we arrive at
\[
\int_{Q_t} U \varphi^\varepsilon \mu^\varepsilon + S \theta^\varepsilon \, dx \, dt \leq C \left( \int_{Q_t} e^\varepsilon + |\varphi^\varepsilon|^2 + |\theta^\varepsilon|^2 \, dx \, dt \right) + C \|S\|_{L^2(Q_t)}^2
\]
\[
+ \frac{1}{8} \|m^\varepsilon(\varphi^\varepsilon) \nabla \mu^\varepsilon\|_{L^2(Q_t)}^2 + \frac{1}{4} \|n^\varepsilon(\varphi^\varepsilon) \nabla \theta^\varepsilon\|_{L^2(Q_t)}^2. \tag{4.7}
\]
To estimate the source term involving $\mathcal{H} \in L^\infty(0,T;L^\infty_0(\Omega))$, we employ the splitting (cf. 34)

$$
\int_{Q_t} \mathcal{H} \left( p^e - \mu^e \varphi^e - \frac{1}{2} \theta^e + \chi \varphi^e \right) dx \, ds
= \int_{Q_t} \mathcal{H} (p^e - \mu^e \varphi^e) dx \, dt + \int_{Q_t} \mathcal{H} (\varphi^e (\mu^e - \mu^e) - \frac{1}{2} \theta^e + \chi \varphi^e) dx \, ds
\leq \int_{Q_t} \mathcal{H} (p^e - \mu^e \varphi^e) dx \, ds + \frac{1}{8} m^2 (\varphi^e) \nabla \mu^e \|_{L^2(Q_t)}^2 + C \| \theta^e \|_{L^2(Q_t)}^2 + C \| \varphi^e \|_{L^2(Q_t)}^2.
$$

Introducing the operator $\mathcal{N} : L^2_0 \to L^2_0 \cap L^2_0$ as $\mathcal{N}(f) = u$ where $u$ is the unique solution to

$$
-\Delta u = f \text{ in } \Omega, \quad \partial_\nu u = 0 \text{ on } \partial \Omega \quad \text{ with } \overline{\nu} = 0.
$$

By the Lax–Milgram theorem and elliptic regularity the solution $u$ lies in $H^2_0 \cap L^2_0$ with $\|u\|_{H^2} \leq C \|f\|_{L^2}$. Then, it is easy to check that $\mathcal{N}(-\mu^e \Delta (\varphi^e - \varphi)) = \mu^e (\varphi^e - \varphi)$ and so

$$
p^e = \mathcal{N} (K \mathcal{H} - \text{div} \left( (\mu^e - \mu^e + \chi \theta^e + \chi^2 \varphi^e) \nabla \varphi^e \right) - \mu^e \Delta (\varphi^e - \varphi))
= \mathcal{N} (K \mathcal{H} - \text{div} \left( (\mu^e - \mu^e + \chi \theta^e + \chi^2 \varphi^e) \nabla \varphi^e \right)) + \mu^e (\varphi^e - \varphi)
=: z^e + \mu^e (\varphi^e - \varphi).
$$

By the definition of the variable $z^e$, for any $\zeta \in H^2_0(\Omega)$, we obtain by integrating by parts and the homogeneous Neumann boundary conditions

$$
\int_{\Omega} \nabla z^e \cdot \nabla \zeta \, dx = \int_{\Omega} K \mathcal{H} \zeta + (\mu^e - \mu^e + \chi \theta^e + \chi^2 \varphi^e) \nabla \varphi^e \cdot \nabla \zeta \, dx
= \int_{\Omega} K \mathcal{H} \zeta - \theta^e \nabla (\mu^e - \mu^e + \chi \theta^e) \cdot \nabla \zeta - \left( \varphi^e (\mu^e - \mu^e + \chi \theta^e) + \frac{1}{2} \chi^2 |\varphi^e|^2 \right) \Delta \zeta \, dx.
$$

Substituting $\zeta = \mathcal{N}(z^e)$ so that the left-hand side becomes $\|z^e\|_{L^2}^2$, and by the elliptic estimate $\|\mathcal{N}(z^e)\|_{H^2} \leq C \|z^e\|_{L^2}$, this leads to

$$
\|z^e\|_{L^2}^2 \leq C \|\mathcal{H}\|_{L^2} \|\mathcal{N}(z^e)\|_{L^2} + \|\varphi^e\|_{L^3} \|\nabla (\mu^e - \mu^e + \chi \theta^e)\|_{L^2} \|\nabla \mathcal{N}(z^e)\|_{L^5}
+ \left( \|\varphi^e\|_{L^3} \|\mu^e - \mu^e + \chi \theta^e\|_{L^6} + C \|\varphi^e\|_{L^4}^2 \|\Delta \mathcal{N}(z^e)\|_{L^2}
\leq C \|z^e\|_{L^2} \left( K \|\mathcal{H}\|_{L^2} + \|\varphi^e\|_{L^3} \left( \|\nabla \mu^e\|_{L^2} + \|\theta^e\|_{H^1} \right) + \|\varphi^e\|_{L^4}^2 \right),
$$

where we have used the Poincaré inequality to deduce $\|\mu^e - \mu^e\|_{L^6} \leq C \|\mu^e - \mu^e\|_{H^1} \leq C \|\nabla \mu^e\|_{L^2}$. Then, using $\int_{Q_t} \mathcal{H} \, dx = 0$, we find

$$
\int_{Q_t} \mathcal{H} (p^e - \mu^e \varphi^e) \, dx \, ds = \int_{Q_t} \mathcal{H} (z^e + \mu^e \varphi^e) \, dx \, ds = \int_{Q_t} \mathcal{H} z^e \, dx \, ds
\leq C \mathcal{K} \|\mathcal{H}\|_{L^2}^2 + C \int_0^t \|\varphi^e\|_{L^3} \left( \|\nabla \mu^e\|_{L^2} + \|\theta^e\|_{H^1} \right) + \|\varphi^e\|_{L^4}^2 
\leq \frac{1}{8} m^2 (\varphi^e) \nabla \mu^e \|_{L^2(Q_t)}^2 + \frac{1}{4} m^2 (\varphi^e) \nabla \theta^e \|_{L^2(Q_t)}^2 + C \left( 1 + \int_0^t \|\theta^e\|_{L^2}^2 + \|\varphi^e\|_{L^3}^2 \right).
$$

Substituting the above estimate into (4.8) we infer for the source term involving $\mathcal{H}$ in the energy identity (3.4) the following estimate

$$
\int_{Q_t} \mathcal{H} \left( p^e - \mu^e \varphi^e - \frac{1}{2} \theta^e + \chi \varphi^e \right) \, dx \, ds
\leq C + \frac{1}{4} m^2 (\varphi^e) \nabla \mu^e \|_{L^2(Q_t)}^2 + \frac{1}{4} m^2 (\varphi^e) \nabla \theta^e \|_{L^2(Q_t)}^2 + C \int_{Q_t} \Psi (\varphi^e) + \theta^e \right) \, dx \, ds.
$$
where we employed (2.34) and a similar calculation to (4.2) to deduce

\[
\|\varphi^\varepsilon\|^2_{L^4} \leq C + \int_\Omega |\varphi^\varepsilon|^q \, dx \leq C \left(1 + \int_\Omega \Psi(\varphi^\varepsilon) \, dx\right).
\]

In particular, we note that this motivates the assumption \(q \geq 4\) in (A3). We are now in a position to derive the first uniform estimate. Let us define the quantity

\[
G(\varphi^\varepsilon, \theta^\varepsilon) := \frac{1}{2\varepsilon} \|\Psi(\varphi^\varepsilon)\|_{L^1, \Omega} + \frac{\varepsilon}{2} \|\nabla \varphi^\varepsilon\|^2_{L^2, \Omega} + \|\theta^\varepsilon\|^2_{L^2, \Omega}.
\]

(4.10)

Then, using (4.3), the estimation on the source terms (4.7) and (4.9), the boundedness of the initial energy (A4) and the estimate (4.2), we obtain from (3.4) the following integral inequality

\[
G(\varphi^\varepsilon(t), \theta^\varepsilon(t)) + \frac{1}{2} \|m^2(\varphi^\varepsilon)\nabla \mu^\varepsilon\|^2_{L^2(Q_t)} + \frac{1}{2} \|n^2(\varphi^\varepsilon)\nabla \theta^\varepsilon\|^2_{L^2(Q_t)} + K \|\varphi^\varepsilon\|^2_{L^2(Q_t)}
\leq C + C \int_0^t G(\varphi^\varepsilon(s), \theta^\varepsilon(s)) \, ds.
\]

By virtue of Gronwall’s inequality in integral form [41] Lem. 3.1] we infer the uniform estimate

\[
\frac{1}{\varepsilon} \|\Psi(\varphi^\varepsilon)\|_{L^\infty(0,T;L^1)} + \frac{\varepsilon}{2} \|\nabla \varphi^\varepsilon\|^2_{L^2(0,T;L^2)} + \|\theta^\varepsilon\|^2_{L^2(0,T;L^2)}
+ \|m^2(\varphi^\varepsilon)\nabla \mu^\varepsilon\|^2_{L^2(Q)} + \|n^2(\varphi^\varepsilon)\nabla \theta^\varepsilon\|^2_{L^2(Q)} + \|\varphi^\varepsilon\|^2_{L^2(Q)} \leq C,
\]

(4.11)

for all \(\varepsilon \in (0, \varepsilon_0]\), where \(\varepsilon_0\) is defined in (4.1).

4.2 Second estimates

Building on (4.11) we now derive subsequent uniform estimates. There exists a positive constant \(C_2\) such that the Modica–Mortola ansatz function \(w^\varepsilon = W(\varphi^\varepsilon)\), where \(W\) is the bijective function defined in Lemma 2.2, satisfies

\[
\|w^\varepsilon\|_{L^\infty(0,T;W^{1,1})} \leq C_2.
\]

(4.12)

Indeed, by (2.34), (4.11), and the second inequality of (2.7), we infer that

\[
\|\nabla w^\varepsilon(t)\|_{L^1} \leq \int_\Omega \frac{1}{\varepsilon} \|\Psi(\varphi^\varepsilon(t))\|_{L^1(\Omega)} + \frac{\varepsilon}{2} \|\nabla \varphi^\varepsilon(t)\|^2 \, dx \leq C,
\]

\[
\|w^\varepsilon(t)\|_{L^1} = \|W(\varphi^\varepsilon(t)) - W(-1)\|_{L^1(\Omega)} \leq C \int_\Omega \|\varphi^\varepsilon(t)\|_{L^1(\Omega)} + 1 \|\varphi^\varepsilon(t)\|_{L^1(\Omega)} \, dx
\leq C \left(1 + \|\varphi^\varepsilon(t)\|^2_{L^2}\right) \leq C,
\]

for a.e. \(t \in [0,T]\). As a further consequence of (4.11), (2.34) and (2.20), we obtain

\[
\|\varphi^\varepsilon(t)\|_{L^q} \leq C, \quad \|\varphi^\varepsilon(t)\|_{L^p} - 1 \leq C \varepsilon^{\frac{1}{2}} \quad \forall t \in (0,T).
\]

(4.13)

4.3 Hölder-in-time uniform estimates

For any \(\eta := \frac{\eta_0}{2} \in (2,4]\), we obtain from (3.26) that

\[
\|\partial_t \varphi^\varepsilon\|_{L^2(0,T;W^{1,\eta})} \leq \|\varphi^\varepsilon\|_{L^\infty(0,T;L^\eta)} \|\varphi^\varepsilon\|^\eta_{L^2(Q)} + C \left(\|\nabla \mu^\varepsilon\|_{L^2(Q)} + \|\varphi^\varepsilon\|_{L^2(Q)}\right).
\]
Using that $\theta^e$ is bounded in $L^\infty(0,T;L^2(\Omega))\cap L^2(0,T;H^1(\Omega)) \subset L^\infty(Q)$ and $\varphi^e$ is bounded in $L^\infty(0,T;L^3(\Omega)) \subset L^\infty(Q)$ in three spatial dimensions, from (3.26) we infer that

$$
\| \partial_t \theta^e \|_{L^2(0,T;W^{1,5})} \leq \left\{ \| \theta^e \|_{L^\infty(Q)} + \| \varphi^e \|_{L^\infty(Q)} \right\} \| w^e \|_{L^2(Q)} + C \left( \| \partial_t \varphi^e \|_{L^2(0,T;W^{1,5})} + \| \nabla \theta^e \|_{L^2(Q)} + \| S \|_{L^2(Q)} \right),
$$

and altogether this implies for any $y = \frac{3}{\eta^2} \in (2, 4]$,

$$
\| \partial_t \theta^e \|_{L^2(0,T;W^{1,5})} + \| \partial_t \varphi^e \|_{L^2(0,T;W^{1,5})} \leq C. \quad (4.14)
$$

We now use the above estimates to obtain Hölder-in-time bounds for $\varphi^e$ and $w^e$. By virtue of the absolute continuity of Banach space-valued $H^1(0,T)$ functions [24 Lem. 2.2.1, p. 44], we consider (3.26) as the following equality in $(W^{1,5})'$: for any $0 \leq \tau < t \leq T$,

$$
\varphi^e(t) - \varphi^e(\tau) = \int_\tau^t \text{div} \left( m(\varphi^e) \nabla \mu^e \right) - \text{div} (\varphi^e w^e) + U \varphi^e \, ds. \quad (4.15)
$$

Let $\phi \in C^\infty(\mathbb{R}^d)$ satisfy $0 \leq \phi \leq 1$ in $\mathbb{R}^d$, $\phi = 0$ in $\mathbb{R}^d \setminus B_1$, where $B_1$ is the ball centered at the origin with radius 1 and $\int_{\mathbb{R}^d} \phi \, dx = 1$. Let $\eta_0$ denote a small positive number, and for any $\eta \in (0, \eta_0)$, let $\varphi^e_\eta$ denote the mollification of $\varphi^e$ defined as

$$
\varphi^e_\eta(x, t) = \int_{B_1} \phi(y) \varphi^e(x - \eta y, t) \, dy = -\eta^{-d} \int_{\mathbb{R}^d} \phi \left( \frac{x - z}{\eta} \right) \varphi^e(z, t) \, dz \quad (4.16)
$$

for $x \in \Omega$, $t \geq 0$ and $\eta \in (0, \eta_0]$ and $\varphi^e$ has been extended in the exterior neighbourhood $\{ x \in \Omega : \text{dist}(x, \partial \Omega) < \eta \}$ via $\varphi^e(x + \eta \nu(x), t) = \varphi^e(x - \eta \nu(x), t)$ for $x \in \partial \Omega$, $\eta \in (0, \eta_0]$ and $t \geq 0$. Then, keeping in mind the following standard properties of mollifiers:

$$
\| f_\eta \|_{L^r} \leq \| f \|_{L^r}, \quad \| \nabla f_\eta \|_{L^r} \leq C_\eta^{-1} \| f \|_{L^r} \quad \text{for any } 1 \leq r < \infty, \quad (4.17)
$$

we obtain from testing (4.15) with the function $X_\eta := \varphi^e_\eta(t) - \varphi^e_\eta(\tau)$

$$
\int_\Omega (\varphi^e(t) - \varphi^e(\tau))X_\eta \, dx = \int_\Omega \nabla X_\eta \cdot \left( \int_\tau^t -\varphi^e w^e + m(\varphi^e) \nabla \mu^e \, ds \right) + X_\eta \left( \int_\tau^t U \varphi^e \, ds \right) \, dx \leq \| \varphi^e \|_{L^\infty(0,T;L^5)} \| w^e \|_{L^2(Q)} \| t - \tau \|^{1/2} \| \nabla X_\eta \|_{L^5}
$$

$$
+ m_1 \| \nabla \mu^e \|_{L^2(Q)} \| t - \tau \|^{1/2} \| \nabla X_\eta \|_{L^2} + \| U \varphi^e \|_{L^2(Q)} \| t - \tau \|^{1/2} \| X_\eta \|_{L^2}.
$$

Using (4.17) and the uniform estimate (4.13), we see that

$$
\| X_\eta \|_{L^2} \leq \| \varphi^e(t) - \varphi^e(\tau) \|_{L^2} \leq 2 \| \varphi^e \|_{L^\infty(0,T;L^2)} \leq C,
$$

$$
\| \nabla X_\eta \|_{L^5} \leq C_\eta^{-1} \| \varphi^e \|_{L^\infty(0,T;L^r)} \leq C_\eta^{-1},
$$

and so

$$
\int_\Omega (\varphi^e(t) - \varphi^e(\tau))X_\eta \, dx \leq C \| t - \tau \|^{1/2} (1 + \eta^{-1}).
$$

Together with the following estimate [17 (3.2)-(3.4)]

$$
\| \varphi^e_\eta(t) - \varphi^e(t) \|_{L^2} \leq C \| \nabla w^e(t) \|_{L^1} \leq C \eta \quad \forall t \in [0,T], \quad (4.18)
$$
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Following the arguments in the proof of [17, Lem. 3.2] we obtain an analogous estimate if we choose $\eta$ and (4.13) to deduce that

$$
\text{Recalling the mollifier } \varphi, \text{we have }
$$

Together with (2.5), this in turn implies that there exists $0 < \varepsilon_1 \leq 1 + C \eta^{\frac{d}{2}} \left( \| \varphi^\varepsilon \| - 1 \right) \leq 1 + C \eta^{\frac{d}{2}} \varepsilon_1^\frac{1}{d}, \quad (4.21)

so that by (4.18),

$$
\left| \overline{\varphi}(t) \right| = \left| u_0 + \int_0^t |\Omega|^{-1} \int_{\Omega} U \varphi^\varepsilon \, dx \, ds \right|
\leq |u_0| + C |U| L^\infty \| \varphi^\varepsilon - \varphi^\varepsilon_0 \|_{L^2(Q)} + t |U| L^\infty \| \varphi^\varepsilon_0 \|_{L^\infty(0,T;L^\infty(\Omega))}
\leq |u_0| + C \left( \eta^{\frac{1}{2}} + \eta^{\frac{d}{2}} \varepsilon_1^\frac{1}{d} \right) + T |U| L^\infty.
$$

(4.22)

Together with (2.13), this in turn implies that there exists $\varepsilon_1 > 0$ such that for all $\varepsilon \in (0, \min(\varepsilon_0, \varepsilon_1)]$,

$$
\int_\Omega (\varphi^\varepsilon_0 - \overline{\varphi}(t)) \varphi^\varepsilon \, dx = \int_\Omega (\varphi^\varepsilon_0 - \varphi^\varepsilon) \varphi^\varepsilon + (\varphi^\varepsilon)^2 - 1 \, dx + |\Omega| \left( 1 - (\overline{\varphi})^2 \right) + |\Omega| \left( \overline{\varphi}(t) - \overline{\varphi}(\varepsilon_0) \right)
\geq |\Omega| \left( 1 - (\overline{\varphi})^2 \right) - C \| \varphi^\varepsilon_0 - \varphi^\varepsilon \|_{L^2} \| \varphi^\varepsilon \|_{L^2} - \| \varphi^\varepsilon \|^2 - 1 \|_{L^1}
\geq |\Omega| \left( 1 - (\overline{\varphi})^2 \right) - C (\eta^{\frac{1}{2}} + \varepsilon_1^{\frac{1}{2}})
\geq |\Omega| \left( 1 - (\|u_0\| + T |U| L^\infty)^2 \right) - C \left( \eta^{\frac{1}{2}} + \varepsilon_1^{\frac{1}{2}} (1 + \eta^{\frac{d}{2}}) \right) > 0,
$$

if we choose $\eta$ sufficiently small but independent of $\varepsilon$. In the above we have used (4.18) and (4.13) to deduce that

$$
\left| \overline{\varphi}(t) - \overline{\varphi}(0) \right| \leq C \| \varphi^\varepsilon_0 \|_{L^2} \| \varphi^\varepsilon - \varphi^\varepsilon_0 \|_{L^2} \leq C \eta^{\frac{1}{2}},
\| \varphi^\varepsilon \|^2 - 1 \|_{L^1} \leq \| \varphi^\varepsilon + 1 \| \| \varphi^\varepsilon \| - 1 \|_{L^1} \leq C \| \varphi^\varepsilon \| - 1 \|_{L^1} \leq C \varepsilon^{\frac{1}{2}}.
$$
Then, returning to the equality (4.16) and this time choose \( \psi \) as the solution to
\[
-\Delta \psi = - (\varphi_\eta^e - \varphi_\mu^e) \text{ in } \Omega, \quad \partial_\nu \psi = 0 \text{ on } \partial \Omega \quad \text{with } \overline{\psi} = 0,
\]
as in the proof of [17, Lem. 3.4], with
\[
\|\psi\|_{C^2(\Omega)} \leq C\|\varphi_\eta^e\|_{C^1(\Omega)} \leq C\eta^{-1} \left(1 + \varepsilon^{1/2} \eta^{-2}\right),
\]
we find that
\[
|\overline{\mu}^\varepsilon(t)| \leq C\|\psi\|_{C^2(\Omega)} \left(1 + \|\nabla \mu^e(t)\|_{L^2} + \|\nabla \theta^e(t)\|_{L^2}\right),
\]
i.e., \( \overline{\mu}^\varepsilon \) is bounded in \( L^2(0,T) \) and Poincaré’s inequality yields
\[
\|\mu^\varepsilon\|_{L^2(Q)} \leq C. \tag{4.23}
\]

### 4.5 Uniform estimates for the pressure

It remains to derive uniform estimates for the pressure. From (4.5), the pressure \( p^\varepsilon \) satisfies
\[
\int_\Omega \nabla p^\varepsilon \cdot \nabla \zeta \, dx = \int_\Omega K_{HN} \zeta - (\mu^\varepsilon + \chi \theta^e + \chi^2 \varphi^e) \nabla \varphi^e \cdot \nabla \zeta \, dx
\]
for all \( \zeta \in H^1(\Omega) \). Choose \( \zeta = N(p^\varepsilon) \in H^2 \cap L^2_0 \), integrating by parts and using the elliptic estimate \( \|N(p^\varepsilon)\|_{L^2} \leq C\|p^\varepsilon\|_{L^2} \) yields
\[
\|p^\varepsilon\|_{L^2(Q)}^2 = \int_\Omega K_{HN} N(p^\varepsilon) + \varphi^e \nabla (\mu^\varepsilon + \chi \theta^e) \cdot \nabla N(p^\varepsilon) \, dx
\]
\[
+ \int_\Omega \varphi^e (\mu^\varepsilon + \chi \theta^e) \Delta N(p^\varepsilon) + \frac{1}{2} \chi^2 |\varphi^e|^2 \Delta N(p^\varepsilon) \, dx
\]
\[
\leq C\|p^\varepsilon\|_{L^2} \left(1 + \|\varphi^e\|_{L^3} (|\mu^\varepsilon|_{H^1} + |\theta^e|_{H^1}) + \|\varphi^e\|_{L^4}^2\right). \tag{4.24}
\]
Then, using (4.11), (4.12) and (4.20) we have
\[
\|p^\varepsilon\|_{L^2(Q)} \leq C. \tag{4.25}
\]

### 5 Compactness

For each \( \varepsilon \in (0,\varepsilon_2] \), where \( \varepsilon_2 = \min(\varepsilon_0, \varepsilon_1) \), \( \varepsilon_0 \) is defined in (4.1) and \( \varepsilon_1 \) is the constant from the derivation of (4.23), let \( (\varphi^e, \mu^e, \theta^e, \varphi^e, v^\varepsilon, p^\varepsilon) \) denote a solution to (3.2). Then, by the uniform estimates (4.11)–(4.14), (4.19), (4.20), (4.23), (4.25), we immediately deduce the existence of functions \( \theta, \mu \in L^2(0,T; H^1) \), \( v \in L^2(Q)^d \) and \( p \in L^2(0,T; L^2) \) such that the convergence statements (3.8a), (3.8b), (3.8d) and (3.8e) hold along a subsequence \( \{\varepsilon_j\}_{j \in \mathbb{N}} \) converging to zero. We claim additionally that
\[
\theta^\varepsilon \rightharpoonup \theta \text{ strongly in } C^0_w([0,T]; L^2(Q)),
\]
which will allow us to attain the initial condition for \( \theta \). The strong convergence in \( L^2(Q) \) follows from the application of [51] § 8, Cor. 4 and the uniform boundedness in \( L^2(0,T; H^1(\Omega)) \cap W^{1,\frac{2}{3}}(0,T; (W^{1,5}(\Omega))^d) \). For the strong convergence in \( C^0_c([0,T]; L^2(\Omega)) \), we argue as in [27] (3.119). Let \( \phi \in C_c^\infty(\Omega) \) and define \( f_j(t) : [0,T] \to \mathbb{R} \) by \( f_j(t) := \)
Lemma 5.1. Let \( \{Q_j\} \) be a sequence of compact sets in \( \Omega \) and \( \partial Q_j \) is bijective. Then, by the first inequality of (2.7), we obtain
\[
\|\nabla Q_{j+1}(t)\|_{M^2} = \|\nabla Q_{j}(t)\|_{M^2} \leq C
\]
for all \( t \in [0, T] \), and \( \|\nabla Q_{j+1}(t)\|_{M^2} \to 0 \) as \( j \to \infty \).

Using a density argument for \( \phi \in L^2(\Omega) \) yields the desired assertion. We now infer some compactness for \( \{Q_j\} \) and \( \{w_j\} \).

**Lemma 5.1.** Let \( 0 < \alpha < \frac{1}{2} \). There exists a measurable set \( \Omega_j \subset Q \) of finite perimeter, i.e., \( 1_{\Omega_j} \in L^\infty(0,T;BV(\Omega,\{0,1\})) \) such that
\[
\begin{align*}
\text{weakly* in } L^{\infty}(0,T;W^{1,1}(\Omega)), \\
\text{strongly in } C^{0,\alpha}(0,T;L^1(\Omega)) \cap L^1(\Omega) \text{ and a.e. in } Q, \\
\text{strongly in } C^{0,\alpha}([0,T];L^2(\Omega)) \cap L^2(\Omega) \text{ and a.e. in } Q.
\end{align*}
\]

Furthermore, there exists a positive constant \( C \) such that for all \( 0 \leq \tau < t \leq T \),
\[
\int_\Omega |1_{\Omega_j(t)} - 1_{\Omega_j(\tau)}| dx \leq C|t - \tau|^\frac{1}{2}, \quad \|\nabla 1_{\Omega_j(t)}\|_{M^2} = \|\nabla 1_{\Omega_j(t)}\|_{M^2} \leq C,
\]
that is, \( 1_{\Omega_j} \in L^\infty(0,T;BV(\Omega,\{0,1\})) \cap C^{0,\alpha}([0,T];L^1(\Omega)) \).

**Proof.** The estimate (4.20) shows that the time translation of \( w^\varepsilon \) satisfies
\[
\|\nabla w^\varepsilon \|_{L^1(0,T-h;L^1)} \leq C|h|^\frac{1}{2}(T-h) \to 0 \text{ as } h \to 0,
\]
onlytex
uniformly in \( \varepsilon \). By the compact embedding \( W^{1,1}(\Omega) \subset L^1(\Omega) \), for every \( 0 \leq t_1 < t_2 \leq T \), the set \( \{\int_{t_1}^{t_2} w^\varepsilon(s) ds : \varepsilon \in (0,\varepsilon_2]\} \) is relatively compact in \( L^1(\Omega) \). Then, together with (4.22), Lemma 2.3 and [31, § 6, Thm. 3] imply that there exists a subsequence \( \varepsilon_j \) and a function \( w^\varepsilon \) such that for any \( \alpha \in (0,\frac{1}{2}) \),
\[
w^\varepsilon_j \to w \in C^{0,\alpha}([0,T];L^1(\Omega)) \cap L^1(\Omega) \text{ and a.e. in } Q.
\]

Let \( \varphi \) be the function defined by the relation \( w(x,t) = W(\varphi(x,t)) \). This is well-defined as \( W(\cdot) \) is bijection. Then, by the first inequality of (2.7), we obtain
\[
C_1 |\varphi^\varepsilon_j(x,t) - \varphi(x,t)|^2 \leq |w^\varepsilon_j(x,t) - w(x,t)| \text{ for a.e. } (x,t) \in Q.
\]

Using the convergence results for \( \{w^\varepsilon_j\} \) this then yields that \( \varphi^\varepsilon_j \to \varphi \) a.e. in \( Q \) and strongly in \( L^2(Q) \). To show that \( \varphi^\varepsilon_j \to \varphi \) in \( C^{0,\alpha}([0,T];L^2(\Omega)) \) with Lemma 2.3, it suffices to show that, for any \( 0 \leq t_1 < t_2 \leq T \), the set \( F : = \{\int_{t_1}^{t_2} \varphi^\varepsilon_j(x,t) dt : j \in \mathbb{N}\} \) is relatively compact in \( L^2(\Omega) \). The estimate (4.13) implies that \( \{\varphi^\varepsilon\}_{\varepsilon \in (0,\varepsilon_2]} \) is bounded in \( L^\infty(0,T;L^2(\Omega)) \) for \( q \geq 4 \), then by Hölder’s inequality,
\[
\left( \int_{t_1}^{t_2} \varphi^\varepsilon_j(x,t) dt \right)^q \leq |t_2 - t_1|^{q-1} \|\varphi^\varepsilon_j\|_{L^q(\Omega \times (t_1,t_2))}^q \leq T^q \|\varphi^\varepsilon\|_{L^\infty(0,T;L^q)}^q \leq C,
\]
\[
(1.1)
\]
for some positive constant $c$. So, $F$ is bounded in $L^q(\Omega) \subset L^2(\Omega)$. The claim then follows from the application of the Kolmogorov–Riesz compactness theorem \cite[Thm. 2.32]{7} once we show that, for all $\delta > 0$, there exist $\eta > 0$ and a subset $V$ such that for all $f \in F$, $a \in \mathbb{R}^d$ with $|a| < \eta$,

$$
\int_{\Omega} |f(x + a) - f(x)|^2 \, dx < \delta \quad \text{and} \quad \int_{\Omega \setminus V} |f(x)|^2 \, dx < \delta.
$$

Here, we have extended all $f \in F$ by zero outside $\Omega$ and retained the same notation. For the former condition, we choose

$$
\eta < \frac{C_1 \delta}{T^2 C_2},
$$

where $C_1$ is the constant in (2.7) and $C_2$ is the constant in (4.12). Then, by Hölder’s inequality, the first inequality of (2.7), Fubini’s theorem, absolute continuity on lines for $W^{1,1}$ functions, we obtain (suppressing the dependence on $t$),

$$
\int_{\Omega} \left| \int_{t_1}^{t_2} \varphi^{\varepsilon_j}(x + a) - \varphi^{\varepsilon_j}(x) \, dt \right|^2 \, dx \leq |t_2 - t_1| \int_{t_1}^{t_2} \int_{\Omega} |\varphi^{\varepsilon_j}(x + a) - \varphi^{\varepsilon_j}(x)|^2 \, dx \, dt
$$

$$
\leq \frac{T}{C_1} \int_{t_1}^{t_2} \int_{\Omega} |w^{\varepsilon_j}(x + a) - w^{\varepsilon_j}(x)| \, dx \, dt \leq \frac{T}{C_1} \int_{t_1}^{t_2} \int_{\Omega} \left| \nabla w^{\varepsilon_j}(x + a \xi) \right| |a| \, dx \, dt \, d\xi
$$

$$
\leq \frac{T^2}{C_1} \left\| \nabla w^{\varepsilon_j} \right\|_{L^\infty(0,T; L^2)} < \delta.
$$

For the latter condition, we choose $V$ to be any compact subset of $\Omega$ such that its measure satisfies

$$
|\Omega \setminus V| < \delta \frac{\pi}{\pi - 2} \frac{2}{q - 2},
$$

where $c$ is the constant in (5.1). Then, by Hölder’s inequality,

$$
\int_{\Omega \setminus V} \left( \int_{t_1}^{t_2} \varphi^{\varepsilon_j}(x, t) \, dt \right)^2 \, dx \leq \left( \int_{t_1}^{t_2} \varphi^{\varepsilon_j}(t) \, dt \right)^2 \left\| \Omega \setminus V \right\|_{L^2(1)} < \delta.
$$

By the embedding $W^{1,1}(\Omega) \subset BV(\Omega)$, the limit function $w$ belongs to $L^\infty(0,T; BV(\Omega))$. Then, applying Fatou’s lemma to the second estimate of (4.13) for $\varphi^{\varepsilon_j}$ shows that the limit function $\varphi$ satisfies $|\varphi(x, t)| = 1$. Using the definition of the function $W$ in Lemma 2.2 and the first identity of (2.2), it holds that $w(t) \in BV(\Omega, \{0, 1\})$ for all $t \in [0,T]$. Defining the following measurable sets

$$
\Omega_+(t) := \left\{ x \in \Omega : \lim_{\delta \to 0} \frac{1}{|B_\delta(x)|} \int_{B_\delta(x)} w(y, t) \, dy = 1 \right\}, \quad \Omega_-(t) := \Omega \setminus \Omega_+(t)
$$

for any $t \in [0,T]$ allows us to consider $w(x, t)$ as the characteristic function $1_{\Omega_+(t)}(x)$ of $\Omega_+$. Furthermore, the set $\Omega_+ \subset Q$ has finite perimeter, as its characteristic function belongs to the space $BV(\Omega, \{0, 1\})$. Then, by the relation $\varphi = W^{-1}(w)$ we obtain the assertion that $\varphi = -1 + 21_{\Omega_+(t)}$.

The assertion regarding the total variation $|\nabla 1_{\Omega_+(t)}|(\Omega)$ follows from applying the weak lower semicontinuity of the BV-norm to the estimate for $\nabla w^{\varepsilon_j}$ in (4.12). Meanwhile, arguing as in \cite[17]{17}, by (4.19) and the strong convergence of $\varphi^{\varepsilon_j}$ to $\varphi$ in $C^0([0,T]; L^2(\Omega))$, it holds that

$$
\left\| 1_{\Omega_+(t)} - 1_{\Omega_-(t)} \right\|_{L^1} = \left\| 1_{\Omega_+(t)} - 1_{\Omega_+(\tau)} \right\|_{L^2} = \frac{1}{4} |\varphi(t) - \varphi(\tau)|_{L^2}^2
$$

$$
= \lim_{\varepsilon_j \to 0} \frac{1}{4} |\varphi^{\varepsilon_j}(t) - \varphi^{\varepsilon_j}(\tau)|_{L^2}^2 \leq C |t - \tau|^\frac{1}{2}.
$$

The proof is complete. □
We define $e^\varepsilon(\varphi^\varepsilon)$ as the Ginzburg–Landau density and $\xi^\varepsilon(\varphi^\varepsilon)$ as the discrepancy density by

$$e^\varepsilon(\varphi^\varepsilon) := \frac{1}{\varepsilon} \Psi(\varphi^\varepsilon) + \frac{\varepsilon}{2} |\nabla \varphi^\varepsilon|^2, \quad \xi^\varepsilon(\varphi^\varepsilon) = \frac{\varepsilon}{2} |\nabla \varphi^\varepsilon|^2 - \frac{1}{\varepsilon} \Psi(\varphi^\varepsilon).$$

Then, the uniform estimate (4.11) implies

$$\|e^\varepsilon(\varphi^\varepsilon)\|_{L^\infty(0,T;L^1)} + \|\varepsilon \nabla \varphi^\varepsilon \otimes \nabla \varphi^\varepsilon\|_{L^\infty(0,T;L^1)} \leq C. \quad (5.2)$$

For $1 \leq i, k \leq d$, we introduce the linear functionals on $C^0_c(Q)$:

$$\langle \lambda^\varepsilon, Y \rangle := \int_Q e^\varepsilon(\varphi^\varepsilon) Y \, dx \, dt, \quad \langle \lambda^{\varepsilon,ik}, Y \rangle := \int_Q \varepsilon \partial_{x_i} \varphi^\varepsilon \partial_{x_k} \varphi^\varepsilon \, Y \, dx \, dt, \quad (5.3)$$

for $Y \in C^0_c(Q)$. The integrals are well-defined as $e^\varepsilon(\varphi^\varepsilon)$ and $\varepsilon \partial_{x_i} \varphi^\varepsilon \partial_{x_k} \varphi^\varepsilon$ are $L^1(\Omega)$-functions. Hence we can interpret $\lambda^\varepsilon$ and $\lambda^{\varepsilon,ik}$, for $1 \leq i, k \leq d$, as Radon measures.

**Lemma 5.2.** There exist a subsequence $\{\varepsilon_j\}_{j \in \mathbb{N}}$ converging to zero, Radon measures $\lambda(x,t)$ and $\{\lambda_{ik}(x,t)\}_{1 \leq i, k \leq d}$ on $Q$, Radon measures $\lambda^t(x)$ and $\{\lambda^t_{ik}(x)\}_{1 \leq i, k \leq d}$ on $\Omega$ for a.e. $t \in (0,T)$ such that

$$\lambda^\varepsilon_j \rightharpoonup \lambda(x,t) \text{ weakly* in } \mathcal{M}(Q), \quad d\lambda(x,t) = d\lambda^t(x) \, dt, \quad (5.4)$$

$$\lambda^{\varepsilon,ik}_j \rightharpoonup \lambda_{ik}(x,t) \text{ weakly* in } \mathcal{M}(Q), \quad d\lambda_{ik}(x,t) = d\lambda^t_{ik}(x) \, dt.$$

Furthermore,

$$|\nabla I_{\Omega,\{t\}}(\Omega)| \leq \lambda^t(\Omega), \quad (5.5)$$

and there exists a function $E(t)$ such that the energy $E(\varphi(t),\theta(t))$ satisfies

$$E(\varphi^\varepsilon_j(t),\theta^\varepsilon_j(t)) \to E(t) := \lambda^t(\Omega) + \int_\Omega \frac{1}{2} |\theta(t)|^2 \, dx - \frac{\lambda^2}{2} |\Omega| \quad (5.6)$$

and for a.e. $0 \leq \tau \leq t \leq T$ with the notation $\varphi(x,s) := -1 + 2I_{\Omega,\{s\}}(x)$, we have

$$E(t) + \int_\tau^t \int_\Omega m(\varphi) |\nabla \mu|^2 + n(\varphi) |\nabla \theta|^2 + K \, |\nabla \varphi|^2 \, dx \, ds \leq E(\tau) + \int_\tau^t \int_\Omega (U \varphi + S \theta + H(p - \varphi - \frac{1}{2} \theta + \chi |\varphi|^2) \, dx \, ds. \quad (5.7)$$

**Proof.** The estimate (5.2) and the compactness of Radon measures yield the existence of $\lambda$ and $\lambda_{ij}$. The decomposition of $\lambda$ into a spatial component $\lambda^t \in \mathcal{M}(\Omega)$ and a time component follows from the application of the disintegration theorem, see for example [38, Proof of Prop. 3.15]. In particular, the $L^\infty$-boundedness in time from (5.2) ensures the limit measure $\lambda$ is absolutely continuous in time, i.e.,

$$\lambda(A \times I) \to 0 \text{ whenever } |I| \to 0 \text{ with measurable } I \subset [0,T]$$

for all measurable $A \subset \Omega$, cf. [3] p. 407. The same assertion also applies to the signed measures $\{\lambda_{ik}\}_{1 \leq i, k \leq d}$ by repeating the procedure for the positive and negative parts respectively.

Recalling the definition of the Modica–Mortola ansatz $w^{\varepsilon_j} = W(\varphi^{\varepsilon_j})$, by Young’s inequality, one obtains for a.e. $t \in (0,T)$,

$$|\nabla w^{\varepsilon_j}(t)|(\Omega) = \|\nabla w^{\varepsilon_j}(t)\|_{L^1(\Omega)} \leq \|e^{\varepsilon_j}(\varphi^{\varepsilon_j}(t))\|_{L^1(\Omega)}.$$
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Passing to the limit $j \to \infty$ and using the lower semicontinuity of the BV-norm yields (5.5). By (4.2) and (4.11), the function

$$E(\phi^\varepsilon(t), \theta^\varepsilon(t)) = \int_\Omega \varepsilon \left( \phi^\varepsilon(t) \right) + \frac{1}{2} |\theta^\varepsilon(t)|^2 - \frac{\chi^2}{2} |\phi^\varepsilon(t)|^2 \, dx \tag{5.8}$$

is bounded uniformly in $\varepsilon$ for a.e. $t \in [0, T]$, and thus we can define a pointwise limit (along subsequences)

$$E(t) := \lim_{j \to \infty} E(\phi^{\varepsilon_j}(t), \theta^{\varepsilon_j}(t)) \text{ for a.e. } t \in [0, T].$$

Using a similar derivation to the energy identity (3.4), for any $0 \leq \tau < t \leq T$, it holds that

$$\int_\tau^t \int_\Omega m(\varepsilon_j) |\nabla \mu_j^\varepsilon_j|^2 + n(\varepsilon_j) |\nabla \theta^\varepsilon_j|^2 + K |\phi_j^\varepsilon_j|^2 \, dx \, ds$$

$$= \int_\tau^t \int_\Omega U(\varepsilon_j \mu_j^\varepsilon_j + S \theta^\varepsilon_j) + H(p - \varepsilon_j) \mu_j^\varepsilon_j - \frac{1}{2} |\theta^\varepsilon_j + \chi \phi_j^\varepsilon_j|^2) \, dx \, ds$$

$$+ E(\phi^{\varepsilon_j}(\tau), \theta^{\varepsilon_j}(\tau)) - E(\phi^{\varepsilon_j}(t), \theta^{\varepsilon_j}(t)). \tag{5.9}$$

For fixed $0 \leq \tau < t \leq T$ such that $E(t)$ and $E(\tau)$ are defined, passing to the limit $j \to \infty$ in the above equality and employ the weak/strong convergences leads to

$$\int_\tau^t \int_\Omega U \phi \mu + S \theta + H(p - \varepsilon_j \mu - \frac{1}{2} |\theta + \chi \phi_j^2|) \, dx \, ds + E(\tau) - E(t)$$

for the right-hand side. Meanwhile, the boundedness and continuity of the mobility $m$, a.e. convergence of $\varepsilon_j$ to $\phi$ in $\Omega$ and Lebesgue’s dominating convergence theorem yields that $m^{\frac{1}{2}}(\varepsilon_j) \zeta \to m^{\frac{1}{2}}(\phi) \zeta$ strongly in $L^2(\Omega)^d$ for any $\zeta \in L^2(Q)^d$. Hence, together with the weak convergence of $\nabla \mu_j^\varepsilon_j$ we obtain that $m^{\frac{1}{2}}(\varepsilon_j) \nabla \mu_j^\varepsilon_j \to m^{\frac{1}{2}}(\phi) \nabla \mu$ weakly in $L^2(Q)^d$. A similar argument shows $n^{\frac{1}{2}}(\varepsilon_j) \nabla \theta^\varepsilon_j \to n^{\frac{1}{2}}(\phi) \nabla \theta$ weakly in $L^2(Q)^d$. The inequality (5.7) follows from applying the weak lower semicontinuity of the $L^2(Q)$-norm to the left-hand side of (5.9).

It remains to show the explicit form for the limit $E(t)$ in (5.6). For this purpose, consider testing (5.8) with an arbitrary test function $\delta \in C_c^\infty(0, T)$ and then passing to the limit $j \to \infty$, yielding

$$\int_0^T \delta(t) \lambda^{\varepsilon_j}(\Omega) \, dt = \lim_{j \to \infty} \int_0^T \delta(t) \phi^{\varepsilon_j}(t) \, dt$$

$$= \int_0^T (t) \left( E(t) + \frac{1}{2} \int_\Omega \varepsilon(t) - \frac{\chi^2}{2} |\phi(t)|^2 \, dx \right) \, dt. \tag{5.10}$$

In the above we have used the strong convergence of $\theta^{\varepsilon_j}$ in $L^2(Q)$ to show that

$$\left| \int_Q \delta \left( ||\theta^\varepsilon_j)|^2 - |\theta|^2 \right) \, dx \, dt \right| \leq \|\theta^\varepsilon_j + \theta\|_{L^2(Q)} \|\theta^\varepsilon_j - \theta\|_{L^2(Q)} \|\delta\|_{L^\infty(0, T)}$$

$$\leq C \|\theta^\varepsilon_j - \theta\|_{L^2(Q)} \to 0, \tag{5.11}$$

and a similar argument can be applied to pass to the limit for the term $\delta |\phi^{\varepsilon_j}|^2$. Note that $|\phi(x, t)|^2 = \left| -1 + 2 \chi_\Omega(t)(x) \right|^2 = 1$ for a.e. $(x, t) \in Q$, and so this yields the expression (5.6).

\textbf{Remark 5.1.} Due to the presence of the source terms in the energy identity (5.11), the “sharp interface” energy $E(t)$ need not be monotone, compared to previous studies in the literature.
Lemma 5.3. There exist \( \lambda \)-measurable functions \( \{\pi_l(x,t)\}_{1 \leq l \leq d} \) and \( \lambda \)-measurable unit vectors \( \{\nu_l\}_{1 \leq l \leq d} \) such that \( 0 \leq \pi_l \leq 1, \sum_{l=1}^d \pi_l \leq 1, \sum_{k=1}^d \nu_k \otimes \nu_k = I \) \( \lambda \)-a.e. in \( Q \), and the symmetric, positive semi-definite matrix \( \Upsilon = (\Upsilon_{ik})_{1 \leq i,k \leq d} \) defined as

\[
\Upsilon := \pi_1 \nu_1 \otimes \nu_1 + \cdots + \pi_d \nu_d \otimes \nu_d \quad \lambda - \text{a.e. in } Q
\]

satisfies

\[
d\lambda_{ik}(x,t) = \Upsilon_{ik}(x,t) d\lambda(x,t) \quad \lambda - \text{a.e. in } Q. \tag{5.13}
\]

Proof. The proof can be found in [17, § 3.5] and [38, § 3.2.7], and so we briefly sketch the details. The main point is that the crucial result [17, Thm. 3.6] on the non-negativity of the discrepancy measure \( \xi^{\varepsilon_j}(\varphi^{\varepsilon_j}) \) in the limit \( j \to \infty \) depends only on the form of equation (5.2d) and can be applied in our present setting, as \( \mu^{\varepsilon_j} + \chi^{\varepsilon_j} + \chi^2 \varphi^{\varepsilon_j} \in L^2(\Omega) \) for \( \lambda \)-a.e. \( t \in (0,T) \). This shows that

\[
\int_Q Y \otimes Z : (d\lambda_{ik})_{1 \leq i,k \leq d} \leq \int_Q |Y| |Z| d\lambda \quad \forall Y, Z \in C^0_c(Q;\mathbb{R}^d), \tag{5.14}
\]

which implies the measures \( \{\lambda_{ik}\}_{1 \leq i,k \leq d} \) are absolutely continuous with respect to \( \lambda \), and leads to the existence of \( \lambda \)-measurable functions \( \Upsilon_{ik} \) such that (5.13) holds. The symmetry and positive semi-definiteness of \( \Upsilon \) are inherited from the matrix \( \varepsilon_j \nabla \varphi^{\varepsilon_j} \otimes \nabla \varphi^{\varepsilon_j} \).

Then, there exists an orthonormal basis \( \{\nu_l\}_{1 \leq l \leq d} \) composed of eigenvectors of \( \Upsilon \) with corresponding eigenvalues \( \{\pi_l\}_{1 \leq l \leq d} \) such that \( \Upsilon \) can be expressed as in (5.12). Due to (5.14), it holds that \( 0 \leq (\Upsilon \zeta) \cdot \zeta \leq |\zeta|^2 \) and so no eigenvalues can be greater than 1, while the assertion \( \sum_{i=1}^d \pi_l \leq 1 \) can be obtained from passing to the limit \( j \to \infty \) in the following inequality:

\[
\int_Q Y \operatorname{tr}(\varepsilon_j \nabla \varphi^{\varepsilon_j} \otimes \nabla \varphi^{\varepsilon_j}) dx dt \leq \int_Q |Y| (e^{\varepsilon_j}(\varphi^{\varepsilon_j}) + \xi^{\varepsilon_j}(\varphi^{\varepsilon_j})) dx dt,
\]

for \( Y \in C^0(Q) \), leading to (using that \( \{\nu_l\}_{1 \leq l \leq d} \) are orthonormal and so \( \operatorname{tr}(\nu_k \otimes \nu_k) = |\nu_k|^2 = 1 \))

\[
\int_Q \sum_{l=1}^d Y_l d\lambda(x,t) = \int_Q \sum_{l=1}^d \pi_l d\lambda(x,t) \leq \int_Q |Y| d\lambda(x,t),
\]

i.e., \( \sum_{l=1}^d \pi_l \leq d \lambda \) and so \( \sum_{i=1}^d \pi_l \leq 1 \) \( \lambda \)-a.e. in \( Q \). Furthermore, as \( \{\nu_k\}_{1 \leq k \leq d} \) is an orthonormal basis, a simple calculation shows that \( (\sum_{i=1}^d \nu_l \otimes \nu_l) \zeta = \zeta \) for any \( \zeta \in \mathbb{R}^d \) with \( \zeta = \sum_{i=1}^d \zeta_i \nu_i \). Hence, \( \sum_{k=1}^d \nu_k \otimes \nu_k = I \) \( \lambda \)-a.e. in \( Q \).

\[\square\]

6 Passing to the limit

We recall the following strong convergences:

\[
\varphi^{\varepsilon_j} \to -1 + 21_\Omega, \text{ strongly in } C^0([0,T];L^2(\Omega)) \cap L^2(Q),
\]

\[
\theta^{\varepsilon_j} \to \theta \text{ strongly in } L^2(Q).
\]

Testing (3.2a) with an arbitrary test function \( \zeta \in C^1(\overline{Q}) \) and integrating by parts, then passing to the limit leads to

\[
0 = \int_Q \psi \cdot \nabla \zeta + \zeta \mathcal{H} dx dt. \tag{6.1}
\]
Then, testing (3.2c) expressed as

$$\partial_t (1 + \varphi^j) + \text{div} (\varphi^j v^j) = \text{div} (m(\varphi^j) \nabla \mu^j) + \mathcal{U}$$

with an arbitrary test function $\zeta \in C^1(\bar{Q})$ such that $\zeta(T) = 0$, integrating in time, integrating by parts and passing to the limit, where we use the boundedness and continuity of $m(\cdot)$ to deduce the strong convergence of $m(\varphi^j) \nabla \zeta$ to $m(-1 + 21_{\Omega_*}) \nabla \zeta$ in $L^2(Q)^d$ via the dominated convergence theorem, leads to (3.10c). Similarly, testing (3.2e) expressed as

$$\partial_t (\theta^j + \chi(1 + \varphi^j)) + \text{div} ((\theta^j + \chi \varphi^j) v^j) = \text{div} (n(\varphi^j) \nabla \theta^j) + \mathcal{S}$$

with an arbitrary test function $\zeta \in C^1(\bar{Q})$ such that $\zeta(T) = 0$, integrating in time, integrating by parts and passing to the limit yields (3.10d). Meanwhile, testing (3.2b) with an arbitrary $Y \in C^0([0, T]; C^1_0(\Omega; \mathbb{R}^d))$, and upon integrating by parts yields

$$0 = \int_Q (\kappa v^j + \nabla \varphi^j - (\mu^j + \chi \varphi^j) \nabla (1 + \varphi^j) - \frac{\lambda^2}{2} \nabla |\varphi^j|^2) \cdot Y \, dx \, dt$$

$$= \int_Q \kappa v^j \cdot Y - \frac{\mu^j}{2} |\varphi^j|^2 \, \text{div} Y + \text{div} ((\mu^j + \chi \varphi^j) Y) (1 + \varphi^j) \, dx \, dt.$$

Passing to the limit leads to (3.10b) once we used $Y = 0$ on $\partial \Omega$ and the divergence theorem to deduce that

$$\int_Q |\varphi^j|^2 \, \text{div} Y \, dx \, dt \to \int_Q |1 + 21_{\Omega_*(t)}|^2 \, \text{div} Y \, dx \, dt = \int_Q \text{div} Y \, dx \, dt = 0.$$

It remains to pass to the limit in the equation (3.2d) and construct the varifold. Testing (3.2d) with $Y \cdot \nabla (1 + \varphi^j)$, where $Y \in C^0([0, T]; C^1_0(\Omega; \mathbb{R}^d))$ is arbitrary, leads to

$$\int_Q (e^j(\varphi^j) - \varepsilon_j \nabla \varphi^j \otimes \nabla \varphi^j) \, \text{div} Y \, dx \, dt$$

$$= -\int_Q Y \cdot \nabla (1 + \varphi^j) (\mu^j + \chi \varphi^j - \lambda^2 \varphi^j) \, dx \, dt$$

$$= \int_Q (1 + \varphi^j) \, \text{div} ((\mu^j + \chi \varphi^j) Y) + \frac{\lambda^2}{2} |\varphi^j|^2 \, \text{div} Y \, dx \, dt.$$

Passing to the limit $j \to \infty$ yields for the right-hand side

$$\int_Q 21_{\Omega_*(t)} \, \text{div} ((\mu + \chi \varphi^j) Y) \, dx \, dt.$$

The left-hand side can be handled in a similar fashion to [17], §3.5], and we obtain

$$\int_Q \nabla Y : (I - Y) \, d\lambda^t(x) \, dt = \int_Q \nabla Y : \left( I - \sum_{i=1}^{d} (\pi_i \nu_i \otimes \nu_i) (x, t) \right) \, d\lambda^t(x) \, dt$$

$$= \int_Q \nabla Y : \sum_{i=1}^{d} c_i^t(x) (I - (\nu_i \otimes \nu_i) (x, t)) \, d\lambda^t(x) \, dt,$$

where $c_i^t(x) := \pi_i(x, t) + \frac{1}{d-1} \left( 1 - \sum_{j=1}^{d} \pi_j(x, t) \right)$. Indeed, a short calculation using $\sum_{i=1}^{d} \nu_i \otimes \nu_i = I$ and $\sum_{i=1}^{d} I = dI$ shows that the second equality:

$$I \left( \sum_{i=1}^{d} \pi_i \nu_i \otimes \nu_i \right) = \sum_{i=1}^{d} \pi_i I - \sum_{i=1}^{d} \pi_i \nu_i \otimes \nu_i + \frac{d}{d-1} \sum_{j=1}^{d} (1 - \sum_{j=1}^{d} \pi_j) \left( I - \frac{1}{d-1} \left( 1 - \sum_{j=1}^{d} \pi_j \right) I \right)$$

$$= \sum_{i=1}^{d} \pi_i (I - \nu_i \otimes \nu_i) + \frac{1}{d-1} \left( \sum_{i=1}^{d} \pi_i \right) \left( \sum_{i=1}^{d} I - \nu_i \otimes \nu_i \right) = \sum_{i=1}^{d} c_i^t (I - \nu_i \otimes \nu_i).$$
The properties $0 \leq \pi_i$ and $\sum_{i=1}^d \pi_i \leq 1$ imply that $c_i^\ell \geq 0$, and similarly, $c_i^\ell = \frac{d-2}{d-1} \pi_i + \frac{1}{d-1} (1 - \sum_{j=1}^d \pi_j) \leq \frac{d-2}{d-1} + \frac{1}{d-1} = 1$ thanks to the property $0 \leq \pi_i \leq 1$. This establishes the assertion that $0 \leq c_i^\ell \leq 1$. Moreover, using $\sum_{i=1}^d \pi_i \leq 1$ we easily infer that $\sum_{i=1}^d c_i^\ell = \sum_{i=1}^d \pi_i + \frac{d-2}{d-1} (1 - \sum_{j=1}^d \pi_j) = \frac{d}{d-1} \sum_{i=1}^d \pi_i \geq 1$.

For a.e. $t \in (0,T)$ we define a Radon measure $V^t$ on $\Omega \times \mathbb{P}^{d-1}$ by

$$dV^t(x,P) := \sum_{i=1}^d c_i^\ell(x) d\lambda^i(x) \delta_{\nu_i(t,x)}(P),$$

where $\delta_{\nu}(P)$ is the projection onto the hyperplane normal to $\nu$. In particular, identifying $\mathbb{P}^{d-1}$ with $S^{d-1}/\{\nu_i, \nu\}$, then $\delta_{\nu}$ is just a Dirac measure at $\nu$, i.e., $\delta_{\nu}(A) = 1$ if $\nu = A$ and $0$ if $\nu \neq A$. Then, we define the varifold $V = V^t dt$ and see that (6.2) satisfies the representation formula (3.7). Furthermore, by (7.1) we have

$$\int_Q \nabla Y : \sum_{i=1}^d c_i^\ell(x) (I - (\nu_i \otimes \nu_i)(x,t)) d\lambda^i(x) dt \quad = \quad \int_{Q \times \mathbb{P}^{d-1}} \nabla Y : (I - P \otimes P) dV^t(x,P) dt = \int_0^T \langle \delta V^t, Y \rangle dt,$$

which leads to (3.10c).

## 7 Sharp interface limits for other variants

### 7.1 Zero-velocity variant

We can easily adapt the above proof to study the sharp interface limit of (3.2) with zero velocity:

$$\partial_t \varphi^\varepsilon = \text{div} (m(\varphi^\varepsilon) \nabla \mu^\varepsilon) + \mathcal{U} \varphi^\varepsilon \quad \text{in } Q, \quad (7.1a)$$

$$\mu^\varepsilon = \varepsilon^{-1} \Psi'(\varphi^\varepsilon) - \varepsilon \Delta \varphi^\varepsilon - \chi \theta^\varepsilon - \chi^2 \varphi^\varepsilon \quad \text{in } Q, \quad (7.1b)$$

$$\partial_t \theta^\varepsilon + \chi \partial_t \varphi^\varepsilon = \text{div} (n(\varphi^\varepsilon) \nabla \theta^\varepsilon) + \mathcal{S} \quad \text{in } Q, \quad (7.1c)$$

$$\partial_t \varphi^\varepsilon = \partial_t \mu^\varepsilon = \delta_{\nu^0(\tau)} = 0 \quad \text{on } \Sigma, \quad (7.1d)$$

$$\varphi^\varepsilon(0) = \varphi_0^\varepsilon, \quad \theta^\varepsilon(0) = \sigma_0^\varepsilon - \chi \varphi_0^\varepsilon \quad \text{in } \Omega, \quad (7.1e)$$

The key difference between the analysis for (3.2) and (7.1) is that we obtain uniform estimates for $\{\partial_t \varphi^\varepsilon\}_{\varepsilon \in (0,1]}$ and $\{\partial_t \theta^\varepsilon\}_{\varepsilon \in (0,1]}$ in the more regular space $L^2(0,T; H^1(\Omega))$. This is evident from the inspection of (6.13) and (7.1c) once the analogue of the first uniform estimate (4.11) is derived. With the better regularity, we can deduce that the limit $\theta$ of the (sub)sequence $\{\theta^\varepsilon\}_{\varepsilon \in \mathbb{N}}$ also belongs to $C^0([0,T]; L^2(\Omega))$, and in particular the initial condition $\theta_0$ is attained a.e. in $\Omega$ and as an equality in $L^2(\Omega)$, rather than as in (3.9). The corresponding sharp interface limit of (7.1) is simply (3.6b)-3.6i) with $\mathcal{H} = 0$, $\nu = 0$ and neglecting the condition $[p]^- = \kappa$ on $\Gamma$, i.e.,

$$- \text{div} (m \nabla \mu) = \mathcal{U}, \quad \partial_t \theta + \text{div} (\theta \nu - n \nabla \theta) = \mathcal{S} \quad \text{in } \Omega, \quad (7.2a)$$

$$- \text{div} (m \nabla \mu) = -\mathcal{U}, \quad \partial_t \theta + \text{div} (\theta \nu - n \nabla \theta) = \mathcal{S} \quad \text{in } \Omega, \quad (7.2b)$$

$$[\mu]^- = 0, \quad [\theta]^- = 0, \quad 2 \mu + 2 \chi \theta = \kappa \quad \text{on } \Gamma, \quad (7.2c)$$

$$-2 \mathcal{V} = [m \nabla \mu]^- \cdot \nu, \quad -2 \chi \mathcal{V} = [n \nabla \theta]^- \cdot \nu \quad \text{on } \Gamma, \quad (7.2d)$$

$$m \partial_{\nu} \mu = 0, \quad n \partial_{\nu} \theta = 0 \quad \text{on } \partial \Omega \setminus \Gamma. \quad (7.2e)$$
Furthermore, in this case we can take the exponent \( q \) in (2.3) to be \( q > 2 \) like in the original analysis of Chen [17] as oppose to \( q \geq 4 \) in the current analysis for the Cahn–Hilliard–Darcy system and the analysis for the Cahn–Hilliard–Brinkman system below. We summarize this in the following theorem.

**Theorem 2** (Sharp interface limit for the zero-velocity variant). For \( \varepsilon > 0 \), let \((\varphi^\varepsilon, \mu^\varepsilon, \theta^\varepsilon)\) be a solution to (7.1) with initial data \((\varphi_0^\varepsilon, \sigma_0^\varepsilon)\). Assume that (2.3) holds with an exponent \( q > 2 \). Then, there exists a sequence \( \{\varepsilon_j\}_{j \in \mathbb{N}} \), \( \varepsilon_j \to 0 \) as \( j \to \infty \) such that properties (1), (2), (3) of Theorem 1 hold, as well as:

4. There exist functions \( \mu \in \mathcal{L}^2(0, T; H^1(\Omega)) \), \( \theta \in \mathcal{C}^0([0, T]; \mathcal{L}^2(\Omega)) \cap \mathcal{L}^2(0, T; H^1(\Omega)) \) such that (3.8a)-(3.8c) are satisfied with \( \theta(0) = \theta_0 = \sigma_0 + \chi - 2\chi \chi_{\Omega_0} \) in \( \mathcal{L}^2(\Omega) \).

5. The triplet \((V, \mu, \theta)\) is a varifold solution to (7.2) with initial values \((1_{\Omega_0}, \theta_0)\) in the sense that (3.10c) and (3.11) with \( v = 0 \), \( \mathcal{H} = 0 \) are satisfied.

### 7.2 Solenoidal Brinkman variant

We consider replacing the non-solenoidal Darcy law with a solenoidal Brinkman law, that is, consider (5.26)-(5.28) with

\[
\text{div} \, \nu^\varepsilon = 0 \quad \text{in } Q, \quad (7.3a)
\]

\[
-\text{div} (2\eta \text{D} \nu^\varepsilon) + \mathcal{K} \nu^\varepsilon = -\nabla p^\varepsilon + (\mu^\varepsilon + \chi \theta^\varepsilon + \chi^2 \varphi^\varepsilon) \nabla \varphi^\varepsilon \quad \text{in } Q, \quad (7.3b)
\]

\[
\nu^\varepsilon = 0 \quad \text{on } \Sigma, \quad (7.3c)
\]

where \( \text{D} \nu := \frac{1}{2}(\nabla \nu + (\nabla \nu)^T) \) and \( \eta > 0 \) is a fixed constant. The corresponding sharp interface limit is

\[
\text{div} \, \nu = 0, \quad -\text{div} (2\eta \text{D} \nu) + \mathcal{K} \nu = -\nabla p \quad \text{in } \Omega_\tau \cup \Omega_\varepsilon, \quad (7.4a)
\]

\[
-\text{div} (m \nabla \mu) = \mathcal{U} - \mathcal{H}, \quad \partial_\nu \theta + \text{div} (\theta \nu - n \nabla \theta) = \mathcal{S} - \chi \mathcal{H} \quad \text{in } \Omega_\tau, \quad (7.4b)
\]

\[
-\text{div} (m \nabla \mu) = \mathcal{U} - \mathcal{H}, \quad \partial_\nu \theta + \text{div} (\theta \nu - n \nabla \theta) = \mathcal{S} - \chi \mathcal{H} \quad \text{in } \Omega_\varepsilon, \quad (7.4c)
\]

\[
2\mu + 2\chi \theta = \kappa, \quad [\mu]^\tau = 0, \quad [\theta]^\tau = 0 \quad \text{on } \Gamma, \quad (7.4d)
\]

\[
[v]^\tau = 0, \quad [p]^\tau - 2\eta [\text{D} \nu]^\tau \nu = \kappa \nu \quad \text{on } \Gamma, \quad (7.4e)
\]

\[
2(\nu + \nu \cdot \nu) = [m \nabla \mu]^\tau \cdot \nu, \quad 2\chi(-\nu + \nu \cdot \nu) = [n \nabla \theta]^\tau \cdot \nu \quad \text{on } \Gamma, \quad (7.4f)
\]

\[
m \partial_\nu \mu = 0, \quad n \partial_\nu \theta = 0, \quad \nu = 0 \quad \text{on } \partial \Omega \setminus \Gamma. \quad (7.4g)
\]

In particular, the velocity \( \nu \) is continuous across the interface, as dictated by the condition \( [\nu]^\tau = 0 \), the Darcy law \( \mathcal{K} \nu = -\nabla p \) in (3.6a) is replaced by the Brinkman law \( -\text{div} (2\eta \text{D} \nu) + \mathcal{K} \nu = -\nabla p \) and the Young–Laplace law \( [p]^\tau = \kappa \) in (3.6a) is replaced by the stress balance \( [p]^\tau - 2\eta [\text{D} \nu]^\tau \nu = \kappa \nu \).

Let us point out that for the non-solenoidal case \( \text{div} \nu^\varepsilon = \mathcal{H} \), if we prescribe that \( \mathcal{H} \) belongs to the space \( \mathcal{L}^\infty(0, T; H^2 \cap \mathcal{L}^0_0) \), then we infer that the pressure \( p^\varepsilon \) satisfies the Poisson equation

\[
-\Delta p^\varepsilon = \mathcal{K} \mathcal{H} - 2\eta \Delta \mathcal{H} - \text{div} \left( (\mu^\varepsilon + \chi \theta^\varepsilon + \chi^2 \varphi^\varepsilon) \nabla \varphi^\varepsilon \right) \quad \text{in } \Omega.
\]

For the calculations in Section 4.1 in dealing with the term \( \mathcal{H}(p^\varepsilon - \mu^\varepsilon \varphi^\varepsilon) \) appearing on the right-hand side of (3.4a), it is desirable to have a homogeneous Neumann boundary \( \partial_\nu p^\varepsilon = 0 \) on \( \partial \Omega \) for the pressure, so that we can also set \( \mathcal{F} \equiv 0 \), and write

\[
p^\varepsilon = \mathcal{N} (\mathcal{K} \mathcal{H} - 2\eta \Delta \mathcal{H} - \text{div} \left( (\mu^\varepsilon - \mu^\varepsilon + \chi \theta^\varepsilon + \chi^2 \varphi^\varepsilon) \nabla \varphi^\varepsilon \right)) + \mathcal{M} (\varphi^\varepsilon - \varphi^\varepsilon). \]
However, in doing so we then introduce additional boundary terms of the form
\[ \int_{\partial \Omega} 2\eta (D\nu^\varepsilon) \nu \cdot \nu^\varepsilon - p^\varepsilon \varepsilon \cdot \nu, \]
to the energy identity (3.4) when we test the Brinkman equation (7.3b) with \( \nu^\varepsilon \), and this boundary term seems not to vanish if we prescribe \( \partial_\nu p^\varepsilon = K\nu^\varepsilon \cdot \nu - 2\eta \Delta \nu^\varepsilon \cdot \nu = 0 \) on \( \partial \Omega \).

Hence, we consider only the solenoidal case (7.3) and the sharp interface analysis simplifies considerably. The weak formulation for the Brinkman subsystem (7.3) is
\[ \int_{\Omega} 2\eta D\nu^\varepsilon(t) : D\zeta + K\nu^\varepsilon(t) \cdot \zeta - (\mu^\varepsilon(t) + \chi \theta^\varepsilon(t)) \nabla \nu^\varepsilon(t) \cdot \zeta \, dx = 0 \]  
for a.e. \( t \in (0, T) \) and for all \( \zeta \in H^1_{0,\sigma}(\Omega) \), where the space \( H^1_{0,\sigma}(\Omega) \) is the completion of \( C^\infty_0(\Omega) := \{ f \in C^\infty(\Omega)^d : \text{div } f = 0 \} \) with respect to the \( H^1(\Omega)^d \) norm, and the pressure is eliminated. Testing (3.2c) with \( \mu^\varepsilon \), (3.2d) with \( \partial_t \nu^\varepsilon \), and (7.5) with \( \nu^\varepsilon \) leads to the energy identity
\[ \mathcal{E}(\nu^\varepsilon(t), \theta^\varepsilon(t)) + \int_{Q_t} m(\nu^\varepsilon) |\nabla \mu^\varepsilon|^2 + n(\nu^\varepsilon) |\nabla \theta^\varepsilon|^2 + |K|\nu^\varepsilon|^2 + 2\eta |D\nu^\varepsilon|^2 \, dx \, ds = \int_{Q_t} \mathcal{U} \phi^\varepsilon \mu^\varepsilon + S \theta^\varepsilon \, ds + \mathcal{E}(\nu^\varepsilon_0, \theta^\varepsilon_0), \]
where \( \mathcal{E}(\nu^\varepsilon, \theta^\varepsilon) \) is given in (3.8). Then, from this energy estimate we can derive the uniform estimates (4.1.1)–(4.1.3) and (4.2.2) with additionally the control \( \|\eta^{1/2}D\nu^\varepsilon\|_{L^2(Q)} \leq C \), so that by Korn’s inequality (recall the boundary condition (7.3a)) we infer that \( \nu^\varepsilon \) is bounded in \( L^2(0,T;H^1(\Omega)^d) \).

Furthermore, employing the boundedness of \( \nu^\varepsilon \) in \( L^2(0,T;L^6(\Omega)^d) \), we find that \( \text{div} (\phi^\varepsilon \nu^\varepsilon) \) and \( \partial_t \nu^\varepsilon \) are bounded in \( L^2(0,T;H^1(\Omega)^d) \). By the interpolation inequality \( \|f\|_{L^3} \leq \|f\|_{L^2}^{1/2} \|f\|_{L^6}^{1/2} \) and the boundedness of \( \theta^\varepsilon \) in \( L^\infty(0,T;L^2(\Omega)) \cap L^2(0,T;L^6(\Omega)) \), we find that \( \text{div} (\theta^\varepsilon \nu^\varepsilon) \) and \( \partial_t \theta^\varepsilon \) are bounded in \( L^2(0,T;H^1(\Omega)^d) \). Then, the Hölder-in-time uniform estimates (4.1.9)–(4.2.10) follow from before.

We can derive estimates on a pressure variable, abusing notation and denoted as \( p^\varepsilon \) again, by standard arguments in the study of solenoidal fluid equations. From the weak formulation (7.5), we define a distribution \( F^\varepsilon \) as
\[ \langle F^\varepsilon, \zeta \rangle = \int_{\Omega} 2\eta D\nu^\varepsilon(t) : D\zeta + K\nu^\varepsilon(t) \cdot \zeta + \phi^\varepsilon(t) \nabla (\mu^\varepsilon(t) + \chi \theta^\varepsilon(t)) \cdot \zeta \, dx \]
\[ + \int_{\Omega} \phi^\varepsilon(t) (\mu^\varepsilon(t) + \chi \theta^\varepsilon(t)) \text{div } \zeta + \frac{1}{2} \chi^2 |\nabla \nu^\varepsilon(t)|^2 \text{div } \zeta \, dx \]
for \( \zeta \in H^1_{0,\sigma}(\Omega) \). Denoting by \( H^{-1} \) the dual space of \( H^1_{0,\sigma}(\Omega) \), and employing the uniform estimates obtained above, we find that \( F^\varepsilon \) is bounded in \( L^2(0,T;H^{-1}) \) (cf. similar calculations in (4.2.1)) and \( F^\varepsilon \) vanishes on the subspace \( C^\infty_0([0,T];C^\infty_{0,\sigma}(\Omega)) \) by (7.5). Applying for example [52] § IV, Lem. 1.4.1] shows that there exists a unique \( p^\varepsilon \in L^2(0,T;L^2_0(\Omega)) \) satisfying \( F^\varepsilon = -\nabla p^\varepsilon \) in the sense of distributions for a.e. \( t \in (0,T) \) and
\[ \|p^\varepsilon\|_{L^2(Q)} \leq C \|F^\varepsilon\|_{L^2(0,T;H^{-1})} \leq C \]  
for positive constants \( C \) independent of \( \varepsilon \). We formulate the sharp interface limit for the solenoidal Cahn–Hilliard–Brinkman system in the following theorem.

**Theorem 3** (Sharp interface limit for the solenoidal Brinkman system). For \( \varepsilon > 0 \), let \( (\phi^\varepsilon, \mu^\varepsilon, \theta^\varepsilon, \nu^\varepsilon) \) be a solution to (3.2a), (3.2b), (3.2c) with initial data \((\varphi_0^\varepsilon, \sigma_0^\varepsilon)\). Then, there exists a sequence \( \{\varepsilon_j\}_{j \in \mathbb{N}} \), \( \varepsilon_j \to 0 \) as \( j \to \infty \) such that properties (1), (2), (3) of Theorem 7 hold, as well as:
(4) There exist functions \( \mu \in L^2(0, T; H^1(\Omega)) \), \( \theta \in C_0^0([0, T]; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)) \), \( v \in L^2(0, T; H^1_0(\Omega)) \), \( p \in L^2(0, T; L^2(\Omega)) \) such that (3.8a), (3.8c), (3.8) and

\[
v^\varepsilon \rightharpoonup v \ \text{weakly in} \ L^2(0, T; H^1(\Omega)^d)
\]

are satisfied.

(5) The quadruple \((V, \mu, \theta, v)\) is a varifold solution to (7.4) with initial values \( (1_{\Omega_t(0)}, \theta_0) \) in the sense that (3.10a), (3.10c) are satisfied with \( \mathcal{H} = 0 \), and

\[
0 = \int_Q 2\eta Dv : DY + K v \cdot Y - p \text{div} Y + 2I_{\Omega_t} \text{div} ((\mu + \chi \theta) Y) \ dx\ dt, \quad (7.7)
\]

holds for all \( Y \in C^0([0, T]; C_0^\infty(\Omega; \mathbb{R}^d)) \). Furthermore, for a.e. \( 0 \leq t < T \) and \( \varphi(x, s) = -1 + 2I_{\Omega_t(0)}(x) \), it holds that

\[
\lambda'(\Omega) + \frac{1}{2} \| \theta(t) \|^2_H + \int_\Omega m(\varphi) | \nabla \mu |^2 + n(\varphi) | \nabla \theta |^2 + K | v |^2 + 2\eta | Dv |^2 \ dx\ dt
\]

\[
\leq \lambda'(\Omega) + \frac{1}{2} \| \theta(t) \|^2_H + \int_\Omega U \varphi \mu + S \theta \ dx\ dt. \quad (7.8)
\]

**Proof.** The sharp interface energy inequality (7.8) follows from a similar argument as in the proof of Lemma (5.2). It remains to derive (7.7), which can be viewed as the weak formulation of the Brinkman system (7.4).1, (7.4). Returning to (7.4), integrating by parts, and using the recovery of a pressure \( p^\varepsilon \) yields

\[
(F^\varepsilon, Y) = (-\nabla p^\varepsilon, Y)
\]

\[
\Rightarrow \int_Q 2\eta Dv^\varepsilon : DY + K v^\varepsilon \cdot Y + (1 + \varphi^\varepsilon) \text{div} ((\mu^\varepsilon + \chi \theta^\varepsilon) Y) + \frac{\varepsilon^2}{2} | \varphi^\varepsilon |^2 \text{div} Y \ dx\ dt \quad (7.9)
\]

for all \( Y \in C^0([0, T]; C_0^\infty(\Omega; \mathbb{R}^d)) \). Passing to the limit along a subsequence \( \{ \varepsilon_j \}_j \subset \mathbb{N}, \varepsilon_j \to 0 \) as \( j \to \infty \) and employing the convergences properties outlined in point (4) yields (7.1).

We point out that one may also consider scaling the viscosity \( \eta \), which was a fixed constant, with \( \varepsilon \), i.e., \( \eta = \varepsilon^\beta \) for some \( \beta > 0 \). It turns out that for any \( \beta \in \mathbb{N} \), a formally matched asymptotic analysis shows that the sharp interface limit for the Brinkman variant with \( \eta = \varepsilon^\beta \) is (3.9), the sharp interface limit of the Darcy variant (with \( \mathcal{H} = 0 \)). However, with the above compactness approach we can prove this for any \( \beta \in \mathbb{R}_{>0} \) due to the following observations:

1. Due to the choice \( \eta = \varepsilon^\beta \), \( \| v^\varepsilon \|_{L^2(Q)} \) and \( \| \varepsilon^{\frac{\beta}{2}} Dv^\varepsilon \|_{L^2(Q)} \) are uniformly bounded.
2. We still obtain \( \| p^\varepsilon \|_{L^2(Q)} \leq C \) by following an analogous computation to (7.6).
3. When passing to the limit in (7.9), thanks to \( \| \varepsilon^{\frac{\beta}{2}} Dv^\varepsilon \|_{L^2(Q)} \leq C \) and

\[
\left| \int_Q \varepsilon^\beta Dv^\varepsilon : DY \ dx\ ds \right| \leq C \varepsilon^\beta \| Dv^\varepsilon \|_{L^2(Q)} \to 0,
\]

we obtain (3.10b).
(4) There exists $\xi \in L^2(Q)^{d \times d}$ such that $\varepsilon^2 \nabla^2 v_j \rightharpoonup \xi$ weakly in $L^2(Q)^{d \times d}$. Passing to the limit in the associated energy identity yields (3.11) with $H = 0$ and an additional non-negative term $\int_\Omega 2|\xi|^2 \, dx \, ds$ on the left-hand side, which we can subsequently neglect and as a result recover (3.11) with $H = 0$.

**Theorem 4** (Alternate sharp interface limit for the solenoidal Brinkman system). Let $\beta \in \mathbb{R}_{>0}$ and set $\eta = \varepsilon^\beta$. For $\varepsilon > 0$, let $(\varphi^\varepsilon, \mu^\varepsilon, \theta^\varepsilon, v^\varepsilon)$ be a solution to (3.2c) – (3.2g), (7.5) with initial data $(\varphi_0^\varepsilon, \sigma_0^\varepsilon)$. Then, there exists a sequence $\{\varepsilon_j\}_{j \in \mathbb{N}}$, $\varepsilon_j \to 0$ as $j \to \infty$ such that properties (1), (2), (3), (4) of Theorem 1 hold, as well as:

(5) The quadruple $(V, \mu, \theta, v)$ is a varifold solution to (3.6) with $H = 0$ and initial values $(1_{\Omega_t(0)}, \theta_0)$ in the sense that (3.10a) – (3.10e) and (3.11) are satisfied with $H = 0$.

In particular, the above result can be seen as a “sharp interface” analogue of [14, Thm. 2.11], which asserts that the solutions to the Cahn–Hilliard–Brinkman model (with $U = 0$ and neglecting the equation for $\theta$) converge to solutions to the Cahn–Hilliard–Darcy model (with $H = U = 0$ and neglecting the equation for $\theta$) as $\eta \to 0$.
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