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Abstract Large-scale hydrological and water resource models (LHMs) are used increasingly to study the vulnerability of human systems to water scarcity. These models rely on generic reservoir release schemes that often fail to capture the nuances of operations at individual dams. Here we assess whether empirically derived release-availability functions tailored to individual dams could improve the simulation performance of an LHM. Seasonally varying, linear piecewise relations that specify water release as a function of prevailing storage levels and forecasted future inflow are compared to a common generic scheme for 36 key reservoirs of the Columbia River Basin. When forced with observed inflows, the empirical approach captures observed release decisions better than the generic scheme—including under conditions of drought. The inclusion of seasonally varying inflow forecasts used by reservoir operators adds further improvement. When exposed to biases and errors inherent in the LHM, data-driven policies fail to offer a robust improvement; inclusion of forecasts deteriorates LHM reservoir simulation performance in some cases. We perform sensitivity analysis to explain this result, finding that the bias inherent in LHM streamflow is amplified by a reservoir model that relies on forecasts. To harness the potential of interpretable, data-driven reservoir operating schemes, research must address LHM flow biases arising from inaccuracies in climate input, runoff generation, flow routing, and water withdrawal and consumption data.

1. Introduction

Large-scale hydrological and water resource models (LHMs) require a water storage and release scheme to simulate the flow regulating effects of dams (Dang et al., 2020; Nazemi & Wheater, 2015b). Designing such a scheme is challenging, because reservoir operations often depend on complex and undocumented decision processes. In state-of-the-art LHMs, such as PCR‐GLOBWB (Wada et al., 2014), H08 (Hanasaki et al., 2008), HiGW‐MAT (Pokhrel et al., 2015), WaterGAP (Döll et al., 2009), WBM (Wisser et al., 2010), and VIC/CLM‐MOSART‐WM (Voisin et al., 2013), a generic, inflow‐and‐demand‐based scheme is deployed; the reservoir’s primary purpose (e.g., irrigation, flood control, and water supply) and characteristics of its inflow, storage capacity, and demand, rather than its record of operation, are used to define seasonally varying water release, following the methods of Hanasaki et al. (2006), Haddeland et al. (2006), Döll et al. (2009), Biemans et al. (2011), and Voisin et al. (2013). Important constraints, such as the proportion of water to be allocated for environmental flow, are parameterized arbitrarily and uniformly across dams. This reservoir scheme (herein referred to as a “generic release scheme,” following Masaki et al., 2017) has allowed scientists to simulate key flow‐regulating behaviors of a large fleet of reservoirs within a consistent framework, relying on data sets with global coverage (e.g., the Global Reservoirs and Dams Database—Lehner et al., 2011) to describe reservoir characteristics and operating purposes where operational records are scarce (Wada et al., 2017). Yet simulated flow variability downstream of dams is sensitive to the reservoir algorithm adopted (Masaki et al., 2017), and substantial errors in simulated water releases are inevitable when locally important operational nuances are neglected (Yassin et al., 2019). Flow errors can compound over time through storage memory. Each erroneous release decision provides an erroneous inflow to the next reservoir, propagating the error downstream. Although unimportant when assessing regionally aggregated water scarcity at an annual scale (Haddeland et al., 2014), such errors jeopardize an LHM’s ability to simulate drought impacts, since the state of reservoirs at the onset of drought—and their operations throughout drought events—has a significant bearing on likelihood and severity of shortfalls in water supply (Turner &
Galelli, 2016). In contrast to generic release schemes, a set of empirically derived release-availability functions (herein referred to as “data-driven scheme”) can be parameterized for individual reservoirs replete with sufficiently long observational records of releases, inflows, and storage levels. Data-driven schemes have been demonstrated to outperform generic release schemes in an isolated number of reservoirs and have thus been proposed as a viable alternative that could be implemented in LHMs (Coerver et al., 2018; Mateo et al., 2014; Yassin et al., 2019). To our knowledge, the improvements available from such an approach have yet to be evaluated for a large system with multiple reservoirs in cascade. We also find no published research exploring how such a scheme might affect simulated water supply reliability and vulnerability—metrics that underpin rigorous drought impact assessment (Hashimoto et al., 1982; McMahon et al., 2006).

To evaluate the potential benefits of adopting a data-driven reservoir release scheme in LHMs, we compare generic and data-driven reservoir simulations for a major river basin of the United States. Simulation performances are evaluated using standard goodness-of-fit metrics and errors in cumulative water volumes released during drought. The LHM adopted in this study tracks unmet water demands and is therefore also used here to explore sensitivity of water supply reliability and vulnerability to the choice of reservoir scheme. Our study therefore indicates the importance of the reservoir release scheme to drought analyses, in addition to revealing the improvements in flow simulation made available by advancing from a generic to a data-driven approach. Additionally, we compare two possible settings for a data-driven release model: with and without representation of perfect inflow forecasts. In the latter model, forecast lead times vary seasonally according to availability of predictive skill (e.g., longer lead times in early spring when snowpack depths indicate incoming flows weeks ahead). All experiments are conducted using both observed (off-line) and LHM-simulated (online) inflows. Crucially, this allows us to isolate the influence of hydrological model inflow bias on simulation performance. LHMs are used increasingly in national water scarcity assessments as well as multisector dynamics research examining the coevolution and interactions of water, energy, and land systems (e.g., Behrens et al., 2017; Hejazi et al., 2015; Schewe et al., 2014; Voisin et al., 2018; Wada et al., 2016). This study offers a first glimpse into the potential impact and benefits of implementing site-specific operations into reservoir schemes to support these applications.

2. Methods
2.1. Domain, Models, and Data

For this study we use the Columbia River Basin (CRB) of the U.S. Pacific Northwest as the spatial domain. The CRB covers 668,000 km$^2$, encompassing territory of five U.S. states as well as British Columbia, Canada. The hydrology of basin is diverse, but overall snowmelt controlled with a large peak freshet in late spring. The CRB is appropriate for this study because the river system is highly regulated, featuring 120 reservoirs of significant storage capacity (>10 million cubic meters, MCM) and operated for various purposes, including hydropower generation, flood control, and water supply for irrigation. The CRB is also rich in lengthy records of reservoir inflow, storage levels, and release; of the 120 reservoirs of the CRB with >10 MCM capacity, we obtain sufficient observational records for 36 reservoirs to develop a data-driven release scheme (>10 years, daily resolution storage, and at least one of inflow or release).

The LHM adopted in this study is an amalgamation of two state-of-the-art models—the Variable Infiltration Capacity (VIC) model (Liang et al., 1994) and the Model for Scale Adaptive River Transport and Water Management (MOSART-WM) (Voisin et al., 2013, 2017). The VIC hydrological simulations applied in this study are available through the Livneh et al. (2013) daily CONUS near-surface gridded meteorological and derived hydrometeorological data set, which provides spatially distributed runoff simulated with gridded climate observations for the period 1915–2011. We select the period 1980–2011 and then aggregate runoff to (1/8)$^\circ$. The MOSART component of the model (Li et al., 2013) routes runoff accounting for heterogeneous land and river channel effects, while the water management component (WM) (Voisin et al., 2013) introduces reservoir storage and withdrawals of water for multiple human uses. Exogenous water demand is first met within each grid cell by allocating local surface water and ground water; surface water supply is augmented where needed through withdrawals from reservoir releases. Water demands in this study are set to a 2010 profile (as in Voisin et al., 2018)—a common approach due to uncertainty in water demand trend through time (e.g., BPA, 2011). Since actual water demands would have varied substantially over a 30-year period, a fixed demand profile clearly introduces nonnegligible error into the simulated flows. These errors
accompany other well-documented errors that afflict an LHM simulation, including climatic forcing (Beck et al., 2017), runoff generation (reflecting the combined error from a variety of physical process representations) (Fekete et al., 2012), flow routing errors, and, of course, all upstream reservoir operations.

The generic release scheme deployed in MOSART-WM follows Hanasaki et al. (2006) and Biemans et al. (2011), with the additional enhancement of dynamic storage targets (Voisin et al., 2013). For flood control reservoirs, a monthly release pattern is initialized to match long-term annual inflow adjusted for interannual variability. Monthly releases are further adjusted based on long-term mean monthly water demands expected to be fulfilled with releases from this reservoir. For irrigation reservoirs, monthly release patterns are derived for each reservoir so as to store as much water as possible before the irrigation season and then release during the irrigation season following monthly water demand patterns. Depending on the reservoir capacity and ability to store the inflow and match the release patterns, daily releases are further adjusted for minimum environmental flow, minimum and maximum reservoir capacity. Dynamic storage targets allow for release patterns for irrigation and flood control purposes to be combined. These operations aim to reduce flood-season spill and then target high storage levels prior to the irrigation season. Releases are constrained on a daily time scale to account minimum environmental flows and minimum and maximum storage constraints. The approach deployed in MOSART-WM is common, and our study is generalizable across the majority of LHMs that include reservoirs.

To simulate reservoir releases with a data-driven scheme, we substitute generic operations with a constrained linear piecewise function parameterized for each of the 36 reservoirs in the CRB with sufficient observational records (see Turner et al., 2020). This includes eight very large reservoirs with storage capacity greater than 1,000 MCM, or 1 km³ (Figure 1). Records of reservoir inflows, releases, and storages are

![Figure 1. Study region. Columbia River basin, with 117 dams modeled in MOSART-WM. The data-driven operating rules with and without forecasts are implemented on the 36 dams highlighted. The eight labeled dams are those with storage capacity greater than 1,000 MCM.](10.1029/2020WR027902)
Three experiments are conducted to determine the performances of the release models in different settings of interest (Table 1). Experiments 1 and 2 are conducted off-line: Each reservoir is simulated in isolation (i.e., not within the LHM) and is forced with observed daily inflow time series. In Experiment 1, the storage is reset to observed storage each day. This setting provides the clearest indication of the model accuracy.

### Table 1

| Experiment | Type    | Forcing                                      | Reservoir scheme                                      |
|------------|---------|----------------------------------------------|--------------------------------------------------------|
| 1          | Off-line| Observed inflows and observed storage        | A. Generic                                             |
|            |         |                                              | B. Data-driven, 1-week inflow                          |
|            |         |                                              | C. Data-driven, dynamic inflow horizon                  |
| 2          | Off-line| Observed inflows                             | A. Generic                                             |
|            |         |                                              | B. Data-driven, one-week inflow                        |
|            |         |                                              | C. Data-driven, dynamic inflow horizon                  |
| 3          | Online  | Inflows simulated in LHM                     | A. Generic                                             |
|            |         |                                              | B. Data-driven, one-week inflow                        |
|            |         |                                              | C. Data-driven, dynamic inflow horizon                  |

obtained from the US Bureau of Reclamation (2019a, 2019b) and US Army Corps of Engineers (2016). The data-driven scheme consists of 52 piecewise functions, which are trained for each dam using relatively recent data (post-1995) to avoid training to outdated decision schemes, such as past rules involving less stringent environmental flow requirements. The piecewise function defines water release as a function of current-period reservoir storage plus incoming water. A different function is trained for each week of the water year (thus 52 functions). The functions are interpretable and parsimonious, while being constrained to realistic reservoir operator behavior—a strategy we use to avoid overfit in a data-scarce environment inhospitable to split-sample calibration validation (see Turner et al., 2020) (a k-fold cross-validation has been performed to ensure the efficacy of this strategy—see the supporting information). The scheme can be simulated at daily resolution by determining the week-ahead release on each day, implementing a day’s worth of that release, recalculating a new week-ahead release the following day, and so on. The use of available water (storage plus inflow) rather than storage only is in part designed to avoid overfrequent depletion and spill of reservoirs with low storage relative to annual inflow (see Shin et al., 2019), since in such systems the available water will made up predominantly by inflow to drive a corresponding release.

A unique aspect of this data-driven scheme is that operations can be simulated with a “horizon curve” that is generated during the training procedure. The horizon curve specifies the inferred forecast lead time (in number of weeks) being adopted by the operator. This lead time varies by throughout the year in accordance with availability of predictive information for making a release decision. For example, early spring is typically associated with longer forecast lead times, owing to the availability of snowpack information that provides skillful, long range inflow forecasts. The horizon curve specifies this change in forecast lead time adopted as a function of week of water year. When a horizon curve is implemented in the operating policy, release is a function of storage plus inflow out to the lead time specified by the horizon curve). The release decision is simulated in practice by assuming that the observed future inflow (perfect forecast) may act as a proxy for the forecast available to the operator at the time of making a release decision. One problem is that future inflows are not known in advance in an LHM simulation; they are generated by the model itself during simulation. An iterative approach is therefore required to determine the perfect inflow forecast for a given dam on each day (similar to the approach used in Haddeland et al., 2006, which employs a 12-month forecast). Running MOSART-WM in iterative mode involves extracting from each run (1980–2011) the simulated inflows to each reservoir, determining from these inflows the inflow forecast for the specified horizon at each dam, and then feeding those inflow forecasts back into the next simulation. As the iterations progress, the forecasted flows begin to converge, starting with upstream dams and progressing downstream. A simulation that neglects the horizon curves is run first to initialize the inflow forecasts. Convergence is achieved in 5 to 10 iterations, reflecting the degree of cascading of the reservoirs updated in the simulation.

### 2.2. Experimental Setup

Three experiments are conducted to determine the performances of the release models in different settings of interest (Table 1). Experiments 1 and 2 are conducted off-line: Each reservoir is simulated in isolation (i.e., not within the LHM) and is forced with observed daily inflow time series. In Experiment 1, the storage is reset to observed storage each day. This setting provides the clearest indication of the model accuracy,
because simulated releases are determined at each time step using information consistent with that used by the operator in reality. In Experiment 2, storage is fully simulated, so errors in release are allowed to accumulate and compound through time as simulated storage diverges from observed. This experiment provides a useful benchmark that will allow us to determine the contribution of storage error accumulation to model performance deterioration.

Experiment 3 is conducted online. The candidate data-driven models for 36 dams are embedded in MOSART-WM and are forced with simulated flows. The differences in model performances between Experiment 3 (online) and Experiment 2 (off-line) indicate the extent to which inflow biases inherent in the hydrological model affect the performance of the reservoirs under different operating configurations. This is important because the candidacy of data-driven release schemes has thus far been based on assessments of their performances in off-line mode (Coerver et al., 2018; Turner et al., 2020; Yassin et al., 2019) or against a benchmark of no reservoir representation (Yassin et al., 2019).

Each experiment tests three distinct reservoir release schemes: generic (Scheme A), as described in section 2.1; data-driven based on time of year, storage and 1-week (current period) inflow (Scheme B); and data-driven based on time of year, storage, and inflow forecasts of varying predefined lead times (dynamic horizon—Scheme C), using the horizon curves reported in Turner et al. (2020). Inflow forecasts have been shown to strongly influence seasonal reservoir operations, particularly for high elevation dams in Western United States fed by snowmelt (Turner et al., 2020). We adopt the forecast-based model in this study to understand whether the benefits of representing forecasts are maintained when reservoirs are simulated within the LHM. The data-driven release scheme (C) deploys forecasts based on perfect flow ahead. For the off-line simulations (Experiments 1 and 2) the regulated inflow forcing is known in advance from the observations, so the perfect forecast can be extracted directly and deployed to inform the release decision. For the online experiment, the LHM must be simulated using the iteration mode described in section 2.1. The parameters for both data-driven models (Schemes B and C) are optimized off-line using observations and held constant across all experiments. The generic scheme (Scheme A) is calibrated using long-term mean inflow with the reservoir-specific demand parameter held consistent across experiments.

2.3. Model Evaluation

2.3.1. Daily and Seasonal Metrics for Releases at Individual Reservoirs

For each experiment, models are evaluated using goodness-of-fit metrics computed at daily resolution using simulated versus observed time series of releases. We use release rather than storage because the release integrates storage errors and release decision error (since release is a function of storage in the data-driven reservoirs schemes). The computed metrics are the commonly used normalized root mean square error (nRMSE), the transformed (normalized) RMSE (nTRMSE), and the slope of the flow duration curve (SFDCE). There are numerous ways in which the RMSE can be normalized; here we divide by the standard deviation of observations. For the nTRMSE, the release time series are first transformed so that the result is weighted by performance during periods of low release (we use Box-Cox transform with exponent of 0.3, as adopted in Van Werkhoven et al., 2009). The SFDCE is absolute error in the slope of the middle section of the flow duration curves between 30th and 70th percentile of flows, capturing error in the variability of the releases (Van Werkhoven et al., 2009). To evaluate model performance during drought, we evaluate the observed and simulated cumulative release volumes and then compare these volumes for all dams on a log-log plot (observed vs. simulated). The release volumes are computed for two separate time periods. The first is during the summer (July through September) that follows the spring (April through June) with the lowest inflow across all years. This captures the model performance for the season of largest water demand during the year with weakest flow augmentation and storage recharge from snowmelt. The second time period analyzed is the full water year (October–September) with the lowest overall inflow, capturing the model’s propagated performance across all seasons with competing objectives such as wintertime storage drawdown for flood control and spring refill for water supply. These lengthy periods are deemed sensible due the prolonged nature of drought and its effect on reservoir storages.

2.3.2. Propagation to Water Supply Risk Metrics

Two analyses are conducted to understand the impacts of these reservoir policies on likelihood and severity of water supply shortfall. The first risk analysis adopts the online LHM simulation (Experiment 3). Here we
explore water supply risk from the record of demand shortfalls simulated in the model. Each grid cell of the LHM is associated a time-varying demand for water, which is met from local river abstractions and from local reservoir releases. If water is unavailable to meet that demand, a shortfall is registered. We compute the reliability, resilience, and vulnerability of simulated water supply at each grid cell, using the definitions provided in Hashimoto et al. (1982) and updated in McMahon et al. (2006). Reliability is number of days experiencing shortfall as a proportion of total days of simulation (reliability = 1 implies no shortfall periods). Resilience is the inverse of the average duration of continuous supply shortfall sequences (resilience = 1 indicates all shortfall periods are of 1-day duration). Vulnerability is the average severity of shortfall (as a proportion of demand) measured across all continuous shortfall sequences (vulnerability = 1 indicates total shortfall incurred at some point in all shortfall sequences). There are no observational records of water demand shortfall that can be used to determine which reservoir scheme best reproduces these metrics, so this part of our analysis reveals little about model accuracy. Instead, it indicates the impact of alternative water reservoir schemes on metrics that are important for determining the vulnerability of human systems to drought.

The second analysis is conducted off-line, focusing on the storage behaviors of the eight dams included in the study with storage capacity greater than 1,000 MCM. Each reservoir is simulated with each scheme (A, B, and C) using both the observed inflow data (as in Experiment 2) and with 100 distinct, 30-year inflow replicate sequences with weekly resolution. These inflow replicates are generated using the nonparametric nearest-neighbor bootstrap (Lall & Sharma, 1996). We measure water supply risk using the number of simulated years for which reservoir levels are drawn below active storage, which would potentially lead to severe supply curtailment. The inflow replicates sequences provide uncertainty distributions on this metric, which are used to infer robustness of differences across reservoir schemes. These results are therefore intended to examine the importance of water reservoir representation for emerging applications of LHMs relating to drought impacts on regional sectors, like water deliveries to agriculture.
3. Results

3.1. Model Performances

Results demonstrate a powerful influence of LHM inflow simulation error on the performances of reservoir schemes deployed. For off-line Experiments 1 and 2 (observed inflows), the data-driven release scheme without forecasting (Scheme B) significantly outperforms generic rules (Scheme A), while the addition of dynamic forecast horizons in the data driven model (Scheme C) provides further marginal improvement (Figure 2). The cumulative distribution of model performance metrics across all dams indicates a robust reduction (>90% of the CDF) in simulation errors for the off-line experiments. In other words, the additional efforts of acquiring operational data and training bespoke models for these reservoirs appear to pay off handsomely. However, this finding does not hold in Experiment 3 (online, LHM simulated flows). LHM simulations indicate no robust improvements, with cumulative distribution functions of goodness-of-fit scores closely aligned and overlapping.

Figure 3. Model performances for all configurations, computing by (a) normalized root-mean-squared error (nRMSE, %), (b) normalized transformed RMSE (nTRMSE, %), and (c) slope of the flow duration curve error (SFDCE, −). Results for seven dams are missing for the first two experiments where daily observed inflows are unavailable. Dams are ordered (left to right) by storage capacity (largest to smallest).
Scores obtained for each individual dam are displayed in Figure 3 (dams are ordered according to storage capacity, with largest to the left). For off-line Experiments 1 and 2, both nRMSE (Figure 3a) and nTRMSE (Figure 3b) are reduced in 26–27 out of 29 cases depending on experiment and metric (daily inflow records are unavailable for eight of these reservoirs, so results are reported for only 28 of 36 dams in the off-line experiments). The two cases for which data-driven rules score significantly higher nRMSE and nTRMSE (Island Park and Willow Creek) indicate inconsistent inflow, release, and storage level data employed in model training (a data-driven scheme is only viable if the available operational data are accurate). The addition of the horizon curve to the data-driven model (Experiment 1, Scheme C) improves simulation performance on Experiments 1B and 2B in 75–95% of dams (depending on metric evaluated). For some dams, like American Falls and Palisades of the Upper Snake, the performance improvements are substantial, with an approximate 40% reduction in nTRMSE scores. These results further demonstrate the importance of considering the contribution of inflow forecasts to release decision making (expanding on the evidence presented in Turner et al., 2020). Very high SFDCE scores for the large dams under the generic scheme (Experiment 1, Scheme A) are reduced markedly by the data-driven schemes (Schemes B and C) (e.g., more than 50% reduction in SFDCE for Dworshak, American Falls, and Palisades).

Both nRMSE and tRMSE deteriorate significantly when using the LHM simulated flows (Figures 3a and 3b). This is an expected result, because the inflows generated within the LHM simulation are subject to significant error. The perhaps unexpected result is that both nRMSE and nTRMSE are relatively uniform for each reservoir across the three models tested (reflecting the result reported for Experiment 3 in Figure 2). Also interesting is that, contrary to marginally improving simulation results, the addition of the forecast (exposed by the difference between Schemes B and C) appears to erode performance in a number of cases in Experiment 3. At Dworshak Dam, for example, the addition of the forecast reduces the nRMSE by 10% in Experiment 1 and by 30% in Experiment 2. Forecasts have the opposite effect when the models are simulated online in the LHM (Experiment 3), increasing nRMSE by about 30%. In section 4, we shall explore and illuminate the inflow conditions under which an accurate, forecast-based model will tend to underperform relative to a less accurate model that neglects forecasts. This result carries significant ramifications for the applicability of forecast-based schemes to inform water releases in LHMs.

This finding that the benefits of a data-driven model are partially lost in the LHM is supported further if we examine the ability of models to reproduce cumulative release volumes under conditions of drought (Figure 4). In off-line mode, the data-driven model improves vastly on the generic scheme, which has a tendency to underestimate reservoir outflows during drought (Experiment 1 in particular). This is likely caused by underestimation of the minimum flow constraint to meet environmental provisions in the CRB. Results here demonstrate the benefit of the data-driven model in capturing this feature correctly. Nonetheless, the drought-based release volumes recorded for Experiment 3 (LHM) exhibit similar levels of error across both generic (Scheme A) and data-driven schemes (Schemes B and C). For example, the total summer release following low-flow spring conditions (Figure 4a, top-right panel) is overestimated for Grand Coulee, Libby, Hungry Horse, and Albeni Falls but underestimated for Jackson Lake and Palisades. Although not identical in magnitude, the direction of error is similar with the data-driven models (Figure 4a, bottom-right panel), suggesting that upstream inflow biases of the LHM are more influential than the differences in reservoir model structure in driving simulated releases under conditions of drought. Similar results emerge when we compare total water releases for driest water year of record (Figure 4b)—demonstrating that the findings are not the chance feature of drought metric examined.

### 3.2. Impact of Release Scheme on Water Supply Reliability, Resilience, and Vulnerability

In MOSART-WM, each grid cell is assigned water demands that can be supplied through local stream abstraction or water delivery from a reservoir within a prespecified distance. Whenever this demand cannot be met by available water, a shortfall event is recorded. The record of shortfall during such events can be used to characterize the reliability, resilience, and vulnerability of water supply (see section 2.3.2). We find that for Experiment 3 (LHM simulation), resilience and vulnerability metrics are available only within the Upper Snake region, because no supply-demand shortfalls occur elsewhere during the study period of 1980–2011 (Figure 5). Shortfalls occurring in the Upper Snake arise during a single dry year, and so the calculated scores for reliability, resilience, and vulnerability should be understood in this limited context. We find a marginal difference in reliability across reservoir schemes, while resilience and vulnerability
Figure 4. Simulated versus observed cumulative water releases across all experiments for two drought conditions.
remain relatively consistent. This result is in line with the drought year analysis reported in Figures 3 and 4, wherein the nTRMSE (a metric weighted to low-flow periods) and the drought-year cumulative releases are similar across reservoir schemes for Experiment 3.

Despite the marginal differences in vulnerability reported above, stochastic storage simulations for the eight large dams (>1,000 MCM storage capacity) reveal marked differences in likelihood of reservoirs being drawn below active storage capacity—an indicator of vulnerability, since loss of active storage would likely be associated with significantly impaired ability to meet water demands (Figure 6). The impact is most striking for Dworshak Dam, which is rarely drawn below active storage with the generic release scheme (A) and always drawn below active storage (30 out of 30 years in all 100 simulations) when simulated using data-driven schemes (B and C). In each of the other dams except Libby and Hungry Horse, which remain within

Figure 5. Implications of different reservoir release schemes on reliability, resilience, and vulnerability. Resilience and vulnerability are computed from the time series of shortfalls between supply and demand. These metrics are assigned NA values where reliability is equal to 1 (since the metrics cannot be computed without a shortfall period). Schemes are A (generic), B (data-driven, 1-week inflow), and C (data-driven, dynamic inflow forecast).
active storage limits across all simulations, the release scheme causes a clear difference in the distribution of the number of years resulting in a breach of active storage. Although the direction of impact varies from case to case, these results indicate strong sensitivity of reservoir vulnerability to release scheme chosen. Interestingly, these differences are often unexposed when comparing schemes using only the observed flow sequence (red points). Simulation of observed inflows in each of the schemes as applied to American Falls, for example, lead to a similar number of years with drawdown below active storage. The robust difference between schemes emerges clearly, however, with the simulation across 100 replicate sequences.

4. Discussion and Conclusions

4.1. Need and Prospects for Data-Driven Reservoir Schemes in LHMs

LHMs address a host of science problems at a range of spatial domains, from river basins to the entire globe. These models have been used to evaluate global water availability (Bierkens, 2015; Döll et al., 2012; Wada et al., 2011), explore impacts of humans and climate on terrestrial water storage and groundwater depletion (Wada et al., 2014), support water forecasting models (Koster et al., 2004), and corroborate remotely sensed water fluxes (Scanlon et al., 2018). LHMs will be relied upon increasingly to provide water availability projections for the study of climate and extreme event impacts on expansive infrastructural systems and economic sectors (Kraucunas et al., 2015; Miara et al., 2017). Integrated power grids or crop-growing regions, for example, often span multiple river basins and political regions. If one wishes to quantify the impacts of a climate trend or extreme event on these water-dependent sectors, then water availability must be simulated coherently throughout the entire spatial domain to preserve realistic spatial and temporal correlation patterns (Voisin et al., 2017). Although LHMs provide this capability, their clout is limited by coarse spatial resolution, low fidelity, and lack of observational data for calibration and verification—particularly for human decision making and when flood and drought impacts are relevant (Nazemi & Wheater, 2015a, 2015b). The question is whether these new applications envisaged would benefit from LHMs furnished with more accurate, bespoke, data-driven water management schemes, where data permit.

The results reported above offer three insights relevant to the advancement of data-driven reservoir schemes in LHMs. First, data-driven release-availability functions—despite being more accurate as measured by
standard error metrics—may not guarantee more realistic reservoir releases in an LHM simulation. They may only provide more accurate releases subject to the inflows, which are often significantly biased. This does not mean the community should avoid implementing data-driven rules in LHMs. Data-driven reservoir release rules would enrich LHMs, even if the benefits cannot yet be realized in full. However, it is essential for users of these models to be aware of the limitations; adopting data-driven rules may not yet guarantee more realistic streamflow simulation, nor reservoir variations for water quality modeling purposes, for example. Continual advancement of other LHM features that control streamflow will be necessary to harness the benefits of realistic, data-driven reservoir release schemes.

A second insight is that water supply vulnerability is highly sensitive to the choice of reservoir scheme—but that the associated implications may not readily emerge in from an LHM unless forced with many drought sequences to generate a sufficiently large and representative sample of shortfalls between supply and demand. Taking full advantage of data-driven reservoir schemes to study water supply vulnerability implies a need for expansive uncertainty analysis and stress testing. In water supply reservoir operations, there is a trade-off between reliability and vulnerability (Hashimoto et al., 1982). The operator may deliberately cut back the water supply at the onset of drought (causing a minor shortfall) in order to hedge against the risk of a much larger shortfall if releases were maintained (Draper & Lund, 2004). The system is then less reliable (shortfalls are more frequent) but also less vulnerable (shortfalls are less severe). Capturing this type of behavior in an LHM reservoir scheme is essential for adequate characterization of water supply risk during drought—and, importantly, the generic scheme (some variants of which judge hydrological condition only at the beginning of the operational year) is likely at a significant disadvantage for representing such conditions. Yet results in this study suggest that the import of a different reservoir scheme may only be exposed through a process of stress-testing involving a large sample of input scenarios—a nontrivial challenge at the scale of a regional or global LHM. These models ingest distributed climate input across thousands of grid cells; such data cannot be easily synthesized without the aid of extremely computationally intensive climate models. Off-line analytics, such as the approach proposed in this work involving stochastic simulation of reservoirs, could be performed in postprocessing of an LHM to support more in-depth analysis of water supply vulnerability. For example, one could extract the LHM inflow simulations for a set of independent, key reservoirs and then expose those reservoirs to spatially correlated synthetic inflow sequences derived from a multisite stochastic flow model.

While we do advocate for further development and testing of data-driven water management schemes for LHMs, we would caution against the use of models that include forecast contribution to the release decision at this time. The third key insight from our analysis is that data-driven models that adopt a forecast horizon may actually erode the performance of an LHM, despite being marginally more accurate when simulated with observed inflows. This finding carries important implications for the prospects of adopting realistic reservoir schemes in LHMs. An explanation is offered in the following section.

### 4.2. Sensitivity of Reservoir Simulation Performance to Inflow Error

We shall now demonstrate through a small numerical experiment that a forecast-based model tends to be less robust to error in inflow than a similar data-driven model that neglects forecasts. This in an off-line experiment akin to Experiment 2 (observed inflow and simulated storage), with the difference that errors are added to the inflow to explore sensitivity of performance with respect to level of error. For each of the eight largest reservoirs included in our study, we perform the following sensitivity test. First, an inflow error time series is computed by subtracting the daily observed inflow from the daily inflow simulated by the LHM. We then develop a stochastic model of the resulting error time series. This is done by deseasonalizing the data and then fitting a first-order autoregressive model (AR1) to the daily time series to remove autocorrelation. Error time series with similar error can then be synthesized by bootstrapping from the model residuals and then reapplying autocorrelation and the seasonal signal. On each of 1,000 error series generated, we scale the data by a randomly sampled error factor (between 0 and 1.5, to be applied to all points of the flow time series) before adding the error time series back onto the observed inflows. A sample with error factor of 1 has error commensurate with the LHM simulated inflow, while an error factor of 0 has no error and is equal to the observed inflow (i.e., equivalent to Experiment 2). We simulate each reservoir 1,000 times with these varying inflow series. This is done for the data-driven release scheme with 1-week inflow (Scheme B) and again with the dynamic inflow horizon (Scheme C). Normalized RMSE scores are
computed for simulated releases relative to observed (Figure 7). When the error is 0, results are unequivocal: The forecast model (Scheme C) better represents the observed release. But as inflow error is introduced (moving from left to right along each horizontal axis), something interesting happens. For most reservoirs, the nRMSE of scheme C release rises at a sharper rate than that of Scheme B. The reason for this behavior is quite intuitive: Scheme C relies more heavily on inflow to inform its decision, so errors in that input must impact that model to a greater extent than a model less reliant on those inputs. When the error reaches the equivalent error of the LHM (error factor = 1) the forecast-based scheme (C) is outperformed by the less accurate Scheme B in half of these reservoirs—namely, at American Falls, Dworshak Dam, Jackson Lake, and Libby. The extent of this behavior varies depending on the importance of forecasting and the coincidence of inflow bias with seasons when forecasts are deployed in
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Figure 7. Stochastic error simulation results for 1,000 simulations using Scheme B (data-driven, 1-week inflow) and C (data-driven, dynamic inflow forecast). The horizontal axis represents the error factor, where 0 is commensurate with observed inflow and 1 is commensurate with the inflow error in the LHM. Values greater than 1 on the horizontal axis denote inflow errors exceeding the LHM errors. nRMSE (%) is computed on simulated release relative to observations.
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Figure 8. Conceptual model describing the relationship between reservoir inflow error and model output error, highlighting the greater sensitivity of a forecast-dependent scheme to errors in inflow. An error level that guarantees superiority of the forecast-driven scheme is denoted as “ideal error.”
the release model. Albeni Falls, for example, is simulated with significantly shorter forecast lead times than the other reservoirs, leading to a very marginal difference between the two models in terms of sensitivity to inflow error with this particular reservoir.

This sensitivity test replicates the observed results of our study, wherein the addition of the forecast actually deteriorates the performance of some reservoirs simulated in the LHM. One can generalize this result to a simple conceptual model to highlight how a level of improvement in LHM inflow could allow the modeler to harness the benefits of a forecast scheme (Figure 8). This concept is somewhat analogous to the findings of reservoir optimization research, wherein deterioration of forecast skill beyond a certain point compromises the optimality of release decisions (Turner et al., 2017; Zhao et al., 2019).

4.3. Conclusions and Future Work

Data-driven reservoir release schemes have emerged as a possible enhancement to LHMs—a natural progression given the increasing availability of observations from in situ devices and remote sensing. Today, data-driven reservoir schemes can be implemented in LHMs wherever sufficiently lengthy operational records are available to train the parameters. In future, the availability of reservoir storage levels and bathymetry from satellite remote sensing may unlock data-driven reservoir schemes at a global scale (Avisse et al., 2017; van Bemmelen et al., 2016; Zhao & Gao, 2019). But are LHMs sufficiently advanced to take full advantage of these new data? The results of this study suggest perhaps not.

Our results demonstrate that an interpretable, data-driven scheme based on release-availability functions simulates reservoir releases more accurately than generic release scheme—including during the driest years of record. The addition of seasonally varying forecast horizons in a data-driven model offers further improvement still. But these simulation improvements are available only under conditions of accurate model inputs. When exposed to the errors and bias inherent in LHM flows, the data-driven reservoir release schemes perform no better than generic. When inflow forecasting is included, data-driven schemes may even perform worse, owing to overreliance on inputs subject to significant bias. Further corroborating evidence generated using alternative LHMs, model inputs (e.g., water demands), spatial regions, and data-driven schemes is required to strengthen and confirm these conclusions. Nonetheless, the results indicate a need for further improvement of LHM flow accuracy, requiring attention on runoff generation, groundwater and soil moisture interaction, evaporation, snow cover, and other elements of human influence on the water cycle.

Our study shows that key drought metrics, such as reliability and vulnerability, are sensitive to the reservoir scheme deployed but that these differences may only be exposed through extensive sensitivity testing uncommon in LHM study. Drought impact studies that rely on improved reservoir models in LHMs may therefore require off-line sensitivity analysis using stochastic inflow sequences. The parameters of the reservoir operating rules—data-driven or otherwise—will also be subject to significant uncertainty. Uncertainty characterization and sensitivity analysis performed on the reservoir model parameters (as in Zajac et al., 2017) will be particularly important in regions lacking records of reservoir inflow and release. The appropriate tools and methods for executing such analysis in the context of large-scale water resource simulation could be defined in future work. Improvements to LHM flow simulation accompanied with data-driven human-system models and appropriate uncertainty analysis could unlock new capabilities, including rigorous drought impact assessment across large regions, and better representation of water resources management accounting for localized institutional and environmental regulations.

Data Availability Statement

Hydrologic simulations (Livneh data) were provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA, from their web site (at https://psl.noaa.gov/). Software used to generate data-driven reservoir policies is available on Github (https://github.com/IMMM-SFA/horizon). Simulation results supporting this study may be accessed online (at https://zenodo.org/record/3983584).
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