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Abstract. Airway segmentation in computed tomography images can be used to analyze pulmonary diseases, however manual segmentation is labor intensive and relies on expert knowledge. This manuscript details our contribution to MICCAI’s 2022 Airway Tree Modelling challenge, a competition of fully automated methods for airway segmentation. We employed a previously developed deep learning architecture based on a modified EfficientDet (MEDSeg), training from scratch for binary segmentation of the airway using the provided annotations. Our method achieved 90.72 Dice in internal validation, 95.52 Dice on external validation and 93.49 Dice on the final test phase, while not being specifically designed or tuned for airway segmentation. Open source code and a pip package for predictions with our model and trained weights are in https://github.com/MICLab-Unicamp/medseg.
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1 Introduction

This short paper is a description of the data and methodology involved on our submission to Airway Tree Modelling 2022 (ATM22). ATM22 advances the availability of annotated airway segmentation data, with an order of magnitude more data than older challenges such as EXACT09 [5]. Our contribution to the challenge consists of employing our Modified EfficientDet Segmentation (MEDSeg) model [2], directly in a 2.5D axial training, only in data from the challenge. No pre-training is involved, and we did not tune the training parameters to this specific dataset with any ablation.

The rest of this paper is structured as follows: Section 2 will go over a summary of the involved data, Section 3 will explain the method and experiment parameters, Section 4 presents quantitative and qualitative results of our training and Section 5 discuss and conclude our contribution.
2 Data

The challenge contains 500 computed tomography (CT) scans, 300 for training, 50 for external validation and 150 for testing, collected from multi-sites. The scans were collected from the public LIDC-IDRI dataset [1] and the Shanghai Chest hospital. Each CT scan is semi-automatically annotated, with initial segmentations from a deep learning model carefully delineated and double-checked by three radiologists with more than five years of professional experience to acquire the final refined airway tree structure [7,13,14,11].

One scan was removed due to incorrect labeling, as requested by the challenge organizers. The training set was split into 20% (60) for internal validation and 80% (239) for training. The 50 official validation and 150 testing scans are the external validation and test sets, with metrics calculated by the challenge organizers. Preprocessing of volumes include Hounsfield Intensity clipping to the $[-1024, 600]$ range and subsequent intensity normalization to the $[0, 1]$ range. For training, we only use 2.5D axial slices containing some kind of annotation, which resulted in 103623 slices. Note that 2.5D refers to including both neighbor slices to the central labeled slice, resulting in a 3 channel input for the network.

3 Method

Our method is named Modified EfficientDet Segmentation (MEDSeg) [2]. MEDSeg is a novel take on EfficientDet [10], a 2D natural image detection network. Starting from the original architecture, firstly we added padding for the spatial alignment of feature maps of the Bi-directional Feature Pyramid Network (BiFPN) downsampling and upsampling operations. This was necessary to be able to support any input spatial resolution, including odd shapes. The feature levels (P) that are used from EfficientNet were also changed, with the goal to access initial features half the size of the original image. Instead of using the P3, P4, P5, P6, and P7 features as in the original paper, we used P1, P2, and P3. This resulted in a final BiFPN output that is also half the size of the original image. To bring this feature representation to the size of the input image, we used simple bilinear upsampling. This representation is then fed to the segmentation head. Three blocks of depthwise convolutions [3] compose the segmentation head, batch normalization [4], and swish [8], followed by a final convolution for channel reduction to the number of classes (Fig. 1).

Axial 2.5D (3-channel) slices used as input in training are augmented through random 256x256 crop. Training of this method used the AdamW [5] optimizer, with initial learning rate of $1e^{-4}$, exponential learning rate decay of 0.985, weight decay of $1e^{-5}$. The 2D output of the network is a sigmoid activation optimized through Dice Loss [9]. Final volumetric segmentations are generated through stacking of 2D (1-channel) predictions, threshold of 0.5, and subsequent largest component extraction post-processing. For this application of MEDSeg, we did not change any parameters previously optimized for COVID-19 findings segmentation [2], and just directly trained once in the provided data. The hidden
evaluation of the challenge runners used metrics other than Dice, including Tree length detected rate (TD) and the branches detected rate (BD) [5]. We did not take into consideration these metrics while training MEDSeg.

Fig. 1. Modified EfficientDet segmentation architecture (MEDSeg), where feature maps from EfficientNet are used as a BiFPN input, with padding of BiFPN operations for support of any input size, and the transposed upsample before the segmentation head. The segmentation head is composed of repeated blocks of separable convolutions, batch norm, and swish activations.

4 Results

Training using a 3080 Ti GPU took 84 hours, with a total of 95 epochs (an epoch corresponds to having seen a random crop from every axial slice in the training set). Progress of training (Dice) loss and internal validation loss and mean 2D Dice can be seen in Figure 2 with signs of a beginning of overfitting. The lowest validation loss was reached in epoch 75, and corresponds to the model used for the following evaluations.

Table 1 showcases 3D metrics for internal and external validation and the final test. We included False Negative Error (FNE) and False Positive Error (FPE) alongside our internal Dice evaluation. External validation and test were performed by the challenge runners.

Table 1. Results of our model in all three evaluation sets. External validation and test were performed by the challenge runners.

| Evaluation Set       | Dice (%)    | FNE (%)     | FPE (%)     | TD (%)      | BD (%)      |
|----------------------|-------------|-------------|-------------|-------------|-------------|
| Internal Validation  | 90.72 ± 4.13 | 13.01 ± 6.63 | 4.92 ± 2.49 | -           | -           |
| External Validation  | 95.52 ± 1.01 | -           | -           | 82.85 ± 5.93 | 74.22 ± 8.89 |
| Test                 | 93.49       | -           | -           | 75.41       | 65.99       |
In addition to quantitative metrics, we also deliver improvements to our graphical (Fig. 3) and command line user interface, providing an open-source easy way to predict not only airway segmentations but lung and findings segmentation from our past work [2], including output sheets with volumetric measurements and other statistics.

![Fig. 3. (a) 3D rendering of the airway segmentation for a volume from a different dataset using ITK-Snap [12] and (b) screen capture of the GUI provided with the medseg pip package.](image-url)
5 Discussion and Conclusion

It’s interesting to note that a model that was not specifically designed for airway segmentation was able to achieve test Dice of 93.5 in airway segmentation. However, the challenge scoring took into consideration airway specific metrics that were not considered in our model. This shows how optimizing only for Dice can cause problems on fields where small portions of the segmented data, such as the correct prediction of airway branches, are more important than the bulk of the segmentation. Our contribution ended up being 6th place in the challenge validation leaderboard and 16th place in final testing for the challenge. We did not perform any hyperparameter tuning or ablation for this specific dataset, therefore future work might involve attempting multitasking for improved results and specific training and post-processing tuning to optimize metrics such as TD and BD for improved results. Easy to use command line interface, graphical user interface, pip package, Docker image, code and trained weights are available in [https://github.com/MICLab-Unicamp/medseg](https://github.com/MICLab-Unicamp/medseg).

Acknowledgements

We thank grant #2019/21964-4, São Paulo Research Foundation (FAPESP).

References

1. Armato III, S.G., McLennan, G., Bidaut, L., McNitt-Gray, M.F., Meyer, C.R., Reeves, A.P., Zhao, B., Aberle, D.R., Henschke, C.I., Hoffman, E.A., et al.: The lung image database consortium (lidc) and image database resource initiative (idri): a completed reference database of lung nodules on ct scans. Medical physics 38(2), 915–931 (2011)
2. Carmo, D., Campiotti, I., Fantini, I., Rodrigues, L., Rittner, L., Lotufo, R.: Multitasking segmentation of lung and covid-19 findings in ct scans using modified efficientdet, unet and mobilenetv3 models. In: 17th International Symposium on Medical Information Processing and Analysis. vol. 12088, pp. 65–74. SPIE (2021)
3. Chollet, F.: Xception: Deep learning with depthwise separable convolutions. In: Proceedings of the IEEE conference on computer vision and pattern recognition. pp. 1251–1258 (2017)
4. Ioffe, S., Szegedy, C.: Batch normalization: Accelerating deep network training by reducing internal covariate shift. In: International conference on machine learning. pp. 448–456. PMLR (2015)
5. Lo, P., Van Ginneken, B., Reinhardt, J.M., Yavarna, T., De Jong, P.A., Irving, B., Fetita, C., Ortner, M., Pinho, R., Sijbers, J., et al.: Extraction of airways from ct (exact’09). IEEE Transactions on Medical Imaging 31(11), 2093–2107 (2012)
6. Loshchilov, I., Hutter, F.: Decoupled weight decay regularization. arXiv preprint arXiv:1711.05101 (2017)
7. Qin, Y., Chen, M., Zheng, H., Gu, Y., Shen, M., Yang, J., Huang, X., Zhu, Y.M., Yang, G.Z.: Airwaynet: a voxel-connectivity aware approach for accurate airway segmentation using convolutional neural networks. In: International Conference on Medical Image Computing and Computer-Assisted Intervention. pp. 212–220. Springer (2019)
8. Ramachandran, P., Zoph, B., Le, Q.V.: Searching for activation functions. arXiv preprint arXiv:1710.05941 (2017)
9. Sudre, C.H., Li, W., Vercauteren, T., Ourselin, S., Jorge Cardoso, M.: Generalised dice overlap as a deep learning loss function for highly unbalanced segmentations. In: Deep learning in medical image analysis and multimodal learning for clinical decision support, pp. 240–248. Springer (2017)
10. Tan, M., Pang, R., Le, Q.V.: Efficientdet: Scalable and efficient object detection. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. pp. 10781–10790 (2020)
11. Yu, W., Zheng, H., Zhang, M., Zhang, H., Sun, J., Yang, J.: Break: Bronchi reconstruction by geodesic transformation and skeleton embedding. In: 2022 IEEE 19th International Symposium on Biomedical Imaging (ISBI). pp. 1–5. IEEE (2022)
12. Yushkevich, P.A., Piven, J., Cody Hazlett, H., Gimpel Smith, R., Ho, S., Gee, J.C., Gerig, G.: User-guided 3D active contour segmentation of anatomical structures: Significantly improved efficiency and reliability. Neuroimage 31(3), 1116–1128 (2006)
13. Zhang, M., Yu, X., Zhang, H., Zheng, H., Yu, W., Pan, H., Cai, X., Gu, Y.: Fda: Feature decomposition and aggregation for robust airway segmentation. In: Domain Adaptation and Representation Transfer, and Affordable Healthcare and AI for Resource Diverse Global Health, pp. 25–34. Springer (2021)
14. Zheng, H., Qin, Y., Gu, Y., Xie, F., Yang, J., Sun, J., Yang, G.Z.: Alleviating class-wise gradient imbalance for pulmonary airway segmentation. IEEE Transactions on Medical Imaging 40(9), 2452–2462 (2021)