**ABSTRACT**

Disease risk models can identify high-risk patients and help clinicians provide more personalized care. However, risk models developed on one dataset may not generalize across diverse subpopulations of patients in different datasets and may have unexpected performance. It is challenging for clinical researchers to inspect risk models across different subgroups without any tools. Therefore, we developed an interactive visualization system called RMExplorer (Risk Model Explorer) to enable interactive risk model assessment.

Specifically, the system allows users to define subgroups of patients by selecting clinical, demographic, or other characteristics, to explore the performance and fairness of risk models on the subgroups, and to understand the feature contributions to risk scores. To demonstrate the usefulness of the tool, we conduct a case study, where we use RMExplorer to explore three atrial fibrillation risk models by applying them to the UK Biobank dataset of 445,329 individuals. RMExplorer can help researchers to evaluate the performance and biases of risk models on subpopulations of interest in their data.
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**1 INTRODUCTION**

Disease risk models trained within a specific dataset may not generalize well to new, unseen datasets in which patient characteristics may differ - including observation periods, demographics, and healthcare regulations/policies - from the training dataset. In addition, the model may learn and propagate inherent, systematic biases captured in the training data, thus amplifying fairness issues. For instance, machine learning models trained with data at a university hospital, which often includes a majority of patients with higher income, younger age, and white race, may not be generalizable to more diverse populations [7]. Medical decisions that are based on biased models may lead to worse outcomes disproportionately affecting specific racial, gender, and socioeconomic groups [21]. Therefore, it is important for clinicians to understand the machine learning models in terms of both performance and fairness. Furthermore, because patient populations can be very heterogeneous, it is also important to understand how the model behaves for different subpopulations.

Recently, several approaches were proposed to summarize the fairness of model outcomes for given attributes. For instance, the AI Fairness 360 Toolkit [4] is an open-source framework that includes various model-agnostic fairness metrics. However, it is computa-
tionally challenging to generate performance and fairness measures for all possible combinations of subgroups. Furthermore, it is cognitively demanding for users to analyze the results. Therefore, it is important to develop tools to help clinical investigators build subgroups and evaluate results easily. Recently, researchers investigated the concept of a model report card which summarizes how a model was trained and how it performs on a fixed set of subgroups in a static report [3, 23]. These approaches are significant milestones, yet they do not allow users to dynamically apply the model to their own datasets, define custom subgroups, and interactively explore how the model behaves across the subgroups.

Visual analytics approaches are recognized as a potential solution to explore large-scale data in healthcare [5, 29]. Visual analytics, which combines computational methods with interactive visualizations, can be used to generate insights and knowledge from data and to enhance trust [6, 18, 25, 26]. Interactive visualizations powered by machine learning algorithms on longitudinal health records have demonstrated usefulness for understanding disease subtypes [14], analyzing heterogeneous disease progression patterns [12], and predicting health outcomes [13]. Recently, visual analytics applications are developed to explore fairness in ranking decision [1], image classification [15], and others. However, previous studies have not extensively studied visual analytics approaches to investigate the performance and fairness of risk models on healthcare data.

To address the important, unmet need, we propose a visual analytics approach called RMExplorer (Risk Model Explorer) to facilitate the exploration of performance heterogeneity and fairness. The system includes interactive visualizations combined with various computational approaches. The system can be applied to explore the performance and fairness of any risk models and any appropriate datasets. To demonstrate the applicability and usefulness of the system, we provide a use case on a large prospective cohort dataset (UK BioBank [27]) with validated atrial fibrillation (AF) risk models, namely, EHR-AF [11], CHARGE-AF [2], and C2HEST [17].

2 Visual Analytics System Design

RMExplorer allows clinical researchers to apply existing risk models to their patient datasets, to visually explore the performance and fairness of models within subgroups defined by users, and to probe why the model predicts different outcomes for each subgroup. In the following sections, we describe the design of RMExplorer.

2.1 Users, Tasks, and Requirements

All authors of the study in diverse disciplines, including cardiology, machine learning, and visualization, characterized the tasks and requirements of disease risk model analysis. The intended users, clinical researchers and data scientists, want to evaluate disease risk models. First, they assess the performance of the model by computing risk scores and prediction accuracy. The risk scores are converted to estimated disease onset rates so that users can compare them with other previously reported onset rates. Second, users inspect inherent biases of the scores with respect to various patient subpopulations that they define using various demographic and clinical variables. Third, they also comparatively analyze different metrics for different risk models to test the robustness of the measures. The process repeats iteratively until they gain insights into the risk models.

To support the analysis, the system requires interactive visualizations, where users can view the summary of various metrics about performance and fairness. In particular, researchers need to define subgroups and compute various metrics on each of them so that they understand the risk models that are applied to the subpopulations.

2.2 Subgroup Builder

Subgroup Builder shows the distribution of patients over a specified set of variables, such as comorbidities, age, sex, and race. The initial view shows the overall summary of the entire population. Users then can select a set of variables which will be used to create subgroups. For instance, if users want to create a subgroup based on hyperlipidemia disease status in the health records, they can select the variable ‘is Hyperlipidemia’. If users select more than one variable, the system will generate all possible combinations of the selected variables, each of which becomes a mutually exclusive group of patients that satisfy that combination of conditions. Subgroups without any patients are automatically discarded. Figure 1 (A) shows that the user chose one variable with five discrete levels, which subsequently generated five subgroups for analysis in other views.

2.3 Risk Score Distribution

RMExplorer requires users to provide risk models that are previously trained. The models are provided as functions that generate risk scores and probabilities of diseases during a follow-up time window (e.g., 5 years since the baseline). RMExplorer can then compute the metrics for selected patients using the model covariates on the fly.

Risk Score Distribution (Figure 1 (B)) shows distributions of a chosen risk score (top) and its predicted risk rate at a future date (bottom) for the selected subpopulation. Each of the two charts provides a threshold handle that represents a constant value to convert the continuous risk score to the binary predicted label (high-risk vs low-risk). The two thresholds are synchronized: if users adjust one threshold then the other is adjusted accordingly. As users update the threshold, the system recalculates the predicted labels, which are used by the performance and fairness metrics in Subgroup Summary. Users can at any point switch to other risk models, which resets the view with the chosen scores and predicted risk rates. Figure 1 (B) shows the distribution of EHR-AF, a risk model that predicts the time to onset of atrial fibrillation since the baseline of covariates measured, and 5-year predicted disease risk rate.

2.4 Subgroup Summary: Performance

Subgroup Summary presents the performance (the two charts on top) and the fairness (the other two charts at the bottom) of the risk score model on the subgroups defined by users as Figure 1 (C) shows.

The risk model performance is shown in two different plots located on top. The first chart on the left initially shows a scatter plot of subgroups as points, colored according to subgroups, on two-dimensional space with calibration slope on the x-axis and concordance index on the y-axis. Concordance index, also known as Harrell’s C-index, is a measure that evaluates the discrimination performance of risk models in survival analysis, where data are censored (e.g., lost to follow up) [9]. Calibration slope is a measure of the relation between predicted risk and observed incidence, where a value of one indicates optimal calibration. Among models that are reasonably calibrated-in-the-large, values higher than 1 indicate underestimation while values lower than 1 indicate overestimation of the actual risk [28]. With these two measures, users can gain insights into how well the model discriminates disease risk in each subgroup and how well the model estimates are calibrated within each subgroup. Users can expand the view by showing other risk models in the view, which creates polygons, colored according to subgroups (Figure 1 (C)). The vertices of each polygon represent the respective risk models. By switching to the comparative mode, users can investigate the similarities and differences of multiple risk models across and within subgroups.

The second chart on the right shows a disease-free survival plot stratified by subgroups. The plot is generated by fitting the patients’ disease-free survival data using the Kaplan-Meier method. By viewing the chart, users can understand the relative differences in estimated risks over time among different subgroups.

2.5 Subgroup Summary: Fairness

The two charts at the bottom show fairness metrics for subgroups that users have chosen. Our system supports group and individual
fairness metrics, and users can choose any two at a time. As Figure 1 (C) shows, the system provides two group fairness metrics: statistical parity difference on the x-axis and true positive rate difference on the y-axis computed using the AI Fairness 360 Toolkit [4]. For group fairness metrics, each of the charts presents the fairness in terms of a protected attribute. A protected attribute (e.g., gender, race, socioeconomic level) is an application-specific, user-selected attribute of patients across the categories of which it is desirable to achieve equality in terms of benefit received. A value of 0 for these measures indicates an equal performance of the model for any given protected attribute. Let’s say we define race as a target protected attribute, then statistical parity difference computes the difference between the proportion of the predicted patients diagnosed (by the risk model) with the target disease for patients with nonwhite race and that for patients with white race within each subgroup. True positive rate difference measures the difference in the accuracy of risk models that predict the disease of patients between the nonwhite and the white race groups within each subgroup. For individual fairness, we compute the individual fairness violation rate, which provides the value, ranging from minimum (blue) to maximum (red) for the corresponding feature. The horizontal position of each dot represents the corresponding feature. The vertical position is jittered to show the distribution of the selected fairness measures for each protected attribute.

Similar to the first chart of the model performance, the fairness plot initially shows a scatterplot of points, colored by subgroups, over the two dimensions of selected fairness measures. Users can switch to the comparative mode so that the view shows polygons, colored by subgroups, over the two dimensions.

2.6 Model Behavior Explanations

Model Behavior Explanations aim to show why the model behaves the way it does for a selected subgroup. The view opens when users select a subgroup in the Subgroup Summary. The view includes two visualizations: the SHAP (SHapley Additive exPlanations) beeswarm plot and the feature distribution chart.

SHAP is a model-agnostic interpretability approach that generates a feature importance value, called a SHAP value, for each prediction [19]. Once the tool generates the SHAP values for all predictions made for the patients in the selected subgroup, it plots them using the beeswarm plot. The plot shows dots (patients) per each row (a feature). The color of each dot indicates the normalized feature value, ranging from minimum (blue) to maximum (red) for the corresponding feature. The horizontal position of each dot represents the SHAP value. The vertical position is jittered to show the distribution of points along the x-axis without occlusion. To avoid the visual clutter from overplotting and to speed up computation, the tool randomly samples a fraction (i.e., 10%) of the subgroup population to generate the beeswarm plot. Figure 1 (D) shows the relationship between SHAP values and feature values of 23 variables.

To summarize the feature distributions of the selected subgroups, we use a variation of parallel coordinates, called Parallel Trends, which shows a central measure (e.g., mean) and a dispersion (e.g., standard deviation) of a group of instances with band crossing axes [14]. The view highlights the selected subgroup while displaying other subgroups in a grey color. Using the visualizations, users can compare the feature distributions across multiple subgroups. Figure 1 (E) shows the parallel trends of the blue subgroup in the context of other subgroups in the background.

3 Case Study: Atrial Fibrillation Risk Models

In this section, we provide a case study on risk models of atrial fibrillation (AF), a common cardiovascular condition that is a leading cause of stroke and heart failure in the elderly. The case study was performed by all authors, where the leading author mainly operated the tool, and all authors, including the five domain experts who are actively involved in clinical research in cardiac disease risk models, analyzed the results using visualizations. In this case study, we used three representative AF risk score models: EHR-AF [11], CHARGE-AF [2], and C_HEST [17], each of which provides scores for individual patients and the 5-year risk of AF using their respective covariates, such as demographics (e.g., age, race, sex) and AF-risk factors (e.g., hypertension, hyperlipidemia, heart failure).

For the dataset, we extracted a patient cohort from the UK Biobank (research application 50658), an observational study that enrolled over 500,000 individuals between 2006 and 2010 [27]. To be consistent with the original design of CHARGE-AF, we excluded individuals under age 45 at enrollment, individuals with prevalent AF, and individuals with missing data for height, weight, systolic blood pressure (SBP), and diastolic blood pressure (DBP) at baseline (Table A.1). The final cohort contains 445,329 patients with 7,407 (1.66%) having incident AF within 5 years after their enrollment.

We hypothesized that the risk model may estimate AF risk disproportionately with respect to an individual patient’s socioeconomic status because there may be association between disease incidence and household income [8, 16, 22]. The variable includes five income ranges as discrete integer levels: 1) less than £18,000; 2) £18,000 to £30,999; 3) £31,000 to £51,999; 4) £52,000 to £100,000; 5) Greater than £100,000. We discarded those who did not report their income by selecting “Do not know” and “Prefer not to answer”.

A user launches RMExplorer to explore the three AF risk models. Using Subgroup Builder, they selected the variable called “Annual Total Household Income Before Tax”. We select EHR-AF as the risk model to begin the analysis. As the user clicks on “Summarize Subgroups”, Subgroup Summary provides four visualizations of the five subgroups as Figure 2 shows. First, the model performance view shows that concordance index is lower for patients in lower income groups (blue and green) and generally higher for those with higher income (Figure 2 (A)). Similarly, the calibration slope for the higher income group is closer to the ideal value (the dotted, vertical line), 1, but the lower income group is more distant from 1. In other words, users can hypothesize that the EHR-AF risk model makes more accurate decisions for higher income groups. In addition, the AF free survival curves in Figure 2 (B) show that the higher income groups have longer AF-free survival than the others.

The fairness plots summarize the fairness metrics for the models across the income subgroups. The fairness plot on Sex (Figure 2 (C)) shows that all subgroups have negative values for both true positive rate differences and statistical parity differences. This indicates that the true positive rates for females are lower than those for males, and the proportion of predicted AF for females is lower than males for all subgroups. Similarly, the fairness plot on Race (Figure 2 (D)) shows that subgroups tend to have negative values for both metrics as well. Interestingly, the lower income groups show greater disparities in the statistical parity difference between white and non-white patients than the higher income groups.

What about the two other risk models? The user switches to the
comparative mode to explore the differences among risk models. Figure 3 (A) illustrates that the five polygons are shown next to each other, starting from low income groups (right) to high income groups (left). It also shows that each triangle has its vertices in relatively consistent positions, as CHARGE-AF on top-left, EHR-AF on top-right, and C2HEST at the bottom. It shows that C2HEST has lower performance than the other risk models consistently across subgroups. As Figure 3 (C) shows, the fairness scores of the risk models are separated in their relative positions within each subgroup with CHARGE-AF on top left, EHR-AF on bottom left, and C2HEST on top right. C2HEST shows very high values for individual fairness violation rates, close to 0.9, compared to other risk scores, close to 0. This indicates that C2HEST is likely to change predictions for individuals if the input values are perturbed with respect to sex. The similar insight can be drawn for the race attribute in Figure 3 (D).

The user clicks through subgroups to explore their behaviors in the SHAP plot and the feature summary. The SHAP plots show that the age of patients is the most influential factor in risk estimation across the income subgroups. By their distributions, they can see that the first four variables, age, sex, weight, and height, have non-zero values of SHAP, which indicates their relative importance to the EHR-AF score. As the plot shows, the estimated risk is higher for older patients. The feature summary plots show that age is indeed the variable that differentiates the income subgroups, as lower income groups have relatively higher mean age. The feature distribution shows that height is lower for lower income groups (1,2) than other income groups. With the consistent mean weight across subgroups, the user speculates that lower income groups might have higher body mass indices (BMIs), which may lead to higher AF risk scores. To explore how fairness measures vary as a function of 5-year predicted AF risk thresholds and income levels, the user decides to experiment with multiple threshold values on Risk Score Distribution and observe their results (Figure 4). By default, the system shows summary results with 0.05 as the 5-year risk score threshold because it is a standard threshold used in previous studies [11]. The user increased the value to 0.08. The updated fairness plots (Figure 4 bottom) show some differences in the three different risk models among the five income-based subgroups after the threshold adjustment has been made. In EHR-AF, the true positive rate differences for females are now higher than or equal to those for males in the income subgroups 1, 2, 3, and 4. This means that the model with the updated threshold makes decisions for female patients more accurately than or at a similar level to male patients in those subgroups. The fairness plot on Race shows the gap that previously existed on statistical parity (x-axis) is now narrower than before as all subgroups are closer to 0. On the other hand, in CHARGE-AF, the updated threshold vertically widened the spread of subgroups with respect to true positive rate differences in sex and race. However, it also narrowed the spread in statistical parity difference. For
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