Outline Feature Extraction of Positron Image Based on a 3D Anisotropic Convolution Operator
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ABSTRACT This study investigates the application of positron annihilation techniques to the interior of dense metal cavities for Three-dimensional (3D) imaging and extraction of contour features inside the cavities. A feature extraction algorithm based on a 3D anisotropic convolutional operator is proposed for profile feature extraction in low-resolution, low-contrast, and low-signal-to-noise positron image. First, aiming at the problem of positron image noise caused by inconsistent detectors and metal scattering effects, an image preprocessing algorithm combining filtering and full pixel correction is proposed. A 3D anisotropic convolution operator is then designed to extract contour features. To solve the contour feature discontinuity in the extracted contour feature, a 3D path search algorithm is proposed to obtain the centroid coordinate set of the contour feature, and then the centroid coordinate set is subjected to 3D curve fitting to obtain a smooth and continuous contour feature. The study is carried out on the raw 16-bit Digital Imaging and Communications in Medicine (DICOM) data of the positron image, and the data are processed from a 3D perspective, taking full advantage of the correlation between slices in the 3D positron image. In the actual testing, positron images with different kinds of foreign objects in the cavity are extracted using a 3D anisotropic convolution operator, and the contour feature extraction resolution reaches 2 mm.

INDEX TERMS Contour feature extraction, 3D filter, 3D anisotropic convolutional operator, positron annihilation.

I. INTRODUCTION

Metal-enclosed cavity structures are widely used in aerospace and other industrial fields. Therefore, the interior cleanliness of such cavity-type structures is extremely important. Take the hydraulic system inside the landing gear of an aircraft as an example. If solid foreign objects enter this system during the pouring of hydraulic oil, then a blockage of the oil passage, a precision coupler card issue, and a small hole in the damper will occur. Next, due to the cylinder working frequently and bearing alternating loads as well as the friction between the sealing element and the inner wall, among other aspects, the inner wall of the actuating cylinder is desquamated to produce metal foreign objects mixed in the hydraulic oil. These problems will not only affect the normal and stable operation of the hydraulic system but also cause serious disasters to the aircraft. At present, the most common method to address such problems is to dismantle the hydraulic system periodically for inspection and cleaning, a process that consumes considerable manpower and material resources. Therefore, designing a method that can monitor the internal state of the hydraulic system without disassembling the hydraulic system is crucial to determine whether there are defects, foreign objects, and wear in the hydraulic system.
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penetrate dense metal materials, and their annihilation process is less affected by high temperature, high pressure, and magnetic field. Therefore, the carrier solvent labeled with radionuclide is poured into the inner part of the structure under testing. Next, when the carrier solvent labeled with radionuclide releases γ photons because of β+ decay, the γ photons can be recorded by the photon detector to obtain the carrier’s activity distribution image of the solvent inside the tested structural part and realize the non-destructive testing and imaging of the internal state of the closed metal cavity. Fig. 1 is a schematic of the testing.

At present, the application of positron annihilation technology to the testing of industrial fields has also achieved some good results. In 2016, Liu et al. [1] applied positron annihilation technology to the defect testing of an ant nest’s inner cavity to solve the problem of non-destructive testing inside the irregular cavity. In 2017, Yao et al. [2] applied positron annihilation technology to the positron imaging testing of the combustion state inside the closed cavity and successfully observed the combustion flow field in the confined space. In 2018, Xiao et al. [3], [4] proposed a scattering correction algorithm to improve the quality of the reconstructed positron image after the scattering problem of the positron image inside the closed metal cavity. Chiti et al. [5] applied positron annihilation technology to the quantitative study of the 3D flow field inside the opaque system. The results show that positron annihilation technology can obtain accurate speeds for radial flow turbines in the entire complex 3D turbulent flow field. Bardsyhev et al. [6] used the positron annihilation probe method to identify the presence of DEL on the internal interface of the material and estimate its energy parameters, thus correctly reflecting the contribution of the electrostatic component to the interaction between the phases and completing the double charge of the metal–polymer contact area for non-destructive testing. Cole et al. [7] applied positron annihilation technology to the problem of liquid distribution and content measurement in the foam flotation process. The results show that the 3D structure of the foam could be effectively measured.

With the increasing resolution of the photon detector and the optimization of the 3D image reconstruction algorithm, the use of low-dose radionuclides to test the metal cavity within a short testing time is now technically feasible. However, in industrial testing, it is difficult to obtain a positron image with high resolution, high contrast, and high signal-to-noise ratio (SNR) owing to the short testing time, the limitation of radionuclide radioactivity, the intrinsic noise of the detector, and the scattering problems within the tested metal cavity. Most of the noise in the positron image is also integrated in the feature information. Determining how to remove the noise and extract the feature information while retaining the original feature information to the maximum extent is also a difficult problem. Hence, numerous difficulties are still hindering the perfect application of positron annihilation technology to industrial non-destructive testing.

The positron image is a 3D image whose data format is 16-bit DICOM data. Compared with the 2D image, it can more accurately reflect the internal state of the device under testing. Therefore, image processing should be considered from a 3D perspective. For the noise problem in the 3D image, Zhang [8] proposed to use the gray image denoising and smoothing process commonly used in Wiener filtering to filter the noise in the strong fluctuations of the 3D point cloud image. They then combined the octree algorithm with the image and streamlined the processing of data points in the images to preserve the characteristic data points in combination with the octree algorithm. In view of the obvious speckle noise in the image because of the influence of coherence characteristics, internal circuitry of equipment components, and surrounding environment interference during ultrasound imaging, Li [9] proposed a GPU-based accelerated direct 3D non-local mean value filtering algorithm. To evaluate the suppression effect of 3D nonlinear non-uniformity filtering on high spatial resolution magnetic resonance angiography image noise, Du et al. [10] proposed a spatial frequency-dependent nonlinear anisotropic filtering algorithm. Zeng and Gao [11] proposed a wavelet adaptive threshold method based on Bayesian estimation to deal with the noise in the magnetic resonance image. The proposed method was able to improve the SNR. Albano [12] proposed a clustering-based roof segmentation method for the efficient and accurate segmentation of building areas and the extraction of roof features in the 3D building modeling of light detection and ranging point clouds. Nomura and Hamada [13] used the histogram of the concavity and convexity evaluation value to separate the feature edge region and showed that the proposed method can extract appropriate feature edges from 3D meshes. Zhang and Lam [14] proposed a method for detecting the edge of a 3D object by using the pupil function in an optical scanning holography system. The above research reveals that scholars have conducted extensive studies on the spatial filtering and feature extraction algorithms of 3D images and achieved good processing effects. However, the available information likewise indicates that research on 3D positron image processing for industrial testing is limited.

This paper proposes to apply the positron annihilation imaging technology to the state detection inside the closed metal cavity. Compared with the periodic manual dismantling
detection of the equipment, it greatly reduces the detection cost and improves the detection efficiency. According to the characteristics of the positron image, an appropriate filter and contour feature extraction operator are designed to process the image. The processing results show that the image processing algorithm proposed in this paper removes the noise in the positron image very well. In terms of extraction accuracy, at present, researchers have extracted the contour features in positron images at 4 mm. With the contour feature extraction algorithm in this paper, the extraction accuracy can reach 2 mm.

The contributions of this paper are as follows:

1) The 3D imaging inside the metal cavity and the extraction of contour features inside the cavity are realized by using positron annihilation technology. This paper provides new research ideas for non-destructive testing of metal cavities such as pipes and hydraulic parts in industrial equipment.

2) In this paper, two different 3D filters and full pixel correction algorithms are designed on the basis of 2D filters to solve the noise and data fluctuation problems in positron images, which are caused by detector inconsistencies and the scattering effect of γ photons, among other factors.

3) In order to extract the contour features in the positron image, this paper fully considers the problem of low contour contrast of the image edge due to the volume effect during the reconstruction of the positron image, and designs a 3D anisotropic convolution operator for contour feature extraction.

This paper is organized as follows. Section II introduces the principles of image processing algorithms. According to the noise characteristics of positron images, the filter is deduced to smooth the noise from a 3D perspective. Moreover, this section discusses the contour-type feature extraction in positron images and designs the 3D anisotropic convolution operator. In Section III, the experiment of designing multiple sets of hydraulic parts verifies the feasibility of the algorithm described in Section II and of applying positron annihilation technology to the non-destructive testing of the dense metal cavity in the industry. Section IV provides the final discussion.

II. PRINCIPLES OF IMAGE PROCESSING ALGORITHMS

A. 3D IMAGE FILTERING ALGORITHM

The noise in the positron image mainly comes from the Poisson noise caused by the decay of the radioactive nuclide and the random noise caused by the inconsistent detection efficiency of the multi-channel detector, the scattering effect of γ photons, and so on. The random noise in the positron image is mainly composed of salt-and-pepper noise. Common spatial domain filters include linear and nonlinear filters. Linear weighted filters represented by Gaussian and mean filters have a good fast smoothing effect on sharp noises in the image, especially the Gaussian filter, which has good filtering effect on Gaussian noise. However, linear filters can cause image blurring, loss of detail, and edge weakness. Nonlinear filters represented by median and bilateral filters generally do not blur the image and can effectively retain the edge information of the image. Median filter has excellent filtering effect on salt-and-pepper noise in the image. When the types of noise of the positron image and the filtering characteristics of the above filters are combined, the median and bilateral filters are more in line with the requirements of positron image noise processing. In addition, after the positron image is converted from the 3D image in the DICOM data format to the 2D slice image and then filtered, the information between the slice in the positron image will be lost, resulting in an insignificant filtering effect and difficulty in smoothing the noise. Therefore, two different 3D filters, such as 3D bilateral and 3D median filters, are designed according to the noise characteristics of the positron image.

The filtering process of the 3D median filter is to sort all the pixels in the filter window according to the numerical value and then take the sorted median as the output to replace the pixel value at the center of the filter window. In weighted linear filters, the pixel value of the center pixel is the weighted average value of all pixels in its spatial neighborhood, and the weight is determined according to the spatial proximity between the neighborhood pixel and the center pixel. Bilateral filter considers the similarity of pixel values between the neighboring pixels and the central pixel on this basis, that is, the weight is determined by the similarity between the spatial proximity and the pixel value. The traditional 2D bilateral filtering is defined as follows:

$$P(x, y) = \frac{\sum_{(m,n)\in Q} I(m,n) \cdot W(x, y, m, n)}{\sum_{(m,n)\in Q} W(x, y, m, n)}$$

(1)

where $(x,y)$ is the coordinate of the central pixel, $P(x,y)$ is the pixel value after bilateral filtering, $\sum_{(m,n)\in Q}$ is the neighborhood of the central pixel, and $Q$ is the filter window. $W$ is the weight of the bilateral filter. This weight is determined by the product of spatial proximity $W_d$ and pixel similarity $W_r$, as shown in the following:

$$W_d(x, y, m, n) = \frac{\sum_{(m,n)\in Q} I(m,n) \cdot W_r(x, y, m, n)}{\sum_{(m,n)\in Q} W_r(x, y, m, n)}$$

(2)

$$W_r(x, y, m, n) = e^{-\frac{(x-m)^2+y-n)^2}{2\sigma_r^2}}$$

where $\sigma_d$ and $\sigma_r$ represent the spatial proximity factor and gray-scale similarity factor, respectively. The spatial proximity factor is generally selected according to the size of the filter window, while the gray-scale similarity factor is generally selected according to the noise standard deviation of the image.

The 3D bilateral filter redefines the spatial proximity $W_d$ on the basis of the 2D bilateral filter. The redefined spatial proximity includes the spatial proximity $W_{dl}$ within the slice layer and the spatial proximity $W_{dc}$ between the slice layers.
The spatial proximity $W_{ds}$ in the slice layer is the same as the 2D spatial proximity. The spatial proximity $W_{dc}$ between the slice layers is defined as follows:

$$
W_{ds}(x, y, z, m, n, o) = e^{-\frac{(x-m)^2+(y-n)^2}{2\sigma_{ds}^2}}
$$

$$
W_{dc}(x, y, z, m, n, o) = e^{-\frac{(z-o)^2}{2\sigma_{dc}^2}}
$$

where $\sigma_{ds}$ is the intra-layer proximity factor, and $\sigma_{dc}$ is the inter-layer proximity factor. The spatial resolution of the positron image studied in this paper is 0.5 mm $\times$ 0.5 mm $\times$ 0.5 mm. Thus, the intra-layer resolution is the same as the inter-layer resolution, that is, $\sigma_{ds} = \sigma_{dc} = \sigma_d$. Multiply $W_{ds}$ and $W_{dc}$ to get the 3D space proximity $W_d$. $W_d$ and $W_r$ are defined as follows:

$$
W_d(x, y, z, m, n, o) = e^{-\frac{(x-m)^2+(y-n)^2+(z-o)^2}{2\sigma_d^2}}
$$

$$
W_r(x, y, z, m, n, o) = e^{-\frac{[(x-m) - f(m, n, o)]^2}{2\sigma_r^2}}
$$

To objectively compare the filtering effects of the two different 3D filters above, the images filtered by these filters are calculated and compared in terms of peak signal to noise ratio (PSNR), program running time (PTR), and structural similarity index measurement (SSIM). PSNR reflects the quality of the filtered image compared with the original image. Generally, the larger the PSNR value, the smaller the distortion after filtering and the better the filtering effect. PTR reflects the time it takes to filter the image; in industrial testing, the PTR value is required to be as small as possible in order to improve work efficiency. The present study mainly extracts the edge information and contour information in the positron image, resulting in the possible smoothing of the edges during the filtering process such that the edge is blunted. Consequently, it introduces the SSIM to evaluate the image distortion before and after filtering. SSIM is an indicator that measures the similarity of two images. It was first proposed by researchers at the University of Texas at Austin. It compares images from three aspects, namely, brightness, contrast, and structural information. The SSIM is defined as follows:

$$
SSIM = l(x, y) \cdot c(x, y) \cdot s(x, y),
$$

where $x$ and $y$ represent the image before and after filtering, respectively; and $l(x, y)$, $c(x, y)$, and $s(x, y)$ represent the brightness similarity, contrast similarity, and structural information before and after filtering, respectively. These similarities are mathematically defined as follows:

$$
l(x, y) = \frac{2\mu_x\mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1}
$$

$$
c(x, y) = \frac{2\sigma_x\sigma_y + C_2}{\sigma_x^2 + \sigma_y^2 + C_2}
$$

$$
s(x, y) = \frac{\sigma_{xy} + C_3}{\sigma_x\sigma_y + C_3},
$$

where $\mu_x$ and $\mu_y$ represent the mean of images $x$ and $y$, respectively; $\sigma_x$ and $\sigma_y$ are the variances of images $x$ and $y$, respectively; $\sigma_{xy}$ is the covariance of images $x$ and $y$; and $C_1$, $C_2$, and $C_3$ are the constants, which generally take $C_1 = 0.01$, $C_2 = 0.02$, and $C_3 = 0.01$.

B. FEATURE EXTRACTION ALGORITHM

The positron image reflects the distribution of nuclides inside the structural part, and the different states inside the cavity affect the distribution of nuclides inside them. Fig. 2 is a schematic of the nuclide distribution in a defect-free cavity under the ideal situation of uniform distribution of nuclides. Fig. 2(a) represents a defect-free cavity, Fig. 2(b) represents the section of the purple area’s cavity in Fig. 2(a), and Fig. 2(c) shows the schematic of the nuclide distribution corresponding to the section of Fig. 2(b).

Fig. 3 shows the schematic of the nuclide distribution corresponding to the presence of foreign objects in the cavity.
under ideal conditions. As shown in Fig. 3(c), dark spots appear in the cavity owing to the absence of nuclides.

Figs. 2 and 3 show that when the cavity interior is in different states, the nuclide distribution in the cavity also shows different states and the DICOM values of the positron image detected present different distribution characteristics, as shown in Fig. 4.

Fig. 4(a) shows the distribution of positron image DICOM numerical values in the nuclide distribution area in Fig. 2(c) under the ideal case where the nuclide distribution is uniform and noise-free. Fig. 4(b) represents the characteristic diagram of the distribution of DICOM values in the positron image of the noiseless foreign body region in Fig. 3(c) under ideal imaging conditions, characterized by the fact that the DICOM values around the foreign body are all \( m \), the DICOM values in the region where the foreign body is located are all \( n \), and the size of the foreign body shown in Fig. 4(b) is \( 3 \times 3 \). The DICOM difference between the foreign object and the surrounding pixels is \( m - n \). Given that no nuclide distribution appears in the region where the foreign object is located, ideally \( n \ll m \), then obvious contour features will appear in the positron image. In actual testing, however, because the reconstruction process of the positron image is based on the assumption that the annihilation point has equal probability on the response line, leading to the DICOM value at the contour of the foreign object in the positron image not being \( n \ll m \). Therefore, the contour in the positron image and the features are characterized by low contrast and blur. Especially when the size of the contour appearing inside the cavity is small, the scattering effect will exacerbate the blur of the contour feature and cause the contour feature to weaken. For the contour feature problem in the above positron image, the contour feature extraction convolution kernel of the positron image shown in Fig. 5(a) is designed.

The characteristics of the convolution kernel shown in Fig. 5(a) are bilateral symmetry with opposite weights, while the size of the convolution inner kernel is \( 3 \times 3 \) and the weights are the same. Use the convolution kernel in Fig. 5(a) to perform convolution operations on the blue box areas in Figs. 4(a) and 4(b). The values after convolution are \( 9pm \) and \( 9pm \), respectively. The maximum difference between the foreign object and the surrounding pixels after the convolutional operation is \( 9p(m-n) \), and the contrast stretching effect of the convolved image can be changed by adjusting the weight of \( p \). The above contour feature extraction is under the ideal condition where DICOM values around the contour are the same and noiseless. However, in actual processing, there are always noises around the contour, as shown in Fig. 4(c), which will affect the contour extraction. In response to the aforementioned problems, we transform the convolution kernel shown in Fig. 5(a) into Fig. 5(b). The weights around the convolution kernel alternate between positive and negative weights to eliminate or weaken the effect of noise around the contour on contour extraction.

Use the convolution kernels shown in Figs. 5(a) and 5(b) to perform convolution operations on the blue box areas in Figs. 4(a) and 4(c) respectively, and calculate the maximum difference between the contour and surrounding pixels. The values are \( \Delta 1 \) and \( \Delta 2 \) as follows:

\[
\begin{align*}
\Delta 1 &= 9pm - \left\{ 9p + o \cdot [2(r-m) + (s-m)] + (t-m) + (q-m) \right\} \\
\Delta 2 &= 9pm - \left\{ 9p + o \cdot [(s-m) + (q-m)] - (t-m) \right\}
\end{align*}
\]

from which we calculate the difference \( \Delta 12 \) between \( \Delta 1 \) and \( \Delta 2 \) as follows:

\[
\Delta 12 = -o \cdot [2(r-m) + (t-m)],
\]

where \( r, s, t, \) and \( q \) are high-frequency noises in the positron image, and their DICOM values are all greater than \( m \). Therefore, in Eq. (8), \( \Delta 12 < 0, \Delta 2 > \Delta 1 \). It can be seen that the use of the convolution kernel shown in Fig. 5(b) for the contrast stretching effect of positron images is better than that shown in Fig. 5(a) and has a certain effect of eliminating or weakening high-frequency noise in the image.

![Fig. 4. Schematic of DICOM value distribution characteristics in the positron image.](image-url)

- (a) Noise-free non-foreign object area
- (b) Noise-free foreign object area
- (c) Noisy foreign object area

![Fig. 5. Contour feature extraction convolution kernel.](image-url)

- (a) Equal weight symmetry
- (b) Equal weight alternating
The contour feature extraction convolution kernel discussed above is when the DICOM values at the contour are the same and are not affected by the DICOM values of the surrounding non-contour regions. However, in the actual positron image reconstruction process, the DICOM value of a pixel point is determined by the weighted average of the pixel point and its neighboring pixel points. The DICOM value of the pixel is affected by the nuclide activity of the pixel and the DICOM value of the pixel in the neighborhood. Therefore, the DICOM value at the edge of the contour will be higher than the DICOM value at the center of the contour in the positron image. The change in DICOM value from the center of the contour to the edge of the contour is not a step change, as shown in Fig. 6(a), but a gradient change, as shown in Fig. 6(b). To solve this problem, the convolution kernel shown in Fig. 7(a) is designed on the basis of the convolution kernel shown in Fig. 5(b).

In the convolution kernel shown in Fig. 7(a), the weights of the convolution inner kernels are distributed according to the distance from the center point of the convolution kernel. That is, $h > g > f$ to weaken the influence of the DICOM value of pixels around the foreign body on the DICOM value of the foreign body area. A suitable convolution inner kernel can be selected approximately according to the Gaussian distribution characteristics shown in Fig. 7(b).

At present, to extract the contour features of a 3D image, a common method is to perform edge detection on the sliced image first and then perform 3D reconstruction on the image after edge detection to obtain the 3D contour feature. This method of contour feature extraction ignores the information between adjacent slices in the positron image, resulting in discontinuities and pseudo contours in the contour features after extraction. In response to the above problems, we will extract the contour features of the positron image from a 3D perspective. The contour features have extension characteristics in different directions in 3D space, in addition to the edge characteristics in the X, Y, and Z directions, as shown in Fig. 8. Consequently, the contour also has edge characteristics in different 45° directions and 135° directions, as shown in Figs. 9 and 10.

To solve the problem of weak contour edge contrast and high-frequency noise when extracting contour features in a 3D positron image, we construct a 3D anisotropic convolution operator $K$ that can improve image contrast on the basis of the convolution kernel shown in Fig. 7(a). The convolution operator is composed of 3D directed convolution kernels capable of extracting contour features in different extension directions in space. As shown in Fig. 11(a), the 3D directed convolution kernel $K_Z$ has a size of $5 \times 5 \times 3$, which mainly has an extraction effect on contour features extending along the Z direction. The design of the center of the convolution kernel is based on the convolution inner kernel shown in Fig. 7(a). The size is $3 \times 3 \times 3$ and the weights are different, which is used to linearly stretch the image to improve the contour contrast. The remaining parts of the convolution kernel are alternating weights, which are used to extract the contour features by performing differential operations on the image and weaken the influence of noise around the contour.
Given that the contour has extension characteristics in all directions in space, the unidirectional contour feature extraction will lose the contour information in other directions. Therefore, on the basis of the directed convolution kernel $K_Z$, the directed convolution kernels $K_X$, $K_Y$, $K_{XY45°}$, $K_{XY135°}$, $K_{X45°}$, $K_{X135°}$, $K_{XZ45°}$, $K_{XZ135°}$, $K_{YZ45°}$, and $K_{YZ135°}$ are designed to extract the contour features of foreign objects along the X and Y directions and the different 45° and 135° directions in 3D space. $K_X$ and $K_Y$ can be obtained by transposing $K_Z$. The convolution kernels shown in Figs. 11(a) and 11(b) are for YZ45° and YZ135° in the spaces shown in Figs. 9(d) and 10(d), respectively. For other 45° and 135° contour extractions in the space, the directed convolution kernel can be transposed or rotated on the basis of the convolution kernel shown in Figs. 11(a) and 11(b), respectively.

Figs. 12 and 13 respectively show the specific schematics of the 3D directed convolution kernel shown in Figs. 11(a) and 11(b).

The above 3D anisotropic convolution operator $K$ is used for contour feature extraction of positron images. If the contour features are along d ($d = X, Y, Z, XY45°, XY45°, XZ45°, YZ45°, XY135°, YX135°, XZ135°, YZ135°$) direction has extension characteristics, and when the directional convolution kernel is located in the center of the contour, the above unequal weight directional convolution kernel will have the greatest magnification effect on the DICOM value of the contour. In addition, the multiple is $(12f + 12g + 3h)$, which can improve the contrast at the contour of foreign objects in the image. However, in actual processing, it is not easy to choose a threshold to prevent the DICOM data from being too large after convolution because the convolution kernel is multiplied by the adjustment factor $\sigma$, as shown in Eq. (16), by adjusting the value of the adjustment factor $\sigma$ to achieve the edge gradient magnification. The 3D anisotropic convolution operator $K$ to perform a convolution operation on the positron image and obtain the image feature extraction in any direction is applied as follows:

$$\begin{align*}
K'_d &= \sigma \cdot K_d(0 < \sigma < 1, d = X, Y, Z, 45^\circ, 135^\circ) \\
P_d &= P \otimes K'_d,
\end{align*}
$$

where $\otimes$ represents the convolution operation. The convolution obtains the features in different directions and then synthesizes to the result $P'$, $45^\circ$ represents the set of different 45° directions in space, and $135^\circ$ represents the set of different 135° directions in space:

$$P' = \sqrt{P_X^2 + P_Y^2 + P_Z^2 + P_{45°}^2 + P_{135°}^2}$$

To obtain a clear feature image with detailed information, the feature-extracted image $P'$ in Eq. (18) is binarized. After the positron image is processed, the corresponding feature of the area where the feature is located is where the DICOM data are relatively small. However, due to the edge effect of the positron image, the area where the feature is located is not the smallest area. To highlight the features, double threshold processing of the processed data is conducted:

$$G_{ij} = \begin{cases} 
1, & T_{L} < P'_{ij} < T_{H} \\
0, & \text{otherwise},
\end{cases}$$

where $P'_{ij}$ is an element in the matrix $P'$, and $G_{ij}$ represents an element of the matrix after binarization. $T_{H}$ is the upper threshold and $T_{L}$ is the lower threshold.

$$T_{L} = T_{H}(1 - \varepsilon),$$

where the value of $\varepsilon$ is generally between 1% and 10%. By choosing an appropriate $\varepsilon$, we can effectively eliminate the noise of the positron image and obtain a “clean” feature image after binarization.

III. EXPERIMENT AND IMAGE PROCESSING
A. EXPERIMENTAL DESIGN
The research object of this paper is the hydraulic part made of metal materials, which are shown by the positron image to have curved foreign objects inside. The type of PET detector used is Trans-PET Explorist 180, and the specific parameters of the detector are shown in Table 1.

Fig. 14 shows a diagram of the device under testing, a field test diagram, and a test result diagram. The hydraulic part used in the experiment have a wall thickness of 5 mm and
TABLE 1. Characteristics of Trans-PET Explorist 180.

| Parameters                          | Value          |
|-------------------------------------|----------------|
| Number of rings                     | 52             |
| Number of crystals per ring         | 312            |
| Radius of the detection ring        | 180 mm         |
| Transverse FOV                      | 130 mm         |
| Axial FOV                           | 100 mm         |
| Crystal size                        | $1.9 \times 1.9 \times 10 \text{ mm}^3$ |
| Crystal pitch                       | $2.0 \times 2.0 \text{ mm}^2$ |
| Time resolution                     | 1.5 ns         |
| FOV central spatial resolution      | 0.99 mm        |
| Average energy resolution           | 15%            |
| Energy window                       | 350–625 kV     |

an outer diameter of 73 mm. The material is stainless steel, and the shape is shown in Fig. 14(a). The test hydraulic oil model is HOUGHTO-SAFE 620C. The testing process is as follows: 1) The test is carried out without foreign objects, the $^{18}F$-labeled radionuclide and the hydraulic oil are fully mixed, and the mixed solution is evenly mixed with a mixer. 2) Approximately 310 mL of the mixed solution is injected into the hydraulic part through the hydraulic hole and into the mixed liquid, and the activity detected during injection is 2.4 mCi. 3) The hydraulic part is fixed in place at the center of the Trans-PET ring detector, and the testing time is 10 min. The obtained data are used as the initial data for the calibration of the detector. 4) The position of the hydraulic part in the detector is kept unchanged a piece of curved metal wire with a diameter of 2 mm is placed in the hydraulic part, and the test result is shown in Fig. 14(c). A total of 10 frames of positron images are obtained according to one frame of image per minute.

FIGURE 14. Test process and results of the hydraulic part.

B. IMAGE ANALYSIS AND PREPROCESSING
First, a test is carried out without the presence of any foreign objects inside the cavity of the hydraulic part. The effect of the detected data is then observed by frame every 10 min. To observe the detection results, the 150th slice image of the correction group experiment is shown in Fig. 21(a). The reason for taking this slice is that a part of the 2 mm metal wire placed in the subsequent detection experiment is in this area.

As shown in Fig. 15(a), even in the ideal case where no foreign matter is placed, the gray value of the positron image fluctuates from the center to the edge. To reflect the gradient change of the activity value more intuitively, the activity change characteristics of the DICOM data in the sampling area are analyzed according to the sampling method shown in Fig. 16(a). In the case of frame/10 min, the 150th slice of the correction data is selected, and the characteristic curve of the DICOM data from the center to the edge is obtained according to this slice, as shown in Fig. 16(b).

As shown in Fig. 16(b), DICOM data fluctuate even in the area near the detection center because of certain problems, such as photon detector ontology noise, uneven detection efficiency of the multi-channel detector, and photon scattering inside the metal.

Therefore, for the noise in the reconstructed positron image, two different 3D filters, such as bilateral and median filters, are used to process the frame/10 min of the DICOM data. The sizes of the filter are $3 \times 3 \times 3$, $5 \times 5 \times 5$, and $7 \times 7 \times 7$, and the processed result takes the 150th slice of the detection data, as shown in Figs. 17 and 18. Three evaluation indexes, such as PSNR, SSIM, and PTR, are calculated for the 150th slice after different filters and different sizes are filtered, as shown in Tables 2 and 3, respectively.
A comparison of the two images after filtering in Figs. 17 and 18 reveals the difficulty of distinguishing the filtering effect of different sizes and types of filters in the sensory sense. However, through the PSNR, SSIM, and PTR in Tables 2 and 3, the filtering effect and efficiency of the median filter are shown to be better than those of the bilateral filter. The time cost of the slight improvement in filtering effect caused by increasing the filter size is also very high. According to the method shown in Fig. 16(a), the characteristic curve of the DICOM data from the center to the edge of the detection group data and after the 3D filtering of $3 \times 3 \times 3$ are obtained as shown in Fig. 19. As can be seen from Fig. 19(b), the fluctuation characteristics of DICOM data improved compared those shown in Fig. 19(a). However, due to the inconsistency in detection efficiency of the detector and the asymmetry of the structure and material of the tested object, there are still large fluctuations in the test results that are difficult to eliminate through 3D filtering and smoothing.

In view of the above data fluctuation problem, we propose a full pixel correction algorithm. The principle of the algorithm is that, in the positron image, the nuclide filling part should have the same data under the premise of uniform nuclide distribution and consistent detection efficiency of the detector. The non-nuclide filled part is ignored. For the calibration group experiment, the nuclide distribution in the nuclide-filled area is assumed to be uniform. The reasons for the data fluctuation phenomenon are the asymmetry of the detector structure and the inconsistency of the detector efficiency, which is an inherent feature of the positron detection process. Therefore, the ratio of the data of each pixel in the positron image to the maximum value of the pixel can be used as the correction coefficient, as shown in Eq. (21):

$$w_{ij} = \frac{P_{\text{max}}}{P_{ij}}$$

where $w_{ij}$ represents the correction coefficient for pixel points $(i, j)$ in the experimental group, $P_{\text{max}}$ represents the maximum value in one frame of data of the detector, $P_{ij}$ represents the data of pixel points $(i, j)$, and $w$ represents the nuclide-filled area. In actual processing, to avoid errors caused by chance, $P_{\text{max}}$ takes the largest $N$ data in the frame data and then averages. After the correction coefficient $w_{ij}$ is obtained, point-to-point correction is performed on the detection data containing foreign objects, as shown in Eq. (22):

$$H'_{ij} = H_{ij} \cdot w_{ij},$$

where $H'_{ij}$ represents the corrected value of the pixel point $(i, j)$ in the foreign object experiment group, and $H_{ij}$ is the value before correction. Combined with Eq. (22), point-to-point correction is performed on the detection group data after 3D median filter processing, and the 150th slice is taken as shown in Fig. 20.

A comparison of Fig. 20 with Fig. 17(a) illustrates that, in the slice 150 image, the cross-sectional profile of the metal foreign body is vaguely seen (marked in the box in Fig. [20]).

C. FOREIGN BODY CONTOUR FEATURE EXTRACTION

After the 3D filtering and full pixel correction of the positron image, part of the image noise is removed and the contour features of foreign objects in the image are slightly enhanced. However, the image still has the problems of unobvious...
contour features and excessive noise around the contour. As the detection object is a linear foreign object contour, to better extract the contour features of the foreign object in the positron image, this research proposes a 3D anisotropic convolution operator that uses this operator to perform convolution operations on the image. The contrast between the foreign objects and the surroundings is pulled apart to highlight the contour characteristics of the foreign objects.

In the experiment, according to the pixel size of the positron image and the size of the metal foreign body, a 3D anisotropic convolution operator with unequal weights is designed on the basis of Fig. 11 to extract the contour features of the corrected positron image, \( o = 1, f = 2, g = 3, \) and \( h = 5, \) in the convolutional kernel. Fig. 21 shows the 3D directed convolution kernels \( K_Z, K_{YZ45^{\circ}}, \) and \( K_{YZ135^{\circ}} \) in the unequal-weight 3D anisotropic convolution operator that can extract foreign object contours along the \( Z, YZ45^{\circ}, \) and \( YZ135^{\circ} \) directions. The directional convolution kernel for extracting foreign object contours extending in the \( X \) and \( Y \) directions and other \( 45^{\circ} \) and \( 135^{\circ} \) directions in space can be obtained by transposing or rotating the above three directional convolution kernels. For the 3D directed convolution kernel shown in Fig. 21, when the contour of the foreign body coincides with it, the DICOM value of the foreign body contour has a maximum magnification effect of 75 times.

To facilitate the observation and comparison of operation results, the values of the adjustment factors are set to 0.02 and 0.03, respectively. Data mapping processing is performed on the convolved DICOM data according to the adjustment factor. When the adjustment factor is 0.02, the data in the range of 26000–34000 is mapped to the grayscale variation range of 0–255. The grayscale image of the 150th slice after the data mapping process is shown in Fig. 22(b).

Comparing (a) and (b) in Fig. 22 reveals that the effect of different adjustment factors on the extraction of the foreign body profile is not obvious. The difference is that the selection of different adjustment factors can change the magnification of the DICOM data gradient between the foreign body and its surroundings. The selection of the appropriate impact factor makes it possible to select the mapped DICOM data range more intuitively and clearly in the above mapping process. Observe the DICOM data in Fig. 22(a) and analyze the change of DICOM data near the edge of the foreign object. The contour and dark spots of this area are obvious. Hence, the values of the bright and dark spots in the area are used as the basis for obtaining the contour. With Fig. 22(a) taken as an example in this study, the selected threshold is \( [27500, 30000] \), and the data are binarized according to the threshold and drawn into a scatter plot as shown in Fig. 23.

The scatter in Fig. 23 reveals the contour characteristics of foreign objects, but there is still a small amount of noise around. Given that the foreign objects in the experiment are linear objects with a certain length and diameter, this study extracts a 3D scatter filter to eliminate noise. The algorithm principle is as follows: design a 3D scatter filter, the size...
of which is $M \times N \times P$ and depends on the actual detection situation. The 3D scatter filter traverses the 3D scatter diagram shown in Fig. 23 and calculates the number $T$ of pixels with non-zero pixel values in the filter window at this time. In addition, the coefficient $q$ is calculated as Eq. (15):

$$q = \frac{T}{M \cdot N \cdot P},$$  

(15)

where the coefficient $q$ is obtained through the above calculation, and a threshold value $q_{th}$ is set to distinguish between foreign objects and noise. If $q > q_{th}$, then it is a foreign object; otherwise, it is noise. Through the above processing method, the result shown in Fig. 24 is obtained, and the coefficient adjusted according to the size of the foreign body is $M = N = P = 3$, $q_{th} = 0.7$.

It can be seen from Figure 24 that the contour feature of the foreign body is very obvious, but there is the problem of discontinuous contour feature. To solve the above problem, this paper uses a 3D path search algorithm to obtain the centroid coordinate set of the contour feature, and then performs a 3D curve fitting on the centroid coordinate set to obtain a smooth and continuous contour feature. Figure 25(a) shows the result of curve fitting. To more accurately reflect the position information of foreign objects in the hydraulic part, the positron DICOM data corresponding to the contour of the curve are also feature-enhanced. The processed positron image and 3D SolidWorks image of the hydraulic part are matched and synthesized as shown in Fig. 25(b). This figure clearly shows the shape and position of linear foreign objects in the hydraulic part. Compared with Fig. 14(c), Fig. 25(b) can show the outline characteristics of the foreign body more clearly and completely. Furthermore, the curved part of the front end of the foreign body that is difficult to observe in other software can be clearly displayed after processing. According to the coordinate deviation of the foreign body pixels before and after extraction combined with the calculation of the image pixel size, the extracted position deviation is 1 mm.

To verify the versatility of the method proposed in this study, the linear foreign objects inside the cavity of the hydraulic part shown in Fig. 14(a) were detected. The diameter of the linear foreign object is 2 mm, and the hydraulic oil mixture with an activity of 2.13 mCi is injected for a detection time of 10 min. The detected positron image is shown in Fig. 26(a), and Fig. 26(b) is the outline extracted after processing. To verify the effect of the method proposed in this study on the extraction of complex edge contours, the spiral foreign object inside the cavity of the hydraulic part was tested. The diameter of the foreign object is 2 mm, and the hydraulic oil mixture with an activity of 1.93 mCi is injected. The detected positron image is shown in Fig. 27(a). Fig. 27(b) is the outline extracted after processing.

To verify that the proposed algorithm has the extraction effect on the contour features of different metal cavity, the hydraulic part shown in Figure. 28(a) is also designed to verify the algorithm, and the test site is shown in Fig. 28(b). The hydraulic part used in the experiment have a wall thickness of which is $M \times N \times P$ and depends on the actual detection situation. The 3D scatter filter traverses the 3D scatter diagram shown in Fig. 23 and calculates the number $T$ of pixels with non-zero pixel values in the filter window at this time. In addition, the coefficient $q$ is calculated as Eq. (15):

$$q = \frac{T}{M \cdot N \cdot P},$$  

(15)

where the coefficient $q$ is obtained through the above calculation, and a threshold value $q_{th}$ is set to distinguish between foreign objects and noise. If $q > q_{th}$, then it is a foreign object; otherwise, it is noise. Through the above processing method, the result shown in Fig. 24 is obtained, and the coefficient adjusted according to the size of the foreign body is $M = N = P = 3$, $q_{th} = 0.7$.

It can be seen from Figure 24 that the contour feature of the foreign body is very obvious, but there is the problem of discontinuous contour feature. To solve the above problem, this paper uses a 3D path search algorithm to obtain the centroid coordinate set of the contour feature, and then performs a 3D curve fitting on the centroid coordinate set to obtain a smooth and continuous contour feature. Figure 25(a) shows the result of curve fitting. To more accurately reflect the position information of foreign objects in the hydraulic part, the positron DICOM data corresponding to the contour of the curve are also feature-enhanced. The processed positron image and 3D SolidWorks image of the hydraulic part are matched and synthesized as shown in Fig. 25(b). This figure clearly shows the shape and position of linear foreign objects in the hydraulic part. Compared with Fig. 14(c), Fig. 25(b) can show the outline characteristics of the foreign body more clearly and completely. Furthermore, the curved part of the front end of the foreign body that is difficult to observe in other software can be clearly displayed after processing. According to the coordinate deviation of the foreign body pixels before and after extraction combined with the calculation of the image pixel size, the extracted position deviation is 1 mm.

To verify the versatility of the method proposed in this study, the linear foreign objects inside the cavity of the hydraulic part shown in Fig. 14(a) were detected. The diameter of the linear foreign object is 2 mm, and the hydraulic oil mixture with an activity of 2.13 mCi is injected for a detection time of 10 min. The detected positron image is shown in Fig. 26(a), and Fig. 26(b) is the outline extracted after processing. To verify the effect of the method proposed in this study on the extraction of complex edge contours, the spiral foreign object inside the cavity of the hydraulic part was tested. The diameter of the foreign object is 2 mm, and the hydraulic oil mixture with an activity of 1.93 mCi is injected. The detected positron image is shown in Fig. 27(a). Fig. 27(b) is the outline extracted after processing.

To verify that the proposed algorithm has the extraction effect on the contour features of different metal cavity, the hydraulic part shown in Figure. 28(a) is also designed to verify the algorithm, and the test site is shown in Fig. 28(b). The hydraulic part used in the experiment have a wall thickness of which is $M \times N \times P$ and depends on the actual detection situation. The 3D scatter filter traverses the 3D scatter diagram shown in Fig. 23 and calculates the number $T$ of pixels with non-zero pixel values in the filter window at this time. In addition, the coefficient $q$ is calculated as Eq. (15):

$$q = \frac{T}{M \cdot N \cdot P},$$  

(15)

where the coefficient $q$ is obtained through the above calculation, and a threshold value $q_{th}$ is set to distinguish between foreign objects and noise. If $q > q_{th}$, then it is a foreign object; otherwise, it is noise. Through the above processing method, the result shown in Fig. 24 is obtained, and the coefficient adjusted according to the size of the foreign body is $M = N = P = 3$, $q_{th} = 0.7$. 

It can be seen from Figure 24 that the contour feature of the foreign body is very obvious, but there is the problem of discontinuous contour feature. To solve the above problem, this paper uses a 3D path search algorithm to obtain the centroid coordinate set of the contour feature, and then performs a 3D curve fitting on the centroid coordinate set to obtain a smooth and continuous contour feature. Figure 25(a) shows the result of curve fitting. To more accurately reflect the position information of foreign objects in the hydraulic part, the positron DICOM data corresponding to the contour of the curve are also feature-enhanced. The processed positron image and 3D SolidWorks image of the hydraulic part are matched and synthesized as shown in Fig. 25(b). This figure clearly shows the shape and position of linear foreign objects in the hydraulic part. Compared with Fig. 14(c), Fig. 25(b) can show the outline characteristics of the foreign body more clearly and completely. Furthermore, the curved part of the front end of the foreign body that is difficult to observe in other software can be clearly displayed after processing. According to the coordinate deviation of the foreign body pixels before and after extraction combined with the calculation of the image pixel size, the extracted position deviation is 1 mm.

To verify the versatility of the method proposed in this study, the linear foreign objects inside the cavity of the hydraulic part shown in Fig. 14(a) were detected. The diameter of the linear foreign object is 2 mm, and the hydraulic oil mixture with an activity of 2.13 mCi is injected for a detection time of 10 min. The detected positron image is shown in Fig. 26(a), and Fig. 26(b) is the outline extracted after processing. To verify the effect of the method proposed in this study on the extraction of complex edge contours, the spiral foreign object inside the cavity of the hydraulic part was tested. The diameter of the foreign object is 2 mm, and the hydraulic oil mixture with an activity of 1.93 mCi is injected. The detected positron image is shown in Fig. 27(a). Fig. 27(b) is the outline extracted after processing.

To verify that the proposed algorithm has the extraction effect on the contour features of different metal cavity, the hydraulic part shown in Figure. 28(a) is also designed to verify the algorithm, and the test site is shown in Fig. 28(b). The hydraulic part used in the experiment have a wall thickness of which is $M \times N \times P$ and depends on the actual detection situation. The 3D scatter filter traverses the 3D scatter diagram shown in Fig. 23 and calculates the number $T$ of pixels with non-zero pixel values in the filter window at this time. In addition, the coefficient $q$ is calculated as Eq. (15):

$$q = \frac{T}{M \cdot N \cdot P},$$  

(15)
of 5 mm, the outer diameter is 53 mm, the material is alloy steel, and the diameter of the linear foreign object is 2 mm. The test hydraulic oil model is HOUGHTO-SAFE 620C, and the type of PET detector used is Trans-PET Explorist 180. During the experiment, about 200 ml of nuclide mixture is injected, the activity detected during injection is 2.1 mCi, the detection time is 10 min. The detected positron image is shown in Fig. 29(a), Fig. 29(b) is the outline extracted after processing.

IV. CONCLUSION

This research aims to apply the positron injection method for state detection inside the closed metal cavity and design the 3D anisotropic convolution operator for the contour feature extraction problem inside the cavity. In actual testing, the imaging inside the metal cavity and the extraction of the contour features of the foreign objects inside the cavity are realized. Research results show that the algorithm proposed in this study can extract and display the contour features inside the cavity. In actual testing, the detection time is 10 min. The detected positron image is shown in Fig. 29(a), Fig. 29(b) is the outline extracted after processing.
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