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ABSTRACT Intelligent Transportation Systems (ITS) will become an essential part of every city in the near future. They should support various vehicle-to-everything (V2X) applications that improve road safety or even enable autonomous driving. Recently, the European Telecommunications Standards Institute (ETSI) introduced a multi-access (mobile) edge computing concept as a promising solution to satisfy the V2X delay and computational requirements. Based on this concept, the tasks generated by V2X applications can be offloaded to servers at the edge of the radio access network (RAN). There is a need for a task offloading algorithm that minimizes the ITS operator expenses connected with the servers deployment and maintenance while satisfying the requirements of the V2X applications. Most of the existing papers in the literature do not pay much attention to queuing delays at servers. In this paper, the queuing delays are analyzed by considering a general-type task computational time distribution. A non-linear optimization problem is formulated to minimize the ITS operator expenses subject to delays and computational resources constraints. The flexibility is also improved by considering that a delay constraint is satisfied with a given probability. To solve this problem, a method for linearization of the problem is proposed, and consequently, an algorithm based on Integer Linear Programming (ILP) is designed. A heuristic algorithm called Cost-effective Heuristic Algorithm for Task offloading (CHAT) is also introduced that provides close to optimal results and has much lower computational complexity than the ILP algorithm. The efficiency of the CHAT algorithm is studied in several scenarios in terms of the computational time, delays, and the total server energy consumption as the cost function. The results show that the CHAT algorithm satisfies the requirements of the V2X applications in all the considered scenarios and reduces the ITS operator expenses over twice compared with other algorithms proposed in the literature.

INDEX TERMS V2X, vehicular networks, integer linear programming, intelligent transportation systems, mobile edge computing, multi-access edge computing, task offloading.

I. INTRODUCTION

Intelligent transportation systems (ITS) attract much attention in both academia and industry in recent years. The deployment of these systems provides many benefits: the improvement of the driver quality of experience (QoE), the decrease of the accident numbers, the reduction of CO\textsubscript{2} emissions, etc. [1]. The key elements of any ITS are vehicle-to-everything (V2X) applications that use V2X communications to allow vehicles to exchange information with other cars and the surrounding infrastructure for maneuvers coordination. A significant part of these applications requires billions of computational operations to be executed within a very short time. Hence, these applications should use servers that are close to the road. To shorten the communication delays and improve the coverage of the V2X applications, an operator can deploy special infrastructure gateways called road-side units (RSUs) along the road [2]. Then, all capital (CAPEX) and operational (OPEX) expenses related to such deployment place a considerable burden on an operator. Therefore, we need an algorithm that minimizes the operator’s expenses while satisfying the requirements of applications.

According to the 3rd Generation Partnership Project (3GPP) technical report [3], various V2X applications should be supported by the next generation of mobile systems (5G).
TABLE 1. V2X applications and requirements.

| Application                  | Message size, bytes | Frequency, Hz | E2E latency, ms |
|-----------------------------|--------------------|---------------|-----------------|
| Vehicle platooning          | 50 – 1200          | 30 – 50       | 20              |
| Intersection safety         | 400 – 500          | 50            | 10              |
| Environment perception      | 1600               | 5 – 10        | 3               |

These applications have different quality of service (QoS) requirements and traffic parameters. In Table 1, we list three applications considered in this paper with a corresponding message size, a message transmission frequency, and a required vehicle-to-infrastructure (V2I) end-to-end latency, i.e., the time interval between the transmission of a message at the source and the reception of the message at the destination [3]:

- **Vehicle platooning** is an application that allows vehicles to move in a closely linked manner. The vehicles can dynamically form a platoon and select one vehicle to be a platoon leader. The platoon leader reports information about the platoon parameters, e.g., its speed, route, lane, and road conditions to an RSU. Using the information obtained from surrounding vehicles and its own sensors, the RSU can advise the platoon members to modify their motion parameters accordingly.

- **Intersection safety information provisioning** is an application that is aimed at preventing accidents at intersections. For that, the vehicles and RSUs exchange information about surrounding vehicles and pedestrians and decide how to cross the intersection, i.e., determine priority, speed, lane selection, etc.

- **Collective perception of environment** is an application that allows sensing the road conditions, e.g., detecting objects on the road, such as obstacles or vehicles that do not support V2X communications. Based on this information, RSUs advise vehicles to change their speed, make a maneuver, e.g., passing, overtaking, lane change, etc.

Besides very strict delay constraints, the novel V2X applications require computational resources to find optimal trajectories of autonomous vehicles. To satisfy both delay and computational requirements simultaneously, the multi-access (mobile) edge computing (MEC) concept was introduced by the European Telecommunications Standards Institute (ETSI) [4]. According to this concept, the computational resources are moved close to the edge of the radio access network (RAN), i.e., closer to the vehicles. Many papers [5]–[12] have proposed architectures for MEC-assisted ITS recently. In Fig. 1, we illustrate a typical MEC-assisted ITS architecture. Generally, it consists of V2X-capable vehicles, RSUs, and cellular base stations (BSs). Whereas RSUs are deployed to provide assistance and connectivity to vehicles on the roads, BSs, as a part of metropolitan cellular system infrastructures, serve much larger areas with many other users in addition to vehicles. Computational resources are provided by servers that have all the necessary capabilities for V2X applications, i.e., CPU, memory, storage, etc. These servers can be deployed: (i) at RSUs; (ii) at BSs; (iii) in an operator core network; (iv) on the Internet, e.g., rented from cloud services. Vehicles and RSUs are equipped with various sensing devices, such as RADARs, LIDARs, cameras, GPS, etc., and use them to collect information about the current situation on the road. To make a recommendation for vehicles (speed/acceleration tuning, passing, overtaking, lane change, etc.), V2X applications at RSUs generate tasks using the collected information as task input parameters. Following the MEC paradigm, the servers are deployed at RSUs, allowing access to computational resources with low latency. However, the remote servers at BSs, in a core network, or on the Internet can have a much higher performance. So, for each task, an RSU has a choice: make all calculations using its own computational resources or offload a task to a remote server, which is more efficient and/or less loaded.

In this paper, we consider the problem of task offloading that minimizes the operator’s expenses, i.e., CAPEX/OPEX, subject to delay constraints of various V2X applications given the network topology and the location of computational resources. The main contributions of the paper are as follows:

- We provide a new mathematical formulation of the task offloading problem as a non-linear integer optimization problem. In contrast to the existing works, we consider that the task computational time at a server has a general-type distribution.

- We show how to linearize the problem and propose a new algorithm based on integer linear programming to solve it.

- We design a greedy heuristic algorithm called CHAT that selects servers with the minimal cost per task. This algorithm significantly reduces the computational complexity while providing close to optimal results.
We carry out an extensive performance evaluation of the proposed algorithms and compare their performance with the existing ones. We show that the proposed algorithms reduce the operator’s expenses up to several times while satisfying heterogeneous requirements of V2X applications in all the considered scenarios.

The rest of the paper is organized as follows. In Section II, we review the existing studies related to the V2X task offloading problem. In Section III, we provide a mathematical statement of this problem. In Section IV, we propose the algorithms aimed at solving the formulated problem. In Section V, we evaluate the performance of the proposed algorithms and compare them with the existing ones. Finally, Section VI concludes the paper.

II. RELATED WORK

The problem of V2X task offloading attracted much attention in the last few years. As shown in Table 2, most of the studies formulate the problem as an optimization problem of minimizing a particular cost function subject to various constraints, such as delay requirements for various applications or finite computational resources at servers. The cost functions considered in various studies can be divided into two groups: delay-based and CAPEX/OPEX-based functions.

First, let us consider the delay-based functions. In [13], the authors formulate a binary integer linear programming (ILP) problem aimed at minimizing the average task processing delay for all tasks. Three types of V2X applications generate the tasks: cooperative awareness, decentralized environmental notification, and media downloading/streaming. The authors propose a greedy algorithm that achieves close to the optimal performance with a much lower computational complexity. Another heuristic algorithm is proposed for a similar problem in [14]. We consider both algorithms as the baseline for performance evaluation in Section V. Besides the average delay, the delay-based cost function may contain additional terms corresponding to vehicle quality of experience indicators. In particular, many papers consider energy consumed for a task calculation (locally at vehicles) or a task data transmission to MEC servers. In particular, the papers [15]–[17] consider the weighted sum of the average delay and the consumed energy as an objective function. The problem is solved by means of convex optimization [15], iterative heuristic algorithm [16], or game theory [17]. In [18], the authors propose to use energy harvesting at vehicles with computational capabilities on board. Since both the task computation and offloading consume energy, tasks can be dropped when the remaining energy is not enough. The task drop rate adds a penalty to the cost function. To solve the problem, the authors propose a Lyapunov-optimization-based algorithm and prove its asymptotic optimality.

Although the average task processing delay is a significant performance indicator, it does not include the operator’s expenses connected with server deployment and maintenance. Hence, many papers [19]–[23] consider CAPEX/OPEX-based cost functions. In [19], the authors consider the cost function consisting of two terms: the number of used servers, and the number of required physical links. The delay constraint is formulated in terms of the number of hops. To reduce the computational complexity of the algorithm, the authors propose a hybrid approach that consists of two phases. First, the servers are selected with a heuristic algorithm. Then, the optimization problem is solved with an additional constraint on the servers that can be used. The significant drawback of the proposed framework is that it provides server selection without considering the demands of the computational tasks and the intensity of the task flows. Moreover, the number of hops constraint does not guarantee the satisfaction of the delay requirements because the delay varies with the server load and the task computational time.

In [20], the authors consider a computational resource cost as a cost function and formulate the problem as a finite-player game. The authors compare two offloading methods, one of which transmits tasks directly from a vehicle to an RSU while the other uses vehicle-to-vehicle communications to deliver tasks. They show that the latter method allows reducing the total cost for high traffic density. The solution for the task offloading problem is represented by a Nash equilibrium that is proved to exist, but its computing has very high complexity. Hence, in a large scale scenario with many vehicles, this algorithm can be inapplicable.

---

**TABLE 2. Overview of the existing solutions.**

| Papers | Delay constraints | CAPEX/OPEX optimization | Number of applications | Solution complexity | Considering queuing delays |
|--------|-------------------|-------------------------|------------------------|---------------------|---------------------------|
| [6]    | ✓                 | ✓                       | multiple               | low                 | M/M/1 model              |
| [13]   | ✓                 | ×                       | multiple               | low                 | ×                         |
| [14]   | ✓                 | ×                       | multiple               | low                 | ×                         |
| [15]   | ✓                 | ×                       | multiple               | low                 | ×                         |
| [16]   | ✓                 | ×                       | multiple               | low                 | ×                         |
| [17]   | ✓                 | ×                       | multiple               | high                | game theory approach      |
| [18]   | ✓                 | ×                       | multiple               | low                 | ×                         |
| [19]   | ✓                 | ✓                       | single                 | low                 | ×                         |
| [20]   | ✓                 | ✓                       | multiple               | high                | M/M/1 model              |
| [21]   | ✓                 | ✓                       | single                 | low                 | ×                         |
| [22]   | ✓                 | ✓                       | multiple               | high                | ×                         |
| [23]   | ✓                 | ✓                       | multiple               | low                 | ×                         |
| this paper | ✓         | ✓                       | multiple               | low                 | M/G/1 model              |
the authors propose an algorithm for platooning tasks offloading, where each task is modeled as a sequence of subtasks. Each subtask can be calculated locally, offloaded to a neighboring vehicle, or offloaded to a MEC server. Similarly to [20], the authors use the computational resource cost that is different for platoon members and the MEC server. The task offloading problem is formulated as a shortest path in a directed acyclic graph problem and solved via the Lagrange relaxation. The proposed algorithm has low computational complexity. However, it considers only one sequence of platooning subtasks, which makes unclear the extension of the algorithm to scenarios with multiple tasks of various types. In [22], the authors consider the price of the used spectrum for task data transmission as a cost function. They propose a convex optimization based task offloading scheme for two scenarios: with independent and cooperative MEC servers. In this scheme, they utilize the knowledge of the vehicle speed and direction to offload tasks with a high data rate when a vehicle is close to an RSU. A similar mobility-aware approach is utilized in [23], where the authors propose a heuristic algorithm to determine the portions of each task that are computed locally at a vehicle, offloaded to another vehicle, or computed at a MEC server. However, for very low latency constraints of the V2X applications, the mobility awareness of the algorithms cannot provide a meaningful cost reduction, since vehicles only slightly change their positions during such short intervals. The study [6] does not use any objective function directly, but it considers both server utilization and delay. Specifically, the authors propose a multi-level MEC structure where higher layers serve tasks that cannot be served by lower layers within the delay constraint. They show that their solution allows improving the utilization of resources with no quality of service degradation. Unfortunately, this study does not pay attention to the computational cost.

All the discussed papers above take into account the delay requirements of tasks. When a task is offloaded to a server, the selected server can be busy computing other tasks. In this case, the task will wait in the queue until the server is able to accept and start computing a new task. However, only few papers [6], [17], [20] consider queuing delays at MEC servers in a problem statement. Specifically, in [17], game theory is used to address the problem. Although various game-theoretic approaches [24, Chapter 4] have been proposed in the literature for vehicular networks, they usually find a solution by computing a Nash equilibrium that is known as PPAD-complete problem and believed to be hard [25]. In [6], [20], the MEC server is modeled as an M/M/1 queuing system. However, in some cases, the assumption that the task computational time has an exponential distribution results in a wrong estimation of the required task computation time and, thus, violation of the delay requirements. Hence, in our paper, we consider a general M/G/1 model, which is valid for any computation time distribution.

Although there are many papers devoted to V2X task offloading, all of them consider short-term task management, i.e., task offloading decision is made for every task generated by a vehicle. However, when the number of vehicles and tasks is large, such an approach can be inefficient because of the long additional delays needed for task offloading decisions. In this paper, we consider long-term task management, which means that the recalculation of mapping between tasks and servers is done only when the traffic intensity significantly changes, e.g., depending on the time of the day, season, etc.

### III. PROBLEM STATEMENT

The network is modeled as an undirected graph $G(V, E)$ (see Fig. 2), where $V$ is a set of vertices, and $E$ is a set of edges. Each vertex corresponds to a network node (i.e., a BS, an RSU, or a remote server in an operator’s core network or on the Internet), and each edge corresponds to a physical link between two nodes. The connections to remote servers are modeled as virtual links with a given end-to-end latency. The MEC servers are placed in a subset $K \subset V$ of RSUs and BSs. For convenience, we list all the notations in Table 3.

Each RSU executes several V2X applications that coordinate trajectories of the connected vehicles. Specifically, using wireless technologies, an RSU collects information about the current state of the connected vehicles (e.g., their coordinates, speeds, road conditions, etc.). Using this information as input data, the RSU generates computational tasks. For example, the RSU can compute trajectories of the vehicles crossing an intersection. Let $F$ be the set of types of V2X tasks that can be generated at RSUs. When a task is generated at an RSU, this RSU can use its computational resources or offload the task to another node. To offload a task, the RSU transmits a request message with the task input data to the target node (i.e., the node at which the MEC server is installed) over wired links. When the target node finishes computation, it sends back a response message with the computed results. Based on the computed results, the RSU sends recommendations/commands (e.g., change of speed, lane, etc.) to the corresponding vehicles over the wireless channel.

In the paper, we assume that the wireless technologies/protocols employed at RSUs are configured to provide delivery of data with the given delay and reliability. In particular, 5G wireless technologies shall provide Ultra-Reliable and Low-Latency Communications (URLLC) service, i.e., the data shall be delivered within 1 ms with the reliability higher than 99.999%. For the detailed description of the solutions enabling URLLC and aiming at reducing the wireless network energy consumption, the interested reader can refer to [26]–[29].

We assume that the V2X tasks are generated based on the information obtained from a high number of vehicles that work independently of each other. Thus, according to the basic results of queuing theory [30], we model the process of generating tasks at each node (e.g., at RSU) as a Poisson process. Let $\sigma_{if}$ be the rate of task flow of a type $f \in F$ generated at a node $i$. If the node $i$ does not generate tasks of type $f$, $\sigma_{if} = 0$. 
The assignment of task flows to servers is expressed by the array $Z = \{z_{ifk}\}$: if a task flow of a type $f$ generated by a node $i$ is executed remotely on a server at node $k$, the corresponding element $z_{ifk} = 1$. Otherwise, $z_{ifk} = 0$. For convenience, we introduce the vector $Y = \{y_k\}$: if a server at a node $k$ (further server $k$) is used for task computing, the corresponding element $y_k$ equals one. Otherwise, it equals zero. Variables $Z$ and $Y$ are connected with the following inequalities:

$$y_k \geq z_{ifk}, \quad \forall i \in V, \ \forall f \in F, \ \forall k \in K.$$  

(1)

Since the task flows of a type $f$ are computed within some information context, all task flows of this type generated at a node $i$ are computed at the same server.

$$\sum_k z_{ifk} = 1, \quad \forall i \in V, \ \forall f \in F.$$  

(2)

The computational time of a task is a random value that depends on the server used for computation. For a server $k$, the computational time has the average value $1/\mu_k$ and the variance $\sigma_k^2$. Note that the total incoming load on server $k$ shall not exceed $\mu_k$ in order to avoid server overload.

$$\sum_{i,f} z_{ifk} \sigma_{if} < \mu_k, \quad \forall k \in K.$$  

(3)

The delay $t_e$ experienced by a task request/response traversing a link $e \in E$ consists of:

1) A store-and-forward switching delay, i.e., a delay caused by packet forwarding at PHY and MAC layers at transmitting node;
2) Propagation delay caused by the finite speed of light;
3) Transmission delay with a given data rate.

Note that the store-and-forward delay is the main factor in the metropolitan networks with high-rate links between devices [31]. Therefore, we neglect propagation and transmission delay terms. For core and Internet servers, we assume that the delay on a virtual link equals $t_{core}$ and $t_{internet}$, respectively. In addition, we assume that the amount of control traffic associated with V2X applications is much lower than that of non-V2X traffic. Hence, we can prioritize V2X traffic and do not consider load balancing, i.e., servers and RSUs always use the shortest path for information exchange. We denote the delay on the shortest path as $t_{ik} = \sum_{e \in E_{ik}} t_e$, where $E_{ik}$ is the set of links on the shortest path from a node $i$ to a server $k$.

The total delay $d_{ifk}$ of a task of a type $f$ generated by a node $i$ and offloaded to a server $k$ (if $k = i$, the task is computed without offloading) consists of a two-way offloading delay, a queuing delay at the server and a computational time. Let us denote the sum of queuing delay and computational time, i.e., the sojourn time, as $T_k$. Then,

$$d_{ifk} = 2t_{ik} + T_k.$$  

Various V2X application have different QoS requirements. We assume that the delay constraint $D_f$ for a task of a type $f$ is
satisfied if the total delay does not exceed it with probability \( q \):

\[
P(d_{ik} < D_f) \geq q. \quad (4)
\]

**TABLE 3.** List of used variables.

| Parameter | Meaning |
|-----------|---------|
| \(V\)    | set of vertices in network graph |
| \(E\)    | set of edges in network graph |
| \(K\)    | subset of vertices with deployed servers |
| \(F\)    | set of types of tasks |
| \(\sigma_{i,f}\) | intensity of task requests of type \( f \) generated by node \( i \) |
| \(1/\mu_k\) | average task computational time at server \( k \) |
| \(v_k\) | variance of task computational time at server \( k \) |
| \(c_{ik}\) | variation coefficient of task computational time at server \( k \) |
| \(y_k\) | indicator \( f \) (server \( k \) is used for computing) |
| \(z_{ikf}\) | indicator \( f \) (task flow of type \( f \) generated by node \( i \) is computed at server \( k \)) |
| \(x_{i,f,k}'\) | auxiliary variables \( x_{ikf}/z_{ikf}'k \) |
| \(h_k\) | total intensity of incoming requests at server \( k \) |
| \(t_e\) | end-to-end delay on link \( e \) |
| \(t_{core}\) | end-to-end delay from RSU to server in core network |
| \(t_{internet}\) | end-to-end delay from RSU to server on the Internet |
| \(d_{ik}\) | delay between node \( i \) and server \( k \) |
| \(W_k\) | queueing delay at server \( k \) |
| \(T_k\) | sum of queueing delay and computational time of one task at server \( k \) |
| \(d_{ikf}\) | total delay experienced by task of type \( f \) generated by node \( i \) and offloaded to server \( k \) |
| \(D_f\) | delay constraint of task of type \( f \) |
| \(g\) | target probability for delay constraint satisfaction |
| \(S_k\) | cost function value for server \( k \) |
| \(g(k)\) | cost per task for server \( k \) |
| \(\beta_k\) | cost of server \( k \) in idle state |
| \(\gamma_k\) | cost per task of server \( k \) in loaded state |
| \(\alpha_k\) | \(\gamma_k - \beta_k\) |

In this paper, we aim at minimizing the ITS operator’s expenses subject to delay constraints of applications. Assuming that the expenses corresponding to a particular server depend linearly on a server computational utilization, we introduce the cost function \( S_k = \alpha_k h_k/\mu_k + \beta_k \), where \( h_k = \sum_{i,f} z_{ikf} \sigma_{i,f} \) is the incoming request intensity, \( \alpha_k > 0 \) and \( \beta_k > 0 \) are given coefficients that depend on server location, performance and other parameters.

Finally, we state the V2X task offloading problem as follows:

\[
\text{min} \left\{ \sum_k \left[ y_k \beta_k + \frac{\alpha_k}{\mu_k} \sum_{i,f} z_{ikf} \sigma_{i,f} \right] \right\} \quad \text{subject to (1) - (4)}. \quad (5)
\]

**IV. ALGORITHMS DESCRIPTION**

**A. COMPUTATIONAL TIME DISTRIBUTION**

Since the estimation of the sojourn time \( T_k \) depends on task computational time distribution, we consider two cases: (i) exponential distribution, and (ii) general-type distribution, and obtain the closed-form inequalities from delay constraint (4) for each case.

1) EXPONENTIAL CASE

Since tasks are generated at each node according to Poisson process, for the exponentially distributed service time we can consider a server as an M/M/1/ queue [30]. Hence, the sojourn time is exponentially distributed with mean [30, Chapter 3]

\[
E[T_k] = \frac{1}{\mu_k - h_k} = \frac{1}{\mu_k - \sum_{i,f} z_{ikf} \sigma_{i,f}}.
\]

Since the \( q \)-quantile of the exponential distribution \( p(x) = \lambda \exp(-\lambda x) \) with the mean \( 1/\lambda \) equals \((1/\lambda) \ln(1/(1 - q))\), the constraint (4) transforms into

\[
2t_{ik} z_{ik} + \frac{1}{\mu_k - \sum_{i',f'} z_{ikf}' \sigma_{i',f'}} \ln \left[ \frac{1}{1 - q} \right] \leq D_f, \quad \forall i \in V, \quad \forall k \in K, \forall f \in F. \quad (6)
\]

2) GENERAL-TYPE CASE

For general-type distribution, we can consider a server as an M/G/1/ queue. Hence, the average waiting time, i.e., the amount of time the task is expected to wait in the queue before its service, can be calculated using the Pollaczek–Khinchine formula [30, Chapter 5]:

\[
E[W_k] = h_k \frac{1 + c_k^2}{\mu_k} \frac{1}{\mu_k},
\]

where \( c_k^2 = \mu_k h_k \).

According to [32, Chapter 2], the cumulative distribution function of the waiting time \( F(x_k) \) is bounded as follows:

\[
F(x_k) \leq 1 - e^{-\frac{x_k}{s_k}},
\]

where \( s_k = E[W_k]/(h_k/\mu_k) \).

Therefore, the upper bound of the \( q \)-quantile of the waiting time equals \( s_k \ln (1/(1 - q)) \). To calculate the estimation of the sojourn time \( q \)-quantile, we add the average calculation time \( 1/\mu_k \) to \( s_k \). Then, we obtain estimation of sojourn time \( q \)-quantile: \( (s_k + 1/\mu_k) \ln(1/(1 - q)) \). Hence, similar to (6), the delay constraint (4) can be expressed as follows:

\[
2t_{ik} z_{ik} \left( 1 + \frac{1}{\mu_k} + \frac{c_k^2 + 1}{2 \mu_k - \sum_{i,f} z_{ikf} \sigma_{i,f}} \right) \ln \left[ \frac{1}{1 - q} \right] \leq D_f, \quad \forall i \in V, \quad \forall k \in K, \forall f \in F. \quad (7)
\]

Since the M/M/1 model is a special case of the M/G/1 one, further we consider only M/G/1, unless otherwise explicitly stated. The optimization problem (5) for the M/G/1 model transforms into:

\[
\text{min} \left\{ \sum_k \left[ y_k \beta_k + \frac{\alpha_k}{\mu_k} \sum_{i,f} z_{ikf} \sigma_{i,f} \right] \right\} \quad \text{subject to (1) - (3), (7)}. \quad (8)
\]
B. PROPOSED ALGORITHMS

We introduce two algorithms to solve the problem (8): the Integer Linear Programming (ILP) algorithm and the Cost-effective Heuristic Algorithm for Task offloading (CHAT) based on a greedy approach.

1) INTEGER LINEAR PROGRAMMING

The original optimization problem (8) is non-linear because of the constraint (7). To linearize the problem, we multiply both parts of (7) by \( \mu_k - \sum_{f' \neq f} |z_{if'k} \sigma_{f'f'}| \). Then, we obtain

\[
2 \mu_k t_k z_{ifk} - 2 t_k \sum_{f' \neq f} z_{if'k} \sigma_{f'f'} + D_f \sum_{f' \neq f} z_{if'k} \sigma_{f'f'} + \ln \left( \frac{1}{1 - q} \right) \left( 1 + \frac{e^2_k + 1}{2} - \frac{1}{\mu_k} \sum_{f' \neq f} |z_{if'k} \sigma_{f'f'}| \right) \leq \mu_k D_f \quad \forall k \in K, \forall i \in V, \forall f \in F.
\]

Let us introduce new auxiliary variables:

\[ z_{if'k} z_{if'k} = x_{if'k}, \]

where \( x_{if'k} \) are also binary variables.

The new variables shall satisfy the following constraints:

\[
\begin{align*}
  x_{if'k} & \leq z_{ifk}, \quad \forall k \in K, \forall i \in V, \forall f, f' \in F, \quad (9) \\
  x_{if'k} & \leq z_{ifk} - 1, \quad \forall k \in K, \forall i \in V, \forall f, f' \in F, \quad (10) \\
  x_{if'k} & \geq z_{if'k} + z_{ifk} - 1, \quad \forall k \in K, \forall i \in V, \forall f, f' \in F. \quad (11)
\end{align*}
\]

So, the constraint (7) can be converted to the linear form as follows:

\[
2 \mu_k t_k z_{ifk} - 2 t_k \sum_{f' \neq f} x_{if'k} \sigma_{f'f'} + D_f \sum_{f' \neq f} z_{if'k} \sigma_{f'f'} + \ln \left( \frac{1}{1 - q} \right) \left( 1 + \frac{e^2_k + 1}{2} - \frac{1}{\mu_k} \sum_{f' \neq f} |x_{if'k} \sigma_{f'f'}| \right) \leq \mu_k D_f \quad \forall k \in K, \forall i \in V, \forall f \in F. \quad (12)
\]

Finally, the optimization problem (5) transforms into an ILP problem:

\[
\begin{align*}
  \min \left\{ \sum_k \left[ y_k \beta_k + \frac{\alpha_k}{\mu_k} \sum_{f' \neq f} z_{ifk} \sigma_{f'f'} \right] \right\}, \\
  \text{s.t.} \quad (1) - (3), \quad (9) - (12).
\end{align*}
\]

The problem can be solved using the classical Branch-and-Cut method [33]. Specifically, in this paper, we use the PuLP Python 3 library [34].

2) CHAT

Since solving an ILP problem is computationally hard, there is a need to design a heuristic algorithm that can solve the problem with less complexity and provide close to optimal results. Consequently, we propose an iterative algorithm, called CHAT, which is based on a greedy approach that selects servers with the minimal cost per task. The pseudocode of the algorithm is presented in Algorithm 1.

For simplicity, in this section, the task flows are presented as pairs \((i, f)\), where \(i\) is a network node, and \(f\) is a task type. Let us consider a server as free when it does not participate in task computing. On each iteration, the algorithm selects one server from the set of free servers and assigns task flows to it. Each iteration consists of the following steps. First, for each free server \(k\), the algorithm constructs a set \(S_k\) of task flows that can be computed on this server without violation of delay constraint. Specifically, the set \(S_k\) is constructed as follows (lines 15–25):

1) The algorithm constructs the set of task flows \(\{i, f\}\) that can be separately assigned to server \(k\) without violation of constraints (3) and (7) (see function CONSTRUCT at line 2).

2) If the set \(\{i, f\}\) is non-empty, then the task flow \((i, f)\) in \(\{i, f\}\) that corresponds to the minimal incoming traffic intensity \(\sigma_{if}\) (lines 20–21) is included in the set \(S_k\). After that, the set of task flows \(\{i, f\}\) is reconstructed (line 23).

3) If the set \(\{i, f\}\) is empty, then the set \(S_k\) is considered to be constructed, and the procedure stops.

If these sets are empty for all the considered servers, the algorithm assumes that there is no solution for the task offloading optimization problem.

Second, we choose the server \(k^*\) with the minimal cost per task among all servers (lines 29–30):

\[
k^* = \arg \min g(k) = \arg \min \sum_{(i, f) \in S_k} \frac{S_k}{z_{ifk} \sigma_{if}}.
\]

Finally, we exclude the server \(k^*\) from the set of free servers (line 30) and assign the task flows from \(S_{k^*}\) to the server \(k^*\) (lines 31–32), and the next iteration starts. The algorithm stops when the number of unassigned task flows reaches zero or until there are no free servers left.

Let us estimate the algorithm’s worst-case computational complexity as a function of the network graph size, i.e., the number of RSUs and servers (|V| and |K|, respectively). In the worst case, the algorithm needs to consider all the servers for task offloading, and therefore the external while loop (lines 14–34) repeats for |K| times. On each iteration of this while loop, one server is removed from the set T of unused servers. Hence, the total repetition number of the actions within the inner for loop (lines 15–25) equals \(|K|(|K| + 1)/2\), which is \(O(|K|^2)\). The complexity of the CONSTRUCT function equals \(O(|V|)\), where \(R\) is the second parameter of the function. Since the cardinality of the sets M and U is bounded by |V|, the complexity of the CONSTRUCT functions calls at lines 17 and 23 equals \(O(|V|)\). The number of iterations for the inner while loop (lines 19–24) is bounded by the constant value \((\max_{k \in K} \mu_k)/(\min_{f \in F} \sigma_{if})\). So, the complexity of the actions into the for loop equals \(O(|V|)\).
Algorithm 1 CHAT Algorithm

Input: G(V, E), F, K, network parameters
Output: Z, Y
1: $\triangleright$ k - server, $\mathbb{R}$ - set of task flows
2: function construct(k, $\mathbb{R}$)
3: $\{i, f\}_k \leftarrow \emptyset$
4: for all $q \in \mathbb{R}$ do
5: if $q$ can be assigned to server $k$ then
6: $\{i, f\}_k \leftarrow \{i, f\}_k + \{q\}$
7: end if
8: end for
9: return $\{i, f\}_k$
10: end function
11: $\mathbb{M} \leftarrow V \times F \triangleright \mathbb{M}$ - set of unassigned task flows
12: $\mathbb{T} \leftarrow K \triangleright \mathbb{T}$ - set of unused servers
13: while $\mathbb{M} \neq \emptyset$ do
14: for all $k \in \mathbb{T}$ do
15: $S_k \leftarrow \emptyset$
16: $\{i, f\}_k \leftarrow$ construct(k, $\mathbb{M}$)
17: $U \leftarrow \mathbb{M}$
18: while $\{i, f\}_k \neq \emptyset$ do
19: $a \leftarrow$ minimal $\sigma_f$
20: $S_k \leftarrow S_k + \{a\}$
21: $U \leftarrow U - \{a\}$
22: $\{i, f\}_k \leftarrow$ construct(k, U)
23: end while
24: end for
25: if $S_k = \emptyset \forall k$ then
26: break $\triangleright$ no solution
27: end if
28: $k^{*} \leftarrow \arg\min g(k)$
29: $y_k^{*} \leftarrow 1$
30: $z_{y_k^{*}} \leftarrow 1 \forall (i, f) \in S_k^{*}$
31: $\mathbb{M} \leftarrow \mathbb{M} - S_k^{*}$
32: $\mathbb{T} \leftarrow \mathbb{T} - \{k^{*}\}$
33: end while

Finally, the worst-case computational complexity of the algorithm equals $O(|K|^2|V|)$.

V. PERFORMANCE EVALUATION

In this section, we carry out extensive performance evaluation of the proposed algorithms and compare them with the existing algorithms proposed in the literature. Specifically, in Section V-A, we describe the scenarios; in Section V-B, we introduce a cost function; in Section V-C, we describe the baseline algorithms; in Section V-D, we analyze the obtained numerical results.

A. SCENARIOS

We consider two urban scenarios presented in Fig. 3. Black lines correspond to RSU-to-RSU and RSU-to-BS connections, while BSs are not directly connected with each other. The first scenario, shown in Fig. 3(a), forms a regular Manhattan grid. The second scenario, shown in Fig. 3(b), is based on a real map of an area in Moscow, Russia. Positions of BSs are taken from the OpenCellid database [35].

For these scenarios, we consider small scale and large scale cases. Specifically, we consider one small scale and two large scale scenarios:

1) Manhattan small scale scenario with 12 RSUs and 3 BSs;
2) Manhattan large scale scenario with 49 RSUs and 7 BSs;
3) Moscow large scale scenario with 78 RSUs and 32 BSs.

The set $F$ consists of three task types specified in Section I. Since Table 1 contains ranges for parameter values, to resolve ambiguity, we consider the following parameters for V2X applications:

- Vehicle platooning: $v_1 = 40$ Hz, $d_1 = 20$ ms;
- Environment perception: $v_2 = 10$ Hz, $d_2 = 3$ ms;
- Intersection safety: $v_3 = 50$ Hz, $d_3 = 10$ ms.

Here $v$ and $d$ correspond to the number of generated tasks per second and the one-way end-to-end latency constraint, respectively. The total delay experienced by a task includes a round-trip delay on a wireless link between a vehicle and an RSU. Assuming that this delay does not exceed $\tau = 4$ ms [27], we calculate the round-trip delay constraints $D_f = 2 d_f - \tau$. Thus, $D_1 = 36$ ms, $D_2 = 2$ ms, $D_3 = 16$ ms. The end-to-end delay on each link is drawn from the uniform distribution on the interval [200, 300] ms. The delays $t_{core}$ and $t_{internet}$ of virtual links from RSU-to core and Internet servers are set to 5 ms and 10 ms, respectively.

To estimate the number of tasks $\sigma_f$ generated at an RSU per second, we consider a road section that is served by this RSU. We assume that each RSU serves a road section of length $l = 200$ m, whereas all RSUs are placed along the road with constant distance $l$ between them. If the road section has $n$ lanes ($n = 4$ for Manhattan scenario and $n = 6$ for Moscow scenario) and $\xi \in [0, 1]$ is the traffic load, then the task intensity can be estimated as follows:

$$\sigma_i,f = l[f \in F_i] \xi n - w_f,$$

where $l[f \in F_i]$ is the indicator function that returns one if tasks of type $f$ are generated by vehicles on the considered road section, and zero, otherwise. Parameter $w = 10$ m is the effective length of one vehicle (including the guard interval between vehicles). In this paper, we assume that vehicle platooning and environment perception tasks are generated by all vehicles. In contrast, intersection safety tasks are generated only by vehicles on the road sections close to intersections.

B. COST FUNCTION

As an example of a cost function in the paper we consider the energy consumption of the servers. The energy consumption of a server depends on its utilization [36], wherein the energy consumption is non-zero even in an idle state, i.e., when a server does not compute any task. Let the energy consumption
of a server $k$ in an idle and a loaded state be $\beta_k$ and $\gamma_k$, respectively. The share of time when a server $k$ is loaded (server utilization) equals $h_k/\mu_k$. Then, the average energy consumption $S_k$ of a server $k$ equals

$$S_k = \frac{\gamma_k}{\mu_k} h_k + \beta_k (1 - \frac{h_k}{\mu_k})$$

$$= \beta_k + (\gamma_k - \beta_k) \frac{h_k}{\mu_k} = \beta_k + \alpha_k \frac{h_k}{\mu_k},$$

where $\alpha_k = \gamma_k - \beta_k$.

So, we can see that server energy consumption is a linear function of the server computational utilization in accordance with the assumption in Section III. Each server is characterized by three variables: its performance $\mu_k$ and energy consumption ($\beta_k$, $\gamma_k$) in idle and loaded state, respectively. The computing time for each task is drawn from log-normal distribution with average $1/\mu_k$ and variation coefficient $c_k = \sqrt{v_k \mu_k} = 2$. In all experiments, we consider five types of servers (see Table 4).

### TABLE 4. Servers parameters.

| Server type   | $\mu_k$, tasks/s | $\beta_k$, W | $\gamma_k$, W |
|---------------|------------------|--------------|--------------|
| RSU server    | 23000            | 5            | 30           |
| BS server 1   | 92000            | 3.5          | 70           |
| BS server 2   | 161000           | 5            | 100          |
| Core server   | 230000           | 5            | 120          |
| Internet server | 690000        | 7.5          | 150          |

Each RSU has its own server that can be used for task computation. Each BS has a server of Type 1 or Type 2 with a probability of 0.25 each, or no server with a probability of 0.5. For the small-scale scenario, we assume that servers are deployed only at RSUs and BSs. In contrast, in the large scale scenarios, we deploy one server in the operator’s core network and one server on the Internet.

### C. BASELINE ALGORITHMS

In this paper, we consider the following baseline algorithms:

1) the algorithm from [13] that considers tasks in ascending order of delay constraint and selects for offloading the nearest (in terms of delay) servers;
2) the algorithm from [14] that randomly selects a server for each task with considering its delay constraint;
3) the optimization algorithm that minimizes the weighted sum of delay and cost (e.g., from [15]);
4) the Heuristic algorithm from [19] that considers tasks one by one and prioritizes (for task offloading) already selected servers for previously considered tasks.
5) the Hybrid algorithm adapted from [19] that consists of two phases: (i) the CHAT algorithm is used for a preliminary task offloading decision; (ii) the ILP algorithm with additional constraint is used for fine-tuning.

### D. ANALYSIS OF THE RESULTS

In this section, we analyze the obtained numerical results and compare the performance of various algorithms. First, we examine the proposed ILP and CHAT algorithms. Since the ILP algorithm has high complexity, we evaluate its performance only in the small scale scenario.

Second, we analyze the computational complexity of the CHAT algorithm and compare it with the worst-case complexity obtained in Section IV-B2.
Third, we investigate the applicability of the M/M/1 model in the case of non-exponential distribution of task computational time. For that, we compare the performance of the ILP and CHAT algorithms with different delay constraints (i.e., equation (6) for the M/M/1 model and (7) for the M/G/1 model) in the small scale scenario.

Finally, we compare the CHAT algorithm with the baseline algorithms from related papers in all scenarios.

2) ALGORITHM COMPUTATIONAL TIME EVALUATION
In Section IV-B2 we show that worst-case computational complexity of the CHAT algorithm is $O(|K|^2|V|)$. Let us analyze the complexity of the algorithm in a linear scenario where all RSUs and BSs are equally spaced along a straight line. For this scenario, the number of servers $|K|$ is proportional to the number of RSUs $|V|$. Hence, the computational time dependency on the number of RSUs in this scenario is expected to be approximately cubic. Fig. 5 shows that a cubic function can approximate the computational time of CHAT.

3) APPLICABILITY OF THE M/M/1 MODEL
In this section, we investigate the applicability of the M/M/1 model in scenarios with non-exponential task computational time distribution. For that, we apply equation (6) for the M/M/1 model and equation (7) for the M/G/1 model, and consider the proposed ILP and CHAT algorithms. Using the task offloading solution obtained with the algorithms, we run simulations to estimate the delay quantile. Although Fig. 6(a) shows that the algorithms with the M/M/1 model provide lower total cost, they violate the delay constraint (see Fig. 6(b)). Hence, the M/M/1 model is inapplicable in the considered scenario because it underestimates task execution time at the server. We conduct experiments with different task computing distributions and conclude that the accuracy of the M/M/1 model significantly depends on the distribution, while the M/G/1 model is valid for all the considered distributions.
4) PERFORMANCE EVALUATION OF CHAT
Let us compare the performance of the CHAT algorithm with the baseline algorithms described in Section V-C. We provide results for three scenarios, one Manhattan small scale scenario and two large scale scenarios (Manhattan and Moscow).

\(\text{a: SMALL SCALE SCENARIO}\)
First, we compare the algorithms in the Manhattan small scale scenario. Fig. 7(a) shows that the CHAT and the Hybrid algorithms reduce the operator’s expenses compared with other algorithms. However, according to Fig. 7(c), the computational complexity of the Hybrid algorithm is several orders of magnitude higher than the complexity of the CHAT algorithm. Note that the total costs provided by the algorithms from [15] and [19] are non-monotonic functions of the traffic load, while the other curves are monotonic. Specifically, the cyan curve corresponding to the algorithm from [19] consists of two linear parts and a transition part near \(\xi \approx 0.5\) because by design the algorithm prefers to compute all tasks using servers at RSUs and at \(\xi \approx 0.5\), the algorithm starts using other servers, which are more efficient. The non-monotonic behavior of the magenta curve corresponding to
the algorithm from [15] is explained by the choice of the cost function that includes the average delay, which results in the prioritization of energy-inefficient servers that are deployed close to the road. This algorithm provides the least cost among all the baseline algorithms from the literature. However, it is still $10-20\%$ higher than for the CHAT, and its computational complexity is even higher than the complexity of the Hybrid algorithm. Hence, we do not consider this algorithm as well as the Hybrid algorithm for comparison in the large scale scenarios. The next best alternative, i.e., the algorithm from [13], provides $\sim 25\%$ higher cost than the CHAT algorithm.

The algorithm from [14] shows the worst performance, i.e., up to $40\%$ higher cost than the CHAT algorithm because of the random selection of servers.

### b: LARGE SCALE SCENARIOS

Finally, we compare the algorithms in more complex scenarios. Figs. 8 and 9 show the results obtained in the Manhattan and Moscow large scale scenarios, respectively. By the same reason as in the discussed above Manhattan small scale scenario, the cyan curve corresponding to the algorithm from [19] shows non-monotonic behavior at $\xi \sim 0.5$. Note that for high vehicle traffic load values, the algorithm from [13] performs much better in the Moscow scenario than in the Manhattan scenario. This effect follows from the topological differences between these scenarios. In particular, in the Moscow scenario, the average number of hops between RSUs and BSs is large, which increases the utilization of more cost-effective servers in the core network and on the Internet. Nevertheless, the CHAT algorithm reduces the cost by $\sim 40\%$ compared with the algorithm from [13] and more than twice compared with the algorithm [14] that selects servers randomly.

Assuming that a big city (e.g., Moscow) has approximately $N = 3 \cdot 10^5$ vehicles on roads every day, we can recalculate the cost reduction $\Delta S$ in terms of the annual city energy consumption: $\Delta S \cdot N \cdot 365 \cdot 24/N_{\text{scenario}}$, where $N_{\text{scenario}}$...
is the number of vehicles in the considered scenario. For both scenarios, the CHAT algorithm reduces the city energy consumption by up to 10^6 kWh per year. So, our algorithm significantly cuts off the operator’s energy expenses while satisfying V2X applications requirements.

VI. CONCLUSION

In the paper, we have formulated the V2X task offloading problem as a non-linear optimization problem aimed at minimizing a cost function subject to delay constraints of various V2X applications. In contrast to other studies, we consider queuing delays at servers, which can have general-type distribution. We have developed two algorithms to solve the problem: (i) the ILP algorithm based on integer linear programming and (ii) the CHAT algorithm based on a greedy approach. The obtained results show that the CHAT algorithm provides close to the optimal results and has several orders lower computational complexity than the ILP algorithm.

We have compared the proposed CHAT algorithm with other algorithms proposed in the literature by considering the total energy consumption of servers as the cost function. The numerical results demonstrate that the proposed algorithm reduces energy consumption up to several times while satisfying heterogeneous requirements of V2X applications in all the considered scenarios. Thus, the application of the proposed algorithm in practice can significantly reduce ITS operator expenses.

We see the following directions for future research. First, we are going to consider other cost functions, both linear and non-linear ones. For example, we plan to take into account (i) leasing expenses of ITS operator when third-party computational resources are used, (ii) energy consumption of vehicles spent both for local task computation and transmission of tasks over the wireless channel. Second, we will extend our communication model by considering the distribution of time and reliability of delivering a computational task from a vehicle to RSU and back over the wireless channel.
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