Conceptor Learning for Class Activation Mapping

Guangwu Qian, Zhen-Qun Yang, Xu-Lu Zhang, Yaowei Wang, Member, IEEE, Qing Li, Fellow, IEEE, and Xiao-Yong Wei, Senior Member, IEEE

Abstract—Class Activation Mapping (CAM) has been widely adopted to generate saliency maps which provides visual explanations for deep neural networks (DNNs). The saliency maps are conventionally generated by fusing the channels of the target feature map using a weighted average scheme. It is a weak model for the inter-channel relation, in the sense that it only models the relation among channels in a contrastive way (i.e., channels that play key roles in the prediction are given higher weights for them to stand out in the fusion). The collaborative relation, which makes the channels work together to provide cross reference, has been ignored. Furthermore, the model has neglected the intra-channel relation thoroughly. In this paper, we address this problem by introducing Conceptor learning into CAM generation. Conceptor leaning has been originally proposed to model the patterns of state changes in recurrent neural networks (RNNs). By relaxing the dependency of Conceptor learning to RNNs, we make Conceptor-CAM not only generalizable to more DNN architectures but also able to learn both the inter- and intra-channel relations for better saliency map generation. Moreover, we have enabled the use of Boolean operations to combine the positive and pseudo-negative evidences, which has made the CAM inference more robust and comprehensive. The effectiveness of Conceptor-CAM has been validated with both formal verifications and experiments on the dataset of the largest scale in literature. The experimental results show that Conceptor-CAM is compatible with and can bring significant improvement to all well recognized CAM-based methods, and has outperformed the state-of-the-art methods by 43.14% ∼ 72.7% (88.39% ∼ 168.15%) on ILSVRC2012 in Average Increase (Drop), 15.42% ∼ 42.55% (47.09% ∼ 372.00%) on VOC, and 17.43% ∼ 31.32% (47.54% ∼ 206.45%) on COCO, respectively.

Index Terms—Conceptors, Class Activation Mapping, Visual Explanation, Deep Neural Networks.

I. INTRODUCTION

VISUALIZATION approaches based on Class Activation Mapping (CAM) [1] have been widely employed to provide intuitive explanations to DNNs. CAM-based approaches visualize the importance of neurons of a certain DNN layer (usually the last layer of the feature maps) to the final decisions by generating a saliency map according to the degrees of activation on these neurons regarding the weights, gradients, and/or their changes upon the DNN inferences. Representative approaches include Grad-CAM [2] which generates the saliency map by calculating the weighted average of a feature map over its channels in which the weight of each channel has been obtained by average pooling the gradients with respect to the final decision. Another popular approach is the Score-CAM [3] which obtains the channel weighs using the global contribution of the corresponding input features instead of the locality sensitive measurements (e.g., the gradients).

Despite the success of CAM-based approaches, we argue that the way of generating the saliency maps by fusing the activation evidences (e.g., gradients in Grad-CAM) over channels using the average pooling has neglected the nature of using “cross-evidences” for inference in DNNs. That is, channels of a DNN are usually trained to respond to various types of evidences (i.e., intra-channel patterns such as the skin colors, face shapes, or eyelids in a DNN for facial recognition tasks), on the basis of which the CNN model then learns the inter-channel patterns by assembling these evidences across channels synthetically. Therefore, the weighted average fusion used in conventional CAM-based approaches is not sophisticated enough to model the inter-channel assembling. Furthermore, the single-valued average of all the gradients of a channel is far from adequate to model the intra-channel patterns (i.e., the relations among neurons of each channel).

Besides investigating the evidences from a channel perspective, recent studies [5–7] have found that the CAM results can be improved by distinguishing the target (or positive) evidences from the non-target (or negative) evidences. For example, Kim et al. has proposed a two-stage learning method in [7] which in the first stage, the CNN model has been trained to generate a saliency map with Grad-CAM and the map will be used as an indication of positive evidences for the inference (e.g., for recognizing a “car” object). In the second stage, the negative map will be generated by inverting the positive map and used as a mask applied to the original image, with which the network will be retrained with an inverted label (e.g., for recognizing the “non-car” region). The experimental results show that the final positive saliency map can focus more on the target region than that of conventional CAM-based methods. However, the use of positive and negative evidences is based on heuristics, which is straightforward but not explicitly formulated.

In this paper, we propose to address the aforementioned issues within a unified framework and in a formulated way by adopting the Conceptor learning [8, 9]. The Conceptor learning is a method that has been originally proposed by Jaeger [8] to learn the pattern of how the neuron states of a RNN model change over time, and the learned pattern (encapsulated in a Conceptor matrix $C$) can then be used to reproduce the future neuron states even with missing or incomplete inputs. As shown in Fig. 1, we will generate Conceptors to model the inter- and intra-channel relations and use them to synchronize the channel vectors. The Conceptors can be learned from the
positive and pseudo-negative evidences separately and then be fused to create more comprehensive saliency maps. By adopting the Conceptors into CAM learning, it brings forth several advantages as follows.

- **Inter-channel pattern modeling:** We have released the dependence of Conceptor learning on RNN models, so that we can adopt the way for modeling the pattern among neuron states to model that of the channel states. This is straightforward when the channel states are converted into state vectors (see Section III-B).
- **Intra-channel pattern modeling:** We will provide a formal verification in Section III-B2 to show that the Conceptor matrix $C$ indeed also models the patterns among the elements of a state vector, and therefore, using $C$ to refine the state vectors will be more robust to noise because the new vectors have been generated with the reference to both inter- and intra-channel relations.
- **Boolean reasoning:** It has been justified in [9] that Boolean operations are well defined on Conceptors. It is thus more formulated and convenient to calculate or combine different evidences (e.g., positive or negative, target or non-target) by using Boolean operations. We will show in Section III-D that Conceptor learning can be used to combine positive and pseudo-negative evidences for a more comprehensive modeling of the CAM inference.

**II. RELATED WORK**

The proposed framework is related to two groups of methods, namely the CAM-based methods [1-3] and the Conceptor learning [9], in the way that the proposed method aims to improve the performance of CAM-based methods with the Conceptor learning as the backbone.

### A. CAM-based Methods

The original CAM has been proposed by Zhou et al. [1] for identifying the salient regions of an image that have supported the prediction. The assumption is that the neurons, which have been activated more sufficiently than others, will contribute more for the prediction. The evaluation of activation can first be done at the last convolutional layer of a CNN model through the weights assigned onto the connections of the target convolutional neurons to these at the first fully connected (FC) layer. The contribution of a convolutional channel can then be summarized by taking the average of activation values (the connection weights) of its member neurons, with which the feature maps of channels are fused into the spatial dimensions. Finally, the fused feature map will be re-scaled into the same (spatial) size of the input image as a saliency map indicating the contributions of image regions. As the first CAM method, the original CAM has provided a new tool to investigate how deep neural networks conduct the inference, and thus has attracted intensive research attention. However, the original CAM is less feasible than its successors, because its way of weight summarization requires to physically insert an average pooling layer between the last convolutional layer and the first FC layer which will introduce the complication of network architecture modification.
Grad-CAM proposed by Selvaraju et al. [2] is the best known successor of the original CAM. It has eliminated the requirement of architecture modification by calculating the channel weights from the gradients directly (instead of the connection weights used by the original CAM). This makes it compatible to most of the CNN models, and thus it has been widely adopted. However, the dependence on the gradients may also introduce the saturation and confidence problems [3] because of the noise and vanishing issues. Score-CAM [3] is proposed by Wang et al. to get rid of the dependence using the perturbation which evaluates the channel contribution by observing the change of the responses (i.e., feature maps) by adding a small “disruption” to the input (perturbing). More specifically, the feature map of a channel will be used as a mask on the input image, and the masked image will be fed into the networks to obtain a feature map on this channel. The contribution weight of the channel is then evaluated by the change on the feature map it has made by masking the input. In addition to these CAM-based methods, a lot of other variations have been proposed recently such as Smooth Grad-CAM++ [10], SS-CAM [11], Layer-CAM [12], and Ablation-CAM [13]. Beside, there are many other CAM-based methods. In terms of inter-channel relation, the Conceptor learning has introduced the collaborative modeling in addition to the contrastive modeling used by most CAM-based methods. In terms of intra-channel relation, the Conceptor learning can also model the collaborative relation of “pixels” inside a channel. We will provide a formal verification in Section III-B2. In fact, the authors of Grad-CAM++ [10], which is considered as an upgraded version of the famous Grad-CAM, have noticed that calculating the contribution weight by simply using the average may cause the small-but-important regions to be disregarded, and thus have proposed a better scheme to give credits to such regions for improving the performance. We consider this work as towards the same direction of better intra-channel relation modeling.

B. Conceptor Learning

Conceptor learning [9] is a technique to model the patterns of neuron state changes with a matrix called Conceptor [9]. The learned Conceptor matrix can be used to either regulate the original state vectors or predict the new state. By nature, it is more about a way to improve the performance of existing networks from inside rather than an independent method for specific tasks. For example, it has been employed for improving the classification performance of RNNs [21] and CNNs [22, 23]. It has also been applied to the time series prediction [24, 25], to overcome the catastrophic interference in multi-task learning [26], and to improve the performance of cache-based communications [27].

Conceptor learning is related to the proposed method straightforwardly, because we have employed it for channel (state) relation modeling. Another advantage is that the Boolean operators (AND, OR, NOT) have been well defined on Conceptors, which means we can easily find the positive, negative, or joint evidences that has supported the prediction by using these operators. This gives us the chance to investigate the networks from different perspectives. Exemplar applications of this property include the Conceptor-based post-processing of word vectors in [28] and the multi-label classification in [29]. In Conceptor-CAM, we will use it for converting the pseudo-negative evidences to pseudo-positive evidences using NOT operation. More details will be given in Section III-C.

III. CONCEPTOR-BASED CLASS ACTIVATION MAPPING

A. Formulation for CAM-based Methods

To facilitate the description, let us formulate conventional CAM-based methods into a unified framework before we go into more details. Denote a CNN model as a function $Y^c = f(X) : \mathbb{R}^d \rightarrow \mathbb{R}$ which maps a $d$-dimensional input $X \in \mathbb{R}^d$ into a probability $Y^c \in \mathbb{R}$ for the class $c$. CAM-based methods are indeed following the same principle to generate a saliency map $S_l^c$ from an activation map $F_l^c$ (i.e., the feature map) at the $l$th layer of the convolution stage by a weighted average over all $F_l^c$’s channels as

$$S_l^c = \Psi(F_l^c \bar{w}_l^c)$$

(1)

where $\bar{w}_l^c$ is the weight vector for channels, and $\Psi(\cdot)$ is a function that re-scales the input into the same (spatial) size as the input $X$. The re-scaling usually includes a set of operations such as ReLU, reshaping, up-sampling, and normalization. Note that, to facilitate the illustration, we have reshaped each channel as a column vector instead of using its matrix form in previous studies. Therefore, $F_l^c \in \mathbb{R}^{M \times K}$ is a matrix consisting of these channel vectors ($M$ and $K$ are the length and number of channel vectors respectively).

With Eq. (1), it is easier to see that the CAM-based methods are different from each other regrading how the weight vector $\bar{w}_l^c$ has been generated. Let us add the algorithm indicators $C, G, S$ for CAM, Grad-CAM, and Score-CAM respectively, and the CAM-based methods can be rewritten as follows

Grad-CAM: $\bar{w}_l^c|C = \frac{1}{N_l+1} \left( W_{l+1}^c \right)^\top \tilde{I}, \quad W_{l+1}^c \in \mathbb{R}^{N_l+2 \times N_l+1},$

Grad-CAM: $\bar{w}_l^c|G = \frac{1}{KM} \left( \frac{\partial Y^c}{\partial F_l^c} \right)^\top \tilde{I}, \quad F_l^c \in \mathbb{R}^{M \times K},$

Score-CAM: $\bar{w}_l^c|S = (u_k) = (f(X \circ \mathcal{H}_{l,k}^c) - f(X)), \quad \mathcal{H}_{l,k}^c = \Psi(F_{l,k}), \quad k \in [1, K]$

(2)

where $\tilde{I}$ denotes all-ones column vectors, $\top$ denotes the matrix transpose operator, $W_{l+1}^c$ is the weight matrix encapsulated
with the weights that connect the $N_{l+1}$ neurons at the last convolution layer to the $N_{l+2}$ neurons at the first full-connected layer, $k$ is an iterator for traversing channels, and $\odot$ denotes the Hadamard product.

B. Channel Synchronization with Conceptor Learning

With Eq. (2), we can see that different CAM-based methods are indeed measuring the contributions of channels to the inference by collecting evidences from different sources (e.g., the weights, the gradients, the feature map itself). These sources may have their own advantages over one another, but they share a common nature of providing a “contrastive” evaluation of the inter-channel relation rather than modeling the “collaborative” relation. When the channels are fused in Eq. (1), the opportunity of modeling this collaborative relation is gone. Therefore, we propose to model the relation before Eq. (1), the opportunity of modeling this collaborative relation the “collaborative” relation. When the channels are fused in the weights, the gradients, the feature map itself). These are indeed measuring the contributions of channels to the Hadamard product.

Conceptor matrix $C$ to the inter- and intra-channel relations encapsulated in the transformation $CZ$ of recovering that is able to minimize the intra-channel reconstruction cost (i.e., recovering the reference to other vectors, are expected to be more reliable than the original vectors (which are subject to the random noise). Moreover, the claim that $C$ is a representation of the inter-vector relation is self-explanatory from the solution

$$C = R(R + \alpha^{-2}I)^{-1},$$

where $R = \mathbb{E}[ZZ^T] \in \mathbb{R}^{M \times M}$ is a (inter-channel) correlation matrix and $I \in \mathbb{R}^{M \times M}$ is an identity matrix. It has been proved in [9] that Eq. (4) is a unique and optimal solution to minimize the objective function Eq. (4). We will skip the details due to space limitation. The formal verification can be found in [9].

2) $CZ$ as an Intra-channel Co-Reconstruction: After the Conceptor matrix $C$ has been learned with the inter-channel relation (encapsulated in $R$), it is easy to see that the transformation $CZ$ equals to an intra-channel reconstruction process which has been implemented by generating each element of the new channel vector with the weighted average of other elements from the old channel vector (i.e., $(CZ)_{ij} = C_{i1}Z_{j1}$ where $: i$ denotes a row/column collector). Beyond the intuition of the calculation, let us verify this formally because it is not a claim of the original Conceptor learning in [9].

Let $Z_{i=0} \in \mathbb{R}^{M \times K}$ denote a matrix generated by setting the $i$th row of $Z$ to zeros, and $Z_{i=0} \in \mathbb{R}^{M \times K}$ denote a complementary matrix of $Z_{i=0}$ generated by setting all rows of $Z$ to zeros except the $i$th. Assume there is a matrix $C \in \mathbb{R}^{M \times M}$ that is able to minimize the intra-channel reconstruction cost of recovering $Z$ from $Z_{i=0}$ (i.e., recovering the $i$th elements of all channel vectors) through the transformation $CZ_{i=0}$, the cost function can be written as

$$\hat{L} = \mathbb{E} \left[ \left\| \frac{1}{M-1} \sum_{i=1}^{M} (Z - \hat{C}Z_{i=0}) \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2$$

where the first part is an unbiased estimation of the reconstruction cost, and the second part is the parameter regulator. We will prove that

**Proposition 1.** The Conceptor matrix $C$ learned through the inter-channel relation is also a solution to minimize the intra-channel reconstruction cost $\hat{L}$.

**Proof.** Let us expand $\hat{L}$ for easier calculation first as

$$\hat{L} = \mathbb{E} \left[ \left\| \frac{1}{M-1} \sum_{i=1}^{M} (Z - \hat{C}Z_{i=0}) \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2$$

$$= \mathbb{E} \left[ \left\| \frac{1}{M-1} \sum_{i=1}^{M} Z - \frac{1}{M-1} \sum_{i=1}^{M} \hat{C}Z_{i=0} \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2$$

$$= \mathbb{E} \left[ \left\| \frac{1}{M-1} \left( MZ - \sum_{i=1}^{M} \hat{C}(Z - Z_{i=0}) \right) \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2$$

$$= \mathbb{E} \left[ \left\| \frac{1}{M-1} \left( MZ - M\hat{C}Z + \sum_{i=1}^{M} \hat{C}Z_{i=0} \right) \right\|_{fro}^2 \right]$$
\[ + \alpha^{-2} \| C \|_{fro}^2 \]
\[ = E \left[ \left\| \frac{1}{M-1} (MZ - M\hat{C}Z + \hat{C}Z) \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2 \]
\[ = E \left[ \left\| \frac{M}{M-1} Z - \hat{C}Z \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2 \]
\[ = E \left[ \left\| \lambda Z - \hat{C}Z \right\|_{fro}^2 \right] + \alpha^{-2} \| \hat{C} \|_{fro}^2 \]
where \( \lambda = \frac{M}{M-1} \)
\[ = tr \left( (\lambda I - \hat{C}) Z^\top (\lambda I - \hat{C}) Z \right) + \]
\[ = tr \left( (\lambda I - (\hat{C})^\top) (\lambda I - \hat{C}) R + \right. \]
\[ = tr \left( (\lambda^2 R - \lambda (\hat{C})^\top R - \lambda \hat{C}R + \right. \]
\[ = \sum_{i=1}^{M} e_i^\top (\lambda^2 R - \lambda (\hat{C})^\top R - \lambda \hat{C}R + \ldots) e_i. \]

Let \( A = R + \alpha^{-2} I \), for the \( kl \)th element of \( \hat{C} \), we have
\[ \frac{\partial \hat{C}}{\partial C_{kl}} = -2\alpha R_{kl} + \sum_{j=1}^{M} \sum_{a=1}^{M} \frac{\partial \hat{C}_{kj} \hat{C}_{ja} A_{ai}}{\partial C_{kl}} \]
\[ = -2\alpha R_{kl} + \sum_{j=1}^{M} \sum_{a=1}^{M} \frac{\partial \hat{C}_{kj} C_{ja} A_{ai}}{\partial C_{kl}} \]
\[ = -2\alpha R_{kl} + \sum_{j=1}^{M} (\hat{C}_{kj} A_{ai}) + \sum_{a=1}^{M} (C_{ja} A_{ai}) \]
\[ = -2\alpha R_{kl} + (\hat{C} A)_{kl} + (\hat{C} A)_{kl} \]
\[ = -2\alpha R_{kl} + 2(\hat{C} A)_{kl}. \]

Therefore, by collecting all elements into a matrix form, we have
\[ \frac{\partial \hat{C}}{\partial C} = -2\alpha R + 2(\hat{C} A), \]
and the solution can then be found at \( \frac{\partial \hat{C}}{\partial C} = 0 \) as
\[ \hat{C} = \lambda R (R + \alpha^{-2} I)^{-1} = \lambda C \] where \( \lim_{M \to \infty} \lambda = 1. \)

It is easy to see that \( C \) is also a solution to \( \hat{C} \).

**C. Collection of Pseudo-Negative Evidence**

Negative evidences that lead to the inverse prediction of class-\( c \) (i.e., non-\( c \), denote as \( \bar{c} \) hereafter) are often useful to provide a cross-reference for the prediction. Due to that the collection of such evidences is infeasible at feature map layers, we propose to collect and build pseudo-evidences in this section. The idea is to reverse the weights learned by CAM-based methods (i.e., Eq. 2) so that the key channels supporting the prediction of \( c \) will be suppressed while those less important channels will be given with key roles in the fusion (i.e., Eq. (1)). A pseudo-negative Conceptor matrix \( \hat{C} \) can then be learned to modeling the evidences that is not predicting class \( c \). This process can be formulated as
\[ \hat{C} = R (R + \alpha^{-2} I)^{-1}, \]
\[ R = E[Z(Z)^\top] \in R^{M \times M}, \]
\[ Z = \mathcal{F}_l \text{diag}(\tilde{I} - \bar{w}_i^c) \in R^{M \times K} \]
where the weight reversing has been implemented by \( \tilde{I} - \bar{w}_i^c \) which inverts the influences of channels to prediction as well.

**D. Comprehensive Conceptor-CAM**

Eq. 9 for obtaining the pseudo-negative Conceptor \( \hat{C} \) in fact has provided another viewpoint of looking at the evidences stored in the channels. Therefore, we can reverse the Conceptor to obtain a positive evidence collected from a different point of view and use it as a complementary source to generate the saliency map. This can be easily implemented with the Conceptors on which Boolean operations (AND, OR, NOT) are well defined. Denote the complementary Conceptor as \( C^* \), we have
\[ C^* = -C = \bar{R}^{-1} (\bar{R}^{-1} + \alpha^2 I)^{-1}, \]
where \(-(-)\) denotes the NOT operator defined on Conceptors [9].

Finally, we can generate a more comprehensive saliency map with \( C \) and \( C^* \) for positive evidences of the prediction as
\[ S_i^+ = \Psi \left( \frac{1}{2} (C + C^*) Z \tilde{I} \right). \]

Putting all together, Algorithm 1 has depicted the process of calculating the comprehensive Conceptor-CAM.

**Algorithm 1. Conceptor-CAM algorithm**

**Input:**
- Image \( X \), Model \( f(x) \), class \( c \), layer \( l \)

**Output:**
- The saliency map \( S_i^+ \)

1: \( \mathcal{F}_l \leftarrow f_l(\bar{X}) \) //Obtain the feature map at the layer \( l \)
2: \( K \leftarrow \) the number of channels in \( \mathcal{F}_l \)
3: for \( k \in [1, K] \) do
4: \( \mathcal{H}_{l;k} \leftarrow \text{Rescale}(\mathcal{F}_{l;k}) \)
5: \( \bar{w}_k \leftarrow f^c(X \circ \mathcal{H}_{l;k}) \) // \( f^c(\cdot) \) is the largest score corresponding to class \( c \)
6: end for
7: \( Z \leftarrow \mathcal{F}_l \text{diag}(\bar{w}_i), \bar{Z} \leftarrow \mathcal{F}_l \text{diag}(\tilde{I} - \bar{w}_i) \)
8: \( R \leftarrow E[Z(Z)^\top], \bar{R} \leftarrow E[\bar{Z}(\bar{Z})^\top] \)
9: \( C \leftarrow R (R + \alpha^{-2} I)^{-1}, \hat{C} \leftarrow R (R + \alpha^{-2} I)^{-1}, C^* \leftarrow -\hat{C} \leftarrow \bar{R}^{-1} (\bar{R}^{-1} + \alpha^2 I)^{-1}, (C + C^*) \)
10: \( S_i^+ \leftarrow \Psi \left( \frac{1}{2} (C + C^*) Z \tilde{I} \right) \)
IV. EXPERIMENTS

A. Setup

To evaluate the performance of the proposed framework, we have conducted experiments on three popular datasets of ImageNet Large-Scale Visual Recognition Challenge 2012 (ILSVRC2012 validation set) [30], the PASCAL Visual Object Classes challenge (VOC2007 test set) [31], and Microsoft COCO (COCO2014 validation set) [32]. Due to the space limitation and to be aligned to previous CAM studies, we will present and discuss the results mainly on ILSVRC2012. This is the default dataset if not mentioned specifically. The results on VOC and COCO will be given and discussed when comparing to the state-of-the-art methods in Section IV-C. For the experiments on ILSVRC2012, the full validation dataset of 50,000 samples have been employed for comprehensiveness of the validation. Note that in some previous work, the results are reported on subsets of ILSVRC2012 (e.g., only 4% samples used in [3] for Score-CAM, [11] for SS-CAM and [33] for IS-CAM respectively) and thus might be slightly different from those reported in this section. All images have been reshaped to $224 \times 224 \times 3$. Normalization has been done to regulate the values into the range of $[0, 1]$ using the mean and standard deviation. All experiments have been performed on a machine with an Intel Xeon Gold 6248 CPU, a Nvidia Tesla T4 GPU, and 32G memory. The source code of the Conceptor-CAM can be found at https://www.github.com/(will make it open to public upon acceptance).

To measure the performance, we have employed two widely adopted metrics of Average Increase (AI) and Average Drop (AD) [3, 10, 11, 13, 33] as follows

\[
AI = \left( \frac{\sum_{i=1}^{N} \text{Sign}(Y^c_i < S^c_{i,i})}{N} \right) \times 100, \\
AD = \left( \frac{\sum_{i=1}^{N} \max(0, Y^c_i - S^c_{i,i})}{Y^c_i} \right) \times 100, 
\]

(12)

where $\text{Sign}(\cdot)$ denotes an indicator function that returns 1 when the expression inside (e.g., $Y^c_i < S^c_{i,i}$) is true or 0 otherwise. $Y^c_i$ is the predicated score of class $c$ on $i$-th image in the test set of $N$ samples, and $S^c_{i,i}$ is the predicated score of class $c$ on the corresponding $i$-th saliency map generated from the activation map $\mathcal{F}^c_i$ at layer $l$. Note that AI is a positive index with which the larger the value is the better the performance is. We will use $\uparrow$ as the indicator for positive indices hereafter. Similarly, we use $\downarrow$ for negative indices such as the AD and the time cost.

B. Conceptor-CAM

1) Compatibility with Existing CAM-based Methods: In this section, we integrate the Conceptors into three popularly employed CAM-based methods, namely the Grad-CAM [2], Grad-CAM++ [10], and Score-CAM [3], to verify the compatibility. In addition, we have included Layer-CAM [11], SS-CAM [11] and Ablation-CAM [13] as the representatives of the latest CAM-based methods. The test has covered almost all well-recognized CAM methods except for the original CAM [1], because it requires the modification of the target networks by physically adding an average pooling layer. This requirement makes it less feasible to be implemented, and more importantly, it is unfair when comparing to other CAM-based methods because it has changed the inference path of the target networks. Furthermore, we have normalized the feature maps using the hyperbolic tangent function (Tanh) to ease the calculation. The results are shown in Table I. Note that we are using ResNet18 as the base model for this experiment because of its balance between efficiency and effective ness. The comparison of base models will be given later in Section IV-B2.

It is easy to see that Conceptors are compatible with all CAM-based methods by gaining improvement ranging from 32.20% to 116.20% over runs without using Conceptors. This has confirmed the effectiveness of adding synchronization (through the inter- and intra-channel relations) to the CAM inference.

This is more intuitively shown in Fig. 2, where the performance of each method on various examples is given. Conventional CAM methods all tend to put the focus on only one part of the target objects while neglect the contribution of other parts (e.g., centers of the tennis balls in sample #123, necks of the dog in sample #1957 and the cranes in sample #6711). As we mentioned in Section III-B2, this might be due to fact that the direct weighted fusion of channels will give attention to the large and salient parts while disregard these smaller and less dominating parts [5, 6]. The use of Conceptors has significantly addressed this issue in the sense that the target objects are better covered in the saliency maps. It is an indication that the attentions of the parts have been well synchronized through the inter- and intra-channel relations and thus these parts are connected as a whole in the saliency maps.

| Runs with Conceptors | Improvement (%) | Average Increase $\uparrow$ | Average Increase $\downarrow$ | Average Increase $\uparrow$ | Average Increase $\downarrow$ | Average Increase $\uparrow$ | Average Increase $\downarrow$ | Average Increase $\uparrow$ | Average Increase $\downarrow$ | Average Increase $\uparrow$ | Average Increase $\downarrow$ |
|----------------------|----------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
| without Conceptors   | 33.45          | 31.68                       | 31.84                       | 38.11                       | 13.96                       | 31.57                       | 19.87                       | 32.99                       | 18.42                       | 32.43                       | 19.48                       |
| with Conceptors      | 31.10          | 31.29                       | 20.47                       | 40.93                       | 11.51                       | 31.37                       | 20.49                       | 34.95                       | 16.61                       | 30.57                       | 20.91                       |
| with Tanh+ Conceptors| 44.22          | 44.94                       | 9.82                        | 51.39                       | 6.70                        | 45.66                       | 9.28                        | 46.18                       | 8.52                        | 46.09                       | 7.84                        |
| Improvement (%)      | 32.20          | 41.86                       | 102.04                      | 34.85                       | 108.36                      | 44.63                       | 114.12                      | 39.98                       | 116.20                      | 42.12                       | 148.47                      |

TABLE I

TEST OF COMPATIBILITY OF CONCEPTOR LEARNING TO CONVENTIONAL CAM-BASED METHODS. THE BEST RESULTS ARE IN BOLD FONT.
Comparing between CAM-based methods, in Table I, the Score-CAM has achieved the superior performance over the other two by 13.93% (31.95%) to 20.72% (42.34%) in Average Increase (Drop). Therefore, in the experiments thereafter, we will use Score-CAM as the baseline to study the factors related to Conceptor-CAM. In addition, another fact we can learn from Table I is that the Tanh normalization is much more important for Grad-CAM and Grad-CAM++ when applying Conceptor-CAM. Otherwise, the performance gain is not guaranteed. This is not surprising, because it can be seen from Eq. (2) that these two methods rely on the values of feature maps directly for calculation, which introduces larger variance than the difference of the feature maps that has been used by Score-CAM.

2) Compatibility to CNN Models: To verify the compatibility of Conceptors to existing CNN models and also to explain our selection of ResNet18 as the base model, we have applied Conceptors to VGG16 [34], Inception-V3 [35], ResNet18 [36], and ResNet50 [36] respectively. The results are shown in Table II.

It is not surprising that Conceptor-CAM has achieved a consistent improvement over the baseline runs across all types of CNN models by 35.85% on VGG16, 16.24% on Inception-V3, 34.85% on ResNet18, and 16.99% on ResNet50. It has validated that the compatibility and effectiveness of Conceptor-CAM are generalizable to prevalent CNN models. In addition,
we can see that ResNet18 is the best balanced model between effectiveness and efficiency by demonstrating the acceptable performance in Average Increase (65.40% over VGG16) and the best efficiency (391.38%, 1429.31%, and 1012.07% faster than VGG16, Inception-V3, ResNet50 respectively).

3) Study of the Balancing Factor $\alpha$: For more experience of using Conceptor-CAM, we study the only parameter $\alpha$ of the proposed framework in this section. The results of the performance over different settings of $\alpha$ in the range of $[0, 100]$ is shown in Fig. 3. Note that to get the solution of the Conceptor matrix using Eq. (5), we need to calculate the inverse of $(R + \alpha^{-2}I)$. In most of the cases, this part is invertible, because the addition of $\alpha^{-2}I$ to $R$ has significantly increased the probability that the result is a non-singular matrix. However, when $\alpha^{-2}$ is approaching zero, the result is more about $R$ itself which is practically easy to be singular. We have to use the Moore-Penrose inverse in this case.

In Fig. 3 we have used different scales at the range of $(0, 0.1)$ (when the regulation part dominating the synchronization part), $[0.1, 1]$ (in case of $\alpha$ working as an ordinary balancing factor), and $(1, 100]$ (for studying the case of $\alpha^{-2}$ approaching zero). We can see that the best performance can be obtained when $\alpha$ is in the range of $(0, 1)$. It is consistent with our intuition that performance gain can only be obtained when the synchronization and regulation are well balanced. It is slightly surprising that the result at the point $\alpha = 0$ (we define $\alpha^{-2} = 0$ when $\alpha = 0$) is different from its theoretical equivalent (without Conceptors) by 38.11% (13.96%) in Average Increase (Drop). This is due to the Moore-Penrose inverse which makes the result of $R(R)^{-1}$ not exactly the same as the theoretical solution (an identity matrix $I$). Consequently, the synchronization, even might be modest, has been done which is beyond our theoretical expectation of doing nothing. Besides, it is not surprising that the performance degrades gradually when the regulation is dominating the synchronization (i.e., $\alpha$ is in the range of $(0, 0.1)$). In the experiments, we have used the setting of $\alpha = 1$ by default which will bring convenience for calculation and formal verification even it is not the best performance of Conceptor-CAM.

4) Pseudo-negative Evidence: To verify the effectiveness of using the pseudo-negative evidences and the advantage of Boolean supplement of the Conceptors, we have conducted experiments using the Conceptors ($C$) (denote as the positive Conceptors to ease the description), the complementary Conceptors ($C^*$), and the comprehensive Conceptors by fusing of the first two Conceptors ($C + C^*$) respectively. To be more extensive, we have also included the performance on ResNet50. The results are shown in Table III.

With the complementary Conceptors ($C^*$), which has been generated with the pseudo-negative evidences using NOT operation defined on Conceptors, the performance is comparable to that using positive Conceptors ($C$) with 6.15% superiority in Average Increase but 10.60% degradation in Average Drop.

![Fig. 3. The performance of Conceptor-CAM over the balancing factor alpha: The performance is approaching optimal in the range of (0,1) but overall it is basically insensitive to the parameter alpha.](image-url)
| Labels (Sample No.) | Gyromitra (472) | Street Sign (1376) | Pomeranian (5658) | Palace (6640) | Parachute (9873) |
|---------------------|-----------------|--------------------|-------------------|---------------|------------------|
| Input Images         |                 |                    |                   |               |                  |
| Score-CAM           |                 |                    |                   |               |                  |
| Score-CAM + Conceptors |               |                    |                   |               |                  |
| Score-CAM + Complementary Conceptors |           |                    |                   |               |                  |
| Score-CAM + Comprehensive Conceptors |          |                    |                   |               |                  |
| Impr. by using comprehensive conceptors |        | Focus moves from edge to the center | Non-target area (trees) has been excluded | False attention on the toy has been excluded | The plaza has been excluded from the palace | The person has been excluded |

The performance obtained by fusing the positive and complementary Conceptors outperforms the others as expected (with 43.14% (88.39%) gain in Average Increase (Drop) over the run without Conceptors, and 5.92% (28.34%) over the complementary Conceptors). This has further confirmed the ability of pseudo-negative evidences to provide complementary information for the inference.

In Fig. 4, we have compared the performance of these Conceptors on samples which will explain the rationale more intuitively. Generally speaking, we can find from the examples that the positive Conceptors tend to connect the core parts to the other parts of the target objects and thus have a better coverage than that of the original Score-CAM which only focuses more on the core parts. By contrast, the complementary Conceptors, which have been learned from the pseudo-negative evidences, tend to exclude the targets from the background. For example, on sample #5658, the toy, which has been falsely covered by the original Score-CAM and the positive Conceptors, has been successfully excluded using the complementary Conceptors. Similar effect has been observed on sample #9873 with exclusion of the person from the parachute, on sample #6640 of the plaza from the palace, and on sample #1376 of trees from the sign. Furthermore, the complementary Conceptors have demonstrated a balanced effort of the positive and complementary Conceptors to include and exclude the targets, and therefore obtained the best results. This is particularly obvious on samples #472 where the original focus has been put on the edge of the gyromitra incorrectly, the complementary Conceptors have pushed the attention towards the central part but missed some parts of the target, and the comprehensive Conceptors have covered the gyromitra well and reduced the attention on the background part alone the edge (to which the positive Conceptors have given more attention). Similarly, on sample #9873, the focus has been amended from the part between the parachute and the person to the parachute.
C. Comparison to the State-of-the-art

We have compared the Conceptor-CAM to the State-of-art (SOTA) CAM-based methods including three popular methods of Grad-CAM [10], Grad-CAM++ [2], and Score-CAM [3], and three latest methods of SS-CAM [11], Layer-CAM [12] and Ablation-CAM [13]. The results on ILSVRC2012 [30], VOC [31], and COCO [32] are shown in Table IV, Table V and Table VI respectively. We can see that the Conceptor-CAM methods outperform the SOTA methods by 43.14% ∼ 72.79% (88.39% ∼ 168.15%) on ILSVRC2012 in Average Increase (Drop), 15.42% ∼ 42.55% (47.09% ∼ 372.09%) on VOC, and 17.43% ∼ 31.32% (47.54% ∼ 206.45%) on COCO, respectively. The reason has already been discussed in previous sections. However, the Complementary Conceptor-CAM works better than the other two on VOC and COCO this time. This is an observation different from those on ILSVRC2012. It is in fact not surprising, because the Complementary Conceptors are generated and improved from the positive Conceptors, which may have already collected enough clues in most of the cases. Therefore, it could be considered as a more balanced solution.

V. Conclusion

In this paper, we have employed the Conceptor learning to model inter- and intra-channel relations for CAM inference. Both formal verification and experimental study have been provided to validate the effectiveness of the proposed Conceptor-CAM. In addition, by using of pseudo-negative evidences, we have generated complementary Conceptors to provide more comprehensive CAM understanding of the DNN inference, which has confirmed the advantage of using Boolean operations in CAM learning. Furthermore, we have proven that the Conceptor-CAM is an open framework that is compatible to conventional CAM-based methods and popular DNNs.

While encouraging results have been observed, the Conceptor-CAM has followed the conventional way of generating the saliency maps from the last convolutional block/layer of DNNs. This might have ignored the inter-block/layer relation of DNN architectures. A recent study in [14] has shown that aggregating CAM evidences from different stages (early or later layers along the feed-forward path) is able to generate more reliable results. In the future, we will study whether this could be integrated into Conceptor-CAM in a formulated way.

TABLE IV
Comparison of Conceptor-CAM to the state-of-the-art CAM-based methods on ILSVRC2012. The best results are in bold font.

|            | Conceptor-CAM | Popular CAMs | Latest CAMs |
|------------|---------------|--------------|-------------|
|            | Comprehensive $C + C^r$ | Complementary $C^r$ | Positive $C$ | Grad-CAM | Grad-CAM++ | Score-CAM | Layer-CAM | SS-CAM | Ablation-CAM |
| Average Increase ↑ | 54.55 | 51.50 | 51.39 | 33.45 | 31.68 | 38.11 | 31.57 | 32.99 | 32.43 |
| Average Drop ↓ | 7.41 | 9.51 | 6.70 | 19.24 | 19.84 | 13.96 | 19.87 | 18.42 | 19.48 |

TABLE V
Comparison of Conceptor-CAM to the state-of-the-art CAM-based methods on VOC. The best results are in bold font.

|            | Conceptor-CAM | Popular CAMs | Latest CAMs |
|------------|---------------|--------------|-------------|
|            | Comprehensive $C + C^r$ | Complementary $C^r$ | Positive $C$ | Grad-CAM | Grad-CAM++ | Score-CAM | Layer-CAM | SS-CAM | Ablation-CAM |
| Average Increase ↑ | 51.37 | 53.23 | 46.51 | 42.43 | 37.34 | 46.12 | 38.07 | 44.10 | 39.76 |
| Average Drop ↓ | 3.65 | 3.44 | 4.90 | 13.68 | 10.88 | 5.06 | 10.70 | 5.92 | 16.24 |

TABLE VI
Comparison of Conceptor-CAM to the state-of-the-art CAM-based methods on COCO. The best results are in bold font.

|            | Conceptor-CAM | Popular CAMs | Latest CAMs |
|------------|---------------|--------------|-------------|
|            | Comprehensive $C + C^r$ | Complementary $C^r$ | Positive $C$ | Grad-CAM | Grad-CAM++ | Score-CAM | Layer-CAM | SS-CAM | Ablation-CAM |
| Average Increase ↑ | 64.31 | 65.49 | 59.86 | 52.72 | 51.19 | 55.77 | 49.87 | 54.08 | 52.23 |
| Average Drop ↓ | 5.99 | 5.89 | 6.33 | 17.79 | 13.23 | 8.69 | 13.59 | 9.27 | 18.05 |
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