Bayesian state space modelling for COVID-19: with Tennessee and New York case studies

Adam Spannaus\textsuperscript{1}, Theodore Papamarkou\textsuperscript{2}, Samantha Erwin\textsuperscript{1}, and J. Blair Christian\textsuperscript{1}

\textsuperscript{1}Computational Sciences and Engineering Division, Oak Ridge National Laboratory, Oak Ridge, TN, USA
\textsuperscript{2}Department of Mathematics, The University of Manchester, Manchester, UK

Abstract

We develop a Bayesian inferential framework for the spread of COVID-19 using mechanistic epidemiological models, such as SIR or SEIR, and allow the effective contact rate to vary in time. A novel aspect of our approach is the incorporation of a time-varying reporting rate accounting for the initial phase of the pandemic before testing was widely available. By varying both the reporting rate and the effective contact rate in time, our models can capture changes in the data induced by external influences, such as public health intervention measures, for example. We view COVID-19 incidence data as the observed measurements of a hidden Markov model, with latent space represented by the underlying epidemiological model, and employ a particle Markov chain Monte Carlo (PMCMC) sampling scheme for Bayesian inference. Parameter inference is performed via PMCMC on incidence data collated by the New York Times from the states of New York and Tennessee from March 1, 2020 through August 30, 2020. Lastly, we perform Bayesian model selection on the different formulations of the epidemiological models, make predictions from our fitted models, and validate our predictions against the true incidence data for the week between August 31, 2020 and September 7, 2020.

1 Introduction

During a disease outbreak, epidemiological forecasts help inform public health decisions by making predictions about how widely the disease will spread (Astolfi et al., 2012). This information is critical for public health officials trying to understand the dynamics through which a disease is transmitted and to slow its propagation (Anderson et al., 1992). For example, specific understanding of the transmission dynamics helps to quantify a quarantine period for those exposed to the disease. Moreover, in the case of an emerging health crisis, there are uncertainties in the process of disease transmission such as the rate of infection or incubation period of a novel disease. These considerations are especially relevant during the current SARS-CoV-2 (COVID-19) pandemic as the uncertainty surrounding the disease’s transmission and incubation rates have made coordinating the global response to this disease a substantial challenge to public health officials.

Real-time infectious disease forecasts are important tools utilized by public health officials to analyze, characterize, and predict disease propagation (Myers et al., 2000). One of the most widely employed mathematical models for general disease transmission is the Susceptible-Infected-Removed (SIR) model of Kermack and McKendrick (1927). The SIR model describes the interactions between three population groups: those who are susceptible to an infection, those who are infected, and those who have been removed from the population through recovery or death. Over time, the SIR model has been augmented to include other compartments such as an exposed state between the susceptible and infected compartments, a compartment for asymptomatic carriers, or a compartment for individuals immune to the infection (Blackwood and Childs, 2018). In this vein and specifically related to the COVID-19 pandemic, it is thought that there is a latency period in the course of the disease (Rothe et al., 2020) during which an individual carrying the disease does
not present symptoms, suggesting the possibility that a model of COVID-19 should include an ‘exposed’
state and be described using a Susceptible-Exposed-Infected-Resistant (SEIR) model.

Deterministic models cannot reflect the real-time implications of preventative measures, such as safer-at-
home orders, social distancing, or mask mandates that directly impact the transmission rate (Andersson and
Britton [2012]). To capture the effects of preventative measures when modelling the COVID-19 outbreak, we
choose stochastic state space representations of the SIR and SEIR models. To this end, we adopt a Bayesian
approach to modelling the progression of disease in a population through the different compartments in each
epidemiological model, and allow the rate of transmission to vary as a function of time, thus capturing the
spread of a disease throughout a community. The proposed stochastic models view the effective transmission
rate as a time-dependent random variable and account for under-reporting of cases, heterogeneity of disease
outcomes, i.e., asymptomatic cases and transmission, and mitigation strategies used to slow the spread of the
disease, such as shelter-in-place orders or mask mandates. Furthermore, we consider two different scenarios
in the reporting of active cases; such a parameter allows the model to account for differences in availability
of testing and advances in testing accuracy.

To demonstrate our Bayesian approach, we study two regional outbreaks with different mitigation strate-
gies using the COVID-19 case counts as collated by the New York Times (Times [2020]). Considering data
from Tennessee and New York showcases the flexibility of our modelling strategy as the spread of COVID-
19 in these states presents different modelling challenges. Indeed, each state handled the beginning of the
pandemic differently, employed different testing strategies, and continue to have different reopening policies
(Raifman et al., 2020). Notably, these two states experienced the initial six months of the pandemic in
widely differing fashion. Such widely varying approaches are demonstrated by the COVID-19 data sets as-
associated Tennessee and New York which exhibit drastically different dynamics of case counts. Our Bayesian
state space model coupled with particle Markov chain Monte Carlo (PMCMC) sampling can readily quan-
tify uncertainty in parameter estimates and predict short term the extent of disease spread when fitted to
each of the two data sets. Our experiments highlight the capacity of this type of modelling approach to
fit data representing different dynamics of disease spread, to provide a mechanistic framework to analyze
the propagation of COVID-19, and to provide a principled methodology for post-hoc model analysis and
criticism.

The outline of the paper is as follows. In Section 2 we detail the epidemiological and Bayesian models
that we employ. The sequential Monte Carlo (SMC) and PMCMC methods are described in Section 3
with the associated pseudocode. Numerical results of fitting the epidemiological models to the data, MCMC
diagnostics, and short-term predictions are in Section 4. Lastly, we conclude and give discussion in Section 5.

2 Modelling

2.1 Epidemiological models

For the problem of modelling the COVID-19 pandemic, we will compare the SIR and SEIR epidemiological
models. The salient difference between these is the inclusion of the ‘exposed’ state in the latter; individuals
move into this the compartment once they have been exposed to an infected individual, but are not yet
actively infected themselves. Moreover, such a compartment is pertinent when quantifying the breadth of
the pandemic due to the challenges in correctly accounting for such individuals. The ‘exposed’ compartment
not only acts as a delay between the ‘susceptible’ and ‘infected’ compartments, but individuals in the
‘exposed’ bin may transmit the disease before becoming actively infected themselves. We augment these
epidemiological models with an additional parameter representing the rate at which active cases are reported.
In the pandemic’s early phases, wide-spread access to testing was unavailable, and the disease prevalence
within a community was widely under-reported (Fisher and Wilder-Smith [2020] Lau et al. [2020]). Thus we
consider two different scenarios with the reporting rate: (i) a constant rate spanning the entire time duration
from March 1, 2020 through August 30, 2020, or (ii) a reporting rate that varied between the first month
of data that we consider, March 1 through March 28, and all subsequent reported incidence data, March 29
through Sept 7. The time period from March 1 to March 28 encompasses the initial phase of the pandemic,
when testing was less reliable and less available \cite{Arevalo-Rodriguez2020,Lau2020}.

Defining the characteristics of an on-going pandemic presents a challenging problem for a deterministic epidemiological model. We take the approach similar to those of \cite{DelMoral2015,Dureau2013,Funk2018} and allow the transmission rate to vary with time. Thus we may capture intervention measures enacted by public health officials, such as mask mandates or shelter-in-place orders, or ‘super-spreader’ that have a direct impact on disease prevalence. By accommodating the transmission via a time-varying transmission rate, we may better quantify the spread of the disease, which in turn, yields better information to public health officials concerned with slowing community spread.

The SIR epidemiological model is represented by the system of differential equations

\begin{align}
\frac{dS(t)}{dt} &= -\beta(t)S(t)\frac{I(t)}{N} dt, \\
\frac{dI(t)}{dt} &= (\beta(t)S(t)\frac{I(t)}{N} - \gamma I(t)) dt, \\
\frac{dR(t)}{dt} &= \gamma I(t) dt, \\
\frac{dw(t)}{dt} &= \mu(w(t), \theta_w) + \sigma(w(t), \theta_w) dB(t), \quad w(t) = g(\beta(t)),
\end{align}

where $S(t)$ represents COVID-19 susceptible individuals, $I(t)$ COVID-19 infected individuals, and $R(t)$ removed individuals who are no longer able to become infected. Susceptible individuals move into the infected compartment at rate $\beta S(t)I(t)/N$. Infected individuals become removed at rate $\gamma$. Lastly, we introduce a stochastic process $w(t)$ via a stochastic differential equation (SDE) that defines the effective contract rate, thus controlling the extent to which a disease spreads throughout a population. Accordingly, for the SDE we define drift $\mu$ and diffusion $\sigma$ terms, both parameterized by $\theta_w$, and a function $g: \mathbb{R}^+ \to \mathbb{R}$.

An alternative to the SIR model is the SEIR model which includes an additional ‘exposed’ compartment $E(t)$ and corresponding parameter $\kappa$. This parameter controls the movement of those individuals who are in the disease’s latent period into an active infection, and thus capable of infecting other susceptible individuals. The SEIR model is written

\begin{align}
\frac{dS(t)}{dt} &= -\beta(t)S(t)\frac{I(t)}{N} dt, \\
\frac{dE(t)}{dt} &= (\beta(t)S(t)\frac{I(t)}{N} - \kappa E(t)) dt, \\
\frac{dI(t)}{dt} &= (\kappa E(t) - \gamma I(t)) dt, \\
\frac{dR(t)}{dt} &= \gamma I(t) dt, \\
\frac{dw(t)}{dt} &= \mu(w(t), \theta_w) + \sigma(w(t), \theta_w) dB(t), \quad w(t) = g(\beta(t)).
\end{align}

In this study, we take $\mu = 0$ and $\theta_w = \sigma$, thus assuming that the transmission rate on any day is likely to be the same as the previous day, and set $g(\cdot) = \log(\cdot)$. By choosing $\mu = 0$ and $\theta_w = \sigma$, the resulting path $w(t)$, defined by the SDE $\frac{dw(t)}{dt} = \theta_w dB(t)$, is Brownian motion. Allowing $w(t)$ to vary in time defines the effective contact rate $\beta(t)$, which controls the extent to which a disease spreads between individuals within a population.

### 2.2 Hidden Markov model

In the present section we describe the hidden Markov model (HMM) methodology used in our Bayesian epidemiological modelling. Briefly, an HMM is a bivariate discrete time process $\{w_t, Y_t\}_{t \geq 0}$ such that the latent states $\{w_t\}_{t \geq 0}$ represent a Markov chain. The observations $\{Y_t\}_{t \geq 0}$, are independent random variables conditioned on $\{w_t\}_{t \geq 0}$, such that the conditional distribution of $Y_t$ only depends on $w_t$. An HMM may be written as a stochastic dynamical system

$$w_{t+1} = a(w_t, U_t), \quad Y_t = b(w_t, V_t),$$
for real functions $a, b$ and sequences of i.i.d. random variables $\{V_i\}_{i \geq 0}$ and $\{U_i\}_{i \geq 0}$ that are also independent of $w_0$. In the present context of an epidemiological model we discretize the system of ODEs in time and write $X_t = (S_t, I_t, R_t)$ or $X_t = (S_t, E_t, I_t, R_t)$ depending on the model under consideration. Making some regularity assumptions, described by Zigmantas (2007) on the evolution dynamics of the system, given by eqs. (2.1)-(2.2), we may associate a state evolution density, $w_{t+1} \sim f(\cdot \mid w_t, \theta_w)$ parameterized by $\theta_w$, with the evolution of the states in an epidemiological model. This density, coupled with an initial state, $w_0 \sim \mu_{\theta_w}$, fully characterizes the evolution of states in a HMM. Accounting for measurement errors, partial and modified observations, we introduce an observation density, $Y_t \sim h(\cdot \mid X_t, \theta_Y)$ parameterized by $\theta_Y$.

Denoting any sequence $\{c_i\}_{i \geq 0}$ for $i \leq j$ as $c_{i:j} = (c_i, c_{i+1}, \ldots, c_j)$, we view the stochastic epidemiological model as an HMM, written

$$
dw_t = \theta_w \, dB_t, \\
y_{1:T} \sim h(Y_{1:T} \mid X_{0:T}, \theta_Y), \\
x_{0:T} = \mathcal{F}(w_{0:T}; \theta_w),$$

for an observation density $h(\cdot \mid X_{0:T}, \theta_Y)$. We define $\theta_X = (\kappa, \gamma, X_0)$, or $\theta_X = (\gamma, X_0)$, depending on the model under investigation, and $\theta_Y = (p, \eta)$. We require the diffusion process $w_t$ to have a unique solution, i.e., an invariant distribution $\pi(w_t)$ that may be viewed as a prior over $w$. Conditions for existence of such a distribution are described in Oksendal (2013).

### 2.3 Bayesian formulation

To place the epidemiological models in eqs. (2.1)-(2.2) in the context of a discrete time HMM, we discretize the path of a Brownian motion, so at each time step we sample $\gamma \sim N(0, \sigma)$ and set $\beta_{i+1} = \beta(\exp\{\gamma\})$, where $\sigma$ is the diffusion term of the SDE. Note that for a fixed $w_t$, the state evolution density is a deterministic function of the model parameters and initial conditions $X_0$, which may be computed from an approximation to the intractable integral solution of the ODE system. This point is important in the context of the sampling schemes that we present in the following section. For if this was not the case, we would be unable to estimate the marginal likelihood, a necessary step in the PMCMC method used to sample from our posterior.

For the observations in our HMM, we assume that not all instances of the disease are reported, due to lack of available testing, asymptomatic cases, or changes in the reporting of active cases. Consequently we consider two different modelling scenarios: (i) the rate at which active cases are reported remains constant for the duration $\{1, \ldots, T\}$ of the collected data, or (ii) active cases were reported at differing rates during time intervals $\{1, \ldots, t_p-1\}$ and $\{t_p, \ldots, T\}$. Mathematically, the probability of successfully reporting an active case is $p_c \sim p_{c, \gamma}$ for case (i) and

$$p_w = \begin{cases} p_1 \sim p_{p_1} & \text{if } \tau < t_p \\ p_2 \sim p_{p_2} & \text{if } \tau \geq t_p \end{cases},$$

for case (ii). For simplicity of notation, we will write $p$ as the reporting rate unless explicitly describing a particular modelling scenario. We define the observed weekly incidence rate as $Z_t(X_t) = \int_{t_1}^{t_{i+1}} \beta(\tau) S(\tau) \frac{d\tau}{N} \, d\tau$ with $X_t = (S_t, I_t, R_t)$ for the SIR model, or $Z_t(X_t) = \int_{t_1}^{t_{i+1}} \kappa E(\tau) \, d\tau$ with $X_t = (S_t, E_t, I_t, R_t)$ for the SEIR model. Precisely, $Z_t$ denotes the number of new cases transitioning into the infected compartment in week $t_1 \leq T$.

As the reporting of each new case may be seen as an independent Bernoulli random variable, i.e., each case is reported with probability $p$, and the waiting time until the first successful report is geometrically distributed with the same parameter $p$. Thus we are interested in the probability of $Z_t$, conditional on the number of successful reported cases, $Y_i$. Since the latter is the sum of i.i.d. geometrically distributed random variables with parameter $p$, it then follows that $Y_i \mid X_t \sim \text{NegBin}(p, Z_i(X_t))$. Invoking the Central Limit Theorem, these observations are approximately normal with mean $pZ_t$ and variance $p(1-p)Z_t + (pZ_t)^2$. The variance contains an additional parameter, $\eta$, which describes the overdispersion within a population. It is a common occurrence in count data (Bolker 2008, Breslow 1984) and signals heterogeneity within a
population. Furthermore, it accounts for large variances between individual outcomes, and can show the presence of ‘super-spreading’ events [Lloyd-Smith 2007].

To fully specify our Bayesian model, we define $\theta = (\theta_w, \theta_X, \theta_Y)$ and denote the prior of the parameters by $\pi_0(\theta)$. Then the posterior distribution of the transmission rate $w_{0:T}$ and model parameters $\theta$, given the observed incidence data $Y_{1:T}$ is

$$\pi(w_{0:T}, \theta | Y_{1:T}) \propto b(Y_{1:T} | X_{0:T}, \theta_Y) \pi(w_{0:T} | \theta_w) \pi_0(\theta). \quad (2.4)$$

Following the standard decomposition we may write our posterior distribution, eq. (2.4), as

$$\pi(w_{0:T}, \theta | Y_{1:T}) = \pi(w_{0:T} | Y_{1:T}, \theta)\pi(\theta | Y_{1:T}), \quad (2.5)$$

which suggests a sampling strategy of alternating between sampling from densities $\pi(w_{0:T} | Y_{1:T}, \theta)$ and $\pi(\theta | Y_{1:T})$ via the PMCMC algorithm of [Andrieu et al. 2010]. Such an approach alleviates issues of convergence and insufficient exploration of the sample space that can arise due to correlations and dependencies between variables.

Sampling from the posterior defined in eq. (2.4), or factorization thereof eq. (2.5), allows us to infer the time-varying transmission rate and summary statistics about the reporting rate, and to make predictions about the future course of the pandemic. Moreover, by posing the epidemiological model as a Bayesian inference problem, we may readily quantify the parameter uncertainty and predictive uncertainty of the model.

### 2.4 Bayesian model selection

To compare the four different epidemiological models considered herein in a principled fashion, we employ Bayesian model selection. For each state we have the following models: (i) SIR with a constant reporting rate, (ii) SIR with a varying reporting rate, (iii) SEIR with a constant reporting rate, and (iv) SEIR with a varying reporting rate; we denote these by $M_1, M_2, M_3$ and $M_4$, respectively. Accordingly, we investigate the conditional posterior probability $\pi(M_i | Y_{1:T}) \propto \pi(Y_{1:T} | M_i)\pi(M_i)$ of model $M_i$ given data $Y_{1:T}$.

[Kass and Raftery 1995] define the Bayes factor $B_{ij}$ associated with models $M_i$ and $M_j$ as

$$B_{ij} = \frac{\pi(Y_{1:T} | M_i)}{\pi(Y_{1:T} | M_j)}. \quad (2.6)$$

Computing the Bayes factors $B_{ij}$, $j = 2, 3, 4$, which are subsequently used to find the posterior probability of model $M_i$ conditioned on the observations $Y_{1:T}$, given by

$$\pi(M_i | Y_{1:T}) = \frac{\omega_i B_{i1}}{\sum_{j=1}^{4} \omega_j B_{j1}}, \quad (2.7)$$

where $\omega_i = \pi(M_i) / \pi(M_1)$ is the ratio of prior probabilities of $M_i$ against $M_1$. In the present setting we set $\pi(M_i) = 1/4, i = 1, 2, 3, 4$, and therefore $\omega_i = 1$, due to not having prior knowledge about which model may be more preferable.

The question of model choice is then answered by choosing the model with the maximum posterior probability as computed by eq. (2.7). Indeed, each model’s posterior probability is a weighted average over all Bayes factors, and maximizing such a probability yields the most likely model to explain the data.

### 3 Markov chain Monte Carlo

#### 3.1 Particle Markov chain Monte Carlo

To sample from the posterior density of eq. (2.4), we employ PMCMC sampling [Andrieu et al. 2010]. We describe the algorithmic procedure and give the details necessary for the implementation of our model; for
an in-depth discussion and theoretical results, see Andrieu et al. [2010]; Del Moral et al. [2006]. First, the sequential Monte Carlo (SMC) procedure is described, followed by PMCMC.

SMC algorithms (Del Moral et al. [2006]) provide a methodology for sampling from distributions defined by state-space models. According to the decomposition of our posterior distribution in eq. (2.5), samples are first drawn from the conditional \(\pi(w_{0:T} \mid Y_{1:T}, \theta)\). The SMC methodology, outlined in algorithm 1, yields a sequence of densities that approximates \(\{\pi(w_{0:T} \mid Y_{1:T}, \theta) : \tau \geq 0\}\) and marginal distributions \(\{\mathcal{L}(Y_{1:T} \mid w_{0:T}, \theta) : \tau \geq 0\}\) for a given \(\theta\) and \(\tau \leq T\). The procedure first yields an approximation of \(\pi(w_1 \mid Y_1, \theta)\) and \(\mathcal{L}(Y_1 \mid w_{0:1}, \theta)\), by drawing samples from an importance density (Andrieu et al., 2010), \(\hat{w}_1^{(i)} \sim Q_1(\cdot \mid Y_1, w_1, \theta)\) for particles \(i = 1, \ldots, P\). The algorithm then approximates \(\pi(w_{1:T} \mid Y_{1:T}, \theta)\) and \(\mathcal{L}(Y_{1:T} \mid w_{0:T}, \theta)\), for all subsequent iterations \(\tau\) by drawing samples from importance densities \(\hat{w}_\tau^{(i)} \sim Q_\tau(w_\tau \mid Y_{1:T}, \hat{w}_{\tau-1}^{(i)}, \theta)\). By requiring these to be of the form \(Q_\tau(w_\tau) = Q_1(w_1) \prod_{\tau=2}^T Q_\tau(w_\tau \mid Y_{1:T}, w_{1:T-1})\), one readily computes an unbiased estimate of the marginal likelihood \(\mathcal{L}(Y_{1:T} \mid w_{0:T}, \theta)\), which is necessary for the Metropolis-Hastings acceptance ratio in the PMCMC sampler (Del Moral et al. 2006). The SMC algorithm yields this approximation by noting that

\[
\mathcal{L}(Y_{1:T} \mid w_{0:T}, \theta) = \mathcal{L}(Y_1 \mid w_{0:1}, \theta) \prod_{\tau=2}^T \mathcal{L}(Y_\tau \mid w_{1:T}, \theta),
\]

which follows from the conditional independence observations and we have defined

\[
\mathcal{L}(Y_\tau \mid Y_{\tau-1}, w_{0:T}, \theta) = \frac{1}{N} \sum_{i=1}^P \alpha_\tau(w_{0:T}^i),
\]

which is an MCMC estimate at time \(\tau\) of

\[
\pi(Y_\tau \mid Y_{\tau-1}, w_{0:T}, \theta) = \int \alpha_\tau(w_{0:T}) Q_\tau(w_\tau \mid Y_\tau, w_{\tau-1}, \theta) \pi(w_{0:T-1} \mid Y_{1:T-1}, \theta) dw_{0:T}.
\]

Having obtained samples from \(\pi(w_{0:T} \mid Y_{1:T}, \theta)\) via SMC, it remains to sample from \(\pi(\theta \mid Y_{1:T})\). Recalling the posterior factorization in eq. (2.5), we look for a proposal distribution of the form \(q(\theta^*, w_{0:T} \mid \theta_w, w_{0:T}) = q(\theta^* \mid \theta) \pi(w_{0:T} \mid Y_{1:T}, \theta^*)\). At each iteration of the PMCMC algorithm, a value \(\theta^*\) of the parameter \(\theta\) is proposed, followed by a sample \(\hat{w}_{0:T}^i\) generated by the SMC procedure. Thus the problem of sampling from \(\pi(w_1, \theta \mid Y_{1:T})\) is reduced to sampling from \(\pi(\theta \mid Y_{1:T})\), as samples from \(\pi(w_{0:T} \mid Y_{1:T}, \theta)\) are obtained via the SMC algorithm.

### 3.2 MCMC diagnostics

We use two MCMC diagnostics to monitor the quality of convergence and of mixing, namely the potential scale reduction factor (PSRF) and the effective sample size (ESS). Multivariate versions of PSRF and ESS are employed, introduced by Brooks and Gelman [1998] and Vats et al. [2019], respectively. The multivariate PSRF and ESS require knowledge of the parameter posterior covariance matrix, which is estimated by the multivariate initial sequence estimator (MINSE) estimator of Dai and Jones [2017].

Multivariate PSRF and ESS estimators provide two advantages over their univariate counterparts. Firstly, they take into account the covariance structure of the parameter space instead of accounting for the parameter variance only. Secondly, they provide single number summaries across all parameters instead of yielding univariate estimates for each parameter. Typical thresholds for the univariate versions are PSRF < 1.05 and ESS ≥ 400 (Vehtari et al. 2020). Since there are no widely established thresholds for multivariate PSRF and ESS, we employ the empirical thresholds known from the univariate scenario.

### 3.3 Uncertainty quantification

For each model, we quantify the parameter and predictive uncertainty. To quantify the former, we utilize estimates of the parameter posterior covariance matrix, Monte Carlo standard error (MCSE), posterior
Algorithm 1: Sequential Monte Carlo (SMC)

1: Initialize $\theta_0$, $X_0$, and sample particles $\{\bar{w}_i^0\}_{i=1}^P \sim \mu(w_0 | \theta_w)$
2: for $\tau = 1, \ldots, T$ do
   3:     for $i = 1, \ldots, P$ do
   4:         Sample $\hat{w}_i^\tau \sim Q(\cdot | \bar{w}_{\tau-1}^i, Y_\tau, \theta_w)$
   5:         Solve for $\hat{X}_i^\tau$ from $F(\hat{w}_i^\tau, \theta)$
   6:         Set $\hat{w}_0^\tau = (\bar{w}_{0,\tau-1}^i, \hat{w}_i^\tau)$
   7:     Compute the normalized weights:
   8:         $W_i^\tau = \alpha_\tau(\hat{w}_0^\tau) \sum_{j=1}^N \alpha_\tau(\hat{w}_0^\tau)$
   9:     Sample $\hat{w}_{0,\tau} \sim \text{Multinomial}(W_i^\tau)$
10: end for
11: Compute marginal likelihood
12: $L(Y_{1:T} | \bar{w}_{0:T}, \theta) = \prod_{\tau=1}^T \frac{1}{P} \sum_{i=1}^P \alpha_\tau^i(\hat{w}_0^\tau)$

The posterior covariance matrix of the parameters of each model is estimated using the MINSE of Dai and Jones (2017). The MCSE of the parameters equals the square root of the diagonal of the MINSE estimator. The posterior correlation matrix of the parameters is estimated by standardizing the relevant entries of the MINSE estimator with the associated MCSEs.

To compute credible intervals for the parameter posteriors and predictive posteriors, we first estimate each posterior density at each time step via a kernel density estimator (KDE) (Silverman, 1986). Having computed an estimate of the density, we then construct an empirical cumulative distribution function at each time step. The desired quantiles for the credible intervals are then readily calculated from the empirical distribution functions.

4 Experiments

4.1 Overview of data and of experimental setup

We have presented four different models for each state: (i) SIR with a constant reporting rate, (ii) SIR with a varying reporting rate, (iii) SEIR with a constant reporting rate, and (iv) SEIR with a varying reporting rate. Here we apply the PMCMC methodology to incidence data of the COVID-19 pandemic for the states of New York and Tennessee employing each of these four models. The data used in our experiments were obtained from the New York Times COVID data repository (Times, 2020), and fit our models on data collected through August 30. The data is the cumulative weekly case count for each state. We chose to model new cases on a weekly, as opposed to daily, basis for computational considerations. Indeed, each particle in the ensemble requires the numerical approximation of a system of non-linear ordinary differential equations with $T$ time steps, at each MCMC iteration. This computational burden cannot be ignored, as a sufficiently large ensemble of particles and MCMC iterations are required to ensure that the diagnostic
Thus, the sum over all compartments in the epidemiological model at each time step is the same as the total condition of the population in states with shape and scale parameters, 1.058 and 2.174 respectively (He et al., 2020). For the initial proportions latent period is obtained from the study of Moghadas et al. (2020), and is modeled as a gamma distribution to have upper and lower bounds of 11.8 and 2.228 days respectively (Lauer et al., 2020). The prior for the due to the uncertainty about the ongoing pandemic and disparities in reporting data. We model the infection criteria we employ in Section 4.2 are satisfied. We then make predictions on the continued spread of the disease for the following week and compare our predictions with the reported case incidence obtained from the same database.

4.1.1 Data description
The differences between the initial phases of the pandemic in New York and Tennessee present challenges in modelling such diverse data sets. Indeed, the reported case data from these states present the spread of COVID-19 from two different perspectives. The pandemic went through a period of sustained exponential growth in New York, most notably in the New York City metropolitan region, then abated to a near constant level for subsequent months. The data for Tennessee mirrors that of most of the nation. We see a slow initial increase, followed by a first wave in April and a much larger increase in July. Furthermore, during the initial wave in New York, testing was not widely available and their 7-day rolling average of positive test case peak at nearly 50% in early April (of Health, a). In fig. 1 we plot the incidence data from Tennessee and New York highlighting the variations in the two data sets.

4.1.2 pMCMC setup
The model parameters $\eta, \beta_0, \sigma$, and $p_c$ or $p_v$, depending on the model, are given wide uninformative priors, due to the uncertainty about the ongoing pandemic and disparities in reporting data. We model the infection period as a Gaussian distribution with mean of 5.058 days and standard deviation of 1.51 that is truncated to have upper and lower bounds of 11.8 and 2.228 days respectively (Lauer et al., 2020). The prior for the latent period is obtained from the study of Moghadas et al. (2020), and is modeled as a gamma distribution with shape and scale parameters, 1.058 and 2.174 respectively (He et al., 2020). For the initial proportions of the population in states $X_0$ we chose a Dirichlet distribution, while constraining the mean of $R_0$ to be $\mathcal{N}(0.5, 0.25^2)$, and let the means of the other compartments be equal. By this choice, we ensure that the condition $S_1 + E_1 + I_1 + R_1 = N$ or $S_1 + I_1 + R_1 = N$ is satisfied, depending on the model under consideration. Thus, the sum over all compartments in the epidemiological model at each time step is the same as the total

Algorithm 2 Particle Marginal Metropolis–Hastings (PMCMC)

| Line | Description |
|------|-------------|
| 1    | Initialize $(\theta(0), w_0, X_0)$ |
| 2    | Sample $\tilde{w}_{0:T}(0) \sim \pi(\cdot | Y_{1:T}, \theta_0)$ using algorithm 1 (SMC) |
| 3    | Compute marginal likelihood $\mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}, \theta_0)$ |
| 4    | for $i = 1, \ldots, \text{IterMax}$ do |
| 5    | Sample $\theta^* \sim q(\cdot | \theta_{i-1})$ from proposal density $q(\cdot | \theta_{i-1})$ |
| 6    | Sample $\tilde{w}_{0:T}^* \sim \pi(\cdot | Y_{1:T}, \theta^*)$ |
| 7    | Compute $\mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}^*, \theta^*)$ using algorithm 1 (SMC) |
| 8    | Compute the acceptance probability $\rho(\theta^*, \theta_{i-1}) = \min\left\{1, \frac{\mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}^*, \theta^*) \pi_0(\theta^*) q(\theta_{i-1} | \theta^*)}{\mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}, \theta_{i-1}) \pi_0(\theta_{i-1}) q(\theta^* | \theta_{i-1})}\right\}$ |
| 9    | Sample $u \sim \mathcal{U}(0,1)$ uniformly at random from the unit interval |
| 10   | if $u \leq \rho(\theta^*, \theta_{i-1})$ then |
| 11   | Set $(\theta_i, \tilde{w}_{0:T}(i)) = (\theta^*, \tilde{w}_{0:T}^*)$ |
| 12   | Set $\mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}^*, \theta_i) = \mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}, \theta^*)$ |
| 13   | else |
| 14   | Set $(\theta_i, \tilde{w}_{0:T}(i)) = (\theta_{i-1}, \tilde{w}_{0:T}(i-1))$ |
| 15   | Set $\mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}, \theta_i) = \mathcal{L}(Y_{1:T} | \tilde{w}_{0:T}, \theta_{i-1})$ |
| 16   | end if |
| 17   | end for |
population $N$. Lastly, we ran PMCMC sampling with 5,000 particles and obtain 50,000 samples from the posterior after a burn-in period of 5,000 iterations.

4.1.3 Software

For our modelling application, we use the Bayesian modelling software libbi, (Murray, 2013) and R packages rbi and rbi.helpers (Funk, 2016; Jacob et al., 2020). For MCMC diagnostics, we use the kanga Python package: https://github.com/papamarkou/kanga. Our models, data, and code for running the inference may be found at https://github.com/aspannaus/Covid-model.

4.2 MCMC diagnostics

The multivariate PSRF and ESS laid out in section 3.2 are used to monitor convergence and sampling effectiveness of the PMCMC simulations. These MCMC diagnostic results from fitting each of the four models to both data sets are presented in table 1. Four chains are run for each of the eight settings, and the reported PSRF for each setting is computed across the four chains. The reported ESS for each setting is the mean of the ESS, averaged across all four chains of the setting.

The multivariate PSRF is less than 1.05 for all eight settings. Increasing the number of particles in PMCMC reduces the PSRF but increases the computational cost of PMCMC. ESS is above the threshold of 400 in all eight settings with varying sampling effectiveness.

4.3 Bayesian model selection

Bayesian model selection is performed based on the Bayes factors eq. (2.6) and associated model posterior probabilities eq. (2.7) presented in section 2.4. The results of model selection are presented in table 2.

Two main conclusions are drawn from the results of this analysis. Firstly, the model posterior probabilities indicate a strong preference for SIR over SEIR models for both Tennessee and New York data sets considered here. This is anticipated, since the used data sets contain only reported active cases without any information about the number of exposed individuals. Thus, the number of exposed individuals appearing in SEIR modelling is a latent variable to be learnt from limited amount of data rather than an observed variable from which information could had been elicited.
Table 1: MCMC diagnostics: ESS and PSRF.

| Model | Diagnostic | ESS  | PSRF |
|-------|------------|------|------|
| SIR   | $p_c$      | 3879 | 1.0004|
|       | $p_v$      | 2614 | 1.0102|
| SEIR  | $p_c$      | 3113 | 1.0109|
|       | $p_v$      | 2526 | 1.0008|
| NY    | $p_c$      | 935  | 1.0005|
|       | $p_v$      | 1226 | 1.0275|
| SEIR  | $p_c$      | 10026| 1.0046|
|       | $p_v$      | 8060 | 1.0100|

Table 2: Bayesian factors for the four candidate models.

|        | SIR $p_c$ | SIR $p_v$ | SEIR $p_c$ | SEIR $p_v$ |
|--------|-----------|-----------|------------|------------|
| New York | 0.259     | 0.730     | 8.851e-5   | 1.798e-2   |
| Tennessee| 0.199     | 0.776     | 7.237e-2   | 1.775e-2   |

Secondly, we see that it is preferable to use a variable reporting rate both with the New York data and with the Tennessee data. The preference of models with variable reporting rate can be explained by two facts, namely the change in the size of the pandemic and the change of testing infrastructure. The early stage in New York was characterized by exponential growth, and relatively low transmission after the peak in April. Tennessee on the other hand, did not experience such a rapid increase in cases during the first months. During the first months of the pandemic, testing infrastructure was not well developed, and it was difficult for even actively sick individuals to get tested. Indeed, in Tennessee, only 42,000 tests were administered in the month of March, as compared with nearly 894,000 in July per the [of Health](https://www.tn.gov/).

4.4 Uncertainty quantification

4.4.1 Parameter uncertainty

To quantify parameter uncertainty, the MCSE of the parameter posterior mean estimates is displayed in table 3 (see section 3.3 for its derivation). For each parameter in our posterior, the reported MCSE is the mean of MCSEs across all four chains.

The MCSE of parameter $\kappa$, which controls the rate at which individuals move from the exposed to infected compartments, is high across both data sets and across SEIR models with constant and varying reporting rate. SIR modelling does not include $\kappa$ and therefore does not incur an associated parameter uncertainty.

The MSCE of constant reporting rate $p_c$ is higher than the the MSCEs of the two reporting rates $\{p_1, p_2\}$ across both SIR and SEIR models and across both data sets. So, a constant reporting rate comes with higher Monte Carlo variability, and from this point of view induces higher uncertainty, than a time-varying reporting rate.

Figure 3 visualizes heatmaps of the posterior correlation matrices for the SIR models with varying reporting rate and for the SEIR models with constant reporting rate. Overall, common posterior correlation structure emerges across the two different data sets.

It appears that there is strong correlation among $\beta_t$ for various $t$ in all models and for both data sets. The SIR model with time-varying reporting rate, which is the most prevalent model arising from Bayesian model selection, appears to have nearly identical and very strong correlation structure in each of the two data sets (fig. 3a and fig. 3b). Strong correlation among $\beta_t$ for various $t$ is also present in the SEIR model.
with constant reporting rate, yet this correlation structure is less preserved across the two data sets (fig. 3c and fig. 3d).

4.4.2 Predictive uncertainty

The results of fitting SIR with varying reporting rate, the most probable model from our model selection process, are in figs. 4a–4b. These plots show the observations in blue, taken every 7 days, with 75% and 95% credible intervals. Note the decreases in cases in the model around day 30 or so, which is approximately one week after Tennessee’s ‘safer-at-home’ order was issued on March 31st. Correspondingly, the transmission rate $\beta_t$ also decreases at this time, but begins to increase around day 50. These plots corroborate the mobility data from Aliyu, Barkin, Buntin, Clayton, Edwards, Griffin, Grijalva, and McPheeters (Aliyu et al.); Unacast (2020), which show a lag between decreases/increases in mobility and a corresponding change in the incidence and transmission rate.

We ran our model with data through August 30, and made predictions about the number of cases one week into the future and plotted the mean and median of the predictive densities against the actual number of reported cases. These results are in figs. 4c–4d. In both the New York and Tennessee data, we see that the median of our predictions exhibit good agreement with the ground truth, as does the mean in the case of both SIR models.

We also note that while the credible intervals contain the ground truth observations, both the posterior means and the credible intervals of the underlying predictive posteriors are skewed to the left in comparison to the ground truth observations. This agrees with our knowledge of how the virus can spread asymptomatically (Moghadas et al., 2020). The predictive plots show a greater uncertainty in the Tennessee predictions when juxtaposed against the predictions from the New York data. This result is seemingly counterintuitive, as the New York data exhibit a greater variability than the Tennessee data. However, there is an explanation for the higher predictive uncertainty associated with the Tennessee data; the Tennessee Department of Health changed how they defined an active case on September 3, resulting in a one-day decrease of approximately 20,000 reported cases [of Health] [1]. Consequently, the predictive distribution is skewed to the left in comparison to the ground truth value, as anticipated after considering the change in the definition of an active case by the Tennessee Department of Health.
Table 3: Monte Carlo standard errors (MCSEs) for the parameter posterior mean estimates across different models and data sets.

| Θ          | Tennessee |         | New York |         |
|------------|-----------|---------|----------|---------|
|            | SIR       | SEIR    | SIR      | SEIR    |
| p          | c         | v       | p        | c       | v       | p        | c       | v       |
| κ          | 34.88     | 35.16   | 19.27    | 27.81   |
| γ          | 11.76     | 14.07   | 12.12    | 13.83   |
| σ          | 0.15      | 0.21    | 0.73     | 0.67    |
| E₀         | 15.47     | 16.34   | 9.60     | 16.72   |
| I₀         | 9.16      | 9.63    | 15.71    | 16.85   |
| R₀         | 1.55      | 1.64    | 1.54     | 1.44    |
| x₀         | 4.09      | 4.61    | 5.09     | 4.35    |
| p          | 1.93      | 0.65    | 1.57     | 0.94    |
| γ₀         | 0.49      | 0.63    | 0.70     | 0.65    |
| β₁         | 3.28      | 3.58    | 3.31     | 3.07    |
| β₂         | 4.16      | 4.56    | 3.90     | 4.15    |
| β₃         | 5.62      | 6.42    | 5.13     | 5.57    |
| β₄         | 8.22      | 8.98    | 10.50    | 10.86   |
| β₅         | 11.33     | 12.17   | 13.70    | 14.36   |
| β₆         | 8.99      | 9.71    | 7.97     | 8.78    |
| β₇         | 7.45      | 8.26    | 7.19     | 7.73    |
| β₈         | 11.13     | 12.34   | 20.64    | 19.32   |
| β₉         | 12.37     | 13.59   | 13.95    | 14.53   |
| β₁₀        | 10.04     | 11.06   | 9.96     | 11.05   |
| β₁₁        | 10.28     | 11.19   | 11.08    | 12.16   |
| β₁₂        | 8.95      | 9.74    | 8.19     | 8.91    |
| β₁₃        | 11.93     | 10.02   | 10.11    | 10.89   |
| β₁₄        | 9.89      | 10.79   | 9.87     | 10.81   |
| β₁₅        | 8.62      | 9.45    | 8.09     | 9.01    |
| β₁₆        | 7.38      | 8.02    | 6.57     | 7.27    |
| β₁₇        | 7.66      | 8.51    | 7.40     | 8.07    |
| β₁₈        | 8.55      | 9.28    | 8.25     | 8.95    |
| β₁₉        | 8.91      | 9.63    | 8.92     | 9.45    |
| β₂₀        | 10.09     | 11.01   | 12.09    | 12.34   |
| β₂₁        | 10.97     | 12.02   | 13.15    | 13.67   |
| β₂₂        | 11.82     | 12.73   | 15.21    | 15.67   |
| β₂₃        | 12.19     | 12.97   | 13.99    | 14.63   |
| β₂₄        | 11.20     | 12.02   | 12.29    | 12.84   |
| β₂₅        | 10.84     | 11.58   | 15.70    | 15.46   |

5 Conclusions

We carried out Bayesian state space modelling of COVID-19, combining hidden Markov modelling with SIR and SEIR epidemiological modelling and with PMCMC sampling. Several conclusions arise from our analysis.

Firstly, Bayesian model selection indicates that SIR modelling is a more probable choice than SEIR modelling when only COVID-19 incidence data are available. Secondly, a novelty in our modelling approach has been to include a varying reporting rate. Bayesian model selection suggests that a varying reporting rate
Figure 3: Heat map of mean posterior correlation matrix among the parameters of each model and for each dataset.

leads to models that are more likely to fit and explain COVID-19 incidence data. This conclusion is intuitive, since changes in the reporting rate imply changes in the resulting data, so a model with a varying reporting rate is more likely to fit data affected by changes in reporting procedures. Our recommendation, based on Bayesian model selection, is to use and develop SIR models with varying reporting rate for COVID-19 incidence data in the face of changes in the ways that incidence data are reported.

Thirdly, we provide a Bayesian approach to quantify uncertainty in relevant epidemiological parameters and in predictions, yielding a source of important information to public health officials tasked with assessing
the present state and with suggesting mitigation strategies for subsequent weeks. Our one-week ahead predictions are accurate, since 75% relevant credible intervals contain the ground truth. Notably, SIR modelling with a varying reporting rate yields the most tight credible intervals (figs. 4c–4d) and therefore the smallest predictive uncertainty among the considered models.

In the future, we plan to develop a more flexible model that allows a different reporting rate at each time step or that uses change point detection to decide flexibly at which time step to change the reporting rate.
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