SWARM: A 32 GHz Correlator and VLBI Beamformer for the Submillimeter Array
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A 32 GHz bandwidth VLBI capable correlator and phased array has been designed and deployed at the Smithsonian Astrophysical Observatory’s Submillimeter Array (SMA). The SMA Wideband Astronomical ROACH2 Machine (SWARM) integrates two instruments: a correlator with 140 kHz spectral resolution across its full 32 GHz band, used for connected interferometric observations, and a phased array summer used when the SMA participates as a station in the Event Horizon Telescope (EHT) very long baseline interferometry (VLBI) array. For each SWARM quadrant, Reconﬁgurable Open Architecture Computing Hardware (ROACH2) units shared under open-source from the Collaboration for Astronomy Signal Processing and Electronics Research (CASPER) are equipped with a pair of ultra-fast analog-to-digital converters (ADCs), a ﬁeld programmable gate array (FPGA) processor, and eight 10 Gigabit Ethernet (GbE) ports. A VLBI data recorder interface designated the SWARM digital back end, or SDBE, is implemented with a ninth ROACH2 per quadrant, feeding four Mark6 VLBI recorders with an aggregate recording rate of 64 Gbps. This paper describes the design and implementation of SWARM, as well as its deployment at SMA with reference to veriﬁcation and science data.
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1. Introduction

The Submillimeter Array (SMA) is an eight-element radio interferometer located atop Mauna Kea in Hawai‘i (Ho et al., 2004). Eight 6-m dishes may be arranged into conﬁgurations with baselines as long as 509 m, producing a synthesized beam of subarcsecond width at 345 GHz.

The SMA is expanding the bandwidth of its receiver sets to 8 GHz in each sideband. Two receivers can be operated simultaneously. Based on nominal center frequencies, the receivers are designated as 200, 240, 345 and 400. The 200 and 240 are in opposite polarizations and can be tuned to overlap or to different bands, the same applies to the 345 and 400.
To support the upgraded receivers a new wideband high spectral resolution correlator was needed. Scientific requirements called for 8 GHz bandwidth per sideband per polarization, 32 GHz bandwidth total, commensurate with the SMA’s new receiver sets. High uniform spectral resolution of ~140 kHz or finer over the entire band was specified to support fast spectral line surveys. Additionally, a phased array and very large baseline interferometry (VLBI) data recorder were required to support Event Horizon Telescope (EHT) observations (Johnson et al., 2015). The full set of scientific requirements is shown in Table 1.

To meet the required specifications the SMA Wideband Astronomical ROACH2 Machine (SWARM) was envisioned, designed, and deployed. One quadrant of SWARM has 16 inputs, two receivers per SMA antenna, and can be configured to produce full Stokes polarization data over a 2 GHz usable band or a single Stokes polarization over a 4 GHz usable band. Thus, as a dual-sideband system four quadrants of SWARM will provide a total of 32 GHz of bandwidth on the sky. The system takes advantage of open source technology shared by the Collaboration for Astronomy Signal Processing and Electronics Research (CASPER) as well as a five giga-sample-per-second (GSps) analog-to-digital converter (ADC) board designed by the Academia Sinica Institute of Astronomy and Astrophysics (ASIAA) (Jiang et al., 2014).

The digital signal processing (DSP) platform chosen for SWARM is the second generation Reconfigurable Open Architecture Computing Hardware (ROACH2). Each of two channels per ROACH2 sample a baseband IF from a custom block down-converter (BDC). The ADCs are clocked at 4.576 GSps thus sampling a 2.288 GHz Nyquist band corresponding to 2.000 GHz usable IF bandwidth per input (with excised guard-band). Each ROACH2 is host to one Xilinx Virtex-6 field programmable gate array (FPGA) chip which, when configured with the SWARM gateware, is host to two 32,768 point channelizers and a variety of other functions including fringe tracking, de-Walshing, full Stokes correlator, beamformer and packetized communication logic (for a detailed description of the gateware see Sec. 3).

Although this paper is primarily about the new SMA correlator, SWARM, it is important to consider the context of the upgrade and the improvements that SWARM provides. SWARM will replace the recently-coined application specific integrated circuit (ASIC) correlator, previously called simply the “correlator”, which unsurprisingly was built out of ASICs. An abridged list of SWARM benefits over the ASIC follows:

- Higher uniform spectral resolution.
- No trade-off between bandwidth and high spectral resolution.
- Large 2 GHz usable blocks are easier to passband calibrate, and result in superior spectra.
- Built in VLBI phased array processor and data storage, with 16× the present VLBI bandwidth.
- Better SNR due to more processed bits (~12% in principal).
- Smaller size and lower power consumption.
- Use of commodity components.

As the third and fourth quadrants of SWARM are installed and commissioned more of the ASIC correlator is removed. Eventually, by the end of 2016, only SWARM will remain. This phased upgrade from the old to the new correlator is intentional and permits a smooth transition for the SMA which must remain constantly in operation as an active facility instrument.

### Table 1. SWARM’s top level scientific requirements.

| Feature                      | Specification | Remarks                                      |
|------------------------------|---------------|----------------------------------------------|
| Number of antennas           | 8             | Dual frequency or dual polarization          |
| IF bandwidth per quadrant    | 4 GHz         | 2 GHz per polarization per sideband         |
| Total sky bandwidth          | 32 GHz        | 8 GHz per sideband per polarization         |
| Simultaneous receivers       | 2             | Dual frequency or dual polarization 230 and 345 GHz |
| Correlations                 | 128           | Full Stokes, 28 × 4 = 112 cross, 8 × 2 = 16 auto |
| Fastest uniform resolution   | 140 kHz       | 2.3 GHz Nyquist/16384 channels              |
| Phased array bandwidth       | 16 GHz or 64 Gbps | 4 GHz per sideband per polarization          |

aFor more information on CASPER, visit http://casper.berkeley.edu.
2. System Design

The enormous computational requirements of SWARM demand a highly parallel signal processing engine. We selected the FPGA as the most appropriate technology. In particular CASPER hardware and libraries, along with the FX correlator architecture, have been qualified as the most viable design model.

CASPER’s focus is on processing baselines for the very large numbers of stations common in modern low frequency radio arrays. The eight-antenna SMA is a modest size, but the extremely wide bandwidth presented an unexplored space within CASPER, and presents particular challenges. Early in the SWARM project, we analyzed the resource requirements for the channelizers, which dominate the computational expense in the wideband FX architecture, and determined that the ROACH2 and in particular the Xilinx Virtex-6 SX475T FPGA would accommodate the SWARM gateware (see Sec. 4.1).

2.1. The CASPER packetized correlator

CASPER pioneered the use of a commercial Ethernet switch as the interconnection fabric (Parsons et al., 2005). Data is packetized prior to transmission via Ethernet switch “cross-bar” from F-engine to X-engine and to VLBI recorders, etc.

See Fig. 1 which shows the architecture of a single SWARM quadrant at the top level, with the right-hand side of the drawing showing the basic CASPER concept of processing engines organized around a 10 Gigabit Ethernet (GbE) switch. The usual CASPER architecture shows F-engines and X-engines (described in Secs. 3.2 and 3.8, respectively) on opposite sides of the switch, but in SWARM the F- and X-engines are folded back on one another, reducing the required number of ROACH2s by roughly two with almost the same reduction of required number of switch ports.

2.2. Digital sampling

As previously stated, we selected a CASPER compatible 5 GSPs 8-bit ADC developed by our SMA partner, ASIAA, (Jiang et al., 2014) to process data in 2 GHz usable bandwidth blocks. The ASIAA ADC uses an integrated circuit ADC, the EV8AQ160, from e2v. This is a so-called quad core device, using four 1.25 GSPs ADC cores interleaved to achieve the 5 GSPs design rate. The device provides register controls to align the cores to reduce the impact of
spurs which arise due to mis-alignment in offset, gain, phase (OGP), or threshold integral non-linearity (INL). Top level specifications of the \textit{e2v} are listed here (from EV8AQ160 data sheet\textsuperscript{c}):

- Quad ADC with 8-bit resolution.
- 5 GSps sampling rate in one-channel mode with four ADCs interleaved.
- Digital interface (SPI) to set OGP and INL for individual cores.
- Full power input bandwidth up to 2 GHz.
- 500 mV peak-to-peak analog input.
- SNR = 44 dB, ENOB = 7.1-bit at 620 MHz input frequency

In selecting the ADC, we required 2 GHz of usable bandwidth to support SWARM. A Nyquist zone up to 2.3 GHz is needed, with the upper edge of the usable 2 GHz band at 2.15 GHz. While the bandwidth of the \textit{e2v} ADC in the data sheet is 2.0 GHz, our frequency response measurements show that the device responds beyond that limit, with the attenuation at 2.15 GHz about 6 dB (including any loss on the PC board). A sample rate of 4.6 GSps is thus within the maximum specified of 5 GSps.

2.2.1. \textit{Quad core calibration}

Patel \textit{et al.} (2014) presented a series of measurements characterizing the performance of the ASIAA ADC. Signal-to-noise and distortion (SINAD), spurious free dynamic range (SFDR), noise power ratio (NPR) and two-tone inter-modulation distortion tests showed that this ADC meets the requirements for SWARM. Patel \textit{et al.} (2014) also documents the quad core calibration methods used in characterizing the ADC using a sine wave source. One conclusion of our characterization of the ADC, however, was that the only core alignments that are critical for SWARM are offset and gain. When SWARM is installed at the SMA, the only input available without manual intervention is receiver noise. We have found that adjusting the offset and gain of the four cores to be equal using receiver noise provides adequate

\textsuperscript{c}Available here: http://www.e2v.com/resources/account/download-datasheet/2291.

Fig. 2. Autocorrelation spectra obtained from one of the ADCs, over a 30 s integration, with the ambient temperature calibration load inserted. The top panel shows the spectrum with the offset and gain parameters set to zeroes, for the four cores of the ADC. It shows a strong spur near the center, and a weaker spur in the first channel. Setting the offset and gain values obtained from core alignment calibration with a noise source, removes the spurs effectively.
correction for our needs. Figure 2 shows the autocorrelation spectra obtained with one of the ADCs with the ambient temperature calibration load inserted at the 230 GHz receiver. With the offset and gain values set to zeroes for all four cores of the ADC, a strong spur is seen near the center of the spectrum. Drifts of the cores’s offsets and gains have been small and slow.

2.2.2. ADC power level

The optimal drive level into the ADC is determined by the peak of the NPR curve versus the input power. The NPR for an ideal 8-bit ADC (with only quantization noise and clipping noise) is 40.6 dB. The empirically determined NPR curve for the 5 GSps ADC boards used in SWARM can be seen in Patel et al. (2014). Patel measures the NPR curve using a tunable notch filter set to frequencies of 800 MHz, 1000 MHz, and 1750 MHz, all of which show good agreement with the theoretical curve but with peak NPR degrading slowly with frequency, ~3.6 dB/GHz. While a loading factor (LF) of −11 dB yields the highest possible NPR, corresponding to the peak at 800 MHz, the degradation at the higher frequencies was deemed unacceptable. Instead the peak of the 1750 MHz measurement was chosen in order to optimize both NPR and NPR-slope with frequency; this corresponds to a LF of −12.5 dB, or equivalently a drive level of −14.5 dBm.

A two-stage software servo was developed for the BDC to maintain proper power levels. The initial closed loop servo ensures that, firstly, the input IF power does not compress the mixer stage that converts IF to baseband and, secondly, that the output baseband stage attenuators set the power level going into the ADC to roughly the LF that was determined to be optimal. The post-servo, open-loop leveling that executes continuously keeps the LF at −12.5 dB. The correction occurs once per second. This ensures that the drive levels into the ADC stay constant throughout the night and are impervious to system temperature changes. A peak-to-peak fluctuation of 0.3–0.4 dB from the nominal value is considered satisfactory.

2.3. ROACH2

The latest open-source DSP platform to come out of CASPER is the so-called ROACH2. It is built into a 1U ATX computer format and hosts a Xilinx Virtex 6 SX475T FPGA and a PowerPC. d ROACH2 has two expansion connectors that are typically used to connect ADC cards. It uses the FPGA for its processing element and has additional memory for storage and a PowerPC unit for monitor and control. It also has 80 Gbps of bidirectional digital interface bandwidth.

2.4. High speed network cross-bar

The CASPER correlator architecture uses processing nodes that communicate via packetized data routed through commercially available switches. These nodes could be FPGA, ASIC, GPU or CPU/multi-core-based depending on the specific requirements for the node and the maturity of the instrument.

2.5. Cooling the electronics

Operation of the ROACH2 chassis at the SMA facility near the summit of Mauna Kea, at an elevation of approximately 4000 m or 13,000+ feet, presented difficulties not present at sea level laboratory testing. In particular, the FPGA die temperature quickly exceeded the 85°C threshold for guaranteed timing, even at reduced clock speeds. Modifications were made to the ROACH2 chassis to divert the power supply exhaust and to increase air flow through chassis from front to back. The cooling fan for the FPGA heat sink was increased in power and changed in orientation, and a more effective heatsink compound was utilized.

Modifications were also made to the 19 inch equipment racks that house SWARM hardware. The previously open racks were enclosed with front and rear doors, and refrigerated air passing from the bottom of the rack was deflected into an added front plenum, whence the cooled air was then drawn, through the front of SWARM components, including the ROACH2 chassis, and exhausted out the rear, to be carried up and out of a damper controlled exhaust at the top. The combination of these modifications allowed the FPGA die temperature to remain below 85°C at the full clock rate.

2.6. Real-time software

Although often overlooked and underestimated, real-time software is critical to smooth operation of an array. For SWARM much of the pre-existing SMA software environment was adapted for the monitor and control of the new correlator. This included reuse and modification of:

- Direct digital synthesizer (DDS) control code that manages Walshing and fringe-rotation.

dFor a detailed block diagram of the ROACH2 platform, visit http://casper.berkeley.edu/wiki/ROACH2.
• Shared-memory library for sharing values between SWARM and the SMA software environment.
• Correlation plotter for displaying SWARM data alongside the ASIC correlator data.
• Data archive software for storing SWARM data using the existing SMA data format.

Additionally, some new software was developed in Python\(^6\) for receiving and reordering of the SWARM visibility dumps as well as for VLBI phased-array calibration (see Sec. 5.1). As previously discussed in Sec. 2.2.2, the software servo for the BDC was also written to run in real-time.

3. FPGA Gateware

Each ROACH2 board in SWARM contains a single FPGA connected to multiple peripherals (for more information on ROACH2 see Sec. 2.3). The FPGA logic is implemented using what is called a bitcode which is essentially a binary file that encodes the configuration of logic elements on the chip and the connections between them. Typically the bitcode is generated by starting with a high-level description of the intended behavior; this is then synthesized and mapped to the logic elements provided by the FPGA. For the purposes of this document, we will refer to this high-level description as gateware.

Although it is common (i.e. in the engineering industry) for gateware to be implemented using languages such as Verilog or VHDL, for SWARM, we decided to take advantage of the large and open-source CASPER gateware library and toolflow based around the MATLAB Simulink\(^7\) design environment. This decision had huge advantages including allowing us to significantly reduce development by

\(^{6}\)For more on the Python programming language, visit http://www.python.org.

\(^{7}\)For more on MATLAB Simulink, visit http://www.mathworks.com/products/simulink.
designing at a very high-level. For example, the CASPER libraries provide parameterized blocks for a fast Fourier transform (FFT). What follows is a detailed description of the SWARM gateware which is graphically described in the block diagram in Fig. 4.

3.1. Selectable test signals

The SWARM gateware design features a software-selectable data source which defaults to the 8-bit data from the samplers but can be selected to be either a Gaussian noise generator, a tunable sine-wave test tone, or a summation of both; the two inputs paths are independently selectable. In practice, the Gaussian noise is used to verify basic functionality of the system from the inputs to the outputs by first selecting the noise for all inputs, then synchronizing them across all DSP boards, and verifying perfect correlation on all baselines of the visibility output data. This first-pass test has proven to be very helpful in quickly diagnosing issues throughout the design.

3.2. F-engine and coarse-delay

Fundamental to the FX correlator architecture is the conversion of a sequence of discrete time domain
samples, for every input, to the Fourier domain before they are cross-correlated; this is referred to as the “F-engine.” In the SWARM FPGA gateware design there are two such F-engines instantiated which separately process either two contiguous frequency bands or two orthogonal polarizations per antenna depending on the mode. Each quadrant of SWARM thus has 16 F-engines for a total of 64 across all quadrants.

The SWARM F-engine is, in practice, a polyphase filter bank (PFB) implemented with a 32,768-point real-valued FFT preceded by a four-tap Hamming-window finite impulse response (FIR) filter for each polyphase component. Although the PFB provides the best isolation for narrow spectral components, the SWARM F-engine features the ability to disable the FIR at runtime for observations that would prefer a straight FFT (such as VLBI where easy conversion back to the time domain is necessary). Both the FIR and the FFT are implemented using standard blocks from the CASPER library with a parallelization factor, i.e. “demux,” of 16. Ultimately, the output of the F-engines are complex spectra of 16,384 channels for every 32,768 input time-domain samples; at a sample rate of 4,576 MHz that amounts to a transformation roughly every 7 μs.

In order to align the F-engine windows the SWARM gateware includes a coarse-delay correction which is applied before the PFB using a buffer in the time domain. The primary purpose of the coarse-delay is to correct for the large geometric delays between antennas when tracking a celestial source. To accommodate the largest baselines of the SMA in the very extended (VEX) configuration the buffer is 32,768 samples, coincidentally equal to one FFT window.

3.3. Fine-delay, phase, and amplitude control

Directly following the F-engines are the so-called “complex gain” blocks which multiply each channel of every spectra by a dynamic complex value. There is a single fine-delay control, a phase control, and a per-channel amplitude control. The fine-delay control amounts to simply a phase-per-channel value while the phase control is a constant phase across the band (i.e. every channel gets the same phase). There is also a per-channel amplitude control implemented using a software-accessible memory bank. In practice, the amplitude control is rarely used (since most amplitude band-pass variations can be calibrated using band-pass calibration sources) but could be used to optimize the secondary quantization (see Sec. 3.5) as well as to knock out sources of interference (such as leakage from the oscillators in the antenna electronics).

3.4. Synchronization and de-Walshing

The SMA uses Walsh modulation and demodulation to reduce cross-talk within the IF/LO system as well as for sideband separation in the correlator. The modulation is applied at the LO while within SWARM Walsh demodulation is done using the complex gain adjustments discussed in the previous Sec. 3.3. The modulation and demodulation are synchronized using an external signal generated by the DDS-computer (the machine that handles the modulation of the LO). Within the SWARM gateware the external signal drives an arm-able internal Walsh counter which is then used to demodulate both the 0°–180° (for cross-talk rejection) and the 90°–270° (sideband separation) components of the Walsh pattern. The input signals are fully demodulated for one sideband, typically the USB, via phase shifts applied with the complex gain subsystem (see Sec. 3.3); subsequently the other sideband is “separated” in the final accumulator (see Sec. 3.9) by accumulating a parallel integration with a secondary modulation opposite to that of the USB (on a per-baseline basis).

3.5. Quantization to 4-bits

To reduce the memory and network-traffic requirements of the transpose and corner-turn operations (see Sec. 3.6) while maintaining signal-to-noise and dynamic range it was decided to re-quantize to lower resolution after the complex gains are applied. Although the samplers themselves provide 8-bits, the data grows to 18-bits through the F-engine and the complex gain subsystems but is subsequently rounded down to 4-bits. This bitwidth is common among packetized CASPER-based FX correlators.

3.6. Time–frequency transposes

The F-engines’ output is a continuous series of spectra, however the X-engines, i.e. the correlators, expect a sequence of time samples for each channel (see Sec. 3.8). To reorder the F-engine outputs appropriately SWARM uses the high-speed QDR
memory provided by the ROACH2 boards. The X-engines expect 128 times samples per channel, thus 128 spectra from each F-engine must be buffered row-wise while the per-channel data is read out column-wise. This process is effectively a matrix transpose operation where the axes being transposed are frequency and time. In practice the spectra are actually “double-buffered” in the QDR memory (for simplification of read/write addressing) thus requiring a total of

\[ 2 \times 128 \text{ spectra} \times 16,384 \text{ channels} \]
\[ \times 2 \text{ components (real/imaginary)} \]
\[ \times 4\text{-bits} \approx 4.2\text{ MB}. \]

Although each QDR memory on the ROACH2 board has a roughly 9 MB capacity SWARM uses one QDR for each F-engine path; this leaves plenty of headroom and leaves open the possibility of doubling the F-engine channels in the future (halving the continuum resolution).

### 3.7. Packetized corner-turn

Once the frequency domain data has been time–frequency transposed it must be transposed in another way, frequency-antenna. On one side, each F-engine path produces a full spectra for a single antenna while on the opposite end a single X-engine will consume some subset of the channels (i.e. bandwidth) for all antennas. This process is commonly referred to as the “corner-turn” and is a requirement for any correlator.

A corner-turn can be implemented in numerous ways. The ALMA correlator, for example, uses 16,384 cables to route the data appropriately which turned out to represent the “greatest design challenge in the system” (Escoffier et al., 2007). SWARM, on the other hand, uses what could be called the “CASPER approach” (see Sec. 2.1 and Fig. 1) which is to use a commercial high-speed Ethernet switch and routed packets to serve the same function. Although some overhead is needed in the gateware to accommodate packet buffers this approach has the benefit of being flexible, highly-scalable, easier to implement, and, in many cases, can be cheaper than other methods.

### 3.8. X-engine and accumulators

Once the data has been corner-turned each processor now has access to data from all antennas for a subset of the bandwidth which for SWARM is 1/8 of the channels. This means that all baselines can be formed and baseline-based processing can begin. In particular all inputs can now be correlated by a subsystem called the X-engine. For the SWARM gateware we use the standard CASPER library X-engine block, eight per board due to the 16-fold demux (the factor of two comes from having complex-valued data after the F-engine).

Unlike in many other CASPER correlators the SWARM X-engines are co-located with the F-engines, that is to say they use the same processing boards as the F-engines. While this has presented challenges in terms of clocking the FPGA design at high clock rates the approach was intended to reduce the total number of ROACH2 boards (thus reducing cost) as well as using fewer Ethernet switch ports for the corner-turn. Additionally the corner-turn switch ports are all used full-duplex at very nearly 10 Gbps in both directions.

The SWARM X-engines compute all cross-correlation products regardless of whether the two inputs per SWARM board represent two polarizations, i.e. dual-polarization mode, or two contiguous chunks of bandwidth, i.e. single-polarization mode. So, although we consider SWARM to be an eight-element full-Stokes correlator it could also be thought of as a 16-element single-Stokes correlator. Additionally, the autocorrelations are produced which have proven useful for calibrating the data. In total, the X-engines produce 120 complex-valued cross-correlations and 16 real-valued autocorrelations; each pair of real-valued autocorrelations can be crammed into a single complex number thus reducing the total output components to 128.

For efficient use of resources the X-engine blocks are configured to integrate by 128 time samples and the outputs from all eight X-engine blocks (which simultaneously compute eight different channels) are interleaved into a single stream. This data is then long-term accumulated using one QDR chip per sideband as discussed in Sec. 3.4. Note that the input window for each X-engine block is 1,024 clocks (128 samples for each antenna–receiver pair) while the valid output window is 128 clocks (one clock per component). However because we’re interleaving eight blocks going into the accumulator there is no idle time available for double-buffering (though the capacity is available) and therefore the accumulations must be read out immediately upon completion. This presents a particular challenge for reading the data across an
entire SWARM quadrant, the solution for which is discussed in Sec. 3.9.

3.9. Visibility output and interleave delay
All ROACH2s are synchronized using an external signal, this applies to the X-engines as well. Thus, the X-engines all dump their visibility data simultaneously. While the average data rate at this point in the system is small (typical integration times are ~30 s), the simultaneous transmission of this data to a single port connected to a control computer would overwhelm the limited internal memory buffer in SWARM’s 10 GbE switch. The solution was to add a software-defined delay to the FPGA gateware in order to stagger the X-engine outputs.

Due to the large size of the visibility data, this required using the on-board DDR3 memory, which offers 4 GB of memory.

3.10. B-engine
Another baseline-based system is the built-in beamformer that enables the SMA to operate in a phased array mode, called the B-engine. The beamformer provides an adjustable gain per antenna which can be used effectively as a mask and sums all antennas (a reduction of the data rate by eight). The summed data is then sent out onto the network to the VLBI processor and recorder. To effectively be used as a phased-array for VLBI the phases need to be adjusted for each antenna in real-time using the constant phase component of the complex gain subsystem (see Sec. 5.1).

4. Resource Utilization
Before committing to the ROACH2, we needed to understand that the bitcode would fit the target FPGA. It was clear that the utilization would be dominated by the PFB. A hard reality is that the FPGA cannot run nearly as fast as the ADC, so it is necessary to process a number of parallel streams, the demux factor. An early SWARM Memo\(^h\) explored the resource requirements of the PFB which was vital in the decision to proceed with using the ROACH2 for the SWARM project. This section will reproduce (but not derive) the results from that Memo.

\(^h\)SWARM Memo# https://www.cfa.harvard.edu/twpub/SMAwideband/MemoSeries/sma_wideband_utilization_1.pdf.

4.1. Estimation of resources
As discussed in Sec. 3.2, a PFB can be constructed using an FIR filter followed by a DFT which extracts the appropriate subbands. The DFT can be implemented using a FFT algorithm in order to take advantage of the \(O(N \log N)\) optimization those algorithms afford. However as bandwidth, and therefore demux (represented here as \(D\)), grows, more samples are presented at once which means more multipliers must be instantiated in hardware.

The FIR filter preceding the FFT uses a single real multiplier per tap, so given \(T\) taps (typical numbers are 4–8) and \(N\) channels, the full PFB multiplier utilization is shown below with the various components identified,

\[
M_{\text{PFB}} = D\log_2 ND + \frac{TD}{\text{FIR}} - 2D. \tag{1}
\]

The most important thing to note from this equation is that since the pipelined stages divide their computation over \(N/D\) clock cycles the total number of multipliers only grows with \(N\) as \(\log N\). The main contributor to multiplier utilization is instead the demux factor. Figure 5 shows a graphical representation of Eq. (1). To find the total adders we go through a similar calculation but noting that the butterflies have \(\frac{3}{2}\) as many adders as multipliers and the FIR only needs to sum all taps and thus performs \(D(T - 1)\) adds. The total is shown below, again with the contributions pointed out,

\[
A_{\text{PFB}} = \frac{3}{2} \frac{D\log_2 ND + D(T - 1)}{\text{FIR}} + \frac{D}{\text{reorder}}. \tag{2}
\]

The added \(D\) results from extra adders in the block needing to do the final reordering of the FFT output.

Within a PFB the multiplier and adder utilization appear to grow significantly with the demux factor, namely as \(D\log_2 ND\), whereas the amount of required memory depends critically, and linearly, on the total channels, \(N\). Generally this implies that designs with modest bandwidth but requiring significant spectral resolution will be constrained by memory. SWARM however, has both very large bandwidth and substantial PFB size to achieve fine spectral resolution. This formalism helped us find the appropriate combination of parameters which meet the requirements of bandwidth and spectral resolution while fitting the logic and memory available in the ROACH2’s FPGA.
4.2. Demultiplexing

Experience shows that clocking an FPGA with a complex bitcode at rates approaching or exceeding 300 MHz stretches its capabilities, and those of the design tool-flow, to meet timing. Were 312 MHz achievable, however, our resource calculation shows that a very substantial savings in multiplier and adder resources results (see Fig. 5). Without constraint it would perhaps be preferred to clock the FPGA at about 250 MHz, however because the demux factors are quantized to radix-2 numbers, it is important to appreciate that stretching to the next demux boundary can yield significant returns in utilization.

4.3. Implementation resources used

Ultimately the SWARM gateware described in Sec. 3 fit into the target FPGA with a demux factor of 16 which meant clocking the FPGA at 286 MHz. For a full list of resources used by the implementation of our gateware, divided by subsystem, see Table 2.

5. VLBI Features

SWARM supports VLBI through a built-in beamformer, a VLBI-specific packetizer called the SDBE, and an off-line data preprocessing system called the Adaptive Phased-Array and Heterogeneous Interpolating Downsampler for SWARM (APHIDS). This enables the SMA to participate in VLBI observations as part of the EHT.

5.1. Beamformer

The beamformer coherently adds the signals received from the target source in each antenna such that the array performs as the equivalent of a single station with a larger collecting area within the wider VLBI array. Phasing the array requires tracking all sources of delay, including fluctuations in water vapor concentration in the atmosphere. The SWARM phasing system is equipped with a real-time phasing solver that continually updates the beamforming weights to compensate for these variable delays, which manifest as variable phase errors in each antenna, over the course of the observation. Since the phased array capability is used to observe sources that are unresolved on baselines within the array, the corrective beamformer weights can be computed by extracting from the correlator output that contribution associated with a point-like source. Furthermore, as the weights are applied to the signal from each antenna before computing

Fig. 5. Number of multipliers versus number of PFB channels for various values of the demultiplex factor. The dashed line represents the upper limit of available DSP slices on the FPGA present on the ROACH2. This plots shows how expensive it can be to jump to the next demux (e.g. to decrease the FPGA clock speed) while maintaining the same number of channels. Note: here we are assuming eight taps in the FIR (where as SWARM uses only 4).
cross-correlations between antenna pairs (see Fig. 4), the solution obtained from the correlator output for a particular integration period can also be used to calculate the average phasing efficiency over that same period. Specifically, the phasing efficiency is calculated as,

$$\eta_\phi = \left( \sum_{i} w_i \right)^2 / \left( \sum_{i} |w_i|^2 \right)^2,$$

where $w_i$ is the complex-valued weight applied to antenna $i$. See Young et al. (2016) for a more detailed discussion of the phased array and performance assessment thereof.

Figure 6 shows the phasing efficiency achieved over the course of several scans during one night of the 2016 EHT campaign. For most of the scans the efficiency is well above 0.9. Lower values obtained during the scans on Cen A (just after 8:00 UT) and the first few scans on SgrA* and NRAO 530 (from 11:00 UT) are attributed to observing at low elevation which degrades the atmospheric phase stability. The antenna that was used as the phase reference during the observation suffered a loss of coherence from around 10:00 to 11:00 UT which resulted in poorer performance for scans in that period.

5.2. SDBE

Single dish VLBI stations, specifically those used in the EHT in recent years, have a serial data pipeline for 2 GHz bands: digitization, real-time data format to the VLBI standard, encapsulation in the VLBI data interchange format (VDIF) (Whitney et al., 2009), and saving data to disk via Mark 6 data recorder (Whitney et al., 2013). SWARM distributes the beamformer processing of 2 GHz bands across eight ROACH2 devices. These parallel data streams must be collected and formatted in real-time in order to interface with the Mark 6, in a manner similar to that implemented in the ROACH2 Digital Backend (R2DBE) which is used at other EHT sites (Vertatschitsch et al., 2015).

Utilizing the rapid development platform provided by the ROACH2, we built and tested a real-time system to collect and format “B-engine”, i.e. beamformer, packets output by SWARM. The data are received on four of the eight 10 GbE ports on the SDBE. The packets are time-stamped, the frequency domain samples are quantized from 4-bits complex to 2-bits complex, the packets are formatted with VDIF headers, and transported over UDP to the Mark 6. Since the B-engine packets are relatively small, several of these packets are bundled into each UDP packet to reduce the interrupt rate on the Mark 6 so as to avoid packet loss. This design uses all eight 10 GbE ports offered on the ROACH2, and all four 10 GbE inputs to the Mark 6. At full speed, the Mark 6 ingests 18.99 Gbps from a single quadrant of SWARM. A block diagram of the SDBE system is shown in Fig. 7.

5.3. APHIDS

The underlying data within the packets streamed from the SDBE differs from that typically employed for VLBI and expected at the EHT correlator. Specifically, other EHT sites sample a power-of-two megahertz bandwidth at the Nyquist rate and produce a digital stream of time-domain data. For SWARM, the data within the SDBE packets are in the frequency-domain and correspond to a sample

---

Table 2. Resources used by various subsystems of the SWARM gateware.

|                | DSP Slices | Slice LUTs | Slice Reg. | Block RAM | Slices |
|----------------|------------|------------|------------|-----------|--------|
| Available<sup>a</sup> | 2,016      | 297,600    | 595,200    | 1,064     | 74,400 |
| F-engine 0     | 336 (16.7%)| 66546 (22.4%)| 74637 (12.5%)| 232 (21.8%)| 21059 (28.3%) |
| F-engine 1     | 336 (16.7%)| 66756 (22.4%)| 74637 (12.5%)| 232 (21.8%)| 20700 (27.8%) |
| Complex gain 0 | 64 (3.2%)  | 3929 (1.3%) | 3640 (0.6%)| 64 (6.0%) | 1876 (2.5%)  |
| Complex gain 1 | 64 (3.2%)  | 3909 (1.3%) | 3641 (0.6%)| 64 (6.0%) | 1640 (2.2%)  |
| X-engine       | 4 (0.2%)   | 44475 (14.9%)| 47244 (7.9%)| 95 (8.9%) | 10394 (14.0%)|
| B-engine       | 42 (2.1%)  | 1646 (0.6%) | 2101 (0.4%)| 10 (0.9%) | 868 (1.2%)   |
| Other          | 64 (3.2%)  | 55297 (18.6%)| 58479 (9.8%)| 200 (18.8%)| 16988 (22.8%)|
| Total          | 910 (45.1%)| 242558 (81.5%)| 264379 (44.4%)| 897 (84.3%)| 73525 (98.8%)|

<sup>a</sup>Shown for the Xilinx Virtex-6 SX475T.

---

<sup>1</sup>See also the related SMA Memo 163 at https://www.cfa.harvard.edu/sma/memos/163.pdf.
rate different from other EHT sites. A certain amount of preprocessing is therefore necessary prior to VLBI correlation with SWARM data, and is performed within APHIDS.

This system reads SDBE data recorded to disk from a Mark 6, converts the data to time-domain at the required sample rate, requantizes to 2-bit, encapsulates in VDIF, and writes to disk on a second Mark 6. The data reformatting implements interpolation and digital filtering using a power-of-two DFT followed by a non-power-of-two inverse DFT, and is GPU accelerated using the CUDA toolset. The filtering discards excess bandwidth resulting from the higher sample rate used in SWARM relative to other sites.

Figure 8 shows a long baseline fringe detection using SWARM to the Large Millimeter Telescope (LMT) in Mexico, equipped with the ROACH2 DBE. It is typical in VLBI to search for a detection in both delay and delay rate space; the plot shows the correlation coefficient as a function of these variables. Data was taken on 2016 April 8.

6. Deployment and Verification

Early prototypes of SWARM were tested in the laboratory starting in 2013 with an antenna simulator, a phase agile four-channel noise generator, with a controllable ratio of correlated to uncorrelated noise in each channel. The antenna simulator...
can be set to Walsh the signals in the characteristic pattern used by the SMA with both 0–180° and 90–270° degree cycles. The simulator could not, however, simulate the geometric delays of a real sky observation. Also four-antenna versions of SWARM could not correlate the full bandwidth because the cross-multiplies for a single antenna are distributed across all eight ROACH2s in a full system. Nonetheless the simulator proved to be invaluable to test basic functionality of SWARM in the laboratory, instead of on the telescope, which requires long distance travel, is less comfortable and efficient due to altitude, and is either constrained in time allocation or risks interfering with SMA observations.

The first eight-ROACH2 quadrant was fielded at the SMA in 2014, running at 54% of full bandwidth. Over the next approximately two years, the bandwidth was increased twice, to just over 70% and then to 90% in 2015. Also in late 2015, a second quadrant of SWARM was built and commissioned. SWARM was first used for EHT VLBI science in March and April 2015, in 70% bandwidth mode. It was used again in July 2015 as well as April and June 2016. VLBI fringe detections were obtained for all these campaigns except June 2016, when a combination of technical problems at the partner EHT site, and bad weather on Mauna Kea, rather than issues with SWARM, obstructed success.

On 2016 July 11, with two quadrants operational, the first full bandwidth bitcode was successfully tested in connected interferometer mode. On 2016 July 21, two quadrants of SWARM running at full speed were released for science at the SMA. As of 2016 October 18 there are now three quadrants of full speed SWARM in use for science with the ASIC correlator soon-to-be decommissioned. See Fig. 9 for photos of the SWARM equipment installed in the SMA equipment room on Mauna Kea.

SWARM is always running at full spectral resolution, resulting in data files for a night of observation (assuming the four-quadrant system) of the order of 100 GB in size. A “rechunker” program can quickly reduce the resolution of the SWARM data file, for those who do not need the resolution for their science goals. The smaller files are more manageable in general, and they load more quickly into the data reduction programs. Even so, full resolution SWARM data is archived for every track, which make the archive a more valuable resource when the proprietary period expires and the archive becomes widely available, sometimes for science goals other than that for which the data was originally taken.
6.1. Line survey demonstration

The instantaneous wide bandwidth and high spectral resolution of two quadrant SWARM allows for quick and efficient line surveys. To demonstrate this, on 2016 August 14, a verification and demonstration observation, with about an hour on-source, was made of the rich forest of strong lines in Orion BN/KL. The opacity was mediocre, however the atmospheric phase was fairly stable, and the SMA was in the subcompact configuration. Given the strength of the lines, the conditions were entirely suitable for an observation. Band-pass and flux calibration data was also taken. The calibrated spectrum is show in Fig. 10.

The three panels zoom in on smaller frequency ranges from top to bottom. The red and blue section in the top panel is a single SWARM 2.0 GHz usable chunk in one sideband only, and the blue section is a particularly busy and interesting segment of the spectrum, spanning about 260 MHz, and shown in detail in the bottom panel. All of the spectral detail visible in the bottom panel is available across the full spectrum in the top panel, though not well visualized there due to the compressed frequency scale.

When the planned four SWARM quadrants are completed later this year, the 8 GHz gap between lower and upper sidebands apparent in the top panel can be filled (assuming that the two 230 GHz receiver sets are tuned with exactly 8 GHz difference in sky center frequency), and a further 8 GHz contiguous added either below the LSB or above the USB, thereby providing a contiguous 32 GHz instantaneous bandwidth on the sky. It should also be noted that because SWARM samples a 2.288 GHz Nyquist band in each ADC channel, and given carefully chosen filters and local oscillators in the BDCs which condition the IF for SWARM, there are no edge effects every 2 GHz due to band-pass skirts after the guard bands are excised. In other
words the 32 GHz contiguous instantaneous sky band of four-quadrant SWARM when set up in this way has near-optimal SNR anywhere in the band.

6.2. Quantitative validation
To obtain a quantitative measure of SWARM performance, we analyzed observations of the red giant star R Cas taken on 2016 July 21, to see if we get better signal-to-noise with SWARM or ASIC. The SiO(5-4) maser line appeared in ASIC chunk s43, and SWARM chunk s50 (LSB) — for this test the SWARM and ASIC correlators were configured so that both correlators processed the portion of the IF which contained the spectral line. There was no detectable continuum, and no other lines, so this observation lends itself well to a comparison of SNR in the two systems — SNR in this context is defined as the ratio of line area to the root-mean-square (RMS) of the system noise in the line free region of the spectrum. See Fig. 11 for the SiO maser line as seen by SWARM and the SMA ASIC correlator.
A short form description of the analysis is given in the following steps. Standard SMA data calibration (Steps 1–3) used the SMA data reduction package, MIR. Python code was used to complete the analysis and estimate the SNR (Steps 4–9).

1. $T_{\text{sys}}$ calibration was applied to the data, using SMA’s logged $Y$-factor measurements of system temperature. This converted the raw cross-correlation coefficient to an approximate Jansky unit scale.

2. Band-pass calibration was completed in both data sets using data taken on the quasar 3c454.3.

3. The s43 (ASIC) and s50 (SWARM) R Cas amplitude data was gain calibrated using MWC349 as a calibration source.

4. The SWARM data was vector averaged in sets of 6 channels to approximately match the ASIC resolution.

5. RMS values of the amplitude of these spectra were calculated in the frequency range corresponding to the usable 82 MHz bandwidth of s43 (excluding the region of line emission) with s50 trimmed to the same 82 MHz to get the ASIC RMS.

6. The average value of the amplitude in the line was calculated for each spectrum.

7. The SNR was calculated by dividing the average line-area amplitude by the RMS.

8. The ratio of the s50 SNR to the s43 SNR was calculated for each baseline.

9. The average of all 28 SNR ratios from Step 8 then showed a ratio of 1.11 with an error of ±0.03.

A standard 2-bit correlator has a digital efficiency of 0.88 compared to a continuous, i.e., analog, correlator. When the lower products are dropped, as is the case for the ASIC, the efficiency drops to 0.87 relative to an analog correlator. SWARM, which is actually a 4-bit correlator although it samples at 8-bits, should have a digital efficiency of 0.99 compared to an analog correlator and thus should see a ~12% improvement in SNR over the ASIC correlator. This analysis shows the measured SNR for SWARM is 11% ± 3% higher than for the ASIC. This non-trivial improvement allows SWARM to achieve ASIC’s SNR with correspondingly less telescope time.

Fig. 11. ASIC and reduced resolution SWARM data for one baseline (3–6 of the SiO maser in R-Cas). The ASIC data in chunk s43 is in red, and the SWARM data in chunk s50 is in green. The lines are consistently calibrated and the higher peak in the green line is significant and indicative of the better digital efficiency.
6.3. Sample science data

SWARM is routinely used for science. Figure 12 shows a narrow (about 1 MHz) spectral line and line image of a HCN transition in a comet, observed by Smithsonian Scientist Chunhua Qi. The line takes up about seven 130 kHz SWARM bins, it was taken when SWARM was one step away from running at full bandwidth.

7. Conclusions

We have built and commissioned three quadrants of the SWARM system processing 24 GHz of the eventual 32 GHz bandwidth goal. The three quadrants fully validate the SWARM design since the quadrants are essentially replicas of one another. The two SWARM instruments, the connected correlator and the phased array, have been successfully deployed for routine science, and represent the future of DSP at the SMA. The older ASIC correlator will be retired in 2016, saving an order of magnitude in power used for DSP at SMA, and freeing up space in the SMA correlator room for future instrument build outs. Engineering decisions made early in the design process of SWARM that have been validated include:

- The use of quad-core ADCs in a broadband application which was viewed as a technical risk in the CASPER community. The foundational work of Patel et al. (2014) on mitigation of distortion through quad core alignment has allowed us to show that such devices can yield science quality wideband astronomical data.
- The choice to build an FX correlator with high resolution spectral decomposition computed in one DSP stage, since cascading coarse and fine PFBs would cause edge effects requiring overlapping coarse channels to mitigate, creating a need for still more computation, more FGPA hardware, and complex interconnect. Early utilization estimates showed that two 32 kilopoint PFBs would fit on a single Xilinx FPGA, with X-engines co-located, along with delay and phase alignment, networking, packetizing, and transpose and buffer resources, as long as the demultiplex factor was limited to 16.
- The choice of a demultiplex factor of 16 along with the chunk bandwidth of 2.3 GHz which
necessitated an FPGA clock rate of 286 MHz and very high utilization of the various FPGA resources. Meeting timing was indeed a greater challenge than anticipated but was ultimately achieved in July 2016.

- The election to use open-source CASPER technology, including the ROACH2 and 5 GSpADCs. The SMA internal design efforts were limited to system design, infrastructure, and the very complex, highly utilized and high performance, FPGA bitcode. We did not, however, have to develop and debug DSP hardware, which would have resulted in longer “time to science” for SWARM.

All the originally targeted goals set at project inception were achieved. SWARM is impressively full featured, compact, and economical in its power consumption, and while these desirable characteristics are in part a consequence of Moore’s Law, some were met through persistent pursuit of an elegant, highly utilized, and challenging high speed FPGA design.

Though this is not the first CASPER packetized correlator, it is to our knowledge the widest bandwidth CASPER correlator deployed as an open facility instrument, therefore further validating CASPER approaches such as the use of packet-switched Ethernet switch based corner turners, and the benefits of open-source sharing of technology within the Astronomical community.
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