INTRODUCTION

Classical theory predicts that only as many species can coexist as there are resources (Armstrong & McGehee, 1980; Hardin, 1960). However, in some environments, many more species coexist than there are resources (Evelyn Hutchinson, 1961; Gause, 1934; Tilman, 1982). A large body of theory explains this diversity from the use of different niches (Levine & HilleRisLambers, 2009) and the...
stabilization of diversity from frequency-dependent interactions (Chesson, 2000). An example of an environment that received a lot of attention lately and where microbial species and strains coexist over long timescales is the human gut microbiota (Garud et al., 2019; Zhao et al., 2019). A main property of this environment is that there are fluctuating nutrient conditions.

Even in seemingly simple environments, with as only complexity fluctuating resources, long-term coexistence of different microbial strains is very widespread (Good et al., 2017). Several explanations have been given for this coexistence, including cross-feeding (Doebeli, 2002; D’Souza et al., 2018; Goyal et al., 2021; Smith et al., 2019), specialization on different resources (Estrela et al., 2021; Wickman et al., 2019) and specialization on resource level (Stewart & Levin, 1973). The first observation of coexistence of two microbial strains in an environment with a fluctuating resource level is by Levin (1972). With a mathematical toy model, Stewart & Levin (1973) showed that, when one species takes up nutrients faster at low resource levels and the other at high, coexistence is possible. An extension of the model with fixed cycle lengths and lag phases also shows possibilities of coexistence (Smith, 2011). In a different experiment, Turner et al. (1996) observed coexistence and found evidence of a trade-off on growth at different resource levels, but a mathematical model based on Monod growth, described in the same article, showed that this was not enough to sustain coexistence. Closer analysis showed that indeed, in addition to the resource-level specialization trade-off, there was cross-feeding between the strains.

The above studies are all restricted to analysing strains with fixed properties. To observe coexistence of cohabiting cells, the coexistence should have some evolutionary stability (Egas et al., 2004), that is, adaptation should not lead to the loss of the coexistence. We therefore aim to study the relevance of specialization on resource level for evolutionary stable coexistence in fluctuating environments. Thereby we link ecological studies of coexistence of specialists on low- and high-resource concentrations to studies of evolutionary dynamics in microbial evolution. The adaptive dynamics framework is well suited to study these evolutionary dynamics, because this framework links ecological dynamics, such as the fluctuations and changes in population sizes, with evolving traits (Dieckmann & Law, 1996; Geritz et al., 1998; Metz et al., 1992). Adaptive dynamics has been used to study microbial population dynamics of long-term evolution studies (Friesen et al., 2004).

In this paper, we present an analytical expression for the invasion fitness in serial dilution experiments, which is typically defined as the relative fitness over a full fluctuation cycle (called the selection coefficient Chevin, 2011; Lenski et al., 1991; Manhart & Shakhnovich, 2018). Since this concerns the common way to do laboratory evolution experiments with micro-organisms, this result can directly be applied to experimental design and interpretation. We also supply a method to use experimental data together with computational models to obtain an explicit trade-off function. We show that certain trade-off functions can and some cannot lead to evolutionary stable coexistence. We combine the obtained trade-off data with the trade-off necessary for evolutionary coexistence and postulate that evolutionary coexistence is most likely in communities of different species rather than different phenotypes of the same species.

2 | MODEL DESCRIPTION

The model describes an environment where microbes grow and resources are consumed. At the moment that the resource is completely consumed, cells are diluted to a fixed population size and new resource is added (for simulations, a cut-off at very low-substrate levels is used, after which the species densities hardly change, and the case of substrate remaining at the transfer is discussed in Appendix S1: Section A.3.2). This setup relates to the conditions that are commonly used for experimental evolution. We focus only on the exponential and nutrient-limited growth phases and ignore lag phase and stationary phase. We assume Monod-growth, because this captures the main features of growth at high- and low-substrate concentrations, and is also the most complex description for which we can derive an analytical equation of the invasion fitness. Moreover, growth properties from more detailed models can be fit well to a Monod equations, making sure that our results will be confirmable with those models. This leads to the following dynamical system:

\[
\begin{align*}
\frac{dx(t)}{dt} &= \mu_{\text{max}} \frac{s(t)}{K_s + s(t)} x(t) \\
\frac{ds(t)}{dt} &= -\frac{1}{Y_{X/S}} \frac{x(t)}{K_s + s(t)} x(t)
\end{align*}
\]

where \(x\) is the biomass concentration, \(s\) the substrate concentration, \(K_s\) the Monod constant (the substrate concentration at which half maximal growth is reached) which we also refer to as the saturation constant and \(\mu_{\text{max}}\) the maximal growth rate. \(Y_{X/S}\) is the numerical yield of the species \(x\) on the substrate \(s\). To enhance readability for the derivations, we will use a notation where we write \(s\) for \(s(t)\), \(x\) for \(x(t)\), \(\mu\) for \(\mu_{\text{max}}\), \(k\) for \(K_s\) and \(y\) for \(Y_{X/S}\). When we simulate multiple strains, we can extend these equations (see Appendix S1: Section A.7).

3 | RESULTS

3.1 | Selection in fluctuating environments

We calculate the invasion fitness \(\omega\) as the ratio of the Malthusian parameters (Lenski et al., 1991; Wiser et al., 2013) of the mutant and the resident minus one, such that positive values correspond to a mutant that can invade, and negative values to one that cannot (see Appendix S1: Section A.2). We obtain the following invasion fitness:

\[
\omega = \ln \left( \frac{x_{w} / x_{0}}{x_{w} / x_{0}} \right) - 1 = \frac{\ln \left( \frac{k^{\mu_{+} + k}{k}^{\mu_{-} + k}}{\frac{k}{k^{\mu_{+} + k}}} \right)}{\ln \left( \frac{K_{s} + y_{0}}{K_{s} + y_{0}} \right)} - 1
\]
where mutant trait values are denoted with an * and initial and final concentrations of a single transfer are denoted by subscripts 0 and ∞. This invasion fitness can directly be applied to experimental design and replace numerical simulations to estimate the relative selection on different growth traits (Vasi et al., 1994). Some direct observations from the invasion fitness are: (1) There is no selection on the numerical yield—although the resident yield does influence whether other types can invade—and (2) higher initial substrate leads to stronger selection on the maximal growth rate, while higher initial biomass leads to stronger selection on the Monod constant. The derivation of this equation, calculation of the selection gradient and more insights on the parameter dependencies can be found in Appendix S1: Sections A.3 and A.5.

### 3.2 | Evolutionary coexistence

Stable coexistence requires frequency-dependent selection, that is, fitness increases with decreasing frequency. Frequency-dependent selection arises when one type specializes on high-substrate levels and because it grows well on high substrate, reduces the high-substrate phase when abundant. A short high-substrate phase makes the environment relatively more beneficial for a type specializing on low substrate. Similarly a low-substrate specialist reduces the low-substrate phase when abundant, relatively benefitting a high-substrate specialist (Figure 1b–d). In this article, this trade-off between low and high resource is modelled as a trade-off between the maximal growth rate, which mostly benefits growth at high-substrate concentrations, and substrate affinity. A high affinity (which corresponds to a low saturation constant \(K_S\)) benefits growth at low-substrate concentrations. The frequency-dependent selection can lead to stable coexistence of two fixed phenotypes (without considering evolution), which we will further refer to as ecological coexistence (Egas et al., 2004).

We study evolutionary changes, which could potentially destabilize ecological coexistence, with evolutionary stable strategies (ESSs), that is a strategy \((\mu, k, y)\) that cannot be invaded by any other strategy \((\mu', k', y'); \omega > 0\). In adaptive dynamics, ecological and evolutionary timescales are separated. In this system, the ecological timescale coincides with the dynamics over the course of many transfers, and the evolutionary timescales with the introduction of new phenotypes. Our system includes a third timescale, the fluctuation timescale, which encompasses the changes within a transfer (see Figure 1a). This extra timescale makes the ecological steady state a stable fluctuation, instead of a, in adaptive dynamics more common, steady state.

Using the invasion fitness, we can investigate the evolutionary dynamics using techniques from adaptive dynamics (Geritz et al., 1997, 1998; Metz et al., 1996; Stefan et al., 1999): a pairwise invasibility plot (PIP) shows which mutants can invade in which resident populations. By mirroring such a PIP in the diagonal and overlaying it with the original, a mutual invasibility plot (MIP) is created, showing the area of ecological coexistence. When we include the directional selection on the traits of both residents in the area of coexistence, we create a trait evolution plot (TEP). In this way, it can be seen whether there is an attracting state in which two residents coexist (i.e. when the arrows are pointing towards the coexistence state) (Geritz et al., 1998). In a conceptual way, we show that when the trade-off between maximal growth rate and affinity is completely convex (Figure 2a), there is only a small area of mutual invasibility between two strains with different properties (Figure 2c). In this area, there is ecological coexistence, but, as the arrows show, evolution will destabilize this coexistence and the evolutionary outcome will be a single stable strategy (see Appendix S1: Figure A.11 for the derivation of the arrows). However, a trade-off with a concave part (Figure 2d) can lead to a larger area of mutual invasibility with an evolutionarily steady coalition (i.e. a state with more than one phenotype that cannot be invaded (Metz, 2012), also called an ESS stable evolutionarily singular coalition (Geritz et al., 1998); Figure 2f and Appendix S1: Figure A.11). When the coexistence is stable even under evolutionary changes, we define it as evolutionary coexistence (termed 'evolutionarily stable coexistence') by Li et al., 2020. There is no evolutionary branching, which means that this coexistence cannot arise by small mutational steps from a single ancestor, and has to arise from large mutational steps or by migration.

### 3.3 | Case study: Trade-off in growth parameters for *Escherichia coli* and *Saccharomyces cerevisiae*

We have included observations from *E. coli* and *S. cerevisiae* to study whether the trade-offs between growth at different resource levels of organisms fall in the category of a ‘convex’ trade-off or a ‘partly concave’ trade-off, and to study the resulting evolutionary dynamics. We have collected experimental data from the literature. A previous study on this trade-off in *E. coli* already supplies an equation for this trade-off curve (Wirtz, 2002) (see Appendix S1: Section A.4.1). A study where chimeric glucose transporters are built into *S. cerevisiae* gives data for cells that mostly similar, but differ in their affinity and maximal growth rate (Elbing et al., 2004). We have used that data to generate an equation for the trade-off curve (see Appendix S1: Section A.4.3).

Since the direct experimental data are limited, we have found a method to derive the trade-off from computational models (Figure 3). The method includes starting with a metabolic or growth model, which is based on measurements of enzymes and cellular properties, and optimizing investment in different enzymes/modules at different substrate concentrations, which simulates evolutionary adaptations to different conditions. Next, the investments are fixed and adapted models are simulated to obtain the growth at a range of substrate concentrations. A Monod curve is fitted to obtain a maximal growth rate \(\mu_{\text{max}}\) and saturation constant \(K_S\) for every adapted model. Finally, an evolutionary trade-off curve is fitted through the \(\mu_{\text{max}}-K_S\) pairs.

We have used the above methodology to create an evolutionary trade-off for *E. coli*, using a mechanistic computational model of central carbon metabolism that is based on known stoichiometries,
measurements of enzyme properties and measured growth rates (Wortel et al., 2018) (see Appendix S1: Section A.4.2). This model can be adapted to anaerobic conditions; therefore, we obtain two different curves. For *S. cerevisiae*, we use a coarse-grained metabolic model (Wortel et al., 2016) that uses measured enzyme weights, cell composition and is fitted to measured growth rates and the switching point to overflow metabolism. With the methodology outlined in Figure 3, we obtain a trade-off for this model (see Appendix S1: Section A.4.4). As *S. cerevisiae* already uses anaerobic fermentation at high-substrate concentrations when oxygen is present, the anaerobic and aerobic trade-off curves are very similar (data not shown), and only one generic curve is used.

In some cases, the trade-off is related to transport kinetics (Elbing et al., 2004), but mostly it is a property of the whole cell and surfaces even with a single type of transporter. The trade-offs for the same species resulting from different sources lead to different trade-offs (see Figure 4a). However, the shape of the curves does show some consistency, and resembles the ‘convex’ trade-off (Figure 2a). See Appendix S1: Section A.4 for details on the fitting of the trade-off curves and the calculations of the numerical yields.

To study the evolutionary dynamics, we use the trade-off (the pareto front, as the red-to-blue line in Figure 2a, d) and the analytical expression of the invasion fitness (Equation 2) to construct the pairwise invasibility plot (PIP) for *E. coli* under conditions commonly used for repeated transfer experiments (Figure 4b). A single ESS emerges; if the resident would be adapted to low substrate (low \( K_s \)), higher substrate specialists can invade, and if the resident is adapted to higher substrate (high \( K_s \)), lower substrate specialists can invade. In the ESS, no other type can invade (inset in Figure 4b). We can overlay this PIP with the PIP reflected in the main diagonal (Geritz et al., 1998), to see when two types can mutually invade (green area in 4c), showing the area of ecological coexistence.

The obtained analytical expression (Equation 2) for the invasion fitness allows us to investigate many different scenarios. However, for all trade-offs, from experimental and computational data, and for different initial substrate and biomass concentrations, the general picture is similar: There is a small area of ecological coexistence, but analysis of the shape of the mutual invasibility plot shows that this coexistence is not evolutionary stable and the only attracting point is an ESS (see Appendix S1: Section A.6). This means that two phenotypes adapted to different conditions, such as a high-nutrient
Figure 2: Schematic representation of different trade-offs and how they affect evolutionary coexistence. (a) Convex trade-off. Grey area shows the possible phenotypes in the maximal growth rate ($\mu_{\text{max}}$) and substrate affinity (reciprocal of $K_s$) space (the yield $y$ is not depicted as there is no direct selection on it). The high-substrate specialist is on the top left of the phenotype space and the low-substrate specialist on the bottom right. The border of this area is the Pareto front or evolutionary trade-off line (phenotypes at which not both maximal growth rate and substrate affinity can be improved; red to blue line). (b) The pairwise invasibility plot (PIP). The trade-off is mapped to both the axes to represent the trait space and the PIP depicts which phenotypes can invade in which other phenotype (green area with +). This PIP shows one stable attracting equilibrium or evolutionary stable strategy (ESS), shown by the closed circle. (c) Using adaptive dynamics techniques (see Appendix S1: Figure A.11) (Stefan et al., 1999), the coexistence area (green area) can be drawn in a trait evolution plot (similar to a mutual invasibility plot but with added arrows to show evolutionary dynamics) where the phenotype of one resident is on one axis and the phenotype of the other on the second axis. The TEP shows that evolutionary dynamics lead to a coexistence area where the dynamics go towards a point on the diagonal (where the phenotype of both residents is the same), that is, coexistence is lost over evolutionary time. (d) Trade-off with a concave part. (e) The PIP shows two stable locally attracting equilibria or ESSs (closed circles) and one repellor (open circle). Evolutionary dynamics move away from the repellor and towards the ESSs, there is no diversification. (f) The TEP has an attracting point in the interior of the coexistence area (green dot), that is, coexistence is evolutionarily stable.

Figure 3: Methodology to obtain evolutionary trade-offs from computational models. Step 1: Starting point is a detailed metabolic model or a coarse-grained growth model that is based on experimental data (e.g. enzyme properties, fluxes and growth measurements). Step 2: The next step is to optimize the model for growth rate at different substrate concentrations by adjusting the investment in enzymes or modules. Three examples are shown: red/arrow up (optimized at high substrate; investment mainly in ribosome), purple/equal symbol (optimized at intermediate substrate) and blue/arrow down (optimized at low substrate; investment mainly in transporters). Step 3: Then, the investments remain fixed, but the growth rate of the different optimized models is calculated at different substrate concentrations and a Monod curve with a $\mu_{\text{max}}$ and $K_s$ is fitted for each model. Step 4: The $\mu_{\text{max}}$ is plotted versus $1/K_s$ for each model (the procedure of steps 2 and 3 is repeated for more substrate concentrations than the three that are shown as examples) and then an evolutionary trade-off curve, which described a relation between $\mu_{\text{max}}$ and $K_s$, is fitted through all of those points (solid multicoloured line).
FIGURE 4 Evolutionary trade-offs and ecological coexistence for different phenotypes within a species. (a) Trade-offs between \( \mu_{\text{max}} \) and the substrate affinity \( (1/K_s) \) derived from experimental data or experimentally parameterized models (see Appendix S1: Section A.4). (b) Pairwise invasibility plot for the experimentally derived trade-off for \( \text{E. coli} \) at the conditions of the LTEE (initial glucose = 0.1375 mM, initial cells are \( 0.5 \times 10^6 \) cells/mL) (Vasi et al., 1994). Black area depicts where the mutant can invade and the axes run from low-substrate specialists (low saturation constant and low maximal growth rate) to the high-substrate specialists (high saturation constant and high maximal growth rate). The inset shows that the equilibrium is invasion stable. The equilibrium is also attracting and therefore an evolutionarily stable strategy (ESS). (c) Mutual invasibility plot. By reflecting the PIP of (b) over the main diagonal and overlaying it with the PIP, we can determine the area of mutual invasibility and therefore ecological coexistence (green area) (Geritz et al., 1998).

and low-nutrient condition, could coexist when placed together in a fluctuating environment. However, when they adapt in the same fluctuating regime, they will evolve in such a way that one of the phenotypes will be lost, and a single phenotype will remain.

3.4 | Evolutionary coexistence in multiple species consortia

While we have not predicted evolutionary coexistence for strains within a single species, specialization on resource level could explain coexistence between species. To study evolutionary species coexistence, we need one species to be in an ESS when the other species has a certain phenotype, and then, that phenotype has also to be an ESS in the ESS phenotype of the first species. Here, we present a method to find such a set of phenotypes. This method allows us to study evolutionary coexistence analytically, thereby being able to check many different scenarios, while still guaranteeing that the found solutions will also be a solution of the complete two-species dynamical system. We can simplify the two trade-offs into one (that possibly is ‘partly concave’) to find this set of ESS phenotypes, because a species with a higher affinity or higher maximal growth rate for the same value of the other property will always outcompete the species with a lower value, and therefore, we can ignore the inferior phenotype.

As a proof of principle, we combine the two trade-offs that we found to intersect, namely the \( \text{E. coli} \) trade-off derived from the computational model under anaerobic conditions and the \( \text{S. cerevisiae} \) trade-off derived under experimental conditions. Although the experimental conditions were aerobic, we confirmed with the computational model that for \( \text{S. cerevisiae} \), the effect of oxygen is not very strong. Therefore, we deem this artificial selection of trade-off curves reasonable for a proof of principle and illustration of the method and its applicability for biologically realistic estimates. First, we construct a new trade-off that combines the two (see Figure 5a and Appendix S1: Section A.4.7). The intersection if the trade-off curves is in a fitness minimum, therefore crossings of this intersection do not happen. Such crossings are not biologically relevant in the current setting as they would imply a mutation from one species to the other, but could be relevant when studying closer relatives and/or longer evolutionary timescales. Allowing for large mutations does not affect our conclusions except that the evolutionarily steady coalition is that reached from any initial (set of) phenotype(s).

The analytical approach allows us to screen different conditions (initial substrate and biomass concentrations) and find scenarios of coexistence (trait evolution plots resembling Figure 2d). When we construct the pairwise invasibility plot for the two-species trade-off, there are three equilibria, one local minimum at the species intersection and two local maxima, one for each species (Figure 5b). The single species maxima are both ESSs and will be reached when we start with a single species (Figure 5c and Appendix S1: Figure A.14). There is an area of mutual invasibility between the species, shown as the green area in Figure 5c. If both species would be adapted without the other species under the same fluctuation regime, they would coexist when one migrates into the other community. Moreover, using the analysis of trait evolution plots (Appendix S1: Figure A.11), we can show that there is an evolutionary attracting point in the species coexistence area (Stefan et al., 1999). With simulations (Appendix S1: Figure A.14), we can find this point and we show numerically that in this point, the invasion fitness for all other types is negative (inset in Figure 5c), meaning that both phenotypes are in an ESS. This means that after the species coexist together, they will continue to
evolve, but reach an evolutionary steady coalition. There is a range of initial biomass and resource concentrations that supports this coexistence (Appendix S1: Section A.6.1).

4 | DISCUSSION

Our main result is that specialization on resource level is likely to support species coexistence in fluctuating resource conditions. Nutrient fluctuations are abundant in nature and are often mimicked in laboratory evolution studies with a serial transfer regime. In this paper, we derive an analytical expression for the invasion fitness in such regimes, develop a method to use computational models to obtain trade-off curves between growth parameters and apply adaptive dynamics to study the evolutionary dynamics. From the limited available data, we do not find any evidence for evolutionary stable coexistence by specialization on resource level within a species, making this less likely to be an explanation for the observed diversity in laboratory evolution studies (Good et al., 2017). However, it could be a factor contributing to coexistence, such as in Turner et al. (1996), where this specialization is combined with cross-feeding. We show with a proof of principle that the methods can in this case be applied to species coexistence, and although we do not have data on naturally co-occurring species, from our results, we postulate that evolutionarily stable coexistence by specialization on resource level is much more likely to occur.

Although we have not been able to show it rigorously, the evolutionary stable coexistence depends on the shape of the trade-off curve (see Figure 2). Combining the two species leads to a ‘partly concave’ trade-off curve (see Figure 5). In theory, a single species could have such a shape trade-off curve. We have not found any evidence for this, but as our data here are limited, we do not exclude the possibility. An interesting future direction would be investigate if it would be possible to determine the existence of evolutionarily stable coexistence from the shape of the trade-off curves. Perhaps the methods used in Ehrlich et al. (2017) could be a start for finding such results, but very general results are hampered by the non-trivial relation between phenotype and fitness because of the frequency-dependent selection (Rueffler et al., 2004). The distinction between species and strains is made here on the bases of the trade-off curves. Strains are variants that are evolutionarily constrained by the same trade-off curve, while different species follow different trade-off curves. This could be interpreted as species being further apart in phenotype space than strains. We do acknowledge that other properties will also affect the trade-off curve, and trade-off curves themselves can evolve over longer timescales (Roff & Fairbairn, 2007).

Our results give indications which conditions are most promising to lead to coexistence. Evolutionary coexistence between species is most likely when dilution is not too extreme, and relatively high cell densities remain before nutrients are replenished (see Appendix S1: Section A.6.1). This is because high dilution leads to a long growth phase, which benefits a fast growth strategy, making it difficult for low-substrate specialists to survive (this was also found in Abreu et al., 2019). Natural habitats such as the mammalian gut satisfy such conditions. When experimental data are available for species and conditions of interest, our methods can be used for a thorough parameter scan of substrate and biomass levels and fluctuation.
lengths that support coexistence (see Appendix S1: Sections A.3.2 and A.6.1).

We have used a trade-off between maximal growth rate and substrate affinity to determine the possible trait space of the organisms. Data and detailed models that can infer these properties are not abundant; therefore, we focussed on E. coli and S. cerevisiae, where data are still limited and not completely consistent (as can be observed from the difference between the curves obtained from different data sets in Figure 4a, indicating that more study is needed on these trade-offs.). We accept that these might not be the most biologically relevant species for coexistence studies, but if we can already find possibilities for coexistence in this very limited data set, it is likely to occur for some combinations that cohabit in nature. We have shown some support for the trade-off in these species; however, Velicer & Lenski (1999) set out to measure this trade-off experimentally in E. coli and found more contra- than supporting evidence. However, as they also note, perhaps their experiment was not long enough to actually reach the trade-off, and general growth performance mutations on the supplied substrate were selected for. Moreover, E. coli might not be the organism where this phenomenon is most important, because it tends to use active transport that usually already coincides with a high affinity. This trade-off might be more relevant for other micro-organisms, for CO₂ uptake by cyanobacteria and green algae (Ji et al., 2017) or plants (see Appendix S1 in Beardmore et al., 2011).

Our results could be verified with more mechanistic models. Our basic model uses Monod growth, which is a rather simple description of microbial growth. However, it is also the most complicated one for which we can derive an analytical expression for the invasion fitness, which is a new result obtained here. Moreover, because of the analytical results which make it easy to check many scenarios, our results can be used as a basis for the conditions under which more detailed models can be simulated. For the more detailed models used to derive the trade-offs in this paper (Wortel et al., 2016, 2018), we do expect to find the same results, because the important properties are captured in the fit of the trade-off curve. The only differences would arise from the error of the fit and from the way we would include mutations, as we have only studied adaptation on the Pareto front, that is, with strategies optimal in the $\mu_{\text{max}}-K_S$ domain. This does lead to two interesting directions for further investigation: Simulation with more detailed growth models, from a Hill equation to a metabolic network or a genome scale model with uptake kinetics (Mahadevan et al., 2002), and including mutants that are not directly perfectly adapted, which could be done with (agent based) simulations (e.g. Virtual Microbes; van Dijk et al., 2019).

In Figure 5c, we see bistability in the evolutionary sense, that is, the reached ESS depends on the initial traits of the species. Only when the initial traits of the two species are in the coexistence area, stable coexistence will evolve, and otherwise, the outcome will be a single species. However, the proposed model can, besides coexistence, also show ecological bistability, that is, the final outcome depends on the initial ratio of the strains. Bistability was also observed in another study with a trade-off between maximal growth rate and lag phase (Manhart & Shakhnovich, 2018). The conditions for bistability of single-strain states include mutual non-invasibility, and can therefore be studied with Equation 2. Bistability is only possible if the strain specialized on high substrate has a low numerical yield, such that when that strain is abundant, nutrients remain high, favouring itself and supplying the necessary positive feedback. However, when we look at the measured parameters, bistability is not observed (there is no overlay of non-invasibility areas in figure A.9), and therefore, initial ratios are not important for the outcomes presented here. Note that bistability is not possible when instead of the initial biomass, the dilution is kept constant, because then the yield does not affect the invasion fitness (see Appendix S1: Section A.3.1).

We have only discussed the coexistence of two strains. Previous studies have shown that theoretically, more than two species could coexist, albeit mostly though numerical simulations or only showing neutral coexistence (Manhart & Shakhnovich, 2018; Smith, 2011; Stewart & Levin, 1973). Based on trade-offs implemented here, it is unlikely for more than two strains to stably coexist solely on resource level specialization. Still, if specialization on an intermediate level of resource is a side effect, it can still help a new variant to (temporarily) gain some benefit. In this paper, we have studied the effect of resource-level specialization in isolation, to conclude how strong the effect of only this aspect can be. However, the interplay between resource-level specialization and other properties could play a role in maintaining community diversity, and as a future direction, it would be interesting to study more complex communities (e.g. Erez et al., 2020; Goldford et al., 2018) and see if resource-level specialization plays a role.

Several open questions remain. First, we have modelled predictable transfers after complete substrate depletion. It would be interesting to study whether less regular fluctuations influence the results. If nutrients are not completely depleted, this will benefit the high-substrate specialist, and therefore, coexistence will be less likely (see Appendix S1: Section A.3.2). Second, in the coexistence, the high-substrate specialist is often more abundant than the low-substrate specialist. If there would be a relation between the equilibrium ratio for the different strategies and the location of the ESC, this could simplify finding the ESC, which is difficult because an analytical solution for the fitness with more than one resident cannot be found. However, we have not been able to find this relation. Third, it would be interesting to apply our methods to other growth and community dynamics, such as lag phases, death in stationary phase and cross-feeding. It might be possible to assign the relative contributions to coexistence when combining different properties in one model. Last, it would be ideal to have experimental verification of these results. For that, first, models and theory can be used to identify an experimental system that would be suitable, that is, where we expect evolutionarily stable coexistence under some (initial) conditions. Then, experiments can be designed to determine if only resource-level specialization achieves coexistence, or if it is one of the contributors. As long as a suitable experimental system is lacking, virtual organisms could be a first test.
In conclusion, we have shown that we can use adaptive dynamics and trade-offs based on experimental data and computational models to show the biologically relevant of an observed and suggested mechanism behind diversity of microbial communities in fluctuating environments. As more quantitative data become available and more mechanistic models can be parameterized, we can investigate how long it is that species could coexist by specialization on resource level. Moreover, we provide an analytical expression for the invasion fitness in fluctuating environments and techniques to investigate evolutionary stable diversity within and between species, which can be applied more broadly.
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