On the chemical distance in critical percolation

Michael Damron*  Jack Hanson†  Philippe Sosoe‡

Abstract

We consider two-dimensional critical bond percolation. Conditioned on the existence of an open circuit in an annulus, we show that the ratio of the expected size of the shortest open circuit to the expected size of the innermost circuit tends to zero as the side length of the annulus tends to infinity, the aspect ratio remaining fixed. The same proof yields a similar result for the lowest open crossing of a rectangle. In this last case, we answer a question of Kesten and Zhang by showing in addition that the ratio of the length of the shortest crossing to the length of the lowest tends to zero in probability. This suggests that the chemical distance in critical percolation is given by an exponent strictly smaller than that of the lowest path.
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1 Introduction

The object of this paper is to prove a result concerning the chemical distance inside large open clusters in critical independent bond percolation on $\mathbb{Z}^2$. The chemical distance between two sets $A$ and $B$ is the minimum number of edges in any lattice path of open edges joining $A$ to $B$.

Distances inside the infinite cluster in supercritical percolation are known to be comparable to the Euclidean distance on $\mathbb{Z}^d$, through the work of G. Grimmett and J. Marstrand [9, Section 5 (g)]. P. Antal and A. Pisztora [2] give exponential bounds for the probability of deviation from this linear behavior.

By contrast, little is known in the critical case. The most complete results are available in high dimensions ($d \geq 19$). Using techniques of G. Kozma and A. Nachmias [19, 20], R. van der Hofstad and A. Sapozhnikov [12, Theorem 1.5] have shown that, conditioned on the existence of an open path to Euclidean distance $n$, the chemical distance from the origin to the boundary of a Euclidean box of side length $n$ is at least of order $cn^2$ with probability at least $1 - Cn^{2/3}$. The matching upper bound follows directly
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from the work of Kozma and Nachmias (see also [11, Theorem 2.8] for a more general result, which applies also to long-range percolation). These estimates presumably hold for any dimension above the critical dimension $d = 6$, but the current proofs rely on results derived from the lace expansion. To the best of our knowledge, there is currently no rigorous work addressing the chemical distance in percolation for $2 < d < 19$.

Unlike in the high dimensional case, there has been very little work on the chemical distance in two-dimensional percolation. This is mainly because it is not clear how to analyze it using the usual tools: gluing constructions and arm exponents. Two notable exceptions include the work of J. van den Berg and A. Jarai [31], and G.J. Morrow and Y. Zhang [21], both of which study asymptotics for the lowest crossing. The techniques in our paper are most similar to the ones in these papers, and also particularly the recent work involving arm events in self-destructive percolation by D. Kiss, I. Manolescu and V. Sidoravicius [18]. For extensive background on relevant methods from critical and near-critical percolation, the reader should also see Nolin’s survey [23].

As observed by Pisztora [24], the work of M. Aizenman and A. Burchard [1] implies that distances in planar critical percolation are bounded below by a power greater than one of the Euclidean distance, with high probability. Letting $B(n) = [-n, n]^2$, there is an $\epsilon > 0$ such that, for any $\kappa > 0$,

$$\Pr(\exists \text{ an open crossing of } B(n) \text{ with cardinality } \leq n^{1+\epsilon} \mid \exists \text{ an open crossing}) \leq C_\kappa n^{-\kappa}. \tag{1.1}$$

For definiteness, we consider horizontal crossings of $B(n)$. Pisztora treats the “near-critical” case, when the percolation parameter $p$ is sufficiently close to $p_c = \frac{1}{4}$ and obtains essentially the same result as long as $n$ is below the correlation length for $p$. H. Kesten and Y. Zhang [16] had previously outlined a proof of an estimate analogous to (1.1) for some fixed $\kappa$, for the size of the lowest open crossing in $B(n)$.

We know of no explicit estimate for $\epsilon$ in (1.1). In principle, such an estimate could be obtained from careful examination of the proof in [1], but the resulting value would be exceedingly small, and it is not likely to correspond to the true typical length of crossings.

In this work we will be concerned with upper, rather than lower bounds for the chemical distance. Conditioned on the existence of a crossing, the obvious approach is to identify a distinguished crossing of $B(n)$ whose size can be estimated. This provides an upper bound for the shortest crossing.

The lowest open crossing of $B(n)$ has a well-known characterization: an edge $e \in B(n)$ lies on the lowest open crossing if and only if it is connected to the left and right sides of $B(n)$ by disjoint open paths, and the dual edge $e^*$ is connected to the bottom side of $B(n)^*$, the dual to $B(n)$. (For precise definitions, see Section 2.) G.J. Morrow and Zhang have used this fact to show that if $\tilde{L}_n$ is the size of the lowest open crossing of $B(n)$, then for each positive integer $k$,

$$C_1 k n^{2k} (\pi_3(n))^k \leq \mathbb{E}\tilde{L}_n^k \leq C_2 k n^{2k} (\pi_3(n))^k, \tag{1.2}$$

with $\pi_3(n)$ denoting the “three-arm” probability (see (2.1)). On the triangular lattice, the existence and asymptotic value of the three-arm exponent are known [29], and (1.2) becomes

$$\mathbb{E}\tilde{L}_n^k = n^{4k/3 + o(1)}.$$

It is natural to ask whether this is also the correct order of magnitude for the shortest crossing of $B(n)$. This question was asked by Kesten and Zhang in [16]:

**Question 1.1** (H. Kesten and Y. Zhang, 1992). Let $H_n$ be the event that there is an open horizontal crossing of $[-n, n]^2$. Let $\tilde{S}_n$ be the number of edges in the crossing of $[-n, n]^2$...
of minimal length. Is it the case that
\[ \tilde{S}_n / \tilde{L}_n \to 0, \tag{1.3} \]
in probability, conditionally on \( H_n \)? From [16, p. 603]: “It is not clear that \( \tilde{S}_n / \tilde{L}_n \to 0 \) in probability.” In this paper, we give a positive answer to this question. (See Corollary 2.5.)

We present our result on the chemical distance in terms of circuits in annuli. The same proof, with minor modifications, applies to the case of horizontal crossings. Let \( A(n) = B(3n) \setminus B(n) \). By Russo-Seymour-Welsh (RSW) [27, 30] estimates, the probability that there is an open circuit around \( B(n) \) in \( A(n) \) is bounded below by a positive number independent of \( n \). Conditioned on the existence of such a circuit, one defines the innermost open circuit \( \gamma_n \) as the circuit with minimal interior surrounding \( B(n) \) inside \( A(n) \). As in the case of the lowest path, one can show that if \( L_n \) is the size of \( \gamma_n \), then for some \( C > 0 \)
\[ \frac{1}{C} n^2 \pi_3(n) \leq EL_n \leq C n^2 \pi_3(n). \]

Let \( S_n \) be the number of edges on the shortest open circuit around \( B(n) \) in \( A(n) \) (defined to be zero when there is no circuit). Our main result, Theorem 2.2, is the following: as \( n \to \infty \),
\[ \frac{ES_n}{n^2 \pi_3(n)} \to 0. \tag{1.4} \]
This shows that in an averaged sense, \( S_n \) is much shorter than the typical size of \( L_n \).

The formulation (1.4) in terms of circuits in annuli serves as an illustration of the fractal nature of percolation clusters. If macroscopic open paths were smooth, in the sense that they had no small-scale features, one would not expect the shortest circuit to be much shorter than the innermost, since the latter encloses a smaller area.

**Remark 1.2.** Between the original submission and final acceptance, we obtained results stronger than that in (1.4). First, in the arXiv note [6], we refined the strategy introduced in this paper to give the bound
\[ \frac{ES_n}{n^2 \pi_3(n)} \leq \frac{1}{(\log n)^c} \]
for any \( c < 1/4 \). Further improvements are in preparation.

### 1.1 Conjectures in the literature

Here we make a few brief remarks and give additional references to the literature on the subject of the chemical distance in critical percolation.

Physicists expect that there exists an exponent \( d_{\text{min}} \) such that
\[ \tilde{S}_n \sim n^{d_{\text{min}}}, \tag{1.5} \]
where the precise meaning of the equivalence \( \sim \) remains to be specified. O. Schramm included the determination of \( d_{\text{min}} \) in a list of open problems on conformally invariant scaling limits [28], noting that the question does not “seem accessible to SLE methods.” Even the existence claim has so far not been substantiated.

Following Schramm and Kesten-Zhang, we have formulated the problem in terms of crossings of large boxes. More generally, \( d_{\text{min}} \) is predicted to govern the chemical distance between any two points inside the same critical percolation cluster in the sense that if \( x, y \in \mathbb{Z}^2 \) are connected by an open path and \( \|x - y\|_1 = n \), then
\[ \text{dist}_{\text{chemical}}(x, y) \sim n^{d_{\text{min}}}. \tag{1.6} \]

It follows from the results of Aizenman and Burchard that if \( x \) and \( y \) are at Euclidean distance of order \( n \), then with high probability, the chemical distance between \( x \) and \( y \) is greater than \( n^{\eta} \) for \( \eta > 1 \). One might expect, based on (1.2), that the average
point-to-point chemical distance can be bounded by $n^2 \pi_3(n)$, but this bound does not follow directly from the method of Morrow and Zhang. Our main result and numerical simulations suggest that a sharp upper bound would involve a quantity smaller than $n^2 \pi_3(n)$ by a power of $n$.

Simulations have yielded the approximation $d_{\text{min}} \approx 1.130 \ldots [8, 10, 32]$. In contrast to other critical exponents, there is no agreement on an exact value for $d_{\text{min}}$, and several proposed values seem inconsistent with each other, and with numerical results. See the introduction and bibliography in [25] for a more extensive review of these questions. In that article, the authors use the formula of V. Beffara [3] for the dimension of SLE curves $d_{\text{SLE}}(\kappa) = \min\left(1 + \frac{\kappa}{8}, 2\right)$ along with a conjectured value for $d_{\text{min}}$ to compare, based on simulations, the behavior of SLE($\kappa$) with the shortest path across a domain.

1.2 Outline of the proof

The obvious strategy is to use the following well-known fact: given any circuit $L$ in $A(n)$, the event that the innermost circuit $\gamma_n$ in $A(n)$ (around 0) coincides with $L$ depends only on the edges in $A(n)$ which also lie in the interior and on $\gamma_n$. One would then try to condition on the value of the innermost circuit and use RSW constructions along with independence of the region outside, to construct a large number of short paths off of $L$. Unfortunately, this strategy does not work. The innermost circuit with high probability has many very irregular sections, so that it is not possible to make useful constructions with probability bounds that are independent of $L$.

A main contribution of this paper is to replace this approach, which attempts to use independence of the region outside the innermost circuit, with one where we instead condition on the event that an edge far from the boundary belongs to the innermost circuit, and show that with high conditional probability, there is a short path around this edge. In other words, fixing any edge $e$ which is far from the boundary, if $e \in \gamma_n$, we try to find in several concentric annuli around $e$ a "detour": an open arc lying outside $\gamma_n$, but with its endpoints on $\gamma_n$. Given such an arc, we can form a new open circuit in $A(n)$ by replacing a portion of $\gamma_n$ by the detouring open arc. Provided the resulting curve still surrounds $B(n)$, we obtain a candidate for a circuit which could be shorter than $\gamma_n$.

Given $\epsilon > 0$ fixed but small, the strategy is then to show that not only are there many detours around edges on $\gamma_n$, but they can be chosen so that their length is less than $\epsilon$ times the length of the portion of $\gamma_n$ they detour. If most of $\gamma_n$ can be covered by such short detours in this manner, we can build an open circuit $\sigma_n$ consisting of sections of the innermost circuit, with many detours attached, and one might hope that $\#\sigma_n \leq (\epsilon + o(1))\#\gamma_n$ with high probability.

In trying to implement this strategy, we are faced with a number of problems:

1. We are forced to construct detours locally (that is, around edges $e$ that are conditioned to be in $\gamma_n$), and not globally. Therefore, multiple detours around different edges might intersect. A systematic method is needed to keep track of how much of $\gamma_n$ we have replaced by detours.

2. We lack prior knowledge about the size of open paths in the critical cluster. It is thus not obvious that one of the many detours around each edge will have length smaller than $\epsilon$ times that of the detoured path.

3. The orientation and rough geometry of $\gamma_n$ could make it difficult to carry out the percolation estimates required to construct detours. Because we do not condition on the value $L$ of $\gamma_n$ at any point, the global structure of $\gamma_n$ does not appear in...
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the detour construction. An essential point of our construction is that given the occurrence of our “detour” events, the local structure of the innermost circuit is controlled.

We address the first point by considering “shielded” detours: short detours which are also covered by a closed dual arc; see Definition 3.2. Two shielded detours are either equal or disjoint, and this allows us to estimate the total contribution of the detours to the circuit \( \sigma_n \).

To address the second point, we must show that very short shielded detour paths exist with positive probability in every annulus. The only tool that we have to upper bound the length of paths is the result of Morrow and Zhang, which gives asymptotics for the length of the lowest crossing (innermost circuit). We use the fact that the fractal structure of this innermost circuit of an annulus implies that it can be made much smaller than its expected size, by forcing it to lie in a very thin region. This observation, applied to outermost partial circuits within shields, allows us to construct short detours as in Definition 3.2, by constraining them to be in thin annuli. As an illustration of this idea, we give the following proposition:

**Proposition 1.3.** Let \( \tilde{L}_n \) be the length of the lowest horizontal crossing in \([-n, n]^2\). For any \( \epsilon > 0 \), there is \( C(\epsilon) > 0 \) such that

\[
P(\tilde{L}_n < \epsilon \tilde{L}_n \mid \text{there is an open crossing of } [-n, n]^2) \geq C(\epsilon),
\]

for all \( n \) large enough.

**Sketch of proof.** We only provide an outline of the proof here. For a more detailed argument, see the proof of Lemma 5.8. The size of the lowest open crossing of \([-n, n] \times [-n, -(1 - \alpha)n] \) is of order \( an^2 \pi_3(an) \). Using quasimultiplicativity \([23, Proposition 12.2]\), and the fact that the three arm-exponent is \(< 1\), this is smaller than \( a^{1 - \eta n^2 \pi_3(n)} \) for some \( \eta < 1\). Choosing \( a \) small enough, the result follows.

To show that most of \( \gamma_n \) can be covered by short detours, we show in Section 6 (see equation (6.1)), that the probability of \( e \) having no shielded detour around it is small, conditioned on \( e \) lying on \( \gamma_n \):

\[
\limsup_{n \to \infty} P(\text{no detour around } e \mid e \in \gamma_n) = 0,
\]

for edges \( e \) away from the boundary of \( A(n) \) and \( \epsilon > 0 \) arbitrary.

We then estimate \( S_n \) by considering separately the contributions to \( \#\sigma_n \) of the union \( \Pi \) of all the short detours, and the edges on \( \gamma_n \setminus \Pi \), where \( \Pi \) is the union of the “detoured” portions of the innermost circuit:

\[
E S_n \leq E \# \Pi + E \#(\gamma_n \setminus \Pi)
\leq \epsilon E \# \gamma_n + E \# \{ e \in \gamma_n : \text{there is no detour around } e \}
\leq \epsilon E \# \gamma_n + \sum e P(\text{no detour around } e \mid e \in \gamma_n) P(e \in \gamma_n).
\]

Using (1.8), this gives

\[
E S_n \leq (\epsilon + o(1)) \cdot E \# \gamma_n.
\]

The proof of Corollary 2.3 (see Section 2.2 for the statement) concerning the expected size of the lowest crossing is identical to the argument for the innermost circuit. To obtain the statement of convergence in probability in Corollary 2.5 (also stated in Section 2.2) we need an additional argument. Essentially, it remains to prove that the lowest
We say a self-avoiding circuit surrounds a vertex \( v \). We use closed dual circuits with defects to force the lowest crossing to traverse certain nearest-neighbor edges. Here, we have denoted by \( \text{int} \) the complement that is unbounded. In this way, \( Z \) as a Jordan curve and therefore has an interior \( \text{int} \gamma \). To connect the innermost circuit, the detour path and regions inside the annulus where \( E \) appears in Figure 1; see also the accompanying description at the beginning of Section 5. To obtain the estimate (1.8), we define a sequence \( E_k(e) \), \( k \geq 1 \) of events which depend on edges inside concentric annuli around \( e \), and whose occurrence implies the existence of a shielded detour (in the sense of Definition 3.2) if \( e \in \gamma_n \). The definition and construction of \( E_k(e) \) are given in Section 5, where it is also proved that

\[ P(E_k(e)) \geq c_1 \quad (1.10) \]

uniformly in \( k \geq k_0 \) for some \( c_1 > 0 \). A schematic representation of the event \( E_k(e) \) appears in Figure 1; see also the accompanying description at the beginning of Section 5. We use closed dual circuits with defects to force the lowest crossing to traverse certain regions inside the annulus where \( E_k(e) \) is defined, regardless of the “local orientation” of the innermost circuit outside. To connect the innermost circuit, the detour path and its shielding closed dual path, we use five-arm points (see Section 5.2), avoiding any conditioning on the realization of the lowest path.

To pass from (1.10) to (1.8), we show in Section 6.1 that

1. The estimate (1.10) remains true (with a different, but still \( n \)-independent constant) when we condition on \( e \) lying in the innermost circuit. See (5.24) in Section 5 and Proposition 6.1.

2. Although the \( E_k(e) \)'s are no longer independent under the conditional measure \( P(\cdot | e \in \gamma_n) \), the dependence is weak enough to obtain an estimate on the event that none of the \( E_k(e) \)'s occur; see Proposition 6.4. Here we use arm separation tools which appeared in [7] (which we state as Lemma 6.6).

## 2 Notation and results

On the square lattice \((\mathbb{Z}^2, \mathcal{E}^2)\), let \( P \) be the critical bond percolation measure

\[ \prod_{e \in \mathcal{E}^2} \frac{1}{2}(\delta_0 + \delta_1) \]

on \( \Omega = \{0,1\}^{\mathcal{E}^2} \).

A lattice path is a sequence \( v_0, e_1, v_1, \ldots, v_{N-1}, e_N, v_N \) such that for all \( k = 1, \ldots, N \), \( \|v_{k-1} - v_k\| = 1 \) and \( e_k = \{v_{k-1}, v_k\} \). A circuit is a path with \( v_0 = v_N \). For such paths we denote \#\( \gamma = N \), the number of edges in \( \gamma \). If \( V \subset \mathbb{Z}^2 \) then we say that \( \gamma \subset V \) if \( v_k \in V \) for \( k = 0, \ldots, N \).

A path \( \gamma \) is said to be (vertex) self-avoiding if \( v_i = v_j \) implies \( i = j \) and a circuit is (vertex) self-avoiding if \( v_i = v_j \) implies \( i = j \) whenever \( 0 \notin \{i,j\} \). Given \( \omega \in \Omega \), we say that \( \gamma \) is open in \( \omega \) if \( \omega(e_k) = 1 \) for \( k = 1, \ldots, N \). Any self-avoiding circuit \( \gamma \) can be viewed as a Jordan curve and therefore has an interior \( \text{int} \gamma \) and exterior \( \text{ext} \gamma \) (component of the complement that is unbounded). In this way, \( \mathbb{Z}^2 \) is the disjoint union \( \text{int} \gamma \cup \text{ext} \gamma \). We say a self-avoiding circuit surrounds a vertex \( v \) if \( v \in \text{int} \gamma \).

The dual lattice is written \((\mathbb{Z}^2)^*, (\mathcal{E}^2)^*)\), where \((\mathbb{Z}^2)^* = \mathbb{Z}^2 + (1/2)(\mathbf{e}_1 + \mathbf{e}_2)\) with its nearest-neighbor edges. Here, we have denoted by \( \mathbf{e}_i \) the coordinate vectors:

\[ \mathbf{e}_1 = (1,0), \; \mathbf{e}_2 = (0,1). \]
Given $\omega \in \Omega$, we obtain $\omega^* \in \Omega^* = \{0, 1\}(\mathbb{Z}^2)^*$ by the relation $\omega^*(e^*) = \omega(e)$, where $e^*$ is the dual edge that shares a midpoint with $e$. We blur the distinction between $\omega$ and $\omega^*$ and say, for example, that $e^*$ is open in $\omega$. For any $V \subset \mathbb{Z}^2$ we write $V^* \subset (\mathbb{Z}^2)^*$ for $V + (1/2)(e_1 + e_2)$. For two subsets $X$ and $Y$ of the plane, we denote by $\text{dist}(X, Y)$ the Euclidean distance from $X$ to $Y$.

The symbols $C, c$ will denote positive constants whose value may change between occurrences, but is independent of any parameters. Dependence on parameters is indicated by an argument, as in $C(\alpha)$, and we have numbered some recurring constants using subscript for clarity.

### 2.1 Circuits in annuli

For $n \geq 1$, let $B(n)$ be the box of side-length $2n$,

$$B(n) = \{x \in \mathbb{Z}^2 : \|x\|_\infty \leq n\},$$

and $A(n)$ the annulus

$$A(n) = B(3n) \setminus B(n).$$

For $n \geq 1$, let $\partial B(n) = \{x \in \mathbb{Z}^2 : \|x\|_\infty = n\}$.

Let $\mathcal{C}(n)$ be the collection of all self-avoiding circuits in $A(n)$ that surround the origin and, given $\omega$, let $\Xi(n) = \Xi(n)(\omega)$ be the sub-collection of $\mathcal{C}(n)$ of open circuits.

We will be interested in the event

$$\Omega_n = \{\Xi(n) \neq \emptyset\},$$

which we know has $0 < \inf_n P(\Omega_n) \leq \sup_n P(\Omega_n) < 1$ by RSW arguments [27, 30]. On $\Omega_n$ we may define $\gamma_n$, the innermost element of $\Xi(n)$, as the unique $\gamma \in \Xi(n)$ which has $\text{int } \gamma \subset \text{int } \sigma$ for all $\sigma \in \Xi(n)$. This allows us to define the random variable

$$L_n = L_n(\omega) = \begin{cases} \#\gamma_n & \text{for } \omega \in \Omega_n \\ 0 & \text{for } \omega \notin \Omega_n \end{cases}.$$ 

This is the length of the innermost open circuit.

The expected length of the innermost open circuit can be estimated using arm events. Let $A_3(n)$ be the “three-arm” event that

1. The edge $(0, e_1)$ is connected to $\partial B(n)$ by two open vertex disjoint paths and
2. $(1/2)(e_1 - e_2)$ is connected to $\partial B(n)^*$ by a closed dual path.

In later sections, we use arm events centered at vertices other than the origin. We define them now. For $v \in \mathbb{Z}^2$, $A_3(v, n)$ denotes the event that $A_3(n)$ occurs in the configuration $\omega$ shifted by $-v$. For an edge $e = (v_1, v_2) \in \mathbb{E}^2$, $A_3(e, n)$ denotes the event that

1. $e$ is connected to $\partial B(e, n) := \partial B((v_1 + v_2)/2, n)$ by two disjoint open paths and
2. The dual edge $e^*$ is connected to $\partial B((v_1 + v_2)/2, n)^*$ by a closed dual path.

In item 2, we view the boundary as a subset of $\mathbb{R}^2$ and say that $e^*$ is connected to it if there is a closed dual path from $e^*$ which (when viewed as a subset of $\mathbb{R}^2$, touches it.

Denoting

$$\pi_3(n) = P(A_3(n)),$$

we have the following simple adaptation of the result of Morrow and Zhang:

**Proposition 2.1.** There exist $C_1, C_2 > 0$ such that

$$C_1 n^2 \pi_3(n) \leq E L_n \leq C_2 n^2 \pi_3(n) \text{ for all } n \geq 1.$$
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The characterization of the innermost circuit (based on Morrow and Zhang) we will use throughout the paper is as follows. An edge $e \subset A(n)$ is in the innermost circuit if and only if the following occurs: $e^*$ is connected to $B(n)^*$ by a closed dual path, and $e$ is in a self-avoiding open circuit surrounding $B(n)$. One way to say this is that $e$ has three disjoint arms (two open and one closed), with the closed arm connected to $B(n)^*$ and the open ones connecting into a circuit around $B(n)$.

We can further define the length of the shortest open circuit. That is, set

$$S_n = S_n(\omega) = \begin{cases} \min \{ \# \gamma : \gamma \in \Xi(n) \} & \text{for } \omega \in \Omega_n, \\ 0 & \text{for } \omega \notin \Omega_n. \end{cases}$$

Our main result for circuits is

Theorem 2.2. As $n \to \infty$,

$$E S_n = o(n^2 \pi_3(n)). \quad (2.3)$$

2.2 The lowest crossing and the question of Kesten-Zhang

The proof of Theorem 2.2 applies equally well to the length $\tilde{L}_n$ of the lowest crossing of $B(n)$. Here on $H_n$, where $H_n$ is the event that there is an open horizontal crossing of $B(n)$, we define $\tilde{L}_n = 0$.

Corollary 2.3. Let $\tilde{S}_n$ be the minimal number of edges in any open horizontal crossing of $B(n)$ ($\tilde{S}_n = 0$ if there is no such crossing). Then

$$E \tilde{S}_n = o(n^2 \pi_3(n)). \quad (2.4)$$

To address the question of Kesten and Zhang stated in the introduction and obtain the result (1.4) on convergence in probability, we combine the preceding corollary with (2.2) (the version for $\tilde{L}_n$ in place of $L_n$) and an auxiliary estimate for the lower tail of $\tilde{L}_n$:

Lemma 2.4. Let $\tilde{L}_n$ be the number of edges in the lowest crossing of $[-n,n]^2$. Then

$$\lim_{\epsilon \downarrow 0} \limsup_n P(0 < \tilde{L}_n < \epsilon n^2 \pi_3(n)) = 0. \quad (2.5)$$

We give a proof sketch of (2.5) in Section 4. The full proof, which is somewhat involved, appears in an arXiv version of the current paper. With Lemma 2.4 in hand, we can answer the question of Kesten and Zhang.

Corollary 2.5. Conditionally on $H_n$, we have the convergence in probability:

$$\tilde{S}_n / \tilde{L}_n \to 0. \quad (2.6)$$

The proof of Corollary 2.5 will be found in Section 4.

3 Short detours

On the event $\Omega_n$, we will find another another circuit $\sigma_n \in \Xi(n)$ such that $\#\sigma_n = o(\#\tilde{\gamma}_n)$, where $\tilde{\gamma}_n$ is a truncated version of the innermost circuit $\gamma_n$ (see equation (3.3)) in a slightly thinned version of $A(n)$. To define this annulus, we note the following:

Lemma 3.1. For some $C_3 > 0$ and $C_4 \in (0,1)$,

$$\pi_3(m,n) \geq C_3(n/m)^{C_4-1} \text{ for all } 1 \leq m \leq n. \quad (3.1)$$

Here, $\pi_3(m,n)$ is the probability that there are two disjoint open paths connecting $B(m)$ to $\partial B(n)$ and one closed dual path connecting $B(m)^*$ to $\partial B(n)^*$. 
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Proof. We use the result of Aizenman and Burchard [1].

Consider the event $\Lambda_1$ that

1. there is a closed dual crossing of $([-n, n] \times [-n/2, -n/4])^*$, connected to the bottom of $B(n)^*$ by a closed dual crossing,
2. there is a closed dual crossing of $([-n, n] \times [n/4, n/2])^*$,
3. there is an open left-right crossing of $[-n, n] \times [-n/4, n/4]$.

Then, by RSW, $\mathbb{P}(\Lambda_1) \geq c$ for some $c > 0$. Note that on $\Lambda_1$, the lowest open crossing of $B(n)$ contains an open crossing of $B(n/2)$.

Tile the box $B(n/2) = [-n/2, n/2]^2$ by boxes of size $(1/10)n \times (1/10)n$, and let $L(m, n)$ be the number of these boxes that intersect the lowest crossing of $B(n)$.

$$\mathbb{E}L(m, n) \leq \sum_B \mathbb{P}(B \cap \tilde{L}_n \neq \emptyset) \leq C\left(\frac{n}{m}\right)^2 \pi_3(m, n),$$

where the sum is over boxes $B$ of side-length $m/10$ in the tiling of $B(n/2)$.

Critical percolation in $\mathbb{Z}^2 \cap (B(1) = [-1, 1]^2)$ satisfies “Hypothesis H2” in that paper. For $\ell > 0$ and $C$ a curve formed by a self-avoiding concatenation of open edges in $B(1)$, let $N(C, \ell)$ be the minimal number of sets of diameter $\ell$ required to cover $C$.

By [1, Theorem 1.3] and [1, Equation (1.21)], there exists $C_4 > 0$ such that for any $\epsilon > 0$:

$$\mathbb{P}\left(\frac{n}{m}Z^2 \cap B(1) \left(\inf_{n \geq 1/10} N(C, \ell) \leq C(\epsilon)\ell^{-1-C_4}\right) \leq \epsilon, \right. (3.2)$$

uniformly in $n$ sufficiently large and $\ell \geq 1/n$. Choosing $\ell = m/n$, $\epsilon$ sufficiently small and letting $\Lambda_2$ be the event that there is an open crossing of $B(n/2)$ with fewer than $C(\epsilon)n^{1+C_4}$ edges, we have by (2.2) and (3.2):

$$\left(\frac{n}{m}\right)^2 \pi_3(m, n) \geq (1/C)\mathbb{E}L(m, n) \geq (1/C)\mathbb{E}[L(m, n), \Lambda_1 \cap \Lambda_2^c] \geq C_3(\epsilon)(n/m)^{1+C_4}. \quad \square$$

Now define the annulus

$$\hat{A}(n) = B\left([3n, n^{C_4/2}]\right) \setminus B\left([n, n^{C_4/2}]\right)$$

and the inner portion $\hat{\gamma}_n$ of the innermost open circuit, defined as the union of all edges $e \in \gamma_n$ which lie entirely inside $\hat{A}(n)$:

$$\hat{\gamma}_n = \{e \in \gamma_n : e \subset \hat{A}(n)\}. \quad (3.3)$$

3.1 Definition of shielded detours

In this section, we define the central objects of our construction, the shielded detour paths $\pi(e), e \in \hat{\gamma}_n$.

**Definition 3.2.** Given $\omega \in \Omega_n$, $\epsilon \in (0, 1)$, and any $e \in \hat{\gamma}_n$, we define the set $S(e)$ of $\epsilon$-shielded detours around $e$ as follows. An element of $S(e)$ is a self-avoiding open path $P$ with vertex set $w_0, w_1, \ldots, w_M$ such that the following hold:

1. for $i = 1, \ldots, M - 1$, $w_i \in (A(n) \cap \text{ext} \gamma_n)$,
2. the edges $\{w_0, w_0 + e_1\}, \{w_0 - e_1, w_0\}, \{w_M, w_M + e_1\}$ and $\{w_M - e_1, w_M\}$ are in $\gamma_n$ and $w_1 = w_0 + e_2, w_{M-1} = w_M + e_2$,
3. writing $Q$ for the subpath of $\gamma_n$ from $w_0$ to $w_M$ that contains $e$, the circuit $Q \cup P$ does not surround the origin.
4. the points \(w_0 + (1/2)(-e_1 + e_2)\) and \(w_M + (1/2)(e_1 + e_2)\) are connected by a dual closed self-avoiding path \(R\) whose first and last edges are vertical (translates of \(\{0, e_2\}\)) and \(\gamma\) is such that the curve formed by the union of \(R\), the line segments from the endpoints of \(R\) to \(w_1\) and \(w_{M-1}\), and \(P\) does not enclose the origin, and

5. \(\#P \leq \#Q\).

Now fix a deterministic ordering of all finite lattice paths and define \(\pi(e)\) to be the first element of \(S(e)\) in this ordering. If the set \(S(e)\) is empty, then we set \(\pi(e) = \emptyset\).

### 3.2 Properties of the detour paths

We give the properties of the collection of detours \((\pi(e) : e \in \tilde{\gamma}_n)\) which we use in the next section to prove Theorem 2.2 and Corollary 2.5. The definition of \(\pi(e)\) (Definition 3.2) appeared in Section 3.1.

Let \(0 < \epsilon < 1\). Then:

1. Each \(\pi(e)\) is open and for distinct \(e, e' \in \tilde{\gamma}_n\), \(\pi(e)\) and \(\pi(e')\) are either equal or have no vertices in common.
2. If \(e \in \tilde{\gamma}_n\) and \(\pi(e) \neq \emptyset\), write \(\pi(e) = \{w_0, e_0, \ldots, e_{M-1}, w_M\}\). Then \(w_0, w_M \in \gamma_n\) but \(e_i \in (A(n) \cap \operatorname{ext} \gamma_n)\) for \(i = 1, \ldots, M - 1\).
3. If \(e \in \tilde{\gamma}_n\) then the segment \(\tilde{\pi}(e)\) of \(\gamma_n\) from \(w_0\) to \(w_M\) containing \(e\) (that is, the “detoured” portion of \(\gamma_n\)) is such that \(\tilde{\pi}(e) \cup \pi(e)\) is a circuit that does not surround the origin. Furthermore,

   \[\#\pi(e) \leq \epsilon \#\tilde{\pi}(e).\]  

4. There exists \(C_5(\epsilon) > 0\) such that for all \(n \geq C_5\) and \(e \in \hat{A}(n)\),

   \[P(\pi(e) = \emptyset | e \in \tilde{\gamma}_n) \leq \epsilon^2.\]  

(The exponent 2 on \(\epsilon\) on the right in (3.5) will be used in (4.4).)

We must show the above properties follow from Definition 3.2. Most of the work will be in showing item 4, the probability estimate (3.5), which we will do in Section 6. Items 2 and 3 hold by definition. For item 1, we have

**Proposition 3.3.** If \(\omega \in \Omega_n\), then for distinct \(e, e' \in \tilde{\gamma}_n\), \(\pi(e)\) and \(\pi(e')\) are either equal or have no vertices in common.

The proof of Proposition 3.3 will be found in Section 8.

For the rest of this section, we will identify paths with their edge sets. Given such detour paths \(\pi(e)\) (which necessarily do not share edges with \(\gamma_n\), due to (3.4)) and detoured paths \(\tilde{\pi}(e)\) (subpaths of \(\gamma_n\)), we construct \(\sigma_n\) as follows. First choose a subcollection \(\Pi\) of \(\{\pi(e) : e \in \tilde{\gamma}_n\}\) that is maximal in the following sense: for all \(\pi(e), \pi(e') \in \Pi\) with \(e \neq e'\), the paths \(\tilde{\pi}(e)\) and \(\tilde{\pi}(e')\) share no vertices and the total length of detoured paths \(\sum_{\pi \in \Pi} \#\tilde{\pi}\) is maximal. The choice of \(\Pi\) can be arbitrary among all maximal ones.

We put

\[\bar{\Pi} = \{\tilde{\pi} : \pi \in \Pi\}.\]

Now define \(\sigma_n\) to be the path with edge set equal to the union of \(\bar{\Pi}\) and those edges in \(\gamma_n\) that are not in \(\Pi\).

We must now show that if such a construction can be made, then \(\lim \sup_n \frac{E\#\sigma_n}{EL_n} \leq \epsilon\) (so Theorem 2.2 follows). To do this we will need two tools:

**Lemma 3.4.** For \(\omega \in \Omega_n\), \(\sigma_n\) is an open circuit in \(A(n)\) surrounding the origin.

and

**Lemma 3.5.** For \(\omega \in \Omega_n\), if \(e \in \tilde{\gamma}_n \setminus \bar{\Pi}\) then \(\pi(e) = \emptyset\).

The proofs of these two lemmas is detailed in Section 8.
4 Estimate for $ES_n$

Now we show that if paths $\pi(e)$ can be defined so as to satisfy the properties in Definition 3.2, and if we prove Lemmas 3.4 and 3.5, in conjunction with the other claimed results from the last section, we can then conclude Theorem 2.2 and Corollary 2.3.

Let $\ell(\Pi) = \sum_{\pi \in \Pi} \# \pi$ be the total length of the detours in the collection $\Pi$. Assuming Lemmas 3.4 and 3.5, we estimate the length of $\sigma_n$:

$$\# \sigma_n = \ell(\Pi) + \#(\gamma_n \setminus \hat{\Pi})$$

$$\leq \ell(\Pi) + \# \{ e \in A(n) : e \cap (A(n) \setminus \hat{A}(n)) \neq \emptyset \} + \#(\hat{\gamma}_n \setminus \hat{\Pi})$$

$$\leq \ell(\Pi) + 30n^{1+C_3/2} + \# \{ e \in \hat{\gamma}_n : \pi(e) = \emptyset \}.$$

We have:

$$\ell(\Pi) = \sum_{\pi \in \Pi} \# \pi \leq \epsilon \sum_{\pi \in \Pi} \# \hat{\pi} = \epsilon \#(\bigcup_{\pi \in \Pi} \hat{\pi}) \leq \epsilon \# \gamma_n. \tag{4.1}$$

Furthermore, due to (3.5),

$$E\# \{ e \in \hat{\gamma}_n : \pi(e) = \emptyset \} = \sum_{e \in A(n)} P(\pi(e) = \emptyset | e \in \hat{\gamma}_n)P(e \in \hat{\gamma}_n) \leq \epsilon^2 EL_n. \tag{4.2}$$

Therefore

$$ES_n \leq E\# \sigma_n \leq (\epsilon + \epsilon^2) \cdot EL_n + 30n^{1+C_3/2}.$$ 

Since $\epsilon$ is arbitrary and $EL_n \geq C_3 n^{1+C_1}$ (using (2.2) and Lemma 3.1), (2.2) gives $ES_n = o(n^2\pi_3(n))$, finishing the proof of Theorem 2.2.

To obtain Corollary 2.5 for crossings of a box, we repeat the construction above to obtain a crossing $\tilde{\sigma}_n$ and a union $\tilde{\Pi}$ of detours from the lowest crossing $l_n$. Denoting by $P$ the probability measure conditioned on the existence of an open crossing

$$\tilde{P} = P(\cdot | H_n),$$

te write:

$$\tilde{P}(\# \tilde{\sigma}_n > 3\epsilon^{1/2} \tilde{L}_n) \leq \tilde{P}(\ell(\tilde{\Pi}) > \epsilon^{1/2} \tilde{L}_n) + \tilde{P}(30n^{1+C_3/2} > \epsilon^{1/2} \tilde{L}_n)$$

$$+ \tilde{P}(\# \{ e \in l_n : \pi(e) = \emptyset \} > \epsilon^{1/2} \# l_n). \tag{4.3}$$

By an estimate analogous to (4.1), the first probability on the right is zero. We decompose the last term further:

$$\tilde{P}(\# \{ e \in l_n : \pi(e) = \emptyset \} > \epsilon^{1/2} \tilde{L}_n) \leq \tilde{P}(\# \{ e \in l_n : \pi(e) = \emptyset \} > \epsilon EL_n)$$

$$+ \tilde{P}(\tilde{L}_n \leq (\epsilon/\epsilon^{1/2}) EL_n). \tag{4.4}$$

By Markov’s inequality and (4.2), the term $\tilde{P}(\# \{ e \in l_n : \pi(e) = \emptyset \} > \epsilon EL_n)$ is bounded by $\epsilon$. (Recall that $0 < P(H_n) < 1$ uniformly in $n$, so $P$ is uniformly absolutely continuous with respect to $P$.)

It remains to estimate the second term on the right in (4.3) and the last term on the right in (4.4). Using again that $\epsilon EL_n \geq C_3 n^{1+C_1}$, we see that it will suffice to show that

$$\limsup_{n \to \infty} \tilde{P}(0 < \tilde{L}_n \leq \epsilon^{1/2} \tilde{E}L_n) \leq \lambda(\epsilon)$$

for $\lambda(\epsilon) \to 0$ as $\epsilon \to 0$. Recalling that $\tilde{P}$ is supported on the event $\{ \hat{L}_n > 0 \}$ and $P(H_n) > 0$ uniformly in $n$, this reduces to showing

$$\limsup_{\epsilon \to 0} \limsup_{n \to \infty} P(0 < \tilde{L}_n \leq \epsilon^{1/2} \tilde{E}L_n) = 0. \tag{4.5}$$

This will be done in the Section 7.
5 The events $E_k$

In this section, we define events $E_k$ (depending on $\epsilon$ and $\eta$), which will be used in the proof of the probability estimate (3.5) (see (6.2) in Section 6.1). The formal, precise definition of $E_k$ is quite long and complicated and given in Definition 5.10, equation (5.22). The essential property of $E_k$ is

**Proposition 5.1.** Let $e$ be an edge of $\mathbb{Z}^2$ and $\epsilon > 0$, and let $E_k(e) = \tau_{-e}E_k$ be the translation of $E_k$ by the edge $e$. That is, for any $\omega \in \Omega$,

$$(\omega_{e'})_{e' \in \mathbb{Z}^2} \in \tau_{-e}E_k \iff (\omega_{e'} - e)_{e' \in \mathbb{Z}^2} \in E_k.$$  

There is a constant $K(\epsilon)$ such that the following holds. Let

$$k \in \{K(\epsilon), \ldots, \lfloor (C_4/8) \log n \rfloor \}.$$  

On $E_k(e) \cap \{e \in \hat{\gamma}_n\}$, there is a $\epsilon$-shielded detour $\pi(e) \in S(e)$ around $e$ contained in $B(3k+1) \setminus B(3k-1)$. That is,

$$S(e) \neq \emptyset.$$  

Proposition 5.1 will be proved in Section 5.6. As for the probability of occurrence of $E_k$, we have the following lower bound, where $A_3(d)$ was defined in Section 2.1.

**Proposition 5.2.** For some uniform constant $C_7$ independent of $n$, $E_k$ will be defined as the conjunction of a large number of crossing events (see equation (5.22)). These events will be gradually introduced over the next few subsections. Figure 1 illustrates most of the crossing events in $E_k$.

The proof of Proposition 5.2 takes up most of the remainder of Section 5, where lower bounds for the subevents of $E_k$ are given. The proof is completed in Section 5.5.

After we prove Propositions 5.1 and 5.2, Lemmas 3.4 and 3.5, and Proposition 3.3, we can conclude Theorem 2.2.

5.1 Sketch of proof of Proposition 5.2

Because the proof of the above proposition requires many constructions, we now give a sketch of the main ideas. Let $\eta \in (1, 11/10)$ be given and $k \geq 1$. The quantity $\delta = \eta - 1 > 0$ should be thought of as small. Define the annuli

$$Ann_i = Ann_i(\eta) = B(\eta^{3k+i-2}) \setminus B(3^{k+i-2}) \text{ for } i = 1, 2.$$  

The event $E_k(e)$ has three main features:

1. Two closed circuits (in green in Figure 1), in $Ann_1$ and $Ann_2$, each with two defects, in thin concentric annuli. These serve to isolate the inside of the annulus $[-3^k,3^k]^2 \setminus [-\eta 3^{k-1}, \eta 3^{k-1}]^2$ from portions of the innermost circuit $\hat{\gamma}_n$ which are not involved in $E_k$. Their thickness is controlled by the small parameter $\delta \ll 1$. If the origin has 3 arms to a macroscopic distance, the open arms are forced to pass through the defects.

The existence of these circuits is shown to have probability bounded below independently of $n$ in Section 5.2.
2. An open half-circuit connected to the crossings of the annulus emanating from the origin (in red in Figure 1). This will act as a detour for the portion of $\tilde{\gamma}_n$ inside the larger box.

In Section 5.3, we show that, given the existence of the circuits in the previous item, the open half-circuit contains at most $c3^{2k}\pi_3(3^k)$ edges with high probability, where $c > 0$ is small.

3. Boxes containing order $3^{2k}\pi_3(3^k)$ many three-arm points connected to the arms emanating from $e$. (The relevant connections appear in blue in Figure 1.) On $E_k(e) \cap \{ e \in \tilde{\gamma}_n \}$, these points lie on $\tilde{\gamma}_n$.

We give a lower bound of order $C3^{2k}\pi_3(3^k)$ for the number of three arm points on the open arms emanating from the origin. This holds with probability bounded below independently of $n$, conditionally on the events in the previous items. This is done in Section 5.4.

Given these three features, the proof proceeds as follows. We first show existence of circuits with defects: we show that for any given $\eta$ close enough to 1, there is a constant $D_1 = D_1(\eta)$ such that for suitable values of $k$, one has

$$P(X_1(k, \eta)) \geq D_1(\eta),$$

where $X_1(k, \eta)$ is the event that the closed circuits with defects from feature one above exist in the annuli $Ann_1$, and the defected edges have five arms as in Figure 1. Next, we give an upper bound for the length of a thin detour. Namely, let $X_2(k, \eta, \epsilon)$ be the event that there is an open half-circuit connected to the defects from feature one, staying in $Ann_2$, and having length at most $c3^{2k}\pi_3(3^k)$. We show in Section 5.3 that for any $\epsilon > 0$, there exists $\eta(\epsilon)$ close enough to 1 such that

$$P(X_2(k, \eta, \epsilon) \mid X_1(k, \eta)) \geq D_2(\epsilon)$$

for suitable values of $k$. Last, we show existence of many edges on paths that will function as the innermost circuit. Let $X_3(k, \eta, \epsilon)$ be the event that in boxes in the interior of the annulus, there are at least $c3^{2k}\pi_3(3^k)$ edges with three disjoint arms: two open to the defects and one closed dual path to the bottom of the annulus. In Section 5.4, we prove that there exists $c > 0$ and a constant $D_3 > 0$ such that for all $\eta$ close to 1 and suitable values of $k$,

$$P(X_3(k, \eta, \epsilon) \mid X_2(k, \eta, \epsilon), X_1(k, \eta)) \geq D_3.$$ \hspace{1cm} (5.4)

The most important thing here is that $c$ has no dependence on $\eta$ or $\epsilon$, essentially because as $\eta \downarrow 1$, the size of the boxes in which the three arm points lie does not decrease to 0.

To put these pieces together, we first choose $c$ such that (5.4) holds. Next, given $\epsilon > 0$, choose $\eta = \eta(\epsilon \cdot \epsilon)$ to guarantee (5.3) with $\epsilon \cdot \epsilon$ in place of $\epsilon$. For this value of $\eta$, one also has (5.2). Combining the above three inequalities, and, for the purposes of this proof sketch, putting

$$E_k = X_1(k, \eta) \cap X_2(k, \eta, \epsilon) \cap X_3(k, \eta, \epsilon),$$

one has

$$P(E_k) \geq D_1D_2D_3$$ \hspace{1cm} (5.5)

for suitable $k$. On this intersection, one is guaranteed that the volume of the detour is at most $\epsilon$ times the volume of the three-arm points in the boxes connected to the defects. To finish the proof, one notes that $E_k$ implies that there is a three-arm connection across the annulus in which $E_k$ occurs. Thus one uses arm separation to see that if $E_k$ and
Figure 1: An approximate depiction of the event $E_k$. Not all connections are shown.

$A_3(d)$ both occur, then one can, with uniformly positive conditional probability, route the arms from $A_3(d)$ to the inner and outer boundaries of the annulus to connect to the arms from $E_k$. Thus there is a constant $D_4$ independent of $n, \eta, c$ and $k$ such that

$$
(1/D_4)P(E_k)P(A_3(d)) \leq P(E_k, A_3(d)) \leq D_4P(E_k)P(A_3(d)).
$$

This step is standard, so we leave the details to the reader. Combining it with (5.5) completes the proof of Proposition 5.2.

### 5.2 Five-arm events and shielded circuit

In this section we put in place most of the components of the construction of the event $E_k$. Define the boxes

$$
B_1 = [-\eta 3^k, -3^k] \times [-\frac{3^k}{2}(\eta - 1), \frac{3^k}{2}(\eta - 1)],
$$

$$
B_2 = [-\eta 3^{k-1}, -3^{k-1}] \times [-\frac{3^{k-1}}{2}(\eta - 1), \frac{3^{k-1}}{2}(\eta - 1)],
$$

$$
B_3 = B_1 + (3^k(\eta - 1), 0), \quad B_4 = B_2 + (-3^{k-1}(\eta - 1), 0),
$$
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and the "long" rectangles:

\[ B_5 = [-\eta^{3k}, -\frac{3k(1+\eta)}{2}] \times \left[ \frac{\eta}{2}(\eta-1), 3^k \eta \right), \]
\[ B_6 = \left[ -\frac{3k(1+\eta)}{2}, -3^k \right] \times \left[ \frac{\eta}{2}(\eta-1), \frac{3k}{2}(1+\eta) \right), \]
\[ B_7 = [-\eta^{3k}, -3^k] \times [-\eta^{3k}, -\frac{3k}{2}(\eta-1)], \]
\[ B_8 = [-\eta^{3k-1}, -3^{k-1}] \times [-\eta^{3k-1}, -\frac{3^{k-1}}{2}(\eta-1)], \]
\[ B_9 = [-\eta^{3k-1}, -3^{k-1}] \times \left[ \frac{3^{k-1}}{2}(\eta-1), \eta^{3k-1} \right), \quad B_{10} = [-\eta^{3k-1}, \eta^{3k-1}] \times \left[ \frac{3^{k-1}}{2}, \eta^{3k-1} \right), \]
\[ B_{11} = [-\eta^{3k-1}, \eta^{3k-1}] \times [-\eta^{3k-1}, -3^{k-1}], \quad B_{12} = [-\eta^{3k}, \eta^{3k}] \times \left[ \frac{3k}{2}(1+\eta), \eta^{3k} \right], \]
\[ B_{13} = [-\frac{3k}{2}(1+\eta), \frac{3k}{2}(1+\eta)] \times [3^{k}, \frac{3k}{2}(1+\eta)], \quad B_{14} = [-\eta^{3k}, \eta^{3k}] \times [-\eta^{3k}, -3^{k}]. \]

The relative placement of these boxes inside \( S(e, \eta^{3k}) \) is shown in Figure 2. From this point on, we will restrict to \( n \) and \( k \) such that

\[ n \geq 1 \text{ and } k \in \{ K(\eta), \ldots, \lceil (C_4)/8 \log n \rceil \}, \quad (5.6) \]

where \( K(\eta) \) is chosen so that all boxes involved have lengths at least some constant, say 10. (This includes the above boxes, but also those used in Section 5.4.) If we decrease \( \eta \), then the range of valid \( k \) decreases.

The most important definition of this section is the following

**Definition 5.3** (Five-arm event). \( M_1 = M_1(k) \) is the event: there is a five-arm point \( w \in \mathbb{Z}^2 \) in the box \( B_1 \). That is,

1. The edge \( \{ w + (1/2)(e_2 - e_1), w + (1/2)(3e_2 - e_1) \} \) is closed and has a closed arm \( \gamma_1 \) to
   \[ I_1 = [-\eta^{3k}, -\frac{3k}{2}(1+\eta)] \times \left[ \frac{3k}{2}(\eta-1) \right], \]
2. \( \{ w, w + e_2 \} \) has an open arm \( \gamma_2 \) to
   \[ I_2 = [-\frac{3k}{2}(1+\eta), -3^k] \times \left[ \frac{3k}{2}(\eta-1) \right], \]
3. \( \{ w, w + e_1 \} \) has an open arm \( \gamma_3 \) to the right side of \( B_1 \),
4. \( \{ w - (1/2)(e_1 + e_2), w - (1/2)(3e_2 + e_1) \} \) has a closed arm \( \gamma_4 \) to the bottom of \( B_1 \), and
5. \( \{ w - e_1, w \} \) has an open arm \( \gamma_5 \) to the left side of \( B_1 \).

The event \( M_1 \) is illustrated in Figure 3.

\( M_2 = M_2(k) \) is the event that there is a four-arm point \( z \) in the box \( B_2 \) with a two open arms, one to each horizontal side of \( B_2 \), and two closed arms to the top and bottom of \( B_2 \).

Our first claim is

**Proposition 5.4.** There is a constant \( C \) independent of \( k \) such that

\[ \min \{ \mathbb{P}(M_1), \mathbb{P}(M_2) \} \geq C \]
Figure 2: The boxes $B_1, \ldots, B_{14}$. This figure is not to scale; only the relative placement of the boxes is illustrated. In particular, in our application, $\eta$ is smaller relative to the ratio of the sizes of the inner to outer annuli.

Figure 3: The “five-arm” event $M_1(k)$
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Proof. The argument is a standard application of the second moment method. The 5-arm exponent is universal and equal to 2 [17, Lemma 5], [23, Theorem 24, 3.], so the expected number of five arm points in $B_2$ is bounded away from zero. By planarity, there can be at most one five arm point with the prescribed landing sequences for the endpoints in this region. The result follows by a gluing argument.

Let $M_3 = M_3(k)$ be the event that there is a closed top-down crossing of $B_5$, and an open top-down crossing of $B_6$. $M_4(k)$ is defined to be the event that there are closed top-bottom crossings of $B_7$, $B_8$ and $B_9$ and open left-right and top-down crossings of $B_3$ and $B_4$. By Russo-Seymour-Welsh and Harris-FKG, we have

$$
P(M_3), P(M_4) \geq C(\eta) > 0.
$$

We let $G_1(k)$ be the event that

1. $M_1$, $M_2$, $M_3$ and $M_4$ occur.
2. The closed arm $\gamma_1$ is connected to the crossing of $B_5$.
3. The open arm $\gamma_2$ is connected to the crossing of $B_6$.
4. The open arm $\gamma_3$ is connected to the crossings of $B_3$.
5. The closed arm $\gamma_4$ is connected to the crossing of $B_7$.
6. The four arm-point in $B_2$ is connected to an open crossing of $B_4$.

Here and elsewhere in the paper, we will make extensive use of the following generalized FKG inequality [15, Lemma 3] (see also [23, Lemma 13]):

Lemma 5.5 (Generalized FKG inequality). Let $A$ and $D$ be increasing events, and $B$ and $E$ decreasing events. Assume that $A$, $B$, $D$, $E$ depend only on edges in the finite sets $A$, $B$, $D$, and $E$, respectively. If

$$A \cap B = A \cap E = B \cap D = \emptyset,$$

then

$$P(A \cap B | D \cap E) \geq P(A \cap B).$$

By generalized FKG and standard gluing constructions, we have, using Proposition 5.4,

$$P(G_1) \geq C_0 P(M_3) P(M_4),$$

for some constant $C_0$ independent of $\eta$.

$G_2(k)$ is defined to be the reflection of $G_1$ about the vertical axis through 0. For a box $B_i$, $i = 1, \ldots, 9$, we let $B_i'$ be its reflection about the $e_2$-axis. That is, if $x = (x_1, x_2) \in \mathbb{Z}^2$, then $x \in B_i'$ if and only if $(-x_1, x_2) \in B_i$. The same applies to the “landing zones” $I_i$. We say that $G_2(k)$ occurs if all the conditions in the definition of $G_1(k)$ occur, replacing each $B_i$, $i = 1, \ldots, 9$, and $I_1, I_2$ by $B_i'$ and $I_1', I_2'$, respectively. By symmetry and independence:

$$P(G_1(k) \cap G_2(k)) \geq C_0^2 P(M_3(k))^2 P(M_4(k))^2.$$  

We let $R_1(k)$ be the event that there is a closed left-right crossing of $B_{12}$; $R_2(k)$ is the event that there is an open left-right crossing of $B_{13}$; $R_3(k)$ is the event that there are closed left-right crossings of $B_{10}$, $B_{11}$ and $B_{14}$.

By Russo-Seymour-Welsh and generalized FKG, we have

$$P(G_1(k) \cap G_2(k) \cap R_1(k) \cap R_2(k) \cap R_3(k)) \geq C_0^2 P(M_3(k))^2 P(M_4(k))^2 P(R_1(k)) P(R_2(k)) P(R_3(k)).$$  (5.7)
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The occurrence of the intersection

\[ Q_1 = Q_1(k, \eta) = G_1(k) \cap G_2(k) \cap R_1(k) \cap R_2(k) \cap R_3(k) \]  

(whose right side depends on \( \eta \), although this is not visible in the notation) implies the events:

1. There are five-arm points \( w \) and \( w' \) in \( B_1 \) and \( B_1' \), respectively.
2. There is a closed dual circuit \( \alpha_1 \) with 2 defects near \( w \) and \( w' \) in

\[ \text{Ann}_2 = B(\eta 3^k) \setminus B(3^k). \]

The arc \( \tilde{\alpha}_1 \) of \( \alpha_1 \) between \( w \) and \( w' \) is contained in

\[ \Gamma(k, \eta) = \text{Ann}_2 \cap \left( \mathbb{R} \times \left[ -\frac{3^k}{2} (\eta - 1), \infty \right) \right). \]  

3. There is an open arc \( \alpha_2 \) contained in \( \Gamma(k, \eta) \) with endpoints at \( w \) and \( w' \). Moreover, \( \alpha_2 \) is contained in the interior of the dual circuit \( \alpha_1 \).

We note that there exists \( C_{10}(\eta) > 0 \) depending on \( \eta \) such that

\[ P(Q_1(k, \eta)) \geq C_{10} \text{ for } k \geq K(\eta). \]  

**Definition 5.6** (Outermost open path). Given the occurrence of \( Q_1(k, \eta) \), we can define the outermost open arc \( \tilde{\alpha}_2 \) contained inside the dual circuit \( \alpha_1 \). For this, we let \( \tilde{\alpha}_1 \) denote the portion of \( \alpha_1 \) between \( w \) and \( w' \) in \( \Gamma(k, \eta) \). The outermost arc \( \tilde{\alpha}_2 \) is the open arc in \( \Gamma(k, \eta) \) with endpoints at \( w \) and \( w' \) such that the region enclosed by the Jordan curve \( \tilde{\alpha}_1 \cup \tilde{\alpha}_2 \) (extended near the five-arm points to be a closed curve) is minimal.

In the above definition, we may choose \( \alpha_1 \) arbitrarily, but this choice uniquely defines \( \alpha_2 \). We have the following

**Lemma 5.7.** On the event \( Q_1(k, \eta) \), any edge \( e \) on \( \tilde{\alpha}_2 \) has 3 disjoint arms: two open and one closed. These arms reach to distance at least \( 3^k(\eta - 1)/2 \) from \( e \).

**Proof.** If \( e \) is on \( \tilde{\alpha}_2 \), then necessarily, there is a closed path from \( e^* \) to \( \tilde{\alpha}_1 \) contained in the region \( \text{int}(\tilde{\alpha}_1 \cup \tilde{\alpha}_2) \). Following this closed path until we reach the closed path \( \tilde{\alpha}_1 \), we can extend it into a closed path of at least the required length, because the path \( \alpha_1 \) has diameter greater than \( 3^k \). On the other hand, the path \( \tilde{\alpha}_2 \) itself has two ends, one of which necessarily has length at least \( 3^k/2 \). As for the other, it emanates from a five-arm point, itself connected to a crossing of a box of width \( 3^k(\eta - 1) \).

5.3 Upper bound for the volume of the thin detour

The main estimate of this section is the following:

**Lemma 5.8.** Let \( \epsilon > 0 \), let \( Q_1(k, \eta) \) be as in (5.8), and define the event and

\[ Q_2 = Q_2(k, \eta, \epsilon) = \{ \# \tilde{\alpha}_2 \leq c 3^{2k} \pi_3(3^k) \}. \]  

For \( \eta > 1 \) sufficiently close to 1, there exists \( C_{11} \) such that

\[ P(Q_2(k, \eta, \epsilon) \mid Q_1(k, \eta)) \geq C_{11} > 0, \]  

for all \( n \) and all \( k \in \{ K(\eta), \ldots, \lceil (C_4/8) \log n \rceil \} \).
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Proof. The key estimate we need is: for each $e \subset \Gamma(k, \eta)$

$$P(e \in \tilde{\alpha}_2 \mid Q_1(k, \eta)) \leq C\pi_3(3^k(\eta - 1)).$$

We rewrite the probability (using (5.7)) as

$$P(e \in \tilde{\alpha}_2, Q_1(k, \eta)) = \frac{1}{C_5} P(M_3(k))^{-2} P(M_4(k))^{-2} P(R_1(k))^{-1} \times P(R_2(k))^{-1} P(Q_3(k))^{-1} P(e \in \tilde{\alpha}_2, Q_1(k, \eta)).$$

Let

$$B(e, 3^k(\eta - 1)) = \{v : \|v_1 + v_2\|/2 - v_\infty \leq 3^k(\eta - 1)\},$$

where $e = \{v_1, v_2\}$. Also let $A_\eta(e)$ be the event that $e$ has 3 arms to the boundary of $B(e, 3^k(\eta - 1))$, two open and one closed. Recalling the definition of $Q_1(5.8)$, we have

$$P(e \in \tilde{\alpha}_2, Q_1(k, \eta)) \leq P(A_\eta(e), M_3 \cap M_4 \cap M_4' \cap R_1 \cap R_2 \cap R_3).$$

We now define crossing events in “truncated” regions, which depend on the position of $e$: $\tilde{M}_3$ is the event

1. There are vertical closed crossings of each component of

$$[-\eta 3^k, -\frac{3^k}{2}(\eta + 1)] \times \left[\frac{3^k}{2}(\eta - 1), 3^k(2 - \eta)\right] \setminus B(e, 3^k(\eta - 1)).$$

2. There are vertical open crossings of each component of

$$\left[\frac{3^k}{2}(\eta + 1), -3^k\right] \times \left[\frac{3^k}{2}(\eta - 1), 3^k(2 - \eta)\right] \setminus B(e, 3^k(\eta - 1)).$$

$\tilde{M}_4$ is the event that there are closed top to bottom crossings of $B_8$ and $B_9$, open left-right crossings of $B_3$ and $B_4$, and a closed vertical crossing of each component of

$$[-\eta 3^k, -3^k] \times [-3^k, -\frac{3^k}{2}(\eta - 1)] \setminus B(e, 3^k(\eta - 1)).$$

$\tilde{M}_3'$, $\tilde{M}_4'$ are the reflections of the events $\tilde{M}_3$ and $\tilde{M}_4$ about the $y$-axis. $\tilde{R}_1$ is the event that there are closed left-right crossings of each component of

$$[-3^k(2 - \eta), 3^k(2 - \eta)] \times \left[\frac{3^k}{2}(\eta + 1), 3^k\right] \setminus B(e, 3^k(\eta - 1)),$$

and similarly $\tilde{R}_2$ is the event that there are open left-right crossings of each component of

$$[-3^k(2 - \eta), 3^k(2 - \eta)] \times \left[\frac{3^k}{2}(\eta + 1), 3^k\right] \setminus B(e, 3^k(\eta - 1)).$$

The definition of the events implies that the truncated regions considered are either rectangles, or consist of the union of two disjoint rectangles which also do not abut (see Figure 4 – this is the reason for the choice of slightly smaller rectangles with bound $3^k(2 - \eta)$), which implies:

$$M_3 \subset \tilde{M}_3,$$
$$M_4 \subset \tilde{M}_4,$$
$$R_1 \subset \tilde{R}_1,$$
$$M_3' \subset \tilde{M}_3',$$
$$M_4' \subset \tilde{M}_4',$$
$$R_2 \subset \tilde{R}_2.$$
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Figure 4: An illustration of the truncated regions for two possible placements of the edge $e$.

Then:

$$P(\eta, M_3 \cap M_4 \cap M_1 \cap R_1 \cap R_2 \cap R_3) \leq P(\eta, \tilde{M}_3 \cap \tilde{M}_4 \cap \tilde{M}_1 \cap \tilde{R}_1 \cap \tilde{R}_2 \cap R_3) = P(\eta, \tilde{M}_3)P(\tilde{M}_4)P(\tilde{M}_1)P(\tilde{R}_1)P(\tilde{R}_2)P(R_3).$$

In the second step we have used independence. Using a gluing construction and FKG, it is easy to “fill in” the truncated regions and show

$$P(\tilde{M}_4) \leq CP(M_4), \quad P(\tilde{M}_3) \leq CP(M_3),$$
$$P(\tilde{R}_1) \leq CP(R_1), \quad P(\tilde{R}_2) \leq CP(R_2).$$

The point here is that the constants represented by $C$ do not depend on $\eta$ and $k$. This is due to the fact that the regions we must fill in have size of order $3^k(\eta - 1)$.

Summarizing all the above, we now have

$$P(e \in \tilde{\alpha}_2 \mid Q_1(k, \eta)) \leq C \pi_3(3^k(\eta - 1)).$$

Summing over $e$ in $\Gamma(k, \eta)$, this gives

$$E[\#\tilde{\alpha}_2 \mid Q_1(k, \eta)] \leq C\delta 3^{2k} \pi_3(3^k(\eta - 1)),$$

with $\delta = \eta - 1$. The lemma now follows by Chebyshev’s inequality, and the observation that for all $1 \leq m \leq n$, one has $\pi_3(n, m) \geq C_3(n/m)^{-\alpha}$ for some $C_3 > 0$ and $\alpha \in (0, 1)$ (see Lemma 3.1). Combined with quasi-multiplicativity, it gives:

$$\pi_3(3^k(\eta - 1)) \leq (\pi_3(\eta - 1))^{-\alpha}\pi_3(3^k),$$

and

$$E[\#\tilde{\alpha}_2 \mid Q_1(k, \eta)] \leq C\delta^{1-\alpha} 3^{2k} \pi_3(3^k).$$

Choosing $\delta$ sufficiently small completes the proof of Lemma 5.8. \qed
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5.4 Lower bound for the volume of detoured crossings

We define boxes inside the annulus $B(\eta 3^k) \setminus B(3^{k-1})$, and events on which these boxes will be traversed by the open arms emanating from the origin, and contribute on the order of $(3^k)^2 \pi_3(3^k)$ edges. The boxes are centered at the midpoints of $[-3^k, -\eta 3^{k-1}]$ and $[\eta 3^{k-1}, 3^k]$, respectively. Let

$$x_0(k) = \left( -\frac{3^k + 3^{k-1}\eta}{2}, 0 \right) = \left( -\frac{3^{k-1}(3 + \eta)}{2}, 0 \right).$$

The left “interior box” is

$$B_{15} = B \left( x_0(k), \frac{3^{k-1}}{4}(3 - \eta) \right).$$

Inside $B_{15}$, we place a smaller box (a quarter of the size), also centered at $x_0(k)$: it is defined by

$$B_{16} = B \left( x_0(k), \frac{3^{k-1}}{16}(3 - \eta) \right).$$

The boxes $B_{17}$ and $B_{18}$ have aspect ratios depending on $\delta = \eta - 1$. Together with $B_{19}$ and $B_{20}$, they will be used to connect the 3-arm points inside $B_{15}$ to an open crossing of
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\(Ann_1(k):\)

\[
B_{17} = \left[ -3^k, -\frac{3^{k-1}}{2}(3 + \eta) - \frac{3^{k-1}}{8}(3 - \eta) \right] \\
\times \left[ -\frac{3^k}{2}(\eta - 1), \frac{3^k}{2}(\eta - 1) \right],
\]

\[
B_{18} = \left[ -\frac{3^{k-1}}{2}(3 + \eta) + \frac{3^{k-1}}{8}(3 - \eta), -\eta 3^{k-1} \right] \\
\times \left[ -\frac{3^{k-1}}{2}(\eta - 1), \frac{3^{k-1}}{2}(\eta - 1) \right],
\]

\[
B_{19} = \left[ -\frac{3^{k-1}}{2}(3 + \eta) - \frac{3^{k-1}}{4}(3 - \eta), -\frac{3^{k-1}}{2}(3 + \eta) - \frac{3^{k-1}}{8}(3 - \eta) \right] \\
\times \left[ -\frac{3^{k-1}}{8}(3 - \eta), \frac{3^{k-1}}{8}(3 - \eta) \right],
\]

\[
B_{20} = \left[ -\frac{3^{k-1}}{2}(3 + \eta) + \frac{3^{k-1}}{8}(3 - \eta), -\frac{3^{k-1}}{2}(3 + \eta) + \frac{3^{k-1}}{4}(3 - \eta) \right] \\
\times \left[ -\frac{3^{k-1}}{8}(3 - \eta), \frac{3^{k-1}}{8}(3 - \eta) \right].
\]

The remaining boxes will serve to define crossing events to connect 3-arm points in \(B_{16}\) to a closed crossing of \(Ann_1(k)\).

\[
B_{21} = [-\eta 3^k, -3^{k-1}] \times \left[ -\frac{3^{k-1}}{4}(3 - \eta), -\frac{3^{k-1}}{8}(3 - \eta) \right],
\]

\[
B_{22} = \left[ -\frac{3^k}{2}(3 + \eta) - \frac{3^{k-1}}{16}(3 - \eta), \frac{3^{k-1}}{2}(3 + \eta) + \frac{3^{k-1}}{16}(3 - \eta) \right] \\
\times \left[ -3^{k-2}(3 + \eta), -\eta 3^{k-1} \right],
\]

\[
B_{23} = \left[ -\frac{3^{k-1}}{2}(3 + \eta) - \frac{3^{k-1}}{16}(3 - \eta), -\frac{3^{k-1}}{2}(3 + \eta) + \frac{3^{k-1}}{16}(3 - \eta) \right] \\
\times \left[ -3^{k-2}(3 + \eta), -\frac{3^{k-1}}{8}(3 - \eta) \right],
\]

\[
B_{24} = [-3^{k-1}, -3^{k-1}] \times [-\eta 3^k, -3^{k-1}],
\]

\[
B_{25} = B \left( x_0(k), \frac{3^{k-1}}{8}(3 - \eta) \right).
\]

Let \(M_5 = M_5(k)\) be the event that there are open left-right crossings of \(B_{17}\) and \(B_{18}\). \(M_6 = M_6(k)\) is defined as the event that there is a top-down closed dual crossing of \(B_{23}\), and a left-right closed dual crossing of \(B_{21}\). \(M_7 = M_7(k)\) is the event that there are open top-down crossings of both \(B_{19}\) and \(B_{20}\).

By Russo-Seymour-Welsh and Harris’ inequality, there are positive constants \(C(\eta)\) and \(C\) such that

\[
P(M_5) \geq C(\eta), \quad P(M_6), P(M_7) \geq C.
\]

We let \(R_4(k)\) be the event that there is a left-right dual closed crossing of \(B_{22}\) and a top-down dual closed crossings of \(B_{24}\). Again by RSW and Harris, we obtain

\[
P(R_4(k)) \geq C > 0
\]

for some constant \(C\) independent of \(k\) and \(\eta\).
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We let

\[ G_3(k) = G_3(k, \eta) = M_5(k) \cap M_6(k) \cap M_7(k), \]

and \( G_4(k) \) is the reflection of \( G_3 \) about the \( \mathbf{e}_2 \)-axis, as previously. The event \( Q_3 = Q_3(k, \eta) \) is defined as

\[ Q_3(k, \eta) = G_3(k) \cap G_4(k) \cap R_4(k). \] (5.13)

By generalized FKG and independence, we have:

\[ \mathbb{P}(Q_3) \geq C \mathbb{P}(M_3)^2. \]

By generalized FKG, we have

\[ \mathbb{P}(Q_1 \cap Q_2 \cap Q_3) \geq C(\eta) \mathbb{P}(Q_1 \cap Q_2). \] (5.14)

On the event

\[ Q_4 = Q_4(k, \eta) = Q_1 \cap Q_2 \cap Q_3, \]

let \( W_2 \) be the set of \( e \in B_{15} \) such that \( e \) has three disjoint arms as follows. Two of the arms are open and connected to the open crossings of \( B_{17} \) and \( B_{18} \), whose existence is guaranteed by the occurrence of \( M_5 \), respectively. One of the arms is closed, and connected to the closed vertical crossing of \( B_{23} \) in the definition of \( M_6 \). We apply the second moment method (inequality (5.18)), to the number \( Z_2 = \#W_2 \), conditionally on the event \( Q_4 \).

If \( Q_4 \) holds and \( e \in B_{16} \) has three arms inside the rectangle \( B_{17} \cup B_{19} \cup B_{25} \): one open and connected to the horizontal open crossing of \( B_{17} \), another open arm, connected to the horizontal open crossing of \( B_{18} \), and a closed arm connected to the vertical closed dual crossing of \( B_{23} \), then \( e \in W_2 \). We denote the set of such edges \( e \in B_{16} \) by \( W_2^* \), and let \( Z_2^* = \#W_2^* \). We have the following:

**Proposition 5.9.** Let

\[ Q_5 = Q_5(k, e) = \{ Z_2 \geq c3^{2k} \pi_3(3^k) \}. \] (5.16)

There are constants \( c, C_{12} > 0 \) such that

\[ \mathbb{P}(Q_5 \mid Q_4) \geq C_{12}. \] (5.17)

for all \( \delta = \eta - 1, n \geq 1 \) and \( k \in \{ K(\eta), \ldots, \lfloor (C_4/4) \log n \rfloor \} \).

The important point here is that \( c \) does not depend on \( \delta \). As \( \eta \downarrow 1 \) (see Lemma 5.8), the size of the detour shrinks, whereas the lower bound in this proposition does not change.

**Proof.** Recall the Paley-Zygmund inequality: if \( Z \geq 0 \) a.s. and \( \lambda \leq 1 \), then

\[ \mathbb{P}(Z \geq \lambda \mathbb{E}Z) \geq (1 - \lambda)^2 \frac{(\mathbb{E}Z)^2}{\mathbb{E}Z^2}. \] (5.18)

To apply this with \( Z = Z_2^* \) and \( P = \mathbb{P}(\cdot \mid Q_4) \), we give an estimate for the expectation

\[ (1/C)3^{2k} \pi_3(3^k) \leq \mathbb{E}[Z_2^* \mid Q_4], \] (5.19)

and an upper bound for the second moment:

\[ \mathbb{E}[(Z_2^*)^2 \mid Q_4] \leq C3^{2-2k} \pi_3(3^k). \] (5.20)

For \( e \in B_{16} \), let \( A^*(k, e) \) be the event that \( e \) has three arms to the boundary of \( B_{25} \): two open arms, one to each vertical side of \( B_{25} \), and a closed arm to the middle third
of the bottom side of \( B_{25} \). By a simple gluing construction with generalized FKG and arms-separation [23, Theorem 11], we have

\[
P(e \in W_2^* \mid Q_4) \geq C P(A^*(k, e)) \\
\geq C P(A_3(e, 3^k)).
\]

Summing over \( e \in B_{16} \), we obtain

\[
E[Z_2^* \mid Q_4] \geq C 3^{2k} \pi_3(3^k).
\]

This gives the lower bound in (5.19).

We now estimate the second moment. A similar argument gives the upper bound for the first moment. For simplicity of notation, let

\[
m = \frac{3^{k-1}}{16} (3 - \eta).
\]

\[
E[(Z_2^*)^2 \mid Q_4] = \sum_{e_1, e_2 \in B_{16}} P(e_1 \in W_2^*, e_2 \in W_2^* \mid Q_4) \\
\leq \sum_{e_1, e_2 \in B_{16}} P(A_3(e_1, m), A_3(e_2, m)),
\]

where in the second step we have used that \( Q_4 \) is independent of the status of edges inside \( B_{25} \).

The last double sum is decomposed following an idea of Nguyen [22]:

\[
\sum_{e_1} \sum_{d=1}^{2m} \sum_{|e_1 - e_2| = d} P(A_3(e_1, m), A_3(e_2, m)). \tag{5.21}
\]

For \( k \leq l \), let \( A_3(e, k, l) \) be the probability that there are 3 arms from \( \partial B(e, k) \) to \( \partial B(e, l) \). Note that

\[
P(A_3(e, k, l)) = \pi_3(k, l),
\]

the three-arm probability (open, open, closed) for connection across the annulus \( B(l) \setminus B(k) \). For convenience, if \( l < k \), we define \( A_3(e, k, l) \) to be the entire sample space; that is, \( A_3(k, l) \) always holds. Correspondingly, we let \( \pi_3(k, l) = 1 \) in this case. Then

\[
P(A_3(e_1, m), A_3(e_2, m)) \leq P(A_3(e_1, d/2), A_3(e_1, 3d/2, m), A_3(e_2, d/2)) \\
\leq P(A_3(e_1, d/2))P(A_3(e_1, 3d/2, m))P(A_3(e_2, d/2)) \\
= \pi_3(d/2)\pi_3(3d/2, m)\pi_3(d/2).
\]

Returning to the sum, we find, for each \( e_1 \), the bound

\[
\sum_{d=1}^{[2m/3]} 8d\pi_3(d/2)\pi_3(3d/2, m)\pi_3(d/2) + \sum_{d=[2m/3]+1}^{2m} 8d\pi_3(d/2)\pi_3(d/2).
\]

Now we use RSW theory to rescale some of these quantities by constant factors. First, we have

\[
\pi_3(d/2) \leq C \pi_3(d).
\]

If \( d \geq 2m/3 \), we also obtain \( \pi_3(d/2) \leq C \pi_3(m) \). By quasimultiplicativity [23, Proposition 12.2]:

\[
\pi_3(d/2)\pi_3(3d/2, m) \asymp \pi_3(m).
\]
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Putting all this back into the sum (5.21), we find the bound

\[ m \pi_3(m) \sum_{d=1}^{m} \pi_3(d). \]

This is bounded by \( m^2 \pi_3(m)^2 \). To see why, choose (by Lemma 3.1) \( \beta \in (0,1) \) such that \( \pi_3(d,m) \geq C(d/m)^\beta \), and use quasimultiplicativity:

\[
\sum_{d=1}^{m} \pi_3(d) \approx \pi_3(m) \sum_{d=1}^{m} \pi_3(d,m)^{-1} \leq C \pi_3(m) m^\beta \sum_{d=1}^{m} d^{-\beta} \leq C m \pi_3(m).
\]

Summing over \( e_1 \), we obtain an overall bound

\[
E[(Z_2^*)^2 \mid Q_4] \leq C m^4 (\pi_3(m))^2 \leq C 3^{2k} (\pi_3(3^k))^2.
\]

A similar, but simpler argument gives the estimate

\[
E[Z_2^* \mid Q_4] \leq C m^2 (\pi_3(m))^2 \leq C 3^{2k} \pi(3^k),
\]

concluding the proof.  \( \square \)

5.5 Definition of \( E_k \) and Proof of Proposition 5.2

We can now give the definition of the events \( E_k \):

**Definition 5.10.** Let \( \epsilon > 0 \) and \( \eta = \eta(\epsilon) \) be such that (5.12) in Lemma 5.8 is satisfied. Then

\[
E_k = E_k(\eta, \epsilon) = Q_1 \cap Q_2 \cap Q_3 \cap Q_5 \text{ for } k \geq K(\eta),
\]

where \( Q_1 \) is defined in (5.8), \( Q_2 \) in (5.11), \( Q_3 \) in (5.13), \( Q_5 \) appears in (5.16), and \( K(\eta) \) is defined below (5.6).

**Proof of Proposition 5.2.** Combining (5.14), Lemma 5.8, Proposition 5.9 and inequality (5.10), there is a constant \( C_{13}(\epsilon) \) such that

\[
P(E_k) \geq C_{13}(\epsilon) > 0 \text{ for } k \geq K(\eta).
\]

To derive the lower bound

\[
P(E_k \mid A_3(d)) \geq C_7(\epsilon) > 0,
\]

for \( k \geq K(\eta) \) such that \( \eta 3^k \leq d \), we use a gluing construction and arms separation [23, Theorem 11], together with the equivalence [23, Proposition 12, 2.]

\[
P(A_3(3^{k-1}))P(A_3(\eta 3^k, d)) \approx P(A_3(d)).
\]

Note that the definition of \( E_k \) implies \( A_3(3^{k-1}, \eta 3^k) \) and that the connections across the annulus are easily extended. \( \square \)

5.6 Proof of Proposition 5.1

**Proof.** We will show that if the event

\[
E_k(e) \cap \{ e \in 3_n \}
\]

occurs for \( k \in \{ K(\eta), \ldots, \lfloor (C_4/8) \log n \} \), then there is a “short” detour around the origin in the sense that

\[
S(e) \neq \emptyset.
\]
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On $E_k(e)$, there is a closed circuit $C_2$ with two defects near the five-arm points in $B_1$ and $B'_1$ inside $Ann_{22}$. We denote these (unique) points by $x$ and $y$. Since $e$ lies on the open, self-avoiding, circuit $\gamma_n$, the latter must pass through each of the two five-arm points in the definition of $M_1$, resp. $M'_1$, exactly once. We denote the portion of $\gamma_n$ between $x$ and $y$, and inside $C_2$, by $q$. We also let

$$p = \tilde{\alpha}_2,$$

where $\tilde{\alpha}_2$ is from Definition 5.6.

**Claim 5.11.** On $E_k(e) \cap \{ e \in \hat{\gamma}_n \}$, $e^*$ has a closed connection to the bottom of $B(e, 3^k)$ and to the bottom arc of the closed circuit $C_2$ with defects in $Ann_{22}$.

**Proof.** Recall (from (5.9)) that $\Gamma(k, \eta) = Ann_{22} \cap \left( \mathbb{R} \times [-\frac{3k}{2} (\eta - 1), \infty) \right)$. The open (detour) arc $\sigma_\alpha$ in $\Gamma(k, \eta)$ between the two five-arm points and the closed arc $\sigma_\epsilon$ through $Ann_{22} \setminus \Gamma(k, \eta)$ form a circuit around $e$ (we can connect them by two line segments of length $1/\sqrt{2}$ to make their union a closed curve). The closed arm emanating from $e^*$ reaches $\partial B(e, 3^k)$, so it must intersect $\sigma_\alpha$, which intersects the closed vertical crossing of $B_{24}$ in the definition of the event $R_4(k) > Q_2$. This crossing is connected to the bottom side of $B(e, 3^k)$. $\square$

It is important to note that since the closed arm from $e^*$ intersects the bottom of $B(e, 3^k)$ and $e \in \hat{\gamma}_n$, the bottom part of the closed circuit in $Ann_1 \setminus \Gamma(k, \eta)$ must be connected to $B(\eta)$. This is what forces the “orientation” of the box $B(e, d)$ to be such that $p$ is indeed a detour off the innermost circuit (see Lemma 5.13 below).

**Claim 5.12.** The open arc $p$ is disjoint from $q$ except for the five-arm points $x$ and $y$.

**Proof.** This follows from the definition of the five arm events. From this, we obtain the existence of an open crossing $\alpha$ of $B(e, 3^k)$ inside

$$B_{17} \cup B_{15} \cup B_{18} \cup B(e, 3^{k-1}) \cup B'_1 \cup B'_2 \cup B_{18},$$

whose only intersection with the outermost arc $p$ is $x$ and $y$. By the previous claim, every dual edge touching $q$ is connected to the bottom of $B(e, 3^k)$ by a closed dual path. This implies that $q$ lies in the region below the Jordan curve $\alpha$, which separates the box $B(\eta 3^k)$ into two connected components. In particular, $q$ is disjoint from $p$, except at its endpoints. $\square$

It follows that $p \cup q$ is a Jordan curve lying entirely inside the box $B(e, 3^k)$. This in turn implies

**Lemma 5.13.** $p$ lies outside $\text{int} \gamma_n$.

**Proof.** The dual edge $\{ x - (1/2)(e_1 + e_2), x - (1/2)(e_1 - e_2) \}$ crosses $\gamma_n$, and so one endpoint is in each component of the complement of $\gamma_n$. The top endpoint can be connected to $p$ and the bottom one can be connected to the bottom arc of $C_2$, both without crossing $\gamma_n$. By Claim 5.11, the bottom is in the interior of $\gamma_n$, so $p$ is in the exterior of $\gamma_n$. $\square$

We can now prove Proposition 5.1, by setting $K(e) = K(\eta)$. Letting $P = p$ and $Q = q$, $w_0 = x$, and $w_M = y$. Lemma 5.13 implies that Condition 1. in Definition 3.2 is satisfied. Condition 2. holds by the definition of the five-arm points $x$ and $y$ (Definition 5.3). Condition 3. follows because $P \cup Q = p \cup q$ is contained in the box $B(e, 3^k)$, which does not contain the origin. Condition 4. follows from the existence of the closed dual arc $\tilde{\alpha}_1$, which is implied by the event $Q_1$ (5.8). Condition 5. holds because of the conjunction of $Q_2$ (5.11) and $Q_5$ (5.16) (choose $e \cdot c$ for $e$, where $c$ is from the definition of $Q_5$). $\square$
6 Proof of inequality (3.5)

Our goal in this section is to derive the estimate (3.5). We recall it here:

\[ P(S(e) = \emptyset \mid e \in \hat{\gamma}_n) < e^2 \]  

(6.1)

for some \( n \geq C_\gamma \). Once we show this estimate, Lemmas 3.4 and 3.5, and Proposition 3.3, we can conclude Theorem 2.2.

For \( k = K(\eta), ..., \lfloor (C_4/8) \log n \rfloor \), we let \( E_k(e) = \tau_{-e} E_k \) be the “detour event” inside the annulus \( Ann(e, k) = B(e, \eta 3^k) \setminus \overline{B(e, 3^{k-1})} \). (Here \( \eta \) is slightly bigger than 1 and \( K = K(\eta) \) is a constant depending on \( \eta \) and which is defined under (5.6).) It is defined precisely in Section 5 (see Definition 5.10). The property we need here is proved in Proposition 5.1: if \( E_k(e) \) occurs and \( e \in \hat{\gamma}_n \), then \( S(e) \neq \emptyset \). Thus,

\[ P(S(e) = \emptyset \mid e \in \hat{\gamma}_n) \leq P((\cup_{k=K}^{\lfloor C_4/8 \log n \rfloor} E_{2k}(e))^c \mid e \in \hat{\gamma}_n). \]  

(6.2)

6.1 Conditioning on 3-arm event in a box

The next step is to replace the conditioning in (6.2) by conditioning on a “three arm” event:

**Proposition 6.1.** There is a constant \( C \) such that

\[ P(\cap_{k=K}^{\lfloor C_4/8 \log n \rfloor} E_{2k}(e)^c \mid e \in \hat{\gamma}_n) \leq C P(\cap_{k=K}^{\lfloor C_4/8 \log n \rfloor} E_{2k}(e)^c \mid A_3(e, \text{dist}(e, \partial A(n)))) \]  

where \( A_3(e, m) \) is the probability that \( e \) has three arms, two open and one closed, to distance \( m \) from \( e \).

We will omit some details, since most of the arguments are lengthy but standard. To prove (6.3), we use a gluing construction that depends on the position of \( e \) inside the annulus \( A(n) \), which we split into a number of different regions:

\[ A(n) = A \cup B \cup C \cup D \cup E. \]

Region \( B \) is the disjoint union of four rectangles:

\[ B = [-2n, 2n] \times \left[ \frac{5}{2} n, 3n \right] \cup [-2n, 2n] \times [-3n, -\frac{5}{2} n] \]
\[ \cup [-3n, -\frac{5}{2} n] \times [-2n, 2n] \cup \left[ \frac{5}{2} n, 3n \right] \times [-2n, 2n]. \]

Region \( A \) is

\[ A = (B(3n) \setminus B(5n/2)) \setminus B. \]

Region \( C \) is given by

\[ C = B(5n/2) \setminus B(3n/2). \]

Region \( D \) is

\[ D = [-n/2, n/2] \times [n, 3n/2] \cup [-n/2, n/2] \times [-3n/2, -n] \]
\[ \cup [-3n/2, -n] \times [-n/2, n/2] \cup [n, 3n/2] \times [-n/2, n/2]. \]

Finally, region \( E \) is given by

\[ E = (B(3n/2) \setminus B(n)) \setminus D. \]

In each case, we use an adapted gluing construction to connect \( e \) to \( B(n) \) by a closed dual path inside an open circuit around \( B(n) \). Figure 6 depicts the partitioning we will use.
We concentrate on the proof of (6.3) in case $e \in A$. Furthermore, we assume by symmetry that $e$ is in the top-right component of $A$. We only consider $e \in \hat{\gamma}_n$, so
\[
d(e) = \text{dist}(e, \partial A(n)) \geq n^{C_1/2}.
\] (6.4)

Since $e \in A$, we have $d(e) = \text{dist}(e, \partial B(3n))$.

Denote by
\[
L(e) \in \{\{3n\} \times [-3n, 3n], [-3n, 3n] \times \{3n\}\},
\]
the side of $\partial B(3n)$ such that $d(e) = \text{dist}(e, L(e))$. If there is more than one possible choice, choose the earliest in the list above.

Let $B(e)$ be the box of side length $2d(e)$ centered at $e$. We define
\[
d'(e) = \text{dist}(e, \partial B(3n) \setminus L(e)),
\]
and
\[
H(e) = B \left( e^L + d'(e) \cdot \frac{e - e^L}{|e - e^L|}, d'(e) \right),
\]
where $e^L$ is the projection of $e$ onto $L(e)$, and let $K(e)$ be the box
\[
K(e) = [n, 3n] \times [n, 3n],
\]
which was chosen based on the assumed placement of $e$.

We now have

**Lemma 6.2.** If $e \in \hat{\gamma}_n$, then the event $F_1(e)$ occurs: There are two open paths and one closed dual path joining $\partial B(e) \setminus \partial B(3n)$ to $\partial H(e) \setminus \partial B(3n)$ inside $H(e) \setminus B(e)$, appearing in the order

open, closed, open

(on the boundary of $H(e)$). In particular, the closed path is separated from $\partial B(3n)$ by the two open paths.

Similarly, the event $F_2(e)$ occurs: there are two open paths and one closed dual path from $\partial H(e) \setminus \partial B(3n)$ to $\partial K(e) \setminus \partial B(3n)$ inside $K(e) \setminus H(e)$. These paths also appear in the order (6.5), with the closed path separated from $\partial B(3n)$ by the open paths.
Lemma 6.3. In this lemma, we define \( F_1(e) \) to be the sure event (that is, the entire sample space) if \( 8d(e) > d'(e) \) and we define \( F_2(e) \) to be the sure event if \( 4d'(e) > n \). This is to guarantee that later in the proof, there is enough room between the boxes \( B(e) \) and \( \mathcal{H}(e) \) (or between \( \mathcal{H}(e) \) and \( \mathcal{K}(e) \)) to do arm separation arguments.

Proof. If \( e \in \gamma_n \) then \( e \) belongs to an open circuit surrounding \( B(n) \) in \( A(n) \). Moreover, \( e^* \) is connected to \( \partial B(n) \) by a closed path contained in the interior in \( \gamma_n \) of the circuit.

Let \( r_1 \) be the portion of the open circuit \( \gamma_n \) obtained by traversing the circuit in one direction from \( e \), until first time it exits \( \mathcal{H}(e) \). Call \( a(e) \in \partial \mathcal{H}(e) \) the point of exit. Let \( r_2 \) be the portion of \( \gamma_n \) obtained by traversing the circuit in the other direction, until it first exits \( \mathcal{H}(e) \), at a point \( b(e) \). The curve \( \gamma_e \) contained in \( \mathcal{H}(e) \) joining \( a(e) \) to \( b(e) \) separates \( \mathcal{H}(e) \) into two regions, each bounded by the curve \( \gamma_e \) and a portion of \( \partial \mathcal{H}(e) \setminus \partial B(3n) \). Exactly one of these regions, \( R(e) \), say, lies inside the circuit \( \gamma_n \), and hence contains the portion of the closed dual path from \( e \) to \( \partial B(n) \) until it first exists \( \mathcal{H}(e) \). Following this path from \( e \) until this exit point, we obtain a closed dual path whose endpoint \( c(e) \) must lie on \( \partial \mathcal{H}(e) \), between \( a(e) \) and \( b(e) \). Traversing \( r_1 \) from \( a(e) \) and \( r_2 \) from \( b(e) \) toward \( e \) until the first time they enter \( B(e) \), we obtain two points \( a'(e) \) and \( b'(e) \) on \( \partial B(e) \setminus \partial B(3n) \). Following the closed path backwards similarly, we find a point \( c'(e) \) lying between \( a'(e) \) and \( b'(e) \) on \( \partial B(e) \setminus \partial B(3n) \).

The proof for the paths in \( \mathcal{K}(e) \setminus \mathcal{H}(e) \) is similar.

Returning to the probability in (6.3), write:

\[
P(\cap_{k=K}^{C_4/n^{10 n \log n}} E_{2k}(e)^c \mid e \in \gamma_n) = \frac{1}{P(e \in \gamma_n)} P(\cap_{k=K}^{C_4/n^{10 n \log n}} E_{2k}(e)^c, e \in \gamma_n) \leq \frac{1}{P(e \in \gamma_n)} P(\cap_{k=K}^{C_4/n^{10 n \log n}} E_{2k}(e)^c, \gamma_1(e), F_2(e), A_3(e, d(e)))
\]

Note that the event

\[
\cap_{k=K}^{C_4/n^{10 n \log n}} E_{2k}(e)^c
\]

depends only on edges inside \( B(e, n^{C_4/4}) \subset B(e, n^{C_4/2}) \), so \( F_1(e) \) and \( F_2(e) \) are independent of (6.6), so we have

\[
P(\cap_{k=K}^{C_4/n^{10 n \log n}} E_{2k}(e)^c, \gamma_1(e), F_2(e), A_3(e, d(e))) \leq P(F_1(e))P(F_2(e))P(\cap_{k=K}^{C_4/n^{10 n \log n}} E_{2k}(e)^c, A_3(e, d(e))).
\]

Proposition 6.1 now follows from the next estimate:

**Lemma 6.3.** There is a constant \( C \) independent of \( n \) and \( e \) such that

\[
P(e \in \gamma_n) \geq \frac{1}{C} P(F_1(e))P(F_2(e))P(A_3(e, d(e))),
\]

Proof. We first introduce two events that will serve to complete a circuit around \( A(n) \), once connected to the open arms coming out of \( e \). Let \( C_1 \) be the event that there are open crossings along the long sides of the rectangles

\[
[-3n, n] \times [5n/2, 3n], \quad [-3n, -5n/2] \times [-3n, 3n],
\]

\[
[-3n, 3n] \times [-3n, -5n/2], \quad [5n/2, 3n] \times [-3n, n].
\]

Let \( C_2 \) be the event that there are top-down and left-right closed crossings of the rectangle:

\[
[3n/4, n] \times [n, 3n/2].
\]
Chemical distance

By the Russo-Seymour-Welsh theorem, the Harris inequality and independence, there is a positive $C_6$ independent of $n$ such that

$$P(C_1), P(C_2) \geq C_6. \quad (6.8)$$

To connect the partial circuits $C_1$ and $C_2$ into a circuit containing the edge $e$, we use a standard arms separation argument (see for example [15, Lemma 4], [23, Theorem 11]), which allows us to specify landing areas on $\partial B(e)$, $\partial H(e)$ and $\partial K(e)$ for the arms in events $F_1(e)$ and $F_2(e)$, while not modifying the probability of these events by more than a constant factor. The conclusion (6.7) is then obtained using the generalized FKG inequality.

To define the modified arm events, we need to specify regions (“landing zones”) that will contain the endpoints. For this, we divide the left side of $\partial B$ into four vertical segments, which we label from top to bottom: $I_1$, $I_2$, $I_3$, $I_4$ of equal length $d(e)/2$. The bottom side of $\partial B$ is also divided into three horizontal segments of equal size, which we label according to their position from left to right: $H_1$, $H_2$, $H_3$, $H_4$ of equal size, labeled from top to bottom. The bottom side of $\partial H(e)$ is also divided into four parts of equal size: $J_1$, $J_2$, $J_3$, $J_4$, labeled from left to right. $I_4$ and $J_4$ intersect at the lower left corner of $B(e)$; $J_4$ and $J'_4$ intersect at the lower left corner of $H(e)$. Note also that

$$J_1 \subset [−3n, 3n] \times [5n/2, 3n]$$

$$J'_4 \subset [5n/2, 3n] \times [−3n, 3n].$$

$\bar{A}_3(e, d(e))$ is the event that $A_3(e, d(e))$ occurs, one of the open arms from $e$ has its other endpoint in $I_2$, and the other arm has its endpoint in $I'_2$. The closed arm has its endpoint in $I'_2$. $\bar{F}_1(e)$ is the event that $F_1(e)$ occurs, one of the open arms having its endpoints in $I_2$ and $J_1$, respectively, and the other open arm having endpoints in $I'_2$ and $J'_4$. Moreover, we require the closed arm to have its endpoints in $I'_2$ and $J'_4$. $\bar{F}_2(e)$ is the event that $F_2(e)$ occurs, one open arm has endpoints in $J_1$ and $\{n\} \times [5n/2, 3n]$, and the other in $J'_4$ and $[5n/2, 3n] \times \{n\}$. Finally the closed dual arm is required to have one endpoint in $J'_4$, and the other in $\{n\} \times [n, 3n/2]$.

On $\bar{A}_3(e, d(e)) \cap \bar{F}_1(e) \cap \bar{F}_2(e)$, standard gluing techniques allow us connect each of the open arms the definition of $\bar{F}_1(e)$ to one end of the open arc in the event $C_1$, and the closed arm to the vertical crossing of $[3n/4, n] \times [n, 3n/2]$ appearing in the definition of the event $C_2$, and to connect the arms in each of the three events to the arms with endpoints in the same region. Combined with the generalized FKG inequality, this gives:

$$P(e \in_\eta) \geq C_6^2 C P(\bar{F}_1(e)) P(\bar{F}_2(e)) P(\bar{A}_3(e, d(e))), \quad (6.9)$$

where $C$ is independent of $n$ and $C_6$ appears in (6.8).

By arms separation, [23, Theorem 11], we have

$$P(\bar{A}_3(e, d(e))) \geq C P(A_3(e, d(e))). \quad (6.10)$$

An argument similar to the proof of [23, Theorem 11] (see also the proof of [15, Lemma 4]) gives the existence of a constant $C$ independent of $n$, such that:

$$P(\bar{F}_1(e)) \geq C P(F_1(e)) \quad (6.11)$$

$$P(\bar{F}_2(e)) \geq C P(F_2(e)). \quad (6.12)$$

It is important here that the arms in the definition of $F_1(e)$ and $F_2(e)$ appear in a definite order, as guaranteed by Lemma 6.2.
6.2 Arms separation conditional on $A_3$

By Proposition 6.1, we have, for any $e \in \hat{A}(n)$:

$$\mathbb{P}(S(e) = \emptyset \mid e \in \hat{\gamma}_n) \leq C \mathbb{P}(\bigcap_{k, \varepsilon}^{[C_4/8 \log n]} E_{2k}(e)^c \mid A_3(e, d(e))),$$

(6.13)

where $d(e)$ is defined in (6.4) and $K = K(\eta)$ is defined below (5.6). The events $E_{2k}$ depend on disjoint sets of edges, and each occurs with probability bounded below independently of $k$ (see (5.23)), so we expect an estimate of the form (6.1).

However, we must ensure that the conditioning on the three arm event $A_3(e, d(e))$ does not affect the probability of occurrence of the $E_{2k}$’s too drastically. To state our result, let $d = 3^m$ be a (large) integer. We will later take $m = \lfloor \log_3 d(e) \rfloor$. From Proposition 5.2, we have:

$$\mathbb{P}(E_{2k} \mid A_3(d)) \geq C_7 > 0 \quad \text{for} \quad K(\eta) \leq 2k \leq \lfloor (C_4/8) \log n \rfloor.$$  

(6.14)

This is the lower bound (5.24). From the definition of $E_{2k}$ (Definition 5.10), we also have

$$E_{2k} \text{ depends only on edges in } B(3^{2k+1}) \setminus B(3^{2k-1}).$$

(6.15)

Set $m_n = \lfloor (C_4/8) \log n \rfloor$. Our goal will be to prove that

$$\mathbb{P}(\bigcap_{k=K}^{m_n} E_{2k}^c \mid A_3(N)) \to 0 \quad \text{as } n \to \infty$$

(6.16)

uniformly in $N \geq n^{C_4/2}$. Given this result, we find by translation invariance

**Proposition 6.4.** As $n \to \infty$,

$$\mathbb{P}(S(e) = \emptyset \mid e \in \hat{\gamma}_n) \to 0$$

uniformly for $e \in \hat{A}(n)$. 

Chemical distance

We first state and prove the following claim, which will be used later in the proof of Proposition 6.4:

**Claim 6.5.** For a sequence of integers

\[ 3^{2K+1} < i_1 < i_2 < \cdots < i_k < \cdots \]

let \( B_k \) be the event that there exists a closed dual circuit with exactly two defects (that is, two edges that are open) around 0 in \( \text{Ann}(i_k, i_{k+1}) \), and let

\[ k_N = \max\{k : i_{k+1} < N\} \]

Furthermore, let \( \hat{B}_k \) be the event that there exists an open circuit with one defect around 0 in \( \text{Ann}(i_k, i_{k+1}) \). Given \( \epsilon > 0 \), there is a choice of \( i_1, i_2, \ldots \) such that \( i_{k+1} > 3^{6i_k} \) for all \( k \) and

\[ P(\hat{B}_1^c \cup (\cup_{k=2}^{k_N} B_k^c) \mid A_3(N)) < \epsilon \]

(6.17)

for all \( N \).

**Proof.** By quasimultiplicativity, we can choose \( C_{14} \) such that for all \( m_1 < m_2 < N \),

\[ P(A_3(m_1))P(A_3(m_1, m_2))P(A_3(m_2, N)) \leq C_{14}P(A_3(N)). \]

For any sequence \( i_1 < i_2 < \cdots \), let

\[ \alpha_k = P(\text{there is an open crossing or a closed dual crossing of } \text{Ann}(i_k, i_{k+1})). \]

Choose the sequence \( (i_k)_{k \geq 1} \) such that

\[ \sum_{k=1}^{\infty} \alpha_k \leq \epsilon/C_{14}. \]

Then, estimate

\[
P(A_3(N), \hat{B}_1^c \cup (\cup_{k=2}^{k_N} B_k^c)) \leq P(A_3(N), \hat{B}_1^c) + \sum_{k=2}^{k_N} P(A_3(N), B_k^c)
\]

\[
\leq P(A_3(i_1))P(A_3(i_1, i_2), \hat{B}_1^c)P(A_3(i_2, N))
\]

\[
+ \sum_{k=2}^{k_N} P(A_3(i_k))P(A_3(i_k, i_{k+1}), B_k^c)P(A_3(i_{k+1}, N)). \quad (6.18)
\]

If \( A_3(i_k, i_{k+1}) \) occurs but \( B_k \) does not occur, then there must be an open crossing of \( \text{Ann}(i_k, i_{k+1}) \) that is disjoint from the three crossings from \( A_3(i_k, i_{k+1}) \). A similar statement holds for \( \hat{B}_1 \). Therefore, by the van den Berg-Fiebig inequality [4], (6.18) is bounded by

\[
\sum_{k=1}^{k_N} \alpha_k \cdot P(A_3(i_k))P(A_3(i_k, i_{k+1}))P(A_3(i_{k+1}, N))
\]

\[
\leq C_{14}P(A_3(N)) \sum_{k=1}^{k_N} \alpha_k \leq \epsilon \cdot P(A_3(N)). \quad \Box
\]

**Proof of Proposition 6.4.** Choose \( i_1 < i_2 < \cdots \) from the previous claim corresponding to \( \epsilon/2 \). For \( k_N \geq 3 \), consider the event

\[ C_N = \hat{B}_1 \cap (\cap_{k=2}^{k_N} B_k). \]
The first step is to show that there is a constant $c_1 > 0$ such that for all $N$ large, all $k$ satisfying $3 \leq k \leq k_N - 3$, $E$ any event depending on the state of edges in $B(i_k)$, and $F$ any event depending on the state of edges in $B(i_{k+4})^c$, then

$$P(F \mid A_3(N), C_N, E) \geq c_1 P(F \mid A_3(N), C_N). \quad (6.19)$$

On the event $C_N \cap A_3(N)$, there is an innermost closed dual circuit with two defects in each annulus $Ann(i_k, i_{k+1})$. (This circuit is also vertex self-avoiding.) For a given dual circuit $C$ in $Ann(i_k, i_{k+1})$ with edges $e_1, e_2$ on $C$, we let $Circ_k(C)$ be the event that $C$ is the innermost closed dual circuit with defects $e_i$. Generally, if $A_3(N)$ does not occur, then the event $Circ_k(C)$ means that $C$ is closed, $e_1$ and $e_2$ are open, and there is no closed circuit with two defects around $0$ in $Ann(i_k, i_{k+1})$ entirely contained in the union of $C$ with its interior.

Then we can decompose

$$P(F, E, A_3(N), C_N) = \sum_{C, D} P(F, E, A_3(N), Circ_k(C), Circ_{k+3}(D), C_N). \quad (6.20)$$

To decouple, we must introduce three events that build $A_3(N)$. Every closed dual circuit $C$ or $D$ above contains two arcs between its defects. Given a deterministic ordering of all arcs and a dual circuit $C$, let $A_i(C)$ be the $i$-th arc of $C$ in this ordering. For $i = 1, 2$, let $X_-(C, i)$ be the event that $0$ is connected to $e_1$ and $e_2$ by disjoint open paths in the interior of $C$, and to $A_i(C)$ by one closed dual path in the interior of $C$. Let $C^k_{i-}$ be the event that $B_i \cap \{\cap_{i=1}^{k-1} B_i\}$ occurs. For $i, j = 1, 2$, let $X_0(C, D, i, j)$ be the event that $e_i$ is connected to $f_j$ (for $l = 1, 2$), where the $f_j$’s are two edges on $D$, by an open path in the region between $C$ and $D$ (not including $C$) such that these paths are disjoint and $A_i(C)$ is connected to $A_j(D)$ by a closed dual path in this same region. Let $X_+(D, j)$ be the event that $f_1$ and $f_2$ are connected to $\partial B(N)$ by disjoint open paths in the exterior of $D$ and $A_j(D)$ is connected to $\partial B(N)$ by a closed dual path in the exterior of $D$. Also let $C^k_{i+}$ be the event that $\cap_{i=1}^{k+1} B_i$ occurs.

Then (6.20) becomes by independence,

$$\sum_{C, D} \sum_{i, j} P(F, E, X_-(C, i), X_0(C, D, i, j), X_+(D, j), Circ_k(C), Circ_{k+3}(D), C_N)$$

$$= \sum_{C, D} \sum_{i, j} P(F, E, X_-(C, i), Circ_k(C), C^k_{i-}) P(X_0(C, D, i, j), Circ_{k+3}(D), B_{k+1}, B_{k+2})$$

$$\times P(X_+(D, j), F, C^k_{i+}). \quad (6.21)$$

The effect of this decoupling will be to “reset” the system outside of the outer circuit $D$, so that the event $E$ no longer significantly affects the occurrence of $F$. Intuitively speaking, $E$ could affect the system by biasing certain circuits $C$ to appear in $Ann(i_k, i_{k+1})$, and these could change the conditional probability of $F$. However, a lemma from [7, Lemma 6.1] below will show that the second circuit $D$ will mostly remove this possible bias and allow the system to start fresh. We give here a modification of that lemma. We omit the proof, which uses extensions of arm separation techniques developed by Kesten and is essentially the same proof as that found in [7]:

**Lemma 6.6.** Consider dual circuits $C$ in $Ann(i_k, i_{k+1})$, $D$ in $Ann(i_{k+3}, i_{k+4})$, edges $e_1, e_2$ on $C$ and $f_1, f_2$ on $D$ respectively. For $i, j = 1, 2$, let $P(C, D, i, j)$ be the probability, conditional on the event that all edges in $C \setminus \{e_1, e_2\}$ are closed and $e_1, e_2$ are open, that (1) there are disjoint open paths from $e_i$ to $f_i$ in the region between $C$ and $D$ (not including $C$), (2) there is a closed dual path from $A_i(C)$ to $A_j(D)$ in the region between $C$ and $D$. Then

$$P(C, D, i, j) \geq c_2 P(C, D, i, j) \quad (6.22)$$
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$C$ and $D$ (not including $C$), (3) $D$ is the innermost closed dual circuit with defects $f_1$, $f_2$ around $0$ in $Ann(i_{k+1}, i_{k+4})$, and (4) $B_{1k+1} \cap B_{1k+2}$ occurs. We similarly define $C', D', i', j'$, etc. There exists a finite constant $C_8$ (it does not depend on the particular choice of circuits, defects, or $i, i', j, j'$) such that

$$P(C, D, i, j) P(C', D', i', j') < C_8.$$ 

To apply the lemma, we rewrite the probability in (6.20), (6.21) as:

$$P(E, F, A_3(N), C_N) = \sum_{C, D, i, j} P(E, X_-(C, i), Circ_k(C), C_{N}^{k-}) P(C, D, i, j) P(X_+(D, j), F, C_N^{k+}).$$

Similarly,

$$P(A_3(N), C_N) = \sum_{C', D', i', j'} \sum_{C''} P(X_-(C', i'), Circ_k(C''), C_{N}^{k-}) P(C', D', i', j') P(X_+(D', j'), C_N^{k+}).$$

Multiplying these and using Lemma 6.6, one obtains

$$P(E, F, A_3(N), C_N) P(A_3(N), C_N) \geq \left(1/C_8\right)^2 \sum_{C, C', D, D'} \sum_{i, j, i', j'} \left[ P(E, X_-(C, i), Circ_k(C), C_{N}^{k-}) P(C, D', i, j) P(X_+(D', j), C_N^{k+}) \right. \times \left. P(X_-(C', i'), Circ_k(C'), C_{N}^{k-}) P(C', D', i', j) P(X_+(D', j), F, C_N^{k+}) \right]$$

$$= \left(1/C_8\right)^2 P(E, A_3(N), C_N) P(A_3(N), F, C_N).$$

Dividing gives

$$P(F \mid E, A_3(N), C_N) \geq (1/C_8)^2 P(F \mid A_3(N), C_N).$$

This shows (6.19) with $c_1 = (1/C_8)^2$. To finish the proof of (6.16), we use estimate (6.19) to show that at least one $E_{2k}$ occurs. The idea is to consider a maximal sub collection $F_1, F_2, \ldots$ of the $E_{2k}$'s such that $F_1$ depends on the state of edges in $B(i_{3})$, $F_2$ depends on the state of edges in $B(i_{4}) \setminus B(i_{1})$, $F_3$ depends on the state of edges in $B(i_{4}) \setminus B(i_{2})$, and so on. Write $r_n$ for the largest $k$ such that $F_k$ depends on edges in $B(3^{2m_n+1})$, where $m_n$ was defined below (6.15). Then

$$P(r_{n,1}^{r_n} F_k \mid A_3(N), C_N) = \prod_{k=1}^{r_n} P(F_k \mid A_3(N), C_N, r_{k,1}^{r_k} F_k)$$

$$\leq \prod_{k=1}^{r_n} (1 - c_1 P(F_k \mid A_3(N), C_N))$$

$$\leq (1 - c_1 \cdot a_{n,N})^{r_n},$$

where

$$a_{n,N} = \min_{1 \leq k \leq r_n} P(F_k \mid A_3(N), C_N).$$

However by the bound (6.14) and Claim 6.5, one has

$$P(E_{2k} \mid A_3(N), C_N) \geq P(E_{2k} \mid A_3(N)) - P(C_N^{c} \mid A_3(N)) \geq C_7 - \epsilon.$$
7.1 Sketch of the proof of Lemma 7.1

For each large and uniformly in \( n \),

\[
P\left( \cap_{k=1}^{m} F_k^c \mid A_3(N), C_N \right) \to 0 \text{ in } n \text{ uniformly in } N \geq n^{C_1/2}.
\]

Combining this with Claim 6.5, one has

\[
P(\cap_{k=K}^{m} E_k^c \mid A_3(N)) \leq P(\cap_{k=K}^{m} F_k^c \mid A_3(N), C_N) + P(C_N^c \mid A_3(N)) < \epsilon
\]

for \( n \) large and uniformly in \( N \geq n^{C_1/2} \). \( \Box \)

7 The lower tail of \( \tilde{L}_n \)

In this section we give a proof sketch of the following result:

**Lemma 7.1.** Let \( \tilde{L}_n \) be the number of edges in the lowest crossing of \([-n, n]^2\). Then

\[
\lim_{\epsilon \downarrow 0} \limsup_{n} P(0 < \tilde{L}_n < c n^2 \pi_3(n)) = 0.
\] (7.1)

To limit the length of the current paper, we only provide a sketch of Lemma 7.1. The full proof can be found in the online version of the paper [5].

The idea of the proof is similar to that of Kesten’s proof that at criticality, the expected number of edges which are pivotal for a crossing event is at least order \( \log n \) [14]. We first restrict to the event that the maximum number of disjoint open left-right crossings of the box is exactly \( k \). Next, we condition successively on the \( k \) upper-most disjoint open crossings. Calling \( T_k \) the \( k \)-th such crossing, we then condition on the leftmost top-down dual closed crossing \( p \) connecting \( T_k \) to the bottom of the box (there must be such a crossing, since there are no more disjoint left-right open crossings below \( T_k \)). Calling \( e_k \) the edge at the intersection of \( p \) and \( T_k \), we then use independence of the edge variables for edges in the region below and to the right of \( e_k \) to build many “three-arm” edges in this region in annuli centered at \( e_k \). The crucial point is that each such edge will have two disjoint open arms to \( T_k \) and one closed arm to \( p \), and will therefore be an edge on the lowest crossing of the box. Since there is a lower bound for the probability of many such edges existing in each annulus, we obtain that with high probability, many such edges exist in at least one annulus, and this implies \( \tilde{L}_n \geq c n^2 \pi_3(n) \) with high probability.

The main difficulty in our construction (and it is this point that makes ours more complicated than the one in Kesten’s proof) is that we do not want only \( \log n \) number of such edges on the lowest crossing, but at least \( c n^2 \pi_3(n) \). This corresponds to the fact that in each annulus, Kesten needs only to produce one pivotal point, whereas we need to build many. For us to do so, the region below and to the right of \( e_k \) must have many open spaces. Specifically, we must first show that with probability of order \( 1 - o_1(1) \), in each large enough annulus centered at \( e_k \), we can find a box of size at least \( \epsilon^\delta n \), for some \( c \) and \( \delta > 0 \), which lies entirely in the region below and to the right of \( e_k \).

7.1 Sketch of the proof of Lemma 7.1

Let \( A_n = A_n(\epsilon) \) be the event in the probability in (7.1). Let \( M_K = M_K(n) \) be the event that there are at most \( K \) disjoint open crossings of the box \([-n, n]^2\). Note that by the BK-Reimer inequality and the RSW theorem,

\[
P(\bar{M}_K) \leq (1 - C)^K,
\]

uniformly in \( n \).

We further let \( D_k = M_k \setminus M_{k+1} \) be the event that the maximal number of disjoint crossings equals \( k \). Then

\[
M_K = \bigcup_{k=1}^{K} D_k,
\]
and the union is disjoint. The main work in deriving Lemma 7.1 is to show that for \( \epsilon > 0 \) small,
\[
P(A_n, D_k) \leq \left( C' \log \frac{1}{\epsilon} \right)^k \epsilon^k \quad \text{for all } k \geq 1, \tag{7.2}
\]
if \( n \) is large. Here, \( C', \epsilon' > 0 \) are independent of \( \epsilon, k \) and \( n \). It then follows that
\[
P(A_n) \leq P(M^c_K) + \left( C'' \log \frac{1}{\epsilon} \right)^K \epsilon^k \leq (1 - C)^K + \left( C'' \log \frac{1}{\epsilon} \right)^K \epsilon^k.
\]
Letting \( K = \lceil \log \log \frac{1}{\epsilon} \rceil \), we obtain (7.1).

To derive (7.2), we condition successively on top-most paths \( T_1, \ldots, T_k \). \( T_1 \) is defined as the horizontal open crossing of \( B(n) \) such that the region above \( T_1 \) is minimal. \( T_2 \) is then defined as the highest crossing of the region below \( T_1 \), and \( T_i, i = 3, \ldots, k \) is defined analogously.

For any \( k \)-tuple of paths \( t_1, \ldots, t_k \) that is admissible in the sense that
\[
P(T_1 = t_1, \ldots, T_k = t_k) > 0,
\]
the event
\[
\{T_1 = t_1, \ldots, T_k = t_k\}
\]
is independent of the status of edges below \( t_k \) (see [13, Prop. 2.3]). Moreover, the event
\[
D_k \cap \{T_1 = t_1, \ldots, T_k = t_k\}
\]
is equal to
\[
E(t_1, \ldots, t_k) = \{T_1 = t_1, \ldots, T_k = t_k\} \cap R(t_k),
\]
where \( R(t_k) \) is the event that there is a dual closed path from \( e^* \) where \( e \) is some edge on the path \( t_k \), to the bottom of the box \([-n, n]^2\). Note in particular that \( R(t_k) \) is independent of the status of edges on and above \( t_k \).

On \( E(t_1, \ldots, t_k) \), there is a unique left-most closed dual path from \( t_k \) to the bottom of \([-n, n]^2\), and we denote it by \( P(t_k) \). It is characterized by the following three-arm condition: each dual edge on \( p \) has one closed dual arm to the path \( t_k \), a disjoint closed dual arm to the bottom of the box, and an open arm to the left side of the box in the region below \( t_k \). Given a closed dual path \( p \) in the region below \( t_k \), the event \( E(t_1, \ldots, t_k) \cap \{P(t_k) = p\} \) is independent of the status of edges in the region below \( t_k \) and to the right of \( p \). Our goal will be to use this independence to connect at least \( \sqrt{n^2 \pi_3(n)} \) points to \( T_k \) by two disjoint open paths and to \( P(T_k) \) by a closed dual path.

On \( D_k \), we can uniquely define the edge \( e_k = \{x_k, y_k\} \) where \( P(T_k) \) meets \( T_k \).

Let \( \alpha(T_k) \) and \( \beta(T_k) \) be the left and right endpoints, respectively, of \( T_k \). By RSW, we have, for some \( c = c(\nu) > 0 \), \( n \) large, \( \epsilon \) small, and all \( k \),
\[
P(\text{dist}(e_k, \alpha(T_k)) < 2\epsilon^* n, D_k) \leq \epsilon^c
\]
\[
P(\text{dist}(e_k, \beta(T_k)) < 2\epsilon^* n, D_k) \leq \epsilon^c.
\]
Also by RSW, we can arrange that \( T_k \) remains at distance \( 10\epsilon^* n \) from the each of the 4 corners: for \( n \) large, \( \epsilon \) small, and all \( k \),
\[
P(\text{dist}(T_k \cup P(T_k), \text{Corner}_i) < 10\epsilon^* n, D_k) \leq \epsilon^c.
\]
Figure 8: An illustration of the estimate for $I_k$ with $k = 2$. If $p$ and $t_k$ come too close together at some point, a six-arm event occurs in an annulus around that point.

for $i = 1, \ldots, 4$ and

$$
\begin{align*}
Corner_1 &= (-n, -n) \\
Corner_2 &= (n, -n) \\
Corner_3 &= (n, n) \\
Corner_4 &= (-n, n).
\end{align*}
$$

On $D_k$, let $I_k = I_k(n)$ be the event $e_k$ is close to the endpoints of $T_k$ and the corners or $[-n, n]^2$ and that

$$
\begin{align}
\text{dist}(e_k, \alpha(T_k)) &\geq 2\epsilon^\nu n, \\
\text{dist}(e_k, \beta(T_k)) &\geq 2\epsilon^\nu n, \\
\text{dist}((T_k \cup P(T_k)), Corner_i) &\geq 10\epsilon^\nu n, \quad i = 1, \ldots, 4,
\end{align}
$$

and there is a pair $u, v \in \mathbb{Z}^2$ such that $u \in T_k$, $v \in P(T_k)$,

$$
\begin{align}
\text{dist}(u, e_k) &\geq 10\epsilon^\nu n, \\
\text{dist}(v, e_k) &\geq 10\epsilon^\nu n
\end{align}
$$

and

$$
\text{dist}(u, v) < \epsilon^\delta n.
$$

Using the fact that the event that two points $u \in T_k$ and $v \in P(T_k)$ coming too close would generate a six-arm event (see Figure 8), and the six arm exponent is greater than 2, we show the following:

**Lemma 7.2.** There exist $C, \eta' > 0$ and $0 < \delta < \nu < 1/2$ such that for small enough $\epsilon > 0$,

$$
\mathbb{P}(I_k) \leq \left(C \log \frac{1}{\epsilon}\right)^k \epsilon^{\eta'} \text{ for all } k \geq 1
$$

if $n$ is large.

It follows that to estimate $\mathbb{P}(A_n, D_k)$, we can write

$$
\begin{align}
\mathbb{P}(A_n, D_k) &\leq 10\epsilon^\nu + \left(C \log \frac{1}{\epsilon}\right)^k \epsilon^\nu + \mathbb{P}(D_k, I_k) \\
&\quad + \sum_{t_1, \ldots, t_k, p} \mathbb{P}(A_n, D_k, T_i = t_i \forall i, P(T_k) = p),
\end{align}
$$

where the sum is only over $t_i$ and $p$ such that $I_k$ occurs and
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1. \text{dist}((T_k \cup P(T_k)), \text{Corner}_i) > 10\epsilon^v n, \text{ for all } i = 1, \ldots, 4 \text{ and }
2. \( e_k \) is at least distance \( 2\epsilon^v n \) from the bottom and right sides of \([-n, n]^2 \),

where \( e_k \) is the edge where \( p \) and \( t_k \) meet. Condition 2 follows from an argument similar to the one given to estimate \( P(I_k) \), involving the half-plane 3-arm argument: this is where the term \((C \log \frac{1}{\epsilon})^k \epsilon^c\) in (7.8) comes from.

Consider concentric annuli

\[
\text{Ann}(e_k, 2^l) = B(e_k, 2^l) \setminus B(e_k, 2^{l-1}),
\]

for \( l = 4 + \lfloor \log_2 \epsilon^c n \rfloor, \ldots, \lfloor \log_2 \epsilon^v n \rfloor \). On \{ \( D_k, T_i = t_i \ \forall i, \ P(T_k) = p \} \), if \( \text{Ann}(e_k, 2^l) \) contains more than \( \epsilon n^2 \pi_3(n) \) points connected to \( t_k \) by two disjoint open paths, and to \( p \) by a closed dual path, then

\[
\bar{L}_n \geq \epsilon n^2 \pi_3(n).
\]

We claim that with probability bounded away from 0 independently of \( l, n, t_k \) and \( p \), the number of such edges in \( \text{Ann}(e_k, 2^l) \) is bounded below by

\[
C \epsilon n^2 \pi_3(\epsilon^v n). \tag{7.9}
\]

Choosing \( \delta \) appropriately, this is bounded below by \( \epsilon n^2 \pi_3(\epsilon^v n) \) for \( \epsilon \) small.

To obtain the lower bound (7.9) with uniformly positive probability, we use the second moment method to find a large number of three arm points in a box inside the region \( \mathcal{R} \) below \( t_k \) and to the right of \( p \). To this effect, we need to show that it is always possible to find such a box of side-length \( r \) at least \( \epsilon^v n \). In addition, to use RSW and connect the three arm points to \( p \) and \( t_k \), we need the box to be at a distance from these crossings that is roughly comparable to \( r \), and the crossings themselves to be separated on this scale. It turns out that a suitable box can always be found, regardless of the choice of \( t_1, \ldots, t_k, p \), as long as \( I_k \) holds, and the conditions 1. and 2. are satisfied, but showing this requires a somewhat delicate geometric argument. We refer the reader to the full proof in [5] for details. Using this construction in the order \( \log \frac{1}{\epsilon} \) annuli \( \text{Ann}(e_k, 2^l) \), we obtain the estimate

\[
P(A_n, D_k, T_1 = t_1, \ldots, T_k = t_k, P(T_k) = p) \\
\leq (1 - C e^\log \frac{1}{\epsilon}) \frac{1}{\epsilon} P(T_1 = t_1, \ldots, T_k = t_k, P(T_k) = p),
\]

which, together with (7.8) and Lemma 7.2 implies the desired result (7.2).

8 Lemmas of a topological nature

In this section, we complete the detour construction by providing proofs of the proposition and lemmas assumed in Sections 3 and 3.1.

First, recall Proposition 3.3: If \( \omega \in C_n \), then for distinct edges \( e, f \in \gamma_n, \pi(e) \) and \( \pi(f) \) are either equal or have no vertices in common.

Regarding \( \sigma_n \), we establish the following two properties:

1. \text{(Lemma 3.4)} For \( \omega \in C_n \), \( \sigma_n \) is an open circuit in \( A(n) \) surrounding the origin.
2. \text{(Lemma 3.5)} For \( \omega \in C_n \), if \( e \in \gamma_n \setminus \hat{I} \) then \( \pi(e) = \emptyset \).

8.1 Proof of Proposition 3.3

Because \( \pi(e) \) was defined as the first element of \( S(e) \) in a deterministic ordering, we see that it will suffice to show: given \( P(e) \in S(e) \) and \( P(f) \in S(f) \), if

\[
V(P(e)) \cap V(P(f)) \neq \emptyset,
\]

(8.1)
(their vertex sets intersect) then

\[ P(e) \in S(f) \text{ and } P(f) \in S(e). \]  \hspace{1cm} (8.2)

Now, suppose the intersection of \( \pi(e) \) and \( \pi(f) \) is non-empty. Then \( \pi(e) \in S(e) \cap S(f) \), so \( \pi(e) = \pi(f) \).

Let \( P(e) \in S(e) \). By extending the two open ends of the closed path in condition 4. to meet the midpoints of the edges \( \{w_0, w_0 - e_1\} \) and \( \{w_M, w_M + e_1\} \), we can form a Jordan curve \( \theta(e) \) (i.e. a continuous, self-avoiding closed curve) by traversing the closed dual path from \( w_0 + (1/2)(-e_1 + e_2) \) to \( w_M + (1/2)(e_1 + e_2) \), traversing the path \( Q(e) \) (listed as \( Q \) in the definition of \( S(e) \)), and returning to \( w_0 + (1/2)(-e_1 + e_2) \). By the Jordan Curve Theorem, any connected set of which does not intersect \( \theta(e) \) must lie completely on either side of \( \theta(e) \).

We apply the preceding to \( P(e) \setminus \{w_0(e), w_M(e)\} \) and \( P(f) \setminus \{w_0(f), w_M(f)\} \). By assumption (Condition 1.) both sets lie in the exterior of \( \gamma_n \), so neither can intersect \( Q(e) \) or \( Q(f) \). Since they consist of open edges, they also cannot intersect either the dual portion of \( \theta(e) \) or that of \( \theta(f) \). Thus, assuming (8.1), we have

**Claim 8.1.** Except for the endpoints \( w_0(e), w_0(f), w_M(e), w_M(f) \), the paths \( P(e) \) and \( P(f) \), considered as the union of their edges and vertices, lie in the same connected components of \( \mathbb{R}^2 \setminus \theta(e) \) and \( \mathbb{R}^2 \setminus \theta(f) \).

We now assert that this implies:

**Claim 8.2.** The endpoints of \( P(e) \) and \( P(f) \) coincide.

To see this, we start with the following

**Claim 8.3.** Any vertex of \( \gamma_n \setminus Q(e) \) lies in the component of \( \theta(e)^c \) which does not contain \( P(e) \).

**Proof.** The vertices \( w_1(e) \) and \( w_1(e) - e_1 \) lie on opposite sides of \( \theta(e) \), since they can be connected by a segment which intersects the curve exactly once. The vertex \( w_0(e) - e_1 \) is in the same component as \( w_1(e) - e_1 \), so it is in the component which does not contain \( P(e) \). However each vertex of \( \gamma_n \setminus Q(e) \) can be connected to \( w_0(e) - e_1 \) by simply following \( \gamma_n \) (without crossing \( \theta(e) \)). \( \square \)

Claim 8.3 implies that \( P(f) \), lying as it does in the same component as \( P(e) \), must have both of its endpoints in \( Q(e) \) (since they must be in \( \gamma_n \)). The argument is symmetric, so that both endpoints of \( P(e) \) must lie in \( Q(f) \), so that \( w_0(e) = w_0(f) \) and \( w_M(e) = w_M(f) \). At this point, we have established Claim 8.2.

The coincidence of the endpoints of \( P(e) \) and \( P(f) \) implies also \( Q(e) = Q(f) \), so that \( P(e) \), together with the dual path from Condition 4. in the definition of \( S(e) \), satisfies Conditions 1-5 defining \( S(f) \). We have proved Proposition 4.

### 8.2 Proof of Lemma 3.4

By Proposition 3.3, the set \( E(\Pi) \) is a disjoint union of paths \( P(e) = \pi(e) \) for a finite collection of edges \( e \in \sigma_n \). Our strategy will be to inductively replace each portion \( Q(e) \) of \( \gamma_n \) by the detour path \( P(e) \) and show that at each stage, we still have a circuit around the origin. In other words, enumerating the paths \( P_1, P_2, \ldots, Q_1, Q_2, \ldots, \), we replace \( Q_1 \) with \( P_1 \) to create \( \gamma_n^{(1)} \) from the original circuit \( \gamma_n \). Then we replace a portion of \( \gamma_n^{(1)} \) (which is \( Q_2 \)) with \( P_2 \) to create \( \gamma_n^{(2)} \), and so on.

Note that at stage \( k \), the path \( P_{k+1} \) satisfies the definition of \( \epsilon \)-shielded detour with \( \gamma_n \) replaced by \( \gamma_n^{(k)} \). Indeed, since all paths \( Q \) are disjoint for paths in \( \Pi \), points 2-5 are obvious. Furthermore, assuming that \( P_{k+1} \) satisfies point 1 with \( \gamma_n \) equal to \( \gamma_n^{(k-1)} \), it must also satisfy it with \( \gamma_n \) equal to \( \gamma_n^{(k)} \). If this were not the case, then if we write \( \sigma^o \) for...
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a path $\sigma$ excluding its endpoints, we would have $P_{k+1}^c \subset \text{ext} \gamma_n^{(k-1)}$ but $P_{k+1}^c \cap \text{int} \gamma_n^{(k)} \neq \emptyset$. But $P_{k+1}$ must also contain a point of $\text{ext} \gamma_n^{(k)}$ since the paths $Q_i$ are disjoint (choose a point near an endpoint of $Q_{k+1}$), so this implies that $P_{k+1}$ must cross from the interior to the exterior. It cannot cross $\gamma_n$, so it must cross one of the $P_i$’s for $i \neq k + 1$. This is a contradiction, since the $P_i$’s are disjoint.

Therefore to prove Lemma 3.4, it will suffice to show the following:

**Claim 8.4.** Let $\sigma$ be a self-avoiding circuit surrounding the origin, and let $P$ denote a self-avoiding path with endpoints in $\sigma$, such that $P$ satisfies Conditions 1-5 in the definition of $\pi(e)$, with $\gamma_n$ replaced by $\sigma$. Then

$$ (\sigma \setminus Q) \cup P $$

is a circuit in $A(n)$ surrounding the origin. Here $Q$ is defined relative to $\sigma$ and $P$ as in Condition 3. in the definition of $\pi(e)$.

We first show:

**Claim 8.5.**

$$ Q^c \subset \text{int}(P \cup (\gamma_n \setminus Q)). $$

The connected set $Q^c$ lies either in $\text{int}(P \cup (\gamma_n \setminus Q))$ or in $\text{ext}(P \cup (\gamma_n \setminus Q))$. It will suffice to exclude the latter case. For this, we will use a simple intermediate result.

**Lemma 8.6 (The ABC lemma).** Let $A(t)$, $B(t)$ and $C(t)$, $t \in [0, 1]$ be three self-avoiding, continuous curves in $\mathbb{R}^2$. Denote their images by $A = A([0, 1])$, $B = B([0, 1])$, $C = C([0, 1])$. Suppose

$$ A(0) = B(0) = C(0) = a $$

and

$$ A(1) = B(1) = C(1) = b $$

with $a \neq b$, and

$$ A \cap B = A \cap C = B \cap C = \{a, b\}. $$

Form the three Jordan curves $A \cup B$, $A \cup C$ and $B \cup C$, and suppose

$$ C \setminus \{a, b\} \subset \text{int}(A \cup B). $$

Then

$$ \text{int}(B \cup C) \subset \text{int}(A \cup B). $$

**Proof.** Any continuous path from a point in $\text{int}(B \cup C)$ to infinity must cross either $B$ or $C$. If it does not cross $B$, it must cross $C$ at a point in $\text{int}(A \cup B)$, after which it must cross $A$, and the lemma follows. \hfill \Box

Let us now return to the proof of Lemma 3.4. We assume

$$ Q^c \subset \text{ext}(P \cup (\gamma_n \setminus Q)). $$

(8.3)

Because $P$ does not cross $\gamma_n$, two possibilities arise: either

$$ (\gamma_n \setminus Q)^c \subset \text{int}(P \cup Q), $$

(8.4)

or

$$ (\gamma_n \setminus Q)^c \subset \text{ext}(P \cup Q). $$

(8.5)

In case (8.4) holds, we can apply the “ABC Lemma” 8.6 to find $0 \in \text{int} \gamma_n \subset P \cup Q$, which is not possible by Condition 3 in the definition of $P$. 
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Now, assume (8.5) holds. $P$ is contained the boundary of both $\text{int}(P \cup Q)$ and $\text{int}(P \cup (\gamma_n \setminus Q))$. Recalling that we have also (8.3), we see that these two Jordan domains are disjoint. Thus, every point in a sufficiently small neighborhood of a point of $P^o$ lies in exactly one of these two domains (if it is not in $P$). It follows that any curve joining a point in $P^o$ to infinity, intersecting $P^o$ only at its starting point, must intersect either $\gamma_n \setminus Q$ or $Q$, so

$$P^o \subset \text{int} \gamma_n,$$

a contradiction to Condition 2. in the definition of $\pi(e)$. At this point, we have established Claim 8.5. Applying Lemma 8.6, find

$$0 \in \text{int} \gamma_n \subset \text{int}(P \cup (\gamma_n \setminus Q)),$$

which is Claim 8.4.

8.3 Proof of Lemma 3.5

By Proposition 3.3, the set $E(\Pi)$ is a disjoint union of sets of the form $\pi(e)$, where $e$ ranges over a finite collection $S$ of edges in $\hat{\Pi}$. If $e \in \hat{\gamma}_n \setminus \hat{\Pi}$ and $\pi(e) \neq \emptyset$ then, again by Proposition 3.3,

$$\pi(f) \cap \pi(e) = \emptyset$$

for all $f \in S$. This contradicts the maximality of $\Pi$, provided we show

Claim 8.7. For all $f \in S$,

$$\hat{\pi}(e) \cap \hat{\pi}(f) = \emptyset.$$ 

This is because if the intersection is non-empty, then $\hat{\pi}(e)$ and $\hat{\pi}(f)$ must share a common segment, which forces

$$(8.6) \quad \pi(e) \cap \pi(f) \neq \emptyset.$$ 

Indeed, if $\hat{\pi}(e)$ and $\hat{\pi}(f)$ coincide, then the two initial and two final vertices of $\pi(e)$ and $\pi(f)$ coincide by Condition 2. in the definition of $S(e)$, and otherwise one endpoint of $\hat{\pi}(e)$ must then intersect $\pi(f)$. By the Jordan Curve Theorem, $\pi(e)$ must then intersect $\pi(f)$. Given (8.6), Proposition 3.3 now implies $\pi(e) = \pi(f)$, which contradicts the assumption on $e$.

References

[1] Aizenman, M., Burchard, A.: Hölder regularity and dimension bounds on random curves. 
Duke Math. J. 99, (1999), 419 – 453. MR-1712629

[2] Antal, P., Pisztora, A: On the chemical distance for supercritical Bernoulli percolation. Ann. 
Probab. 24, (1996), 1036–1048. MR-1404543

[3] Beffara, V.: The dimension of SLE curves. Ann. Probab. 4, (2008), 1421–1452. MR-2435854

[4] van den Berg, J., Fiebig, U.: On a combinatorial conjecture concerning disjoint occurrences 
of events. Ann. Probab. 15, (1987), 354–374. MR-0877608

[5] Damron, M., Hanson, J., Sosoe, P.: On the Chemical Distance in Critical Percolation. 
arXiv:1506.03461.

[6] Damron, M, Hanson, J., Sosoe, P.: On the Chemical Distance in Critical Percolation II. 
arXiv:1601.03464.

[7] Damron, M., Sapozhnikov, A.: Outlets of 2D invasion percolation and multiple-armed incipient 
infinite clusters. Probab. Theory Related Fields 150, (2011), 257–294. MR-2800910

[8] Grassberger, P.: Pair connectedness and the shortest-path scaling in critical percolation. J. 
Phys. A 32, (1999), 6233–6238. MR-1732786 32, 1999.

[9] Grimmett, G. R., Marstrand, J. M.: The supercritical phase of percolation is well-behaved. 
Proc. Roy. Soc. London Ser. A 430, (1990), 439 – 457. MR-1068308

EJP 22 (2017), paper 75. http://www.imstat.org/ejp/
Chemical distance

[10] Herrmann, H.-J., Stanley, H.-E.: The fractal dimension of the minimum path in two- and three-dimensional percolation. J. Phys. A 21, (1988), L829–L833. MR-0960409

[11] Heydenreich, M., van der Hofstad, R., Hulshof, T.: Random walk on the high-dimensional IIC. Comm. Math. Phys. 329, (2014), 57–115. MR-3206998

[12] van der Hofstad, R., Sapozhnikov, A.: Cycle structure of percolation on high-dimensional tori. Ann. Inst. Henri Poincaré Probab. Stat. 50, (2014), 999–1027. MR-3224297

[13] Kesten, H.: Percolation Theory for Mathematicians. Progress in Probability and Statistics, 2. Birkhauser-Boston, Mass., 1982. iv+423 pp. ISBN: 3-7643-3107-0. MR-0692943

[14] Kesten, H.: The critical probability of bond percolation on the square lattice equals $\frac{1}{2}$. Comm. Math. Phys. 74, (1980), 41–59. MR-0879034

[15] Kesten, H.: Scaling relations for 2D-percolation. Comm. Math. Phys. 109, (1987), 109–156. MR-0879034

[16] Kesten, H., Zhang, Y.: The tortuosity of occupied crossings of a box in critical percolation. J. Statist. Phys. 70, (1993), 599–611. MR-1203710

[17] Kesten, H., Sidoravicius, V., Zhang, Y.: Almost all words are seen in critical site percolation on the triangular lattice. Electron. J. Probab. 3, (1998), 1–75. MR-1637089

[18] Kiss, D.; Manolescu, I.; Sidoravicius, V.: Planar lattices do not recover from forest fires. Ann. Probab. 43, (2015), 3216–3238. MR-3433580

[19] Kozma, G., Nachmias, A.: The Alexander-Orbach conjecture holds in high dimensions. Invent. Math. 178, (2009), 635–654. MR-2551766

[20] Kozma, G., Nachmias, A.: Arm exponents in high dimensional percolation. J. Amer. Math. Soc. 24, (2011), 375–409. MR-2748397

[21] Morrow, G. J., Zhang, Y.: The sizes of the pioneering, lowest crossing and pivotal sites in critical percolation on the triangular lattice. Ann. Appl. Probab. 15, (2005), 1832–1886. MR-2152247

[22] Nguyen, B. G.: Typical cluster size for two-dimensional percolation processes. J. Statist. Phys. 50, (1998), 715–726. MR-0939507

[23] Nolin, P.: Near-critical percolation in two dimensions. Electron. J. Probab. 13, (2008), 1562–1623. MR-2438816

[24] Pisztora, A.: Scaling inequalities for shortest paths in regular and invasion percolation. Carnegie-Mellon CNA preprint, available at http://www.math.cmu.edu/CNA/Publications/publications2000/001abs/00-CNA-001.pdf

[25] Posé, N., Schrenk, K. J., Araujo, N. A. M., Herrmann, H. J.: Shortest path and Schramm-Loewner Evolution. Scientific Reports 4, (2014).

[26] Reimer, D.: Proof of the Van den Berg-Kesten conjecture. Combin. Probab. Comput. 9, (2000), 27–32. MR-1751301

[27] Russo, L.: A note on percolation. Z. Wahrscheinlichkeitstheorie und Verw. Gebiete 43, (1978), 39–48. MR-0488383

[28] Schramm, O.: Conformally invariant scaling limits: an overview and a collection of problems. Selected works of Oded Schramm. Volume 1, 2, 1161–1191, Sel. Works Probab. Stat., Springer, New York, 2011. MR-2334202

[29] Schramm, O., Werner, W.: Critical exponents for two-dimensional percolation. Math. Res. Lett. 8, (2001), 729–744. MR-1879816

[30] Seymour, P.D., Welsh, D.J.A.: Percolation probabilities on the square lattice. Advances in graph theory (Cambridge Combinatorial Conf., Trinity College, Cambridge, 1977). Ann. Discrete Math. 3, (1978), 227–245. MR-0494572

[31] van den Berg, J., Járai, A.A.: The lowest crossing in critical percolation. Ann. Probab. 31, (2003), 1241–1253. MR-1988471

[32] Zhou, Z., Yang, J., Deng, Y., and Ziff, R. M.: Shortest-path fractal dimension for percolation in two and three dimensions. Phys. Rev. E 86, (2012).
Acknowledgments. M. D. is supported by an NSF CAREER grant and NSF grant DMS-0901534. J. H. is supported by NSF grant DMS-1612921 and an AMS Simons Travel Grant. P. S. thanks the Center for Mathematical Sciences and Applications at Harvard University.

We wish to thank Michael Aizenman, with whom we had many inspiring discussions in the early stages of this project. In particular, he suggested to us that \( \text{Var}(L_n) \sim (EL_n)^2 \), which led us to the proof of (1.7). The realization that paths confined to small regions are short later turned out to be a crucial point.

We thank Eviatar Procaccia for pointing out that the work of Grimmett and Marstrand [9] addresses the problem of the chemical distance in the supercritical phase. We are especially indebted to Artëm Sapozhnikov for his detailed comments on this work, and for pointing out a mistake in an earlier version of our argument. Last, we thank two anonymous referees for many suggestions on a previous version. This work was completed during the Sherman Memorial Conference at Indiana University, Bloomington, in May 2015.
Advantages of publishing in EJP-ECP

• Very high standards
• Free for authors, free for readers
• Quick publication (no backlog)
• Secure publication (LOCKSS\(^1\))
• Easy interface (EJMS\(^2\))

Economical model of EJP-ECP

• Non profit, sponsored by IMS\(^3\), BS\(^4\), ProjectEuclid\(^5\)
• Purely electronic

Help keep the journal free and vigorous

• Donate to the IMS open access fund\(^6\) (click here to donate!)
• Submit your best articles to EJP-ECP
• Choose EJP-ECP over for-profit journals

---

\(^1\)LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
\(^2\)EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
\(^3\)IMS: Institute of Mathematical Statistics http://www.imstat.org/
\(^4\)BS: Bernoulli Society http://www.bernoulli-society.org/
\(^5\)Project Euclid: https://projecteuclid.org/
\(^6\)IMS Open Access Fund: http://www.imstat.org/publications/open.htm