Abstract: We perform a canonical analysis of the bimetric theory in the metric formulation, computing the constraints and their algebra explicitly. In particular, we compute a secondary constraint, that has been argued to exist earlier, and show that it has the correct form to eliminate the ghost. We also identify a set of four first class constraints that generate the algebra of general covariance. The covariance algebra naturally determines a spacetime metric for the theory. However, in bimetric theory, this metric is not unique but depends on how the first class constraints are identified.
1 Introduction

Bimetric theory is a theory of the gravitational metric interacting with another spin-2 field. The study of such a theory can be motivated by comparing general relativity with Maxwell’s theory and noting that they are the simplest possible theories of a spin-2 and a spin-1 field, respectively. However, while Maxwell’s theory works perfectly well at the classical level, and to a large extent even at the quantum level, in reality it is not a standalone theory. Rather, it is embedded in the $SU(2)_W \times U(1)_Y$ electroweak theory. In fact, all fields in the standard model appear in multiplets, which is crucial for the consistency and observational viability of the theory. This feature of the standard model suggests the possibility that general relativity could arise from a setup including more spin-2 fields. However, constructing theories of multiple spin-2 fields is not straightforward, since such theories have redundant field components, including ghost modes [1], which must be eliminated by appropriate constraints present in the theory.

In this paper we carry out an analysis of constraints in the ghost free bimetric theory [2, 3], which is formulated in terms of two spin-2 fields $g_{\mu\nu}$ and $f_{\mu\nu}$. We compute the constraints explicitly, in particular a secondary constraint that was argued to exist in [4], showing that it has the correct form to eliminate the ghost. We also identify a set of four first class constraints that generate the algebra of general covariance. From the work of Hojman, Kuchar and Teitelboim (HKT) it known that one can read off a metric from this algebra [5]. We show that this metric is not unique, but depends on what combination of constraints are chosen to form a first class set.

Ghost free massive gravity [6–8], which can be obtained from bimetric theory by freezing the dynamics of $f_{\mu\nu}$, has fewer constraints, due to the lack of general covariance. These were computed in [9, 10], in [4], and subsequently in [11–18]. In bimetric theory, of the six constraints needed, five were obtained in [2] and the sixth one was argued to exist in [4]. More work on this has been carried out in [19–26]. In this paper we address the computation of the sixth constraint and of the algebra of constraints, as detailed below.

The paper is organized as follows. In the remainder of this section we review the known results on bimetric constraints and then summarize the results of the present paper. Section 2 gives a review of the ghost free bimetric theory and presents an outline of the calculations in our reduced phase space approach. In section 3, the secondary constraint of the bimetric theory is evaluated explicitly and shown to have the required form. Section 4 deals with finding the first class constraints in bimetric theory and identifying the HKT metric from the general covariance algebra. In appendix A, all Lagrange multipliers of the theory are determined at the linear level. Detailed derivations of the Poisson brackets of constraints are relegated to appendix B.

1.1 Background and summary of results

We consider a gravitational metric $g_{\mu\nu}$ with an Einstein-Hilbert action, interacting with another spin-2 field represented by a symmetric tensor $f_{\mu\nu}$, via a potential $V(g^{-1}f)$. Then the necessary condition for the absence of ghosts [27] determines the form of the potential [6–8] and also dictates the dynamics of $f_{\mu\nu}$ to be given by an Einstein-Hilbert term [2], leading to a bimetric action,

$$S = \int d^4 x \left( M_g^2 \sqrt{|\det g|} R^g + M_f^2 \sqrt{|\det f|} R^f + 2m^4 \sqrt{|\det g|} V(g^{-1} f) \right).$$  

(1.1)
To eliminate the unwanted field components, the theory must contain constraints, four of which are associated with general covariance.

In [3] it was shown that general covariance and the reality of the bimetric equations restrict the two metrics such that their null cones always have a nonvanishing intersection. An implication is that one can always find coordinate systems in which the two metrics admit simultaneous 3 + 1 decompositions in terms of their respective lapses, shifts and spatial 3-metrics,

\[
N \equiv (-g^{00})^{-1/2}, \quad N_i \equiv g_{0i}, \quad \gamma_{ij} \equiv g_{ij}, \quad (1.2)
\]

\[
L \equiv (-f^{00})^{-1/2}, \quad L_i \equiv f_{0i}, \quad \phi_{ij} \equiv f_{ij}. \quad (1.3)
\]

This decomposition, used in [2, 10], is convenient for analyzing the dynamical content of the theory and covers the most general case.

Because of the Einstein-Hilbert terms, only time derivatives of \( \gamma_{ij} \) and \( \phi_{ij} \) appear in the action, hence there are 12 potentially propagating degrees of freedom. The 8 components of the lapses and shifts are nondynamical. On general grounds, 4 of the potentially dynamical modes (and their conjugate momenta) can be eliminated by gauge fixing general covariance and the associated constraints. Of the remaining 8 degrees of freedom, 7 are physical, corresponding to a massless and a massive spin-2 field, and the remaining mode is the Boulware-Deser ghost. Two constraints are needed to eliminate the ghost field and its conjugate momentum. Hence we need 6 constraints in total (along with the equations to determine the lapses and shifts).

After some manipulations, one set of the shift variables, say, the \( N_i \), can be eliminated using their equations of motion, leading to a Hamiltonian with \( N, L \) and \( L_i \) as Lagrange multipliers, [2, 10],

\[
\mathcal{H} = - (NC + L\tilde{R}^0 + L^i\tilde{R}_i). \quad (1.4)
\]

This yields the first five constraints, \( C = 0, \tilde{R}^0 = 0, \) and \( \tilde{R}_i = 0. \) Since these equations arise from an action principle, they are valid at all times, in particular \( \dot{C} \approx 0, \) where the symbol \( \approx \) is used for weak equalities, i.e. equalities that hold on the surface of the constraints. This equation can be used to obtain a new condition easily expressed in terms of the Poisson bracket,

\[
\dot{C}_{(2)} \equiv \frac{dC}{dt} = \{C, H\} \approx 0. \quad (1.5)
\]

This will be the last constraint needed, provided it has the correct structure. We will see that \( C_{(2)} \approx 0 \) also ensures the preservation of \( \tilde{R}^0, \) and that \( \tilde{R}_i \) are automatically preserved in time.

Let us first review the situation in massive gravity where \( f_{\mu\nu} \) is a fixed nondynamical metric and two constraints are needed to eliminate the ghost. In this case \( C \) is the only constraint obtained directly from the Hamiltonian and it preservation in time gives,

\[
\dot{C}_{(2)} = \frac{\partial C}{\partial t} + \{C, H\} \approx 0. \quad (1.6)
\]

The \( \partial C/\partial t \) term accounts for the explicit time dependence via the background \( f_{\mu\nu} \) which is no longer computed by the Poisson bracket. It was shown in [4] that in massive gravity \( \{C(x), C(y)\} \approx 0, \) hence, \( C_{(2)} \) is independent of \( N \) and provides the needed secondary constraint. The explicit form of \( C_{(2)} \), valid for time independent \( f_{\mu\nu} \), was computed. Furthermore, it was argued that since these properties also hold in bimetric theory, equation (1.5) is a constraint in that case as well. The massive gravity constraints have also been obtained in [11–13] and further confirmed in [14–17] without a 3+1 decomposition. They were used for the analysis of classical solutions in [28, 29]. Note that \( C_{(2)} \) in massive gravity depends on the lapse \( L \) and shift \( L_i \) of the nondynamical \( f_{\mu\nu} \) [4], which is not a problem since these are prespecified functions.
Constraints in Bimetric Theory: It was pointed out in [19, 20] that also in bimetric theory, \( \mathcal{C}_2 \), given by (1.5), depends on the lapse \( L \) and its spatial derivative \( \partial_i L \). It was argued that then \( \mathcal{C}_2 \approx 0 \) is not a constraint since it would determine \( L \) rather than eliminate the momentum conjugate to the ghost field. In this paper, we show that this is not the case. We perform a canonical analysis of the bimetric theory in the metric formulation, computing all constraints and their stability conditions. In particular, \( \mathcal{C}_2 \) is calculated explicitly and shown to contain \( L \) only as an overall factor. All terms involving \( L^i \) and \( \partial_i L \) are shown to vanish. Hence \( \mathcal{C}_2 \approx 0 \) is a valid secondary constraint, ensuring the absence of the Boulware-Deser ghost. It is also shown that the stability condition \( \dot{\mathcal{C}}_2 \approx 0 \) can be solved for \( N \) in terms of \( L \). Then, \( L \) and \( L^i \) can be determined through gauge fixing general coordinate transformations, allowing us to express all Lagrange multipliers in terms of the dynamical variables. This is explicitly worked out at the linear level in appendix A. The explicit expressions obtained are also needed for solving the initial value problem.

The canonical analysis of bimetric theory has also been performed in [22, 23], in chiral and tetrad variables, respectively. They conclude that the theory does have the constraints to eliminate the ghost and propagates the appropriate seven degrees of freedom. However, due to the different formalisms used, it is not trivial to directly compare their expression for the secondary constraints with the ones obtained here.

First class constraints and the HKT metric: GR has a Hamiltonian \( \mathcal{H}_{GR} = -N^\mu R_{\mu} \), leading to constraints \( R_0 \approx 0, R_i \approx 0 \), which in turn satisfy the general covariance algebra,

\[
\begin{align*}
\{ R^0(x), R^0(y) \} &= - \left[ R^i(x) \frac{\partial}{\partial x^i} \delta^3(x-y) - R^i(y) \frac{\partial}{\partial y^i} \delta^3(x-y) \right], \\
\{ R^0(x), R_i(y) \} &= -R^0(y) \frac{\partial}{\partial x^i} \delta^3(x-y), \\
\{ R_i(x), R_j(y) \} &= - \left[ R_j(x) \frac{\partial}{\partial x^i} \delta^3(x-y) - R_i(y) \frac{\partial}{\partial y^j} \delta^3(x-y) \right].
\end{align*}
\]

In fact, this is a feature of any covariant theory [30]. The algebra contains both \( R_i \) and \( R^i \), hence it explicitly depends on a 3-metric that relates the two. In GR this is the spatial metric \( g_{ij} \).

In [5] Hojman, Kuchař and Teitelboim conjectured that this observation can be used to identify a 3-metric in theories which have general covariance but where a unique metric is not \textit{a priori} specified. Obviously, bimetric theory is such an example. The theory admits two independent matter sectors each coupled minimally to one of the metrics [2, 31]. Therefore, restricting to one matter sector, the covariance algebra leads to either \( g_{ij} \) or \( f_{ij} \) as the HKT metric. However, the full theory can also contain other combinations of \( g \) and \( f \) as effective metrics, and \textit{a priori} it is not obvious if a preferred combination exists and how this is compatible with the matter sectors.

In [22], the constraint algebra was studied in a chiral formulation of the bimetric theory. The metric identified using the HKT-conjecture is a complicated function of the variables used and does not coincide with either \( g_{\mu
u} \) or \( f_{\mu
u} \). Some aspects of the bimetric constraint algebra have been considered in [24, 25], in [19–21], as well as in [23], but without addressing the HKT metric.

Having obtained the constraints, in this paper we also compute the constraint algebra. We identify a set of 4 first class constraints among the six outlined above, and show that they satisfy the standard algebra of general covariance. The first class constraints can be easily identified by imposing the second class constraints and the stability condition \( \dot{\mathcal{C}}_2 \approx 0 \), to bring the bimetric Hamiltonian to the form \( \mathcal{H} \approx -L^i R_{\mu} \). The HKT metric appearing in the covariance algebra is then found to be \( f_{ij} \). However, using an alternative set of variables modifies the first class constraints and leads to \( g_{ij} \) as the HKT metric. The explanation is that a set of first class constraints can be identified among all the constraints in different ways, each choice leading to a different HKT metric. The possibility of other choices, beyond the two mentioned above, is also discussed. It is possible
that the metric identified in [22] corresponds to one such choice. All this is consistent with matter couplings, since their structure is similar to the gravitational sector.

In this paper the constraints have mainly been used to argue for the absence of ghosts and the correct counting of degrees of freedom. In addition, they are also essential for determining valid initial data that will be evolved by the remaining dynamical equations. However, for bimetric theory to be fully consistent, it is also necessary that the dynamical equations produce causal evolution. Some aspects of this problem have been investigated in [3, 32–37].

2 Review of constraints in bimetric gravity

In this section we review the derivation of the constraints in bimetric theory following [2, 4].

2.1 The Hamiltonian formulation of bimetric theory

The most general ghost free bimetric action for spin-2 fields $g_{\mu\nu}$ and $f_{\mu\nu}$ is [2],

$$S = \int d^4x \left( M_g^2 \sqrt{\det g} R^{(g)} + M_f^2 \sqrt{\det f} R^{(f)} + 2m^4 \sqrt{\det g} \sum_{n=0}^4 \beta_n e_n(\sqrt{g^{-1}f}) \right), \quad (2.1)$$

where $R^{(g)}$ and $R^{(f)}$ are the respective Ricci scalars, $M_g$ and $M_f$ are the corresponding Planck masses, and $\beta_n$ are five free parameters. The interactions between $g_{\mu\nu}$ and $f_{\mu\nu}$ involve the square root matrix $S = \sqrt{g^{-1}f}$, which is a specific root of the matrix $g^{-1}f$ to be specified below. The $e_k(S)$ are elementary symmetric polynomials of the eigenvalues of $S$ given by (with $\text{Tr}(S) = [S]$),

$$e_0(S) = 1, \quad e_1(S) = [S], \quad e_2(S) = \frac{1}{2} ([S]^2 - [S^2]), \quad e_3(S) = \frac{1}{6} ([S]^3 - 3[S][S^2] + 2[S^3]), \quad e_4(S) = \frac{1}{24} ([S]^4 - 6[S]^2[S^2] + 3[S^2]^2 + 8[S][S^3] - 6[S^4]). \quad (2.2)$$

For a $4 \times 4$ matrix, $e_4(S) \equiv \det S$ and $e_k(S) \equiv 0$ for $k > 4$. Note that $\det(1 + S) = \sum_{n=0}^4 e_n(S)$, so the potential $\sum_{n=0}^4 \beta_n e_n(S)$ is a deformation of $\det(1 + S)$. Each term has the property,

$$\sqrt[4]{\det g} e_n(\sqrt{g^{-1}f}) = \sqrt[4]{\det f} e_{4-n}(\sqrt{f^{-1}g}), \quad (2.3)$$

hence, the action (2.1) retains its form under the interchange of $g_{\mu\nu}$ and $f_{\mu\nu}$ [2]. The theory can be easily generalized to any dimension $d$.

By definition, the matrix $S = \sqrt{g^{-1}f}$ must satisfy [7, 8],

$$\left( \sqrt{g^{-1}f} \right)^\mu_\lambda \left( \sqrt{g^{-1}f} \right)^\lambda_\nu = g^{\mu\lambda} f_{\lambda\nu}. \quad (2.4)$$

This does not specify the square root uniquely and may even admit nonreal solutions. Obviously, as long as $S$ is not uniquely specified, the action (2.1) remains ill defined. This problem has a natural resolution as follows (see [3] for details). In order for the action to be invariant under coordinate transformations, $S^\mu_\nu$ must transform as a $(1, 1)$ tensor and only the principal root has this property.$^1$ Furthermore, to obtain real equations of motion, $g$ and $f$ must be restricted such that a real principal root always exists. This restriction turns out to imply that the null cones of the metrics $g$ and $f$ have a nonvanishing intersection, so that they admit common spacelike and timelike directions [3]. Thus, the requirements of reality and general covariance specify the theory uniquely by restricting $S$ to the real principal root of $g^{-1}f$. The same requirements also ensure that all allowed $g$ and $f$ admit simultaneous proper 3+1 decompositions.

$^1$All non-principal roots cease to transform as $(1, 1)$ tensors whenever eigenvalues of $g^{-1}f$ belonging to distinct Jordan blocks happen to coincide.
Therefore, without loss of generality, we can use the 3+1 metric decompositions (1.2) and (1.3) in the bimetric action. As in GR, the action will only contain time derivatives of the 3-metrics $\gamma_{ij}$ and $\phi_{ij}$. Denoting the corresponding canonical momenta by $\pi^{ij}$ and $p^{ij}$, the Lagrangian can be readily expressed in terms of the phase space variables, as in [38],

$$\mathcal{L} = \left( \pi^{ij} \dot{\gamma}_{ij} + N R^{0(g)} + N^i R_i^{(g)} \right) + \left( p^{ij} \dot{\phi}_{ij} + LR^{0(f)} + L^i R_i^{(f)} \right) + 2m^4 N \sqrt{\det \gamma} \sum_{n=0}^{3} \beta_n c_m (\sqrt{g^{-1}}) \,.$$  

The first line simply contains the $3 + 1$ decomposition of the Einstein-Hilbert terms for $g$ and $f$. Here, $N^i = \gamma^{ij} N_j$ and $L^i = \phi^{ij} L_j$, where $\gamma^{ij}$ and $\phi^{ij}$ are the inverses of $\gamma_{ij}$ and $\phi_{ij}$, respectively. As in general relativity, $R^{0(g)}$, $R_i^{(g)}$, $R^{0(f)}$ and $R_i^{(f)}$ are given by,

$$R^{0(g)} = M^2 \sqrt{\det \gamma} \pi^{ij} + \frac{1}{M^2 \sqrt{\det \gamma}} \left( \frac{1}{2} \pi^{ij} \pi_{ij} \right), \quad R_i^{(g)} = 2 \sqrt{\det \gamma} \gamma_{ij} \nabla_k \left( \frac{\pi^{jk}}{\sqrt{\det \gamma}} \right),$$

$$R^{0(f)} = M^2 \sqrt{\det \phi} \pi^{ij} + \frac{1}{M^2 \sqrt{\det \phi}} \left( \frac{1}{2} \pi^{ij} \pi_{ij} \right), \quad R_i^{(f)} = 2 \sqrt{\det \phi} \phi_{ij} \nabla_k \left( \frac{p^{jk}}{\sqrt{\det \phi}} \right),$$

where $\nabla_i$ and $\nabla_i$ are the covariant derivatives compatible with $\gamma_{ij}$ and $\phi_{ij}$, respectively.

In (2.5), the lapse and shifts, $N, L, N^i$ and $L^i$, appear without time derivatives. The dynamical variables are $\gamma_{ij}$, $\phi_{ij}$, $\pi^{ij}$ and $p^{ij}$ with a total of 24 (phase space) components, corresponding to 12 potentially propagating degrees of freedom, including potential ghost modes\(^2\). The theory has enough symmetries and constraints to eliminate the ghost and reduce the number of propagating modes to seven, corresponding to a massless and a massive spin-2 field. However, since the potential term in (2.5) is nonlinear in the lapses and shifts, some manipulations are needed to make the constraints manifest. This is outlined in subsection 2.3, where the constraint that eliminates the ghost field is obtained. A second constraint that eliminates the canonical momentum of the ghost field is computed in section 3.

### 2.2 Outline of the analysis

To obtain the constraint equations, we work in a reduced phase space. Before getting into the details, it is worthwhile to briefly outline our procedure and show, in particular, that it is equivalent to the more elaborate formalism of [11, 12, 19–21] involving an enlarged phase space. In the next subsection we will see that the bimetric Lagrangian has the general form $L(q_m, \dot{q}_m, Q, n_i)$, depending on a set of dynamical variables $q_m(t)$ and two sets of nondynamical variables $Q(t)$ and $n_i(t)$. Here, for simplicity we ignore the space dependence of fields and gauge invariances. The nonvanishing canonical momenta are $p^m = \partial L / \partial \dot{q}_m$ conjugate to $q_m$. The Lagrangian equations of motion are,

$$\dot{p}^m = \frac{\partial L}{\partial q_m}, \quad \frac{\partial L}{\partial Q_m} = 0, \quad \frac{\partial L}{\partial n_i} = 0 \,.$$  

These contain all the information about dynamics and constraints. To completely disentangle the two, we rewrite the action in terms of phase space variables using the Hamiltonian $H = p^m \dot{q}_m - L$,

$$S = \int dt \left[ p^m \dot{q}_m - H(q, p, Q, n) \right]$$

Then, on varying with respect to $q_m, p^m, Q, t,$ and $n_i$, one obtains the equivalent set of equations,

$$\dot{p}^m = -\frac{\partial H}{\partial q_m}, \quad \dot{q}_m = \frac{\partial H}{\partial p^m}, \quad \frac{\partial H}{\partial Q_m} = 0, \quad \frac{\partial H}{\partial n_i} = 0 \,.$$  

\(^2\)In this usage, a degree of freedom consists of two phase space variables, i.e., the field and its conjugate momentum.
It turns out that the $n_i$ equations determine $n_i(q,p)$, independent of $Q_r$, which can be used to eliminate the $n_i$ from the action. Although now the action develops an extra dependence on $p^m$ and $q_m$ through the $n_i$, in practice, variations of $H$ can be computed at fixed $n_i$, since,

$$
\delta H = \delta \left[ H \bigg|_{n_i} + \frac{\partial H}{\partial q_m, p^m} \delta n_i \right]
$$

and the last term vanishes for the solutions of the $n_i$ equations. Hence, effectively, $H = H(q, p, Q)$. In bimetric theory, the $Q_r$ appear as Lagrange multipliers and the Hamiltonian has the form $H = \mathcal{H}_r(p, q)Q_r$. It follows that $\partial \mathcal{H}_r/\partial n_i = 0$, either being proportional to the $n_i$ equations of motion or because some $\mathcal{H}_r$ did not contain $n_i$ to begin with. In terms of the Poisson brackets defined with respect to the conjugate pairs $(q_m, p^m)$, the above equations can be recast as,

$$
\dot{p}^m = \{p^m, H\}, \quad \dot{q}^m = \{q^m, H\}, \quad \mathcal{H}_r(p, q) = 0.
$$

The constraints on $\mathcal{H}_r$ can be solved to eliminate an equal number of dynamical variables.

In bimetric theory the above equations hide one more constraint that can be extracted as follows. Since the constraints are obtained from the action principle, they hold at all times, in particular, $d\mathcal{H}_r/dt = 0$. One of the constraints, say $H_1 \equiv C$ is special. Since $C$ varies only with $p^m$ and $q_m$, we get $dC/dt = \{C, H\}$, using (2.10). Hence, $\dot{C} = 0$ combined with (2.10) implies,

$$
C_2 \equiv \{C, H\} = 0.
$$

This turns out to be independent of the $Q_r$ and thus is a new constraint. One can also compute $dC_2/dt = \{C_2, H\} = 0$, but this equation contains some of the $Q_r$ and is not a constraint on the $q_m$ and $p^m$. The remaining $\mathcal{H}_r$ do not lead to new constraints in this way. Note that, although expressed in terms of Poisson brackets, the above equations are derived from the action principle.

Let’s now consider the above analysis to the formalism of constrained Hamiltonian dynamics applied to the same problem [11, 12, 19–21]. This is based on an enlarged phase space spanned by variables $q_m, Q_r$ and their conjugate momenta $p^m, P^r$, where the primary constraints $P^r = 0$ are enforced through Lagrange multipliers $u_r$. The relevant Hamiltonian is,

$$
H' = H(p, q, Q) + P^r u_r.
$$

We can easily extend this to also include the nondynamical variables $n_i$ and their conjugate momenta, say $n^i = 0$. Equations of motion are now given in terms of the Poisson brackets with $H'$ on the enlarged phase space. One can easily check that $\dot{p}^m = \{p^m, H'\}$ and $\dot{q}^m = \{q^m, H'\}$ reduce to the corresponding equations in the reduced formalism given above. The preservation of the primary constraints in time then gives $\dot{P}^r = \{P^r, H'\} = 0$ which reproduce the constraints $\mathcal{H}_i = 0$. If $n_i$ are included, their equations of motion will also arise in this way. The new equations are $\dot{Q}_r = \{Q_r, H'\} = u_r$ which reflect the fake dynamics of the $Q_r$. Finally, the preservation of $C = \mathcal{H}_1$ in time leads to the same constraint $C_2 \equiv \dot{C} = \{C, H'\} = 0$ as above, and the $\dot{C}_2 = 0$ equation is unchanged as can be checked by using the properties of the other constraints. Hence working in the reduced phase space is equivalent to the framework of the constrained Hamiltonian dynamics.

### 2.3 Constraints from lapse and shift equations

In order to deal with the square root matrix in the bimetric action and show that the equations for the eight lapse and shift variables encode five constraints, it is convenient to introduce the shift like variables $n^i$ through [7, 9, 10],

$$
N^i = L^i + ND^j n^j.
$$

Due to the interchange symmetry (2.3), the following analysis also holds with the roles of $g$ and $f$ interchanged.

$$
N^i - L^i = Ln^i + ND^j n^j.
$$

(2.15)
The $3 \times 3$ matrix $D$ can be obtained explicitly as a solution to the equation [10],
\[
\sqrt{x}D = \sqrt{\left(\gamma^{-1} - D n n^T D^T\right)} \phi .
\] (2.16)

Such a solution always exists [39], but is not needed here. The quantity $x$ stands for,
\[
x \equiv 1 - n^i \phi_{ij} n^j .
\] (2.17)

From equation (2.16), it follows that $D$ has the property,
\[
\phi_{ik} D^k j = \phi_{jk} D^k i .
\] (2.18)

Now, on eliminating $N^i$ in favor of $n^i$, the action corresponding to (2.5) becomes, [2]
\[
S = \int \text{d}^4 x \left( \pi^{ij} \partial_k \gamma_{ij} + p^{ij} \partial_k \phi_{ij} + L^i \dot{R}_i + L \ddot{R}^0 + NC \right) ,
\] (2.19)

where $N$, $L$ and $L^i$ appear as five Lagrange multipliers and we have defined,
\[
\ddot{R}^0 = R^{0(f)} + n^i R^{(g)}_i + 2n^i \sqrt{\det \gamma} U' ,
\] (2.20)
\[
\ddot{R}_i = R^{(g)}_i + R^{(f)}_i ,
\] (2.21)
\[
C = R^{0(g)} + R^{(g)} D^i j n^j + 2n^i \sqrt{\det \gamma} V ,
\] (2.22)

with,
\[
\sqrt{\det \gamma} U' = \sqrt{\det \gamma} U + \beta_i \sqrt{\det \phi} .
\] (2.23)

$U$ and $V$ contain the parameters $\beta_n$, and are given by,
\[
U \equiv \beta_1 \sqrt{x} + \beta_2 \left[ x e_1 (D) + n^i \phi_{ij} D^j k n^k \right]
+ \beta_3 \left[ \sqrt{x} \left( e_1 (D) n^i \phi_{ij} D^j k n^k - D^i j n^j \phi_{ij} D^j m^m \right) + x^{3/2} e_2 (D) \right] ,
\] (2.24)
\[
V \equiv \beta_0 + \beta_1 \sqrt{x} e_1 (D) + \beta_2 x e_2 (D) + \beta_3 x^{3/2} e_3 (D) .
\] (2.25)

The $e_n (D)$ are defined similar to (2.2), but now $e_3 (D) = \det D$, since $D$ is a $3 \times 3$ matrix.

In the action (2.19), the equations of motion for $N$, $L$ and $L^i$ are $C = 0$, $\ddot{R}^0 = 0$ and $\ddot{R}_i = 0$.

However, $C$ and $\ddot{R}^0$ depend on the redefined shifts $n^i$. Therefore, in order for them to impose constraints on the dynamical variables, it is necessary that the equations for $n^i$ are independent of the Lagrange multipliers. Only then will $C$, $\ddot{R}^0$ and $\ddot{R}_i$ impose five constraints on the dynamical variables. Indeed, the $n^k$ equations of motion are,
\[
\frac{\partial C}{\partial n^k} = \frac{\partial \ddot{R}^0}{\partial n^k} + N \frac{\partial C}{\partial n^k} = 0 .
\] (2.26)

But, from equation (2.16), it follows that [10],
\[
\frac{\partial \ddot{R}^0}{\partial n^k} = C_k , \quad \frac{\partial C}{\partial n^k} = C_i \frac{\partial (D^i j n^j)}{\partial n^k} ,
\] (2.27)

where
\[
C_i = R^{(g)}_i - 2n^4 \sqrt{\det \gamma} \phi_{ij} \left[ \beta_1 \delta^i j + \beta_2 \sqrt{x} \left( \delta^i j D^m m - D^i j \right)
+ \beta_3 x \left( \frac{1}{2} \delta^i j \left( D^m m D^n n - D^m m D^n n \right) + D^i j D^m m - D^i j D^m m \right) \right] .
\] (2.28)
Inserting (2.27) into (2.26) yields the equation,
\[ C_i \left[ L \delta^i_k + N \frac{\partial (D^i_j \pi^j)}{\partial n^k} \right] = 0. \]
(2.29)

The expression inside the square brackets is the Jacobian matrix \( \partial N^i / \partial n^k \) of (2.15), and is invertible. Hence, the \( n^i \) equations of motion imply,\(^4\)
\[ C_i = 0. \]
(2.30)

These are independent of \( N, L \) and \( L^i \) and can in principle be solved for the \( n^i \). In the \( \beta_1 \)-model (i.e. when \( \beta_2 = \beta_3 = 0 \)) it is easy to obtain the explicit solution, while perturbative solutions can be constructed for general \( \beta_n \) [10]. When these solutions are inserted in the equations of motion for \( N, L \) and \( L^i \), one obtains five constraints on \( \gamma_{ij}, \phi_{ij}, \pi_{ij} \) and \( p^{ij} \),
\[ C = 0, \quad \tilde{R}^0 = 0, \quad \tilde{R}_i = 0. \]
(2.31)

\( \tilde{R}^0 \) and \( \tilde{R}_i \) can be associated with general covariance while \( C = 0 \) eliminates the BD ghost field. A new constraint is needed to remove the momentum conjugate to the ghost and is reviewed below.

### 2.4 The existence of the extra secondary constraint

The five constraints (2.31) obtained from an action principle are valid at all times, in particular, \( \dot{\mathcal{C}} \equiv d\mathcal{C}/dt = 0 \) holds. Contrast this with the Hamiltonian formulation where such conditions must be imposed additionally, leading to new constraints (see for example, [40]). However, even here recasting in Hamiltonian form, \( \dot{\mathcal{C}} = \{ \mathcal{C}, \mathcal{H} \} \), is useful as it requires eliminating \( \dot{\gamma}_{ij} \) etc., using the dynamical equations. Then \( \dot{\mathcal{C}} = 0 \) extracts a new secondary constraint from the dynamical equations. Specifically, if \( \mathcal{C}(\gamma) \equiv \{ \mathcal{C}, \mathcal{H} \} \approx 0 \) does not involve Lagrange multipliers, it will be a new constraint on the dynamical variables (otherwise it could be solved for a Lagrange multiplier).\(^5\)

The explicit expression for \( \mathcal{C} \) in massive gravity with a fixed \( f_{\mu\nu} \) was obtained in [4]. It is independent of \( N \), but contains \( L \) and \( L^i \). This is not an issue since in massive gravity these are prespecified functions and \( \mathcal{C} \approx 0 \) remains a constraint on the dynamical variables. However, in bimetric theory, where \( f_{\mu\nu} \) is not prespecified, such a dependence is problematic. Indeed, in [19, 20] it was argued that, in bimetric theory, \( \mathcal{C} \) depends on \( L \) and \( \partial_i L \) (as one may expect from (2.34)) and hence is no longer a constraint on dynamical variables. Note that, in principle, \( \mathcal{C} \) could still turn out to be a constraint since \( L \) and \( L_i \) can be determined in terms of dynamical variables through gauge fixing general covariance.

In the remainder of this section, we review the argument in [4] that a secondary constraint exists in both theories. Then, in section 3 we will go beyond [4] to explicitly evaluate \( \mathcal{C} \) in bimetric theory and show that its vanishing does not depend on \( L \) and \( L_i \), hence it is a genuine constraint. We also show that no further constraints arise since \( \mathcal{C} \approx 0 \) determines the Lagrange multiplier \( N \). \( L \) and \( L_i \) are determined through gauge fixing, similarly to what is done in GR. At the linear level, this is explicitly worked out in appendix A.

In bimetric theory \( \mathcal{C} \) depends on the dynamical variables, hence using Poisson brackets one has,
\[ \mathcal{C}(x) = \frac{d}{dt} \mathcal{C}(x) = \{ \mathcal{C}(x), H \} \approx 0. \]
(2.32)

\(^4\)Since \( \partial \mathcal{L} / \partial n^k = (\partial \mathcal{L} / \partial N^i) (\partial N^i / \partial n^k) \), (2.30) are simply the equations of motion for \( N^i \) expressed in terms of \( n^i \).

\(^5\)In the terminology of [40], the vanishing of the momenta conjugate to the lapses and shifts are the primary constraints, and the validity of these at all times leads to (2.31) as secondary constraints. The validity of \( \mathcal{C} = 0 \) at all times gives the new secondary constraint \( \mathcal{C} = 0 \).
The Hamiltonian can be read off from the action in (2.19) as,

\[ H = - \int d^3y \left( N(y)\mathcal{C}(y) + L(y)\bar{\mathcal{R}}^0(y) + L^i(y)\bar{R}_i(y) \right). \]  

(2.33)

Then it follows that,

\[ \mathcal{C}_2(x) \approx - \int d^3y \left( N(y)\{\mathcal{C}(x),\mathcal{C}(y)\} + L^i(y)\{\mathcal{C}(x),\bar{R}_i(y)\} + L(y)\{\mathcal{C}(x),\bar{R}^0(y)\} \right) \approx 0, \]  

(2.34)

where the Poisson bracket is defined by

\[ \{A, B\} = \int d^3z \left( \frac{\delta A}{\delta \gamma_{mn}(z)} \frac{\delta B}{\delta \pi_{mn}(z)} - \frac{\delta A}{\delta \pi_{mn}(z)} \frac{\delta B}{\delta \gamma_{mn}(z)} \right), \]  

(2.35)

Note that if \( \{\mathcal{C}(x),\mathcal{C}(y)\} \neq 0 \), then (2.34) could determine \( N \), rather than impose a constraint on the dynamical variables, as suggested in [19]. Hence, for \( \mathcal{C}_2 \) to be a constraint, it is necessary that \( \{\mathcal{C}(x),\mathcal{C}(y)\} \approx 0 \), while in bimetric theory (2.34) must also be independent of \( L \) and \( L_i \). This bracket is evaluated using (2.35), but since \( \mathcal{C} \) does not depend on \( p^{ij} \) (neither explicitly nor through the \( n^i \)), the second line vanishes and the bracket is given by the first line alone. The variations also include the dependence of \( \mathcal{C} \) on \( \gamma_{ij} \) and \( \pi^{ij} \) through \( n^i \). However, since \( \partial \mathcal{C}/\partial n^k = 0 \) by (2.27) and (2.30), the \( n^i \) dependence can be ignored. Then, using (2.22), one gets [4],

\[ \{\mathcal{C}(x),\mathcal{C}(y)\} = \{R^{(g)}(x), R^{(g)}(y)\} + \{R^{(g)}(x), R^{(g)}(y)\} D^i_k n^k(x) D^j_l n^l(y) + \{R^{(g)}(x), R^{(g)}(y)\} D^i_k n^k(y) - \{R^{(g)}(y), R^{(g)}(x)\} D^i_k n^k(x) + S^{mn}(x)\frac{\delta R^{(g)}(x)}{\delta \pi_{mn}(x)} D^i_k n^k(y) - S^{mn}(y)\frac{\delta R^{(g)}(x)}{\delta \pi_{mn}(y)} D^i_k n^k(x), \]  

(2.36)

where

\[ S^{mn} = R^{(g)}_i \frac{\partial (D^j_k n^k)}{\partial \gamma_{mn}} + 2n^i \frac{\partial (\sqrt{\det \gamma})}{\partial \gamma_{mn}}. \]  

(2.37)

From equation (2.16), the following relations can be derived,

\[ \frac{\partial}{\partial \gamma_{mn}} \text{Tr}(\sqrt{x}D) = - \frac{1}{\sqrt{x}} \left( n^i \phi_{ij} \frac{\partial (D^j_k n^k)}{\partial \gamma_{mn}} - \frac{1}{2} \phi_{ij} (D^{-1})^j_k \frac{\partial \gamma^{ki}}{\partial \gamma_{mn}} \right), \]

\[ \frac{\partial}{\partial \gamma_{mn}} (\text{Tr}(\sqrt{D^j}D^j)) = -2 \left( n^i \phi_{ij} D^j_k n^k \frac{\partial (D^j_l n^l)}{\partial \gamma_{mn}} - \frac{1}{2} \phi_{ij} \frac{\partial \gamma^{jl}}{\partial \gamma_{mn}} \right), \]

\[ \frac{\partial}{\partial \gamma_{mn}} (\text{Tr}(\sqrt{x}D^j)) = -3 \sqrt{x} \left( n^i \phi_{ij} D^j_k n^k \frac{\partial (D^j_l n^l)}{\partial \gamma_{mn}} - \frac{1}{2} \phi_{ij} D^j_k \frac{\partial \gamma^{ki}}{\partial \gamma_{mn}} \right). \]

(2.38)

Using these, eliminating \( R^{(g)}_i \) though (2.28), and imposing equation (2.30), \( S^{mn} \) can be written as

\[ S^{mn} = m^4 \sqrt{\det \gamma} (V^{-mn} - \bar{V}^{mn}). \]  

(2.39)

where,

\[ \bar{V}^{mn} = \gamma^{ml} \left[ \beta_1 \frac{1}{\sqrt{x}} \phi_{ik} (D^{-1})^j_k j + \beta_2 \left( \phi_{ik} (D^{-1})^k_j D^i_l - \phi_{ij} \right) + \beta_3 \sqrt{x} \left( \phi_{ik} D^k_j - \phi_{ij} D^k_k + \frac{1}{2} \phi_{ik} (D^{-1})^k_j (D^i_l D^h_l - D^i_l D^h_l) \right) \right] \gamma^{lm}. \]  

(2.40)
Finally, using this, as well as the Poisson brackets (1.7), one gets,

\[ \{C(x), C(y)\} = - \left[ C(x) D^i j n^j (x) \frac{\partial}{\partial x^i} \delta^3 \delta(x - y) - C(y) D^i j n^j (y) \frac{\partial}{\partial y^i} \delta^3 \delta(x - y) \right]. \] (2.41)

Hence, \( \{C(x), C(y)\} \approx 0 \) which shows the existence of the secondary constraint \( C_{(2)} \approx 0 \) in massive gravity, and potentially in bimetric theory [4]. \( C_{(2)} \) is given by the remaining terms in (2.34).

3 The secondary constraint in bimetric theory

Here we compute the secondary constraint \( C_{(2)} \) in bimetric theory and show that its vanishing is independent of the lapse and shift functions. We also show that it reduces to the known expression for massive gravity.

3.1 Evaluation of the bimetric secondary constraint

Using (2.41), the expression (2.34) for \( C_{(2)} \) on the constraint surface becomes,

\[ C_{(2)}(z) \approx - \int d^3 y \left\{ C(z), L^i (y) R_i (y) + L(y) \tilde{R}^0 (y) \right\} \]

\[ \approx \int d^3 y \left\{ \left\{ C(z), L^i (y) R_i (y) + L(y) \tilde{R}^0 (y) \right\}_g + \left\{ C(z), L^i (y) R_i (y) + L(y) \tilde{R}^0 (y) \right\}_f \right\}. \] (3.1)

In the second line, the brackets \( \{ \}_g \) are evaluated with respect to \( (\gamma_{ij}, \pi^{ij}) \), and \( \{ \}_f \) are evaluated with respect to \( (\phi_{ij}, p^{ij}) \). Note that, as before, the dependence of \( C \) and \( \tilde{R}^0 \) on \( \gamma_{ij}, \pi^{ij} \) and \( \phi_{ij} \) through \( n' \) can be ignored, due to (2.27). The brackets are therefore evaluated at fixed \( n' \). By inspecting (2.20) and (2.21), we observe that the \( \{ \}_g \) bracket coincides with a Poisson bracket computed in [4] for massive gravity, since the new terms in \( L^i \tilde{R} + L \tilde{R}^0 \) that contain \( R^{(g)} \) and \( R^{(f)} \) do not contribute to the bracket. This contribution is given by,

\[ \int d^3 y \left\{ C(z), L^i (y) R_i (y) + L(y) \tilde{R}^0 (y) \right\}_g = \left[ \frac{m^4}{M^2} L \left( \gamma_{mn} \pi^{k} \delta_{k}^{n} - 2 \pi_{mn} \right) U^{mn} \right. \]

\[ + 2 m^4 \sqrt{\text{det} \gamma} \gamma_{mn} D^i k \pi^{j} v_{m} (L U^{mn}) + \left( R^{(g)}_{j} D^i k \pi^{j} - 2 m^4 \sqrt{\text{det} \gamma} \gamma_{j} k \bar{V}^{k} \right) \nabla_{i} (L n^{j} + L^{j}) \]

\[ + \sqrt{\text{det} \gamma} \nabla_{i} \left( \frac{R^{(g)}_{ij}}{\sqrt{\text{det} \gamma}} \right) + \sqrt{\text{det} \gamma} \left( \frac{R^{(g)}_{ij}}{\sqrt{\text{det} \gamma}} \right) D^i k \pi^{j} \left( L n^{i} + L^{i} \right), \] (3.2)

where

\[ U^{mn} = \frac{2}{\sqrt{\text{det} \gamma}} \sqrt{\text{det} \gamma} \frac{\partial U}{\partial \gamma_{mn}} = U \gamma^{mn} + 2 \frac{\partial U}{\partial \gamma_{mn}}. \] (3.3)

As for the \( \{ \}_f \) bracket, since \( C \) is independent of \( p^{ij} \), the only nonzero contributions will come from the \( p^{ij} \) dependent terms in \( \tilde{R}^0 \) and \( \tilde{R} \), combined with \( \phi_{ij} \) dependent terms in \( C \),

\[ \left\{ C(z), L^i (y) R_i (y) + L(y) \tilde{R}^0 (y) \right\}_f = Z^{mn} (z) \left( L^k (y) \frac{\delta R^{(f)}_{k} (y)}{\delta p^{mn} (z)} + L(y) \frac{\delta R^{(f)}_{k} (y)}{\delta p^{mn} (z)} \right), \] (3.4)

where \( Z^{mn} \) is given by,

\[ Z^{mn} = \frac{\partial C}{\partial \phi_{mn}} = R^{(g)}_{j} \frac{\partial (D^i k \pi^{j})}{\partial \phi_{mn}} + 2 m^4 \sqrt{\text{det} \gamma} \frac{\partial V}{\partial \phi_{mn}}. \] (3.5)
To compute $Z^{mn}$, we need the following expressions that can be derived from (2.16),

$$
\frac{\partial}{\partial \phi_{mn}} \text{Tr}(\sqrt{z} D) = -\frac{1}{\sqrt{x}} \left[ n^i \phi_{ij} \frac{\partial (D^j_k n^k)}{\partial \phi_{mn}} - \frac{1}{2} Q_1^{mn} \right],
$$

$$
\frac{\partial}{\partial \phi_{mn}} \text{Tr}(x D^2) = -2 \left[ D^i_j n^l \phi_{ij} \frac{\partial (D^j_k n^k)}{\partial \phi_{mn}} - \frac{1}{2} Q_2^{mn} \right],
$$

$$
\frac{\partial}{\partial \phi_{mn}} \text{Tr}(x^{3/2} D^3) = -3 \sqrt{x} \left[ D^i_j D^l_r \phi_{ij} \frac{\partial (D^j_k n^k)}{\partial \phi_{mn}} - \frac{1}{2} Q_3^{mn} \right],
$$

where $Q_1^{mn}$, $Q_2^{mn}$ and $Q_3^{mn}$ are defined as,

$$
Q_1^{mn} = (D^{-1})^m_i \gamma^{ni} - n^i n^m D^i_i, \quad (3.9)
$$

$$
Q_2^{mn} = \gamma^{mn} - D^m_i n^i D^n_j n^j, \quad (3.10)
$$

$$
Q_3^{mn} = D^m_i \gamma^{in} - D^m_i D^j_i n^j D^n_k n^k, \quad (3.11)
$$

and can be shown to be symmetric using (2.16). Differentiating equation (2.25) with respect to $f_{mn}$, using (3.6)-(3.8) and performing some algebraic manipulations yields,

$$
\frac{\partial V}{\partial \phi_{mn}} = -\frac{n^i \phi_{lk}}{\sqrt{x}} \left[ \beta_1 \delta^k_i + \beta_2 \sqrt{x} (\delta^k_i D^r_r - D^k_i) 
+ \beta_3 x (e_2(D) + D^k_r D^r_i - D^k_i D^r_r) \right] \frac{\partial (D^j_k n^k)}{\partial \phi_{mn}} + \frac{1}{2} \bar{W}^{mn}, \quad (3.12)
$$

where

$$
\bar{W}^{mn} = \frac{\beta_1}{\sqrt{x}} Q_1^{mn} + \beta_2 (D^i Q_1^{mn} - Q_2^{mn}) + \beta_3 \sqrt{x} (e_2(D)Q_1^{mn} - D^i Q_2^{mn} + Q_3^{mn}). \quad (3.13)
$$

On inserting (3.12) into (3.5) and imposing (2.30), $Z^{mn}$ becomes,

$$
Z^{mn} = m^4 \sqrt{\text{det} \gamma} \bar{W}^{mn}. \quad (3.14)
$$

Now, to integrate (3.4), we use

$$
\frac{\delta R^{(f)}(y)}{\delta p^{mn}(z)} = \frac{1}{M_f \sqrt{\text{det} \phi}} (\phi_{mn}(y)p^k_k(y) - 2p_{mn}(y)) \delta^3(\mathbf{z} - \mathbf{y}), \quad (3.15)
$$

$$
\int d^3 y L^i(y) \frac{\delta R^{(f)}(y)}{\delta p^{mn}(z)} = -\left[ (\nabla_i)_m L_n(z) + (\nabla_i)_n L_m(z) \right], \quad (3.16)
$$

which are similar to the corresponding expressions for $R^{(g)}$ and $R^{(g)}_i$ in [4]. Performing the integration, and using equation (3.14), yields

$$
-\int d^3 y \{ C(z), L^i(y) \tilde{R}_i(y) + L(y) \tilde{R}^0(y) \} = m^4 \sqrt{\text{det} \gamma} \bar{W}^{mn} \left( \frac{2L}{M_f \sqrt{\text{det} \phi}} \left( p_{mn} - \frac{1}{2} \phi_{mn} p^k_k \right) + \nabla_m L_n + \nabla_n L_m \right). \quad (3.17)
$$
Combining this with (3.2) gives a preliminary expression for the secondary constraint in bimetric theory which seemingly depends on $L$, $L_i$ and their spatial derivatives,

\[
C_{(2)} \approx \frac{m^4}{M_g^2} L \left( \gamma_{mn} \pi^k_k - 2 \pi_{mn} \right) U^{mn} + 2m^4 \sqrt{\det \gamma} \gamma_{mi} D^j_k n^k \nabla_m (LU^{mn}) \\
+ \left( R_j^g D^j_k n^k - 2m^4 \sqrt{\det \gamma} \gamma_{jk} \bar{V}^{ki} \right) \nabla_i (L n^j + L^j) \\
+ \sqrt{\det \gamma} \left[ \nabla_i \left( \frac{R_0^g}{\sqrt{\det \gamma}} \right) + \nabla_i \left( \frac{R_j^g}{\sqrt{\det \gamma}} \right) D^j_k n^k \right] (L n^i + L^i) \\
- \frac{m^4}{M_g^2} L \sqrt{\det \gamma} \left( \phi_{mn} p^k_k - 2 \rho_{mn} \right) \bar{W}^{mn} + 2m^4 \sqrt{\det \gamma} \gamma_{jk} \bar{W}^{ki} \nabla_i L^j. \quad (3.18)
\]

One can verify that $C_{(2)}$ is consistent with the corresponding expression in massive gravity. For this, note that the last line of (3.18) coming from (3.17) is related to the $\phi_{mn}$ equation of motion,

\[
\frac{\partial}{\partial t} \phi_{mn} = \frac{2L}{M_g^2 \sqrt{\det \phi}} \left( \rho_{mn} - \frac{1}{2} \phi_{mn} p^k_k \right) + \nabla_m L_n + \nabla_n L_m. \quad (3.19)
\]

Hence, using (3.5) and (3.14), we have,

\[
- \int d^3 y \{ C(z), L'(y) \bar{R}_i(y) + L(y) \bar{R}^0_j(y) \} = \frac{\partial C}{\partial \phi_{mn}} \frac{\partial}{\partial t} \phi_{mn}. \quad (3.20)
\]

In massive gravity where $\phi_{mn}$ is nondynamical, the right hand side corresponds to the explicit time dependence of $C$ through the $f_{\mu \nu}$ background. More precisely, consider,

\[
C_{(2)} = \frac{d}{dt} C = \frac{\partial C}{\partial \gamma_{ij}} \frac{\partial \gamma_{ij}}{\partial t} + \frac{\partial C}{\partial \pi_{ij}} \frac{\partial \pi_{ij}}{\partial t} + \frac{\partial C}{\partial \phi_{ij}} \frac{\partial \phi_{ij}}{\partial t} + \frac{\partial C}{\partial p^{ij}} \frac{\partial p^{ij}}{\partial t}. \quad (3.21)
\]

The last term vanishes since $C$ does not depend on $p^{ij}$, and the third term is the one in (3.20). The first two terms produce the Poisson bracket with respect to $(\gamma_{ij}, \pi^{ij})$ and are common with massive gravity. Then, from (3.18), the expression for $C_{(2)}$ in massive gravity becomes,

\[
C^{\text{MG}}_{(2)} \approx \frac{\partial C}{\partial \phi_{ij}} \frac{\partial \phi_{ij}}{\partial t} + \frac{m^4}{M_g^2} L \left( \gamma_{mn} \pi^k_k - 2 \pi_{mn} \right) U^{mn} + 2m^4 \sqrt{\det \gamma} \gamma_{mi} D^j_k n^k \nabla_m (LU^{mn}) \\
+ \left( R_j^g D^j_k n^k - 2m^4 \sqrt{\det \gamma} \gamma_{jk} \bar{V}^{ki} \right) \nabla_i (L n^j + L^j) \\
+ \sqrt{\det \gamma} \left[ \nabla_i \left( \frac{R_0^g}{\sqrt{\det \gamma}} \right) + \nabla_i \left( \frac{R_j^g}{\sqrt{\det \gamma}} \right) D^j_k n^k \right] (L n^i + L^i), \quad (3.22)
\]

which is consistent with the expression in [4].

### 3.2 The $L^i$ independence of $C_{(2)}$

Note that all $L^i$ dependent terms of $C_{(2)}$ arise from the bracket $\{ C(z), L^i(y) \bar{R}_i(y) \}$ in equation (3.1). In this section, we show that, on the constraint surface, all such terms vanish in bimetric theory (though not in massive gravity). Denoting the $L^i$ dependent part of $C_{(2)}$ in (3.18) by $C_S$, one gets,

\[
C_S \approx \sqrt{\det \gamma} \left[ \nabla_i \left( \frac{R_0^g}{\sqrt{\det \gamma}} \right) + \nabla_i \left( \frac{R_j^g}{\sqrt{\det \gamma}} \right) D^j_k n^k \right] L^i \\
+ R_j^g D^j_k n^k \nabla_i L^j - 2m^4 \sqrt{\det \gamma} \gamma_{jk} \bar{V}^{ki} \nabla_i L^j - \phi_{jk} \bar{W}^{ki} \nabla_i L^j. \quad (3.23)
\]
By adding and subtracting terms, the first line can be completed to include \( C \) (2.22), and we get,

\[
C_S \approx L' \partial_t C - \Delta . \tag{3.24}
\]

To write the first term, we have used the fact that \( C \) is a scalar density so that \( C / \sqrt{\det \gamma} \) is a scalar. Hence, one has \( \sqrt{\det \gamma} \nabla_i (C / \sqrt{\det \gamma}) \approx \partial_t C \), on the constraint surface. Since \( C \approx 0 \) at all points on a spacelike hypersurface, it follows that \( \partial_t C \approx 0 \). In the second term, the quantity \( \Delta \) stands for,

\[
\Delta = R^{(g)}_{ij} (\nabla_i (D^k j) L^j) - D^k j L^j
+ 2 m^4 \sqrt{\det \gamma} (\partial_t V L^j + \gamma_{jk} \tilde{V} k L^j - \phi_{jk} \tilde{W} k L^j) . \tag{3.25}
\]

Since \( \int \mathrm{d}^3 y \{ C(z), L'(y) \tilde{R}_i(y) \} = -C_S(z) \), the quantity \( \Delta \) appears in the computation of this bracket in Appendix B.3, more precisely, in equation (B.88). A lengthy calculation, which is relegated to the appendix, shows that \( \Delta = 0 \) and therefore, \( C_S \approx 0 \). The dependence on \( L' \) therefore vanishes entirely and all such terms should be dropped from the expression for \( C_{(2)} \) in (3.18).

### 3.3 The \( \partial_L \) independence of \( C_{(2)} \)

In this section, it is shown that all terms in \( C_{(2)} \) involving derivatives of \( L \) vanish on the constraint surface. Denote the \( \partial_L \) dependent part of \( C_{(2)} \) by \( \tilde{C}_D \). From equation (3.18) it follows that

\[
\tilde{C}_D = \left( R^{(g)}_{ij} n^j + 2 m^4 \sqrt{\det \gamma} U L \right) \partial_t L
+ 4 m^4 \sqrt{\det \gamma} \gamma_{ij} \partial_{\gamma_{mn}} \partial_{\gamma_{mn}} L - 2 m^4 \sqrt{\det \gamma} \gamma_{ij} \tilde{V} n^j \partial_{\gamma_{mn}} L , \tag{3.26}
\]

where we have used the expression (3.3) for \( U^{mn} \). The first two terms are simplified by using (2.24) and (2.17) to rewrite \( U \), and then imposing (2.30) to get,

\[
\left( R^{(g)}_{ij} n^j + 2 m^4 \sqrt{\det \gamma} U \right) = 2 m^4 \sqrt{\det \gamma} \left[ \beta_1 \sqrt{x} + \beta_2 D^l + \beta_3 \sqrt{x} e_2(D) \right] . \tag{3.27}
\]

Note that \( U \) given in (2.24) has the form \( U = \beta_1 [U_1] + \beta_2 [U_2] + \beta_3 [U_3] \). To simplify the third term in \( \tilde{C}_D \), we need to compute \( \gamma_{mn} \partial_{\gamma_{mn}} \) (at fixed \( n \)). The \( \beta_1 \)-term vanishes trivially,

\[
\beta_1 \gamma_{mn} \partial_{\gamma_{mn}} = \beta_1 \frac{\partial \sqrt{x}}{\partial \gamma_{mn}} = 0 . \tag{3.28}
\]

The \( \beta_2 \)-term is also easily evaluated using the first equation in (2.38),

\[
\beta_2 \gamma_{mn} \partial_{\gamma_{mn}} = \beta_2 \frac{\partial \phi_{ij}}{\partial \gamma_{mn}} . \tag{3.29}
\]

Similarly, using (2.38), the \( \beta_3 \)-term becomes,

\[
\beta_3 \gamma_{mn} \partial_{\gamma_{mn}} = \frac{\beta_3}{2 \sqrt{x}} \left[ x \phi_{ij} (D^j k (D^{-1})^l k - \phi_{ij} \phi_{lk} n^l n^k i) \phi_{ij} \partial_{\gamma_{mn}} \right] , \tag{3.30}
\]

where we have also used the relation,\(^7\)

\[
n^l \phi_{li} \sqrt{x} D^j + D^j r n^j \phi_{ij} \partial_{\gamma_{mn}} \partial_{\gamma_{mn}} = \frac{1}{2} n^l \phi_{ij} n^j \phi_{lk} \partial_{\gamma_{mn}} . \tag{3.31}
\]

\(^7\)Equation (3.32) is analogous to equation (4.6) in [10], and is derived in a similar way.
Now, substituting (3.28), (3.29), (3.30) and (3.31) in the expression for $C_D$, one can see that it vanishes on using the identity,

$$D^i k_n^k - n^i \phi_{jm} (D^{-1})^m_n \gamma_m^i = 0,$$

which follows from equations (2.16) and (2.17) that define the matrix $D$. For example, the $\beta_1$-term of $C_D$ is given by,

$$C_D^{\beta_1} = 2m^4 \sqrt{\det \gamma} \frac{\partial}{\partial x} \left[ D^i k_n^k - n^i \phi_{jm} (D^{-1})^m_n \gamma_m^i \right] \partial_i L = 0,$$

Similarly one can show that $C_D^{\beta_2}$ and $C_D^{\beta_3}$ also vanish on repeated application of (3.33), hence, $C_D = 0$. This means that $C_{(2)}$ is independent of $\partial_i L$ and can be expressed as,

$$C_{(2)} \approx L \left( \frac{m^4}{M_g^2} (\gamma_{mn} \pi^k_k - 2\pi_{mn}) U^{mn} + 2m^4 \sqrt{\det \gamma} \gamma_{mn} D^i k_n^k \nabla_m U^{mn} \right. \right.$$

$$+ \left( R_{ij}^{(g)} D^i k_n^k - 2m^4 \sqrt{\det \gamma} \gamma_{mn} \nabla_i n^j \right. \right.$$

$$+ \left. \sqrt{\det \gamma} \left( \frac{R_{ij}^{(g)}}{\sqrt{\det \gamma}} \right) + \sqrt{\det \gamma} \left( \frac{R_{ij}^{(g)}}{\sqrt{\det \gamma}} \right) + \sqrt{\det \gamma} \left( \phi_{mn} P^k - 2\rho_{mn} \right) \right)$$

$$- \frac{m^4}{M_f^2 \sqrt{\det \phi}} \left( \phi_{mn} P^k - 2\rho_{mn} \right) W^{mn}.$$  

(3.35)

Since $L$ is an overall factor, imposing this secondary constraint is equivalent to $C_{(3)}/L \approx 0$. This can be solved for the canonical momentum of the ghost mode.

One can check that there are no additional secondary constraints. From (4.4) and (4.5) below, we see that the brackets \{ $\tilde{R}^0(x), \tilde{R}_i(y)$ \} and \{ $\tilde{R}^0(x), \tilde{R}_i(y)$ \} vanish on the constraint surface. Thus, the condition $\tilde{R}_i \approx 0$, leads to an equation that is identical with (3.35), (except that $L$ is replaced by $N$) and imposes the same constraint. This, combined with the fact that $\tilde{R}_i \approx 0$ is automatically satisfied, shows that there are no further constraints.

## 4 The algebra of general covariance and the HKT metric

### 4.1 The algebra of general covariance

In general relativity, the Poisson brackets of the first class constraints, $R_0 \approx 0$, $R_i \approx 0$, are [41],

$$\{ R^i(x), R^j(y) \} = R^i(y) \frac{\partial}{\partial y^i} \delta^3(x - y) - R^i(x) \frac{\partial}{\partial x^i} \delta^3(x - y),$$

$$\{ R^0(x), R_i(y) \} = -R^0(y) \frac{\partial}{\partial y^i} \delta^3(x - y),$$

$$\{ R_i(x), R_j(y) \} = R_i(y) \frac{\partial}{\partial y^j} \delta^3(x - y) - R_j(x) \frac{\partial}{\partial x^i} \delta^3(x - y).$$

(4.1)

This is the algebra of spacetime diffeomorphisms and is not unique to general relativity. Any covariant field theory will have first class constraints satisfying the algebra (4.1) after second class constraints have been imposed [30]. This is a necessary and sufficient condition for the constraints to generate spacetime diffeomorphisms.

Since the algebra (4.1) contains both $R_i$ and $R^i$, it implicitly contains a metric to manipulate the index. In general relativity and theories minimally coupled to it, this is the spatial metric.
\[ \gamma_{ij} \equiv g_{ij}. \] Furthermore, in such theories, the diffeomorphism constraints appear in the Hamiltonian with Lagrange multipliers, as
\[ H = -NR^0 - N^i R_i, \] (4.2)

provided second class constraints and their stability conditions, if any, are already imposed. Here, \( N \) and \( N^i \) are the lapse and shift functions that complete \( g_{ij} \) to \( g_{\mu\nu} \).

This observations can help identify a spacetime metric in a diffeomorphism invariant theory. The algebra (4.1) also holds in generally covariant theories where a spacetime metric is not \textit{a priori} specified. Then, as conjectured by Hojman, Kuchar and Teitelboim [5], the tensor that relates \( R_i \) and \( R^i \) can be identified as the metric of spacelike hypersurfaces. An explicit example of this, for Ashtekar’s canonical formulation of gravity, is given in [42]. Here we are interested in the implications of the conjecture for bimetric theory which does not \textit{a priori} have a unique metric candidate. We will obtain the algebra of first class constraints and show that it leads to different HKT metrics depending on how the constraints are identified. Hence in these type of models the HKT conjecture does not lead to a unique metric.

4.2 First class constraints in bimetric theory

Bimetric theory has six independent constraints, \( \tilde{R}_i \), \( \tilde{C} \) and \( C_{(2)} \), given by equations (2.20) - (2.22) and (3.35). Four linear combinations of these should be first class and satisfy the algebra (4.1). We first show that \( \tilde{R}_i \) are first class. The Poisson brackets of the first five constraints are

\[ \{ \tilde{R}_i(x), \tilde{R}_j(y) \} = - \Bigg[ \tilde{R}_j(x) \frac{\partial}{\partial x^i} \delta^3(x-y) - \tilde{R}_i(y) \frac{\partial}{\partial y^i} \delta^3(x-y) \Bigg], \] (4.3)

\[ \{ \tilde{R}^0(x), \tilde{R}_i(y) \} = - \tilde{R}^0(y) \frac{\partial}{\partial x^i} \delta^3(x-y), \] (4.4)

\[ \{ \tilde{R}^0(x), \tilde{R}^0(y) \} = - \phi^{ij}(x) \tilde{R}_j(x) \frac{\partial}{\partial x^i} \delta^3(x-y) - \phi^{ij}(y) \tilde{R}_j(y) \frac{\partial}{\partial y^i} \delta^3(x-y), \] (4.5)

\[ \{ C(x), \tilde{R}_i(y) \} = - C(y) \frac{\partial}{\partial x^i} \delta^3(x-y), \] (4.6)

\[ \{ C(x), C(y) \} = - \Bigg[ C(x) D^i_j n^j(y) \frac{\partial}{\partial y^i} \delta^3(x-y) - C(y) D^i_j n^j(y) \frac{\partial}{\partial y^i} \delta^3(x-y) \Bigg], \] (4.7)

\[ \{ C(x), \tilde{R}^0(y) \} = - \frac{C_{(2)}(x)}{L(x)} \delta^3(x-y). \] (4.8)

Equation (4.3) is easily derived from (2.21), and the fact that \( \tilde{R}^{(q)}_i \) and \( \tilde{R}^{(f)}_i \) each satisfy the spatial part of (4.1). The bracket (4.7) is given in (2.41) and the remaining ones are derived in appendix B. All of these brackets vanish on the constraint surface.

Now consider the brackets involving \( C_{(2)} \), starting with \( \{ C_{(2)}(x), \tilde{R}_i(y) \} \). This vanishes on the constraint surface as seen from the definition of \( C_{(2)} \) in (2.32) and the Jacobi identity,

\[ \{ C_{(2)}(x), \tilde{R}_i(y) \} = \{ \{ C(x), H \}, \tilde{R}_i(y) \} = \{ C(x), \{ H, \tilde{R}_i(y) \} \} - \{ H, \{ C(x), \tilde{R}_i(y) \} \}. \] (4.9)

Indeed, using (4.6), the last bracket becomes,

\[ \{ H, \{ C(x), \tilde{R}_i(y) \} \} = C_{(2)}(y) \frac{\partial}{\partial x^i} \delta^3(x-y), \] (4.10)

which is weakly zero. In addition, using (2.33), as well as (4.3), (4.4) and (4.6) it follows that

\[ \{ H, \tilde{R}_i(y) \} = - \Bigg[ \frac{\partial N(y)}{\partial g^0} C(y) + \frac{\partial L(y)}{\partial g^0} \tilde{R}^0(y) + \frac{\partial}{\partial y^i} \Bigg( L^i(y) \tilde{R}_i(y) + \frac{\partial L^i(y)}{\partial g^0} \tilde{R}_i(y) \Bigg) \Bigg]. \] (4.11)
Now all brackets in \( \{ \mathcal{C}(x), \{ H, \hat{R}_i(y) \} \} \) are known and result in terms proportional to a constraint or its spatial derivative. Hence, this expression, and therefore \( \{ \mathcal{C}(x), \hat{R}_i(y) \} \), is weakly zero, showing that the Poisson brackets of \( \hat{R}_i \) with all constraints vanish weakly. Therefore, \( \hat{R}_i \) are first class constraints generating the algebra of spatial diffeomorphisms in (4.1).

To find the remaining first class constraint, we turn our attention to the brackets \( \{ \mathcal{C}(x), \mathcal{C}(2) \} \) and \( \{ \hat{R}^0(x), \mathcal{C}(2) \} \), neither of which is weakly zero. This can be seen by noting that they appear in the expression for \( \dot{\mathcal{C}}(2) \), which, on using (2.33) and \( \{ \mathcal{C}(2)(x), \hat{R}_i(y) \} \approx 0 \), becomes,

\[
\dot{\mathcal{C}}(2)(x) \approx - \int dy \left[ L(y)\{ \mathcal{C}(2)(x), \hat{R}^0(y) \} + N(y)\{ \mathcal{C}(2)(x), \mathcal{C}(y) \} \right]. \tag{4.12}
\]

This is computed at the linear level in appendix A and the result, in equation (A.45), shows that the two brackets are not weakly zero. Hence, none of the constraints \( \hat{R}^0, \mathcal{C} \) or \( \mathcal{C}(2) \) is first class.

However, a first class combination of them could exist [40]. Note that the brackets \( \{ \mathcal{C}(x), \mathcal{C}(2)(y) \} \) and \( \{ \hat{R}^0(x), \mathcal{C}(2)(y) \} \) contain no derivatives of delta functions, as can be shown using the Jacobi identity, similar to the analysis in [22]. Then they have the form,

\[
\{ \mathcal{C}(x), \mathcal{C}(2)(y) \} = L(x)D(x)\delta^3(x - y), \tag{4.13}
\]

\[
\{ \hat{R}^0(x), \mathcal{C}(2)(y) \} = L(x)E(x)\delta^3(x - y), \tag{4.14}
\]

where \( D \) and \( E \) are nonzero functions of the phase space variables. Now define the constraint \( \hat{R}^0 \) as the linear combination,

\[
\hat{R}^0 \equiv WC + \hat{R}^0, \quad W \equiv \frac{E}{D} \tag{4.15}
\]

The Poisson bracket of \( \hat{R}^0 \) and \( \mathcal{C}(2) \) is now weakly zero,

\[
\{ \hat{R}^0(x), \mathcal{C}(2)(y) \} = \{ W(x), \mathcal{C}(2)(y) \} \mathcal{C}(x) + W(x)\{ \mathcal{C}(x), \mathcal{C}(2)(y) \} + \{ \hat{R}^0(x), \mathcal{C}(2)(y) \} \\
\approx \frac{E(x)}{D(x)}L(x)D(x)\delta^3(x - y) + L(x)E(x)\delta^3(x - y) = 0. \tag{4.16}
\]

Moreover, from (4.4) - (4.8), it follows that the brackets of \( \hat{R}^0 \) with other constraints also vanish on the constraint surface. Hence, \( \hat{R}^0 \) is a first class constraint. Note that we will find the same constraint by solving the stability condition \( \dot{\mathcal{C}}(2) \approx 0 \) for \( N \) and replacing it in the Hamiltonian. Indeed, using (4.13) and (4.14) in (4.12) and setting \( \dot{\mathcal{C}}(2) \approx 0 \) gives \( N = WL \). This, when inserted into the Hamiltonian (2.33), reduces it to

\[
\mathcal{H} = -L\hat{R}^0 - L^i \hat{R}_i, \tag{4.17}
\]

which is the desired form (4.2). Furthermore, using (4.4) - (4.8), it follows that

\[
\{ \hat{R}^0(x), \hat{R}_i(y) \} \approx -\hat{R}^0(y)\frac{\partial}{\partial x^i}\delta^3(x - y). \tag{4.18}
\]

\[
\{ \hat{R}^0(x), \hat{R}^0(y) \} \approx - \left[ \phi^{ij}(x)\hat{R}_j(x)\frac{\partial}{\partial x^i}\delta^3(x - y) - \phi^{ij}(y)\hat{R}_j(y)\frac{\partial}{\partial y^i}\delta^3(x - y) \right]. \tag{4.19}
\]

The weak equalities \( \approx \) now hold on the surface of the second class constraints \( \mathcal{C} \) and \( \mathcal{C}(2) \). \( \hat{R}^0 \) generates time diffeomorphisms as in (4.1). \( \hat{R}^0 \) and \( \hat{R}_i \) together generate the diffeomorphism algebra.
4.3 The HKT metrics

It is obvious that on the right hand side of (4.19), the index of $\tilde{R}_i$ is raised using $\phi^ij$, hence, by the HKT conjecture [5] described above, $f_{ij} \equiv \phi_{ij}$ will be a HKT spatial metric in bimetric theory. Furthermore, the Lagrange multipliers $L$ and $L^i$ in the Hamiltonian (4.17) will be the corresponding lapse and shift functions, leading to a spacetime metric $f_{\mu\nu}$.

Singling out $f_{\mu\nu}$ in this way might seem odd considering that both metrics appear in the bimetric action on similar footing. But this is a consequence of the choice of variables that was made to arrive at the constraints. Obviously, it is possible to repeat all manipulations with $g_{\mu\nu}$ and $f_{\mu\nu}$ interchanged, as commented in footnote 3. This will result in a Lagrangian linear in $L$, $N$ and $N^i$, and finally $\gamma_{ij}$ will appear as the HKT metric in the covariance algebra.

In fact, it is not even necessary to repeat all steps with the $g$ and $f$ metrics interchanged. We can start with the $n^i$ still given by (2.15) but use them to eliminate the $L^i$ (instead of the $N^i$). The resulting Lagrangian has the form,

$$\mathcal{L} = \pi^i \partial_t \gamma_{ij} + p^i \partial_i \phi_{ij} + N^i \dot{R}_i + L C_L + N C_N,$$

(4.20)

where $C_N$ and $C_L$ differ from $C$ and $\tilde{R}^0$. Then, proceeding as in the previous section, the stability conditions of $C_N$ and $C_L$ provide a sixth constraint, whose stability condition in turn can be solved for $L$. Using this solution gives a Hamiltonian $\mathcal{H} = - N \tilde{R}^0 - N^i \dot{R}_i$, where $\tilde{R}^0$ and $\dot{R}_i$ are first class constraints satisfying the spatial diffeomorphism algebra and,

$$\{ \tilde{R}^0(x), \tilde{R}^0(y) \} \approx - \left[ \gamma^{ij}(x) \tilde{R}_j(x) \frac{\partial}{\partial x^i} \delta^3(x - y) - \gamma^{ij}(y) \tilde{R}_j(y) \frac{\partial}{\partial y^i} \delta^3(x - y) \right],$$

(4.21)

which yields $\gamma_{ij}$ as the spatial HKT metric and $g_{\mu\nu}$ as the spacetime metric. Hence, both $g_{\mu\nu}$ and $f_{\mu\nu}$ can arise as HKT metrics, consistent with the general structure of the theory.\(^8\) This is also consistent with the nature of ghost free matter couplings, whereby, a certain type of matter can only couple minimally to one of the metrics.

The nonuniqueness of this metric is easy to understand. The observation made by HKT was that whenever the Hamiltonian can be expressed as $\mathcal{H} = - M \tilde{R}^0 - M^i \tilde{R}_i$, with first class constraints $\tilde{R}^0$ and $\tilde{R}_i$ satisfying the covariance algebra, then a metric can be read off from the $\{ \tilde{R}^0(x), \tilde{R}^0(y) \}$ bracket as described above. However, in a theory where diffeomorphisms act on different sectors, there may exist multiple ways of selecting the first class constraints (and the Lagrange multipliers) each leading to a different choice of the HKT metric. In bimetric theory there is a further restriction. If, for some choice of variables, the HKT metric involves a combination of $g_{\mu\nu}$ and $f_{\mu\nu}$, then that combination must transform as a rank-2 tensor whenever $g$ and $f$ are transformed under coordinate transformations. For example, if we follow the steps leading to the Hamiltonian (4.17), but then use $N = WL$ to eliminate $L$ in (2.33), we obtain (with $\tilde{R}^0 = \hat{R}^0/W$),

$$\mathcal{H} = - N \tilde{R}^0 - L^i \dot{R}_i.$$

(4.22)

However, a covariant metric with lapse $N$ and shift $L^i$ does not exist. Indeed, the algebra of $\hat{R}^0$ and $\dot{R}_i$ is not of the canonical form (4.1). Two different redefinitions of the $\hat{R}^0$ that restores the canonical form of the algebra will lead to the HKT metric being $f_{\mu\nu}$ or $g_{\mu\nu}$.

It may be possible to choose other variables than the ones described above. For example one may use any linear combination of the shifts, $M^i = a N^i + b L^i$ (with $a \neq -b$) as Lagrange multipliers. Using stability conditions of the constraints one would then put the Hamiltonian in the form

$$\mathcal{H} = - M^\mu R_\mu,$$

(4.23)

\(^8\)What determines the metric is not so much the field redefinition (2.15), but rather what shifts are retained as Lagrange multipliers. If $N^i$ are retained the HKT-metric is $g_{\mu\nu}$, whereas $L^i$ lead to $f_{\mu\nu}$.
If the $R_{\mu}$ algebra has the canonical form, it will be possible to identify a new HKT metric with $M^0$ and $M^i$ as the lapse and shift. This metric may be a complicated function of the phase space variables that depends on $a$ and $b$. The metric identified in [22] could be an example of this.

Note that, in any case, the physical gravitational metric is the one that minimally couples to matter, say $g_{\mu\nu}$, as dictated by absence of the ghost [2].
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A Determining the Lagrange multipliers

In massive gravity, the requirement that $C_{(2)} \approx 0$ is preserved under time evolution, gives an equation that determines the Lagrange multiplier $N$ [4]. In bimetric gravity, the corresponding equation depends on all five Lagrange multipliers $N$, $L$, and $L_i$,

$$\frac{d}{dt} C_{(2)} = \{ C_{(2)}, H \}$$

$$= - \int dy \left[ L_i(y) \{ C_{(2)}(x), \tilde{R}_i(y) \} + L(y) \{ C_{(2)}(x), \tilde{R}^0(y) \} + N(y) \{ C_{(2)}(x), C(y) \} \right] \approx 0,$$  

(A.1)

However, now four of the multipliers are determined by gauge fixing general coordinate transformations, analogous to the procedure in [38]. Then (A.1) becomes an equation for the fifth multiplier.

Here, we demonstrate this procedure explicitly in the linearized $\beta_1$-model: using general covariance to determine $L$ and $L_i$, (A.1) becomes an equation for $N$. We start with the equations of motion for $\gamma_{ij}$, $\phi_{ij}$, $\pi_{ij}$, and $p^{ij}$. Since the interaction terms in the action (2.1) do not depend on $\pi_{ij}$, varying with respect to it gives the same equation for $\gamma_{ij}$ as in general relativity,

$$\partial_t \gamma_{ij} = \frac{2N}{M_g^2 \sqrt{\det \gamma}} \left( \pi_{ij} - \frac{1}{2} \gamma_{ij} \pi \right) + \nabla_i N_j + \nabla_j N_i,$$  

(A.2)

where, $N_i$ are given by equation (2.15) . Similarly, varying with respect to $p^{ij}$ leads to equation (3.19) for $\phi_{ij}$. However, since the interaction terms of (2.1) depend on $\gamma_{ij}$, the equation for $\pi^{ij}$ will have extra terms compared to the corresponding equation in general relativity. The extra terms can be computed using (2.37), (2.39) and (3.3), and the equation becomes,

$$\partial_t \pi^{ij} = - M_g^2 N \sqrt{\det \gamma} \left( \pi^{ij} - \frac{1}{2} \gamma^{ij} \pi \right) + \frac{N}{2M_g^2 \sqrt{\det \gamma}} \gamma^{ij} \left( \pi^{mn} \pi_{mn} - \frac{1}{2} \pi^2 \right)$$

$$- \frac{2N}{M_g^2 \sqrt{\det \gamma}} \left( \pi^{ik} \pi_{kj} - \frac{1}{2} \pi \pi^{ij} \right) + M_g^2 \sqrt{\det \gamma} \left( \nabla^i \nabla^j \gamma N - \gamma^{ij} \nabla^k \nabla_k \gamma \right)$$

$$+ \sqrt{\det \gamma} \left[ \nabla_k \left( \frac{N^{ik} \pi_{ij}}{\sqrt{\det \gamma}} \right) - \nabla_k \left( \frac{N^{ij} \pi_{ik}}{\sqrt{\det \gamma}} \right) \right]$$

$$+ m^4 \sqrt{\det \gamma} \left[ N \left( V \gamma^{ij} - \tilde{V}^{ij} \right) + LU^{ij} \right].$$  

(A.3)
In the above, we express the $N^i$ in terms of $n^i$ given by equation (2.15). Analogously, using equations (3.5) and (3.14), the equation for $p^{ij}$ is (for general $\beta_n$),

$$\partial_t p^{ij} = -M_f^2 L \sqrt{\det \phi} \left( \frac{3}{2} R^{ij} - \frac{1}{2} \phi^{ij} R \right) + \frac{L}{2 M_f^2 \sqrt{\det \phi}} \phi^{ij} \left( p^{mn} p_{mn} - \frac{1}{2} p^2 \right)$$

$$- \frac{2L}{M_f^2 \sqrt{\det \phi}} \left( p^{ik} p_k^j - \frac{1}{2} p^{ij} \right) + M_f^2 \sqrt{\det \phi} \left( \nabla^i \nabla^j L - \phi^{ij} \nabla^k \nabla_k L \right)$$

$$+ \sqrt{\det \phi} \left[ \nabla_k \left( \frac{L^k p^{ij}}{\sqrt{\det \phi}} \right) - \nabla_k \left( \frac{L^j p^{ik}}{\sqrt{\det \phi}} \right) - \nabla_k \left( \frac{L^i p^{jk}}{\sqrt{\det \phi}} \right) \right] + m^4 \sqrt{\det \phi} \left( N \bar{W}^{ij} + L \bar{U}^{ij} \right),$$

(A.4)

Here, in analogy with (3.3), $\bar{U}^{mn}$ is defined as

$$\bar{U}^{mn} \equiv \frac{2}{\partial \phi_{mn}}.$$  

(A.5)

We now focus on the $\beta_1$-model by setting $\beta_2 = \beta_3 = 0$. The equations will admit flat background solutions $g_{\mu \nu} = f_{\mu \nu} = \eta_{\mu \nu}$ if $\beta_0 = -3 \beta_1$, and $\beta_1 = -\beta_1$, which we also assume [31]. To linearize the theory around the flat background, we consider the small perturbations,

$$N = 1 + \delta N, \quad \gamma_{ij} = \delta_{ij} + \hat{\gamma}_{ij}, \quad L = 1 + \delta L, \quad L_i = \delta L_i, \quad \phi_{ij} = \delta_{ij} + \hat{\phi}_{ij},$$

(A.6)

with the boundary condition that all the perturbations vanish at infinity. A symmetric tensor perturbation admits the following linear orthogonal decomposition [38],

$$a_{ij} = a_{ij}^{TT} + a_{ij}^T + \partial_i a_j + \partial_j a_i.$$  

(A.7)

The components are defined in terms of $a^T$,

$$a^T = a - \frac{1}{\sqrt{2}} \partial^i \partial_j a_{ij},$$

(A.8)

and are given by,

$$a_i = \frac{1}{\sqrt{2}} \left( \partial^i a_j - \frac{1}{2} \partial^i \partial^j \partial^k a_{jk} \right),$$

$$a_{ij}^T = \frac{1}{2} \left( \delta_{ij} a^T - \frac{1}{\sqrt{2}} \partial_i \partial_j a^T \right),$$

$$a_{ij}^{TT} = a_{ij} - a_{ij}^T - \partial_i a_j - \partial_j a_i.$$  

(A.9)

Here, $a$ is the trace of $a_{ij}$, defined as $a = a_{ij} \delta^{ij}$, and $1/\sqrt{2}$ is the inverse of the flat space Laplacian.

In the $\beta_1$-model, the linearized equations of motion become

$$\partial_t \hat{\gamma}_{ij} = \frac{2}{M_g^2} \left( \hat{\pi}_{ij} - \frac{1}{2} \delta_{ij} \hat{\pi} \right) + \partial_i L_j + \partial_j L_i + \frac{2}{m^4 \beta_1} \left( \partial_i \partial^k \pi_{jk} + \partial_j \partial^k \pi_{ik} \right),$$

$$\partial_t \hat{\phi}_{ij} = \frac{2}{M_f^2} \left( \hat{p}_{ij} - \frac{1}{2} \delta_{ij} \hat{p} \right) + \partial_i L_j + \partial_j L_i,$$

$$\partial_t \pi^{ij} = -\frac{M_g^2}{2} \left( \partial_i \partial^i \hat{\gamma}_{jk} + \partial_k \partial^i \hat{\gamma}^{ik} - \partial^i \partial^j \hat{\gamma} - \nabla^2 \hat{\gamma}^{ij} \right)$$

$$+ \frac{M_f^2}{2} \delta^{ij} \left( \partial_k \partial^k \hat{\gamma}_{kl} - \nabla^2 \hat{\gamma} \right) + M_g^2 \left( \partial^i \partial^j \delta N - \delta^{ij} \nabla^2 \delta N \right)$$

$$- m^4 \beta_1 \left( \frac{1}{2} \hat{\phi}^{ij} - \frac{1}{2} \delta^{ij} \hat{\phi} + \delta^{ij} \delta \hat{\gamma} - \delta^{ij} \delta L + \delta^{ij} \delta N \right),$$

(A.10)

(A.11)

(A.12)
\[
\partial_t \rho_{ij} = -\frac{M_f^2}{2} \left( \partial_k \partial^i \phi_j^k + \partial_k \partial^j \phi_i^k - \partial^i \partial^j \phi - \nabla^2 \phi_{ij} \right)
+ \frac{M_f^2}{2} \delta^{ij} \left( \partial^k \partial^l \phi_{kl} - \nabla^2 \phi \right) + M_f^2 \left( \partial^i \partial^j \delta L - \delta^{ij} \nabla^2 \delta L \right)
+ m^4 \beta_1 \left( \frac{1}{2} \dot{\phi}_{ij} - \frac{1}{2} \ddot{\phi}_{ij} - \delta^{ij} \dot{\phi} - \delta^{ij} \ddot{\phi} + \delta^{ij} \delta L \right),
\]

(A.13)

where, in the derivation of A.10, we have used

\[
n^i = \frac{\phi^{ij} R_{ij}^{(g)}}{\sqrt{4m^8 \beta_1^2 \det \gamma + R_{jk}^{(g)} \phi_{kl} R_{ij}^{(g)}}},
\]
(A.14)

which is the solution to 2.30 in the \( \beta_1 \)-model [10]. In addition, the constraints \( \dot{R}^0 = 0 \) and \( C = 0 \), with \( \dot{R}^0 \) and \( C \) given by (2.20) and (2.22), are linearized to

\[
M_f^2 \left( \partial^i \partial^j \phi_{ij} - \nabla^2 \phi \right) + m^4 \beta_1 \left( \frac{1}{2} \dot{\phi}_{ij} - \frac{1}{2} \ddot{\phi}_{ij} - \delta^{ij} \dot{\phi} - \delta^{ij} \ddot{\phi} + \delta^{ij} \delta L \right) = 0,
\]
(A.15)

\[
M_f^2 \left( \partial^i \partial^j \gamma_{ij} - \nabla^2 \gamma \right) + m^4 \beta_1 \left( \dot{\phi} - \ddot{\phi} \right) = 0.
\]
(A.16)

In order to determine \( L \) and \( L_i \), coordinate conditions must be imposed. Here we follow a prescription outlined in [3] and impose coordinate conditions with respect to the composite metric,

\[
h_{\mu\nu} = g_{\mu\lambda} \left( \sqrt{g_{\nu\nu}} f \right)^{\lambda\nu},
\]
(A.17)

which results in simpler equations. The null cone of \( h_{\mu\nu} \) always encloses the intersection of the null cones of \( g_{\mu\nu} \) and \( f_{\mu\nu} \) [3]. Carrying out a 3 + 1 decomposition of \( h_{\mu\nu} \) around a flat background,

\[
H \equiv (-h_{00})^{-1/2} = 1 + \delta H, \quad H_i \equiv h_{0i} = \delta H_i, \quad \delta h_{ij} \equiv h_{ij} = \delta_{ij} + \delta_{ij},
\]
(A.18)

we obtain, at the linear level,

\[
\delta h_{ij} = \frac{1}{2} \left( \ddot{\gamma}_{ij} + \dot{\phi}_{ij} \right).
\]
(A.19)

The canonical momentum of \( \delta h_{ij} \) is given by

\[
\pi^{ij}_h = 2 \left( \pi^{ij} + p^{ij} \right).
\]
(A.20)

We can now use this to choose a coordinate condition to fix a time direction, as well as a spacelike hypersurface. In analogy with [38], we choose

\[
\nabla^2 \pi_h - \partial_i \partial_j \pi_{h}^{ij} = 0,
\]
(A.21)

which ensures that the time direction lies inside the null cones of both \( g_{\mu\nu} \) and \( f_{\mu\nu} \). We must also choose coordinate conditions on the hypersurface. In principle the condition \( \partial^j \delta h_{ij} = 0 \) could be used, to extend the analogy to [38]. However, the equations turns out to be simpler if the condition

\[
\partial^j \delta \phi_{ij} = 0.
\]
(A.22)

is used instead. The coordinate conditions (A.21) and (A.22) can be rewritten as

\[
\pi^{T}_h = 0 \Rightarrow \pi^{T} + p^{T} = 0,
\]
(A.23)

\[
\dot{\phi}_i = 0,
\]
(A.24)
using the orthogonal decomposition (A.7) [43]. When rewriting them this way, one makes use of
\[
\frac{1}{\nabla^2} 0 = 0,
\]
which holds for the vanishing boundary conditions at infinity [44]. Let us now define,
\[
P_{ij} \equiv p_{ij} - \frac{1}{2} \delta_{ij} p,
\]
and use \(P_{ij}\) to express (A.11) as
\[
\partial_t \hat{\phi}_{ij} = 2 M^2 f P_{ij} + \partial_i L_j + \partial_j L_i.
\]
This, together with (A.24), means (A.28) can be rewritten as
\[
L_i = \frac{2}{M^2} \frac{1}{\nabla^2} \left[ \partial^i p_{ij} - \frac{1}{4} \partial_j p - \frac{1}{2} \partial_k \frac{1}{\nabla^2} \partial^i \partial^k p_{jk} \right].
\]
We now turn our attention to \(\pi^T\). By imposing the linearized constraint (A.15), the linearized \(p^T\) equation of motion, (A.13), can be simplified to
\[
\partial_t p^T = - \frac{M^2}{2} \left( \partial_k \partial^k \hat{\phi}_{ij} + \partial_k \partial^i \hat{\phi}^j_k - \partial^i \partial^j \phi - \nabla^2 \hat{\phi}_{ij} \right)
+ M^2 \left( \partial^i \partial^j \delta L - \partial^i \nabla^2 \delta L \right) + m^4 \beta_1 \left( \delta_{ij} \delta N - \delta_{ij} \delta L - \frac{1}{2} \hat{\gamma}^i_j + \frac{1}{2} \hat{\phi}^i_j \right).
\]
From this, we derive the equation of motion for \(\pi^T\) by computing the trace of the transverse part of each term on the right hand side, using (A.8). This gives the result
\[
\partial_t \pi^T = - \frac{M^2}{2} \left( \partial_k \partial^k \hat{\gamma}_{ij} - \nabla^2 \hat{\gamma} \right) - 2 M^2 \nabla^2 \delta L
+ 2 m^4 \beta_1 \left( \delta N - \delta L \right) - m^4 \frac{1}{2} \beta_1 \left( \hat{\gamma}^T - \hat{\phi}^T \right),
\]
Similarly, using (A.8) and (A.16), the equation of motion for \(\pi^T\) becomes
\[
\partial_t \pi^T = - \frac{M^2}{2} \left( \partial_k \partial^k \hat{\gamma}_{ij} - \nabla^2 \hat{\gamma} \right) - 2 M^2 \nabla^2 \delta N
- 2 m^4 \beta_1 \left( \delta N - \delta L \right) + m^4 \frac{1}{2} \beta_1 \left( \hat{\gamma}^T - \hat{\phi}^T \right).
Adding these equations yields
\[ \partial_t (\pi^T + p^T) = -\frac{M^2}{2} (\partial^i \partial^j \hat{\gamma}_{ij} - \nabla^2 \hat{\phi}) - \frac{M_f^2}{2} (\partial^i \partial^j \hat{\phi}_{ij} - \nabla^2 \hat{\phi}) \]
\[ -2M_g^2 \nabla^2 \delta N - 2M_f^2 \nabla^2 \delta L, \]
(A.34)
which, using the coordinate condition (A.23) as well as the constraints (A.15) and (A.16), reduces to
\[ 2M_g^2 \nabla^2 \delta N + 2M_f^2 \nabla^2 \delta L = 0, \]
(A.35)
which in turn simplifies to
\[ M_g^2 \delta N + M_f^2 \delta L = 0. \]
(A.36)

In order to solve for \( \delta L \) and \( \delta N \) in terms of the dynamical variables, the linearized version of equation (A.1) is needed. This equation will now be derived. The linearized version of the secondary constraint, equation (3.35), is
\[ C_{(2)} = -2\partial_i \partial_j \pi^{ij} + \beta_1 \frac{m^4}{M_g} \pi - \beta_1 \frac{m^4}{M_f} p, \]
(A.37)
and the quadratic Hamiltonian is
\[ H = -\int d^3y \left[ \frac{M_g^2}{2} \left( -\frac{1}{2} \partial_k \hat{\gamma}_{ij} \partial^k \hat{\phi}_{ij} + \partial_i \hat{\gamma}_{jk} \partial^j \hat{\phi}_{ik} - \partial_i \hat{\gamma}^{ij} \partial_j \hat{\phi} + \frac{1}{2} \partial_k \hat{\phi} \partial^k \hat{\phi} \right) \right. \]
\[ + \frac{M_f^2}{2} \left( -\frac{1}{2} \partial_k \hat{\phi}_{ij} \partial^k \hat{\phi}_{ij} + \partial_i \hat{\phi}_{jk} \partial^j \hat{\phi}_{ik} - \partial_i \hat{\phi}^{ij} \partial_j \hat{\phi} + \frac{1}{2} \partial_k \hat{\phi} \partial^k \hat{\phi} \right) \]
\[ + M_g^2 \nabla \delta N (\partial_i \partial_j \hat{\gamma}^{ij} - \nabla^2 \hat{\phi}) \]
\[ + M_f^2 \delta L \left( \partial_i \partial_j \hat{\phi}^{ij} - \nabla^2 \hat{\phi} \right) \]
\[ + \frac{m^4 \beta_1}{4} \left( \hat{\gamma}^{ij} \hat{\gamma}_{ij} - \hat{\gamma}^2 + \hat{\phi}^{ij} \hat{\phi}_{ij} - \hat{\phi}^2 - 2 \hat{\gamma}^{ij} \hat{\phi}_{ij} + 2 \hat{\gamma} \hat{\phi} \right) \]
\[ + m^4 \beta_1 \left( \hat{\phi} (\delta N - \delta L) - \hat{\gamma} (\delta N - \delta L) + \hat{\mathcal{H}}(\pi, p) \right), \]
(A.38)
where \( \hat{\mathcal{H}}(\pi, p) \) is a function of \( \pi^{ij} \) and \( p^{ij} \), the exact form of which will not matter in the calculations to come. Since the linearized \( C_{(2)} \) only depends on the momenta, the the linearized version of equation (A.1) can be written
\[ \dot{C}_{(2)}(x) = \{ C_{(2)}(x), H \} = -\int d^3z \left( \frac{\delta C_{(2)}(x)}{\delta \pi^{mn}}(z) \frac{\delta H}{\delta \pi^{mn}(z)} + \frac{\delta C_{(2)}(x)}{\delta p^{mn}}(z) \frac{\delta H}{\delta p^{mn}(z)} \right), \]
(A.39)
where \( C_{(2)} \) and \( H \) are given by equation (A.37) and (A.38). From these equations it follows that
\[ \frac{\delta C_{(2)}(x)}{\delta \pi^{mn}}(z) = -2 \frac{\partial}{\partial x^m} \frac{\partial}{\partial x^n} \delta^3(x - z) + \beta_1 \frac{m^4}{M_g^2} \delta_{mn} \delta^3(x - z), \]
(A.40)
\[ \frac{\delta C_{(2)}(x)}{\delta p^{mn}}(z) = -\beta_1 \frac{m^4}{M_f^2} \delta_{mn} \delta^3(x - z), \]
(A.41)
\[ \frac{\delta H}{\delta \gamma}(z) = - \left[ \frac{M_g^2}{2} \left( \nabla^2 \gamma^{mn} - \partial_i \partial^m \gamma^{in} - \partial_i \partial^n \gamma^{im} + \partial^m \partial^n \gamma + \delta^{mn} \partial_i \partial_j \gamma^{ij} - \delta^{mn} \nabla^2 \gamma \right) \right. \]
\[ + M_g^2 (\partial^m \partial^m \partial^m \delta N - \delta^{mn} \nabla^2 \delta N) \]
\[ + m^4 \beta_1 \left( \frac{1}{2} \delta^{mn} \gamma^{mn} - \delta^{mn} \gamma - \delta^{mn} \delta^3(x - z) + \delta^{mn} \delta^3(x - z) \right) \]
\[ - \delta^{mn} \delta^3(x - z) \right] \]
(A.42)
\[
\frac{\delta H}{\delta \phi(z)} = -\left[ \frac{M_0^2}{2} \left( \nabla^2 \dot{\phi}^{mn} - \partial_i \partial^m \dot{\phi}^i - \partial_i \partial^m \dot{\phi}^i + \partial^m \partial^n \dot{\phi}^i + \delta^{mn} \partial_i \partial_j \dot{\phi}^j - \delta^{mn} \nabla^2 \dot{\phi} \right) + M_f^2 \left( \partial^m \partial^n \delta L - \delta^{mn} \nabla^2 \delta L \right) + m^4 \beta_1 \left( \frac{1}{2} \left( \dot{\phi}^{mn} - \delta^{mn} \dot{\phi} - \dot{\gamma}^{mn} + \delta^{mn} \dot{\gamma} \right) + \delta^{mn} \left( \delta N - \delta L \right) \right) \right].
\] (A.43)

Inserting these into equation (A.39) yields the result
\[
\dot{C}_{(2)} = m^4 \beta_1 \left[ \frac{1}{2} \left( \partial_i \partial_j \dot{\phi}^{ij} - \nabla^2 \dot{\phi} \right) - \frac{1}{2} \left( \partial_i \partial_j \dot{\gamma}^{ij} - \nabla^2 \dot{\gamma} \right) + m^4 \beta_1 \left( \dot{\phi} - \dot{\gamma} - 3 \left( \delta N - \delta L \right) \right) \left( \frac{1}{M_0^2} + \frac{1}{M_f^2} \right) \right],
\] (A.44)

which, after imposing the constraints (A.15) and (A.16), simplifies to
\[
\dot{C}_{(2)} \approx 3m^8 \beta_1^2 \left( \frac{1}{M_0^2} + \frac{1}{M_f^2} \right) \left( \frac{1}{2} \left( \dot{\phi} - \dot{\gamma} \right) + \delta L - \delta N \right).
\] (A.45)

\[
\dot{C}_{(2)} \approx 0 \text{ then implies}
\]
\[
\delta N - \delta L = \frac{1}{2} \left( \dot{\phi} - \dot{\gamma} \right),
\] (A.46)

which, together with equation (A.36), can be solved for \(\delta L\) and \(\delta N\). The result is
\[
\delta L = - \frac{M_0^2}{2 \left( M_0^2 + M_f^2 \right)} \left( \dot{\phi} - \dot{\gamma} \right),
\] (A.47)
\[
\delta N = \frac{M_f^2}{2 \left( M_0^2 + M_f^2 \right)} \left( \dot{\phi} - \dot{\gamma} \right).
\] (A.48)

This shows that all Lagrange multipliers in bimetric gravity can be determined, using the consistency condition that \(\dot{C}_{(2)}\) is preserved in time, as well as suitable coordinate conditions. This procedure can be generalized to the non-linear case, in a manner similar to that described in [38].

### B Computation of the Poisson brackets

Here we compute the Poisson brackets of the constraints \(\bar{R}^0, \bar{R}_i, \bar{C}\), and \(\dot{C}_{(2)}\). A computation of the algebra of constraints of general relativity (4.1) can be found in the appendix of [45] to which we refer for the relevant details. In particular, we reproduce the following results that will be useful in the computation of brackets in bimetric theory. To systematically deal with the derivatives of the delta function that arise in the calculations one can introduce smoothing functions and define,

\[
A^{(g)}_H \equiv \int d^3x a^0(x) R^{(g)}_0(x), \quad A^{(g)}_i \equiv \int d^3x a^i(x) R^{(g)}_i(x),
\] (B.1)
\[
B^{(g)}_H \equiv \int d^3y b^0(y) R^{(g)}_0(y), \quad B^{(g)}_i \equiv \int d^3y b^i(y) R^{(g)}_i(y).
\] (B.2)

where \(a^0, a^i, b^0\) and \(b^i\) are time independent smoothing functions. These can be used to compute the brackets of the constraints involving the metric \(g_{\mu
u}\), since, for example,

\[
\{ A^{(g)}, B^{(g)} \} = \int d^3x \int d^3y a^i(x) b^j(y) \{ R^{(g)}_i(x), R^{(g)}_j(y) \}.
\] (B.3)
Then, one can obtain the following intermediate relations,

\[ \frac{\delta A^{(g)}}{\delta \gamma_{mn}} = \sqrt{\det \gamma} \left( a^i \frac{\pi^{mn}}{\sqrt{\det \gamma}} \right) - \pi^{mi} \nabla_i a^n - \pi^{ni} \nabla_i a^m, \quad (B.4) \]

\[ \frac{\delta A^{(g)}}{\delta \pi_{mn}} = - \left( \gamma_{mj} \nabla_n a^j + \gamma_{mj} \nabla_j a^i \right), \quad (B.5) \]

\[ \frac{\delta A^{(g)}}{\delta \pi_{mn}} = - \frac{a^0}{M^2} \sqrt{\det \gamma} \left( 2 \pi_{mn} - \gamma_{mn} \pi^k_k \right), \quad (B.6) \]

\[ \{ A^{(g)}, B^{(g)} \} = - \int d^3 z \left( a^i R_{ij}^{(g)} \nabla_i b^j - b^j R_{ij}^{(g)} \nabla_j a^i \right), \quad (B.7) \]

\[ \{ A^{(f)}, B^{(f)} \}_H = - \int d^3 z \left( a^0 R_{0j}^{(f)} \nabla_i b^j - b^0 R_{ij}^{(f)} \nabla_j a^0 \right). \quad (B.9) \]

Similarly, in analogy with (B.1) and (B.2), for the \( f_{\mu \nu} \) metric one can define,

\[ A_H^{(f)} \equiv \int d^3 x a^0(x) R_{0j}^{(f)}(x), \quad A^{(f)} = \int d^3 x a^0(x) R_{0j}^{(f)}(x), \quad (B.10) \]

\[ B_H^{(f)} \equiv \int d^3 y b_0(y) R_{0j}^{(f)}(y), \quad B^{(f)} = \int d^3 y b_0(y) R_{0j}^{(f)}(y), \quad (B.11) \]

which satisfy the same relations as those for the \( g_{\mu \nu} \) metric above.

**B.1 Evaluation of \{ \tilde{R}^0(x), \tilde{R}_i(y) \}**

Corresponding to the bimetric constraints \( \tilde{R}^0 (2.20) \) and \( \tilde{R}_i (2.21) \), let us introduce the smeared functions,

\[ F \equiv \int d^3 x f(x) \tilde{R}^0(x), \quad G \equiv \int d^3 y g^i(y) \tilde{R}_i(y), \quad (B.12) \]

where, \( f(x) \) and \( g^i(y) \) are time independent smoothing functions. It follows that

\[ \{ F, G \} = \int d^3 x \int d^3 y f(x) g^i(y) \{ \tilde{R}^0(x), \tilde{R}_i(y) \}. \quad (B.13) \]

From the definition of the Poisson bracket, this can also be written as

\[ \{ F, G \} = \{ F, G \}_g + \{ F, G \}_f = \int d^3 z \left( \frac{\delta F}{\delta \gamma_{mn}(z)} \frac{\delta G}{\delta \gamma_{mn}(z)} - \frac{\delta F}{\delta \pi_{mn}(z)} \frac{\delta G}{\delta \pi_{mn}(z)} \right) \]

\[ + \int d^3 z \left( \frac{\delta F}{\delta \phi_{mn}(z)} \frac{\delta G}{\delta \phi_{mn}(z)} - \frac{\delta F}{\delta \phi_{mn}(z)} \frac{\delta G}{\delta \phi_{mn}(z)} \right). \quad (B.14) \]

The variations of \( G \) with respect to \( \gamma_{ij} \) and \( \pi^{ij} \) are given by (B.4) and (B.5),

\[ \frac{\delta G}{\delta \gamma_{mn}} = \sqrt{\det \gamma} \nabla_i \left( g^{i} \frac{\pi^{mn}}{\sqrt{\det \gamma}} \right) - \pi^{mi} \nabla_i g^n - \pi^{ni} \nabla_i g^m, \quad (B.15) \]

\[ \frac{\delta G}{\delta \pi_{mn}} = - \left( \gamma_{mj} \nabla_n g^j + \gamma_{mj} \nabla_j g^i \right). \quad (B.16) \]

The variations with respect to \( \phi_{ij} \) and \( p^{ij} \) are given by the analogue of (B.4) and (B.5) for \( f_{\mu \nu} \),

\[ \frac{\delta G}{\delta \phi_{mn}} = \sqrt{\det \phi} \nabla_i \left( g^{i} \frac{p_{mn}}{\sqrt{\det \phi}} \right) - p^{mi} \nabla_i g^n - p^{ni} \nabla_i g^m, \quad (B.17) \]
\[ \frac{\delta G}{\delta \pi_{mn}} = - (\phi_{nj} \tilde{\nabla}_n g^j + \phi_{mj} \tilde{\nabla}_m g^j). \quad (B.18) \]

From equation (2.27), it follows that when computing the variations of \( F \), we need not consider the implicit dependence on the dynamical variables through \( n^i \), but can in fact keep \( n^i \) fixed. It is therefore useful to introduce the notation,

\[ f^i = f n^i, \quad (B.19) \]

and define the quantities,

\[ B_F \equiv \int d^3 x f(x) R^{0(f)}(x), \quad D_F \equiv \int d^3 x f^i(x) R_i^{(g)}(x). \quad (B.20) \]

From these definitions, and (2.20), it follows that,

\[ \frac{\delta F}{\delta \gamma_{mn}} = \frac{\delta D_F}{\delta \gamma_{mn}} + 2m^4 f \frac{\partial}{\partial \gamma_{mn}} (\sqrt{\text{det} \gamma U'}), \quad \frac{\delta F}{\delta \pi_{mn}} = \frac{\delta D_F}{\delta \pi_{mn}}, \quad (B.21) \]

\[ \frac{\delta F}{\delta \phi_{mn}} = \frac{\delta B_F}{\delta \phi_{mn}} + 2m^4 f \sqrt{\text{det} \gamma} \frac{\partial U'}{\partial \phi_{mn}}, \quad \frac{\delta F}{\delta p_{mn}} = \frac{\delta B_F}{\delta p_{mn}}. \quad (B.22) \]

Then the bracket \( \{ F, G \}_g \) can then be written as,

\[ \{ F, G \}_g = \{ D_F, G \}_g + 2m^4 \int d^3 z f \frac{\partial}{\partial \gamma_{mn}} \frac{\delta G}{\delta \pi_{mn}}. \quad (B.23) \]

Since \( n^i \) is kept fixed, the first term is similar in form to (B.7), and is therefore given by

\[ \{ D_F, G \}_g = - \int d^3 z \left( f^i R_i^{(g)} \nabla g^i - g^i R_i^{(g)} \nabla_j f^j \right). \quad (B.24) \]

The second term is (since \( \sqrt{\text{det} \gamma U'} \) and \( \sqrt{\text{det} \gamma U} \) differ by a term independent of \( \gamma \)),

\[ 2m^4 \int d^3 z f \frac{\partial}{\partial \gamma_{mn}} \frac{\delta G}{\delta \pi_{mn}} = -2m^4 \int d^3 z f \sqrt{\text{det} \gamma} \left( U \nabla_j g^j + 2 \nabla U \right) \gamma_{mn} \nabla g^i. \quad (B.25) \]

Now we turn our attention to \( \{ F, G \}_f \), which can be written as,

\[ \{ F, G \}_f = \{ B_F, G \}_f + 2m^4 \int d^3 z f \sqrt{\text{det} \gamma} \frac{\partial U'}{\partial \phi_{mn}} \frac{\delta G}{\delta p_{mn}}. \quad (B.26) \]

The first term is analogous to (B.8), and is therefore given by

\[ \{ B_F, G \}_f = - \int d^3 z f \partial_i \left( g^i R^{0(f)} \right). \quad (B.27) \]

Here as have used

\[ \tilde{\nabla}_i \left( g^i R^{0(f)} \right) = \partial_i \left( g^i R^{0(f)} \right), \quad (B.28) \]

which follows since \( g^i \) is a vector and \( R^{0(f)} \) is a scalar density.\(^9\) The second term becomes,

\[ 2m^4 \int d^3 z f \sqrt{\text{det} \gamma} \frac{\partial U'}{\partial \phi_{mn}} \frac{\delta G}{\delta p_{mn}} = -2m^4 \int d^3 z f \sqrt{\text{det} \gamma} \tilde{U}_{mn} \phi_{nj} \tilde{\nabla}_m g^i, \quad (B.29) \]

where \( \tilde{U}_{mn} \) is defined by (A.5). Putting the above results together, one obtains,

\[ \{ F, G \} = \int d^3 z \left[ - f \partial_i \left( g^i R^{0(f)} \right) - f^i R_i^{(g)} \nabla g^i + g^i R_i^{(g)} \nabla_j f^j - 2m^4 f \sqrt{\text{det} \gamma} \left( U \nabla_j g^j + 2 \frac{\partial U}{\partial \gamma_{mn}} \gamma_{mj} \nabla g^i + \tilde{U}_{mn} \phi_{nj} \tilde{\nabla}_m g^i \right) \right]. \quad (B.30) \]

\(^9\)To derive the identity, one needs the formula for the covariant derivative of a scalar density, \( \nabla_\alpha \phi = \partial_\alpha \phi - \Gamma^\alpha_{\alpha \beta} \partial_\beta \phi \).
We now bring (B.30) to the appropriate form by rewriting the terms. Using integration by parts, the third term can be rewritten as,

\[
\int d^3 z g^i R^{(g)}_j \nabla_j f^i = - \int d^3 z f \partial_i \left( g^i n^j R^{(g)}_j \right) + \int d^3 z f g^i \nabla_i n^j. \tag{B.31}
\]

Using (2.23) and (A.5), it is possible to write,

\[
f \sqrt{\det \gamma \hat{U}} m^j \nabla_m g^j = 2f \sqrt{\det \gamma} \frac{\partial U}{\partial \phi_{mn}} \phi_{nj} \nabla_m g^j + \beta_4 f \sqrt{\det \phi} \nabla_i g^i. \tag{B.32}
\]

The last term in the above expression, together with the fourth term in (B.30), can be rewritten in the following manner,

\[
\int d^3 z f \left( \sqrt{\det \gamma U} \nabla_i g^i + \beta_4 \sqrt{\det \phi} \nabla_i g^i \right) = \int d^3 z f \left( \partial_i \left( g^i \sqrt{\det \gamma U} \right) - g^i \sqrt{\det \gamma \partial_i U} \right). \tag{B.33}
\]

Putting these results into (B.30), and using (2.30), we get,

\[
\{F, G\} = \int d^3 z \left[ - f \partial_i \left( g^i \hat{R}_i \right) + f g^i R^{(g)}_j \nabla_j f^i - f^i R^{(g)}_j \nabla_i g^j + 2m^i f \sqrt{\det \gamma} \left( g^i \partial_i U - 2 \frac{\partial U}{\partial \gamma_{mn}} \gamma_{ij} \nabla_m g^i - 2 \frac{\partial U}{\partial \phi_{mn}} \phi_{nj} \nabla_m g^j \right) \right]. \tag{B.34}
\]

The first term in this expression is the one that appears in the covariance algebra. Thus, to obtain the correct algebra, all other terms must cancel. Note that, since \( f^i = f n^i \), we can write,

\[
f g^i R^{(g)}_j \nabla_j f^i - f^i R^{(g)}_j \nabla_i g^j = f g^i R^{(g)}_j \partial_i f^i - f^i R^{(g)}_j \partial_i g^j. \tag{B.35}
\]

In the second line, writing \( U = \beta_1 [U_1] + \beta_2 [U_2] + \beta_3 [U_3] \), the derivative \( \frac{\partial U}{\partial \gamma_{mn}} \) was computed in equations (3.29)-(3.31). Now we evaluate \( \beta_1 \frac{\partial U}{\partial \phi_{mn}} \) in a similar way. The \( \beta_1 \)-term gives,

\[
\beta_1 \frac{\partial U}{\partial \phi_{mn}} = \beta_1 \frac{\partial \sqrt{x}}{\partial \phi_{mn}} = -\beta_1 \frac{n^m n^n}{\sqrt{x}}. \tag{B.36}
\]

The \( \beta_2 \)-term, on using equation (3.6), becomes

\[
\beta_2 \frac{\partial U}{\partial \phi_{mn}} = \beta_2 \left( -\frac{n^m n^n}{2} D^i_n + n^m D^k n^k + \frac{1}{2} Q^{mn}_1 \right). \tag{B.37}
\]

The \( \beta_3 \)-term, on using (3.6) and (3.7), becomes,

\[
\beta_3 \frac{\partial U}{\partial \phi_{mn}} = \beta_3 \sqrt{x} \left[ \frac{1}{\sqrt{x}} \frac{\partial \left( \sqrt{x} D^i_j \right)}{\partial \phi_{mn}} n^i \phi_{ij} D^k j n^k - D^i k n^k \phi_{ij} \frac{\partial \left( D^i j n^j \right)}{\partial \phi_{mn}} + \frac{n^m n^n}{2x} D^i k n^k \phi_{ij} D^j i n^l \right.
\]

\[
+ D^i j n^m D^k n^k - D^m D^k n^k - D^i j n^m n^l - \frac{n^m n^n}{2x} e_2 (D) + \frac{1}{2} D^i j Q^{mn}_1 - \frac{1}{2} Q^{mn}_2 \right]. \tag{B.38}
\]

Using (3.6), the first two terms of this can be rewritten as,

\[
\frac{\partial \left( \sqrt{x} D^i_j \right)}{\partial \phi_{mn}} n^i \phi_{ij} D^k j n^k - \sqrt{x} D^k j n^k \phi_{ij} \frac{\partial \left( D^i j n^j \right)}{\partial \phi_{mn}} = -n^i \phi_{ij} \left( \sqrt{x} D^j i + \frac{1}{\sqrt{x}} D^j i n^j \phi_{ij} \right) \frac{\partial \left( D^i j n^k \right)}{\partial \phi_{mn}} + \frac{1}{\sqrt{x}} n^i \phi_{ij} D^j i n^k Q^{mn}_1. \tag{B.39}
\]
When combined with the relation\(^{10}\)
\[
n^l \partial \phi_i \left( \sqrt{x} D^l_i + \frac{1}{\sqrt{x}} D^l_i n^q \phi_{ij} \right) \frac{\partial (D^l_j k \phi_{kn})}{\partial \phi_{mn}}
= \frac{1}{2} n^m n^n (D^l_i k n^k \phi_{ij} D^l_i n^l + \sqrt{x} n^m D^{n} \phi_{ij} D^l_i k n^k - \frac{1}{2} \sqrt{x} D^m k n^k D^n l^l i),
\]
this implies that the \(\beta_3\)-term becomes,
\[
\beta_3 \frac{\partial [U]}{\partial \phi_{mn}} = \beta_3 \sqrt{x} \left[ D^l_i n^m (D^n) k n^k - n^m D^n \phi_{ij} D^l_i k n^k - \frac{1}{2} D^m k n^k D^n l^l - \frac{n^m n^n}{4} (D^l_i D^j j - D^j j D^l i) + \frac{1}{2} D^l_i Q^m_{l n} - \frac{1}{2} Q^m_{2 n} + \frac{1}{2} n \phi_{ij} D^l_i k n^k Q^m_{l n} \right].
\]
Putting these together gives \(\partial U / \partial \phi_{mn}\).

Now, observe that the last two terms of (B.34) can be written as,
\[
2 \frac{\partial U}{\partial \gamma_{mn}} \gamma_{nj} \nabla_m g^j + 2 \frac{\partial U}{\partial \phi_{mn}} \phi_{nj} \nabla_m g^j
- \left( \frac{2 \partial U}{\partial \gamma_{mn}} \gamma_{nj} + \frac{2 \partial U}{\partial \phi_{mn}} \phi_{nj} \right) \nabla_m g^j + 2 \frac{\partial U}{\partial \gamma_{mn}} \gamma_{nj} \nabla_m g^j + 2 \frac{\partial U}{\partial \phi_{mn}} \phi_{nj} \nabla_m g^j
\]
The quantity in the parenthesis is computed using (3.29)-(3.31) and (B.36)-(B.41). Its \(\beta_1\)-term is,
\[
\left( \frac{2 \partial U}{\partial \gamma_{mn}} \gamma_{nj} + \frac{2 \partial U}{\partial \phi_{mn}} \phi_{nj} \right)_{\beta_1} = - \beta_1 n^m n^l \phi_{li} \delta^j.
\]
After a short calculation, using (3.9), the \(\beta_2\)-terms become,
\[
\left( \frac{2 \partial U}{\partial \gamma_{mn}} \gamma_{nj} + \frac{2 \partial U}{\partial \phi_{mn}} \phi_{nj} \right)_{\beta_2} = - \beta_2 n^m n^l \phi_{li} \sqrt{x} (\delta^j D^l k - D^l j). \tag{B.44}
\]
Finally, the \(\beta_3\)-term can be written as,
\[
\left( \frac{2 \partial U}{\partial \gamma_{mn}} \gamma_{nj} + \frac{2 \partial U}{\partial \phi_{mn}} \phi_{nj} \right)_{\beta_3}
= - \beta_3 n^m n^l \phi_{li} \sqrt{x} \left( \frac{1}{2} D^j j (D^r r k D^l l k - D^r r k D^l l k) + D^r k D^l j - D^l j D^r k) + \beta_3 A^m \right), \tag{B.45}
\]
where \(A^m\) are given by,
\[
A^m = \sqrt{x} \left[ D^l j (n^m D^k l k n^k + Q^m_{l n}) - (n^m D^k l k n^k - n^l l \phi_{ij} Q^m_{l n}) D^i j k n^k - D^m k n^k D^n l^l - Q^m_{2 n} \right] \phi_{nj}
+ \sqrt{x} \left[ D^l j \phi_{ij} (D^r r k) - \phi_{ki} + \frac{1}{x} n^l l \phi_{ij} D^r r ^l l n^l \phi_{ij} (D^r r k) - \frac{1}{x} n^l l \phi_{ij} n^l l \phi_{ij} \right] \frac{\partial \gamma_{ki}}{\partial \gamma_{mn}} \gamma_{nj}. \tag{B.46}
\]
Using (3.9) and (3.10), this reduces to,
\[
A^m = - \left( \frac{1}{\sqrt{x}} n^l l \phi_{ij} D^r r D^l k n^l + \sqrt{x} D^m i D^k l n^l \right) n^l \phi_{nj} - \frac{1}{\sqrt{x}} n^l l \phi_{ij} n^l l \phi_{ij} \frac{\partial \gamma_{ki}}{\partial \gamma_{mn}} \gamma_{nj} = 0. \tag{B.47}
\]
The vanishing of \(A^m\) follows from the definition of the matrix \(D\) in (2.16), which implies,
\[
x D^m i D^k l = \gamma^m l \phi_{lk} - D^m i D^l j n^l \phi_{lj}, \tag{B.48}
\]
\(^{10}\)Equation (B.40) is analogous to equation 4.6 in [10], and is derived in a similar way.
Putting (B.43), (B.44) and (B.45) together, we get,

\[ 2m^4 \sqrt{\det \gamma} \left( -2 \frac{\partial U}{\partial \gamma_{mn}^{\gamma_{nj}}} - 2 \frac{\partial U}{\partial \phi_{mn}^{\phi_{nj}}} \right) \partial_m g^j = -2 m^4 \sqrt{\det \gamma} \left( \beta_1 \delta^i_j + \beta_2 \sqrt{x} (\delta^i_j D_k^k - D_j^i) \right) + \beta_3 x \left( \frac{1}{2} \delta^i_j \left( D^r_k D^k_r - D^r_k D^r_k + D^i_j D^j_m - D^i_m D^j_k \right) \right) \partial_m g^j = f^i R^j_{(g)} \partial_i g^j, \]  

(B.49)

where (2.28) and (2.30) have been used in the last step. This means that (B.34) simplifies to

\[ \{F, G\} = \int d^3 z \left[ -f \partial_i \left( g^i \tilde{F}^0 \right) + f g^i R^j_{(g)} \partial_i g^j + 2m^4 \sqrt{\det \gamma} \left( g^i \partial_i U - 2 \frac{\partial U}{\partial \gamma_{mn}^{\gamma_{nj}}} \gamma_{nj} \Gamma^j_{mi} g^i - 2 \frac{\partial U}{\partial \phi_{mn}^{\phi_{nj}}} \phi_{nj} \Gamma^j_{mi} g^i \right) \right]. \]  

(B.50)

The final two terms of this can be rewritten as,

\[ 2 m^4 \sqrt{\det \gamma} \left( g^i \partial_i U - 2 \frac{\partial U}{\partial \gamma_{mn}^{\gamma_{nj}}} \gamma_{nj} \Gamma^j_{mi} g^i - 2 \frac{\partial U}{\partial \phi_{mn}^{\phi_{nj}}} \phi_{nj} \Gamma^j_{mi} g^i \right) = g^i \frac{\partial U}{\partial \gamma_{mn}^{\gamma_{nj}}} \partial_i \gamma_{mn} + 2 \frac{\partial U}{\partial \phi_{mn}^{\phi_{nj}}} \partial_i \phi_{mn}. \]  

(B.51)

Furthermore, the derivative of \( U \) can be expressed as,

\[ \partial_i U = \frac{\partial U}{\partial n^j} \partial_i n^j + \frac{\partial U}{\partial \gamma_{mn}^{\gamma_{nj}}} \partial_i \gamma_{mn} + \frac{\partial U}{\partial \phi_{mn}^{\phi_{nj}}} \partial_i \phi_{mn}. \]  

(B.52)

Note that the last two terms in this expression cancels against the terms involving Christoffel symbols in (B.50). Finally, from (2.27), it follows that,

\[ 2 m^4 \sqrt{\det \gamma} f g^i \frac{\partial U}{\partial n^j} \partial_i n^j = -f g^i R^j_{(g)} \partial_i n^j, \]  

(B.53)

which cancels against the second term in (B.50). The bracket (B.50) therefore becomes

\[ \{F, G\} = - \int d^3 z f \partial_i \left( g^i \tilde{F}^0 \right). \]  

(B.54)

In view of (B.13), this yields bracket quoted in (4.4),

\[ \{\tilde{R}^\alpha(x), \tilde{R}^\alpha(y)\} = -\tilde{R}^\alpha(y) \frac{\partial}{\partial x^\alpha} \delta^3(x - y). \]  

(B.55)

**B.2 Evaluation of \( \{\tilde{R}^\alpha(x), \tilde{R}^\alpha(y)\} \)**

In analogy with \( F, B_F \) and \( D_F \) defined as in (B.12) and (B.20), let us also define,

\[ K \equiv \int d^3 y k(y) \tilde{R}^\alpha (y), \quad B_K \equiv \int d^3 y k(y) \tilde{R}^{(f)} (y), \quad D_K \equiv \int d^3 y k(y) \tilde{R}^{(g)} (y). \]  

(B.56)

where, \( k^i = k n^i \) and, as in the previous section, \( n^j \) can be kept fixed when computing the variations. From this, it follows that

\[ \{F, K\} = \int d^3 x \int d^3 y f(x) k(y) \{\tilde{R}^\alpha (x), \tilde{R}^\alpha (y)\}. \]  

(B.57)

The variations of \( F \) are once again given by (B.21), and (B.22), while the variations of \( K \) are given by similar equations with smoothing function \( f \) replaced by \( k \). As before, the bracket \( \{F, K\} \) can be split in two parts, \( \{F, K\} = \{F, K\}_g + \{F, K\}_f \), the first of these is given by,

\[ \{F, K\}_g = \{D_F, D_K\}_g + 2 m^4 \int d^3 z \frac{\partial}{\partial \gamma_{mn}^{\gamma_{nj}}} \left( f \frac{\delta D_K}{\delta \pi^{mn}} - k \frac{\delta D_K}{\delta \pi^{mn}} \right). \]  

(B.58)
The variations $\delta D_F/\delta \pi^{mn}$ and $\delta D_K/\delta \pi^{mn}$ are given by (B.5), and the bracket $\{D_F, D_K\}_{g}$ is similar to (B.7). Putting all this together gives,

$$ \{F, K\}_g = \int d^3z \left[ 2m^4 \sqrt{\det \gamma U^{mn}} \gamma_{nj} (k^j \partial_m f - f^i \partial_m k) - \left( f^i R_j^i \partial_j k^i - k^j R_i^j \partial_j f^i \right) \right], $$  \hspace{1cm} (B.59)

where the covariant derivatives have been replaced with ordinary ones since the terms involving Christoffel symbols cancel.

Now we turn our attention to $\{F, K\}_f$. This bracket is given by,

$$ \{F, K\}_f = \{B_F, B_K\}_f + 2m^4 \int d^3z \sqrt{\det \gamma} \frac{\partial U'}{\partial \beta_{mn}} \left( f \frac{\delta B_K}{\delta \beta_{mn}} - k \frac{\delta B_F}{\delta \beta_{mn}} \right). $$  \hspace{1cm} (B.60)

The variations of $B_F$ and $B_K$ with respect to $p^{ij}$ are given by (B.6) and the terms under the integral sign cancel out. The bracket $\{B_F, B_K\}$ is given by (B.9), now with $R^{(f)} \equiv \phi^{(f)} R_j^i$. Hence,

$$ \{F, K\}_f = \{B_F, B_K\}_f = - \int d^3z \left( f R^{(f)} \partial_k k - k R^{(f)} \partial_f f \right), $$  \hspace{1cm} (B.61)

Combining $\{F, K\}_f$ and $\{F, K\}_g$ yields the expression

$$ \{F, K\} = \int d^3z \left[ - R^{(f)} (f \partial_k k - k \partial_f f) - R_i^j (f^i \partial_j k^i - k^j \partial_f f^i) \right. \\
+ 2m^4 \sqrt{\gamma U^{mn}} \gamma_{nj} (k^j \partial_m f - f^i \partial_m k) \right]. $$  \hspace{1cm} (B.62)

Since $k^i = n^i k$ and $f^i = n^i f$, the second term in this expression is,

$$ - R_i^j (f^i \partial_j k^i - k^j \partial_f f^i) = n^i R_i^j (k^j \partial_f f - f^i \partial_f k). $$  \hspace{1cm} (B.63)

By the definition of $U^{mn}$ (3.3), the last term in (B.62) is,

$$ 2m^4 \sqrt{\det \gamma U^{mn}} \gamma_{nj} (k^j \partial_m f - f^i \partial_m k) \\
= 2m^4 \sqrt{\det \gamma} (k^j \partial_f f - f^i \partial_f k) + 4m^4 \sqrt{\det \gamma} \frac{\partial U}{\partial \beta_{mn}} \gamma_{nj} (k^j \partial_m f - f^i \partial_m k). $$  \hspace{1cm} (B.64)

Then, using the expression for $U$ in (3.28) we have,

$$ 2m^4 \sqrt{\det \gamma} (k^j \partial_f f - f^i \partial_f k) = 2m^4 \sqrt{\det \gamma} \left[ \beta_1 \frac{\beta_2}{\sqrt{x}} + \beta_2 D^i_1 + \beta_3 \sqrt{x} e_2 (D) \right] (k^j \partial_f f - f^i \partial_f k) \\
+ n^i R_i^j (k^j \partial_f f - f^i \partial_f k). $$  \hspace{1cm} (B.65)

The last term cancels against the expression in (B.63), so that (B.62) becomes,

$$ \{F, K\} = \int d^3z \left[ - \left( f R^{(f)} \partial_k k - k R^{(f)} \partial_f f \right) \\
+ 2m^4 \sqrt{\gamma} \frac{\beta_1}{\sqrt{x}} + \beta_2 D^i_1 + \beta_3 \sqrt{x} (D^k D^r_k - D^k_r D^r_k) \right] (k^j \partial_f f - f^i \partial_f k) \\
+ 4m^4 \sqrt{\gamma} \frac{\partial U}{\partial \beta_{mn}} \gamma_{nj} (k^j \partial_m f - f^i \partial_m k). $$  \hspace{1cm} (B.66)

We now concentrate on the last term of (B.66). The $\beta_2$-part of this, using equation (3.30), becomes,

$$ \left[ 4m^4 \sqrt{\gamma} \frac{\partial U}{\partial \beta_{mn}} \gamma_{nj} (k^j \partial_m f - f^i \partial_m k) \right]_{\beta_2} = -2m^4 \sqrt{\gamma} \beta_2 D^m_{nj} (k^j \partial_m f - f^i \partial_m k), $$  \hspace{1cm} (B.67)
where we have used (2.17), together with the relation
\[ \phi_{nk}(D^{-1})^k_l \gamma^{ml} = xD^m_n + D^m_i n^k \phi_{kn}, \] (B.68)
which follows from (2.16). The \( \beta_3 \)-part takes the form, on using (3.31),
\[
\begin{align*}
\left[ 4m^4 \sqrt{\det \gamma} \frac{\partial U}{\partial \gamma_{mn}} \gamma_{nj} (k^i \partial_m f - f^j \partial_n k) \right]_{\beta_3} &= 2m^4 \sqrt{\det \gamma} \beta_3 \left[ \sqrt{x}D_l \phi_{lp} (D^{-1})^l_k - \sqrt{x} \phi_{lk} \
+ \frac{1}{\sqrt{x}} n^l \phi_{lq} D^q_r n^r \phi_{sk} (D^{-1})^s_k \right] \frac{1}{\sqrt{x}} n^r \phi_{rk} n^l \phi_{lk} \\
&= 2m^4 \sqrt{\det \gamma} \beta_3 \sqrt{x} (D^m_k D^k_j - D^m_j D^k_k) (k^i \partial_m f - f^j \partial_n k).
\end{align*}
\] (B.69)

Using (2.17), (B.48) and (B.68), many of these terms cancel in a way similar to the \( \beta_2 \) case in (B.67). After some calculations, the \( \beta_3 \)-part reduces to
\[
\begin{align*}
\left[ 4m^4 \sqrt{\det \gamma} \frac{\partial U}{\partial \gamma_{mn}} \gamma_{nj} (k^i \partial_m f - f^j \partial_n k) \right]_{\beta_3} &= 2m^4 \sqrt{\det \gamma} \beta_3 \sqrt{x} (D^m_k D^k_j - D^m_j D^k_k) (k^i \partial_m f - f^j \partial_n k).
\end{align*}
\] (B.70)

Finally, combining these results with equation (2.30), and performing some manipulations, allows the bracket (B.66) to be expressed as,
\[
\{ F, K \} = \int d^3 z \left[ -(fR^{(f)}\partial k - kR^{(f)}\partial f) - \phi^{ij} R_i^{(g)} (f \partial k - k \partial f) \right] \\
= - \int d^3 z \left[ f \tilde{R}^i \partial k - k \tilde{R}^i \partial f \right],
\] (B.71)
where we have defined
\[
\tilde{R}^i \equiv \phi^{ij} \tilde{R}_j = \phi^{ij} R_i^{(g)} + R^{(f)}.
\] (B.72)

Combining this with (B.57) yields the bracket (4.5),
\[
\{ \tilde{R}^i(x), \tilde{R}^j(y) \} = - \left( \tilde{R}^i(x) \frac{\partial}{\partial x^i} \delta^3(x - y) - \tilde{R}^i(y) \frac{\partial}{\partial y^i} \delta^3(x - y) \right),
\] (B.73)

### B.3 Poisson brackets with the constraint \( C \)

We will now compute the Poisson brackets of \( \tilde{R}^0 \) and \( \tilde{R}_i \) with \( C \) in (2.22). Let us define,
\[
F_C = \int d^3 x f(x) C(x).
\] (B.74)

The variations of \( F_C \) with respect to \( \gamma_{ij} \), \( \pi^{ij} \), \( \phi_{ij} \) and \( \rho^{ij} \) are,
\[
\frac{\delta F_C}{\delta \gamma_{mn}} = \frac{\delta A^0}{\delta \gamma_{mn}} + \frac{\delta A}{\delta \gamma_{mn}} + 2m^4 f \frac{\partial}{\partial \gamma_{mn}} \sqrt{\det \gamma V}, \quad \frac{\delta F_C}{\delta \pi^{mn}} = \frac{\delta A^0}{\delta \pi^{mn}} + \frac{\delta A}{\delta \pi^{mn}} = 0,
\] (B.75)

where,
\[
A^0 \equiv \int d^3 x f(x) \tilde{R}^{(g)}(x), \quad A \equiv \int d^3 x f(x) R_i^{(g)}(x) D^i_j (x)n^j(x).
\] (B.77)

Now, for \( G \) defined in (B.12), we evaluate the bracket \( \{ F_C, G \} \) by splitting it in two parts,
\[
\{ F_C, G \} = \{ F_C, G \}_g + \{ F_C, G \}_f.
\] (B.78)
The $g$-bracket is given by,

$$\{F_C, G\}_g = \{A^0, G\}_g + \{A, G\}_g + 2m^4 \int_3^7 \delta G \frac{\frac{\partial}{\partial f (\sqrt{\det \gamma})} \delta G}{\partial \gamma_{mn}}. \quad (B.79)$$

The first bracket in this expression is similar to (B.8), and therefore becomes

$$\{A^0, G\}_g = - \int \delta_3^7 f g f g (g^i R^{(g)}(g)) = - \int \delta_3^7 f g f g (g^i R^{(g)}(g)) \quad (B.80)$$

The last step holds since $g^i$ is a vector and $R^{(g)}$ is a scalar density, in analogy with (B.28). The second bracket is similar to (B.7), but there will be an extra term due to the fact that the variation of $D^{j,n^j}$ with respect to $g_{ij}$ does not vanish. The bracket therefore becomes

$$\{A, G\}_g = - \int \delta_3^7 f g f g (g^i R^{(g)}(g)) + \int \delta_3^7 f g f g (D^{j,n^j}) \quad (B.81)$$

The $f$-bracket $\{F_C, G\}_f$ is given by,

$$\{F_C, G\}_f = \int \delta_3^7 f g f g (g^i \partial (D^{j,n^j}) \frac{\delta G}{\delta \gamma_{mn}} + 2m^4 f \sqrt{\det \gamma} \partial \gamma_{mn} \frac{\delta G}{\partial \phi_{mn}} \right]. \quad (B.82)$$

Putting these together gives,

$$\{F_C, G\} = \int \delta_3^7 f g f g (g^i R^{(g)}(g) \nabla_i g^k) - \int \delta_3^7 f g f g \left(g^i R^{(g)}(g) \nabla_i g^k + f S_{mn}^{(g)} \frac{\delta G}{\partial \gamma_{mn}} + f Z_{mn} \frac{\delta G}{\partial \phi_{mn}} \right). \quad (B.83)$$

Here, $S_{mn}$ is defined in (2.37) and $Z_{mn}$ is defined in (3.5). The first term can be rewritten as,

$$\int \delta_3^7 f g f g (g^i R^{(g)}(g) \nabla_i g^k) = - \int \delta_3^7 f g f g \left(g^i R^{(g)}(g) \nabla_i g^k \int \delta_3^7 f g f g \left(\nabla_i (D^{j,n^j}) \right) + f S_{mn}^{(g)} \frac{\delta G}{\partial \gamma_{mn}} + f Z_{mn} \frac{\delta G}{\partial \phi_{mn}} \right). \quad (B.84)$$

The expression for the variation of $G$ given in (B.16), together with (2.39), allows us to write

$$\int \delta_3^7 f g f g \left(\nabla_i (D^{j,n^j}) \right) = - \int \delta_3^7 f g f g \left(\nabla_i (D^{j,n^j}) \right) + f S_{mn}^{(g)} \frac{\delta G}{\partial \gamma_{mn}} + f Z_{mn} \frac{\delta G}{\partial \phi_{mn}} \right). \quad (B.85)$$

where the first term can be further simplified using,

$$\sqrt{\det \gamma} \nabla g^i = \partial^i \left(g^i \sqrt{\det \gamma} \right) = g^i \sqrt{\det \gamma} \partial^i \left(g^i \sqrt{\det \gamma} \right) \quad (B.86)$$

In a similar way, using (3.14) and (B.18), we can write

$$\int \delta_3^7 f g f g \left(\nabla_i (D^{j,n^j}) \right) = - \int \delta_3^7 f g f g \left(\nabla_i (D^{j,n^j}) \right) + f S_{mn}^{(g)} \frac{\delta G}{\partial \gamma_{mn}} \nabla_m g^i \right). \quad (B.87)$$

Putting all of this together, the bracket $\{F_C, G\}$ becomes

$$\{F_C, G\} = \int \delta_3^7 f g f g \left[\partial^i \left(g^i \Delta \right) + \Delta \right]. \quad (B.88)$$

where $\Delta$ is the same as the quantity $\Delta$ in (3.25) with $L^i$ replaced by $g^i$,

$$\Delta = R^{(g)}(g) \left(\nabla_i (D^{j,n^j}) g^i - D^{j,n^j} \nabla_i g^i \right) + 2m^4 \sqrt{\det \gamma} \left(\partial_i V g^i + \gamma_{jk} V^{jk} \nabla_i g^j - \phi_{jk} W^{jk} \nabla_i g^j \right). \quad (B.89)$$
We now show that $\Delta' = 0$. First, note that the Christoffel symbols in the first two terms cancel,

$$R^{(g)}_i \left( \nabla_i (D^i k_n^k) g^j - D^i k_n^k \nabla_i g^j \right) = R^{(g)}_i \left( \partial_i (D^i k_n^k) g^j - D^i k_n^k \partial_i g^j \right) \quad (B.90)$$

The last two terms of $\Delta'$ are,

$$\gamma_{jk} \nabla^i g^j - \phi_{jk} \nabla^i g^j = (\nabla^i \gamma_{jk} - \nabla^i \phi_{jk}) \partial_i g^j + \left( \nabla^i \gamma_{jk} \Gamma^j_{il} - \nabla^i \phi_{jk} \Gamma^j_{il} \right) g^j. \quad (B.91)$$

Using the symmetry relation (2.18), it follows from (2.40) and (3.13) that

$$\nabla^i \gamma_{jk} - \nabla^i \phi_{jk} = \frac{n^k \phi_{km}}{\sqrt{x}} D^i \Gamma^l_n \left[ \beta_1 \delta^m_j + \beta_2 \sqrt{x} (\delta^m_j D^r - D^m_j) \right.
\left. + \beta_3 x \left( \frac{1}{2} \delta^m_j \left( D^r D^h - D^r D^h \right) + D^m_n D^n_j - D^m_j D^r \right) \right], \quad (B.92)$$

which, together with (2.28) and (2.30), implies that

$$2m^4 \sqrt{\det \gamma} (\nabla^i \gamma_{jk} - \nabla^i \phi_{jk}) = R^{(g)}_i D^i k_n^k. \quad (B.93)$$

Also, since $\nabla^i \gamma_{jk}$ and $\nabla^i k_n^k$ are symmetric, the last two terms in (B.91) become,

$$\nabla^i \gamma_{jk} \Gamma^j_{il} = \frac{1}{2} \nabla^i \partial_i \gamma_{lk}, \quad \nabla^i \phi_{jk} \Gamma^j_{il} = \frac{1}{2} \nabla^i \partial_i \phi_{lk}. \quad (B.94)$$

The above equations can be used to rewrite $\Delta'$ as,

$$\Delta' = R^{(g)}_i \partial_i (D^i k_n^k) g^j + m^4 \sqrt{\det \gamma} \left[ 2 \partial_i V g^i + \left( \nabla^m \partial_i \gamma_{mn} - \nabla^m \partial_i \phi_{mn} \right) g^i \right]. \quad (B.95)$$

We will now compute $\partial_i V$. From (2.25) it follows that,

$$\partial_i V = \beta_1 \partial_i \left( \sqrt{x} D^i \right) + \frac{1}{2} \beta_2 \left( 2 \sqrt{x} D^i_j \partial_i \left( \sqrt{x} D^i_k \right) - \partial_i \left( x D^i_k D^i_j \right) \right) + \frac{1}{6} \beta_3 \left( 3 x D^i_j D^i_k \partial_i \left( \sqrt{x} D^i_l \right) - 3 x D^i_k D^i_j \partial_i \left( \sqrt{x} D^i_l \right) - 3 \sqrt{x} D^i_j \partial_i \left( x D^i_k D^i_j \right) + 2 \partial_i \left( x^{3/2} D^i_k D^i_l D^i_j \right) \right) \quad (B.96)$$

To evaluate this, we need the following derivatives that can be computed using equation (2.16),

$$\partial_i \left( \sqrt{x} D^i \right) = \frac{1}{2} \frac{1}{\sqrt{x}} \left[ -2 n^i \partial_i (D^i n) - \phi_{ij} (D^{-1})_{kj} \gamma^{km} \gamma_{ln} \partial_l \gamma_{mn} + Q^d_{ij} \partial_i \phi_{ij} \right],$$
$$\partial_i \left( x D^i_k D^i_j \right) = -2 D^i_k m^m \phi_{ij} \partial_i (D^i n) - \phi_{ij} \gamma^{mn} \partial_i \gamma_{mn} + Q^d_{ij} \partial_i \phi_{ij}, \quad (B.97)$$
$$\partial_i \left( x^{3/2} D^i_k D^i_l D^i_j \right) = \frac{3}{2} \frac{1}{\sqrt{x}} \left[ -2 D^i_k m^i m^m \phi_{ij} \partial_i (D^i n) - \phi_{ij} D^i_k \gamma^{mn} \partial_l \gamma_{mn} + Q^d_{ij} \partial_i \phi_{ij} \right].$$

Using these expressions, as well as (2.40) and (3.13), equation (B.96) can be rewritten as

$$\partial_i V = \left[ \frac{\beta_1}{\sqrt{x}} n^i \phi_{ij} + \beta_2 \left( D^r n^i \phi_{ij} - D^i m^m \phi_{ij} \right) \right. \left. + \beta_3 x \left( \frac{1}{2} \left( D^r D^h - D^r D^h \right) n^i \phi_{ij} - D^r D^i m^m \phi_{ij} + D^j D^k m^m \phi_{ij} \right) \right] \partial_i (D^i n)$$
$$- \frac{1}{2} \nabla^m \partial_i \gamma_{mn} + \frac{1}{2} W^m n \partial_i \phi_{mn}, \quad (B.98)$$
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which, together with (2.18) and (2.28) implies
\[
2m^4 \sqrt{\det \gamma} \partial_i V = - R^{(0)}(D_i n^k) - m^4 \sqrt{\det \gamma} \left( \bar{V}^{mn} \partial_i \gamma_{mn} - \bar{W}^{mn} \partial_i \phi_{mn} \right). \tag{B.99}
\]
Substituting this in (B.95) gives \( \Delta' = 0 \), as desired, and one obtains,
\[
\{ F_C, G \} = - \int d^3 z f \partial_i (g^i \mathcal{C}). \tag{B.100}
\]
This expression is of the same form as (B.54), but with \( \tilde{R}^0 \) replaced by \( \mathcal{C} \). By the same argument as for that bracket, it follows that
\[
\{ \mathcal{C}(x), \tilde{R}_i(y) \} = - \mathcal{C}(y) \frac{\partial}{\partial x^i} \delta^3(x - y). \tag{B.101}
\]
Since \( \mathcal{C} \) is a scalar density, it should transform as such under spatial diffeomorphisms. Note that the Poisson bracket above is of the same form as (4.4). Since \( \tilde{R}^0 \) is also a scalar density, this means that \( \mathcal{C} \) transforms in the appropriate way, consistent with our earlier results.

Finally, we look at the bracket \( \{ \mathcal{C}(x), \tilde{R}^0(y) \} \). Recall from (3.1) that
\[
\mathcal{C}(2)(x) \approx - \int d^3 y \left[ L^i(y) \{ \mathcal{C}(x), \tilde{R}_i(y) \} + L(y) \{ \mathcal{C}(x), \tilde{R}^0(y) \} \right]. \tag{B.102}
\]
Imposing the constraint \( \mathcal{C} = 0 \), equation (B.101) implies that
\[
\int d^3 y L(y) \{ \mathcal{C}(x), \tilde{R}^0(y) \} = - \mathcal{C}(2)(x) + L^i(x) \frac{\partial}{\partial x^i} \mathcal{C}(x) \approx - \mathcal{C}(2)(x), \tag{B.103}
\]
since the spatial derivative of \( \mathcal{C} \) vanishes on the constraint surface. In particular, equation (B.103) shows that \( \mathcal{C}(2) \) is independent of \( L^i \), as discussed in section 3.2. Then it follows that computing the bracket \( \{ \mathcal{C}(x), \tilde{R}^0(y) \} \) involves preforming essentially the same calculations as those in section 3. The result is
\[
\{ \mathcal{C}(x), \tilde{R}^0(y) \} = - \frac{\mathcal{C}(2)(x)}{L(x)} \delta^3(x - y). \tag{B.104}
\]
The right hand side of (B.104) is independent of \( L \), as can be seen from (3.35).
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