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Abstract. The objective of this study is to get an overview of the improvements applied in a number of studies and problems that have not been resolved. We have surveyed more than 30 scientific articles obtained from scientific article portals such as Science Direct, IEEE explore, Arxiv, and Google Scholar. Based on this abstract, we obtain similarities and differences based on the problem solved, the preprocessing method for data input, and the approach taken to achieve the goal. The results show that some problems have not been resolved by CNN in the text mining domain and NLP. This happens because CNN has been used to solve problems in each case such as sentiment analysis, classification of documents or NLP cases such as entities and their relationships, or semantic representation. CNN has shown to be very effective in areas such as image recognition or classification. However, at present, there are many CNN studies that use text as processed data. Text mining and Natural Language Processing (hereinafter referred to as NLP), is the most interesting research domain for now. Various development of sentiment analysis, information extraction, document classification, or the introduction of entities extensively entering business subjects, medicine, or data security.

1. Introduction
Convolutional Neural Networks, known as CNN, is a category of Neural Networks that uses a multilayer perceptron variation that is designed for minimal preprocessing. CNN is also known as shift invariant or space invariant artificial neural networks (SIANN), based on shared-weights architecture and invariance translation characteristics[1]. CNN has proven to be very effective in areas such as image recognition or classification. However, at present, there are many CNN studies that use text as processed data. Text mining and Natural Language Processing (hereinafter referred to as NLP), is the most interesting research domain for now. Various development of sentiment analysis, information extraction, document classification, or the introduction of entities extensively entering business subjects, medicine, or data security.

Some research has shown the success of CNN in processing images. The research claims that CNN has succeeded in identifying traffic signs [2], the robot that can recognize objects [3] and is able to classify images into 1000 classes [4]. However, it does not mean that CNN is only able to work for image data; some studies have also tested text data. A literature review has been conducted on CNN [5] for image, sound, and text data. In the survey paper, produces a taxonomy that describes the structure of CNN that has been done. The taxonomy can be seen in Figure 1.
In Figure 1, a detailed structure of CNN can be shown in the surveyed article, but it does not specifically address cases of text mining and NLP domains. Other surveys have also been conducted on the influence of input vectors, filter sizes, a number of map features, activation functions, pooling strategies, and regularizations in CNN to classify documents [6]. In the article provide some suggestions for further research. In our previous research, a survey of deep learning has been conducted in the text-mining and NLP domains [7]. In the survey, deep learning is generally discussed in the same domain. Nonetheless, the survey did not specifically explain the use of CNN.

More than 30 studies were discussed in this survey study. The discussion focuses more on the cases that have been resolved by CNN, how preprocessing is done, what is the function of CNN in solving problems in the research, and how the CNN architecture is used. The purpose of this study is to provide an overview of research results in CNN as a method used in text mining and NLP.

2. Methods
A survey paper aims to convey similarities and differences (gaps) that appear in the reference paper. To achieve this in this study, we collected articles from several credible sources such as Elsevier, google scholar, IEEE, and Science Direct. All articles collected were related to CNN in the case of text mining and NLP domains. The article has been declared accepted or is in the process of being reviewed in the 2015-2018 period. Once collected, all articles are summarized to obtain the core of each research (problem, preprocessing, CNN network architecture, and CNN functions). Based on the summaries obtained, we group those that have similarities and separate those that have differences. At the end of this method, discuss what can still be done by other studies that will use CNN to solve cases with text data.

3. Results and Discussion
In this section the discussion begins with the equations found in the articles collected, then the differences in the problems solved, the input structure, the CNN function in solving problems, and the CNN architecture used.

3.1 Applications
CNN application in the case of data security found 5 problems regarding spam, code injection, and malware detection. Detection of code injection on a mobile device was carried out by Ruibo Yan et al. [8]. The test results on the application obtain precision of 98.48%. In the case of malware detection, 2 studies were found, namely those carried out by ElMouatez Billah et al [9] dan Fabio Martinelli et al[10]. They use CNN to detect malware on Android mobile devices. Although the data they use is not the same, both from the source and the amount, the results obtained are very satisfying, which is around
85% to 95% and 96% -99%. For spam detection problems, Luyang Li et al and Yafeng Ren et al. Have different research questions. Luyang Li et al. Focused more on research on presenting data and looking for combinations of features that were considered optimal[11]. In the test, the results obtained that CNN and its variations are no better than the proposed method. Whereas Yafeng Ren et al. Used CNN to detect spam opinions with unsatisfactory results compared to Bidirectional Average Gated Recurrent Neural Network (GRNN)[12].

In the case of analytical sentiment, many studies have been carried out using CNN. Sentiment analysis in the aspect level or done by Souja Poria et al using Deep CNN plus Linguistics Patterns for sentiment aspects in product reviews obtained 87% accuracy[13]. In another study Souja Poria et al. Also classified sentiments based on visual, audio and textual[14]. Overview of aspects also develops not only on objects but also on external factors that influence sentiment[15] and add emoji elements as features[16]. Besides focusing on cases, there is also research on sentiments that test parameters[17], network[18], and classification technique[19].

Research in classifying and summarizing documents is quite dominating. 15 studies were found related to this, and 7 of them used medical data. Medical cases raised are quite diverse, ranging from breast cancer[20], medical records[21-23], online medical consultation [24], linkages of drugs to diseases[25], and mental health[26]. Another focus is to use CNN to see the relationship between one entity and another, such as cause-effect, component-overall, employee-leader, etc [27]. In several articles found, there are studies that try to link the image with the title. Recognition is done at the character level [28-29]. Not only classifications of sentiments or documents, but CNN is also used for summarizing singles and multi-documents [30-31].

Natural language processing or NLP is an important element in text mining. In this study, there were 7 studies using CNN to obtain a linguistic analysis. To detect paraphrasing in a document, Basant Agarwal et al. Combine CNN with Recurrent Neural Network or RNN[32]. The recognition of the entity and its relationship is carried out by Suncong Zheng et al. by combining CNN with Bidirectional Long Short Term Memory [33]. Jiaming Xu et al tried to produce semantic features in the classification of short documents[34]. The automatic annotation system was created by Baiwei et al on sentiment by combining CNN with BiLSTM [35].

3.2 Feature Representation
How to represent data or in this case in the form of text or documents has a clear influence on the results to be achieved. Ye Feng and Byron suggested using word vectors instead of one hot encoding[6]. However, Jiaming Xu and colleagues compiled words into binary codes using unsupervised dimensionality reduction methods. The results obtained are claimed to be successful by combining learning representations[34]. Zufan Zhang et al. Used Semantic embeddings, sentiment embeddings, and lexicon embeddings to gain attention in the case of analytical sentiment. The results obtained are quite promising because these representations are considered to represent global features[36].

3.3 Network Architecture
This section is used to explain the various types of network architecture. They use the Hybrid Deep Learning Network, a combination of CNN, Long Short Term Memory (LSTM), and Fully Connected Layer[8]. Tests carried out on several CNN, and SCNN architectures cannot be said to be superior when compared to Sentence Weight Neural Network (SWNN) in the case of detection of review spam[11], and various network combinations in the case of analytical sentiment[18]. The hybrid neural network is bidirectional encoder-decoder LSTM module (BiLSTM-ED) for entities extraction. CNN module for classification of relations [33]. Complete information generated by extraction uses a new pooling scheme and a combination of convolutional layer and the bidirectional long-short-term memory [37]. Three different attentions including attention vectors, LSTM (Long Short Term Memory) attention and attentive pooling are integrated into CNN models [36]. A tag prediction model based on convolutional neural networks (CNN) and bi-directional long short term memory (BiLSTM) networks [35]. For optimal clusters by employing K-means to cluster the learned representations [34].
In a study conducted by Zufan Zhang et al, CNN was used as part of the feature extraction process. 3 CNN networks are used to process 3 types of input representations to get attention. The resulting output then uses the regression concept proposed to classify short documents[36].

Based on the survey results that we conducted in this article, various developments carried out by the researchers have been discussed thoroughly. A number of studies conducted tests on CNN in various cases. In text mining and NLP domains, CNN has proven its ability to overcome the problem of text or natural language data. Even when CNN compared to RNN to classify medical records documents, there was a little anomaly. The basic character of CNN is designed to process data in the form of matrices, not for data sequences, but CNN can outperform RNN [26]. However, in some studies, CNN is still combined with RNN, LSTM or BiLSTM [32][33][35].

Representative features should have a strong influence on accuracy. There are not many studies that measure the influence of various feature representation on the performance of CNN in text mining and NLP domains. Our survey results show that representation in the form of word embedding is more trusted as a form of input than one hot encoding. But not so with research that represents words to be more flexible in obtaining semantic features [34]. In this viewpoint, CNN can be used as a method for extracting features [32][15][12][29] or model sentences [37]. The resulting value is then used by RNN, BiLSTM [33], SVM, K means, etc.

The working mechanism or method proposed in a study must be unique. Research contributions are seen from the differences between research with one another in the same domain. The neural network architecture is one part of the mechanism. In this survey, we found that CNN is not only the main algorithm for answering research questions, but also as an algorithm that supports the functions of other algorithms. Based on our survey, several studies combined CNN with other neural networks [32-33], regression[24] or clustering[27][34]. This one-sided merger has positive expectations, but cannot be denied undesirable consequences. All research aims to get high accuracy. Meanwhile, high computing will haunt the application of multiple layers of algorithms. This will be felt in a lot of data usage. Besides combining, CNN also experiences variations in the structure and number of convolution layers[21][8].

4. Conclusion
The survey results that we conducted have produced reviews from various perspectives. In general, further research suggested is more to test in other cases. Based on this, the first suggestion we can convey is to test the computational efficiency of the CNN architecture. This is important to obtain test results not only on accuracy but also on the speed and efficiency of memory usage. The second suggestion is to develop research in the NLP domain. The survey results that we have obtained are not many that discuss CNN to improve language patterns, recognize name entities, or part of speech recognition. Next, we will test CNN in the case of Name Entity Recognition.
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