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ABSTRACT
The pulsation of cavitation bubbles under constraint conditions has complex dynamic characteristics and has been widely applied in various fields, such as liquid pumping, underwater propulsion, and clinical applications. In this study, the dynamic behaviors of a laser-induced bubble in a tube are investigated under different initial conditions. A high-speed optical visualization is carried out in the experiments. The numerical simulation based on the volume-of-fluid method is implemented on the open source code OpenFOAM. From the experimental observation and numerical analysis, an axial jet pointing toward the front end of the tube is generated during bubble shrinkage. According to the type of the axial jet, the collapse patterns are classified into three regimes: one-dimensional, transitional, and three-dimensional. Furthermore, it is also found that the normalized initial energy of the bubble and the length-to-diameter ratio affect the maximum length and the pulsation period of the bubble. Finally, the transition mechanism of the collapse patterns from one dimension to three dimension is obtained through a phase diagram by combining experimental observations with numerical simulation.

I. INTRODUCTION
The phenomenon of cavitation has been observed in the fields of industrial cleaning,1–3 biomedical engineering,4–6 chemical reactions,7–9 marine engineering,7,8 and other applications.9,10 Its dynamic behaviors have been studied in detail experimentally, theoretically, and numerically. In a uniform flow, a cavitation bubble can remain spherical during volume oscillation. For the constraint conditions, the pulsation of cavitation bubbles has more complex dynamic characteristics, which appear more frequently in the practical application.11–13 Kornfeld and Suvorov1 were the first to propose that the cavitation bubble close to the rigid wall deformed besides the periodic oscillation. The rigid wall created asymmetry in the flow field and forced the bubble to collapse non-spherically, so that a jet pointing from high pressure to low pressure was generated and penetrated the opposite edge of the bubble. With the development of high-speed photography, the dynamic behaviors of cavitation have been deeply studied under the constraint conditions of a solid wall,16–17 an elastic boundary,18–20 a free surface,21–23 and body force.24,25 Supponen et al.26 classified the jets into three distinct regimes: weak, intermediate, and strong, combining theoretical considerations with hundreds of high-speed visualizations of bubbles collapsing near different kinds of boundaries.

For the surrounding boundaries, the dynamic behaviors of cavitation in a narrow tube have attracted more and more attention and are of significance in various applications such as underwater propulsion,28–31 fluid mixing and pumping in microfluidic devices,32,33 and needle-free injection applications.34,35 In this
background, scholars devoted various experimental and numerical works to gain a better understanding of the dynamic behaviors of bubble pulsation in the tube. Ory et al.\textsuperscript{33} studied the fluid dynamics of the growth and collapse of a vapor bubble in a small tube. It was found that the curvature of the end surfaces of the bubble during collapse remained relatively small. Sun et al.\textsuperscript{34} analyzed the length and volume of a laser-induced cavitation bubble in a microtube. The experimental observation showed that the cavitation bubble expanded and contracted along the microtube. These studies indicate that the bubble motion in the tube can remain very nearly one-dimensional until the end of the collapse. On the other hand, Xu et al.\textsuperscript{35} investigated the dynamic characteristics of a spark-induced cavitation in a rigid tube using high-speed observation. The length and the inner diameter of the tube were 112 mm and 8 mm, respectively. At the stage of contraction, the bubble was deformed into toroidal since an axial jet pierced its surface. After the collapse of the toroidal bubble, a swirling jet pointing toward the circumferential wall of the tube was generated. The generation of the swirling jet is suggested to be because of three-dimensional collapse in the study of the bubble dynamics. Similar phenomena were also observed in the studies of Ji and Zou et al.,\textsuperscript{36,37} Ni et al.,\textsuperscript{38} Zhang et al.,\textsuperscript{39} and Wang et al.\textsuperscript{40} Besides, Ji et al.\textsuperscript{37} also observed a phenomenon of secondary cavitation when the spark-induced cavitation collapses in the tube. From the studies mentioned above, it is worth noting that the bubble motion shows apparent differences during its growth and collapse because of the flow state in tubes with different sizes. Thus, it is required to analyze the dimensional effects of the bubble’s motion and the transition mechanism of different pulsation patterns.

From these backgrounds, it is interesting to investigate the dynamic behaviors of bubble motion in a tube. In the experiment, a Nd:YAG laser is used to generate cavitation bubbles in an acrylic tube. A high-speed observation is carried out to investigate the pulsation of the cavitation bubble with different length-to-diameter ratios. To clarify detailed information like the interface instability and flow field, numerical simulations based on the volume-of-fluid (VOF) method are also implemented on the open source code OpenFOAM in consideration of the liquid compressibility and accurate capture of the phase interface. From the experimental observation and numerical analysis, the dimensional effects of the bubble motion are related to the type of the generated axial jet pointing toward the tube’s end. For the first pulsation period, we investigate three different regimes of collapse patterns. Finally, the transition mechanism of the bubble pulsation from one dimension to three dimension is discussed by combining with some other experimental results.

II. EXPERIMENTAL SETUP

The experimental apparatus for the observation of a laser-induced cavitation in a tube is shown in Fig. 1. An acrylic-made tube with the outer diameter of 20 mm is fixed by a holder in a water tank containing distilled water and the tube’s inner diameter is varied under different conditions. The size of the water tank is 100 mm in width, 300 mm in length, and 100 mm in depth. The cavitation is generated by focusing a Nd:YAG laser pulse (Quanta-Ray Pro, Spectra-Physics, CA, USA) on a black point on the front end, which is blocked by a thin acrylic slice. The wavelength of the laser pulse is 1064 nm, the duration of the laser is 10 ns, and the spot area on the front end of the tube is about 0.785 mm$^2$. The laser energy is measured by an energy meter (Vega, Ophir Optronics Solutions Ltd., Jerusalem, Israel). To better observe the morphology and other characteristics of the cavitation bubble, an experimental visualization is carried out using a high-speed camera (Phantom V1612,
For the numerical simulation of the dynamic behaviors of cavitation bubbles, the boundary element method, the VOF method, and the level-set method are commonly used to analyze the phase interface. Besides, it is required to consider the compressibility and immiscibility of the fluid for describing the bubble morphology and reveal some key scientific problems, such as the mechanism of jet formation and the interface instability based on previous studies. Therefore, to better understand the detailed information of the surrounding flow field around the bubble and to reveal the jet mechanism during bubble shrinkage and collapse in the presence of interface instability, the VOF method is implemented on the open source computational fluid dynamics (CFD) platform OpenFOAM and the compressible multiphase solver compressibleInterFoam is used in the simulation. The solver uses MULES algorithm to maintain a sharp interface between two phases and it is based on the flux-corrected transport (FCT) method, which is an algebraic reconstruction method of the interface. In the VOF method, a variable \( \alpha \) is defined to represent the phase fraction of the fluid. Here, \( \alpha = 1 \) and \( \alpha = 0 \) mean that the grid is full of liquid and gas, respectively. The governing equations and settings of the physical constants involved in the simulation are listed in Appendix A. All partial differential equations in the solver are solved using the finite volume method.

To investigate the dimensional effects of the bubble pulsation in a tube, simulations are carried out in three-dimensional geometry. The o-block structured grid method is used in meshing, a tube with the size of 40 mm in length and 3 mm in inner diameter is chosen as an example to illustrate the mesh situation as shown in Fig. 2. According to the experimental setup, the cavity with high pressure and temperature is set on the front end of the tube and the pulsation of the bubble is within the region A. The grids in region A are adequately refined to capture the flow field accurately. A cube of \( 10 \times 10 \times 10 \text{ mm}^3 \) is placed in region B to simulate the fluid area outside of the tube and reduce the impact and reflection of the pressure wave. The boundary conditions are set as follows: the pressure of the cube’s top surface (the yellow part of Fig. 2) is set to a fixed value of 101 325 Pa, and the phase fraction is set to a fixed value as one since the tube is immersed entirely in the water. The other boundaries are set to no-slip boundary conditions.

To establish the accuracy of the CFD solution and to maintain a high computational efficiency, the medium mesh with approximately one million grids is selected to simulate the bubble pulsation in a tube based on the grid convergence study in Appendix B.

**IV. RESULTS AND DISCUSSION**

A. Typical observations of bubble dynamic behaviors in a tube

Figure 3 shows the images of the pulsation of a laser-induced cavitation in a tube. The high-speed camera captures the images at a frame rate of 40 kfps and an exposure time of 3 \( \mu \text{s} \). In the experiment, the energy of the laser pulse is about 0.958 J. The tube with a length of 40 mm and an inner diameter of 3 mm is immersed in the water tank full of distilled water. The strong flash is captured in Fig. 3(a) and indicates the generation of the laser-induced plasma. Based on the previous studies, the duration of the plasma flash is approximately 200 ns. Here, first compression waves can be generated by the expansion of the plasma channel although they cannot be captured in the figure. Subsequently, the bubble begins to expand driven by the pressure gradient. A group of small bubbles is observed on the wall of the tube from approximately 0.9 ms [Fig. 3(d)]. These small bubbles expand and shrink along the tube axis during the cavitation expansion. This phenomenon is also called the secondary cavitation, which was found in the Ji’s experiment as well. The secondary cavitation can be induced due to the tensile area behind the reflection of the first compression waves. At 2.4 ms, the bubble surface in the middle seems to stop expanding, while the part close to the tube wall continues moving forward with the bubble expansion. Thus, the concave shape at the bubble surface is formed. The bubble reaches the maximum length of 11.12 mm at 2.9 ms. It should be noted that there are small chaotic bubbles that appear and develop accompanied by the main bubble during the expansion [Figs. 3(e)–3(h)].

![FIG. 2. Simulation geometry and mesh situation.](image-url)
while they weakly affect the morphology of the main bubble. These bubbles may be caused by the focusing method of the laser since we smear the black ink in the front of the tube to gather the energy of the laser easier. With the shrinkage of the cavitation, a detachment phenomenon occurs at the concaved part of the bubble, at 3.3 ms. The detachment can be caused by the shear flow due to the wall effect. At last, it collapses at $t = 6.0$ ms in Fig. 3(n). After that, many small and chaotic bubbles are formed during the rebound period, as shown in Fig. 3(o). In general, these bubbles pulsate several similar periods under the pressure difference although the pulsation amplitude decreases gradually until the oscillation disappears. The results suggest that the pulsation of the laser-induced cavitation barely have quantitative characteristics after the first collapse. Hence, the bubble motion during the first period is our main concern in the present study. The maximum length and pulsation period of the bubble are thought to be used to describe the characteristics of the bubble pulsation. Compared with the previous observation, the pulsation of the bubble in this case seems not to remain one-dimensional since the surface of the bubble is no longer flat during bubble pulsates.

Based on the experimental condition in Fig. 3, a numerical simulation is carried out and the results are shown in Fig. 4. For simulating a laser-induced cavity, setting the initial conditions is challenging. The empirical formula and a theoretical model are commonly used to determine the initial conditions, such as the Rayleigh–Plesset equation used in the infinite liquid. According to other discussions on the bubble evolution in a fluid, the laser-induced cavitation can be initiated by setting a small volume of high-pressure gas. In the present study, a quasi-one-dimensional model [Eq. (1)] of the bubble pulsation in a tube is used to determine the pressure inside the initial bubble in the numerical simulation,

$$l_L\rho_L \frac{d^2 X}{dt^2} = P_b(t) - P_\infty - \xi \frac{dX}{dt},$$  \hspace{1cm} (1)

Here, $l_L$ is the length of the liquid column inside the tube, $\rho_L$ is the liquid density, $X$ is the length of the bubble, $P_b(t)$ is the time-varying pressure inside the bubble, $P_\infty$ is the ambient pressure, and $\xi$ represents the effect of viscous losses due to the tube’s wall, and it can be modeled as $\xi = 32 \mu_L l_L/D^2$; here, $\mu_L$ is the liquid dynamic viscosity and $D$ is the diameter of the tube. Assuming there is no heat transfer between liquid and gas, Eq. (1) can be derived as

$$l_L\rho_L \frac{d^2 X}{dt^2} = P_0 \left( \frac{V_0}{V(t)} \right)^{\gamma} - P_\infty - \xi \frac{dX}{dt},$$  \hspace{1cm} (2)
where $P_0$ is the pressure of the initial bubble, $V_0$ is the volume of the initial bubble, $V(t)$ is the time-varying volume of the bubble, and $y$ is the polytropic exponent. Thus, the pressure of the initial bubble can be determined by solving Eq. (2) combining with the experimental conditions. In the typical case, the size of the tube is 40 mm in length and 3 mm in inner diameter. The initial radius of the cavity is determined by the spot area of the laser on the bottom of the tube. Hence, $l = 40 - x$, $\rho_L = 998$ kg/m$^3$, $P_\infty = 101,325$ Pa, $\mu_L = 1.004 \times 10^{-3}$ kg/m s, $V_0 = 0.262$ mm$^3$, and $y = 1.4$. By solving Eq. (2), the initial pressure inside the cavity is 9.3 MPa. In addition, the temperature of the initial bubble is set as 900 K, based on the experimental results and thermodynamic analysis of laser-induced bubbles.

Comparing the experimental observation in Fig. 4 with the numerical results in Fig. 5, it is reasonable to describe the bubble dynamics for the setting method of the initial condition inside the cavity.

As for the simulation results of the typical case, Fig. 4 describes the behaviors of the bubble motion at the section ($x = 0$) along the central axis of the tube. As shown in Figs. 4(a)–4(f), we can see that the appearance of the bubble remains very nearly one-dimensional. However, from the later stage of the expansion, the front interface of the bubble is deformed into a curved shape, changing from the convex shape to the concave shape [Fig. 4(g)]. Next, the detachment phenomenon occurs equally at the concave part of the bubble. From Fig. 4(j), an axial jet is formed and moves toward the tube’s front end. From the shape of the bubble surface, it is found that the interface instability happens at the later stage of the shrinkage [Fig. 4(l)]. The shape of “spike,” a classical phenomenon in the Rayleigh–Taylor (RT) instability forms at the interface [Fig. 4(m)]. After the axial jet penetrates the bubble wall, the main bubble collapses at about 6.0 ms. According to the studies by Ni et al. and Aghdam et al., it is suggested that the bubble cannot remain nearly one-dimensional during the collapse in this case. In addition, the group of small bubbles in Fig. 3(e) does not occur in the simulation because the phase transition process cannot occur when the local pressure drops below the saturated vapor pressure or gas nuclei develop into bubbles.

For the first cycle, the comparison of the experimental data and numerical results of bubble pulsation is shown in Fig. 5. The bubble length is measured based on the experimental and numerical images, using the distance between the front edge of the bubble and the end of the tube as a standard. The central difference scheme is utilized.
to calculate the velocity of the front surface of the bubble. The solid squares and stars are the length and velocity of the bubble obtained by the experimental observation, respectively. The dashed lines represent the numerical results. From the experimental results, it is found that the initial velocity of the bubble’s front surface reaches about 11 m/s due to a large pressure difference between inside and outside the cavity. During the early stage of the expansion, the velocity decreases remarkably and gradually until the bubble nearly contracts to a minimal size. Subsequently, the surface velocity begins to increase around the bubble collapse. It indicates that the acceleration at the bubble surface points toward the liquid phase from the gas phase during this period. Consequently, the bubble interface is very unstable around the collapse owing to the RT instability, as shown in Figs. 4(l)–4(n). Generally speaking, the numerical results agree well with the experimental results during the first pulsating period, including the bubble’s length and pulsating period. It is reasonable to use the numerical method for describing the bubble pulsation in the tube.

B. Effects of the controlling parameters on bubble dynamics

Next, we discuss the dynamics of the bubble under different initial conditions. When ignoring gravity, mass exchange, and heat transfer between the bubble and liquid, the main parameters affecting the pulsation of the bubble are the energy of the bubble and length-to-diameter ratio of the tube in the present study. First is the effect of the initial energy of the bubble. According to the study by Vogel et al., only a small part of the laser energy is used to nucleate the cavitation bubble. Hence, an appropriate energy scale is the work done to form a cavity of a certain volume against the ambient pressure, e.g., \( J \approx P_\infty V_m \). The \( P_\infty \) is the ambient pressure and \( V_m \) is the maximum volume of the cavity. Hence, the normalized initial energy of the bubble is shown as follows:

\[
J^* = \frac{J}{P_\infty V_{ref}},
\]

where \( V_{ref} \) is the reference volume, which is the volume of the tube, \( V_{ref} = \pi D^2 L/4 \). Here, \( L \) is the length of tube and \( D \) is the diameter of tube.

In the experiments, the initial energy of the bubble is altered by changing the laser energy. Figure 6 shows the experimental results of the bubble’s length at a different energy of the laser. The solid squares, triangles, diamonds, and stars are the experimental results at the laser energies of 0.991 J, 1.373 J, 1.624 J, and 1.921 J, respectively. From the figure, it is found that the surface velocity of the bubble increases with the increasing energy of the laser, so that the maximal length and the pulsation period of the bubble increase. The maximal lengths of the cavitation are 12.88 mm, 16.33 mm, 17.61 mm, and 18.90 mm as energies increase. From these results, the average of conversion factor between the laser energy and the bubble energy is about 1% in the present study. Hence, the normalized initial energies of the cavitation bubble are obtained to be 0.322, 0.408, 0.440, and 0.473, respectively. The corresponding pulsation periods are 6.125 ms, 6.625 ms, 6.750 ms, and 6.875 ms, respectively.

According to the results in Fig. 6, the relationships between the dynamic behaviors and the energy of the bubble are obtained in Fig. 7. The abscissa is the normalized energy \( J^* \). The ordinates are the normalized maximum length \( X_m^* \), which is defined as

\[
X_m^* = X_m/D,
\]

and the normalized first pulsating period \( \tau^* \) is defined as

\[
\tau^* = \frac{t}{D} \sqrt{\frac{(P_\infty - P_v)/\rho_l}{\rho_l}}.
\]

The solid circles and stars represent the maximal length and the pulsating period, respectively. Linear fitting lines are also added in the figure. The coefficients of the Pearson correlation are 0.994 between \( J^* \) and \( X_m^* \) and 0.993 between \( J^* \) and \( \tau^* \). The results show...
that both the maximal length and the pulsating period have good linear correlations with the energy of the cavitation, respectively. However, the linear relationship is applicable in the interval which is displayed in Fig. 7, the relationship may change for a much higher or lower $J^*$. The experimental observation is also carried out using tubes with different length-to-diameter ratios. The results are shown in Fig. 8. The length-to-diameter ratio of the tube $\eta$ is described as

$$\eta = \frac{L}{D}.$$ (6)

In the experiments, the tube’s length is set as 40 mm and the inner diameters of the tube are 2 mm, 3 mm, 4 mm, 5 mm, and 6 mm for length-to-diameter ratios of 20, 13.3, 10, 8, and 6.67, respectively. The energy of the laser is 0.705 J. From the figure, the surface velocities are almost the same during the expansion of the bubble. For a tube with a large length-to-diameter ratio, the bubble has a larger maximal length and longer pulsating period. The maximal lengths are 12 mm, 9.15 mm, 7.35 mm, 6.01 mm, and 4.43 mm for the length-to-diameter ratios of 20, 13.3, 10, 8, and 6.67. The corresponding pulsating periods are 7.5 ms, 5.95 ms, 4.875 ms, 4.125 ms, and 3.25 ms, respectively. Based on these results, relationships between the bubble pulsation and the tube sizes are obtained in Fig. 9. The abscissa is the length-to-diameter ratio; the ordinates are the normalized maximum length and the normalized pulsating period, respectively. The coefficients of the Pearson correlation are 0.998 between $\eta$ and $X_m^*$, and 0.999 between $\eta$ and $\tau^*$. The results show that the dimensionless maximum length and the dimensionless first period increase linearly with the length-to-diameter ratio.

C. Dimensional effects of bubble pulsation in a tube

For the bubble collapsing near a rigid surface, near a free surface, or in variable gravity, Supponen et al.\textsuperscript{26} classified the jet into three distinct regimes: weak, intermediate, and strong. The weak jets hardly penetrate the bubble surface and remain within it through the collapse and rebound. The bubble is thought to remain spherical despite the jet generation. For the intermediate jets, they pierce the bubble surface just before the collapse. The strong jets penetrated the bubble surface early during the collapse. However, we also found the similar phenomena when investigating the bubble dynamics in a tube. Combining the experimental observation with the numerical simulation, it is found that the type of the generated jet is closely related to the collapse patterns of the bubble motion. The collapse patterns include one-dimensional effect, transitional effect, and three-dimensional effect. The three typical cases of three collapse patterns in the tube are shown in Fig. 10. The velocity field around the bubble is also presented in the figure to understand the pulsation of the bubble better. The moment of (a) describes the shrinkage of the bubble. At the moment of (b), the jet reaches the front end of the tube. The (c) represents the collapse of the bubble. The moment of (d) is the bubble rebound.

First is the one-dimensional effect. As described in Fig. 10(1), the bubble interface remains uniform and continuous during its growth and collapse. The normalized energy of the bubble and length-to-diameter ratio of the tube are 0.363 and 13.3, respectively. At the moment of (c), we found that the whole flow field points toward the front end of the tube. However, it is worth noticing that the bubble motion also remains one-dimensional when a generated weak jet always exist within the bubble, referring to the study by Supponen et al.\textsuperscript{26} The intermediate jet corresponds to the bubble motion in the transition regime between one dimension and three dimensions, as shown in Fig. 10(2). The normalized energy of the bubble and length-to-diameter ratio of the tube are 0.265 and 8, respectively. At the moment of (a), the shape of the interface looks like “spike,” a classical phenomenon occurring in the RT instability. After the axial jet penetrates the bubble wall, the collapse of the main bubble occurs. At this moment, it is
found that the flow near the tube's end moves toward the circumferential wall of the tube compared with that of one-dimensional effect. Figure 10(3) shows a case of the three-dimensional effect. The normalized energy of the bubble and length-to-diameter ratio of the tube are 0.127 and 8, respectively. As shown at the moment of (b), the toroidal bubble is formed. This phenomenon is commonly observed in the cases of the strong jets referring to the studies. In this case, the strong axial jet generally penetrates the opposite bubble wall during the early stage of the shrinkages, Hence, the toroidal bubble is remarkably forced to collapse, so that the swirling jets pointing toward the tube wall is generated at the collapse, as shown in the distribution of the flow field at the moment of (c). As a result, the collapse patterns of the bubble pulsation in a tube are determined by the types of the axial jet, and the swirling jets can be used as a basis for discriminating the three-dimensional effect. We can conclude from the above discussion that the normalized energy of the bubble and the length-to-diameter ratio are main factors in affecting the dimensional characteristics of the bubble.

Combining the experimental observation with the numerical simulation, a summary of the bubble pulsation in the tube is presented in Fig. 11. The abscissa is the normalized energy of the initial cavity and the ordinate is the normalized length-to-diameter ratio of the tube. The three regimes of bubble pulsation in a tube are plotted with distinct symbols. The circles, stars, and triangles represent the results of one-dimensional effect, transitional effect, and three-dimensional effect, respectively. The open and solid symbols are the numerical and experimental results obtained from the present study, respectively. The pink solid symbols indicate the experimental observation by Ni et al. As expected, the high-energy, thin-tube regime is dominated by the one-dimensional effect. While keeping the length-to-diameter ratio constant, we secondly observe the transition regime. In this regime, the RT instability occurs obviously at the bubble interface before the generated axial jet penetrates the bubble wall, but a swirling jet pointing the tube wall is
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not induced. Subsequently, the three-dimensional effect dominates the low-energy, thick-tube region. After the axial jet pierces the bubble surface, a swirling jet is generated during the collapse. But the RT instability is not clearly observed. However, there is a special observation in this case. It is that the bubble cannot occupy the whole diameter of the tube during its growth and collapse. In addition, two lines are added among the three regimes. Besides possible boundaries of each regime, the slopes of two lines indicate that the one-dimensional effect becomes dominant with increasing length-to-diameter ratios of the tube. It should be noted that, in this phase diagram, the Reynolds number (Re) representing the ratio of inertial force to viscous force and the Ohnesorge number (Oh) relating the viscous forces to inertial and surface tension forces vary as well when the normalized energy and the length-to-diameter ratio are changed. Moreover, we should also notice that the phase diagram is obtained for the bubble collapse in water, and therefore, the area of the three regimes is changed for other liquid media since the physical properties of the liquid medium affect Re and Oh as well.

V. CONCLUSION

In this study, the dynamic behaviors of a laser-induced bubble in a tube are analyzed experimentally and numerically. A high-speed optical visualization was carried out to observe the physical processes of the bubble under different initial conditions. The numerical simulation based on the VOF method was also implemented on the open source code OpenFOAM. From the experimental observation and simulation results, an axial jet was generated and it penetrated the opposite surface of the bubble at the end of the shrinkage and collapse, which leads to different collapse patterns. In the meantime, RT instability can occur at the bubble interface around the collapse. It suggests that the maximum length and pulsation period of the bubble are used to describe the bubble pulsation. We analyzed the effects of the initial energy of the cavitation and length-to-diameter ratio of the tube on dynamic behaviors of the bubble. The experimental results show that the bubble motion had linear correlations with the initial energy of the bubble and length-to-diameter ratio of the tube. Here, the conversion factor between the laser energy and the bubble energy was about 1% for the present experimental setup.

According to the type of the axial jet, the collapse patterns during the first pulsation of the bubble were classified into three regimes: one-dimensional, transitional, and three-dimensional. In the regime of the one-dimensional effect, the interface of the bubble remained uniform and continuous during growth and collapse. The flow field pointed toward the front end of the tube uniformly. For the bubble motion in the transition regime, the RT instability was observed at the bubble’s interface before the axial jet penetrated the opposite surface of the bubble. After the bubble collapsed, the flow around the bubble moved toward the circumferential wall of the tube. Compared with the case in the transition regime, a toroidal bubble was formed after the axial jet penetrated the bubble. Furthermore, swirling jets pointing toward the tube’s circumferential wall were formed during the bubble collapse in the regime of the three-dimensional effect. Finally, a phase diagram discriminating the collapse patterns was obtained. The one-dimensional effect becomes dominant with increasing length-to-diameter ratio of the tube. These new findings in the present study are helpful for understanding clearly bubble dynamics under the constrained conditions and may provide theoretical support for engineering applications. For better comprehension of the effect of Re and Oh, it may be interesting to investigate the collapse patterns of bubble pulsation in a tube for different liquid media.
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APPENDIX A: GOVERNING EQUATIONS AND SOLUTION ALGORITHM OF THE COMPRESSIBLE-INTERFOAM

In the numerical simulation, the VOF method is used to investigate the pulsation of the cavitation in the tube based on the open source computational fluid dynamics (CFD) platform OpenFOAM. The governing equations consist of the continuity equation, momentum equation, energy equation, and the transport equation of the phase fraction. The two phases are assumed to be homogeneous. The continuity equation is given as

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{U}) = 0,$$

where $\nabla$ is the gradient operator, $\mathbf{U}$ is the velocity vector, $\rho$ is the mixture density and defined as

$$\rho = \rho_{\text{liquid}} \alpha + \rho_{\text{gas}} (1 - \alpha).$$

The momentum equation is given as

$$\frac{\partial (\rho \mathbf{U})}{\partial t} + \nabla \cdot (\rho \mathbf{U} \mathbf{U}) = -\nabla \left( p + \frac{2}{3} \mu \nabla \cdot \mathbf{U} \right) + \nabla \cdot \left( \mu \left( \nabla \mathbf{U} + (\nabla \mathbf{U})^T \right) \right) + g + \sigma \nabla \kappa,$$

where $p$ is pressure, $\mu$ is the dynamic viscosity of the mixture of two phases, $\mu = \mu_{\text{liquid}} \alpha + \mu_{\text{gas}} (1 - \alpha)$, $g$ is the gravitational acceleration, $\sigma$ is the surface tension coefficient, and $\kappa$ is the curvature of the interface, $\kappa = \nabla \cdot (\nabla \alpha / |\nabla \alpha|)$. The energy equation is given as

$$\frac{\partial (\rho T)}{\partial t} + \nabla \cdot (\rho \mathbf{U} T) - \nabla \cdot (\mu T \mathbf{U}) = -\left( \frac{\alpha}{C_{V_{\text{liquid}}} \rho_{\text{liquid}}} + \frac{1 - \alpha}{C_{V_{\text{gas}}} \rho_{\text{gas}}} \right) \nabla \cdot (\rho \mathbf{U} \mathbf{U}) + \nabla \cdot \left( \frac{\partial k}{\partial t} \mathbf{U} \right),$$

where $T$ is the temperature, $C_{V_{\text{liquid}}}$ and $C_{V_{\text{gas}}}$ are the heat capacities of liquid and gas phases, respectively, and $k$ is the kinetic energy per unit mass, $k = \frac{1}{2} |\mathbf{U}|^2$. 
To consider the compressibility and immiscibility of the fluid, the multiphase solver compressibleInterFoam is used in the present study. The MULES algorithm is applied to maintain a sharp interface between the two phases. The transport equation of the phase fraction is

$$\frac{\partial \alpha}{\partial t} + \nabla \cdot (\alpha \mathbf{U}) + \nabla \cdot (\alpha(1-\alpha)\mathbf{U}_r) = 0,$$  \hspace{1cm} (A5)

where the relative velocity $\mathbf{U}_r$ is defined as $\mathbf{U}_r = c_\alpha |\mathbf{U}|$ and $c_\alpha$ is the artificial compressive coefficient. The third term in Eq. (A5) is an artificial compression term which is utilized to sharpen the interface of two phases.

Finally, the equation of the state for two phases is given by

$$\rho_{\text{phase}} = \rho_{0,\text{phase}} + \psi(p - p_{0,\text{phase}}),$$  \hspace{1cm} (A6)

where $\rho_{0,\text{phase}}$ and $p_{0,\text{phase}}$ are the initial density and pressure of one specific phase, and $\psi$ is the compressible coefficient, $\psi = 1/c^2$, $c$ is the speed of sound. For the gas phase, $\rho_{0,\text{phase}}$ and $p_{0,\text{phase}}$ are set to zero, e.g., it obeys the ideal gas state equation.

The PISO algorithm is integrated in the solver to solve this transient flow problem. The flow chart of this method for solving the governing equations is shown in Fig. 12. All the partial differential equations are solved based on the finite volume method.

The physical constants involved in the simulation are set as Table I shows.

| TABLE I. Settings of the physical constants involved in the simulation. |
|--------------------------|----------|----------|----------|----------|----------|
| Phase       | $\rho_{0,\text{phase}}$ (kg/m$^3$) | $\mu$ (kg/m$^3$) | $g$ (m/s$^2$) | $\sigma$ (m/s$^2$) | $C_v$ (J/kg$\cdot$K) |
| Liquid      | 998      | 1.004 x 10$^{-3}$ | 9.81      | 0.00728     | 4190      |
| Gas         | 0        | 1.84 x 10$^{-5}$  |           | 1007        |           |

APPENDIX B: GRID INDEPENDENCE STUDY

Taking the tube with a size of 40 mm length and 3 mm inner diameter as an example, the grid convergence study is performed by developing three different meshes: coarse, medium, and fine grids. The number of cells and the simulation time for the three mesh conditions are listed in Table II. The simulation time listed in the table means the time cost of calculating bubble pulsation in 10 ms. Moreover, in all meshes, the near wall resolution is high enough to satisfy

| TABLE II. Number of cells and CFD simulation time of three meshes. |
|---------------------|---------|---------|---------|
| Mesh resolution     | Coarse       | Medium  | Fine    |
| Number of cells     | 603,372     | 1,003,392| 1,211,860|
| Simulation time (36 CPU parallel) | 4 h 10 min | 6 h 9 min | 8 h 24 min |

FIG. 12. The flow chart of the solution algorithm in the compressibleInterFoam.

FIG. 13. The temporal evolutions of the bubble’s length in the first pulsation period with three different mesh conditions.
the need of the boundary layer since the y+ value is less than one. The temporal evolutions of the bubble’s length during the first pulsation period using three meshes are shown in Fig. 13. The initial condition of the simulation is consistent with the typical case which is described in Sec. IV A.

As shown in Fig. 13, there are slight differences among three mesh conditions in the bubble’s length in the first pulsation period, while the results of the medium mesh are quite close to the fine mesh. Since the simulation time is dependent on the number of cells, considering computational costs and efficiency, the medium mesh is further employed for the simulation of the tube with 40 mm length and 3 mm inner diameter. For other simulations of bubble pulsation in different sizes of tubes, the similar meshing resolution is applied and we ensure that the quality of mesh is reliable.
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