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Abstract—In this work, we propose a no-reference video quality assessment method, aiming to achieve high-generalization capability in cross-content, -resolution and -frame rate quality prediction. In particular, we evaluate the quality of a video by learning effective feature representations in spatial-temporal domain. In the spatial domain, to tackle the resolution and content variations, we impose the Gaussian distribution constraints on the quality features. The unified distribution can significantly reduce the domain gap between different video samples, resulting in more generalized quality feature representation. Along the temporal dimension, inspired by the mechanism of visual perception, we propose a pyramid temporal aggregation module by involving the short-term and long-term memory to aggregate the frame-level quality. Experiments show that our method outperforms the state-of-the-art methods on cross-dataset settings, and achieves comparable performance on intra-dataset configurations, demonstrating the high-generalization capability of the proposed method. The codes are released at https://github.com/Baoliang93/GSTVQA.
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I. INTRODUCTION

There has been an increasing demand for accurately predicting the quality of videos, coinciding with the exponentially growing of video data. In the context of video big data, it becomes extremely difficult and costly to rely solely on human visual system to conduct timely quality assessment. As such, objective video quality assessment (VQA), the goal of which is to design computational models that automatically and accurately predict the perceived quality of videos, has become more prominent. According to the application scenarios regarding the availability of the pristine reference video, the assessment of video quality can be categorized into full-reference VQA (FR-VQA), reduced-reference VQA (RR-VQA) and no-reference VQA (NR-VQA). Despite remarkable progress, the NR-VQA of real-world videos, which has received great interest due to its high practical utility, is still very challenging especially when the videos are acquired, processed and compressed with diverse devices, environments and algorithms.

For NR-VQA, numerous methods have been proposed in the literature, and the majority of them rely on a machine learning pipeline based on the training of quality prediction model with labeled data. Methods relying on handcrafted features [1], [2], [3], [4] and deep learning features [5], [6], [7], [8] have been developed, with the assumption that the training and testing data are drawn from closely aligned feature spaces. However, it is widely acknowledged that different distributions of training and testing data create the risk of poor generalization capability, and as a consequence, inaccurate predictions could be obtained on the videos that hold dramatically different statistics compared to those in the training set. The underlying design principle of the proposed VQA method is learning features with high generalization capability, such that the model is able to deliver high quality prediction accuracy of videos that are not sampled from the domain of the training data. This well aligns real application scenarios when the testing data are unknown. To verify the performance of our method, we conduct experiments on four cross-dataset settings with available databases, including KoNViD-1k [9], LIVE-Qualcomm [10], LIVE-VQC [11] and CVD2014 [12]. Experimental results have demonstrated superior performance of our method over existing state-of-the-art models with a significant margin. The main contributions of this paper are as follows.

- We propose an objective NR-VQA model that is capable of automatically accessing the perceptual quality of videos resulting from different acquisition, processing and compression techniques. The proposed model is driven by learning features that specifically characterize the quality, and is able to deliver high prediction accuracy for videos that hold dramatically different characteristics compared to the training data.

- In the spatial domain, we develop a multi-scale feature extraction scheme to explore the quality features in different scales, and an attention module is further incorporated to adaptively weight the features by their importance. We further unify the quality features of each frame with a Gaussian distribution where the mean and variance of the distribution are learnable. As such, the domain gap of different video samples caused by the content and distortion types can be further reduced by such a...
normalization operation.
• In the temporal domain, a pyramid temporal pooling layer is proposed to account for the quality aggregation in temporal domain. The pyramid temporal pooling can make temporal pooling independent of the number of frames of the input video and aggregate the short-term and long-term quality levels of a video in a pyramid manner, which further enhances the generalization ability of the proposed model.

II. RELATED WORKS
A. No-reference Image Quality Assessment

Generally speaking, general purpose no-reference image quality assessment (NR-IQA) methods, which do not require any prior information of distortion types, hold the assumption that the destruction of “naturalness” could be the useful clue in quality assessment. The so-called natural scene statistic (NSS) approaches rely on a series of handcrafted features extracted in both spatial and frequency domains. Mittal et al. [1] investigated NSS features by exploiting the local spatial normalized luminance coefficients. Xue et al. [2] combined the gradient magnitude (GM) and Laplacian of Gaussian (LoG) features together, and the results show that joint statistics GM-LoG could obtain desirable performance for NR-IQA task. Gu et al. [3] proposed a general purpose NR-IQA metric by exploiting the features that are highly correlated to human perception, including structural information and gradient magnitude. The Distortion Identification-based Image Verity and Integrity Evaluation (DIIVINE) method was developed by Moorthy et al. [4] with a two-stage framework, which includes distortion identification and support vector regression (SVR) to quality scores for distorted natural images. Narwaria et al. quantified structural representation in images with the assistant of singular value decomposition (SVD), and formulated quality prediction as a regression problem to predict image score using SVR. Instead of using SVR for quality regression, in [5], based on a one-class regressor, the Gaussian Process (GP) is utilized for quality estimation of transperineal ultrasound images. However, only binary label generated may not be sufficient for natural image quality assessment. The GP is also used in [6], [7]. In [7], a deep belief network with a nonlinear kernel regression function is introduced to formulate a GP kernel for NR-IQA. In [8], an uncertainty-aware evaluator is created with the GP. In particular, the perceptually consistent neighbors of a test image are selected by kernel density estimation (KDE). Comparing with those GP based methods, the Gaussian distribution utilized in our method is dedicated to global quality features regularization, such that the quality score can be estimated by the distribution. Another efficient NR-IQA method in [9] explored the discrete cosine transform (DCT) domain statistics to predict perceptual quality. Zhang et al. [10] designed the DErivative Statistics-based Image QUality EVALuator (DESIQUE), exploiting statistical features related to quality in spatial and frequency domains, which can be fitted by a generalized Gaussian distribution model to estimate image quality. Just noticeable difference (JND) model are an another human perception inspired method for IQA and was also widely studied in the literature e.g. [11], [12], [13]. In stead of feature extraction for quality regression, a label transfer strategy was adopted in [14] where the quality score of an image can be predicted based on the assumption that similar images share similar perceptual qualities.

Recently, sophisticated deep learning based NR-IQA methods have been developed, demonstrating superior prediction performance over traditional methods. Zhang et al. [15] proposed a deep bilinear model for NR-IQA that is suitable for the quality assessment of synthetic and real distorted images. The bilinear model includes two convolutional neural networks (CNNs): S-CNN and pre-trained VGG, which account for the synthetic and real-world distortions, respectively. In view of the challenges in cross-distortion-scenario prediction, Zhang et al. [16] used massive image pairs composed of multiple databases simultaneously to train a unified blind image quality assessment model. The Neural IMage Assessment (NIMA) model [17] which tackles the problem of understanding visual aesthetics was trained on large-scale Aesthetic Visual Analysis (AVA) dataset [18] to predict the distribution of quality ratings. Su et al. [19] proposed an adaptive multi-scale hyper-network architecture, which consists of two modules: content understanding and quality prediction networks, to predict quality score based on captured local and global distortions. Zhu et al. [20] developed a reference-free IQA metric based on deep meta-learning, which can be easily adapted to unknown distortions by learning meta-knowledge shared by human. Bosse et al. [21] proposed a data-driven end-to-end method for FR and NR image quality assessment task simultaneously.

B. No-reference Video Quality Assessment

Recently, considerable efforts have been dedicated to VQA, in particular for quantifying the compression and transmission artifacts. Manasa et al. [22] developed the NR-VQA model based on the statistics of optical flow. In particular, to capture the influence of distortion on optical flow, statistical irregularities of optical flow at patch level and frame level are quantified, which are further combined with the SVR to predict the perceptual video quality. Li et al. [23] developed an NR-VQA by combining 3D shearlet transform and deep learning to pool the quality score. Video Multi-task End-to-end Optimized neural Network (V-MEON) [24] is an NR-VQA technique designed based on feature extraction with 3D convolutional layer. Such spatial-temporal features could lead to better quality prediction performance. Korhonen et al. [25] extracted Low Complexity Features (LCF) from full video sequences and High Complexity Features (HCF) from key frames, following which SVR is used to predict video score. Vega et al. [26] focused on packet loss effects for video streaming settings, and an unsupervised learning based model is employed at the video server (offline) and the client (in real-time). In [27], Li et al. integrated both content and temporal-memory in the NR-VQA model, and the gated recurrent unit (GRU) is used for long-term temporal feature extraction. To incorporate the motion perception in VQA task, a Recurrent-In-Recurrent Network (RIRNet) was proposed in
In RIRNet, the motion information derived from different temporal frequencies can be fused efficiently. You et al. [37] used 3D convolution network to extract local spatial-temporal features from small clips in the video. This not only addresses the problem of insufficient training data, but also effectively captures the perceptual quality features which are finally fed into the LSTM network to predict the perceived video quality.

C. Domain Generalization

The VQA problem also suffers from the domain gap between the labeled training data (source domain) and unseen testing data (target domain), leading to the difficulty that the trained model in the labeled data cannot generalize well on the unseen data. These feature gaps may originate from different resolutions, scenes, acquisition devices/conditions and processing/compression artifacts. Over the past years, numerous attempts have been made to address domain generalization problem by learning domain-invariant representations [38], [39], [40], [41], [42], [43], which lead to promising results. In [44], Canonical Correlation Analysis (CCA) was proposed to learn the shareable information among domains. Muandet et al. [38] proposed to leverage Domain Invariant Component Analysis (DICA) to minimize the distribution mismatch across domains. In [45] Carlucci et al. learn the generalized representation by shuffling the image patches and this idea was further extended by [46], in which the samples across multiple source domains are mixed for heterogeneous domain generalization task. The generalization of adversarial training [47], [48] has also been extensively studied. For example, Li et al. [49] proposed the MMD-AAE model which extends adversarial autoencoders by imposing the Maximum Mean Discrepancy (MMD) measure to align the distributions among different domains. Instead of training domain classifiers in our work due to sample complexity [50] and uncontrolled conditions (scenes, distortion types, motion, resolutions, etc.), we further regularize the learned feature to follow Gaussian distribution via adversarial training, shrinking the learned feature mismatch across domains.

III. THE PROPOSED SCHEME

We aim to learn an NR-VQA model with high generalization capability for real-world applications. Generally speaking, three intrinsic attributes that govern the generalization capability of VQA are considered, including spatial resolution, frame rate and video content (e.g., the captured scenes and the distortion type). As shown in Fig. 1, we first extract the frame-level quality features with a pretrained VGG16 model [51], inspired by the repeatedly proven evidence that such features could reliably reflect the visual quality [25], [52], [35], [53]. To encode the generalization capability to different spatial resolutions into feature representation, statistical pooling moments are leveraged and the features in the five convolution stages (from top layer to bottom layer) are aggregated with the channel attention. To further enhance the generalization capability to unseen domains, the large distribution gap between the source and target domains are blindly compensated by regularizing the learned quality feature into a unified distribution. In the temporal domain, a pyramid aggregation module is further proposed, leading to the final quality features for quality prediction.

A. Attention Based Multi-scale Feature Extraction

Herein, the feature representation that is equipped with strong generalization capability in terms of the spatial resolution of a single frame is obtained based on the pretrained VGG ConvNets. It is widely acknowledged that the pooling moments determine the discriminability of features, and we adopt the widely acknowledged mean and standard deviation (std) based pooling strategies. In particular, for frame $i$, supposing the mean pooling and std pooling results of the output feature at stage $s$ ($s \in \{1, 2, 3, 4, 5\}$) as $M^i_s$ and $D^i_s$ respectively, the multi-scale quality representations can be acquired by concatenating the pooled features at each stage as follows,

$$
F^m = \text{Concat}(M^i_1, M^i_2, ..., M^i_5),
$$

$$
F^d = \text{Concat}(D^i_1, D^i_2, ..., D^i_5),
$$

where $F^m_i$ and $F^d_i$ stand for the multi-scale mean feature and std feature of frame $i$. However, it may not be feasible to concatenate the two pooled features straightforwardly for quality regression, due to the high relevance of $F^m_i$ with the semantic information [54]. As a result, the learned model tends to overfit to the specific scenes in the training set. Here, instead of discarding the $F^m_i$, as shown in Fig. 2 the $F^m_i$ is regarded as the semantically meaningful feature working as the integral part in the attention based multi-scale feature extraction. To be specific, for $T$ frames, given $[F^m_1, F^m_2, ..., F^m_{T-1}, F^m_T]$, we first calculate the std of each channel along the temporal dimension as follows,

$$
F^{att} = \sqrt{\frac{1}{T-1} \sum_{i=1}^{T} (F^m_i - F^m)^2},
$$

and

$$
F^m = \frac{1}{T} \sum_{i=1}^{T} F^m_i,
$$

where the frame index is denoted as $i$. Given $F^{att}$, two fully connected layers are learned to implement the attention mechanism, as shown in Fig. 2

$$
W^{att} = \text{Sigmoid}(FC_2(\text{ReLU}(FC_1(F^{att})))),
$$

where $FC_1(\cdot)$ and $FC_2(\cdot)$ represent the two fully connected layers. The underlying principle is the attention weight in each channel depends on the corresponding variance along the temporal domain, which is highly relevant with the video content variations. As such, such nested pooling with spatial mean and temporal std could provide the attention map by progressively encoding the spatial and temporal variations into a global descriptor. Then the frame-specific quality representation $F^q_i$ can be obtained by $F^d_i$ and its attention weight $W^{att}$ as follows,

$$
F^q_i = W^{att} \odot F^d_i,
$$

where the “$\odot$” represents the element wise multiplication.
Fig. 1: The framework of the proposed generalized NR-VQA model. For each frame of the input video, we first utilize the pre-trained VGG16 network to extract the multi-scale features with an attention module. Subsequently, the extracted features are further processed by a fully connected layer to reduce its dimension, followed by a GRU module to acquire the frame-level quality features. We further regularize the frame-level quality features by forcing the features to obey Gaussian distributions via adversarial learning. Finally, a pyramid pooling strategy is utilized for temporal quality aggregation inspired by short-term and long-term memory effects.

B. Feature Regularization with Gaussian Distribution

Given the frame-level quality feature \( F_i^q \), the Gated Recurrent Unit (GRU) \([55]\) layer is utilized to refine the frame-level feature by involving the temporal information. In particular, we use a fully connected layer (denoted as \( FC_3 \)) to reduce the redundancies of VGG feature, following which the resultant feature is processed by a GRU layer,

\[
F_{gru}^i = GRU(FC_3(F_i^q)).
\]

However, we argue that the \( F_{gru}^i \) is still not generalized enough to different scenes and distortion types. To enhance the generalization capability of \( F_{gru}^i \), we resort to feature regularization, expecting to learn the quality feature with a unified distribution. The underlying assumption of generalizing to an unseen domain is that there exists a discrete attribute separating the data into different domains. However, a naïve extension to VQA may be confused by numerous discrete or continuous attributes (e.g., scene, distortion type, motion, resolution) for domain classification. As such, instead of dividing the data into different domains, we restrict the frame-level feature subject to a mixture Gaussian distribution by a GAN based model, and moreover the mean and variance of the presumed Gaussian distribution can also be adaptively learned. To be specific, as shown in Fig. 1, we first average the extracted \( F_{gru}^i \) of each frame as follows,

\[
F^{avg} = \frac{1}{T} \sum_{i=1}^{T} F_{gru}^i.
\]

Herein, we treat the feature \( F^{avg} \) extractor as the generator \( G(\cdot) \) of a GAN model and we sample the same dimension vector (denoted as \( F^{gaus} \)) from the prior Gaussian distribution as reference. Then the discriminator \( D(\cdot) \) tries to distinguish the generated feature from the sampled vector. The GAN model is trained through the following adversarial loss,

\[
\min_{G} \max_{D} \mathbb{E}_{x \sim q(x)}[\log D(x)] + \mathbb{E}_{z \sim p(z)}[\log(1 - D(G(z)))],
\]

where \( z \) is the vector \( F^{gaus} \) sampled from Gaussian distribution \( g(x) \), \( x \) is the input video and \( G(x) \) generates the feature \( F^{avg} \). When the network is trained in the first \( N \) epochs, we constrain the \( g(x) \) to be the standard Gaussian distribution with mean \( \mu = 0 \) and variance \( \sigma = 1 \). However, this imposes a strong constraint that the features in each dimension share the Gaussian distribution with identical mean and variance. Generally speaking, each dimension of the feature is expected to represent a perceptual relevance attribute for quality inference, such that they ultimately follow different Gaussian distributions parameterized by different \( \mu \) and \( \sigma \). This motivates us to adapt the mean and variance of prior Gaussian distribution of each dimension via learning. More specifically, to learn the parameters \( \mu = [\mu_1, \mu_2, ..., \mu_L] \) and
\( \sigma = [\sigma_1, \sigma_2, \ldots, \sigma_L] \) where \( L \) is the dimension of \( F^{avg} \), we impose the constraint on \( F^{avg} \) to regress the quality score

\[
Q^{reg} = \frac{1}{L} \sum_{l=1}^{L} e^{\frac{-(x_{avg}(l) - \mu(l))^2}{\sigma(l)^2}}.
\]  

(9)

Here, we use \( Q^{reg} \) to represent the predicted quality score of the input video, and we aim to regress \( Q^{reg} \) towards the ground-truth mean opinion score (MOS) via learning the optimal \( \mu \) and \( \sigma \). Moreover, \( l \) indicates the \( l \)-th dimension. During the training of the network, after every \( N \) epochs, we use the Gaussian distribution with learned \( \mu \) and \( \sigma \) to replace the distribution in previous \( N \) epochs. From the experimental results, we also find such an adaptive refreshing mechanism can further improve the performance of our model compared with standard Gaussian distribution.

C. Pyramid Feature Aggregation

Temporal domain aggregation plays an indispensable role in objective VQA models. We consider two cognitive mechanisms in visual quality perception [56], [57]. The short-term memory effect persuades us to consider the video quality for each localized time-frame, due to the consensus that subjects are resistant in their opinion and prefer consistent quality when watching the video. Moreover, the long-term memory effect suggests that the global pooling over the whole video sequence in a coarse-to-fine manner could lead to the final video quality. Therefore, we imitate such perception mechanisms with a pyramid feature aggregation (PFA) strategy. In the PFA, the short-term memory and long-term memory are incorporated and the aggregation result is independent of the number of frames. More specifically, as illustrated in Fig.3 in the bottom layer of the pyramid, for \( F^{gru} \), we calculate its weight \( W^{gru} \) by synthesizing it with its surrounding \( k \) frames,

\[
W^{gru} = \text{Tahn}(\text{Conv}_2(\text{Relu}(\text{Conv}_1(F^{gru}))))),
\]  

(10)

where the \( \text{Conv}_1() \) and \( \text{Conv}_2() \) are two 1D-CNNs and their kernel sizes are all set to 2\( k + 1 \). Moreover, \( \text{Tahn}() \) and \( \text{Relu}() \) are the activation functions, and \( \text{Tahn}() \) is defined as follows,

\[
\text{Tahn}(u) = \frac{(e^u - e^{-u})}{(e^u + e^{-u})}.
\]  

(11)

Then the weighted frame-level quality feature \( F^{wt} \) can be acquired,

\[
F^{wt} = W^{gru} \odot F^{gru}.
\]  

(12)

Subsequently, the weighted frame-level features along the temporal dimension are aggregated in a pyramid manner. In general, the perceivability along the temporal dimension determines the sampling density governed by the number of layers. Herein, we empirically set the number of layers with a constant number 7. To be specific, for the \( m \)-th layer \( (m \in \{1, 2, 3, \ldots, 7\}) \), the weighted frame-level features are aggregated into a vector with the dimension \( h \times 2^{m-1} \), where \( h \) denotes the feature dimension in \( F^{gru}_i \). In other words, the video is averagely divided into \( 2^{m-1} \) time slots, and within each time slot, average feature pooling is performed for aggregation. Finally, we concatenate the aggregated features of all layers, leading to the video-level quality feature with a constant dimension that is independent of the number of frames and frame rate, \( F^{vid} \in \mathbb{R}^{h \times (2^m - 1)} \). We first apply a fully connected layer \( (FC_4) \) to reduce the channel from \( h \) to 1, then another fully connected layer \( (FC_5) \) is adopted to synthesize the pyramid aggregated features. As such, the quality of input videos can be predicted as follows,

\[
Q^{vid} = FC_5(FC_4(F^{vid})),
\]  

(13)

where \( Q^{vid} \) is the prediction score. This strategy provides more flexibility than single layer aggregation by incorporating the variations along the temporal dimension.

D. Objective Loss Function

The final loss function involves the frame-level and video-level quality regression results acquired in Eqn. (9) and Eqn. (13), as well as the distribution based feature regularization,

\[
\min_{G, Q^{vid}, Q^{reg}} \max_{D} \mathcal{L}^{vid} + \lambda_1 \mathcal{L}^{reg} + \lambda_2 \mathcal{R}^{gan}
\]  

(14)

where

\[
\mathcal{L}^{vid} = |Q^{vid} - MOS|,
\]

\[
\mathcal{L}^{reg} = |Q^{reg} - MOS|,
\]

\[
\mathcal{R}^{gan} = E_{x \sim p(z)}[\log D(z)] + E_{x \sim q(x)}[\log(1 - D(G(x)))].
\]  

(15)

Herein, \( \lambda_1 \) and \( \lambda_2 \) are two trade-off parameters. In the testing phase, we use the \( Q^{vid} \) as the final quality score that our model predicts.

IV. EXPERIMENTAL RESULTS

A. Experimental Setups

1) Datasets: various video databases have been proposed for VQA, including BVI-HD [58], MCL-JCV [59], MCML-4K [60], LIVE-Netflix [61], KoNViD-1k [62], LIVE-Qualcomm [10], LIVE-VQC [11] and CVD2014 [12]. The BVI-HD VQA database is proposed for compressed video quality assessment. In MCL-JCV, a H.264/AVC encoded video dataset is constructed with a new just-noticeable difference (JND) based VQA metric. In MCML-4K dataset, the 4K ultra-high-definition (UHD) videos are compressed by three video coding techniques. LIVE-Netflix is created to simulate a typical
video streaming application, using long video sequences and Netflix content. However, the above VQA databases are all constructed for compressed videos. To validate the proposed NR-VQA method on the videos in the wild, we evaluate our model on four popular VQA databases, including CVD2014 [12], LIVE-VQC [11], LIVE-Qualcomm [10] and KoNViD-1k [9].

CVD2014. In this dataset, 78 different cameras, ranging from low-quality phone cameras to dedicated digital single-lens reflex cameras, are used to capture these 234 videos. In particular, five unique scenes (traffic, city, talking head, newspaper and television) are covered with these videos of two resolutions 480P (640 × 480) and 720P (1280 × 720).

LIVE-VQC. Videos in this dataset are acquired by 80 inexperienced mobile camera users, leading to a variety of authentic distortions levels. There are in total 585 video scenes in this dataset, containing 18 different resolutions ranging from 1920 × 1080 to 320 × 240.

LIVE-Qualcomm. This dataset consists of 208 videos in total, which are recorded by 8 different mobile phones in 54 different scenes. Six common in-capture distortion categories are studied in this database including: noise and blockiness distortions; incorrect or insufficient color representation; over/under-exposure; autofocus related distortions; unsharpness and camera shaking. All these sequences have identical resolution 1080P and quite close frame rate.

KoNViD-1k. KoNViD-1k is the largest VQA dataset which contains in total 1200 video sequences. These videos are sampled from YFCC100m [62] dataset. Various devices are used to acquire these videos, leading to 12 different resolutions. A portion of the videos in the dataset are acquired by professional photographers, such that there is a large variance in terms of the video quality.

In Fig. 4 the sampled frames from above four datasets are shown, from which we can observe that these videos are featured by diverse scenes (e.g., indoors and outdoors), resolutions (from 1920 × 1080 to 320 × 240) as well as quality levels. In view of the diverse content, resolutions and frame rates in real-world applications, there has been an exponential increase in the demand for the development of VQA models with high generalization capability.

2) Implementation details: We implement our model by PyTorch [63]. In Table I and Fig. 5 we detail the layer-wise network of our proposed method. In particular, we retain the original size of each frame as input without the resizing operation. The VGG-16 network is pretrained on ImageNet [64] and we fix its parameters when training. The batch size in the training phase is 128. In particular, we feed the pre-extracted deep features of the 128 videos to our model in a batch. The model is trained end-to-end with the MOS of each video as the label for regression. We adopt Adam optimizer for optimization and the learning rate is fixed to 1e-4. The weighting parameters $\lambda_1$, $\lambda_2$ in Eqn. (14) are set as 0.5 and 0.05, respectively. We train our model in an adversarial manner and the generator and discriminator are learned alternately. In particular, for each batch, we first train the discriminator by maximizing $\mathcal{L}^{\text{gan}}$ loss and maintaining other parts (generator) of our model. Then we maintain the discriminator and update the generator by minimizing the $\mathcal{L}^{\text{vid}}$, $\mathcal{L}^{\text{reg}}$ and the discriminator loss. In both the cross-dataset and intra-dataset experiments, we fix the maximum epoch as 200 and the model learned at the latest 200th epoch is used for testing. For every 20 epochs ($N = 20$), we renew the mean and variance of the predefined distribution $g(x)$ in Eqn. (8). It is worth mentioning that all the experimental settings (hyper-parameters and learning strategy) are fixed. Five evaluation metrics are reported in this paper, including: Spearman’s rank-order correlation coefficient (SROCC), Kendall’s rank-order correlation coefficient (KROCC), Pearson linear correlation coefficient (PLCC), Root mean square error (RMSE) and Perceptually Weighted Rank Correlation (PWRC) [65]. In particular, the PWRC rewards the capability of correctly ranking high-quality images and suppresses the attention toward insensitive rank mistakes, which is confirmed to be more reliable in recommending the perceptually preferred IQA/VQA model. As suggested in [66], the predicted quality scores $\hat{s}$ are passed through a nonlinear logistic mapping function before computing PLCC and RMSE,

$$\hat{s} = \beta_1 \left( \frac{1}{2} - \frac{1}{\exp(\beta_2 (\hat{s} - \beta_3))} \right) + \beta_4 \hat{s} + \beta_5,$$

where $\beta_1 \sim \beta_5$ are regression parameters to be fitted.

|TABLE I: Architecture of the network in the proposed method. |
|---|---|---|---|
|Layer Type | Kernel Size | Channel (in,out) | Stride |
|---|---|---|---|
|CNN×2 | 3 | (3,64) | 1 |
|MaxPooling (stride=2) |
|CNN×2 | 3 | (64,128) | 1 |
|MaxPooling (stride=2) |
|CNN×3 | 3 | (128,256) | 1 |
|MaxPooling (stride=2) |
|CNN×3 | 3 | (256,512) | 1 |
|MaxPooling (stride=2) |
|FC1 | | (1472,320) | |
|ReLu |
|FC2 | | (320,1472) | |
|Sigmoid |
|FC3 | | (1472,256) | |
|GRU | | (256,32) | |
|ID-Conv1 | 15 | (32,1) | 1 |
|ReLu |
|ID-Conv2 | 15 | (1,1) | 1 |
|Tanh |
|FC4 | | (32,1) | |
|FC5 | | (127,1) | |

B. Quality Prediction Performance

In this subsection, we evaluate the performance of our method with four different cross-dataset settings to verify the generalization capability. We compare the proposed method
Fig. 4: Sample frames from four video datasets. The corresponding resolution \( (R) \) and \( MOS \) values are also provided.

Fig. 5: The architecture of the proposed discriminator.

with both NR-IQA methods including NIQE \[67\], BRISQ \[2\], WaDIQaM \[30\], NIMA \[27\], SPAQ \[7\] and NR-VQA methods including VSFA \[35\], TLVQM \[33\], VIDEVAL \[1\], and CNN-TLVQM \[68\].

In each setting, the models are trained on one dataset and tested on other three datasets. For deep learning based NR-IQA models, we extract two frames per second of each video in the training set and the MOS of the video is treated as the quality score of the extracted frames for model training. The results are shown in Table II from which we can find our method can achieve the best performance on all individual cross-dataset settings which reveals the superior generalization ability of our proposed method. Compared with NR-VQA methods, we can observe that the overall performance of NR-IQA methods is not satisfactory as the temporal information is discarded. However, even the VQA based methods cannot achieve very promising performance in such challenging settings. For example, when the method VIDEV trained on LIVE-Qua dataset, the testing result of SROCC is 0.6059 on CVD2014 dataset while it is degraded significantly to 0.1812 on KoNViD-1k dataset which further demonstrates the large domain gap between the two datasets. As shown in Table II, training on CVD2014 dataset and cross-testing on other three datasets is the most challenging setting as only 234 videos and 5 scenes are involved in CVD2014. The limited data cause the over-fitting problem. However, our method still leads with a large margin over the second-best method VSFA, demonstrating the robustness and promising generalization capability of our method.

Moreover, we also provide the performance of our feature regularization module \( (a.k.a \) output of Eqn. \( (9) \)). The results comparing with the feature aggregation module are shown in Table III. From the table, we can observe that the average values (SROCC and PLCC) of the feature aggregation module outperform the feature regularization module on all cross-dataset settings, revealing higher generalization capability achieved by the feature aggregation. However, the averaged frame-wise features can also provide the global quality estimation of the input video. Therefore, we further fuse the outputs
of Eqs. (9) and (13) ($Q^{reg}$ and $Q^{vid}$), respectively with the weights set by $\lambda$ as follows:

$$Q^{ fus} = \frac{Q^{vid} + \lambda Q^{reg}}{1 + \lambda} \quad (17)$$

We set $\lambda$ from 0.0 - 1.8 and the experimental results are shown in Table IV. From the table, we can find the higher overall performance can be achieved when the $\lambda$ is set around 0.4. This phenomenon demonstrates that the combination of global quality information (acquired by average pooling) can finally benefit the improvement of generalization capability.

C. Quality Prediction Performance on Intra-dataset

In this subsection, to further verify the effectiveness of our method, we evaluate our method on three intra-datasets including LIVE-Qualcomm, KoNViD-1k and CVD2014. We compare the proposed method with seven existing methods including NIQE [67], BRISQUE [2], CORNIA [69], VIDEAVAL [11], VSFA [55], and CNN-TLVQM [68]. More specifically, for each dataset, 80% and 20% data are used for training and testing, respectively. This procedure is repeated 10 times and the mean and standard deviation of performance values are reported in Table V. From Table V, we can observe that our method can achieve the second-best perfor-
TABLE III: Performance comparisons on four datasets with cross-dataset settings. The “Frame” represents the output of feature regularization module and “Video” represents the output of feature aggregation module. The numbers in bold are the best results.

| Module Selected | Trained on CVD2014 | Trained on LIVE-Q | Avg | Trained on LIVE-Q | Avg |
|-----------------|---------------------|-------------------|-----|-------------------|-----|
|                 | LIVE-Q | LIVE-V | KoNViD-1k | Avg | LIVE-Q | LIVE-V | KoNViD-1k | Avg |
| SROCC Frame     | 0.5220 | 0.5750 | 0.5063 | 0.5344 | 0.5750 | 0.5555 | 0.5763 | 0.5937 |
| SROCC Video     | 0.4187 | 0.5817 | 0.6230 | 0.5411 | 0.7046 | 0.6201 | 0.6694 | 0.6647 |
| PLCC Frame      | 0.5395 | 0.5780 | 0.4819 | 0.5331 | 0.6372 | 0.3897 | 0.5349 | 0.5399 |
| PLCC Video      | 0.4965 | 0.5751 | 0.5764 | 0.5493 | 0.6665 | 0.6100 | 0.6285 | 0.6341 |

TABLE IV: Performance comparisons on four cross-dataset settings with different weights are set for score combination. The numbers in bold are the best results.

| λ | Trained on CVD2014 | Avg | Trained on LIVE-Q | Avg | Trained on KoNViD-1k | Avg |
|---|---------------------|-----|-------------------|-----|----------------------|-----|
|   | LIVE-Q | LIVE-V | KoNViD-1k | Avg | LIVE-Q | LIVE-V | KoNViD-1k | Avg |
| 0.0 | 0.4187 | 0.5817 | 0.6230 | 0.5411 | 0.7046 | 0.6201 | 0.6694 | 0.6647 |
| 0.2 | 0.4342 | 0.5871 | 0.6313 | 0.5509 | 0.7125 | 0.6384 | 0.5997 | 0.6169 |
| 0.4 | 0.4491 | 0.5895 | 0.6341 | 0.5576 | 0.6958 | 0.6206 | 0.6689 | 0.6618 |
| 0.6 | 0.4605 | 0.5913 | 0.6327 | 0.5615 | 0.6928 | 0.6206 | 0.6642 | 0.6592 |
| 0.8 | 0.4723 | 0.5923 | 0.6292 | 0.5646 | 0.6887 | 0.6199 | 0.6583 | 0.6556 |
| 1.0 | 0.4781 | 0.5924 | 0.6245 | 0.5650 | 0.6868 | 0.6188 | 0.6351 | 0.6469 |
| 1.2 | 0.4847 | 0.5926 | 0.6189 | 0.5654 | 0.6858 | 0.6182 | 0.6842 | 0.6627 |
| 1.4 | 0.4906 | 0.5924 | 0.6134 | 0.5655 | 0.6845 | 0.6179 | 0.6435 | 0.6486 |
| 1.6 | 0.4963 | 0.5922 | 0.6080 | 0.5655 | 0.6833 | 0.6176 | 0.6391 | 0.6467 |
| 1.8 | 0.5016 | 0.5915 | 0.6030 | 0.5654 | 0.6820 | 0.6170 | 0.6357 | 0.6449 |

D. Ablation Study

In this subsection, to reveal the functionalities of different modules in the proposed method, we perform the ablation analysis. The experiments are conducted with a cross-dataset setting (training on KoNViD-1k and testing on other three datasets). As shown in Table VI the performance are provided in terms of SROCC and PLCC. To identify the effectiveness of the attention module used in multi-scale features extraction, we directly concatenate the mean and std pooling features without attention performed and maintain the rest of parts for training. The model is denoted as **Concat** in Table VI in which we can observe that the performance on all testing sets is degraded especially on the LIVE-Qualcomm dataset. The similar phenomenon can be observed when the pyramid poling module is ablated (denoted as **Ours w/o PymidPooling** in Table VI). The reason lies in that the videos in LIVE-Qualcomm...
TABLE V: Performance comparisons on three VQA datasets with three intra-dataset settings. Mean and standard deviation (std) of the performance values in 10 runs are reported. The overall performance is obtained by weighted-average performance over all three databases, where weights are in proportional to the size of the dataset. In each row, the best and second-best values are marked in boldface and underlined, respectively.

| Method     | LIVE-Q | LIVE-V | SROCC | PLCC | RMSE |
|------------|--------|--------|-------|------|------|
| SROCC      | 0.526 ± 0.055 | 0.643 ± 0.059 | 0.591 ± 0.052 | 0.237 ± 0.073 | 0.666 ± 0.055 |
| PLCC       | 0.542 ± 0.054 | 0.625 ± 0.053 | 0.595 ± 0.051 | 0.218 ± 0.070 | 0.660 ± 0.037 |
| RMSE       | 4.214 ± 0.323 | 3.895 ± 0.380 | 4.139 ± 0.300 | 3.115 ± 0.285 | 3.755 ± 0.365 |

| Method     | LIVE-Q | LIVE-V |
|------------|--------|--------|
| SROCC      | 0.463 ± 0.015 | 0.504 ± 0.147 |
| PLCC       | 0.328 ± 0.088 | 0.365 ± 0.111 |
| RMSE       | 10.858 ± 1.013 | 10.731 ± 1.33 |

| Method     | LIVE-Q | LIVE-V |
|------------|--------|--------|
| SROCC      | 0.544 ± 0.040 | 0.654 ± 0.042 |
| PLCC       | 0.546 ± 0.038 | 0.626 ± 0.041 |
| RMSE       | 0.536 ± 0.010 | 0.507 ± 0.031 |

| Method     | LIVE-Q | LIVE-V |
|------------|--------|--------|
| SROCC      | 0.489 ± 0.091 | 0.709 ± 0.067 |
| PLCC       | 0.433 ± 0.043 | 0.436 ± 0.032 |
| RMSE       | 17.168 ± 1.318 | 15.197 ± 1.325 |

TABLE VI: Ablation studies with the KoNViD-1k as the training data. For simplification, we denote the LIVE-Qualcomm as LIVE-Q and LIVE-VQC and LIVE-V.

| Method     | CVD2014 | LIVE-Q | LIVE-V |
|------------|---------|--------|--------|
| Concat     | SROCC   | 0.7466 | 0.5286 | 0.6357 |
|            | PLCC    | 0.7625 | 0.5847 | 0.6889 |
| Ours w/o Distribution | SROCC | 0.7735 | 0.5900 | 0.6692 |
|            | PLCC    | 0.7638 | 0.6524 | 0.7142 |
| Ours w/o PyramidPooling | SROCC | 0.7732 | 0.5884 | 0.6701 |
|            | PLCC    | 0.7631 | 0.6495 | 0.7173 |
| Ours       | SROCC   | 0.7972 | 0.6200 | 0.6797 |
|            | PLCC    | 0.7984 | 0.6666 | 0.7327 |

dataset challenge both human subjects and objective VQA models, as indicated in [10]. As such, more dedicated design on both spatial and temporal domains is desired. Moreover, we remove the Gaussian distribution regularization module from the original models, leading to a model denoted as Ours w/o Distribution. From the results, we can find that both the SROCC and PLCC are degraded compared with our original method (denoted as Ours) which demonstrates that the regularization on feature space is also important for the generalized VQA model.

E. Visualization

To better understand the quality relevant features learned in our proposed method, we train our model on one specific dataset and visualize the quality features of all videos of the four datasets. More specifically, for each video, we first extract its feature $F^{avg}$ (as shown in Eqn. (5)) generated with/without the Gaussian distribution based regularization, respectively. Subsequently, the feature dimension is reduced to two by T-SNE [70], as visualized in Fig. 6. We are particularly interested in the KoNViD-1k dataset due to the large number of videos with a wide-range of quality levels. As shown in Fig. 6 we can find the features of KoNViD-1k dataset and the features of other three datasets are more compact when they are regularized. More specifically, when the models are trained on the CVD2014 dataset, a larger domain gap can be observed between the KoNViD-1k dataset and the other three datasets when compared with the model trained with regularization, further verifying the effectiveness of our Gaussian distribution based regularization module.

Moreover, to verify whether the Gaussian distribution is updated from the initial standard distribution (mean $\mu = 0$ and variance $\sigma = 1$) of each dimension in $F^{avg}$, we also plot the final values of mean and variance in Fig. 7 on four cross-dataset testings. We can observe that the distributions of each feature dimension is totally different from each other. For example, when the model is trained on LIVE-VQC dataset, the variance of 30-th dimension is nearly 1.4 times of the 17-th dimension, which further reveals that the quality of the video is governed by the features from different dimensions with different sensitivities.

V. CONCLUSIONS

In this paper, we propose an NR-VQA method, aiming for improving the generalization capability of the quality assessment model when the training and testing videos hold different content, resolutions and frame rates. The effectiveness of the proposed method, which has been validated in both cross-dataset and intra-dataset settings, arises from the feature learning based upon unified distribution constraint and pyramid temporal aggregation. The proposed model is extensible from multiple perspectives. For example, the proposed model can be further applied in the optimization tasks when the pristine reference video is not available. Moreover, the design philosophy could be further applied to other domains (e.g., high dynamic range, screen content, virtual reality).
Fig. 6: T-SNE visualization of the features extractions from each dataset. The dataset used for training is provided under each sub-figure.
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