Efficient tensor network representation for Gutzwiller projected states of paired fermions
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Recent work by Wu et al. [arXiv:1910.110111] proposed a numerical method, so-called MPO-MPS method, by which several types of quantum many-body wave functions, in particular, the projected Fermi sea state, can be efficiently represented as a tensor network. In this paper, we generalize the MPO-MPS method to study Gutzwiller projected paired states of fermions, where the maximally localized Wannier orbitals for Bogoliubov quasiparticles/quasiholes have been adapted to improve the computational performance. The study of $SO(3)$-symmetric spin-1 chains reveals that this new method has better performance than variational Monte Carlo for gapped states and similar performance for gapless states. Moreover, we demonstrate that dynamic correlation functions can be easily evaluated by this method cooperating with other MPS-based accurate approaches, such as the Chebyshev MPS method.

I. INTRODUCTION

In physics, a large family of states of matter can be described by paired fermions, which range from superconductors1 and superfluids2 to nuclei and neutron stars3. The ground states and low-energy excited states of these paired fermions are governed by an effective Hamiltonian of Bogoliubov-de Gennes (BdG) type, and corresponding ground-state wave functions are of Bardeen-Cooper-Schrieffer (BCS) type. The idea of paired fermions was also combined with Gutzwiller projection by Anderson to describe doped Mott insulators and quantum spin liquids, which is dubbed as “resonating valence bond” (RVB)4–8. In practice, the Gutzwiller projection is performed numerically by the variational Monte Carlo (VMC) method and the physical observables can be evaluated accordingly9. As a result, these Gutzwiller projected wave functions serve as a rather good variational ansatz for strongly correlated electrons and quantum spin systems8.

Meanwhile, tensor networks provide an alternative way to construct variational wave functions for quantum many-body systems. Some of the most popular tensor networks, such as the matrix product state (MPS), the projected entangled-pair state (PEPS), and the multi-scale entanglement renormalization ansatz (MERA), are widely used as the basis for variational approaches to quantum many-body problems10–14. Considering the success of both methods (Gutzwiller projected states and tensor network states), it is very natural for us to ask the question: Could we establish some generic relations between these two methods? However, the general relation between Gutzwiller projected states and tensor network states remains unclear so far, despite the fact that some RVB states have exact PEPS representations15–18.

Very recently, it was realized by Wu et al.19 that Gutzwiller projected Fermi sea states can be expressed as tensor network states by rewriting a linear combination of single-particle operators as a matrix product operator (MPO) with bond dimension $D = 2$. In this way, a Gutzwiller projected Fermi sea state can be obtained by applying the MPOs to an MPS one by one, which is termed as “MPO-MPS method”. Thus, the Gutzwiller projected Fermi sea state can be efficiently expressed as a tensor network state. The efficiency of this tensor network representation has been examined carefully with several paradigmatic wave functions in Ref. [19]. If one chooses the basis of the single-particle state properly, namely, by using maximally localized Wannier orbitals, the performance of the MPO-MPS method will be improved dramatically. The immediate advantage of the MPO-MPS method is two-fold: (i) For Gutzwiller projected states, the computation of various important characteristic quantities, such as entanglement spectrum and von Neumann entanglement entropy, becomes possible under the MPS representation. (ii) For MPS-based variational approaches, such as density matrix renormalization group (DMRG), the Gutzwiller projected states could be used as a good initial input to speedup numerical simulations.

In this paper, we shall generalize the basis-optimized MPO-MPS method to study Gutzwiller projected paired states of fermions in one dimension. Indeed, we will demonstrate that the basis-optimized MPO-MPS method is equally efficient to compute the Gutzwiller projected paired states as well as the unprojected paired states, since the Gutzwiller projection can be viewed as an MPO with bond dimension $D = 1$. The method developed here complements the basis-optimized MPO-MPS method proposed in Ref. [19] for the Gutzwiller projected Fermi sea state. This completes the basis-optimized MPO-MPS toolbox for Gutzwiller projected fermionic wave functions. Furthermore, we demonstrate that the MPO-MPS method can be used to calculate dynamic correlation functions with the help of other MPS-based accurate approaches, such as the Chebyshev MPS method20.

The remaining part of this paper is organized as follows. In Sec. II, we introduce a generic BdG Hamiltonian and diagonalize it by a generalized Bogoliubov transformation. The ground state of paired fermions is obtained by filling all the Bogoliubov quasiholes, on which the Gutzwiller projection will be implemented. In Sec. III, the MPO-MPS method is formulated for paired fermions and the implementation of the
Gutzwiller projection is discussed. In Sec. IV, we use one dimensional (1D) transverse field XY model as a benchmark to compare various MPO-MPS methods. In Sec. V, $SO(3)$-symmetric $S = 1$ spin chains are studied in details. The truncation error of the MPO-MPS method is estimated. The ground-state energy, the von Neumann entanglement entropy and the spin spectral function are computed. Section VI is devoted to summary and discussions.

II. BDG HAMILTONIAN AND THE GROUND STATE OF PAIRED FERMIONS

We start with a generic BdG Hamiltonian that describes paired fermions as follows,

$$H_{\text{BdG}} = \sum_{k,l=1}^{N} t_{kl} c_{k}^\dagger c_{l} + \frac{1}{2} \sum_{k,l=1}^{N} (\Delta_{kl} c_{k}^\dagger c_{l} + \text{h.c.}),$$

where $k, l = 1, \ldots, N$ denote generic single-particle degrees of freedom, such as lattice sites and spin/flavor indices, and $c_{k}$ and $c_{l}^\dagger$ are fermion annihilation and creation operators, respectively. Note that $t_{kl} = t_{lk}^\ast$ (i.e., denotes complex conjugate) due to the Hermiticity of the Hamiltonian and $\Delta_{kl} = -\Delta_{lk}$ because of the fermion anticommutation relation.

For short, we define the vector operator $\Psi = (c_{1}, \ldots, c_{N})^T$ and the matrices $t$ (with elements $t_{kl}$) and $\Delta$ (with elements $\Delta_{kl}$), and introduce the Nambu representation $\psi^T = (c^T, c^\dagger)^T$. In the Nambu representation, the Hamiltonian $H_{\text{BdG}}$ can be written in the matrix form,

$$H_{\text{BdG}} = \frac{1}{2} \psi^T \mathcal{H}_{\text{BdG}} \psi + \frac{1}{2} \text{tr}(t),$$

with

$$\mathcal{H}_{\text{BdG}} = \begin{pmatrix} \Delta & t \\ -t^\ast & -\Delta^\ast \end{pmatrix}.$$  

The matrix $\mathcal{H}_{\text{BdG}}$ can be diagonalized by a $2N \times 2N$ unitary matrix $M$ as follows,

$$M^\dagger \mathcal{H}_{\text{BdG}} M = \begin{pmatrix} -\Lambda & 0 \\ 0 & \Lambda \end{pmatrix},$$

where $\Lambda$ is a diagonal and non-negative matrix characterized by matrix elements $\lambda_{kl} = \epsilon_{k} d_{kl}$, and $M$ satisfies the unitary relation $M^\dagger M = M M^\dagger = 1_{2N}$, and is of the form,

$$M = \begin{pmatrix} U & U^\ast \\ V & V^\ast \end{pmatrix},$$

where $U$ and $V$ are two $N \times N$ matrices satisfying the relations, $V^T U + U^T V = 1_{N}$ and $U^T V + V^T U = 0$. Here $\epsilon_{k} \geq 0$ is the Bogoliubov quasiparticle excitation energy. It is worth noting that we have chosen the quasi-hole representation for later convenience. So that the Bogoliubov quasihole creation operators $d_{m}^\dagger (m = 1, \ldots, N)$ are given by

$$d_{m}^\dagger = \sum_{l=1}^{N} (c_{l}^\dagger V_{ml} + c_{l} U_{ml}),$$

and the BdG Hamiltonian can be written in terms of quasi-hole (and/or quasiparticle) operators as follows,

$$H_{\text{BdG}} = -\frac{1}{\sqrt{2}} \sum_{m=1}^{N} \epsilon_{m} d_{m}^\dagger d_{m} + \frac{1}{2} \sum_{m=1}^{N} \epsilon_{m} + \frac{1}{2} \text{tr}(t).$$

The ground state of the BdG Hamiltonian, $|\Psi_{0}\rangle$, can be represented as paired fermions and has the form of

$$|\Psi_{0}\rangle \equiv \exp \left( \sum_{k,l} g_{kl} c_{k}^\dagger c_{l} \right) |0\rangle_{c},$$

where $g_{kl} = -g_{lk}$ is the pairing function and $|0\rangle_{c}$ is the vacuum state of $c$-fermions, i.e., $c_{i}|0\rangle_{c} = 0$ for $i = 1, \ldots, N$. On the other hand, $|\Psi_{0}\rangle$ must be the vacuum of the Bogoliubov quasiparticles, namely, $d_{m}^\dagger |\Psi_{0}\rangle = 0$ for $m = 1, \ldots, N$. Here we would like to emphasize that $d_{m}^\dagger$ is a quasi-hole creation operator thereby a quasiparticle annihilation operator in the quasi-hole representation. It is easy to verify that the pairing function should be

$$g_{kl} = \frac{1}{2} (V U^{-1})_{kl},$$

so that the BCS state in Eq. (8) is annihilated by all $d_{m}^\dagger$’s. However, it is noted that Eq. (8) is valid for a system with even fermion parity only; while for a system with odd fermion parity, unpaired fermions have to be involved. Therefore it is more convenient to construct the ground state $|\Psi_{0}\rangle$ by filling all the quasi-hole states,

$$|\Psi_{0}\rangle = \prod_{m=1}^{N} d_{m}^\dagger |0\rangle_{d},$$

where $|0\rangle_{d}$ is the vacuum of Bogoliubov quasiholes, i.e., $d_{m}^\dagger |0\rangle_{d} = 0$ for $m = 1, \ldots, N$. Notice that all the states in the Fock space of quasiparticles (and/or quasiholes) will be annihilated by the fully-filling operator $\prod_{m=1}^{N} d_{m}^\dagger$ except the vacuum of quasiholes $|0\rangle_{d}$, because $|d_{m}^\dagger|^{2} = 0$. Thus the initial state $|0\rangle_{d}$ can be replaced by a simple direct-product state $|\cdots\rangle_{c}$ (in the basis of original $c$-fermions) as long as $|\cdots\rangle_{c}$ has the same fermion parity as $|0\rangle_{d}$. Otherwise we have $\prod_{m=1}^{N} d_{m}^\dagger |\cdots\rangle_{c} = 0$. In particular, we have

$$|\Psi_{0}\rangle = \prod_{m=1}^{N} d_{m}^\dagger |0\rangle_{c}$$

in the presence of even fermion number parity.

A Gutzwiller projected paired state of fermions is obtained by removing all the components consisting of empty or multi-occupied sites, and can be expressed as

$$|\Psi\rangle = P_{G} |\Psi_{0}\rangle,$$
III. TENSOR-NETWORK REPRESENTATION OF PAIRED STATES OF FERMIONS: MPO-MPS METHOD

A key observation was made in Ref. [19] that a single-particle creation/annihilation operator can be rewritten as an MPO. This can be naturally generalized to the Bogoliubov quasiparticle/quasihole creation/annihilation operators. To be explicit, the quasihole creation operator \( d_m^\dagger \) can be written as an MPO with bond dimension \( D = 2 \) as follows,

\[
d_m^\dagger = \begin{pmatrix} 0 & 1 \end{pmatrix} \prod_{l=1}^{N} \begin{pmatrix} V_{lm} c_l^\dagger + U_{lm} c_l & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \end{pmatrix}.
\]  

(13)

Notice that dummy column and row are employed in Eq. (13) to ensure the open boundary condition of MPO.

Based on the MPO expression in Eq. (13), the unprojected state \( |\Psi_0\rangle \) given in Eq. (8) and Eq. (11) and the Gutzwiller projected state \( |\Psi\rangle \) given in Eq. (12) can be converted into an MPS form. The procedure of the MPO-MPS method is illustrated in Fig. 1, and is made of two or three steps as follows:

1. Initialize the vacuum state \(|0\rangle \) as an MPS with bond dimension \( D = 1 \).

2. Act the \( N \) MPOs in accordance with the Bogoliubov quasiholes \( d_m^\dagger \)'s iteratively onto the vacuum MPS of \(|0\rangle \). Each action generates one new MPS, and such a new MPS should be compressed with the help of the so-called mixed canonical form of MPS\(^{12}\), by using singular value decomposition (SVD) at every intermediate step. Otherwise, the bond dimension of the obtained MPS will grow exponentially with the number of Bogoliubov quasiholes, i.e., \( D = 2^N \). So far we have obtained an MPS for the unprojected paired state of fermions, \( |\Psi_0\rangle \).

3. To obtain the projected state \( |\Psi\rangle \), we apply the Gutzwiller projector \( P_G \) to the MPS \( |\Psi_0\rangle \) obtained in step (2).

Below we shall demonstrate how the Gutzwiller projection is implemented and show that \( |\Psi\rangle \) is an MPS, too.

**Implementation of Gutzwiller projection.** — For a spin-\( S \) system with \( L \) lattice sites, it is convenient to use the interleaved site index, \( l = 1, \ldots, (2S + 1)L \), instead of the original lattice site index \( j = 1, \ldots, L \) and spin/flavor index \( \alpha = -S, \ldots, S \), such that the Gutzwiller projection is implemented on \((2S + 1)\) neighboring interleaved sites. Note that the interleaved site index is related to lattice site and spin/flavor indices as \( l = (j, \alpha) \).

To illustrate the Gutzwiller projection, we follow Refs. [21–23] to introduce \((2S + 1)\) species of fermionic parton operator (Abrikosov fermion) \( c_j^\dagger \) and write the three components of spin, \( S_j^\alpha (\alpha = x, y, z) \), in terms of these partons as follows,

\[
S_j^\alpha = \sum_{\alpha\beta} c_{ja}^\dagger P_{\alpha\beta} c_{jb}
\]

(14)

with the single-occupancy constraint imposed at each lattice site \( j \),

\[
\sum_{\alpha} c_{ja}^\dagger c_{ja} = 1,
\]

(15)

where \( \alpha \) and \( \beta \) are spin/flavor indices and \( P_{\alpha\beta} \) is the spin-\( S \) matrix representation of spin operator \( S^\alpha \).

At the end of step (2), one has obtained an MPS for the unprojected paired state of fermions as follows,

\[
|\Psi_0\rangle = \sum_s \operatorname{sgn}(s) A^{1S}[1] A^{2S}[2] \cdots A^{N-1S}[N-1] A^{NS}[N]|s\rangle,
\]

(16)

where \( N = (2S + 1)L \) is the number of interleaved lattice sites, \( A^{\alpha}[I] \) is the matrix associated with fermion occupation number \( s_I \) at interleaved site \( I \), and \( s = \otimes_{I=1}^N s_I \) characterizes the basis of the fermion Fock space together with the fermion sign function \( \operatorname{sgn}(s) = \pm 1 \). We found that the Gutzwiller projected state can be written as an MPS as well,

\[
|\Psi\rangle = \sum_{\tau} \operatorname{sgn}(\tau) B^{T_1}[1] B^{T_2}[2] \cdots B^{T_{N-1}}[L-1] B^{T_L}[L]|\tau\rangle,
\]

(17)

where \( \tau = \otimes_{j=1}^L \tau_j \) denotes the basis of the spin Hilbert space, and the associated matrix \( B^{T_j} \) is given by

\[
B^{T_j} = \begin{cases} \prod_{\alpha} A^{\alpha}[I] & \text{if } \sum_{\alpha} s_{(j,\alpha)} = 1, \\ 0, & \text{otherwise}. \end{cases}
\]

(18)

Here the interleaved site index \( l = (j, \alpha) = (2S + 1) - S + \alpha \), the spin index \( \alpha \) runs from \(-S\) to \( S \), so that \( l \) runs from 1 to \( N = (2S + 1)L \). Note that \( \operatorname{sgn}(\tau) \) in Eq. (17) is well defined and is given by \( \operatorname{sgn}(\tau) = \operatorname{sgn}(s) \) as long as the single-occupancy condition is satisfied. In practice, when one calculates the expectation value for an operator \( \hat{O} \), the fermion sign \( \operatorname{sgn}(\tau) \) and/or \( \operatorname{sgn}(s) \) can be absorbed in the operator \( \hat{O} \), then the MPS itself will be implemented as a bosonic MPS.

**Maximally localized Wannier orbitals.** — As mentioned, one has to compress the matrices \( A^{\alpha}[I] \) in Eq. (16) after the acting of each MPO \( d_m^\dagger \) on the MPS, which is done by utilizing SVD. The truncation error is unavoidable during the process of compression of matrices. However, this truncation
error can be significantly reduced by choosing the ordering of the action of MPOs and the basis of single-particle orbitals properly\textsuperscript{19}.

To reduce the truncation error of MPS, we would like to follow Ref. [19] to exploit the idea of “maximally localized Wannier orbitals”\textsuperscript{24–28}. These single-particle orbitals have minimum spatial overlap with each other, which allows us to reduce the entanglement entropy when each MPO associated with one of these single-particle orbitals is applied. These maximally localized Wannier orbitals are determined as follows: First, we define position operators for particles and holes in interleaved lattice sites,

\[
\hat{X} = \sum_l l c^\dagger_l c_l, \quad \hat{X}' = \sum_l l c^\dagger_l c^\dagger_l.
\] (19)

For the Bogoliubov quasiparticles/quasiholes, the position operators are projected into a matrix \(\hat{X}\) with matrix element

\[
\hat{X}_{mn} = c(0|d_m \hat{X} d_n^\dagger|0) + c(1|d_m \hat{X} d_n^\dagger|1),
\] (20)

where \(|1\rangle_c\) is the fully occupied state of \(c\)-fermions, i.e., \(c^\dagger_l |1\rangle_c = 0\) for \(l = 1, \ldots, N\). Note that the particle-hole symmetric form in Eq. (20) provides an unambiguous definition even in the limit of vanishing pairing strength. Second, the matrix \(\hat{X}\) can be diagonalized by an \(SU(N)\) matrix \(W\), i.e., \(W^\dagger \hat{X} W = \text{diag}\{x_1, \ldots, x_N\}\), where the eigenvalues \(x_n\) are sorted as \(x_1 < \cdots < x_N\). Thus we find out a set of single-particle operators \(f_n^\dagger\) associated with the eigenvalues \(\{x_n\}\) as follows,

\[
f_n^\dagger = \sum_m d_m^\dagger W_{mn} = \sum_l [c^\dagger_l (VW)_{ln} + c_l (UW)_{ln}].
\] (21)

Since \(W\) is an \(SU(N)\) matrix, we have

\[
\prod_{n=1}^N f_n^\dagger = \prod_{m=1}^N d_m^\dagger.
\]

Therefore the paired state \(|\Psi_0\rangle\) given in Eq. (11) can be rewritten in terms of the single-particle operators \(f_n^\dagger\),

\[
|\Psi_0\rangle = \prod_{n=1}^N f_n^\dagger |0\rangle_c.
\] (22)

When acting the MPO

\[
f_n^\dagger \equiv \left( \begin{array}{cc} 0 & 1 \\ \prod_{i=1}^N \left( \begin{array}{cc} 1 & 0 \\ \left( c^\dagger_i (VW)_{ln} + c_i (UW)_{ln} \right) & 1 \end{array} \right) \end{array} \right) \left( \begin{array}{c} 1 \\ 0 \end{array} \right)
\] (23)

on the MPS, the matrices \(A^i[I]\) will change considerably only when the interleaved site \(l\) is near the position \(x_n\), because the single-particle wave functions associated with \(f_n^\dagger\) are maximally localized thereby separated from one another. On the other hand, different orderings of \(f_n^\dagger\) only differ by a global factor \(\pm 1\) in \(|\Psi_0\rangle\). So that one can act \(f_n^\dagger\) in \(|\Psi_0\rangle\) by the ordering of “left-meet-right” which starts from the left or right edge and gradually moves toward the center. This procedure drastically minimizes the truncation error.

Another MPO-MPS representation of paired states. — As mentioned in Ref. [19], Eq. (8) has another MPO-MPS representation which can be achieved by rewriting Eq. (8) as

\[
|\Psi_0\rangle = \prod_{kl} \left(1 + g_k c^\dagger_k c^\dagger_l (0) c = \prod_k \hat{W}_k (0) c, \right)
\] (24)

where

\[
\hat{W}_k = \left( \begin{array}{cc} 0 & 1 \\ \prod_{l=1}^{k-1} \left( \begin{array}{cc} 1 & 0 \\ g_k c^\dagger_l & c^\dagger_l \end{array} \right) \prod_{k=1}^N \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \right)
\] (25)

is also an MPO with bond dimension \(D = 2\). However, the formalism based on Eqs. (24) and (25) is hard to be improved with the help of maximally localized Wannier orbitals. Moreover, the numerical calculation will become unstable when the matrix \(U\) thereby the pairing function \(g_k\) become singular. We shall examine and compare these different MPO-MPS representations (in accordance with Eqs. (11), (22) and (24) respectively) in the next section.

“Bosonization” of fermionic states. — Since the fermionic sign brings extra complications in the MPO-MPS formalism, we would like to bosonize the fermionic tensor networks (MPOs and MPSs) with the help of Jordan-Wigner transformation,

\[
c^\dagger_i = \left[ \prod_{k=1}^{i-1} \sigma^\dagger_k \right] \sigma^\dagger_i, \quad c_i = \left[ \prod_{k=1}^{i-1} \sigma_k \right] \sigma_i.
\] (26)

Thus the quasihole operator \(d^\dagger_m\) defined in Eq. (6) and the corresponding MPO form given in Eq. (13) be rewritten in terms of pseudospin-1/2 as follows,

\[
d^\dagger_m = \left( \begin{array}{cc} 0 & 1 \\ \prod_{l=1}^N \left( V_{lm} \sigma^\dagger_l + U_{lm} \sigma^-_l \right) \end{array} \right) \left( \begin{array}{c} 1 \\ 0 \end{array} \right).
\] (27)

Note that this pseudospin MPO expression can be used for the maximally localized Wannier orbitals in Eq. (23) as well.

IV. TRANSVERSE FIELD XY MODEL: A BENCHMARK

In this section, we shall study the 1D transverse field XY (TFXY) model, which is a spin-1/2 model defined by the following Hamiltonian:

\[
H_{XY} = \sum_{j=1}^L \left( J_x \sigma^x_j \sigma^x_{j+1} + J_y \sigma^y_j \sigma^y_{j+1} + h \sigma^z_j \right)
\] (28)

where the periodic boundary condition is imposed by \(\sigma^x_{L+1} = \sigma^x_1\). This model is exactly solvable and will be a good benchmark of our MPO-MPS method. We will compare various MPO-MPS expressions in accordance with Eqs. (11), (22) and (24).
The 1D TFXY model can be fermionized by the inverse Jordan-Wigner transformation. The resulting spinless fermion model reads

\[ H_{XY} = \sum_{j=1}^{L-1} \left( J_- c_j^\dagger c_{j+1} - J_+ c_j^\dagger c_{j+1} + \text{h.c.} \right) + \sum_{j=1}^{L} h_j (2c_j^\dagger c_j - 1) + h_{\text{L1}}, \]  

(29)

where \( J_\pm = J_{\pm} \pm J_{\mp} \), and the boundary term reads

\[ h_{\text{L1}} = \left( J_+ c_1^\dagger c_1 - J_- c_1^\dagger c_1 + \text{h.c.} \right) e^{i\pi\hat{N}}. \]

Here \( \hat{N} = \sum_{j=1}^{L} c_j^\dagger c_j \) is the total fermion number. Since the total fermion parity \( e^{i\pi\hat{N}} = \pm 1 \) is a good quantum number, the fermionic Hamiltonian will become quadratic when the eigenvalue of \( e^{i\pi\hat{N}} \) is fixed. Thus, we are able to obtain the exact ground-state energy \( \epsilon_{XY} \) and all the eigenstates of \( H_{XY} \) by the Bogoliubov transformation.

Now let us examine how efficient the ground state \( |\Psi_{XY}\rangle \) can be computed by the MPO-mps method, which is an un-projected paired state of fermions and will be computed by the maximally localized Wannier orbitals \( |f_1^t\rangle \) (by using Eq. (22)), original Bogoliubov quasiholes \( |d_m^m\rangle \) (by using Eq. (11)), and the pairing function \( \langle \Psi_l | \) (by using Eq. (24)), respectively. To see the precision of these MPO-mps methods, we define the energy deviation per site,

\[ \delta \epsilon_{XY} = \frac{1}{L} \left( \langle \Psi_{XY} | H_{XY} | \Psi_{XY} \rangle - \epsilon_{XY} \right), \]  

(30)

where \( \epsilon_{XY} \) is the exact ground-state energy obtained by the Bogoliubov transformation and \( \langle \Psi_{XY} | \) is computed by MPO-mps methods. In order to monitor the precision after each MPO is applied and the truncation is done, we divide the spin chain into two parts (denoted by \( A \) and \( B \)) from the middle and calculate the von Neumann entanglement entropy (EE) of the reduced density matrix for \( A \),

\[ S_c = -\text{tr} (\rho_A \log \rho_A), \]  

(31)

where \( \rho_A = \text{Tr}_B \rho = \text{Tr}_B |\Psi \rangle \langle \Psi| \), and \( |\Psi\rangle \) is measured after every MPO is applied.

The deviation of the ground-state energy \( \delta \epsilon_{XY} \) is given in Table I, and the entanglement entropy \( S_c \) versus the number of applied MPOs is plotted in Fig. 2. It turns out that the \( f_1^t \)-MPO-mps method using maximally localized Wannier orbitals and the “left-meet-right” scheme give rise to very accurate ground states. Namely, \( \delta \epsilon_{XY} \) is always less than \( 10^{-10} \) for all the model parameters chosen, i.e., \( J_x/J_y \) and \( h_x/J_x \), where we fix \( J_x = 1 \). It can be seen from Fig. 2 that \( S_c \) increases very slowly and keeps a small value until the last few MPOs are applied. So that the truncation error will keep a small value when the MPSs are compressed after each MPO is applied.

As the comparison to the \( f_1^t \)-MPO-mps method, the \( d_m^m \)-MPO-mps method using original Bogoliubov quasiholes is also investigated. For this case, the ordering for the action of

| \((J_x, h_x)\) | \(f_1^t\) | \(d_m^m\) | \(W_k\) |
|---|---|---|---|
| \((0.5, 0.5)\) | \(< 10^{-12}\) | \(< 10^{-3}\) | \(< 10^{-6}\) |
| \((0.8, 0.5)\) | \(< 10^{-10}\) | \(< 10^{-3}\) | \(0.58\) |
| \((0.5, 1.0)\) | \(< 10^{-14}\) | \(< 10^{-5}\) | \(< 10^{-10}\) |
| \((0.8, 1.0)\) | \(< 10^{-10}\) | \(< 10^{-4}\) | \(0.22\) |
| \((0.5, 1.5)\) | \(< 10^{-14}\) | \(< 10^{-8}\) | \(< 10^{-13}\) |
| \((0.8, 1.5)\) | \(< 10^{-11}\) | \(< 10^{-7}\) | \(< 10^{-4}\) |

TABLE I. The energy deviation \( \delta \epsilon_{XY} \) defined in Eq. (30) and evaluated by three MPO-mps methods. Here \( f_1^t \) denotes the method using maximally localized Wannier orbitals and the “left-meet-right” scheme; \( d_m^m \) denotes the method using original Bogoliubov quasiholes (ordered with respect to single-particle energies); and \( W_k \) means the MPO-mps method using the pairing function \( \rho_{\text{L}} \) and defined in Eqs. (24) and (25) (with the “left-to-right” scheme). We choose lattice size \( L = 60 \), bond dimension \( D = 200 \), and set \( J_x = 1 \) in the Hamiltonian \( H_{XY} \).

The phase diagram of the spin-1 BBQ chain is well studied: (1) for \( \pi/2 < \theta < \pi/4 \), the system is in a gapless ferromagnetic phase; (2) for \( \pi/4 \leq \theta \leq \pi/2 \), it is a critical phase31,34,36, which includes an exactly solvable Uimin-Lai-Sutherland (ULS) point32,38,39 at \( \theta = \pi/4 \) \( (K = 0) \); (3) for \( -\pi/4 < \theta < \pi/4 \), it is the gapped Haldane phase containing the Affleck-Kennedy-Lieb-Tasaki (AKLT) point40 at
A. Fermionic theory, trial wave function and spin spectral function

To formulate the fermionic theory and derive the trial wave function for a spin \( S = 1 \) system, we follow Ref. [21] to introduce three species of fermions: \( c_{1}, c_{0}, c_{-1} \). Then the spin operators can be represented in terms of these fermions as in Eq. (14). To see the \( SO(3) \) spin rotational symmetry, it is more convenient to use the Cartesian basis: \( c_{x} = i(c_{1} - c_{-1})/\sqrt{2}, \ c_{y} = (c_{1} + c_{-1})/\sqrt{2}, \) and \( c_{z} = -ic_{0} \), and define two \( SO(3) \) invariant bond operators \( \hat{\chi}_{ij} \) and \( \hat{\Delta}_{ij} \) as follows:

\[
\hat{\chi}_{ij} = \sum_{a=x,y,z} c_{ia}^{\dagger} c_{ja}, \quad \hat{\Delta}_{ij} = -\sum_{a=x,y,z} c_{ia}^{\dagger} c_{ja}.
\]

\( \theta = \tan^{-1}(1/3); \) (4) for \(-3\pi/4 < \theta < -\pi/4\), it is a dimerized phase; (5) there exists an exactly solvable Takhtajan-Babujian (TB) critical point\(^{41,42}\) separating the Haldane and the dimerized phase at \( \theta = -\pi/4 \) (\( J = -K > 0 \)).

It was revealed in Ref. [23] that the Gutzwiller projected wave functions of paired fermions are very good trial wave functions for the ground states of the antiferromagnetic BBQ model in the regime \( K < J \) (\(-3\pi/4 < \theta < \pi/4\)), where variational energies and static spin correlation functions were calculated by using the VMC method. In this section, we will demonstrate that such trial wave functions can be efficiently converted into MPSs by the MPO-MPS method. Moreover, we find that the dynamic spin correlation (spin spectral function) can be easily evaluated, since the MPO-MPS method enables us to naturally cooperate with the Chebyshev kernel polynomial method to compute spectral functions\(^{20}\).

Thus, the \( SO(3) \) symmetric model given in Eq. (32) can be rewritten in terms of \( \hat{\chi}_{ij} \) and \( \hat{\Delta}_{ij} \):

\[
H_{BBQ} = -\sum_{j=1}^{L} [J\hat{\chi}_{j,j+1}^{\dagger}\hat{\chi}_{j,j+1} + (J - K)\hat{\Delta}_{j,j+1}^{\dagger}\hat{\Delta}_{j,j+1}].
\]

It is expected that paired states of fermions with \( \langle \hat{\Delta}_{j,j+1} \rangle \neq 0 \) will be energetically favored when \( J > K \) due to the last term in Eq. (34).

\( \text{Trial wave function. — At the mean-field level, the } \text{SO}(3) \text{ symmetric Hamiltonian given in Eq. (34) can be naturally decoupled to three copies of Kitaev’s Majorana chains}^{43,44}.

\[
H_{\text{MF}} \equiv \sum_{a=x,y,z} H_{K}^{(a)},
\]

\[
H_{K}^{(a)} = \sum_{j=1}^{L} [\chi c_{ja}^{\dagger} c_{j,a+1} + \Delta c_{ja} c_{j+1,a} + \text{h.c.}] + \lambda \sum_{j=1}^{L} c_{ja}^{\dagger} c_{ja},
\]

Here \( \chi \) and \( \Delta \) are two mean-field order parameters, and \( \lambda \) serves as the Lagrange multiplier to impose the particle number constraint given in Eq. (15) on average. For a given set of \( \{\chi, \Delta, \lambda\} \), a mean-field ground state \( |\Psi_{\text{MF}}(\chi, \Delta, \lambda)\rangle \) can be obtained. Thus the Gutzwiller projected wave function

\[
|\Psi_{BBQ}(\chi, \Delta, \lambda)\rangle = P_{G}|\Psi_{\text{MF}}(\chi, \Delta, \lambda)\rangle
\]

can be treated as a trial wave function for the spin Hamiltonian \( H_{\text{BBQ}} \) defined in Eq. (32), where \( \{\chi, \Delta, \lambda\} \) is a set of variational parameters. Then the ground state can be obtained by minimizing the energy (per site)

\[
E_{g} = \frac{1}{L} \langle \Psi_{BBQ}|H_{BBQ}|\Psi_{BBQ}\rangle.
\]

It is worth mentioning that there are only two independent variational parameters \( \Delta/\chi \) and \( \lambda/\chi \) to determine the ground state.
state. Here one subtlety is that for certain phases, e.g., Haldane phase, which is characterized as a $p$-wave weakly pairing state\textsuperscript{20}, it is desirable to use antiperiodic boundary conditions ($c_{L+1,s} = -c_{1,s}$) for the mean-field Hamiltonian in Eq. (35), in order to obtain a nonvanishing Gutzwiller projected wave function.

With the help of the trial wave function $|\Psi_{BBQ}(\chi, \Delta, \lambda)\rangle$, the ground state and elementary excitations of the $SO(3)$ Hamiltonian $H_{BBQ}$ were studied by using VMC in Ref. [23] and Ref. [45], respectively. It was found that the Gutzwiller projected wave function is in surprisingly good agreement with the known result given by exact solution and/or DMRG when $J > K$. Below we will demonstrate that the MPO-MPS method provides an alternative and efficient way to perform calculations based on the Gutzwiller projected wave function. Furthermore, the spin spectral function can be computed by the combination of the MPO-MPS method and the Chebyshev kernel polynomial method.

**Spin spectral function.**—The spin spectral function in $(q, \omega)$ space, which can be measured by the inelastic neutron scattering, is defined as

$$S(q, \omega) = \sum_{\alpha=x,y,z} \langle 0 | S^\alpha(q) \delta(\omega - E_0) S^\alpha(-q) | 0 \rangle.$$

Here $| 0 \rangle$ denotes the ground state of a Hamiltonian $\hat{H}$, and $E_0$ is the corresponding ground-state energy. Usually, for a given Gutzwiller projected wave function, such a spectral function is difficult to calculate by the VMC method although static spin correlation functions can be done. By contrast, there exist a slice of MPS-based accurate approaches to calculate spectral functions, such as correction-vector method\textsuperscript{46–49}, time-dependent DMRG\textsuperscript{50–54}, and Chebyshev MPS\textsuperscript{20,55}. In this paper, we utilize the Chebyshev MPS method\textsuperscript{20}, of which the framework is to expand the $\delta$ function in Eq. (38) in terms of Chebyshev polynomials. The details of the Chebyshev MPS method can be found in Appendix A.

### B. Numerical results and analyses

Numerically, we will focus on four representative points in the phase diagram: (1) AKLT point at $\theta = \tan^{-1}(1/3)$ (or $K/J = 1/3$); (2) TB point at $\theta = -\pi/4$ (or $K/J = -1$); (3) ULS point at $\theta = \pi/4$ (or $K/J = 1$); and (4) Heisenberg point at $\theta = 0$ (or $K = 0, J = 1$). Two of them, AKLT and Heisenberg points are gapped, while the other two, TB and ULS points are gapless. We shall study the trial wave function $|\Psi_{BBQ}(\chi, \Delta, \lambda)\rangle$ at these four points and use the parameters $\{\Delta/\chi, \Delta/\chi\}$ optimized by the VMC in Ref. [23]. Note that the definition of the mean-field order parameters $\chi$ and $\Delta$ are different from those defined in Ref. [23] by a factor of $J$ and $(J - K)$, respectively.

**Truncation error.**—To illustrate the precision of the MPO-MPS calculation, we introduce the truncation error $\epsilon_{\text{trunc}}$ of MPS that is truncated down to the leading $D$ singular values (more precisely, the upper bound of the truncation errors during the whole MPO-MPS process). Quantitatively, $\epsilon_{\text{trunc}}$ is defined as

$$\epsilon_{\text{trunc}} = \sum_{j=1}^{N} \epsilon_j(D),$$

where $\epsilon_j(D)$ is the sum of discarded squared singular values at the $j$-th bond. The MPS truncation errors $\epsilon_{\text{trunc}}$ for different bond dimension $D$ on an $L = 60$ lattice are listed in Table II and plotted in Fig. 3 for four points: AKLT, TB, ULS, and Heisenberg.

In general, we find that the MPO-MPS method works much more efficiently than the VMC for gapped states. For gapless states, it will achieve similar precision as the VMC for the same computing time. The reason is the following: The MPS truncation error $\epsilon_{\text{trunc}}$ decreases with the bond dimension $D$ nearly exponentially for gapped states; while it decreases in a power law for gapless states, $\epsilon_{\text{trunc}} \propto D^{-1}$. The computing time for an MPS grows with increasing $D$ and is of $O(D^2)$. So that the MPS truncation error $\epsilon_{\text{trunc}}$ is of order of $O(t^{-1/2})$ for gapless states, where $t$ is the time consumption in the calculation. Meanwhile, the statistical error in the VMC is of $O(M^{-1/2}) \propto O(t^{-1/2})$, where $M$ is the number of uncorrelated Monte Carlo measurements.

**Ground-state energy and its variance.**—The ground state energy and the energy variance have been computed by the basis-optimized MPO-MPS method and some results are list in Table III. Here the energy variance is defined as

$$\varsigma = \frac{1}{L} \sqrt{\langle H_{\text{BBQ}}^2 \rangle - \langle H_{\text{BBQ}} \rangle^2},$$

which measures how the trial wave function $|\Psi_{BBQ}(\chi, \Delta, \lambda)\rangle$ deviates from an eigenstate of the Hamiltonian $H_{\text{BBQ}}$. Note that the energy variance $\varsigma$ defined in Eq. (40) is hard to compute by VMC, which is different from the standard statistical deviation in VMC. We choose lattice size $L = 60$ as in Table II and Fig. 3 and use bond dimension $D = 1400$ to obtain accurate values for gapless states (TB and ULS). However, smaller $D$ is sufficient to give the same precision for gapped

| $D$ | TB | ULS | Heisenberg | AKLT |
|-----|----|-----|------------|------|
| 10  | 0.025 | 0.037 | 2 $\times$ 10^{-3} | < 10^{-15} |
| 50  | 8 $\times$ 10^{-4} | 5 $\times$ 10^{-3} | 3 $\times$ 10^{-5} | < 10^{-15} |
| 100 | 7 $\times$ 10^{-4} | 2 $\times$ 10^{-3} | 1 $\times$ 10^{-5} | < 10^{-15} |
| 200 | 6 $\times$ 10^{-4} | 7 $\times$ 10^{-4} | 6 $\times$ 10^{-6} | < 10^{-15} |
| 400 | 4.5 $\times$ 10^{-4} | 6.5 $\times$ 10^{-4} | 3 $\times$ 10^{-6} | < 10^{-15} |
| 600 | 4 $\times$ 10^{-4} | 5 $\times$ 10^{-4} | 7 $\times$ 10^{-7} | < 10^{-15} |
| 800 | 3 $\times$ 10^{-4} | 5 $\times$ 10^{-4} | 3 $\times$ 10^{-7} | < 10^{-15} |
| 1200 | 2 $\times$ 10^{-4} | 3 $\times$ 10^{-4} | 2 $\times$ 10^{-7} | < 10^{-15} |

**TABLE II. Truncation errors $\epsilon_{\text{trunc}}(D)$ in the basis-optimized MPO-MPS process, which is defined in Eq. (39). The lattice size is $L = 60$.**
The spin spectral function \( S(j) \) has been calculated for two gapped states, AKLT and Heisenberg, and two gapless states, TB, and ULS, respectively. The results are plotted in Fig. 5. The TB point is exactly solvable by Bethe ansatz, where the central charge \( c = 1.47 \), agrees well with the theoretical value \( c = 3/2 \) predicted by the \( SU(2)_1 \) Wess-Zumino-Novikov-Witten (WZNW) field theory. The ULS point can be exactly solved by Bethe ansatz as well, of which the low-energy excitations are effectively described by the \( SU(3)_1 \) WZNW field theory. Our MPO-MPS calculation from the Gutzwiller projected wave function leads to \( c = 1.94 \), which is also in good agreement with the \( SU(3)_1 \) WZNW field theory. The spin spectral function

\[
S(j) = \frac{c}{3} \log_2 \left( \frac{L}{\pi} \sin \frac{\pi j}{L} \right) + c_2,
\]

where \( c \) is the central charge of the conformal field theory and \( c_2 \) is a nonuniversal constant.

The entanglement entropy \( S(j) \) has been calculated for two gapped states, AKLT and Heisenberg, and two gapless states, TB, and ULS, respectively. The results are plotted in Fig. 5. The TB point is exactly solvable by Bethe ansatz, where the central charge \( c = 1.47 \), agrees well with the theoretical value \( c = 3/2 \) predicted by the \( SU(2)_1 \) Wess-Zumino-Novikov-Witten (WZNW) field theory. The ULS point can be exactly solved by Bethe ansatz as well, of which the low-energy excitations are effectively described by the \( SU(3)_1 \) WZNW field theory. Our MPO-MPS calculation from the Gutzwiller projected wave function leads to \( c = 1.94 \), which is also in good agreement with the \( SU(3)_1 \) WZNW field theory.
berg points, the Haldane gap is clearly visible at $q$ expected features for these models. (i) For AKLT and Heisen-
numerical results are plotted in Fig. 6, which catches all the ex-
takes the value $\Delta_{\text{gap}} = 0.70$ at the AKLT point and $\Delta_{\text{gap}} = 0.39$ at the Heisenberg point. (ii) For the TB point, the spin spectra are gapless at $q = \pi$ and there exists spinon continuum in the spectra, which is exactly what is expected by the Bethe ansatz solution. (iii) For the ULS point, $S(q, \omega)$ is gapless at $q = \pm 2\pi/3$ and exhibits three thresholds in the spinon continuum as shown in Fig. 6 (d), which is in excellent agreement with the Bethe ansatz solution.

VI. SUMMARY AND DISCUSSIONS

In summary, we have generalized the basis-optimized MPO-MPS method to study Gutzwiller projected states of paired fermions. The key idea is that a BCS-type state can be obtained by filling up all the Bogoliubov quasiholes. Exploiting the maximally localized Wannier orbitals for the Bogoliubov quasiparticle/quasihole states, we are able to minimize the truncation error of MPS to improve the precision of this method dramatically.

As a benchmark, we have examined the 1D transverse field XY model, which is exactly solvable with the help of the Jordan-Wigner transformation. We found that the MPO-MPS method with maximally localized Wannier orbitals, together with the “left-meet-right” scheme, gives rise to very accurate ground states. The precision for the per-site ground-state energy is always less than $10^{-10}$ in the whole parameter region inspected.

Then we used the Gutzwiller projected wave functions proposed in Ref. [23] to study $SO(3)$-symmetric spin-1 chains. We carefully examined the truncation error of MPS in the basis-optimized MPO-MPS process. The ground state and its variance have been evaluated with high precision. The von Neumann entanglement entropy has been calculated in a straightforward way. At the two critical points, TB and ULS, the central charges have been obtained by fitting the entanglement entropy: $c = 1.47$ at the TB point and $c = 1.97$ at the ULS point, which are in good agreement with $SU(2)_2$ and $SU(3)_1$ WZNW field theories, respectively. The spin spectral function $S(q, \omega)$ has been calculated at two gapped points, AKLT and Heisenberg, and two gapless points, TB and ULS. The Haldane gap was estimated to be $\Delta_{\text{gap}} = 0.39$ at the Heisenberg point and $\Delta_{\text{gap}} = 0.70$ at the AKLT point. The gapless feature has been found at TB and ULS points at $q = \pi$ (TB) and $q = \pm 2\pi/3$ (ULS), respectively.

We would like to point out that the MPS obtained from such a Gutzwiller projected state via the MPO-MPS method serves as a good initial state for DMRG and/or other tensor network methods. With minor modifications, the MPO-MPS method can also be utilized to represent partially Gutzwiller projected states, which allows to study doped Mott insulators and strongly correlated metals.

Finally, there are some remaining issues for future investigations: (1) Is the tensor network representation for Gutzwiller projected states still efficient in dimensions larger than one? (2) It is natural to combine the MPO-MPS method with other techniques, such as Automatic Differentiation, to optimize the variational parameters in Gutzwiller projected wave functions. (3) Can a Gutzwiller projected state of bosons be calculated by the MPO-MPS method efficiently? The study along these lines is in progress.
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Appendix A: Chebyshev MPS approach to spin spectral function

This appendix briefly reviews the Chebyshev MPS method for calculating the zero-temperature spectral functions. Here we use the spin spectral function $S(q, \omega)$ as an example, which has the form of Eq. (38).

The key intuition of the Chebyshev MPS method is representing the spectral function via the Chebyshev expansion, which is widely used for function expansion. The Chebyshev polynomials constitute an orthogonal basis with a weight function $(\pi \sqrt{1-x^2})^{-1}$ on the interval $[-1, 1]$. So at first the frequency $\omega$ and Hamiltonian $\hat{H}$ should be linearly rescaled and shifted to map the interval $[0, W_c]$ such that the spectral patterns...
FIG. 6. The spin spectral functions $S(q, \omega)$ for the spin-1 models. Here we set $J = 1$, lattice size $L = 60$, bond dimension $D = 400$, and the number of Chebyshev moments $N_c = 300$ ($N_c = 150$ for TB point). (a) AKLT point, the Haldane gap at $q = \pi$ is $\Delta_{\text{gap}} = 0.70$. (b) Heisenberg point, the Haldane gap at $q = \pi$ reads $\Delta_{\text{gap}} = 0.39$. (c) TB point, $S(q, \omega)$ is gapless at $q = \pi$ and there exists spinon continuum in the spectra. (d) ULS point, $S(q, \omega)$ is gapless at $q = \pm 2\pi/3$ and shows three thresholds in the spinon continuum.

The function has nonzero weight in the interval $[-W', W']$, where $W' < 1$ is a positive real number. The rescaled dimensionless Hamiltonian and frequency are marked by primes, such as

$$
\omega' = \frac{2W'}{W} - \omega',
\hat{H}' = \frac{2W'}{W}(\hat{H} - E_0) - W',
$$

where the ground-state energy of $\hat{H}'$ is $W'$. Then, $S(q, \omega)$ can be rewritten as

$$
S(q, \omega) = \frac{2W'}{W} \sum_a (0|S^a(q)\delta(\omega' - \hat{H}')S^a(-q)|0). \quad (A2)
$$

The $\delta(\omega' - \hat{H}')$ in Eq. (A2) is expanded by Chebyshev polynomials as

$$
\delta(\omega' - \hat{H}') \approx \frac{1}{\pi \sqrt{1 - \omega'^2}} \left[ g_0 + 2 \sum_{n=1}^{N_c-1} g_n T_n(\hat{H}') T_n(\omega') \right], \quad (A3)
$$

where $T_n(x) \equiv \cos[n \arccos(x)]$ are the Chebyshev polynomials of the first kind and $g_n$ damping factors.\textsuperscript{58} It is worth noting that Eq. (A3) is an approximation for $\delta$ function since only the first $N_c$ Chebyshev moments are retained, and such a truncation introduces the Gibbs oscillations\textsuperscript{68} of period $1/N_c$. So here the Jackson damping

$$
g_n' = \frac{(N_c - n + 1) \cos \frac{n\pi}{N_c + 1} + \cot \frac{\pi}{N_c + 1} \sin \frac{n\pi}{N_c + 1}}{N_c + 1} \quad (A4)
$$

is adapted to smooth the oscillations.

Conclusively, the spin spectral function $S(q, \omega)$ can be represented approximately as

$$
S(q, \omega) \approx \frac{2W'/W}{\pi \sqrt{1 - \omega'^2}} \left[ g_0' + 2 \sum_{n=1}^{N_c-1} g_n' T_n(\omega') \right], \quad (A5)
$$

where

$$
\nu_n = \sum_a (0|S^a(q)T_n(\hat{H}')S^a(-q)|0), \quad (A6)
$$

is so-called Chebyshev moments. Note that Chebyshev polynomials, $T_n(x)$, have the recurrent relations of

$$
T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x). \quad (A7)
$$

Thus $\nu_n$ can be calculated recursively and efficiently by using Eq. (A7).
