A FIELD OF GENERALISED PUISEUX SERIES FOR TROPICAL GEOMETRY
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ABSTRACT. In this paper we define a field $K$ of characteristic zero with valuation whose value group is $(\mathbb{R}, +)$, and we show that this field of generalised Puiseux series is algebraically closed and complete with respect to the norm induced by its valuation. We consider this field to be a good candidate for the base field for tropical geometry.

In order to study the geometric properties of a variety, say $V = V(I) \subseteq (\mathbb{C}^*)^n$ with $I \trianglelefteq \mathbb{C}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$, it is common to study as well deformations of the variety respectively of its defining equations, i.e. we replace the ideal $I$ by an ideal $I_t \trianglelefteq \mathbb{C}[[t]][x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$ such that $I = \{ f_{|t=0} \mid f \in I_t \}$. The generic fibre of this family is then defined by the ideal which $I_t$ generates over the quotient field $\text{Quot} (\mathbb{C}[[t]])$ of the power series ring $\mathbb{C}[[t]]$. Unfortunately, this field is not algebraically closed. If we are interested in the geometric properties of the general fibre it thus is natural to pass to the algebraic closure of this field, which is the field

$$\mathbb{C}\{\{t\}\} = \bigcup_{N=1}^\infty \mathbb{C}\left[ [t^{1/N}] \right] = \left\{ \sum_{k=m}^\infty a_k \cdot t^{\frac{k}{N}} \mid m \in \mathbb{Z}, N \in \mathbb{N}, a_k \in \mathbb{C} \right\}$$

of Puiseux series over $\mathbb{C}$. This field comes with a valuation

$$\text{val} : \mathbb{C}\{\{t\}\}^* \rightarrow \mathbb{Q} : \sum_{k=m}^\infty a_k \cdot t^{\frac{k}{N}} \mapsto \min \left\{ \frac{k}{N} \mid a_k \neq 0 \right\}$$

sending a Puiseux series to its order. Given an ideal $J \trianglelefteq \mathbb{C}\{\{t\}\}[x_1^{\pm 1}, \ldots, x_n^{\pm 1}]$ and its variety $V(J) \subseteq (\mathbb{C}\{\{t\}\})^n$ the idea of tropical geometry is to try to understand $V(J)$ better by just looking at its image under the $n$-fold Cartesian product of the
valuation map
\[ \text{val} : (\mathbb{C}\{t\})^n \longrightarrow \mathbb{Q}^n : (p_1, \ldots, p_n) \mapsto (\text{val}(p_1), \ldots, \text{val}(p_n)), \]
or rather its closure, say \( \text{Trop}(V(J)) \), in \( \mathbb{R}^n \) under the Euclidean topology. (Depending on whether they prefer max over min people sometimes use the negative of this function \( \text{val} \) for the process of tropicalisation.) Due to the Theorem of Bieri-Groves (see [BiG84, Thm. A], [SpS04, Thm. 2.4], [EKL06, Thm. 2.2.5]) and the Lifting Lemma (see [EKL06, Thm. 2.13], [SpS04, Thm. 2.1], [Dra06, Thm. 4.2], [JMM07, Thm. 2.13]) this object turns out to be piece wise linear and its points, say \( \omega \), can be characterised by the fact that the \( t \)-initial ideal of \( J \) with respect to \( \omega \) is monomial free (see e.g. [JMM07]). Taking into account how crude the valuation map is, that is, how much information it ignores (e.g. [Pay07, Thm. 4.2] shows that each fibre of the restriction of \( \text{val} \) to \( V(J) \) is dense in \( V(J) \) as soon as it is non-empty), it is surprising how much valuable information is preserved (see e.g. [EKL06], [Spe05], [Tab05], [Dra06], [Gat06], [Mik06], [Shu06], [KMM07], [Böh07]).

Forgetting about the motivation why the field \( \mathbb{C}\{t\} \) should be an interesting field to start with, one can replace \( \mathbb{C}\{t\} \) by any field \( K \) with a valuation whose value group is dense in \( \mathbb{R} \) with respect to the Euclidean topology, and study the tropicalisation of varieties \( (K^*)^n \) via the \( n \)-fold Cartesian product of the valuation map. The Lifting Lemma holds in any case (see [SpS04, Thm. 2.1], [Dra06, Thm. 4.2]), and it seems somehow more natural to choose a field where the valuation map is surjective onto \( \mathbb{R} \), so that \( \text{Trop}(V(J)) \) coincides with \( \text{val}(V(J)) \) and no topological closure is necessary, which also leads to a larger class of tropical varieties, e.g. points with non-rational coordinates. To this extend other authors (see e.g. [Pay07], [Böh07, Chap. 4.2]) use the following field of a generalised Laurent series,

\[ K = \left\{ \sum_{\alpha \in A} a_\alpha \cdot t^\alpha \mid A \subset \mathbb{R} \text{ well-ordered}, a_\alpha \in \mathbb{C} \right\}, \]

with the obvious addition and multiplication, and where the valuation of generalised Laurent series is again given by its order. This field is indeed algebraically closed and complete (see [Ray74, Thm. 2]), and its value group is \( \mathbb{R} \). However, it seems a rather big step from the field \( \mathbb{C}\{t\} \) to this field \( K \) by passing to exponent sets \( A \) which are arbitrary well-ordered sets. In this paper we want to introduce an alternative field \( K \) which contains \( \mathbb{C}\{t\} \) and is contained in \( K \), which has a valuation with value group \( \mathbb{R} \) and which is also algebraically closed and complete. In comparison with
C\{t\} it thus has the advantage of completeness and that no topological closure is necessary when tropicalising, and in comparison with $K$ it has the advantage that the exponents of the generalised Laurent series considered are simply sequences of real numbers diverging to infinity.

**Definition 1**  
(a) We use the symbol 
\[ \alpha_n \not\to \infty \]

\hspace{2cm} to denote a sequence $(\alpha_n)_{n \in \mathbb{N}}$ of real numbers which is strictly monotonously increasing and unbounded, and we call the sequence *smiub*. Note that such a sequence is determined uniquely by the set $\{\alpha_n \mid n \in \mathbb{N}\}$.

(b) We define the set $M$ to be
\[ M = \left\{ \{\alpha_n \mid n \in \mathbb{N}\} \mid \alpha_n \not\to \infty \right\} \cup \{A \mid A \subset \mathbb{R}, \#A < \infty\}, \]

which is basically the union of all smiub-sequences and of all finite sequences.

(c) Given a set $A \in M$ and $a_\alpha \in \mathbb{C}^*$ for $\alpha \in A$ we use the short hand notation
\[ \sum_{\alpha \in A} a_\alpha \cdot t^\alpha \]

(1) in order to denote the function
\[ f : \mathbb{R} \longrightarrow \mathbb{C} : \alpha \mapsto \begin{cases} a_\alpha, & \text{if } \alpha \in A, \\ 0, & \text{else}, \end{cases} \]

and we call $A$ the *support* of $f$. The set of all function $f : \mathbb{R} \rightarrow \mathbb{C}$ of this type is denoted by $K$, i.e.
\[ K = \left\{ \sum_{\alpha \in A} a_\alpha \cdot t^\alpha \mid A \in M \right\}. \]

Note that we allow the set $A$ to be empty, so that the constant zero function is contained in $K$. We call the elements of $K$ *generalised Puiseux series*.

(d) If $A, B \subset \mathbb{R}$ we set $A \ast B = \{\alpha + \beta \mid \alpha \in A, \beta \in B\}$.

**Remark 2**  
(a) Note that the representation (1) of a function $f \in K$ is unique, and it is either a generalised Laurent polynomial
\[ f = \sum_{n=0}^{k} a_{\alpha_n} \cdot t^{\alpha_n}, \]
or it is a generalised Laurent series

\[ f = \sum_{n=0}^{\infty} a_{\alpha_n} \cdot t^{\alpha_n}, \]

where the exponents are real numbers forming a smiub-sequence \( \alpha_n \nearrow \infty \).

In particular with the notation from above we obviously have

\[ \mathbb{C}\{\{t\}\} \subset \mathbb{K} \subset \mathbb{K}. \]

We will, however, not bother too much about the uniqueness of the representation and spoil it by allowing the coefficients to be zero in order make the notation simpler.

(b) For \( A, B \in \mathbb{M} \) one easily sees that \( A \cup B \in \mathbb{M} \) and \( A \ast B \in \mathbb{M} \). Moreover, for any fixed element \( \gamma \in A \ast B \) there is only a finite number of pairs \( (\alpha, \beta) \in A \times B \) such that \( \alpha + \beta = \gamma \).

(c) Sometimes we will have to access the value of a function \( f \in \mathbb{K} \) for \( \alpha = 0 \) where \( f \) is given as an algebraic expression involving several elements of \( \mathbb{K} \). We then will use the short hand notation

\[ f|_{t=0} = f(0). \]

**Definition 3**

For \( f = \sum_{\alpha \in A} a_{\alpha} \cdot t^{\alpha}, \ g = \sum_{\beta \in B} b_{\beta} \cdot t^{\beta} \in \mathbb{K} \) we define the functions

\[ f + g : \mathbb{R} \longrightarrow \mathbb{C} : \alpha \mapsto f(\alpha) + g(\alpha) \]

and

\[ f \cdot g = \sum_{\gamma \in A \ast B} \left( \sum_{\alpha \in A, \beta \in B : \alpha + \beta = \gamma} a_{\alpha} \cdot b_{\beta} \right) \cdot t^{\gamma}. \]

**Remark 4**

With the notation of Definition 3 we obviously have that

\[ f + g = \sum_{\gamma \in A \cup B} (a_{\gamma} + b_{\gamma}) \cdot t^{\gamma}, \]

if we use the convention that \( a_{\gamma} = 0 \) if \( \gamma \notin A \) and \( b_{\gamma} = 0 \) whenever \( \gamma \notin B \), and both \( f + g \) and \( f \cdot g \) are elements of \( \mathbb{K} \). In particular, \( (\mathbb{K}, +, \cdot) \) is a subfield of \( \mathbb{K} \). Moreover, the valuation on \( \mathbb{K} \) induces the valuation

\[ \text{val} : (\mathbb{K^*}, \cdot) \longrightarrow (\mathbb{R}, +) : f \mapsto \min\{\alpha \in \mathbb{R} \mid f(\alpha) \neq 0\} \]
on $K$, i.e. $\text{val}$ is a group homomorphism such that

$$\text{val}(f + g) \geq \min\{\text{val}(f), \text{val}(g)\}$$

for $f, g \in K^*$. We call $\text{lc}(f) = f(\text{val}(f))$ the leading coefficient of $f$, and as usual we extend the valuation to the whole of $K$ by $\text{val}(0) = \infty$.

**Remark 5**

If $f_0, \ldots, f_n \in K$ with $\text{val}(f_i) > 0$ for all $i = 0, \ldots, n$ and $G \in \mathbb{C}[[z_0, \ldots, z_n]]$ is a formal power series, then we may actually substitute $z_i$ by $f_i$ in order to receive an element $G(f_0, \ldots, f_n)$ in $K$.

The aim of this paper is to prove the following theorem.

**Theorem 6**

The field $K$ is algebraically closed.

We do neither claim any originality for the definition of the field, nor for the fact that it is algebraically closed. In fact, the field can be viewed as a special case of much wider classes of fields studied in [Ray74] respectively in [Rib92], and they also show that the fields in question are algebraically closed. [Ray74, Thm. 2] and [Rib92, (5.2)] both reduce this fact to general results in the ramification theory of non-archimedean valued fields. We want to present a different proof. The basic idea is as follows: Given a non-constant polynomial over $K$ we have to find a root. Using the Weierstraß’ Preparation Theorem (see e.g. [GrR71, Kap. I, § 4]) we reduce to the situation where the $t$-Newton polygon (see Notation 7) has only a single lower face connecting the two coordinate axes, and to this polynomial we apply an adaptation of the classical Newton-Puiseux algorithm (see e.g. [DeP00, Thm. 5.1.14]). The idea for the reduction step is due to Marina Viazovska.

Let us fix some notation before we start with the actual proof.

**Notation 7**

Let $F = \sum_{i=0}^{n} f_i \cdot y^i \in K[y]$ be a polynomial of degree $n$. We define the $t$-support of $F$ as the set

$$\text{t-supp}(F) = \{(i, \text{val}(f_i)) \mid i = 0, \ldots, n, f_i \neq 0\} \subset \mathbb{R}^2,$$

and we call the convex hull, say $N(F)$, of $\text{t-supp}(F)$ the $t$-Newton polygon of $F$.

Assume now that $\text{val}(f_i) \geq 0$ for all $i$ and fix a real number $\omega$. We then call

$$\text{ord}_\omega(F) = \min\{\text{val}(f_i) + \omega \cdot i \mid f_i \neq 0\}$$
the ω-order of \( F \), and we define the \( t \)-initial form \( F \) with respect to \( ω \) as

\[
t-in_ω(F) = \sum_{i : \text{val}(f_i)+ω = \text{ord}_ω(F)} \text{lc}(f_i) \cdot y^i \in \mathbb{C}[y].
\]

**Example 8**

Consider the polynomial

\[
F = (2t + t^3) \cdot y^6 + y^5 + \frac{1}{1 - t^\frac{3}{2}} \cdot y^4 - t^\pi \cdot y^3 + t \cdot y^2 + \left( t^{\frac{4e}{5}} - t^4 \right) \cdot y + 3t^{\frac{5}{2}} \in \mathbb{K}[y].
\]

The \( t \)-support of \( F \) is

\[
t-supp(F) = \{(0, 2.5), (1, 0.8 \cdot e), (2, 1), (3, \pi), (4, 0), (5, 0), (6, 1)\},
\]

and thus the \( t \)-Newton polygon \( N(F) \) of \( F \) looks as follows:

It has four lower faces \( \Delta_1, \Delta_2, \Delta_3, \) and \( \Delta_4, \) and the slope of \( \Delta_1 \) is \( -\frac{3}{4} \). If we choose \( ω = \frac{3}{4} \) then \( \text{ord}_ω(F) = \frac{5}{2} \) and \( t-in_ω(F) = y^2 + 3 \).

**Proof of Theorem 6**: Consider a non-constant polynomial

\[
F_0 = \sum_{i=0}^{n} f_{i,0} \cdot y^i \in \mathbb{K}[y]
\]

with coefficients \( f_{i,0} \in \mathbb{K} \). We have to show that there is a \( \overline{y} \in \mathbb{K} \) such that \( F_0(\overline{y}) = 0 \).

For this we first want to show that we may assume that the coefficients of \( F_0 \) satisfy certain assumptions.

If \( f_{0,0} = 0 \) then \( \overline{y} = 0 \) will do, so that we may assume

\[
f_{0,0} \neq 0.
\]

(2)

Multiplying \( F_0 \) by \( t^{-\min\{\text{val}(f_{i,0}) \mid i = 0, \ldots, n\}} \) does not change the set of roots of \( F_0 \) but it allows us to assume that

\[
\text{val}(f_{i,0}) \geq 0 \quad \text{for all} \quad i = 1, \ldots, n
\]

(3)
and that the minimum
\[ r = \min \{ i \mid \text{val}(f_{i,0}) = 0 \} \]
exists.
We claim that we may actually assume
\[ r \geq 1. \tag{4} \]
Suppose the contrary, i.e. \( r = 0 \). If \( \text{val}(f_{n,0}) > 0 \) then we can replace \( F_0 \) by
\[ G = y^n \cdot F_0 \left( \frac{1}{y} \right) = \sum_{i=0}^{n} f_{n-i,0} \cdot y^i \in K[y] \]
which is a polynomial whose constant coefficient has positive valuation, and if we find a root \( y' \) of \( G \), necessarily non-zero, then \( y = \frac{1}{y'} \) is a root of \( F_0 \). If instead also \( \text{val}(f_{n,0}) = 0 \) this replacement would not help. However, in this situation
\[ h = F_{0|t=0} = \sum_{i=0}^{n} f_{i,0}(0) \cdot y^i \in C[y] \]
is a polynomial of degree \( n \) with non-zero constant term. Since \( C \) is algebraically closed there is a \( 0 \neq c \in C \) such that \( h(c) = 0 \). If we then set
\[ G = F_0(y + c) = \sum_{i=0}^{n} \left( \sum_{j=i}^{n} f_{j,0} \cdot \left( \frac{j}{i} \right) \cdot c^{j-i} \right) \cdot y^i, \]
the constant coefficient, say \( g_0 \in K \), of this polynomial satisfies \( g_0(0) = h(c) = 0 \) and has thus positive valuation. We may again replace \( F_0 \) by \( G \), and if \( y' \) is a root of \( G \) then \( y = y' + c \) is a root of \( F_0 \). This shows the claim.
We are now ready to show by induction on \( n + r \) that a polynomial \( F_0 \) satisfying the conditions (2), (3) and (4) has a root \( \overline{y} \in K \) such that \( \text{val}(\overline{y}) > 0 \).
If \( n = r = 1 \) there is nothing to show, and we may assume that \( n > 1 \).
Due to the above assumptions the \( t \)-Newton polygon of \( F_0 \) looks basically as follows:
Here we simply set $\alpha_0 = \text{val}(f_{0,0})$ and choose $k$ such that the point $(k, \text{val}(f_{k,0}))$ is the second end point of the lower face, say $\Delta_0$, of the $t$-Newton polygon emanating from the vertex $(0, \alpha_0)$. By our assumptions we have necessarily

$$k \leq r.$$  \hfill (5)

If we now set

$$\omega_0 = \frac{\alpha_0 - \text{val}(f_{k,0})}{k} > 0,$$

then $-\omega_0$ is the slope of the above mentioned $\Delta_0$. With this notation we can write the $t$-initial form $F_0$ with respect to $\omega_0$ as follows:

$$\text{t-in}_{\omega_0}(F_0) = \sum_{i=0}^{n} (t^{i\omega_0 - \alpha_0} \cdot f_{i,0})_{|t=0} \cdot y^i \in \mathbb{C}[y].$$

In particular, the degree of the $t$-initial form with respect to $\omega_0$ is

$$\deg \left( \text{t-in}_{\omega_0}(F_0) \right) = k,$$  \hfill (6)

and the constant coefficient is $\text{lc}(f_{0,0}) \neq 0$. Since $\mathbb{C}$ is algebraically closed we can choose a non-zero root of $\text{t-in}_{\omega_0}(F_0)$, or more precisely

$$\exists 0 \neq c_0 \in \mathbb{C} \quad \text{and} \quad 0 < r' \leq r \quad \text{s.t.} \quad \text{t-in}_{\omega_0}(F_0) = (y - c_0)^{r'} \cdot g, \quad g(c_0) \neq 0,$$

i.e. $c_0$ is a root of multiplicity $r'$ of $\text{t-in}_{\omega_0}(F_0)$ and $r' \leq r$ follows from (5) and (6). Having found this root $c_0$ we transform $F_0$ into a new polynomial

$$F_1 = t^{-\alpha_0} \cdot F_0 \left( t^{\omega_0} \cdot (y + c_0) \right) = \sum_{i=0}^{n} f_{i,1} \cdot y^i \in \mathbb{K}[y].$$

The coefficients $f_{i,1}$ of $F_1$ are just

$$f_{i,1} = \sum_{j=i}^{n} f_{j,0} \cdot t^{j\omega_0 - \alpha_0} \cdot \binom{j}{i} \cdot c_0^{i-j}$$  \hfill (7)

for $i = 0, \ldots, n$. In particular they have all non-negative valuation. But for the first $r'$ coefficients we know more, namely

$$f_{i,1}(0) = \frac{1}{i!} \cdot \frac{\partial^i \text{t-in}_{\omega_0}(F_0)}{\partial y^i}(c_0) \begin{cases} = 0, & \text{if } 0 \leq i \leq r' - 1, \\ \neq 0, & \text{if } i = r'. \end{cases}$$

Note that we here use that the characteristic of the ground field is zero! It follows that the number $r'$ defined above plays the same role for $F_1$ as $r$ does for $F_0$, i.e.

$$r' = \min \{ i \mid \text{val}(f_{i,1}) = 0 \},$$
and as we have seen before $r'$ satisfies the inequalities
\[ 1 \leq r' \leq k \leq r. \]
If we find a root $y' \in \mathbb{K}$ of $F_1$ then $\overline{y} = t^{-\omega_0} \cdot (y' + c_0) \in \mathbb{K}$ will be a root of $F_0$ with $\text{val}(\overline{y}) = \omega_0 + \min\{0, \text{val}(y')\}$.

In particular, if $f_{0,1} = 0$ then $y' = 0$ will do and we are done since then $\text{val}(\overline{y}) \geq \omega_0 > 0$. We may therefore assume that $f_{0,1} \neq 0$, so that $F_1$ satisfies the assumption (2), (3) and (4). Thus, if $r' < r$ we are done by induction since $\deg(F_1) = n$, and we may assume therefore that
\[ r' = r. \tag{8} \]
Note that this forces $k = r$, i.e. the $t$-Newton polygon of $F_0$ actually looks as follows,

and the lower face $\Delta_0$ of the $t$-Newton polygon of $F_0$ emanating from $(0, \alpha_0)$ connects the two coordinate axes.

We now claim that in this situation we may indeed assume that
\[ r = n. \tag{9} \]
For this define the polynomial
\[ F' = \frac{F_1}{f_{r,0}(0)} = \frac{t^{-\alpha_0}}{f_{r,0}(0)} \cdot F_0 \left( t^{\omega_0} \cdot (y + c_0) \right) = y^r + \sum_{i=0}^{n} f_i^r \cdot y^i \in \mathbb{K}[y], \]
and note that $f_i^r \in \mathbb{K}$ with $\text{val}(f_i^r) > 0$ for all $i = 0, \ldots, n$ since $c_0$ is a root of $t^{-\omega_0}(F_0)$ of order $r$. Moreover, we consider the polynomial
\[ F'' = y^r + \sum_{i=0}^{n} z_i \cdot y^i \in \mathbb{C}[z_0, \ldots, z_n, y] \]
as a formal power series over \( \mathbb{C} \), which then is \textit{regular of order $r$ in $y$} in the sense of the Weierstraß’ Preparation Theorem (see e.g. [GrR71, Kap. I, § 4] or [DeP00, Thm.]}
The latter theorem thus implies that there exists a unit $U \in \mathbb{C}[[z_0, \ldots, z_n, y]]^*$ and a Weierstraß polynomial $P = y^r + \sum_{i=0}^{r-1} p_i \cdot y^i \in \mathbb{C}[[z_0, \ldots, z_n]][y]$ with $p_i(0) = 0$ for all $i = 0, \ldots, r - 1$ such that

$$F'' = U \cdot P.$$ 

Since the $f'_i$ have strictly positive valuation we can substitute the $z_i$ by $f'_i$ in $U$ and $P$ to get an invertible power series

$$U' = U(f'_0, \ldots, f'_n, y) \in \mathbb{K}[[y]]^*$$

and a polynomial

$$P' = P(f'_0, \ldots, f'_n, y) = y^r + \sum_{i=0}^{r-1} p_i(f'_0, \ldots, f'_n) \cdot y^i \in \mathbb{K}[y]$$

with

$$\text{val}(p_i(f'_0, \ldots, f'_n)) > 0 \quad \text{for all } i = 0, \ldots, r - 1. \quad (10)$$

If $p_0(f'_0, \ldots, f'_n) = 0$ then $F'(0) = U'(0) \cdot P'(0) = 0$ and thus $\overline{y} = c_0 \cdot t^{\omega_0}$ is a root of $F_0$ with $\text{val}(\overline{y}) = \omega_0 > 0$, so that we are done. Otherwise $P'$ satisfies the conditions (2), (3) and (4). Thus, if $r < n$ then $r + r < r + n$ and by induction there exists a $y' \in \mathbb{K}$ such that $P'(y') = 0$ with $\text{val}(y') > 0$. Since its valuation is positive we can substitute $y'$ into $U'$ and get an element $U'(y') \in \mathbb{K}$. But then $F'(y') = U'(y') \cdot P'(y') = 0$, and hence

$$\overline{y} = t^{\omega_0} \cdot (y' + c_0) \in \mathbb{K}$$

is a root of $F_0$ with $\text{val}(\overline{y}) = \omega_0 > 0$. This proves the claim.

We finally claim that under the assumption (9) we can also assume

$$f_{n,0} = 1. \quad (11)$$

For this note that $r = n$ implies that $\text{val}(f_{n,0}) = 0$, i.e. $f_{n,0}$ is a unit in the valuation ring of $\mathbb{K}$ and $\frac{1}{f_{n,0}}$ has valuation zero as well. Thus, replacing $F_0$ by $\frac{F_0}{f_{n,0}}$ does not affect the conditions (2), (3), (4), or (9). This shows the claim.

Note that if $F_0$ satisfies (9) and (11) then by (7) and (8) $F_1$ satisfies the corresponding conditions as well. Thus, applying the same procedure to $F_1$ and going on by recursion we may assume that we produce for each $\nu \in \mathbb{N}$ a polynomial

$$F_\nu = \sum_{i=0}^{n} f_{i,\nu} \cdot y^i \in \mathbb{K}[y]$$
satisfying the corresponding versions of (2), (3), (4), (9), and (11), and we produce a root $0 \neq c_{\nu} \in \mathbb{C}$ of $t \cdot \log_{\omega_{\nu}}(F_{\nu})$ of order

$$n = \min\{i \mid \text{val}(f_{i,\nu}) = 0\}$$

such that for $i = 0, \ldots, n$

$$f_{i,\nu} = \sum_{j=i}^{n} f_{j,\nu-1} \cdot t^{j \cdot \omega_{\nu} - 1 - \alpha_{\nu-1}} \cdot \binom{j}{i} \cdot c_{\nu-1}^{j-i}, \quad (12)$$

where for each $\nu \in \mathbb{N}$

$$\alpha_{\nu} = \text{val}(f_{0,\nu}) > 0$$

and

$$\omega_{\nu} = \frac{\alpha_{\nu}}{n} > 0 \quad (13)$$

is the negative of the slope of the lower face, say $\Delta_{\nu}$, of the $t$-Newton polygon of $F_{\nu}$ connecting the two coordinate axes by joining the points $(0, \alpha_{\nu})$ and $(n,0)$. Note that for this we use the fact that if at some point $F_{\nu}(0) = 0$ then

$$\overline{y} = \sum_{i=0}^{\nu-1} c_{i} \cdot t^{\omega_{0} + \ldots + \omega_{i}} = t^{\omega_{0}} \cdot \left(c_{0} + t^{\omega_{1}} \cdot (c_{1} + \ldots t^{\omega_{\nu-2}} \cdot (c_{\nu-2} + t^{\omega_{\nu-1}} \cdot c_{\nu-1} \ldots))\right)$$

is a root of $F_{0}$ of valuation $\omega_{0} > 0$.

That way we obviously construct a generalised Laurent series

$$\overline{y} = \sum_{i=0}^{\infty} c_{i} \cdot t^{\omega_{0} + \ldots + \omega_{i}}$$

in the field $K$, and it remains to show that indeed $\overline{y} \in K$ and $F_{0}(\overline{y}) = 0$.

Let us first address the issue that $\overline{y} \in K$. By (13) we know that $n \cdot \omega_{\nu} - \alpha_{\nu} = 0$ and $(n-1) \cdot \omega_{\nu} - \alpha_{\nu} = -\omega_{\nu}$, so that (12) and the fact that $f_{n,\nu} = 1$ imply that

$$f_{n-1,\nu+1} = f_{n-1,\nu} \cdot t^{-\omega_{\nu}} + n \cdot c_{\nu},$$

or equivalently

$$f_{n-1,\nu} = -n \cdot c_{\nu} \cdot t^{\omega_{\nu}} + t^{\omega_{\nu}} \cdot f_{n-1,\nu+1}.$$ 

Doing a descending induction on $\nu$ we deduce

$$f_{n-1,0} = -n \cdot \sum_{i=0}^{\nu} c_{i} \cdot t^{\omega_{0} + \ldots + \omega_{i}} + t^{\omega_{0} + \ldots + \omega_{\nu}} \cdot f_{n-1,\nu+1}.$$
Since the valuation of $f_{n-1,v+1}$ is strictly positive it follows that the first $v + 1$ summands of $f_{n-1,0}$ coincide with $-n \cdot \sum_{i=0}^{v} c_i \cdot t^{\omega_0 + \ldots + \omega_i}$, and since this holds for each $v \in \mathbb{N}$ we necessarily have

$$\overline{y} = -\frac{f_{n-1,0}}{n} \in K.$$  

Note that we here again use that the characteristic of $C$ is zero.

In order to show that $F_0(\overline{y}) = 0$ we set

$$\overline{y}_v = \sum_{i=v}^{\infty} c_i \cdot t^{\omega_i},$$

so that

$$F_v(\overline{y}_v) = t^{\alpha_v} \cdot F_{v+1}(\overline{y}_{v+1}).$$

But this equation together with a simple induction shows that

$$\text{val} \left( F_0(\overline{y}) \right) = \sum_{i=0}^{v} \alpha_i + \text{val} \left( F_{v+1}(\overline{y}_{v+1}) \right)$$

for each $v \in \mathbb{N}$. Since the coefficients of $F_{v+1}$ all have non-negative valuation and since $\text{val}(\overline{y}_{v+1}) > 0$ it follows that the last summand is non-negative, and therefore

$$\text{val} \left( F_0(\overline{y}) \right) \geq n \cdot \sum_{i=0}^{v} \omega_i \rightarrow \infty.$$

This implies that $F_0(\overline{y}) = 0$ and finishes the proof.  

**Remark 9**

(a) If we replace the base field $C$ in the definition of $K$ by any algebraically closed field of characteristic zero, then the Theorem 6 holds with the same proof.

(b) If we replace the base field $C$ by a field of positive characteristic $p$ Theorem 6 holds no longer. The Artin-Schreier polynomial

$$F = y^p - y - \frac{1}{t}$$

has the roots

$$\overline{y} = -k + \sum_{i=1}^{\infty} t^{-i^p} \in K \setminus K,$$

for $k = 0, \ldots, p-1$ (see [Abh56]). The algebraic closure of the quotient field of the formal power series ring, i.e. the analogue of $C\{\{t\}\}$ in this situation is studied in [Ked01]. Since already the square of any of the roots of the above polynomial $F$ has a support which can no longer be written as a single
ascending sequence, there is no nice substitution of the analogue of \( K \) for tropical geometry in positive characteristic.

(c) The valuation ring

\[ R_{\text{val}} = \{ f \in K \mid \text{val}(f) \geq 0 \} \]

doF K is non-noetherian local ring of dimension one with maximal ideal \( m = \langle t^\alpha \mid \alpha \in \mathbb{R}_{>0} \rangle \).

(d) The field extension \( C \subset K \) has infinite transcendence degree, since whenever \( \alpha_1, \ldots, \alpha_n \) are algebraically independent over \( \mathbb{Q} \) then \( t^{\alpha_1}, \ldots, t^{\alpha_n} \) are algebraically independent over \( C \).

**Definition 10**

The valuation on \( K \) induces via the exponential map the norm

\[ | \cdot | : K \longrightarrow \mathbb{R} : f \mapsto \exp \left( - \text{val}(f) \right) \]

on \( K \), where we use the convention that \( \exp(-\infty) = 0 \). It satisfies the strong triangle inequality

\[ |f + g| \leq \max\{|f|, |g|\}. \]

As usual we call a sequence \((f_n)_{n \in \mathbb{N}}\) in \( K \) a Cauchy sequence with respect to \( | \cdot | \) if for all \( \varepsilon > 0 \) there exists an \( N(\varepsilon) \in \mathbb{N} \) such that \( |f_n - f_m| < \varepsilon \) for all \( n, m \geq N(\varepsilon) \).

And we call a sequence \((f_n)_{n \in \mathbb{N}}\) in \( K \) convergent with respect to \( | \cdot | \) if there is an \( f \in K \) such that for all \( \varepsilon > 0 \) there exists an \( N(\varepsilon) \in \mathbb{N} \) such that \( |f_n - f| < \varepsilon \) for all \( n \geq N(\varepsilon) \).

Compared with the field \( C\{\{t\}\} \) of Puiseux series the field \( K \) has the advantage that it is complete with respect to the norm induced by the valuation.

**Proposition 11**

\((K, | \cdot |)\) is complete, i.e. every Cauchy sequence is convergent.

**Proof:** Let \((f_n)_{n \in \mathbb{N}}\) be a Cauchy sequence. Given any positive integer \( M \) we set \( \varepsilon_M = \exp(-M) > 0 \). Thus there is an \( N(\varepsilon_M) \in \mathbb{N} \) such that

\[ \exp(-M) = \varepsilon_M > |f_n - f_m| = \exp \left( - \text{val}(f_n - f_m) \right) \]

for all \( n, m \geq N(\varepsilon_M) \), or equivalently

\[ \text{val}(f_n - f_m) > M. \]
This implies that $f_n(\alpha) = f_m(\alpha)$ for all $\alpha \leq M$ and for all $n, m \geq N(\varepsilon_M)$. Without loss of generality we may assume that $N(\varepsilon_M) \geq N(\varepsilon_{M'})$ whenever $M \geq M'$. We may therefore define a function $f : \mathbb{R} \to \mathbb{C}$ by

$$f(\alpha) = f_{N(\varepsilon_M)}(\alpha)$$

if $\alpha \geq M$, and obviously $(f_n)_{n \in \mathbb{N}}$ converges to this function $f$. \hfill $\square$

**Remark 12**

(a) The statement of Proposition 11 remains true if we replace in the definition of $K$ the field $\mathbb{C}$ by any other field. It is independent of the characteristic.

(b) If we replace in the definition of $K$ the domain $\mathbb{R}$ of the elements in $K$ by $\mathbb{Q}$ we get the completion of $\mathbb{C}\{\{t\}\}$ with respect to the norm induced by the valuation. With the same proof as in Theorem 6 this field is algebraically closed. But note that the value group is still only $\mathbb{Q}$.
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