The interplay of inhibitory and electrical synapses results in complex persistent activity
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Inhibitory neurons play a crucial role in maintaining persistent neuronal activity. Although connected extensively through electrical synapses (gap-junctions), these neurons also exhibit interactions through chemical synapses in certain regions of the brain. When the coupling is sufficiently strong, the effects of these two synaptic modalities combine in a nonlinear way. Hence, in this work, we focus on the strong inhibition regime and identify the parametric conditions that result in the emergence of self-sustained oscillations in systems of coupled excitable neurons, in the presence of a brief sub-threshold stimulus. Our investigation on the dynamics in a minimal network of two neurons reveals a rich set of dynamical behaviors viz., periodic and various complex oscillations including period-$n$ ($n = 2, 4, 8 \ldots$) dynamics and chaos. We further extend our study by considering a system of inhibitory neurons arranged in a one-dimensional ring topology and determine the optimal conditions for sustained activity. Our work highlights the nonlinear dynamical behavior arising due to the combined effects of gap-junctions and strong synaptic inhibition, which can have potential implications in maintaining robust memory patterns.

1. INTRODUCTION

An intriguing aspect of populations of coupled neurons is their ability to generate persistent activity [1]. Such sustained activity is found in diverse brain areas [26] and species [7, 8] and the qualitative similarity in their activity patterns indicate their importance and the possibility of an unified mechanism underlying such brain dynamics. Several studies suggest a potential link between persistent activity and working memory of the brain [9, 10], which is crucial for many cognitive processes including decision-making [13, 14]. This remarkable ability of the brain to achieve stable persistent state which in turn enables robust information storage [15] is attributed to the efficient communication between its constituent elements which are the neurons. It is well known that the inter-neuronal communication in the mammalian brain is largely achieved by chemical synapses [16]. Such synapses can either be excitatory or inhibitory (depending on the neurotransmitter they release) and the precise balance between them is crucial for proper brain functioning [17-20]. Nevertheless, the role of electrical synapses (or gap-junctions) in maintaining normal physiological function and homeostasis cannot be ignored [21]. Hence, it is important to understand the interplay between these two synaptic modalities viz., chemical and electrical in generating persistent neuronal activity.

Networks of inhibitory neurons have been studied extensively in the context of synchronization and are known to play a key role in generating robust network oscillations [22, 23]. Although they constitute only 10%-20% of the neuronal population [24, 25], they play a significant role in sculpting the network dynamics. These inhibitory neurons are known to be connected predominantly through electrical gap-junctions [16], in addition to their synaptic connections. Previous studies on coupled inhibitory neurons focused on studying synchronization among the constituent neurons with gap-junctions alone [26, 27] and with synapse and gap-junctions [28-30]. Thus it is apparent from these studies that gap-junctions play a crucial role in enabling neuronal synchronization. This tendency of gap-junctions to promote synchronization could be one of the prominent reasons for their lack of occurrence between excitatory neurons, as synchronization prevents persistent activity [31]. As the present work focuses on mechanisms underlying persistent activity as opposed to the previously studied neuronal synchronization, considering networks that only comprise inhibitory neurons can enhance our understanding towards that direction.

Chaotic dynamics is known to exist in many biological systems ranging from coupled genetic circuits [32-36], cardiac cells [37-40] and ecological networks [41-45] and there has been plenty of research of such systems reporting chaos with and without delays. Investigations of the dynamics of individual neurons in the network coupled through synapses, have revealed that the activity profile does not necessarily exhibit rhythmic behavior. In particular, networks of synaptically coupled neurons
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are shown to exhibit irregular dynamical activity, often attributed to chaos \([17\ 18]\). There has been plenty of evidence for the existence of non-periodic dynamics in a single neuron (e.g. non-periodic oscillations in interneural cell of Nitella flexilis \([19]\), chaotic oscillations in molluscan neuron \([50]\)). Such chaotic dynamics occurs not just at the level of single neurons but at several hierarchical levels in the brain \([51\ 53]\). Although the occurrence of chaos both during normal and pathological brain states suggest their significance in neuronal mechanisms, their precise functional role still remains unclear \([53]\). Nevertheless, it is compelling to see if chaos appears as an emergent persistent behavior in a network comprising of only inhibitory neurons in the presence of both chemical and electrical synaptic coupling.

In this paper we address the following questions: (1) how does the interplay between inhibitory synaptic and gap-junctional (electrical) coupling result in persistent activity? (2) what is the simplest network that can generate complex sustained dynamics? To this end, we first analyze in detail the dynamical behavior exhibited by two coupled excitable neurons (with each neuron generating an action potential when a sufficient stimulus is applied), coupled through both an uni-directional synapse and a bi-directional gap-junction. By applying a short pulse to one of the constituent neurons (specifically the pre-synaptic neuron), we investigate the conditions that result in persistent neuronal activity rather than previously studied synchronization, where the individual neurons were chosen to be oscillators and not excitable elements. We know that if the coupling strengths of both the synapse and the gap-junctions are sufficiently strong, they combine in a nonlinear manner and can give rise to new, complex behavior of the system \([30]\). Motivated by a study by Kopell and Ermentrout \([2004]\), for this work, we focus on strong synaptic coupling regime and study the effects of varied gap-junctional coupling strengths on generating persistent activity. As one of our key results, we demonstrate the emergence of complex dynamical behavior such as period-\(n\) \((n = 2, 4, 8 \ldots)\) oscillations and chaos using the simplest setting consisting of an uni-directional synapse from an inhibitory pre-synaptic neuron and a gap-junction, with the neurons starting from their resting state as well as from random initial conditions. We perform a detailed parametric study for systems in the presence of brief pulse and obtain parameter space diagrams that indicate the various attractors to which the system converges to when starting from resting state initial conditions, viz., no oscillations, periodic oscillations and complex oscillations. We further extend our study to a ring of inhibitory neurons having synapses between randomly chosen pairs of neurons and a bi-directional gap-junction with their nearest neighbors. Using this set up, we obtain the basin size of the various attractors in the system and also determine the optimal conditions for obtaining sustained activity under strong inhibition. Thus, in this work, we present a detailed picture of a minimalistic network of neurons coupled through synapses and gap-junctions. This not only enables deeper understanding of the mechanism uncovering persistent activity under strong inhibition but can also aid future research on addressing broader questions related to cortical computation and controlling memory patterns \([55]\).

II. The Model

We consider a system of \(N\) identical Fitzhugh Nagumo (FHN) neurons \([56\ 57]\), coupled through chemical synapses and electrical gap-junctions. The dynamics of the coupled system is described by the equations:

\[
\epsilon \dot{V}_i = V_i (1 - V_i) (V_i - a) - W_i + I_{ext} - I_i^{syn} + I_i^{gap},
\]

\[
W_i = V_i - k W_i,
\]

where \(i \in \{1, 2 \ldots N\}\) denotes the neuron index, \(V_i\) is the associated membrane potential, \(W_i\) is the associated recovery variable and \(I_{ext}\) is the external current. The parameters \(a = 0.1\) and \(k = 0.5\) describe the model kinetics, while \(\epsilon = 0.01\) is the recovery rate. These values are chosen such that each uncoupled neuron is an excitable system.

The \(I_i^{syn}\) appearing in Eqn. (1) represents the synaptic current which is modeled here as an ohmic current \([58\ 59]\). Synapses in the brain are uni-directional with synaptic coupling from the pre-synaptic neuron \(j\) to the post-synaptic neuron \(i\). The equation for the synaptic current onto the post-synaptic neuron \(i\) is given by:

\[
I_i^{syn} = g_{syn} \sum_{j=1}^{N} A_{ij} (V_j - E_{syn}) s_{ji},
\]

where \(g_{syn}\) is the synaptic conductance, \(A_{ij}\) represents the synaptic weight matrix (or the adjacency matrix) and \(E_{syn}\) represents the synaptic reversal potential with \(E_{syn} = 5\) for excitatory and \(E_{syn} = -5\) for inhibitory neurons respectively. \(s_{ji}\) denotes the synaptic gating variable that evolves according to the equation,

\[
\dot{s}_{ji} = \alpha N(V_j) (1 - s_{ji}) - \beta s_{ji},
\]

where,

\[N(V_j) = 0.5 (1 + \tanh((V_j - v_{th})/v_d)).\]

Here \(\alpha = 3\) and \(\beta = 3\) are the decay constants and \(v_{th} = 0.3, v_d = 0.001\) are the parameters that determine the shape of the synaptic term. The equation for the gating variable \(s_{ji}\) thus depends only on the membrane potential of the pre-synaptic neuron \(V_j\).

The \(I_i^{gap}\) appearing in Eqn. (1) represents the gap-junctional current. Such electrical coupling between the neurons is diffusive in nature and hence the gap-
junctional current can be written as:

\[ I_{\text{gap}}^i = g_{\text{gap}} \sum_{nn}(V_j - V_i), \]

where \( g_{\text{gap}} \) represents the gap-junctional conductance and the summation is over all nodes that are nearest neighbors (\( nn \)) of a given node \( i \). Throughout this paper, the dynamics of the coupled system is studied for high inhibition and weak electrical coupling levels, with the value of the synaptic conductance fixed at \( g_{\text{syn}} = 0.81 \) (unless mentioned otherwise) and varying the gap-junctional conductance \( g_{\text{gap}} \). For all simulations reported in this work, we study the dynamics obtained when a sub-threshold stimulus of \( I_{\text{ext}} = 0.03 \) is given to the pre-synaptic neuron. The equations are solved using variable step stiff solver ODE15s of MATLAB Release 2010b with a tolerance of \( 1e^{-8} \) and verified the results using 4th order Runge-kutta method.

III. Results

We have carried out simulations of systems of coupled excitable neurons that exhibit FitzHugh Nagumo dynamics, as described in the preceding section. The activity profiles of both pre- and post-synaptic neurons (shown in red and blue respectively), for different high and low inhibitory synaptic \( g_{\text{syn}} \) and gap-junctional \( g_{\text{gap}} \) conductance are displayed in Fig. 1 for the simplest case of \( N = 2 \) coupled neurons. In all of these simulations, the neurons are originally in their resting states, while the pre-synaptic neuron alone is subjected to a brief sub-threshold pulse \( I_{\text{ext}} \).

The schematic representation shown along the top row of Fig. 1 (A1-F1) displays six possible ways of establishing a synaptic connection (uni-directional and bi-directional) between two neurons (excitatory or inhibitory) in the presence of a gap-junction, namely: \( E_{\text{pre}}, EE, EI, I_{\text{pre}}, IE \) and \( II \). The neuronal activities corresponding to each of the aforementioned connectivities is shown along the columns, with their specific connections represented by a schematic diagram on top of each column. Along each row, the conductance values \( g_{\text{syn}} \) and \( g_{\text{gap}} \) are kept constant and their specific values are mentioned on the right side of the figure. For all our simulations on coupled neurons, we have assumed that a synaptic connection exists irrespective of the existence of a gap-junction, hence \( g_{\text{syn}} > 0 \) and \( g_{\text{gap}} \geq 0 \). The neuronal firing patterns corresponding to low and high synaptic inhibition are shown in Fig. 1 (A2-F2, A3-F3 and A4-F4) and Fig. 1 (A5-F5, A6-F6, A7-F7) respectively, for varying \( g_{\text{gap}} \).

It is well known that the activity patterns of the coupled neurons vary depending on (1) the type of neurons viz., excitatory or inhibitory (2) they type of synaptic coupling viz., uni-directional or bi-directional and (3) the coupling strengths \( g_{\text{syn}} \) and \( g_{\text{gap}} \). The precise contribution of such factors on the activity profiles are discussed in detail in Fig. 1. For systems that have low synaptic inhibition and no gap-junctions (Fig. 1 (A2-C2)), we observe that an excitatory pre-synaptic neuron causes the firing of its post-synaptic neuron almost simultaneously. But in the case of an inhibitory pre-synaptic neuron, the post-synaptic neuron fires an action potential after being released from the suppressing effect of the inhibitory pre-synaptic neuron, which is called the post-inhibitory rebound which can be seen clearly in Fig. 1 (D2-E2). Owing to this post-inhibitory rebound effect of inhibitory synapses, in the presence of bi-directional inhibitory coupling, the coupled system with the II configuration exhibits sustained oscillations (Fig. 1(F2)). Furthermore, introducing gap-junctional conductance \( g_{\text{gap}} \) causes synchronized behavior of neurons (Fig. 1 (A3-F3) and (A4-F4)) which may or may not result in an action potential (depending on the pre-synaptic neuron). In the bi-directional inhibitory synapse case, where neurons originally exhibited sustained oscillations, introducing the gap-junction kills sustained activity (Fig. 1(F3 and F4)). Thus, at low synaptic conductance, the coupled system does not give rise to persistent activity in the presence of gap-junctions.

Having studied the effects of low synaptic conductance on the neuronal firing, we now focus on how high synaptic inhibition affects the behavior of the coupled neurons. In the case of systems with no gap-junctions, we observe that when the synaptic conductance \( g_{\text{syn}} \) value is high, the neurons exhibit persistent activity only for bidirectional synapses where at least one of the neurons is inhibitory (EI, IE and II as represented in Fig. 1 (C1, E1 and F1) respectively). These bidirectional synapses continue to sustain oscillations in the presence of weak gap-junctional conductance (Fig. 1(C6, E6 and F6)) but as the gap-junctional conductance grows stronger (Fig. 1(C7, E7 and F7)), IE and II can no longer sustain oscillations while EI continues to show persistent activity. The configurations EI and IE are identical, while only the stimulated neurons are distinct in both cases (excitatory for EI and inhibitory for IE). Hence both the configurations exhibit qualitatively similar firing pattern in all the cases (Fig. 1(C2-C6 and E2-E6)) except for high values of \( g_{\text{syn}} \) and \( g_{\text{gap}} \) (Fig. 1(C7 and E7)), where EI configuration shows oscillations due to the stimulation of excitatory pre-synaptic neuron while IE configuration does not initiate oscillations as the stimulated inhibitory neuron suppresses the excitation of its post-synaptic neighbor. Among all the configurations, there is only one uni-directional synaptic configuration which shows sustained oscillations, and that is \( I_{\text{pre}} \) (Fig. 1(D1)), in the presence of a strong inhibitory synapse and a weak gap-junctional conductance (Fig. 1(D6)). However, at strong \( g_{\text{gap}} \) (Fig. 1(D7)), oscillations are not sustained. This is the simplest system of two coupled neurons, with a single synapse and a gap-junction, that exhibits persistent activity. Therefore, in order to understand the interplay between the synapse and the gap-junction in creating
persistent activity in a neuronal network, we carry an in-depth exploration of the dynamical behavior of this specific configuration viz., $I_{pre}$. The above given results indicate that the interplay between synaptic and gap-junctional conductance values are crucial in determining the dynamical behavior of the system.

In a system of two neurons coupled by a strong inhibitory synapse and a gap-junction, the change in the dynamical behavior from non-oscillatory to oscillatory to non-oscillatory states at high inhibition is studied by varying the gap-junctional conductance $g_{gap}$ (see Fig. 2). Starting from their initial resting states, i.e. $(V_i, W_i, S_i) = (0, 0, 0)$ where $i = 1, 2$, this coupled neuronal system results in persistent dynamical activity, when a sub-threshold pulse is applied to the pre-synaptic inhibitory neuron. The bifurcation diagram (Fig. 2(A)),

FIG. 1: (color online) Activity profiles of the pre- and post-synaptic neurons observed by establishing a synaptic and gap-junctional connections in distinct combinations between two neurons. (A1-F1) Schematic diagrams representing the possible ways of setting up a synaptic and a gap-junctional coupling between two neurons. The pre- and the post-synaptic neurons in the schematic are marked by red and blue color circles respectively. The six different possibilities are as follows: [L-R] (A1) uni-directional excitatory synaptic coupling along with gap-junction $E_{pre}$, (B1) bi-directional coupling between two excitatory neurons along with gap-junction $EE$, (C1) bi-directional coupling between an excitatory and an inhibitory neuron along with gap-junction $EI$, (D1) an uni-directional synapse from an inhibitory pre-synaptic neuron along with gap-junction $I_{pre}$, (E1) bi-directional coupling between an inhibitory and an excitatory neuron along with gap-junction $IE$ and (F1) bi-directional coupling between two inhibitory neurons along with gap-junction $II$. For all the aforementioned configurations, the neurons are originally in their resting states, while only the pre-synaptic neuron (excitatory or inhibitory) is subjected to a sub-threshold stimulus $I_{ext}$. The stimulated neuron along the column (A-C) is excitatory, whereas the stimulated neuron along the column (D-F) is inhibitory. (A2-F2, A3-F3 and A4-F4) correspond to low value of synaptic conductance $g_{syn} = 0.05$, whereas panels (A5-F5, A6-F6, A7-F7) correspond to high value of synaptic conductance $g_{syn} = 0.9$. Both the values of $g_{syn}$ are indicated at the right end of the figure. Along each row, the value of gap-junctional conductance $g_{gap}$ is kept constant. The arrows on the right represent the increasing direction of $g_{gap}$, whose precise values viz., 0, 0.05, 0.9 are indicated at the end of each row corresponding to low and high value of $g_{syn}$. Note that at least one inhibitory synaptic connection is necessary for sustained oscillations in the system. The simplest possible two neuron system to show oscillations corresponds to the configuration (D1), which comprises one inhibitory synapse and a gap-junction.
FIG. 2: (Color online) Period-doubling route to chaos in coupled neurons connected by an inhibitory synapse and a gap-junction. 

(A) The schematic (shown as an inset) represents the simplest configuration of $N = 2$ coupled neurons with uni-directional inhibitory synapse and gap-junctions when the pre-synaptic neuron alone is subjected to a brief sub-threshold stimulus. The bifurcation diagram, is obtained by varying the $g_{gap}$ values (along x-axis), while $g_{syn} = 0.81$ is fixed. Plotted along the y-axis are the peak values of the pre-synaptic membrane potential $V_{pre}$, obtained for the last 100 time points. The coupled neurons show oscillatory dynamics for an intermediate range of $g_{gap}$ values, and stable fixed points otherwise. 

(B) The enlarged portion corresponding to the blue rectangular region in panel (A), shows period-doubling route to chaos, on decreasing $g_{gap}$. 

(C) The phase space trajectory of the pre-synaptic neuron corresponding to those values of $g_{gap}$ indicated by violet broken lines in panel (B). [L-R] represents complex dynamics namely chaos, period-8, period-4 and period-2 oscillations respectively. 

(D) shows the corresponding power spectral density ($\text{Pow}_{\text{max-min}}$) of a discrete time series constructed by taking the maximum and the minimum points of the original time series of the pre-synaptic neuron and (E) shows the Poincaré map (or the return map obtained by plotting the $n^{th}$ and the $(n+1)^{th}$ peak obtained from the time-series of the pre-synaptic neuron) corresponding to the neuronal dynamics shown in panel (C).
with the gap-junctional conductance along the x-axis and the membrane potential ($V_{pre}$) of the pre-synaptic neuron along the y-axis, is obtained for the case of high synaptic coupling. This bifurcation diagram shows that the neurons exhibit oscillatory behavior for a specific range of gap-junctional conductance $0.031 < g_{gap} < 0.25$, while their extreme values does not sustain oscillations. The striking feature of this minimal system of two coupled inhibitory neurons is their ability to show complex dynamical behavior, for a restricted range of $g_{gap}$ (enclosed within the blue box). This range, although very small, exhibits a rich dynamical repertoire as can be seen in the magnified view in Fig. 2 (B). We find that when $g_{gap}$ is reduced below a critical value ($\approx 0.0392$), the system undergoes a period-doubling bifurcation thereby converting the attractor from period-1 to period-2. Further decrease in $g_{gap}$ results in the emergence of period-4 and period-8 attractors, after which we observe the onset of chaos, which is indicated by the appearance of solid red bands formed due to the merging of successive bifurcations. Thus, we note that there is a minimum value of the gap-junctional conductance $g_{gap}$ below which the neurons do not show consistent activity. To verify if there exists a chaotic attractor (but with a smaller basin of attraction) below the minimum $g_{gap}$ value, we performed annealed simulations (results not shown), where we allow the neurons to reach a particular attractor and gradually vary the $g_{gap}$, using the current state as the initial condition as opposed to quenched simulations where for every $g_{gap}$ we start from resting state initial conditions, and found the existence of only the resting state attractor. This sudden disappearance of the chaotic attractor on reducing $g_{gap}$ can be attributed to the well-studied boundary crisis [60]. Moreover, we show that, the dynamics exhibited by the post-synaptic neuron is qualitatively similar to that of the above discussed pre-synaptic neuron (See Supporting Information Fig. S1). Thus, it is clear from the aforementioned results that a system of two neurons coupled through both chemical and electrical synapses is the minimal network that can exhibit both sustained activity as well as complex dynamics such as chaos.

In order to further analyze the observed dynamical patterns, we consider four different $g_{gap}$ values indicated by vertical broken lines in violet. The phase space trajectory corresponding to the chosen conductance $g_{gap}$ values are shown in Fig. 2(C), with complex behavior such as [L-R] chaos, period-8, period-4, period-2 oscillations. In other words, the dynamics of the coupled system changes from complex chaotic oscillations to periodic oscillations, when $g_{gap}$ is increased yet constrained to the narrow range. In order to distinguish between various complex oscillatory dynamics, Power spectral densities of the corresponding time-series are often used. In this paper, instead of the full time series, we calculate the maximum and minimum values of each oscillation (from the original time series) and construct a discrete time series. This method along with the power spectral density (PSD) of full time series was shown to be effective in distinguishing various chaotic attractors in [35]. For our paper, we found that the power spectral density calculated from the maximum-minimum time series distinguishes the different types of oscillations effectively (See Supporting Information Fig: S2). For period-2, 4 and 8 oscillations, we observe peaks for certain frequencies alone but for chaotic dynamics, we can see spikes throughout the entire frequency range. Yet another efficient way of distinguishing various periodic and non-periodic oscillations is the Poincaré map shown in Fig. 2(E), corresponding to the four different oscillatory patterns. The Poincaré map which is obtained by plotting the $n^{th}$ and the $(n+1)^{th}$ peak, which can be calculated from the neuronal time series. We find $N$ discrete points with $N = 2, 4, 8 \ldots$ for period-2, 4, 8 oscillations and this regular geometric pattern is lost when the system shows chaotic oscillations. Hence, the bifurcation diagram along with the Poincaré map and the PSD of the discrete time series indicates that the non-periodic oscillations observed are indeed chaotic.

While the results mentioned above by applying a brief pulse to the pre-synaptic inhibitory neuron show many different activity patterns, we comprehensively detail the activity patterns that arise across $g_{syn}, g_{gap}$ parameter space (Fig. 3(A)) and identify regions of periodic (yellow region), complex oscillations (narrow black region indicated by an arrow) and no oscillations (white region) when the system is subjected to a brief pulse. We see that the complex oscillations are limited to a narrow range of weak gap-junctional $g_{gap}$ and for strong synaptic $g_{syn}$ coupling strengths. Furthermore, the range of $g_{gap}$ for which the system shows oscillations increases with $g_{syn}$ and the boundary between periodic and no oscillation regime shows a monotonic behavior and the precise shape of the boundary is attributed to the choice of initial conditions (here, the resting state values). We know from Fig. 2 that the coupled system gives rise to chaotic behavior for synaptic conductance as high as $g_{syn} = 0.81$, when a brief pulse is applied. In order to understand if the region of complex oscillations always include chaotic behavior, we chose $g_{syn} = 0.5$ for this analysis, as complex oscillations begin to appear close to this value of $g_{syn}$. The bifurcation diagram obtained by varying $g_{gap}$ (Fig. 3(B)) shows the presence of complex dynamics viz., period-2, period-4 oscillations, but for a very narrow region of $g_{gap}$. Although the system undergoes a period-doubling bifurcation, their activity is prematurely terminated with lowering $g_{gap}$ and hence the system does not show chaotic behavior. This shows that the coupled system with a brief pulse can exhibit chaotic behavior but at a much higher value of $g_{syn}$.

To quantitatively analyze the robustness of the observed oscillatory behavior and the oscillatory and non-oscillatory boundary, we considered the minimalistic network of two coupled neurons with each neuron starting from a random initial state (as opposed to the special resting state initial condition used for the rest of simulations in this paper). The behavior of the system is stud-
FIG. 3: (Color online) Different dynamical regimes exhibited by $N = 2$ coupled neurons connected by an inhibitory synapse and a gap-junction. (A) The $(g_{\text{syn}}, g_{\text{gap}})$ parameter space, marked by the attractors to which the system converges to, viz. No Oscillations, Periodic and Complex oscillations (> period-1 oscillations, indicated by an arrow), starting from their resting states, i.e. $(V_i, W_i, S_i) = (0, 0, 0)$ where $i = 1, 2$. The blue broken line represents the $g_{\text{syn}} = 0.5$ value used for the bifurcation diagram shown in panels (B). The broken line in magenta in (A) corresponds to the $g_{\text{syn}} = 0.81$ value in Fig. 2 (A). (B) The bifurcation diagram is obtained by varying the gap-junctional conductance $g_{\text{gap}}$ when a brief pulse is applied to the pre-synaptic neuron alone, fixing $g_{\text{syn}} = 0.5$. Plotted along the y-axis are the peak values of the pre-synaptic membrane potential $V_{\text{pre}}$, obtained for the last 100 time points. On decreasing $g_{\text{gap}}$, the system shows premature termination of the period-doubling bifurcation (at period-4 oscillations).

FIG. 4: (Color online) Bi-stability observed in $N = 2$ coupled neurons connected by an inhibitory synapse and a gap-junction, starting from random initial conditions. (A) The bifurcation diagram is plotted by varying gap-junctional conductance $g_{\text{gap}}$ values, at a fixed value of synaptic conductance $g_{\text{syn}}$. Plotted along the y-axis are the peak values of the pre-synaptic membrane potential $V_{\text{pre}}$, obtained for the last 100 time points. Starting from random initial conditions for each value of $g_{\text{gap}}$, the coupled neurons exhibit co-existence of limit cycle and fixed point attractors. Whereas an equivalent diagram (plotted at same $g_{\text{syn}}$ as (A)) shown in Fig. 2 (A), exhibited only one stable attractor for a given value of $g_{\text{gap}}$ owing to the resting state initial conditions of the neurons. (B) The probability of obtaining oscillations ($P_{\text{osc}}$) in $(g_{\text{syn}}, g_{\text{gap}})$ parameter space for the coupled neurons is obtained starting from random initial conditions. $P_{\text{osc}}$ represents the basin size of limit cycle attractor and this value increases with the strength of inhibition. Note that a minimum $g_{\text{gap}}$ is required for the coupled system to show oscillations. The blue broken line indicates the value of $g_{\text{syn}} = 0.81$ corresponding to the bifurcation diagram in (A). Both (A) and (B) are obtained for 100 random initial conditions.

ied by applying a brief pulse to the pre-synaptic neuron. The bifurcation diagram Fig. 4 (A) shows that the system either goes to the oscillatory branch (top) or stable fixed point (bottom), thereby exhibits a bi-stable behavior, starting from a random initial state. The synaptic conductance value for which the bifurcation diagram is plotted is $g_{\text{syn}} = 0.81$ and the blue broken line in Fig. 4 (B) indicates the same. The bifurcation diagram in Fig. 2 (A) and Fig. 4 (A), although have same set of parameter values, they differ in the choice of their initial conditions. We notice that the former does not show a bi-stable behavior due to resting state initial conditions, whereas the latter with random initial conditions exhibit bi-stability. Additionally, the probability of obtaining sustained oscillations $P_{\text{osc}}$ in $(g_{\text{syn}}, g_{\text{gap}})$ parameter space, is shown in Fig. 4 (B). The $P_{\text{osc}}$ provides information on the basin size (which gives information on fraction of initial conditions leading to a limit cycle attractor) for different conductance values. We considered 100 trials, each starting from a random initial condition and our results show that the probability of obtaining oscillations increases with the value of $g_{\text{syn}}$, provided the gap-junctional conductance is greater than a lower cut-off value, which is $g_{\text{gap}} > 0.03$.

Although the activity of a pair of coupled inhibitory neurons have been analyzed in detail, it is important to extend the study to a network of inhibitory neurons and identify the parametric requirements that give rise to persistent activity in such networks. For this purpose,
we consider a network of $N = 10$ neurons arranged in a one-dimensional ring topology coupled through coupled through randomly chosen pairs of synapses and nearest neighbor gap-junctions and the results are summarized in
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**Fig. 5**: (Color online) Persistent activity in a multiplex set-up of $N = 10$ neurons coupled through synapses and gap-junctions, arranged in a one-dimensional ring. (A) Schematic representation of a network of coupled inhibitory neurons (black circles) connected to their nearest neighbors by gap-junctions (shown in blue arrows). The red lines represent the inhibitory synaptic links between randomly chosen pairs of neurons. Only one of the many pre-synaptic neurons (marked in red) receive a short pulse ($I_{ext}$). Simulating such a system by varying the number of synaptic connections ($n_{syn}$) for different gap-junctional conductance values $g_{gap}$ can result in the convergence of the system to one or more of the following attractors namely (1) a fixed point attractor (with no oscillations) (2) a chimera state with oscillations of only few of the neurons (3) a global oscillatory state, i.e. oscillations of all the neurons in the system (B-C) Co-existence of multiple attractors viz., (1) a complete quiescent state or fixed point attractor, where the initial stimulus is not sufficient to generate oscillations (2) an intermediate state where only few of the oscillators oscillate while others are at rest, which is the characteristic of a chimera state and (3) a global oscillatory state, i.e. all the nodes (neurons) exhibit self-sustained oscillations. The Basin size (BS) (corresponding to each of the attractors mentioned above) displayed in Fig. 5 (B-C) is obtained for two different values of $g_{gap} = 0.05$ respectively, as the $n_{syn}$ is varied. In each of these panels, the fraction of initial conditions that converge to one of the attractors mentioned above are marked in blue, red and green colors respectively. What we observe is that the network with only synaptic connections ($g_{gap} = 0$) as in Fig. 5 (B) demands as high as $n_{syn} = 40$ synapses for all the neurons to show oscillations. For extremely low value of $n_{syn}$, the system does not show oscillations and later we find co-existence of fixed point attractor and a chimera state, eventually leading to global oscillatory state. On the contrary, the system with $g_{gap} = 0.05$ shown in Fig. 5 (C), requires comparatively lesser synaptic connections $n_{syn} \approx 10$ for oscillation of all the nodes. Moreover, we see that even a single synapse can result in oscillation of at least few of the neurons taking the system directly to a chimera state, unlike the $g_{gap} = 0$ case. The surface plot Fig. 5 (D), with varying $n_{syn}$ along the x-axis and different $g_{gap}$ along the y-axis shows the probability of obtaining activity in the network $P_{act}$ (shown along the z-axis). On increasing $g_{gap}$, we observe two distinct transitions corresponding to two different values of gap-junctional conductance, viz. $g_{gap} = 0.02$ and 0.03 respectively. At each transition (along the increasing $g_{gap}$ direction), we observe a higher probability of obtaining activity $P_{act}$ corresponding to lower $n_{syn}$. In other words, increasing $g_{gap}$ increases the $P_{act}$ even with lesser number of synaptic connections. Hence, for $g_{gap} \geq 0.03$, we obtain a non-zero probability of obtaining oscillations when compared to conductance values lower than 0.03 i.e. $g_{gap} = 0.03$. A further increase in gap-junctional conductance $g_{gap} > 0.05$ results in failure of sustained activity, mainly due to the synchronizing ability of gap-junctions. Even as we increase the system size, the results remain qualitatively same (See Supporting Information Fig: S5). Hence, it is apparent that weak gap-junctional conductance $g_{gap}$ helps in achieving global oscillatory state (with all the neurons oscillating) even with minimal synaptic connections, under strong inhibition (with $g_{syn} = 0.81$).
IV. Conclusion

To conclude, we have shown how the interplay between synaptic inhibition and electrical gap-junctions results in the emergence of persistent activity. We have analyzed various combinations of two neurons connected with synapses and gap-junctions, and we infer the following: (a) networks of excitatory neurons alone cannot exhibit persistent activity, (b) Strong inhibition is required to maintain persistent activity in the presence of gap-junctions. Our results are in agreement with [51], where it is shown that a weak synapse cannot overcome the effect of gap-junctions causing the system to converge to the stable attrator state, thereby suggesting the requirement of strong synaptic coupling to maintain persistent activity. Through our systematic investigation, we uncover the complexity involved in a minimal model of a pair of inhibitory neurons coupled through both the aforementioned synaptic modalities. We further show that this simple system undergoes a series of period-doubling bifurcations leading to chaos. Hence, our work highlights not just the combined effect of chemical and electrical synapses but also outlines the importance of inhibitory neurons in generating and maintaining persistent yet complex dynamics in networks of coupled neurons. Furthermore, our simulations on a one-dimensional ring topology gives a preliminary understanding on the role of gap-junctions in achieving persistent activity. We report here, the existence of chimera patterns that comprises neurons exhibiting both oscillatory and non-oscillatory states. Such chimera patterns have been reported in our earlier study [61] in the context of biological pattern formation. Studies on networks of excitatory and/or inhibitory with synapse and gap-junctions have shown to give complex spatiotemporal dynamics, viz. chimera-like pattern [62], transient chaotic behavior [63] etc. Hence it would be intriguing to analyze the spatiotemporal dynamics exhibited by purely inhibitory neurons arranged in one- and two-dimensional lattices. By using a multiplex framework with nearest-neighbor gap-junctional coupling and long-range synaptic inhibition, one can study the collective dynamics exhibited by inhibitory neurons under strong synaptic inhibition. Additionally, by evolving the gap-junctional layer alone under activity-dependent plasticity [64] [65], keeping the synaptic layer frozen, one could potentially study the emergent behavior in a system of inhibitory neurons. Thus, our study on networks with strong inhibitory coupling when extended to large system sizes might have potential implications in maintaining working memory as they are shown to store many more patterns than their excitatory counterparts [55] [66]. As our study consists of identical neuronal elements, extending this work to study the effects of heterogeneity could be another exciting direction of research.
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FIG. S1: Period-doubling route to chaos in coupled neurons with uni-directional inhibitory synapse and gap-junctions. (A) The dynamics of the post-synaptic neuron when the pre-synaptic neuron alone is subjected to a brief sub-threshold input pulse $I_{\text{ext}}$ is shown using a bifurcation diagram. The x-axis shows varying gap-junctional conductance $g_{\text{gap}}$ values, while the synaptic conductance is fixed at $g_{\text{syn}} = 0.81$. Plotted along the y-axis are the peak values of the post-synaptic membrane potential $V_{\text{post}}$, obtained for the last 100 time points. (B)-(C) represent the phase space trajectory and the time series respectively of the post-synaptic neuron corresponding to the value of $g_{\text{gap}}$ indicated by blue broken line in panel (A). This figure can be compared to Fig. 2 of main text, which shows the dynamics of the pre-synaptic neuron.
FIG. S2: Complex dynamical behavior arising from the interaction of two coupled neurons through uni-directional synapse and gap-junction. (A) The phase space trajectory of the pre-synaptic neuron corresponding to those values of $g_{gap}$ indicated by violet broken lines in Fig. 2 (B) of the main text. [L-R] represents complex dynamics namely chaos, period-8, period-4 and period-2 oscillations respectively as the $g_{gap}$ is increased. (B)-(C) shows the corresponding power spectral density (Pow) of the full time series and the $(Pow_{\text{max-min}})$ of a discrete time series constructed by taking the maximum and the minimum points of the original time series of the pre-synaptic neuron respectively.

FIG. S3: (Color online) Persistent activity in a multiplex set-up of $N = 20$ neurons coupled through synapses and gap-junctions, arranged in a one-dimensional ring. (A-B) Co-existence of multiple attractors (marked by 1, 2 and 3, whose characteristic dynamics are described as follows: (1) a fixed point attractor (with no oscillations) (2) a chimera state with oscillations of only few of the neurons (3) a global oscillatory state, i.e. oscillations of all the neurons in the system) is indicated by the variation in their basin sizes (BS) for $g_{gap} = 0$ and $g_{gap} = 0.05$ respectively, where BS represents the fraction of initial conditions that result in a particular dynamical attractor. We notice that these results for $N = 20$ neurons are qualitatively similar to that of $N = 10$ nodes shown in Figs. 5 (B-C) of the main text.