A machine learning pipeline for autonomous numerical analytic continuation of Dyson-Schwinger equations
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Abstract. Dyson-Schwinger equations (DSEs) are a non-perturbative way to express n-point functions in quantum field theory. Working in Euclidean space and in Landau gauge, for example, one can study the quark propagator Dyson-Schwinger equation in the real and complex domain, given that a suitable and tractable truncation has been found. When aiming for solving these equations in the complex domain, that is, for complex external momenta, one has to deform the integration contour of the radial component in the complex plane of the loop momentum expressed in hyper-spherical coordinates. This has to be done in order to avoid poles and branch cuts in the integrand of the self-energy loop. Since the nature of Dyson-Schwinger equations is such, that they have to be solved in a self-consistent way, one cannot analyze the analytic properties of the integrand after every iteration step, as this would not be feasible. In these proceedings, we suggest a machine learning pipeline based on deep learning (DL) approaches to computer vision (CV), as well as deep reinforcement learning (DRL), that could solve this problem autonomously by detecting poles and branch cuts in the numerical integrand after every iteration step and by suggesting suitable integration contour deformations that avoid these obstructions. We sketch out a proof of principle for both of these tasks, that is, the pole and branch cut detection, as well as the contour deformation.

1 Introduction

Computing Green’s functions in the complex domain numerically turns out to be a tedious task, even when working in Euclidean space and when considering perturbative calculations at 1-loop level. The main complications one has to deal with are accounting for the poles and branch cuts that arise in the complex plane of the radial component of the square of the loop momentum, when the latter is expressed in hyper-spherical coordinates. Since the loop momentum is a 4-momentum, and because there is an external momentum flowing into the diagram, as well as the internal (loop-) momentum, two of the hyper-spherical angles can be integrated trivially, and one has to consider a two-fold, non-trivial integration over the square of the loop momentum, and over (the cosine of) the angle between the external and
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the internal momentum. As discussed e.g. in [1], branch cuts are induced by the angular integration and in conjunction with the current value of the external and internal momentum square, and they appear in the complex plane of the radial integration variable. Because these branch cuts often intersect the positive real axis, the original integration contour of the radial part, that starts at the origin (or a small infrared (IR) cut-off) and runs along the positive real half-axis to some ultraviolet (UV) cut-off, has to be deformed around the obstructive branch cut to connect the origin and the UV cut-off, and without picking up the residue of any pole in the plane that could appear between the deformed contour and the line between the origin and the UV cut-off. Put into other words, the integration contour has to be continuously deformable from the original contour to the new, deformed contour that avoids the branch cuts. While for perturbative loop diagrams usually a full, explicit form of the integrand is known, this normally does not hold true for DSEs (see e.g. [2] for a thorough treatment of the DSE formalism), as these are of the second Fredholm type and require e.g. iterative strategies to find a numerical solution. The dressing functions that result from a successful numerical solution of a Dyson-Schwinger equation appear on both sides of the equation, that is, explicitly on the left hand side, and in the integrand of the self-energy loop on the right hand side of the equation. The dressing functions are usually initialized to some real value, and given this as an initial condition, one could in principle analyze the integrand to find the poles and cuts for this given situation. One could then, in principle, find suitable contour deformations and avoid the cuts and poles, perform one iteration step, analyze the resulting, updated dressing functions, and try to deduce the newly arisen analytic obstructions for the next iteration step. Then, new contour deformations could be sought, and another iteration step could be performed. However, this is not feasible because of mainly two reasons. One, once we allow the dressing functions to take complex values for the external momentum square, the complex momenta will produce different branch cuts for each of its values, which results in a plethora of differently parametrized integration contours that have to be found. Usually one can cover all necessary contours by introducing a few parametrizations for different regions of the complex plane, but it is still a tedious task. The second reason why this is not feasible in practice is simply the fact that the system’s solution is sought by an iterative approach, that is, after every iteration step such a full analysis would have to be conducted.

In these proceedings we propose a possible way to overcome these obstacles by introducing a machine learning pipeline that analyzes the current analytical properties of the integrand, and finds suitably deformed integration contours autonomously. In more concrete terms, here and in the following, we provide evidence for the feasibility of such a pipeline by providing proof (or proof of concept) for each and every of the following steps:

1. **PROOF (A):** Suitability of numerical contour deformation to compute the analytic properties of Green’s functions

2. **PROOF OF CONCEPT (B):** Feasibility of determining the analytic properties of numerically computed functions by means of deep learning and computer vision

3. **PROOF OF CONCEPT (C):** Feasibility of autonomous contour deformation by means of a deep reinforcement learning agent

Here, the difference between **PROOF** and **PROOF OF CONCEPT** is, that the former has been successfully applied in a broad variety of contexts, which can thus be regarded as a successful strategy (and not as a proof in the mathematical sense). The latter means, that these steps have been introduced with the very application discussed here in mind, and we have published (and yet unpublished) knowledge that strongly suggests that the respective strategies will be successful. These proceedings are organized as follows. In the following
three sections we discuss the points (A), (B), and (C) in detail, and then conclude with a summary and outlook.

2 Contour deformation for numerical computation of Green’s functions in the complex domain (A)

In order to establish numerical proof that such a deformation can be obtained, we look at this study [3], in which a correlator of so-called \(i\)-particles was considered. These \(i\)-particles are discussed in [4], where also an exact solution of the analytic properties of the correlator, that has been treated numerically in [3], is presented. The exact solutions of [4], and the numerical results found in [3] by means of contour deformation, are in perfect agreement. While [3] is concerned with showing agreement between the analytic and numerical approaches, there is an abundance of studies in which this strategy has been deployed, see e.g. [5–9] for an exemplary but incomplete list of such studies.

3 Pole and branch cut detection with deep learning (B)

In this section we will discuss the pole and branch cut detection in numerical data by means of deep learning. In principle, and at least as far as pole detection is concerned, one could also do this by more conventional means, such as computing contours around possible pole locations in order to check for a non-vanishing residue, see e.g. [10]. This doesn’t resolve the detection of branch cuts, though, which is why we chose a different approach here. Using a so-called U-Net, that has been originally developed for biomedical image segmentation [11], we created a similar pipeline for detecting poles and branch cuts in snippets of numerically computed functions. The U-Net architecture is comprised of a convolutional neural network (CNN) [12] with a contracting and an expanding path. In between, feature maps are being cropped and copied from the contracting to the expanding path. While images (in our case numerically computed snippets of functions in the complex plane) are being fed into the network, at its other end a segmentation mask is being produced, which, again in our case, marks the position of the poles and branch cuts. The network is trained by comparing the segmentation mask produced by the model with the ground truth that is provided as a ’label’ for this learning setup.

3.1 U-Net based segmentation

In order to generate a data set used for training the U-Net for pole and branch-cut segmentation, we again considered the problem of the \(i\)-particle correlator mentioned above [4]. The numerical data has been produced by solving the angular integral for complex internal momenta \((y)\) and complex external momenta \((x)\) in equation (22) of [3] for \(x, y \in [-10, 10] \times i[-10, 10]\). Once the cut has been produced, we added a random number of poles (between 0 and 9), with random positions and random residues additively to the function with the cut. The segmentation mask is a matrix with the same size as the data with the cut and poles \((128 \times 128\) pixels), with its entries being ternary numbers. Using base-3 covers the three possible cases of every positional value, namely the ’pixel’ being a pole location, belonging to a branch cut, or being a point that is neither of these two cases. The pole locations can be directly entered in the segmentation mask once the random location has been produced for a given training sample. The branch cut position can be marked by using the cut parametrization equation (25) in [3].

In Figure [1] we show an example of a training sample used to train the U-Net.
In Figure 1 we show preliminary results of the first, trained U-Net using a training set generated as described above. We are currently investigating various extensions to our approach and will thus not provide any hyper parameters of the model at this point, as we are preparing a separate publication for the pole and cut detection with deep learning at the moment. The results of this first attempt look very promising, and suggest that this approach can be used in a Dyson-Schwinger setup to detect the cuts and poles in the integrand automatically. There is, of course, the problem of generalizability that is still to be addressed. In order to employ this approach to a Dyson-Schwinger setup, the variability encountered in the course of the iterative procedure must be captured by the distribution of the data set the U-Net has been trained with, otherwise it will most likely fail to recognize the respective patterns. This problem mostly affects the branch cuts, as poles are point-like and do not possess any relevant sub-structure, while cuts are essentially 1-dimensional objects. One possible way to generate cuts of arbitrary shape could be to produce a finite-length cut using a logarithm, and then apply an arbitrary distortion to the resulting cut-line to allow for arbitrary shapes. Another issue that is relevant in the context of the approach as described here is the sparsity of the ternary masks. Since there are only a few poles, and since also the branch cuts do not occupy a large amount of pixels, there is a class imbalance between pixels labeled as poles, cuts, or neither of the two. This skewness can become an issue when computing the loss function when training the system. To this end, one could compress the labels by deploying a compressive sensing approach, as discussed in [13, 14] in the context of biomedical imaging. We are currently also investigating this option, but do not have results yet.

4 Automated contour deformation through deep reinforcement learning (C)

In this section we discuss the next step in the pipeline, where we assume that the previous step has been successfully conducted and a segmentation mask that contains the information about the poles and cuts for the situation under consideration has been produced. Given this
Figure 2. Preliminary results with the first U-Net attempt. Left column: Ground truth of segmentation masks. Since each pole only occupies a pixel in the mask, they have been marked by small circles for readability. Right column: Predictions produced by the trained U-Net.

information, we must now find a suitable integration contour that avoids the poles (i.e. is continuously deformable from the line along $\mathbb{R}_+ \cup \{0\}$, as well as the branch cuts. To this end we trained a deep reinforcement learning agent to perform this task (see [15]). Deep reinforcement learning is a learning approach inspired by behavioral science, in which a learning entity (the agent) observes and lives in an environment, conducts actions in this environment, and receives a reward or punishment by means of a scalar signal (see e.g. [16, 17] for an overview and a text book on the subject). The desired behavior of the agent can then be learned by maximizing the expected, cumulative reward, and the trained agent is then in possession of a policy, that takes in the state of the environment, and produces the most suitable action for a given situation.

4.1 Deep Reinforcement Learning agent for contour deformation

In [15], we considered a continuous scenario, in which we again used the $i$-particle correlator of [4]. This correlator possesses a branch cut, as well as two complex conjugate poles. Using a proximal policy optimization based approach [18], we successfully trained an agent that could produce meaningful contours in this environment, see Figure 3. The environment in this case consists of the complex plane of the radial integration variable, and the agent perceives this environment by means of a vector that holds relevant information, such as where the cut is, where the poles are located, in which direction the cut opens up, etc. In principle, one
could also train a deep reinforcement learning agent solely on the numerical data as input, however, we decided against this approach, as we would lose a substantial amount of control over the whole setup, which, in addition, would be much more involved as well. In order to deploy this approach for DSEs, the DRL agent will be re-implemented in a discrete setup, as the continuous environment is harder to solve and not necessary for the relatively small sizes of discrete points the correlator will be solved for.

![Figure 3. A successful contour found by the agent published in [15]. The red line represents the branch cut, the green triangles the complex conjugate poles located at $y = \pm \frac{i}{2}$. Note that this contour is continuously deformable from the line along the positive real half-axis to the cutoff, here represented by the $\Lambda$. The yellow point that is passed closely by the contour represents the direction of the opening of the cut, an information made available to the agent.](image)

5 Conclusions and outlook

In the previous sections we provided proof, as well as proof of concept, for the main ingredients needed to set up an autonomous machine learning pipeline to perceive the analytic properties of the numerically computed, radial integration plane of the self energy loop in a DSE, as well as to produce the corresponding deformed integration contours. The first step, identifying the non-analyticities, will be implemented using either a U-Net architecture, or a regular CNN with dense labels produced by a compressive sensing approach. Once this information is available, it will be prepared for the DRL agent to observe, which will then produce a suitable contour. This could be done in every iteration step of the DSE, thereby solving the equation, while respecting the constraints as imposed by the non-analyticities. In order to study the quark propagator Dyson-Schwinger equation in Landau gauge in Euclidean space in the complex domain, we plan to deploy a suitable truncation scheme that establishes minimal constraints through the analytic properties of the self-energy loop.
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