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ABSTRACT

With rapid development of technologies in medical diagnosis and treatment, the novel and complicated concepts and usages of clinical terms especially of surgical procedures have become common in daily routine. Expected to be performed in an operating room and accompanied by an incision based on expert discretion, surgical procedures imply clinical understanding of diagnosis, examination, testing, equipment, drugs and symptoms, etc., but terms expressing surgical procedures are difficult to recognize since the terms are highly distinctive due to long morphological length and complex linguistics phenomena. To achieve higher recognition performance and overcome the challenge of the absence of natural delimiters in Chinese sentences, we propose a Named Entity Recognition (NER) model named Structural-SoftLexicon-Bi-LSTM-CRF (SSBC) empowered by pre-trained model BERT. In particular, we pre-trained a lexicon embedding over large-scale medical corpus to better leverage domain-specific structural knowledge. With input additionally augmented by BERT, rich multigranular information and structural term information is transferred from Structural-SoftLexicon to downstream model Bi-LSTM-CRF. Therefore, we could get a global optimal prediction of input sequence. We evaluate our model on a self-built corpus and results show that SSBC with pre-trained model outperforms other state-of-the-art benchmarks, surpassing at most 3.77% in F1 score. This study hopefully would benefit Diagnostic Related Groups (DRGs) and Diagnosis Intervention Package (DIP) grouping system, medical records statistics and analysis, Medicare payment system, etc.

1. Introduction

Surgical procedures contextualized in the medical field refer to a procedure that would be expected to be performed in an operating room and accompanied by an incision based on expert discretion. As a normative expression for clinical examination and treatment, surgical procedure terms, such as “ovary transplantation”, “pulmonary artery thrombolytic agent perfusion”, etc., become an important part of the standard medical terminology system, as well as standards with the smallest granularity and the highest necessity for medical and health information standard system. Those terms imply a clinical understanding of diagnosis, examination, testing, equipment, drugs, and symptoms, etc., and are a key building block for many intelligent medical systems.

Being a part of public standard medical terminology resources, surgical procedure terms have the problem of covering the real world, that is, the ability to describe real data [1]. With the booming development in the biomedical field, surgical procedures composing operative approaches, equipment, techniques, drugs, and such continuously change in practical use. Forms of usage like syntagmatic and cross use among these types caused complicated and diversified changes in terms’ morphology, and the ever-increasing bytes of terms further exacerbates this problem. It grows difficult for static vocabularies and standards to discover variants and derivatives in reality thus fully covering surgical procedure terms promptly. How to address the problem, or more precisely, how to address the problem originated from the increased length becomes the heart of our concern. Previous studies provide excellent named entity recognition (NER) methods for detecting entities alike [2, 3, 4, 5].

Named entity recognition is the process of identifying targeted entities and their corresponding domain entity tags from unstructured unlabeled text. Suffice to say that improved NER model capability on surgical procedures directly links to higher identification performance of groupers of Diagnostic Related Groups (DRGs) and Diagnosis Intervention Package (DIP), and further facilitates Medicare payment system.
statistics, and analysis of Electronic Medical Records (EMRs) and Electronic Health Records (EHRs) in any potential use. Generally, rapid and accurate identification of such terms is of great significance to efficient hospital management, automatic update of terminology knowledge base, terminology standardization, and interoperability as well as the construction of a Chinese medical terminology system. However, an undeniable fact is that previous NER studies in the biomedical domain mainly concentrate on more common concepts \([6, 7, 8, 9, 10, 11, 12]\), and bare efforts are put into this field or long entity recognition. Current NER models also find their incapability to process these long and complicated terms \([13, 14]\). Therefore, targeted studies are urgently needed for the automatic recognition of surgical procedure long terms.

This paper proposes a NER model named Structural-SoftLexicon-BiLSTM-CRF (SSBC) empowered by the pre-trained model BERT \([15]\). SSBC first maps characters in the input sequence into dense vectors, then the SoftLexicon feature is built and added to the character vector. The augmented character representations are later input into the sequence modeling layer and CRF (conditional random field) \([16, 17]\) layer to generate final predictions. During the process, a pre-trained language model is applied to learn prior semantic knowledge. SSBC alleviates the long term recognition problem by using lexicon-character combination strategy merely on embedding layer without reconstructing the whole architecture and proves to be effective.

The contributions of this work are summarized as follows:

- We constructed a term corpus and combined term structural features with a deep learning method to overcome combination and cross ambiguity. Testing results outperformed baseline methods and reached a new high F1 score at 79.63%.
- We proposed Structural-SoftLexicon-BiLSTM-CRF (SSBC) model which integrates lexicon and character features and avoids complex sequence modeling. The overall architecture is simple, and the transferability is strong.
- We introduced a pre-trained domain lattice and pre-trained language model, which effectively tackle the problem of OOV (out-of-vocabulary) words. And the model performance can continually be improved by subsequent lexicon expansion.

2. Characteristics and difficulties of surgical procedures recognition

Considering the average length appeared in various surgical taxonomies and standards, we define surgical procedure long terms as terms with at least 5 Chinese characters. For entity recognition tasks, we summarize term features as follows:

(1) Highly territorial. Tiny replacement of certain characters may cause huge changes in the semantics of the words or even errors due to the high sensitivity. Thus, characters with rich information are demanded.

(2) More bytes. We define surgical procedure long terms as terms with at least 5 Chinese characters after considering the average length appeared in various surgical taxonomies and standards. For instance, in a normative document Operations And Procedures Classification Code National Clinic Edition 3.0 \([4]\), terms of at least 5 characters account for about 97% of all terms. The semantic dependency and complexity positively correlate to the length of terms.

(3) Highly structural. Surgical procedure terms treat leading terms as its core element and combine other kinds of components to form a term unit, seeing in Figure 1. In fact, almost all term elements follow national or industrial norms, making it possible to make full use of external lexicons to recognize terms. We defined term elements of 7 types: Ana (anatomy), App (operative approach), Dis (disease), Lea (leading term\(^1\)), Equ (equipment), Drug (drug), and Sym (symptom) (see Figure 2).

Consequently, 3 challenges need overcome:

(1) For a term, App + Ana + Dis + Lea is the basic formula. However, syntagmatic and cross ambiguity in linguistics lead to word boundary changes, therefore generating cutting errors.

(2) Although terms in practical use are standardized, not all of them are. Due to the descriptive narrative and naming style, surgical procedure terms often have novel and diversified morphological patterns with weak name regularity and nomenclature, and are full of OOV words, which unfavorably embarrass recognition performance.

(3) A large number of symbols and multilingual words. For instance, English words, Arabic numerals, and hyphens are widely used in terms like “Bacon-Black术” (Bacon-Black), “AVAULTA全盆重建术” (AVAULTA Total PelvicFloor Reconstruction), and “重组人活化C蛋白输注” (Recombinant Human Activated C Perfusion).

3. Related works

NER is widely used in Chinese medical texts, involving electronic medical records \([18, 19]\), traditional Chinese medicine texts \([20, 21]\), clinical guidelines \([22]\), disease subtypes \([23]\), admission notes \([24]\), PICO \([25]\) disease and plant name \([26]\), etc. Most approaches focus on feature extraction either by rule and dictionary-based means or by machine learning and deep learning means \([27, 28]\). Detects entities from unstructured texts by using rules and dictionaries on the character-word level \([29, 30]\). Utilizes machine learning models extracting medical entities based on manually designed character-word level features like dictionaries, pos tagging, and n-grams. Rule-based approaches rely heavily on manual formulation of heuristic rules which requires thorough analysis of corpus and strong enumeration capability for possible rules. The dictionary-based approaches face pretty much the same problem in covering all related entities, which causes poor recognition performance \([31]\). Machine learning-based approach at earlier stage takes a naive resolution by simply classifying each word independently \([32]\). The main problem with this resolution is that named entity labels are independent which is not the case. Later, the machine learning-based approach regards NER as a sequence labeling issue, and approaches, e.g., conditional random fields, Hidden Markov Models \([33]\), support vector machine (SVM) \([34]\), maximum entropy (ME) \([35]\), are extensively used. Specifically, the machine learning-based approach builds dependencies in and out of input sequences based on labels and then is sent downstream to tackle labeling biases by a global optimization prediction layer.

Deep learning methods characterized by end-to-end learning, deep features extraction, and automatic modeling have comparatively surpassed outcomes maintained by traditional machine learning approaches \([36]\). Haixin Tan et al \([37]\) propose an ensemble model composing Bi-LSTM, CRF, and transformer encoder (trans) for medical term recognition, incorporating Chinese character radical information and a pre-trained language model. Researchers gradually find that by optimizing the representation layer, models are easier to deploy and appear competitive results [MLNER and lexicon]. Articles \([11, 38, 39]\) use encyclopedia, abstract, and patent corpus to input pre-trained word vectors to the model, and capture word features to form character-word hybrid embedding as model input; Yuan Li et al \([40]\) apply static and dynamic attention mechanism to measure adjacent word weights around characters to obtain word importance information and concatenate into

\(^{1}\) A surgical procedure term is usually ended with a leading term, that is, a word or a character of a clinical operative pattern. When coding operations or procedures of medical records in hospitals, deciding leading terms is the first step in the coding flow.
character vectors. To obtain clearer word boundaries, some use segmentation tagging [41] and tagging with different word boundaries generated by feature template segmentation [42] to assist in recognizing entities. Other scholars, based on domain feature, combine external thesaurus with character or word embeddings to facilitate entity recognition. With this thought, Heng-Yi Wu et al. [43] used Drugbank 4.0, Medical Subject Headings (MeSH) vocabulary, and medical literature to construct a dictionary of drug names and metabolism, meanwhile combined part-of-speech information to identify whether entities are related terms or substrings. LERNER I et al [44] use a terminology system based on Unified Medical Language System (UMLS) Metathesaurus and Systematized Nomenclature of Medicine (SNOMED) to obtain entity type information, and combine character and word embedding as model input to detect drug names. In addition to referring to external taxonomies, extracting boundary-specific subwords from known entities also becomes a feasible approach to enriching embeddings. For instance, C.Y.Hou [45] used the BPE iterative merging algorithm to generate subword units from known entities to form character-subword mixed embedding as the input of ID-CNNs-CRF model, which shortens the sequence length and facilitates the determination of boundaries of long entities, achieving superiority in long term recognition. Despite some unique techniques such as denoising algorithm [46] and adversarial training [47] being used, the main structures of these methods based on the embedding layer. Multi-level feature fusion, e.g., character, word, morphology, syntactic, pinyin, and radical features, is getting popular more than ever.

Although many deep neural network models have been applied to entity recognition, they all have different degrees of defects. First, methods that incorporate lexical information inevitably inherent word segmentation errors which can propagate further downstream. Considering the long span of surgical procedure terms, the word-based method will have a negative impact on recognition. Character-based method solves word segmentation problem, and empirically, its performance is better than word-based deep learning models [48, 49], but the former misses the word boundary information, and character sequence is often longer than word sequence, which increases difficulties. Naturally, more and more researchers consciously integrate word information into character-based NER methods to fully take advantage of both and avoid their shortcomings. This idea has two pathways: one is to dynamically improve sequence modeling layer [50, 51], and another is to improve embedding representation layer [52]. As a classical model for refactoring sequence modeling layers to utilize lexicon information, Lattice-LSTM [51] refreshes top scores for several tasks. However, Lattice-LSTM is slow in training speed, complex in architecture, and hard to combine with other deep neural networks. Ruotian Ma et al. [53] proposed SoftLexicon by improving Lattice-LSTM, which avoids complex sequence modeling and large-scale annotation corpus construction and can be combined with other neural network NER models by adjusting embedding representation layer. Therefore, we believe that it can transfer well to operation and procedure term recognition.

In this paper, we adopt a deep learning model incorporating character information, lexicon information, and term structural features. The embedding representation layer is fine-tuned to accept character embedding, BERT [54] embedding, and SoftLexicon embedding, and Bi-LSTM model is used for sequence modeling. In the decoding layer, we use CRF to solve the labeling bias problem in Bi-LSTM, thus obtaining global optimal tagging. Through experiments on the constructed corpus, our model reaches 79.63% on F1 value, outperformed by at most 3.77% than baseline models.

![Figure 1. Examples of term segmentation by term type.](image1)

![Figure 2. (1) Example indicates that the ground-truth entity (characters highlighted in yellow) may be mistakenly cut into an entity without pancreas (even if it is still legal at semantic level) owing a different semantic; (2) Example shows that a polysemous character “下” is legal in both word dependency relations but only one boundary cutting is the ground-truth entity (ENG: inferior turbinoplasty).](image2)
4. Model

We choose SoftLexicon to encode lexicon information in the character representations. As an encoding scheme, SoftLexicon gets all matched words rather than all matched tags of a certain character. By doing so, every character in the input sequence obtains all matched words when the character locates in the four positions tagged by ‘BMES’ (Begin, middle, end of a word, and single character forming a word) tagging scheme, subsequently, we introduced not only word boundaries but also word semantics.

The overall structure of this model is shown in Figure 3. First, the model extracts character $c_i \in s = (c_1, c_2, \ldots, c_n)$ from the input sequence containing surgical procedure mentions “Craniotomy Hematoma Clearance”, as this case is “肿” (Swelling), then maps it into a dense vector and concatenates with character vector pre-trained by BERT. Meanwhile, sub-sequences where the character “肿” is located at, “血肿” (Hematoma), “颅血肿” (Intracranial Hematoma), etc., are matched with words in lexicon. Weighted representation is calculated according to the frequency of character “肿” in different positions in matched words. For example, “肿” is in the middle of the word “血肿清除术” (Hematoma Evacuation), then words containing this character are categorized into word set “M”, where “M” originates from BMES tagging scheme. If there is no matching word starting with “肿”, set “B” will be an empty set. To be adjusted to the medical field, we further expanded lexicon so as to obtain more domain knowledge. After the above steps, The SoftLexicon lexicon features are added to characters to form an augmented representation.

We utilize the sequence modeling layer and finally have a CRF layer to predict results.

4.1. Character embedding

Each character in the Chinese input sequence is mapped into a dense vector, but due to the lack of large-scale annotated corpora, it is difficult to obtain rich information among characters. The presence of pre-trained language models like BERT is tested effectively on this issue since it learns rich prior semantic knowledge from large unlabeled unstructured text and improves model performance by passing it downstream, refreshing state-of-the-art results on a range of natural language processing tasks [55]. Let $s = (c_1, c_2, \ldots, c_n)$ denotes a sequence of tokens. After BERT embedding, each character $c_i$ is denoted as $\text{BERT}(c_i)$ and is later concatenated with character embedding $e'(c_i)$ to form an augmented embedding as shown in Eq. (1). Here, $e'$ stands for a lookup table for character embedding.

\[
x_i = [e'(c_i); \text{BERT}(c_i)]
\]

4.2. SoftLexicon

SoftLexicon takes the following 3 steps to incorporate lexicon information.

![Figure 3. Architecture of SoftLexicon.](image-url)
4.2.1. Categorizing the matched words

We denote a Lexicon as L. For a sequence of tokens \( s = (c_1, c_2, \ldots, c_n) \), if the sub-sequence containing the character \( c_i \) matches words in L, it will be grouped into one of the four word sets tagged as ‘B’, ‘M’, ‘E’ and ‘S’ which is in accordance with “BMES” tagging scheme. The grouping process is in line with Eqs. (2), (3), (4) and (5). If a word set has no matched words inside L, then this set is filled with “None” representing an empty set.

\[
\begin{align*}
B(c_i) & = \{ w_{i:k}, \forall w_{i:k} \in L, i < k \leq n \} \\
M(c_i) & = \{ w_{i:k}, \forall w_{i:k} \in L, 1 \leq j < i < k \leq n \} \\
E(c_i) & = \{ w_{j:i}, \forall w_{j:i} \in L, 1 \leq j < i \} \\
S(c_i) & = \{ c_i, Cc_i \in L \}
\end{align*}
\]  

In Eq. (2), \( w_{i:k} \) represents a word (also a sub-sequence) spanning from a character indexed \( i \) to a character indexed \( k \) (the word span is surely less than or no more than \( n \)-length of input sequence). \( w_{i:k} \) shares the same starting index with the character \( c_i \) which means \( c_i \) is the first component character in word \( w_{i:k} \). As Figure 3 shows that, given a certain character \( c_i \) from an input sequence, sub-sequences’ first component characters start with \( c_i \), i.e., sub-sequences labeled in red and blue in Figure 3, are recognized as \( w_{i:k} \). If these \( w_{i:k} \) exists in \( L \), it will be grouped into word set \( B \). Note that it’s possible for a single to produce several \( w_{i:k} \) and among which some are meaningless (sub-sequence labeled in black in Figure 4). Thus, any \( w_{i:k} \) qualifies Eq. (2) is considered a legal element in word set \( B \).

Similarly, Eq. (3) describes that if character \( c_i \) is in the middle of all component characters of \( w_{i:k} \) and \( w_{j:i} \) appears in \( L \), then \( w_{i:k} \) will be included in word set \( M \). Eq. (4) describes that if there’s a sub-sequence \( w_{j:i} \) ending with character \( c_i \) and \( w_{j:i} \) appears in \( L \), then \( w_{j:i} \) will be included into word set \( E \). Eq. (5) describes that as long as the character \( c_i \) exists in \( L \), then \( c_i \) is included in the word set \( S \).

4.2.2. Condensing word sets

Words with different lengths will lead to inconsistent word set dimensions, so it is necessary to condense word sets to a fixed one. Considering the unbalanced importance of different words for entity recognition and speeding the training process, word frequency weighting is applied to obtain the weighted representation of word set \( S \) in Eq. (6):

\[
\nu'(S) = \frac{4}{Z} \sum_{w \in S} \nu(w) e^p(w)
\]

where

\[
Z = \sum_{w \in B,M,E,S} \nu(w)
\]

4.2.3. Concatenating multi-granularity features

After repeating (6) to obtain all four word set representations, we merge them into a fixed dimension feature \( e^p(B,M,E,S) \) in Eq. (8) and concatenate with character vector to form a new embedding \( x^* \) in Eq. (9).

\[
e^p(B,M,E,S) = [\nu'(B); \nu'(M); \nu'(E); \nu'(S)]
\]

\[
x^* = [x^*; e^p(B,M,E,S)]
\]

4.3. Sequence modeling layer

Bi-directional Long Short-Term Memory (Bi-LSTM) \[56\] is the mainstream model used in sequence labeling tasks. Bi-LSTM synthesizes forward LSTM \[57\] and backward LSTM, uses two hidden layers to store information of input data from two directions respectively and concatenates information in step \( t \) as \( h_t = [h^f_t; h^b_t] \). A LSTM hidden unit is composed of an input gate \( i_t \), forget gate \( f_t \), output gate \( o_t \), and a memory cell \( c_t \). We define \( x = [x_1, x_2, \ldots, x_n] \) as input outputted by convolutional neural network (CNN) layer. In step \( t \), the LSTM units can be expressed as:

\[
i_t = \sigma(W_{ix}x_t + W_{ih}h_{t-1} + W_{ic}c_{t-1} + b_i) \tag{10}
\]

\[
f_t = \sigma(W_{fx}x_t + W_{fh}h_{t-1} + W_{fc}c_{t-1} + b_f) \tag{11}
\]

\[
o_t = \sigma(W_{ox}x_t + W_{oh}h_{t-1} + W_{oc}c_t + b_o) \tag{12}
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot c_t \tag{13}
\]

\[
h_t = o_t \odot \tanh(c_t) \tag{15}
\]

where \( W_{ix}, W_{ih}, W_{fx}, W_{fh}, W_{ox}, W_{oh} \) and \( b_i, b_f, b_o \) are bias vectors of the input gate, forget gate, and output gate. Parameters \( h_{t-1} \) is the hidden state when step is \( t - 1 \), \( i \) in Eq. (14) is the sigmoid function, \( \tanh \) in Eq. (15) is a hyperbolic tangent function \[58\], and the operator \( \odot \) denotes the element-wise multiplication.

4.4. CRF layer

Conditional Random Field can make full use of context information of text labels, and model dependencies among sequence labels to obtain a global optimal prediction. Through tag transition probability, CRF adds sentence-level tag transition information on the basis of Bi-LSTM. For
input sequence $X = (x_1, x_2, ..., x_T)$, the corresponding predicted tag sequence is $Y = (y_1, y_2, ..., y_T)$, and the corresponding tag sequence score $Score(X, I)$ is obtained by adding tag transition matrix $A_{i+1}$ and tag probability matrix $F_i$, output by Bi-LSTM, as shown in Eq. (16). During training, the loss function is calculated using maximum likelihood estimation in Eq. (17), where $U$ is the set of all possible tag sequences, and $I$ is a subset of $U$. Finally, the Viterbi algorithm in Eq. (18) is used to calculate the maximum probability sequence to obtain the optimal output $I^*$.

$$Score(X, I) = \sum_{i=1}^{T} (A_{i+1} + F_i)$$  \hspace{1cm} (16)

$$\log(P(I|X)) = Score(X, I) - \log \left( \sum_{U} \log(U_i) \right)$$  \hspace{1cm} (17)

$$I^* = \arg \max_{I} Score(X, I)$$  \hspace{1cm} (18)

5. Experiments

We evaluate the proposed model SSBC on a self-built corpus and compare its effectiveness with other state-of-the-art models. Corpus, parameter settings and results of our experiments are described below.

5.1. Corpus

Considering a large annotated corpus of this field is not available, we, therefore, built a corpus from scratch. By entering the search query “YE = 2018-2022 AND (TI = 手术 OR AB = 手术)” on CNKI (China National Knowledge Infrastructure) online journal database, literature numbered 1232 was finally included to meet the quantity requirement. Then we manually extracted surgical terms from the full text of literature using an encyclopedia and open access corpus. We choose terms in fields mentioned in section 2 as search queries to obtain encyclopedia content. Table 4 shows details about entry words. In addition, we utilize the Chinese Medical Conversational Question-Answer (CMCQA) dataset [59] as a supplementary training corpus, which is a huge conversational question answering dataset in Chinese medical field collecting dialogue materials from the medical dialogue QA website Chunyu covering 45 departments, 1.3 million complete dialogues and 19.63 million sentences with a total of 2.84GB. We fuse corpus from the two sources, then perform automatic word segmentation, and use Word2Vec [60] for 50-dimension word vector training. We compared model performance using different embeddings.

5.2. Environment setting

We choose 2.10 GHz CPU, NVIDIA Tesla V100-16GB GPU, 64G RAM, Ubuntu 16.04 OS. In developing tool and compiling environment, we utilize Python 3.6 and PyCharm 2021.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| char_emb.size | 50 | epoch | 100 |
| bichar emb size | 50 | dropout | 0.5 |
| lattice emb.size | 50 | learning rate | 0.005 |
| batch.size | 10 | learning rate dacay | 0.05 |
| LSTM hidden_dim | 200 | LSTM_layer | 1 |

5.3. Hyper-parameters

Table 3 shows our hyper parameters setting during the training.

5.4. Lattice training

In addition to inheriting the general-domain lattice embedding used in paper [51], we construct a specialized lattice for surgical procedure terms using an encyclopedia and open access corpus. We choose terms in seven fields mentioned in section 2 as search queries to obtain encyclopedia content. Table 4 shows details about entry words. In addition, we utilize the Chinese Medical Conversational Question-Answer (CMCQA) dataset [59] as a supplementary training corpus, which is a huge conversational question answering dataset in Chinese medical field collecting dialogue materials from the medical dialogue QA website Chunyu covering 45 departments, 1.3 million complete dialogues and 19.63 million sentences with a total of 2.84GB. We fuse corpus from the two sources, then perform automatic word segmentation, and use Word2Vec [60] for 50-dimension word vector training. We compared model performance using different embeddings.

5.5. Evaluating matrix

The traditional practice to calculate the values of precision, recall, and F1-score is based on the classification results of the NER model. We follow this set of evaluation to reflect the performance of our model in classifying samples into the desired category. Precision ($P$) refers to the ratio of correct entities to predict entities. Recall ($R$) refers to the ratio of the entities in the test set which are correctly predicted. F1-score is the harmonic average value of $P$ and $R$ measuring overall performance, and is calculated by Eq. (19):

$$F1 = \frac{2PR}{P+R} \times 100\%$$  \hspace{1cm} (19)

In this work, we conduct several comprehensive experiments to verify the proposed module. The comparison models include (1) BERT-Bi-LSTM-CRF [61], a BERT model with a bidirectional long-short term memory network (LSTM) followed by a CRF layer that is the most popular architecture for NER task, but it still lacks the ability to leverage lexicon information; (2) BERT-FLAT-Lattice-Transformer [50], a BERT model with a flat-lattice Transformer incorporating lexicon information, but it is too complicated in structure and is hard to deploy just in

| Model | $\%$ | F1 |
|-------|------|----|
| BERT-Bi-LSTM-CRF | 64.71 | 91.67 | 75.86 |
| BERT-FLAT-Lattice-Transformer | 62.61 | 72.02 | 67.09 |
| SSBC | 70.52 | 85.91 | 77.46 |
| Bichar-SSBC | 71.47 | 86.58 | 78.30 |
| BERT-SSBC | 73.24 | 87.25 | 79.63 |

The bold font denotes the best result for each column.
embedding layer; (4) SSBC, our proposed model simply fuse lexicon-character level feature without pre-trained language model; and (4) Bichar-SSBC, our proposed model with bichar feature embedding. The model comparison, in theory, can prove the importance of lexicon information and a pre-trained language model. The experiment results are shown in Table 5.

To see how domain knowledge to influence lexicon-based model, different combination of lattice embeddings is used, outcomes seeing in Table 6.

### 6. Discussion

First, our BERT-SSBC achieves the highest F1-score at 79.63% comparing the other four models, surpassing baseline models BERT-Bi-LSTM-CRF and BERT-FLAT-Lattice-Transformer by 3.77% and 12.54% respectively. The other 3 models based on SoftLexicon show competitiveness in evaluating indexes since their F1 score gap is no more than 2.5%, and the one with BERT achieves the highest F1 score of 79.46%, implicating the superiority of SoftLexicon structure and the effectiveness brought by rich prior semantic knowledge. SSBC also has the highest P score implying that the usage of lexicon greatly reduced segmentation errors.

Second, as proved in paper [51], adding word-level characteristics such as bigram is of great importance to represent character information. By utilizing pre-trained bigram embedding of Chinese Giga-Word, some entity boundary segmentation errors are reduced, and the model obtains lots of word information based on character. Compared with BERT-Bi-LSTM-CRF, bichar + SSBC behaves better in both F1 and P score.

Third, SoftLexicon behaves much better than FLAT-Lattice-Transformer even though they used the same lattice. This partly attributes to: (1) the unique structural feature specified in the surgical procedure field. (2) the design of the “Middle” group enables a character to exploit word information from the words that begin or end with it, but also the information of the words that contain the character.

Fourth, due to the characteristics of SoftLexicon, the use of different domain lexicons has an important impact on the performance of the model. Thus, we examine this effect by adding lexicons from different domains to the model. As shown in Table 6, models using medical lexicon tend to be better in most evaluating indexes. BERT-SSBC always achieves the best in every index even lexicon changes. Medical lexicon competes with the general lexicon fiercely implying that domain knowledge is as important as general domain knowledge. When considering that the size of the medical lexicon is only 1% big as the general lattice, we find high quality information representation can be obtained from specialized fields effectively.

Our model correctly predicts more than 70% of long terms especially with a small size of the pre-trained lexicon, showing its room for improvement by adding pre-trained corpus and its transferability to various domain-specific fields. But it is still not enough for application in daily routine processing since the precision rate is significantly lower than the recall rate, indicating its flaw in recognizing entities with longer lengths. Compare with small entities, long-term entities tend to be more unitary, and with more inter-entity nesting phenomena and blurred boundary truncation. Focusing on innovations beyond models and algorithms is hopefully a feasible way.

### 7. Conclusion and future work

Aiming at recognizing long terms in surgical procedure, this article applies a deep learning model that integrates field structural features, multi-granularities information, and pre-training language model BERT to alleviate the problem of challenging recognition of surgical terms in Chinese literature text. Through experiments on the self-built data set, our method proves to have an effective improvement in the performance of Chinese NER by reaching a new high F1 value of 79.63%. Moreover, we find the effect of domain-specific lexicon is no worse than that of general domain showing its room for continuous improvement and potential for transferability.

Our study has several limitations. This study builds data set by extracting related contexts from research articles which may cause a loss of information presented elsewhere in the full-text document. For instance, we found a prevailing description style of sentences where instance, we found a prevailing description style of sentences where.
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