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Abstract

Topological data analysis (TDA) is a versatile tool that can be used to extract scientific knowledge from complex pattern formation processes. However, the physics correspondence between the features obtained from TDA and pattern dynamics does not agree one-to-one, and the physical interpretation of the TDA features needs to be set appropriately according to the phenomenon to be analyzed. In this study, we propose an analytical procedure to physically interpret pattern dynamics through TDA and machine learning techniques. The proposed procedure was applied to the process of magnetic domain pattern formation to quantify non-trivial domain pattern classifications and reveal the nature of the underlying dynamics. On the basis of these findings, we also propose a candidate reduction model to understand the nature of magnetic domain formation.
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1. Introduction

The formation of nonuniform and nonperiodic structures through pattern formation processes with long-range interactions is crucial for comprehending the physical characteristics of complex systems in nature, such as ferromagnetic materials, structural materials, and chemical reactions. These processes are not typically based on the smallest governing elements, such as spins, atoms, or molecules, but rather on spatially coarse-grained features representing microdomains, such as magnetic moment, reflection ratio, or density. Mathematical models, like the time-dependent Ginzburg–Landau (TDGL) equation [1, 2], phase-field model [3], and reaction-diffusion model [4], are commonly used to model pattern formation processes and are based on continuum approximation models. The measurement or modeling of pattern formation dynamics is essentially done on a state space, or the pixel space of a grayscale image. However, the nonuniform and nonperiodic structure of a grayscale image makes it challenging to extract meaningful features to characterize pattern formation processes, as traditional methods like statistical values for random phenomena or Fourier basis for periodic structures are not applicable. Therefore, determining effective methods for extracting and analyzing pattern formation phenomena from grayscale images is a significant challenge in the field of pattern formation.

An important challenge is to determine how to extract effective features from grayscale image data with the aforementioned characteristics. In conventional studies [5, 6, 7], grayscale images are often separated into domains and other regions by binarizing them using a certain threshold, and pattern formation phenomena are understood by the geometrical features of the domain structure, such as the curvature, area of the domain, and surface area. On the basis of Gauss–Bonnet theorem, the curvature is associated with a topological feature called the Euler characteristic. The area of the domain, the boundary area, and the Euler characteristic constitute the free energy that governs certain pattern formation dynamics [8]. However, when binarizing a grayscale image, information such as fluctuations in the domain may be lost. From this perspective, changes in the topological features of the domain structure at different binarization thresholds have been investigated in a previous study [9]. The study suggested that the change in the Euler characteristic is a particularly promising feature that behaves as an order parameter that characterizes a certain pattern phase. In the previous studies introduced thus far, the sum or average of the geometrical structures of all
domains in the entire grayscale image is considered as a feature. In a nonuniform and nonperiodic pattern formation process, each isolated geometrical structures in the grayscale image are able to have different topological features. Therefore, to determine the properties of nonuniform and nonperiodic pattern formation processes, we need geometrical features that can represent the changes in the topological features of each isolated domain according to a threshold value.

To characterize and understand the pattern formation dynamics with long-range interaction that form nonuniform and nonperiodic structures presented as grayscale images, we employ a topological data analysis (TDA) method to determine the changes in the topological features of each isolated domain according to the threshold value. TDA is a general term for data analysis methods that use the concept of topology. Of the methods comprising TDA, analysis methods based on a persistent homology group achieve the desired feature extraction. Persistent homology is a mathematical structure that describes the birth and death of “hole” structures due to changes in a single parameter, such as the binarization threshold of grayscale images, which characterizes the geometrical structure. A hole is a ring structure in the one-dimensional case and a cavity structure in the two-dimensional case. Specifically, the number of holes corresponding to the Betti number is a homotopy invariant, that is, invariant to continuous changes of the geometrical structure, and the Betti number constitutes the Euler characteristic. Persistent homology is a topological invariant that is an extension of the Betti number to describe the birth and death of individual hole structures as the binarization threshold value increases. Thus, feature extraction based on persistent homology can satisfy the conditions for obtaining effective features described in the previous paragraph. Persistent homology has already been applied to pattern formation data provided by grayscale images. Dlotko and Wanner applied TDA to the pattern formation dynamics of a Cahn–Hilliard system of diffusion equations and demonstrated that it is possible to estimate the total mass, which is the statistics representing the property of the pattern, and the time of a snapshot image from the extracted features. Furthermore, Calcina and Gameiro applied TDA to the patterns generated using the Ginzburg–Landau equation and reported that the parameters of the simulation model can be estimated from formed patterns with high accuracy. The results of these previous studies conducted to model parameter estimation indicate that the features extracted from persistent homology retain rich information about pattern formation dynamics. Therefore, physical discov-
ery, such as elucidating unquantified pattern states or mechanisms of pattern formation dynamics, can be achieved by detailed analysis and interpretation of the features of pattern formation dynamics extracted from persistent homology. From the viewpoint of obtaining novel scientific knowledge about pattern formation dynamics, analysis methods based on persistent homology have the following two advantages. First, persistent homology can be inversely analyzed such that from the extracted persistent homology structure, the representative locations of the corresponding holes in the original space \[14, 15\], the geometrical structure in the original space corresponding to the topological features \[16\], and the entire original pattern can be estimated \[17\]. Therefore, features obtained from persistent homology are highly interpretable. This is useful in discussing the underlying physical mechanisms on the basis of extracted features. Second, persistent homology satisfies the stability theorem \[18\], which states that when the spatial structure of data changes slightly, the persistent homology also changes only slightly. This is a useful property of persistent homology in discussing phase-transition-like phenomena of geometrical structures, ensuring that false detection of phase transition does not occur. Thus, a analysis methods based on persistent homology is useful for revealing the mechanism of nonuniform and nonperiodic pattern formation processes provided as grayscale images.

The purpose of this study is to propose an analysis procedure based on persistent homology which can facilitate scientific discoveries in complex pattern formation dynamics provided as grayscale image data. We verify it by applying the procedure to the process of magnetic domain pattern formation under a rapidly sweeping external magnetic field. A magnetic domain pattern, which is a spatial pattern formed by a macroscopic magnetic field, is an important feature that is closely related to the mechanism of coercivity \[19\]. For instance, the nonperiodic structure of magnetic domain patterns generated by spatial inhomogeneities, such as defects, impurities, steps, and strains, in the crystal structure of magnetic materials is closely related to the mechanism by which high coercivity is exhibited. As described above, the “shape” of a magnetic domain pattern is intrinsically important to the properties of ferromagnets; thus, it is important to clarify the relationship between the shape of a magnetic domain pattern and the physical properties \[19\]. Measurement and simulation data of magnetic domain patterns often consist of a set of average magnetic moments in a microdomain. This signifies that a grayscale pixel image is the state space in which the dynamics are discussed. In conventional analysis, the grayscale images representing the
magnetic domain pattern are binarized, and geometrical features, such as the number of isolated domains or the domain length, are extracted for analysis \[2, 5\]. This analysis makes it possible to classify magnetic domain patterns and elucidate some of the physical mechanisms underlying their formation. The introduction of TDA using persistent homology, which does not assume binarization, can elucidate the physical mechanism of more elaborate or extensive phenomena of magnetic domain pattern formation. In this study, we analyze time-series image data of the magnetic domain pattern formation generated by a simulation based on the TDGL equation. Because the TDGL equation is closely related to a wide class of pattern formation processes, confirming the usefulness of persistent homology in the TDGL equation will indicate that persistent homology is also useful for elucidating many other pattern formation dynamics.

The remainder of this paper is organized as follows. First, we describe in Sec. 2 the TDGL equation that simulates the process of magnetic domain pattern formation to be analyzed. Next, persistent homology and proposed analytical procedure to extract new knowledge from the dynamics data of magnetic domain patterns using persistent homology are described in Sec. 3. These analysis results are presented in Secs. 4 and 5. Then, on the basis of the results of these analyses, the physical mechanisms of magnetic domain pattern formation and advantages of features based on TDA are discussed in Sec. 6. A summary of the study is provided in Sec. 7. Table 1 also summarizes a list of abbreviations and symbols frequently used in this paper for easy readability.

| Abbreviation and symbols | Description |
|--------------------------|-------------|
| TDGL equation            | Time-dependent Ginzburg–Landau equation |
| TDA                      | Topological data analysis |
| YIG                      | Yttrium iron garnet |
| PD                       | Persistence diagram |
| PD_{all}                 | Feature vector of a persistence diagram |
| PD_{long}                | Subspace of feature vector of a persistence diagram around long-life region |
| PD_{short}               | Subspace of feature vector of a persistence diagram around short-life region |
| RMSE                     | Root mean squared error |
| PCA                      | Principal component analysis |
| ϕ                        | z component of magnetic moment |
| α                        | Coefficient of anisotropic energy |
| v                        | Sweep rate of external magnetic field h(t) |
| G_i                      | Grayscale image G_i |
| v_i(σ, M)                | Vector data of a grayscale image G_i obtained using vectorized parameters σ and M. |

Table 1: Summary of notations.
2. Pattern Formation Model: TDGL equation

There are a large number of physical systems that display the pattern formation process. Yttrium iron garnet (YIG) thin films, which are among the most prominent materials used in the research of spin dynamics in thin films [20], can show complex magnetic domain patterns formed by the macroscopic magnetic field. For example, depending on the sweeping rate of the external magnetic field, various nonuniform and nonperiodic patterns can be formed under a zero magnetic field. Spins in certain types of YIG thin film have a strong uniaxial anisotropy in the normal direction of the film. Therefore, in the limit where the magnetic anisotropy of the perpendicular component of the film surface is strong and the elements of other directions are zero, the process of the magnetic domain pattern formation in the YIG thin film is sometimes modeled on the scalar field \( \phi(r) : \mathbb{R}^2 \to \mathbb{R} \), \( r = (x, y) \), which is composed of the average of spin-perpendicular components of small regions arranged in a lattice [1, 2]. In this continuum approximation model, the pattern formation process is described on the basis of the principle that the pattern is formed along the gradient of the energy functional composed of the mean field \( \phi(r) \). In this study, on the basis of the work of Kudo et al. [2], the time-series data of the magnetic domain pattern formation in a fast sweeping external magnetic field are generated using the TDGL equation. The variation of the pattern with the sweeping speed of the external magnetic field has been observed experimentally [2]. Understanding the pattern formation process with such complex interactions with the environment can lead to an understanding of the properties of YIG thin films in various application situations. The TDGL equation employed for pattern formation data generation is formulated as follows:

\[
\frac{\partial \phi(r)}{\partial t} = -\frac{\delta H(\phi(r))}{\delta \phi(r)},
\]

\[
H(\phi(r)) = \alpha \int d\mathbf{r} \lambda(\mathbf{r}) \left( \frac{\phi(\mathbf{r})^4}{4} - \frac{\phi(\mathbf{r})^2}{2} \right) + \beta \int d\mathbf{r} |\nabla \phi(\mathbf{r})|^2 + \frac{\gamma}{|r - r'|^3} - h(t) \int d\mathbf{r} \phi(\mathbf{r}),
\]

where \( H(\phi(r)) \) is a model of the energy function of the system, random variable \( \lambda(\mathbf{r}) \sim 1 + \frac{N(0, \nu^2)}{4} \) represents the spatial heterogeneity of the magnetic material due to defects in the crystal structure or the presence of impurities,
Table 2: Parameters of TDGL equation. In this study, the Hamiltonian parameters $\beta$, $\gamma$, $h_{\text{ini}}$, $v$, $r_0$, and $\nu$ are fixed, and only $\alpha$ and $v$ are controlled in the ranges shown below.

| $\alpha$ | $\beta$ | $\gamma$ | $h_{\text{ini}}$ | $v$ | $r_0$ | $\nu$ | Lattice size         |
|----------|--------|--------|---------------|----|------|------|------------------|
| 1.0–4.0  | 2.0    | 2.0 π  | 0.0001–0.01   | $\frac{3}{2}$ | 0.3  | 512 × 512 (periodic boundary) |

and $r_0$ is the cutoff length set to $r_0 = \frac{2}{\pi}$. The strength of the magnetic anisotropy is controlled by $\alpha$, the exchange interaction energy is $\beta$, and the dipole interaction energy is $\gamma$. The external magnetic field $h(t)$ is assumed to sweep with time $t$ as follows:

$$h(t) = \begin{cases} 
    h_{\text{ini}} - vt & (t \leq \frac{h_{\text{ini}}}{v}) \\
    0.0 & (t > \frac{h_{\text{ini}}}{v}) 
\end{cases}$$

(3)

Our simulation was assumed to run until the time at which $t = 2T_0 = \frac{2h_{\text{ini}}}{v}$, where $T_0 := \frac{h_{\text{ini}}}{v}$ is the time at which the external magnetic field $h(t)$ is zero. Detailed numerical calculation methods are discussed in Appendix A.

The TDGL equation changes the formation pattern depending on the model parameters $\alpha$, $\nu$, $\beta$, $\gamma$, and $v$. Kudo and Nakamura [5] reports that $\frac{a_1 \gamma}{2 \beta}$ determines the rough scale of the domain structure, and $\alpha$ controls the variability of the domain size (see Appendix B). This signifies that even if $\beta$ and $\gamma$ are fixed, we can still generate some variety of patterns by controlling $\alpha$ in the range that can be explained by linear amplification without an external magnetic field. From this consideration, Kudo and Nakamura [5] fixed $\frac{a_1 \gamma}{2 \beta}$, which specifies the scale of the domain structure, to 1 and focused on the $\alpha$ dependence of the domain structure. Kudo and Nakamura also focused on the $v$-dependence controlling the nonequilibrium effects of the domain structure formation dynamics. In this study, we also focus on the change in pattern formation dynamics due to $\alpha$ and $v$. Specifically, $v$ is set as $0.0001 \leq v \leq 0.01$ and $\alpha$ is set as $1.0 \leq \alpha \leq 4.0$ at uniformly random or equal intervals depending on the purpose of each analysis. Other parameters are set according to Ref. [5] (Table 2). Note that, in this study, the Hamiltonian parameters $\beta$, $\gamma$, $h_{\text{ini}}$, $v$, $r_0$, and $\nu$ are fixed, and only $\alpha$ and $v$ are controlled in the ranges described in Table 2.
Figure 1: Two examples of converting data into a cubical complex (see Appendix C). (a) Binarized pixel image data. The white area is defined as the figure structure. (b) Two ways of representing the data as closed convex sets (quadrilaterals). The upper panel is a representation scheme that assigns nine convex closed sets (squares) to the center and surroundings of a single white pixel, representing the diagonal pixels as connected figures. The bottom row is a representation scheme that assigns a single convex closed set (square) to the position of a white pixel, which is a way of representing a pixel image itself as a convex closed set as it is. (c) Two ways of representing closed convex sets as a cubical complex. A black dot represents a zero-dimensional cube, a black line represents a one-dimensional cube, and a gray area represents a two-dimensional cube.
3. Analysis methods

3.1. TDA

A persistent homology group represents a figure as a set of creation and annihilation of hole structures depending on a single parameter. The magnetic domain pattern $\phi(r)$ obtained using the TDGL equation is understood as a two-dimensional grayscale image $G := \{G(i, j) \in [0,1] \mid 1 \leq i \leq p_x, 1 \leq j \leq p_y\}$ composed of $p_x \times p_y$ pixels, where $G(i, j) : \mathbb{N}^2 \to [0,1], i = 1,2 \cdots p_x, j = 1,2 \cdots p_y$. Thus, if we set the domain as an area that takes a large value, the domain area is given as the set of pixels that are greater than a certain threshold $t$ (superlevel set) as follows:

$$\{G(i,j) \mid G(i,j) \geq t, 1 \leq i \leq p_x, 1 \leq j \leq p_y, \}.$$  \hfill (4)

By representing one pixel $G(i,j)$ in domain area as a closed convex set $s_{ij}$ [Fig. 1(b)], we obtain closed convex sets representing domain areas (see Appendix C for more detail).

$$S_t := \{s_{ij} \mid G(i,j) \geq t, 1 \leq i \leq p_x, 1 \leq j \leq p_y, \}$$  \hfill (5)

By reducing the parameter $t$ from 1 to 0, we find that the level set of the grayscale image $S_t$ shows an increasing sequence $S$ of its geometric elements:

$$S : S_{t_1} \subset S_{t_2} \cdots \subset S_{t_{n_0}},$$  \hfill (6)

where $1 \geq t_k > t_{k+1} \geq 0$ and $t_{n_0}$ is a threshold at which all pixels become larger than it. For simplification of notation, the threshold value $t$ is replaced by $t' = 1 - t$ to let the threshold value correspond to a single parameter that increases corresponding to the increasing sequence of its geometric elements. For a two-dimensional grayscale image, zero-dimensional and one-dimensional holes are considered. Note that holes in zero dimensions represent a connected component, holes in one dimension represent a ring, and holes in two dimensions represent a cavity. When a grayscale image $G$ is binarized into 0 and 1 at a certain threshold $t'$, if 1 is the domain, the 0 region surrounded by 1 is a one-dimensional hole.

As an example of how the hole structure changes with a single parameter $t'$, we consider a grayscale image illustrated in Fig. 2(a). In this grayscale image, at $t' = 0$, the entire pixel image is a nondomain region. As $t'$ increases, domain regions emerge and are connected to each other; then, they generate
one large hole at \( t' = b_1 \) [see Hole 1 in Fig. 2(a)]. As \( t' \) increases further, the large hole is divided into two holes in a domain at \( t' = b_2 \) [see Hole 2 in Fig. 2(a)]. When \( t' \) is further increased, one of the holes is filled and disappears at \( t' = d_2 \). The other hole is also filled and disappears at \( t' = d_1 \). Note that the death of a hole signifies that the entire hole area at the birth of the hole is filled. This implies that even if the hole splits into two owing to an increase in \( t' \), the identity is not inherited by one hole, but by both hole regions [see Hole 1 in Fig. 2(a)]. In addition, the remaining hole birth–death structures that cannot be expressed by the birth–death structure of the first hole are treated as another birth–death structure of the second hole [see Hole 2 in Fig. 2(a)]. By defining the birth and death of a hole in this way, we can uniquely determine the set of birth–death pairs of the holes for an increasing sequence of geometric elements of the figure.

Persistent homology groups have an isomorphic representation called persistence diagram (PD) \([21]\). PD is represents a set of birth–death pairs with the horizontal axis as the threshold \( b_k \) at which an \( l \)-dimensional hole is generated and the vertical axis as the threshold \( d_k \) at which the \( l \)-dimensional hole disappears as defined below:

\[
P D_l(K) = \{(b_k, d_k) \in \mathbb{R}^2 \mid k = 1, 2 \cdots N_{\text{hole}}\},
\]
where $K$ is the increasing sequence of a cubical complex [Fig. 1(c)] corresponding to the increasing sequence of closed convex sets $S$ (see Appendix C for more detail). The cubical complex is a figure structure formed by pasting together $d$-dimensional rectangles, such as points, lines, and rectangles. The $(b_k, d_k)$ corresponding to one hole on PD is also called a generator of PD, which is referred to simply as the “generator” in this paper. In this study, we perform feature extraction from PD. Note that the obtained PD changes depending on how to define the closed convex set $s_{ij}$. Please refer to Appendix C for information about its definition in this study. Note also that the simulation data used in this study were generated under periodic boundary conditions. Therefore, the periodic boundary conditions are also taken into account when calculating the PD.

The PDs of $l = 0, 1$ are calculated from the magnetic domain pattern, which is understood as two-dimensional grayscale image data. In this study, we focus on the PD of $l = 1$, which expresses the birth–death pair of a one-dimensional hole (ring) structure. Note that, as in the method described for grayscale images, we define a domain as a region that is above a threshold value of magnetic moment. To apply machine learning analysis, the obtained $PD_1(K)$ [Eq. (7)], which is the point cloud representing birth–death pairs, is converted into vector data. In this study, we vectorize $PD_1(K)$ by a method based on the persistent image method [22]. In this method, the histogram of the point cloud $PD_1(K)$ is calculated first.

$$h(x, y; PD_1(K), \sigma) = \sum_{i=1}^{N_{\text{hole}}} \frac{1}{2\pi\sigma} \exp \left\{ -\frac{1}{4\sigma^2} \left[ (x - b_i)^2 + (y - d_i)^2 \right] \right\}$$

We do not correct the histogram to reduce the intensity of short-lived holes corresponding to noisy structures, which is often performed in the persistent image method. This is because in this study, we also focus on the information of intradomain fluctuations corresponding to noisy structures. The number density is extracted from the histogram function into a $M \times M$ grid of $\{x_i, y_j\}_{i,j}$, and the vector data are generated as follows:

$$v(h(\cdot, \cdot; PD_1(K), \sigma); d) = (h(x_1, y_1), h(x_2, y_1), \ldots, h(x_d, y_d)).$$

The kernel width $\sigma$ of the Gaussian kernel used for histogramming and the number of grids $M$ for vectorization were set as hyperparameters. These hyperparameters are set to minimize the validation error of the regression
model $F(\cdot; \Theta)$ given by the following equation for the inverse estimation of model parameters described in Sec. 4:

$$E(\Theta, \sigma, M) = \frac{1}{2N_{\text{val}}} \sum_{\{v_i(\sigma, M); y_i\} \in D_{\text{val}}} [F(v_i(\sigma, M); \Theta) - y_i]^2, \quad (10)$$

where $v_i(\sigma, M)$ is the vectorized data of PD for a certain magnetic domain pattern data $i$, $y$ represents the model parameters of the TDGL equation that we want to predict, $D_{\text{val}}$ is the validation dataset that is not used for training the regression model, and $\Theta$ is the model parameter of the regression model.

### 3.2. Analysis procedure to reveal the mechanisms of pattern formation dynamics

To understand the mechanism of the process of magnetic domain pattern formation, it is appropriate to analyze a snapshot taken at a characteristic time representative of the system. Pattern formation processes with long-range interactions have a complex multivalley energy landscape. Therefore, depending on the initial state of the system or the interaction process of the system with the environment, the system should reach different metastable states or saddle points. In this study, the initial state of the system was set to be the same in all simulations. The system is expected to reach different local minima or saddle points depending on the sweep rate $v$ of the external magnetic field. Therefore, the snapshot at $t = 2T_0$, which is the time when the system behaves with a certain degree of stability after the sweep of the external magnetic field ends, was chosen for analysis. By analyzing the snapshot at $t = 2T_0$, we verify that the PD retains sufficient information about the control parameters of the system, and we perform classification of magnetic domain patterns based on topological features and machine learning methods to elucidate the relationship between geometric features and control parameters.

The physical mechanism underlying the classification of magnetic domain patterns obtained from the analysis of the snapshot at $t = 2T_0$ could be understood by analyzing the formation process of the each pattern class. For this purpose, we calculated the PD corresponding to each snapshot at each time of the pattern formation process and searched for the time transition of the geometric structure associated with the classification result obtained by analyzing the snapshot at $t = 2T_0$. By investigating the correspondence
Figure 3: Analysis procedure to reveal the mechanisms of pattern formation dynamics. The analysis procedure described in Sec. 3.2 and the corresponding sections of this manuscript are summarized in the figure. In the proposed framework, the analysis is performed to map the geometric structure of the pattern dynamics to the energy function that represents the mechanism of the system according to the arrows through TDA.
between the obtained time transition properties of the geometric structure and the energy model of the TDGL equation, we discover the interpretable mechanism underlying the pattern formation of magnetic domain.

The analysis procedures described above and the corresponding sections are summarized in Fig 3.

4. Analysis of snapshot at \( t = 2T_0 \)

In this section, we first use the inverse analysis method of PD [14, 15], which we will explain later, to obtain a geometrical interpretation of the characteristic structure of the PD of the magnetic domain pattern. Next, we conduct regression analysis to verify whether the PD retains sufficient information about the control parameters \( \alpha \) and \( v \), which are the dominant parameters of our domain formation system. Furthermore, by utilizing clustering methods to create a pattern classification diagram in the \( \alpha-v \) plane, we interpret the geometrical features extracted from PD. In addition to the verification, we performed a classification of magnetic domain structures based on topological features. The results of these analyses are described below.

4.1. PD and corresponding geometrical features

We performed numerical simulations based on the TDGL equation for \( \alpha = \{1.0, 2.0, 3.0\} \) and \( v = \{0.01, 0.001\} \), and we obtained the magnetic domain patterns as shown in the first and third columns of Fig. 4(a) at \( t = 2T_0 \). It is worth mentioning here again that the magnetic domain pattern figure is a grayscale image of the magnetic moment \( \phi (r) \) that takes real values, with the maximum value in white and the minimum value in black. The PDs corresponding to each magnetic domain pattern are shown in the second and fourth columns in Fig. 4(a). In this study, we calculated the PD corresponding to the one-dimensional PH for the increasing sequence of superlevel sets of the magnetic moment distribution \( \phi (r) \) as \( t' = -t \) increases, where \( t \) denotes the binarization threshold of \( \phi (r) \) that is the grayscale image. This is simply a one-dimensional PH for the increasing sequence of sublevel sets of \(-\phi (r)\). Note that we used a roundabout expression such as replacing the previously mentioned threshold \( t \) with \( t' \) to draw \( \phi (r) \) as a grayscale image with the maximum value as white and the minimum value as black for the sake of consistency with previous studies and clarity [11, 12]. From this figure, we can see that PDs tend to have a different distribution structure depending on \( \alpha \) and \( v \). It is also observed in this figure that the generators
Figure 4: (a) Magnetic domain patterns (first and third columns) and corresponding PDs (second and fourth columns) for the magnetic domain patterns at $t = 2T_0$ for each of $\alpha$ and $v$. (b) Definitions of regions of PD: PD$_{\text{all}}$, PD$_{\text{long}}$, and PD$_{\text{short}}$.

are concentrated on more than two of the three regions of PD: lower left, upper left, and upper right, regardless of $\alpha$ and $v$. In general, the generator around the diagonal line of PD represents a short-life hole, i.e. the birth and death thresholds are close, whereas the generators far from the diagonal line represent long-life holes, i.e., the birth and death thresholds are far apart. We investigated the geometrical structure of the magnetic domain pattern corresponding to the long-life region PD$_{\text{long}}$ and the short-life region PD$_{\text{short}}$ [Fig. 4(b)]. The long-life and short-life regions are respectively defined as PD$_{\text{long}}$ and PD$_{\text{short}}$ instead of by lifetime, because the distributions of generators vary depending on $\alpha$, and the definition by lifetime does not allow us to set the criteria for extracting the distributions of long-life and short-life generators in a unified manner regardless of $\alpha$.

We used the inverse analysis method [14, 15] to geometrically interpret the characteristic structure of generator distribution in the PD of the magnetic domain pattern. In particular, we extracted the last annihilating cube in one cubical complex, which disappears when the threshold value changes, as the approximate location of the hole corresponding to a certain generator. Hereinafter, we call the cube a “death cube”. As a result, it is found that
the death cubes of the long-life region PD_{long} are the pixels with the smallest magnetic moment in the same magnetic domain, and the death cubes of the short-life region PD_{short} are the pixels at a relatively small peak existing in the magnetic domain. In other words, PD_{long} and PD_{short} correspond to high-contrast and low-contrast structures of a grayscale image $\phi(r)$, respectively. It means that the long-life region PD_{long} represents the magnetic domain structure, and the short-life region PD_{short} represents fluctuations in the inverse magnetic domain of $\phi < 0$ (Fig. 5). A similar inverse analysis shows that the short-life generators distributed in the lower left of the PD, as seen in Fig. 4 at $\alpha = 3.0$, correspond to fluctuations in the positive magnetic domain of $\phi > 0$.

Figure 5: Correspondence between the distribution structure of the generators in PD and the magnetic domain pattern. (a) PD of the magnetic domain pattern with $\alpha = 1.5$, $v = 0.01$ at $t = 2T_0$. The long-life region of PD is shown in red, and the short-life region of PD is shown in green. (b) Magnetic domain pattern and its enlarged image. Red dots in the enlarged image represent the positions of the death cubes corresponding to the long-life region of PD, whereas green dots represent the positions of death cubes corresponding to the short-life region of PD. (c) Three-dimensional representation of the inverse magnetic domain pattern $-\phi(r)$, where red and green dots represent the locations of long-life and short-life death cubes, respectively. Thus, there is one red point in each of the independent domains. That is, the number of red dots corresponds to the Betti number binarized by an appropriate value such as $\phi(r) = 0$. The HomCloud library \cite{23} was used to extract the positions of the death cubes. The method to construct convex closed sets to estimate the positions of the death cubes using the HomCloud library is described in Appendix C.

4.2. Regression analysis of PDs

We conducted regression analysis to verify whether PD retains sufficient information to estimate the control parameters $\alpha$ and $v$ of the system. For regression analysis, $\alpha$ and $\log v$ were generated randomly from a uniform distribution in the ranges of $\alpha = [1.0, 5.0]$ and $\log v = [-4, -2]$, and the TDGL
equation was run numerically using these parameters until \( t = 2T_0 \). 96 sets of simulation data \( \{G_i, \alpha_i, v_i\}_{i=1}^{96} \) were analyzed, where the numerical calculation errors did not diverge owing to rapid changes in the magnetic moments \( \phi(r) \) during the formation process. We apply multiple regression analysis to the data set \( \{v_i(\sigma, M), \alpha_i\}_{i=1}^{96} \) and \( \{v_i(\sigma, M), \log v_i\}_{i=1}^{96} \), where \( v_i(\sigma, M) \) is vectorized PDs generated by the procedure in Sec. 3.1. For the multiple regression analysis, we performed Ridge regression, its hyperparameters and generalization error were estimated by nested cross-validation framework [23] (detailed procedure is described in [Appendix D]). PD\(_{all}\) in Fig. 6(a) shows the \( \alpha \) estimation and PD\(_{all}\) in Fig. 6(c) shows the \( \log v \) estimation. This regression result confirms that a high prediction accuracy of \( \alpha \) [PD\(_{all}\) in Fig. 6(a)] and the accuracy of \( \log v \) to some extent [PD\(_{all}\) in Fig. 6(c)] can be obtained. When we employed all the regions of PD, PD\(_{all}\), the root mean squared error (RMSE) of \( \alpha \) was estimated to be about 0.001 [PD\(_{all}\) in Fig. 6(b)], and its R-squared value was greater than 0.99. Since the range for \( \alpha \) is 1–4, this RMSE is very small. Note that such high estimation accuracy is not particularly surprising. For example, although, unlike in our study where the TDGL model is simple and does not consider external magnetic fields, it has been reported that similar high estimation accuracy of a parameter by combining feature extraction using TDA and a regression model, as described in Introduction [13]. The estimation accuracy of \( \log v \) was not as high as that of \( \alpha \). We statistically determined whether the linear regression can extract geometric information from the PD, which would allow us to estimate \( \log v \). By performing the permutation test, we confirmed that the accuracy of the estimation of \( \log v \) is significantly higher than that of the null model (see Appendix E). As described in Introduction, it has been reported that a high \( \alpha \) regression performance can be obtained using TDA in a simple Ginzburg–Landau equation whose energy model does not have a time-varying external magnetic field [13]. The facts that a similarly high performance was obtained for the system of energy functions with a time-dependent external magnetic field targeted in this study and that the parameter \( v \) governing its time-varying term was predicted to some extent support the effectiveness of TDA for the analysis of complex nonequilibrium pattern formation dynamics.

Here, we try to elucidate the correspondence of the control parameters \( \alpha \) and \( v \) to the geometrical structure of magnetic domains obtained from the inverse analysis of PD. For this purpose, a regression model predicting \( \alpha \) and \( \log v \) with the overall regions PD\(_{all}\), the long-life region PD\(_{long}\), and the short-life region PD\(_{short}\) as explanatory variables was constructed using
Figure 6: (a) Regression results for $\alpha$. The horizontal axis is the true value of $\alpha$ used for the TDGL simulation, whereas the vertical axis is the prediction value estimated in the outer loop of nested cross-validation. (b) Prediction error (root mean squared error) of the constructed regression model for $\alpha$ when Ridge regression is applied with vectorized PD\textsubscript{all}, PD\textsubscript{long}, and PD\textsubscript{short} as inputs. (c) Regression results for log $v$. The horizontal axis is the true value of $\alpha$ used for the TDGL simulation, whereas the vertical axis is the prediction value estimated in the outer loop of nested cross-validation. (d) Prediction error (root mean squared error) of the constructed regression model for log $v$ when Ridge regression is applied with vectorized PD\textsubscript{all}, PD\textsubscript{long}, and PD\textsubscript{short} as inputs.
the procedure described above. As a result, in the estimation of $\alpha$, PD_{short} achieved a high prediction performance similarly to PD_{all}, whereas PD_{long} has a relatively low estimation accuracy [Fig. 6(b)]. In the estimation of $\log v$, we did not see a clear difference between characteristics as seen in $\alpha$ [Fig. 6(d)]. These results suggest that not only the geometric features of the binarized magnetic domains, as used in previous research, but also the contour features of the magnetic domains, such as fluctuations in the domain, contain information about the physical mechanisms of the system. On the other hand, in the estimation of $\log v$, the RMSE of PD_{long} was not larger than those of other regions, which indicates that PD_{long} retains useful information for the estimation of $v$.

In our simulation setting, these results suggest that $\alpha$, which dominates the anisotropic energy, contributes to the formation of the local structure of magnetic domains, such as the fluctuations of magnetic moments in the domain, and $v$, which dominates the nonequilibrium process, contributes to the formation of the global structure of magnetic domains such as the domain pattern binarized with zero magnetic moments. These are consistent with a previous study by Kudo and coworkers in which $\alpha$ dominates the variation in the periodic structure of the spatial magnetic distribution [2] whereas $v$ dominates the domain size [5]. These results can be achieved because of information such as PD_{short} that could not be obtained from the binarized magnetic domain image: in other words, it is important that the magnetic moment $\phi (r)$ is treated as a continuous variable.

4.3. Classifying patterns based on PDs

Magnetic domain patterns were classified on the basis of PD, and the relationship between the characteristics representing each classification class and the control parameters $\alpha$ and $v$ of the system was examined. We applied the K-means clustering method [25, 26, 27] to the vectorized data \( \{v_i(\sigma_{opt}, M_{opt})\}_{i=1}^{96} \) of PDs to find pattern classes with similar properties. The Ridge regression employed in the previous section is known to perform weighted regression for each direction of the principal components of a principal component analysis according to the magnitude of its variance [28]. The K-means clustering method is also known to be affected by principal components with large variances [29]. Therefore, the K-means clustering method is appropriate for investigating the mechanism behind the information on PD identified in the regression analysis by Ridge regression.
The vectorized parameters $\sigma_{\text{opt}}$ and $M_{\text{opt}}$ of PDs were selected on the basis of regression analysis results in Sec. 4.2. This is based on the idea that a hyperparameter that effectively predicts physical properties that are important for a phenomenon can effectively extract information about the target. The classification is based on the Euclidean distance defined for any two vectors $v_{i1}(\sigma_{\text{opt}}, M_{\text{opt}})$ and $v_{i2}(\sigma_{\text{opt}}, M_{\text{opt}})$ taken from the vectorized data \{\(v_{i}(\sigma_{\text{opt}}, M_{\text{opt}})\)\}_{i=1}^{96}:

\[
\sqrt{(v_{i1}(\sigma_{\text{opt}}, M_{\text{opt}}) - v_{i2}(\sigma_{\text{opt}}, M_{\text{opt}}))^T (v_{i1}(\sigma_{\text{opt}}, M_{\text{opt}}) - v_{i2}(\sigma_{\text{opt}}, M_{\text{opt}}))}.
\]

The number of clusters $K$ was determined using the elbow method \[30\], and $K = 11$ was chosen.

The classification result is shown in Fig. 7(a). From Fig. 7(a), it was found that the clusters obtained on the basis of PDs also have a cluster structure in the control parameters $\alpha$–$v$ space. This supports the results of regression analysis that the geometric structure obtained from the PDs is strongly related to $\alpha$ and $v$. These classification results could be independent of the distance-based clustering method (see Appendix E). Figure 7(b) shows the distribution of the vectorized PD data \{\(v_{i}(\sigma_{\text{opt}}, M_{\text{opt}})\)\}_{i=1}^{96} reduced to two dimensions by principal component analysis (PCA). The cumulative contribution of the two principal components comprising the reduced space was more than 85%. This confirms that the information of $\alpha$ and $v$ is smoothly embedded in the principal component space of the features. The increase in $\alpha$ appears to correspond to the counterclockwise direction in this reduced space, and the increase in $v$ appears to correspond to the direction of the center of the circle. Thus, the feature space obtained from the PD appears to retain significant information about the physical property of the system.

The obtained clusters are understood physically by defining some feature values derived from discussion of regression analysis results. For later explanation, we define six parameter regions delineated by dotted lines in Fig. 7(a). Examples of magnetic domain patterns I–VI for each parameter region are illustrated in Fig. 7(c). Pattern III has a sea-island structure \[5, 2\], and patterns V and VI have a labyrinthine structure \[5, 2\]. Pattern I also has a labyrinthine structure, and patterns II and IV have a mixture of sea-island and labyrinthine structures. Because PD_{long} and PD_{short} were found to have information on the control parameters $\alpha$ and $v$ of the system from the regression analysis, it should be possible to understand the physical meaning of the cluster structure on the basis of the features that are considered to be
related to these PD regions. First, we interpret the cluster structure using as a feature the number of domains (Betti number) of the isolated magnetic domain pattern obtained when binarizing with $\phi = 0$ as the threshold value. The Betti number can be calculated from the sum of generators whose birth–death intervals include $t' = 0$, which corresponds to the sum of generators in PD$_{\text{long}}$. The distribution of the Betti number indicates that regions where pattern III exists can be characterized as regions with a large Betti number [Fig. 7(d)]. This suggests that this region, similar to pattern III, shares a common sea-island structure with a greater number of isolated domains than the labyrinthine structure. Next, we employed the difference between the average magnetic moment of the positive magnetic domain (upper mean) and the average magnetic moment of the inverse magnetic domain (lower mean) as the feature to interpret the cluster structure. The birth and death times of the generator in the upper right of PD$_{\text{short}}$ give the range of magnetic moments taken by the inverse magnetic domain, and the birth and death times of the generator in the lower left of PD$_{\text{short}}$ give the range of magnetic moments taken by the positive magnetic domain. From this, the approximate average values of the inverse and positive magnetic domains could be determined. The distribution of the difference between the magnetic moments of the positive and negative magnetic domains characterizes the region where pattern V belongs as a region with particularly large values [Fig. 7(e)]. Moreover, the difference between the magnetic moments of the positive and negative magnetic domains increases monotonically with increasing anisotropy parameter $\alpha$ [Fig. 7(e)]. This tendency is also observed in Fig. 4(a). That is, the increase in the anisotropy parameter $\alpha$ causes systematic increase the birth and death times of the generator in the upper right region of PD$_{\text{short}}$ [Fig. 4(a)]. This simple one-to-one correspondence between $\alpha$ and simple features on PD may be the reason for the high accuracies of estimating $\alpha$ using only PD$_{\text{short}}$, which does not have information of the global domain structure. Note that the birth and death times of the generator of PD$_{\text{long}}$ also provide limited information about the magnetic moments of the positive and inverse magnetic domains, that is, the rough magnetic moment value of the positive domain that is expressed as the threshold at which a hole is formed for the first time and the lower limit of the inverse domain for the time when a hole disappears. This property might explain the relatively low accuracy of estimating $\alpha$ using PD$_{\text{long}}$. The last two features are the variances of the magnetic moments within the inverse and positive magnetic domains. We define an inverse magnetic domain as a region where $\phi < 0$ and a positive
magnetic domain as a region where $\phi > 0$. The number of generators in the upper-right region of PD and the birth and death times of the generators are associated with the variances of the structure within the inverse magnetic domain, and the generator distribution in the lower-left region is associated with the variances within the positive magnetic domain. The distribution of the variance of the inverse magnetic domains characterizes the regions containing patterns III–V as those with significantly larger values [Fig. 7(f)]. The distribution of the variance of the positive magnetic domains shows that only the region containing pattern V can be characterized as a region with significantly large values [Fig. 7(g)]. In summary, the parameter region containing pattern III is characterized by the Betti number, the parameter region containing pattern VI by the difference between the magnetic moments of the positive and inverse magnetic domains, and the parameter region containing pattern V by the variance of the magnetic moments of the positive magnetic domains. The parameter region containing pattern IV is characterized by a combination of the Betti number and variances of the magnetic moment. The parameter region containing pattern I is characterized by particularly small values of three features of the magnetic moment. The parameter region containing pattern II is characterized by the absence of a specific value of all features. Thus, part of the physical mechanism underlying the result of clustering analysis on the basis of PD has been elucidated. These analyses also suggest that for the results obtained in this study, PD-based features need not be used once the classical features describing the phenomenon are identified. The benefit of using TDA is that the PD contains a variety of information and is interpretable by inverse analysis, enabling the discovery of maps from TDA results to appropriate classical features that describe the pattern. Detailed discussion of this will be provided in Sec. 6 Discussion. Hereafter, the parameter regions delineated by dotted lines are referred to as pattern states I–VI.

By comparing the characteristics of the defined pattern states I–VI and the difference between $\text{PD}_{\text{long}}$ and $\text{PD}_{\text{short}}$, we can attain the physical meanings of the regression results of $\alpha$ and $\nu$ using part of PD, that is, $\text{PD}_{\text{long}}$ and $\text{PD}_{\text{short}}$. Among the four features that characterize pattern states I–VI, the features that correspond exclusively to $\text{PD}_{\text{short}}$ and $\text{PD}_{\text{long}}$ are the variances of the magnetic moments within the inverse and positive magnetic domains and the Betti number. Therefore, $\text{PD}_{\text{short}}$ is a feature that captures the pattern transition around $\alpha = 2.0$ caused by the increase in $\alpha$, and $\text{PD}_{\text{long}}$ is a feature that directly captures the sea-island structure caused by the increase
Figure 7: Results of classification of the magnetic domain patterns using feature data \( \{v_i(\sigma, M)\}_{i=1}^{96} \) extracted from PD. (a) Classification results were obtained by K-means clustering. The horizontal axis represents \( \alpha \) and the vertical axis represents \( v \) of the TDGL equation. (b) Results of PCA of \( \{v_i(\sigma, M)\}_{i=1}^{96} \). The horizontal axis represents the principal component with the largest eigenvalue, whereas the vertical axis represents the principal component with the second largest eigenvalue. (c) Magnetic domain patterns at \( t = 2T_0 \) corresponding to points around I–VI in (a) and (b). (d) Distribution of the Betti number of the domain structure binarized using \( \phi = 0 \) at \( t = 2T_0 \). (e) Distribution of differentiation between the mean magnetic moments of the positive magnetic domain and negative magnetic domain at \( t = 2T_0 \). (f) Distribution of the standard deviation of the magnetic moment of the inverse magnetic domain at \( t = 2T_0 \). (g) Distribution of the standard deviation of the magnetic moment of the positive magnetic domain at \( t = 2T_0 \).
in $v$. This is consistent with the results of the regression analysis showing that $PD_{short}$ was more useful than $PD_{long}$ for estimating $\alpha$ and that $PD_{long}$ did not perform worse than $PD_{all}$ in the $v$ regression. Thus, the classification constructed based on TDA was reasonable as a diagram of the state of the magnetic domain structure.

The obtained classification diagram suggests that there are pattern states I and V with similar labyrinth patterns but with different properties of magnetic moment intensity fluctuations as $\alpha$ increases. Classification by the topological features based on the binarization of the image, i.e., the Betti number, which was used as a feature in previous studies [2,5], cannot clearly distinguish among pattern states I and V. The fact that we were able to classify pattern states I and V as different structures is due to TDA that treats $\phi(r)$ as a continuous variable, rather than a binarized topological feature of the pattern such as the Betti number.

5. Analysis of pattern formation process

In this section, we elucidate the physical mechanism underlying the classification results in the previous section by TDA of the magnetic domain formation process. We focus on the formation processes of pattern states I and V because they have similar labyrinthine structures but are not adjacent to each other in the parameter space $\alpha$–$v$, which should have not been quantitatively discriminated until the analysis of this study. Examples of the magnetic domain pattern formation belonging to pattern states I and V are shown in the first row of Fig. 8. We calculate the PDs of pattern states I and V at each time of the evolution process until the formation of the magnetic domain pattern and analyze the transition of its topological features. The transitions of PD according to the formation processes of pattern states I and V are distinctly different. In particular, the second and third columns of Figs. 8(a) and (b) show the time when the inverse magnetic domain is generated and the time when the inverse magnetic domain grows to form a labyrinthine structure, respectively. The time when the inverse magnetic domain is generated is the time when the initial microregions with a value of $\phi < 0$ are generated, and the growth time of the inverse magnetic domain is the time when the area of the inverse magnetic domain grows (see “Histogram” in Fig. 8). The pattern states I and V, which form similar magnetic domain structures, are found to have very different PD transition processes in their inverse magnetic domain generation and growth processes [see the
Figure 8: Process of magnetic domain pattern formation and the time evolution of PD. The row showing “Pattern Formation” in the figure displays the time evolution of the magnetic domain pattern itself, whereas the row showing “Histograms” displays the time evolution of the histograms of the intensity distribution of the magnetic moment $\phi(r)$, and the row showing “Fourier” displays the time evolution of the Fourier transformation of the intensity distribution of the magnetic moment $\phi(r)$. The row showing “PD” displays the time evolution of the PD. (a) Pattern formation process of labyrinthine structure and the time evolution of the PD in a region with a small $\alpha$ (I). (b) Pattern formation process of labyrinthine structure and the time evolution of the PD in a region with a large $\alpha$ (V).
rows of PD in Figs. 8(a) and (b)]. In other words, the PDs of pattern state I during the generation and growth of inverse magnetic domains have a continuous and elongated distribution structure, whereas the PDs of pattern state V have three separated distributions corresponding to PD_long and PD_short.

Figure 9: Correspondence between the distribution of generators and the magnetic domain pattern of the PD at the time of domain generation. (a) PD of the magnetic domain pattern (α = 1.5, v = 0.01) around the time of domain generation, where the region with long-life generators is indicated by a red arrow, the region with intermediate-life generators is indicated by a green arrow, and the region with short-life generators is indicated by a blue arrow. (b) Magnetic domain pattern and its magnified view. Each color point in the magnified image represents the position of each death cube corresponding to the lifetime region of the corresponding color in the PD. (c) Landscape of magnetic domain pattern, where each color point represents the position of each death cube corresponding to the lifetime region of the corresponding color in the PD. The HomCloud library [23] was used to extract the locations of death cubes.

The peculiar behavior of the PD at the time of generation of inverse magnetic domains is investigated by inverse analysis. The position of the death cube corresponding to the PD of pattern state I at the time of domain generation is given in Fig. 9. It is found that the continuous distribution structure of PD is due to the fact that the generated domains take not only large positive and small negative values of the magnetic moment but also intermediate values. This inverse analysis suggests that, in the parameter region where α is small, the magnetic domains are formed through the continuous increase in the intensity of magnetic moment \( \phi(r) \). On the other hand, in the region where α is large, the magnetic domains do not take the intermediate intensity of magnetic moments and they emerge discretely. In pattern state I, domains grow such that the regions between the circular inverse magnetic domains rise up and the inverse magnetic domains are connected (see grayscale image 26).
at growth in Fig. 8(a). Since the birth time varies continuously with the
continuous development of the inverse magnetic domain in this intermediate
region, a continuous distribution similar to the PD at growth in Fig. 8(a) is
observed. In pattern state V, the PD in Fig. 8(b) during growth does not
have such a continuous distribution structure because it grows by expanding
the inverse magnetic domain region (see grayscale image during growth in
Fig. 8(b)).

To investigate how the continuous and discrete magnetic domain genera-
tion processes are related to the control parameters $\alpha$ and $v$ of the system, we
quantify the maximum ratio of the number of holes that take intermediate
states in the process of pattern formation during their generation and growth
as the maximum ratios of intermediate state $R_{\text{max}}^{\text{gen}}$ and $R_{\text{max}}^{\text{grow}}$ are defined re-
spectively (detailed definitions of $R_{\text{max}}^{\text{gen}}$ and $R_{\text{max}}^{\text{grow}}$ are described in Appendix
F). Finally, to focus on changes due to $\alpha$, we normalized $R_{\text{max}}^{\text{gen}}$ and $R_{\text{max}}^{\text{grow}}$ to
be 1.0 at $\alpha = 1.0$.

It is confirmed that the normalized $R_{\text{gen}}$ at $v < 0.005$ and the normalized
$R_{\text{grow}}$ take relatively large values when $\alpha < 2.0$, and decrease rapidly to 0
at around $\alpha = 2.0$ [Figs. 10(b) and (d)]. This result indicates that there
are two types of magnetic domain pattern formation process for the similar
labyrinthine structures: one involves inverse magnetic domains that were
generated and grew discontinuously, and the other involves those that were
generated and grew continuously. The parameter regions of the first and
second types of formation process correspond approximately to the parameter
regions of pattern states I and V, respectively. In addition, $\alpha = 2.0$, where
this magnetic domain pattern formation process transitioned, corresponds to
the region of pattern states III and IV, which are the sea-island structure
and mixed states, respectively.

6. Discussion

Here, by analyzing the energy function, we discuss why there are two
types of magnetic domain pattern formation process for similar labyrinthine
structures but have different domain formation processes, which change from
continuous to discrete formation depending on the increase in $\alpha$. From the
results of numerical simulations, it can be seen that when an inverse magnetic
domain is generated, the region other than the inverse magnetic domain
does not change in response to changes in the external magnetic field, but
only the region within the inverse magnetic domain changes (see Appendix
Figure 10: Relationship of the ratio of the number of generators in intermediate state with the total number of generators and $\alpha$ and $v$. (a) PD around the time of domain generation, where the red region is defined as the region of the intermediate state of domain generation. (b) Normalized ratio of generator number with intermediate state around the time of domain generation. The horizontal axis is $\alpha$, and the vertical axis is the ratio of generator $R^\text{gen}_{\max}$ with intermediate state. (c) PD around the time of domain growth, where the red region is defined as the region of the intermediate state of domain growth. (d) Normalized ratio of generator number with intermediate state around the time of domain growth. The horizontal axis is $\alpha$, and the vertical axis is the ratio of generator $R^\text{grow}_{\max}$ with intermediate state.
Therefore, by placing the scalar variable $\phi$ as the magnetic moment characterizing the inverse magnetic domain, the energy function $H(\phi(r))$ [Eq. (2)] is reduced to the following (see Appendix G):

$$H(\phi) = w_0(\beta) + w_1(\beta, \gamma, h(t))\phi + w_2(\alpha, \beta, \gamma)\phi^2 + w_4(\alpha)\phi^4,$$

(12)

where $w_0, w_1, w_2,$ and $w_4$ represent constants independent of $\phi$. If we focus on the case where an isomorphic magnetic domain is generated, we find that $w_1 \propto -h(t) + C_1(\alpha) \propto t - C_1'(\alpha), w_2 \propto -\alpha + C_2, w_4 \propto \alpha > 0,$ and $C_2 > 0$. Since only $w_1\phi$ is an asymmetric term of energy function $H(\phi)$, $w_1 < 0$ at $t = 0$ and changes to $w_1 > 0$ around the time of domain generation. If $H(\phi)$ takes a sufficiently large $\alpha$ and the system exist around domain generation $w_1 \sim 0$, then we find that $H(\phi)$ has two minimal solutions from the discriminant formula $D$ for the cubic equation $dH(\phi)/d\phi = 0$. Similarly, the fact that $w_1 \propto t$ and $w_1 > 0$ after the domain generation demonstrates that $w_1$ with a positive value increases with time and that there is a single minimal solution for the cubic equation $dH(\phi)/d\phi = 0$. This indicates that for an energy function with two minimal solutions around the time of domain generation when the value of $\alpha$ is sufficiently large, one of the minimal solutions is eliminated with time. Since the TDGL equation is a deterministic time evolution model, the system is expected to remain in a metastable state until the minimal solution of the energy function is retained. This type of evolution of an energy landscape at a large $\alpha$ suggests that domain generation passes through supersaturation states ($\alpha > 2.0$ in Fig. 11). Similarly, when the value of $\alpha$ is small and there is only one minimal solution even around the time of domain generation, the number of minimal solutions remains to be one despite the increase in time. This explains the occurrence of continuous domain generation seen when $\alpha < 2.0$ (Fig. 11). This drastic change of the energy landscape with $\alpha$ is the mechanism behind the two similar pattern states I and V with different formation processes.

The existence of two domain formation kinetics as described above has also been discussed in systems called liquid–liquid transition (LLT) other than magnetic materials [31, 32]. LLT is a transition process with domain formation that occurs in systems known as “liquid polymorphs,” where a liquid with a single-component substance has two or more liquid states. There are two types of dynamics in the transition process discussed in LLT, called the nucleation-growth type and spinodal-decomposition type. The nucleation-growth type should correspond to the discontinuous magnetic domain formation process for $\alpha > 2.0$ in this study, whereas the spinodal-decomposition
The continuous magnetic domain formation process for $\alpha < 2.0$ [31, 32]. The existence of similar domain formation mechanisms in these different systems suggests the possibility of a unified perspective beyond system-specific phenomenology. It is also expected that the application of the proposed framework to LLT will facilitate the elucidation of the kinetics of LLT. Although the data analyzed in this study are simulated data based on the TDGL, two different dynamics of LLT have actually been measured [32]. Thus, on the basis of the proposed framework and the knowledge about the kinetics of the pattern formation process obtained in this study, we are planning to conduct analytical studies of the pattern formation process in real phenomena or studies to improve the kinetic model for the magnetic domain formation process or LLT.

![Figure 11: Schematic diagram of the generation mechanism of two different inverse magnetic domains such as pattern states I and V. The time evolution of the reduced energy landscape with the scalar variable $\phi$ is shown. $\phi$ is a representative value of the magnetic moment of the inverse magnetic domain.](image)

Here, we discuss the advantages of analyzing pattern dynamics with persistent homology. The Fourier spectrum and histograms are considered to be the most commonly used features in pattern data analysis. In the case of using features of Fourier spectrum, the peak position of the spectrum directly
represents the periodicity of a domain, and the variance of its distribution represents the displacement from a periodic structure such as the curvature of the domain boundary. Similarly, even for features used for evaluating the spatial correlation structure of the domain pattern, rotational symmetry, and others, such information about the outline of the domain could be extracted directly from its feature space. For example, the distinction between only the I and V phases of the stable state at time $t = 2T_0$ may be captured from the variance of peak structure in the Fourier spectrum resulting from a difference between the curvatures of the domain boundaries (Fig. 8). On the other hand, features such as fluctuations of magnetic moments in the domain, which were found to be important features in this study, and the continuity/discontinuity of magnetic moment values in the domain during the growth process of inverse magnetic domains do not correspond directly to the interpretable feature in the Fourier spectrum. Because the fluctuations of magnetic moments in the domain, which could be represented as a high-frequency component of the Fourier spectrum, would not always have a well-defined peak structure, as is the case in this study (Fig. 8). It is generally not easy to extract interpretable information from such a spectrum without assuming a physics model. Another commonly used feature space is the feature space with statistics such as histograms, which enables the direct representation of features, such as fluctuations of magnetic moments in the domain and continuous/discontinuous growth of inverse magnetic domains, in this feature space (Fig. 8). On the other hand, the domain’s outline information does not correspond directly to its feature space. Persistent homology can map both the domain outline information and the statistical information in the domain directly to the feature space. That is, persistent homology can map statistical information such as intradomain fluctuations as the spread of generator distributions belonging to $\text{PD}_{\text{short}}$, domain outline information as the number of generators or their birth–death coordinates in $\text{PD}_{\text{long}}$, and information such as continuity or discontinuity in the domain growth process as transitions between these distributions. Thus, analysis based on persistent homology can represent a wider range of information than other features in an interpretable form in the feature space. This analytical method is expected to work effectively for analyzing unknown phenomena with as few assumptions as possible. The results obtained so far in this study suggest that this should work.
7. Summary

In this study, we have shown that our analysis procedure based on TDA and machine learning techniques could effectively provide important information for quantitatively understanding the magnetic domain formation under a rapidly sweeping external magnetic field on a magnetic thin film with strong uniaxial anisotropy. Concretely, by our analysis, we obtained the following findings. Using only the short lifetime region of PD, which corresponds to the intensity fluctuations of magnetic moments within each domains, the anisotropy intensities and sweep rates can be estimated precisely. This result suggests that not only the global geometric structure of the magnetic domains, as used in previous research, but also the contour features of the magnetic domains, such as fluctuations within the domain, contain information about the physical mechanisms of magnetic domain formation. Our procedure can discriminate two labyrinth patterns quantitatively that resemble each other but in different pattern state, that is, as anisotropy intensity continuously increases, the magnetic domain pattern changes from a labyrinthine pattern state to a sea-island pattern state or a mixture of the two, and then back to a labyrinthine pattern state. By constructing a reduced Hamiltonian of the system based on analysis results of PDs, we found that such two different labyrinthine pattern states could be understood as the difference between transitions of the energy landscape, that is, continuous and discrete transitions. These findings also suggest to experimental researchers that it is important to measure magnetic moment rigorously enough to extract fluctuations of magnetic moments within a domain or the continuity of time evolution of magnetic moments.

The analysis procedure using PD presented in this paper is expected to give one format applicable to extracting scientific knowledge from a wide range of pattern formation processes with long-range interactions. The data analyzed in this study are just the simulation data of time evolution at 0 K of the magnetic moment distribution on a magnetic thin film under a decaying external magnetic field that takes values only in the perpendicular direction of the thin film. By introducing vector magnetic moments into the simulation to reproduce magnetic wall effects\cite{34, 35} or by introducing temperature effects into the simulation to reproduce thermodynamic properties\cite{36}, it would be possible to obtain analysis data that reproduce a wider range of real-world magnetic materials. Analysis data sets can also be constructed from actual measurement data. It has been reported that pattern states, such as the
mixture of labyrinth and sea-island pattern states successfully classified in this study, emerge in the simulations of more complex models such as those described above\cite{34, 35, 36} or in actual measurement data\cite{37, 38, 39, 40}. Therefore, it is expected that the proposed procedure will be effective for a wide range of formation processes for the magnetic domain. Verification of the validity of the proposed procedure for a wide range of such practical models or actual measurement data is a subject of our future work.

Appendix A. Detailed numerical calculation methods of TDGL equation

By performing variational differentiation [Eq. (1)], we obtain the time derivative of $\phi(r)$ as

$$\frac{\partial \phi(r)}{\partial t} = \alpha \lambda(r) [\phi(r) - \phi(r)^3] + \beta \nabla^2 \phi(r) - \gamma \int d\mathbf{r}' \phi(\mathbf{r}') G(\mathbf{r}, \mathbf{r}') + h(t).$$

(A.1)

Fourier transformation of Eq. (A.1) provides another perspective of the equation as follows:

$$\frac{\partial \tilde{\phi}_k}{\partial t} = \alpha \{ \tilde{\phi}(k) \ast \tilde{\lambda}(k) - [ (\tilde{\phi}(k) \ast \tilde{\phi}(k)) \ast \tilde{\phi}(k) ] \ast \tilde{\lambda}(k) \} - [ \beta k^2 - \gamma \tilde{G}(k) ] \tilde{\phi}(k) + h_k \delta_{k,0}. \quad (A.2)$$

where $\tilde{\phi}(k)$, $\tilde{\lambda}(k)$, and $\tilde{G}(k)$ denote the Fourier transforms of $\phi(r)$, $\lambda(r)$, and $G(r,0)$ respectively, $\ast$ denotes the convolution sum, and $k = |k|$. In addition, the following conversion equation is used:

$$\int d\mathbf{r} \int d\mathbf{r}' \phi(\mathbf{r}') G(\mathbf{r}, \mathbf{r}') \exp(-i \mathbf{k} \cdot \mathbf{r}) = \tilde{G}(k) \tilde{\phi}(k). \quad (A.3)$$

Specifically, $\tilde{G}(k)$ is given by the following equation:

$$\tilde{G}(k) = a_0 - a_1 k, \quad (A.4)$$

where $a_0 = 2\pi \int_0^\infty dr \frac{1}{r^2} = \frac{2\pi}{d}$ and $a_1 = 2\pi$. The time evolution [Eq. (A.2)] is achieved as a difference equation with a time increment of 0.1. In the numerical calculations, the space $\mathbf{r} := (x, y)$ is discretized into a mesh. Therefore, note that the distribution function of the average magnetic moment $\phi(\mathbf{r})$ obtained from the numerical calculations is given as $\phi(i, j)$, $i, j \in \mathbf{N}$. 
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Appendix B. Parameter dependency of TDGL equation

The TDGL equation changes the formation pattern depending on the model parameters \( \alpha, \nu, \beta, \gamma, \) and \( v \). To investigate the behavior of the TDGL equation with respect to the parameters, the linear amplification factor \( \eta_k \) at zero magnetization \( h_k = 0 \) of Eq. (A.2) was previously studied \[5\]. From Eq. (A.2), the system’s linear amplification factor is given by

\[
\frac{\partial \tilde{\phi}_k}{\partial t} = \eta_k \tilde{\phi}_k, \tag{B.1}
\]

\[
\eta_k = - (\beta k^2 - \gamma a_1 k + \gamma a_0) + \alpha \tag{B.2}
\]

\[
= -\beta \left( k - \frac{a_1 \gamma}{2 \beta} \right)^2 + \frac{a_1^2 \gamma^2}{4 \beta} - \gamma a_0 + \alpha. \tag{B.3}
\]

From these equations, the wavenumber component at \( k = \frac{a_1 \gamma}{2 \beta} \) is the largest component, and the larger \( \frac{a_1^2 \gamma^2}{4 \beta} - \gamma a_0 + \alpha \) becomes, the broader the wavenumber component becomes. This indicates that \( \frac{a_1 \gamma}{2 \beta} \) determines the rough scale of the domain structure, and \( \alpha \) controls the variability of the domain size. This signifies that even if \( \beta \) and \( \gamma \) are fixed, we can still generate some variety of patterns by controlling \( \alpha \) in the range that can be explained by linear amplification without an external magnetic field. From this consideration, Kudo and Nakamura \[5\] fixed \( \frac{a_1 \gamma}{2 \beta} \), which specifies the scale of the domain structure, to 1 and focused on the \( \alpha \) dependence of the domain structure. Kudo and Nakamura also focused on the \( v \)-dependence controlling the nonequilibrium effects of the domain structure formation dynamics.

Appendix C. Differences in persistent homology groups due to variations in the construction method of a cubical complex

The term “holes” has been used ambiguously in the main text. Depending on how holes are quantified from the figure data, different persistent homology groups are obtained from the same data. This section explains how the construction method of a cubical complex produces different persistent homology groups. For this purpose, the calculation procedure for PD is explained in detail. The characteristics of each persistent homology group obtained by the two libraries with different construction methods employed
in this study, GUDHI [41] and HomCloud [23] library, are described in the last paragraph of this appendix.

To quantitatively establish holes, figure data are first reexpressed as a set of triangles (a simplicial complex) or rectangles (a cubical complex) to ensure that they can be dealt with algebraically. When grayscale pixel image data $G := \{G(i, j) \in [0, 1] \mid 1 \leq i \leq p_x, 1 \leq j \leq p_y\}$ are provided as input data, they are converted to a cubical complex using the following data structure: we consider grayscale pixel data as a set of binary images binarized at a certain threshold $t$, which is expressed as

$$G = \{G_t^{\text{binary}} \mid t \in [t_{\text{min}}, t_{\text{max}}]\}, \quad \text{(C.1)}$$

$$G_t^{\text{binary}} = \{G(i, j) \mid G(i, j) \geq t\}, \quad \text{(C.2)}$$

and represent each binary image $G_t^{\text{binary}}$ as a cubical complex $K_t$. A pixel in a binary image $G_t^{\text{binary}}$ is considered a rectangle, and the structure of this image can be covered by rectangles [Fig. 1(b), upper panel]. Because a rectangle is a closed convex set, this coverage can be considered a representation of a figure by a set of closed convex sets, which can be transformed into a cubical complex with the same topological structure. For example, by mapping a convex set (pixel) to a cube, a cubical complex can be constructed as follows [Fig. 1(c), upper panel]: If a pixel $G(i, j)$ belongs to a domain, then a zero-dimensional cube denoted as $[i, i] \times [j, j]$, called a zero-cube or point, is placed at the center of a rectangle. If a neighboring pixel $G(i, j)$ of $G(i \pm 1, j)$ or $G(i, j \pm 1)$ belongs to a domain, then we assume that $G(i, j)$ and other neighboring pixels are connected and set a one-dimensional cube, called a one-cube or line, which is represented as $[i, i + 1] \times [j, j]$ or $[i, i] \times [j, j + 1]$. Similarly, if four adjacent pixels $G(i, j)$, $G(i + \delta_i, j)$, $G(i, j + \delta_j)$, and $G(i + \delta_i, j + \delta_j)$, where $\delta_i = \pm 1$ and $\delta_j = \pm 1$ belong to a same domain, we set a two-dimensional cube, called a two-cube or square, which is denoted as $[i, i + 1] \times [j, j + 1]$. For pixel data with $d$ dimensions ($d \geq 3$), we can also set a higher-order cube $[i_1, i_1 + \delta_{i_1}] \times [i_2, i_2 + \delta_{i_2}] \times \cdots \times [i_d, i_d + \delta_{i_d}]$. By appropriately combining the above-mentioned squares, $G_t^{\text{binary}}$ is represented as a set of cubes or cubical complexes $K_t$. The cube elements of $K_t$ increase as the threshold $t$ decreases. Here, the threshold value $t$ is replaced by $t' = 1 - t$ to allow the increase in threshold value to correspond to the increasing sequence of cube elements. The sequence of cube elements of $K_t$ is created according to an increase of threshold $t'$ and forms a monotonically increasing sequence.
This increasing sequence is called a filtration $\mathbf{K}$.

\[
\mathbf{K} := K_{t_1} \subset K_{t_2} \cdots \subset K_{t_{n_\Theta}} \tag{C.3}
\]

where $0 \leq t'_k < t'_{k+1} \leq 1$ and $n_\Theta$ is the total number of thresholds $t'$ at which a cube belonging to $\mathbf{K}$ is generated depending on the increase in $t'$. To capture the change in graphic structure due to threshold $t'$, we consider the following vector in an $n_\Theta$-dimensional space:

\[
\tilde{\sigma}_m = (0, 0, \ldots, 0, \sigma_m, 0, \ldots, 0), \tag{C.4}
\]

where the non-zero element $\sigma_m$ is located at the $n_{b_m}$-th element of the vector, and the $n_{b_m}$-th element corresponds to threshold $b_m$ at which a certain cube $\sigma_m$ is generated. Note that in this section, $\sigma$ does not represent the kernel width for the vectorization of PD. Consider an operator $x$ that acts on this vector space and shifts one element to the right (i.e., moves to the threshold where the next young cube is generated) as follows:

\[
x(c_1, c_2 \cdots) = (0, c_1, c_2, \ldots). \tag{C.5}
\]

Thus, all cube elements in each cubical complex corresponding to $\mathbf{K}$, which vary with threshold $t'$, can be represented using the basis vector in Eq. (C.4) and manipulate using the operator $x$. This representation allows for the algebraic manipulation of geometric elements of the figure, such as cubical complexes.

Geometrical structures, such as cycles and boundaries, can also be defined and manipulated algebraically by representing them in the same manner. Here, we simplify a figure as a binary image and explain the concepts of a cycle, boundary, and hole by assuming that the vector of the cubical complex is one dimensional, i.e., $\tilde{\sigma}_m = \sigma_m$. This corresponds to the definition of a cycles and boundaries for a binary image in the homology group. A $d$-dimensional cycle, which is the candidate of a hole, is a $d$-dimensional cubical complex that has a structure without boundaries [Figs. C.12(a) and (b)]. The boundary of a cubical complex comprises its endpoints. For example, if a cubical complex is a line (one-cube) $[i_1, j_1] \times [i_2, i_2]$ where $i_1 \neq j_1$, then both endpoints (zero-cubes) of the line, $[i_1, i_1] \times [i_2, i_2]$ and $[j_1, j_1] \times [i_2, i_2]$, form its boundary. If a cubical complex is a rectangle (two-cube) $[i_1, j_1] \times [i_2, i_2]$ where $i_1 \neq j_1$ and $i_2 \neq j_2$, then its boundary comprises four lines (one-cubes) around a two-cube: $[i_1, j_1] \times [i_2, i_2]$, $[i_1, j_1] \times [j_2, j_2]$, $[i_1, i_1] \times [i_2, j_2]$, and
Figure C.12: Examples of cubical complexes with (a) a cycle and hole, and (b) a cycle filled by a two-cube, and (c) a one-cubical complex with a two-boundary structure. The boundaries comprise the endpoints of the cubical complex.

Thus, a boundaryless connection signifies that the endpoints of each cube are connected without excess or deficiency, such as \([i_1, j_1] \times [i_2, i_2], [i_1, j_1] \times [j_2, j_2], [i_1, i_1] \times [i_2, j_2], \) and \([j_1, j_1] \times [i_2, j_2].\) Specifically, to be a cycle, there should be exactly two multiples of the endpoint structures of the shape when adding the endpoint structures of each side. This is expressed as follows:

\[
\begin{align*}
([i_1, i_1] \times [i_2, i_2] + [j_1, j_1] \times [i_2, i_2]) + ([j_1, j_1] \times [i_2, i_2] + [j_1, j_1] \times [j_2, j_2]) \\
+ ([j_1, j_1] \times [j_2, j_2] + [i_1, i_1] \times [j_2, j_2]) + ([i_1, i_1] \times [j_2, j_2] + [i_1, i_1] \times [i_2, i_2]) \\
= 2([i_1, i_1] \times [i_2, i_2]) + 2([j_1, j_1] \times [i_2, i_2]) + 2([j_1, j_1] \times [j_2, j_2]) + 2([i_1, i_1] \times [j_2, j_2]).
\end{align*}
\]

(C.6)

Thus, the condition for a given cubical complex to constitute a cycle is that the coefficients resulting from the addition of the boundary structures are multiples of 2. To provide a more explicit indicator of the presence or absence of such a cycle, we replace the coefficient from adding the cube complexes corresponding to the endpoints with the remainder of dividing that coefficient by 2, i.e., the coefficient is replaced from integer \(\mathbb{Z}\) to factor ring \(\mathbb{Z}_2\). Consequently, the addition of zero-cubes corresponding to endpoints of
one-cubes is expressed as follows:

\[
2([i_1, i_1] \times [i_2, i_2]) + 2([j_1, j_1] \times [i_2, i_2]) + 2([j_1, j_1] \times [j_2, j_2]) + 2([i_1, i_1] \times [j_2, j_2])
\]

\[
= 0([i_1, i_1] \times [i_2, i_2]) + 0([j_1, j_1] \times [i_2, i_2]) + 0([j_1, j_1] \times [j_2, j_2]) + 0([i_1, i_1] \times [j_2, j_2])
\]

\[
= 0.
\]

(C.7)

Thus, finding a cycle corresponds to finding structures in which the boundaries of a cubical complex are added and their coefficients are zero. A \(d\)-dimensional hole is defined as a \(d\)-dimensional cycle that is not filled by a \((d+1)\)-dimensional cubical complex, i.e., a \(d\)-dimensional cycle that is not the boundary of a \((d+1)\)-dimensional cubical complex [Fig. C.12(a)]. Therefore, to extract the subset of a cubical complex corresponding to a hole, we take the difference (quotient set) between the subset of a \(d\)-dimensional cubical complex representing \(d\)-dimensional cycle structures and the set of a \(d\)-dimensional cubical complex that forms the boundary of a \((d+1)\)-dimensional cubical complex.

For a grayscale image, if the threshold \(t'\) at which a boundary is generated or disappears is known, the threshold at which hole \(k\) is generated and disappears \(d_k\) can be calculated. The PD can be calculated if the pairs of \(b_k\) and \(d_k\) for all holes are obtained. For this purpose, a boundary is treated in the vector space in the same way as \(\tilde{\sigma}_{m}\). The boundary \(\tilde{\sigma}'_{m}\), which is the boundary of an \(l\)-dimensional cube generated at \(m\), is obtained as

\[
\partial_l \left( \tilde{\sigma}'_{m} \right) = \partial_l (0, 0, \ldots, [i_1, j_1] \times [i_2, j_2] \times \cdots \times [i_l, j_l], \ldots, 0, 0)
\]

\[
= \sum_{k=1}^{l} \left[ x^{b(\sigma'_{l-1}) - b(\sigma'_{l})} (0, 0, \ldots, \sigma'_{i_k} \cdots, 0, 0) + x^{b(\sigma'_{l-1}) - b(\sigma'_{j_k})} (0, 0, \ldots, \sigma'_{j_k} \cdots, 0, 0) \right],
\]

(C.9)

\[
\sigma'_{i_k} := [i_1, j_1] \times \cdots \times [i_k, i_k] \times \cdots \times [i_l, j_l],
\]

(C.10)

\[
\sigma'_{j_k} := [i_1, j_1] \times \cdots \times [j_k, j_k] \times \cdots \times [i_l, j_l],
\]

(C.11)

where \(\partial_l \left( \tilde{\sigma}' \right)\) is a vector whose elements correspond to the threshold at which the boundary is generated, \(i_s \neq j_s\) for all \(s\), and \(b(\cdot)\) represents the index of vector \(\tilde{\sigma}_{m}\) [Eq. (C.4)], and corresponds to the threshold at which the \(l\)-dimensional cube, \(\sigma_{m}\), generates. \(\partial_l \left( \tilde{\sigma}' \right)\) is called a boundary operator. In the case of a binary image, the boundary set of cubical complex that add to zero correspond to a cycle. When adding the vector elements in \(\partial_l \left( \tilde{\sigma}' \right)\),
each vector element is multiplied by the exponentiation of $x$ to align the vector elements. Thus, in the case of a grayscale image, a cycle that is not a boundary is calculated as the case of the binary image. Accordingly, the persistence diagram $PD(K)$ specifying the persistent homology group is calculated algebraically in the vector space. Thus, once pixel image data are covered by convex sets, the persistent homology group can be calculated.

Here, we explain the changes in the calculated persistent homology groups due to the difference in the methods used to cover pixel image data by convex sets. One approach to covering pixel image data $G_t'(i, j)$, which are binarized at a certain threshold $t'$, is to cover one pixel as a single cube, as described above. This coverage treats adjacent diagonal pixels as if they are disconnected. Another type of relationship can be considered as a connected cubical complex by setting zero-cubes (points) at the center of a pixel, its four corners, and its four border lines [Fig. 1(b), upper panel]. In this study, the latter type of coverage was chosen because it can extract more diverse information about an object. The calculation of persistent homology groups based on such coverage was implemented in the GUDHI library [41]. In this study, the HomCloud library [23] was also used to extract the pixels corresponding to the center of a death cube to understand the PDs. The HomCloud library uses a coverage method that sets a single zero-cube at the center of a pixel. Therefore, it should be noted that in the analysis of the location of a death cube, as described in Sec. 4.1, not all rectangle locations obtained in the GUDHI library were extracted; instead, only their approximate properties were derived.

Appendix D. Detailed procedure for the regression analysis

For the multiple regression analysis, we performed Ridge regression using the error function.

$$E = \frac{1}{2} \sum_{i=1}^{N_{\text{train}}} \left[ F(v_i(\sigma, M); w) - y_i \right]^2 + \lambda w^T w, \quad (D.1)$$

$$y_i \in \{\alpha_i, \log v_i\}, \quad (D.2)$$

where $F(\cdot; w)$ is the linear regression function $\mathbb{R}^{d_2} \rightarrow \mathbb{R}$, $w := (w_1, w_2 \cdots w_{d_2})$ is the regression coefficient, $\lambda$ is the regularization parameter, and $N_{\text{train}}$ is the number of training data. $\lambda$, the kernel width $\sigma$, and the number of grids $M$ in vectorizing the PD are hyperparameters of this regression model. In
Figure C.13: Procedure for the nested cross-validation method [21].
this study, we applied the nested cross-validation framework [24] to estimate hyperparameters and generalization errors from a small number of data.

Nested cross-validation estimates the generalization error of the underlying model and its hyperparameters based on two cross-validations in a nested relationship (i.e., an inner loop and an outer loop). The detailed procedures for both loops are described in Fig. [C.13]. In the inner loop, the model is trained with one hyperparameter, and the optimal hyperparameters are selected based on the validation error. In the outer loop, the model is trained with optimal hyperparameters obtained from the inner loop, and the prediction error of the model is the average of the test errors of each fold.

The regression model is trained using the hyperparameters selected in the inner loop of nested cross-validation, and the generalization error of the model is estimated using the outer loop. By plotting together the test predictions $y_i$ for all outer loop folds, we obtain prediction values of all data in $\{v_i(\sigma, M), y_i\}_{i=1}^{96}$ (Fig. [6]).

Appendix E. Additional analyses for magnetic-domain patterns at $t = 2T_0$

Figure E.14: Results of the permutation test for (a) PD$_{all}$, (b) PD$_{long}$, and (c) PD$_{short}$.

Three additional analyses were conducted to support the conclusions drawn from the analysis of a magnetic domain pattern at $t = 2T_0$ discussed in the main text. The first was a statistical validation that suggests that the PDs are a good feature for estimating log $v$. Under the ridge regression of log $v$ with nested cross-validation that is described in the previous section (see Appendix D), we statistically tested whether the PDs contain the
Figure E.15: Clustering results of the K-means method and results of the PCA. (a) K-means clustering results of the PDs vectorized with parameters $\sigma$ and $M$ estimated by regression analysis of $\alpha$. (b) Results of the PCA of the PDs vectorized with parameters $\sigma$ and $M$ estimated by regression analysis of $\alpha$. (c) K-means clustering results of the PDs vectorized with parameters $\sigma$ and $M$ estimated by a regression analysis of $\log v$. (d) Results of a PCA of the PDs vectorized with parameters $\sigma$ and $M$ estimated by a regression analysis of $\log v$.

information required to estimate $\log v$. In the verification, the RMSE distribution by permutation of the objective variable of the regression, $\log v$, was calculated and used to the statistical test whether the regression accuracy of the original data was significantly high. The results of this permutation test confirmed that for all PD, the estimation accuracy of $\log v$ of the original data was significantly higher than that of the permuted data (Fig. E.14). These results suggest that the vectorized data of the three parts of the PD are good features for estimating $\log v$.

The second additional analysis supported the K-means clustering results based on PD$_{all}$. The optimal hyperparameters $\sigma_{opt}$ and $M_{opt}$ take different
values between the regression analysis results of $\alpha$ and $v$. We performed clustering analysis for each hyperparameter. Since the results were almost identical, in main text, we only show results of clustering using hyperparameters optimized by regression analysis of $\alpha$. In this section, we show these results in Fig. E.15. The exact same clustering results and the similar PCA results in the case of $\alpha$ were obtained.

In the last analysis, K-means clustering results were compared with results determined by other clustering methods. As shown in Fig. E.16, the clustering results are similar to the K-means method results under appropriate parameter settings, which demonstrates the robustness of the clusters obtained by the K-means method.

![Clustering results from various clustering methods](image)

Figure E.16: Clustering results from various clustering methods. (a) Clustering results using the K-means method. The number of clusters is determined using the elbow method [30] (see main text). (b) Clustering results using the hierarchical clustering method [42]. The hierarchy clustering method is adopted with the following hyperparameters: metric = euclidean, Linkage criteria = ward, and number of clusters $K = 11$. (c) Clustering results using the spectral clustering method [43]. The spectral clustering library is adopted with the following hyperparameters: affinity matrix = polynomial function with degree = 5, and kernel coefficient for polynomial function = 0.0001. The number of clusters is optimized using the elbow method and determined as $K = 9$.

Appendix F. Procedure for quantification of intermediate states of PD

First, we generated a histogram from the magnetic domain pattern data $\phi(r)_{t=2T_0}$ at $t = 2T_0$, and the values of the positive peaks $\phi_{\text{max}}$ and negative
peak $\phi_{\text{min}}$ were obtained. Similarly, we obtained the standard deviations of the magnetic moment in the $\phi(r)_{t=2T_0} \leq 0$ and $\phi(r)_{t=2T_0} > 0$ regions called $S_+$ and $S_-$, respectively. We define the condition under which the lifetime $\Delta t'_{\text{mid life}}$ of the hole in the intermediate state should be the birth and death between $(-\phi_{\text{max}} + 2S_+)$ and $(-\phi_{\text{min}} - 2S_-)$. The generators with the following lifetime $\Delta t'_{\text{mid life}}$ are always satisfied under this condition (see Fig. F.17).

$$\left(2\sqrt{S_+^2 + S_-^2}\right) < \Delta t'_{\text{mid life}} < \left(\phi_{\text{max}} - \phi_{\text{min}} - 2\sqrt{S_+^2 + S_-^2}\right). \quad (F.1)$$

Note that the terms $t'$ and lifetime do not correspond to the time of the pattern formation process, but to the threshold for binarizing a grayscale image to calculate persistent homology. Moreover, the range of the birth time $t'_{\text{birth}}$ values of the generators involved in domain generation is defined as

$$t'_{\text{birth}} \leq -\phi_{\text{max}} + 2S_+, \quad (F.2)$$

and the range of the death time $t'_{\text{death}}$ values of the generators involved in domain growth is defined as

$$t'_{\text{death}} \geq -\phi_{\text{min}} - S_- \quad (F.3)$$

These conditions were set because it was empirically confirmed that the generators of generation and growth can be discriminated by them.

A hole that has a lifetime in the range of $\Delta t'_{\text{mid life}}$ and its birth is earlier than $t'_{\text{birth}}$ is defined as a generator in an intermediate state during domain generation. A hole that has a lifetime in the range of $\Delta t'_{\text{mid life}}$ and its death is later than $t'_{\text{death}}$ is defined as a generator in an intermediate state during domain growth. For example, from these definitions, the intermediate state of domain generation and domain growth corresponds to the red regions in Figs. 10(a) and (c). Let $N_{\text{mid gen}}$ and $N_{\text{mid grow}}$ be the numbers of generators within these intermediate states of domain generation and growth, respectively, and let $N_{\text{all}}$ be the number of generators in the PD. Then, the ratios of the number of generators in the intermediate states during domain generation and growth to the total number of generators are defined respectively as follows:

$$R_{\text{gen}}(t) := \frac{N_{\text{mid gen}}(t)}{N_{\text{all}}(t)} \quad (F.4)$$

$$R_{\text{grow}}(t) := \frac{N_{\text{mid grow}}(t)}{N_{\text{all}}(t)} \quad (F.5)$$
As an indicator of whether or not intermediate states occur during the generation and growth, the maximum ratios of $R_{\text{gen}}(t)$ and $R_{\text{grow}}(t)$ are defined respectively as

$$R_{\text{gen}}^{\text{max}} := R(t_{\text{gen}}^{\text{max}}), \quad t_{\text{gen}}^{\text{max}} := \arg \max_t R_{\text{gen}}(t), \quad (F.6)$$

$$R_{\text{grow}}^{\text{max}} := R(t_{\text{grow}}^{\text{max}}), \quad t_{\text{grow}}^{\text{max}} := \arg \max_t R_{\text{grow}}(t). \quad (F.7)$$

### Appendix G. Analysis of the energy landscape in inverse magnetic domain generation

In this appendix, by focusing on the structural change in the energy landscape, we analytically reveal the mechanism of the qualitative transition of the inverse magnetic domain generation process due to the increase in $\alpha$ as described in Sec. 5. We define $T_{\text{max}}$ as the time at which the number
Figure G.18: Time evolution of the average magnetic moment during domain generation at \( v = 0.01 \) and \( \alpha = 1.0, 2.0, \) and 3.0. The time region of the domain generation is shown in gray. The time at which the total number of domains \( N \) is the largest is set to be the completion time of the domain generation \( T_{\text{max}} \), and the first time at which \( N \) is greater than zero is set to be the start time of generation. (i) Time evolution of the average magnetic moment \( \phi^\downarrow \) in the region in which the magnetic moment becomes negative in column \( T_{\text{max}} \) and is maintained until \( 2T_0 \) together with the time evolution of the average magnetic moment \( \phi^\uparrow \) in the region in which it is positive. (ii) Column time evolution of the total number of domains \( N \). (iii) Column time evolution of the area of the inverse magnetic domain region \( (\phi < 0) \).
Figure G.19: Time evolution of the average magnetic moment during domain generation at $v = 0.001$ and $\alpha = 1.0, 2.0,$ and $3.0$. The time region of the domain generation is shown in gray. The time at which the total number of domains $N$ is the largest is set to be the completion time of the domain generation $T_{\text{max}}$, and the first time at which $N$ is greater than zero is set to be the start time of generation. (i) Time evolution of the average magnetic moment $\phi^\downarrow$ in the region in which the magnetic moment becomes negative in column $T_{\text{max}}$ and is maintained until $2T_0$ together with the time evolution of the average magnetic moment $\phi^\uparrow$ in the region in which it is positive. (ii) Column time evolution of the total number of domains $N$. (iii) Column time evolution of the area of the inverse magnetic domain region ($\phi < 0$).
of isolated domains in the inverse magnetic domain reaches a maximum, and use it as the approximate end time of the inverse magnetic domain generation. The region that becomes an inverse magnetic domain at $T_{\text{max}}$ and is maintained until $2T_0$ is denoted as $D_{T_{\text{max}}}^\downarrow$, and the region that does not is denoted as $D_{T_{\text{max}}}^\uparrow$. In the time domain in which the inverse magnetic domain occurs, the magnetic moment of $D_{T_{\text{max}}}^\downarrow$ changes significantly, whereas that of $D_{T_{\text{max}}}^\uparrow$ does not [Figs. G.18(i) and G.19(i)]. Using this knowledge, the magnetic moment $\phi(r)$ at the time of domain generation can be simplified using representative values of a scalar variable $\phi$ as

$$\phi(r) = \begin{cases} \phi & (r \in D_{T_{\text{max}}}^\downarrow) \\ C(\alpha) & (r \in D_{T_{\text{max}}}^\uparrow) \end{cases}, \quad (G.1)$$

where $C = \text{const.}$

By substituting this simplified model into the energy function in Eq. (2), we derive the coarse-grained energy function $H(\phi)$, expressed in terms of the representative values of the magnetic moments of the inverse magnetic domain, $\phi$. If the area of the inverse magnetic domain region at $T_{\text{max}}$ is $S_{\text{max}}$, the boundary length of the inverse magnetic domain region is $L_{\text{max}}$, area of $D^\downarrow$ is $S$, and the boundary length is $L$. Thus, the energy function in Eq. (2) at the time of inverse magnetic domain generation is approximated as

$$H(\phi) = \alpha S \lambda \left( -\frac{\phi^2}{2} + \frac{\phi^4}{4} \right) + \beta \frac{L(C(\alpha) - \phi)^2}{2} + \gamma \left[ \int_{r \in D_{T_{\text{max}}}^\downarrow} \int_{r' \in D_{T_{\text{max}}}^\downarrow} \frac{C(\alpha)\phi}{|r-r'|^3} + \int_{r \in D_{T_{\text{max}}}^\downarrow} \int_{r' \in D_{T_{\text{max}}}^\downarrow} \frac{\phi^2}{|r-r'|^3} \right] - h(t)S\phi + \text{const.}, \quad (G.2)$$

$$= w_0(\beta) + w_1(\beta, \gamma, h(t))\phi + w_2(\alpha, \beta, \gamma)\phi^2 + w_4(\alpha)\phi^4, \quad (G.3)$$

where $w_0$, $w_1$, $w_2$, and $w_4$ represent constants independent of $\phi$. If we consider only the case in which an isomorphic magnetic domain generates, we find that $w_1 \propto -h(t) + C_1(\alpha) \propto t - C'_1(\alpha)$, $w_2 \propto -\alpha + C_2$, $w_4 \propto \alpha > 0$, and $C_2 > 0$. Because only $w_1\phi$ is an asymmetric term, $w_1 < 0$ at $t = 0$ changes to $w_1 > 0$ around the domain generation.
$H(\phi)$ has two minimal solutions when the discriminant formula of $\frac{dH(\phi)}{d\phi} = 0$,

$$D = -\left(\frac{w_2(\alpha, \beta, \gamma)}{2w_4(\alpha)}\right)^3 - 27\left(\frac{w_1(\alpha, \beta, \gamma)}{4w_4(\alpha)}\right)^2,$$

is positive, and one minimal solution when it is negative. Since $\frac{w_2}{w_4} \propto \frac{-\alpha + C_2}{\alpha} = -1 + \frac{C_2}{\alpha}$ decreases as $\alpha$ increases, the discriminant expression, $D$, increases. In particular, if $\alpha$ is sufficiently large and the system exist around domain generation $w_1 \sim 0$, then $w_2$ is a large negative value and $D > 0$. This demonstrates that in a large region of $\alpha$, $H(\phi)$ has two minimal solutions around time of domain generation. Similarly, the fact that $w_1 \propto t$ and $w_1 > 0$ after the domain generation suggests that the absolute value of $w_1$ increases with time, and the discriminant expression, $D$, decreases. This demonstrates that for an energy function with two minimal solutions around time of domain generation when the value of $\alpha$ is sufficiently large, one of the minimal states can be eliminated as time evolves. This change in the energy landscape explains the nucleation-like inversion of the magnetic domain at $\alpha > 2.0$, because in the deterministic time-evolution model of the TDGL equation, the metastable state remains stable until it is resolved (Fig. 11). Similarly, if the value of $\alpha$ is small and only one minimal solution exists even around the time of domain generation, the number of minimal solutions does not change with time. This explains the continuous domain generation at $\alpha < 2.0$ (Fig. 11).

From this reduced energy model, we can also discuss the mechanism of the sea-island state III and mixed states II and IV at around $\alpha = 2.0$. $\alpha \sim 2.0$ should be the boundary parameter region between the continuous and discontinuous magnetic domain generation ($w_2 \sim 0$). Therefore, owing to the spatial inhomogeneity $\lambda$ of anisotropy, some spatial regions are expected to be continuous and others discrete in magnetic domain generation. Compared with the case where magnetic domains are generated continuously, the discrete generation of magnetic domains is relatively delayed because the magnetic domains are not generated until the bimodal structure is resolved. A state in which there is already an inverse magnetic domain can be seen as an additional negative external magnetic field. This might prevent the resolution of the bimodal structure, thus creating a structure that partially lacks the labyrinthine structure. Although we only discussed the domain generation here, similar mechanisms are expected to work in domain growth.
Thus, we can confirm that persistent homology is capable of extracting useful features that can reveal the mechanisms of the magnetic domain pattern formation process.
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