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Abstract: This paper investigates maximum power extraction from a wind-energy-conversion system (WECS) with a permanent magnet synchronous generator (PMSG) operating in standalone mode. This was achieved by designing a robust adaptive nonsingular fast terminal sliding mode control (ANFTSMC) for the WECS-PMSG. The proposed scheme guaranteed optimal power generation and suppressed the system uncertainties with a rapid convergence rate. Moreover, it is independent of the upper bounds of the system uncertainties as an online adjustment algorithm was utilized to estimate and compensate them. Finally, four case studies were carried out, which manifested the remarkable performance of ANFTSMC in comparison to previous methods reported in the literature.

Keywords: adaptive control; maximum power point tracking; nonsingular fast terminal sliding mode control; permanent magnet synchronous generator; wind-energy-conversion system

1. Introduction

Renewable energy resources (RERs) have certainly been viewed as a potential alternative energy source, as traditional fossil fuels are limited and the main contributors to greenhouse gas (GHG) emissions. They not only provide cleaner energy, but have also become cost-competitive in recent years. Amongst various sources of RE, wind energy is one of the most desirable sources, which offers plenty of advantages including abundance and broad distribution [1–4]. The capacity of global wind power installed exceeded 651 GW in 2019, with a 10% increase compared to 2018 [5]. Generally, the variable-speed operation of wind turbine systems is based largely on double-fed induction generators (DFIGs) [6], squirrel cage induction generators (SCIGs) [7], and permanent magnet synchronous generators (PMSGs) [8]. During the past few years, the application of PMSGs has significantly expanded due to their high-performance efficiency, low noise, high reliability, and gear-less design. Besides, the efficiency of the PMSG has been increased by around 10% due to its wide operating speed range and the absence of a direct-current (DC)-excitation system [9–11].

An efficient optimal power extraction with a low cost of implementation, also known as the maximum power point tracking (MPPT) control technique, is needed for operating performance improvement of the WECS [12,13]. Vector control incorporated with
proportional-integral (PI) loops has been the most commonly used control method due to its simplicity and ease of implementation [14]. Its control architecture is primarily based on a linearized model at a particular operating point; therefore, the controllability of such a method may drastically degrade or even contribute to system instability as the system operating conditions can change frequently due to weather conditions and wind speeds. To tackle this problem, a self-tuning PI controller was suggested in [15]. Metaheuristic algorithms and machine-learning tools are very popular in power systems’ application for optimizing the controller parameters [16–24]. For instance, metaheuristic algorithms such as the bacterial foraging algorithm [17] and grey wolf optimization [19] were used to tune the gains of the PI controller for PMSG applications. However, they are based on either generations or iterations that delay the optimization process; therefore, they cannot be used for online tuning controller parameters. In response, real-time tuning of the PI controller parameters was proposed in [23] where a wavelet neural network was employed for gain adjustment. The machine-learning-based approaches require adequate data, training, and testing to achieve satisfactory performance, and the lack of sufficient data may sometimes hinder their application.

To deal with the challenges mentioned above, nonlinear control strategies have been widely explored and investigated [25]. For instance, feedback linearization controllers capable of globally linearizing the system nonlinearities were reported in [26,27] to attain MPPT for PMSGs. Besides, the backstepping controls are also popular nonlinear control methods that are based on step-by-step approaches. A backstepping control was presented in [28] for maximum power extraction from the wind. However, both backstepping and feedback linearization approaches required exact system parameters, and their performance deteriorates in the presence of dynamic uncertainties [29]. In response, the sliding mode control (SMC) methods offer promising solutions to handle the uncertainties [25]. The SMC methods have gained much attention in the control of WECSs because of their robustness, low sensitivity to parameter changes, simplicity, and fast response [29]. A wide range of SMC methods including the passivity-based SMC [30], fractional-order SMC (FOSMC) [31], fuzzy-logic-based SMC (FOSMC) [32], second-order SMC [33], super-twisting SMC (ST-SMC) [34], terminal SMC (TSMC) [35], second-order TSMC [36], and super-twisting fractional-order terminal SMC (ST-FOTSMC) [37] have been used for maximum power extraction from the WECS-PMSG. The mentioned control schemes are mainly based on the fact that the upper bounds of the uncertainties and the disturbances are known. However, in practical applications, it may be difficult to determine the upper bounds because of the complexity of the PMSG system. Therefore, several controllers combined with adaptation schemes were proposed to solve the unknown upper bounds of the disturbances. In [38], an adaptive SMC was utilized to capture the maximum wind energy from the PMSG with perturbation. In [39], an adaptive STSMC was designed for ocean current turbine-driven PMSG. In [40], a robust adaptive TSMC was developed to deal with uncertainties in the PMSG system while capturing the maximum power. The adaptive backstepping control scheme was proposed for a PMSG with unknown perturbation to achieve MPPT in [41]. It is worth noting that most of the mentioned SMC strategies were formulated with known upper bounds of the disturbances. In addition, the TSMC methods in [34–36] cannot guarantee the avoidance of singularities. In [42], a piecewise function was used to avoid singularities while extracting maximum energy from the WECS. However, the piecewise function introduces other challenges, e.g., a sharp jump while controlling the inputs beyond a certain boundary.

Considering the above-mentioned aspects, adaptive nonsingular fast terminal sliding mode control (ANFTSMC) has gained popularity in recent years and has been used to control quadrotors [43] and robotic manipulators [44]. The fundamental advantage of deploying ANFTSMC is avoiding singularities, strong robustness against the system disturbances and uncertainties, and fast convergence when the states of the system are far from the equilibrium point. Therefore, the authors propose ANFTSMC for maximum power extraction from the WECS-PMSG. To the best of our knowledge, this is the first time
ANFTSMC has been proposed for WECS-PMSGs. The main contributions of this article are as follows:

1. Utilization of a Lyapunov-based adaptation approach for the estimation of the unknown upper bounds of the system uncertainties;
2. Elimination of any unwanted singularities in WECS-PMSGs while extracting the maximum energy;
3. Accomplishment of faster convergence using the proposed strategy over other strategies when the system states are far away from the origin;
4. Validation of the efficacy of ANFTSMC based on the obtained comparative results.

This article is structured as follows: Section 2 provides the mathematical modeling of the WECS-PMSG. The proposed control scheme is presented in Section 3. Section 4 presents the simulation results and discussions. Section 5 provides the concluding remarks.

2. Modeling of the WECS-PMSG

The structure of the wind energy conversion system PMSG is illustrated in Figure 1. It consists of three subsystems, namely the aerodynamic, PMSG, and shaft subsystems. The wind energy harnessed by the turbine blades is converted into mechanical energy used for the generation of electrical energy by the PMSG. The generator-side converter controls the generated power, while the grid-side converter transmits the active power to the grid at the constant DC-link voltage. This work aims to control the generator-side converter.

2.1. Aerodynamic Model

The aerodynamic equations for rotor power and torque are given by [30]:

\[ P_A = \frac{1}{2} \rho \pi R^2 C_p(\lambda, \beta) V_{wind}^3 \]  
\[ T_A = \frac{P_A}{\omega_r} = \frac{1}{2\omega_r} \rho \pi R^3 C_T(\lambda, \beta) V_{wind}^2 \]

where \( \rho \) is the air density, \( R \) is the radius of the wind turbine, \( V_{wind} \) is the wind speed, \( C_p(\lambda, \beta) \) and \( C_T(\lambda, \beta) \) represent the power and torque coefficients, respectively, \( \beta \) is the pitch angle, and \( \lambda \) is the tip-speed ratio. The tip-speed ratio is a function of the rotor speed, which can be represented as:

\[ \lambda = \frac{R \omega_r}{V_{wind}} \]

The power coefficient is a function of both the pitch angle (\( \beta \)) and tip-speed ratio (\( \lambda \)), as defined by the following expression:

\[ C_p(\lambda, \beta) = 0.5176(\frac{116}{\lambda_j} - 0.4\beta - 5)e^{-\frac{21}{\beta \lambda_j}} + 0.0068\lambda \]

\[ \frac{1}{\lambda_j} = \frac{1}{\lambda + 0.08\beta} - \frac{0.035}{\beta^3 + 1} \]

\[ C_{pmax} = C_p(\lambda_{opt}, \beta) \]
fixed values of $\beta$ is illustrated in Figure 2. Therefore, the optimal reference speed applied to the WECS-PMSG is given by:

$$\omega_{r \text{–opt}} = \frac{\lambda_{\text{opt}}}{R} V_{\text{wind}}$$

(7)

The maximum power extracted by the WECS-PMSG under the optimal rotor speed thus can be represented as:

$$P_{A\text{–opt}} = \frac{1}{2} \rho \pi R^2 C_{p,\text{max}} (\lambda_{\text{opt}}, \beta) \left( \frac{R \omega_{r \text{–opt}}}{\lambda_{\text{opt}}} \right)^3$$

(8)

![Figure 1. The structure of the PMSG wind turbine system.](image1)

![Figure 2. Power coefficient and tip-speed ratio ($C_p - \lambda$) relationship at different pitch angles.](image2)

2.2. PMSG Model

The dynamic model of the PMSG and the torque in the d-q coordinate system are formulated as [41]:

$$U_{ds} = R_s I_{ds} + L_d \frac{dI_{ds}}{dt} - \omega_L I_{qs}$$

(9)

$$U_{qs} = R_s I_{qs} + L_q \frac{dI_{qs}}{dt} + \omega_L I_{ds} + \omega_L \Lambda_f$$

(10)

$$T_e = \frac{3}{2} p [ (L_d - L_q) I_{ds} I_{qs} + \Lambda_f I_{qs} ]$$

(11)

where $I_{ds}$ and $I_{qs}$ are the d and q axes’ stator currents, $U_{ds}$ and $U_{qs}$ are the stator voltages, $L_d$ and $L_q$ stand for inductance, $R_s$ denotes the stator resistance, $\Lambda_f$ represents the rotor flux,
\( \omega_c = p \omega_r \) is the electrical speed, and \( T_e \) indicates the electromagnetic torque. If \( L_d = L_{qs} \), Equation (11) will evolve as:

\[
T_e = \frac{3}{2} p A_f I_{qs}
\]  

### 2.3. Shaft System Model

The dynamic model of the wind turbine shaft system is expressed as [30]:

\[
\frac{d\omega_r}{dt} = J^{-1} T_a - J^{-1} T_e - J^{-1} b \omega_r
\]  

where \( b \) and \( J \) indicate the friction coefficient and the total mechanical inertia, respectively.

### 2.4. Overall Model

The overall model of the WECS-PMSG can be written as [30]:

\[
\begin{align*}
\dot{x}_1 &= a_1 T_A + a_2 x_1 + a_3 x_2 + \Delta_1 \\
\dot{x}_2 &= a_4 x_2 + a_3 x_3 x_1 + a_6 x_1 + g_1 U_{qs} + \Delta_2 \\
\dot{x}_3 &= a_7 x_3 + a_8 x_1 x_2 + g_2 U_{ds} + \Delta_3
\end{align*}
\]

where \( x_1 = \omega_r, x_2 = I_{qs}, x_3 = I_{ds}, a_1 = J^{-1}, a_2 = -\frac{3}{2} p A_f, a_3 = -J^{-1} b, a_4 = -\frac{R_s}{L_{qs}}, a_5 = -p L_{ds}, a_6 = -A_f p, a_7 = -\frac{R_s}{L_{qs}}, \) and \( a_8 = \frac{R_s}{L_{qs}} \).

### 3. Control of WECS-PMSG

The article aims to design a robust control algorithm that keeps operating the WECS-PMSG within the point of maximum power extraction. The control variables are \( y_1 = x_1 \) and \( y_2 = x_2 \). By differentiating \( y_1 \) twice and \( y_2 \) once, the following equations are obtained:

\[
\begin{align*}
\dot{y}_1 &= f_1 + g_1 u_1 + \Delta y_1 \\
\dot{y}_2 &= f_2 + g_2 u_2 + \Delta y_2
\end{align*}
\]  

where \( f_1 = a_1 T_A + a_2 x_1 + a_3 [a_4 x_2 + a_3 x_3 x_1 + a_6 x_1], g_1 = a_3 b_1, f_2 = a_7 x_3 + a_8 x_1 x_2, g_2 = b_2, \Delta y_1 = \Delta_1 + a_3 \Delta_2, \) and \( \Delta y_2 = \Delta_3 \).

**Assumption 1.** The lumped disturbances are bounded, e.g.,

\[
\begin{align*}
\Delta y_1 &\leq M_{11} \\
\Delta y_2 &\leq M_{21}
\end{align*}
\]

where \( M_{11} \) and \( M_{21} \) are the upper bounds of the disturbances and \( \Delta y_1 \) and \( \Delta y_2 \) are the net disturbances in the input–output dynamics of Equations (17) and (18).

### 3.1. Design of NFTSMC

In this section, NFTSMC is designed for \( y_1 \) and \( \omega_r \) by assuming that the upper bounds of the lumped disturbances are known exactly.

#### 3.1.1. Design of the NFTSMC for the Rotor Speed

If the tracking error between \( y_1 \) and \( \omega_{r,opt} \) is defined as:

\[
\begin{align*}
\dot{e}_1 &= y_1 - \omega_{r,opt} \\
\dot{\hat{e}}_1 &= \dot{y}_1 - \dot{\omega}_{r,opt} = f_1 + g_1 u_1 + \Delta y_1 - \dot{\omega}_{r,opt}
\end{align*}
\]  

where \( \omega_{r,opt} \) is the optimal rotor speed.
The NFTSMC surface is defined as [43]:

\[ S_1 = e_1 + C_{11}|e_1|^\mu \text{sign}(e_1) + C_{12}|\dot{e}_1|^\alpha \text{sign}(\dot{e}_1) \]  

(20)

where \( C_{11} \) and \( C_{12} \) are positive constants, \( 1 < \alpha < 2 \) and \( \mu > \beta \). The following equation is derived from the time derivative of \( S_1 \):

\[
\dot{S}_1 = \dot{e}_1 + C_{11}\mu|e_1|^\mu-1\dot{e}_1 + C_{12}\alpha|\dot{e}_1|^\alpha-1\dot{e}_1 \]

(21)

By recognizing that \( \dot{S}_1 = S_1 = 0 \), the equivalent control input \( u_{1eq} \) is derived as:

\[
u_{1eq} = g_1^{-1}[-f_1 - \frac{1}{C_{12}\alpha}|\dot{e}_1|^{2-\alpha}(1 + \mu C_{11}|e_1|^\mu)\text{sign}(\dot{e}_1)]
\]

(22)

If the system dynamics are known precisely, the equivalent control law \( u_1 \) can make the states remain on (20). In order to meet the sliding condition in the presence of the lumped disturbance, the reaching law is given by the following equation:

\[
u_{1r} = g_1^{-1}[\Delta y_1 - M_{11}\text{sign}(S_1) - M_{12}S_1]
\]

(23)

where \( M_{11} \) and \( M_{12} \) are constants. Thus, the overall control law is established by the following equation as:

\[
u_1 = \nu_{1eq} + \nu_{1r}
\]

\[
= g_1^{-1}[-f_1 - \frac{1}{C_{12}\alpha}|\dot{e}_1|^{2-\alpha}(1 + \mu C_{11}|e_1|^\mu)\text{sign}(\dot{e}_1) - M_{11}\text{sign}(S_1) - M_{12}S_1]
\]

(24)

**Theorem 1.** Considering the output dynamics of Equation (17), if it is controlled with Equation (24), the state variables will converge to the surface of Equation (20).

**Proof of Theorem 1.** Consider the following Lyapunov function candidate:

\[
V_1 = \frac{1}{2}S_1^2
\]

(25)

Taking the time derivative of \( V_1 \) and using Equations (21) and (24), the following equation is evolved:

\[
V_1 = S_1\dot{S}_1 = C_{12}\alpha|\dot{e}_1|^{\alpha-1}[S_1\Delta y_1 - M_{11}|S_1| - M_{12}S_1^2] 
\]

\[
\leq C_{12}\alpha|\dot{e}_1|^{\alpha-1}[(\Delta y_1 - M_{11})|S_1| - M_{12}S_1^2]
\]

(26)

The following equation is obtained by considering Assumption 1.

\[
V_1 \leq -C_{12}\alpha|\dot{e}_1|^{\alpha-1}M_{12}S_1^2 \leq 0
\]

(27)

From the definition of Lyapunov stability theory, the output \( y_1 \) asymptotically converges to the surface \( S_1 = 0 \). \( \square \)
3.1.2. Design of the NFTSMC for the D-Component of the Stator Current

Consider the following tracking error between \( y_2 \) and \( I_{ds, \text{ref}} \):

\[
\begin{align*}
\dot{e}_2 &= y_2 - I_{ds, \text{ref}} \\
\dot{\epsilon}_2 &= y_2 - I_{ds, \text{ref}} = f_2 + g_2 u_2 + \Delta y_2 - I_{ds, \text{ref}}
\end{align*}
\]  
(28)

Since the relative degree of \( y_2 \) is one, the following NFTSMC surface is introduced.

\[
S_2 = e_2 + C_2 |\epsilon_2|^{\alpha} \text{sign}(\epsilon_2)
\]  
(29)

where \( C_2 \) is a positive constant. The time derivative of \( S_2 \) yields:

\[
\dot{S}_2 = \dot{e}_2 + C_2 \alpha |\epsilon_2|^{\alpha-1} \dot{\epsilon}_2
\]

\[
= \dot{e}_2 + C_2 \alpha |\epsilon_2|^{\alpha-1} [\dot{f}_2 + g_2 u_2 + \Delta y_2 - I_{ds, \text{ref}}]
\]  
(30)

where \( \dot{f}_2 = \frac{\partial f}{\partial x_1} \dot{x}_1 + \frac{\partial f}{\partial x_2} \dot{x}_2 + \frac{\partial f}{\partial x_3} \dot{x}_3 \). The equivalent control law is derived as:

\[
u_{2eq} = S_2^{-1} \left[ -f_2 - \frac{1}{C_2 \alpha} |\epsilon_2|^{2-\alpha} + I_{ds, \text{ref}} \right]
\]  
(31)

The reaching law is designed as \( u_{2r} = -S_2^{-1} [M_{21} \text{sign}(S_2) + M_{22} S_2] \). The control law for Equation (18) is given by:

\[
u_2 = u_{2eq} + u_{2r} = \int_0^t (\dot{u}_{2eq}(\tau) + \dot{u}_{2r}(\tau)) d\tau
\]

\[
= S_2^{-1} \int_0^t \left[ -f_2 - \frac{|\epsilon_2|^{2-\alpha}}{C_2 \alpha} + I_{ds, \text{ref}} - M_{21} \text{sign}(S_2) - M_{22} S_2 \right] d\tau
\]  
(32)

**Theorem 2.** Considering the output dynamics of Equation (18), if it is controlled with Equation (32), the state variables will converge to the surface as shown in Equation (29).

**Proof of Theorem 2.** Consider the Lyapunov candidate as:

\[
V_2 = \frac{1}{2} S_2^2
\]  
(33)

After differentiating \( V_2 \) with respect to time and using Equations (30) and (32), the following equation can be obtained:

\[
\dot{V}_2 = S_2 \dot{S}_2 = C_2 |\epsilon_2|^{\alpha-1} \left[ S_2 \Delta y_2 - M_{21} |S_2| - M_{22} S_2^2 \right]
\]

\[
\leq C_2 \alpha |\epsilon_2|^{\alpha-1} \left[ (\Delta y_2 - M_{21}) |S_2| - M_{22} S_2^2 \right]
\]  
(34)

Based on Assumption 1, Equation (34) becomes:

\[
\dot{V}_2 \leq -C_2 \alpha |\epsilon_2|^{\alpha-1} M_{22} S_2^2 \leq 0
\]  
(35)

\[ \square \]

3.2. Design of ANFTSMC

In practical applications, it is difficult to precisely obtain the upper bounds of the system lumped disturbances. As such, we developed an adaptation scheme to estimate the upper bounds and suppress the lumped disturbances, which can improve the robustness of the control system.
Theorem 3. Considering that the upper bounds of the lumped disturbances of Equation (17) are unknown, if the NFTSMC surface is chosen as Equation (20), the adaptive controller is designed as Equation (36); then, the trajectory tracking error asymptotically converge to zero.

Proof of Theorem 3. The Lyapunov function of Equation (25) is modified as follows:

\[ V_1 = \frac{1}{2} S_1^2 + \frac{1}{2\gamma_1} \hat{M}_{11}^2 + \frac{1}{2\gamma_2} \hat{M}_{12}^2 \]  

(38)

where \( \hat{M}_{11} = M_{11} - \hat{M}_{11} \), \( \hat{M}_{12} = M_{12} - \hat{M}_{12} \). Calculating the time derivative of Equation (38) yields:

\[ \dot{V}_1 = S_1 \dot{S}_1 - \hat{M}_{11} \dot{\hat{M}}_{11} - \hat{M}_{12} \dot{\hat{M}}_{12} \]  

(39)

Based on Equations (21) and (36), the following equation can be obtained:

\[
\begin{align*}
\dot{V}_1 &= C_{12 \alpha} |\dot{\epsilon}_1|^\alpha - |S_1 \Delta y_1 - M_{11} |S_1| - M_{12} S_1^2| - \hat{M}_{11} \dot{\hat{M}}_{11} - \hat{M}_{12} \dot{\hat{M}}_{12} \\
&\leq C_{12 \alpha} |\dot{\epsilon}_1|^\alpha - ([\Delta y_1 - M_{11}])|S_1| - M_{12} S_1^2] + \hat{M}_{11} [ |\dot{\epsilon}_1|^\alpha - |S_1| - \hat{M}_{11} \\
&+ \hat{M}_{12} [ |\dot{\epsilon}_1|^\alpha - S_1^2 - \hat{M}_{12}] \\
\end{align*}
\]

(40)

Using Equation (38) and Assumption (1), Equation (40) can be represented as:

\[ \dot{V}_1 \leq -C_{12 \alpha} |\dot{\epsilon}_1|^\alpha M_{12} S_1^2 \leq 0 \]  

(41)

\[ \square \]

3.2.2. Design of the ANFTSMC for the D-Component of the Stator Current

The control law of Equation (24) is modified as:

\[ u_1 = g_1^{-1} \left[ -f_1 - \frac{1}{C_{12 \alpha}} |\dot{\epsilon}_1|^2 - (1 + \mu C_{11}) |\epsilon_1|^\alpha \right] \]  

(36)

where \( \hat{M}_{11} \) and \( \hat{M}_{12} \) are the estimates of \( M_{11} \) and \( M_{12} \), respectively. The following adaptive rules update the gains:

\[
\begin{align*}
\dot{\hat{M}}_{11} &= \gamma_{11} |\dot{\epsilon}_1|^\alpha - |S_1| \\
\dot{\hat{M}}_{12} &= \gamma_{12} |\dot{\epsilon}_1|^\alpha S_1^2
\end{align*}
\]

(37)

where \( \gamma_{11} \) and \( \gamma_{12} \) are positive constants.

Remark 1. The adaptation gains \( \gamma_{11} \) and \( \gamma_{12} \) are adjusted by trial and error and then kept constant when the desired responses are achieved.

The main results of the adaptive scheme can be expressed in the following theorem:
where $\hat{M}_{21}$ and $\hat{M}_{22}$ are the estimates of $M_{21}$ and $M_{22}$, respectively. The following adaptive laws update the gains:

$$
\begin{align*}
\dot{\hat{M}}_{21} &= \gamma_{21} |\dot{e}_2|^{\alpha-1} S_2 \\
\dot{\hat{M}}_{22} &= \gamma_{22} |\dot{e}_2|^{\alpha-1} S_2^2
\end{align*}
$$

(43)

where $\gamma_{21}$ and $\gamma_{22}$ are positive constants.

**Remark 2.** The adaptation gains $\gamma_{21}$ and $\gamma_{22}$ are adjusted on a systematical trial and error basis; then, they are kept constant when the desired responses are achieved.

The main results of the ANFTSMC for the $y_2$ dynamics are summarized in the following theorem:

**Theorem 4.** Suppose the information about the upper bounds of the lumped disturbances of Equation (18) is unavailable if the NFTSMC surface is selected as Equation (29); the adaptive controller is developed as (42), and the trajectory tracking error asymptotically converges to zero.

**Proof of Theorem 4.** Equation (33) can be modified as follows:

$$
V_2 = \frac{1}{2} S_2^2 + \frac{1}{2\gamma_{21}} \hat{M}_{21}^2 + \frac{1}{2\gamma_{22}} \hat{M}_{22}^2
$$

(44)

where $\hat{M}_{21} = M_{21} - \hat{M}_{21}$, $\hat{M}_{22} = M_{22} - \hat{M}_{22}$. Computing the time derivative of Equation (44) gives:

$$
\dot{V}_2 = S_2 \dot{S}_2 - \hat{M}_{21} \dot{M}_{21} - \hat{M}_{22} \dot{M}_{22}
$$

(45)

The following relationship can be obtained after substituting Equations (30) and (42) into Equation (45):

$$
\begin{align*}
\dot{V}_2 &= C_2 |\dot{e}_2|^{\alpha-1} \left[ S_2 \Delta y_2 - \hat{M}_{21} S_2 - \hat{M}_{22} S_2^2 - \hat{M}_{21} \dot{M}_{21} - \hat{M}_{22} \dot{M}_{22} \right] \\
&\leq C_2 |\dot{e}_2|^{\alpha-1} \left[ \left( |\Delta y_2 - M_{21}| S_2 - M_{22} S_2^2 \right) + \hat{M}_{21} \left( |S_1| - \frac{\hat{M}_{21}}{\gamma_{21}} \right) + \hat{M}_{22} \left[ S_2^2 - \frac{\hat{M}_{22}}{\gamma_{22}} \right] \right]
\end{align*}
$$

(46)

Equation (46) can be modified using Equation (43) and Assumption (1) as:

$$
V_1 \leq -C_2 |\dot{e}_2|^{\alpha-1} M_{22} S_2^2 \leq 0
$$

(47)

**Remark 3.** The chattering issue due to the discontinuous control component (sign(.) function) is solved by replacing it with the tanh(.) function [45].

### 4. Simulation Results and Discussions

The simulation was performed in the MATLAB/SIMULINK 2020 Platform using a PC with an Intel(R) Core(TM) i7-10510U CPU @ 2.3 GHz and 8 GB RAM. The parameters of the WECS-PMSG were taken from [30]. The PMSG parametric variations of 40% were also taken into consideration in the simulation. The parameters of the proposed controller are given in Table 1. The initial conditions of the PMSG states and the adaptive laws were set as 0.01. To highlight the effectiveness of ANFTSMC in achieving the MPPT of the WECS-PMSG, a comparative study was executed with some existing control techniques such as FLC [27], passivity-based SMC (PSMC) [30], and adaptive STSMC (ASTSMC) [39] under four cases, e.g., the step change of the wind speed, the short-term random variation of the wind speed, the long-term random variation of the wind speed, and the real wind speed profile.
4.1. Step Change of the Wind Speed

In this case, it was assumed that the wind speed profile is a sequence of four-step changes, as shown in Figure 3. The performances of different controllers to achieve the MPPT of the WECS-PMSG are presented in Figures 4–7. Figure 4 shows that ANFTSMC was able to track the optimal rotor speed with greater accuracy than ASTSMC, PSMC, and FLC. The evolution of the maximum power coefficient is shown in Figure 5. From this figure, it can be seen that ANFTSMC was able to restore the power coefficient to the required value at a faster rate than ASTSMC, PSMC, and FLC whenever the wind speed in Figure 3 changed. The tracking responses of the optimal power under various control methods are depicted in Figure 6. From this figure, it is clear that ANFTSMC was able to follow the optimal power with greater accuracy than ASTSMC, PSMC, and FLC. The estimated parameters of the rotor speed and the d-component of the stator current controllers are presented in Figures 7 and 8, respectively. From these figures, it can be observed that the FLC controller gave the worst control performances in the presence of parametric uncertainties. Due to the robustness of PSMC, ASTSMC, and ANFTSMC, the uncertainties in the WECS-PMSG were mitigated, and better control performances were obtained. However, the WECS-PMSG under the proposed ANFTSMC attained the MPPT in a shorter time than FLC, ASTSMC, and FLC. Therefore, the effectiveness of the proposed ANFTSMC strategy under the step change of the wind speed was justified.

Table 1. Controller parameters.

| Parameters | Values       |
|------------|--------------|
| $\alpha, \beta$ | $3/2, 3$     |
| $C_{11}, C_{12}, C_{21}, C_{22}$ | $1, 1, 1, 1$ |
| $\gamma_{11}, \gamma_{12}, \gamma_{21}, \gamma_{22}$ | $1, 0.04, 10, 15$ |

Figure 3. Step change of wind speed profile for the first case study.
Figure 4. Tracking performance of the rotor speed under different control approaches for the first case study.

Figure 5. Power coefficient of the extracted power from the wind under different control approaches for the first case study.

Figure 6. Extracted power from the wind under different control approaches for the first case study.
4.2. Random Variation of the Wind Speed

To further illustrate the effectiveness of the proposed ANFTSMC, a random wind speed profile with a mean value of 11 m/s, as shown in Figure 9, was applied to the WECS-PMSG. The control efforts of the four controllers are depicted in Figures 10–12. The rotor speed and the optimal rotor speed are presented in Figure 10. It can be observed from the figure that ANFTSMC showed the best optimal rotor speed tracking performance. Figure 11 illustrates the maximum power coefficient signals of the four control methods. Due to the random nature of the wind, the power coefficients under the control approaches fluctuated near the required maximum power coefficient. However, under the action of ANFTSMC, the power coefficient was closer to the required value than ASTSMC, PSMC, and FLC. The optimal power harnessed from the random wind is shown in Figure 12. It can be seen that ANFTSMC followed the fluctuating optimal wind power with more accuracy than ASTSMC, PSMC, and FLC. These figures show that FLC did not satisfactorily reach the MPPT of the WECS-PMSG as FLC requires an exact system modeling and is sensitive to the model uncertainties. On the other hand, ANFTSMC, ASTSMC, and PSMC were robust to the WECS-PMSG parametric uncertainties, and as such, they achieved the MPPT. Nevertheless, ANFTSMC exhibited more effectiveness as its responses were much closer to the MPPT under the random wind speed. Therefore, the efficacy of the proposed ANFTSMC strategy under the random variation of the wind speed was also justified.
Figure 9. Random wind speed profile for the second case study.

Figure 10. Tracking performance of the rotor speed under different control approaches for the second case study.

Figure 11. Power coefficient of the extracted power from the wind under different control approaches for the second case study.
4.3. Long-Term Random Variation of the Wind Speed

The random wind speed profile in Figure 9 was extended for 1 h (3600 s), as shown in Figure 13, in order to highlight the performance of ANFTSMC over other strategies. From Figure 14, it is clear that the rotor speed was varied between 3.45 rad/s and 1.27 rad/s due to the random variation of the wind speed, and the ANFTSMC strategy tracked the variation more precisely (closer to the peaks and troughs of the rotor speed) than other strategies. The performance of the FLC strategy was the worst amongst the compared strategies as the responses were far away from the peak and trough values of the rotor speed. PMSC performed better than FLC, and ASTSMC performed better than PMSC. The power coefficient was varied rapidly with the rapid variation of the wind speed, as shown in Figure 15. The optimal power harnessed by the WECS-PMSG under the action of four different control approaches over a period of 1 h is depicted in Figure 16. This figure shows that ANFTSMC was able to follow the peaks and troughs of the optimal power with greater accuracy than ASTSMC, PSMC, and FLC. Therefore, the efficacy of the proposed ANFTSMC strategy under the long-term random variation of the wind speed was also justified.
Figure 14. Tracking performance of the rotor speed under different control approaches for the third case study.

Figure 15. Power coefficient of the extracted power from the wind under different control approaches for the third case study.

Figure 16. Extracted power from the wind under different control approaches for the third case study.
4.4. Historical Wind Speed Profile

The wind speed profile of Montreal on 31 March 2017 from 0:00 to 23:00 was applied to the WECS-PMSG to examine the performance of the proposed ANFTSMC on a real wind speed profile. Figure 17 depicts the 24 h wind speed profile of Montreal as collected from [46]. It can be seen from Figure 18 that the rotor speed varied between 0.61 rad/s and 2.87 rad/s due to the wind speed variation at the Montreal Weather Station. The ANFTSMC strategy tracked the variation more precisely (closer to the peaks and troughs of the rotor speed) than the other strategies. Similar to the previous cases, the responses of the FLC strategy were far away from the peak and trough values of the rotor speed. On the contrary, PMSC performed better than FLC, and ASTSMC performed better than PMSC. Figure 19 depicts the power coefficient variation of the extracted power. Figure 20 illustrates the optimal power harnessed by the WECS-PMSG for the real wind speed profile over a period of 24 h. It is observed from both Figures 19 and 20 that ANFTSMC maintained its superiority over other strategies. Therefore, the efficacy of the proposed strategy under the historical wind speed profile of Montreal was also justified.

Figure 17. Montreal 24 h wind speed profile on 31 March 2017 for the fourth case study.

Figure 18. Tracking performance of the rotor speed under different control approaches for the fourth case study.
5. Conclusions

This paper presented an ANFTSMC strategy for the WECS-PSMG with model uncertainties to capture the maximum power. The proposed approach ensured singularity avoidance, robustness against unknown WECS-PSMG dynamic uncertainties, and a fast convergence rate to achieve the MPPT. Four case studies (step change of the wind speed, short-time random variation of the wind speed, long-term random variation of the wind speed, and a real wind speed profile) were considered to evaluate the efficient operation of the proposed strategy. In each case, the proposed method outperformed other techniques, including FLC, PSMC, and ASTSMC. As extensions of this work, a laboratory-scale experimental setup, very short-term wind forecasts, measurement uncertainty, and a system with energy storage can be considered.
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