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Abstract: The field of autonomous driving vehicles is growing and expanding rapidly. However, the control systems for autonomous driving vehicles still pose challenges, since vehicle speed and steering angle are always subject to strict constraints in vehicle dynamics. The optimal control action for vehicle speed and steering angular velocity can be obtained from the online objective function, subject to the dynamic constraints of the vehicle’s physical limitations, the environmental conditions, and the surrounding obstacles. This paper presents the design of a nonlinear model predictive controller subject to hard and softened constraints. Nonlinear model predictive control subject to softened constraints provides a higher probability of the controller finding the optimal control actions and maintaining system stability. Different parameters of the nonlinear model predictive controller are simulated and analyzed. Results show that nonlinear model predictive control with softened constraints can considerably improve the ability of autonomous driving vehicles to track exactly on different trajectories.
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1. Introduction

The rapid and widespread development of advanced technologies in robotics, automation, IT, and high-speed communication networks has caused the application of autonomous driving vehicles to grow constantly and change society. Controllers for autonomous driving vehicles and driver-assistance systems can be based on model-free or model-based algorithms. For model-free controllers, the feedback error and the control action are mostly created from fuzzy logic, neural networks, AI, and haptic-based virtual and augmented reality. Recent research on haptic motion tracking for virtual and augmented reality can be found in [1]. However, due to the length limit of this paper, we mainly focus on the latest research on model-based controllers using objective functions subject to dynamic constraints.

Controllers designed for autonomous driving systems can be implemented with conventional PID, H2, and H∞ feedback controllers. An adaptive PID controller with the integration of multi-sensor navigation and trajectory tracking is presented in [2]; this controller can maintain system stability and handle the instantaneous trajectory error. A new conventional controller based on sliding mode and fuzzy logic is introduced in [3]; the authors presented a new robust adaptive controller for trajectory-tracking and lane-keeping in autonomous driving vehicles dealing with unstructured uncertainties and disturbances. Path-tracking issues in controlling autonomous driving vehicles with integral sliding mode are also presented in [4]; the authors designed the radial basis function neural network, nonlinear feedback-based integral sliding mode controller, and extended Kalman filter to ensure system stability and minimize tracking error.

A new conventional method of active disturbance rejection control based on PID, nonlinear feedback, and robust control based on the extension of the vehicle model is
referred to in [5]; this method deals with varying velocity and uncertain lateral disturbances, feedforward, and feedback to control the lateral and longitudinal motion. A brief comparison among trajectory tracking controllers for autonomous driving vehicles is presented in [6]; this paper summarizes conventional control methods of \( H_2 \), \( H_\infty \), PID, sliding mode, and linear quadratic regulators (LQR). Authors in [7] showed that LQR strategies are more suitable for and robust against system uncertainties and measurement noises. Model Predictive Control (MPC) is developed from LQG algorithms. LQG refers to infinite horizon optimization, and the algorithms are much simpler and deal with disturbance rejection better, while MPC refers to finite-horizon optimization and the algorithms are more complex and necessary to perform more complicated calculations online. However, MPC shows better trajectory tracking and considerably smoother control action changes [8].

LQR and linear matrix inequalities (LMI) are widely applied to online control optimizers subject to dynamic constraints, for which conventional controllers cannot be used. A new method for the autonomous driving vehicle using a Lyapunov function based on LQR–LMI algorithms is proposed in [9]. In this model-based controller’s LQR and MPC, the system is considered fully modeled, and all states are considered fully observed. The mismatch between the model and the real vehicle, as well as noises and uncertainties from the system, are not considered. Therefore, several linear quadratic Gaussian (LQG) methods are studied and applied with Gaussian noises, as well as uncertain measured outputs, where the full system states may not need to be observed. The design of LQG with an adaptive Q-matrix improves the vehicle’s tracking performance in [10]; this method can better handle the model–plant mismatch and noises.

Recent research on model-based MPC methods for controlling autonomous vehicles is enormous. Research highlighting recent MPC references is found in [11–21]. A new presentation of robust MPC (RMPC) subject to the uncertain system using LMIs subject to input- and output-saturated constraints is presented in [11]; this paper describes a new RMPC method with polytopic uncertainties and constraints for linear time-varying (LTV). This RMPC can maintain system stability amid the presence of system uncertainties. Reference [12] presents the generation of feasible paths for autonomous mobile robots and nonlinear model predictive control (NMPC); several NMPC methods are developed and compared to show the ability of NMPC to maintain system stability and trajectory tracking ability.

Reference [13] presents a controller for an autonomous vehicle steering system in a MIMO system; a new adaptive MPC (AMPC) is implemented. This AMPC provides better trajectory tracking performance for dynamic changing systems. Reference [14] develops a new fault-tolerant AMPC algorithm for robust trajectory tracking control in autonomous vehicles. This method includes AMPC and a novel Kalman filter; the proposed method can detect and isolate faults and maintain system stability. Reference [15] presents the implementation of MPC-based trajectory tracking with hard constraints on outputs and inputs; in this method, the nonlinear model is linearized and discretized. A review of shared control for automated vehicles for advanced driver-assistance systems (ADAS) is presented in [16]. Most of the controllers recently used in autonomous systems are LQ, \( H_2 \), \( H_\infty \), LMI–\( H_\infty \), LMI–LQ, and MPC; however, there has still been no attempt to develop MPC with softened constraints. Reference [17] introduces a novel method of MPC with PID for control of autonomous vehicles’ tracking trajectories; the PID provides feedback from the MPC optimizer. Simulations show good performance of trajectory tracking and speed tracking. Reference [19] and partly [18] present a new MPC proposal for autonomous driving vehicles; the MPC optimizer calculates the optimal inputs of the steering wheel and vehicle speed, subject to the vehicle’s physical constraints. Finally, [20] and [21] present novel control algorithms based on fuzzy control for intelligent vehicle lane change and tracking setpoints for RMPC.

In recent reference reviews, there is still a lack of MPC applications with softened constraints. The idea of this paper comes from the fact that MPC is a finite horizon optimizer subject to dynamic constraints. If we include all constraints in the optimizer, the MPC will
have many constraints on states, inputs, and outputs, and, therefore, the optimizer may not find a solution. Since the MPC is designed for an online calculation, any infeasible solution is not tolerated. Thus, it would be better if some constraints were converted from the vehicle dynamics into softened constraints, which will widen the ability of the MPC optimizer to find a solution and will considerably improve the stability and robustness of the MPC controller.

The structure of this paper is as follows: Section 2 introduces the vehicle modeling and constraints; Section 3 presents the NMPC with hard constraints; Section 4 presents the new NMPC with softened constraints; Section 5 illustrates the two schemes’ performance; finally, Section 6 is our conclusion and recommendation.

2. Vehicle Modeling and Constraints

This paper mainly uses vehicle dynamics modeling and constraints from the reference book [22], where the vehicle is a four-wheel model. This vehicle is assumed to be totally identified on $x$ and $y$ coordinates at the center of the rear wheels by the Global Positioning System (GPS). The vehicle body angle, $\theta$, and the steering angle, $\phi$, are also always identified by the 3D sensor system embedded into the vehicle. The distance between the center of the front wheels and the rear wheels is called the vehicle wheelbase, $l$, and the rolling radius of the vehicle wheel is $r$, as shown in Figure 1.

The vehicle steering wheel can rotate at a hard limit angle of $\pm 675$ degrees and make the front wheels turn at hard angle ranges of $\pm 45$ degrees. From now on, for simplicity purposes, we will call the vehicle steering wheel angle the vehicle front wheels angle because this angle is used to calculate the vehicle movement direction. In all calculations and simulations from now on, we use the vehicle wheelbase $l = 2$ m and the wheel rolling radius $r = 0.25$ m. It is assumed that all of the vehicle parameters are totally identified and always measured by $x$, $y$, $\theta$, and $\phi$. Therefore, the vehicle can be totally controlled by the two inputs, $\dot{\theta}$, and $\phi$ (the angular velocity of the vehicle driven rolling wheels and the steering wheel).

The vehicle dynamics in [22] show that the vehicle can move forward and in reverse, as well as be driven by the front wheels or by the rear wheels. Equation (1) shows the vehicle moving forward and driven by the rear wheels.

$$
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & \sin \theta & rv_1 + 0 \\
\sin \theta & \cos \theta & 0 \\
\tan \phi & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
v_1 \\
v_2
\end{bmatrix}
$$

(1)
Equation (2) shows the vehicle driven by the rear wheels but moving in reverse speed. In the calculations and simulations, we assign the reverse speed with a negative sign.

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} = - \begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & \frac{\tan \phi}{\tan \phi}
\end{bmatrix} r v_1 + \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} v_2
\]

(2)

Finally, Equation (3) shows the vehicle driven by front wheels and moving forwards, where we control the vehicle speed from the front rolling wheels.

\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\phi}
\end{bmatrix} = \begin{bmatrix}
\cos \theta \cos \phi & \sin \theta \cos \phi \\
\sin \theta \cos \phi & -\cos \theta \cos \phi \\
0 & 0 \\
\frac{\tan \phi}{\tan \phi} & \frac{\tan \phi}{\tan \phi}
\end{bmatrix} r v_1 + \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} v_2
\]

(3)

In the above equations, \([x, y, \theta, \phi]'\) are the vehicle states and outputs. The two control inputs are the vehicle rolling wheel angular velocity, \(v_1\), and the steering wheel angular velocity, \(v_2\). Therefore, \(r v_1\) is the vehicle speed in kilometers per hour (km/h), and \(v_2\) is the vehicle steering angular velocity in revolutions per minute (rpm).

A real vehicle always has a strict steering angle limit at:

\[-\frac{\pi}{4} \leq \phi \leq \frac{\pi}{4}\]

(4)

The vehicle represented in Equations (1) and (2), or (3) can be controlled by tracking a given trajectory from a given starting position to a given destination position. It is assumed that the vehicle must start from an initial position \([x_0, y_0, \theta_0, \phi_0]\) at the time \(t = 0\), and move to the destination at the end of a trajectory \([x_T, y_T, \theta_T, \phi_T]\) at the time \(t = T\).

In vehicle dynamics, vehicle tire slip will take place when the vehicle speed is greater than 12 km/h. Then, vehicle sideslip will increase exponentially when the vehicle speed exceeds 67 km/h. Therefore, the vehicle steering angle must always be strictly constrained by the vehicle speed, as shown in Figure 2.

**Figure 2.** Vehicle steering angle vs. vehicle speed.

Figure 2 shows that, at low speeds of less than 16 km/h, the steering angle can move almost freely within its limit of ±45 degrees. The steering angle will be reduced to less than ±12 degrees when the vehicle speed increases from 16 km/h to 40 km/h. Then, the limit of
the steering angle will rapidly reduce to less than ±4 degrees as the vehicle speed exceeds 67 km/h. These dynamic constraints can be changed into softened constraints in order to widen the ability of the MPC controller to find a solution. The basic MPC algorithms will be presented in the next part.

3. NMPC with Hard Constraints

Vehicle models in (1)–(3) are all nonlinear forms and can be linearized and transformed into discretized time models. Equations (1)–(3) can be considered as the first-order continuous derivative equation as:

$$\dot{X} = f(x, u)$$  \hspace{1cm} (5)

where \(x\) is the state variables, \(x \triangleq [x, y, \theta, \phi]'\), and \(u\) are the inputs, \(u = [u_1, u_2]'\). The first order nonlinear in (5) can be approximated in a Taylor series at any referenced position of \((x_r, u_r)\) for \(\dot{X}_r = f(x_r, u_r)\), that:

$$\dot{X} \approx f(x_r, u_r) + f_{xx}(x - x_r) + f_{ux}(u - u_r)$$  \hspace{1cm} (6)

in which \(f_{xx}\) and \(f_{ux}\) are the Jacobean function of \(x\) and \(u\), moving around the referenced positions \((x_r, u_r)\).

Substituting (6) for \(\dot{X}_r = f(x_r, u_r)\), we can obtain an approximation linear form for the continuous time (\(t\)):

$$\dot{\tilde{X}}(t) = A(t)\tilde{X}(t) + B(t)\tilde{u}(t)$$  \hspace{1cm} (7)

in which the approximation of \(\dot{X}(t) = X(t) - X_r(t) = \begin{bmatrix} x(t) - x_r(t) \\ y(t) - y_r(t) \\ \theta(t) - \theta_r(t) \\ \phi(t) - \phi_r(t) \end{bmatrix}\), and \(\tilde{u}(t) = u(t) - u_r(t) = \begin{bmatrix} u_1(t) - u_{r1}(t) \\ u_2(t) - u_{r2}(t) \end{bmatrix}\),

$$A(t) = \begin{bmatrix} 0 & -u_{r1}(t) \sin \theta_r(t) & 0 \\ 0 & u_{r1}(t) \cos \theta_r(t) & 0 \\ 0 & 0 & \frac{u_{r1}(t)}{\cos^2 \phi_r(t)} \\ 0 & 0 & 0 \end{bmatrix}, \quad B(t) = \begin{bmatrix} \cos \theta_r(t) & 0 \\ \sin \theta_r(t) & 0 \\ 0 & \tan \phi_r(t) \\ 0 & 1 \end{bmatrix}$$

The continuous approximation form of \(\dot{\tilde{X}}(t)\) in Equation (7) can be transferred into the discrete-time form in \(k\) and \(k + 1 = k + \Delta t\), with \(\Delta t\) being the length of the sampling interval or the computer scanning speed. The discrete inputs \(u(k)\) will be kept at constant values from the time interval \(k\) to \(k + 1\). The discrete form for an NMPC optimizer can now be written as:

$$\tilde{X}(k + 1) = A(k)\tilde{X}(k) + B(k)\tilde{u}(k)\tilde{Y}(k) = C(k)\tilde{X}(k)$$  \hspace{1cm} (8)
in which

$$A(k) = \begin{bmatrix}
1 & 0 & -u_t(k) \sin \theta_t(k) (\Delta t) & 0 \\
0 & 1 & u_t(k) \cos \theta_t(k) (\Delta t) \\
0 & 0 & 1 & \frac{u_t(k)}{\cos^2 \phi_t(k)} (\Delta t) \\
0 & 0 & 0 & 1
\end{bmatrix},$$

$$B(k) = \begin{bmatrix}
\cos \theta_t(k) (\Delta t) & 0 \\
\sin \theta_t(k) (\Delta t) & 0 \\
\tan \phi_t(k) (\Delta t) & 0 \\
0 & (\Delta t)
\end{bmatrix},$$

and

$$C(k) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.$$
needed, the term involving \( Y \) is usually removed from (10). The optimization problem (10) is a quadratic program (QP). The MPC optimizer will calculate the optimal input vector \( U \) subject to the hard constraints of the inputs, \( u_k \in U \), and \( u_{k+i} \in [u_{\text{min}}, u_{\text{max}}] \); of the outputs \( y_k \in Y \), and \( y_{k+i} = [y_{\text{max}}, y_{\text{min}}] \); and of the input increments \( \Delta u_{k+i} \in [\Delta u_{\text{min}}, \Delta u_{\text{max}}] \). However, only the first input increment, \( \Delta u_k \), is taken into the implementation. Then, the optimizer will update the outputs and states variables with the new update input and repeat the calculation for the next time interval. Therefore, the MPC is also called the receding time horizon control. A diagram control system for this NMPC is shown in Figure 3.

![NMPC diagram system.](image)

The NMPC optimizer in Figure 3 receives the online optimal control action, \( \Delta u(k) \), feeds into the vehicle dynamics model, and updates the current update states, inputs, and outputs. The update states, inputs, and outputs will be feedback and compared to the reference trajectory data. The new differences of states, inputs, and outputs then feed into the NMPC optimizer for the next online optimal input \( \Delta u(k) \) calculation.

In the next part, we present the development of NMPC with softened constraints.

4. NMPC with Softened Constraints

When all constraints are set as hard constraints, difficulties will arise since the controller may not find a solution satisfying all constraints and the controller may become infeasible.

In reality, some physical constraints can be violated a little during the evolution of the system, since some initial conditions may lead to some violations in constraints. Therefore, we can consider and assign some constraints as softened constraints in order to increase the probability of the MPC finding an optimal solution. The softened constraints can be formulated into the following form:

\[
\begin{bmatrix}
1 \\
z_i
\end{bmatrix} \begin{bmatrix}
x_i^r(k) \\
x_i^f(k)
\end{bmatrix} + \begin{bmatrix}
\epsilon_i
\end{bmatrix} \geq \begin{bmatrix}
0
\end{bmatrix}
\]

\[
\begin{align*}
\min_{x_{i,j}^r} & \quad \mathcal{X}_{i,j}^r \\
\mathcal{X}_{i,j}^r & \leq \chi_{\text{max}}^2 \\
\forall z_i & \in \text{vert} \left \{ \mathcal{X}^r_{i,j}(k) \right \}, \forall i \in \{1, \ldots, N\}
\end{align*}
\]

(11)

where \( \mu \) is assigned as big values as a weighting factor (\( \mu > 0 \)), and \( \epsilon_i \) are the constraints’ penalty terms (\( \epsilon_i \geq 0 \)) added into the MPC objective function. \( X \) and \( z_i \) are the corresponding matrix of the hard constraints. Some hard constraints can be converted to the softened form. The new MPC algorithm subject to softened constraints can be written as:

\[
\min_{U(k)} \left \{ f(U(x(k)) \right \} \right \}
\]

\[
\text{subject to (11) and:}
\]

\[
\begin{align*}
& \Delta u \in U, \quad \text{and} \quad u_{k+i} \in [u_{\text{min}}, u_{\text{max}}], \quad \Delta u_{k+i} \in [\Delta u_{\text{min}}, \Delta u_{\text{max}}], \quad \text{for} \quad i = 0, 1, \ldots, N_u - 1, \\
& y_k \in Y, \quad \text{and} \quad y_{k+i} \in [y_{\text{max}}, y_{\text{min}}], \quad \text{for} \quad i = 0, 1, \ldots, N_y - 1, \\
& \Delta u_k = u_k - u_{k-1} \in \Delta U, \quad \text{and} \quad \Delta u_{k+i} = 0, \quad \text{for} \quad i \geq N_u, \\
& x_{i+1} = \Delta x_{i+1} = \mathcal{C}(k) x_{i+1} = A(k) x_{i+1} + B(k) u_{k+i}, \quad \text{for} \quad i = 0, 1, \ldots, N_u - 1, \\
\end{align*}
\]
where $\varepsilon_i(k) = [\varepsilon_y; \varepsilon_u]$, $y_{k+i}|k y_{max}^{min}$, and $u_{k+i}|k u_{max}^{min}$; $\Lambda = \Lambda' \geq 0$ is the additional penalty matrix (generally $\Lambda > 0$ and assigned to small values). In this new NMPC, the penalty term of softened state constraints $\sum_{i=0}^{Np} \varepsilon_{k+i|k} \Lambda \varepsilon_{k+i|k} + 2 \mu' \varepsilon_{k+i|k}$ is added into the objective function with positive definite and symmetric matrix $\Lambda$; this term penalizes violations of softened constraints, and, when possible, the free constrained solution will be returned.

Now, this NMPC calculates the new optimization vector $U_S = \begin{bmatrix} U \end{bmatrix}$, and the new NMPC computational algorithms will be:

$$
\Psi_S(x(t)) = \min_{U_S} \left\{ \frac{1}{2} U_S' H_S U_S + x'(t) F_S U_S \right\},
$$

subject to $G_S U_S \leq W_S + E_S x(k)$,

where $U_S \triangleq \begin{bmatrix} u'_k, u'_{k+1}, \ldots, u'_{k+N_p-1}, \varepsilon'_k, \varepsilon'_{k+1}, \ldots, \varepsilon'_{k+N_p} \end{bmatrix}'$ is the optimization vector,

$$
H_S = \begin{bmatrix} H & 0 \\ 0 & M \end{bmatrix}
$$

and $F_S = \begin{bmatrix} F & \mu \end{bmatrix}$, and matrices for inequality constraints $H, F, G, W, E$ are obtained from Equation (10).

$$
G_S = \begin{bmatrix} G & 0 \\ g_S & -I \\ 0 & -I \end{bmatrix} \text{ with } g_S = \begin{bmatrix} 0 & 0 & 0 & \ldots & 0 \\ ZB & 0 & 0 & \ldots & 0 \\ ZAB & ZB & 0 & \ldots & 0 \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ ZA^{N_p-1}B & ZA^{N_p-2}B & \ldots & ZB \end{bmatrix},
$$

$$
W_S = \begin{bmatrix} W \\ w_S \\ 0 \end{bmatrix} \text{ with } w_S = \begin{bmatrix} z \\ \vdots \\ z \end{bmatrix}, \text{ and } E_S = \begin{bmatrix} E \\ \varepsilon_S \\ 0 \end{bmatrix} \text{ with } \varepsilon_S = \begin{bmatrix} \varepsilon_S \\ \vdots \\ -ZA \end{bmatrix}.
$$

To illustrate the ability of the new controller, we tested the two NMPC schemes in (9) and in (12) with the following simple example, considering the below nonlinear system:

$$
\begin{align*}
\dot{x}_1 &= 2x_2 + u(1 + x_1) \\
\dot{x}_2 &= 2x_1 + u(1 - 3x_2)
\end{align*}
$$

(14)

It is assumed that this system in (14) is subjected to the hard state and input constraints $x_{min} = \begin{bmatrix} -1 \\ -1 \end{bmatrix}$ and $-2 \leq u \leq 2$. The linearized approximation of this system from (7) is: $\dot{x} = Ax + Bu$, in which $A = \begin{bmatrix} 0 & 2 \\ 2 & 0 \end{bmatrix}$ and $B = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$. The weighting matrices are chosen as $Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ and $R = 1$. The weighting matrices for softened constraints are chosen as $\Lambda = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ and $\mu = 10,000$. It is assumed that the system is starting from an initial state position, $x_0 = \begin{bmatrix} -0.72 \\ -0.35 \end{bmatrix}$. Figure 4 shows the performance of two NMPC schemes; this initial state position $x_0$ does not lead to any violation of states and input ($x_{min} = \begin{bmatrix} -1 \\ -1 \end{bmatrix}$ and $-2 \leq u \leq 2$). In this $x_0$, the solutions of the two control schemes are always available. We can see that the NMPC with a softened state approaches the asymptotic point faster than with the hard constraints. This means that if we loosen some constraints, the optimizer can generate easier optimal inputs, and the system will be more stable.
Now, it is interesting to see in Figure 4 that both schemes have $x_1^{Hard} = -0.8475$ and $x_1^{Softened} = -0.8483$, almost reaching the hard constraint of $x_{\min} = [-1, -1]$. These states still have not violated the state constraints, but if we select some other initial positions $x_0$, it may lead to some state and input violations.

Now, if we select $x_0 = [-0.9, -0.8]$, this initial condition will lead to violations of the state and the input constraints as $x_{\min} = -1.0441$ and $u_{\max} = 2.2303$. These violations make the RMPC with hard constraints infeasible. Meanwhile, the RMPC scheme with softened constraints will still work well and easily find optimal input solutions, as shown in Figure 5. After a short transitional period, the fully constrained solution is returned, or there is no more constraint violation.

**Figure 4.** Comparison of two RMPC schemes.

**Figure 5.** Softened constraint RMPC.
The two NMPC schemes will be further analyzed and simulated in the next part with different trajectories and control parameters.

5. NMPC Tracking Trajectory Performance

First, we tested the two NMPC schemes tracking on a full circle from an initial position outside. In this example, we select an initial position of $x_0 = [\begin{array}{cccc} -0.5 & -0.5 & 0 & 0 \end{array}]^T$. The constraints are imposed on this vehicle as: the input limits, $u[-1, -1]^{min}_{u}, u[1, 1]^{max}_{u}$; the increase of input limits, $\Delta u[-0.5, -0.5]^{min}_{\Delta u}, \Delta u[0.5, 0.5]^{max}_{\Delta u}$; and the coordinate limits, $y[-1, -1, -1, -1]^{min}_{y}, y[1, 1, 1, 1]^{max}_{y}$. In our NMPC algorithms, the predictive horizons are set with $N_u = N_y = 10$. The state and input penalty matrices are set with $Q = diag\{1, 1, 1, 1\}$ and $R = diag\{1, 1\}$. The performance of the two MPC schemes is shown in Figure 6.

![Figure 6. NMPC schemes tracking a circle.](image)

Figure 6 shows that the softened constraints scheme reaches setpoints faster than the hard constraints scheme. The control input actions of the softened constraints scheme are also likely smoother than the hard constraints scheme. However, the softened constraints scheme is more complex and leads to a longer elapsed CPU time (0.89 s) vs. the hard constraints scheme (0.74 s).

Next, we tested these two schemes tracking on real polynomial trajectories with different MPC control parameters to have a closer look at the ability of each scheme. Now, we assumed a feasible polynomial trajectory from $x_0, y_0$ of [0, 0] to $x_T, y_T$ of [10, 10]. The vehicle is starting from an initial condition at $[x_0, y_0, \theta_0, \phi_0] = [0, -0.5, 0, 0]^T$, and arriving at the destination condition at $[x_T, y_T, \theta_T, \phi_T] = [10, 10, 0, 0]^T$. The prediction horizon is set with $N_u = N_y = 10$; the penalty matrices for states and inputs are set with $Q = diag\{1, 1, 1, 1\}$ and $R = diag\{1, 1\}$. The vehicle speed vs. the steering angular velocity is fully controlled. The performance of the two schemes is shown in Figure 7.
Figure 7 shows that the softened constraints scheme is faster to track on the trajectory and always maintains smaller tracking errors than the hard constraints scheme. The control inputs of the softened scheme are also smoother. The hard constraints scheme has more difficulty driving the vehicle tracking to the trajectory. However, the elapsed CPU time of the softened scheme becomes a great challenge for the computer system. The elapsed CPU time for the softened constraints scheme is 4.27 s, while the time for the hard constraints scheme is only 2.45 s for the whole trajectory control.

In order to shorten the CPU elapsed time, we tried to reduce the MPC prediction horizon. However, a too-short prediction horizon will lead to harder control actions and the system becoming infeasible and unstable. Figure 8 shows the performance of the two schemes with a shorter state and input prediction horizon of $N_y = N_u = 5$.

When we shorten the state and control prediction horizon to $N_y = N_u = 5$, both schemes are still stable and work well. However, the hard constraints scheme is likely to generate harder control actions and has more difficulty approaching the trajectory. However, the hard constraints scheme needs only 1.84 s of elapsed CPU time, while the softened scheme consumes 3.23 s of elapsed CPU time for the whole drive.

If we lengthen the prediction horizon, the system will become looser and more flexible, but it will considerably lengthen the CPU time and cause larger tracking errors. Figure 9 shows the performance of the softened constraints scheme with the control horizon of $N_y = N_u = 10$ vs. $N_y = N_u = 30$. 

![Figure 7. NMPC schemes' tracking trajectory.](image-url)
In order to shorten the CPU elapsed time, we tried to reduce the MPC prediction horizon. However, a too-short prediction horizon will lead to harder control actions and the system becoming infeasible and unstable. Figure 8 shows the performance of the two schemes with a shorter state and input prediction horizon of $N_u = N_y = 5$.

When we shorten the state and control prediction horizon to $N_y = N_u = 5$, both schemes are still stable and work well. However, the hard constraints scheme is likely to generate harder control actions and has more difficulty approaching the trajectory. However, the hard constraints scheme needs only 1.84 s of elapsed CPU time, while the softened scheme consumes 3.23 s of elapsed CPU time for the whole drive.

If we lengthen the prediction horizon, the system will become looser and more flexible, but it will considerably lengthen the CPU time and cause larger tracking errors. Figure 9 shows the performance of the softened constraints scheme with the control horizon of $N_y = N_u = 10$ vs. $N_y = N_u = 30$.

The short control prediction horizon leads to harder control actions, and the system approaches the setpoint faster. However, the longer horizon leads to smoother control actions, and the system becomes looser and more stable. The elapsed CPU time for the long prediction horizon $N = 30$ is 7.65 s, considerably greater than the elapsed CPU time for the short prediction horizon $N = 10$, which is 4.47 s.

In MPC algorithms, the CPU discrete time interval or computer scanning speed is also an important factor affecting their performance. The MPC discretized system is a time-variant model and depends on the length of the time intervals or the computer scanning speed. Figure 10 shows the performance of the two schemes with a scanning time interval of 0.1 s vs. 0.5 s.

A scanning speed that is too fast will lead to instability. The control system will become more sensitive and more difficult to control. When the scanning time interval is set at 0.1 s, the elapsed CPU time will be 21.74 s. While the scanning time interval is set at a slower speed of 0.5 s, the elapsed CPU time reduces to only 4.15 s.

Finally, we illustrate the run of different state and input penalty matrices, $Q$ and $R$. If we set $R$ to a larger value than $Q$, it means that a small change of input will lead to a large value at the objective function. The control system becomes less sensitive and more stable. However, it becomes more difficult to track the setpoints. On the other hand, if we set $R$ to a much smaller value than $Q$, the control actions will become harder, and the system will approach the setpoints faster. However, the system will become less stable.

Figure 11 shows the performance of the softened constraints scheme with $R = 60$ and $R = 1$. The short control prediction horizon leads to harder control actions, and the system approaches the setpoint faster. However, the longer horizon leads to smoother control actions, and the system becomes looser and more stable. The elapsed CPU time for the
long prediction horizon \( N = 30 \) is 7.65 s, considerably greater than the elapsed CPU time for the short prediction horizon \( N = 10 \), which is 4.47 s.

In MPC algorithms, the CPU discrete time interval or computer scanning speed is also an important factor affecting their performance. The MPC discretized system is a time-variant model and depends on the length of the time intervals or the computer scanning speed. Figure 10 shows the performance of the two schemes with a scanning time interval of 0.1 s vs. 0.5 s.
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A scanning speed that is too fast will lead to instability. The control system will become more sensitive and more difficult to control. When the scanning time interval is set at 0.1 s, the elapsed CPU time will be 21.74 s. While the scanning time interval is set at a slower speed of 0.5 s, the elapsed CPU time reduces to only 4.15 s.

Finally, we illustrate the run of different state and input penalty matrices, \( Q \) and \( R \). If we set \( R \) to a larger value than \( Q \), it means that a small change of input will lead to a large value at the objective function. The control system becomes less sensitive and more stable. However, it becomes more difficult to track the setpoints. On the other hand, if we set \( R \) to a much smaller value than \( Q \), the control actions will become harder, and the system will approach the setpoints faster. However, the system will become less stable. Figure 11 shows the performance of the softened constraints scheme with \( R = 60 \) and \( R = 1 \).

If we set the input penalty matrix to \( R = 60 \), the control system becomes less sensitive to any change of the inputs, since the inputs can be changed only in small increments (Light Input Changes). The system is smoother and more stable. However, the tracking errors become larger. If we set the input penalty matrix to \( R = 1 \), the inputs can change in larger increments (Heavy Input Changes), and the tracking errors are smaller. However, the control system will become less stable.
Figure 10. NMPC schemes with short vs. long time intervals.

Figure 11. NMPC with light vs. heavy input matrices $R = 60$ vs. $R = 1$.

The above simulations of both NMPC schemes for tracking different trajectories with different control parameters show that the NMPC scheme with softened constraints is more stable but requires more elapsed CPU time and is more complicated in terms of programming.

6. Conclusions

Due to the recent advances in computer calculation capability, the complexity in programming and the CPU elapsed time are almost no longer limitations of the NMPC scheme with softened constraints. Controllers for autonomous driving vehicles need a combination of advanced techniques, including neural networks, AI, GPS, LIDAR, high-speed internet, and online video and image processing. This proposed NMPC scheme with softened constraints can be applied to autonomous driving vehicles and further intelligent control techniques. Several physical constraints can be converted into softened constraints. This loosens up the capabilities of NMPC, and the systems become more stable. The constrained violations usually take place in short transitional periods until the optimizer finds the optimal control actions that fully satisfy all constraints. In our next research, we will investigate and apply this scheme to real vehicle systems.
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