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Abstract

Several studies on ship maneuvering models have been conducted using captive model tests or computational fluid dynamics (CFD) and physical models, such as the maneuvering modeling group (MMG) model. A new system identification method for generating a low-speed maneuvering model using recurrent neural networks (RNNs) and free running model tests is proposed in this study. We especially focus on a low-speed maneuver such as the final phase in berthing to achieve automatic berthing control. Accurate dynamic modeling with minimum modeling error is highly desired to establish a model-based control system. We propose a new loss function that reduces the effect of the noise included in the training data. Besides, we revealed the following facts — an RNN that ignores the memory before a certain time improved the prediction accuracy compared with the “standard” RNN, and the random maneuver test was effective in obtaining an accurate berthing maneuver model. In addition, several low-speed free running model tests were performed for the scale model of the M.V. Esso Osaka. As a result, this paper showed that the proposed method using a neural network model could accurately represent low-speed maneuvering motions.

1 Introduction

In Japan, a shortage in human resources has recently become a critical issue in coastal shipping due to the aging of ship crews [1]. Therefore, the autonomization in domestic shipping is required. To realize this autonomization, automating berthing control is one of the challenges. So far, various studies have been conducted on the automatic berthing problem [2–7]. In addition, we have conducted studies of offline berthing path planning [6, 7] and online berthing controller [8–11]. Since these control methods are model-based controls, their performances can depend on the modeling error of the given state equations. Although the modeling error should be absorbed by the online feedback control method, the smaller the modeling error, the more realistic the berthing path planning and online control can be achieved.

Recently, some significant studies on developing ship maneuvering models have been conducted [12, 13]. The widely used simulation models are based on the outcome of hydrodynamics, and they can be represented by a set of equations of motion with several coefficients to be determined by captive model tests [13] and computational fluid dynamics (CFD) [14]. Dynamical system models can be categorized into two — white-box models, where the systems are usually understandable and explicitly described as a form of “standard” equations, and black-box models, where the systems do not necessarily have an explicit form of “standard” equations of motion and usually incomprehensible.

Examples of the white-box maneuvering models are the MMG model [13] mainly developed in Japan and the Abkowitz model [12]; they are commonly used in practice. The coefficients included in these models can be determined through several captive model tests or CFD. Determining the coefficients by the captive model tests in the tanks use common techniques, such as circular motion test (CMT), planer motion mechanism (PMM) test, and so on. One problem is the difference in the Reynolds number between the scale model and full-scale ship. One of the final goals of modeling is to obtain the maneuvering model in full scale to achieve automatic berthing. Therefore, the difference in Reynolds number can deteriorate modeling accuracy in a full-scale ship. Although it can be possible to conduct full-scale computation in CFD, it requires an extremely high computational cost at present. Therefore, system identification (SI) from the actual ship maneuvers is considered a practical method [15]. So far, several studies on SI for maneuvering models have been conducted [12, 16–22].

Despite the abovementioned advantage, SI with white-
box models has several drawbacks. One of the ways to enhance the performance of at white-box model is to increase the number of the component inside the model. Particularly, for the MMG model [13], enhancing the modeling based on hydrodynamic insight is essential. In a low-speed berthing maneuver, the flow field around a vessel is apparently complex, so its hydrodynamic modeling is complicated. For instance, in the conventional MMG model, the included parameters, which must implicitly depend on propeller slip ratio or ship speed, e.g., steering resistance reduction factor $t_R$, rudder force increase factor $a_H$, are often considered as constant [13, 23]. Moreover, it is essential to switch a hydrodynamic model depending on the direction of the longitudinal speed and propeller revolution based on tank test dynamic model depending on the direction of the longitudinal speed and propeller revolution based on tank test results and hydrodynamic insight, which means using numerous conditional branches, i.e., if sentences. Therefore, these efforts seem difficult, and it is time-consuming. To achieve these, the dynamical system model becomes more complex. Thus, black-box models are considered suitable for such cases.

Many studies have been conducted on SI for ship maneuvers using black-box models, such as support vector machine [24–27], random forest [28], and neural networks (NNs) [29–35]. In particular, an NN can approximate various functions using a set of the appropriate number of parameters, as shown in the universal approximation theorem (UAT) [36–38], and the gradient can easily be calculated using the backpropagation (BP) method [39]. Among NNs, a recurrent NN (RNN), which considers memory, seems to be suitable for a maneuvering model prediction problem that is categorized into the partially observable system. Moreover, several studies [29–31, 34, 35] have shown that the RNN could be a practical method for predicting maneuvering models.

However, in the abovementioned studies, the following issues are still left as an open problem. The first issue is the choice of the network structure. In previous studies, two types of “RNN” were used — the “standard” RNN which was used in [29, 31, 34, 35], and the RNN that ignores the memory before a certain time, which was used [30]. In this study, although it is unclear whether the employed latter NN is an RNN, we treat it as RNN. Both types of RNN are used for the ship maneuvering model. To the best of our knowledge, no study directly compares these two types of RNN.

The second issue is the objective function in the training process. In the continuous control problem of ship maneuver, the right side of the state equation outputs the instantaneous accelerations with respect to each instantaneous state variable, such as velocities and yaw angular velocity. Therefore, the dynamical system modeling employs an NN is expected to output instantaneous accelerations similar to the conventional ship maneuvering mathematical model. In most previous studies that use NN for the prediction of ship maneuvering dynamical system modeling, instantaneous accelerations, which are outputs of the NN, were directly evaluated by loss function in the optimization process. This evaluation process is considered appropriate for numerically generated training data. However, training data measured in a real environment contain enormous observation noise and uncertainties in the acceleration component. For instance, in our experimental system, accelerations were obtained from the time-differentiation of positions $X$ and $Y$ measured by the global navigation satellite system (GNSS), and apparently the derivative operations are likely to induce noise. Therefore, it is not easy to predict a ship maneuvering model in the actual uncertain environment using existing methods.

The third issue is the target speed and maneuver range of a ship maneuvering model. In previous studies, NNs were not trained and tested for complex maneuvers, such as the final phase maneuvering motion in berthing control. To train an NN model for low-speed maneuvering, both combinations of positive/negative propeller revolution per second (RPS) and ship-positive/negative velocity should be included in the training datasets. In almost all SI studies on ship maneuvering models using NNs [29, 31–33], the target is the maneuvering motion with positive speed and positive propeller revolution number, and the maneuver scenarios are mainly “usual maneuver,” such as zigzag and turning tests. In [30], the propeller revolution number was constant. However, if the target is a low-speed maneuver, such as the berthing maneuver, the training dataset that only comprises zigzag and turning tests are insufficient, and not only the NN structure but also the acquisition procedure of the training data itself should be analogously reconsidered. This is because to successfully proceed with the training for a low-speed maneuver, it is unavoidable to correct a “better” dataset, including positive/negative propeller RPS and forward/backward longitudinal speeds. Therefore, it is desired that the combination of states and these inputs should be uniformly distributed.

The major contributions of this article are as follows. (i) Proposing a methodology to predict the dynamical system modeling using an NN that is applicable for a low-speed maneuver, such as berthing maneuver. (ii) Revealing that the RNN that ignores the memory before a certain time improves the prediction accuracy compared with the “standard” RNN. (iii) Proposing a new loss function to reduce the effect of noise using numerical simulation. (iv) Revealing the effectiveness of random maneuvering tests to obtain more uniformly distributed combinations of state and input used when a berthing maneuver is predicted using NN.

The rest of this article is organized as follows. Section 2 describes the problem settings, an NN architecture, the newly introduced loss function, and a white-box model used for validation — an MMG model. Section 3 describes the subject ship and training data acquisition
Mathematical Modeling with NN

In this section, we explain the methodology to estimate the maneuvering model using an NN model.

Two coordinate systems are used (Fig. 1). One is an earth-fixed coordinate system \( O \) \(-\) \( XY \), and the other is a ship-fixed coordinate system \( O \) \(-\) \( xy \), with the midship as the origin.

\[
A state equation of maneuvering motion assuming the Markov property is described as follows. The inputs of the state equation are the state variable, control variables, and external disturbance. Concerning the external disturbance, the wind is assumed to be measurable. Other disturbances, such as tide, and vortices may also affect the ship's maneuverability, but these properties are regarded as unknown. Meanwhile, the outputs of the state equation are instantaneous acceleration components. Summarizing the above, the usual state equation of maneuvering motion, which is the Markov process is as follows:
\[
\dot{x} = f(x, u, w), \tag{1}
\]
where the overdot ' denotes the derivative with respect to time \( t \). The state vector \( x \in \mathbb{R}^6 \), the control vector \( u \in \mathbb{R}^2 \), and the wind disturbance vector \( w \in \mathbb{R}^2 \) were defined as follows,
\[
\begin{align*}
x &\equiv (X, u, Y, v_m, \psi, r)^T \\
u &\equiv (n, \delta)^T \\
w &\equiv (U_A, \gamma_n)^T.
\end{align*}
\tag{2}
\]
Here, \( X[m] \) and \( Y[m] \) are the ship's position in the earth-fixed coordinate system. The heading (yaw) \( \psi [\text{rad}] \) is the angle between the earth-fixed coordinate system and the ship-fixed coordinate system. \( u [\text{m/s}] \) and \( v [\text{m/s}] \) are the longitudinal (surge) velocity and the lateral (sway) velocity at the center of gravity, respectively. These velocities are defined in the ship-fixed coordinate system. The yaw angular velocity is denoted by \( r [1/\text{s}] \). The relation between \( v \) and \( v_m [\text{m/s}] \) is defined as follows:
\[
v_m = v - x_G r, \tag{3}
\]
where \( v_m \) and \( x_G \) are the sway velocity at the midship and the distance of the center of gravity from the midship, respectively. The control inputs are the propeller RPS \( n [1/\text{s}] \) or \( \left[\text{rps}\right] \) and the rudder angle \( \delta [\text{rad}] \). Meanwhile, the wind disturbance vector comprises of the apparent wind speed \( U_A [\text{m/s}] \) and the apparent wind direction \( \gamma_n [\text{rad}] \). These apparent wind properties, i.e., \( U_A [\text{m/s}] \) and \( \gamma_n [\text{rad}] \), are calculated from the absolute wind speed \( U_T [\text{m/s}] \), absolute wind direction \( \xi_w [\text{rad}] \), longitudinal velocity \( u \), and the lateral velocity \( v_m \) as shown in Fig. 1.

Besides, for convenience, the state variables \( x \) were categorized into two — position and velocity components — as follows:
\[
\begin{align*}
p &\equiv (X, Y, \psi)^T \\
v &\equiv (u, v_m, r)^T.
\end{align*}
\tag{4}
\]
Then, the following relationship between \( (X, Y, \psi)^T \) and \( (u, v_m, r)^T \) should be satisfied:
\[
\frac{d}{dt} \begin{pmatrix} X \\ Y \\ \psi \end{pmatrix} = \begin{pmatrix} u \cos \psi - v_m \sin \psi \\ u \sin \psi + v_m \cos \psi \\ r \end{pmatrix}. \tag{5}
\]
Using the above relationship, it is easy to predict the derivative of the position component \( p \) in Eq. (1). Therefore, only the derivative of the velocity component \( v \), namely acceleration, as shown in the underlined part in the following equation, is the target to be predicted:
\[
\dot{x} = \begin{pmatrix} u \cos \psi - v_m \sin \psi \\ u \sin \psi + v_m \cos \psi \\ \dot{v}_m (x, u, w) \\ \dot{r} (x, u, w) \end{pmatrix}. \tag{6}
\]
Up to this point, for simplicity, we have assumed that the state equation has the Markov property. However, the state equation often violates the Markov property.
In such a situation, the output of the state equation depends also on the past, i.e., \( \dot{x} \) at time \( \tau \) depends on \( x_{t<\tau}, u_{t<\tau}, \) and \( w_{t<\tau} \). Hence, our target is to estimate \( \dot{u}, \dot{v}, m, \) \( \dot{u} \) in Eq. (6) using the NN, where their inputs are replaced with \( x_{t<\tau}, u_{t<\tau}, \) and \( w_{t<\tau} \). The first, third and fifth elements of the right-hand side of Eq. (6) remain unchanged and we need not estimate them.

2.1 NN Model

A artificial NN [39, 40] is a computational model that imitates the NN of the human brain. As already mentioned, an NN can represent various functions using the set of appropriate parameters, as shown in the UAT [36–38], and the gradient can be easily calculated using the BP method [39]. NNs are widely used in many engineering fields, such as image recognition [41], language processing [42], and anomaly detection [43]. Considering these advantages of NNs, we conducted a study on SI for ship maneuver using an NN.

As stated above, in addition to the state variable \( x \), the control variable \( u \), and the wind disturbance \( w \), there are several unknown, uncertain, and unobservable factors such as the vortices around the hull. The vortices induce the memory effect, so the state equation is no more a Markov process. In this sense, the RNN, which considers memory, is appropriate for this partially observable and non-Markov system. From such a perspective, some studies on the prediction of maneuvering models using RNNs have been conducted [29–31], and their effectiveness has been shown. Therefore, we apply the RNN to a low-speed maneuvering prediction problem.

In this study, we assumed that the acceleration vector \( a \equiv (\dot{u}, \dot{v}, \dot{r}) \), which is predicted as an output of the NN, is independent of the positions and yaw angle vector \( p \). Therefore, \( v, u \) and \( w' \) are considered the input features. Concerning \( w' \) in the input, directly using the apparent wind direction \( \gamma_0 \) is unnecessarily appropriate for an input feature because of its sudden jump of value at 0 or \( 2\pi \). The apparent wind speed and direction (\( U_A, \gamma_0 \)) are converted into the apparent wind speed vector \( w' \) on the ship-fixed coordinate system as follows:

\[
w' \equiv (U_A \cos \gamma_0, U_A \sin \gamma_0)^T .
\] (7)

As mentioned above, two types of RNNs have been used in previous studies. One is the ‘standard’ RNN [29, 31, 34, 35], which considers memory by substituting the output of a previous step into the input of the present step; notably, all previous memories are considered. The other one is the RNN [30] in which a limited number of previous memory is explicitly used. In this RNN, the state variables in the recent past are considered, and the states in the distant past are ignored. Generally, states of the recent past strongly affect the present motion. From such a perspective, explicitly considering the recent past states could be beneficial. Therefore, in this study, both models are employed and compared.

We now explain two types of networks used in this paper. First, the ‘standard’ RNN is formulated as follows:

\[
\begin{align*}
&z_1(t_i) = \tanh(W_{w0}^T v(t_i) + W_{u0}^T u(t_i) + W_{b0}^T w(t_i) + b_0) - \tanh(b_0) \\
&z_2(t_i) = \tanh(W_1^T z_1(t_i) + b_1) - \tanh(b_1) \\
&z_3(t_i) = \tanh(W_2^T z_2(t_i) + b_2) - \tanh(b_2) \\
&a_{NN}(t_i) = W_3^T z_3(t_i) .
\end{align*}
\] (8)

where, \( t_i \) is the discretized time and is given by \( t_i = t_0 + i\Delta t, (i = 0, 1, 2 \ldots) \), with \( t_0 \): initial time; \( \Delta t \): sample period; \( a_{NN} \) is the output vector predicting \( a; \) \( z_1, z_2 \) and \( z_3 \) are the vectors of latent variables and \( z_1(t_0) = 0 \). \( W_{w0} \in \mathbb{R}^{3 \times 200}, W_{u0} \in \mathbb{R}^{2 \times 200}, W_{b0} \in \mathbb{R}^{2 \times 200}, W_{r0} \in \mathbb{R}^{200 \times 200}, W_{1} \in \mathbb{R}^{200 \times 200}, W_{2} \in \mathbb{R}^{200 \times 200}, W_{3} \in \mathbb{R}^{200 \times 200}, b_0 \in \mathbb{R}^{200}, b_1 \in \mathbb{R}^{200}, b_2 \in \mathbb{R}^{200} \) are the parameters included in the model; these parameters are represented collectively as \( \theta \). Formally, the input-output relation at time \( t_i \) is expressed as follows:

\[
a_{NN}(t_i) = f_{1,NN}(v(t_i), u(t_i), w'(t_i), z_1(t_{i-1}); \theta) ,
\]

where \( z_1(t_{i-1}) \) plays the role of the memory representing the past, i.e., \( v(t_j), u(t_j) \) and \( w'(t_j) \) for \( j < i \).

The second terms of first, second, and third expressions in Eq. (8), \( \tanh(b_k) \) for \( k = 0, 1, 2 \), are subtracted to impose zero output on the NN model at the origin of input features. This type of NN model was introduced in [44]. The constraints enable us to consider that the accelerations must be zero in principle without the existence of external forces and vessel speeds.

Second, the NN that explicitly considers the recent past memories of states variables can be expressed as follows:

\[
\begin{align*}
&z_1(t_{i-m+1}) = \tanh(W_{w0}^T v(t_{i-m+1}) + W_{u0}^T u(t_{i-m+1}) + W_{r0}^T w'(t_{i-m+1}) + b_0) - \tanh(b_0) \\
&z_1(t_{i-m+2}) = \tanh(W_{w0}^T v(t_{i-m+2}) + W_{u0}^T u(t_{i-m+2}) + W_{r0}^T w'(t_{i-m+2}) + W_{1}^T z_1(t_{i-m+1}) + b_0) - \tanh(b_0) \\
&\vdots \\
&z_1(t_i) = \tanh(W_{w0}^T v(t_i) + W_{u0}^T u(t_i) + W_{r0}^T w'(t_i) + W_{2}^T z_1(t_{i-1}) + b_0) - \tanh(b_0) \\
&z_2(t_i) = \tanh(W_{1}^T z_1(t_i) + b_1) - \tanh(b_1) \\
&z_3(t_i) = \tanh(W_{2}^T z_2(t_i) + b_2) - \tanh(b_2) \\
&a_{NN}(t_i) = W_3^T z_3(t_i) .
\end{align*}
\]

(10)

The parameters of Eq. (10) are equivalent to those of Eq. (8). The difference between Eq. (8) and (10) is that Eq. (10) ignores the memory before \( t_{i-m+1} \) by explicitly substituting the input features of \( t_{i-j} \) for \( j = 0, 1, \ldots, m - 1 \). Eq. (8) can be understood as the limit as \( m \to \infty \) in Eq. (10).

Formally, the input-output relation at time \( t_i \) is ex-
pressed as follows:

\[
\mathbf{a}_{NN}(t_i) = f_{NN}(\mathbf{v}(t_i), \mathbf{v}(t_{i-1}), \ldots, \mathbf{v}(t_{i-m+1}), \\
\mathbf{u}(t_i), \mathbf{u}(t_{i-1}), \ldots, \mathbf{u}(t_{i-m+1}), \\
\mathbf{w}'(t_i), \mathbf{w}'(t_{i-1}), \ldots, \mathbf{w}'(t_{i-m+1}); \mathbf{\theta}),
\]

(11)

The prediction accuracies of the two models will be compared in Section 4.

2.2 Optimization Methods

In previous studies on maneuvering models using NN [29, 31, 32], the maneuvering models were predicted by optimizing a loss function in which the instantaneous accelerations were directly evaluated [Eq. (17)]. In those existing researches, training data were obtained from numerically simulation with the artificial noises. Therefore, direct evaluation of accelerations was not a fatal issue.

However, the measurement data taken in the actual environment include unignorable noise and uncertainties. In particular, acceleration terms are likely to contain noise, as will be discussed in Section 3. In such a case, directly using the measured accelerations in the loss function deteriorates the optimization performance of the NN parameters.

To handle such a difficulty, in this study, we newly proposed a new loss function to reduce the measurement noise. Thus, as an alternative to directly use acceleration, the loss function evaluates the positions and velocities from numerical simulation. We now explain two loss functions: (I) loss function evaluating acceleration and (II) the proposed loss function evaluating state variables, i.e., positions and velocities.

First, we explain (I). The training process is summarized in Table 1. In this method, the trajectory dataset of state variables \(\hat{x}(t_{n,i})\), control inputs \(\hat{u}(t_{n,i})\), wind disturbances \(\hat{w}'(t_{n,i})\), and accelerations \(\hat{a}(t_{n,i})\) are required. Subsequently, \(N_T\) is the number of time steps of the trajectories, \(N\) is the number of these trajectories, and \(t_{n,i}\) represents the discretized time of the \(i\)-th step of the \(n\)-th trajectory. Then, the acceleration is predicted by the NN model using Eqs. (13) and (15), or Eqs. (14) and (16). Thus, the loss function is calculated from the predicted acceleration using Eq. (17).

Here, \(a_{NN,j}\) and \(\hat{a}_j\) represented the \(j\)-th components of \(\mathbf{a}_{NN}\) and \(\mathbf{a}\), respectively. \(\sigma_{\hat{a}_j}\) is the standard deviation of \(\hat{a}_j\) in the training dataset. Then, by optimizing this loss function using the gradient descent method, every parameter inside the NN can be determined. In this study, Adam [45] was used as the optimization method. However, as mentioned above, the measured accelerations \(\hat{a}\) taken in the actual environment contained an unignorable noise, so applying Eq. (17) to such noisy data could deteriorate the prediction accuracy.

Second, we explain (II). This loss function evaluates the positions and velocities alternative instead of directly evaluating accelerations. The training process is shown in Table 2. In this method, the trajectory dataset of state variables \(\hat{x}(t_{n,i})\), control inputs \(\hat{u}(t_{n,i})\), and wind disturbance \(\hat{w}'(t_{n,i})\) are required, whereas that of acceleration \(\hat{a}(t_{n,i})\) is not. To predict the state variables \(\mathbf{x}(t_{n,i})\), numerical simulation is performed with the measured control inputs \(\hat{u}(t_{n,i})\), wind disturbances \(\hat{w}'(t_{n,i})\), and initial conditions using Eq. (19) or Eq. (20). In this study, the Euler method is used to solve ordinary differential equations solver. The prediction of positions and yaw angle \(\mathbf{p}(t_{n,i+1})\) are simulated using Eq. (21). Notably, \(u(t_{n,i}), v(t_{n,i}), \) and \(r(t_{n,i})\) are elements of \(\mathbf{v}(t_{n,i})\) calculated using the Euler method, and \(\dot{x}(t_{n,i})\) was an element of \(\mathbf{p}(t_{n,i})\) calculated also using the Euler method. Besides, at the same time, the velocity and angular velocity \(\dot{v}(t_{n,i+1})\) can be calculated as Eq. (22) or Eq. (23). At this time, the acceleration \(\mathbf{a}_{NN}(t_{n,i})\) is calculated by Eq. (8) or Eq. (10). Notably, the state variables \(\mathbf{v}(t_{n,i})\) are obtained from the simulation, whereas the control input \(\hat{u}(t_{n,i})\) and wind disturbance \(\hat{w}'(t_{n,i})\) are from the given training data set. Therefore, the position and velocity components can be calculated from the outputs of NN. Finally, the loss function is defined as Eq. (24), where, \(x_j\) and \(\hat{x}_j\) represent \(j\)-th components of \(\mathbf{x}\) and \(\hat{\mathbf{x}}\), respectively. \(\sigma_{\hat{x}_j}\) is the standard deviation of \(\hat{x}_j\) in the training data set. Notably that \(\mathbf{x}(t_{n,i})\) comprises \(\mathbf{p}(t_{n,i})\) and \(\mathbf{v}(t_{n,i})\). Then, by optimizing this loss function using the gradient descent method, every parameter inside the NN can be determined.

By introducing the numerical simulation, the direct use acceleration was avoided in the loss function, thus a higher optimization performance can be expected. Analogously, the accumulation error in the simulation can be considered in the loss function. Therefore, using this loss function, it is also expected that the noise effect is relatively reduced. Moreover, as easily imagined, the computational cost due to numerical simulation becomes higher. However, since this calculation is usually performed not online but offline, the cost does not seem to be a critical issue. Further to increase the computational speed, a graphics processing unit (GPU) is used.

The comparison of the two loss functions will be shown in the next Section 4.

2.3 MMG Model

In this article, the MMG model [13] is used for comparison. A brief description of the MMG model used in study is given here.

First, the equation of maneuvering motion was defined as Eq. (25) based on the MMG model concept:

\[
\begin{align*}
(m + m_x)\ddot{x} - (m + m_y)v_n{m_r} - xGm{r^2} &= X_H + X_P + X_R \\
(m + m_x)v_m + (m + m_y)w_mur + xGm{r^2} &= Y_H + Y_P + Y_R \\
(l_z + J_z + xGm{m_r})\ddot{r} + xGm(v_n + ur) &= N_H + N_P + N_R.
\end{align*}
\]

(25)

where, \(m, m_x,\) and \(m_y\) represent the ship mass, longitudinal added mass and lateral added mass, respectively;
The case of Eq. (10)

The upper and lower limits of control variables in the model tests are shown in Table 4.

Table 3: Principal particulars.

| Item                  | Value |
|-----------------------|-------|
| Length: \( L_{pp} \)   | 3.0m  |
| Breadth: \( B \)       | 0.49m |
| Draft: \( d \)         | 0.20m |
| Block coefficients: \( C_b \) | 0.83  |

Table 4: Ranges of control inputs

| Item   | Range    |
|--------|----------|
| \( n \) [rpm] | \([-20, 20]\) |
| \( \delta \) [deg.] | \([-35, 35]\) |

One optical fiber gyro, three GNSS receivers, and two ultrasonic anemometers were installed in the system. The state variable \( \mathbf{x} \) and disturbance \( \mathbf{w} \) were measured from these measurement devices. The optical fiber gyro directly measured the yaw angular velocity \( r \). Although the optical fiber gyro also output \( \psi \) as the integration results of \( r \), the accumulation of error generated drift of \( \psi \). To avoid this drift error, the heading angle \( \psi \) was calculated from two or three GNSS data in this experiment. The time series of the control variable \( \mathbf{u} \) were simultaneously recorded. For details of the measurements and lower limits of control variables in the model tests are shown in Table 4.
analysis methods, see [50].

In almost all SI studies on the ship maneuvering models using NN, the target is basically to maneuver with positive longitudinal speed, and maneuver modes are zigzag and turning tests [29, 31–33]. In [30], the propeller RPS was constant. However, this study proposed a low-speed berthing maneuvering model that has the form of an NN. In the berthing maneuver, there was a state combination of positive/negative propeller RPSs and the positive/negative longitudinal speeds, hence the model significantly differs from the usual maneuver. Therefore, we handled the training data carefully. As a countermeasures, we conducted random maneuver test to acquire the uniformly distributed combination of states and input.

The random maneuver test is a free running test in which the control input was randomly generated regardless of the state. So, uniformly distributed state and control combinations were expected. In this experiment, to establish the uniformly distributed input and state, manual controls by the gaming controller were conducted. In reality, owing to the limitation of the geometrical size of the pond, the combination did not completely become uniform distribution, but distributed results were obtained [50].

As stated above, the turning, zig-zag, random maneuvering, and berthing tests were conducted (Table 5).

Table 5: Model tests and its labels

| Label | Type of Model Test          |
|-------|-----------------------------|
| T     | Turning                     |
| Z     | Zigzag                      |
| B     | Berthing- STBD. & PORT.     |
| R     | Random                      |

In this study, we prepared one test dataset and three training data sets (Table 6). The sampling frequency in each test was 10 [Hz]. Each test has a label as listed in Table 5, and hereafter, for instance, “TZRB” in Train-TZRB means that Train-TZRB has turning tests, zig-zag tests, random maneuvering tests, and berthing tests.

In Train-TZB and Train-TZRB, the amount of training data was intentionally limited to approximately 7 hours in the actual ship scale. Meanwhile, the Train-TZRB+ had almost five times that amount of data. The purpose of using Train-TZRB+ was to confirm the dependency of data quantity.

4 Results

In this section, the final results and discussion are shown. To confirm the dependency of the prediction accuracy on the NN model, loss function, and data set, the prediction for the maneuvering model was conducted using five methods (Table 7). As will be detailed later, Type-1 has the best performance, so we focus on the explanation of the reason. In Subsection 4.1, Type-1 and Type-2 are compared. The dependency of prediction accuracy on the NN model is discussed. In Subsection 4.2, Type-1 and Type-3 are compared. We discuss the dependency of prediction accuracy on the loss function. In Subsection 4.3, Type-1, Type-4, and Type-5 are compared. We discuss the dependency of prediction accuracy on the data set. In particular, comparing Type-4 and Type-5, the effectiveness of the random maneuvering test is confirmed. In Subsection 4.4, we compare the NN models, particularly Type-1 and Type-5, and the MMG model, whose coefficients are determined by the captive model tests.

To prevent the problem of overfitting, the dataset was divided into two parts — the training and validation datasets. The training data were used for optimization, whereas the validation data were used to detect the start of overfitting. The parameters inside the NN that minimized the loss function in the validation data were considered the final solution. Python was used as the programming language, and PyTorch was used as the deep learning library. The hyperparameters used in the training are listed in Table 8.

The training process and prediction results were shown before the comparison of each method. The descent process of the loss functions in the validation dataset during training is shown in Fig. 3. Generally, optimization of the NN parameters is likely to depend on the initial distribution of parameters, so the training of the NN was performed five times with different random seeds. Fig. 3
Table 8: Hyperparameter

| Batch size | 512 |
| Learning rate: $\eta$ | $2.0 \times 10^{-5}$ or $1.0 \times 10^{-4}$ (if loss function is Eq. (17)) |
| Predicted Steps: $N_T$ | 60 (60 s) |
| Memory Steps: $m$ | 10 (10 s) |

![Figure 3: Validation loss value during training.](Image)

shows that the results did not strongly depend on the random seeds in this case. Notably, since the loss functions or the quantity of the datasets were different for each method, the direct comparison of loss value did not have meaning.

We explain the procedure to evaluate the estimation accuracy of the trained model. To quantitatively evaluate the prediction accuracy, the mean squared error (MSE) of the standardized state of trajectories between the prediction results of the NN $\hat{\mathbf{x}}$ and experimental results $\mathbf{x}$ was employed. This index was defined as follows:

$$L_{MSE} = \frac{1}{N_T} \sum_{i=0}^{N_T} \sum_{j=1}^{6} \left( \frac{x_j(t_i) - \hat{x}_j(t_i)}{\sigma_j} \right)^2$$

(26)

Here, $\sigma_j$ is the standard deviation of $\hat{x}_j$ in the test data set.

The comparative results of Eq. (26) between the NN and MMG models are summarized in Table 9. The results of the NN model were shown as the mean values and standard deviations since the calculations were conducted for five different random seeds. The random maneuvering and turning tests had long measurement records. Therefore, to avoid the accumulation of error, the time domain simulation was restarted at every 100 seconds. By avoiding the accumulation of error, we highly expected the optimization performance to improve. At every restart, the initial condition was reset to the measured experimental value. Besides, since the setting of initial values in Type-2 was different from others, the way initial values were assigned was changed. While $i = 0, 1, \ldots, m-1$, after the simulation was calculated using Eqs. (21) and (22), the position $\mathbf{p}(t_{n,i})$ and velocity $\mathbf{v}(t_{n,i})$ were overwritten by Eq. (20). At this time, the latent variable $z_t$ was not overwritten, but was resubstituted as an input feature in the next time step.

4.1 Comparison of NN Models

In this section, by comparing Type-1 and Type-2, the dependency of the prediction accuracy on the model was discussed. In Type-1, the RNN that ignores the memory before a certain time expressed in Eq. (10) was used. In Type-2, the “standard” RNN model expressed in Eq. (8) was used. Eq. (24) was used as the loss function, and Train-TZRB+ was used as the training data set.

Table 9 shows that the value $L_{MSE}$ of Type-1 was always lower than the value of the Type-2. Generally speaking, if the memory span $m$ of the NN model in Type-1 was made longer, the prediction accuracy could be improved. However, Table 9 shows that the estimation accuracy did not necessarily improve in large memory step $m$, which implied that using long distant past information might deteriorate the performance of the dynamic system. Considering the zigzag test. Zig-zag motion is a result of periodic control. Then, in its long periodicity might be considered. However, its long-distant memories were not generally essential for dynamical system modeling. Therefore, when predicting the maneuvering model, the memory span $m$ should be the span that is physically affected. In other words, if the memory span $m$ is an appropriate span that is not too long, the prediction accuracy will improve.

4.2 Comparison of Loss Function

In this section, comparing Type-1 and Type-3, the dependency of the prediction accuracy on the loss function was discussed. In Type-1, the proposed loss function [Eq. (24)] was used. In Type-3, the loss function that directly evaluates acceleration [Eq. (17)] was used. Eq. (10) was used as the NN model, and Train-TZRB+ was used as the data set. In addition to Table 9, the simulation results of Type-1 and Type-3 in the random maneuver test dataset are shown in Fig. 4.

In Table 9, Type-3 generally showed extremely larger prediction error than Type-1. This is because, in Random and Zigzag maneuvers, the simulation of Type-3 shows the tendency of divergence.

Besides, Fig. 4 shows that, in the proposed loss function, the predicted position and velocities almost coincided with those of the experimental results, whereas the accelerations did not show a good coincidence. Notably, as stated above, experimentally obtained accelerations, $\dot{u}$ and $\dot{v}_m$, were likely to include noises and spikes since these properties were derived from the time differentiation for the position data from GNSSs. Some parts of the spikes in experimental data were induced by data processing, i.e., time differentiation. These results showed that the proposed loss function [Eq. (24)] enabled us to
Table 9: Mean squared error $L_{MSE}$ of the prediction in Test data set

| MMG EDF Coef. | Type-1 | Type-2 | Type-3 | Type-4 | Type-5 |
|---------------|--------|--------|--------|--------|--------|
| Random        | 0.272  | 0.236  | 0.003  | 0.241  | 0.005  | 0.488  | 0.022  | 0.262  | 0.007  |
| Turning       | 0.858  | 0.713  | 0.011  | 0.728  | 0.017  | 0.864  | 0.100  | 0.701  | 0.019  | 0.785  | 0.024  |
| Zigzag        | 0.036  | 0.052  | 0.024  | 0.058  | 0.031  | 91.76  | 124.6  | 0.144  | 0.053  | 0.055  | 0.030  |
| Berthing1     | 0.189  | 0.069  | 0.014  | 0.140  | 0.101  | 91.76  | 124.6  | 0.144  | 0.053  | 0.055  | 0.030  |
| Berthing2     | 0.100  | 0.138  | 0.023  | 0.167  | 0.053  | 1.163  | 0.617  | 0.302  | 0.062  | 0.294  | 0.043  |
| Berthing3     | 0.036  | 0.052  | 0.024  | 0.058  | 0.031  | 634.8  | 1264   | 0.144  | 0.053  | 0.055  | 0.030  |

Figure 4: Comparison of the trajectories obtained for two loss functions [Eqs. $(24)$ and $(17)$]. The training dataset is Train-TZRB+ in both methods.

4.3 Comparison of Dataset

In this section, comparing Type-1, Type-4, and Type-5, the dependency of prediction accuracy on the data set was assessed. In Type-1, Train-TZRB+, which has the largest data, was used as the dataset. In Type-4, Train-TZB, which did not contain random maneuvering test data, was used as the dataset. In Type-5, Train-TZRB, which contained the random maneuvering test data, was used as the dataset. To confirm the effectiveness of the random maneuvering test, Train-TZB and Train-TZRB have the same amount of data.

From Table 9, the performance of Type-1 was better than those of Type-4 and Type-5, which implied that a larger amount of dataset made the NN model more accurate. However, it is unrealistic to acquire an extremely large amount of training data. Therefore, the balance of the amount of data and the prediction accuracy should
be considered in practical applications.

Comparing Type-4 and Type-5, in Table 9, the prediction accuracy of the random maneuver test using the NN trained for Type-5, namely Train-TZRB, was better. Meanwhile, in the turning and zigzag tests, the prediction accuracy of the NN trained for Type-4, namely, Train-TZB, was better. These simply implied that the prediction accuracy for test datasets apparently depended on the inclusion of similar data in the training dataset.

From Table 9, the result of Type-5 was better in Berthing1 and Berthing2, and slightly better in Berthing3. In other words, in berthing test, which was the focus of this study, the prediction accuracy of Type-5 was generally better than that of Type-4. Therefore, the inclusion of random maneuvering tests in the training dataset successfully made the prediction performance of NN better, even in the berthing control.

### 4.4 Comparison with MMG

In this section, the results using the MMG model and the NN model, particularly Type-1 and Type-5, were compared. The coefficients of the MMG model were determined by the captive model tests [50]. The simulation results of Type-1 and the MMG model in berthing test dataset are shown in Figs. 5 to 7. In Type-1, the results of five patterns with different random seeds was drawn.

Table 9 shows that, in the random, turning, and zigzag tests, the prediction accuracies of Type-1 and Type-5 were better than that of the MMG model, which might be because the training dataset contained enough motion data similar to the test dataset.

Meanwhile, in Berthing1 and Berthing3, the prediction accuracy of the MMG model was better than those of Type-1 and Type-5, whereas the prediction accuracy of Type-1 and Type-5 was better than that of the MMG model in Berthing2, which could be considered that although maneuvers, which imitates the berthing motion were conducted in random maneuvering tests, the prepared training data failed to sufficiently cover the complex motion in actual berthing maneuver.

However, the comparisons of all five trajectories for Type-1 are shown in Figs. 5 to 7. From these figures, although the results slightly depended on the random seeds, it was understood that the Type-1 results showed good prediction performance compared with the MMG model results. Moreover, increasing the percentage of berthing tests in the training data significantly contributes in improving the prediction accuracy of the berthing maneuvers.

### 5 Conclusion

In this research, the following five main outcomes were uncovered. (i) Low-speed maneuvering model could be well approximated by RNN. (ii) Comparison of two RNN models showed that the prediction accuracy of the RNN that ignores the memory before a certain time was better than the “standard” RNN. (iii) To eliminate or reduce the adverse effect of the noise included in the measurement data, a loss function that evaluated positions and velocities instead of acceleration directly was newly proposed. Then, the NN trained under the proposed loss function showed a significant improvement in prediction accuracy. (iv) To obtain a better NN that can predict ship trajectories under berthing control, not only the usual maneuvering data, such as turning and zigzag tests, but also random maneuver tests were used in the training phase of NN. Then, it was confirmed that the inclusion of random maneuver tests in the training data significantly improved prediction performance. (v) The performance of the NN and MMG models were compared. Concerning random maneuvering, turning, and zigzag tests, which were sufficiently included in the training dataset, the prediction accuracy of the NN model was better than that of the MMG model. Meanwhile, concerning the berthing
maneuvers, which were not sufficiently included in the training data, the prediction accuracy of the MMG model was better than the NN model.

In the proposed prediction method using NN, the prediction accuracy strongly depended on the dataset, in particular the amount of data and types of maneuvers in the data set. In addition, the prediction accuracy depended on random seeds. Therefore, the proposed method using RNN is not necessarily considered to be perfect. To make the proposed method more reliable and precise, preparation of the appropriate and sufficient amount of training data are essential. The detailed exploration for this point will be one of our future studies.
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