Results and conjectures on a toy model of depinning
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Abstract. We review recent results and conjectures for a simplified version of the depinning problem in presence of disorder which was introduced by Derrida and Retaux in 2014. For this toy model, the depinning transition has been predicted to be of the Berezinskii–Kosterlitz–Thouless type. Here we discuss under which integrability conditions this prediction can be proved and how it is modified otherwise.
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1. Introduction

The depinning transition in one dimension in presence of disorder has been for many years [15, 13, 16] a challenging problem in the theory of disordered systems (see the appendix). Trying to determine the critical behavior of the free energy at this transition has led to introduce several simplified versions of the problem. The goal of the present paper is to review the main recent results and main open questions for one of these simplified versions (see equation (5) below).

Let us first formulate a general question posed by the version of the depinning problem on a hierarchical lattice. Given a non-negative random variable $X_0$, what can be said [13] of the law of the random variable $X_n$ defined recursively via the following deterministic formula: for all $n \geq 0$,

$$X_{n+1} = G(X_n^{(1)} + X_n^{(2)}),$$

where $X_n^{(1)}$ and $X_n^{(2)}$ are independent random variables having the law of $X_n$? Here, we assume that $G : [0, \infty) \to [0, \infty)$ is a continuous, piecewise differentiable, convex, non-decreasing function such that $G(0) = 0$, $0 \leq G'(0) < \frac{1}{2}$ and that

$$G(x) = x - c + o(1), \quad x \to \infty,$$

for some constant $c > 0$.

If $X^*$ is the non-zero positive solution of $X^* = G(2X^*)$, it is clear that the free-energy $F_\infty$ defined by

$$F_\infty \equiv \lim_{n \to \infty} \frac{\langle X_n \rangle}{2^n},$$

vanishes if the support of $X_0$ is included in the interval $[0, X^*]$ while it is strictly positive when this support is included in $(X^*, \infty)$. Therefore as one varies the initial distribution of $X_0$, one should cross a critical manifold (in the space of these distributions) which separates the domain where $F_\infty = 0$ from the domain where $F_\infty > 0$.

Given $G$, the basic questions we ask ourselves are: How to characterize this critical manifold (and to start with, whether it exists)? How does $F_\infty$ vanish as one approaches this manifold?

As explained in the appendix an example of such a $G$, motivated by the depinning problem on a hierarchical lattice, is

$$G(x) = \ln \left( \frac{e^x + b - 1}{b} \right), \quad x \geq 0,$$

where $b > 2$ is a fixed constant (in this case $X^* = \ln(b - 1)$).

A simplified recursion (which can be obtained, up to a rescaling on $x$, as the $b \to \infty$ limit of (4)) was proposed in [14]:

$$X_n = \max \left[ X_{n-1}^{(1)} + X_{n-1}^{(2)} - 1, 0 \right].$$

To avoid discussing an obvious case we will consider everywhere that $P(X_0 \geq 2) > 0$. The free energy (3) is then defined as follows:

$$F_\infty \equiv \lim_{n \to \infty} \frac{\langle X_n \rangle}{2^n}.$$
The existence of the limit is immediate since \( n \mapsto \langle X_n \rangle \) is non-increasing. Here we wish to understand how the free-energy (6) depends on the law of \( X_0 \) in particular near the transition between the phase where \( F_\infty = 0 \) and the phase where \( F_\infty > 0 \).

When \( X_0 \) is integer-valued and non-negative (which is the only case we consider in the present review), it is more convenient to study (5) via the moment generating function:

\[
H_n(z) \equiv \langle z^{X_n} \rangle.
\]

Then (5) is equivalent to the following recursion

\[
H_{n+1}(z) = \frac{H_n(z)^2 - H_n(0)^2}{z} + H_n(0)^2.
\] (7)

The simplest approach to study (7) would be to look for its fixed points. This turns out to be fruitless because all fixed points have negative coefficients in their expansion in powers of \( z \) and therefore cannot be the generating functions of probability distributions.

The recursion (7) was first studied by Collet, Eckmann, Glaser and Martin [11, 10] in the context of spins glasses. A remarkable result in [11] is the characterization of the critical manifold: defining

\[
\Delta \equiv 2H'_0(2) - H_0(2),
\] (8)

(with the convention \( \Delta \equiv \infty \) if \( \langle X_0 2^{X_0} \rangle = \infty \)), then they proved that

\[
F_\infty = 0 \quad \text{if } \Delta \leq 0,
\]

\[
F_\infty > 0 \quad \text{if } \Delta > 0.
\]

As such, the critical manifold is

\[
\Delta = 0,
\] (9)

and the value of \( \Delta \) measures the distance to the critical manifold.

Our goal is to give an overview on various predictions and rigorous results about the recursive equation (5). Most of these predictions and results concern systems on the critical manifold (9), with the exception of Sections 6 and 9 where we discuss the free energy for slightly supercritical systems. In the following we will always consider that the random variable

\[
X_0 \text{ is integer-valued and non-negative.}
\] (10)

In most sections we will also impose either the integrability condition

\[
\langle X_0 2^{X_0} \rangle < \infty
\] (11)

which is always satisfied on the critical manifold (8,9) or the stronger condition

\[
\langle X_0^3 2^{X_0} \rangle < \infty.
\] (12)

The paper [25] presents an interesting continuous-time related model. When the initial distribution is exponential, it answers all the analogous questions for the continuous-time model, sometimes with different numerical values of constants due to the continuous-time setting.
2. The sustainability probability $P(X_n > 0)$

In this section we discuss the large $n$ decay of $P(X_n > 0)$ when the distribution of $X_0$ is on the critical manifold (see (8,9)) implying that (11) is satisfied.

It has been shown [11, 5] that $P(X_n > 0) \to 0$ on the critical manifold. The question is about the rate at which this probability goes to 0.

2.1. Conjectures

It was first predicted in both [11] and [14], but without precision on integrability condition on $X_0$, that

$$P(X_n > 0) \sim \frac{4}{n^2}, \quad n \to \infty.$$  \hfill (13)

[Notation: $a_n \sim b_n$ means $\lim_{n \to \infty} \frac{a_n}{b_n} = 1$.]

In [7], it was realized that (13) should only be valid when condition (12) is satisfied ($\langle X_0^3 2^{X_0} \rangle < \infty$). For $P(X_0 = k) \simeq c_0 k^{-\alpha} 2^{-k}$, $k \to \infty$, for some $\alpha \in (2, 4]$ (implying that $\langle X_0^3 2^{X_0} \rangle = \infty$), the equation (13) should be replaced by

$$P(X_n > 0) \sim \frac{c(\alpha)}{n^2}, \quad n \to \infty,$$  \hfill (14)

where $c(\alpha) := \frac{\alpha(\alpha-2)}{2}$.

2.2. Results

It has been proved in [7] that if

$$\langle z^{X_0} \rangle < \infty \text{ for some } z > 2,$$  \hfill (15)

then

$$P(X_n > 0) = \frac{1}{n^{2+o(1)}}, \quad \langle X_n \rangle = \frac{1}{n^{2+o(1)}}, \quad n \to \infty.$$  \hfill (16)

Without the assumption (15), much less is known [5]:

$$P(X_n > 0) = O\left(\frac{1}{n}\right), \quad \sum_{n} P(X_n > 0) < \infty.$$  \hfill (17)

The first inequality in (17) follows from the forthcoming (26) and the Markov inequality $P(X_n > 0) \leq \langle 2^{X_n} \rangle - 1$.

Note that without the assumption (15) it has not even been proved that $O\left(\frac{1}{n}\right)$ in (17) can be replaced by $o\left(\frac{1}{n}\right)$.

3. Weak convergence

In this section we assume again that the system is on the critical manifold (8,9). Being on the critical manifold implies $X_n \to 0$ in $L^1$ [5]. However, since $P(X_n > 0) > 0$, we are entitled to condition on the event $X_n > 0$. The basic question is: given $X_n > 0$, does $X_n$ converge weakly?
3.1. Conjectures

It is predicted in [5] without precision on integrability condition on $X_0$ that for any integer \( k \geq 1 \), we would have

\[
\lim_{n \to \infty} P(X_n = k \mid X_n > 0) = \frac{1}{2^k}.
\]  

(18)

In words, conditionally on being positive, $X_n$ would converge weakly to a geometric distribution of parameter $\frac{1}{2}$. This together with (13) would imply

\[
\langle X_n \rangle \sim \frac{8}{n^2}.
\]  

(19)

when $\langle X_0^2 \rangle < \infty$. If true, this would considerably refine the second part of (16).

On the other hand (see (14) and (18)) for $P(X_0 = k) \simeq c_0 k^{-\alpha} 2^{-k}$ as $k \to \infty$, for some $\alpha \in (2, 4]$, one expects (19) to be replaced by:

\[
\langle X_n \rangle \sim \frac{2c(\alpha)}{n^2}.
\]  

(20)

3.2. Results

No rigorous result has yet been proved so far concerning weak convergence on the event $X_n > 0$. It is not even clear how to prove (conditional) tightness: under suitable integrability condition on $X_0$, is it true that

\[
\lim_{k \to \infty} \lim_{n \to \infty} \sup P(X_n \geq k \mid X_n > 0) = 0?
\]

4. Scaling function in the generic case (i.e. when $\langle X_0^2 \rangle < \infty$)

In this section we discuss the scaling form of $P(X_n = k)$ when the system is on the critical manifold (8,9) and when the stronger integrability condition (12) is satisfied ($\langle X_0^2 \rangle < \infty$).

4.1. Conjectures

We have seen in (18) that conditionally on $X_n > 0$, $X_n$ is expected to be geometric. It was even predicted in [14], without precision on integrability condition on $X_0$, that:

\[
P(X_n = k) = \frac{4}{n^2} \frac{1}{2^k} e^{-2k/n} + o \left( \frac{1}{n^2} \right), \quad n \to \infty,
\]  

(21)

uniformly for integers $k \geq 1$. This would imply (13) and (18).

We now believe (see Section 8) that (21) would only hold under the assumption $\langle X_0^2 \rangle < \infty$.

4.2. Results

The (conditional) exponential scaling function in (21) is not valid without the assumption $\langle X_0^2 \rangle < \infty$, and should be replaced by a more complicated scaling function (see Section 8).
5. Moment generating function

Here again we assume that the system is on the critical manifold \(8,9\) implying that condition \(11\) is satisfied.

5.1. Conjectures

It was predicted in \([11, 5]\) that (upon suitable integrability conditions on \(X_0\)),
\[
\langle 2^{X_n} \rangle - 1 \sim \frac{2}{n},
\]
and that for \(z \in (0, 2)\) \(\{1\}\),
\[
\langle z^{X_n} \rangle - 1 \sim \frac{z - 1}{2 - z} \frac{8}{n^2}.
\]

Also, we believe that upon suitable integrability conditions on \(X_0\), for any integer \(q \geq 2\), there exist constants \(a(q) \in (0, \infty)\), depending on the law of \(X_0\), such that
\[
\langle X_q^{2^{X_n}} \rangle \sim a(q) n^{q-1}.
\]

(According to \(21\) one can even predict that \(a(q) = 2^{1-q} q! .\) Note that for \(q = 0\), we have \(\langle 2^{X_n} \rangle \to 1\) (see \(25\) below), and that for \(q = 1\), it follows from \(9\) that \(\langle X_1^{2^{X_n}} \rangle = \langle 2^{X_n} \rangle \to 1\).

5.2. Results

It has been shown \([5]\) that
\[
\langle 2^{X_n} \rangle \to 1.
\]
Assuming \(\langle X_0^2 2^{X_0} \rangle < \infty\), it was proved \([4]\) that there exist constants \(0 < c_1 \leq c_2 < \infty\), depending on the law of \(X_0\), such that for all \(n \geq 1\),
\[
\frac{c_1}{n} \leq \langle 2^{X_n} \rangle - 1 \leq \frac{c_2}{n},
\]
and also that
\[
c_3 n^2 \leq \prod_{i=0}^{n-1} \langle 2^{X_i} \rangle \leq c_4 n^2,
\]
for some constants \(0 < c_3 \leq c_4 < \infty\) depending on the law of \(X_0\). [The assumption \(\langle X_0^2 2^{X_0} \rangle < \infty\) is not needed for the second inequality in \(27\).] Note that \(27\) is in agreement with \(22\).

For \(\langle X_0^k 2^{X_n} \rangle\), it has been proved \([7]\), using the recursion \([7]\), that for any integer \(k \geq 2\), if \(\langle X_0^k 2^{X_0} \rangle < \infty\), then there exist constants \(0 < c_5(k) \leq c_6(k) < \infty\) depending on the law of \(X_0\), such that
\[
c_5(k) n^{k-1} \leq \langle X_0^k 2^{X_n} \rangle \leq c_6(k) n^{k-1}, \quad n \geq 1.
\]
Under the stronger assumption that \(\langle z^{X_0} \rangle < \infty\) for some \(z > 2\), the following is true \([7]\) for any \(\lambda > 0\) and any integer \(k \geq 1\),
\[
\liminf_{n \to \infty} \frac{\langle X_0^k 2^{X_n} 1_{\{X_n \geq \lambda n\}} \rangle}{n^{k-1}} > 0.
\]
6. Free energy (see (6))

In this section we discuss the critical behavior of the free energy (6) when condition (11) is satisfied (i.e. when $\langle X_0 \cdot 2^{X_0} \rangle < \infty$).

When the system is supercritical, i.e. when $F_{\infty} > 0$, there is no non-trivial example for which the value of $F_{\infty}$ can be computed exactly. However, when a supercritical system is “nearly supercritical”, in the sense that $\Delta$, defined in (8) and standing for the distance to the critical manifold, is positive but very small, one expects to see universal behaviors of the free energy.

6.1. Conjectures

The model is expected to have a Berezinskii–Kosterlitz–Thouless type phase transition of infinite order; more precisely, the following prediction was made in [14] (often referred to as the Derrida–Retaux conjecture for the free energy of the system): there would exist a constant $c_7 \in (0, \infty)$ depending on the law of $X_0$, such that when $\Delta \to 0^+$,

$$F_{\infty} = \exp \left(- \frac{c_7 + o(1)}{\Delta^{1/2}} \right).$$

(30)

As for (13) this prediction was made without precision on integrability. Now we believe that it should only be valid when condition (12) is satisfied ($\langle X_0^3 \cdot 2^{X_0} \rangle < \infty$). Otherwise the exponent $1/2$ should be replaced by an exponent $\theta$ as in the result (32) below.

6.2. Results

The exponent $1/2$ predicted in (30) was proved under suitable integrability conditions on $X_0$. More precisely, it was established in [6] that if $\langle X_0^3 \cdot 2^{X_0} \rangle < \infty$, then

$$F_{\infty} = \exp \left(- \frac{1}{\Delta^{(1/2) + o(1)}} \right), \quad \Delta \to 0^+.$$  

(31)

Furthermore, the condition $\langle X_0^3 \cdot 2^{X_0} \rangle < \infty$ was proved [6] to be necessary for the validity of the exponent $1/2$ in (30): in particular if $P(X_0 = k) \sim c_0 \cdot 2^{-k} k^{-\alpha}$ for $k \to \infty$, where $\alpha \in (2, 4]$ and $c_0 \in (0, \infty)$ is a constant, then (31) is replaced by

$$F_{\infty} = \exp \left(- \frac{1}{\Delta^{\theta + o(1)}} \right), \quad \Delta \to 0^+,$$

(32)

with $\theta = \theta(\alpha) := \frac{1}{\alpha - 2}$. As such, (32) suggests another family of universal behaviors of the system under weaker integrability conditions i.e. when $\langle X_0^3 \cdot 2^{X_0} \rangle = \infty$. More discussions are made on this new classes of universality in Section 8.

7. Open subtree

In this section we show that one can associate to each realization of $X_n$ a tree. We will assume that the system is on the critical manifold (8,9) so that condition (11) is satisfied.
There is a natural hierarchical representation for the system $[14, 11]$ as a tree. Each vertex in the initial generation is attached with a spatial random variable; these random variables are i.i.d. having the distribution of $X_0$. More generally, for any $i \geq 0$, the random variables associated to each of the vertices at generation $i$ are i.i.d. having the same distribution as $X_i$. We are interested in the system leading to a given vertex at generation $n$. See Figure 1.
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**Figure 1.** The random variable $X_n$ is a deterministic function of $2^n$ independent realizations of the random variable $X_0$ located at the top of a binary tree.

Each of the $2^n$ vertices at the initial generation has a unique path to the vertex at the bottom of the tree (the one at generation $n$). A path is called open if, everywhere along the path, $a + b \geq 1$ in the transformation $(a, b) \mapsto (a + b - 1)^+$. So everywhere along an open path, one has $(a + b - 1)^+ = (a + b - 1)$ (see Figure 2).

![Figure 2](image2)

**Figure 2.** An example with $n = 4$. Open paths are represented by thick lines; they form the open subtree. The other paths are represented by dashed lines. The number of open branches is $N_n = 6$. Also, $N_n^{(0)} = 2$, $N_n^{(1)} = 1$, $N_n^{(2)} = 1$, $N_n^{(3)} = 1$, $N_n^{(4)} = 1$, and $N_n^{(k)} = 0$ for $k \geq 5$.

The set of all open paths forms a subtree. This subtree with $n$ generations, denoted by $T_n^{\text{open}}$, is called the open subtree. We want to consider quantitative characteristics of
this subtree $T_n^{\text{open}}$, such as its number of leaves $N_n$, or the joint distribution of $N_n$ and $X_n$. Note that it is possible to have $N_n \geq 1$ and $X_n = 0$ simultaneously.

For $k \in \{0, 1, 2, \ldots \}$, it is sometimes convenient to count $N_n^{(k)}$, the number of open paths starting from vertices at the initial generation whose associated spatial value is $k$. (Note that it is possible to have $N_n^{(0)} \geq 1$). Obviously,

$$N_n = \sum_{k=0}^{\infty} N_n^{(k)}.$$  

For $n = 0$, we define $N_0^{(k)} \equiv 1_{\{X_0 = k\}}$, and $N_0 \equiv 1$. See Figure 2.

### 7.1. Conjectures

Let $x > 0$. Upon suitable integrability conditions on $X_0$, it is expected [8] that conditionally on $X_n = \lfloor xn \rfloor$, $N_n$ converges weakly to a limiting distribution; furthermore, under the Gromov–Hausdorff metric, conditionally on $X_n = \lfloor xn \rfloor$, $\frac{1}{n} T_n^{\text{open}}$ converges weakly to a random tree $\mathcal{T}$. (See [29] for the formalism of the Gromov–Hausdorff metric applied to random trees.)

The law of this limiting tree $\mathcal{T}$, which turns out to be the same as found for the continuous-time model [25], can be characterized as follows:

- The spatial value of the tree $\mathcal{T}$ at the root is $x > 0$, and the height of the tree is 1;
- The spatial value of the tree increases linearly (with coefficient 1) along each branch until reaching a branching place;
- Along each branch, branching occurs at rate $\frac{2\mu_s}{(1-s)^2}$ at height $s$, where $\mu_s$ stands for the spatial value at height $s$ on the branch;
- At each branching, which is binary, the spatial value is split into two random parts according to the uniform law;
- Branching places and split of the spatial values are independent of each other and of everything else.

See Figure 3 for an example.

It is also expected that upon suitable integrability conditions ($\langle X_0^3 2^{X_0} \rangle < \infty$) on $X_0$,

$$\langle N_n \rangle \to A \in (0, \infty), \quad n \to \infty,$$

for some constant $A \in (0, \infty)$ depending on the law of $X_0$ and that for $\lambda = O(n^{-1/2})$

$$\langle e^{\lambda N_n} \rangle - 1 \sim -\frac{4}{n^2} + \frac{3A\lambda}{\sin^2\left(\frac{n\sqrt{3A\lambda}}{2}\right)}$$

for all integer $q \geq 2$,

$$\langle N_n^q \rangle \sim b(q) A^q n^{2(q-1)}, \quad n \to \infty,$$

where the $b(q) \in (0, \infty)$ are constants depending on $q$. Their expressions can be obtained from the Taylor expansion of (34).
7.2. Results

There has been no rigorous result on the scaling limit of $\mathcal{T}$. On the other hand, it is, from a technical point of view, convenient to study $X_n$ biased by $N_n$ or by $N_n^{(k)}$ for a given $k \geq 0$. For example, the following recursive formula has been obtained in [6]: for any integer $k \geq 0$,

$$\langle (1 + X_n)2^{X_n} N_n^{(k)} \rangle = \langle (1 + X_0)2^{X_0} N_0^{(k)} \rangle \prod_{i=0}^{n-1} \langle 2^{X_i} \rangle, \quad n \geq 1. \quad (36)$$

Summing over $k \geq 0$ on both sides of (36), it is immediately seen that the identity holds also for $N_n$ and $N_0$ replacing $N_n^{(k)}$ and $N_0^{(k)}$, respectively. By definition, $\langle (1 + X_0)2^{X_0} N_0^{(k)} \rangle = (k + 1)2^k P(X_0 = k)$, whereas $\prod_{i=0}^{n-1} \langle 2^{X_i} \rangle$ has order of magnitude $n^2$ for large $n$ (see (27) for a more precise statement) under the additional assumption $\langle X_0^3 2^{X_0} \rangle < \infty$; so the formula (36) gives some information about $X_n$ when biased by $N_n^{(k)}$ or by $N_n$.

Another interesting inequality was proved in [7]: for $n \geq 0$ and $\ell \geq 0$,

$$\langle N_n^{(0)} 1_{\{X_n = \ell\}} \rangle \leq \frac{1}{2\ell}. \quad (37)$$

In particular, we get $\langle N_n^{(0)} \rangle \leq 1$ for all $n \geq 0$.

8. Heavy tails with a transition

In probability theory, the central limit theorem says that sum of i.i.d. real-valued random variables, suitably normalized, converges weakly to the Gaussian distribution under the assumption of finite second moment, and that we get a stable distribution in the limit
law if the latter assumption is conveniently weakened. This is a common phenomenon in many probability settings. For our system (5), the assumption $\langle X_0^3 2 X_0^2 \rangle < \infty$ plays the role of finite second moment in the central limit theorem (one should imagine $\langle X_0^3 2 X_0^2 \rangle$ as the second moment of $X_0$ under an appropriate measure change, though nothing rigorous has been proved in this sense), under which the Derrida–Retaux conjecture for the free energy has been proved whereas a different exponent shows up under a weaker integrability assumption (see Section 6 for discussions on the free energy). In this section, we discuss the system under the weaker integrability assumption i.e. $\langle X_0^2 \rangle < \infty$ but $\langle X_0^3 \rangle = \infty$, and refer the system to the “stable system”.

Throughout this section, we assume $P(X_0 = k) \sim c_0 2^{-k} k^{-\alpha}, k \to \infty$, for some $2 < \alpha \leq 4$ and a constant $c_0 \in (0, \infty)$. Therefore (11) is satisfied but not condition (12) (as $\langle X_0^3 \rangle = \infty$).

### 8.1. Conjectures

It has been mentioned in (14) that

$$P(X_n > 0) \sim \frac{c(\alpha)}{n^2}, \quad n \to \infty,$$

with $c(\alpha) := \frac{\alpha(\alpha-2)}{2}$.

More generally, one expects [8] that the exponential function profile $e^{-2k/n}$ in (21) for $2^k P(X_n = k \mid X_n > 0)$ should be replaced by a more complicated function

$$P(X_n = k) = \frac{4}{n^2} \frac{1}{2^k} F \left( \frac{k}{n} \right), \quad n \to \infty,$$

(38)

where $F(x)$ is solution of the

$$xF' + 2F + F' + \frac{1}{2} \int_0^x F(y)F(x-y) \, dy = 0 \quad \text{with} \quad F(0) = \frac{\alpha(\alpha-2)}{2}. \quad (39)$$

The number of open branches also changes in stable systems. For example, unlike in (33) and (35) we believe that for the following large $n$ behaviors of the expected number of open branches

$$\langle N_n \rangle \asymp n^{\alpha-4} \quad (40)$$

and of the higher moments for any integer $q \geq 2$,

$$\langle N_n^q \rangle \asymp n^{q(\alpha-2)-2} \quad (41)$$

where $a_n \asymp b_n$ means that $0 < \lim \inf \frac{a_n}{b_n} < \lim \sup \frac{a_n}{b_n} < \infty$.

Let $x > 0$. The conditional weak convergence of $\frac{1}{n} T_n^{\text{open}}$ given $X_n = \lfloor xn \rfloor$ is still expected to hold, and the limiting tree $T^{(n)}(\alpha)$ would behave like $T$ as described in Section 7 except for two aspects [8]: for each branch, the branching rate is an inhomogeneous more complicated function of $\mu$, and the split of the spatial value at each branching place is not according to the uniform law any more, but rather according to a law involving the function $F$. 
8.2. Results

We have already mentioned in Section 6 (see (32)) that the free energy in the stable system exhibits a new exponent that is different from the one predicted in the Derrida–Retaux conjecture:

$$F_\infty = \exp \left( - \frac{1}{\Delta^{\theta + o(1)}} \right), \quad \Delta \to 0^+,$$

with $\theta = \theta(\alpha) := \frac{1}{\alpha - 2}$.

Another known result for the stable system concerns the product of moment generating functions: there exist constants $0 < c_9(\alpha) \leq c_{10}(\alpha) < \infty$ depending on $\alpha$ and the law of $X_0$ such that

$$c_9(\alpha) n^{\alpha - 2} \leq \prod_{i=0}^{n-1} \langle 2^{X_i} \rangle \leq c_{10}(\alpha) n^{\alpha - 2}, \quad n \geq 1.$$  \hspace{1cm} (42)

This is to be compared with the formula (27), proved under the “assumption of finite second moment” $\langle X_0^3 2^{X_0} \rangle < \infty$.

9. Heavy tail with no transition

So far, we have always supposed $\langle X_0^3 2^{X_0} \rangle < \infty$. In this section, we consider the case where $\langle X_0^3 2^{X_0} \rangle = \infty$. It is convenient to formulate the discussions in a parametric form. Let $X_0^*$ be a random variable taking values in $\{1, 2, \ldots\}$ such that $\langle X_0^* 2^{X_0^*} \rangle = \infty$, and let $p \in [0, 1]$. Suppose the law of $X_0$ is given by

$$P_{X_0} = p P_{X_0^*} + (1 - p) \delta_0,$$

where for each random variable $\xi$, $P_\xi$ denotes its law, and $\delta_0$ is the Dirac measure. The free energy $F_\infty$ being a non-decreasing function of $p$, there exists $p_c \in [0, 1]$ such that

$$F_\infty = 0 \quad \text{for} \quad p < p_c \quad \text{and} \quad F_\infty > 0 \quad \text{for} \quad p > p_c.$$

As $\langle X_0^* 2^{X_0^*} \rangle = \infty$, being on the critical manifold $\Delta = 0$ in (8,9) implies that $p_c = 0$ (otherwise $\langle X_0^3 2^{X_0} \rangle$ would be infinite and $\Delta$ would also be infinite).

When $p_c = 0$, a new exponent appears in the slightly supercritical system 26 assuming $c_{11} k^{-\beta} 2^{-k} \leq P(X_0^* \geq k) \leq c_{12} k^{-\beta} 2^{-k}$ for some $0 < c_{11} \leq c_{12} < \infty$, $\beta \in (-\infty, 2)$ and all sufficiently large $k$,

$$F_\infty = \exp \left( - \frac{1}{p^{\theta_1 + o(1)}} \right), \quad p \to 0^+,$$

with $\theta_1 = \theta_1(\beta) := \frac{1}{2 - \beta}$. \hspace{1cm} (43)

10. Further discussions and questions

The recursion formula 5 defining our system $X_{n+1} = \max[X_{n-1}^{(1)} + X_{n-1}^{(2)} - 1, 0]$, in the setting of the hierarchical representation (Section 7), has the natural interpretation that each individual inherits the total of the parents’s wealth while paying a unit amount of tax, unless the parents’s wealth is null in which case the individual pays no tax.
10.1. Paying more tax

What happens to a system defined by \( X_{n+1} = \max\{X_{n-1}^{(1)} + X_{n-1}^{(2)} - 2, 0\} \)? If the law of \( X_0 \) is supported in \( \{0, 2, 4, \ldots\} \), then by considering \( Y_n := \frac{X_n}{2} \), we recover our original system. However, if the law of \( X_0 \) is not supported in \( \{0, 2, 4, \ldots\} \), it is even not clear how to characterize the critical manifold. More generally what happens if \( X_0 \) is real rather than integer?

10.2. Many parents

The recursion formula defining our system \( X_{n+1} = \max\{X_{n-1}^{(1)} + X_{n-1}^{(2)} - 1, 0\} \), can obviously be extended [11] to \( X_{n+1} = \max\{X_{n-1}^{(1)} + \cdots + X_{n-1}^{(m)} - 1, 0\} \), where \( m \geq 2 \) is a fixed integer. The free energy in (6) becomes accordingly \( F_\infty \equiv \lim_{n \to \infty} \frac{\langle X_n \rangle}{m^n} \). All the results and predictions mentioned in this paper can be formulated for \( m \) in place of 2: some of these replacements are straightforward, while others require new ideas. For example, the critical manifold in (9) is now given by \( m(m-1)H_0(m) - H_0(m) = 0 \).

We mention that when \( m \geq 3 \), the analogue of the conjectured scaling limiting open subtree \( T \), introduced in Section [7] should still be binary.

10.3. Random number of parents

In the many parents model, if \( m \geq 1 \) (or even: \( m \geq 0 \)) is a random variable independent of \( (X_i^{(m)}, i \geq 1) \), then we get a system whose genealogical tree is a Galton–Watson tree. The free energy is \( F_\infty \equiv \lim_{n \to \infty} \frac{\langle X_n \rangle}{(m^n)} \). It is possible to get non trivial necessary or sufficient conditions for the critical manifold, but its precise characterization is not yet known.

10.4. General hierarchical models

Concerning the original model [13] \( X_{n+1} = G(X_n^{(1)} + X_n^{(2)}) \) with \( G(\cdot) \) given in (4) for example, all questions remain open (characterization of the critical manifold, free energy, open subtree, universality classes, etc).

11. Appendix

In this appendix we present a short review of the depinning problem in presence of disorder and we explain how it is related to the recursion (5) on which this paper is focused. In presence of disorder, the Poland Scheraga model [35], which is a simple model of depinning or of the denaturation of the DNA molecule, can be formulated as follows: there is a random energy \( \epsilon_i \) on each site \( i \) of a one dimensional lattice of \( L \) sites. These energies are i.i.d. random variables \( \epsilon_1, \epsilon_2, \ldots \epsilon_L \). Then a long molecule of length \( L \) can touch this one dimensional lattice at \( k \) points \( i_1, i_2 \cdots i_k \) (see Figure [4]). A configuration of the molecule is specified by the number \( k \) and the positions \( i_1, i_2 \cdots i_k \).
of the contacts and its weight is given by

\[ W_k(i_1, \cdots i_k) = \exp \left[ -\beta \sum_{n=1}^{k} \epsilon_{i_n} \right] \prod_{n=1}^{k-1} \omega(i_{n+1} - i_n) \]

where the energies appear in the exponential term while the product represents the entropy factors of the loops between successive contacts.

A typical choice for these entropy factors is

\[ \omega(i) = i^{-c} \]  \hspace{1cm} (44)

for some \( c > 1 \) (in fact it is only the large \( i \) decay which has an influence on the nature of the transition). Then the partition function \( Z_L \) is given by

\[ Z_L(\epsilon_1, \cdots \epsilon_L) \equiv \sum_{k \geq 2} \sum_{1=i_1<i_2<\cdots<i_k=L} W_k(i_1, \cdots, i_k) \]

(here all configurations have a contact at \( i_1 = 1 \) and at \( i_k = L \)). As the inverse temperature \( \beta \) or the distribution of the energies \( \epsilon_i \) are changed, the system undergoes a phase transition between a phase where \( F_\infty = 0 \) and a phase where \( F_\infty > 0 \). Here the free energy \( F_\infty \) is defined by

\[ F_\infty \equiv \lim_{L \to \infty} \frac{\langle \ln Z_L \rangle}{L} \]

where the average is over the \( \epsilon_i \).

When all the \( \epsilon_i \) are equal, i.e. in absence of disorder (this is called the pure case), the free energy \( F_\infty \) can be calculated exactly \[35\], the critical manifold can be fully characterized and the system exhibits a first order phase transition or a second order phase transition depending on the value of \( c \).

In presence of disorder, the two main questions are:

(i) How to characterize the critical manifold? In particular one would like to know how the critical manifold is shifted in the case of a weak disorder, i.e. when the distribution of the \( \epsilon_i \)'s is narrow.

(ii) What is the nature of the transition in presence of disorder? In particular does a weak disorder change the nature of the transition?

A number of predictions have been made in the physics literature, sometimes contradictory, \[15, 13, 27, 32, 33, 28, 36\]. It is however now well established under which condition the nature of the transition is the same for the pure system and in the
case of a weak disorder \cite{17, 20, 23, 21, 22} as well as how the transition point is shifted \cite{1, 2, 3, 12}.

Concerning the nature of the transition, the main result \cite{18, 19} is that in presence of disorder, the transition is always smooth, implying the impossibility of first order transitions or of diverging specific heats. Still the precise nature of the singularity is not understood, in particular the 20-years old prediction of a transition of the Berezinskii–Kosterlitz–Thouless type \cite{36} has not yet been confirmed mathematically.

All the above questions can be asked for the version of the depinning problem on a hierarchical lattice \cite{13, 34}. In this case, the partition function (defined only when \( L \) is a power of 2) satisfies a simple recursion

\[
Z_{2L} = \frac{Z_L^{(1)} Z_L^{(2)}}{b} + b - 1
\]

where \( Z_L^{(1)} \) and \( Z_L^{(2)} \) are two independent realizations of \( Z_L \) and the \( Z_1 \)'s are i.i.d. random variables given by

\[
Z_1 = e^{-\beta \epsilon}.
\]

Here \( b \) plays a role similar to the parameter \( c \) in the entropy factor \cite{44}. Clearly if one defines \( X_n \) by

\[
X_n = \ln Z_{2^n}
\]

it satisfies the recursion \cite{44}. As for the original problem, the same questions can be asked. A number of results already exist on the shift of the transition and on the condition for the transition to remain the same for the pure system and in presence of a weak disorder \cite{4, 24, 30, 31}. Still an understanding of the nature of the transition for strong disorder or even for weak disorder when disorder is relevant is lacking.

---
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