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Abstract. In 1997, Katok–Thouvenot and Ferenczi independently introduced a notion of “slow entropy” as a way to quantitatively compare measure-preserving systems with zero entropy. We develop a relative version of this theory for a measure-preserving system conditioned on a given factor. Our new definition inherits many desirable properties that make it a natural generalization of both the Katok–Thouvenot/Ferenczi theory and the classical conditional Kolmogorov–Sinai entropy. As an application, we prove a relative version of a result of Ferenczi that classifies isometric systems in terms of their slow entropy. We also introduce a new definition for the notion of a rigid extension and investigate its relationship to relative slow entropy.

1. Introduction

1.1. Background. In the study of measure-preserving systems, one of the most powerful and classical isomorphism invariants is the Kolmogorov–Sinai entropy rate. It was first introduced for actions of \( \mathbb{Z} \) by Kolmogorov and Sinai in order to answer the question of whether all Bernoulli shifts are isomorphic \[ \text{[Kol58,Kol59,Sin59a,Sin59b]} \]. The theory was eventually extended to actions of any amenable group by Kieffer, Ornstein, Weiss, and others (see e.g. \[ \text{[KW72,Ki75,OW80,MO85]} \]), and has been applied to many other problems in ergodic theory. Much of the theory has also been generalized to describe the conditional entropy of an action relative to a given factor \[ \text{[AR62,WZ92,RW00]} \].

Given a measure space \((X, \mu)\) and a measure-preserving action \(T\), the entropy rate is usually defined as a limit of the normalized Shannon entropies of sequences of partitions of \(X\). However, it can be equivalently described as the exponential growth rate of the number of quasi-orbits of \(T\) required to cover “most” of \(X\) (according to the measure \(\mu\)). This can be viewed as a measure-theoretic analogue of Bowen’s definition of topological entropy \[ \text{[Bow71]} \] (see also \[ \text{[Wal82, section 7.2]} \]).

More recently, Katok–Thouvenot and Ferenczi observed independently \[ \text{[KT97,Fer97]} \] that for systems with zero entropy, while the exponential growth rate of the number of quasi-orbits is always zero, one can look at the growth rate with respect to slower rate functions and still extract a useful isomorphism invariant. The usefulness of this notion is that it provides a quantitative way to compare two different zero entropy systems. Katok and Thouvenot used the phrase “slow entropy” to describe this family of invariants and they used it to show that certain kinds of measure-preserving systems have no smooth realizations. One of Ferenczi’s original uses for it was to give a characterization of Kronecker systems, and more recently there have been several results connecting slow entropy to other dynamical properties \[ \text{[KVW19,CK20,Ada21,AGTW21,Lot22]} \].

The aim of this paper is to develop a conditional version of the slow entropy theory. The notion of relative slow entropy that we will present satisfies many properties that make it a natural generalization of both the relative Kolmogorov–Sinai entropy and the absolute Katok–Thouvenot entropy.
slow entropy. As an application, we also include some examples of natural dynamical properties that can be characterized using relative slow entropy.

1.2. Definitions and notation. Let $G$ be a countable discrete amenable group. A (left) Følner sequence for $G$ is a sequence of finite sets $F_n \subseteq G$ satisfying

$$\lim_{n \to \infty} \frac{|gF_n \cap F_n|}{|F_n|} = 1$$

for any fixed $g \in G$. Unless otherwise specified, all Følner sequences will be assumed to be left Følner sequences.

Let $T$ be a measure preserving action of $G$ on the standard measure space $(X, \mathcal{B}_X, \mu)$ and write $X = (X, \mathcal{B}_X, \mu, T)$. For a finite partition $P = \{P_0, \ldots, P_r\}$ of $X$, define $P(x)$ to be the unique $i \in \{0, 1, \ldots, r-1\}$ such that $x \in P_i$. Also, for a finite subset $F \subseteq G$, let $P^F$ be the partition $\bigvee_{f \in F} T^{f^{-1}}P$ and let $P^F(x)$ be the $(P,F)$-name of $x$, i.e. the word

$$(P(T^f x))_{f \in F} \in \{0, 1, \ldots, r-1\}^F.$$ 

For any partition $P$ and finite subset $F \subseteq G$, define the pseudo-metric $d_{P,F}$ on $X$ by

$$d_{P,F}(x, x') = \frac{1}{|F|} \sum_{f \in F} 1_{P(T^f x) \neq P(T^f x')}.$$ 

This is just the normalized Hamming distance between the two names $P^F(x)$ and $P^F(x')$. For $E \subseteq X$, let $\text{diam}_{P,F}(E)$ be the diameter of $E$ with respect to $d_{P,F}$.

Definition 1.1. Let $F$ be a finite subset of $G$, $\lambda$ any probability measure on $X$, $P$ any partition of $X$, and $\epsilon > 0$. We denote by

$$\text{cov}(\lambda, P, F, \epsilon)$$

the Hamming $\epsilon$-covering number – the smallest $M$ such that there exist sets $E_1, \ldots, E_M \subseteq X$ satisfying $\text{diam}_{P,F}(E_i) \leq \epsilon$ for all $i$ and $\lambda(\bigcup E_i) \geq 1 - \epsilon$. We remark that this number is always finite because $X$ is totally bounded when equipped with any of the pseudo-metrics $d_{P,F}$ (in fact, for any $P$ and any $F$, $X$ is the union of finitely many sets of diameter 0 according to $d_{P,F}$).

Definition 1.2. A rate function is an increasing function $U : \mathbb{N} \to (0, \infty)$ such that $U(n) \to \infty$ as $n \to \infty$. In [KT97] and [Fer97], slow entropy is defined as follows. Let $U$ be a rate function and $(F_n)$ be a Følner sequence for $G$. Given a partition $P$, one defines

$$h_{\text{slow}}^{U,(F_n)}(X, P) = \sup_{\epsilon > 0} \limsup_{n \to \infty} \frac{\text{cov}(\mu, P, F_n, \epsilon)}{U(|F_n|)}.$$ 

Then the slow entropy of $X$ with respect to the rate function $U$ and Følner sequence $(F_n)$ is defined to be

$$h_{\text{slow}}^{U,(F_n)}(X) = \sup_P h_{\text{slow}}^{U,(F_n)}(X, P),$$

where the supremum is taken over all finite partitions of $X$ into measurable sets.

We now relativize this definition to an extension $\pi : X \to Y := (Y, \mathcal{B}_Y, \nu, S)$. Let $\mu = \int \mu_y \, d\nu(y)$ be the disintegration of $\mu$ over $\pi$ (see for example [Bil95] Theorem 33.3).
Definition 1.3. Given a partition $P$, a finite set $F \subseteq G$, and $\epsilon > 0$, we define the relative Hamming $\epsilon$-covering number $\text{cov}(\mu, P, F, \epsilon | \pi)$ to be the smallest $M$ with the following property: there exists a set $S \subseteq Y$ with $\nu(S) \geq 1 - \epsilon$ such that for any $y \in S$, $\text{cov} \left( \mu_y, P, F, \epsilon \right) \leq M$. It can equivalently be defined as

$$\text{cov}(\mu, P, F, \epsilon | \pi) = \inf_{S \subseteq Y : \nu(S) \geq 1 - \epsilon} \sup_{y \in S} \text{cov}(\mu_y, P, F, \epsilon).$$

Definition 1.4. We now define the relative slow entropy of $\pi$ by the analogous formulas

$$h_{\text{slow}}^{U, (F_n)}(X, P | \pi) = \sup_{\epsilon > 0} \limsup_{n \to \infty} \frac{\text{cov}(\mu, P, F_n, \epsilon | \pi)}{U(|F_n|)}$$

and

$$h_{\text{slow}}^{U, (F_n)}(X | \pi) = \sup_P h_{\text{slow}}^{U, (F_n)}(X, P | \pi).$$

1.3. Outline of results. Section 2 is devoted to establishing the basic properties of relative slow entropy. The first essential property it is that it is monotone in both the top system and bottom system.

Theorem 2.3 Consider a commutative diagram of the form

\[
\begin{array}{ccc}
X & \xrightarrow{\pi} & X' \\
\downarrow \pi & & \downarrow \pi' \\
Y & \xrightarrow{\sim} & Y'
\end{array}
\]

where $\overline{\varphi}$ is a factor map and $\varphi$ is an isomorphism. Then

$$h_{\text{slow}}^{U, (F_n)}(X' | \pi') \leq h_{\text{slow}}^{U, (F_n)}(X | \pi)$$

for any rate function $U$ and any Følner sequence $(F_n)$.

Theorem 2.6 Consider a commutative diagram of the form

\[
\begin{array}{ccc}
X & \xrightarrow{\overline{\varphi}} & X' \\
\downarrow \pi & & \downarrow \pi' \\
Y & \xrightarrow{\varphi} & Y'
\end{array}
\]

where $\overline{\varphi}$ is an isomorphism and $\varphi$ is a factor map. Then

$$h_{\text{slow}}^{U, (F_n)}(X | \pi) \leq h_{\text{slow}}^{U, (F_n)}(X' | \pi')$$

for any rate function $U$ and any Følner sequence $(F_n)$.

We also note that it follows immediately from either one of these two results that if $\overline{\varphi}$ and $\varphi$ are both isomorphisms, then $h_{\text{slow}}^{U, (F_n)}(X | \pi) = h_{\text{slow}}^{U, (F_n)}(X' | \pi')$ for any choice of $U$ and $(F_n)$. We refer to this fact throughout as the “isomorphism invariance of relative slow entropy”.
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Remark 1.5. Let $\pi : X \to Y$ and $\pi' : X' \to Y'$ be two extensions. If $U$ is any rate function and $(F_n)$ is any Følner sequence, then in order to show $h^{U,(F_n)}_{\text{slow}}(X | \pi) \geq h^{U,(F_n)}_{\text{slow}}(X' | \pi')$ it is sufficient to show that for any $\epsilon' > 0$ and partition $P'$ of $X'$, there exist an $\epsilon > 0$ and partition $P$ of $X$ so that

$$\text{cov}(\mu, P, F_n, \epsilon | \pi) \geq \text{cov}(\mu', P', F_n, \epsilon' | \pi')$$

for all $n$ sufficiently large.

One of the most important properties of the classical Kolmogorov-Sinai relative entropy rate is that it can be computed via a sequence of relatively generating partitions [ELW21, Theorem 2.20] (see Section 2 for definition). We show that relative slow entropy also has this property.

**Theorem 2.8.** Let $(P_m)_{m=1}^{\infty}$ be a sequence of refining partitions that is generating for $X$ relative to $\pi$. Then

$$h^{U,(F_n)}_{\text{slow}}(X | \pi) = \lim_{m \to \infty} h^{U,(F_n)}_{\text{slow}}(X, P_m | \pi) = \sup_{m} h^{U,(F_n)}_{\text{slow}}(X, P_m | \pi)$$

for any rate function $U$ and any Følner sequence $(F_n)$.

In the non-relative setting for slow entropy, it is known (see [Fer97, Proposition 2] or [Kat80, Theorem 1.1]) that using an exponential rate function recovers the classical entropy rate. We show the same fact for relative slow entropy.

**Theorem 2.14.** Assume that $X$ is ergodic. For $t > 0$, let $U_t(n) = \exp(t \cdot n)$. Let $(F_n)$ be any Følner sequence. Then we have

$$h^{U,(F_n)}_{\text{slow}}(X, P | \pi) = \begin{cases} \infty & \text{if } t < h_{KS}(X, P | \pi) \\ 0 & \text{if } t > h_{KS}(X, P | \pi) \end{cases}$$

for any partition $P$. Equivalently, we have

$$\sup_{\epsilon > 0} \limsup_{n \to \infty} \frac{\log \text{cov}(\mu, P, F_n, \epsilon | \pi)}{|F_n|} = h_{KS}(X, P | \pi)$$

for any partition $P$.

In Section 3 we characterize isometric and weakly mixing extensions in terms of their relative slow entropy. These results are both relativizations and generalizations to all amenable groups of Ferenczi’s result [Fer97, Proposition 3].

**Theorem 3.4.** Suppose that $X$ is ergodic. Then the following are equivalent.

1. $\pi$ is an isometric extension.
2. There exists a Følner sequence $(F_n)$ such that $h^{U,(F_n)}_{\text{slow}}(X | \pi) = 0$ for all rate functions $U$.
3. For any Følner sequence $(F_n)$, $h^{U,(F_n)}_{\text{slow}}(X | \pi) = 0$ for all rate functions $U$.

**Corollary 3.17.** Suppose that $X$ is ergodic. Then $\pi$ is a weakly mixing extension if and only if for every partition $P$ that is not $Y$-measurable, there exists a rate function $U$ and a Følner sequence $(F_n)$ such that $h^{U,(F_n)}_{\text{slow}}(X, P | \pi) > 0$.

Finally, in Section 4 we specialize to $G = \mathbb{Z}$ and explore the notion of relative rigidity. Rigidity is a classical dynamical property that has been well studied, but there is no standardized relative version of the theory. We propose a new definition of what it means for an extension $\pi$ to be rigid and investigate some of its consequences. First, we show that rigid extensions are generic.
Theorem 4.5. Let $Y$ be ergodic. Then the generic extension $\pi : X \to Y$ is rigid.

We also obtain a sufficient condition in terms of relative slow entropy.

Theorem 4.10. Let $Y$ be ergodic. Suppose that there exists a Følner sequence $(F_n)$ for $\mathbb{N}$ such that $h^{L,(F_n)}_{\text{slow}}(X | \pi) = 0$, where $L(n) = \log n$. Then $\pi$ is a rigid extension.

In the non-relative setting, we are also able to give full characterizations of rigidity and mild mixing in terms of slow entropy, which may be of independent interest.

Theorem 4.13. The following are equivalent.

1. $X$ is rigid.
2. For every rate function $U$, there exists a Følner sequence $(F_n)$ for $\mathbb{N}$ such that $h^U_{\text{slow}}(X) = 0$.
3. For the rate function $L(n) = \log n$, there exists a Følner sequence $(F_n)$ for $\mathbb{N}$ such that $h^{L,(F_n)}_{\text{slow}}(X) = 0$.

Corollary 4.16. A measure preserving system $X$ is mildly mixing if and only if for all partitions $P$ of $X$ and all Følner sequences $(F_n)$ for $\mathbb{N}$, we have $h^{L,(F_n)}_{\text{slow}}(X, P) > 0$, where $L(n) = \log n$.
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2. Basic properties

2.1. Monotonicity and isomorphism invariance. Recall that we write $\mu = \int \mu_y \, d\nu(y)$ for the disintegration of $\mu$ over the map $\pi$.

Definition 2.1. Let $\pi : X \to Y$ and $\pi' : X' \to Y'$ be extensions. We say that $\pi$ is an upward extension of $\pi'$ if there is a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\pi} & X' \\
\downarrow & & \downarrow \\
Y & \xrightarrow{\varphi} & Y'
\end{array}
\]

where $\varphi$ is a factor map and $\varphi$ is an isomorphism.

Lemma 2.2. Let $\pi$ be an upward extension of $\pi'$ as in Definition 2.1. Then

\[
\varphi_\ast (\mu_{\pi'^{-1}y'}) = \mu'_y
\]

for $\nu'$-a.e. $y' \in Y'$.

Proof. By the essential uniqueness of disintegrations, it suffices to show the two properties

1. $\mu' = \int \varphi_\ast (\mu_{\pi'^{-1}y'}) \, d\nu'(y')$, and
2. $\varphi_\ast (\mu_{\pi'^{-1}y'}) ((\pi')^{-1}y') = 1$ for $\nu'$-a.e. $y'$.
Property (1) is immediate from the definition of a factor map. To show (2), it is sufficient to show that \( \int (\mu_{\phi^{-1} y'}) ((\pi')^{-1} y') d\nu'(y') = 1 \). This is also immediate from the fact that the diagram in Definition 2.4 commutes.

**Theorem 2.3.** Let \( \pi \) be an upward extension of \( \pi' \). Then

\[
\hat{h}_{\text{slow}}^U(F_n) (X' | \pi') \leq \hat{h}_{\text{slow}}^U(F_n) (X | \pi)
\]

for any rate function \( U \) and any Følner sequence \( (F_n) \).

**Proof.** Let \( \varphi : Y \to Y' \) and \( \overline{\varphi} : X \to X' \) be the maps as in Definition 2.1. Let \( \epsilon > 0 \) and let \( P' \) be any finite partition of \( X' \). Let \( P \) be the partition \( \overline{\varphi}^{-1}P' \) of \( X \). Suppose that \( \text{cov}(\mu, P, F_n, \epsilon | \pi) = L \).

Let \( S \subseteq Y \) be such that \( \nu(Y) \geq 1 - \epsilon \) and \( \text{cov}(\mu_y, P, F_n, \epsilon) \leq L \) for all \( y \in S \). Fix such a \( y \). We will show that \( \text{cov}(\mu_{\varphi y}', P', F_n, \epsilon) \leq L \) as well.

Let \( B_1, \ldots, B_L \subseteq X \) be such that \( \text{diam}_P(F_n)(B_i) \leq \epsilon \) and \( \mu_y (\bigcup B_i) \geq 1 - \epsilon \).

We want to claim that the sets \( \overline{\varphi}B_1, \ldots, \overline{\varphi}B_L \) satisfy the analogous properties in \( X' \), but because \( \overline{\varphi} \) is only a factor map and not necessarily an isomorphism, these sets need not be measurable. So we define \( B'_1, \ldots, B'_L \) to be the union of all \( (P')^n \)-cells that meet \( \overline{\varphi}B_i \), and we show that the sets \( B'_1, \ldots, B'_L \) have the right properties.

To check the diameter condition, note that by construction, \( \text{diam}_{P', F_n} B'_i = \text{diam}_{P', F_n}(\overline{\varphi}B_i) \), so it suffices to estimate the latter. Observe that if \( \overline{\varphi}x, \overline{\varphi}z \in \overline{\varphi}B_i \), then

\[
\text{d}_{P', F_n}(\overline{\varphi}x, \overline{\varphi}z) = \frac{1}{|F_n|} \sum_{f \in F_n} 1_{P'(T^f i)x} \neq P'(T^f i)z = \frac{1}{|F_n|} \sum_{f \in F_n} 1_{P'(T^f i)x} \neq P'(T^f i)z = \frac{1}{|F_n|} \sum_{f \in F_n} 1_{P'(T^f i)x} \neq P'(T^f i)z = d_{P, F_n}(x, z) \leq \epsilon,
\]

so \( \text{diam}_{P', F_n}(\overline{\varphi}B_i) \leq \epsilon \).

Now to check the measure condition, apply Lemma 2.2 to write

\[
\mu_{\varphi y} \left( \bigcup B'_i \right) = \mu_y \left( \overline{\varphi}^{-1} \bigcup B'_i \right) = \mu_y \left( \bigcup \overline{\varphi}^{-1} B'_i \right) \geq \mu_y \left( \bigcup B_i \right) \geq 1 - \epsilon.
\]

This shows that \( \text{cov}(\mu_{\varphi y}', P', F_n, \epsilon) \leq L \) for all \( y \in S \). Taking \( S' = \varphi(S) \), we have \( \nu'(S') \geq 1 - \epsilon \) as well, so \( \text{cov}(\mu', P', F_n, \epsilon | \pi) \leq L = \text{cov}(\mu, P, F_n, \epsilon | \pi) \) for all \( n \). Since this holds for any \( P' \) and any \( \epsilon \), the desired result follows.

**Definition 2.4.** Let \( \pi : X \to Y \) and \( \pi' : X' \to Y' \) be extensions. We say that \( \pi' \) is a **downward extension** of \( \pi \) if there is a commutative diagram of the form

\[
\begin{array}{ccc}
X & \xrightarrow{\sim} & X' \\
\downarrow & & \downarrow \\
Y & \xrightarrow{\overline{\varphi}} & Y'
\end{array}
\]

where \( \overline{\varphi} \) is an isomorphism and \( \varphi \) is a factor map.
Lemma 2.5. Let \( \pi' \) be a downward extension of \( \pi \) as in Definition 2.4. Write \( \nu = \int \nu_y' \, dv'(y') \) for the disintegration of \( \nu \) over \( \varphi \). Then we have

\[
\mu'_{y'} = \varphi_* \int \mu_y \, dv_y(y)
\]

for \( \nu' \)-a.e. \( y' \in Y' \).

Proof. Denote the right hand side of the above by \( \lambda_{y'} \). By the essential uniqueness of disintegration, it suffices to show the two properties

1. \( \mu' = \int \lambda_{y'} \, dv'(y') \), and
2. \( \nu' \)-a.e. \( y' \), \( \lambda_{y'} \) is supported on the fiber \( (\pi')^{-1}y' \).

Property (1) follows from the fact that \( \int \mu_y \, dv_y(y) = \int \mu_y \, dv(y) = \mu \). To see property (2), note that \( \int \mu_y \, dv_y(y) \) is a mixture of measures that are all supported on \( \pi^{-1}\varphi^{-1}y' = \varphi^{-1}(\pi')^{-1}y' \). Therefore \( \lambda_{y'} \) is supported on \( (\pi')^{-1}y' \) as desired. \( \square \)

Theorem 2.6. Suppose that \( \pi' \) is a downward extension of \( \pi \). Then

\[
h_{\text{slow}}^{U,(F_n)}(X \mid \pi) \leq h_{\text{slow}}^{U,(F_n)}(X' \mid \pi')
\]

for any rate function \( U \) and any Følner sequence \( (F_n) \).

Proof. Let \( \epsilon > 0 \) and let \( P \) be any partition of \( X \), and set \( P' = \varphi P \). Suppose that

\[
\text{cov}(\mu', P', F_n, \epsilon^2/4 \mid \pi') = L.
\]

It suffices to show that \( \text{cov}(\mu, P, F_n, \epsilon \mid \pi) \leq L \) as well.

Let \( S' \subseteq Y' \) be the set of \( y' \in Y' \) that satisfy \( \text{cov}(\mu'_{y'}, P', F_n, \epsilon^2/4) \leq L \) and note that by definition, \( \nu'(S') \geq 1 - \epsilon^2/4 \). Fix \( y' \in S' \). Let \( B'_1, \ldots, B'_l \) be subsets of \( X' \) satisfying \( \text{diam}_{P', F_n}(B'_i) \leq \epsilon^2/4 \) and \( \mu'_{y'}(\bigcup B'_i) \geq 1 - \epsilon^2/4 \). Set \( B_i = \varphi^{-1}B'_i \). First, note that it follows immediately from the fact that \( \varphi \) is an isomorphism that \( \text{diam}_{P, F_n}(B_i) = \text{diam}_{P', F_n}(B'_i) \leq \epsilon^2/4 \).

We now show that for most \( y \), the sets \( B_i \) cover most of \( \mu_y \). By Lemma 2.5, we have

\[
1 - \epsilon^2/4 \leq \mu'_{y'}(\bigcup B'_i) = \int \mu_y \left( \bigcup B'_i \right) dv_y(y) = \int \mu_y \left( \bigcup B_i \right) dv_{y'}(y),
\]

so Markov’s inequality implies that the set

\[
S(y') := \left\{ y \in \varphi^{-1}y' : \mu_y \left( \bigcup B_i \right) \geq 1 - \epsilon/2 \right\}
\]

satisfies \( \nu_{y'}(S(y')) \geq 1 - \epsilon/2 \). This shows that any \( y \in S(y') \) satisfies

\[
\text{cov}(\mu_y, P, F_n, \epsilon) \leq L.
\]

Finally, this construction was valid for any \( y' \in S' \). Therefore, let

\[
S := \{ y \in Y : \text{cov}(\mu_y, P, F_n, \epsilon) \leq L \}
\]

and observe that \( S \) contains \( S(y') \) for all \( y' \in S' \). So we conclude that

\[
\nu(S) = \int \nu_{y'}(S) \, dv'(y') \geq \int_{y' \in S'} \nu_{y'}(S) \, dv'(y') \geq \int_{y' \in S'} \nu_{y'}(S(y')) \, dv'(y')
\]

\[
\geq (1 - \epsilon/2)^2 \geq 1 - \epsilon,
\]

implying that \( \text{cov}(\mu, P, F_n, \epsilon \mid \pi) \leq L \) as desired. \( \square \)
2.2. Relatively generating partitions.

Definition 2.7. A partition $P$ of $X$ is said to be generating for $X$ relative to $\pi$ if

$$P^G \lor \pi^{-1}B_Y = B_X \mod \mu.$$ 

Here we have identified in the natural way the partition $P^G$ with the $\sigma$-algebra that it induces. Similarly, a sequence of partitions $(P_m)_{m=1}^{\infty}$ is said to be generating for $X$ relative to $\pi$ if

$$\left( \bigvee_{m=1}^{\infty} P_m^G \right) \lor \pi^{-1}B_Y = B_X \mod \mu.$$ 

The sequence is also said to be refining if $P_{m+1}$ refines $P_m$ for every $m$.

Remark 2.9. In the case where $U$ for any rate function $U$ and any $\pi$, it can be computed via a sequence of relatively generating partitions [ELW21, Theorem 2.20]. In this section, we show an analogous result for relative slow entropy.

Theorem 2.8. Let $(P_m)_{m=1}^{\infty}$ be a refining sequence of partitions that is generating for $X$ relative to $\pi$. Then

$$h_{\text{slow}}^U(X \mid \pi) = \lim_{m \to \infty} h_{\text{slow}}^U(F_m)(X, P_m \mid \pi) = \sup_m h_{\text{slow}}^U(F_m)(X, P_m \mid \pi)$$

for any rate function $U$ and any Følner sequence $(F_n)$.

Remark 2.9. In the case where $Y$ is trivial, this reduces to the non-relative version of the same result (see [KT97 Proposition 1] or [Fer97 Lemma 1]).

Definition 2.10. For finite partitions $P = \{P_1, \ldots, P_r\}$ and $Q = \{Q_1, \ldots, Q_r\}$ of $X$ and a probability measure $\lambda \in \text{Prob}(X)$, the partition distance with respect to $\lambda$ is defined as

$$\text{dist}_{\lambda}(P, Q) = \lambda\{x \in X : P(x) \neq Q(x)\} = \frac{1}{2} \sum_{i=1}^{r} \lambda(P_i \triangle Q_i).$$

Lemma 2.11. For any partition $Q$ of $X$ and any $0 < \epsilon < 1$, there exists $\epsilon' > 0$ such that if $Q'$ is any other partition of $X$ satisfying $\text{dist}_{\mu}(Q, Q') \leq \epsilon'$, then

$$\text{cov}(\mu, Q, F_n, \epsilon \mid \pi) \leq \text{cov}(\mu, Q', F_n, \epsilon' \mid \pi)$$

for all $n$ sufficiently large.

Proof. Set $\epsilon' = (\epsilon/2)^4$. Suppose that $Q'$ satisfies $\text{dist}_{\mu}(Q, Q') = \mu\{x : Q(x) \neq Q'(x)\} \leq \epsilon'$ and define

$$X' := \left\{ x : \frac{1}{|F_n|} \sum_{f \in F_n} 1_{Q(T^fx) \neq Q'(T^fx)} \leq \sqrt{\epsilon'} \right\}.$$ 

By Markov’s inequality, we have

$$\mu(X \setminus X') \leq \frac{1}{\sqrt{\epsilon'}} \int \frac{1}{|F_n|} \sum_{f \in F_n} 1_{(z:Q(z)\neq Q'(z))} (T^f x) d\mu(x) \leq \frac{1}{\sqrt{\epsilon'}} \text{dist}_{\mu}(Q, Q') \leq \sqrt{\epsilon'}.$$

Applying Markov’s inequality again, we obtain a set $S_1 \subseteq Y$ such that $\nu(S_1) \geq 1 - (\epsilon')^{1/4} = 1 - \epsilon/2$ such that $\mu_y(X') \geq 1 - (\epsilon')^{1/4} = 1 - \epsilon/2$ for all $y \in S_1$.

Now let $L = \text{cov}(\mu, Q', F_n, \epsilon' \mid \pi)$ and let $S_2 \subseteq Y$ be such that $\nu(S_2) \geq 1 - \epsilon'$ and

$$\text{cov}(\mu_y, Q', F_n, \epsilon') \leq L$$

...
for \( y \in S_2 \). We claim that \( \text{cov}(\mu_y, Q, F_n, \epsilon) \leq L \) for \( y \in S := S_1 \cap S_2 \). Because \( \nu(S) \geq 1 - \epsilon' - \epsilon/2 \geq 1 - \epsilon \), this is enough. Fix \( y \in S \) and let \( B_1, \ldots, B_l \subset X \) be such that \( \text{diam}_{Q, F_n}(B_i) \leq \epsilon' \) and \( \mu_y(\bigcup B_i) \geq 1 - \epsilon' \). Let \( B'_1 = B_1 \cap X' \). Notice that we have \( \mu_y(\bigcup B'_i) \geq 1 - \epsilon' - \epsilon/2 \geq 1 - \epsilon \), so we just need to estimate \( \text{diam}_{Q, F_n}(B'_i) \). If \( x, z \in B'_i \), then

\[
d_{Q, F_n}(x, z) = \frac{1}{|F_n|} \sum_{f \in F_n} 1_{Q(T^i x) \neq Q(T^i z)} \\
\leq \frac{1}{|F_n|} \sum_{f \in F_n} 1_{Q(T^i x) \neq Q(T^i z)} + \frac{1}{|F_n|} \sum_{f \in F_n} 1_{Q'(T^i x) \neq Q'(T^i z)} + \frac{1}{|F_n|} \sum_{f \in F_n} 1_{Q'(T^i z) \neq Q(T^i z)} \\
\leq \sqrt{\epsilon'} + \epsilon' + \sqrt{\epsilon'}.
\]

The estimates on the first and third terms hold because \( x, z \in X' \), and the estimate on the second term holds because \( \text{diam}_{Q, F_n}(B'_i) \leq \text{diam}_{Q', F_n}(B_i) \leq \epsilon' \). Therefore we have \( \text{diam}_{Q, F_n}(B'_i) \leq 3\sqrt{\epsilon'} = 3\sqrt{\epsilon} / 4 \leq \epsilon \) as desired. \( \square \)

**Lemma 2.12.** Let \( P \) be any partition of \( X \), and let \( Q' \) be another partition which is measurable with respect to \( P^{\parallel} \cup \pi^{-1}B \) for some \( k \in \mathbb{N} \). Then for any \( \epsilon > 0 \), there exists \( \epsilon' \) such that

\[
\text{cov}(\mu, Q', F_n, \epsilon \mid \pi) \leq \text{cov}(\mu, P, F_n, \epsilon' \mid \pi) \quad \text{for all } n \text{ sufficiently large}.
\]

**Proof.** Set \( \epsilon' = \epsilon / (2|F_k|) \). Let \( \text{cov}(\mu, P, F_n, \epsilon' \mid \pi) = L \) and let \( S \subseteq Y \) be such that \( \nu(S) \geq 1 - \epsilon' \) and \( \text{cov}(\mu_y, Q', F_n, \epsilon') \leq L \) for all \( y \in S \). We claim that also \( \text{cov}(\mu_y, Q', F_n, \epsilon) \leq L \) for \( y \in S \). Fix \( y \in S \) and let \( B_1, \ldots, B_L \) be such that \( \text{diam}_{P, F_n}(B_i) \leq \epsilon' \) and \( \mu_y(\bigcup B_i) \geq 1 - \epsilon' \). We may assume without loss of generality that each \( B_i \) is contained in the fiber \( \pi^{-1}y \) because doing so can only decrease their diameters and does not change their measure according to \( \mu_y \).

We will be done as soon as we show that \( \text{diam}_{Q', F_n}(B_i) \leq \epsilon \). To do that, let \( x, z \in B_i \) and observe that because \( x \) and \( z \) lie in the same fiber of \( \pi \), \( Q'(x) \neq Q'(z) \) implies that \( x \) and \( z \) must be in different cells of \( P^{\parallel} \). Therefore we can estimate

\[
d_{Q', F_n}(x, z) = \frac{1}{|F_n|} \sum_{f \in F_n} 1_{Q'(T^i x) \neq Q'(T^i z)} \leq \frac{1}{|F_n|} \sum_{f \in F_n} 1_{P(T^i x) \neq P(T^i z)} \\
\leq \frac{1}{|F_n|} \sum_{f \in F_n, g \in F_k} 1_{P(T^i x) \neq P(T^i z)} \\
= \frac{1}{|F_n|} \sum_{f \in F_k} \# \{ (g, f) \in F_k \times F_n : gf = h \} \cdot 1_{P(T^i x) \neq P(T^i z)} \\
\leq \frac{1}{|F_n|} \sum_{h \in F_k \setminus F_n} |F_k| \cdot 1_{P(T^i x) \neq P(T^i z)} \\
= \frac{1}{|F_n|} \sum_{h \in F_k} |F_k| \cdot 1_{P(T^i x) \neq P(T^i z)} + \frac{1}{|F_n|} \sum_{h \in F_k \setminus F_n} |F_k| \cdot 1_{P(T^i x) \neq P(T^i z)} \\
\leq |F_k| \cdot d_{P, F_n}(x, z) + \frac{|F_k| \cdot |F_k F_n \setminus F_n|}{|F_n|}.
\]
So as soon as \( n \) is sufficiently large, because \( (F_n) \) is a Følner sequence, we have \( \text{diam}_{Q', F_n} (B_i) \leq 2|F_k| \epsilon = \epsilon \) as desired.

**Proof of Theorem 2.3** To prove this theorem, it is clearly sufficient to prove the following finitary version: for any partition \( Q \) of \( X \) and any \( \epsilon > 0 \), there exist \( m \in \mathbb{N} \) and \( \epsilon' > 0 \) such that

\[
\text{cov}(\mu, Q, F_n, \epsilon | \pi) \leq \text{cov}(\mu, P_m, F_n, \epsilon' | \pi)
\]

for all sufficiently large \( n \).

Fix a partition \( Q \) and \( \epsilon > 0 \). Let \( \epsilon' \) be as in the statement of Lemma 2.11. Then, by the definition of relatively generating sequence of partitions, we can find \( m, k \in \mathbb{N} \) and a partition \( Q' \) refined by \( P_m^k \land \pi^{-1}B_Y \) such that \( \text{dist}_\mu(Q, Q') \leq \epsilon' \). Apply Lemma 2.11 to conclude that

\[
(1) \quad \text{cov}(\mu, Q, F_n, \epsilon | \pi) \leq \text{cov}(\mu, Q', F_n, \epsilon' | \pi)
\]

for \( n \) sufficiently large. Then apply Lemma 2.12 with \( \epsilon' \) in place of \( \epsilon \) to produce an \( \epsilon'' \) satisfying

\[
(2) \quad \text{cov}(\mu, Q', F_n, \epsilon' | \pi) \leq \text{cov}(\mu, P_m, F_n, \epsilon'' | \pi)
\]

for sufficiently large \( n \). Combining (1) and (2) gives the desired result.

### 2.3. Relationship to Kolmogorov-Sinai entropy

In this section, we show that with an exponential rate function, relative slow entropy recovers the classical relative Kolmogorov-Sinai entropy. Given an extension \( \pi : X \to Y \) and a partition \( P \) of \( X \), let \( h_{KS}(X, P | \pi) \) denote the relative Kolmogorov-Sinai entropy rate (see e.g. [ELW21 Definition 2.18] for the definition).

**Definition 2.13.** Define

\[
h'(X, P | \pi) := \sup_{\epsilon > 0} \limsup_{n \to \infty} \frac{1}{|F_n|} \log \text{cov}(\mu, P, F_n, \epsilon | \pi).
\]

Note that \textit{a priori} this quantity depends on the choice of Følner sequence, but the next theorem shows that it actually does not.

**Theorem 2.14.** Assume that \( X \) is ergodic. For any partition \( P \) of \( X \), we have \( h'(X, P | \pi) = h_{KS}(X, P | \pi) \).

The non-relative version of this result appears in [Fer97 Proposition 2]

**Proof.** For this proof, we will abuse notation and write \( P_{F_n}(x) \) to mean the cell of the partition \( P_{F_n} \) that contains \( x \), rather than the name of the cell. Abbreviate \( h = h_{KS}(X, P | \pi) \) and \( h' = h'(X, P | \pi) \).

**Step 1: setup.** Fix an arbitrary \( \gamma > 0 \). For \( y \in Y \), define

\[
G_{y,n} := \{ x \in X : \exp(|F_n|(-h - \gamma)) < \mu_y (P_{F_n}(x)) < \exp(|F_n|(-h + \gamma)) \}.
\]

Also define

\[
G_n := \{ x \in X : \exp(|F_n|(-h - \gamma)) < \mu_x (P_{F_n}(x)) < \exp(|F_n|(-h + \gamma)) \}.
\]

By the amenable version of the relative Shannon-McMillan theorem (see for example [WZ02 Theorem 3.2] or [RW00 Corollary 4.6]), \( \mu(G_n) \to 1 \) as \( n \to \infty \). Because \( \mu = \int \mu_y d\nu(y) \), this implies also \( \mu_y(G_{y,n}) \to 1 \) for \( \nu \text{-a.e.} \ y \). Finally, since \( \mu_y \) is supported only on \( \pi^{-1}y \), we have \( \mu_y(G_{y,n}) = \mu_y(G_n) \to 1 \) for \( \nu \text{-a.e.} \ y \).

**Step 2: \( h' \leq h \).** Let \( \epsilon > 0 \). Because \( \mu_y(G_{y,n}) \to 1 \) for \( \nu \text{-a.e.} \ y \), for all \( n \) sufficiently large we can find a set \( S \subseteq Y \) such that \( \nu(S) \geq 1 - \epsilon \) and \( \mu_y(G_{y,n}) \geq 1 - \epsilon \) for all \( y \in S \). We now estimate \( \text{cov}(\mu, P, F_n, \epsilon | \pi) \). Because \( \nu(S) \geq 1 - \epsilon \), it suffices to estimate \( \text{cov}(\mu_y, P, F_n, \epsilon | \pi) \) for \( y \in S \). Fix such
a \( y \); we claim that \( \text{cov}(\mu_y, P, F_n, \epsilon) \leq \exp(|F_n|(-h + \gamma)) \). Let \( C_1, \ldots, C_L \) be all of the cells of \( P^{F_n} \) that meet \( G_{y,n} \). Then each \( \text{diam}_{P, F_n}(C_i) = 0 \) and

\[
\mu_y \left( \bigcup C_i \right) = \mu_y(G_{y,n}) \geq 1 - \epsilon,
\]

so \( \text{cov}(\mu_y, P, F_n, \epsilon) \leq L \). But by definition of \( G_{y,n} \), each \( C_i \) has \( \mu_y \)-measure at least \( \exp(|F_n|(-h - \gamma)) \), so \( L \leq \exp(|F_n|(-h + \gamma)) \) as claimed. Since this holds for all \( y \in S \), this shows that

\[
\text{cov}(\mu, P, F_n, \epsilon | \pi) \leq \exp(|F_n|(-h + \gamma))
\]

for sufficiently large \( n \). Therefore we can take \( n \to \infty \) and then \( \epsilon \to 0 \) to conclude \( h' \leq h + \gamma \). But since \( \gamma \) is arbitrary we get \( h' \leq h \) as desired.

**Step 3: \( h' \geq h \).** Again fix \( 0 < \epsilon < 1/4 \) and let \( n \) and \( S \) be as in step 2. Also let us enumerate \( P = \{P_0, \ldots, P_{r-1}\} \). This time we will estimate a lower bound for \( \text{cov}(\mu_y, P, F_n, \epsilon) \) for any \( y \in S \). Suppose \( E_1, \ldots, E_M \) are sets in \( X \) satisfying \( \text{diam}_{P, F_n}(E_i) \leq \epsilon \) and \( \mu_y(\bigcup E_i) \geq 1 - \epsilon \). Without loss of generality, we may assume that each \( E_i \) is a union of \( P^{F_n} \)-cells because replacing each \( E_i \) by \( \bigcup_{x \in E_i} P^{F_n}(x) \) makes each \( E_i \) larger without changing its diameter according to \( d_{P, F_n} \). Because \( y \in S \), we then have

\[
\mu_y \left( \bigcup E_i \cap G_{y,n} \right) \geq 1 - 2\epsilon,
\]

and we can estimate

\[
1/2 \leq 1 - 2\epsilon \leq \mu_y \left( \bigcup E_i \cap G_{y,n} \right) \leq \sum_{i=1}^{M} \mu_y(E_i \cap G_{y,n}).
\]

Each \( E_i \) is a union of \( P^{F_n} \)-cells, and any \( P^{F_n} \)-cell meeting \( G_{y,n} \) has \( \mu_y \)-measure at most \( \exp(|F_n|(-h + \gamma)) \) by construction. Therefore the above sum is at most

\[
\sum_{i=1}^{M} \exp(|F_n|(-h + \gamma)) \cdot (\# \text{ of } P^{F_n} \text{-cells contained in } E_i).
\]

Since \( E_i \) has diameter \( \leq \epsilon \) according to \( d_{P, F_n} \), the elements of \( \{0, 1, \ldots, r-1\}^{F_n} \) corresponding to the \( P^{F_n} \)-cells contained in \( E_i \) all fit inside a fixed ball of radius \( \epsilon \) in the normalized Hamming metric on \( \{0, 1, \ldots, r-1\}^{F_n} \). It is well known (for example, it is an easy consequence of \cite[Lemma 3.6]{Gra11}) that the number of words in any such Hamming ball is at most

\[
\exp \left( |F_n| \cdot (\epsilon \log(r-1) + H(\epsilon, 1-\epsilon)) \right),
\]

where \( H \) is the Shannon entropy function \( H(t, 1-t) = -t \log t - (1-t) \log(1-t) \). Therefore the above sum is bounded by

\[
 M \cdot \exp \left( |F_n|(-h + \gamma + \epsilon \log(r-1) + H(\epsilon, 1-\epsilon)) \right),
\]

implying that

\[
 M \geq (1/2) \exp \left( |F_n|(-h - \gamma - \epsilon \log(r-1) + H(\epsilon, 1-\epsilon)) \right) =: Z.
\]

Since we started with an arbitrary covering set this implies that \( \text{cov}(\mu_y, P, F_n, \epsilon) \geq Z \) for every \( y \in S \). Since \( \nu(S) > 1 - \epsilon \), it has positive \( \nu \)-measure intersection with any other set of \( \nu \)-measure
≥ 1 − ε, so it is impossible to find a different set S′ with μ(S′) > 1 − ε and cov(μ, P, F_n, ε | π) ≥ Z for every y ∈ S′. Therefore cov(μ, P, F_n, ε | π) ≥ h − γ − log(r) · H(ε, 1 − ϵ),
then taking ϵ → 0 gives h′ ≥ h − γ, and again γ is arbitrary so we conclude h′ ≥ h.

3. ISOMETRIC EXTENSIONS

Let X be ergodic and let π : X → Y be a factor map. For this section, a cocycle from Y to a compact group H is defined to be a measurable map α : G × Y → H satisfying the cocycle condition

\[ \alpha(g'g, y) = \alpha(g', S^g y) \alpha(g, y) \]

for every g, g′ ∈ G and ν-a.e. y.

Given a cocycle α from Y to H and a closed subgroup K ⊆ H, we denote by \( Y \times_\alpha H/K \) the system \( (Y \times H/K, \nu \times m_{H/K}, T_\alpha) \), where

- \( m_{H/K} \) is the image of the Haar measure \( m_H \) under the quotient map \( H \to H/K \), and
- \( T_\alpha^t(y, hK) := (S^t y, \alpha(t, y)hK) \).

Note that \( Y \times_\alpha H/K \) is an extension of Y via the projection map onto the first coordinate. Such an extension is also called a homogeneous skew product over Y.

Definition 3.1. An extension \( \pi : X \to Y \) is said to be isometric if \( \pi \) is isomorphic to the projection map \( Y \times_\alpha H/K \to Y \), i.e. there is a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\sim} & Y \times_\alpha H/K \\
\downarrow & & \downarrow \text{proj} \\
Y & \xrightarrow{id} & Y
\end{array}
\]

Remark 3.2. There are several different equivalent definitions in the literature for what it means for \( \pi \) to be an isometric extension, but the above is the most convenient choice for our purposes. Also, the terms “isometric extension” and “compact extension” are often used interchangeably. The two notions are formally different, but they are known to be equivalent. See [ZK, Definition 4, Definition 15, Theorem 22] and [Gla03, Definition 9.10, Theorem 9.14] for more details.

Definition 3.3. We say \( \pi : X \to Y \) has bounded complexity with respect to the Følner sequence \( (F_n) \) if \( U^{(F_n)}(X | \pi) = 0 \) for every rate function \( U \). Equivalently, \( \pi \) has bounded complexity if for every \( \epsilon > 0 \) and every partition \( P \) of \( X \), \( \limsup_{n \to \infty} \text{cov}(\mu, P, F_n, \epsilon | \pi) < \infty \).

The purpose of this section is to prove the following characterization of isometric extensions.

Theorem 3.4. Suppose X is ergodic and let \( \pi : X \to Y \) be an extension. Then the following are equivalent.

1. \( \pi \) is isometric.
2. \( \pi \) has bounded complexity with respect to some Følner sequence.
3. \( \pi \) has bounded complexity with respect to every Følner sequence.

3.1. Isometric implies bounded.

Proposition 3.5. If \( \pi \) is isometric, then it has bounded complexity with respect to any Følner sequence.
Every homogeneous skew product as in Definition 3.1 is a factor of a group rotation skew product on $Y \times H$ (i.e. a homogeneous skew product with $K$ the trivial subgroup). So, by Theorem 2.3 it is sufficient to assume that $X = Y \times H$, $\mu = \nu \times m_H$, and $T^q(y, h) = (S^q y, \alpha(g, y) h)$ for some cocycle $\alpha$ from $Y$ to $H$. Let $\rho$ be a translation-invariant metric on $H$, and let $(F_n)$ be any choice of Følner sequence for $G$.

**Proposition 3.6.** Let $Q = \{Q_1, \ldots, Q_k\}$ be a partition of $H$. Let $P$ be the partition $\{Y \times Q_1, \ldots, Y \times Q_k\}$ of $X$. Then for any $\epsilon > 0$, there exists $L = L(Q, \epsilon)$ such that

$$\text{cov}(\mu, P, F_n, \epsilon \mid \pi) \leq L$$

for all $n$ sufficiently large.

**Proof.** For each $i$, let $Q'_i$ be a compact subset of $Q_i$ such that

$$m_H(Q'_i) > (1 - \epsilon/4) \cdot m_H(Q_i).$$

Let $E = H \setminus \bigcup Q'_i$, so $m_H(E) \leq \epsilon/4$. Let $E' = Y \times E$, so $\mu(E') \leq \epsilon/4$. Now because the $Q'_i$ are pairwise disjoint compact sets, there is some $\delta = \delta(Q, \epsilon)$ such that $\rho(Q'_i, Q'_j) \geq \delta$ for all $i \neq j$. Let $L$ be the smallest number of balls of $\rho$-radius at most $\delta/2$ required to cover $H$, and let $B_1, \ldots, B_L \subseteq H$ be a collection of such balls. Let $E'_i = Y \times B_i$.

We claim that $\text{cov}(\mu, P, F_n, \epsilon \mid \pi) \leq L$ for all $n$ sufficiently large. By the mean ergodic theorem and the fact that $\mu(E') \leq \epsilon/4$, we have

$$\mu \left\{ (y, h) : \frac{1}{|F_n|} \sum_{g \in F_n} 1_{E'}(T^g(y, h)) < \epsilon/2 \right\} \to 1$$

as $n \to \infty$. Call this set $X'$, and let $n$ be sufficiently large so that $\mu(X') \geq 1 - \epsilon^2$. By Markov’s inequality, we have a set $S \subseteq Y$ with $\nu(S) \geq 1 - \epsilon$ such that $\mu_y(X') \geq 1 - \epsilon$ for all $y \in S$. Fix $y \in S$; we now estimate $\text{cov}(\mu_y, P, F_n, \epsilon)$. Let $B'_i = E'_i \cap X' \cap \pi^{-1}y$. Because the $E'_i$ cover all of $X$, we have

$$\mu_y \left( \bigcup B'_i \right) = \mu_y(X') \geq 1 - \epsilon.$$

Therefore we just need to estimate $\text{diam}_{P, F_n}(B'_i)$.

Suppose $(y, h), (y, h') \in B'_i$. We have

$$d_{P, F_n}((y, h), (y, h')) = \frac{1}{|F_n|} \sum_{g \in F_n} 1_{P(T^g(y, h)) \neq P(T^g(y, h'))}$$

$$= \frac{1}{|F_n|} \sum_{g \in F_n} 1_{P(S^g y, \alpha(g, y) h) \neq P(S^g y, \alpha(g, y) h')}$$

$$= \frac{1}{|F_n|} \sum_{g \in F_n} 1_{Q(\alpha(g, y) h) \neq Q(\alpha(g, y) h')}.$$

By definition of the $B_i$, we have $\rho(h, h') \leq \delta/2$, and because $\rho$ is translation invariant, we also have $\rho(\alpha(g, y) h, \alpha(g, y) h') \leq \delta/2$ for all $g$. Therefore if $\alpha(g, y) h$ and $\alpha(g, y) h'$ are in different cells of $Q,$
it must be the case that either \( \alpha(g, y)h \in E \) or \( \alpha(g, y)h' \in E \). So the above becomes
\[
d_{P, F_n}((y, h), (y, h')) \leq \frac{1}{|F_n|} \sum_{g \in F_n} 1_E(\alpha(g, y)h) + 1_E(\alpha(g, y)h')
\]
\[
= \frac{1}{|F_n|} \sum_{g \in F_n} 1_E(T^g(y, h)) + 1_E(T^g(y, h'))
\]
\[
\leq \epsilon
\]
because \((y, h), (y, h') \in X'\). So we have \( \text{diam}_{P, F_n}(B_y^i) \leq \epsilon \). This shows that
\[
\text{cov}(\mu_y, P, F_n, \epsilon) \leq L
\]
for all \( y \in S \) and \( n \) sufficiently large as desired. \( \square \)

Proof of Proposition 3.5. For each \( m \), let \( Q_m \) be a partition of \( H \) into sets of diameter at most \( 1/m \) and let \( P_m = \{ Y \times C : C \in Q_m \} \) as in Proposition 3.6. It is clear that the sequence \((P_m)_{m=1}^\infty \) is generating for \( X \) relative to \( \pi \). By Proposition 3.6, we have \( \limsup_{n \to \infty} \text{cov}(\mu, P_m, F_n, \epsilon | \pi) < \infty \) for every \( m \) and every \( \epsilon > 0 \). Then by Theorem 2.8 for any partition \( R \) of \( X \), we have
\[
h_{\text{slow}}^U(F_n)(X, R | \pi) \leq h_{\text{slow}}^U(F_n)(X | \pi) = \lim_{m \to \infty} h_{\text{slow}}^U(F_n)(X, P_m | \pi) = 0
\]
for any rate function \( U \), as desired. \( \square \)

3.2. Background on conditional weak mixing. The second half of the proof of Theorem 3.3 requires the theory of compact and weakly mixing extensions originally developed in [Fur77]. All of the necessary background material presented here can be found in [KL16] Chapter 3 and Appendix D.

Definition 3.7. We say that a subset \( \Gamma \subseteq G \) has absolute density 1 if
\[
\lim_{n \to \infty} \frac{|\Gamma \cap F_n|}{|F_n|} = 1
\]
for any Følner sequence \((F_n)\).

Definition 3.8. For \( y \in Y \) and \( f, g \in L^2(X) \), define
\[
\langle f, g \rangle_y := \int f \overline{g} \, d\mu_y.
\]
Let \( L^2(X | \pi) \) denote the space of \( f \in L^2(X) \) such that \( y \mapsto \langle f, f \rangle_y \in L^\infty(Y) \). We also say that \( f, g \in L^2(X | \pi) \) are conditionally orthogonal given \( \pi \) if \( \langle f, g \rangle_y = 0 \) for \( \nu \)-a.e. \( y \in Y \).

In this section, we identify the action \( T \) with its Koopman representation on \( L^2(X) \). So, for \( g \in G \) and \( f \in L^2(X) \), we write \( T^g f \) to mean \( f \circ T^g \).

Definition 3.9. A function \( f \in L^2(X | \pi) \) is said to be conditionally weakly mixing given \( \pi \) if for any Følner sequence \((F_n)\) and any \( g \in L^2(X | \pi) \), we have
\[
\lim_{n \to \infty} \frac{1}{|F_n|} \sum_{s \in F_n} \int \left| \langle T^s f, g \rangle_y \right| \, d\nu(y) = 0.
\]
Equivalently, for any \( g \in L^2(X | \pi) \) and any \( \epsilon > 0 \), the set
\[
\Gamma_{f, g, \epsilon} := \left\{ s \in G : \int \left| \langle T^s f, g \rangle_y \right| \, d\nu(y) < \epsilon \right\}
\]
has absolute density 1. The set of all conditionally weakly mixing functions is denoted $W(X | \pi)$.

The main fact we will need to use is the following characterization of the maximal intermediate isometric extension (essentially [KL16, Proposition 3.9 and Lemma 3.11]).

**Theorem 3.10.** Let $X$ be ergodic and $\pi : X \to Y$ be an extension. Then there exists an intermediate extension $X \to Z \to Y$ such that

- $Z$ is the maximal isometric extension of $Y$ in $X$, and
- For $f \in L^2(X | \pi)$, $f \in W(X | \pi)$ if and only if $f$ is conditionally orthogonal to every $Z$-measurable $h \in L^2(X | \pi)$.

### 3.3. Bounded implies isometric.

**Proposition 3.11.** If $\pi$ has bounded complexity with respect to some Følner sequence $(F_n)$, then it is isometric.

Suppose for contradiction that $\pi$ is not isometric but does have bounded complexity with respect to some Følner sequence $(F_n)$. Let $Z$ be the maximal intermediate isometric extension as in Theorem 3.10. Because of the assumption that $\pi$ is not isometric, we know that $Z$ is a strict factor of $X$, so we can choose a partition $P = \{P_0, P_1\}$ of $X$ satisfying

1. $P$ is independent of $Z$
2. $\mu_y(P_0), \mu_y(P_1) \geq 1/3$ for $\nu$-a.e. $y$.

Fix this partition for the rest of this section. Also let $0 < \epsilon < 10^{-6}$ be fixed. Finally, using the notation of Definition 2.10 for $y \in Y$ we abbreviate $d_{\mu y} := \text{dist}_{\mu y}$.

The outline of the proof of Proposition 3.11 is as follows. First, using the assumption that $\pi$ has bounded complexity, we will find a “positive density” set of pairs of times $(s,t) \in G^2$ such that $T^{s-1} P$ and $T^{t-1} P$ are very close to each other (in most of the fibers of $\pi$). This is Lemma 3.12.

Then, using the independence conditions built into the definition of $P$, we show essentially that the partition $P$ is conditionally weakly mixing given $\pi$, which allows us to find a “density one” set of pairs of times $(s,t) \in G^2$ such that $T^{s-1} P$ and $T^{t-1} P$ are approximately independent of each other (in most of the fibers of $\pi$). This is Lemma 3.16. Therefore we can find a pair of times $(s,t)$ for which $T^{s-1} P$ and $T^{t-1} P$ are both close together and approximately independent of each other. But it is impossible for two nontrivial partitions to satisfy this, so we will get a contradiction.

**Lemma 3.12.** For $y \in Y$, define

$$C_y := \left\{(s,t) \in G^2 : d_{\mu y}(T^{s-1} P, T^{t-1} P) < 5\sqrt{\epsilon}\right\}. $$

Then there is a constant $c = c(\epsilon) > 0$ such that the following holds. For every $n$, there is a set $Y_n \subseteq Y$ satisfying $\nu(Y_n) \geq 1 - \epsilon$ and

$$\frac{|C_y \cap F_n^2|}{|F_n^2|} \geq c(\epsilon)$$

for all $y \in Y_n$.

**Proof.** Let $L = L(\epsilon) = \sup_n \text{cov}(\mu, P, F_n, \epsilon | \pi)$ and let $n$ be arbitrary. Let $Y_n$ be the set of $y \in Y$ such that $\text{cov}(\mu_y, P, F_n, \epsilon) \leq L$. We have $\nu(Y_n) \geq 1 - \epsilon$ by definition. For the rest of this proof, let $y \in Y_n$ be fixed. We seek to bound $|C_y \cap F_n^2| / |F_n^2|$ from below by a quantity depending only on $\epsilon$.

---

1If the factor map $X \to Z$ is infinite-to-one, then $1/3$ may be replaced by $1/2$. 
Let \( B_1, \ldots, B_L \) be subsets of \( X \) such that each \( B_i \) has \( d_{P,F_n} \)-diameter at most \( \epsilon \) and \( \mu_y(\bigcup B_i) \geq 1 - \epsilon \). Let \( X' = \bigcup B_i \). Without loss of generality, we may assume that the \( B_i \) are disjoint. For each \( i \), fix a point \( x_i \in B_i \). Then, for \( x \in X' \), define \( r(x) \) to be the unique \( x_i \) such that \( x \in B_i \).

By construction, we know that for each \( x \in X' \), \( T^s x \) and \( T^s r(x) \) lie in the same \( P \)-cell for most \( s \in F_n \), but the set of good “times” \( s \) changes as \( x \) varies. We now apply a form of Markov’s inequality to upgrade this to the statement that for most \( s \in F_n \), \( \mu_y \)-most \( x \) satisfy \( P(T^s x) = P(T^s r(x)) \). Define
\[
A = \left\{ s \in F_n : \mu_y \{ x \in X' : P(T^s x) = P(T^s r(x)) \} \geq 1 - \sqrt{2\epsilon} \right\}.
\]

We have
\[
\sum_{s \in F_n} \mu_y \{ x \in X' : P(T^s x) = P(T^s r(x)) \} = \sum_{s \in F_n} \sum_{i=1}^L \mu_y \{ x \in B_i : P(T^s x) = P(T^s x_i) \}
= \sum_{s \in F_n} \sum_{i=1}^L \int_{B_i} 1_{P(T^s x) = P(T^s x_i)} \, d\mu_y(x)
= \sum_{i=1}^L \int_{B_i} \sum_{s \in F_n} 1_{P(T^s x) = P(T^s x_i)} \, d\mu_y(x)
\geq \sum_{i=1}^L |F_n|(1 - d_{P,F_n}(x,x_i)) \, d\mu_y(x)
\geq |F_n|(1 - \epsilon)^2 \geq |F_n|(1 - 2\epsilon).
\]

But the original sum above also satisfies
\[
\sum_{s \in F_n} \mu_y \{ x \in X' : P(T^s x) = P(T^s r(x)) \} = \sum_{s \in A} \mu_y \{ x \in X' : P(T^s x) = P(T^s r(x)) \} + \sum_{s \notin A} \mu_y \{ x \in X' : P(T^s x) = P(T^s r(x)) \}
\leq |A| + (|F_n| - |A|)(1 - \sqrt{2\epsilon})
= |F_n|(1 - \sqrt{2\epsilon}) + |A| \cdot \sqrt{2\epsilon}.
\]

Combining these two inequalities shows that
\[
|A| \geq \frac{|F_n|(1 - 2\epsilon - (1 - \sqrt{2\epsilon}))}{\sqrt{2\epsilon}} = |F_n|(1 - \sqrt{2\epsilon}).
\]

The set \( A \) decomposes as
\[
A = \bigcup_{w \in \{0,1\}^L} \{ s \in A : (P(T^s x_i))_{i=1}^L = w \}.
\]

By (3) and the pigeonhole principle, there is some \( w \in \{0,1\}^L \) such that
\[
|\{ s \in A : (P(T^s x_i))_{i=1}^L = w \}| \geq |F_n|(1 - \sqrt{2\epsilon}) \cdot 2^{-L}.
\]
Finally, if \( Q \) and \( \Gamma \) are sets and \( \mu \)-averaged dependence score is defined. We also define Lemma 3.14. For any \( n \in \mathbb{N} \), we have 
\[
\text{dist}_y(T^{-1}P, T^{-1}T) = \int_{X} 1_{P(T^s x) \neq P(T^t x)} \, d\mu(y) \leq \epsilon + \int_{X} 1_{P(T^s x) \neq P(T^t x)} \, d\mu(y) \\
\leq \epsilon + 2\sqrt{2}\epsilon + \int_{\{x \in X : x \text{ is } (s,t)\text{-good}\}} 1_{P(T^s x) \neq P(T^t x)} \, d\mu(y) \\
= \epsilon + 2\sqrt{2}\epsilon + \sum_{i=1}^{L} \mu_y(B_i) 1_{P(T^s x_i) \neq P(T^t x_i)}.
\]
By definition of \( \mathcal{E} \), \( P(T^s x_i) = w_i = P(T^t x_i) \) for all \( i \), so this final sum vanishes and we conclude \( \text{dist}_y(T^{-1}P, T^{-1}T) \leq \epsilon + 2\sqrt{2}\epsilon \leq 5\sqrt{\epsilon} \) whenever \( s,t \in \mathcal{E} \).

Finally, observe that \( \mathcal{C}_y \) contains \( \mathcal{E} \times \mathcal{E} \). Therefore, by (4), we have 
\[
\frac{|\mathcal{C}_y \cap F_n^2|}{|F_n^2|} \geq \left(1 - 2\sqrt{\epsilon} \cdot 2^{-L(\epsilon)}\right)^2 > 0
\]
as claimed. \( \square \)

This finishes the first half of our outline. For convenience, we now introduce some new definitions before starting the second half.

Definition 3.13. Given \( y \in Y \) and two sets \( A, B \subseteq X \), we define the dependence score with respect to \( \mu_y \) to be 
\[
\mathcal{D}_y(A, B) := |\mu_y(A \cap B) - \mu_y(A)\mu_y(B)|.
\]
We also define the averaged dependence score 
\[
\mathcal{D}(A, B) = \int \mathcal{D}_y(A, B) \, d\nu(y).
\]
Finally, if \( Q \) and \( Q' \) are two finite partitions of \( X \), then the averaged dependence score between \( Q \) and \( Q' \) is defined to be 
\[
\mathcal{D}(Q, Q') = \max_{i,j} \mathcal{D}(Q_i, Q'_j).
\]

Lemma 3.14. Let \( (F_n) \) be a Følner sequence for \( G \) and let \( (g_n) \) be an arbitrary sequence of elements of \( G \). Then \( (F_n g_n) \) is also a Følner sequence for \( G \).

Proof. For any \( h \in G \), we have 
\[
\frac{|hF_n g_n \cap F_n g_n|}{|F_n g_n|} = \frac{|(hF_n \cap F_n)g_n|}{|F_n^2|} = \frac{|hF_n \cap F_n|}{|F_n^2|} \to 1
\]
as \( n \to \infty \). \( \square \)

Lemma 3.15. Let \( \Gamma \subseteq G \) be a subset of absolute density \( 1 \). Define \( \Gamma' = \{(s,t) \in G^2 : ts^{-1} \in \Gamma\} \). Then if \( (F_n) \) is any Følner sequence for \( G \), we have 
\[
\lim_{n \to \infty} \frac{|\Gamma' \cap F_n^2|}{|F_n^2|} = 1.
\]
Proof. Let \((F_n)\) be a left Følner sequence for \(G\). We calculate
\[
|\Gamma' \cap F_n^2| = \#\{(s, t) \in F_n^2 : ts^{-1} \in \Gamma\} \\
= \sum_{s \in F_n} \#\{t \in F_n : ts^{-1} \in \Gamma\} \\
= \sum_{s \in F_n} |F_n \cap \Gamma s| \\
= \sum_{s \in F_n} |F_n s^{-1} \cap \Gamma| \\
\geq |F_n| \cdot |F_n s_n^{-1} \cap \Gamma|,
\]
where \(s_n \in F_n\) is defined to be the element of \(F_n\) that minimizes \(|F_n s^{-1} \cap \Gamma|\) over all \(s \in F_n\). By Lemma 3.14 \((F_n s_n^{-1})\) is also a Følner sequence, so because \(\Gamma\) has absolute density 1 we get
\[
\lim_{n \to \infty} \frac{|\Gamma' \cap F_n^2|}{|F_n^2|} \geq \lim_{n \to \infty} \frac{|F_n| \cdot |F_n s_n^{-1} \cap \Gamma|}{|F_n|^2} = \lim_{n \to \infty} \frac{|F_n s_n^{-1} \cap \Gamma|}{|F_n|} = \lim_{n \to \infty} \frac{|F_n s_n^{-1} \cap \Gamma|}{|F_n s_n^{-1}|} = 1.
\]

Now fix another parameter \(0 < \eta \ll \epsilon\) which is small enough so that \(3\eta^{1/4} < c(\epsilon)/2\), where \(c(\epsilon)\) is the quantity from Lemma 3.12.

Lemma 3.16. For \(y \in Y\), define
\[
I_y := \{(s, t) \in G^2 : \mathcal{D}_y(T_s^{-1} P, T_t^{-1} P) \leq \sqrt{\eta}\}.
\]
Then, for all sufficiently large \(n\), there is a set \(Y_n^\dagger \subseteq Y\) such that \(\nu(Y_n^\dagger) \geq 1 - 3\eta^{1/4}\) and
\[
\frac{|I_y \cap F_n^2|}{|F_n^2|} \geq 1 - 3\eta^{1/4}
\]
for all \(y \in Y_n^\dagger\).

Proof. Property (1) in the definition of the partition \(P\) implies that if \(f\) is any \(P\)-measurable function satisfying \(\int f \, d\mu_y = 0\) for \(\nu\)-a.e. \(y\), and \(h\) is any \(Z\)-measurable function, then also \(\langle f, h \rangle_y = 0\) for \(\nu\)-a.e. \(y\). By the second bullet point of Theorem 3.10 this implies that any such \(f\) is conditionally weak mixing given \(\pi\).

Let \(f_0 = 1_{P_0} - \mu(P_0)\) and \(f_1 = 1_{P_1} - \mu(P_1)\). Clearly these are both \(P\)-measurable, and because \(P\) is independent of \(Z\) and therefore also independent of \(Y\), we also have \(\int f_0 \, d\mu_y = \int f_1 \, d\mu_y = 0\) for \(\nu\)-a.e. \(y\). Therefore \(f_0\) and \(f_1\) are both conditionally weakly mixing. Observe that
\[
\langle f_0, T^s f_1 \rangle_y = \left| \int f_0 \cdot T^s f_1 \, d\mu_y \right| = \left| \int (1_{P_0} - \mu(P_0))(1_{T^{-1} P_1} - \mu(P_1)) \, d\mu_y \right|
\]
\[
= |\mu_y(P_0 \cap T_{s^{-1}} P_1) - \mu(P_0)\mu_y(T_{s^{-1}} P_1) - \mu(P_1)\mu_y(P_0) + \mu(P_0)\mu(P_1)|
\]
\[
= |\mu_y(P_0 \cap T_{s^{-1}} P_1) - \mu_y(P_0)\mu_y(T_{s^{-1}} P_1)|
\]
\[
= \mathcal{D}_y(P_0, T_{s^{-1}} P_1).
\]
In the second to last line we again used the fact that $P$ is independent of $Y$. So by the discussion in Definition 3.9, the set
\[ \Gamma_{0,1} := \left\{ s \in G : \mathcal{D}(P_0, T^{s^{-1}} P_1) < \eta \right\} \]
has absolute density 1.

Applying the same analysis to $\langle f_0, T^s f_0 \rangle_y$, $\langle f_1, T^s f_0 \rangle_y$, and $\langle f_1, T^s f_1 \rangle_y$ gives the same conclusion for each of the sets
\[ \Gamma_{i,j} := \left\{ s \in G : \mathcal{D}(P_i, T^{s^{-1}} P_j) < \eta \right\}. \]
It follows that the set
\[ \Gamma := \bigcap_{0 \leq i,j \leq 1} \Gamma_{i,j} = \left\{ s \in G : \mathcal{D}(P, T^{s^{-1}} P) < \eta \right\} \]
also has absolute density 1.

As in Lemma 3.15, we now define the set of pairs
\[ \Gamma' := \left\{ (s,t) \in G^2 : \mathcal{D}(T^{s^{-1}} P, T^{t^{-1}} P) < \eta \right\} = \left\{ (s,t) \in G^2 : ts^{-1} \in \Gamma \right\}. \]

Fix any $(s,t) \in \Gamma'$. For each $i$, $j$, Markov’s inequality implies that there is a subset of $Y$ of measure at least $1 - \sqrt{\eta}$ on which $\mathcal{D}_y(T^{s^{-1}} P, T^{t^{-1}} P) < \sqrt{\eta}$. Let $Y_{s,t}$ be the intersection of those sets over $0 \leq i,j \leq 1$; then we have $\nu(Y_{s,t}) \geq 1 - 4\sqrt{\eta}$ and $\mathcal{D}_y(T^{s^{-1}} P, T^{t^{-1}} P) < \sqrt{\eta}$ for all $y \in Y_{s,t}$.

Finally, we estimate the size of $\mathcal{I}_y$ for most $y$ (recall the statement of Lemma 3.16 for the definition of $\mathcal{I}_y$). We have
\[
\int \frac{|\mathcal{I}_y \cap F_n^2|}{|F_n^2|} d\nu(y) = \int \sum_{(s,t) \in F_n^2} 1_{\mathcal{D}_y(T^{s^{-1}} P, T^{t^{-1}} P) \leq \sqrt{\eta}} d\nu(y) \\
= \sum_{(s,t) \in F_n^2} \nu \left\{ y \in Y : \mathcal{D}_y(T^{s^{-1}} P, T^{t^{-1}} P) \leq \sqrt{\eta} \right\} \\
\geq \sum_{(s,t) \in \Gamma' \cap F_n^2} \nu(Y_{s,t}) \\
\geq |\Gamma' \cap F_n^2| \cdot (1 - 4\sqrt{\eta}).
\]
By Lemma 3.15, $\Gamma'$ has density 1 with respect to $(F_n^2)$, so for $n$ sufficiently large we have
\[
\int \frac{|\mathcal{I}_y \cap F_n^2|}{|F_n^2|} d\nu(y) \geq \frac{|\Gamma' \cap F_n^2| \cdot (1 - 4\sqrt{\eta})}{|F_n^2|} \geq 1 - 5\sqrt{\eta}.
\]
It follows by Markov’s inequality that there is a set $Y_n^1 \subseteq Y$ with $\nu(Y_n^1) \geq 1 - \sqrt{5\sqrt{\eta}} \geq 1 - 3\eta^{1/4}$ such that
\[
\frac{|\mathcal{I}_y \cap F_n^2|}{|F_n^2|} \geq 1 - \sqrt{5\sqrt{\eta}} \geq 1 - 3\eta^{1/4}
\]
for all $y \in Y_n^1$, as claimed. □

Proof of Proposition 3.14 We show that there exists $y \in Y$ such that $C_y \cap \mathcal{I}_y \neq \emptyset$. This is sufficient because $(s,t) \in C_y$ implies that $\text{dist}_y(T^{s^{-1}} P, T^{t^{-1}} P) \leq \epsilon$, while $(s,t) \in \mathcal{I}_y$ implies that $\mathcal{D}_y(T^{s^{-1}} P, T^{t^{-1}} P) \leq \sqrt{\eta}$. But because $\mu_y(P_0), \mu_y(P_1) \geq 1/3$ for all $y$ and $\eta < \epsilon < 10^{-6}$, these two conditions contradict each other. Indeed, $\text{dist}_y(T^{s^{-1}} P, T^{t^{-1}} P) \leq \epsilon$ implies in particular that
\[
\mu_y(T^{s^{-1}} P_0 \cap T^{t^{-1}} P_1) < \epsilon.
\]
But the dependence score condition implies that

\[ \mu_y(T^{s^{-1}}P_0 \cap T^{t^{-1}}P_1) > \mu_y(T^{s^{-1}}P_0)\mu_y(T^{t^{-1}}P_1) - \sqrt{\eta} > \frac{1}{9} - \sqrt{\eta}, \]

which contradicts \( \text{[5]} \).

To find such a \( y \), first choose \( n \) large enough to satisfy the hypothesis of Lemma \( \text{[3.10]} \). Then, let \( Y_n \) be the set guaranteed by Lemma \( \text{[3.12]} \) and \( Y_n^\dagger \) be the set guaranteed by Lemma \( \text{[3.16]} \). We have chosen \( \epsilon \) and \( \eta \) small enough to ensure \( \mu(Y_n \cap Y_n^\dagger) > 0 \), so choose \( y \in Y_n \cap Y_n^\dagger \). Then \( |C_y \cap F_n^2| \geq c(\epsilon) \cdot |F_n^2| \) and \( |I_y \cap F_n^2| \geq (1 - 3n^{1/4}) \cdot |F_n^2| \), so by our choice of \( \eta \), we are guaranteed that \( C_y \cap I_y \neq \emptyset \). \( \square \)

As a corollary, we also get a characterization of weak mixing extensions in terms of relative slow entropy. Recall that \( \pi : X \to Y \) is said to be \textbf{weakly mixing} if there are no intermediate isometric extensions except for the trivial one \( Y \to Y \).

\textbf{Corollary 3.17.} Suppose \( X \) is ergodic. Then \( \pi : X \to Y \) is weakly mixing if and only if for every partition \( P \) which is not \( Y \)-measurable, there exists a rate function \( U \) and a Følner sequence \( (F_n) \) such that \( h_{\text{slow}}^{U,(F_n)}(X, P \mid \pi) > 0 \).

\textbf{Proof.} First suppose \( \pi \) is not weakly mixing. Then there is a nontrivial isometric extension \( Z \to Y \). Then if \( P \) is any \( Z \)-measurable partition, Theorem \( \text{[3.4]} \) implies that \( h_{\text{slow}}^{U,(F_n)}(X, P \mid \pi) = 0 \) for every rate function \( U \) and every Følner sequence \( (F_n) \). Because \( Z \) strictly extends \( Y \), we can choose this \( P \) to not be \( Y \)-measurable.

Conversely, suppose there is a partition \( P \), not measurable with respect to \( Y \), satisfying

\[ h_{\text{slow}}^{U,(F_n)}(X, P \mid \pi) = 0 \]

for every \( U \) and every \( (F_n) \). Then the \( T \)-invariant \( \sigma \)-algebra \( \pi^{-1}B_Y \cap \bigvee_{s \in G}T^{s^{-1}}P \) corresponds to an intermediate extension \( Z \to Y \). Because \( P \) is not \( Y \)-measurable, this is a nontrivial extension. So because \( P \) is relatively generating for \( Z \) with respect to \( Y \), this implies that \( h_{\text{slow}}^{U,(F_n)}(Z \mid \pi) = 0 \) for all \( U \) and \( (F_n) \). Therefore Theorem \( \text{[3.4]} \) implies that \( Z \to Y \) is isometric, so \( \pi \) is not weakly mixing. \( \square \)

4. Rigid extensions

4.1. Definitions. Let \( G = \mathbb{Z} \). Recall that a system \( X \) is said to be \textbf{rigid} if there exists a sequence \( 0 = n_0 < n_1 < n_2 < \ldots \) such that

\[ \lim_{k \to \infty} \mu(T^{-n_k}A \triangle A) = 0 \]

for all measurable \( A \subseteq X \).

While there have been some attempts to relativize this notion and define what it means for an extension \( \pi : X \to Y \) to be rigid (see \textbf{[Sch18, Definition 4]}), thus far no definition has been completely satisfactory. In this section we will give a new definition of rigid extension and demonstrate some of its properties.

\textbf{Definition 4.1.} Let \( \text{Aut}(I, m) \) denote the space of Lebesgue measure-preserving automorphisms of the unit interval \( I \), modulo the equivalence relation of \( m \)-a.e. agreement. This space is a Polish topological group when endowed with the weak topology defined by the property that a sequence \( (\varphi_n) \) converges to \( \varphi \) if and only if \( m(\varphi_n^{-1}E \triangle \varphi^{-1}E) \to 0 \) for all measurable \( E \subseteq I \). We can define a
metric that generates this topology as follows. For $k \geq 1$, let $D_k$ be the partition of $I$ into intervals of length $2^{-k}$. Then, for $\varphi, \psi \in \text{Aut}(I, m)$, define

$$d_A(\varphi, \psi) = \sum_{k \geq 1} 2^{-k} \text{dist}_m(\varphi^{-1}D_k, \psi^{-1}D_k).$$

Note in particular that a sequence $(\varphi_n)$ converges to $\text{id} \in \text{Aut}(I, m)$ if and only if

$$\lim_{n \to \infty} \text{dist}_m(D_j, \varphi_n^{-1}D_j) = 0$$

for any fixed $j$.

In this section, we use a different definition for the word “cocycle” — we say that a cocycle on $Y$ is a measurable map $\alpha : Y \to \text{Aut}(I, m)$. Recall that a cocycle $\alpha$ on $Y$ induces the skew product system

$$X_\alpha = (Y \times I, \nu \times m, T_\alpha)$$

where $T_\alpha(y, t) := (Sy, \alpha(y)t)$. For $n \in \mathbb{N}$, define

$$\alpha_n(y) := \alpha(S^n-1y) \circ \cdots \circ \alpha(Sy) \circ \alpha(y),$$

so that $T_\alpha^n(y, t) = (S^n y, \alpha_n(y)t)$.

**Definition 4.2.** We say that $X_\alpha$ is a rigid extension of $Y$ if for $\nu$-a.e. $y \in Y$, there is a subsequence $(n_k)$ such that $\alpha_{n_k}(y) \to \text{id}$ as $k \to \infty$. Such a sequence $(n_k)$ is called a rigidity sequence for $y$. We will also use the terminology that $\alpha$ is a rigid cocycle.

**Remark 4.3.** There are a few things to note about this definition.

1. The rigidity sequence $(n_k)$ is allowed to depend on the base point $y$. This is the main difference between our definition and previous definitions and it is crucial to everything we are able to prove about rigid extensions.
2. If $Y$ is trivial, this definition reduces to the usual definition of a rigid system.
3. By Rokhlin’s skew product theorem, any infinite-to-one ergodic extension of $Y$ is isomorphic to a skew product of the above form. However, we are not able to show that this definition of rigid extension is isomorphism invariant, so we must assume for now that $X$ is literally a skew product over $Y$.

For future convenience, we record here a simple condition that implies the rigidity of a cocycle $\alpha$.

**Lemma 4.4.** Let $\alpha$ be a cocycle on $Y$. Let $D_k$ be the depth-$k$ dyadic partition of $I$ and let $P_k = \{Y \times E : E \in D_k\}$. In order to show that $\alpha$ is a rigid cocycle, it is sufficient to show that for every $k \geq 1$ and every $\epsilon > 0$, we have

$$\nu \left\{ y \in Y : \text{dist}_y(P_k, T_\alpha^{-n}P_k) < \epsilon \text{ for infinitely many } n \right\} = 1.$$

**Proof.** For each $k$, define

$$R_k := \left\{ y \in Y : \text{dist}_y(P_k, T_\alpha^{-n}P_k) < 1/k \text{ for infinitely many } n \right\}$$

and

$$R := \bigcap_{k \geq 1} R_k.$$

By assumption, we have $\nu(R) = 1$. We show that any $y \in R$ has a rigidity sequence.
Fix $y \in \mathcal{R}$. For each $k$, pick a sequence of times $n_{k,1} < n_{k,2} < \ldots$ such that $\text{dist}_y(P_k, T_{\alpha}^{-n_{k,\ell}} P_k) < 1/k$ for every $k$ and every $\ell$. Such a sequence exists by the definition of the sets $\mathcal{R}_k$. By simply deleting finitely many times if necessary, we may also assume that $n_{k+1,k+1} > n_{k,k}$ for every $k$.

Now we claim that the sequence of times $(n_{k,k})$ is a rigidity sequence for $y$. By the discussion in Definition 4.4, it suffices to show that for any fixed $j$,

$$\text{dist}_m(D_j, \alpha_{n_{k,k}}(y)^{-1} D_j) \to 0 \quad \text{as } k \to \infty.$$ 

Observe that for any $s \in \mathbb{N}$,

$$\text{dist}_m(D_j, \alpha_s(y)^{-1} D_j) = m \{ t : D_j(t) \neq D_j(\alpha_s(y)t) \}$$

$$= \mu_y \{ (y,t) : D_j(t) \neq D_j(\alpha_s(y)t) \}$$

$$= \mu_y \{ (y,t) : P_j(y,t) \neq P_j(T_{\alpha}^s(y,t)) \}$$

$$= \text{dist}_y(P_j, T_{\alpha}^{-s} P_j).$$

Because $P_j$ is refined by $P_k$ for all $k \geq j$, we get

$$\lim_{k \to \infty} \text{dist}_m(D_j, \alpha_{n_{k,k}}(y)^{-1} D_j) = \lim_{k \to \infty} \text{dist}_y(P_j, T_{\alpha}^{-n_{k,k}} P_j)$$

$$\leq \lim_{k \to \infty} \text{dist}_y(P_k, T_{\alpha}^{-n_{k,k}} P_k) = 0$$

as desired. \hfill \square

4.2. Genericity. First, we show that generic extensions of an ergodic system are rigid. First, let us recall some basic definitions. We denote by $\text{Co}(Y)$ the set of all cocycles on $Y$, i.e. the set of all measurable maps $\alpha : Y \to \text{Aut}(I, m)$. Each $\alpha \in \text{Co}(Y)$ induces an extension $X_\alpha = (Y \times I, \nu \times m, T_\alpha)$ of $Y$ via the skew product transformation $T_\alpha(y,t) = (Sy, \alpha(y)t)$. By identifying each $\alpha \in \text{Co}(Y)$ with the skew product $T_\alpha \in \text{Aut}(Y \times I, \nu \times m)$, we endow $\text{Co}(Y)$ with the topology it inherits as a subspace of the weak topology on $\text{Aut}(Y \times I, \nu \times m)$.

**Theorem 4.5.** Let $Y$ be ergodic. Then the set of rigid cocycles $\alpha \in \text{Co}(Y)$ is a dense $G_\delta$ set.

**Remark 4.6.** In [Sch18], the author uses a different definition of rigid extension and shows that the set of rigid cocycles forms a $G_\delta$ set, but is not able to show that it is dense. Here, because we allow the rigidity sequence to depend on the base point, we are able to establish density as well.

As in the previous section, let $D_k$ be the level-$k$ dyadic partition of $I$ and let $P_k = \{ Y \times E : E \in D_k \}$.

Given $k, N \in \mathbb{N}, \epsilon > 0$, and $\alpha \in \text{Co}(Y)$, define the set

$$\mathcal{R}_{k,N,\epsilon}(\alpha) := \{ y \in Y : \text{there exists an } n > N \text{ such that } \text{dist}_y(P_k, T_{\alpha}^{-n} P_k) < \epsilon \}.$$ 

Given another parameter $\eta > 0$, also define $\mathcal{U}_{k,N,\epsilon,\eta} := \{ \alpha \in \text{Co}(Y) : \nu(\mathcal{R}_{k,N,\epsilon,\eta}(\alpha)) > 1 - \eta \}$.

**Lemma 4.7.** The set of rigid cocycles $\alpha \in \text{Co}(Y)$ is given by

$$\bigcap_{k \geq 1} \bigcap_{\epsilon \searrow 0} \bigcap_{\eta \searrow 0} \bigcap_{N \geq 1} \mathcal{U}_{k,N,\epsilon,\eta},$$

where the intersections over $\eta$ and $\epsilon$ should be interpreted as intersections over countable sequences tending to 0.
Proof. It’s clear that every rigid cocycle $\alpha$ satisfies $\nu(R_{k,N,\epsilon}(\alpha)) = 1$ for all $k, N, \epsilon, \eta$, so therefore $\alpha$ is an element of every $U_{k, N, \epsilon, \eta}$.

Conversely, suppose $\alpha$ is an element of every $U_{k, N, \epsilon, \eta}$. This implies that
\[ \nu(R_{k,N,\epsilon}(\alpha)) > 1 - \eta \]
for all $\eta > 0$, so $\nu(R_{k,N,\epsilon}(\alpha)) = 1$. This holds for every $N$, so
\[ \nu \left( \bigcap_{N \geq 1} R_{k,N,\epsilon}(\alpha) \right) = \nu \{ y \in Y : \text{dist}_y(P_k, T^{-n}_\alpha P_k) < \epsilon \text{ for infinitely many } n \} = 1 \]
as well. Finally, this holds for every $k$ and every $\epsilon > 0$, so by Lemma 4.4 we conclude that $\alpha$ is a rigid cocycle.

Lemma 4.8. Each $U_{k,N,\epsilon,\eta}$ is dense in $Co(Y)$.

Proof. Recall that a dyadic permutation of rank $M$ is an element $\varphi \in Aut(I, m)$ that permutes the cells of $D_M$ and acts as a translation on each cell. By GW19 Lemma 1.2, the set of piecewise constant cocycles is dense in $Co(Y)$. By Halmos’s Weak Approximation Theorem [Hal56, page 65], the set of dyadic permutations is dense in $Aut(I, m)$. Therefore, we consider the dense set $\mathcal{D}$ of cocycles $\alpha$ such that $\{\alpha(y) : y \in Y\}$ is a finite set of dyadic permutations. We show that each of the sets $U_{k,N,\epsilon,\eta}$ contains $\mathcal{D}$. To do this, it is clearly sufficient to show that each $\alpha \in \mathcal{D}$ is a rigid cocycle.

Fix $\alpha \in \mathcal{D}$. Because $\alpha$ takes only finitely many values, there is some $M$ such that each $\alpha(y)$ is a dyadic permutation of rank $M$. So we may consider $\alpha$ to be a map from $Y$ into $Sym_M$ (the subgroup of $Aut(I, m)$ consisting of dyadic permutations of rank $M$, isomorphic to the symmetric group on $M$ elements). Define
\[ R = \{ y \in Y : \alpha_n(y) = id \text{ for infinitely many } n \}. \]
We want to show that $\nu(R) = 1$. To do this, fix $y \in Y$ and let
\[ \Sigma_y = \{ \sigma \in Sym_M : \alpha_n(y) = \sigma \text{ for infinitely many } n \}. \]
Observe that $\{n \in \mathbb{N} : \alpha_n(y) \in \Sigma_y\}$ must be co-finite. Now we claim that if $\alpha_n(y) \in \Sigma_y$, then $S^n y \in R$. This is because if $\alpha_n(y) \in \Sigma_y$, then there are infinitely many $m > n$ satisfying $\alpha_m(y) = \alpha_n(y)$. For all such $m$, we have $\alpha_{m-n}(S^n y) \alpha_n(y) = \alpha_m(y)$, which implies that $\alpha_{m-n}(S^n y) = id$ for infinitely many $m$, so $S^n y \in R$.

Therefore we have shown that for every $y \in Y$, the set of $n$ such that $S^n y \in R$ is co-finite. By ergodicity, this implies that $\nu(R) = 1$ as desired.

Lemma 4.9. Each $U_{k,N,\epsilon,\eta}$ is open in $Co(Y)$.

Proof. Fix $\alpha \in U_{k,N,\epsilon,\eta}$. We may write the set $R_{k,N,\epsilon}(\alpha)$ as
\[ R_{k,N,\epsilon}(\alpha) = \bigcup_{M > N} \bigcup_{\epsilon' < \epsilon} \{ y \in Y : \text{there exists some } n \in (N, M] \text{ such that dist}_y(P_k, T^{-n}_\alpha P_k) < \epsilon' \}. \]
Since $\nu(R_{k,N,\epsilon}) > 1 - \eta$, it follows that there exist $M > N$, $\epsilon' < \epsilon$, and $\eta' < \eta$ such that
\[ \nu(R') := \nu \{ y \in Y : \text{there exists some } n \in (N, M] \text{ such that dist}_y(P_k, T^{-n}_\alpha P_k) < \epsilon' \} = 1 - \eta'. \]
Let $\sigma > 0$ be a parameter that is so small that $\sigma < \epsilon - \epsilon'$ and $(M - N)\sigma < \eta - \eta'$. Let $\mathcal{O}$ be an open neighborhood of $\alpha$ that is so small that for any $\beta \in \mathcal{O}$, we have
\[
\text{dist}_\mu(T_\alpha^{-n}P_k, T_\beta^{-n}P_k) < \sigma^2
\]
for all $n \in (N, M]$. This is possible because
- for every $n$, the map $T_\beta \mapsto T_\beta^n$ is a continuous map from $\text{Aut}(Y \times I, \nu \times m)$ to itself because $\text{Aut}(Y \times I, \nu \times m)$ is a topological group, and
- for any fixed $\gamma \in \text{Co}(Y)$, the map $\beta \mapsto \text{dist}_\mu(T_\gamma^{-1}P_k, T_\beta^{-1}P_k)$ is a continuous map $\text{Co}(Y) \to [0, 1]$ by definition of the weak topology on $\text{Aut}(Y \times I, \nu \times m)$.

We show that any $\beta \in \mathcal{O}$ is also in $\mathcal{U}_{k, N, \epsilon, \eta}$.

Because $\text{dist}_\mu(P, Q) = \int \text{dist}_\mu(P, Q) \, d\nu(y)$, we apply Markov’s inequality to conclude that for each $n \in (N, M]$, there is a set of measure $> 1 - \sigma$ on which $\text{dist}_\mu(T_\alpha^{-n}P_k, T_\beta^{-n}P_k) < \sigma$. Now define
\[
\tilde{Y} := \{y \in Y : \text{dist}_\mu(T_\alpha^{-n}P_k, T_\beta^{-n}P_k) < \sigma \text{ for all } n \in (N, M]\}
\]
and note that $\nu(\tilde{Y}) > 1 - (M - N)\sigma$.

Now consider some $y \in \tilde{Y} \cap R'$. Because $y \in R'$, there is $n \in (N, M]$ such that $\text{dist}_\mu(P_k, T_\alpha^{-n}P_k) < \epsilon'$. Then, for that same $n$, we get the estimate
\[
\text{dist}_\mu(P_k, T_\beta^{-n}P_k) \leq \text{dist}_\mu(P_k, T_\alpha^{-n}P_k) + \text{dist}_\mu(T_\alpha^{-n}P_k, T_\beta^{-n}P_k) < \epsilon' + \sigma < \epsilon,
\]
where the second inequality holds because $y \in \tilde{Y}$.

This shows that for all $y \in \tilde{Y} \cap R'$, there exists an $n \in (N, M]$ such that $\text{dist}_\mu(P_k, T_\beta^{-n}P_k) < \epsilon$, showing that $\mathcal{R}_{k, N, \epsilon}(\beta) \supseteq \tilde{Y} \cap R'$. Since $\nu(\tilde{Y} \cap R') > 1 - (M - N)\sigma - \eta' > 1 - \eta$, it follows that $\beta \in \mathcal{U}_{k, N, \epsilon, \eta}$ as desired. \hfill \QED

**Proof of Theorem 4.9** Follows immediately from Lemmas 4.7 to 4.9 and the Baire category theorem. \hfill \QED

### 4.3. Relationship between rigidity and slow entropy

Throughout this section, let $L$ denote the rate function $L(n) = \log n$. First we give a sufficient condition for an extension to be rigid.

**Theorem 4.10.** Assume that $Y$ is ergodic. Let $\alpha$ be a cocycle on $Y$ and let $\pi : X_\alpha \to Y$ denote projection onto the first coordinate. Suppose that there exists a Følner sequence $(F_n)$ for $\mathbb{N}$ such that $h_{\text{slow}}^{L(\pi)}(X_\alpha \mid \pi) = 0$. Then $X_\alpha$ is a rigid extension of $Y$.

**Proof.** For a partition $P$, $\epsilon > 0$, and $m \in \mathbb{N}$, define
\[
\mathcal{R}_{P, \epsilon, m} := \{y \in Y : \text{there exists } k > m \text{ such that } \text{dist}_\mu(P, T_\alpha^{-k}P) < 5\sqrt{\epsilon}\}.
\]
The first step is to show that $\nu(\mathcal{R}_{P, \epsilon, m}) \geq 1 - 4\sqrt{\epsilon}$ for every $P, \epsilon, m$.

Let $(F_n)$ be the Følner sequence given by the hypothesis of Theorem 4.10. By the assumption that $h_{\text{slow}}^{L(\pi)}(X \mid \pi) = 0$, for all $n$ sufficiently large we have
\[
|P|^{\text{cov}(\mu, P, F_n, \epsilon) \mid \pi} \leq \frac{\epsilon}{m} \cdot |F_n|.
\]
Also, by the mean ergodic theorem, for all sufficiently large $n$ we have
\[
\nu \left\{ y \in Y : \frac{|\{t \in F_n : S^t y \in \mathcal{R}_{P, \epsilon, m}\}|}{|F_n|} < \nu(\mathcal{R}_{P, \epsilon, m}) + \epsilon \right\} \geq 1 - \epsilon.
\]
So fix an $n$ which is large enough so that (6) and (7) both hold.
Let
\[ C = C(n) = \text{cov}(\mu, P, F_n, \epsilon | \pi) \]
and let \( Y_n \subseteq Y \) be the set of \( y \) satisfying \( \text{cov}(\mu_y, P, F_n, \epsilon) \leq C \). By definition we have \( \nu(Y_n) \geq 1 - \epsilon \), so by (7), we may fix a point \( y \) that is an element of both \( Y_n \) and the set appearing in (7).

We now repeat the construction from the proof of Lemma 3.12 which we partially reproduce here for convenience. Let \( B_1, \ldots, B_t \) be subsets of \( X \) such that each \( B_i \) has \( d_{P,F_n} \)-diameter at most \( \epsilon \) and \( \mu_y(\bigcup B_i) \geq 1 - \epsilon \). Let \( X' = \bigcup B_i \). Without loss of generality, we may assume that the \( B_i \) are disjoint. For each \( i \), fix a point \( x_i \in B_i \). Then, for \( x \in X' \), define \( r(x) \) to be the unique \( x_i \) such that \( x \in B_i \).

Define
\[ A = \{ s \in F_n : \mu_y \{ x \in X' : P(T^s_{\alpha}x) = P(T^s_{\alpha}r(x)) \} \geq 1 - \sqrt{2\epsilon} \}. \]

In the proof of Lemma 3.12 we proved the estimate
\[ |A| \geq |F_n| (1 - \sqrt{2\epsilon}). \]

Now decompose the set \( A \) as
\[ A = \bigcup_{w \in \{0,1,\ldots,|P|^{-1}\}^C} \{ s \in A : (P(T^s_{\alpha}x_i))_{i=1}^{\#S} = w \} =: \bigcup_{w \in \{0,1,\ldots,|P|^{-1}\}^C} A_w. \]

In the proof of Lemma 3.12 we also showed that
\[ \text{dist}_y(T^{-s}_{\alpha}P, T^{-t}_{\alpha}P) \leq 5\sqrt{\epsilon} \]
whenever \( s, t \) lie in the same \( A_w \).

Using this decomposition of \( A \) into the sets \( A_w \), we can show that \( S^t y \in \mathcal{R}_{P,\epsilon, m} \) for most \( t \in F_n \).

By (8), we conclude that \( \{ t \in F_n : S^t y \in \mathcal{R}_{P,\epsilon, m} \} \) contains all of the elements of \( A \), except for possibly the \( m \) largest elements of each \( A_w \). Therefore, we can use (6) to estimate
\[
\#\{ t \in F_n : S^t y \in \mathcal{R}_{P,\epsilon, m} \} \geq \sum_{w \in \{0,1,\ldots,|P|^{-1}\}^C} (|A_w| - m) = |A| - m \cdot |P|^C \\
\geq |F_n|(1 - \sqrt{2\epsilon}) - m \cdot \frac{\epsilon}{m} \cdot |F_n| \\
\geq |F_n|(1 - 3\sqrt{\epsilon}).
\]

Combining this estimate with (4), we conclude that
\[ \nu(\mathcal{R}_{P,\epsilon, m}) \geq 1 - 3\sqrt{\epsilon} - \epsilon \geq 1 - 4\sqrt{\epsilon} \]
as desired.

Now let
\[ \mathcal{R}_{P,\epsilon} = \bigcap_{M \geq 1} \bigcup_{m \geq M} \mathcal{R}_{P,\epsilon, m} = \{ y \in Y : \text{dist}_y(P, T^{-n}_{\alpha}P) < 5\sqrt{\epsilon} \text{ for infinitely many } n \}. \]

Because each \( \nu(\mathcal{R}_{P,\epsilon, m}) \geq 1 - 4\sqrt{\epsilon} \), we have \( \nu(\mathcal{R}_{P,\epsilon}) \geq 1 - 4\sqrt{\epsilon} \) as well.

Finally, let \( P_k \) be the partition \( \{ Y \times E : E \in D_k \} \), let \( \epsilon_k = 1/k \), and let \( \mathcal{R}_k = \mathcal{R}_{P_k,\epsilon_k} \). We have \( \nu(\mathcal{R}_k) \geq 1 - 4/\sqrt{k} \). Now let \( \mathcal{R} = \bigcap_{K \geq 1} \bigcup_{k \geq K} \mathcal{R}_k \) and note that
\[ \nu(\mathcal{R}) = \lim_{K \to \infty} \nu \left( \bigcup_{k \geq K} \mathcal{R}_k \right) \geq \lim_{K \to \infty} \nu(\mathcal{R}_K) = 1. \]

We claim that every \( y \in \mathcal{R} \) has a rigidity sequence.
Fix $y \in \mathcal{R}$. Then, by construction, there are infinitely many $k$ that satisfy
\[
\text{dist}_y(P_k, T^{-n}P_k) < \frac{5}{\sqrt{k}} \quad \text{for infinitely many } n.
\]
So, by repeating the diagonalization argument from Lemma 4.4, we again are able to conclude that $y$ has a rigidity sequence.\[\blacklozenge\]

**Corollary 4.11.** Isometric extensions are rigid.

**Proof.** Suppose $\pi : X_\alpha \to Y$ is an isometric extension. Then by Theorem 3.4, for any Følner sequence and any rate function $U$, $\pi$ has zero relative slow entropy. So in particular, there is a Følner sequence for which $\pi$ has zero relative slow entropy with respect to the rate function $L(n) = \log n$. By Theorem 4.10, this implies $\pi$ is rigid.\[\blacklozenge\]

**Remark 4.12.** In the non-relative setting, this result can be proven directly from the definitions using the fact that any orbit of a compact group rotation is dense in some closed subgroup. In the relative setting, it can proven in a similar but more complicated way by appealing to the theory of the Mackey group. It is interesting to note that we are able to provide another proof of this result using entropy methods.

In the non-relative setting, we are also able to prove a converse and obtain necessary and sufficient conditions for rigidity in terms of slow entropy. For this part, we use interchangeably the notations $f(m) \ll g(m)$ and $f(m) = o(g(m))$ to mean that $f(m)/g(m) \to 0$ as $m \to \infty$.

**Theorem 4.13.** The following are equivalent.

1. $X$ is rigid.
2. For every rate function $U$, there exists a Følner sequence $(F_n)$ for $\mathbb{N}$ such that $h_{\text{slow}}^U(F_n)(X) = 0$.
3. There exists a Følner sequence $(F_n)$ for $\mathbb{N}$ such that $h_{\text{slow}}^{L_n}(F_n)(X) = 0$.

**Proof.** The implication (2) $\implies$ (3) is trivial and the implication (3) $\implies$ (1) is the special case of Theorem 4.10 where $Y$ is trivial, so we just need to show that (1) $\implies$ (2). Assume that $X$ is rigid and let $(n_k)$ be a rigidity sequence. Let $P$ be a finite generating partition for $X$. Such a partition must exist by Krieger’s theorem [Kri70] because rigid systems have zero entropy. Applying the definition of rigidity to each of the finitely many cells of $P$, it follows that
\[
\lim_{k \to \infty} \text{dist}_\mu(T^{-n_k}P, P) = 0.
\]
Now replace the rigidity sequence $(n_k)$ with a sufficiently thin subsequence so that we may assume that
\[
\text{dist}_\mu(T^{-n_k}P, P) < 2^{-k}.
\]
Also assume that the rigidity sequence is sparse enough so that $n_{k+1} - n_k > k$ for every $k$.

Now let $U$ be an arbitrary rate function and assume without loss of generality that $U(m) \ll \exp(m)$. Let $V$ be another rate function satisfying $V(m) \ll \log U(m)$. We define our Følner sequence $(F_m)$ by the formula
\[
F_m := [0, V(m)) \cup [n_1, n_1 + V(m)) \cup \cdots \cup [n_{m-1}, n_{m-1} + V(m)).
\]
It’s clear that this is a Følner sequence for $\mathbb{N}$.
It will be useful later to have a good estimate for \(|F_m|\). Clearly \(|F_m| \leq m \cdot V(m)\), but we can also show that it is not much smaller than this. Observe that

\[
|F_m| \geq V(m) \cdot \# \{ k \leq m : [n_k, n_k + V(m)) \cap [n_{k+1}, n_{k+1} + V(m)) = \emptyset \}
\]
\[
\geq V(m) \cdot \# \{ k \leq m : n_k + V(m) < n_{k+1} \}
\]
\[
\geq V(m) \cdot \# \{ k \leq m : k > V(m) \}
\]
\[
= V(m) \cdot \max(m - V(m), 0)
\]
\[
= V(m) \cdot (m - o(m)) \quad (10)
\]

Our goal is to show that \(h_{U,F_m}^{\text{slow}}(X) = 0\). Since \(P\) is a generating partition, it suffices to show that \(h_{U,F_m}^{\text{slow}}(X, P) = 0\). To do this, let \(\epsilon > 0\). We seek to estimate \(\text{cov} \left( \mu, P, F_m, \epsilon \right)\) for \(m\) sufficiently large. Let \(C = \text{cov} \left( \mu, P, [0, V(m)], \epsilon \right)\) and let \(B_1, \ldots, B_C\) be subsets of \(X\) satisfying \(\mu(\bigcup B_i) \geq 1 - \epsilon\) and

\[
\text{diam}_{P,[0,V(m)]}(B_i) \leq \epsilon.
\]

We now show that we can restrict the \(B_i\) to a large subset of \(X\) such that after the restriction, \(\text{diam}_{P,F_m}(B_i)\) is also small.

Let \(k_0 = k_0(m)\) be the smallest integer that satisfies

\[
\sum_{k \geq k_0} \text{dist}_\mu(T^{-n_k}P, P) < \frac{\epsilon}{V(m)}.
\]

Because of the condition that \(\text{dist}_\mu(T^{-n_k}P, P) < 2^{-k}\), it follows that

\[
k_0(m) \leq \log_2 \left( \frac{V(m)}{\epsilon} \right) \ll \log \log U(m) \ll m. \quad (11)
\]

For \(0 \leq i < V(m)\), define the “good sets”

\[
\mathcal{G}_i := \{ x \in X : P(T^i x) = P(T^{n_k+i} x) \text{ for all } k \geq k_0 \} \quad \text{and}
\]
\[
\mathcal{G} := \bigcap_{i=0}^{V(m)} \mathcal{G}_i. \quad (12)
\]

By the definition of \(k_0\) and the \(T\)-invariance of \(\mu\), we have

\[
\mu(\mathcal{G}^c) \leq \sum_{i=0}^{V(m)-1} \mu(\mathcal{G}_i^c) \leq \sum_{i=0}^{V(m)-1} \sum_{k \geq k_0} \text{dist}_\mu(T^{-n_k+i}P, T^{-i}P) \leq \epsilon. \quad (14)
\]

Now replace each \(B_i\) by \(B'_i = B_i \cap \mathcal{G}\), so we still have \(\mu(\bigcup B'_i) \geq 1 - 2\epsilon\). It remains to show that each \(B'_i\) has small diameter according to \(d_{P,F_m}\).
Therefore, by (10) and (11), we have

\[\text{contrast with Kolmogorov–Sinai entropy, which is independent of the choice of Følner sequence.}\]

the slow entropy of a system depends quite strongly on the choice of Følner sequence. This is in close

In [Ada21, Theorem 1], the author shows that for the Følner sequence

\[\text{and any sub-exponential rate function } U, \text{ there is a dense } G_\delta \text{ set of systems } I = ([0, 1], T, m) \text{ that are both rigid and satisfy } h_{\text{slow}}^{I, (F_n)}(I) = \infty.\]

\[\text{Combined with Theorem 4.13 this shows that generically, the slow entropy of a system depends quite strongly on the choice of Følner sequence. This is in contrast with Kolmogorov–Sinai entropy, which is independent of the choice of Følner sequence.}\]

As a corollary of Theorem 4.13 we get a similar condition that characterizes mild mixing systems in terms of slow entropy. Recall that a system is said to be mildly mixing if it has no nontrivial rigid factors [FW78].

**Corollary 4.16.** The system \(X\) is mildly mixing if and only if for all partitions \(P\) of \(X\) and all Følner sequences \((F_n)\) for \(N\), we have \(h_{\text{slow}}^{X, (F_n)}(X, P) > 0\).

**Proof.** Suppose \(X\) is not mildly mixing. Then there is a nontrivial rigid system \(Y\) and a factor map \(\pi : X \to Y\). Let \(Q\) be any partition of \(Y\) and let \(P = \pi^{-1}Q\). The rigidity of \(Y\) implies that we can find a Følner sequence \((F_n)\) such that \(h_{\text{slow}}^{Y, (F_n)}(Y, Q) = 0\). Then, using the definition of factor map, it immediately follows that \(h_{\text{slow}}^{X, (F_n)}(X, P) = 0\) as well.
Conversely, suppose that there exist a partition $P$ and a Følner sequence $(F_n)$ so that

$$h_{slow}^{L,(F_n)}(X,P) = 0.$$ 

Then consider the factor $Y$ corresponding to the $T$-invariant $\sigma$-algebra $\bigvee_{n\in\mathbb{Z}} T^{-n}P$. Because $P$ is a generating partition for this factor, it follows that $h_{slow}^{L,(F_n)}(Y) = 0$, which implies that $Y$ is rigid, so $X$ is not mildly mixing. □

4.4. A necessary condition for rigidity. In light of Theorem 4.5 and our failure to prove the converse of Theorem 4.10, one may wonder whether or not every extension is rigid. In this section, we show that this is not the case by exhibiting a natural non-empty class of extensions that can not be rigid.

**Definition 4.17.** Given a system $Y$, a cocycle $\alpha$ on $Y$ is said to be strongly mixing if for $\nu$-a.e. $y$, we have

$$m\left(E \cap \alpha^n(y)^{-1}E\right) \to m(E)^2$$

for all measurable $E \subseteq I$. Also, we will say that a skew product extension $X_\alpha \to Y$ is a strongly mixing extension if $\alpha$ is a strongly mixing cocycle.

This definition is similar to the definition of strongly mixing extension given in [Sch18], but here we have phrased it to be more analogous to our definition of rigidity. It is unknown whether or not the definitions of rigidity and strong mixing presented here are equivalent to the definitions given in [Sch18].

**Proposition 4.18.** The set of rigid cocycles and the set of strongly mixing cocycles are disjoint.

**Proof.** Let $E \subseteq I$ be any subset of measure $1/2$. If $\alpha$ is a strongly mixing cocycle, then for a.e. $y$,

$$m\left(E \cap \alpha^n(y)^{-1}E\right) \to 1/4$$

as $n \to \infty$. But if $\alpha$ were also a rigid cocycle, then there would have to be a subsequence $(n_k)$ along which

$$m\left(E \cap \alpha^{n_k}(y)^{-1}E\right) \to 1/2$$

as $k \to \infty$, a contradiction. □

Finally, let us remark that the set of strongly mixing cocycles is non-empty. Indeed, if $I = (I, m, \alpha_0)$ is any strongly mixing system and $\alpha$ is the constant cocycle $\alpha(y) = \alpha_0$, then $\alpha$ is clearly a strongly mixing cocycle. These cocycles correspond to direct product transformations on $Y \times I$ where the transformation in the $I$ coordinate is strongly mixing.
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