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I. INTRODUCTION

In quantum information theory, the unconstrained dynamics of a physical system are mathematically modeled as completely positive (CP) trace-preserving (TP) maps. The actual dynamics may be constrained, e.g., by symmetries of the Hamiltonian or practical limitations. Nevertheless, access to systems prepared in some special resource states can help lift restrictions. Associated with each restricted class of dynamics is the resource that lifts it: Entanglement for local operations, restrictions. Associated with each restricted class of dynamics is the resource that lifts it: Entanglement for local operations, or thermal inequilibrium, or athermality. In this paper, we define a generalization, conditional athermality. In the resource theory whose allowed operations are thermal operations, we call conditional athermality.

After defining conditional thermal operations in their full generality, we focus on the limiting case where the control system is classical and the main system is quasiclassical. In this limit, all resources are reversibly interconvertible at a rate given by an averaged version of the well-known free energy function. Finally, we discuss the many prospects that lie ahead in the resource theories of athermality and conditional athermality.

II. REVIEW: THERMAL OPERATIONS

Consider a $d$-level system $S$, and let $H$ denote its free Hamiltonian. A thermal operation (TO) \cite{crongqvist2016thermally} is a state transformation on $S$ effected by (1) introducing an ancilla $A$, with arbitrarily chosen free Hamiltonian $H_A$, prepared in its Gibbs (or thermal) state $\gamma_A := \exp(-\beta H_A)/\text{Tr}\exp(-\beta H_A)$; (2) acting on the combined system $SA$ with a unitary $U_{SA}$ satisfying $[U_{SA} H + H_A] = 0$ (energy conservation); and (3) discarding $A$. The resulting TO is described by the CPTP map $T : \rho \mapsto \text{Tr}_A[U_{SA}(\rho \otimes \gamma_A)U_{SA}^\dagger]$, where $\rho$ is an arbitrary initial state of $S$.

In the resource theory whose allowed operations are TO, the only free state is the thermal state, or Gibbs state, given by

\begin{equation}
\gamma := \exp(-\beta H)/\text{Tr}\exp(-\beta H) = \frac{1}{Z_S} \sum_j \exp(-\beta E_j) |E_j\rangle\langle E_j|,
\end{equation}

where the $E_j$ are the energy levels (i.e., the eigenvalues of $H$) and $Z_S = \sum_j \exp(-\beta E_j)$ is the evaluation of the system’s partition function at temperature $\beta^{-1}$. Deviation from this free state, called athermality, is a resource, as evidenced by its utility in work extraction, refrigeration, and erasure \cite{vicari2015thermally,alicki2007thermodynamics,barnes2015thermodynamics,richter2016thermally,richter2017thermally}. The effect of a TO on any state is to bring it closer to $\gamma$. With this background, we are now ready to present our new work.

III. CONDITIONED THERMAL OPERATIONS

We now consider a bipartite device consisting of a system $S$ and a control $C$. We define the following:
Definition. A conditioned thermal operation (CTO) on the composite SC is a transformation given by

\[ \mathcal{E} : \rho_{SC} \mapsto \sum_{j=1}^{n} T^{(j)} \otimes \mathcal{R}^{j}(\rho_{SC}) , \]  

where each \( T^{(j)} \) is a TO and each \( \mathcal{R}^{j} \) is a CP map such that \( \sum_{j} \mathcal{R}^{j} \) is TP.

Note that any CTO belongs to the class of local operations and classical communication (LOCC) with respect to the S-C partition. If we marginalize over C, the effective transformation of the state of S under a CTO appears like a TO. But note that each of the various conditional TO’s \( T^{(j)} \) acts not on the average marginal state \( \rho_S \), but on the marginal state that results when the map id \( \otimes \mathcal{R}^{j} \) is applied to \( \rho_{SC} \). Therefore, the effective transformation of S is a TO only when \( \rho_{SC} \) is a product state.

A. Free states and resources

In contrast with TO, there exist an infinite family of free states under CTO, consisting of all states of the form \( \gamma \otimes \rho_C \), with \( \rho_C \) arbitrary. If, on the other hand, we consider a wider class of states, satisfying \( \text{Tr}_C \rho_{SC} = \gamma \) for some \( \rho_{SC} \), then it is possible that \( \text{Tr}_C \mathcal{E}(\rho_{SC}) \neq \gamma \) for some CTO’s \( \mathcal{E} \). The set of all such locally thermal states clearly includes all the free states, but also some resource states: those which are locally thermal on S, but contain S-C correlations. These resource states do not contain any athermality on S relative to uncorrelated systems, but they do relative to C, in the sense of Ref. [22]. We use the term conditional athermality for the resource relative to CTO. By definition, CTO cannot create or increase conditional athermality.

B. The role of measurements

CTO’s allow arbitrary measurements on the C system, with the measurement outcome determining the action on S. The outcomes are left unread from the perspective of external observers, in the sense that a CTO is defined by summing over all possible outcomes. Nevertheless, such measurements possess the power to unlock the conditional athermality of S relative to C and channel it for useful purposes. Consider, for example, the locally thermal state

\[ \rho_{SC} = \frac{1}{Z_S} \sum_{j} \exp(-\beta E_j)|E_j\rangle |E_j\rangle \otimes |j\rangle \langle j|, \]  

with \( |j\rangle \) an orthonormal basis on C. Using thermal operations \( T^{(j)} \) that effect \( |E_j\rangle \mapsto |E_0\rangle \) (the ground state), we can construct a CTO that achieves \( \rho_{SC} \mapsto |E_0\rangle \langle E_0| \otimes \sigma_C \) (here \( \sigma_C \) is arbitrary and irrelevant). The classical correlations between S and C have enabled us to change the marginal state of S from the thermal state to a pure energy state.

Does the above example mean that CTO’s trivialize the resource structure of TO’s? This is not so: The resource structure induced by CTO’s is in fact richer than that under TO’s and subsumes the latter. The TO resource theory can be recovered in its entirety from the CTO theory by considering those instances where both the initial and final states are product states, i.e., completely uncorrelated between S and C.

In general, the CTO formalism provides a platform to study the intimate connection between correlations and thermal inequilibrium. Measurements with readout are likely to be even more resourceful in converting correlations to athermality. In general, it is also important to consider the backaction of measurements on the control system itself. We leave for future work the study of such measurements and of the deeper connections between correlations and athermality. In the remainder of this paper we develop some of the more basic aspects of the resource theory of conditional athermality.

C. The quasiclassical case

In the remainder, we will develop the resource theory of conditional athermality for the quasiclassical regime [2,3,11], where the state of S is a mixture of the eigenstates of its Hamiltonian \( H \):

\[ \rho_S = \sum_{i=1}^{d} u_i |i\rangle \langle i| , \]  

with \( u = (u_1, u_2, \ldots, u_d)^T \) a probability distribution and the \( |i\rangle \) orthonormal eigenvectors of \( H \) belonging, respectively, to eigenvalues \( E_i \). The Gibbs state \( \gamma \) is denoted by the vector \( g \). The action of a generic TO on the quasiclassical \( \rho_S \) of (4) is effectively a transformation \( u \mapsto Tu \), with \( T \) being a stochastic matrix satisfying \( T g = g \).

Correspondingly, we will assume that the control is also some classical system X. That is, states of X lack coherence relative to some preferred basis, \( \{|x\rangle\} \). This can result if the CTO dynamics is much slower than the typical decoherence time scale.

If X has \( \ell \) possible settings, it can be prepared in one of those specific settings, or in some probabilistic mixture thereof, represented by a probability distribution \( \tilde{p}_X \equiv (p_1, p_2, \ldots, p_{\ell}) \) (we will represent states of X using row vectors). We can change this state via an arbitrary classical transformation, represented by a \( m \times \ell \) row-stochastic matrix R mapping \( \tilde{p}_X \mapsto \tilde{q}_Y \equiv \tilde{p}_X R \) (for clarity, we use different letters to denote the initial and final versions of the classical register).

A classically controlled thermal device consists of S and X combined (Fig. 1, left) in a state represented by a \( d \times \ell \) matrix

\[ U_{SX} \equiv (p_1 u^1, p_2 u^2, \ldots, p_\ell u^\ell) \equiv (u^1, u^2, \ldots, u^\ell) . \]  

We shorted \( p_X \) u^i to u^i. A generic CTO in the quasiclassical limit takes the form

\[ U_{SX} \mapsto \mathcal{E}(U_{SX}) \equiv \sum_{j=1}^{n} T^{(j)} U_{SX} R^j , \]  

where each \( T^{(j)} \) is a classical TO, and each \( R^j \) is a substochastic matrix such that \( \sum_j R^j \) is stochastic. In the remainder, the term CTO is used in this restricted sense.

D. Measures of conditional athermality

One way to quantify resources is by constructing resourcefulness measures called monotones:

---
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Proposition 1. A monotone under. CTO, or conditional athermality monotone, is a real-valued function $\Phi(U_{SX})$ that does not increase under CTO. That is,

$$\Phi[E(U_{SX})] \leq \Phi[U_{SX}]$$

for all quantum-classical states $U_{SX}$ and CTO $E$. Conditional athermality monotones are generalizations of the free energy of classical thermodynamics, in that they can never increase under any allowed evolution. We now find a way to construct a large class of conditional athermality monotones.

**Definition.** A monotone under CTO, or conditional athermality monotone, is a real-valued function $\Phi(U_{SX})$ that does not increase under CTO. That is,

$$\Phi[E(U_{SX})] \leq \Phi[U_{SX}]$$

for all quantum-classical states $U_{SX}$ and CTO $E$. Conditional athermality monotones are generalizations of the free energy of classical thermodynamics, in that they can never increase under any allowed evolution. We now find a way to construct a large class of conditional athermality monotones.

**Proposition 1.** Let $\phi(U_{S})$ be a convex athermality monotone on $R$. That is, $\phi(TU_{S}) \leq \phi(U_{S})$ for all states $U_{S}$ of $S$ and all TO ($g$-preserving column-stochastic matrices) $T$, and furthermore, $\phi(U_{S} + [1 - \alpha]V) \leq \alpha\phi(U_{S}) + (1 - \alpha)\phi(V)$ for all states $(U_{S}, V)$ and $\alpha [0, 1]$. For every bipartite state $U_{SX} \equiv (p_{1}U_{S}^{1}, p_{2}U_{S}^{2}, \ldots, p_{r}U_{S}^{r})$, define

$$\Phi[U_{SX}] := \sum_{x=1}^{r} p_{x}\phi(U_{S}^{x}).$$

Then $\Phi$ is a conditional athermality monotone.

In the following, we will find conditions for resource interconvertibility, in terms of a family of such monotones. More such monotones are likely to be involved in the conditions for catalytic conversion, which we will not study in this work.

**E. Single-copy conditional athermality conversion**

Given one copy each of two arbitrary states $U_{SX}$ and $V_{SX}$, how do we determine if $U_{SX} \xrightarrow{\text{CTO}} V_{SX}$, i.e., if there exists a CTO $E$ such that $V_{SX} = E(U_{SX})$?

Reference [3] found that a state transformation $U_{S} \xrightarrow{\text{TO}} V$ is possible if and only if the Lorenz curve (see Fig. 2) of $U_{S}$ is nowhere below that of $V$:

$$\mathcal{L}[U_{S}](s) \geq \mathcal{L}[V](s) \forall s \in [0, 1].$$

This condition is described as $U_{S}$ thermomajorizes $V$. Combining this condition with the structure of CTO defined in Eq. (6), we prove the following (details in Appendix B):

**Proposition 2.** For $U$ and $V$ as defined above, $U \xrightarrow{\text{CTO}} V$ if and only if there exists an $\ell \times m$ row-stochastic matrix $R \equiv (r_{xy})$, such that for each $y \in [1, \ldots, m]$,

$$\sum_{x=1}^{\ell} r_{xy}\mathcal{L}[U_{S}^{x}](s) \geq \mathcal{L}[V](s) \forall s \in [0, 1].$$

Note that the Lorenz functions appearing above are all subnormalized by virtue of the sub-normalization of the $U_{S}$ and $V$. The case $s = 1$ in the family of inequalities (10) implies $\mathcal{L}[V] \geq \mathcal{L}[V]$, as expected of the marginal on the classical register. On the other hand, summing over $y$ gives us the condition

$$\sum_{y} \mathcal{L}[V](s) \leq \sum_{y} \mathcal{L}[U_{S}^{x}](s) \forall s, i.e., that the quantum part of $U$ must thermomajorize that of $V$ on average (where the average is taken after the evaluation of the Lorenz function).

The condition (10) runs over $s \in [0, 1]$, but we do not really need to check for all values of $s$. Note that $\mathcal{L}(w)$ for any $w$ is continuous and piecewise linear, with at most $d - 1$ bends. In addition, it is also concave and monotonously nondecreasing. Therefore in order to determine whether a given $U_{S}$ thermomajorizes $V$, it suffices to compare their Lorenz curves only at the abscissae where $\mathcal{L}[V]$ bends.

Let us now reconsider the convertibility question $U \xrightarrow{\text{CTO}} V$. For any given $y$, there are at most $(d - 1)$ bends in $\mathcal{L}[V]$: therefore, all $y$'s considered, there are up to $(m - 1)$.

Define $D$ such that $(D - 1)$ is the total number of distinct bend abscissae $(D \leq m[d - 1] + 1)$, which we shall call $s_{1} < s_{2} < \ldots < s_{D}$. In addition, let $s_{0} := 0$ and $s_{D} := 1.0$. Now define the $D \times \ell$ matrix $P$ and the $D \times m$ matrix $Q$:

$$p_{i} := \mathcal{L}[U_{S}^{x}](s_{i}) - \mathcal{L}[U_{S}^{x}](s_{i - 1});$$

$$q_{i} := \mathcal{L}[V](s_{i}) - \mathcal{L}[V](s_{i - 1}).$$

(11)

Note that $P$ and $Q$ are normalized bipartite probability distributions. Also, every pair $(P, Q)$ uniquely determines a pair $(P, Q)$. In fact, $Q$ is uniquely determined by $V$; however, $P$ depends on both $U$ and $V$, because we chose the $s_{i}$ based on the Lorenz curves of the $V$. In terms of $P$ and $Q$, Proposition 2 can be recast as follows:

**Proposition 3.** For any pair $(U, V)$, define $(P, Q)$ as above. Then,

$$U \xrightarrow{\text{CTO}} V \iff \text{there exists a row-stochastic } R : LPR \geq LQ.$$  

(12)

where the inequality is entrywise, and $L$ is the $D \times D$ lower-triangular matrix with all diagonal and lower elements equaling 1.

**Corollary 4.** In the case $\ell = 1$, i.e., when $U \equiv U$ is just an athermality resource with a trivial classical register, $U \xrightarrow{\text{CTO}} V$ if and only if

$$\mathcal{L}[P](s_{i}) \geq \mathcal{L}[Q](s_{i}) \forall y \in [1, \ldots, m], i \in [1, \ldots, D].$$

(13)
Corollary 5. In the case \( m = 1 \), i.e., when \( V \equiv v \) and \( U \equiv (p_1 u^1, p_2 u^2, \ldots, p_\ell u^\ell), U \xrightarrow{\text{CTO}} V \) if and only if

\[
\sum_{s=1}^\ell p_s L([p^s])(s_i) \geq L([q^j]) (s_i) \quad \forall i \in \{1, 2, \ldots, D\}. \tag{14}
\]

Corollary 6. Given athermality resources \((u, v)\) such that \( u \xrightarrow{\text{TO}} v \) is possible, \( U \equiv (p u, [1 - p] g) \) can be converted to \( V \equiv v \) by CTO if and only if \( p \geq p_{\min} \), where

\[
p_{\min} = \max_{i \in \{1, \ldots, D\}} \frac{L([v])(s_i) - s_i}{L([u])(s_i) - s_i}. \tag{15}
\]

We see from the corollaries that the state-to-ensemble case \((\ell = 1)\) reduces to several independent instances of athermality resource convertibility. Note that this special case is not the same as the probabilistic conversion problems considered in Ref. [15]. On the other hand, in the ensemble-to-state case \((m = 1)\), only the average resourcefulness of the initial ensemble matters, although the classical register is still important because in general \( \sum_{s=1}^\ell p_s L([u^s])(s_i) \geq \sum_{s=1}^\ell p_s L([v^s])(s_i) \).

The results of Corollaries 4, 5, and 6 are mathematically analogous to corresponding results about probabilistic conversion of pure entanglement resources \([23,24]\), with the roles of initial and final states reversed and majorization \([25]\) replaced by thermomajorization.

Proposition 3 implies that every instance of the CTO convertibility problem is the feasibility problem of a linear program, which can be solved efficiently using state-of-the-art computers. In this form, the relation \( \xrightarrow{\text{CTO}} \) becomes very similar to the conditional majorization relation defined in recent work \([26]\) on the uncertainty principle in the presence of a memory (conditional uncertainty). For two-\( D \)-dimensional vectors \( u \) and \( v \), \( L u \geq L v \) is equivalent to the existence of a \( D \times D \) lower-triangular column-stochastic (LTCS) matrix \( \Theta \) such that \( v = \Theta u \). This condition has been called lower-triangular majorization (LT majorization) in Refs. [9,25]. By applying methods of convex geometry and the properties of LT majorization (details in Appendix B), we translate the conditional athermality convertibility condition \((12)\) to a family of no-go conditions parametrized by matrices from the set

\[
\mathbb{R}^{D \times m}_{+,1,1} = \{ A \in \mathbb{R}^{D \times m} : \forall j, a_{1j} \geq a_{2j} \geq \cdots \geq a_{Dj} \}, \tag{16}
\]

where \( \mathbb{R}^{D \times m}_{+,1,1} \) is the set of all \( D \times m \) joint distributions. For \( A \equiv (a^1, a^2, \ldots, a^m) \in \mathbb{R}^{D \times m}_{+,1,1} \), define the sublinear functional \( \omega_A : \mathbb{R}^D_+ \to \mathbb{R} \) through

\[
\omega_A(w) := \max_{z \in [1,2,\ldots,m]} \langle \hat{a}^z \cdot w \rangle. \tag{17}
\]

Similar in spirit to the monotones in Proposition 1, define

\[
\Omega_A[U, V] := \sum_{x=1}^\ell p_x \omega_A(p^x) - \sum_{y=1}^m q_y \omega_A(q^y), \tag{18}
\]

with \( p^x \) and \( q^x \) as defined by \((11)\).

Theorem 7. For an arbitrary pair of conditional athermality resources \((U, V)\), let \((P, Q)\) be defined as in Proposition 3. Then, \( U \xrightarrow{\text{CTO}} V \) if and only if, for all matrices \( A \in \mathbb{R}^{D \times m}_{+,1,1} \),

\[
\Omega_A[U, V] \geq 0. \tag{19}
\]

This result provides sufficient conditions for resource conversion through an efficiently computable family of functions. Note that both \( P \) and \( Q \) depend on the values of the \( s_j \), which in turn depend on the Lorenz curves of the target states \( v^j \). Consequently, the quantities \( \omega_A(p^x) \) depend on both the source and target, and so \( \Omega_A \) is not a monotone. But our \( V \)-dependent choice of \( s_i \) was motivated by the goal to minimize the complexity of the problem. In Appendix B we will use essentially the same method to construct a sufficient family of monotones.

F. Asymptotic conversion

The asymptotic limit pertains to the following problem: Given a pair \((U, V)\) of conditional athermality resources, what is the optimal rate \( (n_2/n_1) \), as \( n_1 \to \infty \), such that \( U^{\otimes n_1} \xrightarrow{\text{CTO}} V^{\otimes n_2} \) (allowing a conversion error that vanishes in the limit)? Applying ideas from the theory
of asymptotic equipartition and previous results [2] about athermality, we prove the following (details in Appendix B).

**Proposition 8.** Asymptotic conversion \( U^{\otimes n_1} \rightarrow^\text{CTO} V^{\otimes n_2} \) can be carried out reversibly, at the optimal rate

\[
\lim_{n_i \rightarrow \infty} \frac{n_2}{n_1} = \frac{f(U)}{f(V)},
\]

where for \( U = (p_1u_1^1, p_2u_2^2, \ldots, p_\ell u_\ell^\ell) \)

\[
f(U) := \sum_{x=1}^\ell p_x F_{\beta}(u_i^x),
\]

with \( F_{\beta}(u) := \sum_{i=1}^d u_i(E_i + \beta^{-1} \ln u_i) \) the free energy function of classical thermodynamics.

Whereas determining the convertibility of finite resources requires the calculation of infinitely many functions or searching through infinitely many possibilities, only one easily computable function suffices in the asymptotic limit. This function, namely the averaged free energy, can therefore be seen as a standard measure of asymptotic conditional athermality resourcefulness. Consequently, while the CTO relation is a partial preorder in general, it turns into a total preorder in the asymptotic limit: Even if \( U \) and \( V \) are incomparable resources in finite numbers of copies, \( U^{\otimes n_1} / f(U) \) and \( V^{\otimes n_2} / f(V) \) become equally resourceful as \( n \rightarrow \infty \). For this reason, the resource conversion is reversible in the asymptotic limit, unlike in the finite case.

**IV. CONCLUSION**

We extended the existing formalism of thermal operations (TO) and the associated athermality resource theory to characterize the thermodynamic transitions achievable on a microscopic thermal system controlled through another system external to the thermal contact. Using a formalism with an explicitly bipartite system, we extended the TO model to define conditioned thermal operations (CTO). We defined the resource under CTO as conditional athermality and identified some of its key properties.

In the quasiclassical limit of CTO, we developed a thorough resource theory of conditional athermality. We first found a general recipe for constructing measures of conditional athermality. We then derived necessary and sufficient conditions for single-copy resource convertibility, both in terms of a family of efficiently computable monotones and as a linear program. As corollaries, we found the conditions for state-to-ensemble and ensemble-to-state conversion of athermality resources. These conditions are very similar to analogous problems for pure bipartite states under local operations and classical communication (LOCC) [23,24], with the roles of initial and final states reversed and thermomajorization replaced by majorization. Finally, we found that the asymptotic limit of the conditional athermality resource theory is reversible. The value of every resource in this limit is determined by the classical free energy averaged over the ensemble.

At first glance, the state-to-ensemble case has a similar flavor to the work Ref. [15], whose authors found the greatest probability with which a given athermality resource conversion can be achieved under TO. But there are important differences:

In the heralded probabilistic conversion of Ref. [15], (1) the classical register is also in the thermal environment; (2) an additional ancillary resource is allowed to participate (without getting consumed); and (3) measurements are allowed on the thermally evolving systems (although the costs of the measurements are conscientiously tracked). In the simpler, unheralded case, their formalism does not involve a classical register indicating the states on the quantum system. Therefore, conditional athermality convertibility is a stricter condition than the unheralded convertibility considered in Ref. [15]. Its exact relation with heralded convertibility, as well as the incorporation of measurements into the formalism, is a topic we hope to probe in the future.

Development of the athermality and conditional athermality resource theories away from the quasiclassical limit is a topic of ongoing research. Also part of future work is the use of the CTO formalism to probe the exact relations between correlations and athermality. The results of this paper barely scratch the surface, but are rather intended to be demonstrative of the richness of the conditional athermality resource theory. Further development of this resource theory would also consider catalytic conversion and approximate conversion. Going beyond the CTO formalism, it would also be useful to consider measurements with readout and backaction.
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**APPENDIX A: REVIEW: THERMOMAJORIZATION**

The relation of thermomajorization is defined through a plane-geometric construction called the Lorenz curve [3]. In the quasiclassical resource theory of thermal operations, given a fixed ambient inverse temperature \( \beta \), the Lorenz curve (Fig. 2 of main matter) is a function of the state \( u \) and the Hamiltonian \( H \). Since we assume \( H \) fixed, the Lorenz curve is just a function of \( u \) itself. It captures the way in which the state \( u \) differs from the Gibbs state \( g \) given by \( g_i := \exp (-\beta E_i) \).

**Definition (Lorenz curve).** For a vector \( u \) with non-negative components, index the standard energy eigenstates in such a way that

\[
\frac{u_1}{g_1} \geq \frac{u_2}{g_2} \geq \cdots \geq \frac{u_d}{g_d}.
\]

Then, the Lorenz curve \( L[u] \) is a curve on the truncated plane \( [0, 1] \times [0, 1] \), constructed as follows. First, mark the points

\[
(0, 0), (g_1, u_1), (g_1 + g_2, u_1 + u_2), \ldots, (1, u_1 + u_2 + \ldots + u_d).
\]

\( L[u] \) is obtained by joining (with straight-line segments) adjacent pairs in this sequence of \((d + 1)\) points. For every abscissa \( s \in [0, 1] \), there is a unique point \((s, t)\) on the curve
L[u]. Therefore, we can express the curve by specifying t as a function of s. We use the same notation for this function (the Lorenz function of u) as for the curve itself:

\[ t = \mathcal{L}[u](s). \]

(A3)

Note that subnormalized vectors also have Lorenz curves and functions as per our definition. For normalized vectors (distributions), which represent states of S in our formalism, we define the following relation:

**Definition (Thermomajorization).** Given states u and v, v is said to thermomajorize u if the thermo-Lorenz curve \( \mathcal{L}[u] \) is nowhere below \( \mathcal{L}[v] \). Throughout the appendix, we will abbreviate this condition as \( \mathcal{L}[u] \geq \mathcal{L}[v] \). If \( \mathcal{L}[u] \leq \mathcal{L}[v] \) also holds, we will say \( \mathcal{L}[u] = \mathcal{L}[v] \).

Figure 3 illustrates thermomajorization through examples. In Ref. [3], it was proved that \( u \rightharpoonup v \) if and only if \( \mathcal{L}[u] \geq \mathcal{L}[v] \). Before we proceed, we note some general properties of the thermo-Lorenz construction.

The indexing (A1) ensures that the curve is concave. It is also continuous and piecewise linear by construction, with most (\( d - 1 \)) bends for a state on a \( d \)-dimensional system. We can use a succinct representation wherein we describe a Lorenz curve by specifying the coordinates of its bends. The construction is also efficiently computable from matrix representations of the density operator and the Hamiltonian. Two states \((u_1, H_1)\) and \((u_2, H_2)\) (momentarily allowing the Hamiltonian to vary) that have the same thermo-Lorenz curve can be considered equivalent under TO, or TO equivalent, because either state can be converted to the other. In order to ascertain whether \( \mathcal{L}[u] \geq \mathcal{L}[v] \), we have to compare the two curves only at the points where \( \mathcal{L}[v] \) bends. Consequently, the predicate \( \mathcal{L}[u] \geq \mathcal{L}[v] \) is equivalent to a number of scalar inequalities equal to the number of bends in \( \mathcal{L}[v] \).

**APPENDIX B: PROOFS OF CTO RESULTS**

Let us begin by recalling the definition of CTO:

**Definition (CTO).** Given a \( d \times \ell \) joint state \( U \equiv U_{S\times X} \), a CTO is an operation determined by an indexed family \((T^{(j)})_{j \in \{1,2,\ldots,n\}}\) of TO (g-preserving \( d \times d \) column-stochastic matrices), and a set of corresponding \( \ell \times m \) row-stochastic matrices \((R^j)_{j \in \{1,2,\ldots,n\}}\), such that \( R := \sum_{j=1}^n R^j \) is row stochastic. The effect of the operation on \( U \) is

\[ U \mapsto \sum_{j=1}^n T^{(j)} U R^j. \]

(B1)

**Observation B.1.** Without loss of generality, we can choose a decomposition where the index \( j \) is replaced by pairs \((x,y)\), with \( x \in \{1,2,\ldots,\ell\} \) and \( y \in \{1,2,\ldots,m\} \). For, given a decomposition (B1), let \( R_{xy} \) denote the \((x,y)\)th element of the matrix \( R \). For each pair \((x,y)\), let \( \tilde{R}_{x,y} \) denote the \( \ell \times m \) matrix that has \( R_{xy} \) as its \((x,y)\) element and zeros everywhere else. Now define the family \((\tilde{T}^{(x,y)})_{x,y}\) through

\[ \tilde{T}^{(x,y)} := \frac{1}{R_{xy}} \sum_{j=1}^n R^j_{xy} T^{(j)}. \]

(B2)

Each such matrix is a convex combination of TO, and is therefore itself a TO. Moreover, \( \sum_{x,y} \tilde{T}^{(x,y)} = R \). It can be verified that

\[ \sum_{x,y} \tilde{T}^{(x,y)}(\cdot) \tilde{R}^{x,y} = \sum_{j=1}^n T^{(j)}(\cdot) R^j, \]

(B3)

and so the left-hand side defines an alternative decomposition of the same CTO.

**Corollary B.2.** For \( U \equiv (p_1 u^1, p_2 u^2, \ldots, p_n u^n) \equiv (u^1, u^2, \ldots, u^n) \) and \( V \equiv (q_1 v^1, q_2 v^2, \ldots, q_m v^m) \equiv (v^1, v^2, \ldots, v^m) \), \( \mathcal{U} \rightharpoonup \mathcal{V} \). By Corollary B.2 and furthermore, \( \phi(a u + (1 - a)v) \leq a \phi(u) + (1 - a) \phi(v) \) for all states \((u,v)\) such that \( (u,v) \in \{1,2,\ldots,m\} \).

The conditions in the above result include existential clauses invoking several objects: the matrix \( R \) and the family of TO \( T^{(x,y)} \). We will eventually reduce the conditions to a form where only the existence of \( R \) is invoked, but first we prove Proposition 1 about CTO monotones:

**Proposition B.3 (Proposition 1 of main text).** Let \( \Phi[\mathfrak{u}_S] \) be a convex CTO monotone on \( S \). That is, \( \Phi(T \mathfrak{u}_S) \leq \Phi(\mathfrak{u}_S) \) for all states \( \mathfrak{u}_S \) of \( S \) and all TO \( \Phi \). For every bipartite state \( U_{S\times X} \equiv (p_1 u^1, p_2 u^2, \ldots, p_n u^n) \), define

\[ \Phi[U_{S\times X}] := \sum_{x=1}^{\ell} p_x \Phi(u^x). \]

(B5)

Then \( \Phi \) is a CTO monotone.

**Proof.** Suppose \( U \equiv (p_1 u^1, p_2 u^2, \ldots, p_n u^n) \) and \( V \equiv (q_1 v^1, q_2 v^2, \ldots, q_m v^m) \) such that \( \mathcal{U} \rightharpoonup \mathcal{V} \). By Corollary B.2 there exists a family \((T^{(x,y)})_{x,y}\) of TO, and an \( \ell \times m \) row-stochastic matrix \( R \), such that for each \( y \in \{1,2,\ldots,m\} \),

\[ v^y \equiv \sum_{x=1}^{\ell} r_{x,y} T^{(x,y)} u^x, \]

(B6)

where \( r_{x,y} := p_x R_{xy}/q_y \). Note that each \( q^y \) is a convex combination of various \( T^{(x,y)} u^x \). We therefore have, for a
convex TO monotone \( \phi \),

\[
\sum_{y=1}^{m} q_y \phi(v^{(y)}) = \sum_{y=1}^{m} q_y \phi \left( \sum_{x=1}^{\ell} r_{x|y} T^{(x,y)} u^{(x)} \right)
\]

\[
\leq \sum_{x=1}^{\ell} \sum_{y=1}^{m} q_y r_{x|y} \phi(T^{(x,y)} u^{(x)})
\]

\[
= \sum_{x=1}^{\ell} p_x \sum_{y=1}^{m} r_{x|y} \phi(u^{(x)})
\]

\[
\leq \sum_{x=1}^{\ell} p_x \phi \left( \sum_{y=1}^{m} r_{x|y} u^{(x)} \right)
\]

\[
= \sum_{x=1}^{\ell} p_x \phi(\mathbf{p}^{(x)}). \quad (B7)
\]

The first inequality follows from the convexity of \( \phi \), and the second one follows from its monotonicity under \( D \).

We now work towards our main result by proving some useful results about Lorenz curves and thermomajorization.

**Lemma B.4.** Under a fixed Hamiltonian, the Lorenz curve is a convex property of the state. That is,

\[
\mathcal{L} \left( \sum_{j} r_j \mathbf{w}^j \right) \leq \sum_{j} r_j \mathcal{L}[\mathbf{w}^j] \quad (B8)
\]

for any probability distribution \( \mathbf{r} \) and collection \( \{ \mathbf{w}^j \} \) of states.

**Proof.** For the purpose of this proof we will always consider systems with different Hamiltonians, and therefore Lorenz curves as functions of both states and Hamiltonians. First consider the case of a Hamiltonian \( H \) whose associated Gibbs distribution has components \( g_i = \exp(-\beta E_i)/Z \) that are mutually rational. Let’s call such a Hamiltonian Gibbs-rational. We first find the greatest common divisor \( g \) of all the \( g_i \)'s, and define the integer

\[
\bar{d} := \frac{\sum_{i=1}^{d} g_i}{g}. \quad (B9)
\]

For an arbitrary state \( \mathbf{w} \) under \( H \), we can always find a \( \bar{d} \)-dimensional state \( \bar{\mathbf{w}} \) whose Lorenz curve \( \mathcal{L}[\bar{\mathbf{w}}, \bar{H}] \) under the trivial Hamiltonian \( \bar{H} := 1_{\bar{d}} \) is identical to \( \mathcal{L}[\mathbf{w}, H] \) (Fig. 4).

The components of \( \bar{\mathbf{w}} \) are of the form \( \bar{w}_i := w_i g_i / g \), with each \( \bar{w}_i \) repeated \( g / g_i \) times. This construction commutes with convex combination. That is, if \( \mathbf{w} = \sum_j r_j \mathbf{w}^j \), then the \( \bar{d} \)-dimensional states \( \bar{\mathbf{w}} \) and \( \bar{\mathbf{w}}^j \) constructed in the above manner satisfy \( \bar{\mathbf{w}} = \sum_j r_j \bar{\mathbf{w}}^j \).

Now, since the \( \bar{d} \)-dimensional Gibbs state is just the uniform distribution, the ordinates of the bends in the Lorenz curve of a state \( \mathbf{w} \) are given by the partial sums of \( \bar{\mathbf{w}}^j \), the vector obtained by arranging the components of \( \bar{\mathbf{w}} \) in nonincreasing order: \( \bar{v}_1 = \bar{w}_1^j, \bar{v}_2 = \bar{w}_1^j + \bar{w}_2^j, \) etc.

Under a trivial Hamiltonian (i.e., one whose Gibbs distribution is uniform), the convexity of the Lorenz curve as a function of the state follows from the convexity of these partial sums. Using our construction, the property extends to any Gibbs-rational Hamiltonian. Since a general Hamiltonian can be approximated arbitrarily well by a Gibbs-rational Hamiltonian, the lemma follows.

**Lemma B.5.** For any finite collection \( \{ \mathbf{w}^j \}_{j \in \{1, \ldots, n\}} \) of normalized states on a \( d \)-dimensional system under Hamiltonian \( H \), there exist \( D \)-dimensional states \( \{ \mathbf{w}^{\bar{j}} \}_{j \in \{1, \ldots, n\}} \) under some Hamiltonian \( \bar{H} \), where \( D = O(nd) \), such that

1. For each \( j \in \{1, \ldots, n\} \),

\[
\mathcal{L}[\bar{\mathbf{w}}^j, \bar{H}] = \mathcal{L}[\mathbf{w}^j, H].
\]

2. For any \( n \)-dimensional probability distribution \( \mathbf{r} \), the thermo-Lorenz curve of the state

\[
\bar{\mathbf{w}} := \sum_j r_j \bar{\mathbf{w}}^j
\]

under \( \bar{H} \) is given by

\[
\mathcal{L}[\bar{\mathbf{w}}, \bar{\bar{H}}] = \sum_j r_j \mathcal{L}[\bar{\mathbf{w}}^j, \bar{H}] = \sum_j r_j \mathcal{L}[\mathbf{w}^j, \bar{H}].
\]

**Proof.** Let \( 0 = s_0 < s_1 < s_2 < \cdots < s_{D-1} < s_D \equiv 1 \) be the collection of the distinct abscissae at which the various Lorenz curves \( \mathcal{L}[\mathbf{w}^j, H] \) bend (or terminate). Note that \( D \leq n(d-1) + 1 = O(nd) \).

Let \( \bar{H} \) be a \( D \)-dimensional Hamiltonian with an energy spectrum \( \{ \bar{E}_1, \bar{E}_2, \ldots, \bar{E}_D \} \) satisfying

\[
\bar{g}_i \equiv \exp(-\beta \bar{E}_i) = s_i - s_{i-1}
\]

for all \( i \in \{1, \ldots, D\} \), and let \( \{|i\} \) be an orthonormal basis of associated eigenvectors.

For each \( j \in \{1, 2, \ldots, n\} \) and \( i \in \{1, 2, \ldots, D\} \), define

\[
\bar{\bar{w}}_i^j := \mathcal{L}[\mathbf{w}^j, H](s_i) - \mathcal{L}[\mathbf{w}^j, H](s_{i-1}).
\]

From the properties of the Lorenz curves \( \mathcal{L}[\mathbf{w}^j, H] \), it follows that

\[
\forall j, \bar{\bar{w}}_i^j \geq \bar{w}_j^1 / \bar{g}_1 \geq \bar{w}_j^2 / \bar{g}_2 \geq \cdots \geq \bar{w}_j^D / \bar{g}_D.
\]

Equation (B10) follows. Furthermore, for any distribution \( \mathbf{r} \), if \( \bar{\mathbf{w}} = \sum j r_j \bar{\mathbf{w}}^j \), we have from (B15)

\[
\bar{w}_1 / \bar{g}_1 \geq \bar{w}_j / \bar{g}_j \geq \cdots \geq \bar{w}_D / \bar{g}_D.
\]

Hence, Eq. (B12) follows.

**Proposition B.6.** Given a family \( \{ \mathbf{w}^1, \mathbf{w}^2, \ldots, \mathbf{w}^n \} \) of normalized states, a target state \( \mathbf{w} \), and an \( n \)-dimensional probability distribution \( \mathbf{r} \), the following two conditions are equivalent:

1. There exist TO \( T^{(1)}, T^{(2)}, \ldots, T^{(n)} \) such that

\[
\mathbf{w} = \sum_{j=1}^{n} r_j T^{(j)} \mathbf{w}^j.
\]

2. The Lorenz curves of the given states satisfy

\[
\mathcal{L}[\mathbf{w}] \leq \sum_{j=1}^{n} r_j \mathcal{L}[\mathbf{w}^j].
\]
Since the composition of two TO is also a TO, we can construct a higher-dimensional state $\tilde{w}$ under a Hamiltonian $\tilde{H}$ whose Gibbs state is uniform, such that $\mathcal{L}[\tilde{w}, \tilde{H}] = \mathcal{L}[w, H]$.

**Proof.** Assume that condition 1 holds. Consider the Lorenz curve of $w$:

$$\mathcal{L}[w] = \mathcal{L} \left[ \sum_{j=1}^{n} r_j T^{(j)}w^j \right]. \quad (B19)$$

Lemma B.4 implies that

$$\mathcal{L}[w] \leq \sum_{j=1}^{n} r_j \mathcal{L}[T^{(j)}w^j]. \quad (B20)$$

But since each $T^{(j)}$ is a TO, the thermomajorization condition for TO convertibility implies $\mathcal{L}[T^{(j)}w^j] \leq \mathcal{L}[w^j]$.

**Proof.** Assume that condition 2 holds. First, by Lemma B.5, for each $j$ there exists a TO $\tilde{T}^{(j)}$ that maps $(w^j, H)$ to $(\tilde{w}^j, \tilde{H})$ defined as in the lemma. Note that we have had to allow a change of Hamiltonian in this process. In a subsequent step we will be able to get back to the original Hamiltonian, resulting in an overall process that fits within our fixed-Hamiltonian formalism.

Next, we note using the same lemma that the state $\tilde{w} := \sum_j r_j \tilde{w}^j$ (under $\tilde{H}$) thermomajorizes $(w, H)$ by assumption. Therefore, there exists some TO $T$ mapping $(w, H)$ to $(\tilde{w}, \tilde{H})$. Since the composition of two TO is also a TO, we can construct $T = T \circ \tilde{T}^{(j)}$ that satisfy condition 1.

Combining this result with Corollary B.2 leads directly to Proposition 2 of the main matter. Proposition 2 implies that every instance of the CTO convertibility problem is the feasibility problem of a linear program of instance size $O(md)$, where $d$ is the dimensionality of $S$ and $m$ is that of $Y$. Converting the CTO problem statement (specified in terms of the matrices $U$ and $V$) to the corresponding linear program involves constructing the Lorenz curves of the $u^i$, which in turn requires the calculation of each $u^i_j / g_i$, followed by sorting and interpolation; for $V$ we do not need the entire curves, only the positions of the bends. All these computations can be performed efficiently in practice; existing algorithms for linear optimization (of which feasibility problems are particularly simple cases) perform in time that scales cubically in the instance size. Therefore, overall, we have the convertibility condition in a form amenable to efficient computation.

The condition (10) runs over $s \in [0,1]$, but we do not really need to check for all values of $s$. Note that $\mathcal{L}(w)$ for any $w$ is continuous and piecewise linear, with at most $d-1$ bends. The possible horizontal coordinates (abscissae) where Lorenz curves bend are finite in number, and determined by $g$. They form the set

$$\sigma := \left\{ s = \sum_{i=1}^{k} g_{\pi(i)} : k \leq d-1, \pi \in S_d \right\}, \quad (B21)$$

where $S_d$ is the group of permutations of $(1,2,\ldots,d)$. This set has size $|\sigma| = \tilde{d} - d + 1$. Therefore, we have the following:

**Observation B.7.** In order to verify any instance of thermomajorization relative to $g$, we are required to compare the Lorenz curves of the two vectors only at the $\tilde{d} - 1$ abscissae $s \in \sigma$.

Index the elements of $\sigma$ as $s_i$, such that $s_1 < s_2 < \ldots < s_{\tilde{d}-1}$. Also define $s_0 := 0$ and $s_\tilde{d} := 1$.

In addition to their continuity and piecewise linearity, which led to Observation B.7, Lorenz curves are also concave and monotonously nondecreasing. Therefore, the following is true:

**Observation B.8.** In order to determine whether $u$ thermomajorizes $v$, we are required to compare the Lorenz curves of the two vectors only at the $d - 1$ abscissae where $\mathcal{L}(v)$ bends.

Now let $U$ and $V$ be two given resources. Similarly to $s_i$, define $s_i$ ($i \in \{0, 2, \ldots, D\}$) based on only the bounds of $V$ (as described in the main matter). Note that $\{s_1, s_2, \ldots, s_D\} \subseteq \sigma$.

Consider some general set $\tilde{\sigma} = (\tilde{\sigma}_1, \tilde{\sigma}_2, \ldots, \tilde{\sigma}_D)$ of abscissae such that $D \geq D$ and $\{s_1, s_2, \ldots, s_D\} \subseteq \tilde{\sigma}$. In the following, we prove results that are valid for any choice of $\tilde{\sigma}$. Our proofs will therefore naturally apply to the special cases $\{s_i\}$ and $\sigma$. 

\[ \text{FIG. 4. If } H \text{ is a Hamiltonian whose Gibbs state } g \text{ has mutually rational components, then for every } w \text{ under } H \text{ we can find a higher-dimensional state } \tilde{w} \text{ under a Hamiltonian } \tilde{H} \text{ whose Gibbs state is uniform, such that } \mathcal{L}[\tilde{w}, \tilde{H}] = \mathcal{L}[w, H]. \]
**Proposition B.9 (General case of Proposition 3 of main matter).** For any pair \((U, V)\), define the normalized bipartite distributions \(P \equiv (p^1, p^2, \ldots, p^\ell)\) and \(Q \equiv (q^1, q^2, \ldots, q^m)\) through

\[
p_{ix} = L[u^i](\bar{\sigma}_i) - L[u^i](\bar{\sigma}_{i-1}); \\
q_{iy} = L[v^j](\bar{\sigma}_j) - L[v^j](\bar{\sigma}_{j-1})
\]

for \(i \in \{1, 2, \ldots, \tilde{D}\}\). Then,

\[U \overset{\text{CTO}}{\rightarrow} V \iff \exists \text{row-stochastic } R : LPR \geq LQ,\]

where the inequality is entriwise, and \(L\) is the \(\tilde{D} \times \tilde{D}\) matrix given by

\[
L = \begin{pmatrix}
1 & 0 & \ldots & 0 \\
1 & \ddots & \ldots & \vdots \\
\vdots & \ldots & \ddots & \vdots \\
1 & \ldots & \ldots & 1
\end{pmatrix}.
\]

One of the corollaries of Proposition 3 was the following, which we now prove:

**Corollary B.10 (Corollary 6 of main matter).** Given aternormality resources \((u, v)\) such that \(u \overset{\text{CTO}}{\rightarrow} v\) is possible, \(P \equiv (pu, [1-p]g)\) can be converted to \(V \equiv \mathbb{v}\) by CTO if and only if \(p \geq p_{\text{min}}\), where

\[
p_{\text{min}} = \max_{i \in \{1, \ldots, D-1\}} \left[ \frac{L[v](\bar{\sigma}_i) - \bar{\sigma}_i}{L[u](\bar{\sigma}_i) - \bar{\sigma}_i} \right].
\]

**Proof.** From Corollary 5, we have that \(U \overset{\text{CTO}}{\rightarrow} V\) if and only if

\[
pL[u](\bar{\sigma}_i) + (1-p)L[g](\bar{\sigma}_i) \geq L[v](\bar{\sigma}_i) \quad \forall i.
\]

Noting that \(L[g](s) = s\), the above can be rephrased as

\[
pL[u](\bar{\sigma}_i) - \bar{\sigma}_i \geq L[v](\bar{\sigma}_i) - \bar{\sigma}_i \quad \forall i.
\]

This leads to the claimed result.

Using Proposition B.9, we find a connection with a relation called lower-triangular (LT) majorization \([9, 25]\). For two \(\tilde{D}\)-dimensional probability distributions \(p \equiv q\) (\(p\) LT-majorizes \(q\)) if there exists a \(\tilde{D} \times \tilde{D}\) column-stochastic (LTCS) matrix \(\Theta\) such that \(q = \Theta p\). It can be shown easily that \(p \succ q\) is equivalent to \(Lp \geq Lq\) componentwise. For this reason LT majorization is also called unordered majorization, alluding to the fact that usual majorization is defined similarly through partial sums but after the vector components have been reordered in nonincreasing order.

Coming to joint distributions, for a given \(R\) the condition \(LPR \geq LQ\) is equivalent to the condition that each column of \(PR\) LT-majorizes the corresponding column of \(Q\). The condition “there exists a row-stochastic \(R\) such that \(LPR \geq LQ\)” defines a preorder (reflexive and transitive binary relation) on the set of joint distributions with \(\tilde{D}\) rows. Following Ref. [26], we will denote this as \(P \succ Q\) (“\(P\) conditionally LT-majorizes \(Q\)”). For brevity, we denote by \(R_{\tilde{D} \times \ell}\) the set of all normalized \(\tilde{D} \times \ell\) joint distributions. For a given \(P \in R_{\tilde{D} \times \ell}^+\), define

\[
\mathcal{M}(P, k) := \{Q' \in R_{\tilde{D} \times k}^+ : Q' \preceq_c P\},
\]

which is called the markotope. Note that it is a compact convex set; this follows from the fact that the set of \(\tilde{D} \times \tilde{D}\) LTCS matrices is convex and compact, as is the set of \(\ell \times k\) row-stochastic matrices.

**Lemma B.11.** Given \(P \in R_{\tilde{D} \times \ell}^+\) and \(Q \in R_{\tilde{D} \times m}^+\),

\[P \succ Q \iff \mathcal{M}(P, k) \supseteq \mathcal{M}(Q, k) \quad \forall k \in \mathbb{N}.
\]

Let \(S_{\mathcal{M}(P, k)}(A) := \max(\text{Tr}(A^T Q') : Q' \in \mathcal{M}(P, k))\).

Support functions of nonempty compact convex sets have the property that \(\mathcal{M}(Q, k) \subseteq \mathcal{M}(P, k)\) if and only if

\[S_{\mathcal{M}(Q, k)}(A) \leq S_{\mathcal{M}(P, k)}(A) \quad \forall A \in R_{\tilde{D} \times k}^+.\]

From the last observation, the support function provides a characterization of conditional LT majorization. For a given \(P \equiv (p^1, p^2, \ldots, p^\ell)\) and \(Q \equiv (q^1, q^2, \ldots, q^m)\), the calculation of \(S_{\mathcal{M}(P, k)}(A)\) can be simplified as follows. Using the above insights on LT majorization, each \(Q' \in \mathcal{M}(P, k)\) can be written as \((\Theta^{(1)} R^1, \Theta^{(2)} R^2, \ldots, \Theta^{(k)} R^k)\), with \(R \equiv (R^1, R^2, \ldots, R^k)\) row-stochastic and each \(\Theta^{(i)}\) LTCS. Therefore,

\[
S_{\mathcal{M}(P, k)}(A) = \max_{\Theta, R} \sum_{i=1}^{k} \sum_{j=1}^{\tilde{D}} \sum_{x=1}^{l} a_{ij} \Theta^{(i)}_{ij} p_{jx} R_{xy} \\
\quad = \sum_{i=1}^{k} \max_{y=1}^{\tilde{D}} \sum_{x=1}^{l} p_{jx} \cdot \max_{y=1}^{\tilde{D}} a_{ij}.
\]

In the second line we used the structure of LTCS matrices. Note that \(\max_{j \geq i} a_{ij}\) is a nonincreasing sequence in \(j\). Therefore, it suffices to consider \(A\) belonging to the set

\[
R_{\tilde{D} \times k}^+ = \{ A \in R_{\tilde{D} \times k}^+ : \forall j, a_{ij} \geq a_{i \bar{j}} \geq \cdots \geq a_{i \bar{D}} \},
\]

in which case for any \(\tilde{D}\)-dimensional distribution \(p\),

\[
\max_y \sum_{j=1}^{\tilde{D}} p_{jx} \max_{j \geq i} a_{ij} = \max_y \sum_{j=1}^{\tilde{D}} p_{jx} \cdot a_{ij} =: \omega_A(p).
\]

**Corollary B.12.** For \(P \in R_{\tilde{D} \times \ell}^+\) and \(Q \in R_{\tilde{D} \times m}^+\), \(P \succ Q\) if and only if, for all \(k \in \mathbb{N}\),

\[
\sum_{x=1}^{\ell} \omega_A(p^x) \geq \sum_{y=1}^{m} \omega_A(q^y) \quad \forall A \in R_{\tilde{D} \times k}^+.
\]

**Observation B.13.** Without loss of generality, we can restrict the above condition to the case of \(k = m\). It is obvious that this case subsumes \(k < m\). To see how it extends
to \( k > m \), consider some \( A \equiv (a^1, a^2, \ldots, a^k) \in \mathbb{R}^{D \times k}_{\mathbb{P}_{+1,1}} \). For each \( y, \omega_x(a^{(y)}) = q^{(y)} \cdot \omega_x(a^{(y)}) \) for some function \( f(y) \). Define \( B \equiv \frac{1}{2}(a^{f(1)}, a^{f(2)}, \ldots, a^{f(m)}) \in \mathbb{R}^{D \times m}_{\mathbb{P}_{+1,1}} \), with \( \alpha > 0 \) being a suitable normalization factor. If \( (B35) \) holds for \( k = m \), then \( \sum_{y=1}^{m} \omega_x(y) \geq \sum_{y=1}^{m} \omega_x(q^{(y)}) \). But \( \sum_{y=1}^{m} \omega_x(y) \geq \alpha \sum_{y=1}^{m} \omega_x(q^{(y)}) \), whereas \( \sum_{y=1}^{m} \omega_x(q^{(y)}) = \sum_{y=1}^{m} \omega_x(y) \). \( \Box \)

This immediately yields the following.

**Theorem B.14** (General case of **Theorem 7 of main matter**). Let \( P \in \mathbb{P}_{+1,1} \) and \( Q \in \mathbb{P}_{+1,1} \). Then \( P \succ Q \) if and only if for all matrices \( A \in \mathbb{R}^{D \times m}_{\mathbb{P}_{+1,1}} \),

\[
\sum_{x=1}^{\ell} \omega_A(p^x) \geq \sum_{y=1}^{m} \omega_A(q^y). \tag{B36}
\]

For a general choice of \( \sigma \) that is independent of \( U \) and \( V \), the left-hand and right-hand sides above are conditional athermality monotones. **Theorem 7 of the main matter** is a special case of this theorem, where \( \sigma \) is chosen to be just the set \( \{s_i\} \). In this case, the quantities \( \omega_x \) appearing in the theorem are \( \sigma \)-dependent, and therefore the theorem is stated in terms of a conversion witness instead of monotones.

We close under the following result on asymptotic convertibility of states under CTO.

**Proposition B.15** (Proposition 8 of the main matter). Given \( U \equiv (p_1u^1, p_2u^2, \ldots, p_\ell u^\ell) \) and \( V \equiv (q_1v^1, q_2v^2, \ldots, q_mv^m) \), the conversion \( U^{\otimes n_1} \xrightarrow{\text{CTO}} V^{\otimes n_2} \) can be carried out asymptotically reversibly, at the optimal rate

\[
\lim_{n_1 \to \infty} n_2 = \frac{f(U)}{f(V)}. \tag{B37}
\]

where

\[
f(U) := \sum_{x=1}^{\ell} p_x F_\beta(u^x),
\]

with \( F_\beta(u) := \sum_{i=1}^{d} u_i (E_i + \beta^{-1} \ln u_i) \) the free energy function.

**Proof.** We will use the properties of strongly typical (or letter-typical) sequences [27], applied on \( U \equiv U^{\otimes n} \). Consider sampling the X part of the source \( n_1 \) times. Denote by \( f_x \) the relative frequency of symbol \( x \) in the resulting sequence. For any \( \delta > 0 \), choose some \( \epsilon \gg n_1/\delta^2 \). Then, it is known from the theory of strong typicality that

\[
\Pr\left[ |f_x - p_x| \leq \sqrt{\frac{p_x(1-p_x)}{n_1}} \right] \geq 1 - \epsilon. \tag{B38}
\]

By choosing \( \delta(n_1) \in o(\sqrt{n_1}) \) and \( \epsilon(n_1) \in o(n_1^2) \) such that \( \epsilon(n_1) \in o(\delta^{-2}) \), we can make both \( \epsilon \) and \( \delta \) approach 0 asymptotically (i.e., as \( n_1 \to \infty \)). Therefore, in this limit, we can assume that \( f_x \approx p_x \).

When the register \( X \) is in state \( x \), the corresponding state of \( S \) is \( p^x \). From the asymptotic resource theory of TO [2], it is known that any resource (i.e., any nonequilibrium state \( u \neq g \)) can be reversibly converted to a “standard resource” at a rate proportional to its free energy \( F_\beta(u) \); interconversion between arbitrary resources can be mediated by this standard resource. Similarly, under CTO, we can convert a joint state \( U \) to \( U' \) by first converting copies of each conditional state \( p^x \) to copies of the standard resource. The reversibility and the value of the conversion rate follow from the arguments in the previous paragraph, combined with the results of Ref. [2]. \( \Box \)

---
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