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Abstract: The KdV equation, which appears as an asymptotic model in physical systems ranging from water waves to plasma physics, has been studied. In this paper, we are concerned with dispersive nonlinear KdV equations by using two reliable methods: Shehu Adomian decomposition method (STADM) and the classical finite difference method for solving three numerical experiments. STADM is constructed by combining Shehu’s transform and Adomian decomposition method, and the nonlinear terms can be easily handled using Adomian’s polynomials. The Shehu transform is used to accelerate the convergence of the solution series in most cases and to overcome the deficiency that is mainly caused by unsatisfied conditions in other analytical techniques. We compare the approximate and numerical results with the exact solution for the two numerical experiments. The third numerical experiment does not have an exact solution and we compare profiles from the two methods vs the space domain at some values of time. This study provides us with information about which of the two methods are effective based on the numerical experiment chosen. Knowledge acquired will enable us to construct methods for other related partial differential equations such as stochastic Korteweg-de Vries (KdV), KdV-Burgers, and fractional KdV equations.

Keywords: modified Adomian decomposition method, classical finite difference method, nonlinear KdV equations, blow up

MSC 2020: 35A25, 35A22, 34A45

1 Introduction

Nonlinear partial differential equations (PDEs) have a significant role in various scientific and engineering fields. Since the discovery of solitons in 1965 by Zabusky and Kruskal [1], numerous nonlinear PDEs have been derived and extensively applied in many branches of sciences; for example, they appear in fluid mechanics, chemical kinetics, plasma physics, nonlinear optics, condensed matter, solid-state physics, theory of turbulence, ocean dynamics, biophysics, and star formation and others.

The well-known Korteweg-de Vries (KdV) equation is a generic evolutionary nonlinear dispersive PDE, which models weakly nonlinear long waves, incorporating a certain balance of leading-order nonlinearity and dispersion. The KdV equation describes solitary water waves (also called solitons) in a shallow water domain and it is given by [2]

\[ u_t + uu_x + u_{xxx} = 0, \]  \hfill (1)
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where \( u(x, t) : \mathbb{R} \times \mathbb{R}, \rightarrow \mathbb{R} \). Equation (1) arises in magnetohydrodynamics, shallow water, stratified flows, internal waves, and plasma physics. The integrability of equation (1) guarantees the existence of an infinite number of invariants of motion and the first three invariants are as follows [3]:

\[
I_1(t) = \int_{\mathbb{R}} u(x) \, dx, \quad I_2(t) = \int_{\mathbb{R}} u^2(x) \, dx, \quad I_3(t) = \int_{\mathbb{R}} \left[ \frac{1}{6} u^3 - \frac{1}{2} (u')^2 \right] \, dx.
\]

There exists a recurrence relation which allows us to construct higher order invariants \( I_n \), for all \( n > 3 \) [4]

\[
I_{n+1} = I_{n+1} (I_n, \ldots, I_1).
\]

The invariant \( I_3 \) has a special meaning since it is also a Hamiltonian for the KdV equation [4]

\[
u_t = J \frac{\delta \mathcal{H}}{\delta u}, \quad J = -\partial_x, \quad \mathcal{H} = I_3 = \int_{\mathbb{R}} \left[ \frac{1}{6} u^3 - \frac{1}{2} (u')^2 \right] \, dx.
\] (2)

This Hamiltonian structure sets the basis to construct a symplectic discretization for equation (1) [3,4]. There are various techniques for solving KdV equations in the literature; for example for fifth-order KdV equations, we have modified variation iteration technique [5], differential quadrature method [6], and B-spline method [7]. The authors in [8] studied some integral transform-based decomposition methods to solve certain nonlinear PDEs. Jena and Chakraverty [9] used Sumudu transformation method for the Bagley-Torvik equation and the authors in [10] employed homotopy perturbation Elzaki transform method for time-fractional Navier-Stokes equations and also Q-homotopy analysis Abbood transform method [11]. Sadeway et al. [12] solved three different extended fifth-order Korteweg-de-Vries (efKdV) equations by using some ansatz method. Nuruddeen et al. [13] studied a class of fifth-order KdV equations by formulating suitable novel hyperbolic and exponential ansatz. The author in [14] considered a time-fractional order derivative defined in the conformable fractional derivative sense. The authors in [15] recently investigated classical and multisymplectic schemes for linearized KdV equations using some numerical methods and dispersion analysis was studied. Also, some semi-analytic methods were applied to study dispersive KdV equations by Appadu and Kelil [16].

The paper is organized as follows. The three numerical experiments considered are described in Section 2. Section 3 revisits some preliminaries of Shehu’s transform method. Section 4 deals with an outline of Shehu Adomian decomposition method (STADM) and its applications to solve homogeneous and non-homogeneous nonlinear dispersive KdV equations. In Section 4, we present results using STADM. Section 5 is devoted to the application of the classical finite difference method (FDM) to the considered numerical experiments. In this section, we study the stability, consistency, and present numerical results of the considered experiments. The performance of the considered numerical schemes is gauged by computing \( L_1, L_2 \) and \( L_{\infty} \) error norms. Besides, we have also solved a nonlinear KdV equation (with no known exact solution) using Zabuksy-Kruskal’s numerical scheme, and the numerical results obtained for this experiment signify the outbreak of solitons due to perturbation of the parameters involved in the KdV equation. We highlight salient features of the paper in Section 6.

The novelty of this study relies on the comparative study of newly generalized integral transform, i.e., Shehu’s integral transform combined with Adomian decomposition method (ADM) together with classical FDM to effectively solve some nonlinear third-order and fifth-order dispersive KdV equations. The importance of this work not only signifies the applicability of STADM to earn realistic series solutions but also to compare it with the classical FDM in order to witness consistent accuracy throughout the domain of the given problems. The newly proposed methods in this work can also be applied to many complicated linear and nonlinear problems since STADM does not require linearization, discretization, or perturbation.
2 Numerical experiment

We considered three numerical experiments which are described as follows:

(i) Solve the homogeneous nonlinear dispersive KdV equation [17]

\[ u_t + 6uu_x + u_{xxx} = 0, \]

with \((x, t) \in [0, 2\pi] \times [0, 0.10]\). The initial condition is \(u(x, 0) = x\) and the boundary conditions are

\[ u(0, t) = 0, \quad u_x(0, t) = -\frac{1}{1 + 6t}, \quad u_{xx}(0, t) = 0. \]

The exact solution is \(u(x, t) = \frac{x}{1 + 6t}\).

(ii) Solve the non-homogeneous nonlinear dispersive KdV equation [18]

\[ u_t - uu_x + u_{xxxx} = \cos(x) - t \sin(x) + \frac{t^2 \sin(2x)}{2}, \]

with \((x, t) \in [0, 2\pi] \times [0, 1.0]\). The initial condition is \(u(x, 0) = 0\) and the exact solution is \(u(x, t) = t \cos(x)\). The time-dependent boundary conditions are

\[ u(0, t) = t, \quad u(2\pi, t) = t. \]

(iii) Solve the dispersive KdV equation given in [2]

\[ u_t + auu_x + \delta u_{xxx} = 0, \]

with \((x, t) \in [0, 2] \times [0, 2]\), and \(u(x, 0) = \cos(ax)\), for two cases:

(a) \(\alpha = 1, \delta = 0.022^2 = 4.84 \times 10^{-4}\),
(b) \(\alpha = 1, \delta = 1.0 \times 10^{-4}\).

Periodic boundary conditions are used. We note that there is no known exact solution for numerical experiment 3.

3 Preliminaries: Shehu transform

Recently, it became known that integral transform modifications are vital to solve numerous types of differential equations, for example, Laplace and Fourier transforms [19]. New generalized forms of Laplace-type transform methods such as Sumudu and Elzaki transforms have been introduced to solve PDEs, for example [20,21]. The authors in [22] introduced a new integral transform, which generalizes Laplace transform, Sumudu transform, Elzaki transform, and Yang transform, which is known as Shehu’s transform.

Shehu’s transform has become an interesting topic of research for numerous researchers because not many research studies have been carried out on this topic and also due to the need to determine an efficient method for solving nonlinear PDEs [22]. Shehu transform coupled with semi-analytic methods such as ADM has been rarely discussed in the literature. Laplace, Sumudu, and Elzaki transform modifications have been successfully introduced in solving some PDEs as well as fractional differential equations (FDEs) such as the fractional Burgers equation [23].

To the best of our knowledge, Shehu transform coupled with ADM has never been applied before for solving nonlinear dispersive KdV-type equations. Therefore, the results in this work are quite novel.
Definition 1. [22] Consider a set \( A \) defined as,
\[
A = \left\{ v(t) : \exists N, \eta_1, \eta_2 > 0, \ |v(t)| < N \exp\left(\frac{|t|}{\eta_1}\right), \text{ if } t \in (-1)^i \times [0, \infty) \right\}.
\]
(6)

For all real \( t \geq 0 \), the Shehu transform of function \( v(t) \in A \) is defined as,
\[
\mathcal{S}[v(t)] = \mathcal{V}(s, \rho) = \int_{0}^{\infty} \exp\left(-\frac{st}{\rho}\right)v(t) dt = \lim_{a \to \infty} \int_{0}^{a} \exp\left(-\frac{st}{\rho}\right)v(t) dt; \quad s > 0, \quad \rho > 0,
\]
and is denoted by \( \mathcal{V}(s, \rho) = \mathcal{S}[v(t)](s, \rho) \).

Definition 2. The function \( v(t) \) in equation (6) is called inverse Shehu transform of \( \mathcal{V}(s, \rho) \) and is denoted by
\[
\mathcal{S}^{-1}[\mathcal{V}(s, \rho)](t) = v(t), \quad \text{for all } t \geq 0.
\]
(8)

The inversion-type formula for Shehu transform is given by [22]
\[
v(t) = \mathcal{S}^{-1}[\mathcal{V}(s, \rho)] = \frac{1}{2\pi i} \int_{a-i\infty}^{a+i\infty} \frac{1}{\rho} \exp\left(\frac{st}{\rho}\right) \mathcal{V}(s, \rho) ds,
\]
(9)
where \( s \) and \( \rho \) are variables in the definition of Shehu transform and \( a \) is a real constant and the integral in equation (9) is taken along \( s = a + iy \) in the complex plane.

Proposition 1. For Shehu’s transform to exist, the function \( v(t) \) is piece-wise continuous on \( t \in [0, \beta] \) and of exponential order \( \alpha \) for \( t > \beta \).

Proposition 2. If the function \( v^{(n)}(t) \) is the \( n \)th derivative of the function \( v(t) \in A \) with respect to “\( t \),” then its Shehu transform is defined by [22]
\[
\mathcal{S}[v^{(n)}(t)] = \frac{s^n}{\rho^n} \cdot \mathcal{V}(s, \rho) - \sum_{k=0}^{n-1} \left( \frac{s}{\rho} \right)^{n-(k+1)} v^{(k)}(0),
\]
(10)

When \( n = 1, 2, 3 \) in equation (10), we obtain the following derivatives with respect to \( t \):
\[
\begin{align*}
\mathcal{S}[v'(t)] &= \frac{s}{\rho} \cdot \mathcal{V}(s, \rho) - v(0), \\
\mathcal{S}[v''(t)] &= \frac{s^2}{\rho^2} \cdot \mathcal{V}(s, \rho) - \frac{s}{\rho} \cdot v(0) - v'(0), \\
\mathcal{S}[v'''(t)] &= \frac{s^3}{\rho^3} \cdot \mathcal{V}(s, \rho) - \frac{s^2}{\rho^2} \cdot v(0) - \frac{s}{\rho} \cdot v'(0) - v''(0).
\end{align*}
\]
(11)

For the proofs of equations (10) and (11), we refer the reader to [22].

Linearity property and scaling property of Shehu transform are given, respectively, by
\[
\begin{align*}
(i) \quad \mathcal{S}[av(t) + \beta w(t)] &= \alpha \mathcal{S}[v(t)] + \beta \mathcal{S}[w(t)], \\
(ii) \quad \mathcal{S}[v(\beta t)] &= \frac{\rho}{\beta} \cdot \mathcal{V}\left(\frac{s}{\beta}, \rho\right).
\end{align*}
\]
(12)
For the reader’s convenience, we just give the proof for equation (12).
(i) Using Definition 1 of Shehu transform, we have

\[
\mathcal{S}[av(t) + bw(t)] = \int_0^\infty \exp\left(-\frac{st}{\rho}\right)(av(t) + bw(t))dt \\
= \int_0^\infty \exp\left(-\frac{st}{\rho}\right)av(t)dt + \int_0^\infty \exp\left(-\frac{st}{\rho}\right)bw(t)dt \\
= a \int_0^\infty \exp(-st)v(t)dt + \beta \int_0^\infty \exp(-st)w(t)dt \\
= a \mathcal{S}[v(t)] + \beta \mathcal{S}[w(t)].
\]

(ii) By employing Definition 1 of Shehu transform, we have

\[
\mathcal{S}[v(\beta t)] = \int_0^\infty \exp\left(-\frac{st}{\rho}\right)v(\beta t)dt.
\]

Substituting \( \tau = \beta t \) which implies \( t = \frac{\tau}{\beta} \) and \( dt = \frac{d\tau}{\beta} \) in equation (13) yields

\[
\mathcal{S}[v(\beta t)] = \frac{1}{\beta} \int_0^\infty \exp\left(-\frac{st}{\rho\beta}\right)v(\tau)d\tau = \frac{1}{\beta} \int_0^\infty \exp\left(-\frac{st}{\rho\beta}\right)v(t)dt = \frac{\rho}{\beta} \int_0^\infty \exp\left(-\frac{st}{\beta}\right)v(\rho t)dt = \frac{\rho}{\beta} \mathcal{V}\left(\frac{s}{\beta}, \rho\right).
\]

**Proposition 3.** Suppose \( \frac{\partial v(x, t)}{\partial t} \) and \( \frac{\partial^2 v(x, t)}{\partial x^2} \) exist, then

\[
\begin{align*}
\mathcal{S}\left[\frac{\partial v(x, t)}{\partial t}\right] &= \frac{s}{\rho} \cdot \mathcal{V}(x, s, \rho) - v(x, 0), \\
\mathcal{S}\left[\frac{\partial^2 v(x, t)}{\partial x^2}\right] &= \frac{s^2}{\rho^2} \cdot \mathcal{V}(x, s, \rho) - \frac{s}{\rho} \cdot v(x, 0) - \frac{\partial v(x, 0)}{\partial t}.
\end{align*}
\]

The following Shehu’s transformation results are given in [22] (Table 1).

### 4 STADM

We consider a general nonlinear non-homogeneous PDE of the form

\[
\begin{align*}
\mathcal{A}(u) &= f(r), \quad r \in \Omega, \\
\mathcal{B} \left( u, \frac{\partial u}{\partial n} \right) &= 0, \quad r \in \Theta,
\end{align*}
\]

where \( \mathcal{A} \) is a general differential operator, and \( \mathcal{B} \) is a boundary operator, \( f(r) \) is a known analytic function, \( \Theta \) is the boundary of the domain \( \Omega \), and \( \frac{\partial u}{\partial n} \) is the directional derivative in the outwarding normal \( \hat{n} \) to \( \Omega \).

Equation (15) can be rewritten as

\[
\begin{align*}
L_1 u(x, t) + Mu(x, t) + Nu(x, t) &= g(x, t), \\
u(x, 0) &= h(x),
\end{align*}
\]

where

\[
\begin{align*}
L_1 &= \mathcal{A} - \mathcal{B}, \\
M &= \mathcal{B} - \mathcal{A}, \\
N &= \mathcal{B} - \mathcal{A}.
\end{align*}
\]
where $L_t = \frac{\partial}{\partial t}$, $M$ is a linear operator that includes partial derivatives with respect to $x$, $N$ is a nonlinear operator, and $g$ is a nonhomogeneous term, which is $u$-independent.

STADM consists of applying Shehu transform on both sides of equation (16), obtaining

$$\mathcal{S}\{L_t u(x, t)\} = \mathcal{S}\{g(x, t) - Mu(x, t) - Nu(x, t)\}. \tag{17}$$

Using the differentiation property of the Shehu transform and given initial conditions, we have

$$\mathcal{S}\frac{\mathcal{S}}{\rho} \cdot \mathcal{V}(x, s, \rho) = \mathcal{S}\{g(x, t) - Mu(x, t) - Nu(x, t)\}. \tag{18}$$

In the homogeneous case, $g(x, t) = 0$. Therefore, we have

$$\mathcal{V}(x, s, \rho) = \frac{\rho}{s} \cdot h(x) - \frac{\rho}{s} \cdot \mathcal{S}\{Mu(x, t) + Nu(x, t)\}. \tag{19}$$

Now, applying the inverse Shehu transform to both sides of equation (18) gives

$$u(x, t) = h(x) - \mathcal{S}^{-1}\left[\frac{\rho}{s} \cdot \mathcal{S}\{Mu(x, t) + Nu(x, t)\}\right]. \tag{20}$$

The nonlinear term can be decomposed, using Adomian polynomials [24,25], as

$$\mathcal{A}_n(u_0, u_1, \ldots, u_n) = \frac{1}{n!} \frac{\partial^n}{\partial \lambda^n} \left[ N\left(\sum_{i=0}^{n} \lambda u_i\right)\right]_{\lambda=0}, \tag{21}$$

and the series solution of $u(x, t)$ via STADM takes the form [26–28]

$$u(x, t) = \sum_{n=0}^{\infty} u_n(x, t) \quad \text{and} \quad Nu(x, t) = \sum_{n=0}^{\infty} \mathcal{A}_n(u_0, u_1, \ldots, u_n). \tag{22}$$

Employing the decomposition series in equation (21) into equation (19), we obtain

$$\sum_{n=0}^{\infty} u_n(x, t) = h(x) - \mathcal{S}^{-1}\left[\frac{\rho}{s} \cdot \mathcal{S}\left\{M \sum_{n=0}^{\infty} u_n(x, t) + \sum_{n=0}^{\infty} \mathcal{A}_n(u_0, u_1, \ldots, u_n)\right\}\right]. \tag{23}$$

Table 1: Some essential properties of Shehu’s transform

| Functions $f(\bar{x}, t)$ | Transforms $\mathcal{F}_t(\bar{x})$ |
|---------------------------|----------------------------------|
| $1$                       | $\frac{\rho}{s}$                |
| $t^n$                     | $\frac{(\rho)^{n+1}}{(n+1)!}$   |
| $e^{\rho t}$              | $\frac{\rho}{s}e^{\rho t}$     |
| $te^{\rho t}$             | $\frac{\rho^2}{(s - \rho)^2}$  |
| $\int t^n e^{\rho t} dt$  | $\frac{\rho^{n+1}}{(n+1)!}e^{\rho t}$ |
| $\sin(at)$                | $\frac{a}{s^2 + a^2}$          |
| $\cos(at)$                | $\frac{s}{s^2 + a^2}$          |
| $e^{\rho t} \cdot \sin(at)$ | $\frac{\rho (s - \rho a)}{(s + \rho a)^2}$ |
| $e^{\rho t} \cdot \cos(at)$ | $\frac{\rho^2}{(s + \rho a)^2}$  |
| $e^{\rho t}$              | $\frac{\rho}{s - \rho}$        |
| $e^{\rho t} + ae^{\rho t}$ | $\frac{\rho}{s - \rho (s + \rho a)}$ |
| $e^{\rho t} - ae^{\rho t}$ | $\frac{\rho}{s - \rho (s + \rho a)}$ |

where $\rho = \frac{\partial}{\partial t}$, $M$ is a linear operator that includes partial derivatives with respect to $x$, $N$ is a nonlinear operator, and $g$ is a nonhomogeneous term, which is $u$-independent.
The following recursive formulae follows from equation (22) as follows:
\[
\begin{align*}
  u_0(x, t) &= h(x), \\
  u_{n+1}(x, t) &= -S^{-1}\left[\frac{\rho}{s} \cdot S\{M u_0(x, t) + \mathcal{A}_d(u_0, u_1, \ldots, u_n)\}\right], \quad n = 0, 1, 2, \ldots 
\end{align*}
\]

Using equation (23), an approximate solution of equation (16) is obtained using
\[
u(x, t) \approx \sum_{r=0}^{n} u_r(x, t), \quad \text{where} \quad \lim_{n \to \infty} \sum_{r=0}^{n} u_r(x, t) = u(x, t).
\]

### 4.1 Solution of numerical experiment 1 using STADM

For purposes of illustration of STADM for solving homogeneous nonlinear KdV equation in equation (3), we now apply Shehu transform on both sides of equation (3) to get
\[
S(u(x, t)) = \frac{\rho}{s} \cdot x - \left[\frac{\rho}{s} \cdot S(6u_x + u_{xxx})\right].
\]

Taking inverse Shehu transform on both sides of equation (25), we obtain
\[
u(x, t) = x - S^{-1}\left[\frac{\rho}{s} \cdot S(6u_x + u_{xxx})\right].
\]

By applying the aforesaid decomposition method, we have
\[
\sum_{n=0}^{\infty} u_n(x, t) = x - S^{-1}\left[\frac{\rho}{s} \cdot S\left\{6 \sum_{n=0}^{\infty} \mathcal{A}_d(u_0, u_1, \ldots, u_n) + \sum_{n=0}^{\infty} (u_n)_{xxx}\right\}\right].
\]

On comparing both sides of equation (27), we get
\[
\begin{align*}
  u_0(x, t) &= x, \\
  u_1(x, t) &= -S^{-1}\left[\frac{\rho}{s} \cdot S(6\mathcal{A}_d(u_0))\right], \\
  u_2(x, t) &= -S^{-1}\left[\frac{\rho}{s} \cdot S(6\mathcal{A}_d(u_0, u_1))\right], \\
  u_3(x, t) &= -S^{-1}\left[\frac{\rho}{s} \cdot S(6\mathcal{A}_d(u_0, u_1, u_2))\right], \\
  &\quad \vdots \\
  u_n(x, t) &= -S^{-1}\left[\frac{\rho}{s} \cdot S(6\mathcal{A}_d(u_0, u_1, u_2, \ldots, u_{n-1}))\right].
\end{align*}
\]

The first few components of Adomian polynomials \(\mathcal{A}_d(u_0, u_1, \ldots, u_n)\) (cf. [24,25]) are given by
\[
\begin{align*}
  \mathcal{A}_d(u_0) &= u_0u_{0,x} = x, \\
  \mathcal{A}_d(u_0, u_1) &= u_0u_{1,x} + u_1u_{0,x} = -12xt, \\
  \mathcal{A}_d(u_0, u_1, u_2) &= u_0u_{2,x} + u_1u_{1,x} + u_2u_{0,x} = 108xt^2, \\
  \mathcal{A}_d(u_0, u_1, u_2, u_3) &= u_3u_{0,x} + u_1u_{2,x} + u_2u_{1,x} + u_3u_{0,x} = -864xt^3. \\
  &\quad \vdots
\end{align*}
\]

Using the iteration formulae (28) and Adomian polynomials in (29), we obtain
\[
u_0(x, t) = x, \quad u_1(x, t) = -6xt, \quad u_2(x, t) = 36xt^2, \quad u_3(x, t) = -216xt^3, \quad u_4(x, t) = 1,296xt^4.
\]

Thus, an approximate-analytical solution for \(u(x, t)\) is given by
\[
u_{\text{STADM}}(x, t) = x - 6xt + 36xt^2 - 216xt^3 + 1,296xt^4 + \ldots
\]
Figure 1: Plots of exact solution and approximate solution using STADM (4-terms) vs $x$ at times 0.01, 0.05, 0.10, and 0.125 (the space interval used for these plots is $\frac{\pi}{10} = 0.314$).

Figure 2: Plots of absolute errors vs $x$ at different values of time ($t = 0.01, 0.05, 0.10, 0.125$) using STADM (4 terms).
Table 2: Absolute and relative errors at spatial nodes obtained at times 0.01, 0.05, 0.10, 0.125 using STADM (4-terms) for numerical experiment 1

| t       | Values of x | Exact solution | Numerical solution | Absolute error | Relative error |
|---------|-------------|----------------|--------------------|----------------|---------------|
| 0.000   | 0.000000    | 0.000000       | —                  | 0.000000       | —             |
| 0.314   | 0.296226    | 0.296227       | 2.303457 × 10⁻⁷   | 7.776000 × 10⁻⁷|
| 0.628   | 0.592453    | 0.592453       | 4.606913 × 10⁻⁷   | 7.776000 × 10⁻⁷|
| 0.942   | 0.888679    | 0.888680       | 6.910370 × 10⁻⁷   | 7.776000 × 10⁻⁷|
| 1.256   | 1.184906    | 1.184907       | 9.213826 × 10⁻⁷   | 7.776000 × 10⁻⁷|
| 1.570   | 1.481132    | 1.481133       | 1.151728 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 1.884   | 1.773585    | 1.773600       | 1.382074 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 2.198   | 2.073585    | 2.073587       | 1.612420 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 2.512   | 2.369811    | 2.369813       | 1.842765 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 2.826   | 2.666038    | 2.666040       | 2.073111 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 3.140   | 2.962264    | 2.962266       | 2.303457 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 0.01    | 3.454       | 3.258491       | 2.533802 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 3.768   | 3.554717    | 3.554720       | 2.764148 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 4.082   | 3.850943    | 3.850946       | 2.994494 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 4.396   | 4.147170    | 4.147173       | 3.224839 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 4.710   | 4.443396    | 4.443400       | 3.455185 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 5.024   | 4.739623    | 4.739626       | 3.685531 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 5.338   | 5.035849    | 5.035853       | 3.915876 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 5.652   | 5.332075    | 5.332080       | 4.146222 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 5.966   | 5.628302    | 5.628306       | 4.376568 × 10⁻⁶   | 7.776000 × 10⁻⁷|
| 6.280   | 5.924532    | 5.924533       | 4.606913 × 10⁻⁶   | 7.776000 × 10⁻⁷|

| t       | Values of x | Exact solution | Numerical solution | Absolute error | Relative error |
|---------|-------------|----------------|--------------------|----------------|---------------|
| 0.000   | 0.000000    | 0.000000       | 0.000000           | —              |
| 0.314   | 0.241358    | 0.241215       | 5.869385 × 10⁻⁴   | 2.430000 × 10⁻³|
| 0.628   | 0.483077    | 0.484251       | 1.173877 × 10⁻³   | 2.430000 × 10⁻³|
| 0.942   | 0.724615    | 0.726376       | 1.760815 × 10⁻³   | 2.430000 × 10⁻³|
| 1.256   | 0.966154    | 0.968502       | 2.347754 × 10⁻³   | 2.430000 × 10⁻³|
| 1.570   | 1.207692    | 1.210627       | 2.934692 × 10⁻³   | 2.430000 × 10⁻³|
| 1.884   | 1.449231    | 1.452752       | 3.521631 × 10⁻³   | 2.430000 × 10⁻³|
| 2.198   | 1.690769    | 1.694878       | 4.108659 × 10⁻³   | 2.430000 × 10⁻³|
| 2.512   | 1.932308    | 1.937003       | 4.695080 × 10⁻³   | 2.430000 × 10⁻³|
| 0.05    | 2.826       | 2.173846       | 5.282446 × 10⁻³   | 2.430000 × 10⁻³|
| 3.140   | 2.415385    | 2.421254       | 5.869385 × 10⁻³   | 2.430000 × 10⁻³|
| 3.454   | 2.656923    | 2.663379       | 6.456323 × 10⁻³   | 2.430000 × 10⁻³|
| 3.768   | 2.898462    | 2.905505       | 7.043262 × 10⁻³   | 2.430000 × 10⁻³|
| 4.082   | 3.140000    | 3.147630       | 7.630200 × 10⁻³   | 2.430000 × 10⁻³|
| 4.396   | 3.381358    | 3.389756       | 8.217138 × 10⁻³   | 2.430000 × 10⁻³|
| 4.710   | 3.623077    | 3.631881       | 8.804077 × 10⁻³   | 2.430000 × 10⁻³|
| 5.024   | 3.864615    | 3.874006       | 9.391015 × 10⁻³   | 2.430000 × 10⁻³|
| 5.338   | 4.106154    | 4.116132       | 9.977954 × 10⁻³   | 2.430000 × 10⁻³|
| 5.652   | 4.347692    | 4.358257       | 1.056489 × 10⁻²   | 2.430000 × 10⁻³|
| 5.966   | 4.589231    | 4.600383       | 1.115183 × 10⁻²   | 2.430000 × 10⁻³|
| 6.280   | 4.830769    | 4.842508       | 1.173877 × 10⁻¹   | 2.430000 × 10⁻³|

(continued)
The solution in series form (31) is a convergent series, which gives the exact solution

\[ u(x, t) = \frac{x}{1 + 6t} \]

with \(|-6t| < 1\). This closed form solution for equation (3) agrees with the one obtained by the Elzaki transform method given in [21].

Plots of exact and numerical solutions vs \(x\) are displayed in Figure 1. We obtain plots of absolute error vs \(x\) at four different values of time in Figure 2. We also compare the absolute and relative errors at some values of \(x\) at four different times in Table 2. The absolute errors and relative errors at a given spatial node \(x_j\) and given time \(t_n\) are obtained as follows:

\[
\begin{align*}
\text{Absolute error} &= |u(x_j, t_n) - \hat{u}(x_j, t_n)|, \\
\text{Relative error} &= \frac{|u(x_j, t_n) - \hat{u}(x_j, t_n)|}{|u(x_j, t_n)|}.
\end{align*}
\]

### Table 2: Continued

| \(t\) | Values of \(x\) | Exact solution | Numerical solution | Absolute error | Relative error |
|-------|-----------------|----------------|------------------|----------------|----------------|
| 0.10  |                 |                |                  |                |                |
|       | 0.000           | 0.000000       | 0.000000         | 0.000000       | —              |
|       | 0.314           | 0.179429       | 0.220208         | 4.257924 \times 10^{-2} | 2.373047 \times 10^{-1} |
|       | 0.628           | 0.358857       | 0.444016         | 8.515848 \times 10^{-2} | 2.373047 \times 10^{-1} |
|       | 0.942           | 0.538286       | 0.666023         | 1.277377 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 1.256           | 0.717714       | 0.888031         | 1.703170 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 1.570           | 0.897143       | 1.100399         | 2.128962 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 1.884           | 1.076571       | 1.320247         | 2.554754 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 2.198           | 1.256000       | 1.455055         | 2.980547 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 2.512           | 1.435429       | 1.776063         | 3.406339 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 2.826           | 1.614857       | 1.996087         | 3.832132 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 3.140           | 1.794286       | 2.220708         | 4.257924 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 3.454           | 1.973714       | 2.442826         | 4.683717 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 3.768           | 2.153143       | 2.664094         | 5.109509 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 4.082           | 2.332571       | 2.886102         | 5.535301 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 4.396           | 2.512000       | 3.108109         | 5.961094 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 4.710           | 2.691429       | 3.330117         | 6.386886 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 5.024           | 2.870857       | 3.552125         | 6.812679 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 5.338           | 3.050286       | 3.774333         | 7.238471 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 5.652           | 3.229714       | 3.996141         | 7.664263 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 5.966           | 3.409143       | 4.218148         | 8.090056 \times 10^{-1} | 2.373047 \times 10^{-1} |
|       | 6.280           | 3.588571       | 4.440156         | 8.515848 \times 10^{-1} | 2.373047 \times 10^{-1} |
Remark 4.1. Table 2 shows that STADM is very effective at small and medium propagation time but becomes less effective at longer propagation time. Some real-life applications where solving KdV equation over short propagation involves earthquake modeling and simulation of optical laser pulses along fibers.

4.2 Solution of numerical experiment 2 using STADM

We note that the authors in [18] applied a numerical approach based on the homotopy perturbation transform method (HPTM) to derive the exact and approximate solutions of nonlinear fifth-order KdV equations for the study of magneto-acoustic waves in plasma. We would like to point out that equation (4) is considered in the paper [18, Example 3.4], where there are some typos in the paper and we have considered a modified and a corrected version of the nonhomogeneous equation, just for clarity to the readers.

By considering the nonhomogeneous equation in equation (4) via STADM and applying Shehu transform on both sides of equation (4), we get

\[
\mathcal{S}(u(x, t)) = \frac{\rho}{s} \cdot u(x, 0) + \frac{\rho}{s} \cdot \left\{ \mathcal{S} \left[ \cos(x) - t \sin(x) + \frac{t^2 \sin(x)}{2} \right] - \mathcal{S}[-u_t + u_{xxxx}] \right\}. \tag{33}
\]

Taking inverse Shehu transform on both sides of equation (33), we obtain

\[
u(x, t) = u(x, 0) - \mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left[ \cos(x) - t \sin(x) + \frac{t^2 \sin(x)}{2} \right] - \mathcal{S}[-u_t + u_{xxxx}] \right]. \tag{34}
\]

By applying the aforesaid decomposition method, we have

\[
\sum_{n=0}^{\infty} u_n(x, t) = u(x, 0) - \mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left[ \cos(x) + 2t \sin(x) + \frac{t^2 \sin(x)}{2} \right] \right] - \mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left\{ \sum_{n=0}^{\infty} \mathcal{A}_n(u_0, u_1, \ldots, u_n) + \sum_{n=0}^{\infty} \left( u_{n+1} \right)_{xxxx} \right\} \right]. \tag{35}
\]

On comparing both sides of equation (35), we obtain

\[
\begin{align*}
u_0(x, t) &= u(x, 0) + \mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left[ \cos(x) - t \sin(x) + \frac{t^2}{2} \sin(2x) \right] \right], \\
u_1(x, t) &= -\mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left[ (u_0)_{xxxx} - \mathcal{A}_1(u_0) \right] \right], \\
u_2(x, t) &= -\mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left[ (u_1)_{xxxx} - \mathcal{A}_2(u_0, u_1) \right] \right], \\
u_3(x, t) &= -\mathcal{S}^{-1} \left[ \frac{\rho}{s} \cdot \mathcal{S} \left[ (u_2)_{xxxx} - \mathcal{A}_3(u_0, u_1, u_2) \right] \right], \\
&\hspace{1cm} \vdots
\end{align*} \tag{36}
\]

For some non-homogeneous PDEs, Wazwaz [29,30] suggested that the construction of zeroth component of the series can be defined in a slightly systematic way by supposing that if the zeroth component is \( u_0(x, t) = G(x, t) \), then the function \( G \) is possibly divided into two parts such as \( G_0(x, t) \) and \( G_1(x, t) \). Then one can construct the recursive algorithm \( u_0(x, t) \) in an elegant way.
By applying the same idea to equation (36), we obtain the modified recursive scheme as

\[
\begin{align*}
    u_0(x, t) &= u(x, 0) + s^{-1} \left( \frac{p}{s} \cdot \delta(g(x,t)) \right) = t \cos(x), \\
    u_1(x, t) &= s^{-1} \left( \frac{p}{s} \cdot \delta(g_2(x,t)) \right) - s^{-1} \left( \frac{p}{s} \cdot \delta(u_0) \right), \\
    u_2(x, t) &= -s^{-1} \left( \frac{p}{s} \cdot \delta(u_1) \right), \\
    u_3(x, t) &= -s^{-1} \left( \frac{p}{s} \cdot \delta(u_2) \right), \\
    u_{n+1}(x, t) &= -s^{-1} \left( \frac{p}{s} \cdot \delta(u_n) \right),
\end{align*}
\]

(37)

where \(g(x, t) = \cos(x)\) and \(g_2(x, t) = \frac{t^2}{2} \sin(2x) - t \sin(x)\).

The first few components of Adomian polynomials \(A_0, A_1, \ldots, A_n\) are obtained using the formulae (cf. [24, 25])

\[
A_0(u_0) = u_0u_{0,x} = -t^2 \cos(x) \sin(x), \tag{38}
\]

\[
A_1(u_0, u_1) = u_0u_{1,x} + u_1u_{0,x} = -\frac{1}{3} \sin(x) \cos(x)t^3 + \frac{1}{2} t^2 \sin(x). \tag{39}
\]

The polynomials \(A_2(u_0, u_1, u_2)\) and \(A_3(u_0, u_1, u_2, u_3)\) are obtained as

\[
\begin{align*}
    A_2(u_0, u_1, u_2) &= u_0u_{2,x} + u_2u_{0,x} + u_1u_{1,x}, \\
    A_3(u_0, u_1, u_2, u_3) &= u_3u_{0,x} + u_1u_{2,x} + u_2u_{1,x} + u_0u_{3,x},
\end{align*}
\]

and the higher order ones are obtained as

\[
A_n(u_0, u_1, u_2, \ldots, u_n) = \sum_{j=0}^{n-1} u_j \frac{\partial u_{n-j}}{\partial x}. \tag{40}
\]

The first-order approximation \(u_1(x, t)\) is given by

\[
\begin{align*}
    u_1(x, t) &= s^{-1} \left( \frac{p}{s} \cdot \delta \left( 2t \sin(x) + \frac{t^2}{2} \sin(2x) \right) \right) - s^{-1} \left( \frac{p}{s} \cdot \delta(u_0) \right) \\
    &= \frac{t^3}{3!} \sin(2x) - \frac{t^2}{2!} \sin(x) - \frac{1}{3} \sin(x) \cos(x)t^3 + \frac{1}{2} t^2 \sin(x) = 0.
\end{align*}
\]

(41)

Thus, one can see from equations (37) and (41) that \(u_{n+1}(x, t) = 0\) for \(n \geq 1\). The sum of first two approximations to build an approximate-analytical solution for \(u(x, t)\) of equation (4) is given by

\[
u_{\text{STADM}}(x, t) = u_0(x, t) + u_1(x, t) + u_2(x, t), \tag{42}
\]

which immediately coincides with exact solution \(t \cos(x)\). Hence, it is important to note from above that this kind of modification of the recursive scheme not only avoids unnecessary computational investment such as computation of the Adomian polynomials but also it reduces large volume of calculations considerably.

### 4.3 Solution of numerical experiment 3 using STADM scheme

Consider the nonlinear KdV equation

\[
u_t + a u u_x + \delta u_{xxx} = 0, \tag{43}
\]

where \((x, t) \in [0, 2] \times [0, 2]\), with initial condition \(u(x, 0) = \cos(px)\). Equation (43) is singularly perturbed KdV-type equation if \(\delta\) is infinitesimal (see also [31] and for singularly perturbed PDEs [32]).
4.3.1 Case 1: $\alpha = 1$ and $\delta = 0.022^2$

The case when $\alpha = 1$ and $\delta = 0.022^2$ was considered in [1]. We solve the experiment using STADM. By applying Shehu transform on both sides of equation (43), we obtain

$$
\mathcal{S}(u(x, t)) = \frac{p}{s} \cdot \cos(\pi x) - \left[ \frac{p}{s} \cdot \mathcal{S}(\delta u_{xx}) \right].
$$

(44)

Taking inverse Shehu transform on both sides of equation (44) gives

$$
u(x, t) = \cos(\pi x) - \mathcal{S}^{-1} \left[ \frac{p}{s} \cdot \mathcal{S}(\delta u_{xx}) \right].
$$

(45)

By employing the aforesaid decomposition method, we have

$$
\sum_{n=0}^{\infty} u_n(x, t) = \cos(\pi x) - \mathcal{S}^{-1} \left[ \frac{p}{s} \cdot \mathcal{S} \left( \sum_{n=0}^{\infty} \mathcal{L}(u_0, u_1, \ldots, u_n) + \delta \sum_{n=0}^{\infty} (u_n)_{xxx} \right) \right],
$$

(46)

where $u_n = \sum_{n=0}^{\infty} \mathcal{L}(u_0, u_1, \ldots, u_n)$ are Adomian polynomials that represent the nonlinear terms, and by comparing both sides of equation (46), we obtain the first few components:

$$
\begin{cases}
u_0(x, t) = \cos(\pi x), \\
u_1(x, t) = -\mathcal{S}^{-1} \left[ \frac{p}{s} \cdot \mathcal{L}(u_0, u_1, \ldots, u_n) + \delta (u_n)_{xxx} \right] = (\pi \cos(\pi x) \sin(\pi x) - \delta \pi^3 \sin(\pi x)) t, \\
u_2(x, t) = -\mathcal{S}^{-1} \left[ \frac{p}{s} \cdot \mathcal{L}(u_0, u_1, u_2, \ldots, u_n) + \delta \sum_{n=0}^{\infty} (u_n)_{xxx} \right] \\
\quad = -\frac{t^2}{2} (\cos(\pi x) \pi^4 \delta - 10 \cos(\pi x) \pi^3 \delta^2 + 5 \pi^2 \delta + 3 \cos(\pi x)^3 - 2 \cos(\pi x)),
\end{cases}
$$

(47)

$$
u_3(x, t) = -\mathcal{S}^{-1} \left[ \frac{p}{s} \cdot \mathcal{L}(u_0, u_1, u_2, u_3, \ldots, u_n) + \delta (u_n)_{xxx} \right] \\
\quad = -\frac{1}{6} \pi t^3 \sin(\pi x)(\pi^4 \delta + 84 \cos(\pi x) \pi^2 \delta^2 - 117 \cos^2(\pi x) \pi^4 \delta^2 + 16 \cos^3(\pi x) + 27 \pi^2 \delta - 6 \cos(\pi x)),
$$

where $\delta = 0.022^2$. Thus, the first few sum of terms for approximate-analytical solution for $u(x, t)$ is given by

$$
u_{STADM}(x, t) = u_0(x, t) + u_1(x, t) + u_2(x, t) + u_3(x, t).
$$

(48)

Remark 4.2. Figure 3 shows that the numerical results are much affected by the number of terms used. Firstly, it appears that the first-order sum ($u_0(x, t) + u_1(x, t)$) gives more realistic results. KdV equation is a conservative equation and we expect values of solution to be bounded as we progress in time. Secondly, it appears that scheme is unstable as we increase time to $\frac{3.6}{\pi}$.

4.3.2 Case 2: $\alpha = 1$ and $\delta = 10^{-4}$

By applying Shehu’s transform to both sides of equations (43) and employing inverse Shehu transform in the resulting equation via STADM, we obtain

$$
\sum_{n=0}^{\infty} u_n(x, t) = \cos(\pi x) - \mathcal{S}^{-1} \left[ \frac{p}{s} \cdot \mathcal{S} \left( \sum_{n=0}^{\infty} \mathcal{L}(u_0, u_1, \ldots, u_n) + \delta \sum_{n=0}^{\infty} (u_n)_{xxx} \right) \right],
$$

(49)

where $u_n = \sum_{n=0}^{\infty} \mathcal{L}(u_0, u_1, \ldots, u_n)$ are Adomian polynomials that represent the nonlinear terms, and by comparing both sides of equation (49), we obtain the first few components:
and so on. The first few sums of approximations via STADM are given in the following figures.

Figures 4 and 5 show that behavior of STADM is nearly quite similar for the considered small dispersion limit values $\delta = 0.0222$ and $\delta = 10^{-3}$. This shows that for the considered short time values, the STADM scheme behaves somehow like Burger’s like equation. This is later validated using finite difference approach as shown in the next section.

4.4 Note on the convergence analysis of STADM

Numerous research works on the applications of ADM to the problems arising from various areas of pure and applied sciences are detailed in [33–35]. We note here that the theoretical convergence of ADM applied to the general KdV-type equations is proved in [36] and the general framework of providing the convergence of STADM is exactly the same and we omit the details as the convergence proofs are already shown in [36,37]. We just restate a sufficient condition of convergence for the KdV equation as given in [6] and see also [37] for the proofs.
Figure 4: Plot of numerical solution vs $x$ (up to third-order terms of STADM) when $\alpha = 1$ and $\delta = 0.022^2$ at different times.

Figure 5: Plot of numerical solution vs $x$ (up to third-order terms of STADM) when $\alpha = 1$ and $\delta = 10^{-4}$ at different times.
Theorem 4.1. [37] The ADM applied to KdV-type equation as follows:

\[ u_t + u^p u_x + u_{xxx} = 0, \quad p > 0, \]

with specified initial and boundary conditions, converges toward a particular solution.

Proof. We refer to [37, Section 3] for the proof (see also [36]). □

In the next section, we make use of a classical FDM to solve the three numerical experiments described in Section 2.

5 Classical FDM

The authors in [18] used a numerical approach based on the homotopy perturbation method to solve approximate solutions of some fifth-order KdV equation. See also the works of Wazwaz in [38]. In this section, we use the classical FDM to solve third-order and fifth-order nonlinear KdV equations considered in this paper and we also compare results with those of the STADM method.

We use the following difference approximations to approximate derivatives:

\[
\frac{\partial u}{\partial t} \approx \frac{u_i^{n+1} - u_i^{n-1}}{2\Delta t}, \tag{50a}
\]

\[
\frac{\partial u}{\partial x} \approx \frac{u_i^n - u_{i-1}^n}{2\Delta x}, \tag{50b}
\]

\[
\frac{\partial^3 u}{\partial x^3} \approx \frac{u_{i+2}^n - 2u_{i+1}^n + 2u_{i-1}^n - u_{i-2}^n}{2(\Delta x)^3}, \tag{50c}
\]

\[
\frac{\partial^5 u}{\partial x^5} \approx \frac{u_{i+3}^n - 4u_{i+2}^n + 5u_{i+1}^n - 5u_{i-1}^n + 4u_{i-2}^n - u_{i-3}^n}{2(\Delta x)^5}, \tag{50d}
\]

where \( h = \Delta x \) and \( k = \Delta t \) are the spatial and temporal step sizes, respectively, and \( x_i = ih, \quad t_n = nk, \quad i = 0, 1, \ldots \) and \( n = 0, 1, \ldots \), where superscript \( n \) denotes a quantity associated with time level \( t_n \) and subscript \( i \) denotes a quantity associated with space mesh point \( x_i \).

5.1 Solution of numerical experiment 1 using finite difference scheme

Let us consider the homogeneous dispersive KdV equation

\[ u_t + 6uu_x + u_{xx} = 0, \tag{51} \]

with initial condition \( u(x, 0) = 0 \) and the boundary conditions are

\[ u(0, t) = 0, \quad u_t(0, t) = \frac{1}{1 + 6t}, \quad u_x(0, t) = 0. \]

Equation (51) is discretized, using the Zabusky-Kruskal method [1], as

\[
\frac{u_i^{n+1} - u_i^{n-1}}{2\Delta t} = -6 \left( \frac{u_i^n + u_{i+1}^n + u_{i-1}^n}{3} \right) \left( \frac{u_{i+1}^n - u_{i-1}^n}{2\Delta x} \right) - \left( \frac{u_{i+2}^n - 2u_{i+1}^n + 2u_{i-1}^n - u_{i-2}^n}{2(\Delta x)^3} \right). \tag{52}
\]
The scheme is given by
\[ u^{n+1}_i = u^n_i - \frac{2 \cdot \Delta t}{\Delta x} (u^n_{i-1} + u^n_{i+1})(u^n_{i+1} - u^n_{i-1}) - \frac{\Delta t}{(\Delta x)^2} (u^n_{i+2} - 2u^n_{i+1} + 2u^n_{i-1} - u^n_{i-2}). \] (53)

We next study the stability of the scheme.

Using Von Neumann stability analysis and freezing coefficient technique [39], we get
\[ \xi^2 + \mathcal{K}\xi - 1 = 0, \] (54)

where
\[
\begin{aligned}
\mathcal{K} &= (12u_{\text{max}}\lambda \sin(\omega)) + \frac{\lambda}{h^2}(2I \sin(2\omega) - 4I \sin(\omega)), \\
\lambda &= \frac{k}{h}, \quad \text{and} \quad I = \sqrt{-1},
\end{aligned}
\] (55)

with \( u_{\text{max}} \) the least upper bound on \(|u(x, t)|\).

Solving equation (54) gives
\[ \xi = \frac{-\mathcal{K} \pm \sqrt{\mathcal{K}^2 + 4}}{2}, \] (56)

where \( \mathcal{K} \) is given in equation (55). A condition for stability criterion is obtained by finding a condition for \( \Delta t, \Delta x \) so that for \( \omega \in [-\pi, \pi], |\xi| \leq 1 \) is true. This gives
\[ 4 - \left(12u_{\text{max}}\lambda \sin(\omega) + \frac{\lambda}{h^2}(2\sin(2\omega) - 4\sin(\omega))\right)^2 \geq 0, \] (57)

which gives
\[ \left|\left(12u_{\text{max}}\lambda \sin(2\omega) + \frac{\lambda}{h^2}(2\sin(2\omega) - 4\sin(\omega))\right)\right| \leq 2. \]

Since the second expression in the bracket for the above inequality dominates the first for small values of \( h \), we obtain \( \omega = \frac{2\pi}{10} \) from the second expression which gives the maximum value for the inequality.

On substituting this into the inequality, we obtain the region of stability as [41]
\[ |\lambda| \leq \frac{2}{\left\{12u_{\text{max}} \sin(2\omega) + \frac{1}{h^2}(2\sin(2\omega) - 4\sin(\omega))\right\}} \leq \frac{2}{6\sqrt{3}u_{\text{max}} - \frac{\sqrt{3}}{h^2}} = \frac{2}{3\sqrt{3}(2u_{\text{max}} - \frac{1}{h^2})}. \] (58)

By considering \( h = \Delta x = \frac{\pi}{10} \) and using equation (58), we obtain
\[ 0 < \Delta t \leq \frac{0.3849002}{2u_{\text{max}} - 10.142399}. \] (59)

Equation (59) is the stability region of the scheme in equation (53) for \( h = \frac{\pi}{10} \). In particular, for numerical experiment 1, since \( u_{\text{max}} = 2\pi = 6.28 \) for \( x \in [0, 2\pi] \), we obtain the stability region as \( 0 < \Delta t \leq 0.158 \) and we have used \( \Delta t = 0.001 \) for this numerical experiment.

5.1.1 Consistency of the numerical scheme in equation (53)

We consider equation (53). Taylor series expansion about \((t_n, x_i)\) gives
\[ u + ku_t + \frac{k^2}{2!}u_{tt} + \frac{k^3}{3!}u_{ttt} + O(k^4) \]
\[ = u - ku_t + \frac{k^2}{2!}u_{tt} - \frac{k^3}{3!}u_{ttt} + O(k^4) - \frac{2k}{h} \left[ 3u + h^2u_{xx} + \frac{2h^4}{4!}u_{xxxx} + O(h^5) \right] \left[ 2hu_x + \frac{h^3}{3}u_{xxx} + O(h^5) \right] \]
\[ - \frac{k}{h^3} \left( u + 2hu_x + \frac{(2h)^2}{2!}u_{xx} + \frac{(2h)^3}{3!}u_{xxx} + \frac{(2h)^4}{4!}u_{xxxx} + O(h^5) \right) \]
\[ - 2 \left( u + hu_x + \frac{h^2}{2!}u_{xx} + \frac{h^3}{3!}u_{xxx} + \frac{h^4}{4!}u_{xxxx} + O(h^5) \right) \left( u - hu_x + \frac{h^2}{2!}u_{xx} - \frac{h^3}{3!}u_{xxx} + \frac{h^4}{4!}u_{xxxx} + O(h^5) \right) \]
\[- \left( u - 2hu_x + \frac{(2h)^2}{2!}u_{xx} - \frac{(2h)^3}{3!}u_{xxx} + \frac{(2h)^4}{4!}u_{xxxx} + O(h^5) \right)] . \]

This simplifies to
\[ 2ku_t + \frac{2k^3}{3!}u_{ttt} + O(k^5) = -2k \left[ 6uu_x + h^2u_{xxxx} + 2h^2u_xu_{xxx} + \frac{h^4}{3}u_{xx}u_{xxx} + \ldots \right] \]
\[ - 2k \left[ u_{xxx} + \frac{30}{5!}h^2u_{xxxx} + O(h^5) \right] . \tag{60} \]

After some simplifications of equation (60), we get
\[ u_t + 6uu_x + u_{xxx} = -\frac{k^2}{3}u_{ttt} + \frac{3h^2}{2}u_{xxxx} + 2h^2u_xu_{xxx} + \frac{h^4}{3}u_{xx}u_{xxx} + \ldots \tag{61} \]

The scheme is consistent with the PDE given in equation (3) and is second-order accurate in time and space.

Figure 6: Plots of exact solution and approximate solution at times 0.01, 0.05, 0.125, 1.0, using classical finite difference scheme with \( k = 0.001 \) and \( h = \frac{1}{10} = 0.314 \).
5.1.2 Numerical results for experiment 1

We obtain plots of numerical and exact profiles vs x in Figure 6 and corresponding plots of absolute errors vs x are shown in Figure 7.

Table 3 displays absolute and relative errors at the spatial nodes for the four different values of time, which indicate that the scheme is very efficient at short, medium, and long time propagation.

5.1.3 Rate of convergence for numerical experiment 1

The rate of convergence $R_T$ as given in [40] is obtained by

$$R_T = \frac{\ln(e_k)}{\ln(h_k)}$$

where $e_k$ and $e_t$ are the error norms (w.r.t. $L_\infty$ as in Table 4) corresponding to the spatial (or temporal) steps $h_k$ and $h_t$, respectively. Table 4 indicates that the numerical rate of convergence in time is two, which is the theoretical rate of convergence.

Figure 7: Plots of absolute errors vs x at different values of times $t = 0.01, 0.05, 0.125, 1.0$ using classical finite difference scheme with $k = 0.001$ and $h = \frac{\pi}{10}$. 
| $t$ | Values of $x$ | Exact solution | Numerical solution | Absolute error | Relative error |
|-----|---------------|----------------|-------------------|----------------|----------------|
| 0.000 | 0.0000000 | 0.0000000 | 0.0000000 | 0.0000000 | — |
| 0.314 | 0.296377 | 0.296377 | 0.000000 | 0.0000000 | 0.000000 | 0.000000 |
| 0.628 | 0.592753 | 0.592754 | 6.89131 x 10^{-7} | 1.163069 x 10^{-6} | |
| 0.942 | 0.889130 | 0.889137 | 7.367006 x 10^{-6} | 8.285634 x 10^{-6} | |
| 1.256 | 1.185507 | 1.185514 | 7.583708 x 10^{-6} | 6.397018 x 10^{-6} | |
| 1.570 | 1.481883 | 1.481893 | 9.491372 x 10^{-6} | 6.404939 x 10^{-6} | |
| 1.884 | 1.778260 | 1.778271 | 1.131147 x 10^{-5} | 6.360975 x 10^{-6} | |
| 2.199 | 2.074637 | 2.074650 | 1.324009 x 10^{-5} | 6.381885 x 10^{-6} | |
| 2.513 | 2.371013 | 2.371028 | 1.512316 x 10^{-5} | 6.378353 x 10^{-6} | |
| 2.827 | 2.667390 | 2.667407 | 1.701355 x 10^{-5} | 6.378350 x 10^{-6} | |
| 0.01 | 3.142 | 2.963767 | 2.963786 | 1.899303 x 10^{-5} | 6.378312 x 10^{-6} | |
| 3.456 | 3.260143 | 3.260164 | 2.079291 x 10^{-5} | 6.377916 x 10^{-6} | |
| 3.769 | 3.556520 | 3.556543 | 2.268275 x 10^{-5} | 6.377974 x 10^{-6} | |
| 4.084 | 3.852897 | 3.852921 | 2.443234 x 10^{-5} | 6.341291 x 10^{-6} | |
| 4.398 | 4.149273 | 4.149299 | 2.58868 x 10^{-5} | 6.238882 x 10^{-6} | |
| 4.712 | 4.445650 | 4.445677 | 2.736423 x 10^{-5} | 6.155283 x 10^{-6} | |
| 5.026 | 4.742027 | 4.742056 | 2.946782 x 10^{-5} | 6.21418 x 10^{-6} | |
| 5.340 | 5.038403 | 5.03840 | 1.436449 x 10^{-6} | 2.851001 x 10^{-7} | |
| 5.654 | 5.334780 | 5.334733 | 4.686003 x 10^{-5} | 8.783873 x 10^{-6} | |
| 5.969 | 5.631157 | 5.631157 | 0.000000 | 0.000000 | |
| 6.283 | 5.927533 | 5.927533 | 0.000000 | 0.000000 | |
| 0.000 | 0.241661 | 0.241661 | 0.000000 | 0.000000 | |
| 0.314 | 0.483322 | 0.483326 | 4.019853 x 10^{-6} | 8.31713 x 10^{-6} | |
| 0.628 | 0.724983 | 0.725007 | 2.380956 x 10^{-5} | 3.284155 x 10^{-5} | |
| 0.942 | 0.966644 | 0.966676 | 3.248221 x 10^{-5} | 3.360308 x 10^{-5} | |
| 1.256 | 1.028305 | 1.208348 | 4.269625 x 10^{-5} | 3.533566 x 10^{-5} | |
| 1.570 | 1.449966 | 1.450010 | 4.420405 x 10^{-5} | 3.051138 x 10^{-5} | |
| 1.884 | 1.691627 | 1.691681 | 5.458924 x 10^{-5} | 3.227026 x 10^{-5} | |
| 2.199 | 1.933288 | 1.933350 | 6.173505 x 10^{-5} | 3.193268 x 10^{-5} | |
| 2.513 | 2.174949 | 2.175018 | 6.953207 x 10^{-5} | 3.196952 x 10^{-5} | |
| 2.827 | 2.46610 | 2.466685 | 7.573543 x 10^{-5} | 3.133954 x 10^{-5} | |
| 0.05 | 3.142 | 2.46610 | 2.466685 | 7.573543 x 10^{-5} | 3.133954 x 10^{-5} | |
| 3.456 | 2.658271 | 2.658353 | 8.260095 x 10^{-5} | 3.107319 x 10^{-5} | |
| 3.769 | 2.899932 | 2.900022 | 8.994153 x 10^{-5} | 3.101505 x 10^{-5} | |
| 4.084 | 3.141593 | 3.141676 | 8.310206 x 10^{-5} | 2.645221 x 10^{-5} | |
| 4.398 | 3.383254 | 3.383312 | 8.581638 x 10^{-5} | 1.729589 x 10^{-5} | |
| 4.712 | 3.624915 | 3.624966 | 4.985014 x 10^{-5} | 1.375209 x 10^{-5} | |
| 5.026 | 3.866576 | 3.866651 | 7.544159 x 10^{-5} | 1.951211 x 10^{-5} | |
| 5.340 | 4.048237 | 4.048220 | 1.614377 x 10^{-5} | 3.929611 x 10^{-6} | |
| 5.654 | 4.349898 | 4.349767 | 1.306215 x 10^{-4} | 3.002863 x 10^{-5} | |
| 5.969 | 4.591558 | 4.591558 | 0.000000 | 0.000000 | |
| 6.283 | 4.833219 | 4.833219 | 0.000000 | 0.000000 | |

(continued)
Table 3: Continued

| $t$ | Values of $x$ | Exact solution | Numerical solution | Absolute error | Relative error |
|-----|---------------|----------------|-------------------|----------------|----------------|
| 0.125 | 2.199 | 1.256637 | 1.256527 | $1.098980 \times 10^{-4}$ | $8.745405 \times 10^{-5}$ |
| | 2.513 | 1.436357 | 1.436031 | $1.252971 \times 10^{-4}$ | $8.724476 \times 10^{-5}$ |
| | 2.827 | 1.615676 | 1.615529 | $1.469331 \times 10^{-4}$ | $9.094219 \times 10^{-5}$ |
| | 3.142 | 1.795196 | 1.795042 | $1.533328 \times 10^{-4}$ | $8.514286 \times 10^{-5}$ |
| | 3.456 | 1.977171 | 1.974624 | $9.115715 \times 10^{-5}$ | $4.616217 \times 10^{-5}$ |
| | 3.769 | 2.154235 | 2.154182 | $5.292541 \times 10^{-5}$ | $2.456807 \times 10^{-5}$ |
| | 4.084 | 2.333755 | 2.333680 | $7.456014 \times 10^{-5}$ | $3.194858 \times 10^{-5}$ |
| | 4.398 | 2.513274 | 2.513193 | $8.103591 \times 10^{-5}$ | $3.224317 \times 10^{-5}$ |
| | 4.712 | 2.692794 | 2.692827 | $3.284636 \times 10^{-5}$ | $1.219788 \times 10^{-5}$ |
| | 5.026 | 2.872313 | 2.872412 | $9.827228 \times 10^{-5}$ | $3.419797 \times 10^{-5}$ |
| | 5.340 | 3.051853 | 3.051849 | $1.617262 \times 10^{-5}$ | $5.299312 \times 10^{-6}$ |
| | 5.654 | 3.231352 | 3.231323 | $2.943699 \times 10^{-5}$ | $9.109807 \times 10^{-6}$ |
| | 5.969 | 3.410872 | 3.410872 | 0.000000 | 0.000000 |
| | 6.283 | 3.590392 | 3.590392 | 0.000000 | 0.000000 |

Table 4: $L_{\infty}$, $L_1$, $L_2$ errors and the rate of convergence in time using $h = \frac{\pi}{10}$

| Time step ($k$) | $L_{\infty}$ | $L_1$ | $L_2$ | Rate | CPU (sec) |
|----------------|--------------|-------|-------|-------|-----------|
| 0.008         | $1.750 \times 10^{-2}$ | $4.350 \times 10^{-2}$ | $2.240 \times 10^{-2}$ | —     | 0.029     |
| 0.004         | $4.400 \times 10^{-3}$ | $1.090 \times 10^{-2}$ | $5.600 \times 10^{-3}$ | 1.992 | 0.038     |
| 0.002         | $1.100 \times 10^{-3}$ | $2.700 \times 10^{-3}$ | $1.400 \times 10^{-3}$ | 2.000 | 0.044     |
| 0.001         | $2.761 \times 10^{-4}$ | $6.819 \times 10^{-4}$ | $3.486 \times 10^{-4}$ | 1.994 | 0.043     |
| 0.0005        | $6.904 \times 10^{-5}$ | $1.705 \times 10^{-4}$ | $8.715 \times 10^{-5}$ | 1.999 | 0.063     |
| 0.000025      | $1.726 \times 10^{-5}$ | $4.263 \times 10^{-5}$ | $2.179 \times 10^{-5}$ | 1.999 | 0.118     |
5.2 Solution of numerical experiment 2 using classical finite difference scheme

We discretize

\[ u_t - uu_x + u_{xxxx} = \cos(x) - t \sin(x) + \frac{t^2 \sin(2x)}{2}, \]

as

\[
\frac{u_i^{n+1} - u_i^{n-1}}{2k} = \left( \frac{u_{i+1}^n + u_i^n + u_{i-1}^n}{3} \right) \left( \frac{u_{i+1}^n - u_i^n}{2h} \right) + \left( \frac{u_{i+3}^n - 4u_{i+2}^n + 5u_{i+1}^n - 5u_i^n + 4u_{i-1}^n - u_{i-2}^n}{2h^5} \right). \tag{63}
\]

A single expression for the scheme is

\[
u_i^{n+1} = u_i^n - \Delta t \cdot \left( \frac{u_{i+1}^n + u_i^n + u_{i-1}^n}{3} \right) \left( \frac{u_{i+1}^n - u_i^n}{2h} \right) - \frac{\Delta t}{(\Delta x)^5} \left( u_{i+3}^n - 4u_{i+2}^n + 5u_{i+1}^n - 5u_i^n + 4u_{i-1}^n - u_{i-2}^n \right) + \cos(x_i) - t_n \sin(x_i) + \frac{t_n^2 \sin(2x_i)}{2}. \tag{64}
\]

Region of stability for equation (4) using the classical scheme can be obtained by considering equation (4) with inhomogeneous term zero as the inhomogeneous term does not depend on \( u \); that is, we consider

\[ u_t - uu_x + u_{xxxx} = 0. \tag{65}\]

By taking discretization of equation (65) and using the freezing coefficient technique [39], we obtain

\[
w_i^n - w_i^{n-1} = u_{\max} \left( \frac{u_{i+1}^n - u_i^n}{2h} \right) + \left( \frac{u_{i+3}^n - 4u_{i+2}^n + 5u_{i+1}^n - 5u_i^n + 4u_{i-1}^n - u_{i-2}^n}{2h^5} \right) = 0, \tag{66}\]

where \( u_{\max} \) is the least upper bound on \( |u(x, t)| \).

Substituting the ansatz of Von Neumann stability analysis

\[ u_m^n = \xi^n e^{i\omega t}, \quad \omega = \theta \Delta x \in [-\pi, \pi], \quad I = \frac{\sqrt{-1}}{2}, \]

into equation (66) yields

\[ \xi^2 + Q \xi - 1 = 0, \tag{67}\]

where

\[
\begin{align*}
Q &= 12u_{\max} \lambda I \sin(\omega) + \frac{\lambda}{h^5} (2I \sin(3\omega) - 8I \sin(2\omega) + 10I \sin(\omega)), \\
\lambda &= \frac{k}{h}, \quad \text{and} \quad I = \sqrt{-1}. \tag{68}
\end{align*}
\]

Solving equation (67) gives

\[ \xi = \frac{-Q \pm \sqrt{Q^2 + 4}}{2}. \tag{69}\]

A condition for stability is obtained by finding a condition for \( \Delta t, \Delta x \) so that for all \( \omega \in [-\pi, \pi], |\xi| \leq 1 \) is satisfied. This gives

\[ 4 - \left( 12u_{\max} \sin(2\omega) + \frac{\lambda}{h^5} (2\sin(3\omega) - 8\sin(2\omega) + 10\sin(\omega)) \right)^2 \geq 0. \tag{70}\]
Hence,
\[
\left\{ 12u_{\text{max}} \sin(2\omega) + \frac{\lambda}{h^4}(2\sin(3\omega) - 8\sin(2\omega) + 10\sin(\omega)) \right\} \leq 2.
\]

Since the second expression in the bracket for the above inequality dominates the first for small values of \( h \), we obtain \( \omega = 0.7325 \) rad from the second expression which gives the maximum value for the inequality. On substituting this into the inequality, the region of stability is given as

\[
|A| \leq \frac{2}{\left| 12u_{\text{max}} \sin(2\omega) + \frac{1}{2^4}(2\sin(3\omega) - 8\sin(2\omega) + 10\sin(\omega)) \right|}
\]

\[
\leq \frac{2}{\left| -1.192429u_{\text{max}} + \frac{1}{2^4}(7.450706 + 7.94928) + 1.156880 \right|}
\]

which is condition for stability of equation (4). By choosing \( h = \Delta x = \frac{n}{10} \) and using equation (71), we obtain

\[
0 < \Delta t \leq \frac{2.0}{1703.201459 - 11.924292u_{\text{max}}}.
\]

Equation (72) is the stability region of the scheme in equation (64) for \( h = \frac{n}{10} \). In particular, for numerical experiment 2, since \( u_{\text{max}} = 1.0 \) for \( x \in [0, 2\pi] \), we obtain the stability region as \( 0 < \Delta t \leq 1.18254 \times 10^{-3} \) and we have used \( \Delta t = 0.0001 \) for this numerical experiment.

### 5.2.1 Consistency of the scheme in equation (64)

We apply Taylor series expansion about \((t_n, x_i)\), to the discretized scheme in equation (64) to obtain

\[
\begin{align*}
\frac{du}{dt} + ku(t) + \frac{k^2}{2!}u''(t) + \frac{k^3}{3!}u'''(t) + \frac{k^4}{4!}u^{(4)}(t) + \frac{k^5}{5!}u^{(5)}(t) + O(k^6) + 2\left[ \cos(x) - t_n \sin(x) + \frac{t_n^2 \sin(2x)}{2} \right] \\
= u - ku(t) + \frac{k^2}{2!}u''(t) - \frac{k^3}{3!}u'''(t) - \frac{k^4}{4!}u^{(4)}(t) - \frac{k^5}{5!}u^{(5)}(t) + O(k^6) - \frac{k}{h}u \cdot \left[ 2hu + \frac{2h^3}{3!}u_{xxx} + \frac{2h^5}{5!}u_{xxxxx} + O(h^6) \right] \\
-k \frac{h^3}{5!} \left[ u + 3hu \cdot \left( \frac{9h^2}{2!}u_{xx} + \frac{27h^3}{3!}u_{xxx} + \frac{81h^4}{4!}u_{xxxx} + \frac{243h^5}{5!}u_{xxxxx} + O(h^6) \right) \\
\right.
\end{align*}
\]

**Comparison of modified ADM and classical FDM**
Equation (73) simplifies to
\[
2ku_t + \frac{2k^3}{3!}u_{tt} + \frac{2k^5}{5!}u_{ttttt} + O(k^6) = 2k \cdot u \cdot \left( u_t + \frac{h^2}{3!}u_{xxx} + \frac{h^5}{5!}u_{xxxxx} + O(h^6) \right) - \frac{k}{h^5} \cdot \left( \frac{240}{5!}h^7u_{xxxxx} + O(h^6) \right) - 2k \cdot \left( \cos(x_i) - t_n \sin(x_i) + \frac{t_n^2 \sin(2x_i)}{2} \right).
\]

Dividing equation (73) by 2k gives
\[
u_t - u_{xx} + u_{xxxx} = \cos(x_i) - t_n \sin(x_i) + \frac{t_n^2 \sin(2x_i)}{2} + \frac{h^2}{3!}u_{xxx} + \frac{k^2}{3!}u_{ttt} + \cdots
\] (74)

Thus, the scheme in equation (66) is consistent with the PDE given in equation (4) and is second-order accurate in time and space as shown in equation (74) (Table 5).

The following results for numerical experiment 2 show the method is effective for long propagation times when \( t = 4.0 \) and \( t = 5.0 \) as depicted in Figures 10 and 11.

**Remark 5.1.** Figures 8–11 show plots of numerical solution vs \( x \) and absolute error vs \( x \) at times 0.05, 0.10, 0.50, 1.00, 4.00, 5.00 using classical finite difference scheme with \( k = 0.0001 \) and \( h = \frac{n}{10} \). The classical finite difference scheme performs quite well for short, medium, and long time propagation.

| Table 5: Absolute and relative errors at times \( t = 0.05, 0.10, 0.50, 1.0 \) using classical finite difference scheme with \( k = 0.0001 \) (numerical experiment 2) |
|---|---|---|---|---|
| \( t \) | Values of \( x \) | Exact solution | Numerical solution | Absolute error | Relative error |
| 0.000 | 0.050000 | 0.050000 | 0.000000 | 0.000000 |
| 0.314 | 0.047553 | 0.047553 | 0.000000 | 0.000000 |
| 0.628 | 0.040451 | 0.040451 | 0.000000 | 0.000000 |
| 0.942 | 0.029389 | 0.029387 | 2.210424 \( \times 10^{-6} \) | 7.52196 \( \times 10^{-5} \) |
| 1.256 | 0.015451 | 0.015416 | 3.443182 \( \times 10^{-5} \) | 2.228474 \( \times 10^{-3} \) |
| 1.884 | -0.015519 | -0.015519 | 6.772809 \( \times 10^{-5} \) | 4.383454 \( \times 10^{-3} \) |
| 2.199 | -0.029449 | -0.029449 | 5.959708 \( \times 10^{-5} \) | 2.027852 \( \times 10^{-3} \) |
| 2.513 | -0.040514 | -0.040514 | 6.289679 \( \times 10^{-5} \) | 1.554894 \( \times 10^{-3} \) |
| 2.827 | -0.047553 | -0.047587 | 3.465054 \( \times 10^{-5} \) | 7.286747 \( \times 10^{-4} \) |
| 3.142 | -0.050009 | -0.050009 | 9.096522 \( \times 10^{-6} \) | 1.819304 \( \times 10^{-4} \) |
| 3.456 | -0.047553 | -0.047522 | 3.063264 \( \times 10^{-5} \) | 6.441814 \( \times 10^{-4} \) |
| 3.769 | -0.040451 | -0.040402 | 4.867796 \( \times 10^{-5} \) | 1.203385 \( \times 10^{-3} \) |
| 4.084 | -0.029389 | -0.029325 | 6.475616 \( \times 10^{-5} \) | 2.203393 \( \times 10^{-3} \) |
| 4.398 | -0.015519 | -0.015382 | 6.859486 \( \times 10^{-5} \) | 4.439553 \( \times 10^{-3} \) |
| 5.026 | 0.015451 | 0.015502 | 5.072308 \( \times 10^{-5} \) | 3.282867 \( \times 10^{-3} \) |
| 5.340 | 0.029389 | 0.029418 | 2.860076 \( \times 10^{-5} \) | 9.731703 \( \times 10^{-4} \) |
| 5.654 | 0.040451 | 0.040451 | 0.000000 | 0.000000 |
| 5.969 | 0.047553 | 0.047553 | 0.000000 | 0.000000 |
| 6.283 | 0.050000 | 0.050000 | 0.000000 | 0.000000 |
| 0.000 | 0.100000 | 0.100000 | 0.000000 | 0.000000 |
| 0.314 | 0.095106 | 0.095106 | 0.000000 | 0.000000 |
| 0.628 | 0.080902 | 0.080902 | 0.000000 | 0.000000 |
| 0.942 | 0.058779 | 0.058818 | 3.903278 \( \times 10^{-5} \) | 6.640653 \( \times 10^{-4} \) |
| 1.256 | 0.030902 | 0.030870 | 3.192299 \( \times 10^{-5} \) | 1.033050 \( \times 10^{-3} \) |
| 1.884 | -0.030902 | -0.031045 | 1.428626 \( \times 10^{-4} \) | 4.623131 \( \times 10^{-3} \) |
| 2.199 | -0.058779 | -0.058918 | 1.390250 \( \times 10^{-4} \) | 2.365235 \( \times 10^{-3} \) |

(continued)
## Comparison of modified ADM and classical FDM

| $t$ | Values of $x$ | Exact solution | Numerical solution | Absolute error | Relative error |
|-----|---------------|----------------|--------------------|----------------|----------------|
| 0.10 | -0.080902 | -0.081077 | 1.755240 $\times 10^{-4}$ | 2.169596 $\times 10^{-3}$ |
|     | -0.095106 | -0.095234 | 1.286792 $\times 10^{-4}$ | 1.353013 $\times 10^{-3}$ |
|     | -0.100000 | -0.100074 | 7.359168 $\times 10^{-5}$ | 7.359148 $\times 10^{-4}$ |
|     | -0.095106 | -0.095047 | 5.869142 $\times 10^{-5}$ | 6.171181 $\times 10^{-4}$ |
|     | -0.080902 | -0.080807 | 9.518552 $\times 10^{-5}$ | 1.176558 $\times 10^{-3}$ |
|     | -0.058779 | -0.058592 | 1.866818 $\times 10^{-4}$ | 3.179423 $\times 10^{-3}$ |
|     | -0.030902 | -0.030700 | 2.012656 $\times 10^{-4}$ | 6.513092 $\times 10^{-3}$ |
|     | 0.030902 | 0.031050 | 1.486384 $\times 10^{-4}$ | 4.810039 $\times 10^{-3}$ |
|     | 0.058779 | 0.058875 | 9.647132 $\times 10^{-5}$ | 1.641268 $\times 10^{-3}$ |
|     | 0.080902 | 0.080902 | 0.000000 | 0.000000 |
|     | 0.095106 | 0.095106 | 0.000000 | 0.000000 |
|     | 0.100000 | 0.100000 | 0.000000 | 0.000000 |

| 0.50 | 0.500000 | 0.500000 | 0.000000 | 0.000000 |
|      | 0.475528 | 0.475528 | 0.000000 | 0.000000 |
|      | 0.404508 | 0.404508 | 0.000000 | 0.000000 |
|      | 0.293893 | 0.294588 | 6.958647 $\times 10^{-4}$ | 2.367751 $\times 10^{-3}$ |
|      | 0.154508 | 0.155117 | 6.082104 $\times 10^{-4}$ | 3.936420 $\times 10^{-3}$ |
|      | 0.293893 | 0.293816 | 7.693716 $\times 10^{-5}$ | 2.617866 $\times 10^{-4}$ |
|      | 0.404508 | 0.405146 | 6.379970 $\times 10^{-4}$ | 1.577215 $\times 10^{-3}$ |
|      | 0.475528 | 0.476103 | 5.744732 $\times 10^{-4}$ | 1.208074 $\times 10^{-3}$ |
|      | 0.500000 | 0.500913 | 9.129397 $\times 10^{-4}$ | 1.825879 $\times 10^{-3}$ |
|      | 0.475528 | 0.479520 | 3.929070 $\times 10^{-4}$ | 8.245371 $\times 10^{-4}$ |
|      | 0.404508 | 0.404779 | 2.704208 $\times 10^{-4}$ | 6.685170 $\times 10^{-4}$ |
|      | 0.293893 | 0.293363 | 5.291996 $\times 10^{-4}$ | 1.800656 $\times 10^{-3}$ |
|      | 0.154508 | 0.153862 | 6.463784 $\times 10^{-4}$ | 4.183449 $\times 10^{-3}$ |
|      | 0.154508 | 0.155308 | 7.996690 $\times 10^{-4}$ | 5.175567 $\times 10^{-3}$ |
|      | 0.293893 | 0.294674 | 7.816163 $\times 10^{-4}$ | 2.659530 $\times 10^{-3}$ |
|      | 0.404508 | 0.404508 | 0.000000 | 0.000000 |
|      | 0.475528 | 0.475528 | 0.000000 | 0.000000 |
|      | 0.500000 | 0.500000 | 0.000000 | 0.000000 |
|      | 1.000000 | 1.000000 | 0.000000 | 0.000000 |
|      | 0.951057 | 0.951057 | 0.000000 | 0.000000 |
|      | 0.809017 | 0.809017 | 0.000000 | 0.000000 |

| 1.0  | 0.587785 | 0.589573 | 1.794095 $\times 10^{-3}$ | 3.052297 $\times 10^{-3}$ |
|      | 0.309017 | 0.310700 | 1.684319 $\times 10^{-3}$ | 5.450571 $\times 10^{-3}$ |
|      | -0.309017 | -0.308084 | 9.328582 $\times 10^{-4}$ | 3.018792 $\times 10^{-3}$ |
|      | -0.587785 | -0.587216 | 5.696707 $\times 10^{-4}$ | 9.691816 $\times 10^{-4}$ |
|      | -0.809017 | -0.810303 | 1.286282 $\times 10^{-3}$ | 1.589932 $\times 10^{-3}$ |
|      | -0.951057 | -0.952409 | 1.352044 $\times 10^{-3}$ | 1.421623 $\times 10^{-3}$ |
|      | -1.000000 | -1.002283 | 2.282537 $\times 10^{-3}$ | 2.282537 $\times 10^{-3}$ |
|      | -0.951057 | -0.952171 | 1.114007 $\times 10^{-3}$ | 1.171337 $\times 10^{-3}$ |
|      | -0.809017 | -0.809969 | 9.524272 $\times 10^{-4}$ | 1.177265 $\times 10^{-3}$ |
|      | -0.587785 | -0.586848 | 9.369876 $\times 10^{-4}$ | 1.594098 $\times 10^{-3}$ |
|      | -0.309017 | -0.307765 | 1.251735 $\times 10^{-3}$ | 4.050699 $\times 10^{-3}$ |
|      | 0.309017 | 0.310830 | 1.812726 $\times 10^{-3}$ | 5.861060 $\times 10^{-3}$ |
|      | 0.587785 | 0.589588 | 1.802377 $\times 10^{-3}$ | 3.066387 $\times 10^{-3}$ |
|      | 0.809017 | 0.809017 | 0.000000 | 0.000000 |
|      | 0.951057 | 0.951057 | 0.000000 | 0.000000 |
5.3 Solution of numerical experiment 3 using classical FDM

Here we solve

\[ u_t + au_{xx} + \delta u_{xxx} = 0, \]  

with \((x, t) \in [0, 2] \times [0, 2]\), and initial and periodic boundary conditions [1]

\[
\begin{aligned}
&\begin{cases}
  u(x, 0) = \cos(\pi x), & x \in [0, 2], \\
  u(x, t) = u(x + 2, t), & (x, t) \in [0, 2] \times (0, \infty),
\end{cases}
\end{aligned}
\]

and considered two cases:

(I) \( \alpha = 1, \delta = 0.0224 \times 10^{-2} \);

(II) \( \alpha = 1, \delta = 10^{-4} \).

The classical finite difference scheme, using \( \alpha = 1 \), is given by

\[
u^n_i = u^{n-1}_i - \frac{1}{3} \frac{\Delta t}{\Delta x} \left( \frac{u^n_{i+1} + u^n_{i-1} + 2u^n_i}{3} \right) - \frac{\delta \cdot \Delta t}{(\Delta x)^3} \left( u^n_{i+2} - 2u^n_{i+1} + 2u^n_{i-1} - u^n_{i-2} \right),
\]

with \( u^n_i = u(x_i, t_n) \) and \( x_i = i\Delta x \ (i = 1, 2, \ldots, N) \) and \( t_n = n\Delta t \ (n = 1, \ldots) \).
Figure 9: Plots of absolute errors vs $x$ at different values of times $t = 0.05, 0.10, 0.50, 1.00$ using classical finite difference scheme with $k = 0.0001$ and $h = \frac{\pi}{10}$.

Figure 10: Plots of exact solution and approximate solution at long propagation times 4.0, 5.0 using classical finite difference scheme with $k = 0.0001$ and $h = \frac{\pi}{10}$. 
5.3.1 Stability analysis

Using von Neumann stability analysis and freezing coefficient technique [41], we get

\[ \xi^2 = 1 - 2u_{\text{max}} \lambda I \sin(\omega)\xi - \frac{\lambda \delta}{h^2}(2I \sin(2\omega) - 4I \sin(\omega))\xi, \quad I = \sqrt{-1}. \] (77)

Solving equation (77) gives

\[ \xi = \frac{1}{2} \left( u_{\text{max}} \lambda \sin(\omega) + \frac{\lambda \delta}{h^2}(2 \sin(2\omega) - 4 \sin(\omega)) \right) \pm \sqrt{\frac{4 - \left( u_{\text{max}} \lambda \sin(2\omega) + \frac{\lambda \delta}{h^2}(2 \sin(2\omega) - 4 \sin(\omega)) \right)^2}{2}}. \] (78)

A condition for stability criterion is obtained by finding a condition for \( \Delta t, \Delta x \) so that for all \( \omega \in [-\pi, \pi] \) an inequality \( |\xi| \leq 1 \) is satisfied. This gives

\[ 4 - \left( u_{\text{max}} \lambda \sin(2\omega) + \frac{\lambda \delta}{h^2}(2 \sin(2\omega) - 4 \sin(\omega)) \right)^2 \geq 0, \] (79)

which gives \( u_{\text{max}} \lambda \sin(2\omega) + \frac{\lambda \delta}{h^2}(2 \sin(2\omega) - 4 \sin(\omega)) \leq 2 \).

Since the second expression in the bracket for the above inequality dominates the first for small values of \( h \), we obtain \( \omega = \frac{2\pi}{T} \) from the second expression which gives the maximum value for the inequality. On substituting this into the inequality, we obtain the region of stability as

\[ |\lambda| \leq \frac{2}{\left\{ u_{\text{max}} \sin(2\omega) + \frac{\delta}{T^2}(2 \sin(2\omega) - 4 \sin(\omega)) \right\}} \leq \frac{2}{\sqrt{3}\left( u_{\text{max}} - \frac{\delta}{T^2} \right)} = \frac{2\sqrt{3}}{3\left( u_{\text{max}} - \frac{\delta}{T^2} \right)}. \] (80)

which is the condition for stability for KdV equation with dispersion limit \( \delta \) given in equation (75). For \( h = 0.01, \delta = 0.022^2 \), and \( u_{\text{max}} = 2.0 \), we obtain the stability region \( 0 < \Delta t < 9.223 \times 10^{-4} \).

5.3.2 Case 1: \( \alpha = 1 \) and \( \delta = 0.022^2 \) in equation (43)

Figures 12 and 13 consider an experimental result of a nonlinear KdV equation with no exact solution. We have reproduced Zabusky-Kruskal's numerical scheme [1] to the considered KdV equation to study the behavior of a solitary wave and the numerical simulations confirm certain properties of the considered equation as follows. The initial condition is a sine wave. Later around \( t = \frac{3\pi}{\alpha} = 1.14 \), eight solitons emerge.
Figure 12: Plots of numerical solution vs $x$ at times $0, \frac{1}{3}, \frac{3.6}{\pi}, \frac{30.4}{\pi}$ with $\alpha = 1, \delta = 0.022^2$ using $k = 0.000002, h = 0.01$.

Figure 13: Plots of numerical solution vs $x$ at times $0, \frac{1}{3}, \frac{3.6}{\pi}, \frac{30.4}{\pi}$ with $\alpha = 1, \delta = 10^{-4}$ using $k = 0.000002, h = 0.01$. 
and the solitary waves retain their identity when they meet each other, apart from a phase shift. When two solitons of different amplitude meet, the smaller one is negative shifted, the bigger one positive shifted. These experimental observations are validated by the methods in this work and coincide with the FPU experiment in [1]. From Figure 13, we depict that there is a wiggling behavior around $x = 1$ for some time and also solitary wave nature appears as time fluctuates.

The recurrence time $\left( T_R = \frac{30.4}{\pi} \right)$ as in [1], which is the time that all the solitons “focus” at a common spatial point. Such a recurring observation is not clear from the above plots and this may be due to the accumulative error of the numerical computation. However, later we see that at $t = \frac{T_R}{6}$, three pairs of solitons overlap. It is also evident at $t = \frac{T_R}{4}$, four pairs of solitons overlap and so on. Thus, the results of the numerical experiments somehow reveal that solitary waves do not lose their identities during their interaction with one another. Instead, these waves reappear virtually unaffected in size and shape. These properties are characteristic features of particle-like behavior and they constituted a ground for coining the term soliton.

5.3.3 Case 2: $\alpha = 1$ and $\delta = 10^{-4}$ in equation (43)

By considering $h = \Delta x = 0.01$, $\delta = 10^{-4}$ in equation (75) and $u_{\text{max}} = 2.0$ in equation (80), we obtain the stability region $0 < \Delta t < 1.155 \times 10^{-2}$, and we have used $\Delta t = 0.0001$ for this numerical experiment. The cause of the minor oscillations in Figure 13 could be due to numerical dispersion, which may lead to some noise-like structure in the numerical solution. We note that, for Case 2, it is difficult to obtain a numerical solution of the dispersive shock wave of the KdV equation [42] due to the weak dispersion limit ($\delta = 10^{-4}$) to counterbalance the nonlinearity. Thus, as future work, we will construct some other methods such as NSFD and symplectic methods to solve numerical experiment 3 and compare the results especially in regard to the nonphysical oscillations. It is worth mentioning that for Case 1 as shown in Figure 12, the obtained numerical investigation is in good agreement with Zabusky-Kruskal’s experimental findings [1]. We should point out here that the numerical simulations were done on a dell computer, with a windows 8 operating system (Intel core i5 with processor speed 1.8 GHz) (Table 6).

Remark 5.2. We note here from equation (75) that

(i) when $\delta \to 0$, it behaves like Burger’s equation;

(ii) when $\delta = 1$, it is the classical third-order KdV equation;

(iii) when $\delta \ll 1$, it behaves like singularly perturbed KdV equation, which is studied when $\alpha = 1$, $\delta = 0.022^2$ using $\Delta t = 0.000002$ and $\Delta x = 0.01$ (cf. [1]). We here point out that the authors in [43] proposed some composite schemes to reduce the dispersive effect on the numerical solution for some dissipative and dispersive phenomena [44].

We roughly observe from Figures 12 and 13 that as $\frac{\delta}{\alpha} \to 0$ (i.e., for $\delta$ sufficiently small), the numerical simulations using the Zabusky-Kruskal scheme exhibit shock-like structure as expected [1]. In other words, when the coefficient of $\delta$ gets smaller, the emergence of more oscillatory profiles become realistic.

Table 6: Table of computational time for numerical experiment 3 for $\delta = 0.0022^2$ and $\delta = 10^{-4}$

| Time   | $\delta = 0.002^2$ | $\delta = 10^{-4}$ |
|--------|-----------------|-----------------|
| $t = 0$ | 0.219           | 0.202           |
| $t = \frac{1}{\pi}$ | 111.839          | 114.379         |
| $t = \frac{3}{\pi}$ | 114.797          | 118.807         |
| $t = \frac{30.4}{\pi}$ | 131.004          | 130.892         |
6 Conclusion

In this paper, we constructed two reliable methods, namely, STADM and classical FDM to solve third-order and fifth-order KdV equations described by three numerical experiments.

The first numerical experiment consisted of a homogeneous third-order KdV equation. STADM is very effective at small propagation time \( t = 0.01, 0.05 \) giving relative error of order \( 10^{-7}, 10^{-3} \) but less effective at medium propagation time \( t = 0.10, 0.125 \) giving relative error of \( 10^{-2}, 10^{-1} \). The classical FDM is very efficient at small, medium, and long propagation times \( t = 0.01, 0.05, 0.10, \) and \( 1.0 \), with relative error of order \( 10^{-7} \) to \( 10^{-6} \). The numerical rate of convergence in time for the classical scheme is obtained and it coincides with second-order theoretical rate of convergence in time.

The second numerical experiment consisted of nonhomogeneous nonlinear dispersive KdV equation. For some nonhomogeneous PDEs, it is possible to construct zeroth component in a systematic way for semi-analytic methods. This was done and STADM gave exact results. We note that exact results are not always guaranteed as this depends on the initial conditions. The classical finite difference performs well at \( t = 0.05, 0.10, 0.50, 1.0 \) with relative error of order \( 10^{-5} \) to \( 10^{-3} \) and even at long propagation times of \( t = 4.0 \) and \( 5.0 \). The third numerical experiment consisted of homogeneous third-order KdV equation but no exact solution is known. STADM gives very different results when using first-order sum and second-order sum. The classical scheme gives realistic results and does not experience blow up at long propagation times. The KdV equation is conservative and therefore the solution values must always be bounded and blow up phenomenon is not expected.

The study is important in many ways. It allows us to conclude that for the first and third numerical experiment that the classical scheme is better one. STADM is very efficient for first numerical experiment at short time propagation only and it gives exact results for the second numerical experiment. The study gives insight in constructing other PDEs such as time-space fractional KdV, KdV-Burgers, stochastic KdV which model many real-life phenomena such as wave dynamics, geophysical flows etc.

Acknowledgements: The authors are very grateful to the Editor in Chief and the four anonymous reviewers for their constructive comments and fruitful suggestions which have enabled the authors to significantly improve the paper. A. R. Appadu is grateful to NMU for providing some funding for open access publication fees. A. S. Kelil gratefully acknowledges NMU Council postdoctoral fellowship from March 2020 up to now. The second author acknowledges with thanks the top-up funding support of the DST-NRF Centre of Excellence in Mathematical and Statistical Sciences (CoE-MaSS) towards the research. Opinions expressed and conclusions arrived at are those of the author and are not necessarily to be attributed to the CoE-MaSS.

Conflict of interest: Authors state no conflict of interest.

References

[1] N. J. Zabusky and M. D. Kruskal, Interaction of “solitons” in a collisionless plasma and the recurrence of initial states, Phys. Rev. Lett. 15 (1965), no. 6, 240, DOI: https://doi.org/10.1103/PhysRevLett.15.240.

[2] D. J. Korteweg and G. de Vries, On the change of form of long waves advancing in a rectangular canal, and on a new type of long stationary waves, Philos. Mag. 39 (1895), no. 240, 422–443, DOI: https://doi.org/10.1080/14786449508620739.

[3] P. G. Drazin, Solitons: An Introduction, Vol. 2, Cambridge University Press, Cambridge, 1989.

[4] D. Dutykh, M. Chhay, and F. Fedele, Geometric numerical schemes for the KdV equation, Comput. Math. Math. Phys. 53 (2013), no. 2, 221–236, DOI: https://doi.org/10.7868/S0044466913020075.

[5] H. Ahmad, T. A. Khan, P. S. Stanimirovic, and I. Ahmad, Modified variational iteration technique for the numerical solution of fifth-order KdV-type equations, J. Appl. Comput. Mech. 6 (2020), 1220–1227, DOI: https://doi.org/10.22055/jacm.2020.33305.2197.

[6] P. Karunakar and S. Chakraverty, Differential quadrature method for solving fifth-order KdV equations, in: S. Chakraverty, P. Biswas (eds.), Recent Trends in Wave Mechanics and Vibrations, Springer, Singapore, 2020, pp. 361–369.
[7] W. K. Zahra, W. A. Ouf, and M. S. El-Azab, B-spline soliton solution of the fifth-order KdV type equations, AIP Conference Proceedings 1558 (2013), no. 1, 568–572, DOI: https://doi.org/10.1063/1.4825554.

[8] R. I. Nuruddeen, L. Muhammad, A. M. Nass, and T. A. Sulaiman, A review of the integral transforms-based decomposition methods and their applications in solving nonlinear PDEs, Palest. J. Math. 7 (2018), no. 1, 262–280.

[9] R. M. Jena and S. Chakraverty, Analytical solution of Bagley-Torvick equations using Sumudu transformation method, SN Appl. Sci. 1 (2019), no. 3, 246, DOI: https://doi.org/10.1007/s42452-019-0259-0.

[10] R. M. Jena and S. Chakraverty, Solving time-fractional Navier-Stokes equations using homotopy perturbation Elzaki transform, SN Appl. Sci. 1 (2019), no. 1, 16, DOI: https://doi.org/10.1007/s42452-018-0016-9.

[11] R. M. Jena and S. Chakraverty, Q-homotopy analysis b jihadt method based solution of fractional delay time-fractional partial differential equations, J. Interdiscip. Math. 22 (2019), no. 6, 931–950, DOI: https://doi.org/10.1080/09720502.2019.1694742.

[12] A. R. Seadawy, R. I. Nuruddeen, K. S. Aboodh, and Y. F. Zakariya, On the exponential solutions to three extracts from extended fifth-order KdV equation, J. King Saud Univ. Sci. 32 (2020), no. 1, 765–769, DOI: https://doi.org/10.1016/j.jksus.2019.01.007.

[13] C. Park, R. I. Nuruddeen, K. K. Ali, L. Muhammad, M. S. Osman, and D. Baleanu, Novel hyperbolic and exponential ansatz methods to the fractional fifth-order Korteweg-de Vries equations, Adv. Differ. Equ. 2020 (2020), 627, DOI: https://doi.org/10.1186/s13662-020-03087-w.

[14] R. I. Nuruddeen, Multiple soliton solutions for the (3 + 1) conformable space-time fractional modified Korteweg-de-vries equations, J. Ocean Eng. Sci. 3 (2018), no. 1, 1–18, DOI: https://doi.org/10.1016/j.joes.2017.11.004.

[15] A. A. Aderogba and A. R. Appadu, Classical and multisymplectic schemes for linearized KdV equation: numerical results and dispersion analysis, Fluids 6 (2021), no. 6, 214, DOI: https://doi.org/10.3390/fluids6060214.

[16] A. R. Appadu and A. S. Kelil, On semi-analytical solutions for linearized dispersive KdV equation, Mathematics 8 (2020), no. 10, 1769, DOI: https://doi.org/10.3390/math8101769.

[17] M. H. Eljaily and M. E. Tarig, Homotopy perturbation transform method for solving korteweg-devries (KdV) equation, Pure Appl. Math. J. 4 (2015), no. 6, 264–268, DOI: https://doi.org/10.1164/j.pamj.20150406.17.

[18] A. Goswami, J. Singh, and D. Kumar, Numerical simulation of fifth-order KdV equation occurring in magneto-acoustic waves, Ain Shams Eng. J. 9 (2018), no. 4, 2265–2273, DOI: https://doi.org/10.1016/j.asej.2017.03.004.

[19] S. Chakraverty, N. Mahato, P. Karunakar, and T. D. Rao, Advanced Numerical and Semi Analytical Methods for Differential Equations, John Wiley & Sons, Inc., Hoboken, New Jersey, United States, 2019.

[20] R. I. Nuruddeen, Elzaki decomposition method and its applications in solving linear and nonlinear Schrodinger equations, Suhag J. Math. 4 (2017), no. 2, 31–35, DOI: http://doi.org/10.18576/sjmej/040201.

[21] O. E. Ige, R. A. Oderinu, and T. M. Elzaki, Adomian polynomial and Elzaki transform method of solving fifth-order Korteweg-de Vries equation, CJMS 8 (2019), no. 2, 103–119, DOI: http://doi.org/10.22080/cjms.2018.14486.1346.

[22] S. Maitama and W. Zhao, New integral transform: Shehu transform a generalization of Sumudu and Laplace transform for solving differential equations, Int. J. Appl. Anal. 17 (2019), no. 2, 167–190, DOI: https://doi.org/10.28924/2291-8639-17-2019-167.

[23] A. Prakash, V. Verma, D. Kumar, and J. Singh, Analytic study for fractional coupled Burger’s equations via Sumudu transform method, Nonlinear Eng. 7 (2018), no. 4, 323–332, DOI: https://doi.org/10.1515/nlenj-2017-0090.

[24] J. S. Duan, Convenient analytic recurrence algorithms for the Adomian polynomials, Appl. Math. Comput. 217 (2011), no. 13, 6337–6348, DOI: https://doi.org/10.1016/j.amc.2011.01.007.

[25] J. S. Duan, New recurrence algorithms for the nonclassic Adomian polynomials, Appl. Math. Comput. 62 (2011), no. 8, 2961–2977, DOI: https://doi.org/10.1016/j.amc.2011.07.074.

[26] G. Adomian, Solving Frontier Problems of Physics: The Decomposition Method, Vol. 60, Springer Science & Business Media, Berlin/Heidelberg, Germany, 2013.

[27] G. Adomian, A review of decomposition method and some recent results for nonlinear equation, Math. Comput. Model. 13 (1990), no. 7, 17–43.

[28] G. Adomian and R. Rach, Noise terms in decomposition solution series, Comp. Math. Appl. 24 (1992), no. 11, 61–64, DOI: https://doi.org/10.1016/0898-1221(92)90031-C.

[29] A. M. Wazwaz, Partial Differential Equations: Methods and Applications, Balkema Publishers, Lisse, the Netherlands, 2002.

[30] A. M. Wazwaz, Necessary conditions for the appearance of noise terms in decomposition solution series, J. Math. Anal. Appl. 81 (1979), no. 2–3, 265–274, DOI: https://doi.org/10.1016/S0022-247X(79)80027-7.

[31] T. Ogawa, Travelling wave solutions to a perturbed Korteweg-de Vries equation, Hiroshima Math. J. 24 (1994), no. 2, 401–422, DOI: https://doi.org/10.32917/hmj/1206128032.

[32] A. Atangana, On the singular perturbations for fractional differential equation, Sci World J. 2014 (2014), 752371, DOI: https://doi.org/10.1155/2014/752371.

[33] E. U. Agom and F. O. Ogunfifidtii, Exact solution of nonlinear Klein-Gordon equations with quadratic nonlinearity by modified Adomian decomposition method, J. Math. Comput. Sci. 8 (2018), no. 4, 484–493, DOI: https://doi.org/10.28919/jmcs/3749.
[34] R. K. Bhattacharyya and R. K. Bera, Application of Adomian method on the solution of the elastic wave propagation in elastic bars of finite length with randomly and linearly varying Young’s modulus, Appl. Math. Lett. 17 (2004), no. 6, 703–709, DOI: https://doi.org/10.1016/S0893-9659(04)90108-5.

[35] N. Duan and K. Sun, Stochastic power system simulation using the Adomian decomposition method, preprint arXiv: http://arXiv.org/abs/arXiv:1710.02415, (2017).

[36] D. Kaya and I. E. Inan, A convergence analysis of the ADM and an application, Appl. Math. Comput. 161 (2005), no. 3, 1015–1025, DOI: https://doi.org/10.1016/j.amc.2003.12.063.

[37] B. S. Kashkari, Adomian decomposition method for solving a Generalized Korteweg-De Vries equation with boundary conditions, J. King Abdulaziz Univ. Sci. 23 (2011), no. 2, 79–90, DOI: https://doi.org/10.4197/Sci.23-2.6.

[38] A. M. Wazwaz, Solitons and periodic solutions for the fifth-order KdV equation, Appl. Math. Lett. 19 (2006), no. 11, 1162–1167, DOI: https://doi.org/10.1016/j.aml.2005.07.014.

[39] T. R. Taha and M. I. Ablowitz, Analytical and numerical aspects of certain nonlinear evolution equations III, Numerical, Korteweg-de Vries equation, J. Comput. Phys. 55 (1984), no. 2, 231–253, DOI: https://doi.org/10.1016/0021-9991(84)90004-4.

[40] C. Grossmann, H. G. Roos, and M. Stynes, Numerical Treatment of Partial Differential Equations, Vol. 154, Springer-Verlag, Berlin Heidelberg, 2007.

[41] A. R. Appadu, M. Chapwanya, and O. A. Jejeniwa, Some optimised schemes for 1D Korteweg-de Vries equation, Prog. Comput. Fluid Dyn. 17 (2017), no. 4, 250–266, DOI: https://doi.org/10.1504/PCFD.2017.085177.

[42] D. W. McLaughlin and J. A. Strain, Computing the weak limit of KdV, Commun. Pure Appl. Math. 47 (1994), no. 10, 1319–1364, DOI: https://doi.org/10.1002/cpa.3160471003.

[43] A. R. Appadu and S. N. Nguetchue, The technique of MIEELDLD as a measure of the shock-capturing property of numerical methods for hyperbolic conservation laws, Prog. Comput. Fluid Dyn. 15 (2015), no. 4, 247–264, DOI: https://doi.org/10.1504/PCFD.2015.070441.

[44] A. R. Appadu, Investigating the shock-capturing properties of some composite numerical schemes for the 1-D linear advection equation, Int. J. Comput. Appl. Technol. 43 (2012), no. 2, 79–92, DOI: https://doi.org/10.1504/IJCAT.2012.046038.