Abstract

We investigate the problem of testing the global null in the high-dimensional regression models when the feature dimension $p$ grows proportionally to the number of observations $n$. Despite a number of prior work studying this problem, whether there exists a test that is model-agnostic, efficient to compute and enjoys high power, still remains unsettled. In this paper, we answer this question in the affirmative by leveraging the random projection techniques, and propose a testing procedure that blends the classical $F$-test with a random projection step. When combined with a systematic choice of the projection dimension, the proposed procedure is proved to be minimax optimal and, meanwhile, reduces the computation and data storage requirements. We illustrate our results in various scenarios when the underlying feature matrix exhibits an intrinsic lower dimensional structure (such as approximate block structure or has exponential/polynomial eigen-decay), and it turns out that the proposed test achieves sharp adaptive rates. Our theoretical findings are further validated by comparisons to other state-of-the-art tests on the synthetic data.
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1 Introduction

Many applications in modern science and engineering operate in the regime where the number of parameters is comparable to the number of observations. For each dimension, on average, there are only a few samples that are available for statistical inference. This new aspect brings challenges to many traditional tools and methodologies which are often built upon the assumption that the number of observations per dimension goes to infinity.

The current paper concentrates on the high-dimensional linear regression model which is the most commonly used statistical approach to model linear relationships between variables. One set of fundamental problems is to conduct hypothesis testing on the linear parameters, in particular, whether there are signals presented in the observations, and if there are, testing the statistical significance of each feature. Despite a considerable amount of prior work devoted to the study of this problem, whether an optimal testing procedure can be designed for an arbitrary feature matrix in the proportional regime ($n$ and $p$ grow proportionally) still remains unsettled. In particular, previous work often assumes that the feature space has an intrinsic low dimensional structure — cases including assuming the parameter being sparse (e.g. [DJ04, ACCP11, ZZ14, VdGBRD14, JM14a]), lying in a $L_p$-ellipse or convex cone (e.g. [LR06, IS12, Bar02b, WW20, WWG19]) — or assumes
that the feature matrix is generated from a standard Gaussian design in the proportional regime (see, e.g. [SCC19, JM14b, SC16, MM18, CMW20]).

This paper aims to tackle this fundamental problem in the setting where (i) no prior knowledge is assumed on the coefficient vector; (ii) the feature dimension and the observation size grow proportionally with each other; (iii) the fewest number of assumptions are imposed on the design matrix while being adaptive to the cases when the design matrix enjoys simpler structures. Formally, given $n$ i.i.d. data pairs $(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)$, with $x_i \in \mathbb{R}^p$ and $y_i \in \mathbb{R}$, generated from a linear model, we have

$$y_i = \langle x_i, \beta \rangle + \sigma z_i,$$

for some unknown vector $\beta \in \mathbb{R}^p$, where $\sigma^2$ is the constant noise level, and $z_i$'s are independent from the covariates. Other assumptions shall be made clear in the next section. Here $\langle \cdot, \cdot \rangle$ denotes the standard inner product. The first step in diagnosis of linear models is to test the joint significance of all covariates, namely, test the hypothesis

$$H_0 : \beta = 0 \quad \text{versus} \quad H_1 : \beta \neq 0. \quad (1)$$

The classical and commonly used approach for the above testing problem is based on a global $F$-test [LR06], which is known to be most powerful when the feature dimension $p$ is held fixed as the number of samples $n$ increases. However, it is also widely known that the $F$-test loses its power as the ratio $p/n$ increases when $p$ is comparable but smaller to $n$ (see e.g. [ZC11]). Moreover, when the dimension exceeds the sample size, the $F$-test is not applicable anymore due to the singularity of the sample covariance matrix. In these scenarios, [ZC11] proposed a test based on a $U$-statistic of fourth order and [CGZ18] followed up with a modified test that improves power moderately. However, these proposed tests have low power and can be rather sub-optimal in many scenarios. We therefore ask the following question:

**Whether there exists an analogue of the classical $F$-test that is both efficient to compute and enjoys an optimal power in the regime where $p/n \in (0, \infty)$?**

In this paper, we answer this question in the affirmative using the random projection techniques. Random projection, also known as “sketching”, is based on the idea of storing only a (smartly designed) sketched version of the original data (often of lower dimensions), and performing learning algorithms on the sketched version. It is now a standard technique for reducing data storage and computational costs, and promoting privacy. These advantages have motivated a lot of studies on designing efficient and differential-private estimation schemes (e.g. [BM01, LKR05, Sar06, PW17]), however, the statistical behaviors of test statistics based on random projections are not as well understood (e.g., [CAdBFM07, JND10, CDV09, LJW11]). The closest to our work is by [LJW11] where a random-projection based Hotelling’s $T$-test is proposed for testing the two-sample mean problem, given independent Gaussian samples.

Having set up the problem, we introduce a novel testing procedure, termed **sketched $F$-test** for the testing problem (1). Intuitively, this test can be viewed as a two-step procedure: first each sample point $x_i$ is projected to a $k$-dimensional random subspace for a preselected dimension $k$ and a random subspace $S_k$; and then a classical $F$-statistic is performed to check if the linear coefficients are zero between the projected data matrix and response vector.

** evaluations:** To evaluate the efficiency and asymptotic power of our proposed test, we compute its asymptotic power function and compare this with the state-of-the-art tests ([ZC11, CGZ18]) in terms
of asymptotic relative efficiency (ARE). We demonstrate our sketched F-test is computationally efficient and has increased power in various scenarios. In the case when the design matrix has a lower intrinsic dimension, the case where the random projections are mostly powerful for, we show that it is sufficient to choose the sketched dimension proportional to the statistical dimension of the design matrix (defined in the sequel), without any loss of statistical accuracy. We also demonstrate the advantages of using our proposed test over its state-of-the-art competitors with higher asymptotic power and improved performance on synthetic data.

1.1 Our contributions

The main contributions of this paper are summarized below, all of which are built upon a careful analysis of a sketched version of the classical $F$-test.

- In Section 2, we introduce a sketched $F$-test which does not restrain the size of $n,p$ as in prior literature. The explicit characterizations of its asymptotic power function are provided in Theorem 1. Compared to prior work on this problem, our theoretical results are model-agnostic — generalizing to scenarios that are other than Gaussian design and Gaussian noise.

- We provide a systematic way of selecting the projection dimension based on the intrinsic dimension of the population design matrix $\Sigma$, which is current lacking in the state-of-art testing procedures concerning random projections. When $\Sigma$ is indeed of lower dimensions, which is the case underlying most applications, our proposed test yields adaptive testing rates that are minimax optimal, and fully preserves the signal in the original model. These results are summarized in our Theorem 2 and Theorem 3.

- We demonstrate the superiority of the proposed approach over existing state-of-the-art methods in terms of computational efficiency and asymptotic relative efficiency. We refer the readers to Section 2.3 for theoretical justifications and Section 4 for experimental studies respectively.

1.2 Other related work

Related to the global testing problem, there has been an intensive line of work studying procedures that identify non-zero coefficients in high dimensional regression models. To provide theoretical justifications, these procedures often pose more stringent assumptions on the model itself, such as sparsity (e.g. [ZZ14, JM14a, CCC+18]), independence or positive dependence between $p$-values (e.g. [BY01, GBS09]). In addition, the resulting theoretical guarantees mainly focus on type I error control, without a characterization of the statistical power (e.g. [BC15, CFJL18, GHS14]). As a matter of fact, the global testing problem considered in this paper is often regarded as a first stage analysis in practice (see [WLC+11, MB09]) and is intrinsically easier than testing individual coefficients. Therefore it allows us to derive a refined analysis of its power under much weaker assumptions.

Notation. We use $d$ for two random variables that have the same distribution. Let $\Phi(\cdot)$ denote the CDF of $\mathcal{N}(0,1)$, and $z_\alpha$ denote the upper $\alpha$ quantile of $\mathcal{N}(0,1)$. The upper $\alpha$ quantile of $F$-distribution with degrees of freedom $(p, n-p)$ is denoted by $q_{\alpha,p,n-p}$. Moreover, the norm $\| \cdot \|_2$ stands for Euclidean norm for a vector, and spectral norm for a matrix. Matrix Frobenius norm is denoted by $\| \cdot \|_F$. We call $a_n \asymp b_n$ if there is a universal constant $c_0$ such that $\frac{1}{c_0} \leq \frac{a_n}{b_n} \leq c_0$ for sufficiently large $n$, and $a_n \lesssim b_n$ if $a_n \leq c_0 b_n$ for sufficiently large $n$. 
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\section{Sketched F-test}

In this section, we formally introduce the proposed sketched F-test and describe our main theoretical results along with some necessary background. We start our discussion by reviewing the classical F-test and describe why it fails in the high-dimensional setting.

\subsection{Classical F-test}

We find it useful to first formulate the observation model in the matrix form. Let \( y = (y_1, \ldots, y_n)\top \) and \( X \in \mathbb{R}^{n \times p} \) be the matrix with rows \( x_1, \ldots, x_n \), and we can write

\begin{equation}
\mathbf{y} = X\mathbf{\beta} + \sigma z.
\end{equation}

Given i.i.d. observations \( \{x_i, y_i\}_{i=1}^n \) from model (2) with \( n > p \), the classical F-test statistic is defined as

\begin{equation}
F = \frac{(X^\top X)^{-1}X^\top y}{\sigma^2},
\end{equation}

where \( \hat{\mathbf{\beta}} := (X^\top X)^{-1}X^\top y \) is the least square estimator and \( \hat{\sigma}^2 := \|y - X\hat{\mathbf{\beta}}\|^2/(n - p) \) is an unbiased estimator of \( \sigma^2 \). Under the null hypothesis \( H_0 \), it is well-known that the F-test statistic follows the F-distribution with \( (p, n - p) \) degrees of freedom, whereas under the alternative \( H_1 \), it follows a noncentral F-distribution with \( (p, n - p) \) degrees of freedom with the noncentrality parameter \( \beta^\top (X^\top X)\beta/2\sigma^2 \). In this setup, the F-test rejects the null hypothesis if \( F \geq q_{\alpha, p, n-p} \) and its theoretical properties have been well-established in classical settings [see, RTSH07].

As in [ZC11] (and also in [Bar02a, BCLZ02, BM11, DM16]), we consider a tractable model where the design matrix \( X \) is randomly generated: each row of the design matrix \( x_i \in \mathbb{R}^p \) is independently drawn from a multivariate distribution with covariance \( \Sigma \). We start by assuming the design matrix follows a multivariate Gaussian distribution with general covariance \( \Sigma \) and then generalize some of our results to incorporate other random designs. Random designs enable us to carry out our analysis in a refined manner leveraging tools from random matrix theory and large deviation theory.

Under this random design framework, it is easily seen that the power of the F-test is determined by the signal strength \( \beta^\top \Sigma \beta \), which is proportional to the expected value of the noncentrality parameter. When this signal strength is of constant order, the testing problem becomes trivial in a sense that the null and alternative hypotheses can be easily distinguished in the limit. This motivates us and others to consider the local alternative in which \( \beta^\top \Sigma \beta \) diminishes as the sample size goes to infinity. Such framework is standard in asymptotic theory [see, e.g. VdV00] and has been considered by [ZC11, Ste16, CGZ18] among others. Under this local alternative, the following lemma studies the asymptotic power of the F-test in the high-dimensional regime where \( p/n \to \delta \in (0, 1) \). This result is the key ingredient to Theorem 1 in which we study the asymptotic power of the sketched version of the F-test (see also [Ste16]).

**Proposition 1.** Suppose the design matrix \( X \) is generated from a multivariate Gaussian distribution with covariance matrix \( \Sigma \), and the noise vector \( z \sim \mathcal{N}(0, I_n) \) is independent of \( X \). Assume \( \beta^\top \Sigma \beta = o(1) \) and \( \delta_n = p/n \to \delta \in (0, 1) \) as \( n \to \infty \), then the power of the classical F-test which is defined as \( \Psi_n^F := P(F \geq q_{\alpha, p, n-p}) \), satisfies

\begin{equation}
\Psi_n^F - \Phi \left( -z_{\alpha} + \sqrt{\frac{(1 - \delta)n \beta^\top \Sigma \beta}{2\delta \sigma^2}} \right) \to 0.
\end{equation}

In our Appendix B.1, we give a proof of this result which significantly simplifies the proof of Theorem 2.1 in [Ste16] and serves as a building block for our other results.
2.2 The sketched F-test

It is clear from Proposition 1 that the classical F-test is not applicable when \( p > n \) and performs poorly when \( p/n \) is close to one. The main issue arises from the high variance of estimating \( \Sigma^{-1} \) by inverting the sample covariance matrix. In this section, we tackle this problem by leveraging the random projections or sketching techniques. The usual purpose of sketching is to conduct dimension reduction while preserving the sample pairwise distances, however, this technique is employed here to reduce the variance in estimating the population covariance matrix. We witness a significant gain in testing power in various high-dimensional scenarios.

Our testing procedure is summarized in Algorithm 1.

**Algorithm 1** Sketched F-test

**Input:** data matrix \( X \in \mathbb{R}^{n \times p} \), response vector \( y \in \mathbb{R}^n \), a sketching dimension \( k < n \)

**Output:** testing result for linear model (1).

**Step 1:** generate a sketching matrix \( S_k \in \mathbb{R}^{p \times k} \) with i.i.d. \( \mathcal{N}(0, 1) \) entries;

**Step 2:** compute the least square regression estimate \( \hat{\beta}^S := (S_k^T X X S_k)^{-1} S_k^T X y \in \mathbb{R}^k \);

**Step 3:** calculate the sketched F-test statistic

\[
F(S_k) := \frac{y^T X S_k \hat{\beta}^S / k}{\|y - X S_k \hat{\beta}^S\|^2_2 / (n - k)};
\]

**Step 4:** if \( F(S_k) \geq q_{\alpha, k, n - k} \), reject \( H_0 \); otherwise accept \( H_0 \).

A few remarks are in order. First throughout the paper, we assume that the projection dimension \( k < \min\{\text{rank}(X), \text{rank}(\Sigma)\} \). With this choice, when \( S_k \) has i.i.d. \( \mathcal{N}(0, 1) \) entries,

\( S_k^T X X S_k \) is invertible almost surely,

which is formally proved in Appendix B.2. This fact guarantees Algorithm 1 is well-defined even when \( p \) is much larger than \( n \). Also note that under \( H_0 \), for any given \( S_k \) and any realization \( X \), the sketched F-test statistic (3) follows the \( F \)-distribution with degrees of freedom \( (k, n - k) \), and thus the proposed test is a valid level \( \alpha \) test.

In the following, we define a quantity that plays a key role in our further development, namely

\[
\Delta_k^2 := \beta^T \Sigma S_k (S_k^T \Sigma S_k)^{-1} S_k^T \Sigma \beta.
\]

It can be shown that \( \Delta_k \) indeed determines the asymptotic power of the sketched F-test. As a consequence of Proposition 1 applying to the sketched dataset, we establish the following guarantee on the asymptotic power of the sketched F-test.

**Theorem 1.** Suppose the design matrix \( X \) is generated from a multivariate Gaussian distribution with covariance \( \Sigma \), and the noise vector \( z \sim \mathcal{N}(0, I_n) \) is independent of \( X \). Assume \( \beta^T \Sigma \beta = o(1) \) and \( \rho_n = k/n \to \rho \in (0, 1) \) as \( n \to \infty \). Then, for almost all sequences of sketching matrix \( S_k \), the
power function of the sketched $F$-test, that is $\Psi_n^S(S_k) = P(F(S_k) > q_{\alpha,k,n-k})$, satisfies

$$\Psi_n^S(S_k) - \Phi\left(-z_\alpha + \sqrt{\frac{(1-\rho)\Delta_k^2}{2\rho}}\right) \to 0.$$  \hspace{1cm} (6)

We emphasize that the approximation of $\Psi_n^S(S_k)$ to the normal distribution function is precise in the limit including all constant factors. This asymptotic expression allows us to compare the proposed test with existing competitors in terms of the asymptotic relative efficiency in Section 2.3. It is also helpful to notice that conditional on $S_k$, the sketched $F$-test can be simply viewed as the original $F$-test applied to the projected data set $X_{S_k}$. Now we are ready to provide the proof of Theorem 1.

**Proof of Theorem 1.** In order to complete the proof, we need to check the conditions in Proposition 1 under the sketched regression setting. For a fixed $S_k$, by the property of a conditional Gaussian distribution, we have

$$y_i | (X_{S_k}^t S_k) \sim N\left(\beta^t \Sigma S_k (S_k^t \Sigma S_k)^{-1} S_k^t X_i, \nu^2\right),$$

with $\nu^2 := \sigma^2 + \beta^t \Sigma \beta - \Delta_k^2$. Additionally let us write $\beta^S := (S_k^t \Sigma S_k)^{-1} S_k^t \Sigma \beta$. Indeed Algorithm 1 aims to test whether

$$H_0^S : \beta^S = 0 \text{ versus } H_1^S : \beta^S \neq 0,$$  \hspace{1cm} (7)

for the new regression model

$$y_i = X_{S_k}^t S_k \beta^S + z_i^S,$$  \hspace{1cm} (8)

where $z_i^S, \ldots, z_n^S$ are independent random errors with $\text{Var}(z_i^S) = \nu^2$. Furthermore, when $S_k^t \Sigma S_k$ is invertible, the problem stated in (7) becomes equivalent to testing whether

$$H_0^S : S_k^t \Sigma \beta = 0 \text{ versus } H_1^S : S_k^t \Sigma \beta \neq 0.$$

It is shown in [LJW11] that $\Delta_k^2 \leq \beta^t \Sigma \beta$. Then we can show $\Delta_k^2 = o(1)$ and $\nu^2 = \sigma^2 + o(1)$. Putting pieces together with Proposition 1 completes the proof. \hfill \Box

### 2.3 Testing power comparisons

With the asymptotic power function characterized in expression (6), we compare our sketched $F$-test with other existing tests for the global null (1) and highlight the advantages of our projection-based approach. First recall that [ZC11] introduced a test based on a fourth-order $U$-statistic and considered the local alternative $\beta^t \Sigma \beta = o(1)$ as well as other regularity conditions including

$$\text{tr}(\Sigma^4) = o(\text{tr}^2(\Sigma^2)).$$  \hspace{1cm} (9)

We refer to their test as ZC test for simplicity. Under this asymptotic setting, the authors showed that the power of ZC test, denoted by $\Psi_n^{ZC}$ satisfies

$$\Psi_n^{ZC} := \Phi\left(-z_\alpha + \frac{n\|\Sigma \beta\|_2^2}{\sigma^2 \sqrt{2\text{tr}(\Sigma^2)}}\right).$$  \hspace{1cm} (10)

As a follow-up to [ZC11], [CGZ18] proposed another $U$-statistic that improves the computational complexity of the statistic in [ZC11], while achieving the same local asymptotic power (10). Given these explicit power characterizations (6) and (10), the rest of this section is dedicated to comparing these methods in terms of a classical measure: the so called “Asymptotic Relative Efficiency”, which is explained as follows.
Asymptotic Relative Efficiency (ARE): In asymptotic statistics literature, a common way for comparing performances between different testing procedures is based on their asymptotic relative efficiency (ARE) [see, e.g. VdV00]. Given two level $\alpha$ tests $\phi_1$ and $\phi_2$, the relative efficiency of $\phi_1$ to $\phi_2$ is defined as the ratio $n_2/n_1$ where $n_1$ and $n_2$ are the sample sizes required for $\phi_1$ and $\phi_2$ to achieve the same power against the same alternative. The ARE is then defined as the limiting value of this relative efficiency. Given this definition and building on the power expressions (6) and (10), the ARE of ZC test to our sketched $F$-test is given by the limit of

$$\text{ARE}_n(\Psi_{n}^{ZC}; \Psi_{n}^{S}) := \frac{\sqrt{n}}{\sqrt{\text{tr}(\Sigma)}} \sqrt{\frac{1 - \rho}{\rho}} \frac{\Delta_k^2}{\| \Sigma \beta \|_2^2}.$$ (11)

From the definition, it is clear that $\text{ARE}_n(\Psi_{n}^{ZC}; \Psi_{n}^{S}) < 1 \Rightarrow$ sketched $F$-test is preferred.

The rest of this section aims to examine cases where $\text{ARE}_n(\Psi_{n}^{ZC}; \Psi_{n}^{S}) < 1$ with high probability. To facilitate our analysis, we first consider the case when the scaled $\beta$ satisfies the assumption below.

**Assumption (A).** the normalized vector $\Sigma^{1/2} \beta / \| \Sigma^{1/2} \beta \|_2$ is uniformly distributed on the $p$-dimensional unit sphere, which is independent of $S_k$.

Intuitively, Assumption (A) holds when there is no preferred direction of the alternatives in which the scaled $\beta$ differs from the zero vector. This assumption is standard when there is no prior information available for the alternatives. In particular, [LJW11] imposes a similar assumption in the context of two-sample mean testing.

Under Assumption (A) and the regularity condition (9), the next proposition provides an upper bound for $\text{ARE}_n(\Psi_{n}^{ZC}; \Psi_{n}^{S})$ that holds with high probability.

**Proposition 2.** Under the condition (9) and Assumption (A), the following inequality holds with probability $1 - o(1)$ as $n \to \infty$:

$$\text{ARE}_n(\Psi_{n}^{ZC}; \Psi_{n}^{S}) \leq \frac{4}{\sqrt{\rho(1 - \rho)}} \frac{\text{tr}(\Sigma)}{\sqrt{\text{tr}(\Sigma^2)}} \frac{1}{\sqrt{n}}.$$ (12)

We note that the condition (9) is required only for the ZC test, not for our sketched $F$-test. It essentially means that the eigenvalues of $\Sigma$ should not decay too fast. More importantly, if this eigenvalue condition is violated, then ZC test may not be a valid level $\alpha$ test even asymptotically. In such a case, it is not meaningful to compare the power of the given tests. In sharp contrast, the power expression (6) for the sketched $F$-test holds regardless of the eigenvalue condition.

Building on Proposition 2, it is natural to ask the following questions.

**How do we select the dimension of $S_k$?** Notice that the upper bound of $\text{ARE}_n(\Psi_{n}^{ZC}; \Psi_{n}^{S})$ is maximized when $\rho = 1/2$. In other words, when there is no extra information on the model, $k = \lfloor n/2 \rfloor$ is a good choice of the sketching dimension to obtain higher asymptotic power. A similar choice was recommended by [LJW11] for the sketched version of Hotelling’s $T^2$ test. In Section 3, we explain how to leverage the information of $\Sigma$ and further improve the power.
When does the sketched F-test have higher power? Notice that the upper bound in expression (12) depends on tr(Σ)/√tr(Σ²), which roughly measures the rate of decay of the eigenvalues. Recall that the sketched F-test is preferred over ZC test when AREₙ(Ψ°C, Ψˢⁿ) is less than one. That means, the sketched F-test becomes more favorable to ZC test in terms of power when tr(Σ)/√tr(Σ²) grows slower than 1/√n.

With the recommended choice of k = ⌊n/2⌋, we make the upper bound (12) be more concrete in the following two examples. Derivations of them can be found in Appendix B.4.

Example 1. For a positive sequence tₙ > 0, let s := sₙ be another sequence that satisfies √s ≤ (1 − ϵ)tₙ√n/8 for a small constant ϵ ∈ (0, 1). Suppose that Σ can be well-approximated by a rank s matrix in the sense that

\[ \lambda_1 + \cdots + \lambda_s \geq (1 - \epsilon) \cdot \text{tr}(\Sigma). \]

Then we have \( \text{ARE}_n(\Psi°Cⁿ, \Psiˢⁿ) \leq tₙ \) with probability \( 1 - o(1) \). In particular, if the covariance matrix is well-approximated by a \( \sqrt{n} \) dimensional matrix, then one can take \( tₙ = 1/n^{1/4} \) and therefore

\[ \text{ARE}_n(\Psi°Cⁿ, \Psiˢⁿ) \leq \frac{1}{n^{1/4}}. \]

Example 2. When \( \lambda_i(\Sigma) \propto i^{-1/2} \) and \( p/n \to \rho \), we have that \( \text{ARE}_n(\Psi°Cⁿ, \Psiˢⁿ) \leq 16\sqrt{\frac{p}{\log p}} \) with probability \( 1 - o(1) \), which has a 0 limit as \( n, p \to \infty \).

3 Optimal guarantees for structured designs

In this section, we discuss the case when \((\beta, \Sigma)\) are not completely full dimensional, but instead have intrinsically lower dimensional structure, which is indeed the case underlying most applications (such as [Fie82, SSGD03, CP10, GNOT92, HMT11]). We first define our measure of intrinsic dimension \( r \) in Section 3.1. We then justify the optimality of choice \( k = O(r) \) in two ways: in Section 3.2, we discuss the minimax optimality within the dim-r class; in Section 3.3, we show that this choice fully preserves the signal strength and yields a non-random power expression of sketched F-test. In Section 3.4, we demonstrate the consequences of the above results with several examples.

3.1 Intrinsic dimensions

Let us start by introducing some notation to describe the spectral structure of \( \Sigma \). First denote the singular value decomposition of \( \Sigma \) as \( \Sigma = U\Lambda U^\top \), where the diagonals of \( \Lambda \) are aligned in descending order. Write \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p) \). Also define a rotated version of our signal as \( \tilde{\beta} = U^\top \beta \). Note that \( \Lambda \) and \( \tilde{\beta} \) describe variance and “coefficient” of the model in terms of orthogonalized feature dimensions, and are critical in determining the intrinsic structure of the model.

In the following, let us formally define the intrinsic dimension of the problem.

Definition 1. We say model (2) has intrinsic dimension up to \( r \), if we can find \( \eta = o(1) \) and \( r \leq p \), such that

\[
\begin{align*}
\frac{1}{r} \sum_{i=1}^{r} \beta_i^2 &\leq \left( \sum_{i=r+1}^{p} \lambda_i \right) + \sum_{i=r+1}^{p} \beta_i^2 \lambda_i \leq \eta \beta^\top \Sigma \beta; \\
\frac{1}{r} \sum_{i=1}^{r} \beta_i^2 + \frac{1}{p-r} \sum_{i=r+1}^{p} \beta_i^2 &\leq \eta \beta^\top \Sigma \beta.
\end{align*}
\]

\label{eq:intrinsic}

(13)

Denote the collection of such \((\beta, \Sigma)\) as \( D(r) \).
Here quantities $\eta$ and $r$ are both sequences of parameters indexed by $p$. To understand Definition 1, suppose each $\tilde{\beta}_i$ is of the same order, the above conditions boil down to

$$\sum_{i=r+1}^{p} \lambda_i \leq \eta \sum_{i=1}^{p} \lambda_i \quad \text{and} \quad r\lambda_{r+1} \leq \eta \sum_{i=1}^{p} \lambda_i.$$  

We refer readers to the examples in Section 3.4 for illustrations.

### 3.2 Minimax optimality

In the following, we describe our results under the classical minimax testing framework ([IS12]) and Gaussian design model (2). Given observations $(X, y)$, consider the problem of testing

$$H_0 : \beta = 0 \quad \text{versus} \quad H_1 : (\beta, \Sigma) \in \Theta_r(\tau),$$

in which the alternative space $\Theta_r(\tau)$ is specified by

$$\Theta_r(\tau) = \{(\beta, \Sigma) \in D(r) : \beta^\top \Sigma \beta \geq \tau^2\}, \quad \text{for some} \ \tau > 0.$$  

Note that the alternative is measured in terms of the Mahalanobis norm instead of the $\ell_2$ norm. We call $\psi$ a level-$\alpha$ test function, if $\psi$ is a measurable mapping from all possible values of $(X, y)$ to \{0, 1\}, and satisfy $E[\psi|H_0] \leq \alpha$. The Type II error of $\psi$ and the minimax Type II error over $\Theta_r(\tau)$ are defined as

$$r(\psi, \beta, \Sigma) := E_{\beta, \Sigma}[1 - \psi]; \quad R_r(\tau) := \inf_{\psi} \sup_{(\beta, \Sigma) \in \Theta_r(\tau)} r(\psi, \beta, \Sigma),$$

in which the infimum is taken over all level-$\alpha$ test functions. We say level-$\alpha$ test $\psi^*$ is rate optimal with radius $\epsilon_n$, if for any $\gamma \in (\alpha, 1)$, there exists universal constant $c$, such that the following hold:

(i) (lower bound) when $\tau_n \leq c\epsilon_n$, $R_r(\tau_n) \geq \gamma$,

(ii) (upper bound) when $\tau_n/\epsilon_n \to \infty$, for any $(\beta_n, \Sigma_n) \in \Theta_r(\tau_n)$, we have $r(\psi^*, \beta_n, \Sigma_n) = o_P(1)$.

We are now able to state our optimality result in terms of the testing radius $\epsilon_n$.

**Theorem 2.** The sketched $F$-test is minimax rate optimal over $(\beta, \Sigma) \in D(r)$ with radius

$$\epsilon_n^2 = \frac{r^{1/2}}{n}, \quad (14)$$

and the upper bound is reached by choosing a sketching dimension $ar \leq k \leq br$ with any $1 < a \leq b$.

**Remark 1.** The rate above is the same as the global testing rate of linear regression model with feature dimension $r$, sample size $n$, $\Sigma = I_r$ and $r < n$ [see CCC+18]. In this sense, the intrinsic dimension $r$ measures the minimal number of orthogonal dimensions needed to approximate the original model.
3.3 Refined power guarantees

In the following, we provide a more precise characterization of the power function for our proposed test, with the sketching dimension $k$ chosen proportionally to the intrinsic dimension $r$.

**Theorem 3.** Suppose $(\beta, \Sigma) \in D(r)$. Assume $\beta^T \Sigma \beta = o(k/n)$. Then, for almost all sequences of sketching matrix $S_k$, the power function of the sketched $F$-test satisfies

$$
\Psi^S_n - \Phi \left( -z_\alpha + \sqrt{n \beta^T \Sigma \beta \sigma^2 1 - \frac{k}{2nk}} \right) \xrightarrow{P} 0.
$$

The proof is provided in the Appendix B.6. Note that in Theorem 3, the quantity inside the second $\Phi$ function is completely deterministic. Now we make a few remarks with regard to the above result.

**Remark 2 (Choice of $k = O(r)$).** Theorem 3 shows that by choosing $k = O(r)$, we are able to obtain the same signal strength as the original model as $\Delta^2_k \leq \beta^T \Sigma \beta$; further increasing the sketching dimension does not increase the power. Together with Theorem 2, we justify the choice of $k = O(r)$ affirmatively.

**Remark 3 (Relaxation of Gaussian assumption).** So far we have assumed that the design matrix $X$ and random errors $z$ follow Gaussian distributions, mainly to simplify our presentation. Indeed, this Gaussian assumption is not necessary and can be replaced with more general conditions. To this end, we can leverage the recent results by [Ste16] and prove that Theorem 1 and Theorem 3 hold under mild moment conditions on $X$ and $z$. Due to the space limit, we defer the technical details of this result to the Appendix A.

**Remark 4 (Computational Complexity).** Note that the computational complexity of constructing $X S_k$ is $O(nk)$, which can be further reduced by fast Hadamard transform [see, e.g. YPW17]. The complexity of the $F$-statistic is $O(k^2n)$ and thus the overall complexity of the sketched statistic becomes $O(npk)$. In contrast, the $U$-statistics in [ZC11] and [CGZ18] have time complexity of $O(n^4 + n^2p)$ and $O(n^2p)$, respectively. This illustrates a computational benefit of the proposed approach over the competitors especially when the design matrix has a low dimensional structure.

3.4 Examples

We illustrate Theorem 2 and Theorem 3 in a range of different settings for parameters $(\tilde{\beta}, \Sigma)$. For simplicity, in the first three examples, we assume that each coordinate $\tilde{\beta}_i$ is generated from the same distribution and study how intrinsic dimensions (as well as the testing rates) vary with different structures of $\Sigma$. Throughout this section, $\eta$ is set to be $1/\log p$. More details of the derivations can be found in the Appendix B.7.

**Example 3 (α-polynomial decay).** Suppose the eigenvalues decay as $\lambda_j \propto j^{-\alpha}$ with $\alpha > 1$. Then we have

$$r \lesssim (\log p)^{\frac{1}{1-\alpha}}.$$

**Example 4 (γ-exponential decay).** Suppose the eigenvalues decay as $\lambda_j \propto \exp(-j^\gamma)$ with $\gamma > 0$. Then we have

$$r \lesssim (\log \log p)^{\frac{1}{\gamma}}.$$
Example 5 (block covariance). Suppose the covariance matrix has \( m \) identical blocks with \( m \to \infty \):

\[
\Sigma = \begin{pmatrix} B & \cdots & B \\ & \ddots & \end{pmatrix}, \quad \text{where} \quad B = (1 - \rho)I_{d \times d} + \rho 1_d 1_d^\top,
\]

with \( p = md \). In this case, the spectrum of \( \Sigma \) has \( m \) copies of \( (1 - \rho) + \rho d \) and \( p - m \) copies of \( 1 - \rho \). Then as long as \( \rho \geq 1 - \frac{c}{\log p} \), we have

\[
r \lesssim m.
\]

The last example shows how the structure of \( \beta \) changes the intrinsic dimension:

Example 6 (structured coefficient). Suppose the eigenvalues decay as \( \lambda_j \propto j^{-1} \) and \( 0 < c_1 \leq \beta_i \sqrt{i} \leq c_2 \) for some fixed \( c_1, c_2 > 0 \). Then we have

\[
r \lesssim (\log p)^3.
\]

As can be seen from the above examples, our sketched procedure is adaptive to various structured designs. Note that the \( \alpha \)-polynomial and \( \gamma \)-exponential decays are classical setups for nonparametric estimation, and their effective dimensions under different problems, such as kernel regression estimation and optimization are well understood (e.g. [YPW17, WYW17]). We would like to point out that the intrinsic dimensions we derived above are much smaller than that of the previous literature, echoing the common belief that testing is a much easier task than its corresponding estimation analogue.

4 Simulation studies

In this section, we present some empirical studies to validate our theoretical findings using synthetic data. We start by comparing the performance of our sketched \( F \)-test to the existing tests proposed by [ZC11] and [CGZ18] under several scenarios. We refer to the latter two tests as ZC test and CGZ test, respectively. Our experiments are set in the same way as of [ZC11] and [CGZ18], to give a fair comparison to the other two methods. In the second part, we consider a sequence of testing problems indexed by \( p \) with non-sparse signals. We demonstrate that the signal strength of the sketched coefficients \( \Delta_k^2 \) in (5) follows closely to that of the original coefficients \( \beta_\top \Sigma / \beta \), leading to the power of the proposed test higher than the other competitors.

Power evaluation. We first demonstrate the empirical power performance of the tests by varying the decay rate of eigenvalues. For the slow-decay case, we consider \( \Lambda \) with \( \lambda_i = \log^{-2}(i + 1) \) and choose \( k = \lfloor n/2 \rfloor \). Whereas for the fast-decay case, we consider \( \Lambda \) with \( \lambda_i = i^{-2/3} \log^{-1}(i + 1) \) and choose \( k = \lfloor 2 \log p \rfloor \).

We sample each \( \beta_i \) from Binomial(3, 0.3) + 0.3\( N(0, 1) \) independently to generate heterogeneous and non-sparse signals; with each given \( \Lambda \), let \( U \) be column vectors of a QR decomposition of a \( p \times p \) matrix with i.i.d. \( N(0, 1) \) entries, and set \( \Sigma = U \Lambda U^\top \). We generate \( Z \) with i.i.d. \( N(0, 1) \) entries for the slow-decay case and i.i.d. \( t(2) \) entries for the fast-decay case, and calculate \( X = \Sigma^{1/2} Z \). A noise vector \( z \) is similarly generated with i.i.d. \( N(0, 1) \) entries. We scale \( \beta \) and \( \Sigma \) to ensure that \( \| \beta \|_2 = c_1 \) and \( \| \Sigma \|_F = c_2 \) for \( c_1 \in \{0, 1, 5\} \) and \( c_2 \in \{50, 100, 300\} \).

We present the Type I and Type II error rates in Table 1 with \( (n, p) = (50, 500) \). The simulations were repeated 500 times to estimate the error rates. From the results, we first note that all of the tests control the Type I error rate at \( \alpha = 0.05 \) reasonably well under the null. In terms of the Type
Table 1: Comparison of Type I and Type II Error Rates.

|                  | Slow-decay | Fast-decay |
|------------------|------------|------------|
|                  | \(\|\beta\|_2 = 0(H_0)\) | \(\|\beta\|_2 = 1\) | \(\|\beta\|_2 = 5\) |
|                  | \(\|\beta\|_2 = 0(H_0)\) | \(\|\beta\|_2 = 1\) | \(\|\beta\|_2 = 5\) |
| \(\|\Sigma\|_F = 50\) | Sketching | 4.8% | 14.4% | 0.2% | 3.0% | 2.6% | 1.4% |
|                  | CGZ       | 5.2% | 7.8% | 4.8% | 5.6% | 11.4% | 10.8% |
|                  | ZC        | 8.4% | 18.9% | 2.1% | 6.3% | 14.7% | 18.9% |
| \(\|\Sigma\|_F = 100\) | Sketching | 3.2% | 1.4% | 0.0% | 4.0% | 1.4% | 2.4% |
|                  | CGZ       | 6.0% | 5.4% | 4.6% | 6.2% | 10.4% | 12.4% |
|                  | ZC        | 2.1% | 16.8% | 0.6% | 4.2% | 14.7% | 6.3% |
| \(\|\Sigma\|_F = 300\) | Sketching | 5.4% | 0.0% | 0.0% | 4.6% | 1.2% | 1.6% |
|                  | CGZ       | 5.4% | 4.4% | 3.0% | 5.8% | 12.4% | 12.2% |
|                  | ZC        | 4.2% | 6.3% | 8.4% | 4.2% | 8.4% | 10.5% |

II error, we see that the sketched \(F\)-test performs comparable to or better than CGZ and ZC tests in most of the considered scenarios. In particular, the sketched \(F\)-test has a clear advantage over the competitors for the fast-decay case, which coincides with our theory in Section 3.

Asymptotic Behavior. In Section 3, we discussed various cases for which the proposed sketched \(F\)-test is minimax rate optimal in power. This argument essentially relies on the observation that \(\Delta_k^2 \overset{p}{\rightarrow} \beta^T\Sigma\beta\) within \(D(r)\) and \(k = O(r)\). To illustrate the accuracy of this approximation, we consider the polynomial-decay condition of eigenvalues in Example 3 with the parameter \(\alpha = 2\) and \(\alpha = 4\). We then generate \(\beta\) and \(U\) in a similar manner to the previous simulation part, followed by a scaling step to ensure that \(\beta^T\Sigma\beta = 1\).

We first evaluate the random signal strength in the noiseless setting. Building on Example 3, we set the sketching dimension to be \(k = \lfloor \min\{3(\log p)^{1/\alpha - 1}, n/2\} \rfloor\) and then calculate \(\Delta_k^2\) for each \(p \in \{100, 300, 1000, 2000, 5000, 10000\}\). Simulations were repeated 1000 times to obtain a confidence interval for \(\Delta_k^2\) and the results are summarized in Figure 1a. From Figure 1a, we can see that the random signal \(\Delta_k^2\) is fairly stable and follows closely to \(\beta^T\Sigma\beta\) over different sample sizes. This empirical result confirms that the random-projection approach maintains robust signal strength.

Figure 1: Simulation results with varying \(p\).
which is a building block of our theoretical analysis in Section 3.

To further demonstrate the performance of our approach, we generate \( n = 10 \log^2 p \) samples for each scenario considered above with \( \sigma^2 = 1 \). When there is no prior knowledge about the population covariance structure, we take \( k = \lfloor n/2 \rfloor \) instead of the theoretical optimum. Under this setting, simulations were repeated \( N = 200 \) times to approximate the type II error rates of our method and CGZ. The results are summarized in Figure 1b. From the results, we again observe a competitive performance of the proposed method over the competitor. We also found that the ZC test behaves similarly to CGZ but computing their test statistic (fourth order U-statistic) is too expensive for large sample sizes. For this reason, we do not include the result of ZC test here.

5 Key proof ingredients

The key of showing the upper bound part in Theorem 2 and Theorem 3 is a high-probability lower bound of the signal \( \Delta_k^2 \). Recall \( \Delta_k^2 \leq \beta^\top \Sigma \beta \). Lemma 1 below shows that, when \((\beta, \Sigma) \in \mathcal{D}(r)\) and sketching dimension is \( O(r) \), the sketched model can capture most of signals in the original model. We state Lemma 1 and its proof sketch here, while the details are deferred to Appendix B.5 and B.6.

**Lemma 1.** When \((\beta, \Sigma) \in \mathcal{D}(r)\) and \( ar \leq k \leq br \) with \( 1 < a \leq b \), we have \( \Delta_k^2 / \beta^\top \Sigma \beta \leq 1 \).

**Proof sketch of Lemma 1.** First we introduce some additional notation. In the SVD decomposition \( \Sigma = U \Lambda U^\top \), write \( U = [U_r \ U_{p-r}] \) and \( \Lambda = \begin{bmatrix} \Lambda_r & 0 \\ 0 & \Lambda_{p-r} \end{bmatrix} \), where \( U_r \in \mathbb{R}^{p \times r} \) and \( \Lambda_r \in \mathbb{R}^{r \times r} \). Then \( \Sigma = U_r \Lambda_r U_r^\top + U_{p-r} \Lambda_{p-r} U_{p-r}^\top : = \Sigma_r + \Sigma_{p-r} \).

The intuition comes from low-rank cases. If \( \text{rank}(\Sigma) = r \), using sketching dimension \( k = r \) is enough. To see this, notice that when \( \text{rank}(\Sigma) = r \), we have \( \text{rank}(\Sigma_k) = r \) almost surely, i.e., \( \Sigma_k \) is of full-rank almost surely. Then \( \exists \xi \in \mathbb{R}^p \), such that \( \Sigma \beta = \Sigma_k \xi \). It follows that \( \Delta_k^2 = \beta^\top \Sigma_k (\Sigma_k^\top \Sigma_k)^{-1} \Sigma_k \xi = \beta^\top \Sigma \beta \).

In general case, we may not be able to find \( \xi \) satisfying \( \Sigma \beta = \Sigma_k \xi \), and we seek for some \( \xi \) to make the difference between \( \Sigma \beta \) and \( \Sigma_k \xi \) small. Formally, as long as sketching dimension \( k \geq r \), for any \( \xi \) that satisfies

\[
U_r^\top \beta = U_r^\top S_k \xi, \tag{15}
\]

define \( \nu = \Sigma_{p-r} (\beta - S_k \xi) \). Then \( \Sigma \beta = \Sigma_k \xi + \nu \), and

\[
\Delta_k^2 = (\xi^\top S_k^\top \Sigma + \nu^\top) \Sigma_k (\Sigma_k^\top \Sigma_k)^{-1} \Sigma_k (\Sigma_k \xi + \nu) \geq \beta^\top \Sigma \beta - (\beta - S_k \xi)^\top \Sigma_{p-r} (\beta - S_k \xi),
\]

where the inequality follows by positive semi-definite property of \( \Sigma_k (\Sigma_k^\top \Sigma_k)^{-1} \Sigma_k \). When \( k \geq r \), we have \( \text{rank}(U_r^\top S_k) = r \) almost surely, so such \( \xi \) exists. To optimize the results, we seek for a solution of the problem

\[
\min_\xi (\beta - S_k \xi)^\top \Sigma_{p-r} (\beta - S_k \xi) \quad \text{s.t.} \quad U_r^\top (\beta - S_k \xi) = 0.
\]

The optimal \( \xi^* \) can be obtained by Lagrange multiplier. With Lagrange function

\[
\mathcal{L}(\xi, \lambda) = \frac{1}{2} (\beta - S_k \xi)^\top \Sigma_{p-r} (\beta - S_k \xi) - \lambda^\top U_r^\top (\beta - S_k \xi),
\]

by solving the following two equations

\[
\frac{\partial \mathcal{L}(\xi, \lambda)}{\partial \xi} = 0 \quad \text{and} \quad U_r^\top (\beta - S_k \xi) = 0,
\]

we can solve for \( \xi^* \). The following lemma gives an upper bound on \((\beta - S_k \xi^*)^\top \Sigma_{p-r} (\beta - S_k \xi^*)\):
Lemma 2. Write $\tilde{S}_1 = U_r S_k$, $\tilde{S}_2 = U_{p-r} S_k$, $\tilde{\beta}_1 = U_r \beta$ and $\tilde{\beta}_2 = U_{p-r} \beta$. With $\xi^*$ defined above, we have $(\beta - S_k \xi^*)^\top \Sigma p-r (\beta - S_k \xi^*) \leq 2L_1 + 2L_2$, where

$$L_1 = \frac{\|S_2^\top \Lambda_{p-r} S_2\|_2 \|\tilde{\beta}_1\|_2}{\lambda_{\min}(S_1 S_1^\top)}$$

$$L_2 = \left(1 + \kappa(S_2^\top \Lambda_{p-r} S_2) \kappa(S_1 S_1^\top)\right) \tilde{\beta}_2^\top \Lambda_{p-r} \tilde{\beta}_2.$$

Here $\kappa(\cdot)$ represents the condition number of matrix, i.e., $\kappa(A) = \lambda_{\max}(A)/\lambda_{\min}(A)$.

To analyze the terms on the right hand side of (16), we need to characterize the behavior of the minimal and maximal eigenvalues of Gaussian random matrix. This can be done by covering argument; see, for example, [Ver10]. Details of the proof are deferred to Appendix C.2, where we show that whenever $(\beta, \Sigma) \in D(r)$ and $ar \leq k \leq br$, we have

$$L_1 + L_2 \leq C_n \beta^\top \Sigma \beta$$

with probability at least $1 - \exp(-cr)$, and thus the claim in Lemma 1 follows.

6 Discussion

In this work, we consider the problem of testing the overall significance for the regression coefficients in the high-dimensional settings. Building upon the random projection techniques, we introduce a sketched $F$-test for arbitrary dimension and sample size pair and develop theoretical guarantees for the proposed test including the asymptotic power and minimax optimality. We also demonstrate the advantages of the proposed test over the existing competitors in terms of the asymptotic relative efficiency and computational complexity. To our best knowledge, the proposed procedure is the first attempt to analyze in detail how sketching techniques work for testing regression coefficients.

Our findings and analysis suggest a few directions for further investigations. For example, our procedure, as a general methodology, can be substantially extended to other testing problems. For instance, built upon an improved argument of the high-dimensional $F$-test (see [Ste16]), our framework can be provably adapted to testing whether $H_0 : G \beta = r_0$ or $H_1 : G \beta \neq r_0$ for matrix $G \in \mathbb{R}^{q \times p}$ and $r_0 \in \mathbb{R}^q$ with $q \leq p$. In the case where, the joint significance of a group of coefficients are tested, it is sensible to combine a sketching step (over the complement set of features) with the classical $F$-test. In addition, it would be interesting to see whether the sketching techniques can be adapted to other types of tests, apart from the $F$-test, as an effective approach for dimension reduction and statistical inference.

References

[ACCP11] Ery Arias-Castro, Emmanuel J Candes, and Yaniv Plan. Global testing under sparse alternatives: Anova, multiple comparisons and the higher criticism. The Annals of Statistics, 39(5):2533–2556, 2011.

[Bar02a] Yannick Baraud. Model selection for regression on a random design. ESAIM: Probability and Statistics, 6:127–146, 2002.
[Bar02b] Yannick Baraud. Non-asymptotic minimax rates of testing in signal detection. *Bernoulli*, 8(5):577–606, 2002.

[BC15] Rina Foygel Barber and Emmanuel J Candès. Controlling the false discovery rate via knockoffs. *The Annals of Statistics*, 43(5):2055–2085, 2015.

[BCLZ02] Lawrence D Brown, T Tony Cai, Mark G Low, and Cun-Hui Zhang. Asymptotic equivalence theory for nonparametric regression with random design. *The Annals of Statistics*, 30(3):688–707, 2002.

[Bec09] Ikhlef Bechar. A bernstein-type inequality for stochastic processes of quadratic forms of gaussian variables. *arXiv preprint arXiv:0909.3595*, 2009.

[BM01] Ella Bingham and Heikki Mannila. Random projection in dimensionality reduction: applications to image and text data. In *Proceedings of the seventh ACM SIGKDD international conference on Knowledge discovery and data mining*, pages 245–250, 2001.

[BM11] Mohsen Bayati and Andrea Montanari. The lasso risk for gaussian matrices. *IEEE Transactions on Information Theory*, 58(4):1997–2017, 2011.

[BS96] Zhidong Bai and Hewa Saranadasa. Effect of high dimension: by an example of a two sample problem. *Statistica Sinica*, pages 311–329, 1996.

[BY01] Yoav Benjamini and Daniel Yekutieli. The control of the false discovery rate in multiple testing under dependency. *Annals of statistics*, pages 1165–1188, 2001.

[CAdBFM07] Juan Antonio Cuesta-Albertos, Eustasio del Barrio, Ricardo Fraiman, and Carlos Matrán. The random projection method in goodness of fit for functional data. *Computational Statistics & Data Analysis*, 51(10):4814–4831, 2007.

[CCC+18] Alexandra Carpentier, Olivier Collier, Laëtitia Comminges, Alexandre B Tsybakov, and Yuhao Wang. Minimax rate of testing in sparse linear regression. *arXiv preprint arXiv:1804.06494*, 2018.

[CCT17] Olivier Collier, Laëtitia Comminges, and Alexandre B Tsybakov. Minimax estimation of linear and quadratic functionals on sparsity classes. *The Annals of Statistics*, 45(3):923–958, 2017.

[CDV09] Stéphane Clémençon, Marine Depecker, and Nicolas Vayatis. Auc optimization and the two-sample problem, 2009.

[CFJL18] Emmanuel Candes, Yingying Fan, Lucas Janson, and Jinchi Lv. Panning for gold:‘model-x’knockoffs for high dimensional controlled variable selection. *Journal of the Royal Statistical Society: Series B (Statistical Methodology)*, 80(3):551–577, 2018.

[CGZ18] Hengjian Cui, Wenwen Guo, and Wei Zhong. Test for high-dimensional regression coefficients using refitted cross-validation variance estimation. *The Annals of Statistics*, 46(3):958–988, 2018.

[CMW20] Michael Celentano, Andrea Montanari, and Yuting Wei. The lasso with general gaussian designs with applications to hypothesis testing. *arXiv preprint arXiv:2007.13716*, 2020.
[CP10] Emmanuel J Candes and Yaniv Plan. Matrix completion with noise. Proceedings of the IEEE, 98(6):925–936, 2010.

[DJ04] David Donoho and Jiashun Jin. Higher criticism for detecting sparse heterogeneous mixtures. The Annals of Statistics, 32(3):962–994, 2004.

[DM16] David Donoho and Andrea Montanari. High dimensional robust m-estimation: Asymptotic variance via approximate message passing. Probability Theory and Related Fields, 166(3-4):935–969, 2016.

[Fie82] James R Fienup. Phase retrieval algorithms: a comparison. Applied optics, 21(15):2758–2769, 1982.

[GBS09] Yulia Gavrilov, Yoav Benjamini, and Sanat K Sarkar. An adaptive step-down procedure with proven fdr control under independence. The Annals of Statistics, 37(2):619–629, 2009.

[GHS14] Wenge Guo, Li He, and Sanat K Sarkar. Further results on controlling the false discovery proportion. The Annals of Statistics, 42(3):1070–1101, 2014.

[GN92] David Goldberg, David Nichols, Brian M Oki, and Douglas Terry. Using collaborative filtering to weave an information tapestry. Communications of the ACM, 35(12):61–70, 1992.

[HMT11] Nathan Halko, Per-Gunnar Martinsson, and Joel A Tropp. Finding structure with randomness: Probabilistic algorithms for constructing approximate matrix decompositions. SIAM review, 53(2):217–288, 2011.

[IS12] Yuri Ingster and Irina A Suslina. Nonparametric goodness-of-fit testing under Gaussian models, volume 169. Springer Science & Business Media, 2012.

[JM14a] Adel Javanmard and Andrea Montanari. Confidence intervals and hypothesis testing for high-dimensional regression. The Journal of Machine Learning Research, 15(1):2869–2909, 2014.

[JM14b] Adel Javanmard and Andrea Montanari. Hypothesis testing in high-dimensional regression under the gaussian random design model: Asymptotic theory. IEEE Transactions on Information Theory, 60(10):6522–6554, 2014.

[JND10] Laurent Jacob, Pierre Neuvial, and Sandrine Dudoit. Gains in power from structured two-sample tests of means on graphs. arXiv preprint arXiv:1009.5173, 2010.

[JW11] Miles Lopes, Laurent Jacob, and Martin J Wainwright. A more powerful two-sample test in high dimensions using random projection. In Advances in Neural Information Processing Systems 24, pages 1206–1214. Curran Associates, Inc., 2011.

[LKR05] Kun Liu, Hillol Kargupta, and Jessica Ryan. Random projection-based multiplicative data perturbation for privacy preserving distributed data mining. IEEE Transactions on knowledge and Data Engineering, 18(1):92–106, 2005.

[LM00] Beatrice Laurent and Pascal Massart. Adaptive estimation of a quadratic functional by model selection. Annals of Statistics, pages 1302–1338, 2000.
[LR06] Erich L Lehmann and Joseph P Romano. *Testing statistical hypotheses*. Springer Science & Business Media, 2006.

[MB09] Bo Eskerod Madsen and Sharon R Browning. A groupwise association test for rare mutations using a weighted sum statistic. *PLoS genetics*, 5(2), 2009.

[MM18] Léo Miolane and Andrea Montanari. The distribution of the lasso: Uniform control over sparse balls and adaptive parameter tuning. *arXiv preprint arXiv:1811.01212*, 2018.

[PW17] Mert Pilanci and Martin J Wainwright. Newton sketch: A near linear-time optimization algorithm with linear-quadratic convergence. *SIAM Journal on Optimization*, 27(1):205–245, 2017.

[RTSH07] C. Radhakrishna Rao, Helge Toutenburg, Shalabh, and Christian Heumann. *Linear Models and Generalizations: Least Squares and Alternatives*. Springer Publishing Company, Incorporated, 3rd edition, 2007.

[Sar06] Tamas Sarlos. Improved approximation algorithms for large matrices via random projections. In *2006 47th Annual IEEE Symposium on Foundations of Computer Science (FOCS’06)*, pages 143–152. IEEE, 2006.

[SC16] Weijie Su and Emmanuel Candès. Slope is adaptive to unknown sparsity and asymptotically minimax. *The Annals of Statistics*, 44(3):1038–1068, 2016.

[SCC19] Pragya Sur, Yuxin Chen, and Emmanuel J Candès. The likelihood ratio test in high-dimensional logistic regression is asymptotically a rescaled chi-square. *Probability Theory and Related Fields*, 175(1-2):487–558, 2019.

[SSGD03] Hari Sundar, Deborah Silver, Nikhil Gagvani, and Sven Dickinson. Skeleton based shape matching and retrieval. In *2003 Shape Modeling International.*, pages 130–139. IEEE, 2003.

[Ste16] Lukas Steinberger. The relative effects of dimensionality and multiplicity of hypotheses on the f-test in linear regression. *Electronic Journal of Statistics*, 10(2):2584–2640, 2016.

[VdGBRD14] Sara Van de Geer, Peter Bühlmann, Ya’acov Ritov, and Ruben Dezeure. On asymptotically optimal confidence regions and tests for high-dimensional models. *The Annals of Statistics*, 42(3):1166–1202, 2014.

[VdV00] Aad W Van der Vaart. *Asymptotic statistics*. Cambridge university press, 2000.

[Ver10] Roman Vershynin. Introduction to the non-asymptotic analysis of random matrices. *arXiv preprint arXiv:1011.3027*, 2010.

[WLC+11] Michael C Wu, Seunggeun Lee, Tianxi Cai, Yun Li, Michael Boehnke, and Xihong Lin. Rare-variant association testing for sequencing data with the sequence kernel association test. *The American Journal of Human Genetics*, 89(1):82–93, 2011.

[WW20] Yuting Wei and Martin J Wainwright. The local geometry of testing in ellipses: Tight control via localized kolmogorov widths. *IEEE Transactions on Information Theory*, 2020.
A Relaxation of the Gaussian assumptions

In this part, we show that the proposed sketching test is still valid under more general conditions for both data matrix and noise distribution. To do this, we invoke a new set of assumptions on \(X_i\) and \(z_i\) in model (2), which hold beyond the Gaussian setting.

(B1) The design vectors are generated as \(x_i = \Gamma u_i\), where \(\Gamma \in \mathbb{R}^{p \times m}\) satisfies \(\Gamma \Gamma^\top = \Sigma\) and \(u_1, \ldots, u_n\) are i.i.d. instances with \(\mathbb{E}[u_i] = 0\) and \(\text{Var}[u_i] = I_m\) for some \(m \leq k\). Additionally, we assume that \(u_i\) satisfies

(a) (polynomial tail) There exists constant \(c, C > 0\) such that for any \(n \in \mathbb{N}\), orthogonal projection \(P \in \mathbb{R}^m\) and \(t > C \text{rank}(P)\), we have \(P(\|Pu_i\|^2 > t) \leq Ct^{-1-c}\);

(b) (bounded moment) We have \(\sup_{\|v\| = 1}(\mathbb{E}|v^\top u_i|^8)^{1/8} = O(1)\) and for any symmetric matrix sequence \(M \in \mathbb{R}^{m \times m}\),

\[\text{Var}[u_i^\top Mu_i] = O(\text{tr}(M^2)) + o(\text{tr}^2(M)).\]

(B2) The noise vector \(z\) is independent of design matrix, with \(\mathbb{E}[z_i^2] = 1\) and \(\mathbb{E}[z_i^4] \leq c\) for \(1 \leq i \leq n\) and some universal constant \(c > 0\).

With this new set of assumptions, we are able to obtain similar results as in the Gaussian case. Theorem 4 below, which builds on [Ste16], includes Theorem 1 as a special case; we can also show Theorem 3 holds if we replace the Gaussian assumptions of \(X\) and \(z\) with (B1) and (B2).

Theorem 4. Besides (B1) and (B2), assume \(\lim sup k/n < 1\) and \(\beta^\top \Sigma \beta = o(k/n)\). Then, for almost all sequences of sketching matrix \(S_k\), the power function \(\Psi^S(S_k) = P \{F(S_k) > q_{\alpha, k, n-k}\}\) of test (3) satisfies

\[
\Psi^F_n - \Phi \left( -z_\alpha + \frac{\sqrt{n} \Delta_2}{\sigma^2} \sqrt{\frac{1 - k/n}{2k/n}} \right) \to 0.
\]
The proof of the result shares the same spirit as the proof of Theorem 1; one major difference is that, when the design matrix is not Gaussian, sketched noise $z^S_i$ is not independent of sketched data $S_kX_i$ anymore, requiring extra efforts to characterize the behavior of $F(S_k)$. We list some technical details in Section C.

Remark: We note that the assumptions (B1) and (B2) are mild. The moment and tail conditions hold for a wide range of random instances beyond Gaussian, including heavy-tailed ones such as log-normal distribution. Also note that we do not require entries of $u_i$ to be independent with each other.

B Proofs of main results and other details

B.1 Proof of Proposition 1

First, let us write the second term inside $\Phi(\cdot)$ as

$$\eta = \sqrt{\frac{(1-\delta)n}{2\delta}} \frac{\beta^T \Sigma \beta}{\sigma^2}.$$  \hfill (17)

We also define

$$\hat{\sigma}^2 = \frac{y^T (I_p - X(X^T X)^{-1}X^T)y}{n-p}$$ and $$T = \frac{\hat{\sigma}^2}{\sigma^2} \sqrt{n\delta(1-\delta)}(F - 1).$$

The proof builds on the following two claims, which are proved at the end of this section.

$$\sqrt{n} \left( \frac{\hat{\sigma}^2}{\sigma^2} - 1 \right) = O_P(1) \quad \text{and} \quad T - \eta \overset{d}{\to} \mathcal{N}(0,1).$$  \hfill (18)

We now continue the main line of the proof assuming the claims in (18) and (19) hold. By the claim (18) we know $\hat{\sigma}^2/\sigma^2 \overset{P}{\to} 1$. Note that $\eta = o(\sqrt{n})$ under local alternative assumption. By Slutsky’s theorem,

$$G := \sqrt{n\delta(1-\delta)}(F - 1) - \eta = \frac{\sigma^2}{\hat{\sigma}^2} (T - \eta) + \left( \frac{\sigma^2}{\hat{\sigma}^2} - 1 \right) \eta \overset{d}{\to} \mathcal{N}(0,1).$$  \hfill (20)

We can use the convergence result (20) to show the claim in Lemma 1. Additionally write

$$s := \sqrt{\frac{n\delta(1-\delta)}{2}} (q_{\alpha,p,n-p} - 1). \hfill (21)$$

Notice that $\Phi(\cdot)$ is Lipschitz-1 and thus we have

$$|\Psi_n^F - \Phi(-z_\alpha + \eta)| = |\mathbb{P}(G \geq s - \eta) - \Phi(-z_\alpha + \eta)|$$

$$\leq |\mathbb{P}(G \leq s - \eta) - \Phi(s - \eta)| + |\Phi(s - \eta) - \Phi(z_\alpha - \eta)|$$

$$\leq \sup_{x \in \mathbb{R}} |\mathbb{P}(G \leq x) - \Phi(x)| + |s - z_\alpha|,$$

where step (i) uses the fact $\Phi(x) = 1 - \Phi(-x)$ and step (ii) uses Lipschitz property of $\Phi$. To analyze the second term, we need Lemma 2.1 of [BS96] which provides an approximation of $q_{\alpha,p,n-p}$ when $p = \delta n$ for $\delta \in (0,1)$.
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Lemma 3 (Lemma 2.1 of [BS96]). When \( p = \delta n \) with \( \delta \in (0, 1) \), we have

\[
q_{\alpha, p, n-p} = 1 + \sqrt{\frac{2}{n\delta(1-\delta)}} z_\alpha + o(n^{-1/2}).
\]

Rearranging the statement of Lemma 3 yields \( s = z_\alpha + o(1) \) where \( s \) is defined in (21). We also know \( \sup_{x \in \mathbb{R}} |\mathbb{P}(G \leq x) - \Phi(x)| \to 0 \) by the approximation (20). Combining these pieces yields \( |\Psi_\eta^F - \Phi(-z_\alpha + \eta)| = o(1) \) and thus Proposition 1 follows.

Proof of Claim (18)
Write \( H = X(X^\top X)^{-1}X^\top \). Notice that \( HX = X \) and then \((I_p - H)X\beta = 0\). By the linearity assumption \( y = X\beta + \sigma z \), we can write

\[
\frac{\hat{\sigma}^2}{\sigma^2} = \frac{(X\beta + \sigma z)^\top (I_p - H)(X\beta + \sigma z)}{(n-p)\sigma^2} = \frac{1}{n-p} z^\top (I_p - H)z. \quad (22)
\]

Additionally, by our model assumption, the noise vector \( z \sim \mathcal{N}(0, I_p) \) is independent of \( X \). For any given \( X \) with rank \( p \), \( I_p - H \) is a projection matrix with rank \( (n-p) \), and in this case \( z^\top (I_p - H)z \mid H \sim \chi^2_{n-p} \). Under the Gaussian setting, we know rank(\( X \)) = \( p \) almost surely, so \( \hat{\sigma}^2/\sigma^2 \overset{d}{=} \chi^2_{n-p}/(n-p) \). Recall that \( p = \delta n \), and thus \( \sqrt{n} (\chi^2_{n-p}/(n-p) - 1) = O_P(1) \), which in turn leads to \( \sqrt{n} (\hat{\sigma}^2/\sigma^2 - 1) = O_P(1) \). This completes the proof of claim (18).

Proof of Claim (19)
We first rearrange the expression of \( T \) in (19). By definition of \( T \) in (19), we have

\[
T = \frac{\hat{\sigma}^2}{\sigma^2} \sqrt{\frac{n\delta(1-\delta)}{2}} (F - 1) = \frac{\hat{\sigma}^2}{\sigma^2} \sqrt{\frac{n\delta(1-\delta)}{2}} \left( \frac{y^\top Hy}{\sigma^2} - 1 \right) = \sqrt{\frac{n\delta(1-\delta)}{2}} \left( \frac{y^\top Hy}{\sigma^2} - \frac{\hat{\sigma}^2}{\sigma^2} \right).
\]

Using the fact that \( HX = X \), we have

\[
y^\top Hy = (X\beta + \sigma z)^\top H(X\beta + \sigma z) = \sigma^2 z^\top Hz + 2\sigma \beta^\top X^\top z + \beta^\top X^\top X \beta.
\]

Combining the above with another expression of \( \hat{\sigma}^2/\sigma^2 \) in (22), we can write \( T \) as

\[
T = \sqrt{\frac{n\delta(1-\delta)}{2}} \left( \frac{z^\top Hz}{p} - \frac{z^\top (I_p - H)z}{n-p} + \frac{\beta^\top X^\top X \beta}{\sigma^2} \frac{2}{\sigma} \beta^\top X^\top z \right).
\]

By recalling \( \eta \) defined in (17), we can decompose \( T - \eta \) as \( T - \eta = T_1 + (T_2 - \eta) + T_3 \), where

\[
T_1 = \sqrt{\frac{n\delta(1-\delta)}{2}} \left( \frac{z^\top Hz}{p} - \frac{z^\top (I_p - H)z}{n-p} \right), \quad T_2 - \eta = \eta \left( \frac{\beta^\top X^\top X \beta}{n\beta^\top \Sigma \beta} - 1 \right) \quad \text{and} \quad T_3 = \frac{1}{\sigma} \sqrt{\frac{2(1-\delta)}{n\delta}} \beta^\top X^\top z.
\]

In what follows, we prove \( T_1 \overset{d}{\to} \mathcal{N}(0, 1) \), \( T_2 - \eta \overset{d}{\to} 0 \) and \( T_3 \overset{d}{\to} 0 \) and thus \( T - \eta \overset{d}{\to} \mathcal{N}(0, 1) \) as desired.
Analyzing $T_1$: Note that $H = X(X^\top X)^{-1}X^\top$ is a projection matrix with rank $p$ almost surely. Therefore, conditional on $H$, we have $z^\top H z / |H| = \chi_p^2$ and $z^\top (I - H) z / |H| = \chi_{n-p}^2$ and these are independent to each other. By letting $\omega_1, \omega_2 \sim \mathcal{N}(0, 1)$, we may apply the central limit theorem and see that

$$z^\top H z / |H| = 1 + \omega_1 / \sqrt{p} + o_p(n^{-1/2}),$$

$$z^\top (I - H) z / (n - p) |H| = 1 + \omega_2 / \sqrt{n - p} + o_p(n^{-1/2}).$$

Then we conclude that $T_1 |H \overset{d}{\to} \mathcal{N}(0, 1)$ and thus $T_1 \overset{d}{\to} \mathcal{N}(0, 1)$ as well by dominated convergence theorem.

Analyzing $T_2$: Since $X\beta \sim \mathcal{N}(0, (\beta^\top \Sigma \beta)I_p)$ under the Gaussian setting, it follows that

$$\eta \left( \frac{\beta^\top X^\top X\beta}{n\beta^\top \Sigma \beta} - 1 \right) \overset{d}{\to} \eta \left( \frac{\chi_n^2}{n} - 1 \right).$$

Together with observations (i) $\eta = o(\sqrt{n})$ and (ii) $\sqrt{n}(\chi_n^2/n - 1) = O_p(1)$, we conclude $T_2 - \eta \overset{d}{\to} 0$.

Analyzing $T_3$: To show $T_3 \overset{d}{\to} 0$, it suffices to prove $\beta^\top X^\top z = o_P(\sqrt{n})$. By the independence between $X$ and $z$, we have $E[\beta^\top X^\top z] = 0$ and $\mathrm{Var}(\beta^\top X^\top z) = E[\beta^\top X^\top zz^\top X\beta] = E[\beta^\top X^\top X\beta] = n\beta^\top \Sigma \beta = o(n)$. Therefore $\beta^\top X^\top z = o_P(\sqrt{n})$ holds.

Combining the results, we complete the proof of claim (19).

B.2 Proof of claim (4)

Since $\text{rank}(A^\top A) = \text{rank}(A)$ for any matrix $A$, we observe $\text{rank}(S_k^\top X^\top X S_k) = \text{rank}(X S_k)$. For any realization of $X$ with no all-zero rows, the entries of $X S_k$ are independent Gaussian random variables and thus $X S_k$ has full-rank $k$. By construction, $X$ does not have all-zero rows almost surely, and thus $\text{rank}(S_k^\top X^\top X S_k) = k$ almost surely.

B.3 Proof of Proposition 2

Rearranging expression (11) in the main text, we have

$$\text{ARE}_n(\Psi_n^{ZC}; \Psi_n^S) = \left( \frac{4}{\sqrt{\rho(1-\rho)}} \frac{\text{tr}(\Sigma)}{\sqrt{\text{tr}(\Sigma^2)}} \frac{1}{\sqrt{n}} \right) \left( \frac{\beta^\top \Sigma \beta}{\Delta_k^2} \right) \cdot \left( \frac{p}{\beta^\top \Sigma \beta 2 \text{tr}(\Sigma)} \right),$$

where we recall that

$$\Delta_k^2 := \beta^\top \Sigma S_k (S_k^\top \Sigma S_k)^{-1} S_k^\top \Sigma \beta.$$

The first term is exactly what we want; it remains to derive high-probability bounds for the second and third terms. Define

$$E_1 = \left\{ \frac{\Delta_k^2}{\beta^\top \Sigma \beta} \geq \frac{k}{2p} \right\} \quad \text{and} \quad E_2 = \left\{ \frac{\|\Sigma \beta\|^2}{\beta^\top \Sigma \beta} \leq \frac{2 \text{tr}(\Sigma)}{p} \right\}.$$

If we can show $\mathbb{P}(E_1) \to 1$ and $\mathbb{P}(E_2) \to 1$ as $n \to \infty$, the claim of Proposition 2 follows.

The remaining parts of the proof rely on concentration bounds of Gaussian quadratic forms. See Lemma 0.2. in [Bec09] for the proof of the following lemma:
Lemma 4 ([Bec09]). For any symmetric matrix $A \in \mathbb{R}^{p \times p}$ with $A \succeq 0$, $Z \sim \mathcal{N}(0, I_{p \times p})$ and any $t > 0$, we have

$$
P \left( Z^T A Z \geq \text{tr}(A) + 2\|A\|_F \sqrt{t} + 2\|A\| t \right) \leq \exp(-t) \quad \text{and} \quad P \left( Z^T A Z \leq \text{tr}(A) - 2\|A\|_F \sqrt{t} \right) \leq \exp(-t).
$$

We also state the useful matrix inequality used in the proof:

Lemma 5. For a symmetric matrix $\Sigma \in \mathbb{R}^{p \times p}$ and $\Sigma \neq 0$, we have

$$
\frac{\text{tr}(\Sigma)}{\|\Sigma\|_F} \geq \left( \frac{\text{tr}^2(\Sigma^2)}{\text{tr}(\Sigma^4)} \right)^{1/8}.
$$

The proof of Lemma 5 can be found in Section C.3. Using Lemma 4, we first show $P(\mathcal{E}_1) \rightarrow 1$. By assumption (A), we can write $\Sigma^{1/2} \beta / \|\Sigma^{1/2} \beta\|_2$ as $Z/\|Z\|_2$, where $Z \sim \mathcal{N}(0, I_p)$. Then

$$
\frac{\Delta_k^2}{\beta^\top \Sigma \beta} = \frac{1}{\|Z\|_2^2} \left( \text{tr}(S_k^\top \Sigma S_k)^{-1} S_k^\top \Sigma^{1/2} Z \right) := \frac{1}{\|Z\|_2^2} Z^\top P Z,
$$

where we denote $P := \Sigma^{1/2} S_k^\top (S_k^\top S_k)^{-1} S_k^\top \Sigma^{1/2}$. To apply the second statement of Lemma 4, we first calculate $\text{tr}(P)$ and $\|P\|_F$. By $\text{tr}(AB) = \text{tr}(BA)$, it follows that $\text{tr}(P) = \text{tr}((S_k^\top \Sigma S_k)^{-1} (S_k^\top \Sigma S_k)) = \text{tr}(I_k) = k$. Also notice that $P$ is a projection matrix with rank $k$, and then $\|P\|_F = \sqrt{\text{tr}(P^\top P)} = \sqrt{k}$. By choosing $t = \frac{3 - 2\sqrt{2}}{8} k$, we have, for some universal constant $C > 0$,

$$
P \left( Z^\top P Z \leq \frac{k}{\sqrt{2}} \right) \leq \exp(-Ck).
$$

By the law of large numbers, $\|Z\|_2^2/p \rightarrow 1$ almost surely as $p \rightarrow \infty$. Thus $P(\|Z\|_2^2 \geq \sqrt{2p}) \rightarrow 0$. By the above reasoning and the following lower bound

$$
P(\mathcal{E}_1) \geq 1 - P \left( \|Z\|_2^2 \geq \sqrt{2p} \right) + P \left( Z^\top P Z \leq \frac{k}{\sqrt{2}} \right),
$$

we know $P(\mathcal{E}_1) \rightarrow 1$ as $k \rightarrow \infty$ (recall that we assume $p \geq n/2$ and $k \rightarrow \infty$ as $n \rightarrow \infty$).

We complete the proof by showing $P(\mathcal{E}_2) \rightarrow 1$. Similar to the proof in the first part, we may write

$$
\frac{\|\Sigma \beta\|^2}{\beta^\top \Sigma \beta} = \frac{1}{\|Z\|_2^2} \left( \text{tr}(\Sigma^2) \right).
$$

Slightly modifying the first statement of Lemma 4 yields

$$
P \left( Z^\top \Sigma Z \geq \text{tr}(\Sigma) + 2\|\Sigma\|_F \sqrt{t_1} + 2\|\Sigma\|_2 t_2 \right) \leq P \left( Z^\top \Sigma Z \geq \text{tr}(\Sigma) + 2\|\Sigma\|_F \sqrt{\min(t_1, t_2)} + 2\|\Sigma\|_2 \min(t_1, t_2) \right) \leq \exp(-\min(t_1, t_2)).
$$

Choose $\sqrt{t_1} = \frac{\text{tr}(\Sigma)}{2\|\Sigma\|_F}$ and $t_2 = \frac{\text{tr}(\Sigma)}{2\|\Sigma\|_2}$. By $\|\Sigma\|_F \geq \|\Sigma\|_2$, we know $\sqrt{t_1} \leq t_2$. By Lemma 5 and Condition (9), we observe $\sqrt{t_1} \rightarrow \infty$ as $p \rightarrow \infty$. Then

$$
P \left( Z^\top \Sigma Z \geq \sqrt{2\text{tr}(\Sigma)} \right) \rightarrow 0, \quad p \rightarrow \infty.
$$
Similar to the first part, we have
\[
\mathbb{P}(\mathcal{E}_2) \geq 1 - \mathbb{P} (\|Z\|^2 \geq \sqrt{2}p) - \mathbb{P} \left( Z^\top \Sigma Z \geq \sqrt{2} \text{tr} (\Sigma) \right).
\]
Recall that we have shown \( \mathbb{P} (\|Z\|^2 \geq \sqrt{2}p) \to 0 \), and thus it follows that \( \mathbb{P}(\mathcal{E}_2) \to 1 \).

### B.4 Details of Example 1 and Example 2

With the recommended choice \( k = \lfloor n/2 \rfloor \), expression (12) in the main text becomes
\[
\text{ARE}_n(\Psi ZC_n; \Psi S_n) \leq 8 \frac{\text{tr}(\Sigma)}{\sqrt{\text{tr}(\Sigma^2)}} \sqrt{\frac{1}{n}}.
\]

Hence in both examples, we only need to deal with the right hand side of the inequality. For Example 1, we have
\[
\text{tr}(\Sigma^2) \geq \lambda_1^2 + \cdots + \lambda_i^2 \geq (\lambda_1 + \cdots + \lambda_s)^2/s \geq (1 - \epsilon)^2 \text{tr}(\Sigma)/s,
\]
where step (i) follows by Cauchy-Schwarz inequality and step (ii) uses the condition \( \lambda_1 + \cdots + \lambda_s \geq (1 - \epsilon) \cdot \text{tr}(\Sigma) \). This inequality further implies that
\[
\text{ARE}_n(\Psi ZC_n; \Psi S_n) \leq 8 \frac{\text{tr}(\Sigma)}{\sqrt{\text{tr}(\Sigma^2)}} \sqrt{\frac{1}{n}} \leq \frac{8 \sqrt{s}}{(1 - \epsilon) \sqrt{n}}.
\]

Now we can see that \( \sqrt{s} \leq (1 - \epsilon) t_n \sqrt{n}/8 \) yields \( \text{ARE}_n(\Psi ZC_n; \Psi S_n) \leq t_n \). When \( s \asymp \sqrt{n} \), we have \( \frac{8 \sqrt{s}}{(1 - \epsilon) \sqrt{n}} \asymp n^{-1/4} \) and then \( \text{ARE}_n(\Psi ZC_n; \Psi S_n) \lesssim n^{-1/4} \).

For Example 2, with \( \lambda_i(\Sigma) = a_i - 1/2 \), we know
\[
\text{tr}(\Sigma^2) \leq a^2 (1 + \ln p); \quad \text{tr}(\Sigma) \geq 2a(\sqrt{p} - 1) \implies \text{ARE}_n(\Psi ZC_n; \Psi S_n) \leq 8 \frac{2 \sqrt{p}}{\sqrt{\ln p} + 1}.
\]

Thus we show the claims in Example 1 and Example 2.

### B.5 Proof of Theorem 2

We establish Theorem 2 by first proving an information theoretic lower bound and then proving that our test achieves this lower bound. Recall that in the proof, we use the fact that when the sketching dimension is chosen as \( k \asymp r \), we have \( \Delta_k^2 / \beta^\top \Sigma \beta \overset{p}{\to} 0 \) (Lemma 1).

#### B.5.1 Lower bound

We start with the lower bound that is based on standard Le Cam’s framework. Our argument is particularly similar to that in [CCC+18]. Without loss of generality, we assume \( \sigma^2 = 1 \). First, we define a new parameter class \( B_r(\tau) \) as
\[
B_r(\tau) = \{ \beta \in \mathbb{R}^p : \|\beta\|_2 \geq \tau, \beta_i = 0 \text{ for } r + 1 \leq i \leq p \}.
\]

By definition of \( \Theta_r(\tau) \), we can easily see that for any \( \beta \in B_r(\tau) \) and \( \Sigma_0 = \text{diag}(1_r, 0_{p-r}) \), it follows \( (\beta, \Sigma_0) \in \Theta_r(\tau) \). Then the minimax Type II error can be bounded by
\[
\inf_{\psi} \sup_{\beta \in B_r(\tau)} \mathbb{P}_{\beta, \Sigma_0}(\psi = 0) \leq \mathcal{R}_r(\tau).
\]
Let $\mu$ be a probability measure on $B_r(\tau)$. Consider any family of probability measures $P_\beta$ indexed by $\beta \in B_r(\tau)$. Denote by $P_\mu$ the mixture probability measure

$$P_\mu = \int_{B_r(\tau)} P_\beta \mu(d\beta).$$

Also let $\chi^2(P', P) = \int (dP'/dP)^2 dP - 1$ be the chi-square divergence between two probability measures $P' \ll P$. Then,

$$\alpha + R_r(\tau) \geq \inf \psi \sup_{\beta \in B_r(\tau)} \{P_0(\psi = 1) + P_\beta \Sigma_0(\psi = 0)\} \geq 1 - \sqrt{\chi^2(P_\mu, P_0)},$$

in which the infimum is taken over all test functions based on $(X, y)$. To show the lower bound, it suffices to show that, for $\tau = \tau(A, n) = \frac{A r^{1/4}}{\sqrt{n}}$, we can find $\mu_\tau$ such that

$$\chi^2(P_\mu, P_0) \leq 1 + o_A(1),$$

where $o_A(1)$ tends to 0 as $A \to 0$.

Note that when $\Sigma = \Sigma_0$, data matrix $X$ under the null and alternative model only differs in the first $r$ features. Thus the chi-square divergence is essentially the divergence between two $r$-dimensional distributions, which allows us to borrow techniques for linear regression with $\Sigma = I_r$. More specifically, we may apply the results in Section 7.1 of [CCT17] and observe that

$$\chi^2(P_\mu, P_0) \leq \exp(A^2)$$

for some properly chosen $\mu_\tau$. See Section 7.1 of [CCT17] or Section 4.4 of [CCC+18] for more details.

**B.5.2 Upper bound**

We now turn to the upper bound. Recall that we always assume $\beta^\top \Sigma \beta = O(1)$, since the problem is trivial otherwise. In order to show the upper bound, following the definition (ii), it suffices to show, if we choose $\psi$ to be the sketched $F$-test in Algorithm 1 associated with any fixed sequence of sketching matrix $\{S_k\} \in \mathcal{A}$, it holds that

$$r(\psi, \beta_n, \Sigma_n) = o_P(1), \text{ when } \tau_n/\epsilon_n \to \infty \text{ and } (\beta, \Sigma) \in \Theta_r(\tau).$$

For $(\beta, \Sigma) \in \Theta_r(\tau)$, by Chebyshev inequality, we have

$$\mathbb{E}_{\beta, \Sigma} \left[1 - \psi^S\right] = \mathbb{P}(F^S > q_{a, k, n-k}) \leq \frac{\text{Var}_{\beta, \Sigma}(F^S)}{(q_{a, k, n-k} - \mathbb{E}_{\beta, \Sigma}[F^S])^2}. \tag{25}$$

We claim that the following inequalities hold, and leave their proofs to the end of this section:

$$\text{Var}_{\beta, \Sigma}(F^S) \leq C \left[\frac{r^2 + \lambda^2}{n} + (r + \lambda)\right] \quad \text{and} \tag{26}$$

$$q_{a, k, n-k} - \mathbb{E}_{\beta, \Sigma}[F^S] \geq \frac{\lambda^2}{2r^2} \tag{27}$$

for any fixed $S_k \in \mathcal{A}$. Here we define $\lambda := n \Delta_k^2/\nu^2$ which satisfies $\sqrt{\tau}/\lambda = o_P(1)$. As a consequence of expression (26), we have

$$\mathbb{E}_{\beta, \Sigma} \left[1 - \psi^S\right] \leq C \frac{(r^2 + \lambda^2)/n + (r + \lambda)}{\lambda^2} = o_P(1).$$

This completes the proof.
Proof of inequalities (26) and (27)
We omit the subscript $\beta$ and $\Sigma$ of $\text{Var}$ and $\mathbb{E}$ for short. Recall that we define $\beta^S = (S_k^T \Sigma S_k)^{-1} S_k^T \Sigma \beta$ and $\nu^2 = \sigma^2 + \beta^T \Sigma \beta - \Delta^2_k$. Following the reasoning in the proof of Theorem 1, we have under $H_1$,

$$F^S \mid X \sim F_{k,n-k}(\lambda(X)) \quad \text{where} \quad \lambda(X) = \frac{(\beta^S)^T S_k^T X^T x S_k \beta^S}{\nu^2}.$$

By the moment expressions of a non-central $F$-statistic, it can be easily seen that

$$\mathbb{E}[F^S \mid X] = \frac{(n-k)(k+\lambda(X))}{k(n-k-2)},$$

$$\text{Var}(F^S \mid X) = 2 \frac{(k+\lambda(X))^2 + (k+2\lambda(X))(n-k-2)}{(n-k-2)^2(n-k-4)} \left( \frac{n-k}{k} \right)^2.$$

Then we have, with $\lambda := \mathbb{E}[\lambda(X)] = n\Delta^2_k / \nu^2$ and $\text{Var}(\lambda(X)) = 2\lambda^2 / n$,

$$\text{Var}(\mathbb{E}[F^S \mid X]) \leq \frac{2}{k^2} \text{Var}(\lambda(X)),$$

$$\mathbb{E}[\text{Var}(F^S \mid X)] \leq C \frac{k^2}{k^2} \left[ \frac{(k+\lambda)^2}{n} + (k+\lambda) + \frac{\text{Var}(\lambda(X))}{kn} \right].$$

By the law of total variance,

$$\text{Var}(F^S) = \text{Var}(\mathbb{E}[F^S \mid X]) + \mathbb{E}[\text{Var}(F^S \mid X)] \leq C \frac{k^2}{k^2} \left[ \frac{(k+\lambda)^2}{n} + (k+\lambda) \right],$$

which proves inequality (26) under the assumption $k \asymp r$.

To prove inequality (27), notice that

$$\mathbb{E}[F^S] = \frac{(n-k)(k+\lambda)}{k(n-k-2)}.$$

In addition, Lemma C.8 of [Ste16] yields

$$q_{a,k,n-k} = 1 + \sqrt{\frac{2n}{k(n-k)}} z_\alpha + o(k^{-1/2}).$$

By the assumption $\tau_n / \epsilon_n \to \infty$, it follows $\lambda \gg \sqrt{r}$. After checking each term in $(q_{a,k,n-k} - \mathbb{E}[F^S])^2$, we have

$$(q_{a,k,n-k} - \mathbb{E}[F^S])^2 = \frac{\lambda^2}{k^2} (1 + o(1)),$$

which verifies inequality (27).

B.6 Proof of Theorem 3

By Theorem 4 and Lemma 1, it suffices to show that when $\Delta^2_k / \beta^T \Sigma \beta \overset{p}{\rightarrow} 1$, we have

$$y_n := \Phi \left( -z_\alpha + \frac{\sqrt{n} \Delta^2_k}{\sigma^2} \sqrt{\frac{1-k/n}{2k/n}} \right) - \Phi \left( -z_\alpha + \frac{\sqrt{n} \beta^T \Sigma \beta}{\sigma^2} \sqrt{\frac{1-k/n}{2k/n}} \right) \overset{p}{\rightarrow} 0. \quad (28)$$
For ease of notation, let us write
\[ a_n = \frac{\sqrt{n}\beta \Sigma}{\sigma^2} \sqrt{\frac{1-k/n}{2k/n}} \] and \( \eta_n = \frac{\beta^\intercal \Sigma \beta - \Delta_k^2}{\beta^\intercal \Sigma \beta} \).
Then we have \( \eta_n \to 0 \) and \( \eta_n \geq 0 \), due to the fact that \( \Delta_k^2 \leq \beta^\intercal \Sigma \beta \). Assume \( n \) is large enough, such that \( \eta_n \leq 1/2 \). By Lipschitz-1 property of \( \Phi(\cdot) \), we have
\[
|y_n| \leq \eta_n a_n. \tag{29}
\]
On the other hand, we have
\[
|y_n| \leq \Phi \left( z_\alpha - \frac{\sqrt{n}\Delta_k}{\sigma^2} \sqrt{\frac{1-k/n}{2k/n}} \right) + \Phi \left( z_\alpha - \frac{\sqrt{n}\beta^\intercal \Sigma \beta - \Delta_k^2}{\sigma^2} \sqrt{\frac{1-k/n}{2k/n}} \right)
\leq 2\Phi \left( z_\alpha - \frac{\sqrt{n}\Delta_k}{\sigma^2} \sqrt{\frac{1-k/n}{2k/n}} \right)
\leq 2\Phi(z_\alpha - a_n/2)
\leq 2\exp \left\{ -\frac{1}{2} \left( z_\alpha - a_n/2 \right)^2 \right\}, \tag{30}
\]
where step (i) is due to \( \Phi(x) - \Phi(y) \leq |\Phi(x) - \Phi(y)| = |\Phi(x) - \Phi(-y)| \leq \Phi(-x) + \Phi(-y) \), step (ii) follows from \( \eta_n \leq 1/2 \) and step (iii) uses the Gaussian tail bound \( \Phi(x) \leq 2\exp(-1_{\{x \leq 0\}}x^2/2) \).
Combining inequalities (29) and (30), we have
\[
|y_n| \leq \min \left\{ \eta_n a_n, 2\exp \left\{ -\frac{1}{2} \left( z_\alpha - a_n/2 \right)^2 \right\} \right\}.
\]
Given \( \eta_n > 0 \), we know \( \eta_n a_n \) and \( 2\exp \left\{ -\frac{1}{2} \left( z_\alpha - a_n/2 \right)^2 \right\} \) are monotone increasing and decreasing respectively as functions of \( a_n \). Then we have the upper bound
\[
|y_n| \leq 2\exp \left\{ -\frac{1}{2} \left( z_\alpha - f(\eta_n)/2 \right)^2 \right\}, \tag{31}
\]
where \( f(\eta_n) \) is the unique \( x_n \) that solves
\[
\eta_n x_n = 2\exp \left\{ -\frac{1}{2} \left( z_\alpha - x_n/2 \right)^2 \right\}.
\]
We can directly check that \( f(\eta_n) \) is a monotone decreasing function of \( \eta_n \), and \( \lim_{\eta_n \to 0^+} f(\eta_n) = +\infty \). Then
\[
\lim_{\eta_n \to 0^+} 2\exp \left\{ -\frac{1}{2} \left( z_\alpha - f(\eta_n)/2 \right)^2 \right\} = 0.
\]
By bound (31), it follows that \( y_n \overset{p}{\to} 0 \). This completes the proof of Theorem 3.

### B.7 Details of Examples in Section 3.4

In this section, we provide details of Examples 3–6 with \( \eta = 1/\log p \). Note that for Examples 3–5, the conditions in Definition 1 essentially boil down to \( \sum_{i=r+1}^p \lambda_i \leq \eta \sum_{i=1}^p \lambda_i \) and \( r\lambda_{r+1} \leq \eta \sum_{i=1}^p \lambda_i \).
To start with Example 3, notice that

$$\sum_{i=r+1}^{p} \lambda_i \leq r^{-\alpha+1}, \quad \sum_{i=1}^{p} \lambda_i \times 1.$$ 

Then the conditions translate to $r^{-\alpha+1} \leq 1/\log p$, or equivalently, there exists $r \lesssim (\log p)^{\frac{1}{\alpha-1}}$ such that $(\beta, \Sigma) \in D(r)$ as stated in Example 3.

For Example 4, first note that $\lambda_k/\lambda_{k+1} = \exp((k+1)^\gamma - k\gamma)$ by definition. When $\gamma \geq 1$, we have $\lambda_k/\lambda_{k+1} \geq e \geq 1 + 1/k$; whereas $0 < \gamma < 1$, we have

$$(k+1)^\gamma - k\gamma = \gamma \int_{k}^{k+1} x^{\gamma-1}dx \geq \gamma(k+1)^{\gamma-1} \geq \frac{\gamma}{k}.$$ 

Thus $\lambda_k/\lambda_{k+1} \geq 1 + \gamma/k$. In either case, we know $\{\lambda_k\}$ decays faster than $(\gamma \wedge 1)/k$. Then observe that

$$\sum_{i=r+1}^{p} \lambda_i \leq \lambda_r \sum_{i=r+1}^{p} \frac{\gamma \wedge 1}{k} \lesssim \exp(-r\gamma)(\log p), \quad \sum_{i=1}^{p} \lambda_i \times 1.$$ 

Thus the conditions translate to $\exp(-r\gamma)(\log p) \leq 1/\log p$ and $r \exp(-r\gamma) \leq 1/\log p$, or there exists $r \lesssim (\log \log p)^{\frac{1}{\gamma}}$ such that $(\beta, \Sigma) \in D(r)$ as stated in Example 4.

For Example 5, when $r \geq m$, we have

$$\sum_{i=r+1}^{p} \lambda_i \leq p(1 - \rho) \lesssim \frac{p}{\log p} \quad \text{and} \quad \sum_{i=1}^{p} \lambda_i = p.$$ 

Then we can directly see the two conditions are satisfied.

For Example 6, we know that

$$\sum_{i=1}^{r} \tilde{\beta}_i \propto \log r, \quad \sum_{i=r+1}^{p} \lambda_i \propto \log p - \log r, \quad \sum_{i=r+1}^{p} \tilde{\beta}_i^2 \lambda_i \propto 1/r, \quad \beta^\top \Sigma \beta \propto 1.$$ 

Then the first condition of Definition 1 is now $\log r(\log p - \log r)/r + 1/r \leq 1/\log p$, or $r \geq \log^2 p \log r$. Thus we can see that there exists $r \lesssim (\log p)^3$ satisfying both conditions.

C Auxiliary proofs

C.1 Remaining proof of Lemma 1

In this part, we prove that, when $(\beta, \Sigma) \in D(r)$ and $ar \leq k \leq br$, we have $\Delta_k^2/\beta^\top \Sigma \beta \overset{p}{\to} 1$. In order to show this convergence result, we make use of the following lemma.

Lemma 6. For $\forall a > 1$, if we choose sketching dimension to be $ar \leq k \leq C_1 \sum_{i=r+1}^{p} \lambda_i$, then with probability at least $1 - \exp(-c_2 r) - \exp(-c_1 \sum_{i=r+1}^{p} \lambda_i)$, we obtain

1. $\kappa(S_2^\top \Lambda_{p-r} S_2) \leq 4$;
2. $\lambda_{\text{max}}(S_2^\top \Lambda_{p-r} S_2) \leq 2 \sum_{i=r+1}^{p} \lambda_i$;
3. $\kappa(S_1 S_1^\top) \leq C_2$.
4. \( \lambda_{\min}(\tilde{S}_1\tilde{S}_1^\top) \geq C_2^{-1}k, \)

where \( c_1, c_2, C_1, C_2 \) are universal constants only depending on \( a \).

The proof of Lemma 6 can be found at the end of this section. Now suppose that Lemma 6 is given and also assume that \( ar < k < br \) with \( a > 1 \). Recall from the main text that for any \( \xi \) that satisfies condition (15), i.e. \( U_r^\top \beta = U_r^\top S_k \xi \), it holds that

\[
\Delta_k^2 \geq \beta^\top \Sigma \beta - (\beta - S_k \xi)^\top \Sigma_{p-r}(\beta - S_k \xi).
\]

Given any \( \Sigma_{p-r}^+ \geq \Sigma_{p-r} \), it is easily seen that the following inequality always holds

\[
\Delta_k^2 \geq \beta^\top \Sigma \beta - (\beta - S_k \xi)^\top \Sigma_{p-r}^+(\beta - S_k \xi).
\]

With this new \( \Sigma_{p-r}^+ \), and under the same restriction \( U_r^\top \beta = U_r^\top S_k \xi \), we can find \( \xi^* \) that minimizes \( (\beta - S_k \xi)^\top \Sigma_{p-r}^+(\beta - S_k \xi) \) and then apply Lemma 2 to obtain

\[
\beta^\top \Sigma \beta - \Delta_k^2 \leq \frac{2\|\tilde{S}_1^\top \Lambda_{p-r} \tilde{S}_2\|_2}{\lambda_{\min}(\tilde{S}_1\tilde{S}_1^\top)} \|\bar{\beta}_1\|_2^2 + 2(1 + \kappa(\tilde{S}_2^\top \Lambda_{p-r} \tilde{S}_2)\kappa(\tilde{S}_1\tilde{S}_1^\top)) \|\bar{\beta}_2^\top \Lambda_{p-r} \bar{\beta}_2\|
\]

Here we write \( \Sigma_{p-r}^+ = U_{p-r}^\top \Lambda_{p-r}^+ U_{p-r} \), with \( \Lambda_{p-r}^+ = \text{diag}(\lambda_{r+1}^+, \ldots, \lambda_p^+) \). Then by Lemma 7, when sketching dimension \( k \) satisfies \( ar < k < C_1\sum_{i=r+1}^p \lambda_i^+/\lambda_{r+1}^+ \), we have

\[
\beta^\top \Sigma \beta - \Delta_k^2 \leq \frac{4C_2}{k} \sum_{i=r+1}^p \lambda_i^+ \|\bar{\beta}_1\|_2^2 + 2(1 + 4C_2) \|\bar{\beta}_2^\top \Lambda_{p-r} \bar{\beta}_2\|
\]

with probability at least \( 1 - \exp(-c_2r) - \exp(-c_1\sum_{i=r+1}^p \lambda_i^+/\lambda_{r+1}^+) \). Note that the constant \( C_3 \) here only depends on \( a \).

Up to now, the derivations do not depend on the form of matrix \( \Sigma_{p-r}^+ \). Now we are ready to choose a particular form of \( \Sigma_{p-r}^+ \), namely we can set

\[
\Sigma_{p-r}^+ := U_{p-r}^\top \Lambda_{p-r}^+ U_{p-r} \quad \text{and} \quad \lambda_i^+ = \lambda_i + \frac{br\lambda_{r+1}}{C_1 p - r}, \quad \text{for } r + 1 \leq i \leq p.
\]

Then direct calculations give

\[
\frac{\sum_{i=r+1}^p \lambda_i^+}{\lambda_{r+1}^+} = \frac{\sum_{i=r+1}^p \lambda_i + \frac{br\lambda_{r+1}}{C_1 p - r}}{\lambda_{r+1} + \frac{br\lambda_{r+1}}{C_1 p - r}} \geq \frac{b}{C_1 r}.
\]

Plugging the expression of \( \lambda_i^+ \) into (32) and then applying the conditions in Definition 1 yield the following result:

When sketching dimension \( k \) satisfies \( ar < k < br \), we have with probability at least \( 1 - 2\exp(-c_3r) \) that

\[
1 - \frac{\Delta_k^2}{\beta^\top \Sigma \beta} \leq C_3 \left( 1 + \frac{b}{C_1} \right) \eta = o(1).
\]

Thus we finish the proof with the stronger conclusion \( \frac{\Delta_k^2}{\beta^\top \Sigma \beta} \overset{p \to 1}{\to} 1 \). Now we are only left to prove Lemma 6.
**Proof of Lemma 6.** To establish Lemma 6, we make use of the result below whose proof is provided in Section C.3.

**Lemma 7.** Suppose \( \mathbf{A} = \text{diag}(\lambda_1, \ldots, \lambda_N) \) with \( \lambda_i \geq 0, \|\mathbf{A}\|^2 > 0 \) and \( \mathbf{S} \in \mathbb{R}^{N \times n} \) is a standard Gaussian random matrix with \( n \leq N \). Write \( \mathbf{A} = (\lambda_1, \ldots, \lambda_N) \). Then for \( t < 1 \),

\[
(1 - t) \sqrt{\sum_{i=1}^{N} \lambda_i^2} \leq s_{\text{min}}(\mathbf{AS}) \leq s_{\text{max}}(\mathbf{AS}) \leq (1 + t) \sqrt{\sum_{i=1}^{N} \lambda_i^2},
\]

with probability at least \( 1 - 9^n \cdot 2 \exp\left(-\min\left\{\frac{1}{10} \frac{\|\mathbf{A}\|_4^4 t^2, \frac{1}{12} \frac{\|\mathbf{A}\|_2^2 t^2}{\|\mathbf{A}\|_\infty^2}\right\}\right) \).

Applying Lemma 7 to \( \mathbf{A}_{p-r}^{1/2} \tilde{\mathbf{S}}_2 \) with sketching dimension \( k \) and \( t = 1/3 \) yields

\[
\kappa(\tilde{\mathbf{S}}_2^{\top} \mathbf{A}_{p-r} \tilde{\mathbf{S}}_2) \leq 4 \quad \text{and} \quad \lambda_{\max}(\tilde{\mathbf{S}}_2^{\top} \mathbf{A}_{p-r} \tilde{\mathbf{S}}_2) \leq 2 \sum_{i=r+1}^{p} \lambda_i \tag{34}
\]

with probability at least \( 1 - \exp\left(\ln 9 \cdot k - \min\left\{\frac{1}{144} \sum_{i=r+1}^{p} \lambda_i^2, \frac{1}{12} \sum_{i=r+1}^{p} \lambda_i \right\}\right) \). Since \( \sum_{i=r+1}^{p} \lambda_i^2 \geq \sum_{i=r+1}^{p} \lambda_i \), (34) holds with probability at least \( 1 - \exp\left(-c_1 \sum_{i=r+1}^{p} \lambda_i \right) \) as long as \( k \leq C_1 \sum_{i=r+1}^{p} \lambda_i \).

Lemma 7 can be used to bound all the four quantities in Lemma 6. To obtain a better control for \( \kappa(\tilde{\mathbf{S}}_1^{\top} \mathbf{S}_1) \) and \( \lambda_{\min}(\tilde{\mathbf{S}}_1^{\top} \mathbf{S}_1) \) in terms of constants, we invoke the following lemma from [LJW11]:

**Lemma 8** (Lemma 4 of [LJW11]). For \( k \leq p \), let \( \mathbf{P}_k \in \mathbb{R}^{k \times p} \) be a random matrix with i.i.d. \( \mathcal{N}(0, 1) \) entries. Then

\[
\mathbb{P}\left(\lambda_{\max} \left(\frac{1}{p} \mathbf{P}_k^{\top} \mathbf{P}_k\right) \geq (1 + \sqrt{k/p + t})^2\right) \leq \exp(-pt^2/2);
\]

\[
\mathbb{P}\left(\lambda_{\min} \left(\frac{1}{p} \mathbf{P}_k^{\top} \mathbf{P}_k\right) \leq (1 - \sqrt{k/p - t})^2\right) \leq \exp(-pt^2/2).
\]

With constant \( a > 1 \) and \( k \geq ar \), we now apply Lemma 8 to \( \tilde{\mathbf{S}}_1 \) and obtain that with probability at least \( 1 - \exp(-c_2 r) \),

\[
\kappa(\tilde{\mathbf{S}}_1^{\top} \mathbf{S}_1) \leq C_2 \quad \text{and} \quad \lambda_{\min}(\tilde{\mathbf{S}}_1^{\top} \mathbf{S}_1) \geq C_2^{-1} k \tag{35}
\]

where \( c_2, C_2 \) are universal constants only depending on \( a \). This completes the proof of Lemma 6.

**C.2 Proof of Lemma 2**

**Structure of the proof:** We prove Lemma 2 following the Lagrange multiplier procedure discussed in the main text. We first derive the expression of \( \mathbf{\xi}^* \) using the Lagrange multiplier; the explicit form of \( \mathbf{\xi}^* \) is summarized in (36) and (37). Then we plug \( \mathbf{\xi}^* \) into \( (\mathbf{\beta} - S_k \mathbf{\xi}^*)^{\top} \Sigma_{p-r}(\mathbf{\beta} - S_k \mathbf{\xi}^*) \), and get its upper bound; see (38). The remaining part of the proof proceeds by bounding the terms in (38) based on properties of the spectral norm.

**Step 1: Finding minimal value of** \( (\mathbf{\beta} - S_k \mathbf{\xi}^*)^{\top} \Sigma_{p-r}(\mathbf{\beta} - S_k \mathbf{\xi}^*) \).

Recall that we define the Lagrange form

\[
\mathcal{L}(\mathbf{\xi}, \mathbf{\lambda}) = \frac{1}{2} (\mathbf{\beta} - S_k \mathbf{\xi})^{\top} \Sigma_{p-r}(\mathbf{\beta} - S_k \mathbf{\xi}) - \mathbf{\lambda}^{\top} \mathbf{U}_r^{\top}(\mathbf{\beta} - S_k \mathbf{\xi}).
\]
By solving the following two equations
\[ \frac{\partial L(\xi, \lambda)}{\partial \xi} = 0 \quad \text{and} \quad U_r^T(\beta - S_k \xi) = 0, \]
we can obtain the optimal solution \( \xi^* \).

First, let us consider the first equation
\[ \frac{\partial L(\xi, \lambda)}{\partial \xi} = 0. \]

A direct calculation yields
\[ S_k^T\Sigma_{p-r}S_k\xi - S_k^T\Sigma_{p-r}\beta + S_k^TU_r\lambda = 0. \]

Similar to proof in Section B.2 and by noting that \( \text{rank}(\Sigma_{p-r}) = p - r \geq k \), we can show the matrix \( S_k^T\Sigma_{p-r}S_k \) is invertible almost surely. Then the solution can be written explicitly as
\[ \xi^* = (S_k^T\Sigma_{p-r}S_k)^{-1}S_k^T(\Sigma_{p-r}\beta - U_r\lambda^*). \]  

By writing \( H = S_k(S_k^T\Sigma_{p-r}S_k)^{-1}S_k^T \) and plugging the above expression to the constraint condition \( U_r^T(\beta - S_k \xi) = 0 \), we obtain the following equality:
\[ U_r^T\beta - U_r^TH(\Sigma_{p-r}\beta - U_r\lambda^*) = 0. \]

Before preceding, we first justify that \( U_r^THU_r \) is invertible almost surely. Note that when \( S_k^T\Sigma_{p-r}S_k \) is invertible, we have \( x^TU_r^THU_rx = 0 \) iff \( S_k^TU_kx = 0 \) iff \( x^TU_r^TS_kS_k^TU_rx = 0 \). Since \( S_k^TU_r \in \mathbb{R}^{k \times r} \) is distributed as an i.i.d Gaussian sketching matrix, we conclude that \( \text{rank}(U_r^TS_kS_k^TU_r) = \text{rank}(S_k^TU_r) = r \) almost surely with \( k \geq r \). Now with \( S_k^T\Sigma_{p-r}S_k \) invertible and \( \text{rank}(U_r^TS_kS_k^TU_r) = r \) (which happens almost surely), we know that \( x^TU_r^THU_rx = 0 \) iff \( x = 0 \), or equivalently, \( U_r^THU_r \) is invertible.

Now we can safely write \( (U_r^THU_r)^{-1} \). In this case,
\[ \lambda^* = (U_r^THU_r)^{-1}(U_r^TH\Sigma_{p-r} - U_r^T)\beta. \]

Based on (36) and (37), we have
\[
S_k\xi^* = H\left(\Sigma_{p-r}\beta - U_r(U_r^THU_r)^{-1}(U_r^TH\Sigma_{p-r} - U_r^T)\beta\right)
= H\left(\Sigma_{p-r} - U_r(U_r^THU_r)^{-1}U_r^T(H\Sigma_{p-r} - I)\right)\beta.
\]

With the above expression at hand, we are ready to control quantity \( (\beta - S_k\xi^*)^T\Sigma_{p-r}(\beta - S_k\xi^*) \). For the sake of notational simplicity, let us write
\[ G := U_r(U_r^THU_r)^{-1}U_r^T. \]

Then we obtain the following equalities:
\[ S_k\xi^* = H(\Sigma_{p-r} - G(\Sigma_{p-r} - I))\beta; \]
\[ \beta - S_k\xi^* = (I - HG)(I - H\Sigma_{p-r})\beta. \]

Putting the pieces together yields
\[ (\beta - S_k\xi^*)^T\Sigma_{p-r}(\beta - S_k\xi^*) = \beta^T(I - \Sigma_{p-r}H)(I - GH)\Sigma_{p-r}(I - HG)(I - H\Sigma_{p-r})\beta. \]
Step 2: Upper bounding the minimal value.

By recalling the notation $H = S_k^T(S_{p-r} - S_k)^{-1}S_k^T$, we know $H\Sigma_{p-r}H = H$ and $GHG = G$. Then $H\Sigma_{p-r}(I - H\Sigma_{p-r}) = 0$, and

\[
(\beta - S_k\xi^*)^T\Sigma_{p-r}(\beta - S_k\xi^*) = \beta^T(I - \Sigma_{p-r}H)(\Sigma_{p-r} - G\Sigma_{p-r} - \Sigma_{p-r}HG + G)(I - H\Sigma_{p-r})\beta
\]

\[
= \beta^T(I - \Sigma_{p-r}H)(\Sigma_{p-r} + G)(I - H\Sigma_{p-r})\beta
\]

\[
= \beta^T\Sigma_{p-r}\beta + \beta^T\Sigma_{p-r}H\Sigma_{p-r}\beta + \beta^T(I - \Sigma_{p-r}H)G(I - H\Sigma_{p-r})\beta
\]

\[
\leq \beta^T\Sigma_{p-r}\beta + \| (U_r^T H U_r)^{-1} \|_2 \| U_r^T \beta - U_r^T H \Sigma_{p-r} \beta \|_2^2.
\]

By definition of $\tilde{S}_1 := U_r^T S_k$ and $\tilde{S}_2 := U_{p-r}^T S_k$, we can see $\tilde{S}_1$ and $\tilde{S}_2$ are independent, and their entries are independent standard Gaussian random variables. Additionally denoting $\tilde{\beta}_1 := U_r^T \beta$ and $\tilde{\beta}_2 := U_{p-r}^T \beta$, we can rewrite the above as

\[
(\beta - S_k\xi^*)^T\Sigma_{p-r}(\beta - S_k\xi^*) \leq \tilde{\beta}_2^T \Lambda_{p-r} \tilde{\beta}_2 + \| (U_r^T H U_r)^{-1} \|_2 \| \tilde{\beta}_1 - \tilde{S}_1 (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \tilde{S}_2^T \Lambda_{p-r} \tilde{\beta}_2 \|_2^2.
\]

With some algebra (see the details at the end of this section), it can be shown that

\[
\| \tilde{\beta}_1 - \tilde{S}_1 (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \tilde{S}_2^T \Lambda_{p-r} \tilde{\beta}_2 \|_2 \leq 2\| \tilde{\beta}_1 \|_2^2 + 2\| \tilde{S}_1 \|_2 \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \|_2^2.
\]

\[
\| (U_r^T H U_r)^{-1} \|_2 \leq \frac{\lambda_{\text{max}}(\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)}{\lambda_{\text{min}}(\tilde{S}_1 \tilde{S}_1^T)}.
\]

Plugging inequalities (39) and (40) into (38) yields

\[
(\beta - S_k\xi^*)^T\Sigma_{p-r}(\beta - S_k\xi^*)
\]

by (39)

\[
\leq \frac{2\| \tilde{\beta}_1 \|_2^2}{\lambda_{\text{min}}(\tilde{S}_1 \tilde{S}_1^T)} + \left( 1 + 2\| \tilde{S}_1 \|_2 \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \|_2 \right) \cdot \tilde{\beta}_2^T \Lambda_{p-r} \tilde{\beta}_2
\]

by (40)

\[
\leq \frac{2\| \tilde{\beta}_2 \|_2^2}{\lambda_{\text{min}}(\tilde{S}_1 \tilde{S}_1^T)} + \left( 1 + 2\| \tilde{\beta}_2 \|_2 \| \tilde{S}_1 \tilde{S}_1^T \|_2 \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \|_2 \right) \cdot \tilde{\beta}_2^T \Lambda_{p-r} \tilde{\beta}_2
\]

\[
= \frac{2\| \tilde{\beta}_2 \|_2^2}{\lambda_{\text{min}}(\tilde{S}_1 \tilde{S}_1^T)} + \left( 1 + 2\| \tilde{\beta}_2 \|_2 \| \tilde{S}_1 \tilde{S}_1^T \|_2 \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \|_2 \right) \cdot \tilde{\beta}_2^T \Lambda_{p-r} \tilde{\beta}_2
\]

This completes the proof of Lemma 2.

Proof of (39) and (40). First we show (39). By the triangle inequality, we have

\[
\| \tilde{\beta}_1 - \tilde{S}_1 (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \tilde{S}_2^T \Lambda_{p-r} \tilde{\beta}_2 \|_2 \leq 2\| \tilde{\beta}_1 \|_2 + 2\| \tilde{S}_1 \|_2 \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \|_2\| \tilde{\beta}_2 \|_2.
\]

Note that for $A \in \mathbb{R}^{p \times p}$ and $x \in \mathbb{R}^p$, the multiplicative property of the norm shows $\| Ax \|_2 \leq \| A \|_2 \| x \|_2$. Using this property, it can be seen that

\[
\| \tilde{S}_1 (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \tilde{S}_2^T \Lambda_{p-r} \tilde{\beta}_2 \|_2 \leq \| \tilde{S}_1 \|_2 \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \tilde{S}_2^T \Lambda_{p-r} \tilde{\beta}_2 \|_2 \| \tilde{\beta}_2 \|_2.
\]

By $\| AA^T \|_2 = \| A \|_2^2$, it follows that

\[
\| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \tilde{S}_2^T \Lambda_{p-r} \tilde{\beta}_2 \|_2^2 = \| (\tilde{S}_2^T \Lambda_{p-r} \tilde{S}_2)^{-1} \|_2.
\]
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Then we have
\[
\| \tilde{\beta}_1 - S_1 (S_2^T A_{p-r} S_2)^{-1} S_2^T A_{p-r} \tilde{\beta}_2 \|_2 \leq 2 \| \tilde{\beta}_1 \|_2 + 2 \| S_1 \|_2 \| (S_2^T A_{p-r} S_2)^{-1} \|_2.
\]

It remains to show (40). By definition, for a symmetric matrix \( A \), we can write \( \lambda_{\min}(A) = \min_{\| x \|_2 = 1} x^T A x \). Taking \( \forall x \in \mathbb{R}^n \) with \( \| x \|_2 = 1 \), we have
\[
x^T U_r^T H U_r x = x^T U_r^T S_k (S_k^T \Sigma_{p-r} S_k)^{-1} S_k^T U_r x = x^T S_1 (S_2^T A_{p-r} S_2)^{-1} S_1^T x
\]
\[
\geq \lambda_{\min}(S_2^T A_{p-r} S_2)^{-1} (x^T S_1 S_1^T x)
\]
\[
\geq \lambda_{\min}(S_2^T A_{p-r} S_2)^{-1} \lambda_{\min}(S_1 S_1^T) = \frac{\lambda_{\min}(S_1 S_1^T)}{\lambda_{\max}(S_2^T A_{p-r} S_2)}.
\]

Then we know
\[
\| (U_r^T H U_r)^{-1} \|_2 = \frac{1}{\lambda_{\min}(U_r^T H U_r)} \leq \frac{\lambda_{\max}(S_2^T A_{p-r} S_2)}{\lambda_{\min}(S_1 S_1^T)}.
\]

C.3 Proof of Lemma 5

Let us write the singular value decomposition of \( \Sigma = U \Lambda U^T \) with \( \Lambda = \text{diag}(\lambda), \lambda \in \mathbb{R}^p \). Then we have \( \text{tr}(\Sigma) = \| \lambda \|_1, \| \Sigma \|_F = \| \lambda \|_2, \text{tr}(\Sigma^2) = \| \lambda \|_2^2 \) and \( \text{tr}(\Sigma^4) = \| \lambda \|_4^4 \). With the new notation, the claim of Lemma 5 is now equivalent to \( \| \lambda \|_2 \| \lambda \|_4 \geq \| \lambda \|_2^2 \).

We prove \( \| \lambda \|_2 \| \lambda \|_4 \geq \| \lambda \|_2^2 \) using the following ingredients:

(i) \( \| \lambda \|_3 \| \lambda \|_1 \geq \| \lambda \|_2^2 \);

(ii) \( \| \lambda \|_1 \| \lambda \|_2 \geq \| \lambda \|_2 \| \lambda \|_2^2 \);

(iii) \( \| \lambda \|_1 \geq \| \lambda \|_2 \),

where (i) holds directly from Cauchy-Schwarz inequality; (ii) follows from the equality
\[
\| \lambda \|_2 \| \lambda \|_4^2 \| \lambda \|_1 - \| \lambda \|_2 \| \lambda \|_2^2 = \frac{1}{2} \sum_{i \neq j} \lambda_i \lambda_j (\lambda_i + \lambda_j) (\lambda_i - \lambda_j)^2 \geq 0
\]
with \( \lambda_i \geq 0 \); (iii) follows from the observation that \( \| \lambda \|_2^2 - \| \lambda \|_2^2 = \sum_{i \neq j} \lambda_i \lambda_j \geq 0 \) with \( \lambda_i \geq 0 \).

Then we have
\[
\| \lambda \|_2 \| \lambda \|_4^4 = \left( \frac{\| \lambda \|_1 \| \lambda \|_4^2}{\| \lambda \|_2^2} \right) \cdot (\| \lambda \|_1 \| \lambda \|_3) \cdot (\| \lambda \|_6^6) \geq \| \lambda \|_2^2 \cdot \| \lambda \|_2 \cdot \| \lambda \|_6^6 = \| \lambda \|_2^2.
\]

Thus we show \( \| \lambda \|_2 \| \lambda \|_4 \geq \| \lambda \|_2^2 \), and Lemma 5 follows.

C.4 Proof of Lemma 7

We closely follow the proof of Theorem 5.39 in [Ver10] that uses a covering argument with three steps: 1) discretization; 2) concentration; 3) union bound. In the discretization step, we discretize the problem using a net \( \mathcal{N} \); in the concentration step, we bound \( \| A x \|_2 \) for each \( x \in \mathcal{N} \). Finally, we use the union bound to establish a concentration bound over \( x \in S^{n-1} \).
Step 1: Discretization. First we invoke Lemma 5.36 in [Ver10]:

**Lemma 9.** Consider a matrix $B$ that satisfies

$$
\|B^T B - I\|_2 \leq \max(\delta, \delta^2)
$$

for some $\delta > 0$. Then

$$
1 - \delta \leq s_{\min}(B) \leq s_{\max}(B) \leq 1 + \delta.
$$

Conversely, if $B$ satisfies $1 - \delta \leq s_{\min}(B) \leq s_{\max}(B) \leq 1 + \delta$ for some $\delta > 0$, then $\|B^T B - I\|_2 \leq 3 \max(\delta, \delta^2)$.

Write $T = \|A\|_2^2$ and $A = \Lambda S$. Then the claim is equivalent to

$$
\left\| \frac{1}{T} A^T A - I \right\|_2 \leq \max(t, t^2) = t.
$$

We can evaluate the operator norm on a $1/4$-net $N$ of the unit sphere $S^{n-1}$: with Lemma 5.4 in [Ver10], we have

$$
\left\| \frac{1}{T} A^T A - I \right\|_2 \leq 2 \max_{x \in N} \left\| \frac{1}{T} Ax \right\|_2^2 - 1.
$$

Note that we can choose $N$ such that $|N| \leq 9^n$.

Step 2: Concentration. Fix $x \in S^{n-1}$. Denote the $i$-th row of matrix $A$ and $S$ by $A_i$ and $S_i$, respectively. Then $\langle A_i, x \rangle / \lambda_i = \langle S_i, x \rangle \sim N(0, 1)$ and the $\langle A_i, x \rangle$’s are independent to each other. We can express $\|Ax\|_2^2$ as a sum of independent random variables

$$
\|Ax\|_2^2 = \sum_{i=1}^N \langle A_i, x \rangle^2 = \sum_{i=1}^N \lambda_i^2 Z_i^2,
$$

where $Z_i \sim N(0, 1)$. By Lemma 1 of [LM00], we have

$$
P \left( \left| \frac{1}{\sum_{i=1}^N \lambda_i^2} \|Ax\|_2^2 - 1 \right| \geq t \right) \leq 2 \exp \left( - \min \left\{ \frac{1}{16} \|A\|_F^2, \frac{1}{4} \|\lambda\|_\infty^2 \right\} t \right).
$$

When $\delta = \min \left\{ \frac{1}{16} \|A\|_F^2, \frac{1}{4} \|\lambda\|_\infty^2 \right\}$, we have $2 \delta \leq \frac{\sum_{i=1}^N \lambda_i^4}{\sum_{i=1}^N \lambda_i^2} \sqrt{\delta} \leq \frac{1}{2} t$ and $2 \max_{1 \leq i \leq N} \lambda_i^2 \leq \frac{t}{2}$. Then we can rewrite the tail bound as

$$
P \left( \left| \frac{1}{\sum_{i=1}^N \lambda_i^2} \|Ax\|_2^2 - 1 \right| \geq t \right) \leq 2 \exp \left( - \min \left\{ \frac{1}{16} \|A\|_F^2, \frac{1}{4} \|\lambda\|_\infty^2 \right\} t \right).
$$

Step 3: Union bound. Taking the bound over all vectors in the net $N$, we obtain

$$
P \left( \max_{x \in N} \left| \frac{1}{T} \|Ax\|_2^2 - 1 \right| \geq t \right) \leq 9^n \cdot 2 \exp \left( - \min \left\{ \frac{1}{16} \|A\|_F^2, \frac{1}{4} \|\lambda\|_\infty^2 \right\} t \right).
$$

Thus, by Lemma 9, we have, for $t < 1$,

$$
(1 - t) \sqrt{\sum_{i=1}^N \lambda_i^2} \leq s_{\min}(A) \leq s_{\max}(A) \leq (1 + t) \sqrt{\sum_{i=1}^N \lambda_i^2}
$$

with probability at least $1 - 9^n \cdot 2 \exp \left( - \min \left\{ \frac{1}{16} \|A\|_F^2, \frac{1}{4} \|\lambda\|_\infty^2 \right\} t \right)$.
C.5 Technical details of Theorem 4

In this part we check some technical details of Theorem 4. Recall from the proof of Theorem 1 that the sketched linear model is

\[ y_i = \langle \tilde{x}_i, \beta^S \rangle + z_i^S = \langle S_k^T x_i, \beta^S \rangle + z_i^S, \]

where \( z_i^S = \langle x_i, \beta \rangle + \sigma z_i - \langle \tilde{x}_i, \beta^S \rangle \) and \( \beta^S = (S_k^T \Sigma S_k)^{-1} S_k^T \Sigma \beta \). We are essentially testing whether the sketched coefficients \( \beta^S \) are zero or not as

\[ H_0^S : \beta^S = 0 \quad \text{ versus } \quad H_1^S : \beta^S \neq 0. \]

In what follows, we verify that the technical conditions of Theorem 2.1 and Corollary 2.2 in [Ste16] are satisfied under assumptions (B1, B2) and the sketched model \( y_i = \langle \tilde{x}_i, \beta^S \rangle + z_i^S \). This verification step directly leads to the desired result in Theorem 4. See Section 2.1 of [Ste16] for the technical conditions; specifically, it suffices to verify (A1)/(a,b,c,d) and (A2) therein. We write them as (S-A1)/(a,b,c,d) and (S-A2) below.

**Verification of (S-A1):** By our assumption (B1) with \( \tilde{x}_i = S_k^T \Gamma u_i \), we can directly see assumptions (S-A1)/(a,b,c,d) are satisfied.

**Verification of (S-A2):** It suffices to check the following two conditions:

\[
\mathbb{E} \left[ \left( \mathbb{E} \left[ (z_i^S)^4 \mid \tilde{x}_i \right] \right)^2 \right] = O(1) \quad \text{and} \quad \max_{i=1}^n \mathbb{E} \left[ (z_i^S)^4 \mid \tilde{x}_i \right] = o_p(\sqrt{k}). \quad (41)
\]

**First claim of (41).** To simplify notation, write \( \delta := \beta - S_k \beta^S \). Then we can write

\[ z_i^S = \sigma z_i + \delta^T x_i. \]

We first derive the expression for \( \mathbb{E}[(z_i^S)^4 \mid \tilde{x}_i] \). Notice that \( \mathbb{E}[(z_i^S)^4 \mid \tilde{x}_i] = \mathbb{E}[\mathbb{E}[(z_i^S)^4 \mid \tilde{x}_i] \mid \tilde{x}_i] \), with

\[
\mathbb{E}[(z_i^S)^4 \mid \tilde{x}_i] = \mathbb{E} \left[ (\sigma z_i + \delta^T x_i)^4 \mid \tilde{x}_i \right] \leq 8\sigma^4 + 8 (\delta^T x_i)^4. \quad (42)
\]

The above inequality follows by \( (x + y)^4 \leq 8(x^4 + y^4) \) as well as assumption (B2). Then we further have

\[
\mathbb{E} \left[ \left( \mathbb{E} \left[ (z_i^S)^4 \mid \tilde{x}_i \right] \right)^2 \right] = \mathbb{E} \left[ (8\sigma^4 + 8 \mathbb{E} \left[ (\delta^T x_i)^4 \mid \tilde{x}_i \right])^2 \right] \leq 128 \left( c^2 \sigma^8 + \mathbb{E} \left[ (\mathbb{E} \left[ (\delta^T x_i)^4 \mid \tilde{x}_i \right] )^2 \right] \right). \quad (43)
\]

To show the first claim in (41), it suffices to show \( \mathbb{E}[(\mathbb{E}[(\delta^T x_i)^4 \mid \tilde{x}_i])^2] = O(1) \). By \( \text{Var}(\mathbb{E}[Y \mid X]) \leq \text{Var}(Y) \), we have

\[
\mathbb{E} \left[ \left( \mathbb{E} \left[ (\delta^T x_i)^4 \mid \tilde{x}_i \right] \right)^2 \right] = \text{Var} \left( \mathbb{E} \left[ (\delta^T x_i)^4 \mid \tilde{x}_i \right] \right) + \left( \mathbb{E} \left[ \mathbb{E} \left[ (\delta^T x_i)^4 \mid \tilde{x}_i \right] \right] \right)^2 \leq \text{Var} \left( (\delta^T x_i)^4 \right) + \left( \mathbb{E} \left[ (\delta^T x_i)^4 \right] \right)^2 = \mathbb{E} \left[ (\delta^T x_i)^8 \right].
\]

With \( \delta = \beta - S_k \beta^S \), we also have

\[
\mathbb{E} \left[ (\delta^T x_i)^8 \right] = \mathbb{E} \left[ \langle x_i, \beta - S_k \beta^S \rangle^8 \right] \leq ||\Gamma^T (\beta - S_k \beta^S)||_2^8 \sup_{\|v\|_2=1} \mathbb{E}[v^T \Gamma u_i]^8. \quad (44)
\]

By definition of \( \beta^S \), we know \( ||\Gamma^T (\beta - S_k \beta^S)||_2^2 = \beta^T \Sigma \beta - \Delta_k^2 \leq \beta^T \Sigma \beta = o(1) \). By (B1)(b), we further know \( \sup_{\|v\|_2=1} \mathbb{E}[v^T \Gamma u_i]^8 = O(1) \). Thus we show \( \mathbb{E}[(\mathbb{E}[(\delta^T x_i)^4 \mid \tilde{x}_i])^2] = O(1) \). Therefore, together with inequality (43), the first claim in (41) follows.
Second claim of (41). Next we show the second claim in (41). By inequality (42), we have
\[
\max_{i=1}^{n} \mathbb{E} \left[ (z_i^S)^4 | \tilde{x}_i \right] \leq 8c\sigma^4 + 8 \max_{i=1}^{n} \mathbb{E} \left[ (\delta' x_i)^4 | \tilde{x}_i \right],
\]
and it suffices to show that \( \max_{i=1}^{n} \mathbb{E} \left[ (\delta' x_i)^4 | \tilde{x}_i \right] = o_P(\sqrt{k}) \). Observe that
\[
P \left( \max_{i=1}^{n} \mathbb{E} \left[ (\delta' x_i)^4 | \tilde{x}_i \right] \geq \epsilon \right) \leq \frac{n}{\epsilon^2} \text{Var} \left( (\delta' x_i)^4 \right) \leq n\beta \text{Var} \left( (\delta' x_i)^4 \right) \frac{\sup_{\|v\|=1} (E|v'u_i|^8)}{\epsilon^2} = o \left( \frac{k}{\epsilon^2} \right).
\]
In the above argument, step (i) follows from the union bound and Chebyshev’s inequality; step (ii) is from (44) and \( \text{Var} \left( (\delta' x_i)^4 \right) \leq E[|\delta' x_i|^8] \); step (iii) uses the local alternative \( \beta \text{Var} \left( (\delta' x_i)^4 \right) = o(k/n) \) and assumption (B1)(b). Therefore we can conclude that \( \max_{i=1}^{n} \mathbb{E} \left[ (\delta' x_i)^4 | \tilde{x}_i \right] = o_P(\sqrt{k}) \), which completes the proof.