Neural activity moderates the association between sleep and risky driving behaviors in adolescence
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ABSTRACT
The biological, environmental, and psychosocial changes that occur in adolescence engender an increase in risk taking often linked to the high rates of motor vehicle crashes amongst young drivers. Most U.S. adolescents suffer from poor sleep, which is known to exacerbate the risk of driving crashes; however, research has yet to uncover a neurobiological link between sleep and risky driving in adolescence. Here, we examined potential moderators of the sleep-risk relation in fifty-six adolescents (14–19y/o) as they completed a driving task during fMRI. While poor sleep was associated with increased risky driving (i.e., running more yellow lights), good sleep emerged as a novel buffer against risky driving in lower sensation-seeking adolescents. Neural activity in the ventral striatum (VS), a key node of the risk-taking circuit, also moderated the sleep-risk association: sleep was related to risk-taking in individuals demonstrating high, but not low, VS response during risky decision-making, suggesting that reward-related neural response may underly the connection between sleep and risk-taking in adolescence. This study sheds light on the risk of driving crashes in youth by highlighting sleep as both an exacerbator and a buffer of risky driving in adolescence. Taken together, these results underscore the importance of improving adolescent sleep.

1. Introduction

Adolescence is an essential period of cognitive and emotional development that is often characterized by an increase in exploration and risk taking. While frequently portrayed in a negative light, this increase in risk taking is a necessary and normative aspect of adolescence that can be observed across species (Brenhouse and Andersen, 2011; Steinberg, 2008) and cultures (Duell et al., 2018) and serves to promote independence, learning, and goal-directed behavior (Casey et al., 2008; Spear, 2000). In this way, risk taking is vital to the process of becoming an independent being.

Prior research has aimed to elucidate the neural underpinnings of this adolescent behavioral trend. During adolescence, limbic regions involved in processing reward and threat including the striatum and amygdala are hyperactive, increasing desire and sensitivity for positive feedback (Galván, 2013). Simultaneously, prefrontal regulatory systems are still maturing (Casey et al., 2008), which can result in heightened emotional reactivity and poor self-regulation. Along with the hormonal fluctuations of puberty, these brain dynamics may drive adolescents to make riskier choices than both children and adults (Cohen et al., 2010).

Despite the many normative outcomes of healthy risk-taking, one dangerous consequence is motor vehicle crashes, the leading cause of death for U.S. adolescents (CDC, 2017). Lack of driving experience combined with the tendency for risky decision making renders individuals ages 16–19 more likely to be involved in motor vehicle accidents than any other group (CDC, 2017). While the 16–19 age group makes up only ~6.5% of U.S. drivers, they are involved in ~11% of fatal crashes and account for an estimated $13.6 billion of the annual cost of all crashes (CDC, 2017; U.S. Census Bureau, 2017). The problem of reckless driving in adolescents has been examined from many disciplines—including law, policy, and public education—except neuroscience. Given the influential role neuroscience has had in policy and legal decisions relevant for adolescents (Steinberg, 2013), examination of risky driving through a neuroscientific lens is long overdue.

One factor that significantly impacts driving in individuals of all ages is sleep. Increasing importance has been placed on the role of sleep in healthy adolescent development; while research suggests that the need for sleep increases in adolescence (Carskadon, 1990; Carskadon et al., 1980), a majority of teens report getting insufficient or poor sleep (i.e., sleep that is not restful) which has been linked to negative outcomes...
such as mood disturbances, academic failure, health problems, substance abuse, and driving crashes (Carskadon, 2011; Colrain and Baker, 2011; Orzech et al., 2014). Evidence of the relation between poor sleep and risky driving in adolescence is abundant: sleep problems have been linked to enhanced risk-taking behaviors such as driving over the speed limit in adolescents (Pizza et al., 2010), while a 1-h delay in school start times has been shown to reduce the risk of car crashes by improving adolescent sleep (Danner and Phillips, 2008). Even further, the AAA Foundation has estimated that 7% of all crashes and 16.5% percent of fatal crashes involve drowsy driving, with drivers ages 16–24 nearly twice as likely to be drowsy at the time of crash than are older drivers (Tefft, 2010). Despite the strong links between poor sleep and risk taking, no studies to date have examined the neurobiological link between poor sleep and risk of motor vehicle crashes in youth.

Research investigating the impact of sleep on neural functioning has highlighted a few plausible mechanistic explanations for the association between poor sleep and risk taking. In adults, frontal-reward circuits suffer after sleep deprivation (Krause et al., 2017), while mesolimbic regions such as the striatum and amygdala show a more vigorous response to emotionally pleasurable images and desirable food stimuli (Gujar et al., 2011). In rats, insufficient sleep interferes with dopaminergic function in the basal ganglia (Tufik, 1981; Volkow et al., 2012), results that are supported by studies of sleep-deprived humans demonstrating increased ventral striatum (VS) activity during anticipation and receipt of monetary rewards (Mullin et al., 2013; Venkatraman et al., 2006; Zuckerman, 1985). Here, we predicted that poor sleep and risk of motor vehicle crashes in youth will have the greatest impact on driving behaviors via these neural systems during this developmental period.

The goal of the present study was to determine the relation between poor sleep and behavioral and neural response to risky driving scenarios in adolescence. To account for heterogeneity in adolescent risk-taking perceptions, we examined how differences in risk-related traits (e.g., sensation seeking) moderated the relation between poor sleep and risk taking. We specifically examined neural response in the VS, a key reward region and node of the risk-taking brain network. The VS has been shown to exhibit altered functioning linked to increased risk taking after poor sleep (Telzer et al., 2013), while higher dopamine levels and greater dopaminergic response to reward in the VS have been associated with higher sensation seeking tendencies (Derringer et al., 2010; Riccardi et al., 2006; Zuckerman, 1985). Here, we predicted that poor sleep would relate to increased risky driving behaviors in adolescence, and that this relation would be moderated by individual differences in trait sensation seeking. We also hypothesized that VS activity during risky decision making would moderate the link between poor sleep and increased risk-taking behaviors. This study fills gaps in the literature by examining the neural correlates of the sleep-risk relation in an ecologically valid driving task, shedding light on the factors contributing to the abundance of motor vehicle crashes in adolescent drivers.

2. Methods

2.1. Participants

Fifty-nine typically developing adolescents ages 14–18 (Mage = 16.31 years; 29 F) were recruited to UCLA for this study. Of these, one participant was excluded from the fMRI scan due to a metal implant, one was excluded due to self-reported attention-deficit hyperactivity disorder (ADHD) diagnosis, and one was excluded for taking psychotropic medications. Data are presented for 56 participants (Mage = 16.90 years; 28 F), 91% of whom reported post-pubertal status. Fifty-seven percent of our sample identified as Hispanic/Latino, 25% Caucasian, 12.5% African American, 3.5% “other”, and 2% Asian. All included participants were right-handed, free of metal, and reported no current medical or neurological disorders. Participants completed written consent and assent in accordance with UCLA’s Institutional Review Board and were compensated for their participation.

2.2. Eligibility criteria

Participants were screened for eligibility based on the following guidelines: (a) ages 14–18 years; (b) right-handed; (c) free of metal or other contraindications to imaging; (d) no medical or psychiatric conditions contraindicating study participation (e.g., suicidality, head trauma, pregnancy); (e) no current use of psychotropic medication; and (f) no history of claustrophobia.

2.3. Questionnaire measures

2.3.1. Sleep quality

Research has demonstrated that sleep quality, over sleep quantity, is crucial in adolescence; if an individual sleeps 10 h but is awakened during the night or deprived of one sleep stage, they will report symptoms similar to getting insufficient amounts of sleep (Bonnet and Arand, 2003; Ferrara et al., 2000). Here, subjective sleep quality was assessed using the Pittsburgh Sleep Quality Index (PSQI; Buysse et al., 1989), a commonly-used measure of sleep quality in adolescent participants (Ji and Liu, 2016; Telzer et al., 2013). The PSQI consists of 19 questions describing participants’ subjective sleep quality and sleep disturbances over the past 30 days. These 19 questions are organized into 7 components, which are then summed together to obtain a global score of sleep quality ranging from 0 to 21. Higher scores indicate poorer sleep quality, and scores less than 6 indicate good sleep quality (Buysse et al., 1989). PSQI scores from this sample of participants ranged from 1 to 11 (M = 5.04, SD = 2.12).

2.3.2. Sensation seeking

The Sensation Seeking Scale (SSS; Zuckerman et al., 1978) was used to assess individual differences in trait sensation seeking, as characterized by a search for intense and novel experiences. The SSS is a 40-item scale that measures personality traits in four subscales: thrill and adventure seeking, disinhibition, experience seeking, and susceptibility to boredom. Each item is rated on an 11-point Likert scale ranging from 0 (strongly disagree) to 10 (strongly agree). For the purposes of this study, three items were removed before administration due to age-inappropriate and/or outdated topics (Gray and Wilson, 2007). Scores from each subscale were averaged to achieve an overall index of sensation-seeking tendencies, with higher scores indicating higher levels of sensation seeking (max score possible = 11). Scores from this sample of participants ranged from 1.97 to 7.68 (M = 4.31, SD = 1.35).

2.3.3. Impulsivity

As sensation seeking is often correlated with impulsivity, the UPPS-P Impulsive Behavior Scale (Cyders et al., 2007) was collected and used in control follow-up analyses to ensure results were driven by sensation seeking (over related constructs). The UPPS-P is a 59-item questionnaire that assesses five dimensions of impulsive behavior: negative urgency, premeditation, lack of perseverance, sensation seeking, and positive urgency. Each item was scored on a 4-point Likert scale ranging from 1 (strongly agree) to 4 (strongly disagree). For the purposes of this study, all subscales except the sensation seeking scale were averaged together to create a composite measure of impulsivity that was distinct from sensation seeking. Scores for this sample ranged from 0.67 to 2.30 (M = 1.48, SD = 0.40), with higher scores indicating higher impulsivity (max
score possible = 4). Sensation seeking and impulsivity demonstrated a significant positive correlation ($r(51) = 0.32, p = 0.02$; Supplemental Fig. S1).

2.3.4. Real-world risky driving

To ensure ecological validity of the laboratory task, this study also collected information about real-world risky driving behaviors from 19 participants who reported having their license and driving regularly. Real-world risky driving behaviors were assessed using an adapted version of the Young Adult Driving Questionnaire which has been used to assess problematic driving behaviors in young adults (Donovan, 1993). Participants were asked how often they had engaged in 13 different risky driving behaviors (e.g., driving without a seatbelt, speeding up to beat a yellow light). Each item was scored on a 5-point Likert scale ranging from 0 (never) to 4 (almost always). Scores for this sample of participants ranged from 1 to 21.5 ($M = 10.97, SD = 6.37$), with higher scores indicating greater engagement in risky driving behaviors.

2.4. fMRI task

In the scanner, participants played two 8-minute runs of the Driving Game, an adapted version of the Stoplight Task originally designed by Chein and colleagues (Chein et al., 2011; Fig. 1). This game is a well-validated risky decision-making task for use in adolescents that involves driving a car on a simulated track and trying to reach the end as quickly as possible to maximize a monetary reward ($\$15$ max). During the game, participants encountered a randomly presented series of green, yellow, and red traffic lights and were instructed to press a button (“1”) to go at green lights and (“2”) to stop at red lights. At yellow lights, the participants were given a choice whether to stop (cautious choice) or go (risky choice). Stopping at a yellow light resulted in the light turning red, adding a 3-second delay. Choosing to run the yellow light (risky choice) led to a 50/50 chance of a safe crossing, resulting in a monetary reward, or a crash, adding a longer delay ($+6$ s) to the route. Because the number of yellow trials for each participant was variable (stimuli were presented at random and were dependent on participant response), task risk taking was operationalized as the number of risky decisions divided by the number of yellow light trials with responses (“risk ratio”). The relation between sleep quality and task risk taking was marginally significant ($r(56) = 0.24, p = 0.08$), supporting the idea that poor sleep increases risky behavior.

2.5. fMRI data acquisition

Scanning was performed using a 32-channel head coil on a 3-Tesla Siemens Trio MRI machine at the UCLA Center for Cognitive Neuroscience. Prior to scanning, participants completed a mock scanner session to ensure they were prepared, were not claustrophobic, and could easily remain still in the machine. All participants were screened for metal with a metal detector prior to entering the scanning suite. The scan task was presented on E-Prime, which collects behavioral responses and reaction times. Image acquisition parameters were voxel size = $3.0 \times 4.0 \times 4.0$ mm, slices = 34, slice thickness = 4.0 mm, repetition time $=2000$ ms, echo time $=30$ ms, flip angle $=90^\circ$, interleaved slice geometry, field of view (FOV) = 192 mm, 118 vol. Preprocessing was conducted using FEAT (FMRI Expert Analysis Tool) version 6.00 within FSL (FMRIB Software Library; https://fsl.fmrib.ox.ac.uk/fsl/).

2.6. fMRI preprocessing

Preprocessing steps included non-brain removal using FSL BET, high-pass filtering (100-s cutoff), and spatial smoothing using a Gaussian kernel of FWHM 5 mm. Rigid body motion correction with six degrees of freedom was performed using MCFLIRT. A T2*-weighted, matched bandwidth (MBW), high-resolution, anatomical scan and magnetization-prepared rapid-acquisition gradient echo (MPRAGE) scan were acquired for registration purposes (TR: 1900 ms; TE 2.26 ms; FOV: 250 mm; slice thickness: 1 mm; 176 slices). Each participant’s functional data was registered to their MBW, then to the MPRAGE, and finally to Montreal Neurological Institute (MNI) stereotaxic space with 12’ of freedom using FSL’s registration method via FLIRT. Participants did not exceed 1 mm mean relative motion and the majority did not exceed 3 mm max displacement (as determined using motion parameters generated by FSL). One participant exceeded 3 mm (3.34 mm) due to a single motion spike. Results remained the same with or without said

---

Fig. 1. The Driving Game. Participants encountered green, red, and yellow stop-lights in the laboratory task and were instructed to press “1” to go for green lights, “2” to stop for red lights, and either “1” to go (cautious choice) or “2” to stop (risky choice) for yellow lights. A jitted inter-trial (ITI) stimulus followed each event. A risky choice at a yellow light was followed by either a reward (50 % chance), getting to the finish line faster and earning more money, or a crash (50 % chance), adding a $6$ s delay. All trials began with 2-4 green lights and ended with either a red or yellow light. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article).
The resulting confound matrices were entered as regressors of no interest in the general linear model (GLM) for all analyses, removing the effects of these timepoints.

2.7. fMRI analysis

All analyses were performed using FEAT version 6 (www.fmrib.ox.ac.uk/fsl). For the Driving Game, a GLM was defined with eight regressors for the eight trial types: 1) Go (pressing “1” at a green light), 2) Inhibition (pressing “2” at a red light), 3) Risky (pressing “1” at a yellow light), 4) Cautious (pressing “2” at a yellow light), 5) Anticipation (the period between making a risky choice and receiving feedback), 6) Crash (crash following risky choice), 7) Reward (reward following risky choice), and 8) Junk (any trials of no interest or trials in which the participant did not respond to the stimulus). Each event was modeled with a canonical double-gamma hemodynamic response function (HRF) for a variable duration dependent on participant behavior. Rest periods and jittered inter-trial intervals (ITIs) were not explicitly modeled and were therefore used as the implicit baseline of interest. Temporal derivatives for all regressors, standard and extended motion parameters (6 standard motion parameters, their temporal derivatives, and squares of the above), and volumes exceeding 0.90 mm FD were included as covariates of no interest in all analyses. Individual-level models were defined with five main contrasts of interest: Risky vs. Baseline, Cautious vs. Baseline, Anticipation vs. Baseline, Risky vs. Cautious, and Yellow Lights vs. Other Lights. With these contrasts, we aimed to identify the neural correlates of risky and cautious driving behaviors, as well as the neural processes that distinguish risky decision-making from regular decision-making processes (Go and Inhibition) during a driving simulation. The two runs for each participant were combined using a fixed effect voxel-wise second-level model in FEAT.

Group-level analyses were performed using FMRL Local Analysis of Mixed Effects module in FSL (Beckmann et al., 2003). Thresholded Z-statistic images were generated to visualize clusters determined by a corrected, cluster-forming threshold of Z > 3.1 and an extent threshold of p < 0.05 familywise error corrected using the Theory of Gaussian Random Fields (Poline et al., 1997). Statistical maps of all analyses were projected onto a standard MNI brain, and group activation maps were visualized using MRICron software (http://www.sph.sc.edu/comd/rorden/mricron/).

2.8. Moderation

Simple moderation analyses were performed using Model 1 of Hayes’ PROCESS macro for SPSS (Hayes, 2012). Statistics were estimated using a bootstrap method with 5000 samples, and significance was determined with 95 % bias-corrected confidence intervals. Predictor, moderator, and outcome variables were all continuous and demeaned in PROCESS to reduce concerns about multicollinearity. Significant interactions were depicted using –1 SD, mean, and +1 SD as plotted values of the moderator (Aiken and West, 1991). The Johnson-Neyman technique, a useful method of probing interactions with continuous moderators (Johnson and Fay, 1950), was used to determine where on the moderator continuum the effect of sleep on risk taking transitioned between statistically significant and nonsignificant (i.e., the “region of significance”). All analyses controlled for age and sex.

3. Results

3.1. Behavioral results

3.1.1. Sleep quality

Participants completed the PSQI to assess individual differences in quality of sleep over the previous month. Mean sleep quality for the group was 5.04 (SD = 2.12, range = 1–11), with 58.8 % of participants indicating good sleep quality (scores below 6; Buyssse et al., 1989; Fig. 2a). Sleep quality was not significantly related to task risk taking (r (56) = 0.24, p = 0.08), sensation seeking (r(52) = –0.03, p = 0.98), impulsivity (r(51) = –0.05, p = 0.75), or age (r(56) = –0.04, p = 0.78). An independent samples t-test revealed no significant sex differences in sleep quality (t(54) = –1.27, p = 0.21).

3.1.2. Task risk taking

On average, participants took risks on 37.47 % of the yellow light trials (SD = 0.26, range = 0–100 %). Task risk taking was not significantly related to sensation seeking (r(56) = –0.05, p = 0.29) or age (r(56) = 0.07, p = 0.62). An independent samples t-test revealed no significant sex differences in risk-taking frequency (t(54) = –1.17, p = 0.25). Task risk taking was significantly related to average framewise displacement (FD in the scanner (t(56) = 0.28, p = 0.03); therefore, we conducted additional follow-up analyses to ensure that all neural findings remained significant when controlling for average FD.

3.1.3. Real-world risky driving

In addition to completing a driving simulation in the laboratory task, 19 participants also reported on their previous real-world risky driving behaviors. When controlling for sleep quality, age, and sex, the number of real-world risky driving behaviors was associated with task risk-taking frequency (β = 0.02, p = 0.05; Fig. 3). For this analysis, we controlled for age (as we suspected that older adolescents may have had more time to engage in risky driving behaviors in the real world), self-reported sleep quality (to minimize the effects of recent sleep on task-based behavior), and sex (to remain consistent with the other analyses). There were no significant differences in task performance between regular and non-regular drivers (t(54) = –0.78, p = 0.44).

3.1.4. Sensation seeking and the sleep-risk relation

A simple moderation analysis using sleep quality as the focal predictor, sensation seeking as the moderator, risk taking as the outcome variable, and age and sex as covariates revealed that trait sensation seeking significantly moderated the effect of sleep quality on risk-taking behaviors (β = –0.03, p = 0.02; Fig. 4). This suggests that as trait sensation seeking increases by one point, the effect (slope) of sleep on risk ratio decreases by 0.03. The negative slope of this interaction term suggests that as sensation seeking increases, the effect of sleep on risk taking will get closer to zero (i.e., high sensation seekers did not demonstrate a decrease in risk-taking frequency associated with better sleep). Simple slopes analysis demonstrated that better sleep was associated with decreased risk taking in individuals relatively low (–1SD; β = 0.09, p = 0.004) and average (β = 0.05, p = 0.02) in sensation seeking, but not in individuals relatively high (+1SD; β = 0.00, p = 0.99) in sensation seeking. The Johnson-Neyman technique demonstrated that the relation between sleep and risk taking was significant when sensation seeking was more than 0.02 SDs below the mean, but not significant in individuals higher in sensation seeking.

As sensation seeking is often correlated with impulsivity, a variable that has also been related to poor sleep (Tashjian et al., 2017), we conducted follow-up analyses controlling for impulsivity in addition to age and sex to ensure effects were driven by sensation seeking and not by related constructs. All results remained significant. In a control moderation analysis, impulsivity did not significantly moderate the effect of sleep on risk taking behaviors (β = 0.004, p = 0.79; Supplemental Fig. S2).
3.2. Main effects of task

3.2.1. Yellow lights vs. other lights

For our main contrast of interest, we aimed to isolate risky decision-making processes from typical decision-making processes by comparing risky and cautious decisions on yellow light trials to successful responses on green and red light trials. Whole-brain GLM analysis of Yellow Lights > Other Lights revealed activation of reward and limbic regions such as the ventral striatum (nucleus accumbens; NAcc) and bilateral thalamus, anterior insula (AI), and ventral medial prefrontal cortex (vmPFC), dorsal anterior cingulate cortex (dACC), angular gyrus, and precuneus, and bilateral frontal regions such as the orbitofrontal cortex (OFC), ventromedial prefrontal cortex (vmPFC), and dorsolateral prefrontal cortex (dLPFC; Fig. 5). No voxels survived thresholding for the Baseline > Yellow Lights contrast.

3.2.2. Risky decisions

Whole-brain omnibus analysis of the Risky > Baseline condition using a GLM revealed bilateral activation in the dorsal (caudate and putamen) and ventral (NAcc) striatum, thalamus, AI, OFC, dACC, and dLPFC (Supplemental Fig. S3a). No voxels survived thresholding for the Baseline > Risky contrast.

3.2.3. Cautious decisions

Whole-brain omnibus GLM analysis of the Cautious > Baseline condition revealed bilateral activation of the dlPFC, AI, dACC, striatum, thalamus, and the PCC (Supplemental Fig. S3b). No voxels survived thresholding for the Baseline > Cautious contrast.

3.2.4. Anticipation

Anticipation in this context referred to the period of time between when the participant decided to take a risk (running a yellow light) and when feedback was provided (in the form of either a reward or a crash). The omnibus GLM analysis for the Anticipation > Baseline contrast identified activation in the dorsal (caudate and putamen) and ventral (NAcc) striatum, thalamus, AI, dACC, VTA, OFC, and the dlPFC (Supplemental Fig. S4). No voxels survived thresholding for the Baseline > Anticipation contrast.

3.2.5. Risky vs. Cautious

No voxels survived cluster correction at $Z > 3.1$, $p < 0.05$ for the Risky > Cautious or Cautious > Risky contrasts. In an exploratory analysis, we examined these contrasts using a corrected, cluster-forming threshold of $Z > 2.3$ and an extent threshold of $p < 0.05$. Whole-brain omnibus GLM analysis of the Risky > Cautious contrast revealed bilateral activation of the vmPFC, dACC, PCC, lateral occipital cortex (LOC), and precuneus cortex. No voxels survived thresholding for the Cautious > Risky contrast.

3.2.6. VS activity and the sleep-risk relation

A mask of the left NAcc (radius = 3 mm) was created by utilizing the reverse inference map from a meta-analysis of 194 studies using the term nucleus accumbens on Neurosynth (https://www.neurosynth.org/; Yarkoni et al., 2011). A central and peak ($Z$-score > 20) voxel ($x = -12, y = 10, z = -12$) was selected to be the center of the sphere, and analyses at the participant level were subsequently run through Featquery in FSL to determine mean VS activity for each participant during yellow light trials (Yellow Lights > Other Lights contrast). VS activation values, along with each participant’s risk ratio and PSQI score, were demeaned and entered into a simple moderation model (macro Model 1) in PROCESS v3.2.02 for SPSS (Hayes, 2012) with sleep quality as the focal predictor, VS activity as the moderator, and task risk taking as the
outcome variable.

Sleep quality was related to increased risk taking, but VS activity significantly moderated this effect ($\beta = 0.14, p = 0.01$; Fig. 6). Worse sleep was associated with increased risky decisions and better sleep was associated with decreased risky decisions in adolescents demonstrating high ($+1SD$) VS activity during risk taking ($\beta = 0.06, p = 0.006$); however, this relationship was not observed in adolescents demonstrating average ($-1SD; \beta = 0.02, p = 0.22$) or low ($-1SD$) VS activity during risk taking. The Johnson-Neyman technique (Johnson and Fay, 1950) indicated that the relation between sleep quality and risk taking was significant when VS activity was more than .016 SDs above the mean, but not significant in individuals demonstrating lower VS activity. VS activity was not significantly correlated with sensation seeking ($r(52) = -0.15, p = 0.29$), and results remained significant when controlling for sensation seeking. As mentioned previously, additional analyses were conducted controlling for average FD to ensure that results were not driven by motion in the scanner; the interaction between sleep quality and VS activity remained significant ($\beta = 0.13, p = 0.03$).

Separate moderation analyses identified two moderators of the sleep-risk association; however, these analyses did not address whether each interaction contributed uniquely to the sleep-risk association. To test this question, we utilized Model 2 of Hayes’ PROCESS macro for SPSS (Hayes, 2012) to specify two separate moderators (VS activity and sensation seeking). Both interactions remained significant in this model (Supplemental Fig. S5), suggesting that sensation seeking and VS activity function as independent moderators of the sleep-risk association.

4. Discussion

Poor sleep is common in adolescence (Beebe, 2011) and interferes with attention, impulse control, and behavioral regulation (Paavonen et al., 2009b, 2009a; Sadeh et al., 2002; Steenari et al., 2003), contributing to the abundance of motor vehicle crashes in adolescent
Table 1
Neural activation for the Yellow Lights > Other Lights contrast.

| Region label                      | Peak MNI coordinates | Z-max | Voxels (mm$^3$) |
|----------------------------------|----------------------|-------|-----------------|
| L. precuneus                     | –8 –72 –30           | 6.30  | 20,872          |
| R. precuneus                     | 12 76 46             | 6.23  |                 |
| Dorsal anterior cingulate cortex | 3 32 17              | 5.74  |                 |
| Posterior cingulate cortex       | –3 –27 31            | 5.29  |                 |
| L. dorsolateral prefrontal cortex| –34 54 12            | 5.58  | 1653            |
| L. insula                        | –32 20 2             | 5.83  | 1357            |
| L. orbitofrontal cortex          | –28 24 –6            | 5.80  |                 |
| L. amygdala                      | –23 –7 –14           | 3.61  |                 |
| R. thalamus                      | 10 –4 8              | 4.57  | 1077            |
| L. thalamus                      | –8 –6 0              | 4.41  |                 |
| L. caudate                       | –8 12 6              | 4.23  |                 |
| L. nucleus accumbens             | –11 14 –5            | 3.61  |                 |
| R. insula                        | 40 18 –6             | 5.26  | 1015            |
| L. orbitofrontal cortex          | 30 16 –18            | 4.35  |                 |
| R. fusiform gyrus                | –46 –60 –14          | 4.12  | 382             |
| R. fusiform gyrus                | 32 –62 –14           | 4.08  | 175             |
| Ventral tegmental area           | 2 –18 –22            | 5.29  | 110             |
| L. fusiform gyrus                | –32 –70 –16          | 3.68  | 95              |

Note: x, y, and z refer to MNI coordinates; Z-max refers to the peak level of activation intensity; Voxels refers to the number of voxels in each significant cluster; L and R refer to left and right hemispheres.

In this sample of adolescents, individual differences in trait sensation seeking moderated the relation between sleep and risk taking such that better sleep was associated with a sharp decrease in risky behaviors (i.e., running less yellow lights) and worse sleep was associated with an increase in risky behaviors (i.e., running more yellow lights) in lower sensation-seeking youth. Higher sensation seeking youth, on the other hand, demonstrated no decrease in risk-taking frequency following good sleep, suggesting that sleep has the potential to diminish risky driving behaviors in those not naturally predisposed to taking frequent risks. Importantly, under poor sleep conditions, participants all performed similarly and individual differences in risk taking related to trait sensation seeking were washed out. In light of the widespread prevalence of sleep problems occurring adolescence, these results argue against a simplistic idea of adolescence as a time of uncontrolled risk taking, and instead frame adolescence as a period of burgeoning brain development and unideal circumstances that may accentuate the dynamic contributions of heightened reward response and ongoing development of the prefrontal cortex.

In this study, neural activity in the VS, a key node of the risk-taking neural circuit, during risky driving scenarios moderated the sleep-risk relation over and above sensation seeking; individuals demonstrating high VS activity during risky decision making showed a significant relation between sleep and risk-taking behaviors, with good sleep indicating lower risk taking and poor sleep indicating higher risk taking. Conversely, individuals demonstrating low and average VS activity during risky decision making showed no significant effect of sleep on risk-taking frequency. While poor sleep has been linked to increased VS activity in response to rewards (Mullin et al., 2013; Venkatraman et al., 2007), these results add nuance to this association by suggesting that VS activity may serve as a marker of the influence of sleep—whether good or bad in quality—on the adolescent brain. Furthermore, these results highlight the importance of considering both behavioral and neural influences when studying adolescent behavior; sensation seeking and VS activity may serve as a marker of the influence of sleep—whether good or bad in quality—on the adolescent brain. Furthermore, these results highlight the importance of considering both behavioral and neural influences when studying adolescent behavior; sensation seeking and VS activity may serve as markers of the influence of sleep—whether good or bad in quality—on the adolescent brain.
activity both remained significant moderators of the sleep-risk association when included in the same model, suggesting that individual differences in risk-related traits and reward-related neural activation during risky decision-making each have a unique effect on the impact of sleep on adolescent risk taking.

It is important to acknowledge the limitations of the current study. Firstly, this research cannot make causal claims regarding the effects of sleep on risk taking, as sleep quality levels were observed rather than manipulated directly or examined longitudinally. Additionally, the distribution of task risk taking was slightly skewed, with most participants making cautious decisions on the majority of yellow light trials. The paucity of risky trials may have impacted the power of the Risky vs. Cautious contrast and contributed to the lack of results seen for this contrast under stringent thresholding. Furthermore, VS activity in response to yellow lights was only observed in the left hemisphere in this sample of participants, and the VS moderation analysis did not consider the role that fronto-limbic connectivity might play in the association between poor sleep and risk taking. Future research utilizing experimental and longitudinal designs, larger sample sizes, and network analyses will be crucial for achieving a deeper understanding of the causal mechanisms linking poor sleep to risky driving behaviors in adolescence.

While a large body of research has focused on the relation between poor sleep and impulsivity in adolescence, this study provides a new lens for examining sleep and risk taking by focusing on trait sensation seeking. Cross-sectional and longitudinal analyses demonstrate that sensation seeking, while often correlated with impulsivity, is its own distinct construct that plays an important role in adolescent risk taking by affecting differential expression of approach-avoidance reactions to same-intensity stimuli (Norbury and Husain, 2015). Sensation seeking is related to dopaminergic functioning and serves as a marker of intensity preference that can underlie thrill-seeking behaviors in adolescence. Furthermore, sensation seeking is linked to risk for psychopathology (Norbury and Husain, 2015; Perry et al., 2011; Zuckerman, 2015), rendering it a crucial trait to study in adolescence to prevent future onset of psychopathology. Of particular relevance to this study and adolescent health, sensation seeking has been linked with risky driving behaviors (e.g., speeding, driving recklessly) and increased risk of motor vehicle accidents (Jonah, 1997; Zuckerman, 2015), despite the fact that risky driving is not assessed on the Sensation Seeking Scale.

Interestingly, while sensation seeking has often been linked with negative outcomes such as substance abuse and gambling addiction (Norbury and Husain, 2015), studies investigating outcomes in response to environmental stressors have found that high sensation seekers adjusted better to environmental stressors such as wartime captivity and violence than did low sensation seekers (Neria et al., 2000; Solomon et al., 1995). These studies, combined with the adolescent results presented here, add nuance to our understanding of trait sensation seeking; while high sensation seeking may be a risk factor for a multitude of negative outcomes (Jonah, 1997; Zuckerman, 2015) related to higher levels of risk taking, it is possible that this intensity-craving trait also serves as a buffer for emotional and behavioral response to environmental stress (e.g., violence or poor sleep).

This study provides valuable insight into the high frequency of motor vehicle crashes involving adolescent drivers by demonstrating that not all adolescents make risky choices all the time – in fact, a majority of the participants in this study took a small fraction of risks in our ecologically valid driving task. While adolescence is often characterized by risk-taking and suboptimal decisions and actions, it is crucial to also take into account the myriad of biological, environmental, and psychosocial changes occurring in adolescence that may steer adaptive risk taking to a maladaptive degree. On a promising note, we demonstrate here that good sleep can serve as an effective buffer from risky driving behaviors in adolescence. This study uncovers two moderating influences of the impact of sleep on risky driving behaviors in adolescence while highlighting good sleep as a protective mechanism to serve against risky driving; taken together, these results suggest promising mechanisms for intervention in adolescence.
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