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ABSTRACT

The node location of wireless sensor networks (WSN) is actually a multi-dimensional constraint optimization problem for measuring distance and range error. A new adaptive cuckoo search algorithm is proposed to solve the problems of the standard cuckoo search algorithm, such as slow convergence rate and easy-to-get-into local optimum. Firstly, the algorithm has a large searching space in the early stage and improves the global searching ability by adjusting the flight step length of Levy. Secondly, dynamic inertial weight and memory strategy are introduced for random swimming; therefore, the algorithm can make full use of historical experience and improve the stability. Finally, simulation results show that the proposed algorithm can effectively improve the positioning accuracy without increasing the hardware cost.

KEYWORDS

Adaptive, Cuckoo Search Algorithm, Levy Flight, Wireless Sensor Network

1. INTRODUCTION

In recent years, with the development of wireless sensor network (WSN), there has been a new trend in the field of agriculture. The field of precision agriculture, such as remote observation, analysis and control management, is related to wireless sensor networks (Ojha, T., Misra, S., & Raghuwanshi, N. S. . 2015). Wireless sensor networks belong to a kind of important wireless networks. They are mainly composed of spatially distributed autonomous sensors, which are used to collect local data and realize mutual communication (Fubao, W., Long, S., Fengyuan, R., 2005; Wang, J., Ghosh, R. K., & Das, S. K., 2010). Sensor node positioning technology is one of the key supporting technologies in many applications of wireless sensor networks. It is an important foundation for technologies such as network topology management, coverage control, and inter-node routing algorithm design. Positioning information will affect the overall performance of the entire network. Therefore, how to effectively improve the positioning accuracy of sensor nodes has become a research hotspot in the field of precision agriculture.

According to whether the actual distance or angle between nodes is measured during the positioning process, the positioning algorithm is roughly divided into a distance-based positioning algorithm and a distance-independent positioning algorithm (Woo, H., Lee, S., & Lee, C. . 2013). Distance-independent algorithms do not require additional hardware configuration and can be located only based on network connectivity (L Yun., J Ming., & C Cheng.,2009) . Therefore, the distance-independent algorithm has the advantages of strong anti-interference and low hardware cost. Typical distance-independent positioning algorithms include centroid algorithm (A Xun., J Ting., Z Zheng.,...
convex programming localization algorithm (Z Han., L Feng., 2007), and DV-Hop algorithm (B Feng., J Xiao., & M Hui., 2010).

The DV-Hop algorithm generally uses the least squares (LS) principle to estimate the coordinates of an unknown node. Although it can reduce the positioning error to a certain extent, the LS algorithm is susceptible to the cumulative ranging error, and the solution speed is slow, which affects the positioning accuracy. Therefore, many researchers consider introducing swarm intelligence optimization algorithm to improve the positioning accuracy (H Zhong., L Jing., 2008). For example, the literature (Y Rong., Z Ling., 2011) combines the particle swarm algorithm with the ant colony algorithm for post-optimization. The unknown node position is estimated in the third stage of the DV-Hop algorithm to achieve a minimum distance or minimum error. Literature (W Jin., L Xu., & W Min., 2007) established a mathematical model with unknown node locations as parameters. In addition, genetic algorithm is used to solve the optimal position and improve the positioning accuracy. According to the criterion of anchor node selection, the literature (O Yang., H Jin., & B Hong., 2011) uses the average of the previous generation node and the contemporary node position as the reference node of the next generation target node, thereby reducing the influence of the ranging error. Therefore, an improved particle swarm optimization algorithm is used to optimize the positioning results. In literature (W Ya., Y Jian., 2014), by setting the corresponding constraint fitness function and distance fitness function, the search quantity during positioning is reduced and the convergence speed is accelerated. The introduction of swarm intelligence optimization algorithm improves the accuracy of positioning to a certain extent (Z Shi., S Mei., & T Yi., 2009).

The cuckoo search (CS) algorithm was first proposed by Yang and DEB (Yang, X. S., & Deb, S., 2010). By simulating the nesting and spawning behavior of cuckoos, the algorithm introduces Levy flight mechanism into it, so as to quickly and effectively obtain the optimal solution. CS algorithm can better solve a variety of optimization problems, such as economic scheduling, engineering design, image processing in power, energy and medical fields (Shehab, M., Khader, A. T., & Al-Be Tar, M. A., 2017). Cuckoo search algorithm (CSA) (X Xiao., L Dan., & T Liu., 2017) has the advantages of simplicity, few parameters, and easy implementation. Moreover, it can efficiently balance the local search and global search of the algorithm (Yang X., Deb S., 2009), which provides a new research idea for optimizing the positioning performance of wireless sensor networks. Researchers have made great achievements in CS algorithm and its application, and put forward corresponding improvement methods. In references (Li, H., D Shuai, Yu, S., Wang, J., & Ke, L. 2016; Wang, G. G., Deb, S., Gandomi, A. H., Zhang, Z., & Alavi, A. H. 2016), chaotic cuckoo search algorithm is presented for global optimization, which uses various chaotic maps for randomization.

Considering the shortcomings of cuckoo algorithm, we propose a wireless sensor network node location algorithm based on adaptive cuckoo search algorithm, which By adjusting to the length of the movement, and introducing dynamic inertial weight and memory strategy in this paper.

2. ALGORITHM IMPLEMENTATION

2.1. WSN Localization Theory

Wireless sensor network (WSN) is a group of interconnected micro nodes used to collect data from regions of interest (Akyildiz., Ian.F., Weilian., Sankarasubramaniam., & Yogesh, et al. 2002). The simplicity of wireless sensor network makes it applicable to many applications, including target tracking, health care, disaster, emergency and security applications (Rashid, B., Rehmani, M. H., 2016). However, wireless sensor networks still face many problems to be considered, such as limited resources, energy efficiency and delay sensitive data transmission (Amjad, M., Sharif, M., Afzal, M. K., & Kim, S. W., 2016; Pantazis, Nikolaos, A., Nikolidakis, Stefanos, & A., et al. 2013; Akhtar, F., Rehmani., M. H., 2015). In many applications of wireless sensor networks, the location of data collection is very important to locate the monitoring events of interest and respond accordingly
For example, when a fire occurs in the field, the location of the fire source and the area where the fire spread are important factors affecting firefighters’ planning and response (Mistry, H. P., Mistry, N. H., 2015). In other applications such as target tracking and disaster monitoring, location is also very important (Mistry, H. P., Mistry, N. H., 2015; Nazir, U., Arshad, M. A., Shahid, N., & Raza, S. H., 2012). One way to provide each sensor node with its location is to connect a GPS device to each node. However, due to the limited cost, size and energy of each node, this method is not ideal (Khelifi, M., Benyahia, I., Moussaoui, S., & Nait-Abdesselam, F., 2015). Considering these reasons, more and more researchers have presented cheap and efficient localization methods in wireless sensor networks. The main task of WSN localization is to compute the number of uncertain nodes by exploiting the current nodes in a single hop range based on various algorithm. Using the common method for WSN localization, m nodes are randomly distributed in the region of interest, of which n nodes are identified with geographical coordinates and be called anchor nodes. All nodes have transmission capacity, where the transmission range is calculated as r. With n nodes as anchors, the number of unknown nodes to be localized is (m-n). The anchor node transmits its geographic location in each iteration of the positioning process. The localized node in each iteration will be executed as the reference node for the next iteration. As far as any unknown node is concerned, if it has three or more than three supporting or neighboring nodes within its range will be regarded as a localizable node. Because it is a wireless system, the influence of environment plays an important role in distance calculation, and will eventually affect the positioning error. Considering the cost and power consumption, it is not feasible to equip each sensor node with GPS unit, especially in the environment of large-scale wireless sensor networks. A common method for locating unknown nodes is to use multiple mobile anchors (Ding, Wang, & Xiao, 2010; Campos, Souza, Nakamura, Nakamura, & Rodrigues, 2012), in which GPS units moving between unknown nodes are equipped to locate nearby unknown nodes by broadcasting their current positions regularly, as shown in Figure 1.

Compared with the unknown node, the mobile anchor node is not affected by energy constraints, and the positioning accuracy can be effectively improved by using the motion trajectory of the mobile anchor. In addition, robots are more conducive to installing GPS than sensors (Ou, C. H., He, W. L., 2013). The mobile anchor moves between unknown nodes along a given trajectory, and sends its current position signal to the surrounding regularly, so as to locate the nearby unknown nodes, as shown in Figure 2.

From the above Figure 2, we know that the trajectory path is important for mobile anchor to assist node localization. In general, an important factor in determining the mobile path is how to make the mobile anchor work together with different location algorithms. Therefore, using a variety of different location algorithms is very important to study the effectiveness of mobile anchor path planning. When the mobile model and localization scheme can work well together, it shows that the model can be well applied to different scenes and locations.

2.2. Overview of Cuckoo Search Algorithm

Cuckoo search algorithm (CS) mainly includes two aspects: the parasitic breeding mechanism of cuckoo and Levy flight search principle. In general, cuckoos look for nest locations in a random or quasi random way in nature. However, most cuckoos lay eggs in the nests of other birds, not raising their cubs by themselves, but by their owners. The most special habit of cuckoo is parasitic brooding (Winfree, 1999). Some species of cuckoos sneak their eggs into the host’s nest. Since the hatchery’s offspring hatch earlier than the host’s young chicks, the hatched chicks instinctively destroy other eggs in the same nest (launch the nest) and make a louder sound than the host chicks. Many hosts judge the health of their offspring by the size of the sounds of their offspring. Moreover, healthy offspring get more food, which in turn has a higher survival rate. In some cases, the host will also find strange eggs in the nest. At this point, the host will abandon the nest and choose to re-build the
In the constant competition with the host, the cuckoo’s eggs and young chicks are moving toward the simulated host to counter the host’s evolving resolving power.

In the cuckoo search algorithm, the parasitic bird nest that the cuckoo chooses to spawn represents a feasible solution. The essence of the algorithm is to replace the previous generation of poor solutions with new and better solutions. Based on the habits and rules of the cuckoo in finding its nest and raising its young, the updated position of the nest in the next generation is expressed as follows:

$$X_{i+1} = X_i + \alpha \oplus \text{Levy} \left( \beta \right)$$  

where $X_i$ represents the $i$-th solution of the $t$-th generation. $\alpha$ is the step factor used to control the scope of the random search. $\oplus$ is point-to-point multiplication. The Levy flight described in this equation is a Markov chain, that is, the position of the next generation depends only on the current position. $\alpha \oplus \text{Levy} \left( \beta \right)$ is the flight step length of Levy, indicating the flight distance from all the nests (feasible solutions) of generation $i$ to the nest of generation $i+1$.

The probability density function of the power form can be obtained by studying the Levy distribution function, which is denoted as follows:
It can be seen from Eq. (2) that the continuous positional change of the cuckoo forms a probability distribution with a heavy tail. It makes the cuckoo algorithm essentially reflect the flight trajectory of cuckoo, that is, the optimization path consists of frequent short jumps and occasional long jumps. This optimization method can make CSA have more search space and more easy to jump out of local optimization. The Levy random number can be expressed as follows:

\[
Levy(\beta) - \mu = v^\beta, 1 < \beta \leq 3
\]  

Figure 2. Node localization process using mobile anchor along a given trajectory

\[
Levy(\beta) - \frac{2 \times \mu}{v^{1/\beta}}
\]  

where \( \mu \) and \( v \) obey standard normal distribution, whereas \( \beta = 1.5 \).
\[ \varphi = \left( \frac{\Gamma \left( 1 + \beta \right) \sin \left( \pi \times \beta / 2 \right)}{\Gamma \left( \frac{1 + \beta}{2} \right) \times \beta \times 2^{(\beta-2)/2}} \right)^{1/\beta} \] (4)

In order to facilitate the calculation of the Levy flight, the step factor of the literature is used, which is denoted as follows:

\[ \alpha = \alpha_0 \times \left( X_i - X_b \right) \] (5)

where \( \alpha_0 = 0.01 \), \( X_i \) represents the current optimal solution.

Combining equation (1) to equation (5), the solution generated by Levy flight can be updated, which is described as follows:

\[ X_i^{t+1} = X_i^t + 0.01 \times \frac{\varphi \times \mu}{|\mu|^{1/\beta}} \left( X_i^t - X_b \right) \] (6)

When the random number is greater, it means that cuckoo eggs are found. The algorithm enters the preferred random walk, at which point the egg will be eliminated and a new solution will be generated as follows:

\[ X_i^{t+1} = X_i^t + v \left( X_j^t - X_k^t \right) \] (7)

Where \( X_j^t \) and \( X_k^t \) represent two random solutions of the \( t \)-th generation. Whereas \( v \) is a compression factor, which is uniformly distributed by [0, 1].

### 2.3. The Adaptive Cuckoo Search Algorithm

The high efficiency of the cuckoo search algorithm comes from the special Levy flight mechanism. In the optimization process, the step factor \( \alpha \) is larger, the algorithm exploration ability is stronger, but the high-precision global optimal solution can not be obtained. While the step factor \( \alpha \) is always small, the algorithm will pay more iteration when it reaches the target accuracy. The standard cuckoo algorithm has a fixed step factor, and the adaptive adjustment of the step size in the optimization process can not be achieved, and the algorithm converges slowly.

For preferred random swimming, it can be seen from Eq. (6) that the Levy flight mechanism has reduced the search accuracy by one or more orders of magnitude. If the order of magnitude is reduced in random preference swimming, the order of magnitude will jump too fast and the global optimal solution will be missed. In addition, the biologic heuristic algorithm originates from the description of biological behavior habits in nature and has a great randomness.

For the standard cuckoo search algorithm has the disadvantages of slow convergence speed and low precision. In this paper, the global search is performed by the adaptive Levy flight mechanism, and the Levy flight step size is continuously reduced with the iteration. The improved algorithm has a large step factor at the initial stage of optimization, so as to expand the search space in the early stage of the algorithm and improve the global search capability. In the optimization process, the step length decreases and the local search performance of the algorithm is improved.
Based on the above analysis, $\alpha_0$ in the Eq. (5) can be changes from 0.01 in the standard algorithm to the variable, which can be calculated as follows:

$$
\alpha_0 = 0.001 \times t_{\text{max}} \times \exp \left(-\left(\frac{t_i}{t_{\text{max}}} \right) \right)
$$

(8)

The improved Levi flight update location is as follows:

$$
\alpha_0 X_{g,i+1} = X_{g,i} + 0.001 \times t_{\text{max}} \times \exp \left(-\left(\frac{t_i}{t_{\text{max}}} \right) \right) \frac{\varphi \times \mu}{\upsilon^{1/\beta}} \left( X_{g,i} - X_{\text{best}} \right)
$$

(9)

Where $t_i$ represents the current number of iterations and $t_{\text{max}}$ represents the total number of iterations.

The cuckoo search algorithm approaches the global optimal position by Levy flight. In order to avoid falling into local optimum, the algorithm adopts preference random walk to eliminate some feasible solutions, and generate the same number of new solutions in their vicinity. As far as the magnitude of the solution is concerned, when the value of $\upsilon$ in Eq. (7) is small, the eliminated solution $X_i^t$ and its offset $\upsilon \left( X_j^t - X_i^t \right)$ will differ by several orders of magnitude, and the local search effect is not significant. As far as the execution of the algorithm is concerned, the update of the cuckoo algorithm to the eliminated bird nest can be expressed as follows:

$$
X_{i+1}^t = X_i^t + 0.01 \times \frac{\varphi \times \mu}{\upsilon^{1/\beta}} \left( X_{i}^t - X_{j}^{t-1} \right) + \upsilon \left( X_j^t - X_i^t \right)
$$

(10)

The above formula includes global search and local search. The dynamic inertia improvement strategy is a mechanism to control the ability of population exploration and development. It can effectively improve the search ability of the algorithm and balance the relationship between local search and global search. In this paper, dynamic inertia weights are introduced in the preference random walks to make them adaptive. Dynamic inertia weight $\omega$ is denoted as follows:

$$
\omega = 1 - e^{-\left(\frac{t_{\text{max}}^2}{t_{\text{max}}} \right) / t}
$$

(11)

Where $t_i$ represents the current number of iterations and $t_{\text{max}}$ denotes the total number of iterations.

This improvement expands the optimization space by setting a large inertia weight in the early iterations, which enhances the global exploration ability of the algorithm. At the same time, in order to ensure the convergence to the global optimal value in the later stage, the local search ability of the algorithm should be continuously enhanced, and the inertia weight is appropriately reduced. Improved preference random walk can be expressed as follows:

$$
X_{i+1}^t = X_i^t + \omega \left( X_j^t - X_i^t \right)
$$

(12)
In addition, the local search update scheme uses a double random solution and can not retain the favorable information of the previous generation, which is not conducive to accurate search. In this paper, the memory strategy is introduced into the preference random walk, which replaces a random bird nest with the position of the previous generation of bird nests, so as to achieve the purpose of making full use of historical experience. Therefore, the updating formula of random preference random walks is modified as follows:

\[ X_{i}^{t+1} = X_{i}^{t} + \omega \ast (X_{j}^{t} - X_{i}^{t}) \]  

(13)

The adaptive cuckoo search algorithm focuses on the overall optimization of the algorithm, taking into account improvements in Levy flight and preference for random walks. It can make the algorithm adjust adaptively in the optimization process and improve the convergence speed and accuracy. At the same time, the algorithm can make full use of the current favorable information because of the memory strategy introduced in the local search, and the convergence precision is improved. The diagram of adaptive cuckoo search algorithm procession is shown in Fig. 3.

3. EXPERIMENT AND ANALYSIS

In order to evaluate the algorithm performance, the proposed algorithm is compared with the algorithm of DV-Hop and CSA respectively in the simulation experiment. The normalized positioning error is selected as the performance evaluation index, which is expressed as follows:

\[ E = \sum_{i=1}^{n} \frac{\sqrt{(x_r - x_i)^2 + (y_r - y_i)^2}}{R \times N} \]  

(14)

Where \((x_r, y_r)\) represents the true position coordinates of the node to be located whereas \((x_i, y_i)\) denotes the coordinates of the unknown node calculated by the Proposed algorithm. \(R\) represents the communication radius of the node, and \(N\) represents the number of unknown nodes.

The proposed algorithms, DV-Hop and CSA are simulated and compared under different communication radius and different total nodes. A square with a boundary length of 200 meters is selected as the simulation area. In order to reduce the randomness of the error, the simulation is performed 100 times under the same parameters, and the average positioning error curve is drawn by taking the mean value.

The experiment of different communication radius was performed using the proposed algorithms, DV-Hop and CSA respectively. Fig. 4 shows the average positioning error curves of the three algorithms when the total number of nodes is 200, the number of beacon nodes is 20, and the communication radius is 25 to 60 meters. It can be seen from Fig. 4 that when the total number of nodes and the number of beacon nodes are constant, the average positioning errors of the proposed algorithms, DV-Hop and CSA are gradually reduced as the communication radius increases. Moreover, the proposed algorithm outperforms the other two algorithms at any communication radius. This shows that the advantage of the proposed algorithm is more obvious when the node distribution is sparse. After analysis, the positioning error of the proposed algorithm is reduced by 19.23% and 53.42% respectively, compared with the CSA and the DV-Hop algorithm.

The experiment of different total number nodes was performed. Fig. 5 shows the average positioning error curves of the three algorithms when the number of beacon nodes is 20, the communication radius is 30 meters, and the total number of nodes is gradually increasing from 100
It can be seen from Fig. 5 that the positioning errors of the proposed algorithm, DV-Hop and CSA decrease with the increase of the total number of nodes. Moreover, the proposed algorithm outperforms the other two algorithms in any total number of nodes. When the total number of nodes is less than 150, the proposed algorithm has an average positioning error of 60.04% lower than that of the DV-Hop algorithm. This shows that the proposed algorithm performs better and is more practical. After analysis, the positioning error of the proposed algorithm is reduced by 14.74% and 47.07% respectively, compared with the positioning error of the algorithm of CSA and the DV-Hop.

Based on all the above experimental analysis, we can know that the adaptive cuckoo search algorithm is still the best algorithm for improving the node positioning accuracy of wireless sensor networks on all experiments. All in all, the proposed algorithm has better performance compared with other methods.

4. CONCLUSION

In order to improve the node positioning accuracy of wireless sensor networks, a node localization method based on adaptive cuckoo search algorithm is proposed. By adaptively adjusting the Levy flight step size, the algorithm has a large optimization space in the early stage and improves the global search ability. By introducing dynamic inertial weight and memory strategy, the algorithm can make full use of historical experience and improve its stability. Simulation experiments show that the proposed algorithm can effectively improve the positioning accuracy without increasing the hardware overhead.
Through this research, we have shown that an adaptive cuckoo search algorithm can be used to design and develop a wireless vision sensor network for the field of precision agriculture to improve the node positioning accuracy. In the future, this network will be expanded by using various sensors, so as to develop a low-cost and mature crop monitoring system. The system can not only track the changes of external environmental meteorological parameters, but also monitor weeds and disease insects in crops by using the images obtained by sensors.
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