EXPO\(\text{N}\)ENTIAL STARLIKENESS AND CONVEXITY OF CONFLUENT HYPERGEOMETRIC, LOMMEL AND STRUVE FUNCTIONS
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Abstract. Sufficient conditions are obtained on the parameters of Lommel function of the first kind, generalized Struve function of the first kind and the confluent hyper-
geometric function under which these special functions become exponential convex and
exponential starlike in the open unit disk. The method of differential subordination is
employed in proving the results. Few examples are also provided to illustrate the results
obtained.

1. Introduction

The remarkable use of generalized hypergeometric functions aroused great interest
among researchers in the last few decades, specifically after they were used by Louis de
Branges \cite{7} in the proof of the Milen conjecture which in turn imply the famous Bieber-
bach conjecture. There is an extensive literature in geometric function theory that deals
with the analytic and geometric properties of different kinds of hypergeometric functions
like Bessel function \cite{21,22,25}, Struve function \cite{8,17,18,27}, confluent hyper-
geometric function \cite{1,6,12,20}, Lommel function \cite{5,24,26} and other generalized hyper-
geometric functions \cite{19,23}. Using numerous techniques, the authors determined various
sufficient conditions on the parameters involved in these special functions to belong to
the class of univalent functions or in its subclasses of functions that are convex, starlike,
close-to-convex, uniformly convex and so forth. In this paper, several sufficient conditions
are obtained on the parameters involved in Lommel function of the first kind, generalized
Struve function of the first kind and the confluent hypergeometric function to belong to
the class of normalized univalent functions \(f\) defined in the unit disk
\(D := \{z \in \mathbb{C} : |z| < 1\}\) such that \(w = zf''/f'\) or \(w = 1 + zf''/f'\) lies in the domain \(|\log w| < 1\) of the right-half
plane associated with the exponential function.

The concept of subordination plays a crucial role in defining several well-known classes
of analytic functions defined in the unit disk \(D\). If \(f\) and \(g\) are two analytic functions
in \(D\), then \(f\) is subordinate to \(g\), if there exists an analytic function \(w\) in \(D\) such that
\(w(0) = 0\) and \(|w(z)| < 1\) for all \(z \in D\) that satisfies \(f = g \circ w\) in \(D\). Symbolically, we write
it as \(f < g\). If \(f < g\), then \(f(0) = g(0)\) and \(f(D) \subseteq g(D)\). In particular, if \(g\) is univalent
in \(D\), then \(f < g\) if and only if \(f(0) = g(0)\) and \(f(D) \subseteq g(D)\). The family \(P_e\) consists of
analytic functions \(p\) in \(D\) with \(p(0) = 1\) and \(p(z) < e^z\) for all \(z \in D\).

Let \(\mathcal{S}\) denote the class of all analytic functions \(f\) normalized by the conditions
\(f(0) = f'(0) - 1 = 0\) and its subclass consisting of all univalent functions is denoted by \(\mathcal{S}\). A
function \(f \in \mathcal{S}\) is said to be exponential convex (or exponential starlike) if the quantity
\(1 + zf''(z)/f'(z)\) (or \(zf''(z)/f(z)\)) belongs to \(P_e\). We denote the classes of such functions
by \(K_e\) and \(S_e\) respectively. These classes are particular case of the subclasses of convex
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and starlike functions introduced by Ma and Minda [10] and were extensively studied by Mendiratta et al. [11].

If $\Gamma$ is the Euler’s gamma function and $(x)_\mu$ is the Pochhammer symbol given by

$$(x)_\mu := \frac{\Gamma(x + \mu)}{\Gamma(x)} = \begin{cases} 1, & \mu = 0 \\ x(x + 1) \cdots (x + n - 1), & \mu = n \in \mathbb{N} \end{cases}$$

then the generalized hypergeometric function $\sum_{n=0}^{\infty} \frac{(\alpha_1)_n \cdots (\alpha_q)_n}{(\beta_1)_n \cdots (\beta_s)_n} \frac{z^n}{n!}$ is defined by

$$q_{Fs}(\alpha_1, \ldots, \alpha_q; \beta_1, \ldots, \beta_s; z) = \sum_{n=0}^{\infty} \frac{(\alpha_1)_n \cdots (\alpha_q)_n}{(\beta_1)_n \cdots (\beta_s)_n} \frac{z^n}{n!}$$

where $\alpha_i \in \mathbb{C}$ ($i = 1, 2, \ldots, q$), $\beta_j \in \mathbb{C} \setminus \{0, -1, -2, \ldots\}$ ($j = 1, 2, \ldots, s$) and $q, s$ are nonnegative integers such that $q \leq s + 1$. This paper aims to determine the sufficient conditions for some generalized hypergeometric functions to be in the classes $\mathcal{K}_c$ and $\mathcal{P}_e$. Sections 2, 3 and 4 are devoted to confluent hypergeometric function, Lommel function of the first kind and generalized Struve function of the first kind respectively. Few examples are also discussed in each section to illustrate the results obtained.

We shall make use of the theory of differential subordination (introduced by Miller and Mocanu [13]) in proving our results. In [16], Naz et al. discussed the class of admissible functions associated with the exponential function $e^z$ and proved the following key lemma:

**Lemma 1.1.** [10] Let $\Omega$ be a subset of $\mathbb{C}$ and the function $\Psi: \mathbb{C}^3 \times \mathbb{D} \rightarrow \mathbb{C}$ satisfies the admissibility condition $\Psi(r, s, t; z) \notin \Omega$ whenever

$$r = e^{i\theta}, \quad s = me^{i\theta}r \quad \text{and} \quad \text{Re}(1 + t/s) \geq m(1 + \cos \theta)$$

where $z \in \mathbb{D}$, $\theta \in [0, 2\pi)$ and $m \geq 1$. If $p$ is an analytic function in $\mathbb{D}$ with $p(0) = 1$ and $\Psi(p(z), zp'(z), z^2p''(z); z) \in \Omega$ for $z \in \mathbb{D}$, then $p \in \mathcal{P}_e$.

It is worth to note that the admissibility condition $\Psi(r, s, t; z) \notin \Omega$ is verified for all $r = e^{i\theta}$, $s = e^{i\theta} e^{i\theta}$ and $t$ with $\text{Re}(1 + t/s) \geq 0$, that is, $\text{Re}((t + s)e^{-i\theta}e^{-i\theta}) \geq 0$ for all $\theta \in [0, 2\pi)$ and $m \geq 1$. This form of admissibility condition will be utilized throughout the paper. Moreover, for the case $\Psi: \mathbb{C}^2 \times \mathbb{D} \rightarrow \mathbb{C}$, the admissibility condition reduces to

$$\Psi(e^{i\theta}, me^{i\theta} e^{i\theta}; z) \notin \Omega$$

where $z \in \mathbb{D}$, $\theta \in [0, 2\pi)$ and $m \geq 1$.

2. CONFLUENT HYPERGEOMETRIC FUNCTION

For complex constants $a$ and $c$ with $c \neq 0, -1, -2, \ldots$, the confluent (or Kummer) hypergeometric function $\Phi(a; c; z)$ defined by

$$\Phi(a; c; z) = 1F_1(a; c; z) = 1 + \frac{az}{c} + \frac{a(a+1)z^2}{c(c+1)2!} + \cdots$$

$$= \sum_{n=0}^{\infty} \frac{(a)_n z^n}{(c)_n n!} = \frac{\Gamma(c)}{\Gamma(a)} \sum_{n=0}^{\infty} \frac{\Gamma(a+n) z^n}{\Gamma(c+n) n!}$$

is an entire function and it satisfies the second-order Kummer’s differential equation

$$zw''(z) + (c-z)w'(z) - aw(z) = 0 \quad (z \in \mathbb{C}). \tag{2.1}$$

Moreover, the function $\Phi(a; c; z)$ satisfies the following:

$$a\Phi(a+1; c+1; z) = c\Phi'(a; c; z) \quad \text{and} \quad \Phi(a; a; z) = e^z. \tag{2.2}$$
Miller and Mocanu [12] investigated the univalence, convexity and starlikeness of confluent hypergeometric functions using the technique of differential subordination. Ponnusamy and Vuorinen [20] carried out the similar analysis by using the sufficient conditions of close-to-convexity and starlikeness in terms of monotonicity of coefficients. Ali et al. [1] determined the Janowski convexity and Janowski starlikeness of $\Phi(a; c; z)$. Recently, Bohra and Ravichandran [6] determined the conditions under which $\Phi(a; c; z)$ is strongly convex of order $1/2$. The first theorem of this section determines the conditions on parameters $a$ and $c$ so that $\Phi(a; c; z)$ belongs to the class $\mathcal{P}_e$.

**Theorem 2.1.** Let the parameters $a$, $c \in \mathbb{C}$ be constrained such that $c$ is not a nonnegative integer and $\text{Re}(c) \geq |a| + 2$. Then $\Phi(a; c; z) \in \mathcal{P}_e$.

**Proof.** First, we claim that the function $(c/a)\Phi'(a; c; z) \in \mathcal{P}_e$ if $a \neq 0$ and $\text{Re}(c) \geq |a + 1| + 1$. Define a function $p: \mathbb{D} \to \mathbb{C}$ by

$$p(z) = \frac{c}{a}\Phi'(a; c; z).$$

Clearly $p$ is analytic in $\mathbb{D}$ as $a \neq 0$. Since $\Phi(a; c; z)$ satisfies (2.1), the function $p$ satisfies the second-order differential equation

$$z^2p''(z) + (c - z + 1)zp'(z) - (a + 1)zp(z) = 0.$$ 

Let us define another function $\Psi: \mathbb{C}^3 \times \mathbb{D} \to \mathbb{C}$ by

$$\Psi(r, s, t; z) = t + s + (c - z)s - (a + 1)rz$$

and suppose that $\Omega := \{0\}$. Then $\Psi(p(z), zp'(z), z^2p''(z); z) \in \Omega$ for all $z \in \mathbb{D}$. In order to prove that $p(z) < e^z$, we must show $\Psi(r, s, t; z) \notin \Omega$ whenever $r = e^{i\theta}$, $s = me^{i\theta}e^{i\theta}$, $\text{Re}((s + t)e^{-i\theta}e^{-i\theta}) \geq 0$, $\theta \in [0, 2\pi)$, $z \in \mathbb{D}$ and $m \geq 1$, in view of Lemma 1.1. Recall the inequality $|z_1 \pm z_2| \geq ||z_1| - |z_2||$ for all $z_1, z_2 \in \mathbb{C}$ and consider

$$\left|\Psi(r, s, t; z)\right| = \left|e^{i\theta} \cdot |(t + s)e^{-i\theta} + (c - z)me^{i\theta} - (a + 1)z|\right|$$

$$\geq e^{\cos\theta} \left[(t + s)e^{-i\theta} + (c - z)m| - (a + 1)| \cdot |z|\right]$$

$$\geq \frac{1}{e} \left[\text{Re}((t + s)e^{-i\theta}e^{-i\theta}) + \text{Re}(c - z)m - |a + 1| \cdot |z|\right]$$

$$\geq \frac{1}{e} [\text{Re}(c - z)m - |a + 1| \cdot |z|].$$

Since $\text{Re}(z) < 1$ and $\text{Re}(c) \geq |a + 1| + 1 \geq 1$, it follows that $\text{Re}(c - z) > \text{Re}(c - 1) \geq 0$ so that

$$\left|\Psi(r, s, t; z)\right| \geq \frac{1}{e} [\text{Re}(c - z) - |a + 1|] > \frac{1}{e} [\text{Re}(c) - 1 - |a + 1|] \geq 0.$$ 

This proves that $|\Psi(r, s, t; z)| > 0$ and therefore $p(z) < e^z$ for all $z \in \mathbb{D}$. Hence we have shown that $(c/a)\Phi'(a; c; z) \in \mathcal{P}_e$ if $a \neq 0$ and $\text{Re}(c) \geq |a + 1| + 1$. Using the relation (2.2), we can write

$$(a - 1)\Phi(a; c; z) = (c - 1)\Phi'(a - 1; c - 1; z).$$

Consequently, it follows that $\Phi(a; c; z) \in \mathcal{P}_e$ provided $a \neq 1$ and $\text{Re}(c) \geq |a| + 2$. If $a = 1$, then we will employ the limit procedure. Let $(a_n)$ be a sequence of complex numbers such that $\lim(a_n) = 1$, $a_n \neq 1$ and $\text{Re}(c) \geq |a_n| + 2$ for all $n \in \mathbb{N}$. For all $z \in \mathbb{D}$, note that

$$\Phi(a_n; c; z) = \frac{c - 1}{a_n - 1}\Phi'(a_n - 1; c - 1; z) \in \mathcal{P}_e$$

for all $n \in \mathbb{N}$.
so that

\[ | \log(\Phi(a_n; c; z)) | < 1 \quad \text{for all } n \in \mathbb{N}. \]

By the continuity of \( \Phi \), it follows that \( \Phi(1; c; z) \in \mathcal{P}_e \) if \( \text{Re}(c) \geq 3 \) (on letting \( n \to \infty \)). \( \square \)

Let us illustrate Theorem 2.1 through the following example for different choices of \( a \) and \( c \) satisfying the hypothesis.

Example 2.2. By Theorem 2.1 it is evident that the polynomials

\[
q_1(z) := \Phi(-1; 3; z) = 1 - \frac{z}{3}
\]

\[
q_2(z) := \Phi(-2; 4; z) = 1 - \frac{z}{2} + \frac{z^2}{20}
\]

\[
q_3(z) := \Phi(-3; 5; z) = 1 - \frac{3z}{5} + \frac{z^2}{10} - \frac{z^3}{210}
\]

are in the class \( \mathcal{P}_e \). The subordinations \( q_i(z) \prec e^z \) \( (i = 1, 2, 3) \) are graphically represented in Figure 1.

Similarly, the subordinations \( \Phi(-25; 27; z) \prec e^z \) and \( \Phi(-100; 102; z) \prec e^z \) are graphically shown in Figure 2.
The next theorem gives a sufficient condition on the parameters $a$ and $c$ for the confluent hypergeometric function $\Phi(a; c; z)$ to be exponential convex.

**Theorem 2.3.** Let the parameters $0 \neq a, c \in \mathbb{R}$ be constrained such that $c$ is not a nonnegative integer and either (i) $a > -1$ and $c \geq a$ or (ii) $a \leq -1$ and $c \geq (1 + (1 + a)^2)^{1/2}$. If such $a$ and $c$ satisfy the following condition:

$$(e - 1)|c - 2| + |a| \leq \frac{(e - 1)^2(e + 1)}{e^2}$$

then the function $(\Phi(a; c; z) - 1)c/a \in \mathcal{K}_c$.

**Proof.** Let $\Lambda(a; c; z) = (\Phi(a; c; z) - 1)c/a$ and define a function $p: \mathbb{D} \to \mathbb{C}$ by

$$p(z) = 1 + \frac{z\Lambda''(a; c; z)}{\Lambda'(a; c; z)} = 1 + \frac{z\Phi''(a; c; z)}{\Phi'(a; c; z)}.$$ 

The conditions given in the hypothesis imply that the function $\Re(c/a)\Phi(a; c; z) > 0$ for all $z \in \mathbb{D}$ by [12] Theorem 1, p. 336. Therefore $\Phi'(a; c; z) \neq 0$ for all $z \in \mathbb{D}$ and hence the function $p$ is analytic in $\mathbb{D}$. First, suppose that $z \neq 0$. Since the function $\Phi(a; c; z)$ satisfies the differential equation (2.4), we have

$$z\Phi''(a; c; z) + (c - z)\Phi'(a; c; z) - a\Phi(a; c; z) = 0.$$ 

Differentiation gives

$$z\Phi'''(a; c; z) + (c - z + 1)\Phi''(a; c; z) - (a + 1)\Phi'(a; c; z) = 0.$$ 

Since $\Phi'(a; c; z) \neq 0$ for all $z \in \mathbb{D}$, dividing this equation by $\Phi'(a; c; z)$ and then multiplying it by $z$ yield

$$\frac{z^2\Phi'''(a; c; z)}{\Phi'(a; c; z)} + (c - z + 1)\frac{z\Phi''(a; c; z)}{\Phi'(a; c; z)} - (a + 1)z = 0. \quad (2.4)$$

Differentiating the equation $p(z) - 1 = z\Phi''(a; c; z)/\Phi'(a; c; z)$ logarithmically, we obtain

$$\frac{z\Phi'''(a; c; z)}{\Phi''(a; c; z)} = \frac{zp'(z) + p^2(z) - 3p(z) + 2}{p(z) - 1}$$

so that

$$\frac{z^2\Phi'''(a; c; z)}{\Phi'(a; c; z)} = zp'(z) + p^2(z) - 3p(z) + 2.$$ 

Putting this expression in (2.4), it follows that the function $p$ satisfies the following second order differential equation

$$zp'(z) + p^2(z) - 1 + (c - 2)(p(z) - 1) - (a + p(z))z = 0. \quad (2.5)$$

This equation is also valid for $z = 0$. Now if we define a function $\Psi: \mathbb{C}^2 \times \mathbb{D} \to \mathbb{C}$ by

$$\Psi(r, s; z) := s + r^2 - 1 + (c - 2)(r - 1) - (a + r)z$$

and let $\Omega := \{0\}$, then the second order differential equation (2.5) can be rewritten as

$$\Psi(p(z),zp'(z); z) \in \Omega \quad (z \in \mathbb{D}).$$

Observe that

$$|\Psi(r, s; z)| = |s + r^2 - 1 + (c - 2)(r - 1) - az - rz|$$

$$\geq |s + r^2 - 1| - |c - 2| \cdot |r - 1| - |a| \cdot |z| - |r| \cdot |z|. \quad (2.6)$$
For \( r = e^{i\theta}, s = me^{i\theta}e^{i\theta}, \theta \in [0, 2\pi), z \in \mathbb{D} \) and \( m \geq 1 \), we have

\[
|s + r^2 - 1|^2 = (\text{Re}(me^{i\theta}e^{i\theta} + e^{2i\theta} - 1))^2 + (\text{Im}(me^{i\theta}e^{i\theta} + e^{2i\theta} - 1))^2 \\
= (me^{\cos\theta} \cos(\theta + \sin \theta) + e^{2\cos\theta} \cos(2\sin \theta) - 1)^2 \\
+ (me^{\cos\theta} \sin(\theta + \sin \theta) + e^{2\cos\theta} \sin(2\sin \theta))^2 := g(\theta).
\]

The function \( g \) attains its minimum at \( \theta = \pi \) by applying the second derivative test and

\[
\min_{\theta \in [0, 2\pi]} g(\theta) = g(\pi) = \left( \frac{-m}{e} + \frac{1}{e^2} - 1 \right)^2
\]

so that

\[
|s + r^2 - 1| \geq \frac{m}{e} - \frac{1}{e^2} + 1 \geq \frac{1}{e} - \frac{1}{e^2} + 1.
\]

Also,

\[
|r - 1|^2 = (e^{\cos\theta} \cos(\sin \theta) - 1)^2 + e^{2\cos\theta} \sin^2(\sin \theta) \\
= e^{2\cos\theta} + 1 - 2e^{\cos\theta} \cos(\sin \theta) := h(\theta).
\]

The function \( h \) attains its maximum at \( \theta = 0 \) and hence \( |r - 1| \leq e - 1 \). Moreover, \( |r| = e^{\cos\theta} \leq e \). Using (2.6) and the above estimates, we have

\[
|\Psi(r, s; z)| = |\Psi(e^{i\theta}, me^{i\theta}e^{i\theta}; z)| > \frac{1}{e} - \frac{1}{e^2} + 1 - (e - 1)|c - 2| - |a| - e \geq 0
\]

whenever (2.3) holds. Therefore \( |\Psi(r, s; z)| > 0 \) and hence using Lemma 1.1 we conclude that \( p(z) < e^z \) or \( \Lambda \in \mathcal{K}_e \).}

Using the famous Alexander duality theorem between the two classes \( \mathcal{K}_e \) and \( \mathcal{S}_e^* \) which says that \( f \in \mathcal{K}_e \) if and only if \( zf' \in \mathcal{S}_e^* \), the property (2.22) of the function \( \Phi(a; c; z) \):

\[
(a - 1)z\Phi(a; c; z) = (c - 1)z\Phi'(a - 1; c - 1; z)
\]

and carrying out the case \( a = 1 \) separately using the limit procedure (as done in Theorem 2.1), the sufficient condition for a function \( z\Phi(a; c; z) \) to be exponential starlike is obtained.

**Corollary 2.4.** Let the parameters \( a, c \in \mathbb{R} \) be constrained such that \( c \) is not a nonnegative integer and either (i) \( a > 0 \) and \( c \geq a \) or (ii) \( a \leq 0 \) and \( c \geq 1 + (1 + a^2)^{1/2} \). If such \( a \) and \( c \) satisfy the following condition:

\[
(e - 1)|c - 3| + |a - 1| \leq \frac{(e - 1)^2(e + 1)}{e^2}
\]

then the function \( z\Phi(a; c; z) \in \mathcal{S}_e^* \).

Let us illustrate Theorem 2.3 and Corollary 2.4 by an example.

**Example 2.5.** The constants \( a = 1 \) and \( c = 2 \) satisfy the conditions of Theorem 2.3. This gives

\[
\Lambda(1; 2; z) = 2(\Phi(1; 2; z) - 1) = 2 \left( \frac{e^z - z - 1}{z} \right) \in \mathcal{K}_e.
\]

Similarly, the constants \( a = 2 \) and \( c = 3 \) satisfy Corollary 2.4 so that the function

\[
\Upsilon(2; 3; z) = z\Phi(2; 3; z) = \frac{2 + 2(-1 + z)e^z}{z} \in \mathcal{S}_e^*.
\]
This can be seen graphically by considering the quantities

\[ 1 + \frac{z\Lambda''(1; 2; z)}{\Lambda'(1; 2; z)} \quad \text{and} \quad \frac{z\Upsilon'(2; 3; z)}{\Upsilon(2; 3; z)}. \]

Both these expressions turn out to be the function

\[ q(z) = \frac{e^z(1 - z + z^2) - 1}{e^z(-1 + z) + 1} \]

which maps \( \mathbb{D} \) inside \( \exp(\mathbb{D}) \) as depicted in Figure 3.

![Figure 3. Graph showing \( q(\mathbb{D}) \subset \exp(\mathbb{D}) \)](image)

For \( \text{Re}(a) > 0 \) and \( \text{Re}(c) > 0 \), the function \( \Phi(a; c; z) \) also has following the integral representation [13, Equation (1.2-8), p. 5]:

\[ \Phi(a; c; z) = \frac{\Gamma(c)}{\Gamma(a) \cdot \Gamma(c - a)} \int_0^1 t^{a-1}(1 - t)^{c-a-1}e^{tz} dt = \int_0^1 e^{tz} d\mu(t) \]

where

\[ d\mu(t) = \frac{\Gamma(c)t^{a-1}(1 - t)^{c-a-1}}{\Gamma(a) \cdot \Gamma(c - a)} dt \]

is the probability measure on \([0, 1]\). Therefore using Theorem 2.3, we have

\[ g_\delta(z) := \Phi(1; 1 + \delta; z) = \delta \int_0^1 (1 - t)^{\delta-1}e^{tz} dt \]

belongs to the class \( \mathcal{K}_e \) when \( |\delta - 1| \leq (e^3 - 2e^2 - e + 1)/(e^2(e - 1)) \). Similarly using Corollary 2.4, the function

\[ h_\delta(z) := z\Phi(1; 1 + \delta; z) = \delta z \int_0^1 (1 - t)^{\delta-1}e^{tz} dt \]

belongs to the class \( \mathcal{K}^*_e \) when \( |\delta - 2| \leq (e^2 - 1)/e^2 \).
3. Lommel Function of the First Kind

Prajapat [21] obtained the sufficient conditions for the generalized and normalized Bessel function to be univalent in $\mathbb{D}$ while Baricz and Ponnusamy [4] investigated the convexity and starlikeness for the same. Kanas et al. [9] and Radhika et al. [22] obtained the relation between the generalized Bessel function and the Janowski class using distinct techniques. Very recently, Naz et al. [15] determined the conditions on the parameters of the generalized and normalized Bessel function to be exponential convex and exponential starlike. In this section, the connection of Lommel function of first kind with the classes $\mathcal{K}_e$ and $\mathcal{S}_e^*$ is established.

Consider the second-order inhomogeneous Bessel differential equation

$$z^2 \omega''(z) + z \omega'(z) + (z^2 - \nu^2)\omega(z) = z^{\mu+1} \quad (\mu, \nu, z \in \mathbb{C}).$$

Its particular solution known as the Lommel function of the first kind, is denoted by $s_{\mu,\nu}$ and can be explicitly expressed in terms of hypergeometric function $_1F_2$ as

$$s_{\mu,\nu}(z) = \frac{z^{\mu+1}}{(\mu - \nu + 1)(\mu + \nu + 1)} _1F_2 \left(1; \frac{\mu - \nu + 3}{2}, \frac{\mu + \nu + 3}{2}; -\frac{z^2}{4}\right)$$

where $\mu \pm \nu$ is not a negative odd integer. Since the function $s_{\mu,\nu}$ does not belong to the class $\mathcal{A}$, following normalization of the Lommel function is taken into consideration

$$h_{\mu,\nu}(z) = \frac{(\mu - \nu + 1)(\mu + \nu + 1)}{z^{(1-\mu)/2}} s_{\mu,\nu}(\sqrt{z}) \quad (z \in \mathbb{D})$$

which can be expressed in the infinite series

$$h_{\mu,\nu}(z) = z + \sum_{n \geq 1} \frac{(-1/4)^n}{((\mu - \nu + 3)/2)n((\mu + \nu + 3)/2)_n} z^{n+1} \quad (z \in \mathbb{D}).$$

Therefore the function $h_{\mu,\nu} \in \mathcal{A}$ and satisfies the second-order differential equation

$$z^2 h''_{\mu,\nu}(z) + \mu z h'_{\mu,\nu}(z) + \frac{1}{4}((\mu - 1)^2 - \nu^2 + z) h_{\mu,\nu}(z) = \frac{1}{4}((\mu + 1)^2 - \nu^2) z. \quad (3.1)$$

Yağmur [26] and Sim et al. [24] investigated the geometric properties like convexity and starlikeness of order $\alpha$ of normalized form of Lommel functions of the first kind. Sim et al. [24] used the method of admissible functions to prove their results. Yağmur [26] also obtained a sufficient condition under which $h_{\mu,\nu}$ becomes close-to-convex of order $(1 + \alpha)/2$. Our first result gives the condition on the parameters $\mu$ and $\nu$ so that the Lommel function of the first kind $h_{\mu,\nu}$ belongs to class of exponential convex functions.

**Theorem 3.1.** Let the parameters $\mu, \nu \in \mathbb{R}$ be constrained such that $\mu \pm \nu$ are not negative odd integers, $M = (\mu + 5)^2 - \nu^2$ and $N = (\mu + 3)^2 - \nu^2$. If such $\mu$ and $\nu$ satisfy the following three conditions:

$$\mu > -5 + (3/2 + \nu^2)^{1/2}, \quad \frac{4M}{N} < 2M - 3$$

and

$$\mu(1+2\sin(1))-\frac{1}{4}e(e-1) |(\mu + 1)(\mu - 7) - \nu^2| \geq e^4 - 3e^3 + \frac{13e^2}{4} - \frac{3e}{4} - \frac{3}{e} + 2 - 2\sin(1) \quad (3.2)$$

then $h_{\mu,\nu} \in \mathcal{K}_e$. 

Proof. Let us define a function \( p : \mathbb{D} \to \mathbb{C} \) by

\[
p(z) = 1 + \frac{z h''_{\mu,\nu}(z)}{h'_{\mu,\nu}(z)}.
\]

The first condition implies that \( M > 3/2 \). Also, by means of \([26] \text{ p.} 1040\), we have

\[
|h'_{\mu,\nu}(z)| \geq \frac{2MN - 4M - 3N}{N(2M - 3)} = 1 - \frac{4M}{N(2M - 3)} > 0
\]

by the second condition. Therefore \( h'_{\mu,\nu}(z) \neq 0 \) for all \( z \in \mathbb{D} \) and hence \( p \) is an analytic function with \( p(0) = 1 \). Assume that \( z \neq 0 \). Differentiating \((3.1)\), dividing it by \( h'_{\mu,\nu} \) and then multiplying the obtained equation by \( z \), we have

\[
\frac{z^3 h''_{\mu,\nu}(z)}{h'_{\mu,\nu}(z)} + (\mu + 4)\frac{z^2 h'''_{\mu,\nu}(z)}{h'_{\mu,\nu}(z)} + \frac{1}{4}((\mu + 3)^2 - \nu^2 + z)\frac{z^2 h''_{\mu,\nu}(z)}{h'_{\mu,\nu}(z)} + \frac{z}{2} = 0.
\]

Differentiating the equation \( z h''_{\mu,\nu}(z)/h'_{\mu,\nu}(z) = p(z) - 1 \) logarithmically and then multiplying \( z \) on both sides, we see that the function \( p \) satisfies the following second-order differential equation:

\[
z^2 p''(z) - 5z p'(z) + 3z p(z) p'(z) + p^3(z) - 6p^2(z) + 11p(z) - 6 + (\mu + 4)(zp'(z)
\]

\[
+ p^2(z) - 3p(z) + 2) + \frac{1}{4}(p(z) - 1)((\mu + 3)^2 - \nu^2 + z) + \frac{z}{2} = 0.
\]

After rearrangement of terms, we obtain

\[
z^2 p''(z) + z p'(z) + (\mu - 2)z p'(z) + 3z p(z) p'(z) + (\mu + 1)(p^2(z) - 1)
\]

\[
+ (p(z) - 1)^3 + \frac{1}{4}(p(z) - 1)((\mu + 1)(\mu - 7) - \nu^2) + \frac{1}{4}(p(z) + 1)z = 0. \tag{3.3}
\]

Note that the above equation is also valid for \( z = 0 \). Now define a function \( \Psi : \mathbb{C}^3 \times \mathbb{D} \to \mathbb{C} \) by

\[
\Psi(r, s, t; z) := t + s + (\mu - 2)s + 3rs + (\mu + 1)(r^2 - 1) + (r - 1)^3
\]

\[
+ \frac{1}{4}(r - 1)((\mu + 1)(\mu - 7) - \nu^2) + \frac{1}{4}(r + 1)z
\]

and suppose that \( \Omega := \{0\} \). Then \((3.3)\) can be written as

\[
\Psi(p(z), zp'(z), z^2 p''(z); z) \in \Omega \quad (z \in \mathbb{D}).
\]

We will use Lemma \[14\] to prove the required result, that is, we show that \( \Psi(r, s, t; z) \notin \Omega \) whenever \( r = e^{i\theta} \), \( s = me^{i\theta}e^{-i\theta} \) and \( \text{Re}((s + t)e^{-i\theta}e^{-i\theta}) \geq 0 \) where \( z \in \mathbb{D}, \theta \in [0, 2\pi) \) and
$m \geq 1$ using the given condition (3.2). Consider

$$\Psi(r, s, t; z) = \left|e^{i\theta} \left[(t + s)e^{-i\theta} + (\mu - 2)me^{i\theta} + 3me^{i\theta}e^{-i\theta} + (\mu + 1)\left(e^{i\theta} - e^{-i\theta}\right)\right] \right| + \left(e^{i\theta} - 1\right) + \frac{1}{4}\left(e^{i\theta} - 1\right)((\mu + 1)(\mu - 7) - \nu^2) + \frac{1}{4}\left(e^{i\theta} + 1\right)z \right|$$

$$\geq e^{\cos\theta} \left|\left(t + s\right)e^{-i\theta} - e^{-i\theta} + (\mu - 2)m + 3me^{i\theta} + (\mu + 1)\left(e^{i\theta} - e^{-i\theta}\right)e^{-i\theta}\right|$$

$$- \left|e^{i\theta} - 1\right|^3 - \frac{1}{4}\left|e^{i\theta} - 1\right| \cdot \left|\left(\mu + 1\right)(\mu - 7) - \nu^2\right| - \frac{1}{4}\left|e^{i\theta} + 1\right| \cdot \left|z\right|$$

$$\geq \frac{1}{e^3} \left[\left|1\right| e^{(t + s)e^{-i\theta} - e^{-i\theta}} + (\mu - 2)m + 3m \Re(e^{i\theta}) + (\mu + 1) \Re\left((e^{i\theta} - e^{-i\theta})e^{-i\theta}\right)\right]$$

$$- \left|e^{i\theta} - 1\right|^3 - \frac{1}{4}\left|e^{i\theta} - 1\right| \cdot \left|\left(\mu + 1\right)(\mu - 7) - \nu^2\right| - \frac{1}{4}\left|e^{i\theta} + 1\right| \cdot \left|z\right|$$

$$\geq \frac{1}{e^3} \left[(\mu - 2)m + 3m \Re(e^{i\theta}) + (\mu + 1) \Re\left((e^{i\theta} - e^{-i\theta})e^{-i\theta}\right)\right]$$

$$- \left|e^{i\theta} - 1\right|^3 - \frac{1}{4}\left|e^{i\theta} - 1\right| \cdot \left|\left(\mu + 1\right)(\mu - 7) - \nu^2\right| - \frac{1}{4}\left|e^{i\theta} + 1\right| \cdot \left|z\right|$$

Since $|e^{i\theta} - 1| \leq e - 1$, $|e^{i\theta} + 1| \leq e + 1$, $\Re(e^{i\theta}) = e^{\cos\theta} \cos(\sin\theta) \geq 1/e$ and $\mu > 2$ (using (3.2)), it follows that

$$\Psi(r, s, t; z) \geq \frac{1}{e} \left[\mu - 2 + \frac{3}{e} + (\mu + 1)g(\theta)\right] - (e - 1)^3$$

$$- \frac{1}{4}(e - 1)\left((\mu + 1)(\mu - 7) - \nu^2\right) - \frac{1}{4}(e + 1)$$

where the function $g$ is defined as

$$g(\theta) := \Re\left((e^{i\theta} - e^{-i\theta})e^{-i\theta}\right)$$

$$= e^{\cos\theta} \cos(\theta - \sin\theta) - e^{-\cos\theta} \cos(\theta + \sin\theta).$$

Critical points of $g$ are 0, $\pi/2$, $\pi$ and $3\pi/2$. Since $g''(0) = g''(\pi) = 3/e - e < 0$ and $g''(\pi/2) = g''(3\pi/2) = 2\cos(1) > 0$, the second derivative test verifies that the minimum value of $g$ occurs at either $\pi/2$ or $3\pi/2$. Hence

$$\min_{\theta \in [0, 2\pi]} g(\theta) = g\left(\frac{\pi}{2}\right) = g\left(\frac{3\pi}{2}\right) = 2 \sin(1).$$

Thus we conclude that

$$\Psi(r, s, t; z) \geq \frac{1}{e} \left[\mu - 2 + \frac{3}{e} + 2(\mu + 1)\sin(1)\right] - (e - 1)^3$$

$$- \frac{1}{4}(e - 1)\left((\mu + 1)(\mu - 7) - \nu^2\right) - \frac{1}{4}(e + 1) \geq 0$$

using the given hypothesis (3.2). This proves $|\Psi(r, s, t; z)| \neq 0$. Therefore by means of Lemma 1.1, we have $p(z) < e^z$ for all $z \in D$ which implies $h_{\mu, \nu} \in \mathcal{K}_e$. □

Consider the Alexander transform $f_{\mu, \nu} : D \to C$ of the function $h_{\mu, \nu}$ defined by

$$f_{\mu, \nu}(z) := \int_0^z \frac{h_{\mu, \nu}(t)}{t} \, dt.$$
Note that $f_{\mu,\nu} \in \mathcal{A}$. The next theorem gives a sufficient condition under which the function $f_{\mu,\nu}$ becomes exponential convex and $h_{\mu,\nu}$ becomes exponential starlike.

**Theorem 3.2.** Let the parameters $\mu, \nu \in \mathbb{R}$ be constrained such that $\mu \pm \nu$ are not negative odd integers and $(\mu + 1)((\mu + 1)(\mu + 3) - \nu^2) \geq 1/8$. If such $\mu$ and $\nu$ satisfy the following condition:

$$
\mu(2e - 1) - \frac{1}{4}e(e - 1) |(\mu - 1)^2 - \nu^2| \geq e^3 - e^2 + \frac{13e}{4} - 4 \tag{3.4}
$$

then the function $f_{\mu,\nu} \in \mathcal{E}$ and hence $h_{\mu,\nu} \in \mathcal{E}^*$.

**Proof.** Define a function $p: \mathbb{D} \to \mathbb{C}$ by

$$
p(z) = 1 + \frac{z f_{\mu,\nu}''(z)}{f_{\mu,\nu}'(z)} = \frac{z h_{\mu,\nu}'(z)}{h_{\mu,\nu}(z)}.
$$

Since the parameters $\mu$ and $\nu$ satisfy (3.4), we must have $\mu > -1$ (in fact, $\mu > 3$) and the condition $(\mu + 1)((\mu + 1)(\mu + 3) - \nu^2) \geq 1/8$ implies that $\text{Re}(f_{\mu,\nu}'(z)) = \text{Re}(h_{\mu,\nu}(z)/z) > 0$ using [26, Corollary 2.4, p. 1042]. Therefore the function $p$ is analytic in $\mathbb{D}$ and satisfies $p(0) = 1$. As the function $h_{\mu,\nu}$ satisfies (3.2), hence by making use of (3.5), we obtain the equation

$$
\left[zp'(z) + p^2(z) + (\mu - 1)p(z) + \frac{1}{4}((\mu - 1)^2 - \nu^2 + z)\right]h_{\mu,\nu}(z) = \frac{1}{4}((\mu + 1)^2 - \nu^2)z.
$$

Set $q(z) := zp'(z) + p^2(z) + (\mu - 1)p(z) + ((\mu - 1)^2 - \nu^2 + z)/4$. Thus the above equation can be rewritten as $q(z) h_{\mu,\nu}(z) = ((\mu + 1)^2 - \nu^2)z/4$. Differentiating this equation and then multiplying it by $z$ yields $(zp'(z) + (p(z) - 1)q(z)) h_{\mu,\nu}(z) = 0$. Since $h_{\mu,\nu}(z) \neq 0$ for all $z \in \mathbb{D} \setminus \{0\}$ while $zp'(z) + (p(z) - 1)q(z) = 0$ for $z = 0$, we must have $zp'(z) + (p(z) - 1)q(z) = 0$ for all $z \in \mathbb{D}$. Therefore the function $p$ satisfies the second-order differential equation

$$
z^2p''(z) + 2zp(z)p'(z) + (\mu - 1)zp'(z) + zp'(z) + (p(z) - 1)((\mu - 1)p(z)
+ p^2(z) + zp'(z)) + \frac{1}{4}(p(z) - 1)((\mu - 1)^2 - \nu^2 + z) + \frac{z}{4} = 0.
$$

Rearrangement of terms leads to the following equation

$$
z^2p''(z) + zp'(z) + (\mu - 2)zp'(z) + 3p(z)zp'(z) + (\mu - 1)p(z)(p(z) - 1)
+ p^2(z)(p(z) - 1) + \frac{1}{4}(p(z) - 1)((\mu - 1)^2 - \nu^2) + \frac{1}{4}zp(z) = 0. \tag{3.6}
$$

Let $\Omega := \{0\}$ and define a function $\Psi: \mathbb{C}^3 \times \mathbb{D} \to \mathbb{C}$ by

$$
\Psi(r, s, t; z) := t + s + (\mu - 2)s + 3rs + (\mu - 1)r(r - 1) + r^2(r - 1)
+ \frac{1}{4}(r - 1)((\mu - 1)^2 - \nu^2) + \frac{1}{4}rz.
$$

By (3.6), we have $\Psi(p(z), zp'(z), z^2p''(z); z) \in \Omega$ for all $z \in \mathbb{D}$. Again, we will apply Lemma 1.1 to prove that $p(z) < e^z$. For $r = e^{i\theta}, s = me^{i\theta}e^{-i\theta}$ and $\text{Re}((s + t)e^{-i\theta}e^{-i\theta}) \geq 0$
where \( z \in \mathbb{D} \), \( \theta \in [0, 2\pi) \) and \( m \geq 1 \), consider

\[
|\Psi(r, s, t; z)| = |e^{i\theta}| \cdot \left| (t + s)e^{-e^{i\theta}} + (\mu - 2)m e^{i\theta} + 3me^{i\theta}e^{i\theta} + (\mu - 1)(e^{i\theta} - 1) + e^{i\theta}(e^{i\theta} - 1) + \frac{1}{4}(1 - e^{-e^{i\theta}})((\mu - 1)^2 - \nu^2) + \frac{z}{4} \right|
\]

\[
\geq e^{\cos\theta \left[ (t + s)e^{-e^{i\theta}} + (\mu - 2)m + 3me^{i\theta} + (\mu - 1)(e^{i\theta} - 1)e^{-i\theta} \right] - |e^{i\theta}| \cdot |e^{i\theta} - 1| - \frac{1}{4}|1 - \nu^2| \cdot |(\mu - 1)^2 - \nu^2| - \frac{|z|}{4}}.
\]

Using the similar analysis as carried out in Theorem 3.1, it is easy to deduce that

\[
|\Psi(r, s, t; z)| > \frac{1}{e} \left[ \text{Re}((t + s)e^{-e^{i\theta}}) + (\mu - 2)m + 3m \text{Re}(e^{i\theta}) + (\mu - 1)h(\theta) \right. - e(e - 1) - \frac{1}{4}(e - 1)||\mu - 1)^2 - \nu^2| - \frac{1}{4}]
\]

\[
\geq \frac{1}{e} \left[ \mu - 2 + \frac{3}{e} + (\mu - 1)h(\theta) - e(e - 1) - \frac{1}{4}(e - 1)||\mu - 1)^2 - \nu^2| - \frac{1}{4} \right]
\]

where \( h(\theta) = \text{Re}(e^{i\theta}) - e^{i\theta}) = e^{\cos\theta} \cos(\theta - \sin\theta) - \cos\theta \). Now the values of \( h'' \) at the critical points are \( h''(0) = 1 - e < 0 \) and \( h''(\pi) = \frac{3}{e} - 1 > 0 \). Hence by the second derivative test, we obtain

\[
\min_{\theta \in [0, 2\pi]} h(\theta) = h(\pi) = 1 - 1/e
\]

and thus

\[
|\Psi(r, s, t; z)| > \frac{1}{e} \left[ \mu - 2 + \frac{3}{e} + (\mu - 1) \left( 1 - \frac{1}{e} \right) - e(e - 1) - \frac{1}{4}(e - 1)||\mu - 1)^2 - \nu^2| - \frac{1}{4} \right]
\]

\[
= \frac{1}{e} \left[ \mu \left( 2 - \frac{1}{e} \right) + \frac{4}{e} - e(e - 1) - \frac{1}{4}(e - 1)||\mu - 1)^2 - \nu^2| - \frac{13}{4} \right] \geq 0
\]

using (3.4). This gives \( \Psi(r, s, t; z) \notin \Omega \) and therefore Lemma 1.1 gives the desired result.

Now we find the condition on the parameters of \( f_{\mu, \nu} \) or \( h_{\mu, \nu} \) under which the functions \( f_{\mu, \nu} \) or \( h_{\mu, \nu}(z)/z \) belongs to the class \( \mathcal{P}_e \).

**Theorem 3.3.** Let the parameters \( \mu, \nu \in \mathbb{C} \) be constrained such that \( \mu \pm \nu \) are not negative odd integers. If such \( \mu \) and \( \nu \) satisfy the following condition:

\[
4 \text{Re}(\mu) \geq (e - 1) ||\mu + 1)^2 - \nu^2| - 3
\]

then \( f_{\mu, \nu} \in \mathcal{P}_e \) or \( h_{\mu, \nu}(z)/z \in \mathcal{P}_e \).

**Proof.** Observe that the condition (3.7) implies that \( \text{Re}(\mu) \geq -3/4 \). Let us define a function \( p: \mathbb{D} \to \mathbb{C} \) by

\[
p(z) = f_{\mu, \nu}'(z) = \frac{h_{\mu, \nu}(z)}{z}.
\]

Clearly the function \( p \) is analytic in \( \mathbb{D} \) with \( p(0) = 1 \). Since the function \( h_{\mu, \nu} \) satisfies (3.1), the function \( p \) satisfies the second-order differential equation

\[
z^2p''(z) + (\mu + 2)zp'(z) + \frac{1}{4}p(z)((\mu + 1)^2 - \nu^2 + z) - \frac{1}{4}((\mu + 1)^2 - \nu^2) = 0
\]
which can be rewritten as
\[ z^2p''(z) + zp'(z) + (\mu + 1)zp'(z) + \frac{1}{4}(p(z) - 1)((\mu + 1)^2 - \nu^2) + \frac{1}{4}zp(z) = 0. \]

Define a function \( \Psi: \mathbb{C}^3 \times \mathbb{D} \to \mathbb{C} \) by
\[ \Psi(r, s, t; z) := t + s + (\mu + 1)s + \frac{1}{4}(r - 1)((\mu + 1)^2 - \nu^2) + \frac{1}{4}rz \]
and suppose that \( \Omega := \{0\} \). Then \( \Psi(p(z), zp'(z), z^2p''(z); z) \in \Omega \) for all \( z \in \mathbb{D} \). To apply Lemma 1.1, note that
\[ |\Psi(r, s, t; z)| = |e^{i\theta}| \cdot |(t + s)e^{-i\theta} + (\mu + 1)me^{i\theta} + \frac{1}{4}(1 - e^{-i\theta})((\mu + 1)^2 - \nu^2) + \frac{z}{4}| \geq e^{\cos \theta} \left[ (t + s)e^{-i\theta}e^{-i\theta} + (\mu + 1)m - \frac{1}{4}|1 - e^{-i\theta}| \cdot |(\mu + 1)^2 - \nu^2| - \frac{|z|}{4} \right] > 0 \]
whenever \( r = e^{i\theta}, s = me^{i\theta}e^{i\theta} \) and \( \text{Re}((s + t)e^{-i\theta}e^{-i\theta}) \geq 0 \) where \( z \in \mathbb{D}, \theta \in [0, 2\pi) \) and \( m \geq 1 \). Therefore \( \Psi(r, s, t; z) \not\in \Omega \) and Lemma 1.1 completes the proof. \( \Box \)

As an example, since \( \mu = 1 \) and \( \nu = 0 \) satisfy the hypothesis of Theorem 3.3, the function
\[ f_{1,0}(z) = \frac{4 - 4J_0(\sqrt{z})}{z} - e^z \]
where \( J_\nu \) denote the Bessel function of first kind of order \( \nu \) having the form
\[ J_\nu(z) = \sum_{n \geq 0} \frac{(-1)^n}{n!\Gamma(\nu + n + 1)} \left( \frac{z}{2} \right)^{2n+\nu}. \]

4. Generalized Struve Function of the First Kind

Consider the second order inhomogeneous Bessel differential equation
\[ z^2\omega''(z) + z\omega'(z) + (z^2 - \nu^2)\omega(z) = \frac{4(z/2)^{\nu+1}}{\sqrt{\pi}\Gamma(\nu+1/2)} \quad (\nu, z \in \mathbb{C}). \quad (4.1) \]
The particular solution of (4.1) known as the Struve function of the first kind of order \( \nu \), is denoted by \( H_\nu \) and can be expressed explicitly in terms of the hypergeometric function as follows:
\[ H_\nu(z) = \frac{(z/2)^{\nu+1}}{\sqrt{\pi/4}\Gamma(\nu+3/2)} \binom{3}{2} F_2 \left( 1; \frac{3}{2}, \nu + \frac{3}{2}; -\frac{z^2}{4} \right) \]
where \( \nu + 3/2 \) is not a negative integer. The function \( H_\nu \) also has the infinite series representation
\[ H_\nu(z) = \sum_{n \geq 0} \frac{(-1)^n}{\Gamma(n+3/2)\Gamma(\nu+n+3/2)} \left( \frac{z}{2} \right)^{2n+\nu+1} \quad (z \in \mathbb{C}). \quad (4.2) \]
The second order differential equation
\[ z^2\omega''(z) + z\omega'(z) - (z^2 + \nu^2)\omega(z) = \frac{4(z/2)^{\nu+1}}{\sqrt{\pi}\Gamma(\nu+1/2)} \quad (\nu, z \in \mathbb{C}) \quad (4.3) \]
differs from (4.1) only in coefficient of $\omega$. The particular solution of (4.3) is called as the modified Struve function of the first kind of order $\nu$ and is defined by
\[
\mathbf{L}_\nu(z) = -ie^{-\nu\pi/2} \mathbf{H}_\nu(iz) = \sum_{n \geq 0} \frac{1}{\Gamma(n+3/2)\Gamma(\nu+n+3/2)} \left(\frac{z}{2}\right)^{2n+\nu+1} \quad (z \in \mathbb{C}). \tag{4.4}
\]

Now consider the second order inhomogeneous linear differential equation
\[
z^2 \omega''(z) + b z \omega'(z) + (cz^2 - \nu^2 + (1 - b)\nu)\omega(z) = \frac{4(z/2)^{\nu+1}}{\sqrt{\pi} \Gamma(\nu + b/2)} \quad (b, c, \nu, z \in \mathbb{C}). \tag{4.5}
\]
The case $b = 1$ and $c = 1$ in (4.5) leads to (4.1) while the case $b = 1$ and $c = -1$ gives (4.3). Therefore we can say that (4.5) generalizes (4.1) and (4.3). This permits the study of the geometric properties of Struve and modified Struve functions in a unified manner. The particular solution of (4.5) is called as the generalized Struve function of the first kind of order $\nu$ and is denoted by $w_{\nu,b,c}$. The function $w_{\nu,b,c}$ has the infinite series representation
\[
w_{\nu,b,c}(z) = \sum_{n \geq 0} \frac{(-c)^n}{\Gamma(n+3/2)\Gamma(\nu+n+(b+2)/2)} \left(\frac{z}{2}\right)^{2n+\nu+1} \quad (z \in \mathbb{C}). \tag{4.6}
\]
Despite the fact that the series (4.6) is convergent in the whole complex plane, the function $w_{\nu,b,c}$ is not univalent in $D$. If we take into consideration the normalization of the function $w_{\nu,b,c}$ defined by the transformation
\[
u_{\nu,b,c}(z) = 2^{\nu} \frac{\sqrt{\pi}}{\Gamma(\nu + b/2)} \left(\frac{\nu + b + 2}{2}\right) z^{-(\nu+1)/2} w_{\nu,b,c}(\sqrt{z}) \tag{4.7}
\]
then the function $\nu_{\nu,b,c}$ has the infinite series representation
\[
u_{\nu,b,c}(z) = \sum_{n \geq 0} \frac{(-c/4)^n}{(3/2)\Gamma(\nu + (b + 2)/2)} z^n \quad (z \in \mathbb{C}) \tag{4.8}
\]
where $\kappa = \nu + (b + 2)/2 \neq 0, -1, -2, \ldots$. For brevity, we shall denote $\nu_{\nu,b,c}$ simply by $\nu_{\nu}$. Note that the function $\nu_{\nu}$ is entire and satisfies the following second order differential equation:
\[
4z^2 \nu''(z) + 2(2\kappa + 1)z\nu'(z) + (cz + 2(\kappa - 1))\nu(z) - 2(\kappa - 1) = 0. \tag{4.9}
\]
Yağmur and Orhan [27] gave the sufficient conditions on the parameters of the generalized Struve function to be convex and starlike in $D$. Using the technique of differential subordination, Orhan and Yağmur [18] obtained the conditions under which $\nu_\nu$ is univalent, convex, starlike and close-to-convex. Recently, Noreen et al. [17] found the relationship between $\nu_{\nu}$ and the Janowski class.

The condition on the parameters $\kappa$ and $c$ is determined in the first theorem of this section for the generalized Struve function $\nu_{\nu}$ to belong to the class $\mathcal{P}_c$.

**Theorem 4.1.** If the parameters $\kappa, c \in \mathbb{C}$ are constrained such that $\kappa$ is not a nonnegative integer and
\[
\text{Re}(\kappa) - \frac{1}{2}(c - 1)|\kappa - 1| \geq \frac{|c|}{4} + \frac{1}{2} \tag{4.10}
\]
then $\nu_{\nu} \in \mathcal{P}_c$. 

Proof. Set $p(z) := u_c(z)$. Clearly $p$ is an analytic function in $\mathbb{D}$ and $p(0) = 1$. Since the function $u_c$ satisfies the second order differential equation (4.10), the function $p$ also satisfies the differential equation

$$4z^2p''(z) + 2(2\kappa + 1)zp'(z) + (cz + 2(\kappa - 1))p(z) - 2(\kappa - 1) = 0.$$ 

Rearrangement of the terms yields

$$4z^2p''(z) + 4zp'(z) + 2(2\kappa - 1)zp'(z) + 2(\kappa - 1)(p(z) - 1) + czp(z) = 0. \quad (4.11)$$

Define a function $\Psi(r, s, t; z) := 4t + 4s + 2(2\kappa - 1)s + 2(\kappa - 1)(r - 1) + crz$ and let $\Omega := \{0\}$. Then (4.11) can be rewritten as

$$\Psi(p(z), zp'(z), z^2p''(z); z) \in \Omega \quad (z \in \mathbb{D}).$$

In order to obtain the desired result, we apply Lemma 1.1. For this, we show that $\Psi(r, s, t; z) \notin \Omega$ whenever $r = c e^{i\theta}$, $s = mc e^{i\theta} e^{i\theta}$ and $\text{Re}((s + t)c e^{-i\theta} e^{i\theta}) \geq 0$ where $z \in \mathbb{D}$, $\theta \in [0, 2\pi)$ and $m \geq 1$. Then

$$|\Psi(r, s, t; z)| = |e^{i\theta}| \cdot |4(t + s)e^{-i\theta} + 2(2\kappa - 1)me^{i\theta} + 2(\kappa - 1)(1 - e^{-i\theta})| + cz$$

$$\geq 2e^{\cos \theta} \left[ |2(t + s)e^{-i\theta} + (2\kappa - 1)m| - |\kappa - 1| \cdot |1 - e^{-i\theta}| - \frac{|c|}{2} \right]$$

$$\geq \frac{2}{e} \left[ 2 \text{Re}((t + s)e^{-i\theta} e^{i\theta}) + (2 \text{Re}(\kappa) - 1)m - (e - 1)|\kappa - 1| - \frac{|c|}{2} \right]$$

$$\geq \frac{2}{e} \left[ 2 \text{Re}(\kappa) - 1 - (e - 1)|\kappa - 1| - \frac{|c|}{2} \right] \geq 0$$

by using (4.10) and its implication $\text{Re}(\kappa) \geq 1/2$. Therefore by Lemma 1.1 we conclude that $p(z) \prec e^z$ for all $z \in \mathbb{D}$ which gives $u_c \in \mathcal{P}_e$. \hfill \Box

As an illustration, if we choose $c = 1$, $\nu = 1$ and $b = 0$, then $\kappa = 2$, so that such $c$ and $\kappa$ satisfy the condition (4.10). Hence using Theorem 4.1, we have

$$u_1(z) = \frac{2 - 2 \cos \sqrt{z}}{z} \prec e^z.$$

The generalized Struve function satisfies the following recursive relation [18, Proposition 2.1(v), p. 6]:

$$u_c(z) + 2zu'_c(z) + \frac{cz}{2\kappa}u_{c+1}(z) = 1. \quad (4.12)$$

Using this relation, we obtain the following corollary.

**Corollary 4.2.** If the parameters $0 \neq c$, $\kappa \in \mathbb{C}$ are constrained such that $\kappa$ is not a nonnegative integer and

$$\text{Re}(\kappa + 1) - \frac{1}{2}(e - 1)|\kappa| \geq \frac{|c|}{4} + \frac{1}{2}$$

then the function $(2\kappa/c)(1 - 2zu'_c(z) - u_c(z)) \in \mathcal{P}_e$.

The next result deals with the sufficient condition on $\kappa$ and $c$ so that the generalized Struve function belongs to the class $\mathcal{K}_e$. 

Theorem 4.3. Let the parameters $\kappa \in \mathbb{R}$ and $0 \neq c \in \mathbb{C}$ be constrained such that $\kappa$ is not a nonnegative integer and
\[
\frac{2\kappa}{e}(4\sin(1) + 3 - e) \geq (e + 1)|c| + 4(e - 1)^3 + 6(e - 1)^2 + \frac{6}{e} - \frac{12}{e^2} \tag{4.13}
\]
then $6\kappa(1 - u_\nu)/c \in \mathcal{K}_e$.

Proof. Let $\chi_\nu(z) = 6\kappa(1 - u_\nu(z))/c$ and define a function $p : \mathbb{D} \to \mathbb{C}$ by
\[
p(z) = 1 + \frac{z\chi''_\nu(z)}{\chi'_\nu(z)} = 1 + \frac{z\nu''_\nu(z)}{\nu'_\nu(z)}.
\]
Using (4.13), we have $\kappa > |c|/4$ so that $|u'_\nu(z)| > 0$ by means of [18, Equation 2.19, p. 10] and therefore the function $p$ is analytic in $\mathbb{D}$ with $p(0) = 1$. The function $u_\nu$ satisfies the differential equation given by (4.9) and by twice differentiating (4.9), we obtain
\[
4z^2u''_\nu(z) + 2(2\kappa + 9)z\nu''_\nu(z) + (10\kappa + 1 + cz)\nu'_\nu(z) + 2a\nu_\nu(z) = 0.
\]
Assume that $z \neq 0$. Since $u'_\nu(z) \neq 0$ for all $z \in \mathbb{D}$, dividing the above equation by $u'_\nu$ and then multiplying it by $z$, we have
\[
4z^2\frac{\nu''_\nu(z)}{u'_\nu(z)} + 2(2\kappa + 9)z^2\frac{\nu''_\nu(z)}{u'_\nu(z)} + 10(\kappa + 1)\frac{z\nu''_\nu(z)}{u'_\nu(z)} + cz\frac{z\nu''_\nu(z)}{u'_\nu(z)} + 2cz = 0.
\]
Differentiating the equation $z\nu''_\nu(z)/u'_\nu(z) = p(z) - 1$ logarithmically implies that the function $p$ satisfies the following differential equation
\[
4z^2p''(z) + 4zp'(z) + 2(2\kappa - 3)zp'(z) + 12zp(z)p'(z) - 2\kappa(p(z) - 1) + 4\kappa(p(z) - 1)^3 + 6(p(z) - 1)^2 + c(p(z) + 1)z = 0.
\]
Observe that the above equation is also true for $z = 0$. Define a function $\Psi(r, s, t ; z) := 4(t + s) + 2(2\kappa - 3)s + 12rs - 2\kappa(r - 1) + 4\kappa(r^2 - 1) + 4(r - 1)^3 + 6(r - 1)^2 + c(r + 1)z$ and let $\Omega := \{0\}$. As done in previous results, a straightforward calculation shows that
\[
|\Psi(r, s, t ; z)| = \left|2e^{i\theta}(2(t + s)e^{-i\theta} + (2\kappa - 3)me^{i\theta} + 6me^{i\theta}e^{-i\theta} - \kappa(1 - e^{-i\theta})) + 2\kappa(e^{i\theta} - e^{-i\theta}) + 4(e^{i\theta} - 1)^3 + 6(e^{i\theta} - 1)^2 + c(e^{i\theta} - 1)z\right|
\]
\[
\geq 2e^{i\theta}|2(t + s)e^{-i\theta} + (2\kappa - 3)m + 6me^{i\theta} - \kappa(1 - e^{-i\theta})e^{-i\theta} + 2\kappa(e^{i\theta} - e^{-i\theta})e^{-i\theta} - 4|e^{i\theta} - 1|^3 + 6|e^{i\theta} - 1|^2 - |c| \cdot |e^{i\theta} + 1| \cdot |z|
\]
\[
\geq \frac{2}{e}[2Re((t + s)e^{-i\theta} - e^{-i\theta}) + (2\kappa - 3)m + 6m Re(e^{i\theta}) - \kappa Re((1 - e^{-i\theta})e^{-i\theta}) + 2\kappa Re((e^{i\theta} - e^{-i\theta})e^{-i\theta})]
\]
\[
\geq \frac{2}{e}[(2\kappa - 3 + \frac{6}{e} - \kappa Re((1 - e^{-i\theta})e^{-i\theta}) + 2\kappa Re((e^{i\theta} - e^{-i\theta})e^{-i\theta})]
\]
\[
- 4(e - 1)^3 - 6(e - 1)^2 - (e + 1)|c|
\]
whenever $r = e^{i\theta}$, $s = me^{i\theta}e^{-i\theta}$ and $Re((s + t)e^{-i\theta}e^{-i\theta}) \geq 0$ for $z \in \mathbb{D}$, $\theta \in [0, 2\pi)$ and $m \geq 1$. Here we have used the fact that $\kappa \geq 3/2$ which follows by (4.13). It remains to find the maximum and minimum values of the functions $Re((1 - e^{-i\theta})e^{-i\theta})$ and $Re((e^{i\theta} - e^{-i\theta})e^{-i\theta})$ respectively. The minimum value of the latter has already been determined in Theorem 3.1. For the maximum value of the former expression, let $l(\theta) := Re((1 - e^{-i\theta})e^{-i\theta}) = \cos \theta - e^{-\cos \theta} \cos(\theta + \sin \theta)$. Then $l''(0) = 3/e - 1 > 0$ and
\[ l''(\pi) = 1 - e < 0 \text{ at critical points of the function } l. \text{ Hence by the second derivative test, we get } \]
\[ \max_{\theta \in [0, 2\pi]} l(\theta) = l(\pi) = e - 1. \]

Thus
\[ |\Psi(r, s, t; z)| > \frac{2}{e} \left[ 2\kappa - 3 + \frac{6}{e} - \kappa(e - 1) + 4\kappa \sin(1) \right] - 4(e - 1)^3 - 6(e - 1)^2 - (e + 1)|c| \]
\[ = \frac{2\kappa}{e} \left[ 4\sin(1) + 3 - e \right] - \frac{6}{e} + \frac{12}{e^2} - 4(e - 1)^3 - 6(e - 1)^2 - (e + 1)|c| \geq 0 \]

using the assumption (4.13). Therefore \( p(z) < e^z \) for all \( z \in \mathbb{D} \) by Lemma 1.1 and hence the function \( \chi_{\nu} \) is exponential convex.

Choosing \( b = 1 \) and \( c = 1 \), we obtain the Struve function given by (4.2) which satisfies the differential equation (4.1). In particular, using Theorem 4.3, we have

**Corollary 4.4.** Let the parameter \( \nu \in \mathbb{R} \) be such that \( \nu + 3/2 \) is not a nonnegative integer and the function \( \mathcal{H}_{\nu} : \mathbb{D} \to \mathbb{C} \) be defined by
\[ \mathcal{H}_{\nu}(z) = 2^{\nu} \sqrt{\pi} \Gamma \left( \nu + \frac{3}{2} \right) z^{-(\nu+1)} \mathcal{H}_{\nu}(z) \]
where \( \mathcal{H}_{\nu} \) is the Struve function of the first kind of order \( \nu \) defined in (4.2). If
\[ \nu \geq \frac{e}{8\sin(1) + 6 - 2e} \left[ 4(e - 1)^3 + 6(e - 1)^2 + (e + 1) + \frac{6}{e} - \frac{12}{e^2} \right] \frac{3}{2} \] (4.14)
then the function \(-3(2\nu + 3)(\mathcal{H}_{\nu} - 1) \in \mathcal{K}_e^* \) and \(-3(2\nu + 3)z\mathcal{H}_{\nu}' \in \mathcal{S}_e^* \).

Observe that if we choose \( b = 1 \) and \( c = -1 \) in Theorem 4.3 then the function \( \mathcal{L}_{\nu} \) defined by
\[ \mathcal{L}_{\nu}(z) = 2^{\nu} \sqrt{\pi} \Gamma \left( \nu + \frac{3}{2} \right) z^{-(\nu+1)} \mathcal{L}_{\nu}(z) \] (4.15)
where \( \mathcal{L}_{\nu} \) is the modified Struve function of the first kind of order \( \nu \) defined by (4.4), has the same properties as that of the function \( \mathcal{H}_{\nu} \) because of the fact that \(|c| = 1\). More precisely, we have

**Corollary 4.5.** Let the parameter \( \nu \in \mathbb{R} \) and the function \( \mathcal{L}_{\nu} : \mathbb{D} \to \mathbb{C} \) be defined by (4.15). If the condition (4.14) holds, then the function \( 3(2\nu + 3)(\mathcal{L}_{\nu} - 1) \in \mathcal{K}_e \) and \( 3(2\nu + 3)z\mathcal{L}_{\nu}' \in \mathcal{S}_e^* \).

Let \( f \) and \( g \) be two analytic functions having the power series expansion as \( f(z) = z + \sum_{n=1}^{\infty} a_{n+1} z^{n+1} \) and \( g(z) = z + \sum_{n=1}^{\infty} b_{n+1} z^{n+1} \) respectively. The Hadamard product \( f \ast g \) (or convolution) of \( f \) and \( g \) is defined as the power series \( (f \ast g)(z) = z + \sum_{n=1}^{\infty} a_n b_{n+1} z^{n+1} \). Note that both the classes \( \mathcal{K}_e \) and \( \mathcal{S}_e^* \) are closed under the convolution with convex functions [11, Theorem 2.9, p. 377]. In general, the Alexander operator \( A : \mathcal{A} \to \mathcal{A} \) for the function \( f \) is defined by
\[ A[f](z) := \int_0^z \frac{f(t)}{t} \, dt = -\log(1 - z) \ast f(z) \quad (z \in \mathbb{D}) \] (4.16)
and the Libera operator \( L : \mathcal{A} \to \mathcal{A} \) is given by
\[ L[f](z) := \frac{2}{z} \int_0^z \frac{f(t)}{t} \, dt = \frac{-2(z + \log(1 - z))}{z} \ast f(z) \quad (z \in \mathbb{D}). \]
The following theorem provides a property of the Alexander and Libera transforms for the generalized Struve function.

**Theorem 4.6.** If the parameters $\kappa$ and $c$ are constrained as in Theorem 4.3, then $6\kappa(1-u_\nu)/c \ast f \in \mathcal{K}_c$ for every $f \in \mathcal{K}$ and therefore the functions $A[6\kappa(1-u_\nu)/c]$ and $L[6\kappa(1-u_\nu)/c]$ belong to the class $\mathcal{K}_c$.

**References**

[1] R. M. Ali, S. R. Mondal and V. Ravichandran, On the Janowski convexity and starlikeness of the confluent hypergeometric function, Bull. Belg. Math. Soc. Simon Stevin 22 (2015), no. 2, 227–250.
[2] A. Baricz, Geometric properties of generalized Bessel functions, Publ. Math. Debrecen 73 (2008), no. 1-2, 155–178.
[3] ———, *Generalized Bessel functions of the first kind*, Lecture Notes in Mathematics, 1994, Springer-Verlag, Berlin, 2010.
[4] A. Baricz and S. Ponnusamy, Starlikeness and convexity of generalized Bessel functions, Integral Transforms Spec. Funct. 21 (2010), no. 9-10, 641–653.
[5] A. Baricz and N. Ya˘g˘mur, Geometric properties of some Lommel and Struve functions, Ramanujan J. 42 (2017), no. 2, 325–346.
[6] N. Bohra and V. Ravichandran, On confluent hypergeometric functions and generalized Bessel functions, Anal. Math. 43 (2017), no. 4, 533–545.
[7] L. de Branges, A proof of the Bieberbach conjecture, Acta Math. 154 (1985), no. 1-2, 137–152.
[8] A. Farzana Habibullah, A. S. Bhaskaran and J. Muthusamy Palani, Univalent and starlike properties for generalized Struve function, Int. J. Math. Math. Sci. 2016, Art. ID 3987231, 7 pp.
[9] S. Kanas, S. R. Mondal and A. D. Mohammed, Relations between the generalized Bessel functions and the Janowski class, Math. Inequal. Appl. 21 (2018), no. 1, 165–178.
[10] W. C. Ma and D. Minda, A unified treatment of some special classes of univalent functions, in *Proceedings of the Conference on Complex Analysis (Tianjin, 1992)*, 157–169, Conf. Proc. Lecture Notes Anal., I, Int. Press, Cambridge, MA.
[11] R. Mendiratta, S. Nagpal and V. Ravichandran, On a subclass of strongly starlike functions associated with exponential function, Bull. Malays. Math. Sci. Soc. 38 (2015), no. 1, 365–386.
[12] S. S. Miller and P. T. Mocanu, Univalence of Gaussian and confluent hypergeometric functions, Proc. Amer. Math. Soc. 110 (1990), no. 2, 333–342.
[13] ———, *Differential subordinations*, Monographs and Textbooks in Pure and Applied Mathematics, 225, Marcel Dekker, Inc., New York, 2000.
[14] S. R. Mondal and M. Al Dhuain, Inclusion of the generalized Bessel functions in the Janowski class, Int. J. Anal. 2016, Art. ID 4740819, 8 pp.
[15] A. Naz, S. Nagpal and V. Ravichandran, Geometric properties of generalized Bessel function associated with the exponential function, Preprint (2019).
[16] ———, Star-likeness associated with the exponential function, Turkish J. Math. 43 (2019), no. 3, 1353–1371.
[17] S. Noreen, M. Raza, E. Deniz and S. Kazmoğlu, On the Janowski class of generalized Struve functions, Afr. Mat. 30 (2019), no. 1-2, 23–35.
[18] H. Orhan and N. Yagmur, Geometric properties of generalized Struve functions, An. Ştiinţ. Univ. Al. I. Cuza Iaşi. Mat. (N.S.) 63 (2017), no. 2, 229–244.
[19] S. Owa and H. M. Srivastava, Univalent and starlike generalized hypergeometric functions, Canad. J. Math. 39 (1987), no. 5, 1057–1077.
[20] S. Ponnusamy and M. Vuorinen, Univalence and convexity properties for confluent hypergeometric functions, Complex Variables Theory Appl. 36 (1998), no. 1, 73–97.
[21] J. K. Prajapat, Certain geometric properties of normalized Bessel functions, Appl. Math. Lett. 24 (2011), no. 12, 2133–2139.
[22] V. Radhika, S. Sivasubramanian, N. E. Cho and G. Murugusundaramoorthy, Geometric properties of Bessel functions for the classes of Janowski starlike and convex functions, J. Comput. Anal. Appl. 25 (2018), no. 3, 452–466.
[23] St. Ruscheweyh and V. Singh, On the order of starlikeness of hypergeometric functions, J. Math. Anal. Appl. 113 (1986), no. 1, 1–11.
[24] Y. Sim, O. Kwon and N. E. Cho, Geometric properties of lommel functions of the first kind, Symmetry 10 (2018), 455 pp.
[25] R. Szász and P. A. Kupán, About the univalence of the Bessel functions, Stud. Univ. Babeș-Bolyai Math. 54 (2009), no. 1, 127–132.
[26] N. Yağmur, Hardy space of Lommel functions, Bull. Korean Math. Soc. 52 (2015), no. 3, 1035–1046.
[27] N. Yagmur and H. Orhan, Starlikeness and convexity of generalized Struve functions, Abstr. Appl. Anal. 2013, Art. ID 954513, 6 pp.

Department of Mathematics, University of Delhi, Delhi–110 007, India
E-mail address: adibanaz81@gmail.com

Department of Mathematics, Ramanujan College, University of Delhi, Delhi–110 019, India
E-mail address: sumtnagpal.du@gmail.com

Department of Mathematics, National Institute of Technology, Tiruchirappalli–620 015, India
E-mail address: vravi68@gmail.com