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Abstract

This paper presents a language-independent approach for morphological disambiguation which has been regarded as extensions of POS tagging, jointly predicting complex morphological tags. In the proposed approach, all words, roots, POS and morpheme tags are embedded into vectors, and contexts representations from surface word and morphological contexts are calculated. Then the inner products between analyses and the context’s representations are computed to perform the disambiguation. The underlying hypothesis is that the correct morphological analysis should be closer to the context in a vector space. Experimental results show that the proposed approach outperforms the existing models on seven different language datasets. Concretely, compared with the baselines of MarMot and a sophisticated neural model (Seq2Seq), the proposed approach achieves around 6% improvement in average accuracy for all languages while running about 6 and 33 times faster than MarMot and Seq2Seq, respectively.

1 Introduction

Morphological disambiguation (MD) is the task of jointly predicting lemma/root, part of speech (POS) (Toleu et al., 2020), and morpheme tags. For a Turkish word “yeni” (new), it can be analyzed as: 1) yen+Noun+[A3sg, Pnon, Acc]; 2) yen+Noun+[A3sg, P3sg, Nom]. If one counts analyses as tags, MD can be cast as a tagging problem with an extremely large tagset. This fact discourages direct application of the state of the art approaches designed for small fixed tagsets.

For instance, many approaches treat each analysis as a tag, and apply sequence labeling models to perform tagging (Mueller et al., 2013; Müller and Schütze, 2015; Malaviya et al., 2018). Treating each analysis as a tag leads to an oversized tagset and corresponding data-sparcity issues, which can be a concern for morphologically complex languages such as Turkish and Kazakh, where the number of morphological analyses is theoretically unlimited (Yuret and Türe, 2006). To address this problem, a sequence to sequence (Seq2Seq) (Tkachenko and Sirts, 2018) based approach was proposed, which treated each morphological analysis as a sequence of a composite tags and explicitly modeled their internal structure. This approach was inspired by the neural sequenceto-sequence models for machine translation (Cho et al., 2014). The LSTM networks were applied to model morphological analyses and context as a pair of sequences, which involves more sophisticated architectures, namely using double layers of biLSTM, one for characters and another for words. This approach was almost challenging to simplify the architecture if one wanted to keep the performance as the original Seq2Seq has. Because all types of architecture of recurrent neural networks are more fit to the nature of sequence to sequence problems (Sutskever et al., 2014).

This paper presents a language-independent MD approach that applies an uncomplicated neural architecture and obtains comparable results in accuracy and speed with the current best. A sequence of morphological analysis is an expansion sequence of its surface words with morphological information. The idea of the approach is to measure the distance between analyses and surface word context by embedding each morphological analysis and the surface word context into a single vector space. The underlying hypothesis is that the vector representation of the correct analysis should be closer to the context vector. Two types of contextual embedding for words are presented: i) surface word context; ii) morphological context, which improves the model’s performance significantly. In the following, the proposed approach is referred to as language-independent morphological disambiguation (LIMD).

Our contribution amounts to the following: i) a
general language-independent approach for MD, its neural architecture is simple, decoding is fast and can be implemented easily in practice. It achieves comparable results with the current best. ii) two types of context representation are explored: word and morphological context representations.

2 Related Work

Morphological disambiguation tagging has been studied extensively for decades, and here we review the work most relevant to this paper. We categorize the common approaches into three groups:

i) Modeling the structure of complex morphological labels with structured prediction models (Mueller et al., 2013; Müller and Schütze, 2015; Malaviya et al., 2018). The work (Mueller et al., 2013) presented a pruned CRF (PCRF) for tagging and proposed to use coarse-to-fine decoding and early updating to train the higher-order CRF. Experiments on six languages show that the PCRF gives significant improvements in accuracy. We evaluate this model on our data-sets as one of the baselines. (Müller and Schütze, 2015) compared the performance of the most important representations that can be used for across-domain MT. One of their findings is that the representations similar to Brown clusters perform best for POS tagging and that word representations based on linguistic morphological analyzers perform best for tagging. The study (Malaviya et al., 2018) combines neural networks and graphical models presented a framework for cross-lingual tagging. Instead of predicting full tag sets, the model predicts single tags separately and modeling the dependencies between tags over time steps. The model is able to generate tag sets unseen in training data, and share information between similar tag sets. This model is about cross-lingual tagging and we do not make comparisons with monolingual tagging models.

ii) Modeling complex morphological labels as sequences of morphological feature values through neural networks (NN) (Tkachenko and Sirts, 2018) and statistical approaches (Hakkani-Tur et al., 2000; Schmid and Laws, 2008). The work (Tkachenko and Sirts, 2018) presented a sequence to sequence model for tagging. The model learns the internal structure of morphological labels by treating them as sequences of morphological feature values and applies a similar strategy of neural sequence-to-sequence models commonly used for machine translation (Sutskever et al., 2014) to do tagging. The authors explored different neural architectures and compare their performance with PCRF (Mueller et al., 2013). Double layer of biLSTMs were applied in those neural architectures as Encoder (Ling et al., 2015; Labeau et al., 2015; Ma and Hovy, 2016). The encoder uses one biLSTM to compute character embedding and the second biLSTM combine the obtained character embedding along with pre-trained word embedding to generate word context embeddings. The output of those neural networks are different: one of the baselines is to use a single output layer to predict whole morphological labels. As the second baseline, the output layer can be changed to predict the different morphological value of tag with multi output layers. An improved version of the second one is to use a hierarchical multi output layers in order to capture dependencies between tags.

iii) Modeling the output of morphological analyzer as candidates then use the different classifiers to do disambiguation (Hakkani-Tur et al., 2000; Zalmout and Habash, 2017; Toleu et al., 2017). The work (Zalmout and Habash, 2017) presented an improved tagging system for Arabic by using the results of biLSTM output from words and characters and a character-aware MD model(Toleu et al., 2017) was proposed for Kazakh and Turkish. A voted-perceptron approach for Kazakh MD was proposed in the work (Tolegen et al., 2020), and explored many features impact on MD.

3 Approach

This section describes the proposed MD approach, which embeds a context and its morphological analysis into a vector space, then calculates similarity scores to rank them for performing disambiguation.

3.1 Notation

Given a sentence \((w_1, ...a_{1j}), ..., (w_n, ...a_{nj})\) consisting of \(n\) words with all possible morphological analysis \(a_{ij}\) of each word \(w_i\), we want to predict the sequence \(a_1, ..., a_n\) of morphological analysis which best fit to the context of the given sentence. \(j \in N_i\) is the index of analyses for a word \(w_i\). We treat a morphological analysis \(a_{ij}\) as a combination of three main constituents: root \(r_{ij}\), POS \(p_j\) and morpheme chain \(m_{ij}\). A morpheme chain \(m_j\) consists of several morphological tags, each of tags is denoted as \(t_{jk}\), means the \(k\)-th tag in morpheme chain \(m_{ij}\). Vector representations of a context and a morphological analysis \(a_{ij}\) are denoted as \(S_i\) and
\( M_{ij} \), respectively. \([... \circ ... \circ ...]\) concatenation operation of inside vectors.

### 3.2 Morphological Embedding

For the \( j \)-th analysis \( a_{ij} \) of given word \( w_i \), we embed its root \( r_j \), POS \( p_j \) and morpheme tags \( m_j \) into dense vector representation. In order to handle the various length of morpheme tags, we define a value \( \text{max}T \) as the largest length of morpheme tags in the dataset. Then a vector representation for a analysis is calculated as follows:\(^1\)

\[
M_{ij} = \sigma(W_a \ast [r_j \circ p_j \circ m_j])
\]

where \( M_{ij} \in \mathbb{R}^{d_h \times 1} \) is a vector representation of \( i \)-th word’s \( j \)-th morphological analysis. \([r_j \circ p_j \circ m_j] \in \mathbb{R}^{(d_r + d_p + \text{max}T \times d_m) \times 1} \) is the concatenation of corresponding vectors of root, POS and morpheme tags. \( W_a \in \mathbb{R}^{d_h \times (d_r + d_p + \text{max}T \times d_m)} \) is the model parameter. \( d_r, d_p, d_m \) is the dimension of root, POS and each morpheme tag embeddings respectively. \( \sigma \) is an activation function. The bias term was left out for clarity. Representation for all \( N_i \) analyses of \( i \)-th word is denoted as \( M_i \in \mathbb{R}^{d_h \times N_i} \).

### 3.3 Contextual Embedding

A sentence is a sequence of surface words; its corresponding series of morphological analyses could be considered its expansion with morphological information. Two sequences are dissimilar in their formation but are similar in the language meaning. The former is made of a series of surface words, and the latter is composed of morphological analyses with certain ambiguities that depend on the context. This subsection introduce two context representations, and describe how to obtain vector representations for them: surface word context and averaged morphological context.

**Surface word context.** For a sentence \( w_1, ..., w_n \), consider its contextual information, we want to compute surface word context representation to each word. With the purpose of simplifying the model architecture, we choose a window-based feed forward neural network as the encoder. The encoder takes a window of words and embed them to vector representation by one linear and non-linear layers:

\[
C_i = [w_{i-d_{win}/2} \circ w_i \circ w_{i+d_{win}/2}]
\]

where \( d_{win} \) is the window size and \([... \circ w_i \circ ...] \in \mathbb{R}^{(d_{win} \times d_w) \times 1} \) is the concatenation of word embeddings. Here, to simplify the model architecture, we did not apply a non-linear layer to generate surface word context. It will be integrated with averaged morphological context embeddings to capture the interaction between pairs of sequences.

**Averaged morphological context representation**

A sequence of morphological analyses is another ambiguous realization (each word has several analyses) of word series. Regardless of the ambiguities, we can compute averaged vector representations to the morphological context and apply them to handle better the dependencies issue among morpheme tags and the dependencies among analyses located in different positions of the sentence. Here, we expect the averaged morphological context to impact MD positively and will conduct corresponding experiments to find it out.

More formally, instead of only using surface word for a current word \( w_i \), we can use the information from the previous \( i \in (i-\text{win}, ..., i-1] \) words’ morphological analyses as well as the next \( i \in [i+1, ..., i+\text{win}] \) words’ analyses. Because there are large dependencies in the morphological tags. Morphological context \( C_{\text{pre}} \in \mathbb{R}^{(d_r + d_p + \text{max}T \times d_m) \times 1} \) and \( C_{\text{next}} \in \mathbb{R}^{(d_r + d_p + \text{max}T \times d_m) \times 1} \) are defined by:

\[
C_{\text{pre}} = \sum_{i} \frac{1}{N_i} \sum_{j=1}^{N_i} [r_j \circ p_j \circ m_j]
\]

where \( N_i \) is the number of morphological analyses that \( i \)-th word has. \( \text{win} \) is the window size for a morphological context. Similar calculation goes for right side morphological context \( C_{\text{next}} \). The final morphological context is obtained by averaging the embedding of all analyses for the corresponding side. After obtaining all context vectors, the final vector representation for the context is calculated by concatenating three (surface, left side, and right side morphological context) and then going through a non-linear layer to extract interactive features between these contexts.

\[
S_i = \sigma(W_c \ast [C_i \circ C_{\text{pre}} \circ C_{\text{next}}])
\]

Where \( W_c \in \mathbb{R}^{d_h \times (d_{win} \times d_w + 2 \times (d_r + d_p + \text{max}T \times d_m))} \) is the model parameter.
3.4 Disambiguation

For disambiguation, we score each analysis by computing the inner product between analyses and the context’s representations:

\[ a^*_i = \text{argmax}(\text{softmax}(M^T_i \odot S_i)) \] (5)

where \( a^*_i \) denotes the most probable analyses for a word \( w_i \) in a context. The underlying hypothesis is that the embedding of the probable morphological analysis should be most similar to the context. The training procedure of the proposed method is given in algorithm 1.

4 Experiments

4.1 Datasets

We run experiments on Arabic-PADT (ar) (Hajič et al., 2009), Czech-PDT (cs) (Bejček et al., 2013), Spanish-AnCora (es) (Taulé et al., 2008), German-GSD (de) (McDonald et al., 2013), Russian-SynTagRus (ru) (Droganova et al., 2018), Turkish-IMST (tr) (Sulubacak et al., 2016) and Kazakh-KTB (kk) (Tyers and Washington, 2015) from Universal Dependencies version 2.3. We use default data splits except for Kazakh because the default training set is significantly less than test set, we put the larger set as the training set and the less one for the test set. We tested the proposed language-independent approach on various types of language: Arabic is a Semitic language with nonconcatenative morphology. We used default Arabic script without any pre-processing. Czech and Russian are highly inflecting Slavic languages. Spanish and German belong to Romance and Germanic language groups, respectively. Kazakh and Turkish are agglutinative languages. Table 1 shows statistics of the corpora. As given, German has large ambiguous data in terms of analyses per word, it has 6.06 analyses per word on average and the maximum number of analyses reach to 51 for some certain words. It should be noted that average analyses per word are calculated based on all tokens (total number of analyses of all tokens divided by the total number of all tokens) not based on all unique tokens.

Figure 1 shows the percentage information about the number of analyses in the corpora. It can be seen that for Arabic and Russian, 20% ~ 30% tokens have two analyses and the remaining portions of tokens have analyses in the range of [3,11]. Czech and German have long-tailed distributions.

Algorithm 1: The training and prediction process of the proposed method.

| Input: \( (w_1, ..., a_{ij}), ..., (w_n, ..., a_{nj}) \), a sentence with its all possible morphological analyses of each word. |
| Output: \( a^*_1, ..., a^*_n \), a sequence of correct morphological analysis. |
| Parameter: \( \theta \), the set of the model parameters. |

\[\text{for} \ epoch \leftarrow 1 \ \text{to} \ totalEpoch \ \text{do} \]
\[\text{for} \ i \leftarrow 1 \ \text{to} \ n \ \text{do} \]
\[\text{if} \ N_i > 1 \ \text{then} \]
\[C_{\text{pre}} \text{ and } C_{\text{next}} \leftarrow \text{use equation (3) to calculate morphological context embedding.} \]
\[S_i \leftarrow \text{use equation (4) to compute contextual embedding.} \]
\[\text{Define a matrix } M_i \in R^{d_h \times N_i}. \]
\[\text{for} \ j \leftarrow 1 \ \text{to} \ N_i \ \text{do} \]
\[M_{ij} \leftarrow \text{use equation (1) to calculate } j\text{-th morphological embedding for } i\text{-th word.} \]
\[a^*_i = \text{argmax}(\text{softmax}(M^T_i \odot S_i)) \]
\[\text{if } a^*_i \neq \text{the correct analysis} \ \text{then} \]
\[\theta^* \leftarrow \text{use back-propagation to compute the gradient of the corresponding object function with respect to the model parameters.} \]
\[\theta \leftarrow \theta + \eta \theta^* \ \text{update parameters.} \]
\[\text{end} \]
\[\text{else} \]
\[\text{if } i\text{-word has only one analysis, then treat it as the correct analysis.} \]
\[\text{end} \]
\[\text{end} \]
\[\text{if } epoch > totalEpoch \text{ or reach the expected accuracy then} \]
\[\text{stop training;} \]
\[\text{end} \]
\[\text{epoch}++; \]
\[\text{end} \]
Table 1: Corpora statistics. *avg.* denotes the average number of analyses per word. *max.* is the maximum number. *ambig. rate* denotes the percentage of the ambiguous tokens (the words have more than one analysis).

| Lang. | Training Set | | Test Set | |
|---|---|---|---|---|
| | tok. | label per word avg. | max. | ambig. rate (%) | tok. | label per word avg. | max. | ambig. rate (%) |
| ar | 254340 | 2.69 | 12 | 64.88 | 32128 | 2.71 | 12 | 66.19 |
| cs | 1175374 | 2.65 | 25 | 48.18 | 174252 | 2.67 | 25 | 49.16 |
| es | 446145 | 2.80 | 11 | 53.69 | 52801 | 2.81 | 11 | 65.58 |
| de | 268414 | 6.06 | 51 | 62.54 | 16772 | 5.89 | 51 | 70.66 |
| ru | 871521 | 1.88 | 15 | 41.34 | 117523 | 1.86 | 15 | 40.60 |
| tr | 38871 | 1.24 | 5 | 17.40 | 10193 | 1.24 | 5 | 16.79 |
| kk | 10063 | 1.27 | 5 | 19.06 | 547 | 1.32 | 5 | 21.38 |

Figure 1: Distribution about the number of per word analyses. *x-axis* is the number of analyses and *y-axis* is the percentage of those analyses number in the corpus.

in the number of analyses. Kazakh and Turkish have similar distributions, and the large portion $50\% \sim 80\%$ of their analyses number are in the range $[1,3)$.

4.2 Baselines

We use two models as baselines, the CRF-based MarMoT (Mueller et al., 2013) and Seq2Seq-based model (Tkachenko and Sirts, 2018): i) MarMoT\(^3\) is the pruned CRF (PCRF)-based morphological tagger which has been shown to achieve competitive performance across several languages. The model is based on coarse-to-fine decoding, which means that the model first predicts POS and based on that, constrains the morphological tags. We train the second-order of MarMot following the result of (Mueller et al., 2013). ii) Seq2Seq\(^4\) is a recent new sophisticated neural model, which is inspired from neural seq2seq models commonly used for machine translation. Encoder models the context of each word and decoder predicts morphological tags in a analysis as a sequence of its category value. Seq2Seq was trained with same hyper-parameters reported in (Tkachenko and Sirts, 2018).

4.3 Model Setup

It can be seen from Table 1 and Figure 1 that German has the most ambiguous test set, we optimize the hyper-parameters of LIMD on the German development set and apply the resulting values to other languages. We set the embedding of $d_r$, $d_p$, $d_m$ to 35; the hidden layer size $d_h$ is 100; the word context size is set to $d_{win} = 7$ and morphological context uses leftmost and rightmost word analyses. To compare the decoding times we run all experiments on the same test environment: In-

---

\(^3\)http://cistern.cis.lmu.de/marmot/

\(^4\)https://github.com/AleksTk/seq-morph-tagger
tel Core i7-8700 CPU with 6 cores and 16 GB of memory.

5 Results

Table 2 presents the experimental results. We report accuracy of Part-of-speech (POS), Morpheme and POS+Morpheme for all tokens. POS+Morpheme indicates that both POS and all morphological tags are correctly predicted. It can be seen from Table 2, LIMD performs comparable with MarMot (Mueller et al., 2013) and the seq2seq-based model (Seq2Seq) (Tkachenko and Sirts, 2018) in most cases for all three types of tagging. As a state-of-the-art, Seq2Seq outperforms MarMot that is a CRF-based strong baseline.

For POS, Seq2Seq and MarMot yield similar results (76.78% and 77.14%) for Kazakh such small dataset (Table 1), in contrast, the proposed approach significantly outperforms MarMot and Seq2Seq by ≈ 18%. Also, similar results can be observed for Turkish, the second smallest dataset in this work. LIMD outperforms baselines by ≈ 4%. For German and Arabic, LIMD gives above 1% improvement over baselines, and its results for Czech, Russian and Spanish datasets are slightly better than baselines.

For morpheme, LIMD gives comparable accuracy with MarMot and Seq for the most of the languages. Again, it shows promising results for the smallest (Kazakh, the improvement is ≈ 25%) and the second smallest (Turkish, the improv. is ≈ 7.5%) datasets. For German morpheme prediction, Seq2Seq (88.44%) gives 1.88% improvement over MarMot (86.56%), and LIMD yields 92.23% accuracy in this case. Compared to other languages, LIMD achieves a larger improvement over the baselines on the German data that is highest ambiguous among all datasets.

For POS+morpheme joint prediction, LIMD performs much higher than Marmot and Seq2Seq for the German, Turkish, Kazakh data, and for other languages, they give very competitive accuracies. Cross-task comparisons (morpheme vs. POS+morpheme and POS vs. POS+morpheme) reveal that the morpheme tagging is the most challenging part for all models, as it can be observed that morpheme’s accuracies are much lower than POS one. It worth noting that Seq2Seq applies double-layer of biLSTM network as encoder to model the character and word embeddings for context. This architecture has been applied recently to context representation learning for MD and achieved the notable results (Heigold et al., 2017; Tkachenko and Sirts, 2018; Yu et al., 2017).

6 Analysis And Discussion

Analysis of surface word context. To explore the influence of different window-sized surface contexts, we fixed the morphological context with the leftmost and rightmost ones and tuned the window size only for the surface context. We choose the German dataset for the exploration because it is the most complex data in its ambiguous analysis in this work. Table 3 shows the results for POS, Morpheme and POS+Morpheme prediction. It can be seen that the model’s accuracy grows gradually in window size (1-9), then it starts to drop slightly at window size 11, which indicates words outside of window 7 become “noise” when performing joint tagging. At window size (7,9), the model has minor differences for POS+Morpheme. Thus, we choose window size for word context to 7.

Analysis of averaged morphological context. Figure 2 shows the error rate of the training and test process for German data when incorporating two types of context embeddings: leftmost and rightmost analyses as morphological context. First, make it clear that all training curves are without markers in the figure. With markers are testing curves. In which, we present the models’ performance when applying the different contexts independently: word context, left and right analyses as morphological context.

It can be seen that compared to word context, the left morphological context improves model’s performance both in terms of the process for training and test. The error rate of training and test curve has a fast decrease when the model utilizes left+right morphological contexts compared to other settings. The model yields 84.38% (word), 85.17% (left) and 87.50% (left+right) accuracy at 25 epochs. It indicates that the morphological context plays an important role in MD. In other words, it could improve the model’s performance and also reduces the training time.

Error analysis. Figure 3 shows the largest error rates of the distinct morphological categories for MarMot, Seq2Seq and LIMD models averaged over all languages. It can be seen that all models tend to have large errors for predicting the features of Case, Number and Gender. Among all the mod-
Table 2: Test accuracy results for POS, Morpheme and POS+Morpheme.

| Lang. | POS   | Marmot | Seq2Seq | LIMD | POS   | Marmot | Seq2Seq | LIMD | POS+Morpheme | Marmot | Seq2Seq | LIMD |
|-------|-------|--------|---------|------|-------|--------|---------|------|--------------|--------|---------|------|
| ar    | 96.28 | 96.38  | 97.48   |      | 91.87 | 92.81  | 93.26   |      | 91.57        | 92.50  | 92.96   |
| cs    | 98.56 | 98.67  | 98.95   |      | 93.24 | 94.57  | 94.82   |      | 92.97        | 94.40  | 94.45   |
| es    | 98.25 | 98.17  | 98.40   |      | 97.79 | 97.56  | 98.00   |      | 97.11        | 96.83  | 97.30   |
| de    | 92.96 | 93.34  | 94.76   |      | 86.56 | 88.44  | 92.23   |      | 81.75        | 83.67  | 88.11   |
| ru    | 98.36 | 98.56  | 98.74   |      | 94.72 | 95.34  | 96.33   |      | 94.33        | 95.05  | 95.96   |
| tr    | 92.99 | 93.66  | 97.66   |      | 88.42 | 90.47  | 97.04   |      | 86.20        | 88.15  | 96.03   |
| kk    | 77.14 | 76.78  | 95.46   |      | 71.66 | 69.65  | 96.97   |      | 65.99        | 65.63  | 94.70   |

Figure 2: Example of training and test run of LIMD with two types of contexts for German data. tr. and te denote train and test. word - word context. left, right denote left and right morphological context.

Figure 3: Average error rates of distinct morphological categories for LIMD, MarMot and Seq2Seq models.

eels, it seems Seq2Seq performs worse on modeling Number and Gender features than others. It can be seen that LIMD’s error rates are considerably lower in these two categories. For Case features,
Table 3: Test accuracy results for the German data using different window-sized surface contexts.

| win | POS   | Morpheme  | POS+Morpheme |
|-----|-------|-----------|--------------|
| 1   | 93.98 | 89.98     | 85.23        |
| 3   | 94.12 | 90.58     | 86.01        |
| 5   | 94.58 | 91.64     | 87.41        |
| 7   | **94.76** | 92.23     | 88.11        |
| 9   | 94.69 | **92.30** | **88.15**    |
| 11  | 94.56 | 92.16     | 87.85        |

Table 4: Comparisons with previous work: Seq2Seq (Tkachenko and Sirts, 2018), Heigold (Heigold et al., 2017), Dozat (Dozat et al., 2017)

| Lang. | Seq2Seq | Heigold | Dozat | LIMD |
|-------|---------|---------|-------|------|
| ar    | **93.84** | 93.78   | 92.85 | 92.96|
| cs    | 95.39   | **96.32** | 95.22 | 94.45|
| ru    | **96.67** | 96.45   | 96.20 | 95.96|
| tr    | 90.70   | 89.12   | 90.22 | **96.03**|
| average | 94.15 | 93.91   | 93.63 | **94.85**|

MarMot shows the largest error rates.

Comparison with previous work. It is difficult to make a direct comparison of our results to previously published results since UD data sets have various versions with differences. Here, we try to provide a very rough comparison in Table 4 only for reference. The original results were taken from (Tkachenko and Sirts, 2018) (Seq2Seq), which is obtained on UD2.1 version using a large pre-trained word embeddings\(^3\) with sophisticated neural architecture and large well-tuned hyper-parameters. In contrast, LIMD starts by random initialization of parameters, then is tuned in the training process. Another previous tagger was presented in the work (Dozat et al., 2017), which used a more sophisticated encoder than Seq2Seq. In addition, we compare the results taken from (Heigold et al., 2017) obtained on UDv1.3. As we can see, the results are very competitive in most cases. For Turkish, LIMD shows a significant improvement.

Decoding time and accuracy. In Table 5, we report the final comparison to the baselines both in terms of accuracy and decoding time. Comparing with the baselines of MarMot and Seq2Seq, LIMD achieves around 6% gains in average accuracy for all languages, and running about 6 and 33 times faster than MarMot and Seq2Seq respectively. It can be seen from Table 5 that LIMD gains significant improvements on Kazakh, Turkish, and German datasets. The former two are the small datasets compared with other in this work, and the German is the complex one (it has around 6 analyses per word in average, see in Table 1). It may indicate that LIMD works well on morphologically complex languages with many analyses per token and the approach suffers less from the issue of lack of data.

### 7 Conclusion

This paper presents a language-independent morphological disambiguation approach, LIMD. It embeds surface word and morphological context into vector representations, then calculates cosine similarly scores of two to perform disambiguation. Experimental evaluations show that LIMD outperforms other sophisticated models in both accuracy and speed. Results indicate that LIMD works well on morphologically complex languages with many analyses per token and the approach suffers less from the issue of lack of data.

Possible future work in this direction is to apply different methods to the model’s output instead of a computing dot product for disambiguation. Also, there is still room for the improvement in the model’s architecture, such as better capturing surface word context or modeling morphological analyses with more advanced architectures.

---
\(^3\)https://github.com/facebookresearch/fastText

Table 5: Comparison with the state-of-the-arts.

| Lang. | POS+Morpheme |
|-------|--------------|
|       | MarMot | Seq2Seq | LIMD |
| ar    | 91.57   | 92.50   | 92.96|
| cs    | 92.97   | 94.40   | 94.45|
| es    | 97.11   | 96.83   | 97.30|
| de    | 81.75   | 83.67   | **88.11**|
| ru    | 94.33   | 95.05   | 95.96|
| tr    | 86.20   | 88.15   | **96.03**|
| kk    | 65.99   | 65.63   | **94.70**|
| avg.  | 87.13   | 88.03   | **94.21**|
| tokens/s | 1372 tok/s | 257 tok/s | **8712 tok/s**
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