Deep learning identifies brain structures that predict cognition and explain heterogeneity in cognitive aging
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Abstract

Specific brain structures (gray matter regions and white matter tracts) play a dominant role in determining cognitive decline and explain the heterogeneity in cognitive aging. Identification of these structures is crucial for screening of older adults at risk of cognitive decline. Using deep learning models augmented with a model-interpretation technique on data from 1432 Mayo Clinic Study of Aging participants, we identified a subset of brain structures that were most predictive of individualized cognitive trajectories and indicative of cognitively resilient vs. vulnerable individuals. Specifically, these structures explained why some participants were resilient to the deleterious effects of elevated brain amyloid and poor vascular health. Of these, medial temporal lobe and fornix, reflective of age and pathology-related degeneration, and corpus callosum, reflective of inter-hemispheric disconnection, accounted for 60% of the heterogeneity explained by the most predictive structures. Our results are valuable for identifying cognitively vulnerable individuals and for developing interventions for cognitive decline.
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1. Introduction

There is considerable heterogeneity in age- and pathology-related cognitive decline in older adults (Stern et al., 2019a; Stern et al., 2019b; Vemuri, 2018; Wilson et al., 2002). While differences in brain health contribute to heterogeneity in cognition (Barulli and Stern, 2013; Satz, 1993; Stern et al., 2019b), the specific brain regions and tracts (along with their interactions) that explain the heterogeneity are not clear (Mungas et al., 2018; Stern et al., 2018; van Loenhoud et al., 2018). In this study, our main objective was to identify brain structures (gray matter regions and white matter tracts) that play a dominant role in the future longitudinal cognitive decline in older adults while quantifying their relative importance in explaining the heterogeneity in cognitive aging. Understanding the protective effect of specific brain structures in mitigating future cognitive consequences of brain pathology has important implications for early diagnosis and for identifying potential targets for stimulation-based therapies (Abellaneda-Perez et al., 2019).

Prior work has limitations because it (i) focused on specific parts of the brain, (ii) did not include aspects that contribute to heterogeneity in the population, or (iii) used simple linear models to capture the complex relationship (Fjell et al., 2013; Nelson et al., 2009) among brain regions, pathology, and cognition (Laubach et al., 2018; Liu et al., 2012; Stern et al., 2018). The hippocampus and the frontal lobe have often been studied (Kaup et al., 2011), especially because of the former’s importance in predicting cognitive impairment and Alzheimer’s disease, but each of them is specific to one aspect of cognition (i.e., memory (Golomb et al., 1993) and executive function (Zimmerman et al., 2006), respectively). Some studies have evaluated the use of multiple brain regions (Laubach et al., 2018) or white matter tracts (Scott et al., 2017) in predicting cognition and have suggested their utility in studying cognition in aging. However, major factors contributing to the heterogeneity in cognition (e.g., vascular risk) could not be studied because they are not available in typically used datasets (Scott et al., 2017). The relationship between brain structures and cognitive decline can be complex and nonlinear (Nelson et al., 2009). The assumption of a linear relationship, in the above stated and recent machine learning-based studies (Caunca et al., 2021; Kandel et al., 2013; Stonnington et al., 2010), can thus be limiting because it cannot account for complex interactions that contribute to heterogeneity. The preceding considerations are important in studying the role of regions and tracts in cognition in the presence of brain pathologies. We address the above limitations by evaluating several gray matter (GM) regions and white matter (WM) tracts simultaneously in a population-based sample of participants, using a deep learning model to capture the relationship among GM and WM, pathologies, and global cognition.

Accurate modeling and interpretation of the relationship among brain structures, cognition, and pathologies is necessary to identify features that play a dominant role in long-term future cognition in a population. Our approach for doing so consisted of a three-step process:
First, we utilized a recently developed deep learning methodology (Saboo et al., 2020) to predict individualized future cognitive trajectories, using baseline GM and WM (i.e., imaging) features, clinical features, and baseline cognition. Deep learning (DL) can extract complex and nonlinear relationships from the data to capture the varying contributions of model features to future cognition across the population and, therefore, can explain more variance in cognition than linear models can. We focused on 25 GM and WM features that span the entire brain and included information about common pathologies that contribute to heterogeneity: amyloid plaque and poor vascular health.

We interpreted the trained deep learning model to quantify the influence of the features on future cognition. We used Local Interpretable Model-agnostic Explanations (LIME) (Ribeiro et al., 2016) to do so. For each participant in the study, LIME allowed us to compute the contribution of every feature in the given participant’s predicted future cognitive score.

We aggregated the contributions of features (i.e., the LIME value) across participants to study population-level trends in the contributions of various features to future cognition. Population-level trends in LIME values are used to identify imaging features important for cognitive aging because those trends capture the relationships among anatomical features, pathologies, and future cognition that are learned by the DL model.

Our deep learning model was trained on data from a population-based sample of 1432 participants from the Mayo Clinic Study of Aging (MCSA) (Petersen et al., 2010; Roberts et al., 2008). The model predicted individualized global cognitive performance at five time points in the future, i.e., the cognitive trajectory, by using participants’ baseline cognition, clinical features (including amyloid and vascular health status), and imaging features (i.e., GM and WM). By interpreting the model using LIME, we identified, in a data-driven manner, seven structures (out of 25) that consistently contributed to the prediction of future cognition in the aging population. The health of those structures contributed to the resilience of some participants to the deleterious effects of elevated brain amyloid and poor vascular health, thus explaining the heterogeneity in cognitive trajectories of those participants. Finally, the overall framework allowed us to quantify the relative importance of those structures in the heterogeneity, enabling a deeper understanding of their role in cognitive aging.

2. Methods

2.1. Study participants

We used participants’ data from the Mayo Clinic Study of Aging (MCSA) (Petersen et al., 2010; Roberts et al., 2008) sampled in Olmsted County, Minnesota, USA. Data collection study procedures and ethical aspects were approved by the IRBs of the Mayo Clinic and Olmsted Medical Center and all participants provided an informed consent (Petersen et al., 2010; Roberts et al., 2008). We included participants if (i) we had baseline measurements for them on age, sex, education, genetic risk (APOE4), assessment of amyloid pathology, information on vascular health, structural MRI, diffusion tensor imaging (DTI),
and cognitive scores, and (ii) they were at least 50 years old at baseline measurement. Each participant’s cognitive scores up to 5 years into the future after baseline were included. Clinical follow-ups in the MCSA dataset are to be 15 months apart, although visit durations of the population are randomly distributed around the 15-month points. To have consistent gaps in age across follow-ups for the entire population, we took a difference between the age at baseline and at follow-up time and rounded that to the nearest integer in terms of years. This was done for every follow-up of a participant and provided the time in years from baseline of a follow-up. Participants who had mild cognitive impairment or dementia based on a consensus of nurse evaluation, risk factor assessment, and neurological and neuropsychological evaluation were classified as “cognitively impaired” (Roberts et al., 2008).

2.2. Imaging assessments

MRI and DTI data were acquired on 3T General Electric (Boston, MA) scanners for all the participants in the study as described in detail in (Vemuri et al., 2018). Our goal was to extract measures of the health of gray and white matter, the two brain tissue classes.

2.2.1. Structural MRI—GM health was measured using cortical thickness (CT). We chose CT measures because it is more closely related to intelligence and cognitive function than volume (see (Menary et al., 2013) for additional support) and reflects the cytoarchitectural characteristics better than volume (Narr et al., 2007). In addition, they are less likely to be influenced by head size (van Loenhoud et al., 2018) and help measure the structural characteristics of the brain, and thus can provide insights into the true neurobiological capital that can be leveraged to understand the impact of brain structures on cognitive performance. CT was computed using an in-house methodology in subregions defined by the Mayo Clinic Adult Lifespan Template (MCALT) ADIR122 Atlas (Schwarz et al., 2016) and can also be found on the NITRC website (https://www.nitrc.org/projects/mcalt/). Cortical thickness values for 82 cortical regions were extracted from the ADIR122 atlas and left and right hemisphere values were averaged to provide 41 subregions (Supplementary Table S1). These were further averaged to retain a smaller subset of ROIs to enable training the deep learning model with the available data.

2.2.2. Diffusion MRI—We used a previously published methodology to process DTI data to obtain FA (Vemuri et al., 2018) in regions defined by the Johns Hopkins University Eve WM Atlas (Oishi et al., 2009). We used fractional anisotropy (FA) instead of mean diffusivity or WM volume because of the greater sensitivity of FA in measuring the microstructural integrity of the WM tracts to determine WM health. Similar to GM regions, we collapsed the 34 sub-tracts into 14 tracts by averaging the FA values of the sub-tracts corresponding to each tract (Vemuri et al., 2018) because we have found that major WM pathways are key for cognitive performance (Raghavan et al., 2021).

2.3. Indicators of pathological processes

Following (Vemuri et al., 2017), we computed a cardiovascular and metabolic conditions (CMC) score by summing the presence or absence of the following conditions within a 5-year period before the baseline visit: hypertension, hyperlipidemia, cardiac arrhythmias,
coronary artery disease, congestive heart failure, diabetes mellitus, and stroke. Using the median CMC of the population, we labeled participants with CMC > 2 as CMC+ and as CMC− otherwise. The presence of amyloid pathology was determined using PET scans as previously described (Jack et al., 2020), using a cut-point of 1.48 SUVR on PiB-PET. We use $A\beta$+ to indicate those with amyloid above the threshold and $A\beta$− for the rest. $A\beta$+/A$\beta$− and CMC+/CMC− are the two indicators of primary pathological processes that we use in our model.

2.4. Cognitive variables

Our goal for this study was to focus on global cognitive performance. Therefore, the cognition variable was a global measure approximated using a battery of 9 cognitive tests covering the executive function, language, memory, and visuospatial domains (Petersen et al., 2010). The global cognitive z-score was estimated from the average of the z-scores for those 4 domains.

2.5. Model description

The model takes as input baseline cognition score and imaging and clinical features, and outputs the cognition scores over the next five years (Fig. 1A). Specifically, it used the following as inputs: participant’s baseline cognition ($Cog_0$), clinical feature (sex, age, education, APOE status, $A\beta$ status, CMC status) and imaging features (CTs and FAs).

Modeling of the cognitive trajectory allows the model to capture the influence of brain structure on cognition in the future and the dynamics of this influence in the presence of pathology. Let $x^i_s = [x^i_1, \ldots, x^i_{ns}]$ be the $n$ baseline imaging features and $x^i_c = [x^i_1c, \ldots, x^i_{im}]$ be the $m$ baseline clinical features of participant $i \in \{1, 2, \ldots, N\}$. Let $Cog_{i0}$ be the baseline cognition score of participant $i$. $Cog_i = [Cog_{i1}, Cog_{i2}, \ldots, Cog_{i5}]$ corresponds to the cognition scores at future time points at years 1, …, 5. To explicitly capture the temporal dependency between the cognition scores at two successive time points, we represent the cognition prediction at time $t$, $Cog_{it}$, with a function $h$ of the predicted cognition for the previous time point $Cog_{i(t-1)}$, and a function $g_t$ of the clinical and imaging features:

$$Cog_{it} = h(g_t(r(x^i_t), x^i_t), Cog_{i(t-1)}, t \in \{1, \ldots, 5\})$$

where $r(x^i_t)$ is a lower-dimensional representation of $x^i_t$ that captures the anatomical information relevant for predicting future cognition. We refer interested readers to (Saboo et al., 2020) for more details.

2.6. Loss function

We used the mean squared error (MSE) and mean absolute error (MAE) for evaluating the model performance. The model was trained to minimize MSE. Since in longitudinal studies, participants might drop out of the study or miss some visits, $Cog_{it}$ might not exist for some participant $i$ at some year $t$. To make full use of the available data, we modified the MSE loss for $N$ participants to be:
where $\delta_{it}$ is an indicator function indicating whether $\text{Cog}_{it}$ is available in the data. MAE was computed using a similar formula but with the squared error term replaced with absolute error.

### 2.7. Neural network architecture

We implemented the model using deep neural networks. We chose nonlinear activation for $r$, $g_t$ and linear activation for $h$, based on preliminary experiments. $r$ consists of two hidden layers with rectified linear unit (ReLU) activation. $g_t$ constitutes two hidden layers with leaky ReLU activation (negative slope = 0.1). $r$ and $g_t$ were regularized using a dropout. The number of units in $r$, $g_t$ were varied to give three different architectures: 6-3-3-2, 10-4-4-2, and 12-5-5-2, with the first two numbers providing the units in $r$ and the last two numbers providing the units in $g_t$. The dropout rate was varied among \{0.3, 0.4, 0.5\}. We trained all 9 models that resulted from the combinations of architectures and dropout rates by using the same training data, and we evaluated their performance on the validation and test sets. The model (consisting of an architecture and a dropout rate) that achieved the lowest average validation set MSE from cross-validation was used for further analyses (Supplementary Table S2). The best model was 10-4-4-2 with a 0.4 dropout probability.

### 2.8. Training

80% of the participants were used for training, 10% for validation, and 10% for testing. Baseline features $x^s$, $x^c$ and baseline cognition $\text{Cog}_0$ were standardized using the training data. Cognition along the trajectory $\text{Cog}$ was standardized using the standardization parameters of $\text{Cog}_0$. We used the ADAM optimizer (learning rate = 0.001) to train the model end to end, i.e., functions $r$, $g_t$, $h$ were trained jointly, for 3000 epochs. From those epochs, we chose the model corresponding to the minimum validation loss.

### 2.9. Cross-validation

We performed Monte Carlo cross-validation for 50 iterations by randomly splitting the data into 80-10-10 sets in each iteration. Splits were made such that in each iteration, the data for a given participant were present in only one of the sets (i.e., training, validation, or test). We chose a high number of cross-validation iterations to obtain better statistical power. We aggregated model performance and interpretation results on test sets across iterations. For example, we averaged the test loss over the 50 iterations.

### 2.10. Local Interpretable Model-agnostic Explanations (LIME)

LIME explains the contribution of each feature in a model’s output for a sample (Ribeiro et al., 2016). For a given sample, LIME computes a local sparse linear approximation of the trained neural network function on points randomly sampled in the neighborhood of the given sample. Thus, LIME approximates the neural network model locally with a linear model such that the prediction of the linear model and the prediction of the neural
network are the same for the given sample. The sparse linear approximation is leveraged to calculate the contribution of each feature in the prediction for the given sample. A new linear approximation is computed for the explanation of each sample, providing individualized explanations. In our case, LIME provides, for each participant, the real-number contribution of each feature to the person’s predicted cognition value. We refer to the contribution as the LIME value. Since for each participant the model predicts cognition at 5 time points, we get separate LIME values for each prediction. For ease of discussion, in the below description of LIME computation, “sample” refers to a given participant and year of prediction.

We computed LIME values using a package made available by its authors (Ribeiro et al., 2016). Since LIME computes a sparse approximation, the package required us to choose the number of features \((n')\) for which the contribution must be computed, with \(n'\) being fewer than the number of features input to the model \((n' < n + m + 1)\). Therefore, to get reliable LIME values for all the features, we computed LIME values in three steps. In the three steps, we computed LIME values separately for the baseline imaging features, the baseline clinical features (age, sex, education, APOE status, Aβ status, and CMC status), and the baseline cognition \((\text{Cog}_0)\), respectively.

Step 1: In computing the LIME values for the 25 imaging features, we set \(n' = 10\). In addition, for each sample, we modified all the randomly sampled points to have the same value of the clinical and \(\text{Cog}_0\) features as in the given sample. The intuition behind this modification is as follows. LIME relies on the perturbation in the model output to allow the randomly sampled points to compute the feature contributions. If a perturbation in a given feature results in a large change in the model output, then the feature must make a large contribution. Because we set the perturbations for the clinical and \(\text{Cog}_0\) features to 0, LIME computes the contribution that results from the imaging features alone. Note that we did not thereby force the contributions of the clinical and \(\text{Cog}_0\) features to 0; the contribution of those features is accounted for in the intercept (i.e., constant term) of the linear approximation, since the intercept will be the same for all the randomly sampled points. Thus, by setting \(n' = 10\) and setting the perturbation in the clinical and \(\text{Cog}_0\) features to zero, we obtained the LIME values for the imaging features for each sample. This provided nonzero contribution values for up to 10 imaging features for the given sample. We set the contribution of the other imaging features to zero for that sample. This choice is justified because if an imaging feature for that sample made a large contribution relative to other imaging features, it would have been in the 10 imaging features that LIME picked as having nonzero contributions. For each sample, LIME also provides the intercept along with the LIME contributions of \(n'\) features. To validate the computed LIME values, we summed the intercept with the nonzero LIME values for \(n'\) features and 0 contribution from the 25-\(n'\) remaining imaging features for the sample. We compared the sum with the prediction of the deep learning model for the given sample. We repeated this comparison for all the samples to evaluate the accuracy of the approximations inherent in LIME as well as those that resulted from the above computational choices (Supplementary Fig. S1A).

Step 2: We repeated the above procedure for computing the LIME value of the clinical features. We set \(n' = 7\) to obtain LIME values at least for all the clinical features. Next, for each sample, we set the imaging and \(\text{Cog}_0\) features in the randomly sampled points to
have the same value as in the given sample. On applying LIME to that sample, we obtained the contributions of the clinical features. If some clinical feature(s) did not appear in output from the LIME package for a sample, the contribution of those clinical feature(s) for that sample were set to 0. We verified the contributions by summing the intercept and LIME values for the clinical features for the sample and comparing the sum with the prediction from the deep learning model for that sample (Supplementary Fig. S1B).

Step 3: Since \( h \) is linear, the relationship between \( \text{Cog}_0 \) and the predicted cognition is linear and depends only on its coefficient in \( h(\text{Cog}_0) \) and the prediction time point \( t \). Therefore, we computed the “LIME-like” value, i.e., the contribution of \( \text{Cog}_0 \), directly, using \( h \). For each year \( t \) of prediction, the contribution of baseline cognition for a sample was set \( c_0^t \times \text{Cog}_0 \).

Finally, to ensure the validity of the contributions computed via the above three procedures, we computed the sum of the LIME values for the imaging features (from step 1), the LIME values for the clinical features (from step 2), and the “LIME-like” value for baseline cognition (from step 3) for each sample, and the intercept of \( h \). We compared the sum with the predicted cognition obtained from the deep learning model (Supplementary Fig. S1C). In all three steps, there was strong agreement between the predicted value of cognition obtained from the model and the sum of the LIME values and intercept (Supplementary Fig. S1). We also evaluated the effect of varying \( n' \) for the clinical and imaging features and observed that the LIME values computed for different \( n' \) were very similar (Supplementary Fig. S2 and S3). We note that the analyses for identifying top predictors among imaging features rely primarily on LIME values computed in Step 1.

2.11. Clustering to find the top predictors among imaging features

To cluster the features based on their rank for each year in terms of the LIME value, we used the following steps. (i) For each participant, we used the magnitude of his or her LIME value for each feature. (ii) We averaged the absolute LIME value of a feature across participants. (iii) Features were ranked based on their mean absolute LIME value. (iv) Steps (i)–(iii) were repeated separately for each iteration of the cross-validation. (v) Features were hierarchically clustered based on their ranks across the iterations of cross-validation, by means of average linkage hierarchical clustering. (vi) The above procedure from ranking to clustering was repeated separately for each year of prediction. We used ranks based on mean absolute LIME values to find top features because averaging over the absolute LIME values helped retain the contribution for each participant and ranks of the features captured their relative ordering in contribution.

2.12. Relative importance

We were interested in how the health of brain structures influences the differences in cognition in \( \text{A}_\beta+/\text{CMC}+ \) participants. Since different structures can have varying influences, we measured their relative importance by comparing the extremes (lower vs upper quartile \( \text{A}_\beta+/\text{CMC}+ \) participants) to capture the range of influence of the health of brain structures on cognition. The relative importance of a feature is a quantification of the difference between upper- and lower-quartile \( \text{A}_\beta+/\text{CMC}+ \) participants that results from a particular feature, compared to the other top imaging features. To find the participants for computing
relative importance, we followed a three-step procedure. First, for each top predictor, we identified $A\beta^+/CMC^+$ participants who had a high (upper-quartile) or low (lower-quartile) feature value (i.e., CT or FA). Second, we took the union of all the participants in the lower quartiles, and the union of all the participants in the upper quartiles. Third, we excluded participants who were in both the sets obtained by taking the union. Thus, we obtained participants who were in the lower quartile or in the upper quartile based on all the top predictors. We used those two groups of participants for computing relative importance (Fig. 5A).

Let $S_L$ be the set of lower-quartile participants and $S_U$ be the set of upper-quartile participants. For a feature $f \in F$ in the set of top predictors, let $\mu_L(f, t)$ be the mean LIME value of $f$ for participants in $S_L$ and $\mu_U(f, t)$ be the mean LIME value of $f$ for participants in $S_U$ for year $t$ of prediction. The relative importance ($RI$) of the features is computed as follows:

$$RI(f, t) = 100 \times \frac{\left| \frac{\mu_{U}(f, t)}{\sum_{j \in F} \left| \mu_{U}(j, t) - \mu_{L}(j, t) \right|} - \mu_{L}(f, t) \right|}{\sum_{j \in F} \left| \mu_{U}(j, t) - \mu_{L}(j, t) \right|}$$

3. Results

3.1. Data and participants

We used data on 1432 study participants from the MCSA (Petersen et al., 2010; Roberts et al., 2008) sampled in Olmsted County, Minnesota, USA. The data for each participant consisted of baseline (year 0) measurements of cognition, age, sex, education, genetic risk (APOE4), assessment of amyloid pathology, vascular health, MRI, and diffusion tensor imaging (DTI); and cognitive scores up to 5 years into the future after baseline. The number of samples available for each follow-up year were as follows: Year 0 (baseline) – 1432; Year 1 – 595, Year 2 – 252, Year 3 – 419, Year 4 – 561, Year 5 – 521. The participant pool was heterogeneous with respect to the severity of pathologies and cognitive performance (Table 1).

3.2. Performance of cognitive trajectory prediction model

The model predicted individualized cognitive trajectory, i.e., cognition at each year for 5 years after the baseline (Fig. 1). Model performance was measured using mean squared error (MSE) and mean absolute error (MAE). We evaluated several architectures and chose the architecture that achieved the smallest average validation set MSE for further analysis (Supplementary Table S2). We compared the model’s test set performance with that of linear regression because linear regression has been widely used for identifying important brain structures in the cognitive aging literature. Our model outperformed linear regression in predicting individualized cognitive trajectories by achieving lower average MSE and MAE across different years of prediction (Wilcoxon signed-rank test, see SI and Supplementary Table S3). These results are consistent with our previous study in which the proposed model outperformed state-of-the-art linear models in 5-year cognition trajectory prediction on ADNI data (Saboo et al., 2020). In (Saboo et al., 2020), improvement in error over linear models was modest for cognitively healthy individuals and substantial for individuals at risk
of future cognitive decline. Modest improvements in prediction in the present study could be because majority of the participants were cognitively unimpaired (Table 1).

3.3. Individualized and population-level contribution of features to predicted cognition

The trained deep learning model captures the influence of input features on future cognitive scores. Therefore, to identify the brain structures that play an important role in cognitive aging, we interpreted the deep learning model by using a specialized model interpretation methodology called LIME (Ribeiro et al., 2016). For a given participant, LIME provides the contribution of each input feature to the predicted cognitive score at each year for that participant (Fig. 1B). We computed the LIME values for all the participants in the test sets of the cross-validation.

LIME values for the predicted cognitive scores at year 1 for two participants highlight the difference between individuals with respect to the contribution of each feature to their predicted cognition (Fig. 2A and Supplementary Fig. S4). The sum of the LIME values of all the features (plus the model intercept) is consistent with the model’s prediction of cognition. Crucially, the LIME values for each feature differ across participants based on the feature’s value. For example, as expected, $A\beta$ status contributed to an increase in cognition (LIME value > 0) for participant #1, who was $A\beta^-$, but to a decrease in cognition (LIME value < 0) for participant #2, who was $A\beta^+$. However, note that the predicted cognition at year 1 was lower than the baseline cognition for both the participants ($-0.06 \rightarrow -0.23$ and $-1.13 \rightarrow -1.44$) because of the combined effect of all the features. That is consistent with the decline seen over time with aging and pathology.

We aggregated the LIME values across participants to explore population-level trends in the contribution of features to cognition (Figs. 1C and 2). We observed that the largest contributors to the prediction of cognition at year 1 were baseline cognition (Cog$_0$) followed by age. Other prominent contributors were $A\beta$ status, education, whole brain GM (wGM), and whole brain WM (wWM). We also aggregated the LIME values for participants based on their clinical status ($A\beta$ status, CMC status, or sex) (Fig. 2C) and observed that the contributions of those features were consistent with the literature. At a population level, $A\beta^+$ status, CMC+ status, as well as male sex contributed to a decrease in cognition.

Thus, LIME provides a methodology for interpreting the complex relationships among the features and cognition that were learned by the model, allowing us to explore each feature’s contribution to future cognition for a person as well as the feature’s role in cognition across the population.

3.4. The contribution of whole brain GM and WM to cognition

We investigated whether whole brain GM and whole brain WM contribute, on average, to the prediction at a population level after the contributions of all other features have been accounted for. We obtained the contribution of wGM by summing the LIME values of all the GM regions, and the contribution of wWM by summing the LIME values of all the WM tracts, to faithfully capture to cumulative effect of the regions and tracts on predicted cognition. Since different regions and tracts can increase or decrease the predicted cognition, the overall effect of all GM regions and WM tracts would be the cumulative effect across
regions and tracts, respectively. For each year and feature, we averaged the magnitude of the LIME values for all the participants in the test set of each iteration of cross-validation to compute the mean absolute LIME values. Since LIME values can be either positive or negative, using its absolute value allows to retain the contribution for each participant while averaging across the population. The mean absolute LIME values were computed separately for Aβ+ and Aβ− participants (Fig. 2D). Based on these values, Age and Aβ status were the most prominent contributors among the clinical features across five years (Tukey’s test, \( p < 0.01 \) for all pairwise comparisons involving one of Age or Aβ). On average, the contribution of wGM and wWM was smaller for the Aβ− group than the Aβ+ group across the five years of prediction (Wilcoxon rank sum test, \( n_1 = n_2 = 50 \), \( p < 0.001 \) for each year). We observed a similar trend while considering mean absolute LIME values stratified based on CMC status (Supplementary Fig. S5). These observations are consistent with previous studies (Jack et al., 2013; Knopman et al., 2013) that have shown that imaging features can influence cognition in the presence of pathology even after the direct effect of the pathological variable has been accounted for.

### 3.5. Top predictors among the imaging features

Since whole brain GM and WM contribute to cognition on average, we investigated the contributions of each of the 25 imaging features (11 regions and 14 tracts) separately to identify whether some features were consistently more important for predicting cognition than others. LIME values aggregated across all the participants in a test set show that some imaging features (e.g., FA-fornix) make a larger contribution to cognition than others (e.g., CT-temporal pole) in the population (Fig. 3A). Ordering of the imaging features based on their mean absolute LIME values across participants remained consistent over time (Fig. 3B). This suggests that certain imaging features (e.g., FA-fornix and CT-medial temporal lobe) remain consistently important, i.e., have a high mean absolute LIME value (ANOVA, \( p < 0.001 \) for each year), for prediction of cognition over the years.

To identify the top predictors among the imaging features, we clustered the features using their ranks based on their LIME values across different iterations of cross-validation. Since features can make large positive or negative contributions, we used the magnitude of the LIME values to rank the features according to their contribution (see “Methods”). Clustering of imaging features based on their ranks for predicting cognition at year 1 showed that seven features were consistently among the top predictors across iterations: CT-medial temporal lobe (CT-MTL), CT-lateral temporal lobe (CT-LTL), CT-occipital lobe, FA of the fornix (FA-fornix), FA-corpus callosum (FA-CC), FA-cingulum, and FA-internal capsule (Fig. 3C). These seven features were in the cluster of top predictors for all five years (Supplementary Fig. S6), had a high mean absolute LIME value (Fig. 3B), and cumulatively accounted for 64.6% (±0.2%) of the total contribution of all the imaging features across the five years based on the mean absolute LIME value. The consistency of the above seven regions and tracts in having a higher contribution than other features demonstrates that they are important for predicting cognition.
3.6. Differential effect of baseline health of top predictors on cognition in Aβ+/CMC+ participants

From Fig. 2D, we note that wGM and wWM play a role in explaining the heterogeneity in cognitive trajectories between the healthy group (Aβ− or CMC−) and the group with pathological aging (Aβ+ or CMC+). Next, we investigated whether brain structures contributed to explaining the heterogeneity in cognitive aging within the “pathology” group. Rephrased differently, does the health of top predictor regions and tracts confer any advantage to participants within the pathology group in their future cognitive trajectories? To investigate this question, we analyzed the effect of cortical thickness and tract integrity on the contribution of the top predictors to cognition in participants who were Aβ+ and CMC+ (i.e., Aβ+/CMC+ participants). In this subset of participants, we classified participants based on whether a given region or tract had a high (upper quartile) or low (lower quartile) CT or FA. We then compared the LIME values for the given region or tract between the upper- and lower-quartile participants for each year (Fig. 4A).

In Aβ+/CMC+ participants, we observed that baseline cortical thickness and tract integrity had a differential effect on cognition for all the top predictors (Fig. 4B). For CT-MTL, CT-LTL, CT-occipital, FA-fornix, FA-cingulum, and FA-CC, a higher CT or FA (corresponding to an upper-quartile participant) made a positive contribution to the prediction of cognition (median LIME > 0), while a lower feature value (for a lower-quartile participant) made a negative contribution (median LIME < 0). This pattern was consistent over the five years of prediction. It suggested that Aβ+/CMC+ participants with a higher CT or FA for those six features at baseline had an advantage in coping with cognitive decline over participants with a lower CT or FA. Strikingly, for FA-internal capsule, we observed the opposite trend. The lower-quartile participants had a positive median LIME value, while the upper-quartile participants had a negative median LIME value. Overall, these observations suggest that the health of the top predictors modified the rate of cognitive decline within the Aβ+/CMC+ participants (Fig. 4C), thus contributing to the heterogeneity within the pathology group.

We performed a confounder analysis to assess whether the top predictors had an independent contribution within Aβ+/CMC+ participants or whether the contributions were simply a result of CT/FA values that reflected the severity of pathology. We observed that each top predictor made an independent contribution to the future cognitive trajectories even after we accounted for the severity of pathology (see SI and Supplementary Fig. S8), supporting the view that those structures contributed to heterogeneity.

3.7. Relative importance of top predictors in explaining heterogeneity

The difference between the upper- and lower-quartile participants varies across the top predictors (Fig. 4B), suggesting that the relative contributions of those brain structures to heterogeneity differ. We quantified the differences to evaluate the relative importance of the top predictors in modifying the cognitive trajectories within the pathology group. We defined the relative importance of a region (or tract) as the change due to that region (or tract) in the upper- and lower-quartile groups of the Aβ+/CMC+ participants relative to the cumulative change from all the top predictors. We were thus able to capture the contribution of each feature to the difference between the two groups within the pathology group.
For that analysis, we identified $\alpha+$/CMC+ participants who were in the lower-quartile or upper-quartile group for all the top predictors (see “Methods” and Fig. 5A). For these participants, we computed the difference between the mean LIME values of the two groups for each top predictor (Fig. 5B). The relative importance of each feature was the ratio of (i) the magnitude of difference for a feature to (ii) the cumulative magnitude of difference for all the top predictors (see “Methods”). We computed the relative importance separately for each year of prediction (Fig. 5C). For the studied population, we found that FA-fornix had the highest relative importance, followed by CT-MTL and FA-CC. The top three predictors based on relative importance accounted for 61% of the total contribution from all the top predictors. The relative importance of the top predictors was consistent across the years.

3.8. Linear model vs. deep learning model and robustness analyses

We evaluated whether linear regression could have identified the top predictors that we obtained. We used linear regression to predict future cognitive trajectories based on baseline cognition, clinical features, and imaging features, and evaluated the coefficient of each feature and its significance (Supplementary Fig. S7). Like our results, linear regression also identified baseline cognition ($\text{Cog}_0$), age, and $\alpha$ status as significant contributors. Among the imaging features, CT-MTL had significant coefficients for all the years of prediction; FA-fornix had significant coefficients at year 3; and FA-internal capsule had significant coefficients at year 5 prediction. Although the results from linear regression support our findings, the consistency with which the top predictors were found over several years of prediction is unique to our method.

We also assessed the robustness of our approach by training the deep learning model with a modified set of features (baseline cognition, clinical features, and only the seven top predictors) to predict future cognitive trajectories and observed results similar to the ones presented in Figs 3, 4, and 5 (see SI and Supplementary Figs S9, S10, and S11).

4. Discussion

In this discussion, we describe (i) the significance of the results, (ii) the value of the methods used, and (iii) future directions. We leveraged deep learning methodologies to identify brain regions and tracts that are important for long-term cognition and contribute to heterogeneity in aging. Seven features, namely the CT of the medial temporal lobe (CT-MTL), lateral temporal lobe (CT-LTL), and occipital lobe, and the FA of the fornix, corpus callosum (FA-CC), cingulum, and internal capsule, were found to be (i) most predictive of 5-year future cognitive scores in the population; and (ii) critical for modifying the rate of cognitive decline due to pathological processes commonly seen in the elderly (amyloidosis and poor vascular health). Three features contributed to more than 60% of the modification: CT-MTL, FA-fornix, and FA-CC. Our results were obtained via the use of (i) deep learning models that allow for handling of high dimensionality and nonlinearity in data, and (ii) data that capture various factors that contribute to heterogeneity. Our data-driven approach provides empirical evidence for the use of the seven features in future studies to reveal the neural basis for the heterogeneity in cognitive aging and to guide the development of individualized diagnosis techniques and intervention strategies. For example, brain theta-burst stimulation
has been shown to contribute to the maintenance of both cognitive and brain integrity using target stimulation (Abellaneda-Perez et al., 2019; Sole-Padulles et al., 2006).

### 4.1. Role of MTL, LTL, occipital lobe, corpus callosum, and cingulum

The temporal lobe has been widely used in aging studies because of its roles in supporting cognition and in Alzheimer’s disease (AD) (Frisoni et al., 2005; Jack et al., 1992; Scheltens et al., 1992). MTL and LTL were among the three GM regions out of 11 that contributed to prediction of cognition in our model, and that finding validates the use of these regions, specifically MTL, in AD and aging studies (Fjell et al., 2014). The occipital lobe is important for visuospatial processing. Hypoperfusion and atrophy in the occipital lobe has been associated with dementia with Lewy bodies (Hanyu et al., 2006; Prosser et al., 2017), visual hallucinations in Alzheimer’s disease (Holroyd et al., 2000), and poor cognitive scores (Smith et al., 2001).

Among the WM measures, a significant amount of research has supported the claim that the corpus callosum and cingulum are important tracts for cognition (Bennett and Madden, 2014; Brickman et al., 2012). The CC comprises the largest interhemispheric connections in the brain and plays a major role in maintaining cognition (Bennett and Madden, 2014). The cingulum bundle has connections to the hippocampus and the limbic system and is strongly involved in the maintenance of cognition (Chao et al., 2013; Kantarci et al., 2011). In a recent ADNI-data-based study of the mean diffusivity of 46 white matter tracts, the CC, cingulum, fornix, and internal capsule were predictive of contemporaneous cognition but not change in cognition (Scott et al., 2017). In contrast, we observed that the WM features were predictive of future cognitive decline in participants with poor vascular health (CMC+) (Supplementary Fig. S5). We were able to make that observation because our study was population-based and included individuals with the complete range of vascular health statuses. Poor vascular health has been shown to be associated with widespread WM injury through several mechanisms, such as increase of white matter hyperintensities and infarctions (van Norden et al., 2012), blood–brain dysfunction (Farrall and Wardlaw, 2009), and chronic inflammation (Jin et al., 2010).

### 4.2. Fornix as an important predictor and further study of internal capsule

Prior studies have shown the importance of the fornix in predicting cognition in cognitively unimpaired (Fletcher et al., 2013), mildly cognitively impaired (MCI), and AD individuals (Zhuang et al., 2012). While there is evidence for decrease in fornix integrity due to AD-related myelin injury (Desai et al., 2010), the FA-fornix measurements may be highly nonspecific. An important finding of our work is that FA-fornix makes an important contribution, relative to all other brain GM and WM measures, for prediction of cognition, and our work highlights its role in coping with pathologies in the Aβ+/CMC+ population (Fig. 4). In line with the conclusion in (Mielke et al., 2012), we found FA-fornix to be as important as CT-MTL for predicting cognition, in terms of relative contribution to cognitive change (Fig. 5). The fornix is connected to the hippocampus, and degradation of the hippocampus-fornix circuit might explain the observed correlation among hippocampal volume, fornix integrity, and cognitive status (Fletcher et al., 2013; Mielke et al., 2012).
Specifically, region-specific loss of fornix integrity is associated with reduced hippocampal volume in MCI and AD patients (Lee et al., 2012).

In a recent study (Scott et al., 2017), the internal capsule was associated with cognition; this supports our finding that the FA-internal capsule is important for predicting future cognition. Among those who are Aβ+/CMC+, lower internal capsule FA contributed to an increase in cognition (median LIME > 0) (Fig. 4). The FA of the internal capsule, though not specific to cognitive performance, may be more sensitive to changes in white matter health as a function of pathology. This finding suggests a compensatory mechanism that has also been observed in a different study for this specific regional white matter structure (Hyett et al., 2018). Further study is warranted to investigate the role of the internal capsule with increasing age-related pathology and its impact on cognition.

While the top predictors among the imaging features we identified have been observed separately in previous studies, and some studies have evaluated either several GM or several WM features for predicting cognition (Laubach et al., 2018; Zhuang et al., 2012), our study utilized several GM and WM features simultaneously. In previous studies, the inclusion of certain imaging features removed the effect of the other imaging features in predicting cognition (Zhuang et al., 2012). An explanation for our observation of the importance of the seven brain structures could be as follows. Brain structures that play a more dominant role in (i.e., make a greater contribution to) future cognition can vary across individuals, e.g., there are participants in our study for whom one region’s CT, but not the others’, places them in the lower quartile of Aβ+/CMC+ participants. Since deep learning can fit a nonlinear model, it can extract the dominant features for each participant and thus detect several important structures simultaneously in the population. In spite of the differing effects of brain structures on cognition across study participants, a linear model would extract an “average” common effect, which may not reflect the individual-specific underlying relationships among brain regions and cognition in participants.

4.3. Top predictors are suitable proxies for brain reserve and provide resilience to pathology

By modifying the rate of cognitive decline in the Aβ+/CMC+ population, the baseline health of the top predictor brain regions and tracts influenced the relationship between pathology burden and cognitive outcome. Better health (in terms of cortical thickness or fractional anisotropy) for six of those top predictors enhanced a person’s ability to cope with cognitive decline (median LIME > 0). If we consider the definition of brain reserve—differences in brain size and other quantitative aspects of the brain that explain differential susceptibility to functional impairment in the presence of pathology or other neurological insult (Barulli and Stern, 2013; Stern et al., 2019b)—we could argue that these seven structures fulfill the criteria and are the most eligible brain reserve measures. To assess the utility of the top predictors as brain reserve proxy measures, we also compared their cognition prediction performance with that of commonly used brain reserve proxy measures (see SI). The seven identified features achieved a significantly better performance than the most widely used proxy measure, intracranial volume (Christensen et al., 2009; Groot et al., 2018; van Loenhoud et al., 2018) (Supplementary Table S4). The performance was similar.
for CT-MTL alone, indicating that CT-MTL may represent the single most important brain feature that plays a key role and is a critical hub for cognition (Mišić et al., 2014).

While it is highly likely that higher brain reserve provides resilience (i.e., coping ability) against cognitive decline in the presence of pathology (Fig. 4), there are two counterarguments that the identified features are merely reflective of current brain health: (i) the disease may have started earlier in those with lower CT or FA, and it may be a matter of time before we see pathology-related declines in these regions; and (ii) participants with no neurodegeneration can perform better on repeated cognitive tests (Machulda et al., 2017). In confounder analysis, the top predictors contributed to cognition even after the severity of pathology (in the form of Aβ SUVR and CMC) had been accounted for (Supplementary Fig. S8), supporting the view that those brain structures provide resilience against decline and are not merely reflective of disease severity. While one cannot clearly differentiate among the specific mechanisms without substantial longitudinal imaging data, the identification of the brain reserve proxy measures is the first step towards a better mechanistic understanding of the role of brain reserve in cognitive aging.

4.4. Relative importance in explaining heterogeneity

Our methodology allowed us to compute the relative importance of the top predictors among imaging features in the heterogeneity in the Aβ+/-CMC+ population. CT-MTL, FA-fornix, and FA-CC were the top 3 and accounted for about 60% of the contribution across the 5 years of prediction. The relative importance of FA-fornix was similar to that of CT-MTL, at 20–25% (Fig. 5) (Fletcher et al., 2013; Mielke et al., 2012). The varying relative importance suggests that several brain structures contribute to the heterogeneity in the population and to varying degrees. Each structure may affect a specific domain of cognition, and the relative importance values could be reflective of cognitive impairment in the studied population (Takeuchi et al., 2017). While the relative importance here was found by comparing the upper and lower quartiles, other measures of relative importance can be defined depending on their utility in downstream analysis. The importance of brain structures may vary across participants, and LIME provides a way of identifying those differences (Fig. 2A). Finally, the importance of imaging features in heterogeneity and individualized diagnosis must be viewed in the context of the larger contributions of clinical features to cognition. To note, the downstream effect of clinical features on cognition are likely mediated through brain regions and tracts.

4.5. Advantage of the employed methodology

We modeled the longitudinal cognitive trajectory based on baseline features with deep learning to model complex relationships and correlations among brain structures, clinical features, and cognition (Stern et al., 2018). Modeling of multiple points on the cognitive trajectory enabled us to identify regions that were consistently contributing to future cognition. The deep learning model achieved better prediction than linear regression, enabling the identification of unique relationships and brain structures not easily obtainable from linear regression (Supplementary Fig. S7). Most importantly, LIME allowed us to “open” the black-box deep learning model and helped in identifying the contribution of
each feature to future cognition in an *individualized* manner (Fig. 2), which may also have translational value for precision medicine (Abellaneda-Perez et al., 2019).

### 4.6. Limitations and future work

Deep learning models typically require large amounts of data for training. To ensure the replicability of our results, we evaluated the model for many different data splits. Nevertheless, it is necessary to validate the method and results on a larger dataset from other sites. Ideally such a dataset would include information about other aging related pathologies (for e.g., tau and TDP-43 (Jo et al., 2020) as well as scans with multiple protocols. The latter would enable investigating whether the relative importance of the features is maintained when parameters such as voxel size are varied (e.g., for measurement of fornix). LIME computes a local linear approximation of the trained deep learning model in this study and the fidelity of the approximation affects interpretability of the results. While we observed high fidelity approximations (Supplementary Figs. S1, S2, S3), design choices for LIME such as sampling method can influence the approximation. Validating these results with other model interpretation methods such as SHAP (Lundberg and Lee, 2017), DeepLIFT (Avanti et al., 2017), and layer-wise relevance propagation (Dyrba et al., 2021; Montavon et al., 2019) is important.

Our approach, though simple in modelling global cognition as a function of brain health rather than each cognitive domain, provides a broader look, at a coarse level, at the key regions and tracts that impact global cognition. This also allowed us to develop and evaluate the method we proposed, which can now be leveraged to study the relationship between brain structures and specific cognitive domains. Analyses at a finer spatial resolution of subregions and for specific cognitive domains using the proposed approach would further light on the relationships between brain health and cognition in aging.
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Refer to Web version on PubMed Central for supplementary material.
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Fig. 1.
Overall analysis workflow for identifying brain regions and tracts important for long-term cognition in the aging population. (A) Model development: Deep learning model for predicting the 5-year future cognitive trajectory of a participant based on baseline imaging features (GM and WM), clinical features (age, sex, education, APOE4 genotype, amyloid status, and systemic vascular health), and baseline cognition (Cog0). Cognition is measured using global cognitive performance. Model predictions are compared with ground truth to evaluate model performance. (B) Model interpretation: Local Interpretable Model-agnostic Explanations (LIME) makes it possible to interpret the trained deep learning model by determining the contribution of a participant’s features to the predicted cognition for a given participant. Explanations (LIME values) are obtained for each year of prediction for a participant. (C) Model interpretation: LIME values are obtained for several participants in the population for each year and aggregated to compare the contributions of clinical
and imaging features. Participants’ LIME values are used for further analysis to identify important brain regions and tracts. Abbreviations: Aβ, amyloid; CMC, cardiovascular and metabolic conditions; Ed., education; MSE, mean squared error; MAE, mean absolute error.
Fig. 2.
Contribution of the features to predicted cognition obtained by interpreting the deep learning model using LIME. (A) LIME value of baseline features for predicting cognition at year 1 for two different participants. Feature values for the participants are provided at the bottom. The sum of the LIME values of all the features and the intercept (“Intc”) is equal to the predicted cognitive score (“Pred”). LIME for wGM was obtained by summing the LIME values of all the GM regions, and for wWM by summing the LIME values of all the WM regions. (B) LIME values for year 1 predictions for all the participants in the test set for one iteration in the cross-validation. LIME values for baseline cognition (Cog0) are provided separately for visual clarity. (C) LIME values for year 1 for one iteration grouped based on the status of three clinical variables (amyloid levels, systemic vascular health, and sex). LIME values for cognition are not shown for visual clarity. (D) Mean absolute LIME values over the cross-validation for each year of prediction stratified by Aβ status. Mean
absolute LIME value of a feature for $A\beta+$ for an iteration of cross-validation is computed by averaging the magnitude of the LIME values of the given feature for all $A\beta+$ participants in the test set of the given iteration. Abbreviations: Ed, education; wGM, whole brain gray matter; wWM, whole brain white matter.
Fig. 3.
Contribution of the imaging features to prediction of future cognition. (A) Violin plot of LIME values for all the imaging features for year 1 prediction for the participants in one iteration. (B) Mean absolute LIME values across cross-validation for each year of prediction for the imaging features. (C) Hierarchical clustering of imaging features based on their ranks in different iterations of cross-validation for year 1 prediction. Ranks were computed based on the mean absolute LIME value. The top predictors among imaging features were obtained by considering the cluster of the best-ranked imaging features across iterations. Abbreviations: CT, cortical thickness; FA, fractional anisotropy; IFO, inferior fronto-occipital fasciculus; SMA, supplementary motor area; SLF, superior longitudinal fasciculus.
Fig. 4.
Top predictors among imaging features contribute to the heterogeneity within the pathology group. (A) Participants with elevated brain amyloid (Aβ+) and poor vascular health (CMC+) are considered. For each top predictor region, participants with high (upper quartile) or low (lower quartile) CT of the given region are identified. LIME values of the given region for upper- and lower-quartile participants are further analyzed. The same is done for top predictor tracts. (B) Boxplot of LIME values over time for upper-and lower-quartile Aβ+/CMC+ participants. Baseline health of top predictor regions and tracts modifies the rate of cognitive decline in the pathology group by contributing to an increase or decrease in cognition. Plots are shown for all seven top predictors and for two imaging features that were not identified as top predictors (CT-Lateral Parietal and FA-Temporal). (C) The average predicted future cognitive trajectories for upper- and lower-quartile participants for three top predictors.
Fig. 5.
Relative importance of top predictors among imaging features in modifying the cognitive trajectories within the pathology group. (A) Identification of Aβ+/CMC+ participants who were in the upper quartile or lower quartile for all top predictors based on the CT (or FA) of those regions (or tracts). (B) Distribution of each top predictor’s LIME values for year 1 prediction for the upper- and lower-quartile participants. The difference between the mean LIME values (dashed vertical lines) of the two groups was obtained. The difference for a feature represents the average modification in the cognitive trajectory in Aβ+/CMC+ participants that resulted from that feature. (C) The relative importance of the top predictors for each year of prediction. Relative importance is the percentage of difference caused by a feature compared to the cumulative difference caused by all the features (i.e., all top predictors).
Table 1

Participants’ characteristics table with the mean (SD) listed for continuous variables and count (%) for categorical variables. Cognitive diagnosis information was unavailable for 3 individuals in the 50-59 age group, 1 in the 60-69 group, 1 in the 70-79 group, and 0 in the 80-99 group. The square brackets indicate the number of missing values for each age group.

| Clinical Features          | 50–59 n = 250 | 60–69 n = 454 | 70–79 n = 452 | 80–99 n = 276 |
|----------------------------|---------------|---------------|---------------|---------------|
| Age, yrs                   | 55.0 (2.5)    | 64.6 (2.8)    | 74.5 (2.8)    | 83.9 (3.3)    |
| Males                      | 130 (52%)     | 231 (51%)     | 242 (54%)     | 169 (61%)     |
| APOE4 Carrier              | 73 (29%)      | 133 (29%)     | 137 (30%)     | 67 (24%)      |
| Education                  | 15.1 (2.2)    | 15.1 (2.4)    | 14.5 (2.6)    | 14.6 (3.1)    |
| Vascular Health (CMC+)     | 29 (12%)      | 119 (26%)     | 199 (44%)     | 162 (59%)     |
| Amyloid Positive (Aβ+)     | 6 (2%)        | 80 (18%)      | 159 (35%)     | 159 (58%)     |

| Cognition-Related Variables| 50–59 n = 250 | 60–69 n = 454 | 70–79 n = 452 | 80–99 n = 276 |
|----------------------------|---------------|---------------|---------------|---------------|
| Baseline Global Cognition | 0.86 (0.82)   | 0.44 (0.87)   | −0.15 (1.0)   | −0.64 (1.2)   |
| Total Cognitive Follow-ups| 0.8 (1.6)     | 1.6 (1.9)     | 2.2 (1.8)     | 1.6 (1.8)     |
| Cognitively Impaired [3, 1, 1, 0] | 4 (2%)   | 24 (5%)      | 49 (11%)      | 55 (20%)      |