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Abstract

This paper is devoted to a study of robust fundamental theorems of asset pricing in discrete time and finite horizon settings. Uncertainty is modelled by a (possibly uncountable) family of price processes on the same probability space. Our technical assumption is the continuity of the price processes with respect to uncertain parameters. In this setting, we introduce a new topological framework which allows us to use the classical arguments in arbitrage pricing theory involving $L^p$ spaces, the Hahn-Banach separation theorem and other tools from functional analysis. The first result is the equivalence of a “no robust arbitrage” condition and the existence of a new “robust pricing system”. The second result shows superhedging dualities and the existence of superhedging strategies without restrictive conditions on payoff functions, unlike other related studies. The third result discusses completeness in the present robust setting. When other options are available for static trading, we could reduce the set of robust pricing systems and hence the superhedging prices.

1 Introduction

The equivalence between the absence of arbitrage opportunities and the existence of a martingale measure, or the fundamental theorem of asset pricing (FTAP in short), is a core topic to mathematical finance. FTAP results are discussed in classical models under the assumption that the dynamics of risky assets are known precisely, see [10], [22], [25], [27], etc. Nonetheless, model uncertainty, i.e., the risk of using wrong models, cannot be ignored in practice. Since the seminal work of Knight (1921) [48], uncertainty modeling has emerged as effective tools to address this issue.

The pathwise approach, pioneered by [36], makes no assumptions on the dynamics of the underlying assets. Instead, the set of all models which are consistent with the prices of observed vanilla options was investigated and bounds on the prices of exotic derivatives
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were derived. The approach was applied to barrier options in [13], to forward start options in [38], to variance options in [17], to weighted variance swaps in [24], among others. [23] introduced the concept of model independent arbitrage and characterized three different situations that a set of option prices would fall into: absence of arbitrage, model-independent arbitrage, or weak forms of model-dependent arbitrage. A notion of weak arbitrage was discussed in [21] to deal with the case of infinitely many given options. In discrete time, [28] proved a duality result for a class of continuous payoffs in a specific topological setup. Using the theory of Monge–Kantorovich mass transport, [9] established superhedging dualities for exotic options. Pathwise versions of FTAP were given in [60] for a one-period market model and in [1] for a continuous time model where a superlinearly growing option is traded. In discrete time markets, [15], [14] proved versions of FTAP by investigating different notions of arbitrage and using different sets of admissible scenarios. [16] proved a superhedging duality theorem, characterized a subset of trajectories for which no duality gap appears. [32] studied the problem of superhedging under constraints. We refer to [37] for more references on the subject.

The quasi-sure approach assumes that there is a set of priors $\mathcal{P}$ instead of a specific reference probability measure. The first studies are [3], [52], where the uncertain volatility model was introduced. In these papers, the unknown volatility process is assumed to evolve in a fixed interval. Optimization problems under multiple priors were studied in [57], [63], [54] and others. For a nondominated set of priors $\mathcal{P}$, [12] proved a version of FTAP in discrete time, and obtained a family $\mathcal{Q}$ of martingale measures such that each $P \in \mathcal{P}$ is dominated by a martingale measure in $\mathcal{Q}$ which may be nonequivalent to $P$. Other versions of FTAP and superhedging dualities under constraints were given in [7]. Recently, [11] proved that there is a subset $\mathcal{P}_0 \subset \mathcal{P}$ such that each model $P \in \mathcal{P}_0$ satisfies the classical no arbitrage condition. In a continuous-time setting, [10] introduced a robust notion of no-arbitrage of the first kind and showed that it holds if and only if every $P \in \mathcal{P}$ admits an equivalent local martingale measure up to a certain lifetime. In a discrete-time setting, [53] established the existence of optimal superhedging strategies by using the notions of medial limit, sequential closedness, and by imposing the existence of martingale measures. Under technical conditions, [55] proved that the pathwise approach and the quasi-sure approach are equivalent.

The parametrization approach assumes that the uncertain risky assets are modelled by a parametrized family of dynamics $S^\theta, \theta \in \Theta$ on the same filtered probability space. In this framework, [59] and [20] studied the robust utility maximization problems in discrete time and in continuous time settings, respectively. However, FTAP results have not been obtained yet and we prove such fundamental results in this paper. We summarize our approach, contributions and more detailed comparisons to related studies below.

- From the modelling point of view, the parametrization framework differs from the pathwise and the quasi-sure approaches in different ways. In the pathwise approach, randomness and filtrations are generated by the canonical process. The quasi-sure approach works with Polish spaces and filtrations come from universal completion of Borel sigma fields. In contrast, the parametrization approach does not require any conditions on the state space. It may incorporate different sources of randomness to each price process and the filtration could be greatly richer than the natural filtration
of stock prices. These properties are useful if one wishes to deal with many price processes and more complex payoffs. For example, in a discrete-time quasi-sure setting where European options are available for static trading, [6] showed that, in their languages, the superhedging price (hedger’s price) of an American option can be strictly greater than the highest model-based price (Nature’s price). In a similar framework, [40] showed that these two prices are equal. In [8], the authors explained the two conflicting results by showing the differences in the information used by the hedger and Nature: in [6] the hedger and Nature have the same information while Nature has access to more information in [40]. Another explanation was given in [39], where the authors argued that [6] did not consider enough models. [8] introduced randomized models which are relevant for computing the superhedging prices and reconciled the two results. In another direction, [2] enlarged the probability space by the exercise times of the American option to recover the superhedging duality. To sum up, a sufficient amount of information and randomness is required for pricing American options. In the parametrization framework, we can introduce as many randomness, e.g., an infinite number of driving noises, as we wish. This flexibility may be useful for pricing American and other complex options. However, this question is beyond the scope of this paper and thus left for future studies. On the other hand, Polish spaces are not enough in some situations, see for example [46]. Theorems 1, 2 of [46] proved that the existence of equilibria in various game settings is ensured if the probability space is saturated, the concept was first introduced in [42]. Polish spaces, which are called ordinary probability spaces in [33], are not saturated, see Theorem 3B.1 of [33]. Therefore, the present work offers an alternative approach that would be flexible enough for different modelling purposes. The choice between these frameworks is a modelling issue.

- The three approaches are also different from technical points of view. The pathwise approach assumes that there are some traded vanilla options from which marginal distributions of the underlying assets are deduced. Techniques with martingale optimal transports are employed to derive robust bounds for other exotic options. In the quasi-sure approach, ones have to work in a “local fashion” where heavy tools from the theory of analytic sets and measurable selections are applied to glue one-period solutions together by using dynamic programming. In contrast, the parametrization framework does not require the existence of other options as a part of modelling, and it allows to use the standard arguments from the classical no arbitrage pricing theory. Our proof techniques include a new global argument without dynamic programming. The global argument is suitable for continuous time models and in particular for models with transaction costs, see [19] for more details. Most importantly, we are able to apply the $L^p$ theory to reach satisfactory results without restrictive conditions.

- Different versions of the first FTAP were discussed in uncertainty modelling frameworks. In the quasi-sure setting with a non-dominated family of priors $\mathcal{P}$, the Dalang-Morton-Willinger (DMW) theorem was extended in [12]. In [12], the probability space $\Omega$ is required to be Polish, or to be a product of Polish spaces, e.g., $\Omega = \Omega_1^{\mathbb{P}}$,
where $\Omega_1$ is a Polish space. The set $\mathcal{P}$ contains product measures of the form $P_0 \otimes P_1 \otimes \ldots \otimes P_{T-1}$ where $P_t$ is a universally measurable selector of $\mathcal{P}_t$, the set of possible models for the $t$-th period, given state $\omega$ at time $t$. It is technically imposed that $\text{graph}(P_t)$ must be an analytic subset of $\Omega_t \times \mathcal{B}(\Omega_t)$, where $\mathcal{B}(\Omega_t)$ is the set of all probability measures on $\Omega_t$. In [1], a pathwise version of the first FTAP was given, under the existence of a superlinearly growing option. This condition ensures the compactness of the set of martingale measures compatible with option prices. In the parametrization setting, we prove a robust version of the DMW theorem without any condition on $\Omega$ and the existence of other traded options, thus our results cannot be deduced from [12], [1]. Technically, we assume the continuity of the price processes with respect to the uncertain parameters. In addition, the laws of the uncertain price processes in the current setting are not necessarily of the product forms, see Example 4.2 of [59].

- Different superhedging dualities under uncertainty were introduced. [26] established a duality in a continuous time setting for option payoffs in the class $C_b(\Omega)$, the set of bounded continuous functions on $\Omega$. The duality of [16] holds true for any measurable claim, however, [16] imposed the existence of martingale measures and did not study the no arbitrage property. Under transaction costs, [29] established a duality result for upper semicontinuous option payoffs which are at most quadratic growth. Under technical assumptions, [12] proved a superhedging duality for upper semianalytic payoffs using a dynamic programming argument. As pointed out by the authors, semianalyticity is preserved through the recursion, whereas Borel-measurability is not. The duality from [1] works for upper semicontinuous and linearly bounded from above payoffs. Other results were obtained in [9], [30], [31], [11], and others. Our superhedging dualities apply to the most general class of option payoffs as long as a mild integrability condition is satisfied. Furthermore, we prove the closedness of the set of hedgeable claims and the existence of hedging strategies by using tools from functional analysis. Our arguments are completely different from that of [12], [1], and suitable for continuous time settings, see also [19].

- There are many situations where the parametrization approach is not applicable. For example, when the investors do not know precisely what null and sure events are, the quasi-sure approach is appropriate. The parametrization framework is not suitable in such situations because these events are known to the investors under a fixed probability measure. Other examples could be found in [59].

The paper is organized as follows. Section 2 introduces the setting. Main results and discussion are given in Section 3. Proofs are given in Section 4. Some preliminaries and useful results are given in Section 5.

Notations. Let $I$ be an arbitrary set. In the product space $X = \prod_{i \in I} X_i$, a vector $(f^i)_{i \in I}$ will be denoted by $f$. We write $f \geq g$ if $f^i \geq g^i$ for all $i \in I$. In addition, $1$ denotes the vector with all coordinates equal to 1 and $1^i$ denotes the vector with only the coordinate $i$ equals to 1 and the others are zero.
2 The model

In this paper, we work with a discrete time framework. Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t=0,1,...,T}, P)\) be a filtered probability space and \(T \in \mathbb{N}\). We suppose that \(\mathcal{F}_0\) contains all \(P\)-zero sets. Let \(B \equiv 1\) be a non-risky asset. Let \(\Theta\) be a non-empty set, interpreted as the parametrisation of uncertainty. For each \(\theta \in \Theta\), let \(S^\theta_t = (S^{\theta,1}_t, ..., S^{\theta,d}_t), d \geq 1, 0 \leq t \leq T\) be a \(\mathbb{R}^d\)-valued process such that \(S^\theta_t\) is \(\mathcal{F}_t\)-measurable and \(S^\theta_0 \in \mathbb{R}^d\). The increments of a process \(Y\) are denoted by \(\Delta Y_t := Y_t - Y_{t-1}, t = 1, ..., T\). In order to include interesting robust models, e.g., models with a nondominated family of laws, \(\Theta\) is neither countable nor convex.

Suppose that the true risky asset is \(S = S^{\theta^*}\), where \(\theta^* \in \Theta\) is the exact, but unknown, parameter.

Assumption 2.1. The following conditions are imposed throughout the paper:

(i) \(\Theta\) is a subset of a separable metric space,

(ii) For any sequence \((\theta_n)_{n \in \mathbb{N}}\) such that \(\theta_n \to \theta\) in \(\Theta\), there exists a subsequence \((\theta_{n_k})_{k \in \mathbb{N}}\) such that for each \(0 \leq t \leq T\), it holds that \(\lim_{k \to \infty} S^\theta_{n_k} = S^\theta_t\), a.s.

Assumption 2.1 (i) requires a metric structure for \(\Theta\) and \(\Theta\) is also separable, as a subset of a separable metric space, see Theorem 15.13 of \[62\]. Assumption 2.1 (ii) asks for the continuity of the risky asset with respect to the uncertain parameter. For example, if \(S^{\theta_n}\) converges to \(S^\theta\) in \(L^p, p \geq 1\), when \(\theta_n\) converges to \(\theta\), Assumption 2.1 (ii) holds. When \(\Theta\) is uncountable, these technical conditions are necessary for our arguments to extend the proofs for countable cases to uncountable ones. Furthermore, the continuity in Assumption 2.1 does not necessarily imply that the laws of \(S^\theta, \theta \in \Theta\) are dominated, see Example 2.3. As discussed in Section 3.2.1 of \[51\], the present modelling framework corresponds to the class \(S\) property introduced in their paper.

Example 2.2 (A toy model). Consider the \(t\)-fold Cartesian product \(\Omega_t = \{-1,1\}^t\). Denote by \(2^{\Omega_t}\) the power set of \(\Omega_t\) and \(\Omega = \Omega_T\). The mapping \(\Pi_t : \Omega_T \to \Omega_t\) is defined by \(\Pi_t(\omega) := (\omega_1, ..., \omega_t), \forall \omega = (\omega_1, ..., \omega_T) \in \Omega\). (1) Set \(\mathcal{F}_t = \Pi_t^{-1}(2^{\Omega_t})\). The measurable space \((\Omega, 2^\Omega)\) is equipped with the probability measure \(P(\{\omega\}) = \prod_{t=1}^{T} \left( \frac{1}{2} \delta_1(\{proj_t(\omega)\}) + \frac{1}{2} \delta_{-1}(\{proj_t(\omega)\}) \right)\), where \(\delta_x : B(\mathbb{R}^d) \to \{0,1\}\) is the Dirac measure at \(x\) \(\delta_x(B) = \begin{cases} 1 & \text{if } x \in B, \\ 0 & \text{otherwise} \end{cases}\) and \(proj_t\) is the projection at \(t\) from \(\Omega\) to \(\{-1,1\}\), \(proj_t(\omega_1, ..., \omega_T) = \omega_t, \forall \omega \in \Omega\).
For a vector of parameters \( \theta = ((\mu_i)_{1 \leq i \leq T},(\sigma_i)_{1 \leq i \leq T}) \in \Theta = \{\mu, \sigma\}^T \times \{\sigma, \bar{\sigma}\}^T \) for some \( 0 < \sigma < \bar{\sigma}, \mu, \bar{\mu} \in \mathbb{R} \), we define the real-valued process \( S^\theta \) as

\[
S^\theta_t = s_0 + \sum_{u=1}^t (\mu_u + \sigma_u \text{proj}_u(\omega)), \quad s_0 \in \mathbb{R}^d. \tag{2}
\]

Here the drift and volatility parameters may vary in different periods. This is an example where the volatility and drift are uncertain.

**Example 2.3** (A nondominated family of laws). Let \( \Omega_1 = \{-1,1\} \) be equipped with the discrete \( \sigma \)-algebra and the uniform measure \( P_1 \). We construct the product space \( \Omega = \Omega_1^n \) together with the product probability measure \( P \), where \( \kappa \) is an uncountable cardinal, see Section 2.4 of [35]. As discussed in [35], [45], the probability space \( \Omega \) is saturated, however, not a Polish space. Assume \( T = 1 \). Let \( Y : \Omega \to \mathbb{R} \) be a random variable such that \( P(Y > 0)P(Y < 0) > 0 \). Define

\[
S^\theta_t = 1 + \theta Y(\omega), \quad S^\theta_0 = 1,
\]

where \( \Theta = [\sigma, \bar{\sigma}] \subset \mathbb{R}_+ \). Assumption [2.4] is fulfilled. Denote by \( P^\theta(\cdot) := P(S^\theta \in \cdot) \) the law of \( S^\theta \), and \( \mathcal{A}^\theta = \{1 + \theta Y(1), 1 + \theta Y(-1)\} \) so that \( P^\theta(\mathcal{A}^\theta) = 1 \), for \( \theta \in \Theta \). The family \( \mathcal{P} = \{P^\theta, \theta \in \Theta\} \) is not dominated by a probability measure. Indeed, if it is dominated, the Halmos Savage lemma, see Lemma 7 of [35], implies the existence of a countable subclass \( \{P^\theta_i, i \in \mathbb{N}\} \approx \mathcal{P} \), in the sense that \( \text{sup}_{i \in \mathbb{N}} P^\theta_i(A) = 0 \Leftrightarrow \text{sup}_{P \in \mathcal{P}} P(A) = 0 \). This contradicts the fact that \( P^\theta(\mathcal{A}^\theta) = 1 \neq P^\theta'(A^\theta) = 0 \) when \( \theta \neq \theta' \).

**Example 2.4.** Let \( \Theta = \prod_{i=1}^d \prod_{j=1}^n ([\mu^i, \bar{\mu}^i] \times [\sigma^{ij}, \bar{\sigma}^{ij}]) \) for some \( 0 < \sigma^{ij} < \bar{\sigma}^{ij}, \mu^i, \bar{\mu}^i \in \mathbb{R} \). For each \( \theta = (\mu^i, \sigma^{ij})_{1 \leq i \leq d, 1 \leq j \leq n} \in \Theta \), we consider

\[
S^\theta_t = S^\theta_{t-1} \left( \mu^i \Delta t + \sum_{j=1}^n \sigma^{ij} \Delta W^j_t \right),
\]

where \( \Delta t > 0 \) and \( \Delta W^j_t, j \in \{1, \ldots, n\}, t \in \{1, \ldots, T\} \) are independent normally distributed random variables with mean 0 and variance \( \Delta t \). In this example, each risky process follows a discrete version of the Black-Scholes model where the drift \( \mu^i \) and the volatilities \( \sigma^{ij} \) are uncertain.

**Example 2.5** (Example 4.4 of [59]). We recall a nonparametric example of [59]. On a probability space \((\Omega, \mathcal{F}, P)\), we consider independent and standard uniform random variables \( \varepsilon_1, \ldots, \varepsilon_T \). Denote the filtration \( \mathcal{F}_t = \sigma(\varepsilon_1, \ldots, \varepsilon_t), t = 1, \ldots, T \). The space \( C([0,1]) \) of all continuous real-valued functions on \([0,1]\) with the metric of uniform convergence is a separable space. Let \( \Theta = \{\theta = (\theta_1, \ldots, \theta_T)\} \subset C([0,1])^T \) such that for each \( t = 1, \ldots, T \), the function \( \theta_t : [0,1] \to \mathbb{R} \) is nondecreasing. Define

\[
S^\theta_t(\omega) = s_0 + \sum_{s=1}^t \theta_s(\varepsilon_s(\omega)),
\]

for some \( s_0 \in \mathbb{R} \). Assumption [2.4] is satisfied. This example covers many kinds of distributions for \( S^\theta \) because any distribution can be generated from its cumulative distribution function and a standard uniform random variable by the inversion method.
Example 2.6. We consider the weak identification framework discussed in \cite{50}. Let $L$ be the lag operator. Assume that $y_t = \log(S_t/S_{t-1})$ is modelled as an ARFIMA($1,d,0$) process

$$(1 - \alpha L)y_t = \sigma(1 - L)^d \varepsilon_t,$$

where $\alpha$ is the autoregressive coefficient, $d$ is the memory parameter, $\varepsilon_t$ is a stationary martingale difference sequence with unit variance. It is explained in \cite{50} that the ARFIMA($1,d,0$) model with $\alpha = 1$ is equivalent to the ARFIMA($1,d+1,0$) model with $\alpha = 0$. In particular, a “rough” configuration with $(d \approx -0.5, \alpha \approx 1)$ is observationally similar to a “long memory” configuration with $(d \approx 0.5, \alpha \approx 0)$. Consider $\Theta = ([d,0] \times [1 - \delta,1]) \cup ([0,\overline{d}] \times [-\delta,\delta])$ where $\delta > 0, \overline{d} > 0, \underline{d} < 0$ are real constants. The case $\theta = (d, \alpha) \in [d,0] \times [1 - \delta,1]$ corresponds to the rough configuration and the case $\theta = (d, \alpha) \in [0,\overline{d}] \times [-\delta,\delta]$ corresponds to the long memory one. This is a robust version of the framework of \cite{50}. The set $\Theta$ is not convex, however, is fitted in our robust setting.

Our framework is applicable in many situations where other approaches are not. In Example 2.2 denote by $P^\theta(\cdot) := P(S^\theta \in \cdot)$ the law of $S^\theta$ and $P = \{P^\theta, \theta \in \Theta\}$. The set $P$ is not convex in general, hence does not satisfy the conditions of the set of probability measures $P_1(\omega)$ in \cite{12}, \cite{5}. In Example 2.3 $\Omega$ is not a Polish space. In Example 4.2 of \cite{50}, the “time-consistency” property in \cite{12}, \cite{54}, etc. is not satisfied. However, these examples could be treated in our framework. On the other hand, there are situations where our framework is not useful, see Example 4.3 of \cite{50}.

In the following, we introduce our new techniques. In classical settings without uncertainty, one strategy generates one attainable payoff. In the present robust setting, for a given strategy $H$ there is a corresponding family of attainable payoffs $\{H \cdot S^\theta, \theta \in \Theta\}$. Hence the classical arguments for $L^p$ spaces could not work with such family of payoffs under uncertainty. We show below that the correct function space is the product space $L^p = \prod_{\theta \in \Theta} L^p$, which is huge, since $\Theta$ is usually an uncountable set. This is the starting point of the present paper.

The space $L^0(F_t, P, \mathbb{R}^d)$ is equipped with the topology of convergence in probability, induced by the translation-invariant metric $d(f,g) := E[1 \wedge |f - g|]$. With this structure, $L^0(F_t, P, \mathbb{R}^d)$ is a Fréchet space. When there are no confusion we write $L^0(F_t, P)$ instead of $L^0(F_t, P, \mathbb{R}^d)$. Define the product space $L^0(F_t, P) := \prod_\theta (L^0(F_t, P), d)$ with the corresponding product topology. Similarly, for $p \geq 1$, the space $L^p(F_t, P)$ is equipped with the topology from the norm $\| \cdot \|_p$ and we define $L^p(F_t, P) := \prod_\theta (L^p(F_t, P), \| \cdot \|_p)$ with the corresponding product topology. See also Appendix 5.1 for basic properties of product spaces and their duals. For $t = 0, ..., T$, we define by $S_t = (S^\theta_t)_{\theta \in \Theta}$ a vector in $L^0(F_t, P)$. Let $A$ be the set of all predictable processes $H = (H_t)_{t \in \{1, ..., T\}}$ where $H_t \in L^0(F_{t-1}, P), t = 1, ..., T$, i.e., trading strategies. For $H \in A$, we denote

$$H \cdot S^\theta_t = \sum_{s=1}^t H_s \Delta S^\theta_s, \quad \theta \in \Theta, t = 1, ..., T,$$

$$H \cdot S_t = \sum_{s=1}^t H_s \Delta S_s, \quad t = 1, ..., T,$$

where $\Delta S_s = S_s - S_{s-1} = (S^\theta_s - S^\theta_{s-1})_{\theta \in \Theta}$.
Definition 2.7. A robust arbitrage opportunity is a self-financing strategy \( H \in \mathcal{A} \) such that
\[
\forall \theta \in \Theta, H \cdot S^\theta_T \geq 0, \ P-a.s. \quad \text{and} \quad P(H \cdot S^\theta_T) > 0, \ \text{for some} \ \theta \in \Theta.
\]
We say that the market satisfies the condition No Robust Arbitrage (NRA(\( \Theta \))) if for every self-financing strategy \( H \in \mathcal{A} \),
\[
\forall \theta \in \Theta, H \cdot S^\theta_T \geq 0 \quad \text{P-a.s.} \quad \text{then} \quad \forall \theta \in \Theta, H \cdot S^\theta_T = 0, \ P-a.s. \quad (3)
\]
The property (3) is rewritten shortly as
\[
H \cdot S_T \geq 0 \quad \text{then} \quad H \cdot S_T = 0,
\]
and it should be noticed that the inequality and equality are \( \theta \)-wise.

Denote by \( L_0^0(\mathcal{F}_T, P) \) the non-negative orthant of \( L_0^0(\mathcal{F}_T, P) \), i.e., the subset of \( L_0^0 \) consisting elements \( f = (f^\theta)_{\theta \in \Theta} \) such that \( f^\theta \) is \( \mathcal{F}_T \)-measurable and \( P[f^\theta < 0] = 0 \) for all \( \theta \in \Theta \). Let
\[
K^\Theta = \{ H \cdot S_T \in L_0^0(\mathcal{F}_T, P), H \in \mathcal{A} \}, \quad C^\Theta = K^\Theta - L_0^0(\mathcal{F}_T, P),
\]
be the sets of all attainable and hedgeable payoffs\(^1\), respectively. With these notations, NRA(\( \Theta \)) can be formulated as follows
\[
K^\Theta \cap L_0^0(\mathcal{F}_T, P) = \{0\} \text{ or equivalently } C^\Theta \cap L_0^0(\mathcal{F}_T, P) = \{0\}.
\]
It is easy to see that NRA(\( \Theta \)) reduces to the classical no arbitrage property when \( \Theta = \{\theta\} \) is a singleton. We write NA(\( \{\theta\}\)) for the classical no arbitrage condition for the model \( \theta \).

Some no-arbitrage conditions introduced in [11] are recalled by using the current notations.

Definition 2.8. The condition strong no-arbitrage sNA(\( \Theta \)) holds true if the condition NA(\( \{\theta\}\)) holds true for all \( \theta \in \Theta \). The condition weak no-arbitrage wNA(\( \Theta \)) holds true if there exists some \( \theta \in \Theta \) such that the condition NA(\( \{\theta\}\)) holds true.

In the present framework, it is possible that NRA(\( \Theta \)) holds, however, both sNA(\( \Theta \)) and wNA(\( \Theta \)) fail, see Case 1 of Example 3.3.1. In the quasi-sure setting with a convex family \( \mathcal{P} \), the condition NA(\( \mathcal{P} \)) implies that wNA(\( \mathcal{P} \)) holds true, see Theorem 3.6. of [11], although sNA(\( \mathcal{P} \)) may fail, see also Example 3.3.1 for more details.

The typical approach to derive martingale measures is to use the separation theorem.

\(^{1}A - B := \{a - b, a \in A, b \in B\} \) for two sets \( A, B \).
between sequential closedness and topological closedness in \( L^p, p \geq 1 \) lead to the use of nets, instead of sequences, to determine such closures. After establishing the closedness of \( C^\Theta \), the Hahn-Banach theorem will give new pricing systems which play the same roles as martingale measures in classical settings. The novelty is that the new pricing systems average jointly scenarios and models to rule out model independent arbitrage opportunities.

**Remark 2.9.** This robust framework is different from the usual setting with multiple assets. In a financial market with \(|\Theta|\) underlying assets, a strategy at time \( t \) is a vector \((H_t^\theta)_{\theta \in \Theta} \in \prod_{\theta \in \Theta} L^0(\mathcal{F}_{t-1}, P)\). In our robust setting, one strategy \( H_t \in L^0(\mathcal{F}_{t-1}, P) \) is used for all price processes. The set of strategies for the robust setting is much smaller, and as a result, the dual space is much larger. The discrepancy becomes significant when \( \Theta \) is uncountable.

**Remark 2.10.** The dynamics \( S^0, \theta \neq \theta^* \) are not observed from market data, only the stock price \( S = S^{\theta^*} \) is observable, but the information is not enough to determine \( \theta^* \). All filtrations generated by \( S^0, \theta \in \Theta \) are contained in \( \mathcal{F} \). Investors can build strategies as functions of \( S^{\theta^*} \), or of \( S^0, \theta \neq \theta^* \), as long as their strategies are \( \mathcal{F} \)-predictable. Let us consider the following example. Assume that \( \mathcal{F} \) is generated by a process \( Y \) and \( S_t^\theta = F(Y_t, \theta) \) for unknown parameter \( \theta \in \Theta \), where \( F \) is a non-linear function. A strategy \( H = (H_t)_{t \in \{1, \ldots, T\}} \) could be path-dependent, i.e., \( H_t = H_t(Y_0, \ldots, Y_{t-1}) \), or in particular, a function of stock prices \( H_t = H_t(S_t^0, \ldots, S_{t-1}^\theta) = H_t(F(Y_0, \theta^*), \ldots, F(Y_{t-1}, \theta^*)) \), but this does not necessarily mean that \( \theta^* \) is revealed. Profits and losses are modelled by the vector \((H_t(S_t^\theta - S_t^0))_{\theta \in \Theta}\). See also examples from [47].

**Remark 2.11.** Our setting is also different from “large financial” market models, where there is a continuum of securities. For example, in bond markets, zero-coupon bonds are parametrized by their maturities \( \theta \) which is a continuous parameter. However, only a finite number of bonds are traded at the same time, see [47], [28], [2].

**Remark 2.12.** By postulating an appropriate weak topology on each \( L^p \), we define the corresponding weak topology on the product space \( L^p = \prod_{\theta \in \Theta} L^p \), which is useful in continuous time settings, where “local fashions”, see for example [12], are not applicable. We refer to [12] for a treatment with transaction costs in continuous time settings.

It is possible to translate the market structure \((\Omega, (\mathcal{F}_t)_{t=0, \ldots, T}, P, (S^\theta)_{\theta \in \Theta})\) into the quasi-sure setting. Ones who wish to do so may follow the general framework of [12] for \( \hat{\Omega}_t = \mathbb{R}^d \) together with the Borel sigma field \( \mathcal{B}(\mathbb{R}^d) \). Define \( \hat{\Omega}_t := (\mathbb{R}^d)^t \) with the convention that \( \hat{\Omega}_0 \) is a singleton and \( \hat{\Omega} = \hat{\Omega}_T \). Let \( \hat{S} \) be the canonical process \( \hat{S}_t(\omega) = \omega_t \) for \( 0 \leq t \leq T \) and \( (\hat{F}_t)_{t=0, \ldots, T} \) be the canonical filtration. For each \( \theta \in \Theta \), define the probability measure \( P^\theta = \text{Law}((S^\theta_t)_{0 \leq t \leq T}) \). The convex hull of the set \( \{P^\theta, \theta \in \Theta\} \) is defined by \( \mathcal{P} \), which is a family of priors in the quasi-sure setting. Here the risky asset is identical with the canonical process while [12] considered the general case where the risky asset is a measurable function of the canonical process.
3 Main results

Recall that $L_1^1(F_T, P) = \prod_{\theta \in \Theta} L_1^1(F_T, P)$ is the product space where each $L_1^1(F_T, P)$ is equipped with the usual $\| \cdot \|_1$-norm topology. Define also the direct sum $\bigoplus_{\theta \in \Theta} L_\infty^\infty(F_T, P)$. We refer to Appendix for more details on direct sums, product spaces and their duals. The duality $(L_1^1(F_T, P))^* = \bigoplus_{\theta \in \Theta} L_\infty^\infty(F_T, P)$ allows us to identify a linear continuous function $Q : L_1^1(F_T, P) \to \mathbb{R}$ with a vector $(Z^\theta)_{\theta \in \Theta}$ with only finite number of non-zero elements.

3.1 The case without options

The notion of robust pricing system below is central of this paper.

Definition 3.1. A robust pricing system for $S$ is a linear continuous function $Q : L_1^1(F_T, P) \to \mathbb{R}$, that is $Q = (Z^\theta)_{\theta \in \Theta} \in \bigoplus_{\theta \in \Theta} L_\infty^\infty(F_T, P)$ and such that

(i) $0 \leq Z^\theta_T$ for all $\theta \in \Theta$ and $Q(1) = 1$.

(ii) $S$ is a generalized martingale under $Q$, see Definition 5.6 that is

$$Q(1_A_{t-1}S_t) = Q(1_A_{t-1}S_{t-1})$$

for all $A_{t-1} \in F_{t-1}$, $1 \leq t \leq T$.

Since $Q(1) = 1$ and $Z^\theta_T \geq 0$ for all $\theta \in \Theta$, it holds that $E[Z^\theta_T 1_A] > 0$ for some $\theta \in \Theta$ and for some $A \in F_T$. For each $\theta \in \Theta$, we denote by

$$Q^\theta := \{Q : Q \text{ is a robust pricing system for } S \text{ and } Z^\theta_T \neq 0\}$$

the set of robust pricing systems for the model $\theta$ and by $Q = \bigcup_{\theta \in \Theta} Q^\theta$ the set of all robust pricing systems.

Our first result is a robust version of the celebrated Dalang–Morton–Willinger (DMW) theorem, see [22].

Theorem 3.2 (Robust FTAP). The following are equivalent

(i) NRA($\Theta$) holds;

(ii) For every $\theta \in \Theta$ and for every $A \in F_T$ such that $P[A] > 0$, there exists $Q \in Q^\theta$ such that $Q(1_A 1^\theta) > 0$.

Let $f = (f^\theta)_{\theta \in \Theta}$ be a random variable in $L_0^0(F_T, P)$. Denote the superhedging price of $f$ by

$$\pi(f) := \inf\{x \in \mathbb{R} : \exists H \in \mathcal{A} \text{ such that } x + H \cdot S_T \geq f, \text{a.s.}\}.$$ 

Assumption 2.1(ii) does not imply that the super-hedging price $\pi(f)$ can be fully characterised by computing robust superhedging prices of $(f^\theta)_{\theta \in \Gamma}$ with respect to any countable set $\Gamma \subset \Theta$, because in general, there is no continuity of the payoff $f^\theta$ with respect to $\theta$. The computation of $\pi(f)$ is therefore not trivial. The following superhedging duality is our second main result.
Theorem 3.3. Let $NRA(\Theta)$ hold. Let $f \in L^0(\mathcal{F}_T, P)$ be a random variable such that
\[ \sup_{Q \in \mathcal{Q}} Q(f) < \infty. \]
Then the superhedging duality
\[ \pi(f) = \sup_{Q \in \mathcal{Q}} Q(f) \]
holds and there exists some superhedging strategy $H \in \mathcal{A}$ such that
\[ \pi(f) + H \cdot S_T \geq f, \text{a.s.} \]

A contingent claim $f$ is a vector of random variables in $L^0(\mathcal{F}_T, P)$ such that $f \geq 0$, a.s.. A contingent claim $f$ is called replicable if there exist $x \in \mathbb{R}$ and $H \in \mathcal{A}$ such that
\[ x + H \cdot S_T = f, \text{a.s..} \]
The market is complete if all contingent claims are replicable. Our third main result is the following.

Theorem 3.4. Under $NRA(\Theta)$, the market is complete if and only if $|\mathcal{Q}| = 1$. Furthermore, if $NA(\{\theta\})$ holds for some $\theta \in \Theta$, then $\Theta = \{\theta\}$.

3.2 The case with options

Usually, information from the market data, for example available option prices, are used in calibration to select models that fit real data. We show in this section that this fitting procedure helps to reduce the set of robust pricing systems, and hence superhedging prices.

Let $e \in \mathbb{N}$ and $g^i : \Omega \to \mathbb{R}^d$, $i = 1, ..., e$ be traded options which can be only bought or sold at time $t = 0$ at the market price $g^i_0$. We may assume that $g^i_0 = 0$, $i = 1, ..., e$ and the option $g^i$ will give the payoff $g^i := (g^i(S^i_T))_{\theta \in \Theta}$ at time $T$. For a vector $a = (a_1, ..., a_e) \in \mathbb{R}^e$, the option portfolio from $a$ is given by $\sum_{i=1}^e a^i g^i$. A semi-static strategy $(H, a)$ is a pair of $H \in \mathcal{A}$ and $a \in \mathbb{R}^e$, and the corresponding wealth at time $T$ is
\[ H \cdot S_T + \sum_{i=1}^e a^i g^i = \sum_{s=1}^T H_s \Delta S_s + \sum_{i=1}^e a^i g^i. \]

Definition 3.5. We say that the market satisfies the condition $NRA(\Theta)$ if for every self-financing strategy $H \in \mathcal{A}$ and for every $a \in \mathbb{R}^e$ such that
\[ \forall \theta \in \Theta, H \cdot S_T + \sum_{i=1}^e a^i g^i \geq 0, \text{a.s.} \]
then \[ \forall \theta \in \Theta, H \cdot S_T + \sum_{i=1}^e a^i g^i = 0, \text{a.s..} \]
Definition 3.6. A calibrated robust pricing system is a robust pricing system which is consistent with the option prices. We define
\[ Q_{\text{cal,e}}^\theta = \{ Q \in Q^\theta : Q(g^i(S_T)) = 0, i = 1, \ldots, e \} \]
and \( Q_{\text{cal,e}} = \bigcup_{\theta \in \Theta} Q_{\text{cal,e}}^\theta \).

Theorem 3.7. Under the setting above
(a) The following are equivalent:
   (i) NRA(\Theta) holds.
   (ii) \( \forall \theta \in \Theta, Q_{\text{cal,e}}^\theta \neq \emptyset \).
(b) Let NRA(\Theta) hold, and \( f \) be a random variable. The superhedging price is defined by
\[ \pi^e(f) := \inf \{ x \in \mathbb{R} : \exists (H, a) \in A \times \mathbb{R}^e \text{ such that } x + H \cdot S_T + \sum_{i=1}^e a^i g^i \geq f, \text{a.s.} \}. \]
Then the superhedging duality holds
\[ \pi^e(f) = \sup_{\theta \in \Theta} \sup_{Q \in Q_{\text{cal,e}}^\theta} Q(f), \]
and there exits \((H, a) \in A \times \mathbb{R}^e\) such that
\[ \pi^e(f) + H \cdot S_T + \sum_{i=1}^e a^i g^i(S_T) \geq f, \text{a.s.} \]
(c) Let NRA(\Theta) hold, and \( f \) be a random variable. The following are equivalent
   (i) \( f \) is replicable.
   (ii) The mapping \( Q \mapsto Q(f) \) is constant on \( Q_{\text{cal,e}} \).

The proof of this theorem is given in Subsection 4.6.

3.3 Examples

3.3.1 Drift and volatility uncertainty

We consider Example 2.2 with one-period, i.e., \( T = 1 \), and \( |\Theta| = 2 \). The dynamics of the risky asset is given by
\[ S_{\theta_i} = 1 + \sigma_i \omega + \mu_i \]
where \( \mu_i \in \mathbb{R}, 0 < \sigma_i \) for \( i \in \{1, 2\} \). If there are no confusion, we simply write \( i \) instead of \( \theta_i \). The requirements for a robust pricing system \( Q \) are
\[ \langle Q, (H \Delta S^i - h^i)_{i \in \Theta} \rangle \leq 0, \quad \forall H \in \mathbb{R}, h^i \in \mathbb{R}_+, \]
and the normalizing condition $Q(1) = 1$. In this example, $Q = (Z^1, Z^2)$ and further computation lead to the following system of equations

$$
Z^1(1)[\sigma_1 + \mu_1] + Z^2(1)[\sigma_2 + \mu_2] + Z^1(-1)[-\sigma_1 + \mu_1] + Z^2(-1)[-\sigma_2 + \mu_2] = 0,
$$
$$
Z^1(1) + Z^2(1) + Z^1(-1) + Z^2(-1) = 1, \quad (4)
$$

where $Z^i(j)$ denotes the value of $Z^i$ when $\omega = j$. This system admits a solution if

$$
\min\{\sigma_1 + \mu_1, \sigma_2 + \mu_2, -\sigma_1 + \mu_1, -\sigma_2 + \mu_2\} < 0, \quad (5)
$$
$$
\max\{\sigma_1 + \mu_1, \sigma_2 + \mu_2, -\sigma_1 + \mu_1, -\sigma_2 + \mu_2\} > 0. \quad (6)
$$

We consider the following particular cases.

1. The case $\mu_1 > \sigma_1, 0 > -\sigma_2 > \mu_2$. In this case, the first dynamics increases while the second one decreases, and each of them admits arbitrage opportunities. However, there is no robust arbitrage. Indeed, if $H$ is a robust arbitrage then it should satisfy the following conditions

$$
H(\sigma_1 \omega + \mu_1) \geq 0, \quad H(\sigma_2 \omega + \mu_2) \geq 0, \quad \forall \omega \in \Omega,
$$

which imply that $H = 0$. In other words, the condition $\text{NRA}(\Theta)$ holds true.

2. The case $|\mu_i| < \sigma_i$ for each $i = 1, 2$. As shown in [59], for $i = 1, 2$, the martingale measure

$$
Q^{\theta_i}(\omega) = \frac{1}{2} \left(1 - \omega \frac{\mu_i}{\sigma_i}\right) \quad (7)
$$

is unique for $S^{\theta_i}$.

We find the solutions to (4). Let $0 \leq \alpha \leq 1$ and $\beta \in \mathbb{R}$ be chosen later. Consider

$$
Z^1(1)[\sigma_1 + \mu_1] - Z^1(-1)[\sigma_1 - \mu_1] = \beta,
$$
$$
Z^1(1) + Z^1(-1) = \alpha, \quad (8)
$$

and

$$
Z^2(1)[\sigma_2 + \mu_2] - Z^2(-1)[\sigma_2 - \mu_2] = -\beta,
$$
$$
Z^2(1) + Z^2(-1) = 1 - \alpha. \quad (9)
$$

Now we can solve explicitly

$$
Z^1(1) = \frac{1}{2\sigma_1} \left[\beta + \alpha(\sigma_1 - \mu_1)\right],
$$
$$
Z^1(-1) = \frac{1}{2\sigma_1} \left[-\beta + \alpha(\sigma_1 + \mu_1)\right],
$$
$$
Z^2(1) = \frac{1}{2\sigma_2} \left[-\beta + (1 - \alpha)(\sigma_2 - \mu_2)\right],
$$
$$
Z^2(-1) = \frac{1}{2\sigma_2} \left[\beta + (1 - \alpha)(\sigma_2 + \mu_2)\right]. \quad (10)
$$
For each pair \((\alpha, \beta)\) such that
\[
0 \leq \beta + \alpha(\sigma_1 - \mu_1) \leq 2\sigma_1, \\
0 \leq -\beta + \alpha(\sigma_1 + \mu_1) \leq 2\sigma_1, \\
0 \leq -\beta + (1 - \alpha)(\sigma_2 - \mu_2) \leq 2\sigma_2, \\
0 \leq \beta + (1 - \alpha)(\sigma_2 + \mu_2) \leq 2\sigma_2
\] (11)
we can construct a robust pricing system. The choice \(\alpha = 1, \beta = 0\) corresponds to the robust pricing system \((Q^{\theta_1}, 0)\) and the choice \(\alpha = 0, \beta = 0\) leads to \((0, Q^{\theta_2})\), where \(Q^{\theta_i}, i = 1, 2\) are given in (7). Note that there are robust pricing systems different from linear combinations of \((Q^{\theta_1}, 0)\) and \((0, Q^{\theta_2})\).

The parameters \(\alpha\) and \((1 - \alpha)\) are the weights put on the model \(\theta_1\) and \(\theta_2\), respectively. The parameter \(\beta\) controls the average of all outcomes under \(Q^1\) which can be positive (in the classical setting without uncertainty, this should be zero). However, this additional gain for the model \(\theta_1\) is exactly compensated by an opposite gain \(-\beta\) in the model \(\theta_2\) so that there is no positive gain on average of all models.

In this example, we can compare the no robust arbitrage condition to other conditions introduced in Definition 2.8. Under \(NRA(\Theta)\), it may happen that \(sNA(\Theta)\) and \(wNA(\Theta)\) fail (the first case). The set \(\{\text{Law}(S^{\theta_i}), i = 1, 2\}\) is not convex. However, using Lemma 3.2 of [11], we can always work with its convex hull \(P = \text{Conv}\{\text{Law}(S^{\theta_i}), i = 1, 2\}\), which is dominated by \(\lambda\text{Law}(S^{\theta_1}) + (1 - \lambda)\text{Law}(S^{\theta_2})\) for \(\lambda \in [0, 1]\). Therefore, \(sNA(P)\) fails but \(wNA(P)\) and \(NA(P)\) holds true, see Theorem 3.6 of [11]. The First Fundamental Theorem of [12] is applied to the convex hull \(P\) and it can be checked that for any \(\lambda \in (0, 1)\) the canonical process \(\hat{S}\) satisfies the classical no arbitrage condition under the measure \(\lambda\text{Law}(S^{\theta_1}) + (1 - \lambda)\text{Law}(S^{\theta_2})\) and hence there exists a martingale measure \(\hat{Q}^\lambda\) for \(\hat{S}\). Compared to the results of [12], a robust pricing system in the present paper can be interpreted as a martingale measure which is equivalent to a finite mixture of \(\text{Law}(S^{\theta}), \theta \in \Theta\).

### 3.3.2 Worst-case superhedging prices are not enough

In the example of Subsection 3.3.1, robust superhedging prices can be computed explicitly. Consider \(\mu_1 = \mu_2 = 0, 0 < \sigma_1 < \sigma_2 < 1\) and thus \(P\) is the unique martingale measure for each \(S^i, i = 1, 2\).

Consider a digital option \(f = (f^1, f^2)\) where \(f^i = 1_{S_i^i < 1}\). It can be checked that
\[
(x^1, H^1) = \left(\frac{1}{2}, -\frac{1}{2\sigma_1}\right), \quad (x^2, H^2) = \left(\frac{1}{2}, -\frac{1}{2\sigma_2}\right)
\]
are the superhedging prices and superhedging strategies of \(f^1, f^2\) for the models \(\theta_1, \theta_2\), respectively. Now, we consider the robust superhedging problem for the claim \(f\), that is
to solve the linear programming problem
\[
\min x, \text{ such that }
\begin{align*}
x + H\sigma_1 &\geq 0, \\
x - H\sigma_1 &\geq 1, \\
x + H\sigma_2 &\geq 0, \\
x - H\sigma_2 &\geq 1.
\end{align*}
\]
This problem admits the solution \( x = \frac{\sigma_2}{\sigma_2 + \sigma_1} \) and the corresponding strategy \( H = -\frac{1}{\sigma_2 + \sigma_1} \).

It is noticed that the worst-case superhedging price is \( \max\{x^1, x^2\} = \frac{1}{2} \) but there is no strategy \( H \) that superhedges the claim \( f \) with this price, otherwise \( H \) would be \( H^1 \) and \( H^2 \) simultaneously. This shows that the worst-case price is not enough for superhedging under uncertainty.

The robust pricing systems are used to compute the robust superhedging price of \( f \) as follows
\[
\max_{Q \text{ satisfies } (4)} \left( Z^1(1) \times 0 + Z^1(-1) \times 1 + Z^2(1) \times 0 + Z^2(-1) \times 1 \right)
= \max_{Q \text{ satisfies } (4)} \left( Z^1(-1) + Z^2(-1) \right)
= \frac{\sigma_2}{\sigma_2 + \sigma_1}.
\]
The maximum is attained when \( Z^1(1) = 0, Z^1(-1) = \frac{-\sigma_2}{\sigma_1 + \sigma_2}, Z^2(1) = \frac{-\sigma_1}{\sigma_1 + \sigma_2}, Z^2(-1) = 0 \).

This simple example shows that it is not necessary to require \( Z^\theta_T > 0, a.s. \), a property obtained by the exhaustion argument.

4 Proofs

4.1 Preliminary results

In this subsection, we closely follow the predictable range approach, given in [27]. The idea will be explained after introducing necessary notations.

**Lemma 4.1.** Let \((\Omega, \mathcal{F}, P)\) be a probability space and \( \mathcal{E} \subset L^0(\mathcal{F}, P, \mathbb{R}^d) \) a subspace closed with respect to convergence in probability. We assume that \( \mathcal{E} \) satisfies the following stability property. If \( f, g \in \mathcal{E} \) and \( A \in \mathcal{F} \), then \( f1_A + g1_{A^c} \in \mathcal{E} \). Under these assumptions, there exists an \( \mathcal{F} \)-measurable mapping \( \mathcal{P} \) taking value in the orthogonal projection in \( \mathbb{R}^d \) such that \( f \in \mathcal{E} \) if and only if \( \mathcal{P}f = f \).

**Proof.** See Lemma 6.2.1 of [27].

We define the following closed subspaces of \( L^0(\mathcal{F}_{t-1}, P) \), \( 1 \leq t \leq T \),
\[
\mathcal{E}^\theta_t = \{ h \in L^0(\mathcal{F}_{t-1}, P) : h\Delta S^\theta_t = 0, a.s. \}.
\]
and $\mathcal{E}_t^\Gamma = \bigcap_{\theta \in \Gamma} \mathcal{E}_t^\theta$ for $\Gamma \subset \Theta$. Each $\mathcal{E}_t^\theta$ satisfies the assumptions in Lemma 4.1 and so $\mathcal{E}_t^\Gamma$ does. Note that $0 \in \mathcal{E}_t^\Gamma$. By Lemma 4.1, $\mathcal{E}_t^\Gamma$ can be described by a mapping $\mathfrak{P}_t^\Gamma$. We define $\mathfrak{P}_t^\Gamma, c = \mathrm{Id} - \mathfrak{P}_t^\Gamma$ and

$$\mathcal{H}_t^\Gamma = \{ f : \Omega \rightarrow \mathbb{R}^d : f \text{ is } \mathcal{F}_{t-1}\text{-measurable and } \mathfrak{P}_t^\Gamma, c f = f \}. $$

By Assumption 2.1 (ii), if $\Gamma$ is a dense subset of $\Theta$ then $\mathcal{E}_t^\Gamma = \mathcal{E}_t^\Theta$ and $\mathcal{H}_t^\Gamma = \mathcal{H}_t^\Theta$. We say that $H \in \mathcal{A}$ is in $\Gamma$-canonical form if $H_t \in \mathcal{H}_t^\Gamma, 1 \leq t \leq T$. And if $\Gamma$ is dense in $\Theta$, we simply say $H$ is in canonical form. Note that the random variable $H_t = 0$ is in $\mathcal{E}_t$.

In classical settings without uncertainty, to prove the closedness of the set $\mathcal{C}^{(\theta)}$, we have to establish certain boundedness and convergence of a sequence of trading strategies $H_n$ from the same properties of the corresponding hedgeable payoffs $f_n = H_n \cdot S_t^\theta$. This is not always possible since the sequence of trading strategies $H_n + n(h_1, ..., h_T)$ for some $0 \neq h_t \in \mathcal{E}_t^\theta, t = 1, ..., T$, generates the same sequence of payoffs, however, does not have the required boundedness and convergence properties. Therefore, we have to restrict our analysis to non-redundant strategies, that are strategies in the canonical form. In Lemma 4.2, boundedness and convergence of trading strategies and the corresponding payoffs are given for one step models. Proposition 4.3 proves the closedness of the set $\mathcal{K}^F$, extending Stricker’s lemma. Proposition 4.4 establishes the boundedness of trading strategies from the boundedness of terminal payoffs for multiple period models. We refer to [27] for further explanation of the predictable range approach.

Lemma 4.2. Let $\Gamma$ be a dense subset of $\Theta$. Let $(H_n)_{n \in \mathbb{N}} \in \mathcal{H}_t$ be a sequence in canonical form. It holds that

(i) $(H_n)_{n \in \mathbb{N}}$ is a.s. bounded if and only if for all $\theta \in \Gamma$, $(H_n \Delta S_t^\theta)_{n \in \mathbb{N}}$ is a.s. bounded.

(i') Assume in addition that $\text{NRA}(\Theta)$ holds. Then $(H_n)_{n \in \mathbb{N}}$ is a.s. bounded if and only if for all $\theta \in \Gamma$, $(H_n \Delta S_t^\theta)_{n \in \mathbb{N}}$ is a.s. bounded.

(ii) $(H_n)_{n \in \mathbb{N}}$ converges a.s. if and only if for all $\theta \in \Gamma$, $(H_n \Delta S_t^\theta)_{n \in \mathbb{N}}$ does.

Proof. The “only if” directions are obvious. It suffices to prove the “if” directions.

(i) Assume that for each $\theta \in \Gamma$, $(H_n \Delta S_t^\theta)_{n \in \mathbb{N}}$ is a.s. bounded. We prove $(H_n)_{n \in \mathbb{N}}$ is a.s. bounded, too. If this is not the case, by Proposition 6.3.4 (i) of [27], there is a measurably parameterised subsequence $(L_k)_{k \in \mathbb{N}} = (H_n)_{k \in \mathbb{N}}$ such that $L_k$ diverges to $\infty$ on a set $B$ of positive measure. Note that $L_k, k \in \mathbb{N}$ are in canonical form. Let $\tilde{L}_k = \frac{L_k}{\|L_k\|} 1_{B_n \cap \|L_k\| \geq 1}$. By passing to another measurably parameterised subsequence we may assume that $\tilde{L}_k \to \tilde{L}$, which is of canonical form and satisfies $\tilde{L} = 1$ on $B$. By assumption, it holds that $\tilde{L}_k \Delta S_t^\theta \to 0$, a.s. for all $\theta \in \Gamma$. Consequently, $\tilde{L}\Delta S_t^\theta = 0$, a.s. for all $\theta \in \Gamma$, and thus for all $\theta \in \Theta$, by Assumption 2.1 (ii), which means that $\tilde{L} \in \mathcal{E}_t^\Gamma$. Therefore, $\tilde{L} \in \mathcal{E}_t^\Gamma \cap \mathcal{H}_t^\Gamma = \{0\}$, which is a contradiction.

(i') We proceed as in (i), noting that

$$(\tilde{L}_k \Delta S_t^\theta)^- = \lim_{k \to \infty} (\tilde{L}_k \Delta S_t^\theta)^- = 0, \text{ a.s., } \forall \theta \in \Gamma$$

and thus for all $\theta \in \Theta$, by Assumption 2.1 (ii). By $\text{NRA}(\Theta)$, we get that $\tilde{L}\Delta S_t^\theta = 0$, a.s. for all $\theta \in \Theta$, which again implies $\tilde{L} = 0$, a contradiction.
(ii) : We also prove by contradiction. Assume that \((H_n)_{n \in \mathbb{N}}\) does not converge a.s.. By (i), we may assume that \((H_n)_{n \in \mathbb{N}}\) is a.s. bounded. Proposition 6.3.3 of [27] implies there is a measurably parameterised subsequence \((H_{n_k})_{k \in \mathbb{N}}\) converging to \(H_0\), a.s.. Applying Proposition 6.3.4 (ii) of [27] with \(f_0 = H_0\), there is another measurably parameterised subsequence \((H_{\tau_k})_{k \in \mathbb{N}}\) converging to \(H_0\), a.s. for which \(P[H_0 \neq \hat{H}_0] > 0\). Note also that \(H_0, \hat{H}_0\) are in canonical form. We have

\[(H_0 - \hat{H}_0) \Delta S^0_t = \lim_{k \to \infty} H_{\tau_k} \Delta S^0_t - \lim_{k \to \infty} H_{\sigma_k} \Delta S^0_t = 0, \quad \forall \theta \in \Gamma,
\]

and hence for all \(\theta \in \Theta\), by Assumption 2.1 (ii), which implies a contradiction. \(\square\)

We extend Stricker’s lemma, see [64] and also [61] for a proof, noting that the condition \(NRA(\Theta)\) is not used here.

**Proposition 4.3.** Let \(\Gamma \subset \Theta\) be a countable index set. The vector space

\[
K^\Gamma = \left\{ \left( \sum_{t=1}^{T} H_t \Delta S^\theta_t \right)_{\theta \in \Gamma}, H \in A \right\}
\]

is closed in \(\prod_{\theta \in \Gamma} L^0(\mathcal{F}_T, P)\).

**Proof.** The case \(T = 1\): we use Lemma 5.1 in Appendix, subsection 5.1 and then Lemma 4.2 (ii). Let us suppose that assertion holds true for \(T - 1\), and fix the horizon \(T\). By the inductive hypothesis, the set

\[
K^\Gamma_2 = \left\{ \left( \sum_{t=2}^{T} H_t \Delta S^\theta_t \right)_{\theta \in \Gamma}, H \in A \right\}
\]

is closed in \(\prod_{\theta \in \Gamma} L^0(\mathcal{F}_T, P)\).

Let \(\mathcal{H}_1\) be the set of strategies in canonical form defined as before. Let \(I_1\) be the linear mapping

\[
\mathcal{H}_1 \rightarrow \prod_{\theta \in \Gamma} L^0(\mathcal{F}_T, P), \\
H_1 \mapsto (H_1 \Delta S^\theta_t)_{\theta \in \Gamma}.
\]

Note that \(I_1\) is continuous and injective. Indeed, let \(H_1\) and \(H'_1\) in \(L^0(\mathcal{F}_0)\) be such that \(H_1 \Delta S^\theta_t = H'_1 \Delta S^\theta_t\) for all \(\theta \in \Gamma\). Then \(H_1 - H'_1 \in \mathcal{E}_1^\theta\) for all \(\theta \in \Gamma\) and hence \(H_1 - H'_1 \in \mathcal{E}_1^\Gamma\). Because \(H_1 - H'_1 \in \mathcal{H}_1^\Gamma\), we deduce that \(H_1 - H'_1 \in \mathcal{H}_1^\Gamma \cap \mathcal{E}_1^\Gamma = \{0\}\). Therefore, \(I_1\) is injective.

Let \(F_1 = (I_1)^{-1}(K^\Gamma_2 \cap I_1(\mathcal{H}_1))\) be a subset of \(\mathcal{H}_1\). Since \(K^\Gamma_2\) is closed, the set \(F_1\) is a closed subspace of \(\mathcal{H}_1\). We prove that \(F_1\) is stable in the sense of Lemma 4.1. Let \(H_1, G_1 \in F_1\) and \(A \in \mathcal{F}_0\). We have that

\[
f^\theta = H_1 \Delta S^\theta_1 = \sum_{t=2}^{T} H_t \Delta S^\theta_t, \quad g^\theta = G_1 \Delta S^\theta_1 = \sum_{t=2}^{T} G_t \Delta S^\theta_t,
\]
for some strategies $H, G \in \mathcal{A}$ and $f = (f^\theta)_{\theta \in \Gamma}, g = (g^\theta)_{\theta \in \Gamma} \in \mathbf{K}_2^\Gamma \cap I_1(H_1)$. The strategy $(H_1 1_A + G_1 1_{A'})_{t \in \{1, \ldots, T\}} \in \mathcal{A}$ generates

$$f^\theta 1_A + g^\theta 1_A = (H_1 \Delta 1_A + G_1 1_{A'}) S_{1\theta}^\theta = \sum_{t=2}^T (H_t 1_A + G_t 1_{A'}) \Delta S_{t\theta}^\theta,$$

which implies that $H_1 1_A + G_1 1_{A'} \in F_1$.

By Lemma 4.1, there is an $\mathcal{F}_0$-measurable mapping $\mathfrak{F}_0$ so that $f \in F_1$ if and only if $\mathfrak{F}_0 f = f$. Define

$$E_1 = \{ H_1 \in \mathcal{H}_1 : \mathfrak{F}_0 H_1 = 0 \}. \tag{12}$$

Since every $H_1 \in \mathcal{H}_1$ is of canonical form, and the integral $(H_1 \Delta S_1^\theta)_{\theta \in \Gamma}$ with $H_1 \in E_1$, $H_1 \neq 0$ is not in $\mathbf{K}_2^\Gamma$, otherwise $H_1 \in F_1 \cap E_1 = \{0\}$. Furthermore,

$$\mathbf{K}^\Gamma = \left\{ \left( \sum_{t=1}^T H_t \Delta S_{t\theta}^\theta \right)_{\theta \in \Gamma} : H \in \mathcal{A}, H_1 \in E_1 \right\},$$

and the decomposition of elements $f \in \mathbf{K}^\Gamma$ into $f = (H_1 \Delta S_1^\theta)_{\theta \in \Gamma} + f_2, H_1 \in E_1, f_2 \in \mathbf{K}_2^\Gamma$ is unique.

Let $f_n = (H_{n,1} \Delta S_{1\theta}^\theta)_{\theta \in \Gamma} + f_{2,n}, n \in \mathbb{N}$ be a sequence in $\mathbf{K}^\Gamma$ with $H_{n,1} \in E_1, f_{2,n} \in \mathbf{K}_2^\Gamma$ such that $f_n \to f$ in $\prod_{\theta \in \Gamma} L^0(\mathcal{F}_T, P)$. We prove that $f \in \mathbf{K}^\Gamma$. By Lemma 4.1, subsection 5.1, we find a subsequence, still denoted by $n$, such that $f_n^\theta \to f^\theta, a.s.$ for all $\theta \in \Gamma$. First we will show that $(H_{n,1})_{n \in \mathbb{N}}$ is a.s. bounded. Let $A = \{ \omega : \limsup_{n \to \infty} ||H_{n,1}|| = \infty \}$. By Proposition 6.3.4 of [27], there exists an $\mathcal{F}_0$-measurable subsequence $(\tau_k)_{k \in \mathbb{N}}$ such that $H_{\tau_k,1} \to \psi_1, a.s.$ on the set $A$, where $\psi_1 = \psi_1 1_A \in E_1$, since $E_1$ is closed and stable in the sense of Lemma 4.1. Clearly $||\psi_1|| = 1$ on $A$. We have that for every $\theta \in \Gamma$,

$$\left( \frac{H_{\tau_k,1}}{||H_{\tau_k,1}||} \Delta S_{1\theta}^\theta \right)_{1_A} + \frac{f_{2,\tau_k}^\theta}{||H_{\tau_k,1}||} 1_A \to 0, a.s.$$ It follows that $\frac{f_{2,\tau_k}^\theta}{||H_{\tau_k,1}||} 1_A \to -1_A \psi_1 \Delta S_{1\theta}^\theta$. By the closedness of $\mathbf{K}_2^\Gamma$, we obtain that $-1_A \psi_1 \Delta S_{1\theta}^\theta \in \mathbf{K}_2^\Gamma$. Since $\psi_1 \in E_1$, this implies that $\psi_1 \Delta S_{1\theta}^\theta = 0$ for all $\theta \in \Theta$ and hence $\psi_1 = 0$. This is a contradiction to $||\psi_1|| = 1$ on $A$ with $P[A > 0]$.

So $(H_{n,1})_{n \in \mathbb{N}}$ is bounded a.s. and there exists an $\mathcal{F}_0$-measurable sequence $H_{\tau_k,1}$ converging a.s. to $H_1$. This means that $f_{2,\tau_k} \to f - (H_1 \Delta S_{1\theta}^\theta)_{\theta \in \Gamma}$. By the closedness of $\mathbf{K}_2^\Gamma$, we get $f - (H_1 \Delta S_{1\theta}^\theta)_{\theta \in \Gamma} \in \mathbf{K}_2^\Gamma$. The proof is complete.

Next, we prove a crucial boundedness property by extending Lemma 4.2 (i).

**Proposition 4.4.** Let $NRA(\Theta)$ hold and $\Gamma$ be a dense subset of $\Theta$. Let $(H_n)_{n \in \mathbb{N}}$ be a sequence of strategies in canonical form such that $(H_n : S_{1\theta}^\theta)_{\theta \in \Gamma}$ is bounded a.s. for every $\theta \in \Gamma$. Then $(H_n)_{n \in \mathbb{N}} = (H_{n,1}, \ldots, H_{n,T})_{n \in \mathbb{N}}$ is bounded a.s.

**Proof.** The proof follows exactly as the proof of Proposition 6.9.1 (ii) of [27], noting that the classical arbitrage is replaced by the $NRA(\Theta)$, using Assumption 4.4 (ii). \qed
4.2 The closedness of $C^\Theta$

First, we prove the following.

**Lemma 4.5.** For any countable and dense subset $\Gamma \subset \Theta$,

$$C^\Gamma = \{(H \cdot S^\theta_T - h^\theta)_{\theta \in \Gamma}, H \in A, h^\theta \in L^0_+(\mathcal{F}_T, P)\}$$

is closed in $\prod_{\theta \in \Gamma} L^0(\mathcal{F}_T, P)$.

**Proof.** Since $L^0(\mathcal{F}_T, P)$ is a metric space, the product space $\prod_{\theta \in \Gamma} L^0(\mathcal{F}_T, P)$ is metrizable, see Theorem 3.36 of [18]. Let

$$f^\theta_n = H^\theta_n \cdot S^\theta_T - h^\theta_n \to f^\theta, \text{ in } L^0(\mathcal{F}_T, P), \quad \theta \in \Gamma.$$ 

We prove that $(f^\theta_n)_{\theta \in \Gamma} \in C^\Gamma$. By Lemma 5.1 in Appendix, subsection 5.1, we may assume that $f^\theta_n \to f^\theta, a.s., \forall \theta \in \Gamma$. The proof continues exactly the same as the standard argument in [44]. \qed

**Proposition 4.6.** Let Assumption 2.1 be in force. Assume that the condition $NRA(\Theta)$ holds. Then the set $C^\Theta$ is closed in $L^0(\mathcal{F}_T, P)$ with respect to the product topology, that is if $(f^\alpha)_{\alpha \in I}$ be a net in $C^\Theta$ and $f^\alpha \to f$ for some $f \in L^0(\mathcal{F}_T, P)$, then $f \in C^\Theta$.

**Proof.** Let $f^\alpha$ be a net in $C^\Theta$, i.e., $f^\alpha = H^\alpha \cdot S^\alpha_T - h^\alpha$ for some $H^\alpha \in A, h^\alpha \in L^0_+(\mathcal{F}_T, P)$ and $f^\alpha \to f$ in the product topology. For every $\theta \in \Theta$,

$$H^\alpha \cdot S^\theta_T - h^\alpha \to f^\theta, \text{ in } L^0(\mathcal{F}_T, P). \quad (13)$$

We need to show that $f = (H \cdot S)_T - h$ for some $H \in A$ and $h \in L^0_+(\mathcal{F}_T, P)$.

**Step 1 (Finite intersection property)** Let $Fin(\Theta)$ be the set of all non-empty finite subsets of $\Theta$. Let $D \in Fin(\Theta)$ be arbitrary and denote

$$\mathbb{H}_D = \{H \in A : H \text{ is in } D\text{-canonical form}, H \cdot S^\theta_T \ge f^\theta, a.s., \forall \theta \in D\}.$$ 

It is easy to see that $\mathbb{H}_D$ is convex and closed with respect to the topology of convergence in probability. We will prove a finite intersection property, that is

$$\mathbb{H}_D = \bigcap_{\theta \in D} \mathbb{H}_{\{\theta\}} \neq \emptyset. \quad (14)$$

By Assumption 2.1 (i), there exists a sequence $(\theta_n)_{n \in \mathbb{N}} \subset \Theta$ which is dense in $\Theta$. We use the density of $\Gamma = (\theta_n)_{n \in \mathbb{N}} \cup D$ to prove a stronger statement

$$\mathbb{H}_{\Gamma} \neq \emptyset. \quad (15)$$

The set $\Gamma$ is also countable and the product space $\prod_{\Gamma} L^0(\mathcal{F}_T, P)$ is metrizable. From (13) we can find a sequence $(\alpha_n)_{n \in \mathbb{N}} \subset I$, which will be denoted by $(n)_{n \in \mathbb{N}}$ without causing any confusion, such that

$$f^\theta_n = H_n \cdot S^\theta_T - h_n^\theta \to f^\theta, \text{ in } L^0(\mathcal{F}_T, P), \quad \forall \theta \in \Gamma.$$
By Lemma 4.5, there exist \( H \in A, h^\theta \in L^1_+ (\mathcal{F}_T, P) \) such that \( f^\theta = H \cdot S^\theta_T - h^\theta \), for \( \theta \in \Gamma \), or equivalently, (15) holds true.

**Step 2 (Boundedness of \( \mathbb{H}_T \))** We prove by contradiction that for each \( t = 1, \ldots, T \), the convex set \( \{ H_t, H \in \mathbb{H}_T \} \) is bounded in probability. If this is not the case, there are \( \alpha > 0 \) and a sequence \((H_n)_{n \in \mathbb{N}} \) in \( \mathbb{H}_T \) such that for each \( n \in \mathbb{N} \),

\[
P[\|H_n\| \geq n] \geq \alpha - 1/n.
\]

Since \( H_n \cdot S^\theta_T \) is bounded from below by \( f^\theta \) for each \( \theta \in \Gamma \), Proposition 4.4 implies that \( H_n \) is a.s. bounded, which is a contradiction.

**Step 3 (Convex compactness of \( \mathbb{H}_T \))** Let \( I' \) be an arbitrary set and \((F_i)_{i \in I'}\) a family of closed and convex subsets of \( \mathbb{H}_T \). Assume that

\[
\forall D \in \text{Fin}(I'), \quad G_D = \bigcap_{i \in D} F_i \neq \emptyset.
\]

We will prove that

\[
\bigcap_{i \in I'} F_i \neq \emptyset.
\]

Due to Equation (16), for each \( D \in \text{Fin}(I') \) we can choose \( H_D \in G_D \). Consider the net \((H^+_D - H^-_D)_{D \in \text{Fin}(I')}\). By Lemma 2.1 of [56], for every \( D \in \text{Fin}(I) \), there exists \( \tilde{H}_D \in \text{conv}\{H^-_E, E \geq D\} \) such that the net \((\tilde{H}_{D,t})_{D \in \text{Fin}(I')}\) converges in measure to a nonnegative real-valued random variable \( H^-_t \), for \( t = 1, \ldots, T \). It should be emphasized from Step 2 that \( \text{conv}\{H^-_E, E \geq D\} \) is bounded in probability. Using the same weights as in the construction of \( \tilde{H}_D \), we obtain \( \tilde{H}_D^+ \). Again, Lemma 2.1 of [56] and Step 2 imply that there exist \( \tilde{H}_D^+ \in \text{conv}\{\tilde{H}_E^+, E \geq D\} \) such that \( \tilde{H}_{D,t}^+ \) converges to a nonnegative real-valued random variable \( H^+_t \). Repeating this argument for each \( t = 1, \ldots, T \) yields a strategy \((H_t)_{t = 1, \ldots, T}\). It is clear that \( \tilde{H}_{D,t} \rightarrow H_t \) for \( t = 1, \ldots, T \), and \( H \in \bigcap_{i \in I'} F_i \), which implies the desired convex compactness.

**Step 4** Finally, we have

\[
\emptyset \neq \bigcap_{\theta \in \Theta} (\mathbb{H}_\{\theta\} \cap \mathbb{H}_T) \subset \bigcap_{\theta \in \Theta} \mathbb{H}_\{\theta\},
\]

and the proof is complete. \( \Box \)

### 4.3 Proof of Theorem 3.2

**Proof of Theorem 3.2** We may assume \( S^\theta_T, \theta \in \Theta \) are in \( L^1(\mathcal{F}_T, P) \), up to an equivalent measure change \( \frac{dP}{dP} = c \exp(-\sup_{\theta \in \Theta} ||S^\theta_T||) \), where \( c \) is a normalization constant.

(i) \( \implies \) (ii). By Proposition 4.1, the set \( C^\Theta \cap \mathbb{L}^1(\mathcal{F}_T, P) \) is closed in the product space \( \mathbb{L}^0(\mathcal{F}_T, P) \) and hence the convex set \( C^\Theta \cap \mathbb{L}^1(\mathcal{F}_T, P) \) is closed in the product space \( \mathbb{L}^1(\mathcal{F}_T, P) \), too. Fix \( \theta \in \Theta \) and \( A \in \mathcal{F}_T \) with \( P[A] > 0 \) arbitrarily. Since \( \text{NRA}(\Theta) \) holds, the closed convex cone \( C^\Theta \cap \mathbb{L}^1(\mathcal{F}_T, P) \) and the compact set \( \{1_A1^\theta\} \) are disjoint. The Hahn-Banach theorem implies that there is

\[
Q \in (\mathbb{L}^1(\mathcal{F}_T, P))^* = \bigoplus_{\theta \in \Theta} L^\infty(\mathcal{F}_T, P),
\]
such that

$$
\sup_{H \in \mathcal{A}, h \in L^0_1(\mathcal{F}_T, P)} \mathbb{Q}(H \cdot S_T - h) \leq \alpha < \beta \leq \mathbb{Q}(1_A1^0).
$$

(17)

We can identify $\mathbb{Q}$ with a finite vector of continuous linear functions on $L^1(\mathcal{F}_T, P)$, that is

$$
\mathbb{Q}(f) = \sum_{\theta' \in \Theta} E[Z_T^{\theta'} f^{\theta'}]
$$

where $Z_T^{\theta'} = 0$ for all but a finite number of $\theta'$. As $0 \in \mathcal{C}^\Theta$, we have that $\alpha \geq 0$ and $\mathbb{Q}(1_A1^0) > 0$. Since $L^0(\mathcal{F}_T, P)$ is a linear space, it necessarily holds that $\alpha = 0$,

$$
\mathbb{Q}(H \cdot S_T) = 0, \quad \forall H \in \mathcal{A},
$$

(18)

and $Z_T^{\theta'} \geq 0$ for all $\theta' \in \Theta$ with $E[1_A Z_T^{\theta'} > 0] > 0$. For any $A_{t-1} \in \mathcal{F}_{t-1}$, $1_{A_{t-1}}(S_t - S_{t-1}) \in \mathcal{C}^\Theta$, and (18) implies that $\mathbb{Q}(1_{A_{t-1}}(S_t - S_{t-1})) = 0$, or equivalently, we obtain the generalized martingale property.

$$(ii) \implies (i).$$

Assume there exists a robust arbitrage strategy $H \in \mathcal{A}$, that is $H \cdot S_T^{\theta'} \geq 0$ for all $\theta' \in \Theta$ and $P[H \cdot S_T^{\theta'} > 0] > 0$ for some $\theta$. By (ii), there exists $\mathbb{Q} \in \mathcal{Q}^\theta$ with $E[Z_T^{\theta'}1_{H \cdot S_T^{\theta'} > 0}] > 0$, and thus

$$
\mathbb{Q}(H \cdot S_T) > 0.
$$

However, Lemma 5.8(iii) in Appendix, subsection 5.3 implies that $H \cdot S_T$ is a generalized martingale under $\mathbb{Q}$ and then $\mathbb{Q}(H \cdot S_T) = 0$, which is a contradiction. \qed

In order to obtain robust pricing systems for each $t$, we proceed as follows. We define

$$
\mathbf{Z}_t = (E[Z_T^{\theta'}|\mathcal{F}_t])_{\theta \in \Theta}.
$$

(19)

Then $\mathbf{Z}_tS_t$ is a martingale under $P$. Indeed, we compute for any $0 \leq s \leq t \leq T, A_s \in \mathcal{F}_s$ that

$$
\sum_{\theta \in \Theta} E[(Z_t^\theta S_t^\theta - Z_s^\theta S_s^\theta)1_{A_s}] = \sum_{\theta \in \Theta} E[Z_t^\theta S_t^\theta 1_{A_s}] - \sum_{\theta \in \Theta} E[Z_s^\theta S_s^\theta 1_{A_s}] = \sum_{\theta \in \Theta} E[Z_t^\theta S_t^\theta 1_{A_s}] - \sum_{\theta \in \Theta} E[Z_s^\theta S_s^\theta 1_{A_s}] = 0.
$$

Remark 4.7. For each $\theta \in \Theta, A \in \mathcal{F}_T$, it is only required that there exists a robust pricing system with density $Z_T^{\theta} > 0$ on $A$. Here, we do not use the typical exhaustion argument to obtain the density $Z_T^{\theta} > 0, P - a.s.$ The situation is discussed in more details in Subsection 3.3.2.

### 4.4 Proof of Theorem 3.3

($\geq$) Let $x \in \mathbb{R}$ be such that $x + H \cdot S_T \geq f, a.s.$ for some $H \in \mathcal{A}$. Then for an arbitrary $\mathbb{Q} \in \mathcal{Q}$, it holds that $x \geq \mathbb{Q}(f)$ by Lemma 5.8 (iii) in Appendix, and therefore $x \geq \sup_{\mathbb{Q} \in \mathcal{Q}} \mathbb{Q}(f)$. 
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Take \( x < \pi \). Consequently, we have \( f - x 1 \not\in C^\Theta \). Since \( C^\Theta \) is closed, the Hahn-Banach theorem implies there exists \( Q \in \bigoplus_{\theta \in \Theta} L^\infty(\mathcal{F}_T, P) \) such that for all \( h \in C^\Theta \)
\[
Q(h) < Q(f - x 1).
\]
Since \( C^\Theta \) is a convex cone containing \(-L_+\), we have that \( Q(h) \leq 0 \) for all \( h \in C^\Theta \) and \( Q(f - x 1) > 0 \). Normalizing \( Q \) so that \( Q(1) = 1 \), we obtain that \( x \leq \sup_{Q \in \mathcal{Q}} Q(f) \).

### 4.5 Proof of Theorem 3.4

**Proposition 4.8.** Let \( NRA(\Theta) \) hold and \( f \geq 0 \) be a contingent claim. The following are equivalent

(i) \( f \) is replicable.

(ii) The mapping

\[
Q \rightarrow \mathbb{R}
\]
\[
Q \rightarrow Q(f)
\]

is constant.

**Proof.** (i) \( \implies \) (ii). Assume that there exist \( x \in \mathbb{R}, H \in A \) such that \( x + H \cdot S_T = f \), a.s.. For any \( \theta \in \Theta \) and \( Q \in \mathcal{Q}^\theta \), the process \( S \) is a generalized martingale under \( Q \) and thus \( H \cdot S_T \) is also a generalized martingale under \( Q \), by Lemma 5.8 (iii) in Appendix, subsection 5.3. The conclusion in (ii) then follows by computing

\[
Q(f) = Q(x + H \cdot S_T) = x,
\]
for every \( Q \in \mathcal{Q} \).

(ii) \( \implies \) (i). Let \( H \) be a superhedging strategy for \( f \), that is \( \pi(f) + H \cdot S_T - f \geq 0 \), a.s.. If for some \( \theta \in \Theta \), the inequality is strictly positive with strictly positive probability, then we get for all \( Q \in \mathcal{Q}^\theta \)
\[
0 < Q(\pi(f) + H \cdot S_T - f).
\]
Noting that \( H \cdot S_T \) is a generalized martingale under \( Q \) with zero expectation and using (ii), we get

\[
\sup_{Q \in \mathcal{Q}^\theta} Q(f) = \sup_{Q \in \mathcal{Q}} Q(f) < \pi(f),
\]
which contradicts Theorem 3.3. Therefore, \( f \) is replicable. \( \Box \)

**Proof of Theorem 3.4.** According to Proposition 4.8, we only need to prove the “only if” part. Assume the market is complete. Then for every \( A \in \mathcal{F}_T \) with \( P[A] > 0 \) and for every \( \theta \in \Theta \), the claim \( 1_A^\theta \) is replicable. Let \( Q = (Z_{T}^{\theta_1}, ..., Z_{T}^{\theta_k}) \in \mathcal{Q} \) be fixed. By Proposition 4.8 we obtain that

\[
Q(1_A^\theta) = Q'(1_A^\theta) \tag{20}
\]
for every \( Q' = (Z_{T}^{\theta_1})_{\theta \in \Theta} \in \mathcal{Q} \). The choices \( \theta = \theta_i, 1 \leq i \leq k \) give that \( Z_{T}^{\theta_i} = Z_{T}^{\theta_i} \). For \( \theta \not\in \{\theta_1, ..., \theta_k\} \), we get that \( Z_{T}^{\theta} = 0 \). This implies that there exists a unique robust pricing system \( Q \) and \( |\Theta| \) is finite.
We consider the case $NA(\theta)$ holds for some $\theta \in \Theta$ and thus there is a martingale measure $Q^\theta$ for $S^\theta$ with the Radon-Nikodym density $Z_T^\theta$. Let $Q^\theta = Z_T^\theta 1_A^\theta$ be the corresponding robust pricing system. If $\Theta$ is not a singleton, for every $Q' \in Q^{\theta'}$ where $\theta' \neq \theta$ and $0 < Q'(1_A^\theta)$ for some $A \in \mathcal{F}_T$, we get from (20) that
\[0 < Q'(1_A^\theta) = Q^{\theta'}(1_A^\theta) = E[Z_T^\theta \times 0] = 0.\]
This contradiction shows that $\Theta = \{\theta\}$ and the model $\theta$ is complete. \hfill $\Box$

### 4.6 Proof of Theorem 3.7

We repeat the arguments of [12] for the sake of completeness, noting that unlike [12], we work with robust pricing systems and do not impose conditions on $f$. For $e = 0$, the results are true by Theorem 3.2, Theorem 3.3, and Proposition 4.8. Assume that the theorem for the market with one more option $g^{e+1}$ with the market price $g_0^{e+1} = 0$.

Consider (a). Let $NRA(\Theta)$ hold. If $g^{e+1}$ is replicable in the market consists of the stocks and available options $g^1, ..., g^e$, we come back to the case with $e$ options and therefore we may assume that $g^{e+1}$ is not replicable. If $g_0^{e+1} \geq \pi_e(g^{e+1})$, then we can construct a robust arbitrage by shorting one unit of $g^{e+1}$ and using the initial capital $\pi_e(g^{e+1})$ together with the superhedging strategy for $g^{e+1}$, which exists by the induction hypothesis, to cover $g^{e+1}$ at time $T$. Thus, the consistency with $RNA$ implies $g_0^{e+1} < \pi_e(g^{e+1})$. The induction hypothesis (b) gives
\[g_0^{e+1} < \pi_e(g^{e+1}) = \sup_{\theta \in \Theta} \sup_{Q \in Q^{\theta}_{cal,e}} Q(g^{e+1}),\]
and since $g^{e+1}$ is not replicable, by the induction hypothesis (c), there is $\theta_+ \in \Theta$, $Q^{\theta_+}_{+} \in Q^{\theta_+}_{cal,e}$ such that
\[g_0^{e+1} < Q^{\theta_+}_{+}(g^{e+1}) < \pi_e(g^{e+1}).\]
Similarly, we find $\theta_- \in \Theta$ and $Q^{\theta_-}_{-} \in Q^{\theta_-}_{cal,e}$ such that
\[-\pi_e(-g^{e+1}) < Q^{\theta_-}_{-}(-g^{e+1}) < g_0^{e+1} < Q^{\theta_+}_{+}(g^{e+1}) < \pi_e(g^{e+1})\] (21)
By the induction hypothesis (a), for each $\theta \in \Theta$ there is $Q^\theta \in Q^{\theta}_{cal,e}$. Choosing appropriate weights $\lambda_- , \lambda_+ , \lambda_0 \in (0, 1)$ and $\lambda_- + \lambda_+ + \lambda_0 = 1$, we have that
\[Q' := \lambda_- Q^{\theta_-}_{-} + \lambda_+ Q^{\theta_+}_{+} + \lambda_0 Q^\theta \in Q^{\theta}_{cal,e}\]
and $Q'(g^{e+1}) = 0$.

It means that $Q' \in Q^{\theta}_{cal,e+1}$. Thus we prove (i) implies (ii) in (a). The converse implication is easy. The proof of (c) is straightforward as well.

Next we consider (b). Assume there are $x \in \mathbb{R}, H \in \mathcal{A}, a \in \mathbb{R}^{e+1}$ such that $x + H \cdot S_T + \sum_{i=1}^{e+1} a^i g^i \geq f, a.s.$, We compute easily for every $Q \in Q^{\theta}_{cal,e+1}$ that $H \cdot S$ is a generalized martingale under $Q$ and $x = Q(x + H \cdot S_T + \sum_{i=1}^{e+1} a^i g^i) \geq Q(f)$. As a result, we have
\[\pi^{e+1}(f) \geq \sup_{\theta \in \Theta} \sup_{Q \in Q^{\theta}_{cal,e+1}} Q(f).\] (22)
Now we prove the reverse inequality,
\[ \pi^{e+1}(f) \leq \sup_{\theta \in \Theta} \sup_{Q \in Q_{cal,e}^{\theta}} Q(f). \] (23)

We claim that there is a sequence \( Q_n \in Q_{cal,e} \) such that \( Q_n(g^{e+1}) \to 0, Q_n(f) \to \pi^{e+1}(f) \). (24)

Without loss of generality, we may assume that \( \pi^{e+1}(f) = 0 \). If the claim (24) fails, we get \( 0 \notin \{(Q(g^{e+1}), Q(f)), Q \in Q_{cal,e}\} \subset \mathbb{R}^2 \). Using a separation argument, there are \( \alpha, \beta \in \mathbb{R} \) such that
\[ 0 > \sup_{Q \in Q_{cal,e}} Q(\alpha g^{e+1} + \beta f). \] (25)

By (b) of the inductive hypothesis, it holds that
\[ \sup_{Q \in Q_{cal,e}} Q(\alpha g^{e+1} + \beta f) = \pi^{e}(\alpha g^{e+1} + \beta f). \]

By definition \( \pi^e(\psi) \geq \pi^{e+1}(\psi) \) for any random variable \( \psi \). Since \( g^{e+1} \) can be hedged at price 0, we obtain \( \pi^{e+1}(\alpha g^{e+1} + \beta f) = \pi^{e+1}(\beta f) \). Therefore,
\[ 0 > \sup_{Q \in Q_{cal,e}} Q(\alpha g^{e+1} + \beta f) \geq \pi^{e+1}(\beta f). \]

Clearly, \( \beta \neq 0 \). If \( \beta > 0 \), we obtain \( \pi^{e+1}(f) < 0 \), which contradicts our assumption that \( \pi^{e+1}(f) = 0 \). Thus \( \beta < 0 \). Since \( Q_{cal,e+1} \subset Q_{cal,e} \), (25) implies that \( 0 > Q'(\beta f) \), for \( Q' \in Q_{cal,e+1} \). Consequently, \( Q'(f) > 0 = \pi^{e+1}(f) \), contradicting to (22). Therefore, the claim (24) holds true.

Since \( g^{e+1} \) is not replicable, there are two robust pricing systems \( Q^+_{\theta}, Q^-_{\theta} \) as in (21). For the sequence \( Q_n \) as in (24), we can find \( \lambda^n, \lambda^n, \lambda^n \in [0, 1] \) such that \( \lambda^n + \lambda^n + \lambda^n = 1 \) and
\[ Q'_n = \lambda^n Q^-_{\theta} + \lambda^n Q_n + \lambda^n Q^+_{\theta} \in Q_{cal,e} \] satisfies \( Q'_n(g^{e+1}) = 0 \), or equivalently, \( Q'_n \in Q_{cal,e+1} \). By (24), we can choose \( \lambda^n \to 0 \). Therefore, \( Q'_n(f) \to 0 \), which implies (23).

5 Appendix

5.1 Product space

Let \( I \) be an index set and for each \( i \in I \), let \( (X_i, \tau_i) \) be a topological space. The product space, denoted by \( \prod_{i \in I}(X_i, \tau_i) \), consists of the product set \( \prod_{i \in I} X_i \) and a topology \( \tau \) having as its basis the family
\[ \left\{ \prod_{i \in I} O_i : O_i \in \tau_i \text{ and } O_i = X_i \text{ for all but a finite number of } i \right\}. \]
The topology \( \tau \) is called the product topology, which is the coarsest topology for which all the projections are continuous. Note that the product space defined in this way is also a topological vector space, see Theorem 5.2 of [18]. The direct sum \( \bigoplus_{i \in I} X_i \) is defined to be the set of tuples \((x_i)_{i \in I}\) with \(x_i \in X_i\) such that \(x_i = 0\) for all but finitely many \(i\).

If each \((X_i, \tau_i)\) is locally convex then \(\prod_{i \in I} X_i\) is locally convex, too. If \(I\) is uncountable, the uncountable product space \(\prod_{i \in I} X_i\) is not normable. Furthermore, the uncountable product space \(\prod_{i \in I} X_i\) is not first countable, sequential closedness is different from topological closedness. The dual of the product space \(\prod_{i \in I} X_i\) is algebraically equal to the direct sum of their duals \(\bigoplus_{i \in I} X_i^*\), see Lemma 28.32 of [62].

It is known that convergence in probability implies almost sure convergence along a subsequence. The following lemma extends this result to countable products of \(L^0\) spaces.

**Lemma 5.1.** Let \(I\) be a countable set. If a sequence \((f_n)_{n \in \mathbb{N}}\) in \(\prod_{i \in I} L^0(F, P)\) converges to \(f\) in the product topology, then there exists a subsequence \((n_k)_{k \in \mathbb{N}}\) such that \(f_{n_k} \rightarrow f^i, \text{a.s.}\) for all \(i \in I\).

*Proof.* We may assume \(I = \mathbb{N}\). The metric

\[
d(f, g) := \sum_{i \in I} \frac{1}{2^i} \frac{d(f^i, g^i)}{1 + d(f^i, g^i)}
\]

induces the product topology on \(\prod_{i \in I} L^0(F, P)\), where \(d\) is the metric inducing the topology of convergence in probability. Let \((\varepsilon_k)_{k \in \mathbb{N}}\) be a sequence of positive numbers decreasing to zero. Since \(f_n \rightarrow f\) in \(d\), there exists a subsequence \((n_k)_{k \in \mathbb{N}}\) such that for all \(k \in \mathbb{N}\), we have \(d(f_{n_k}, f) < \frac{\varepsilon_k}{2^k}\), and hence for every \(i \in I\), \(d(f_{n_k}^i, f^i) < \frac{\varepsilon_k}{2^k}\). From this we obtain

\[
P([|f_{n_k}^i - f^i| \geq \varepsilon_k] \leq \frac{2^i}{2^k}.
\]

For every \(\varepsilon > 0\), there is \(\bar{K}\) such that \(\varepsilon_k \leq \varepsilon\) for \(k \geq \bar{K}\), and thus we compute that

\[
\sum_{k=\bar{K}}^{\infty} P([|f_{n_k}^i - f^i| \geq \varepsilon] \leq \sum_{k=\bar{K}}^{\infty} P([|f_{n_k}^i - f^i| \geq \varepsilon_k] \leq 2^i
\]

for every \(i \in I\). Therefore \(\sum_{k=1}^{\infty} P([|f_{n_k}^i - f| \geq \varepsilon] \) is also finite. By the Borel–Cantelli lemma, for every \(i \in I\), the set

\[
\{\omega : |f_{n_k}^i(\omega) - f^i(\omega)| \geq \varepsilon \text{ infinitely often} \}
\]

has zero probability for all \(\varepsilon > 0\), or equivalently, \(f_{n_k}^i \rightarrow f^i, \text{a.s.}\) for every \(i \in I\). \(\square\)

**5.2 Convex compactness of \(L^0_+\)**

A set \(A \subset L^0\) is bounded in probability if \(\lim_{n \rightarrow \infty} \sup_{f \in A} P(|f| \geq n] = 0\). For any set \(I\) we denote by \(Fin(I)\) the family of all non-empty finite subsets of \(I\). This is a directed set with respect to the partial order induced by inclusion. We recall Definition 2.1 of [66].
Definition 5.2. A convex subset $C$ of a topological vector space is convexly compact if for any non-empty set $I$ and any family $(F_i)_{i \in I}$ of closed and convex subsets of $C$, the condition
\[ \forall D \in \text{Fin}(I), \quad \bigcap_{i \in D} F_i \neq \emptyset \]
implies
\[ \bigcap_{i \in I} F_i \neq \emptyset. \]

The following result gives a characterization for convex compactness in $L^0_+$, see Theorem 3.1 of [66].

Theorem 5.3. A closed and convex subset $C$ of $L^0_+$ is convexly compact if and only if it is bounded in probability.

5.3 Generalized conditional expectation

Let $\mathcal{F}$ be a sigma algebra. Let $I$ be an index set. In this subsection, we work with the product space $L^1 = \prod_{i \in I} L^1(\mathcal{F}, P)$. Let $Q : L^1 \to \mathbb{R}$ be a linear function such that $Q = (Z^1_i)_{i \in I}$, $Z^1_i \geq 0$ for all $i \in I$ and $Q(1) = 1$.

Definition 5.4. Let $\mathcal{G} \subset \mathcal{F}$ be two sigma algebras and $f = (f_i)_{i \in I}$ be an $\mathcal{F}$-measurable random variable such that $Q(f) < \infty$. An $\mathcal{G}$-measurable random variable $f_\theta$ is called a generalized conditional expectation of $f$ with respect to $\mathcal{G}$ under $Q$ if
\[ Q(f_1 A) = Q(f_\theta 1_A), \quad \forall A \in \mathcal{G}. \] (26)

We denote by $Q(f|\mathcal{G})$ the set of all generalized conditional expectations of $f$.

This definition becomes the usual definition for conditional expectation when $|I| = 1$. However, there are significant differences between the two concepts when $|I| \geq 2$. See Example 5.5 below for the facts that uniqueness and monotonicity fail in general.

Example 5.5 (Non-uniqueness). We consider the toy model with $T = 2$ and $|\Theta| = 2$, that is $\Omega = \{-1, 1\}^2, \mathcal{F}_i = \Pi^{-1}_T(2^\Omega)$ where $\Pi$ is defined in [11] and
\[ S^0_i = s_0 + \sum_{u=1}^t (\mu^i + \sigma^i \text{proj}_u(\omega)), \quad s_0 \in \mathbb{R}^d, \quad i, t \in \{1, 2\}. \]
\[ Q(\omega) = (Z^1_2, Z^2_2)(\omega) = \frac{1}{4} \left( \left(1 - \omega_1 \frac{\mu^1}{\sigma^1} \right) \left(1 - \omega_2 \frac{\mu^1}{\sigma^1} \right), \left(1 - \omega_1 \frac{\mu^2}{\sigma^2} \right) \left(1 - \omega_2 \frac{\mu^2}{\sigma^2} \right) \right). \]

Let us consider a conditional expectation of $(S^0_2, S^0_1)$ given $\mathcal{F}_1$, that is an $\mathcal{F}_1$-measurable vector $(X^1, X^2)$ such that
\[ E \left[ (Z^1_1 S^0_2 + Z^2_2 S^0_2) 1_{\omega_1 = 1} \right] = E \left[ (Z^1_1 X^1 + Z^2_2 X^2) 1_{\omega_1 = 1} \right], \quad (27) \]
\[ E \left[ (Z^1_2 S^0_2 + Z^2_2 S^0_2) 1_{\omega_1 = -1} \right] = E \left[ (Z^1_2 X^1 + Z^2_2 X^2) 1_{\omega_1 = -1} \right]. \quad (28) \]
It is easy to see that \((S_1^{\theta_1}, S_1^{\theta_2})\) is a solution to the system of equations \((27), (28)\) since \(Z_1^2, Z_2^2\) are classical martingale densities for \(S_1^{\theta_1}, S_1^{\theta_2}\), respectively. Other solutions are vectors \((S_1^{\theta_1} + Y^1, S_1^{\theta_2} + Y^2)\) where \((Y^1, Y^2)\) is \(\mathcal{F}_1\)-measurable such that

\[
E \left[(Z_1^1 Y^1 + Z_2^1 Y^2) 1_{\omega_1=1}\right] = 0, \tag{29}
\]

\[
E \left[(Z_1^2 Y^1 + Z_2^2 Y^2) 1_{\omega_1=-1}\right] = 0, \tag{30}
\]

In the case without uncertainty, for example \(\Theta = \{\theta_1\}\), there is the unique solution \(Y^1(1) = Y^1(-1) = 0\) to the system of equations \((27), (28)\), and thus \(S_1^{\theta_1}\) is the conditional expectation of \(S_1^0\).

**Definition 5.6.** Let \((\Omega, \mathcal{F}, P)\) be a probability space, equipped with a filtration \((\mathcal{F}_t)_{t=0,...,T}\). An adapted process \((M_t)_{t=0,...,T}\) is a generalized martingale under \(Q\) if

(i) \(E \left[\left|\sum_{i \in I} Z_i^1 M_i^1\right|\right] < \infty\), for \(0 \leq t \leq T\),

(ii) \(Q(M_t 1_{A_s}) = Q(M_s 1_{A_s}), \quad \forall A_s \in \mathcal{F}_s, 0 \leq s \leq t \leq T\),

A process \(M\) is a generalized supermartingale under \(Q\) if (ii) is replaced by

\[Q(M_t 1_{A_s}) \leq Q(M_s 1_{A_s}), \quad \forall A_s \in \mathcal{F}_s, 0 \leq s \leq t \leq T\]

It is easy to observe that if \(M\) is a generalized martingale under \(Q\) (resp. generalized supermartingale under \(Q\)) then \(Q(M_t) = Q(M_s)\) (resp. \(Q(M_t) \leq Q(M_s)\)) for \(s \leq t\).

**Definition 5.7.** An adapted process \((M_t)_{t=0,...,T}\) is a generalized local martingale under \(Q\) if there is an increasing sequence \((\tau_n)_{n \in \mathbb{N}}\) of stopping times such that \(P(\lim_{n \to \infty} \tau_n = \infty) = 1\) and that each stopped process \(M_{t \wedge \tau_n} 1_{\tau_n > 0}\) is a generalized martingale under \(Q\).

The following facts are easily obtained, see Theorem 5.15 of \([31]\) and \([43]\).

**Lemma 5.8.** Let \(M \geq 0\) be an adapted process with \(M_0 = 1\). The following are equivalent:

(i) \(M\) is a generalized martingale under \(Q\).

(ii) If \(H\) is predictable and bounded, then \(V = H \cdot M\) is a generalized martingale under \(Q\).

(iii) If \(H\) is predictable, then \(V = H \cdot M\) is a generalized local martingale under \(Q\). If in addition that \(E \left[\left(\sum_{i \in I} Z_i^1 V_i^1\right)^-\right] < \infty\), then \(V\) is a generalized martingale under \(Q\).

**Proof.** (i) \(\Rightarrow\) (ii). Assume that \(\sup_{0 \leq t \leq T-1} |H_t| \leq c\). It is easy to check that \(V\) satisfies the property (i) and (ii) in Definition 5.6.

(ii) \(\Rightarrow\) (iii). Define \(\tau_n := \inf\{t : |H_{t+1}| > n\}\) and \(H_t^n := H_{t \wedge \tau_n}\) for \(n \in \mathbb{N}\). Since \(H\) is predictable and finite-valued, \((\tau_n)_{n \in \mathbb{N}}\) is a sequence of stopping times increasing a.s. to infinity. By (ii), each \(n \in \mathbb{N}\), the process \(H^n \cdot M\) is a generalized martingale under \(Q\). Noting that \(V_{t \wedge \tau_n} = H^n \cdot M_t\), we obtain that \(V\) is a generalized local martingale under \(Q\).
For convenient notations, we define \( L_t := \sum_{i \in I} Z^i_t V^i_t \). By assumption, \( E[ L_T^-] < \infty \). We show inductively that \( E[ L_T] < \infty \) for \( t = 1, ..., T - 1 \). The generalized martingale property of \( V_{t \wedge \tau_n} 1_{\tau_n > 0} \) under \( Q \) implies that \( \forall A_t \in \mathcal{F}_t \),

\[
E \left[ \sum_{i \in I} Z^i_T \left( V^i_{t \wedge \tau_n} - V^i_{(t-1) \wedge \tau_n} \right) 1_{\tau_n > 0} 1_{A_t} \right] = 0, \tag{31}
\]

and consequently,

\[
E \left[ \sum_{i \in I} \left( Z^i_t V^i_{t \wedge \tau_n} - Z^i_{t-1} V^i_{(t-1) \wedge \tau_n} \right) 1_{\tau_n > 0} 1_{A_t} \right] = 0 \tag{32}
\]

\[
E \left[ \sum_{i \in I} \left( Z^i_t V^i_{t \wedge \tau_n} - Z^i_{t-1} V^i_{(t-1) \wedge \tau_n} \right) 1_{\tau_n > t-1} \Big| \mathcal{F}_{t-1} \right] = 0, a.s. \tag{33}
\]

Using the inequality \( x^- \geq -x \), (32) and (33), we compute that

\[
E \left[ \left( \sum_{i \in I} Z^i_t V^i_t \right)^- \left| 1_{\tau_n > t-1} \Big| \mathcal{F}_{t-1} \right] = E \left[ \left( \sum_{i \in I} Z^i_t V^i_{t \wedge \tau_n} \right) \left| 1_{\tau_n > t-1} \Big| \mathcal{F}_{t-1} \right]
\geq -E \left[ \sum_{i \in I} Z^i_t V^i_{t \wedge \tau_n} 1_{\tau_n > t-1} \Big| \mathcal{F}_{t-1} \right] = - \sum_{i \in I} Z^i_{t-1} V^i_{t-1} 1_{\tau_n > t-1}.
\]

Sending \( n \) to infinity yields \( E[L^-_t | \mathcal{F}_{t-1}] \geq L^-_{t-1} \), and hence, \( E[L^-_{t-1}] \leq E[L^-_t] \), which implies the assertion above. Next, the Fatou lemma and (31) give

\[
E \left[ L^+_t \right] = E \left[ \lim_{n \to \infty} \left( \sum_{i \in I} Z^i_{t \wedge \tau_n} V^i_{t \wedge \tau_n} \right)^+ 1_{\tau_n > 0} \right] \\
\leq \liminf_{n \to \infty} E \left[ \left( \sum_{i \in I} Z^i_{t \wedge \tau_n} V^i_{t \wedge \tau_n} \right)^+ 1_{\tau_n > 0} \right] \\
= \liminf_{n \to \infty} E \left[ \left( \sum_{i \in I} Z^i_{t \wedge \tau_n} V^i_{t \wedge \tau_n} \right) 1_{\tau_n > 0} + \left( \sum_{i \in I} Z^i_{t \wedge \tau_n} V^i_{t \wedge \tau_n} \right)^- 1_{\tau_n > 0} \right] \\
< \infty,
\]

since the process \( \sum_{i \in I} Z^i_{t \wedge \tau_n} V^i_{t \wedge \tau_n} 1_{\tau_n > 0} \) is also a martingale under \( P \) and \( \sum_{t=0}^T L^-_t \) is an integrable majorant for every \( L_{t \wedge \tau_n} \). Therefore, \( V \) satisfies the condition (i) of Definition 5.6. Noting that for all \( n \in \mathbb{N} \)

\[
\left| \sum_{i \in I} Z^i_{t \wedge \tau_n} V^i_{t \wedge \tau_n} \right| 1_{\tau_n > 0} \leq \sum_{t=0}^T |L_t| \in L^1(P),
\]

28
the dominated convergence theorem gives

\[ E \left[ \sum_{i \in I} Z_i^t V_i^t \left| \mathcal{F}_{t-1} \right. \right] = E \left[ \lim_{n \to \infty} \sum_{i \in I} Z_i^{t \wedge \tau_n} V_i^{t \wedge \tau_n} 1_{\tau_n > 0} \left| \mathcal{F}_{t-1} \right. \right] \]

\[ = \lim_{n \to \infty} E \left[ \sum_{i \in I} Z_i^{t \wedge \tau_n} V_i^{t \wedge \tau_n} 1_{\tau_n > 0} \left| \mathcal{F}_{t-1} \right. \right] \]

\[ = \lim_{n \to \infty} Z_i^{(t-1) \wedge \tau_n} V_i^{(t-1) \wedge \tau_n} 1_{\tau_n > 0} \]

\[ = \sum_{i \in I} Z_i^{t-1} V_i^{t-1}, \text{a.s..} \]

Therefore, \( V \) is a generalized martingale under \( Q \).

\((iii) \implies (i)\). Consider the strategy \( H_s = 1 \) with the corresponding wealth process \( V_t = M_t - M_0 \). From (iii) we obtain that \( M_t \) is a generalized martingale under \( Q \). \( \square \)
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