Recursive structure of the Gauß hypergeometric function and boundary/crosscap conformal block
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Abstract

The Gauß hypergeometric function shows a recursive structure which resembles those found in conformal blocks. We compare it with the recursive structure of the conformal block in boundary/crosscap conformal field theories that is obtained from the representation theory. We find that the pole structure perfectly agrees but the recursive structure in the Gauß hypergeometric function is slightly “off-shell”.
1 Introduction

In our studies of conformal field theories, evaluating conformal blocks is of utmost importance for theoretical purposes as well as for practical purposes. General conformal blocks, however, do not admit easily accessible analytic expressions. Even when they do, we still appreciate a direct way to evaluate their numerical values in order to perform practical computations such as conformal bootstrap analysis (see e.g. [1] for a review). This is because we need precision to do the numerical conformal bootstrap, which might be lacking, e.g. if we use the analytic expression such as an integral representation if any.

In [2][3], they have developed a recursive method to evaluate conformal blocks for four-point functions. In two-dimensions, a similar technique to compute Virasoro conformal block was first introduced by Zamolodchikov [4], which remains the only practical method to compute it (except for special cases) even today [5]. In higher dimensions, the recursion relation becomes the most efficient way to compute the conformal block numerically as well as analytically. General ideas to extend the recursive methods to compute conformal blocks in conformal field theories with conformal defects are in further investigations [6][7][8]. The origin of the recursion relation can be traced back to a representation theory of conformal algebra and the structure of their matrix elements as a function of the conformal dimensions [9][10][11].

On the other hand, the conformal blocks are related to generalized hypergeometric functions [12][13][14][15][16][17][18][19][20][21][22][23][24][25]. They can be mapped to eigenfunctions of underlying integrable models. Understanding the recursive structure in terms of these special functions may shed further light on the origin of these special functions as well as mathematical understanding of conformal blocks.

This small note aims to investigate the relation between the recursive structure of the hypergeometric functions and the conformal blocks in the simplest case of the Gauß hypergeometric function and the boundary/crosscap conformal block. We see that they are similar but slightly different in the sense that the former is “off-shell”. We, nevertheless, show that the pole structures perfectly agree with each other.
2 Recursion relation

The Gauß hypergeometric function

\[ _2F_1(a, b; c; z) = \sum_{n \geq 0} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!} \]  

(1)

shows simple poles when the third argument is a non-negative integer (i.e. \(-c = m \in \mathbb{Z}_{\geq 0}\)). The direct computation shows that the residues themselves are the Gauß hypergeometric functions with shifted argument

\[ \lim_{c \to -m} \frac{2F_1(a, b; c; z)}{\Gamma(c)} = \frac{(a)_{m+1} (b)_{m+1}}{(m+1)!} z^{m+1} _2F_1(a + m + 1, b + m + 1; m + 2; z) , \]  

(2)

where

\[ \Gamma(c) \sim \frac{(-1)^m}{(c + m)m!} \]  

(3)

as \(-c \to m \in \mathbb{Z}_{\geq 0}\).

If we regard the Gauß hypergeometric function as a meromorphic function with respect to the third argument \(c\), we can reproduce it by knowing all the residues at poles on the complex \(c\) plane. This idea, in turn, leads to the recursion relation for the Gauß hypergeometric function:

\[ _2F_1(a, b; c; z) = \]  

\[ 1 + \sum_{m \geq 0} \frac{(-1)^m}{(c + m)m!} \frac{(a)_{m+1} (b)_{m+1}}{(m+1)!} z^{m+1} _2F_1(a + m + 1, b + m + 1; m + 2; z) . \]  

(4)

Here we have supplied the remainder function 1 by noting \(\lim_{c \to \infty; a, b,\text{fixed}} 2F_1(a, b; c; z) = 1\).

If we know the Gauß hypergeometric function up to order \(z^N\), then we can evaluate the coefficient of order \(z^{N+1}\) from the right hand side of (4). During the explicit computation, we observe that this recursion relation essentially gives the partial fractional decomposition of \(\frac{1}{(c)_m}\) that appears at order \(z^m\).

Now let us move on to the application to conformal field theories. It is well-known that conformal block for a conformal defect with co-dimension one is described by the Gauß hypergeometric function. To set the stage, we will focus on conformal field theories on a real projective plane, but we will make a comment on the boundary conformal field theories when appropriate.

1In this paper, the Pochhammer symbol is defined by \((a)_n = \frac{\Gamma(a+n)}{\Gamma(a)} = a(a+1) \cdots (a+n-1)\).
Consider a conformal field theory on a $d$ dimensional real projective plane defined by the identification $x \rightarrow -\frac{x}{x^2}$ of the Euclidean space. The two-point function of scalar primary operators $O_1$ with conformal dimension $\Delta_1$ and $O_2$ with conformal dimension $\Delta_2$ can be parameterized by

$$\langle O_1(\vec{x}_1)O_2(\vec{x}_2) \rangle = \frac{(1 + \vec{x}_1^2)^{\Delta_2}}{(1 + \vec{x}_2^2)\Delta_1 + \Delta_2} G(\eta),$$

(5)

where the crosscap cross-ratio is defined by $\eta = \frac{(\vec{x}_1 - \vec{x}_2)^2}{(1 + \vec{x}_1^2)(1 + \vec{x}_2^2)}$. We have introduced the notation $\Delta_{12} = \Delta_1 - \Delta_2$ and $\Delta_{21} = \Delta_2 - \Delta_1$.

By using the operator product expansion of $O_1 \times O_2 = \sum_i c_{12i} O_i$, the two-point function can be decomposed into a sum of conformal blocks

$$G(\eta) = \sum_i c_{12i} A_i \eta^{\Delta_i} \, _2F_1\left(\frac{\Delta_{12} + \Delta_i}{2}, \frac{\Delta_{21} + \Delta_i}{2}; \Delta_i + 1 - \frac{d}{2}; \eta\right),$$

(6)

where $A_i$ is the one-point function of $O_i$ on the projective plane. The conformal block was derived in various ways. The direct way is to evaluate the operator product expansions of $O_1$ and $O_2$ from the explicit formula in [27] and evaluate the resultant one-point functions. An alternative way is to solve the conformal Casimir equation that the two-point functions must satisfy, which gives the hypergeometric differential equation, with the boundary condition that is compatible with the operator product expansions. See e.g. [33] [34] for applications in critical systems.

If we are interested in boundary conformal field theories rather than conformal field theories on real projective space, the conformal block is obtained by “analytic continuation” of $\eta \rightarrow -\frac{\xi}{\delta}$. See e.g. [32].

With the explicit form in terms of the Gauß hypergeometric function, we may use the recursion relation to evaluate the boundary/crosscap conformal block (with the factor $\eta^{\Delta_i}$ removed):

$$h(\Delta_{12}, \Delta, \eta) = \, _2F_1\left(\frac{\Delta_{12} + \Delta}{2}, \frac{\Delta_{21} + \Delta}{2}; \Delta + 1 - \frac{d}{2}; \eta\right).$$

(7)

When we substitute (4), we obtain the “off-shell recursion relation”:

$$h(\Delta_{12}, \Delta, \eta) = 1 + \sum_{m \geq 0} \frac{(-1)^m}{(\Delta + 1 - \frac{d}{2} + m)} \frac{(\Delta_{12} + \Delta)_{m+1}(\Delta_{21} + \Delta)_{m+1}}{m!(m+1)!} \times$$

$$\times \eta^m \, _2F_1\left(\frac{\Delta_{12} + \Delta + 2m + 2}{2}, \frac{\Delta_{21} + \Delta + 2m + 2}{2}; m + 2; z\right).$$

(8)
This “recursion relation” is exact, yet it is “off-shell” in the sense that the residues that appear on the right hand side are not the conformal blocks but are the Gauß hypergeometric function with general arguments.

It would look more like a recursion relation of the Zamolodchikov type if we could replace $\Delta$ with $\Delta^N = \frac{d}{2} - N_A$ and $\Delta^{N_A,s} = \frac{d}{2} + N_A$ (with $m = N_A - 1$) in the residues as

$$h(\Delta_{12}, \Delta, \eta) \sim 1 + \sum_{N_A \geq 1} \frac{(-1)^{N_A-1} \left( \frac{\Delta_{12} + \Delta^N}{2} \right)}{(\Delta - \Delta^N)^{N_A}} \frac{\left( \frac{\Delta_{21} + \Delta^{N_A}}{2} \right)}{(N_A - 1)!(N_A)!} \times \eta^{N_A} h(\Delta_{12}, \Delta^{N_A,s}, \eta)$$

so that $\Delta$ appears only in the denominator. Here, $\sim$ means that they agree only near each pole. In other words, we cannot recursively construct the conformal block from the information of the conformal block of the lower order alone (from this particular method). We could attribute the difference to the remainder function $h(\Delta_{12}, \Delta \to \infty, \eta)$ (rather than 1 used in (4)), but this limit of the Gauß hypergeometric function is non-trivial and gives an exponentially large (i.e. $e^{\Delta \eta}$ for small positive $\eta$) contribution as first studied by Watson [35] more than a century ago, who used the integral representation.

On the other hand, we can use (9) to study the pole structure of the conformal block independently predicted from the representation theory. For general conformal blocks, when the dimension $\Delta$ of the exchanged operator corresponds to a short representation (i.e. it has a specific conformal dimension $\Delta_s$ and the particular descendant with conformal dimension $\Delta^{s}_{s}$ becomes a primary state that is also null), it develops a pole:

$$h(\Delta) \sim \frac{R}{\Delta - \Delta_s} h(\Delta^{s})$$

where the residue is given by the conformal block of the null state. When we know all the poles $\Delta_i$ in the complex plane then the meromorphic function $h(\Delta)$ can be reconstructed, giving rise to a recursion relation.

The location of the poles, or the condition for the null vectors, has been worked out in the literature (see e.g. [9]). In our case, we recall that only the null vectors of type III with spin zero appear in the boundary/crosscap conformal block. More explicitly they are located at $\Delta^{N_A} = \frac{d}{2} - N_A$ and $\Delta^{N_A,s} = \frac{d}{2} + N_A$ so that the null operator is $(P^2)^N O_\Delta$.

The coefficient $R$ in the residue consists of three parts $R = M^L Q M^R$, where $M^R = \langle \alpha | \phi_1 \phi_2 \rangle$, $Q = \langle \alpha | \alpha \rangle$, $M^L = \langle B | \alpha \rangle$, where $| \alpha \rangle$ is the descendant states (that becomes null
when $\Delta \to \Delta_*$. They are explicitly computed \cite{[6]} in boundary conformal field theories from the general methods presented in \cite{[9]}:

$$Q_{\text{III}} = -\frac{1}{(16)^{N_A}(N_A - 1)!N_A!(\frac{d}{2} - N_A - 1)_{2N_A}(\frac{d}{2} + N_A - 1)}$$

$$M_{\text{III}}^R = 4^{N_A}\left(\frac{\Delta_{12} + \Delta_{2,1}}{2}\right)_{N_A}\left(\frac{\Delta_{21} + \Delta_{2,1}}{2}\right)_{N_A}$$

$$M_{\text{III}}^L = (-4)^{N_A}\left(\frac{d - N_A + 1}{2}\right)_{N_A}\left(\frac{d - N_A}{2}\right)_{N_A}$$  \hspace{1cm} (11)

Multiplying these three factors, we can confirm the proposed residues from our “off-shell recursion relation” \cite{[9]}:

$$M_{\text{III}}^L Q_{\text{III}} M_{\text{III}}^R = -(4)^{-N_A}\left(\frac{\Delta_{12} + \Delta_{2,1}}{2}\right)_{N_A}\left(\frac{\Delta_{21} + \Delta_{2,1}}{2}\right)_{N_A}$$  \hspace{1cm} (12)

Note that we should do an analytic continuation of $\eta \to -\frac{\xi}{4}$ to convert our formulas for the real projective plane to the boundary conformal field theories, and this explains an extra factor of $(-4)^{N_A}$.

3 Discussions

As we have alluded in the introduction, not only the simplest boundary/crosscap conformal block but more complicated conformal blocks can be represented by generalized hypergeometric functions. They have their own recursive structure and it would be interesting to investigate them and compare them from the viewpoint of the representation theory of conformal symmetries.

For example, let us take a look at four-point conformal block evaluated on a $z = \bar{z}$ limit \cite{[36]}. It is known that the scalar conformal block of identical scalars is expressed by

$$G_\Delta(z) = \left(\frac{z^2}{1 - z}\right)^{\frac{\Delta}{2}}\left(\frac{\Delta}{2}, \frac{\Delta}{2}, -\frac{d}{2} + 1; \frac{\Delta + 1}{2}, \frac{\Delta - d}{2} + 1, \frac{z^2}{4(z - 1)}\right).$$  \hspace{1cm} (13)

We can see that it develops a pole when the fourth and fifth argument become non-positive integers. The formula \cite{[1]} has an obvious generalization:

$$3F_2(\alpha, \beta, \gamma; \delta, \epsilon; x) = 1 + \sum_{m \geq 0} \frac{(-1)^m}{(\delta + m)m!} \frac{(\alpha)_{m+1}(\beta)_{m+1}(\gamma)_{m+1}}{(\epsilon)_{m+1}(m+1)!} \times x^{m+1} 3F_2(\alpha + m + 1, \beta + m + 1, \gamma + m + 1; m + 2, \epsilon + m + 1; x)$$  \hspace{1cm} (14)
and similar formula applies to the fifth argument. This again gives the “off-shell” recursion relation for the scalar four-point conformal block, which resembles the one proposed in [2][3]. This is “off-shell” in the sense that the right hand side cannot be written as a special case of conformal blocks. Nevertheless, we can use it to verify the pole structures as well as the residues of the conformal block proposed in [2][3]. Here we have two series of poles, one from $\delta = \frac{\Delta + 1}{2} = -m$ and the other from $\epsilon = \Delta - \frac{d}{2} + 1 = -m$. They correspond to type I and type III null vectors [9].

From the holographic viewpoint, the conformal block has a geometric Witten diagram expression [37]. In the case of the four-point functions, they are given by

$$G = \frac{4\Gamma(\Delta)^2}{\Gamma(\frac{\Delta + 1}{2})\Gamma(\frac{\Delta - 1}{2})\Gamma(\frac{\Delta + 3}{2})\Gamma(\frac{\Delta - 3}{2})} \int_{\gamma_{12}} \int_{\gamma_{34}} G_{b\hat{0}}(y(\lambda), x_1)G_{b\hat{0}}(y(\lambda), x_2)G_{b\hat{0}}(y(\lambda'), x_3)G_{b\hat{0}}(y(\lambda'), x_4) \,(15)$$

where the integration is over the geodesic $\gamma_{12}$ and $\gamma_{34}$ connecting two boundary points. Bulk-boundary propagator and bulk-bulk propagator are defined by

$$G_{b\hat{0}}(y, x_i) = \left(\frac{u}{u^2 + |x - x_i|^2}\right)^\Delta, \quad G_{bb}(y, y'; \Delta) = e^{-\Delta\sigma(y, y')} {2F1(\Delta, \frac{d}{2}; \Delta + 1 - \frac{d}{2}; e^{-2\sigma(y, y')})} \quad (16)$$

in terms of the geodesic distance $\sigma(y, y')$.

In this expression, the origin of the pole structure is separated into two pieces. The one from the third argument of the Gauß hypergeometric function in the bulk-bulk propagator, which explains type III null vectors. The other comes from $\Gamma(\Delta)$ in the overall coefficient and one may say that it is not directly related to the AdS dynamics. By itself, it only gives the off-shell recursive structure, so it would be more interesting if we could give a holographic meaning to the recursion relation.

Finding the residue coefficient $R$ in the recursion relation of the Zamolodchikov type for conformal blocks is a non-trivial task. In the case of the Virasoro conformal block, $R$ proposed in [4] was confirmed by using higher equations motion in the boundary Liouville conformal field theory [38] (see also [39] for its proof in the classical regime). It would be interesting to pursue similar directions.
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