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Abstract: Fully connected (FC) layers are used in almost all neural network architectures ranging from multilayer perceptrons to deep neural networks. FC layers allow any kind of symmetric/asymmetric interaction between features without making any assumption about the structure of the data. However, success of convolutional and recursive layers and findings of many studies have proven that the intrinsic structure of a dataset holds a great potential to improve the success of a classification problem. Leveraging clustering to explore and exploit this intrinsic structure in classification problems has been the subject of various studies. In this paper, we propose a new training pipeline for fully connected layers which enables them to make more accurate classification predictions. The proposed method aims to reflect the clustering patterns in the original feature space of the training dataset to the transformed feature space created by the FC layer. In this way, we intend to enhance the representation ability of the extracted features and accordingly increase the classification accuracy. The Fuzzy C-Means algorithm is employed in this study as the clustering tool. To evaluate the performance of the proposed method, 11 experiments were conducted on 9 benchmark UCI datasets. Empirical results show that the proposed method works well in practice and gives higher classification accuracies compared to a regular FC layer in most datasets.
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1. Introduction

Classification and clustering are two widely used methods in machine learning. While classification relies on supervised learning, clustering follows an unsupervised approach. Although these techniques are usually used in fundamentally different problem types, they both follow similar principles in pattern identification. In classification, the separation of classes is expected to follow the patterns in the data. Clustering, on the other hand, aims to discover implicit patterns in a dataset. At this point, it is reasonable to assert that these two methods are expected to share the same goals in a symmetric way [1].

Various studies in the literature have addressed the issue of using clustering to increase the success of classification predictions. Making use of clustering to improve the representation ability of extracted features is a foremost topic in this field. Gupta and Kumar [2] proposed using the Fuzzy C-Means algorithm together with an empirical wavelet transform (EWT) to extract stronger features in the mental task classification problem. They employed the Fuzzy C-Means algorithm to avoid overlapping segments that are created by the EWT. Experiments showed that when combined with the Fuzzy C-Means algorithm, the EWT resulted in better classification performances. Li et al. [3] used the Fuzzy C-Means clustering and principal component analysis in combination with the support vector machine method for multi-label classification in spacecraft electrical fault detection problems. Increased fault diagnosis accuracy and shortened computing time have been reported as the main contributions of their study. Srivastava et al. [4] came up with ExpertNet architecture which
combines an autoencoder with cluster-specific classifiers. In their method, the autoencoder is responsible for creating lower dimensional representations of observations in a way that preserves their clustering structures. On the other hand, observations are clustered based on these representations and forwarded to related classifiers. Experiments showed that their method improves both the classification performance and generalizability. Kalaycı and Asan [5] proposed a new regularization method that benefits from inherent clusters in training datasets to increase classification performance of neural networks. Their work depends on assigning hidden nodes of a neural network to specific clusters via a matrix which holds membership degrees of each observation to each cluster. Alternatingly using this matrix with a random binary matrix, they created a regularization method which performs better than the dropout in their experiments. Simultaneous learning frameworks which basically aim to enhance the objective function of clustering methods by embedding classification error in it, is another area where studies on combining clustering and classification are produced. Cai et al. [6] suggested a framework which uses the Bayesian theory to model cluster posterior probabilities of classes that represent the relations between clusters and classes. With the help of these posterior probabilities, they came up with a single objective function which includes both classification and clustering quality. To optimize the objective function, a particle swarm optimizer is employed in their method. The result of the experiments, a robust framework which is capable of clustering and classifying a dataset simultaneously has been asserted as the output of their study. Additionally, in Cai et al. [7], the authors advanced their framework to employ multiple objective functions for clustering and classification rather than a single one. Qian et al. [8] addressed the problem of high complexity in the objective function that is suggested by [6,7] and proposed a new framework that exploits cluster structure representations instead of cluster posterior probabilities of classes to relate clusters and classes. Thanks to decreased complexity and continuously differentiable forms of the objective function, a block coordinate descent algorithm was employed as the optimizer in their method, resulting in a more efficient framework. In another study by Hebboul et al. [9] an incremental self-organizing map model that was designed for simultaneous clustering and classification was proposed. Their method improves and accelerates the self-organizing map structure by combining it with SVM. Semi-supervised classification is another major field in which clustering has been proven to make significant contributions to classification success. Fang et al. [10] proposed a semi-supervised learning framework that incorporates a convolutional neural network with an approximate rank-order clustering algorithm for hyperspectral image classification (HSI). In their study, pseudo labels are created for the unlabeled data by clustering the features extracted by a lightweight CNN architecture and then the CNN is fine-tuned using both types of labels on a dual-loss cost function. Compared to state-of-the-art deep learning-based and traditional HSI classification methods, higher accuracy results have been stated as the result of these experiments. In another study, Sellars et al. [11] benefited from clustering to improve decision boundaries and construct more generic features in the semi-supervised classification task. In their study, with the help of clustering and graph construction methods, they iteratively use the extracted features using a base CNN model to generate supervised and unsupervised pseudo labels. By feeding these generated pseudo labels back to the training process they improve the accuracy of pseudo labels and subsequently classification accuracy of the base CNN model on several benchmark datasets. Making use of clustering in imbalanced datasets is also one of the areas to embed clustering into classification processes. Huang et al. [12] addressed low classification accuracy and high complexity problems in imbalanced binary classification and came up with an algorithm that combines clustering with SVM. Their method was mainly based on under-sampling from the majority class and an effective outlier elimination by taking into account the characteristics of the clusters formed by the minority class. Reduced feature dimensions and improved precision on the minor class decisions were reported as the main contributions of the proposed method. Prototype-based learning is another concept that makes clustering work in harmony with classification to yield better
accuracy. Chaudhuri et al. [13] proposed a guided clustering-based network to improve classification performance. They remark that the success of classification mainly depends on separability of features. They also assert that for a challenging classification task, distribution of training data in the feature space may still remain inseparable. At this point, the intuition behind their work is that rather than constructing the classification features from scratch and unaided, a simultaneous training process with another well separable but not necessarily labeled guide dataset may increase the classification accuracy by leveraging the cluster-wise dissociating capability of the guide set. Within this process, each class is arbitrarily assigned to a cluster in the guide set. In case there is not such a guide set, the authors proposed to use manually created guide vectors with the same number as the classes in the classification task. Results show that their proposed pipeline outperforms most state-of-the-art methods in classification accuracy. Ma et al. [14] suggested to provide classification models with high-level cluster information which they call semantic priors so that the models have the ability to deduce high-level semantic expressions. In their work, it is proposed to feed the models with both positive and negative semantic priors to assure the smoothness of semantic clustering and the robustness of classification. They also added that their proposed model can be used as a plug-in module for various deep learning applications.

Table 1 summarizes all studies mentioned so far, together with our proposed method in terms of their main contribution areas. It seems reasonable to collect main contributions of these studies under eight items, namely enhancing feature extraction, enhancing pseudo labels in semi-supervised classification, handling data imbalance problems, proposing a new regularization approach, exploiting a combined cost function for classification and clustering, centroid learning through backpropagation, applicability to different NN architectures and classification problems and enhancing clustering algorithms to serve as a classifier. In this paper, we propose a new training method for fully connected layers which enables them to make more accurate classification predictions. The proposed method basically relies on enhancing feature extraction capabilities of fully connected layers by equipping them with clustering abilities along with their classification abilities. To fulfill this purpose, a training process, which incorporates a combined cost function of classification and clustering costs, is suggested. As seen in Table 1, the proposed method differs from other studies in terms of the four different contribution areas it combines.

Table 1. Studies in the literature and the proposed method.

| Enhancing Feature Extraction | Enhancing Pseudo Labels in Semi-Supervised Classification | Handling Data Imbalance Problem | Proposing a New Regularization Approach | Exploiting a Combined Cost Function for Classification and Clustering | Centroid Learning through Backpropagation | Applicability to Different NN Architectures and Classification Problems | Enhancing Clustering Algorithms to Serve as a Classifier |
|-----------------------------|-----------------------------------------------------------|---------------------------------|---------------------------------------|---------------------------------------------------------------|------------------------------------------|----------------------------------------------------------|----------------------------------------------------------|
| Gupta & Kumar (2017)         | ✓                                                         |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Li et al., (2017)            | ✓                                                         |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Cai et al., (2009 & 2010)    |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Qian et al., (2012)          |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Habibud et al., (2015)       |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Fang et al., (2020)          |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Sellas et al., (2020)        |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Huang et al., (2020)         |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Chaudhuri et al., (2020)     |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Srivastava et al., (2022)    | ✓                                                         |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Ma et al., (2022)            |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Kalayci & Almaz (2020)       |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |
| Proposed Method              |                                                           |                                 |                                       |                                                                |                                          |                                                          |                                                          |

The main contributions of this paper can be summarized as follows: (i) it introduces a new training process which makes fully connected layers take advantage of the clustering information generated by the training dataset; (ii) it proposes an enhanced fully connected layer which is capable of classifying and clustering a dataset simultaneously; (iii) it learns cluster centroids through backpropagation; (iv) it provides experimental results indicating better prediction performances of the proposed method in most benchmark datasets compared to regular fully connected layers; and (v) it is applicable in any type of neural network architectures and classification problems in which fully connected layers are employed.
The rest of this paper is structured as follows. In the following section a brief overview of fully connected layers and the Fuzzy C-Means algorithm is given. In Section 3, the intuition of the proposed method, algebraic details of forward propagation and cost function calculations, and guidelines for the extension of the proposed method to the case of multiple fully connected layers are provided. Section 4 presents the results of 11 different experiments conducted on nine benchmark datasets. Finally, conclusions and future directions are given in the last section.

2. Background
2.1. Fully Connected Layers

Fully connected layers are the most general purpose layers in neural networks and they are used in almost all types of architectures. In a fully connected layer, each node is connected to each node in the previous and next layer [15]. The main task of a fully connected layer is to transform the feature space in order to make the problem more malleable [16]. During this transformation process, the number of dimensions may increase, decrease or stay fixed. In each case, the new dimensions are linear combinations of dimensions in the previous layer. Then, with the help of an activation function, the new dimensions are given non-linearity. In Figure 1, a fully connected layer, which transforms a five-dimensional feature space into a three-dimensional space, is seen.

![Figure 1. A regular fully connected layer.](image)

FC layers make any kind of interactions between the input variables possible. Thanks to this structure agnostic approach, with sufficient depth and width, fully connected layers have the theoretical ability to learn any function [15]. However, practical experience has revealed that this theoretical potential is often not realized. Researchers have addressed this problem by developing more specialized layers like convolutional and recurrent layers. These layers basically take advantage of the inductive bias based on spatial or sequential structures of specific data types such as text, image, video etc. In this study, we came up with a proposal to add a kind of inductive bias to fully connected layers by feeding the inherent cluster information of the input samples.

2.2. Fuzzy Clustering

Fuzzy clustering is a clustering approach which separates a dataset into fuzzy partitions. In contrast to hard clustering, fuzzy clustering allows the elements of a dataset to share some fraction of membership among multiple clusters. This “fraction of membership” is called “membership degree” and in different fuzzy clustering algorithms it is represented as a Type-I, Type-II or Intuitionistic fuzzy set [17]. Throughout the years, various fuzzy clustering algorithms were developed to tackle problems such as outlier handling, sparsity, high dimensionality and nonlinear cluster separation. Type-I Fuzzy C-Means, Type-II Fuzzy C-Means, Possibilistic C-Means and Noise Clustering may be given as examples to prominent techniques in this field. For more information on the technical details of these
algorithms and their strengths and weaknesses under diverse circumstances the reader may refer to [17–22]. In this study, for the clustering process of the proposed method, we used the Type-I Fuzzy C-Means algorithm (for a detailed introduction refer to [23]), which is one of the most widely used fuzzy clustering techniques. The algorithm aims to minimize the objective function in Equation (1).

\[ J_p = \sum_{i=1}^{m} \sum_{j=1}^{c} \mu_{ij}^p ||x_i - w_j||^2 \]  

where \( p \) is a real number bigger than one, \( m \) is the number of observations, \( c \) is the number of clusters, \( \mu_{ij} \) is membership degree of observation \( i \) to cluster \( j \), \( x_i \) is the \( i \)th observation in \( n \) dimensional sample data, \( w_j \) is the centroid of \( j \)th cluster and \( ||*|| \) is the Euclidian norm.

The centroid of cluster \( j \) (\( w_j \)) is computed as in Equation (2) and the membership degree of observation \( i \) to cluster \( j \) (\( \mu_{ij} \)) is computed based on Equation (3).

\[ w_j = \frac{\sum_{i=1}^{m} \mu_{ij}^p x_i}{\sum_{i=1}^{m} \mu_{ij}^p} \]  

\[ \mu_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{||x_i - w_j||}{||x_i - w_k||} \right)^{\frac{p-1}{2}}} \]  

Reasons for preferring this algorithm are its efficiency, robustness, and ability to deal with overlapping data [17,19,24]. Moreover, results of a recent experimental study [5], where a fuzzy cluster-aware regularization method for feedforward neural networks is presented, have shown that the Fuzzy C-Means algorithm outperforms the k-means version. Indeed, the selection of the clustering algorithm is a kind of parametric choice and therefore a potential topic for further research.

3. Proposed Method

3.1. Motivation

Fully connected layers are designed to extract features to fulfill a classification task without having any prior information about the structure of the data. In fact, this lack of prior information constitutes the main difference of fully connected layers from other deep learning layers such as convolutional and recursive layers which are designed to exploit the intrinsic structure of training data. In addition to the differences made by these specialized layers, many studies have shown that this intrinsic data structure has an important potential to improve classification performance [5,25–27]. Having prior knowledge about the formed clusters in a dataset gives an opportunity to gain a good grasp of its nature [6]. Also, preserving the cluster structure of a dataset while creating its representations in a feature space has a proven importance for the performance of a classifier [4,14]. This potential led us to search for a way to add an inductive bias, that represents the clustering structure of the training dataset, to fully connected layers.

Each fully connected layer applies a transformation to the feature space in which the problem is represented [16]. Intuitively, in order that the observations preserve their clustering patterns in the new feature space, prior information about the original clustering structure should be fed to the layer. At this point, our assumption is that if a fully connected layer is fed by such prior information, the representation ability of the features constructed by this layer will increase in a way that improves classification performance. With this purpose, we propose a new training pipeline for fully connected layers in which the extracted features are expected to have the ability to cluster the dataset in the same way as in the original feature space. Next, we will discuss the algorithmic details of our proposed method.
3.2. Algorithmic Details of the Proposed Method

The proposed method consists of two main stages which are pre-training and training. In the pre-training stage, we cluster the dataset using the Fuzzy C-Means algorithm and come up with a matrix that contains the fuzzy membership degrees of each observation to each cluster. Here, the number of fuzzy clusters to choose is a hyperparameter of our method. The resulting fuzzy membership degrees matrix becomes an input to the second main stage of the proposed method. In the training stage, we aim to train a fully connected layer in a way to minimize a combined cost function that includes both classification and clustering costs aggregated in a weighted manner. The weighting between clustering and classification costs is another hyperparameter of our method. As the first step in the training process, a centroid matrix of size $n_h \times c$, where $n_h$ denotes the number of hidden nodes in the fully connected layer and $c$ denotes the number of fuzzy clusters, is randomly initialized. This matrix holds the cluster centroids in the transformed feature space created by the fully connected layer. These centroids are trainable and they are learned through the backpropagation process. The second step of the training process is to calculate the Euclidian distance between the activation values of the fully connected layer and the cluster centroids for each observation (see Equation (4)). Subsequently, these distances are transformed into predicted fuzzy membership degrees using the standard formula employed by the Fuzzy C-Means algorithm (see Equation (5)). Then, for each observation, the mean squared error (MSE) between these predicted fuzzy membership degrees and the target fuzzy membership degrees computed in the pre-training stage is calculated (see Equation (6)). Afterwards, the clustering cost is obtained as the binary cross entropy loss between the MSE values and a zero vector (see Equation (8)). Here the point is that these MSE values are all expected to be zero so as to get the same clustering structure of observations in the new feature space. Thus, the cross-entropy results against a zero vector are employed as the clustering cost of the fully connected layer. The reason why we use the cross-entropy result rather than the MSE result itself as the clustering cost, is to prevent any possible scale related bias that may happen when averaged with the classification cost. On the other hand, the classification cost is computed in exactly the same manner as the traditional training process of a fully connected layer. As the final step, the total cost on which the backpropagation will be executed is obtained as the weighted average of the classification and clustering costs (see Equation (9)). All these steps of the training stage of the proposed method are visualized in Figure 2 for a single fully connected layer. Also, related computational details are given in Algorithm 1 “Proposed Algorithm for a Single Fully Connected Layer” part below.

3.3. Extension to Multiple Fully Connected Layers

Extension of the proposed method to multiple fully connected layers is fairly natural and easy. The only difference compared to the single fully connected layer structure is the computation of clustering cost, which in this case should be the weighted average of “v” layer clustering costs where “v” denotes the number of fully connected layers. The computation of clustering costs for each layer are executed independent of each other and in exactly the same manner as in the single layer case. This new structure adds “v-1” new hyperparameters to the proposed method, each representing the weight of the clustering cost incurred by the layer it belongs to. Figure 3 describes the multiple layer structure for two fully connected layers. In this figure, the weights of different layers’ clustering costs are denoted by $\alpha_v$, where $\sum_{i=1}^{v} \alpha_i = 1$. 
Figure 2. Forward propagation steps of the proposed method for single fully connected layer.

Figure 3. Forward propagation steps of the proposed method for multiple fully connected layers.
Algorithm 1 Proposed Algorithm for a Single Fully Connected Layer

**Pre-Training Stage:**

**Input(s):** Training dataset $X$, a matrix of size $n_x \times m$, where $n_x$ is the number of features and $m$ is the number of observations.

Perform Fuzzy C-Means clustering on the training dataset. Number of clusters to be used is a hyperparameter of the proposed algorithm.

**Output(s):** A matrix $F$ of size $m \times c$, where $c$ is the number of fuzzy clusters. This matrix contains the fuzzy membership degrees of observation to each cluster.

**Training Stage:**

**Input(s):** $F$ matrix and training dataset $X$.

**Centroid Initialization Step:** Randomly initialize the predicted centroids matrix $PC$ of size $n_y \times c$ where $n_y$ is the number of hidden nodes in the fully connected layer. This matrix contains the coordinates of fuzzy centroids in $n_y$ dimensional space. Make the variables in this matrix trainable, since the centroids in the transformed feature space will be learned during the backpropagation process.

**Distance Calculation Step:** Compute the Euclidian distance of fully connected layer activation values of each observation ($a_i$) to each cluster centroids computed in the previous step, where $a_i$ is a vector of size $n_y$ which holds the activation values of the $i$th observation in the batch (see Equation (4)). This calculation ends up with a matrix $D$ of size $batch\_size \times c$, where $batch\_size$ is the number of observations in the current batch. Each item in matrix $D$ (i.e., $d_{ij}$ where $i \in [1 \ldots batch\_size]$ and $j \in [1 \ldots c]$) holds the Euclidian distance of each observation to each cluster centroids in the transformed feature space:

$$d_{ij} = ||a_i - pc_{ij}||^2$$  \hspace{1cm} (4)

**Clustering Output Step:** Compute predicted membership degrees of each observation to each fuzzy cluster by using the membership degree formulation of the Fuzzy C-Means algorithm. $u_{ij}$ is the predicted membership degree of observation $i$ to cluster $j$. This step results in a matrix $U$ of size $batch\_size \times c$. Equation (5) transforms the Euclidian distances calculated in distance calculation step into membership degrees. In this equation, $p$ stands for the fuzziness index and it is taken as 2 in this study.

$$u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( ||a_i - pc_{ik}||^p \right)^{1/p}}$$  \hspace{1cm} (5)

**MSE Calculation Step:** Compute the mean squared error between predicted membership degrees and original membership degrees that are computed in the pre-training steps. This calculation results in a vector $e$ of size $batch\_size$. Note that since both predicted membership degrees and original membership degrees are between 0–1, the resulting MSE values also end up between 0–1. In Equation (6), $f_{ij}$ corresponds to the element of matrix $F$ which holds the membership degree of the $i$th observation in the current batch to the $j$th fuzzy cluster. The MSE values in vector $e$ define how compatible is the clustering done by the fully connected layer with the clustering conducted in the pre-training phase.

$$e_i = \frac{1}{c} \sum_{j=1}^{c} (u_{ij} - f_{ij})^2$$  \hspace{1cm} (6)

**Clustering Cost Step:** Compute binary cross entropy loss between MSE values that are computed in the previous step and a zero vector ($y$) of the same shape. For the reason of preferring a cross entropy loss rather than directly using the MSE loss as the clustering cost, please refer to "Algorithmic Details of the Proposed Method" part of this study. Cross entropy calculation is given in Equation (7). Since all elements of $y$ are zero, Equation (7) simplifies to Equation (8). This calculation finalizes the clustering cost that will contribute to the total cost.

$$\text{Clustering Cost} = \frac{1}{batch\_size} \sum_{i=1}^{batch\_size} y_i \log(e_i) + (1 - y_i) \log(1 - e_i)$$  \hspace{1cm} (7)

$$\text{Clustering Cost} = \frac{1}{batch\_size} \sum_{i=1}^{batch\_size} \log(1 - e_i)$$  \hspace{1cm} (8)

**Classification Cost Step:** Compute the classification cost in the same way as the traditional training process of a fully connected layer.

**Total Cost Step:** Take weighted average of classification and clustering costs to compute the total cost of which backpropagation will take the derivatives (see Equation (9)). The weights $\beta_1$ and $\beta_2$ are hyperparameters for the proposed algorithm where $\beta_1 \in [0,1]$ and $\beta_2 \in [0,1]$. Note that since $\beta_1$ and $\beta_2$ aim to allow for taking the weighted average of two costs, their sum should be equal to 1.

$$\text{Total Cost} = \beta_1 \times \text{Classification Cost} + \beta_2 \times \text{Clustering Cost}$$  \hspace{1cm} (9)

**Output(s):** Total cost.
4. Experiments

In this section, the performance of the proposed method is evaluated over 9 different UCI datasets [28]. These datasets were chosen as a way to allow for a diversity in experiments in terms of number of observations, dimensions and classes. References [6,8,29,30] are related example studies which also preferred the same datasets in their experiments. Descriptions of the datasets are given in Table 2. Since the “frogs” dataset contains three different levels of class definitions which are family, genus and species, experiments were run separately for each of the class levels. Thus, 11 different experiments were run on 9 different datasets to validate the performance of the proposed method. The proposed method and other parts of the experimental setup were coded in TensorFlow 2 [31]. All datasets were divided into training and test sets with a ratio of 4:1. In all experiments, the classification accuracy of a regular single fully connected layer is compared against the classification accuracy of a single fully connected layer which is trained by the proposed method. For each dataset, 50 trainings each with a different random weight initialization were executed for both the proposed method and a regular fully connected layer. In order to allow for a valid comparison, the same random initialization seeds were employed for both methods at each repetition. So as to determine whether a statistically significant accuracy improvement is achieved compared to the regular fully connected layer, a Wilcoxon signed-rank test was conducted between 50 test set accuracy values of both methods.

Table 2. Descriptions of UCI datasets used in the experiments.

| Dataset             | # of Observations | # of Dimensions | # of Classes |
|---------------------|-------------------|-----------------|--------------|
| ionosphere          | 351               | 34              | 2            |
| sonar               | 208               | 60              | 2            |
| new thyroid         | 215               | 5               | 3            |
| vehicle silhouettes | 846               | 18              | 4            |
| ecoli               | 336               | 7               | 8            |
| default credit card | 30,000            | 33              | 2            |
| frogs_family        | 7195              | 22              | 4            |
| frogs_genus         | 7195              | 22              | 8            |
| frogs_species       | 7195              | 22              | 10           |
| wdbc                | 569               | 30              | 2            |
| image segmentation  | 2310              | 19              | 7            |

*In case of categorical variables, total number of dimensions after one-hot encoding are given.

In each experiment, the number of fuzzy clusters in the pre-training steps of the proposed method were taken as equal to the number of classes in the dataset. Due to the known deficiencies of the Fuzzy C-Means algorithm in high dimensional spaces [32], for “sonar” and “default credit card” datasets fuzzy clustering was executed using the principal component scores instead of the original features. First 9 and 6 principal components were used for “sonar” and “default credit card” datasets, respectively. Considering the weights of clustering and classification costs in the total cost, it is essential to note that since the main task of the fully connected layer is classification, a higher weight of classification cost compared to clustering cost is intuitive. Accordingly, these weights were chosen as in Table 3.

It should also be pointed out that since the weights of classification and clustering costs in the total cost were taken as hyperparameters in this study, they are subject to be selected following the regular hyperparameter optimization techniques. However, approaching these values as “variables” rather than “hyperparameters” and allowing them to be learned through the backpropagation process is another option which deserves to be a further research topic. The remaining hyperparameters were selected in a way that assured a smooth decrease and stabilization in the training cost for both the proposed method and regular fully connected layer. All hyperparameter values for each experiment are presented in Table 3. In the next section, results of the experiments are presented, also an explanatory analysis on a multiple consecutive fully connected layer case is given.
Table 3. Hyperparameter values used in 11 different experiments.

| Dataset            | Learning Rate | Batch Size | Epochs | FC Layer Hidden Unit Count | Fuzzy Cluster Number | Total Cost Weights | Repetition Count |
|--------------------|---------------|------------|--------|----------------------------|----------------------|--------------------|------------------|
| ionosphere         | 0.001         | 64         | 100    | 10                         | 2                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| sonar *            | 0.001         | 64         | 100    | 10                         | 2                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| new thyroid        | 0.01          | 64         | 100    | 10                         | 3                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| vehicle silhouettes| 0.001         | 64         | 150    | 10                         | 4                    | “classification”: 0.7,”clustering”: 0.3 | 50               |
| ecoli              | 0.001         | 64         | 250    | 20                         | 8                    | “classification”: 0.8,”clustering”: 0.2 | 50               |
| default credit card*| 0.001         | 64         | 5      | 10                         | 2                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| frogs_family       | 0.001         | 64         | 20     | 20                         | 4                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| frogs_genus        | 0.001         | 64         | 20     | 20                         | 8                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| frogs_species      | 0.001         | 64         | 20     | 20                         | 10                   | “classification”: 0.9,”clustering”: 0.1 | 50               |
| wdbc               | 0.001         | 64         | 50     | 10                         | 2                    | “classification”: 0.9,”clustering”: 0.1 | 50               |
| image segmentation | 0.01          | 64         | 100    | 20                         | 7                    | “classification”: 0.7,”clustering”: 0.3 | 50               |

* In pre-training steps, Fuzzy C-Means conducted using first 9 and 6 principal component scores for “sonar” and “default credit card” datasets respectively.

Results and Analysis

Comparison of the test set classification accuracy of a single fully connected layer, which is trained by the proposed method and a regular single fully connected layer, are summarized in Table 4. In each experiment, a statistically significant difference was sought between the mean accuracy values to reach the conclusion that one of the two methods outperforms the other. According to the results of the Wilcoxon signed-rank test with 0.05 significance level (see the last column in Table 4), in ten of the 11 experiments the proposed method achieves statistically significant higher accuracies in test sets. In the remaining experiment, which employ the “new thyroid” dataset, no statistically significant difference is observed between the two methods. Another measure that is worth reporting next to the \( p \)-value is the effect size that provides an estimation of the magnitude and thereby the importance of the results obtained. Except the dataset new thyroid, the results demonstrate an effect size estimate ranging between medium and high magnitude of a difference in accuracy (for more details on the benchmark values please refer to the recent studies by Gignac & Szodorai [33] and Funder and Ozer [34]). In the fourth column of Table 4, the number of repetitions in which the proposed method resulted in an accuracy value that is greater than or equal to the regular fully connected layer is presented for each dataset. Similarly, in the fifth column of the same table, the number of repetitions in which the regular fully connected layer resulted in an accuracy value that is greater than or equal to the proposed method is presented. These numbers reveal that the proposed method beats the regular fully connected layer in most of the repetitions consistently for each dataset. It is worth mentioning in particular, that for the “ecoli” dataset, the proposed method got beaten in none of the 50 repetitions. The results show that even for very low significance levels, the proposed method is superior compared to a regular fully connected layer in all datasets except “new thyroid”.

Figure 4 presents the box-plot diagrams for the test set accuracies of 50 repetitions in each experiment. The first thing to notice in these plots is that the proposed method does not perform worse than a regular fully connected layer in any of the experiments (in terms of the interquartile range of the result set). Additionally, in the datasets ionosphere, sonar, vehicle silhouettes, ecoli, default credit card, frogs_genus, frogs_species, wdbc and image segmentation, the results of the proposed method are distributed within a range resulting in smaller or at least equal standard deviations compared to the results of the regular fully connected layer. Also, a high correlation between the results of the two methods justifies our choice of Wilcoxon signed-rank test as the comparison tool.
Table 4. Comparison of average test accuracy values for 50 repetitions.

| Dataset              | Proposed Method * | Regular Fully Connected Layer * | # of Proposed Method ≥ Regular FCL | # of Proposed Method ≤ Regular FCL | Wilcoxon Signed-Rank Test p-Value ** |
|----------------------|-------------------|---------------------------------|-----------------------------------|-----------------------------------|-------------------------------------|
| ionosphere           | 86.54 (8.9)       | 84.54 (10.1)                    | 42                                | 24                                | 0.006 (0.272)                       |
| sonar                | 78.29 (8.1)       | 76.90 (8.7)                     | 40                                | 24                                | 0.024 (0.226)                       |
| new thyroid          | 88.74 (6.8)       | 88.62 (7.0)                     | 44                                | 41                                | 0.863 (0.017)                       |
| vehicle silhouettes  | 77.55 (4.0)       | 76.35 (4.6)                     | 40                                | 24                                | 0.004 (0.284)                       |
| ecoli                | 79.53 (10.8)      | 79.03 (10.8)                    | 50                                | 37                                | 0.001 (0.330)                       |
| default credit card  | 80.58 (1.4)       | 80.44 (1.4)                     | 37                                | 20                                | 0.002 (0.304)                       |
| frogs_family         | 95.62 (4.2)       | 95.26 (4.1)                     | 47                                | 12                                | 0.000 (0.531)                       |
| frogs_genus          | 93.63 (3.9)       | 93.15 (4.0)                     | 48                                | 8                                 | 0.000 (0.544)                       |
| frogs_species        | 91.61 (5.9)       | 91.01 (6.5)                     | 47                                | 8                                 | 0.000 (0.501)                       |
| wdbc                 | 96.56 (5.0)       | 96.30 (5.0)                     | 47                                | 35                                | 0.004 (0.288)                       |
| image segmentation   | 77.95 (11.0)      | 77.76 (11.0)                    | 38                                | 14                                | 0.005 (0.284)                       |
| **Average**          | **86.05**         | **85.4**                        |                                   |                                   |                                     |

* Values in brackets indicate the standard deviations of accuracy values; ** Values in brackets indicate the effect size.

Figure 4. Box plot diagrams of test set accuracies for each experiment.
Moreover, in order to observe the change in the clustering cost of each consecutive fully connected layer in multiple layer cases, we conducted another analysis using the “ionosphere” dataset. In this setup, unlike previous experiments, we used six consecutive fully connected layers, each consisting of ten hidden units, to perform the classification task. The number of fuzzy clusters were selected as two for each layer and the clustering cost of each layer was given equal weight in the total clustering cost. Weights of classification and clustering costs in the total cost were determined with a ratio of 9:1. Figure 5 shows an example course of each layer’s clustering cost during a 100-epoch training process.

![Figure 5](image)

**Figure 5.** Fully connected layer clustering costs on training set.

According to Figure 5, as we move away from the original feature space, in other words as we move towards the last layers, the resulting clustering cost tends to increase. Intuitively, as we move towards the last layers it becomes difficult for the obtained features to catch the clustering pattern created by the original features. Exploring the behaviors and importance of each layer’s clustering capabilities in a multilayer architecture requires detailed analysis and it is the subject of future research however, based on Figure 5 we think it is fair to assert that last layers’ effects on the total network cost will be higher compared to previous ones. In the final section, concluding remarks, potential further research topics are summarized and possible improvement points of the proposed method are presented.

### 5. Conclusions and Suggestions for Future Research

In this paper, a new training method for fully connected layers has been presented. The key idea of the proposed algorithm is to enable the features extracted by the fully connected layer to cluster the dataset in accordance with the clustering structure in the original feature space. By using this algorithm, the representation ability of the extracted features is expected to increase in a way that improves classification performance. Achievements of other deep learning layers, like convolutional and recursive layers which basically contain an inductive bias that represents the intrinsic structure of specific data types, has been an inspiration point for this study. The proposed method mainly aims to add a kind of an inductive bias to fully connected layers by feeding the endogenous clustering information of the training samples. With this purpose, a new training pipeline consisting of pre-training and training stages was proposed for fully connected layers. This pipeline employs a combined cost function which is the weighted average of a regular classification cost and a clustering cost that incurs from the clustering abilities of the extracted features.
A total of 11 different experiments on nine UCI datasets were conducted to evaluate the classification accuracy of the proposed method against a regular fully connected layer. The results showed that, in all experiments except one, the proposed method results in statistically significant higher accuracy values compared to a regular fully connected layer. Moreover, in the case of multiple consecutive fully connected layers, it was observed that the last layers tend to have a bigger effect on the total network cost compared to prior layers.

The key contributions of this paper can be listed as follows: (i) it proposes a new training process which makes fully connected layers benefit from the clustering structure of the training dataset; (ii) it puts forward an enhanced fully connected layer which has the ability to classify and cluster a dataset simultaneously; (iii) it incorporates the learning process of cluster centroids into backpropagation; (iv) it conducts experiments that indicate superior prediction performances of the proposed method in various benchmark datasets compared to regular fully connected layers, and (v) it is ready to be employed, without any revision, in any classification architecture that uses fully connected layers.

There are a couple of aspects that can be further addressed as future research on this study. Firstly, hyperparameter optimization for the proposed method seems to have a high potential to improve current prediction performances. Also, selection of the clustering algorithm in the pre-training stage with respect to the structure of the dataset is another topic that can be further studied. Furthermore, it is fair to assert that in a classification problem, the task is more difficult around the boundary regions separating the classes. Considering this fact, revising the proposed method to focus only on cluster structures in these boundary regions may be another way to achieve bigger improvements in classification performances. Lastly, applying a similar methodology to improve prediction performances of recursive and convolutional layers that form the basis of many deep learning architectures may be another further research topic.
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