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Abstract

We are interested in representation learning in self-supervised, supervised, or semi-supervised settings. The prior work on applying mean-shift idea for self-supervised learning, MSF, generalizes the BYOL idea by pulling a query image to not only be closer to its other augmentation, but also to the nearest neighbors (NNs) of its other augmentation. We believe the learning can benefit from choosing far away neighbors that are still semantically related to the query. Hence, we propose to generalize MSF algorithm by constraining the search space for nearest neighbors. We show that our method outperforms MSF in SSL setting when the constraint utilizes a different augmentation of an image, and outperforms PAWS in semi-supervised setting with less training resources when the constraint ensures the NNs have the same pseudo-label as the query. Our code is available here: https://github.com/UCDvision/CMSF.

1. Introduction

Recently, we have seen great progress in self-supervised learning (SSL) methods that learn rich representations from unlabeled data. Such methods are important since they do not rely on manual annotation of data, which can be costly, biased, or ambiguous. Hence, SSL representations may perform better than supervised ones in transferring to downstream visual recognition tasks.

Most recent SSL methods, e.g., MoCo [33] and BYOL [32], encourage a query image to be closer to its own augmentation compared to some other random images. Follow-up works have focused on improving the positive pairs through generating better augmentations [46, 58, 69] and the negative set by increasing the set size [33] or mining effective samples [38, 40, 75], but have largely ignored possibility of utilizing additional positive images. More

\*Equal contribution
Our method (CMSF): We augment an image twice and pass them through online and target encoders followed by $\ell_2$ normalization to get $u$ and $v$. Mean-shift [42] encourages $v$ to be close to both $u$ and its nearest neighbors (NN). Here, we constrain the NN pool based on additional knowledge in the form of supervised labels, classifier or previous augmentation based pseudo-labels. These constraints ensure that the query is pulled towards semantically related NNs that are farther away from the target feature.

recently, [7, 25, 42] expand the positive set using nearest neighbors. Inspired by classic mean-shift algorithm, MSF [42], generalizes BYOL to group similar images together. MSF pulls a query image to be close to not only its augmentation, but also the top-$k$ nearest neighbors (NNs) of its augmentation.

We argue that the top-$k$ neighbors are close to the query image by construction, and thus may not provide a strong supervision signal. On the other hand, far away (non-top) NNs may not be semantically similar to the target image. Hence, we constrain the NN search space to include mostly far away points with high purity. The purity is defined as the percentage of the NNs belonging to the same semantic category as the query image. We use different constraint selection techniques to analyze our method in supervised, self- and semi-supervised settings.

We generalize MSF [42] method by simply limiting the NN search to a smaller subset that we believe is semantically related to query. We define this constraint to be the NNs of another query augmentation in SSL setting and images sharing the same label or pseudo-label in supervised and semi-supervised settings.

While we aim to obtain distant samples of the same category, note that we group only a few neighbors ($k$ in our method) from the constrained subset instead of grouping the whole subset together. This is in contrast to cross-entropy supervised learning, where we force all images of a category to form a cluster or be on the same side of a hyper-plane. Our method can benefit from this relaxation by preserving the latent structure of the categories and also being robust to noisy labels.

Our experiments show that the method outperforms the various baselines in all three settings with same or less amount of computation in training. It outperforms MSF [42] in SSL, cross-entropy in supervised (with clean or noisy labels), and PAWS [6] in semi-supervised settings.

2. Method

Similar to MSF [42], given a query image, we are interested in pulling its embedding closer to the mean of the embeddings of its nearest neighbors (NNs). However, since top NNs are close to the target itself, they may not provide a strong supervision signal. On the other hand, far away (non-top) NNs may not be semantically similar to the target image. Hence, we constrain the NN search space to include mostly far away points with high purity. The purity is defined as the percentage of the NNs being from the same semantic category as the query image. We use different constraint selection techniques to analyze our method in supervised, self- and semi-supervised settings.

Following MSF and BYOL, we assume two embedding networks: a target encoder $f(\cdot)$ with parameters $\theta_f$ and an online encoder $g(\cdot)$ with parameters $\theta_g$. The online encoder is directly updated using backpropagation while the target encoder is updated as a slowly moving average of the online encoder: $\theta_f \leftarrow m\theta_f + (1 - m)\theta_g$ where $m$ is close to 1. This is the momentum idea introduced in [33]. We add a predictor head $h(\cdot)$ [32] to the end of the online encoder so that pulling the embeddings together encourages one embedding to be predictable by the other one and not necessarily encouraging the two embeddings to be equal. In the experiments, we use a two-layer MLP for $h(\cdot)$.

Given a query image $x$, we augment it twice with $T_1(\cdot)$ and $T_2(\cdot)$, feed them to the encoders, and normalize them.
with their \( \ell_2 \) norm to get \( u = \frac{f(T_1(x))}{||f(T_1(x))||_2} \) and \( v = \frac{h(y(T_2(x)))}{||h(y(T_2(x)))||_2} \). We add \( u \) to the memory bank \( M \) and remove the oldest entries to maintain a limited size for \( M \). We define \( C \) as a smaller subset of \( M \) using the constraint that depends on the setting and will be discussed below. Then, we find top-\( k \) neighbors of \( u \) in \( C \) including \( u \) itself and call it \( S = \{ z_i \}_{i=1}^{k} \). Finally, we update \( q(\cdot) \) by minimizing the following loss and update \( f(\cdot) \) with the momentum update. Note that self-supervised mean-shift algorithm in [42] is a specific case of our algorithm in which there is no constraint to limit the nearest neighbor search, i.e., \( C = M \).

\[
L = \frac{1}{k} \sum_{i=1}^{k} v^T z_i
\]

In top-all variation of our method, \( k \) is equal to the total size of \( C \). Note that since \( u \) itself is included in the nearest neighbor search, by limiting the size of the constrained set \( C \) to one (top-1), the method will be identical to BYOL [32] and by setting \( C = M \), it will be identical to self-supervised mean-shift [42]. Hence, our method covers a larger spectrum by defining the constrained set.

### 2.1. Self-supervised Setting

In the initial stages of learning two diverse augmentations of an image are not very close to each other in the embedding space. Thus, one way of choosing far away NNs for the target \( u \) with high purity is to limit the neighbor search space based on the NNs of a different augmentation \( u' \) of the target.

**CMSF-KM:** Here, we perform clustering at the end of each epoch (using the cached embeddings of that epoch) and define \( C \) to be a subset of \( M \) that shares the same cluster assignment as the target. Similar to MSF, we then use top-\( k \) NNs of target \( u \) from constrained set \( C \) for loss calculation to maintain high purity. Since augmentations are chosen randomly and independently at each epoch, cluster assignment and distance minimization happen with different augmentations. Even though members of a cluster are close to each other in the previous epoch, the set \( C \) may not be close to the current target. This improves learning by averaging distant samples with a good purity.

**CMSF-2Q:** We propose this method (refer Fig. 4) to show the importance of using a different augmentation to constrain the NN search space. In addition to \( M \), we maintain a second memory bank \( M' \) that is exactly the same as \( M \) but containing a different (3rd) augmentation of the query image. We assume \( w_i \in M' \) and \( u_i \in M \) are two embeddings corresponding to the same image \( x_i \). Then, for image \( x_i \), we find NNs of \( w_i \) and \( u_i \) in \( M' \) and use their indices to construct the search space \( C \) from \( M \). Note that the elements in \( C \) are not necessarily close to each other since they are chosen to be close to each other under a different augmentation \( M' \). As a result, \( C \) will maintain good purity.
while being diverse (refer Table 1-Right and Fig. 5).

Since it is expensive to embed a third augmentation of each image, we embed only two augmentations as in MSF and cache the embeddings from the previous epoch, keeping the most recent embedding for each image. Since cache size is equal to dataset size, we store it in CPU memory and maintain the auxiliary memory bank \( M' \) by loading the corresponding part of it to the GPU memory for each minibatch. As the target model evolves slowly, the NN search within the cached features (from the previous epoch) will still be valid. Table 1-Right shows that in the intermediate stages of learning, the top elements of \( C' \) are spread apart in \( M \), and get closer to the top elements of \( M \) as the learning progresses.

2.2. Supervised Setting

While the supervised setting is not our primary novelty or motivation, we study it to provide more insights into our constrained mean-shift framework. Since we do have access to the labels of each image, we can simply construct \( C \) as the subset of \( M \) that shares the same label as the target. This guarantees 100% purity for the NNs.

Note that most supervised methods, including cross-entropy loss, try to group all examples of a category together on the same side of a hyper-plane while remaining categories are on the other side. However, our method pulls the target to be close to only those examples of the same category that are already close to the target. This results in a supervised algorithm that may keep the latent structure of each category which may be useful for downstream tasks, e.g., fine-grained classification.

Moreover, as shown in the experiments (Fig. 6), our method is more robust to label noise since most mis-labeled images will be far from the target embedding, and thus ignored in learning. This motivates applying our method to semi-supervised setting where the limited supervision provides noisy labels.

2.3. Semi-supervised Setting

In this setting, we assume access to a small labeled and a large unlabeled dataset. We train a simple classifier using the current embeddings of the labeled data and use the classifier to pseudo-label the unlabeled data. Then, similar to the supervised setting, we construct \( C \) to be the elements of \( M \) that share the pseudo-label with the target. Again, this method increases the diversity of \( C \) while maintaining high purity. To keep the purity high, we enforce the constraint only when the pseudo-label is very confident (the probability is above a threshold.) For the samples with non-confident pseudo-label, we relax the constraint resulting in regular MSF loss (i.e., \( C = M \)).

Moreover to reduce the computational overhead of pseudo-labeling, we cache the embeddings throughout the epoch and train a 2-layer MLP classifier using the frozen features in the middle and end of each epoch. Note that training the linear classifier for pseudo-labeling is still contrastive.

3. Experiments

We use PyTorch for all our experiments. Implementation details: Unless specified, we use the same hyper-parameter values in self-, semi- and fully supervised settings. All models are trained on ImageNet-1k (IN-1k) for 200 epochs with ResNet-50 [34] backbone and SGD optimizer (lr=0.05, batch size=256, momentum=0.9, and weight decay=1e-4) with cosine scheduling of learning rate. The value of momentum for the moving average key encoder in 0.99 for CMSF. The MLP architecture for CMSF is as follows: (linear (2048x4096), batch norm, ReLU, linear (4096x512)). The default memory bank size is 128k. Top-\( k \) is set to 10 in the semi- and supervised settings and 5 in the self-supervised setting. To train our self-supervised models, we add CMSF loss to MSF loss. Additional details are provided in the appendix. Our main CMSF experiment with 200 epochs takes nearly 6 days on four NVIDIA-2080Ti GPUs.

Evaluation: In SSL and supervised settings, we evaluate the pre-trained models using linear evaluation (Linear IN-1k) in both ImageNet classification and transfer settings. The model backbone parameters are fixed and a single linear layer is trained atop them following the setting in CompRess [2]. Additionally, we report \( k \)-nearest neighbor (\( k = 1, 20 \)) for the SSL setting as in [2]. The transfer performance is evaluated on the following datasets: Food101 [12], SUN397 [81], CIFAR10 [44], CIFAR100 [44], Cars196 [43], Aircraft [50], Flowers (Flwrs102) [53], Pets [56], Caltech-101 (Calt101) [26], and DTD [22] (additional details in appendix).

3.1. Self-Supervised Learning

CMSF with K-Means (CMSF-KM): We maintain a memory bank equal in size to the dataset (1.2M for ImageNet) to store the features on which k-means clustering is performed. The memory bank features are used for clustering once at the end of each epoch and are thus stored in the CPU. The number of clusters \( K \) is set to 50,000.

CMSF with 2Q (CMSF-2Q): Similar to CMSF-KM, we maintain cached embeddings in the CPU with features of each sample in the dataset with the previous augmentation. However, here we employ an additional memory bank \( M' \) of the same size as regular memory bank \( M \). The cached features corresponding to the current mini-batch are retrieved from CPU to maintain memory bank \( M' \) with previous augmentations. Top-5 NNs of target with old augmentation are obtained from \( M' \) and corresponding...
| Method        | Ref. | Batch Size | Epochs | Sym. Loss | Multi-Crop | Top-1 Linear | NN | 20-NN |
|--------------|------|------------|--------|-----------|------------|--------------|----|-------|
| Supervised   |      |            |        |           |            | 76.2         |    |       |
| Random-init  | -    | -          | 256    | -         | -          | 71.4         |    | 74.8  |
| SeLa-v2 [84] | [15] | 4096       | 400    | ✓         | ✓          | 67.2         |    | -     |
| SimCLR [17]  | [17] | 4096       | 1000   | ✓         | ✓          | 69.3         |    | -     |
| SwAV [15]    | [15] | 4096       | 400    | ✓         | ✓          | 70.1         |    | -     |
| DeepCluster-v2 [14] | [15] | 4096 | 400    | ✓         | ✓          | 70.2         |    | -     |
| SimSiam [20] | [20] | 256        | 400    | ✓         | ✓          | 70.8         |    | -     |
| MoCo v2 [33] | [19] | 256        | 800    | ✓         | ✓          | 71.1         | 57.3| 61.0  |
| CompRes [2]  | [2]  | 256        | 1K+130 | ✓         | ✓          | 71.9         | 63.3| 66.8  |
| InvP         | [74] | 256        | 800    | ✓         | ✓          | 71.3         |    | -     |
| BYOL [32]    | [32] | 4096       | 1000   | ✓         | ✓          | 74.3         | 62.8| 66.9  |
| SwAV [15]    | [15] | 4096       | 800    | ✓         | ✓          | 75.3         |    | -     |
| NNCLR [25]   | [25] | 4096       | 1000   | ✓         | ✓          | 75.4         |    | -     |
| SimCLR [17]  | [20] | 4096       | 200    | ✓         | ✓          | 68.3         |    | -     |
| SwAV [15]    | [20] | 4096       | 200    | ✓         | ✓          | 69.1         |    | -     |
| MoCo v2 [33] | [20] | 256        | 200    | ✓         | ✓          | 69.9         |    | -     |
| SimSiam [20] | [20] | 256        | 200    | ✓         | ✓          | 70.0         |    | -     |
| NNCLR [25]   | [25] | 4096       | 200    | ✓         | ✓          | 70.7         |    | -     |
| BYOL [32]    | [20] | 4096       | 200    | ✓         | ✓          | 70.6         |    | -     |
| SwAV [15]    | [20] | 256        | 200    | ✓         | ✓          | 72.7         |    | -     |
| Truncated Triplet [75] | [75] | 832 | 200    | ✓         | ✓          | 73.8         |    | -     |
| OBoW [29]    | [29] | 256        | 200    | ✓         | ✓          | 73.8         |    | -     |

Table 1. **Left: Evaluation on full ImageNet:** We compare our model with other SOTA methods in Linear (Top-1 Linear) and Nearest Neighbor (NN,20-NN) evaluation. We use a 128K memory bank for CMSF and provide comparison with both 256K and 1M memory bank versions of MSF. Since CMSF-2Q uses NNs from two memory banks, it is comparable to MSF (256K) in memory and computation overhead. Our method outperforms other SOTA methods with similar compute including MSF. “Multi-Crop” refers to use of more than 2 augmentations per image during training (e.g., OBoW uses $2 \times 160 + 5 \times 96$ resolution images in both forward and backward passes compared to a single 224 in CMSF). Use of multi-crops significantly increases compute while symmetric loss doubles the computation per batch. Thus methods employing these strategies are not directly comparable with CMSF. We additionally train a combined model with both K-Means and 2Q as the constraint achieving 73.1% Linear, comparable to both CMSF-KM and CMSF-2Q. This suggests that both approaches gain similar information by utilizing previous augmentations for designing the constraint. **Right: Histogram of constrained sample ranks:** We consider the 5th NN in the constrained set $C$ and obtain its rank in the unconstrained memory bank $M$. The histogram of these ranks are shown upto rank 100 for different train stages of CMSF-2Q. A large number of distant neighbors are part of constraint in the early stages of training while there is a higher overlap between constrained and unconstrained NN set towards the end of training.

3.1.1 Results

**Results on ImageNet:** Results for CMSF-KM and CMSF-2Q are shown in table 1. Both variants outperform MSF baseline with a larger memory bank. This empirically supports our idea of bringing together far yet semantically similar samples (Fig 3) by constraining the neighbor search space on the memory bank. CMSF methods also achieve state-of-the-art performance on both NN and linear metrics when compared to approaches with similar computational budget. We compare our method to other state-of-the-art approaches with 200 epochs of training in Fig. 1 and observe a good trade-off in terms of accuracy and compute for the proposed CMSF method. Note that we train without symmetrical loss and multi-crop strategy which are known to generally improve performance [15] at the cost of
significant increase in compute.

**Evaluation on ImageNet Subsets:** Following [17, 35], we evaluate the pre-trained models on the ImageNet classification task with limited labels. We report results with 1% and 10% labeled subsets of ImageNet (table 3). CMSF-2Q and CMSF-KM outperform MSF and are comparable to existing approaches requiring significantly higher training time.

**Transfer Learning:** We follow the procedure in [17, 32] for transfer evaluation (refer table 2). Hyperparameters for each dataset are tuned independently based on the validation set accuracy and final accuracy is reported on the held-out test set (more details in suppl.). CMSF transfers well to all datasets with CMSF-KM achieving state-of-the-art average performance among methods trained for 200 epochs.

**Purity of constrained samples:** In both the CMSF-2Q and CMSF-KM methods, we depend on information from previous augmentations to constrain NN search in the current memory bank. Our goal is to improve learning by using distant samples with a good purity. We observe that the top-5 samples from constrained memory bank $C$ have high rank in $M$ (are far neighbors of the target)(Table 1-Right), and that they have similar purity as the top-5 samples from unconstrained memory bank $M$ (Fig. 5) during training. As a result, $C$ maintains good purity while being diverse.

**Effect of $k$ in Top-$k$ for constrained memory bank:** Since the constraint is noisy in the SSL setting, it is important to select top NNs from $C$. We study this by using all samples of the $C$ in our CMSF-KM model. We observe that the 20-NN accuracy decrease from 66.2% to 62.9% when using all samples in $C$ instead of only top 5 NNs. This is aligned with our observation in noisy supervised settings in Fig 6.

### 3.2. Supervised Learning

#### 3.2.1 Baselines

**Cross entropy (Xent):** Xent [11, 48, 59] is a popular method for training standard supervised models.

**Supervised Contrastive (SupCon):** SupCon extends the instance discrimination framework from SSL to supervised learning [41]. It is a contrastive setting in which the positive set contains all images from the same category. The top-all variation of CMSF is similar to SupCon without contrast.

**Prototypical Networks (ProtoNW):** We design a baseline similar to prototypical networks [62] where class prototypes are obtained by averaging the features of all instances from the class in the memory bank (more details in appendix).

**Evaluation:** Unlike Xent baseline, SupCon, ProtoNW, and CMSF do not train a linear classifier during the pre-training stage. Thus we use the pre-training dataset ImageNet-1k (IN-1k) for linear evaluation of the frozen features as done in SSL. For Xent, we use the linear classifier trained during pre-training. We use the same settings and datasets as self-supervised for transfer learning evaluation.

**Results:** Results on IN-1k dataset are shown in table 2. In top-all variation of our method, $k$ is equal to the total size of $C$. SSL inspired methods like CMSF and SupCon significantly outperform Xent when trained for similar number of epochs. We observe that improvements in ImageNet performance do not always translate to transfer performance. Interestingly, CMSF performs the best on transfer evaluation, particularly on fine-grained datasets like Cars196 and Aircraft. We believe that the absence of explicit cross-entropy based optimization using the supervised labels preserves the multi-modal distribution of categories improving fine-grained performance. Supervised CMSF uses class labels only as a constraint for MSF during pre-training and does not explicitly optimize on the classification task. Superior performance of CMSF-top-10 demonstrates the importance of using distant yet semantically related neighbors as positives.

**Noisy Labels:** In the noisy setting, labels of a fixed percentage of images are randomly corrupted and kept constant throughout training. We consider, 5%, 10%, 25% and 50% label corruption (noise) rates. For faster experiments, we report results on the ImageNet-100 dataset [68] (Fig. 6). We observe a significantly higher degradation in performance of Xent baseline and CMSF-top-all compared to CMSF-top-10 at high noise levels. The gap between the approaches is larger on transfer learning. These observations indicate that nearest neighbor based methods like CMSF are better suited for noisy constraint settings compared to approaches utilizing all samples of a class as positives. This robustness to label noise motivates our application of CMSF to self- and semi-supervised settings. Purity of top-$k$ NNs of previous augmentation and pseudo-labeling accuracies (from k-means or mlp classifier) determine the noisiness of the constraint in these settings.
We get the results for MoCo v2, MSF, and BYOL-asym from [42], SimCLR and Xent (1000 epoch) from [17], and BYOL from [32].

Evaluation on small labeled ImageNet:

Table 2. Transfer learning evaluation: Our supervised CMSF model at just 200 epochs outperforms all supervised baselines on transfer learning evaluation. Our SSL model outperforms MSF, the comparable state-of-the-art approach, by 1.2 points on average over 10 datasets. We get the results for MoCo v2, MSF, and BYOL-asym from [42], SimCLR and Xent (1000 epoch) from [17], and BYOL from [32].

Table 3. Evaluation on small labeled ImageNet: We compare our model to MSF and other baselines on ImageNet 1% and 10% Linear evaluation benchmark. “Fine-tuned” refers to fine-tuning the entire backbone network instead of a single linear layer. CMSF-KM and CMSF-2Q both outperform MSF.

3.3. Semi-supervised Learning

Implementation Details: We train a 2-layer MLP atop the cached target features of supervised set for pseudo-labeling. The pseudo-label training is performed twice per epoch (taking approximately 40 seconds per training) and the label assignment is done in an online fashion for each mini-batch.

The confidence threshold for pseudo-labeling is set to 0.85. We use the same optimizer settings as in self-supervised CMSF for the pre-training stage. Similar to S4L [86], we perform two stages of fine-tuning with supervised and pseudo-labels. We fine-tune the backbone network with two MLPs (as in PAWS [6]) on the 10% labeled set for 20 epochs and pseudo-label the train set. Samples above confidence threshold (nearly 30% of dataset) are combined with supervised set to fine-tune again for 20 epochs (more details in appendix). The second fine-tuning is equivalent to 5 epochs with full data and is a small increase in our total compute. This step is needed since we do not directly optimize cross-entropy loss in pre-training as in [57,64,82].

Evaluation: The final epoch parameters are used to perform evaluation. We report top-1 accuracy on the ImageNet validation set. We additionally report the total number of FLOPs for forward and backward passes (backward is 2× forward) through ResNet-50 backbone and the number of GPUs/TPUs used by each method in the pre-training stage (more details in appendix).

Baselines: We compare the proposed approach (CMSF-Pseudo) with self- and semi-supervised approaches. CMSF-Baseline minimizes unconstrained MSF loss on the unlabeled examples (no pseudo-labeling) and CMSF loss on the labeled examples. We provide comparison of PAWS method with different support set sizes. We train PAWS on 4x 16GB GPUs with maximum possible support set size (200 classes, 2 images/class) using code provided...
### Table 4. Semi-supervised learning on ImageNet dataset with 10% labels:
FLOPs denotes the total number of FLOPs for forward and backward passes through ResNet-50 backbone while batch size denotes the sum of labeled and unlabeled samples in a batch. CMSF-Pseudo-mix precision is compute and resource efficient, achieving SOTA performance at comparable compute. PAWS requires large number of GPUs to be compute efficient and its performance drastically drops with 4/8 GPUs. † Trained with stronger augmentations like RandAugment [23]. * TPUs are used.

| Method                          | Epochs | Batch Size | GPUs | FLOPs (x10^12) | Top-1 |
|---------------------------------|--------|------------|------|----------------|-------|
| **Self-supervised Pre-training** |        |            |      |                |       |
| Mean Shift [42]                 | 200    | 256        | 4    | 40             | 67.4  |
| BYOL [32]                       | 1000   | 4096       | 512* | 399            | 68.8  |
| SwAV [15]                       | 800    | 4096       | 64   | 371            | 70.2  |
| SimCLRv2 [18]                   | 800    | 4096       | 128* | 160            | 68.4  |
| **Semi-supervised Pre-training**|        |            |      |                |       |
| SimCLRv2 (+Self Dist) [18]     | 1200   | 4096       | 128* | 200            | 70.5  |
| UDA† [82]                       | 800    | 15872      | 64*  | 98             | 68.1  |
| FixMatch† [64]                  | 300    | 6144       | 32*  | 69             | 71.5  |
| MPL† [57]                       | 100    | 2048       | -    | 295            | 73.9  |
| PAWS (support=6720) [6]        | 300    | 4096       | 64   | 214            | 75.5  |
| PAWS (support=1680) [6]        | 100    | 256        | 8    | 145            | 70.2  |
| PAWS (support=400) [6]         | 100    | 256        | 4    | 70             | 62.9  |
| CMSF-Baseline                  | 200    | 256        | 4    | 40             | 68.6  |
| CMSF-Pseudo                     | 200    | 256        | 4    | 40             | 69.9  |
| CMSF-Pseudo-mix precision      | 200    | 768        | 4    | 40             | 70.5  |

by the authors. We also report results using mixed precision training (CMSF-Pseudo-mix precision) as done in PAWS [6] with batch size of 768 since mixed precision has lower memory requirement.

#### 3.3.1 Results

CMSF-Pseudo-mix precision achieves comparable performance to most methods with significantly less training and without the use of stronger augmentation schemes like RandAugment [23] (table 4, Fig. 1). PAWS with a support set size of 6720 outperforms other approaches. However, this requires significantly higher compute (4.8x) and resources (64 GPUs) compared to CMSF-Pseudo-mix precision (4 GPUs). Since PAWS requires a large support set, it does not scale well to lower resource (4/8 GPUs) settings even if the total compute remains the same. When trained on only 4 GPUs, CMSF outperforms PAWS by 7.6% points. Additional ablations and results on ImageNet-100 dataset are in appendix.

### 4. Related Work

**Self-supervised learning (SSL):** Here, we want to learn representations without any annotations. One way to learn form unlabeled data is by solving a pretext task. Examples of a pretext task are colorization [89], jigsaw puzzle [54], counting [55] and rotation prediction [30] and use auxiliary information in SSL [71]. Another class of SSL methods are based on instance discrimination [24]. The idea is to classify each image as its own class. Some methods adopted the idea of contrastive learning for instance discrimination [14–17, 33]. BYOL [32] proposes a non-contrastive approach by removing the negative set from contrastive SSL methods and simply regressing target view of an image from the query view. CLD [76] integrate between instance similarities in contrastive learning. MSF [42] and MYOW [8] generalize BYOL by regressing target view and its NNs. NNCLR [25] use NN in contrastive. Our idea is adopted from MSF [42] by using an additional source of knowledge to constrain the NN search space for the target view. Thus unlike MSF, we can group far away neighbors that are semantically similar.

**Supervised learning:** Cross-entropy is a well known loss function for supervised learning [11, 48, 59]. Cross-entropy is contrastive in nature since ground truth probability of each class is either 0 or 1. One drawback of Cross-entropy is its lack of robustness to noisy labels [65, 90], [52, 66, 70, 83] address the issue of hard labeling, *e.g.*, (one-hot labels) with label smoothing, [9, 27, 36] replace hard labels with prediction of pretrained teacher, and [85, 88] propose
an augmentation strategy to train on combination of instances and their labels. Another line of works [31, 60] have attempted to learn representations with good kNN performance. Supervised Contrastive Learning (SupCon) [41] and [80] improve upon [31] by changing the distance to inner product on $\ell_2$ normalized embeddings. Our method is different as it does not use negative samples which makes it non-contrastive. Moreover, we focus on learning transferable representations instead of just focusing on the pretraining task. Note that the supervised setting is not the main focus of our work and we include it to better understand the effect of using constrained NNs particularly in the noisy label setting.

**Semi-supervised learning:** Several approaches combine self-supervised and supervised learning to form semi-supervised methods. S4L [86] uses rotation prediction based loss on the unlabeled set along with cross-entropy loss on the labeled set. Similarly, SuNCEt [5] combines SimCLR [17] and SwAV [15] methods with supervised contrastive loss. Pseudo-labeling is frequently used in semi-supervised learning. In Pseudo-Label [45], the network is trained with cross-entropy loss using supervised data on the labeled examples and pseudo-labels on the unlabeled ones. In SimCLR-v2 [18], a teacher network is pretrained using SimCLR [17] and fine-tuned with supervised labels. The teacher is then distilled to a student network using pseudo-labels on the unlabeled set. FixMatch [64] uses pseudo-labels obtained using a weakly augmented image to train a strongly augmented version of the same image. UDA [82] leverages strong data augmentation techniques in enforcing this consistency in pseudo-labels across augmentations. MPL [57] optimizes a student network using pseudo-labels from a teacher network, while the teacher is optimized to maximize the student’s performance on the labeled set. PAWS [6] uses consistency based loss on soft pseudo-labels obtained in a non-parametric manner. Our method too uses pseudo-labels to train the unlabeled samples. However, we do not directly optimize with the labeled samples using cross-entropy loss but use them to obtain pseudo-labels which are used as a constraint in the MSF [42] approach.

**Constrained clustering:** Constrained clustering has been studied before [10, 28, 47]. [87] adds various constraints to deep $k$-means-like clustering. [39] uses constraints with Graph-Laplacian PCA. [4, 72] generalize mean-shift algorithm with kernel learning and pairwise constraints. Our method is a simple non-contrastive mean-shift algorithm that is inspired by the recent success in self supervised learning literature by comparing different augmentations of the same image.

**Metric learning:** The goal of metric learning is to train a representation that puts two instances close in the embedding space if they are semantically close. Two important methods in metric learning are: triplet loss [21, 61, 78] and contrastive loss [13, 63]. Both use positive and negative samples, but the number of negatives is larger in contrastive losses. Metric learning methods perform well on tasks like image retrieval [79] and few-shot learning [62, 73]. Prototypical networks [62] is similar to a contrastive version of our method with top-all.

5. Conclusion

MSF is a recent SSL method that pulls an image towards its nearest neighbors. We argue that the model can benefit from more diverse yet pure neighbors. Hence, we generalize MSF method by constraining the nearest neighbor search. This opens the door to using the mean-shift idea to various settings of self-supervised, supervised and semi-supervised. To construct the constraint, our SSL method uses cached augmentations from the previous epoch while the supervised and semi-supervised settings use labels or pseudo-labels. We show that our method outperforms SOTA approaches like MSF in SSL, PAWS in semi-supervised, and supervised contrastive in transfer-learning evaluation of supervised settings.

**Limitations and societal impact:** Recent SSL methods are usually computationally very expensive leading to worse environmental impact and also exclusion of smaller research labs. While our experiments are more efficient and accessible than most SOTA methods e.g., PAWS, we limit our training length to 200 epochs due to resource constraints. We do not empirically verify that the improvements observed over SOTA approaches at lower epochs (200) are consistent with longer training (800-1000epochs). Using a large unlabeled dataset may result in models affected by unwanted biases with negative societal impact. Such concerns are actively being studied in the community and are out of the scope of this paper. Also, similar to most recent SSL methods, our method depends on augmentations which may need to be adapted for other domains, e.g. medical images.
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Appendix

Here, we provide additional results and analysis on self-supervised (section A), semi-supervised (section B) and supervised (section C) settings. Additional results include analysis of retrieved far neighbors in various settings (Figs. A1, A2, A3) and ablations to justify various design choices (tables A1, A2, A3, A4, A5, A6, A8, A9). More details on implementation (section D) and compute calculation (Eq. 1, table A7) are provided. We also make the code available here: https://github.com/UCDvision/CMSF

A. Results on Self-supervised Setting

In Figure A5 and A4, we visualize constrained samples and their corresponding rank in the primary memory bank $M$. While the samples have a high rank in the primary memory bank, they are semantically related.

A.1. Effect of $k$ in Top-$k$:

In CMSF-2Q, we first calculate top-$k'$ samples (the first $k'$ nearest neighbors of the target) from the secondary memory bank $M'$. Next, we use those indices to constrain NN search space in the primary memory bank $M$. To explore the effect of top-$k'$, we varied the value of $k'$ in CMSF-2Q. Settings of this ablation is similar to our CMSF-2Q in the main experiment. Results are shown in table A1. We observe that increasing $k'$ will decrease the accuracy of the model. As observed in Fig. A1, overlap between constrained and unconstrained NN set increases with increasing value of $k'$. Note that in a case where $k' = \infty$, CMSF-2Q will be exactly same as the MSF baseline.

| $k'$ = 5 | $k'$ = 10 | $k'$ = 20 | $k'$ = 40 | $k'$ = 80 |
|----------|----------|----------|----------|----------|
| NN       | 63.2     | 62.9     | 62.7     | 62.3     | 61.7     |
| 20-NN    | 66.4     | 66.1     | 65.9     | 65.6     | 65.0     |

Table A1. Effect of $k'$ in Top-$k'$ NNs sampling within $M'$: We constrain top-$k$ NN search space in $M$ with top-$k'$ samples from $M'$. Increasing $k'$ results in a drop in accuracy.

B. Results on Semi-supervised Setting

Unless specified, we use the ImageNet100 dataset for all the ablations on the semi-supervised setting for faster experimentation.

B.1. Role of Confidence Threshold in Pseudo-labeling

We use a MLP classification head to predict pseudo-labels for the unlabeled set. As shown in Fig. A3, the accuracy of the classifier is low in the initial stages and improves as training progresses. Using constraints from incorrectly labeled samples might affect the learning process. Thus, we use confidence (class probabilities) based thresholding to select the samples to be used for pseudo-labeling. Only those samples with confidence higher than the threshold are assigned a pseudo-label. Fig. A3 shows that the accuracy of the classifier on the confident samples remains high throughout training, limiting the number of incorrect pseudo-labels. Results for threshold value ($t$) selection are shown in table A2. As expected, $t = 0$ (i.e, no thresholding) performs poorly compared to higher threshold values. Pseudo-labeling accuracy increases with increasing value of $t$ and the best result is observed for $t = 0.9$. While further increase in $t$ could result in higher pseudo-labeling accuracy, it would also mean that fewer samples are assigned pseudo-labels. Thus, we use $t = 0.9$ in all our experiments on ImageNet100. Since ImageNet-1k has ten times more classes, we reduce the value to 0.85 for all our experiments on ImageNet-1k.

| Threshold ($t$) | 1-NN | 20-NN | Top-1 |
|----------------|------|-------|-------|
| 0              | 67.9 | 71.2  | 76.2  |
| 0.7            | 67.9 | 72.3  | 77.1  |
| 0.9            | 69.0 | 72.7  | 77.5  |

Table A2. Role of confidence threshold in pseudo-labeling

B.2. Effect of Caching on Pseudo-label Training

In addition to optimizing the query encoder network using CMSF loss, we train the pseudo-label classifier head at the end of each epoch of query encoder training. Each round of pseudo-label training entails 40 epochs of classifier head training on the supervised subset of the data (10%). While the time required for backward pass is minimal since only the MLP head is updated, forward pass through the encoder adds significant computational overhead. We thus employ encoder feature caching to overcome this issue. We experiment with two caching settings - offline caching and online caching. In offline caching, encoder features for all the supervised samples are calculated once at the beginning of pseudo-label training and kept fixed for the remaining 39 epochs. In online caching, encoder features for the supervised samples are
We plot the histogram of constrained sample ranks using checkpoint 50 of CMSF-2Q. First, we get indices of top-$k'$ samples from $M'$. Then we limit Top-$k$ NN search space on $M$ to those indices. Overlap between constrained and unconstrained NN set increases with increasing value of $k'$.

We plot the histogram of constrained sample ranks in multiple stages of training of both CMSF-2Q and CMSF-KM for comparison. A large number of distant neighbors are part of constraint in the early stages of training while there is a higher overlap between constrained and unconstrained NN set towards the end of training. CMSF-2Q retrieves farther neighbors compared to CMSF-KM.

For analysis, we track the pseudo-labeling accuracy and accuracy of top-$k$ neighbors chosen with and w/o applying the pseudo-label based constraint during training. The more accurate constrained NNs provide a better training signal. Pseudo-label accuracy on confident samples remains high throughout training, decreasing slightly as more confident samples are added.

| Method          | 1-NN | 20-NN | Top-1 |
|-----------------|------|-------|-------|
| Offline Caching | 67.9 | 71.2  | 76.2  |
| Online Caching  | 66.5 | 71.9  | 76.0  |

We experiment two different caching schemes for pseudo-label training - offline and online. In offline caching, the features are calculated once at the beginning each round of pseudo-label training while in the online setting, the features are cached for each mini-batch during query encoder training. Since both approaches have similar performance, we use the online version since it has minimal computational overhead.
### Table A4. Pseudo-label classifier selection (ImageNet100 results):

| Pseudo-label Classifier       | 1-NN  | 20-NN | Top-1 |
|-------------------------------|-------|-------|-------|
| k-NN Classifier              | 64.9  | 69.5  | 74.7  |
| Linear Classifier             | 65.6  | 70.0  | 75.5  |
| 2 Layer MLP Head              | 67.9  | 71.2  | 76.2  |
| 3 Layer MLP Head              | 67.1  | 71.0  | 76.1  |

We experiment with different classifier methods and architectures for pseudo-label prediction. Linear layer or multi-layer perceptron (MLP) heads trained using cross-entropy loss on the supervised examples outperform a $k$-NN classifier. MLP classifiers achieve higher accuracy on the pseudo-labeling task on both the train and test sets. We use a two layer MLP head based classifier in all our experiments.

### B.3. Pseudo-label Classifier Selection

The classifier used to generate pseudo-labels plays a crucial role in obtaining effective constraint sets for CMSF. We experiment with two classification techniques - $k$-NN classifier and MLP classifier trained with cross-entropy loss. Results on ImageNet100 dataset are shown in table A4. $k$-NN classifier has lower pseudo-labeling accuracy and thus results in poorer performance. We additionally experiment with linear, two and three layer architectures for the MLP classifier head. As shown in table A4, multi-layer head significantly outperform the linear classifier. Since there is minimal difference in performance of two and three layer MLPs, we use a two layer MLP head in all our experiments.

### B.4. Fine-tuning without Pseudo-labels

Since we do not explicitly optimizer our encoder networks on the label classification task in the pre-training stage, we perform two-stage fine-tuning. We initially fine-tune the pretrained model on only the supervised samples and use the fine-tuned model to obtain pseudo-labels for the unsupervised ones. The combined data is then used to fine-tune the network again. In table A5, we present results with just a single round of fine-tuning with the 10% supervised samples on ImageNet-1k. Two rounds of fine-tuning provides a small improvement in performance over the single-stage version.

### C. Results on Supervised Setting

#### C.1. Ablations

We explore different design choices and parameters of our method and baselines. We add the techniques used for our methods to the baselines to isolate the effect of different losses. The results are reported in Table A6. Training and evaluation details are the same as in Section 3.2 of the main submission.

### D. Implementation Details

#### D.1. Transfer Learning

We use the LBFGS optimizer (max_iter=20, and history_size=10) along with the Optuna library [3] in the Ray hyperparameter tuning framework [49]. Each dataset gets a budget of 200 trials to pick the best parameters on validation set. The final accuracy is reported on a held-out test set by training the model on the train+val split using the best hyperparameters. The hyperparameters and their search spaces (in loguniform) are as follows: iterations $\in [0, 10^3]$, lr $\in [10^{-6}, 1]$, and weight decay $\in [10^{-9}, 1]$. We also show that we can reproduce the transfer results for BYOL [32] and SimCLR [17] with our framework. The features are extracted with the following pre-processing for all datasets: resize shorter side to 256, take a center crop of size 224, and normalize with ImageNet statistics. No training time augmentation was used.

#### D.2. Supervised Setting

##### D.2.1 Implementation Details of Baselines

**SupCon:** The MLP architecture for SupCon baseline is: linear (2048x2048), batch norm, ReLU, and linear (2048x128). To optimize the SupCon baseline, following [41], we use the first 10 epochs for learning-rate warmup. For both SupCon and ProtoNW, the temperature is 0.1.

**Prototypical Networks (ProtoNW):** In order to further study the effect of contrast, we design another contrastive version of our top-all variation. We calculate a prototype for each class by averaging all its instances in the memory bank. Then, similar to prototypical networks [62], we compare the input with all prototypes by passing their temperature-scaled cosine distance through a SoftMax layer to get probabilities. Finally, we minimize the cross-entropy loss. Note that this method is still contrastive in nature because of the SoftMax operation.
SGD optimizer (batch size=256, lr=0.01, momentum=0.9, weight decay=1e-4). The size of memory bank is set to 128000. Ten nearest neighbors are chosen from the constraint set for loss calculation. The size of memory bank is set to 128000. We train the pseudo-label classifier using an additional SGD optimizer (batch size=256, lr=0.01, momentum=0.9, weight decay=1e-4) for 10 epochs at the end of each epoch of query encoder training. A confidence threshold value of 0.85 is used to assign pseudo-labels to the unlabeled samples.

**Fine-tuning:** In addition to pretraining, we use a two layer MLP atop the CNN backbone and fine-tune the entire network on the supervised subset for 20 epochs. This fine-tuned network is used to pseudo-label the unlabeled set with a confidence threshold of 0.9. Samples above the threshold are combined with the supervised set for a second round of fine-tuning for 20 epochs. We observe that nearly one third of the samples in the dataset have confidence higher than the threshold at the end of the first fine-tuning stage. We use a SGD optimizer (batch size=256, lr=0.005, momentum=0.9, weight decay=1e-4) for both the fine-tuning stages. The learning rate is multiplied by 0.1 at the end of epoch 15.

### Calculation of forward and backward FLOPs:
In figure 1 of the main submission, we present a plot of top-1 accuracy against total compute and resources for various semi-supervised approaches. Here (table A7) we present the calculation of the forward and backward FLOPS for each of the methods. We set the backward FLOPs to be twice the forward number of FLOPS [34] for a single image and the total FLOPs to be the sum of forward and backward pass FLOPs for the entire training. We use a value of 3.9 GFLOPs for a single forward pass of 224 x 224 resolution image through the ResNet50 backbone [37]. Additional compute due to the use of multi-crops are accounted for. A scalar multiplier of \((\frac{K}{224})^2\) is used for images of resolution \(K \times K\) (e.g., using one (96 x 96) image would be equivalent to 0.184 image of resolution (224 x 224)). However, we do not consider the floating point precision (mixed or full precision) in our calculations. We show that similar performance can be achieved by using both automatic mixed precision and full precision floating point during training (table 4, main submission) and thus focus the compute calculation on the total number of forward and backward passes. Eq. 1 provides the formula to calculate the total number of training passes and FLOPs.

\[
\begin{align*}
\text{Fwd mini-batch} &= \text{(Unlabeled fwd crops + Unlabeled batch-size)} \nonumber \\
&+ \text{(Labeled fwd crops + Labeled batch-size)} \\
\text{Bwd mini-batch} &= \text{(Unlabeled bwd crops + Unlabeled batch-size)} \nonumber \\
&+ \text{(Labeled bwd crops + Labeled batch-size)} \\
\text{Fwd passes} &= \text{Fwd mini-batch \times Iterations/epoch \times Epochs} \\
\text{Bwd passes} &= \text{Bwd mini-batch \times Iterations/epoch \times Epochs} \\
\text{Total FLOPs} &= \text{(Fwd passes + 2 \times Bwd passes) \times (3.9 \times 10^9)} \\
\end{align*}
\]  

(1)

### Table A6. Ablations of baselines and CMSF:
All experiments use 200 epochs if not mentioned and use ImageNet-1k dataset. (a) More epochs does not improve transfer accuracy for Xent. Thus, the model available from PyTorch [1] (last row) has the best transfer accuracy; (b) We add components of our method to improve SupCon baseline. The baseline implementation of SupCon uses std. aug and 16k memory size and it does not include the target embedding \(u\) in the positive set. (c) We find that our method is not very sensitive to the size of memory bank or top-\(k\) in supervised settings; (d) Interestingly, excluding the target embedding \(u\) from \(C\) does not hurt the results. Note that when we do not include the target, the nearest neighbors are still chosen based on the distance to the target, so they will be close to the target.

| Method       | Mean Linear Trans | IN-1k |
|--------------|-------------------|-------|
| **(a) Xent** |                   |       |
| lr=0.05, cos, epochs=200, strong aug. | 71.5 | 77.2 |
| lr=0.05, cos, epochs=200, std. aug. | 71.0 | 77.3 |
| lr=0.10, cos, epochs=200, strong aug. | 72.3 | 77.1 |
| lr=0.05, cos, epochs=90, std. aug. | 72.4 | 76.8 |
| lr=0.10, cos, epochs=90, std. aug. | 74.0 | 76.7 |
| lr=0.10, step, epochs=90, std. aug. | 74.9 | 76.2 |
| **(b) SupCon** |                   |       |
| Base SupCon | 77.2 | 77.9 |
| + change to strong aug. | 77.9 | 77.4 |
| + add target to positive set | 77.8 | 77.4 |
| + change to weak/strong aug. | 77.8 | 77.2 |
| + increase mem size to 128k | 78.4 | 77.5 |
| **(c) CMSF** |                   |       |
| top-1 (BYOL-asym) | 74.3 | 69.3 |
| mem=128k, top-2 | 78.4 | 76.2 |
| mem=128k, top-10 | 80.1 | 76.4 |
| mem=128k, top-20 | 79.9 | 76.3 |
| mem=128k, top-all | 80.1 | 75.7 |
| mem=512k, top-10 | 79.9 | 76.2 |
| mem=512k, top-20 | 80.1 | 76.3 |
| **(d) CMSF** |                   |       |
| target in top-10 | 80.1 | 76.4 |
| target not in top-10 | 80.3 | 76.4 |

---

### D.3. Semi-supervised Setting

**Pretraining:** Similar to the self-supervised setting, we train the network for 200 epochs using SGD optimizer (batch size=256, lr=0.05, momentum=0.9, weight decay=1e-4). Ten nearest neighbors are chosen from the constraint set for loss calculation. The size of memory bank is set to 128000. We train the pseudo-label classifier using an additional SGD optimizer (batch size=256, lr=0.01, momentum=0.9, weight decay=1e-4) for 10 epochs at the end of each epoch.
### Table A7. ResNet50 backbone training FLOPs calculation

We provide the number of forward and backward passes per image (including multi-crops) and the total such passes for the entire training stage. Mean Shift and the proposed constrained mean shift methods have the least compute requirement among all approaches. Eq. 1 provides the formula to calculate the total number of passes and FLOPs.

| Method                  | Noise | Food   | CIFAR-10 | CIFAR-10 | SUN-397 | Cars-196 | Aircraft | DTD    | Pets   | Caltech | Flwr   | Mean Trans | Linear IN-100 |
|-------------------------|-------|--------|----------|----------|---------|----------|----------|--------|--------|---------|--------|------------|----------------|
| Xent                    | 0%    | 53.6   | 81.9     | 61.1     | 37.8    | 25.7     | 29.5     | 56.9   | 69.7   | 70.2    | 82.3   | 56.9       | 85.7          |
| SupCon                  | 0%    | 61.5   | 88.7     | 69.0     | 49.1    | 51.6     | 48.2     | 65.4   | 81.0   | 87.0    | 89.8   | 69.1       | 86.9          |
| CMSF top-all            | 0%    | 61.6   | 88.2     | 68.5     | 49.9    | 54.6     | 52.7     | 64.7   | 82.2   | 89.6    | 89.1   | 70.1       | 84.9          |
| CMSF top-10             | 0%    | 62.6   | 86.8     | 66.2     | 50.5    | 54.7     | 51.0     | 64.6   | 82.4   | 88.5    | 90.4   | 69.8       | 85.0          |
| Xent                    | 5%    | 46.5   | 81.1     | 58.1     | 35.8    | 27.5     | 36.0     | 58.7   | 67.5   | 73.3    | 77.0   | 56.1       | 81.5          |
| SupCon                  | 5%    | 60.0   | 87.1     | 66.4     | 48.2    | 52.1     | 47.8     | 65.1   | 80.8   | 85.7    | 89.3   | 68.3       | 85.7          |
| CMSF top-all            | 5%    | 60.3   | 87.5     | 66.4     | 49.1    | 55.5     | 53.0     | 64.8   | 80.9   | 87.3    | 89.9   | 69.5       | 84.4          |
| CMSF top-10             | 5%    | 61.6   | 86.8     | 67.4     | 49.6    | 55.8     | 51.2     | 63.4   | 81.5   | 86.7    | 90.6   | 69.5       | 84.7          |
| Xent                    | 10%   | 44.1   | 79.5     | 56.1     | 32.4    | 26.1     | 34.5     | 56.1   | 69.7   | 72.5    | 75.1   | 54.6       | 79.6          |
| SupCon                  | 10%   | 58.8   | 85.8     | 66.4     | 47.0    | 50.6     | 47.7     | 65.3   | 79.8   | 85.0    | 89.1   | 67.6       | 84.0          |
| CMSF top-all            | 10%   | 59.4   | 86.4     | 66.4     | 48.8    | 55.0     | 51.4     | 64.7   | 80.1   | 87.8    | 89.0   | 68.9       | 83.1          |
| CMSF top-10             | 10%   | 60.9   | 87.2     | 66.9     | 49.4    | 54.2     | 51.4     | 65.5   | 80.6   | 88.5    | 90.0   | 69.5       | 83.8          |
| Xent                    | 25%   | 49.0   | 77.2     | 54.5     | 30.6    | 25.9     | 30.7     | 53.1   | 66.6   | 64.1    | 77.8   | 53.0       | 75.2          |
| SupCon                  | 25%   | 55.6   | 84.9     | 63.4     | 43.1    | 43.9     | 43.7     | 62.9   | 74.3   | 82.1    | 86.8   | 64.1       | 81.1          |
| CMSF top-all            | 25%   | 56.4   | 85.7     | 64.2     | 46.0    | 53.6     | 49.6     | 62.7   | 74.2   | 85.2    | 87.4   | 66.5       | 78.8          |
| CMSF top-10             | 25%   | 58.9   | 85.2     | 64.9     | 47.8    | 55.0     | 50.6     | 64.0   | 80.0   | 86.3    | 89.7   | 68.2       | 81.8          |
| Xent                    | 50%   | 44.4   | 72.3     | 51.3     | 31.1    | 21.4     | 24.9     | 46.0   | 57.4   | 56.0    | 73.0   | 47.8       | 67.8          |
| SupCon                  | 50%   | 30.8   | 64.9     | 38.9     | 24.2    | 13.6     | 20.5     | 45.5   | 55.2   | 60.1    | 59.2   | 41.3       | 69.0          |
| CMSF top-all            | 50%   | 44.7   | 79.3     | 54.9     | 35.2    | 35.7     | 41.2     | 54.9   | 54.6   | 75.3    | 75.1   | 55.1       | 61.6          |
| CMSF top-10             | 50%   | 58.7   | 85.7     | 64.2     | 47.5    | 51.6     | 50.5     | 62.0   | 77.3   | 86.8    | 70.1   | 65.4       | 80.1          |

Table A8. Noisy supervised setting on ImageNet-100: Our method is more robust to noisy annotation compared to Xent and SupCon. Also, using top-all results in degradation since all images from a single category are not guaranteed to be semantically related.
| Dataset          | Classes | Train samples | Val samples | Test samples | Accuracy measure      | Test provided |
|------------------|---------|---------------|-------------|--------------|-----------------------|---------------|
| Food101 [12]     | 101     | 68175         | 7575        | 25250        | Top-1 accuracy         | -             |
| CIFAR-10 [44]    | 10      | 49500         | 500         | 10000        | Top-1 accuracy         | -             |
| CIFAR-100 [44]   | 100     | 45000         | 5000        | 10000        | Top-1 accuracy         | -             |
| Sun397 (split 1) [81] | 397     | 15880         | 3970        | 19850        | Top-1 accuracy         | -             |
| Aircraft [50]    | 100     | 5367          | 1300        | 3333         | Mean per-class accuracy | Yes           |
| DTD (split 1) [22] | 47     | 1880          | 1880        | 1880         | Top-1 accuracy         | Yes           |
| Pets [56]        | 37      | 2940          | 740         | 3669         | Mean per-class accuracy | -             |
| Caltech-101 [26] | 101     | 2550          | 510         | 6084         | Mean per-class accuracy | -             |
| Flowers [53]     | 102     | 1020          | 1020        | 6149         | Mean per-class accuracy | Yes           |

Table A9. **Transfer dataset details:** Train, val, and test splits of the transfer datasets are listed in this table. **Test split:** We follow the details in [42]. For Aircraft, DTD, and Flowers datasets, we use the provided test sets. For Sun397, Cars, CIFAR-10, CIFAR-100, Food101, and Pets datasets, we use the provided val set as the hold-out test set. For Caltech-101, 30 random images per category are used as the hold-out test set. **Val split:** For DTD and Flowers, we use the provided val sets. For other datasets, the val set is randomly sampled from the train set. For transfer setup, to be close to BYOL [32], the following val set splitting strategies have been used for each dataset: Aircraft: 20% samples per class. Caltech-101: 5 samples per class. Cars: 20% samples per class. CIFAR-100: 50 samples per class. CIFAR-10: 50 samples per class. Food101: 75 samples per class. Pets: 20 samples per class. Sun397: 10 samples per class.
Figure A4. **CMSF-2Q Nearest neighbor selection** : We use epoch 100 of CMSF-2Q to visualize Top-5 NN from constrained and unconstrained memory bank. First row is NNs from the second memory bank $M'$, that is exactly the same as $M$ but containing a different augmentation. Samples of the second row are NNs from second memory bank $M'$ in $M$, therefore they are different augmentations of first row. Additionally, We show their rank in $M$ as well. The last row is NNs from the first memory bank $M$. Note that constrained samples in $M$ (second row), have high rank while they are semantically similar to the target.
Figure A5. **Nearest neighbor selection on constrained memory bank:** We visualize more samples of Figure 3 without any cherry-picking. We show results of three different checkpoints of CMSF-KM.