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Abstract—We develop a risk-averse safety analysis method for stochastic systems on discrete infinite time horizons. Our method quantifies the notion of risk for a control system in terms of the severity of a harmful random outcome in a fraction of the worst cases. In contrast, classical methods quantify risk in terms of the probability of a harmful event. Our theoretical arguments are based on the analysis of a value iteration algorithm on an augmented state space. We provide conditions to guarantee the existence of an optimal policy on this space. We illustrate the method numerically using an example from the domain of stormwater management.

I. INTRODUCTION

The standard approach to stochastic safety analysis is to minimize the probability that a control system violates a given safety or performance criterion. Variations of this problem have been studied in the context of non-adversarial disturbances [1], [2], adversarial disturbances [3], distributional robustness [4], and temporal logic [5], [6].

While minimizing the probability of a harmful event is useful, it may be imperative to quantify and minimize its severity directly. For example, in periods of heavy rainfall, stormwater overflows may be inevitable, but reducing the magnitude of the overflows (e.g., maximum flood level or overflow volume) is important to preserve the structural integrity of cities. For another example, adverse side effects from chemotherapy may be unavoidable, but when side effects are less severe, treatment protocols can continue more readily. Also, the International Organization for Standardization (ISO) risk management guidelines include “the likelihood of events and consequences” and “the nature and magnitude of consequences” as factors for consideration in risk analysis [7, Sec. 6.4.3]. The importance of quantifying and minimizing the magnitude (i.e., severity) of a random harmful outcome has motivated the development of risk-averse safety analysis methods for control systems [8]–[11].

A mathematical tool that accommodates both probability and magnitude is a risk functional, which maps a random variable (representing a cost) to an extended real number. Early research on optimizing Markov decision processes (MDPs) with respect to a risk functional originated in 1972 and was formulated using the Exponential Utility by Howard and Matheson [12]. Since then, various other risk functionals have been considered in the literature, including the Value-at-Risk (VaR), Conditional Value-at-Risk (CVaR), and Mean-Variance [13]. Nevertheless, it is instructive to briefly describe the classical risk functional Exponential Utility.

The Exponential Utility functional is defined as

$$
\rho_{EU, \theta}(G) := -\theta^2 \log E(\exp(\frac{\theta}{G})),
$$

where $G$ is a non-negative random variable, $\theta \leq 0$ in the risk-averse case, and $\theta > 0$ in the risk-seeking case. The Exponential Utility is not positively homogeneous. That is, $\lambda \rho_{EU, \theta}(G)$ need not equal $\rho_{EU, \theta}(\lambda G)$ for $\lambda > 0$. Under certain conditions, it holds that $\lim_{\theta \to 0} \rho_{EU, \theta}(G) = E(G)$, and if $|\theta|$ is sufficiently small, then $\rho_{EU, \theta}(G) \approx E(G) - \frac{\theta^2}{2} \text{variance}(G)$ [14]. When this approximation is not valid, $\rho_{EU, \theta}(G)$ may be difficult to interpret. Recently, we showed that using a more negative value for $\theta$ in the optimal control problem of minimizing $\rho_{EU, \theta}(G)$ can yield a distribution of $G$ with a higher mean and a higher variance [15].

The VaR and CVaR have been considered as alternative, potentially more useful, risk functionals. The CVaR, in particular, is becoming popular in the control systems and robotics research communities due to its quantitative and intuitive interpretation [8], [16]–[18]. The CVaR quantifies the severity of a harmful outcome in a given fraction $\alpha$ of the worst cases. That is, if $G$ is a continuous random variable with finite $E(|G|)$, then the CVaR of $G$ at level $\alpha \in (0, 1)$ is the expectation of $G$ in the $\alpha$-100% worst cases. As we will describe further in Section II, the CVaR also satisfies the four desirable axioms proposed by Artzner et al. [19]. In contrast, the VaR is commonly criticized for lacking subadditivity, and Exponential Utility has the shortfalls we discussed above.

In prior work, we proposed a safety analysis framework that uses the CVaR functional to assess the magnitude of a random maximum cost incurred by a control system [10], [11]. The theory from [10], [11] concerns a discrete finite time horizon. In the current paper, we will study the infinite time horizon case. It will become clear that this extension is challenging and requires the development of some interesting theoretical arguments.

The problem of risk-averse safety analysis for control systems is related to the problem of optimizing risk-averse MDPs. Both problems cannot necessarily be solved using dynamic programming (DP) recursions on the state space. This is because some risk functionals, including the CVaR, Mean-Variance, and Expected Utility (exception: Exponenti-
tial Utility), do not satisfy an analogue of the law of iterated
expectations, in which the current state summarizes sufficient
information about the past. A popular approach to mitigate
this issue is to define the dynamics of an extra state so that
a DP recursion or a linear program can be formulated on the
augmented state space [11], [20]–[24]. An optimal policy that
depends on the augmented state dynamics can be constructed
under a measurable selection condition [11], [20]–[22]; such
a policy may be called an optimal precommitment policy
to highlight its extra dependencies. One can avoid state-
space augmentation in a CVaR setting when minimizing an
expected cumulative cost subject to a CVaR constraint on
a terminal cost [17].

Here, we focus on optimizing an MDP in which the
random cost is a supremum of random stage costs over
an infinite time horizon. In the MDP literature, it is more
common to optimize a random cumulative cost, e.g., see
[20]–[22]. A random cumulative cost represents a setting in
which the severity of an undesirable outcome accumulates
as a system evolves. However, there are cases when the severity
of an undesirable outcome has an instantaneous nature,
which motivates the use of a maximum cost over time. For
example, in the application of stormwater management, a
maximum water level indicates a maximum discharge rate,
and this rate represents an instantaneous amount of stress
on downstream infrastructure [10]. Moreover, the problem
of optimizing a maximum cost incurred by the trajectory
of a non-stochastic control system has been studied using
Hamilton-Jacobi (HJ) reachability analysis over the past 15
years; e.g., see [25] and [26]. Historically, HJ analysis has
been applied mainly to aerospace applications.

In this paper, we extend the risk-averse safety analysis
method in [11] to the infinite time horizon setting. The
core problem is to minimize the CVaR of the supremum
of stage costs subject to the dynamics of an MDP and con-
struct an optimal precommitment policy under appropriate
assumptions. The optimal values define a family of risk-
averse safety specifications, which quantify the severity of a
harmful outcome in a given fraction α of the worst cases. The
extension necessitates some different techniques compared to
[11]. In particular, the solution requires:

1) Deriving a forward DP recursion on an augmented state
space (Lemma 1) and
2) Showing that a sequence of value functions converges
pointwise to an optimal expected maximum cost (The-
orem 2).

In addition to these technical contributions, we wish to
highlight two conceptual implications of our work. First, in
the finite time horizon case, the CVaR optimal policy is time-
varying [11, Th. 2]. However, in the infinite time horizon
case, the optimal policy is time-invariant and satisfies a
time-independent, and therefore simpler, optimality equation
(Theorem 1d). Once a time-invariant policy is available, it
enjoys reduced memory requirements compared to a time-
varying policy. Second, a classical stochastic “first hitting
time” reach-avoid problem is meaningful on an infinite time
horizon [2, Sec. 5.3]. In future work, we are interested in
proposing and studying risk-averse reach-avoid problems on
long time horizons. Such problems may be relevant for long-
term planning of hydro-electric operations (e.g., generate
enough electricity but also alleviate downstream flooding).
The present work is a necessary stepping stone.

This paper is organized as follows. Section II presents
notation and background about CVaR. Section III states the
problem of interest, and Section IV describes the problem-
solving approach. Section V provides the theoretical results.
Section VI presents a numerical example, and Section VII
offers brief concluding remarks.

II. PRELIMINARIES

A. Notation

If S is a metrizable space, then \( B_S \) is the Borel sigma
algebra on \( S \), \( \mathcal{P}_S \) is the set of probability measures on
\((S, B_S)\) with the weak topology, and \( M^*_S \) is the set of non-
negative Borel-measurable functions on \( S \). If \( y \in S \), then
\( \delta_y \in \mathcal{P}_S \) is the Dirac measure on \((S, B_S)\) concentrated at \( y \).
\( \mathbb{N} \) is the set of natural numbers and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \).
For \( n \in \mathbb{N}, \mathbb{R}^+_n \) is the non-negative orthant in \( \mathbb{R}^n \), \( \mathbb{R}^* := \mathbb{R} \cup \{-\infty, +\infty\} \)
is the extended real line. For \( p \in \mathbb{N} \cup \{+\infty\}, L^p(\Omega, \mathcal{F}, \nu) \) is
the \( L^p \) space corresponding to the measure space \((\Omega, \mathcal{F}, \nu)\).
If \( \nu \) is a probability measure, the notation \( G \in L^p(\Omega, \mathcal{F}, \nu) \)
means that \( G \) is a random variable defined on \((\Omega, \mathcal{F}, \nu)\)
whose \( L^p \) norm is finite. We use the following abbreviations:
w.r.t. = with respect to, l.s.c. = lower semi-continuous, and
a.e. = almost everywhere or almost every.

B. Conditional Value-at-Risk

Here, we present a standard definition for the CVaR [27,
Eq. (3.11)] and some of its important properties.

Definition 1 (Conditional Value-at-Risk): Let a probability
space \((\Omega, \mathcal{F}, \mu)\) and a random variable \( Y \in L^1(\Omega, \mathcal{F}, \mu) \)
be given; i.e., \( Y \) is a random variable on \((\Omega, \mathcal{F}, \mu)\) such that
\( E(Y) := \int_{\Omega} |Y| \, d\mu \) is finite. The Conditional Value-at-Risk
of \( Y \) at the risk-aversion level \( \alpha \in (0, 1] \) is defined by

\[
\text{CVaR}_\alpha(Y) := \inf_{s \in \mathbb{R}} \left( s + \frac{1}{\alpha} E(\max\{Y - s, 0\}) \right). \tag{2}
\]

The CVaR is related to the Value-at-Risk (VaR), which
is defined by

\[
\text{VaR}_\alpha(Y) := \inf\{y \in \mathbb{R} : \mu(\{Y \leq y\}) \geq 1 - \alpha\} \tag{3}
\]

for \( \alpha \in (0, 1) \). The set \( \{Y \leq y\} := \{\omega \in \Omega : Y(\omega) \leq y\} \)
is a member of \( \mathcal{F} \) because \( Y \) is measurable w.r.t. \( \mathcal{F} \) and \( B_S \).
The CVaR can be written as an integral of the VaR w.r.t. the
risk-aversion level [13, Th. 6.2],

\[
\text{CVaR}_\alpha(Y) = \frac{1}{\alpha} \int_{1-\alpha}^1 \text{VaR}_{1-p}(Y) \, dp, \quad \alpha \in (0, 1), \tag{4}
\]

which explains why Average Value-at-Risk is a synonym for
CVaR. If \( \alpha \in (0, 1) \) and the distribution function \( F_Y(y) :=
\mu(\{Y \leq y\}) \) is continuous at the point \( y = \text{VaR}_\alpha(Y) \), then
the CVaR\(\alpha(Y)\) is the expectation of \(Y\) conditioned on the event \(\{Y \geq \text{VaR}_\alpha(Y)\}\) [13, Th. 6.2]:

\[
\text{CVaR}_\alpha(Y) = E(Y \mid Y \geq \text{VaR}_\alpha(Y)),
\]

which explains the name Conditional Value-at-Risk. Equations (4) and (5) provide expressions for the CVaR in terms of the VaR. In particular, Eq. (5) indicates that, under some assumptions, the \(\text{CVaR}_\alpha(Y)\) quantifies the magnitude of \(Y\) in the \(\alpha\)-100% worst cases, which appear in the upper tail of the distribution of \(Y\).

The CVaR on \(L^1(\Omega, F, \mu)\) for \(\alpha \in (0, 1]\) satisfies the four axioms that define the class of coherent risk functionals, proposed by Artzner et al. [19]. For convenience, we list these properties below using the notation \(\rho := \text{CVaR}_\alpha:\)

1. Monotonicity: if \(Y_1(\omega) \leq Y_2(\omega)\) for almost every \(\omega \in \Omega\) with respect to \(\mu\), then \(\rho(Y_1) \leq \rho(Y_2)\);
2. Subadditivity: \(\rho(Y_1 + Y_2) \leq \rho(Y_1) + \rho(Y_2)\);
3. Translation Equivariance: \(\rho(Y + a) = \rho(Y) + a\) for all \(a \in \mathbb{R}\);
4. Positive Homogeneity: \(\rho(\lambda Y) = \lambda \rho(Y)\) for all \(\lambda \geq 0\).

A discussion about these axioms and why the VaR is not subadditive can be found in [28, Sec. 2.2].

III. PROBLEM STATEMENT

We consider a stochastic control system operating on a discrete infinite time horizon \(\mathbb{N}_0\). For all \(t \in \mathbb{N}_0\), the realizations of the random state \(X_t\), random control \(U_t\), and random disturbance \(W_t\) are elements of a non-empty Borel space, \(S, C, \text{ and } D\), respectively. The realizations of \(X_0\) are concentrated at an arbitrary \(x \in S\). The disturbance process \(W_0, W_1, \ldots\) is a sequence of random objects, such that for all \(t \in \mathbb{N}_0\), given \((X_t, U_t)\), \(W_t\) is independent of \(W_\tau\) for all \(\tau \neq t\). If \((x, u) \in S \times C\) is the realization of \((X_t, U_t)\), then the distribution of \(W_t\) is \(p(\cdot|z, u)\), where \(p(\cdot|\cdot,\cdot)\) is a Borel-measurable stochastic kernel on \(D\) given \(S \times C\). In addition, the distribution of \(X_{t+1}\) is \(Q(\cdot|x, u)\), which is defined by

\[
Q(B|x, u) := p(\{w \in D : f(x, u, w) \in B\}|x, u),
\]

where \(B \in \mathcal{B}_S\) and \(f : S \times C \times D \to S\) is a Borel-measurable function.

We consider a random cost

\[
Y := \sup_{t \in \mathbb{N}_0} c(X_t, U_t),
\]

where \(c : S \times C \to \mathbb{R}\) is Borel measurable, bounded, and non-negative. In particular, we assume that \(c(x, u) \in \mathbb{Z} := [0, \bar{c}]\) for all \((x, u) \in S \times C\) with \(\bar{c} > 0\). The problem is to compute a family of risk-averse safe sets. A risk-averse safe set

\[
S^*_\alpha := \{x \in S : V^*_\alpha(x) \leq r\}, \quad \alpha \in (0, 1], \quad r \in \mathbb{Z},
\]

is defined in terms of a CVaR-optimal control problem\footnote{If \(c\) is not non-negative, define \(\bar{c} := -\frac{\|c\|}{E(c)}\), where \(\|\cdot\|\) is a lower bound for \(c\), \(Y := \sup_{t \in \mathbb{N}_0} c(X_t, U_t)\), and \(V^*_\alpha(Y) := \inf_{\pi \in \Pi} \text{CVaR}^\alpha_{\bar{c}, \pi}(Y)\).}

\[
V^*_\alpha(x) := \inf_{\pi \in \Pi} \text{CVaR}^\alpha_{\bar{c}, \pi}(Y),
\]

where \(Y\) is the supremum random cost defined by (7). Let us describe the other terms in (9):

- \(\Pi\) is a class of history-dependent policies (to be defined in Section IV-A);
- \(\alpha \in (0, 1]\) is a risk-aversion parameter, and
- \(\text{CVaR}^\alpha_{\bar{c}, \pi}(Y)\) is the CVaR of \(Y\) at level \(\alpha\) when the system is initialized at \(x\) and uses the policy \(\pi\).

A risk-averse safe set \(S^*_\alpha\) represents the set of initial states from which the expectation of \(Y\) in the \(\alpha \cdot 100\%\) worst cases can be reduced to a threshold \(r\). Hence, \(S^*_\alpha\) is a safety notion that permits flexibility in the definition of “the worst case” and assesses the severity of a random cost \(Y\) for a stochastic control system. One may choose the state cost \(c\) to quantify a distance between a state realization and a desired operating region \(K \in B_S\). In this case, \(Y\) represents a distance between the random state trajectory and \(K\) in the long run. In our example of a stormwater system, we will define \(c\) to quantify an overflow amount (Section VI).

IV. STATE-SPACE AUGMENTATION APPROACH

A. Defining a Control System on an Augmented State Space

While it is not possible to compute \(V^*_\alpha\) using a DP recursion on \(S\), we will overcome this challenge by defining an augmented state \((X_t, Z_t)\), which has realizations in \(S \times Z\). The role of \(Z_t\) is to record the running maximum up to time \(t\). Formally, we define \(X_t, U_t,\) and \(Z_t\) on the sample space

\[
\Omega := (S \times Z \times C)^\infty,
\]

where every \(\omega \in \Omega\) takes the form

\[
\omega = (x_0, z_0, u_0, x_1, z_1, u_1, \ldots),
\]

and the coordinates of \(\omega\) are related causally. We define \(X_t, Z_t,\) and \(U_t\) to be projections from \(\Omega\) to \(S, Z,\) and \(C\), respectively, such that for all \(\omega \in \Omega\) of the form in (11),

\[
X_t(\omega) := x_t, \quad Z_t(\omega) := z_t, \quad U_t(\omega) := u_t.
\]

In addition, the dynamics of \(Z_t\) are given by

\[
Z_{t+1} = \max\{Z_t, c(X_t, U_t)\}, \quad t \in \mathbb{N}_0.
\]

The realizations of \(Z_0\) are concentrated at a point \(z \in Z\). Later in our analysis, we will see that choosing \(z = 0\) is particularly useful.

We define the random cost \(Y: \Omega \to \mathbb{R}\) as follows: for all \(\omega \in \Omega\) of the form in (11),

\[
Y(\omega) := \sup_{t \in \mathbb{N}_0} c(X_t(\omega), U_t(\omega)) = \sup_{t \in \mathbb{N}_0} c(x_t, u_t).
\]

\(\Pi\) is the class of stationary policies that are history-dependent through \((X_t, Z_t)\).

Definition 2 (Policy class \(\Pi\)): Any \(\pi \in \Pi\) takes the form \(\pi = (\mu, \mu, \ldots)\), where \(\mu(\cdot|\cdot, \cdot)\) is a Borel-measurable stochastic kernel on \(C\) given \(S \times Z\).

\(\Pi’\) is the class of stationary and non-stationary policies that are history-dependent through \((X_t, Z_t)\).

Definition 3 (Policy class \(\Pi’\)): Any \(\pi \in \Pi’\) takes the form \(\pi = (\mu_0, \mu_1, \ldots)\), where \(\mu_t(\cdot|\cdot, \cdot)\) is a Borel-measurable stochastic kernel on \(C\) given \(S \times Z\) for all \(t \in \mathbb{N}_0\).
In particular, $\Pi'$ is a superset of $\Pi$.

Remark 1 (Evolution of the augmented system): Given a policy $\pi = (\mu_0, \mu_1, \ldots) \in \Pi'$ and an initial augmented state $(x, z) \in S \times Z$, the augmented system evolves as follows. Initialize $t = 0$ and $(x_0, z_0) = (x, z)$. For $t = 0, 1, \ldots$, repeat the following four steps:

1. A realization $u_t$ of $U_t$ occurs according to $\mu_t(\cdot|x_t, z_t)$.
2. A realization $w_t$ of $W_t$ occurs according to $p(\cdot|x_t, u_t)$.
3. A realization $(x_{t+1}, z_{t+1})$ of $(X_{t+1}, Z_{t+1})$ is given by $(x_{t+1}, z_{t+1}) = (f(x_t, u_t, w_t), \max\{z_t, c(x_t, u_t)\})$.
4. Time $t$ updates by 1, and proceed to step 1.

Next, we present a family of probability measures on $(\Omega, B_\Omega)$ that we use throughout the paper.

B. Probability Measures, $P^\pi_{x,z}$ and $P^\pi_{x,j}$

Let $(x, z) \in S \times Z$ and $\pi = (\mu_0, \mu_1, \ldots) \in \Pi'$ be given. By [29, Prop. 7.28], there is a unique probability measure $P^\pi_{x,z} \in P_\Omega$, whose marginals satisfy useful properties. To describe the properties, the following notations are convenient:

\begin{align}
\Omega_j &= (S \times Z \times C)^j, \\
\bar{x}_i &= (x_i, z_i) \text{ or } \bar{x}_i = (z_i, x_i), \\
\nu_{x,z}(d\bar{x}_0) &= \delta_x(d\bar{x}_0) \delta_x(d\bar{x}_0),
\end{align}

with $j \in \mathbb{N}$, $i \in \mathbb{N}_0$, $x_i \in S$, $z_i \in Z$, and $z \in Z$. We denote the transition kernel on the augmented state space by

\begin{align}
\bar{Q}(d\bar{x}_{i+1}|\bar{x}_i, u_i) = \delta_{\max\{z_i, c(x_i, u_i)\}}(d\bar{x}_{i+1}) Q(d\bar{x}_{i+1}|x_i, u_i).
\end{align}

For $j \in \mathbb{N}$, we denote the marginal of $P^\pi_{x,z}$ on $\Omega_j$ by $P^\pi_{x,j}$,

\begin{align}
P^\pi_{x,j}(A) &= P^\pi_{x,z}(H^j_{-1}(A)), \quad A \in B_{\Omega_j},
\end{align}

where $H_j : \Omega \to \Omega_j$ is defined by

\begin{align}
H_j : (X_0, Z_0, U_0, \ldots, X_{j-1}, Z_{j-1}, U_{j-1}),
\end{align}

and $H^j_{-1}(A)$ is defined by

\begin{align}
H^j_{-1}(A) := \{H_j \in A \} := \{\omega \in \Omega : H_j(\omega) \in A\}.
\end{align}

Now, we are ready to state the property of $P^\pi_{x,j}$ [19] alluded above. For all $j \in \mathbb{N}$, if $g : \Omega_j \to \mathbb{R}$ is Borel measurable and non-negative, then $\int_{\Omega_j} g \, dP^\pi_{x,j}$ equals [22] [29, Prop. 7.28]; [20] is located at the top of the next page.

C. Evaluating Random Variables on $(\Omega, B_\Omega, P^\pi_{x,z})$

If $G : \Omega \to \mathbb{R}$ is Borel measurable and non-negative, then the expectation of $G$ with respect to $P^\pi_{x,z}$ is defined by

\begin{align}
E^\pi_{x,z}(G) := \int_{\Omega} G \, dP^\pi_{x,z}.
\end{align}

The above definition is useful for defining the CVaR of $Y$ [14] formally. Since $Y : \Omega \to \mathbb{R}$ is bounded everywhere and Borel measurable, we have that $Y \in L^1(\Omega, B_\Omega, P^\pi_{x,z})$ for all $(x, z) \in S \times Z$ and $\pi \in \Pi'$. Considering $z = 0$, the CVaR of $Y \in L^1(\Omega, B_\Omega, P^\pi_{x,0})$ at level $\alpha \in (0, 1]$ is given by

\begin{align}
\text{CVaR}^\pi_{\alpha,x}(Y) := \inf_{s \in \mathbb{R}} \left( s + \frac{1}{\alpha} E^\pi_{x,0}(\max\{Y - s, 0\}) \right).
\end{align}

D. Outline of Theory

We use [24] to express $V^*_\alpha (9)$ as a bi-level optimization problem by exchanging the order of infima over $\Pi'$ and $\mathbb{R}$. For all $s \in \mathbb{R}$ and $x \in S$, we define

\begin{align}
V_s(x) := \inf_{\pi \in \Pi'} E^\pi_{x,0}(\max\{Y - s, 0\}).
\end{align}

Then, for all $\alpha \in (0, 1]$ and $x \in S$, it holds that

\begin{align}
V^*_\alpha(x) = \inf_{s \in \mathbb{R}} (s + \frac{1}{\alpha} V_s(x)) = \min_{s \in \mathbb{R}} (s + \frac{1}{\alpha} V_s(x)).
\end{align}

A minimizer $s^*_\alpha, x \in Z$ exists due to $Y(\omega) \in Z$ for all $\omega \in \Omega$, the continuity of $s \mapsto s + \frac{1}{\alpha} V_s(x)$, and the compactness of $Z$ [11, Lemma 1]. Next, we present a procedure to compute a family of risk-averse safe sets $S^*_\alpha : \alpha \in \Lambda, r \in R$, where $S^*_0$ is defined by [8], $\Lambda \subseteq (0, 1]$, and $R \subseteq Z$.

1) For all $s \in Z$, implement a value iteration algorithm on $S \times Z$ to provide $V^*_\alpha$ in principle (Algorithm 1) and relevant theory to be presented in Section V.

2) Use the family of functions $\{V_s : s \in Z\}$ to compute $\{V^*_\alpha : \alpha \in \Lambda\}$ by applying (26).

3) Use $\{V^*_\alpha : \alpha \in \Lambda\}$ to calculate $\{S^*_\alpha : \alpha \in \Lambda, r \in R\}$.

Our theory guarantees the computation of risk-averse safe sets and optimal preemption policies exactly in principle under a measurable selection condition (Assumption 1). We define a sequence of value functions $\{v^*_t : t \in \mathbb{N}_0\}$ parametrized by $s \in \mathbb{R}$ (Algorithm 1). We show that each $v^*_t$ enjoys desirable properties and the limit

\begin{align}
v^*(x, z) := \lim_{t \to \infty} v^*_t(x, z)
\end{align}

exists for all $(x, z) \in S \times Z$ (Theorem 1). Then, in Theorem 2 and Corollary 1 we show that $v^* = J_s$, where $J_s(x, 0) = V_s(x)$ for all $x \in S$. Lastly, we guarantee the existence of a policy parametrized by $s$, from which we obtain an optimal preemption policy parametrized by $x$ and $\alpha$ (Remark 2).

V. Theoretical Results

We make the following assumption.

Assumption 1 (Measurable selection): It holds that

1) The control space $C$ is compact.

2) The dynamics function $f$ and the stage cost $c$ are continuous with $c(x, u) \in Z := [0, c]$ \forall $(x, u) \in S \times C$.

3) The disturbance kernel $p(\cdot|x, u)$ is a continuous stochastic kernel on $D$ given $S \times C$.

A measurable selection condition is used to guarantee the existence of an optimal policy. To optimize an expected cumulative cost for an MDP, it is typical to assume that $C$ is compact, $f$ and $p$ are continuous, and $c$ is l.s.c. and bounded below [29, Def. 8.7]. For risk-averse MDPs, it is common to impose additional conditions on $c$. For instance, the works [21] and [23] both assume bounded positive costs. The cost-update operation in Algorithm 1 (to follow) is a composition rather than a summation. Assuming that $c$ is continuous is a natural choice that helps preserve lower semi-continuity under the cost-update operation.
Algorithm 1 (Value iteration): Let Assumption \[1\] hold, and let \( s \in \mathbb{R} \) be given. For all \( t \in \mathbb{N}_0 \), define the functions \( v_t^* \) on \( S \times Z \) as follows: 
\[
v_t^*(x, z) := \max_{u \in C} \{\int_D v_{t-1}^*(f(x, u, w), \max\{z, c(x, u)\}) \, p(dw|x, u) \}.
\]
and for any \( (x, z, u) \in F \),
\[
v_{t-1}^*(f(x, u, \cdot), \max\{z, c(x, u)\}) \uparrow v^*(f(x, u, \cdot), \max\{z, c(x, u)\}).
\]
(28)

Then, the desired result follows from the Monotone Convergence Theorem.

Part d) holds by using \( v^*(x, z) = \min_{u \in C} \Phi(v^*(x, z, u)) \) for all \( (x, z) \in S \times Z \), lower semi-continuity of \( \Phi(v^*) \), and compactness of \( C \) with [29, Corollary 7.33].

To continue studying \( v^* \), some additional information is needed. We define the random variable \( Z : \Omega \to \mathbb{R} \) by
\[
Z := \sup\{Z_0, c(X_0, U_0), c(X_1, U_1), \ldots \}.
\]
and we let \( (x, z) \in S \times Z \), \( \pi \in \Pi' \), and \( s \in \mathbb{R} \) be given. \( Z \) and \( \max\{Z_t - s, 0\} \) for all \( t \in \mathbb{N}_0 \) are elements of \( L^\infty(\Omega, \mathcal{B}_\Omega, P^\pi_{x,z}) \). This is because \( c : S \times C \to \mathbb{R} \) is bounded, \( X_t : \Omega \to S \), \( Z_t : \Omega \to Z \), \( U_t : \Omega \to C \), and \( c \) are Borel measurable, \( Z \subseteq \mathbb{R} \) is bounded, and \( Z \) is the pointwise supremum of countably many functions. Also, we define
\[
J^\pi_t(s, x,z) := E^\pi_{x,z}(\max\{Z_{t} - s, 0\}, \, t \in \mathbb{N}_0,
\]
(30)
\[
J^\pi_s(x,z) := E^\pi_{x,z}(\max\{Z_{s} - s, 0\}),
\]
(31)
\[
J_s(x,z) := \inf_{\pi \in \Pi} J^\pi_s(x, z).
\]
(32)

Then, if \( z = 0 \), then \( Y = Z \) a.e. w.r.t. \( P^\pi_{x,z} \) due to the stage cost \( c \) being non-negative and the realizations of \( (x, z) \) are concentrated at 0. Hence, we have
\[
J^\pi_s(x,0) = E^\pi_{x,0}(\max\{Y_{s} - s, 0\}) = E^\pi_{x,0}(\max\{Y_{s} - s, 0\}),
\]
which is useful for a later result (Corollary \[1\]). The next theorem specifies the relationship between \( v^* \) and \( J_s \).

Theorem 2 (\( v^* = J_s \)): Let Assumption \[1\] hold. For all \( s \in \mathbb{R} \), we have that \( v^* = J_s \).

To prove Theorem 2 we require some preliminaries.

Definition 5 (DP operator): Given \( \mu \), a Borel-measurable stochastic kernel on \( C \) given \( S \times Z \), the operator \( T^\mu : M^0_{\mathbb{R}_+} \times Z \to M^0_{\mathbb{R}_+} \times Z \) is defined in (33) on the next page. Note that the variable \( (x, z) \) in \( T^\mu(v)(x,z) \) corresponds to the outer-most measure \( \mu([x],z) \).

The next lemma provides a forward dynamic programming recursion on \( S \times Z \). Its proof is in the Appendix.

Lemma 1 (DP recursion): Let \( \pi = (\mu_0, \mu_1, \ldots) \in \Pi' \), \( s \in \mathbb{R} \), and \( t \in \mathbb{N}_0 \) be given. It holds that \( J^\mu_{t,s}(x, z) = v^*_t \). If \( t \geq 1 \), then \( J^\mu_{t,s}(x, z) = T^\mu_{t,s}(J^\mu_{t-1,s})(x, z) \) for all \( (x, z) \in S \times Z \). If \( \pi = (\mu, \mu, \ldots) \in \Pi \), then \( J^\mu_{t+1,s}(x, z) = T^\mu_{t+1,s}(J^\mu_t)(x, z) \) for all \( (x, z) \in S \times Z \) and \( t \in \mathbb{N}_0 \).

The next definition uses the existence of a Borel-measurable selector \( \kappa^* : S \times Z \to C \) from Theorem \[1\]

Definition 6 (\( \kappa^* \)): We define \( \kappa^* = (\delta_{\kappa^*}, \delta_{\kappa^*}, \ldots) \in \Pi \), which is a deterministic stationary policy. That is, if
\( (x_i, z_i) \in S \times Z \) is the realization of \((X_i, Z_i)\), then the realizations of \(U_i \) are concentrated at \(\kappa^s(x, z) \in C\).

**Lemma 2** \((J^{s}_{x,z} \leq v^s)\): Let Assumption 1 hold, and let \(s \in \mathbb{R} \) be given. Then, \(J^{s}_{x,z} \leq v^s \) for all \(t \in \mathbb{N}_0\).

**Proof:** Proceed by induction. The base case is \(J^{s}_{x,z} = 0 \leq v^s \) by Lemma 1 and Theorem 1. Now, assume (the induction hypothesis) that for some \(t \in \mathbb{N}_0\), it holds that \(J^{s}_{x,z} \leq v^s \). Let \((x,z) \in S \times Z \) be given. By Theorem 1, \(v^s(x,z) = \Phi(v^s)(x,z) = \Phi(v^s)(x,z) = T_{\delta,v}(v^s)(x,z) \). Since \(0 \leq J^{s}_{x,z} \leq v^s \) and \(J^{s}_{x,z} \) and \(v^s \) are Borel-measurable functions on \(S \times Z \), it follows that \(v^s(x,z) \geq T_{\delta,v}(J^{s}_{x,z})(x,z) = J^{s}_{x+1,z}(x,z) \), where the equality holds by Lemma 1 as \(\pi^s \) is stationary.

**Lemma 3** \((v^s \leq J^{s}_{x,z})\): Let Assumption 1 hold, and let \(s \in \mathbb{R} \) be given. Then, \(v^s \leq J^{s}_{x,z} \) for all \(t \in \mathbb{N}_0 \) and \(\pi \in \Pi\).

**Proof:** Proceed by induction. The base case is \(v^s = J^{s}_{x,z} \) for all \(\pi \in \Pi \) by Lemma 1 and Theorem 1. Now, assume (the induction hypothesis) that for some \(t \in \mathbb{N}_0 \), it holds that \(v^s \leq J^{s}_{x,z} \) for all \(\pi \in \Pi \). Let \((x,z) \in S \times Z \) and \(\pi = (\mu, \mu, \ldots) \in \Pi \) be given. We have \(J^{s}_{x,z} = \mu \Phi(J^{s}_{x,z})(x,z) \) from Lemma 1 and since \(0 \leq v^s \leq J^{s}_{x,z} \) by Lemma 2, the induction hypothesis, it follows that \(J^{s}_{x,z} = \mu \Phi(J^{s}_{x,z})(x,z) \). Next, we apply the definitions of \(J^{s}_{x,z} \) and \(v^s \) to find that for all \(u \in C \), \(v^s + t(x,z) \leq \int S \int Z v^s(y) q(x,y) \delta_{\max}(z(x,u)) (dq) Q(dy|x,u) \). By integrating over all \(u \in C \), we obtain \(v^s \leq v^s \). All together, we conclude that \(v^s \leq J^{s}_{x,z} \). ■

The proof of Theorem 2 follows.

**Proof:** [Theorem 2] First, we show that \(J^s \leq v^s \). For any \(\pi \in \Pi \) and \((x,z) \in S \times Z \), it holds that \(\lim_{t \to \infty} J^{s}_{x,z}(x,z) = J^{s}_{x,z}(x,z) \). Indeed, \(0 \leq \max\{Z - s, 0\} \) \(\uparrow \max\{Z - s, 0\} \), which implies that \(E_{\pi,X}(\max\{Z - s, 0\}) \uparrow E_{\pi,X}(\max\{Z - s, 0\}) \) by the Monotone Convergence Theorem, where we use the measure space \((\Omega, \mathcal{B}_1, P_{\pi,X})\). By Lemma 2, there is a policy \(\pi^s \in \Pi \) and \(\pi^s \in \Pi \) such that \(J^{s}_{x,z} \leq v^s \) \(\forall t \in \mathbb{N}_0 \). Thus, \(J^{s}_{x,z} = \lim_{t \to \infty} J^{s}_{x,z} \). Since \(J^s \leq J^{s}_{x,z} \), we conclude that \(J^s \leq v^s \).

Second, we show that \(v^s \leq J^s \). A sufficient condition is \(v^s \leq J^s \) \(\forall t \in \mathbb{N}_0 \) \(\forall \pi \in \Pi \) and it is given by Lemma 3. Indeed, this statement implies that \(\lim v^s \leq \lim J^s \) \(\forall t \in \mathbb{N}_0 \), \(\forall \pi \in \Pi \), which limits exist by previous analyses. Since \(\lim v^s = v^s \) and \(\lim J^s = J^s \) \(\forall \pi \in \Pi \), we have \(v^s \leq J^s \) \(\forall t \in \mathbb{N}_0 \). Then, the desired result follows, \(v^s \leq J^s \) \(\forall \pi \in \Pi \).

The last result explains how to obtain \(V^s \) using \(J^s \) and provides an interpretation for \(\pi^s \).

**Corollary 1 (Computing \(V^s \), interpreting \(\pi^s \):** Let Assumption 1 hold, \(s \in \mathbb{R} \) be given, and \(\pi^s \) satisfy Definition 2. Then, \(J^s(x,z) = E_{\pi,X}(\max\{Z - s, 0\}) \) for all \((x,z) \in S \times Z \). In particular, \(V^s(x) = J^s(x,0) = E_{\pi,X}(\max\{Y - s, 0\}) \) for all \((x,s) \in S \times Z \).

**Proof:** Recall from the proof of Theorem 2 that \(J^s \) is \(\lim J^s \) \(\forall \pi \in \Pi \) \(\forall t \in \mathbb{N}_0 \). Therefore, \(J^s = J^s \). More explicitly, we use (31) to write \(J^s(x,z) = E_{\pi,X}(\max\{Z - s, 0\}) \) for all \((x,z) \in S \times Z \). Now, let \(x \in S \) be given. By substituting \(z = 0 \), we obtain \(J^s(x,0) = E_{\pi,X}(\max\{Z - 0, 0\}) \). Since \(\pi^s \) holds for any \(\pi \in \Pi \) and \(\pi^s \) is an element of \(\Pi^s \), it follows that \(J^s(x,0) = E_{\pi,X}(\max\{Z - s, 0\}) \) \(\leq E_{\pi,X}(\max\{Y - s, 0\}) \).

In addition, we have \(J^s(x,0) \leq \inf_{\pi \in \Pi} E_{\pi,X}(\max\{Z - s, 0\}) \) \(\leq \inf_{\pi \in \Pi} E_{\pi,X}(\max\{Y - s, 0\}) \) \(\leq V^s(x) \).

Hence, \(V^s(x) \leq J^s(x,0) \leq E_{\pi,X}(\max\{Y - s, 0\}) \).

**Corollary 1** indicates that under Assumption 1 for each \(s \in \mathbb{R} \), there is a deterministic policy \(\pi^s \) in \(\Pi \) that attains the infimum \(V^s(x) \) for all \(x \in S \). Next, we explain how to find an optimal policy that is parametrized by \(\alpha \) and \(x \).

**Remark 2 (Policy synthesis):** Let \(\alpha \in (0,1) \) and \(x \in S \) be given. Recall that there is a minimizer \(s^*, \in \mathbb{Z} \) such that the minimum \(\text{CVaR} \) is \(V^s_\alpha(x) \leq s^* \) \(\forall \alpha \in (0,1) \). By Corollary 1 for all \(s \in \mathbb{R} \), we have \(V^s_\alpha(x) = E_{\pi,X}(\max\{Y - s, 0\}) \), where \(\pi^s = (\delta_{\pi,s, \ldots}) \in \Pi \) satisfies Definition 6. Select \(s = s^* \) to obtain an optimal approximation policy \(\pi^s \). In II. To deploy this policy, follow the procedure provided in Remark 1 use the initialization \((x_0, z_0) = (x, 0) \), and for \(t \in \mathbb{N}_0 \), use the control \(u_t = \delta_{\pi,s} \).

**VI. NUMERICAL EXAMPLE**

We consider an urban stormwater system, consisting of two tanks connected by an automated valve, which we have adopted from our prior work \cite{11}. Water enters the system due to a random process of surface runoff, and water discharges through a storm sewer drain in tank 2 or through outlets that lead to a combined sewer. We penalize the latter discharge through a state-dependent stage cost \(c(x,u) = \max\{x_1 - k_1, x_2 - k_2\} \). The ith coordinate \(x_i \) of the state \(x = (x_1, x_2)^T \) is the water level of tank \(i \), \(k_i \) is the maximum water level prior to release into a combined sewer outlet \((k_1 = 3 \text{ ft, } k_2 = 4 \text{ ft}) \), and the control \(u \in C := [0,1] \) is the valve position. We have implemented Algorithm 1 by discretizing the state space \(S = [0,5] \times [0,6] \) \(\times [0,7] \) at a resolution of \(\Delta x = \frac{1}{10} \text{ ft} \) in each dimension to estimate \(v^s_1, v^s_2, \ldots, v^s_N \) with \(N \in \mathbb{N} \). Let \(V^*_\alpha \), \(N \) denote an estimate for \(V^*_\alpha \) using \(v^s_\alpha \), and define

\[ V^*_\alpha = V^*_\alpha(v^s_\alpha), \]
\gamma_\alpha(N',N) \coloneqq \sup\{\hat{V}_{\alpha,N'}(x) - \hat{V}_{\alpha,N}(x) : x \in S\} \text{ for } N' < N. \text{ We consider } N \text{ to be sufficiently large when our estimate for } \gamma_\alpha(N',N) \text{ is at most } \frac{\Delta R}{20} = 0.005 \text{ ft for some } N' < N, \text{ and this serves as our stopping criterion for Algorithm } 1. \text{ Estimates for risk-averse safe sets } S_\alpha^0 \text{ for } \alpha = 0.05 \text{ and } \alpha = 0.0005 \text{ are shown in Figure } 1 \text{ and sets prior to convergence are shown for comparison. In particular, when } N' = 280 \text{ and } N = 300, \text{ we find that } \gamma_{0.05}(N',N) = 0.0030 \text{ and } \gamma_{0.0005}(N',N) = 0.0048.

**VII. CONCLUSIONS**

We have developed a CVaR-based safety analysis method for infinite time stochastic systems with theoretical guarantees. In the future, we plan to investigate the feasibility of grid-free policy improvement methods, e.g., stochastic rollout, to improve the scalability to high-dimensional systems, such as city-wide water networks.

**APPENDIX**

Below, we provide a proof for Lemma 1.

**Proof:** Let \( \pi = (\mu_0, \mu_1, \ldots) \in \Pi' \), \( s \in \mathbb{R} \), and \((x, z) \in S \times Z \) be given. Recall the relations from the main text:

\[
\begin{align*}
\Omega_j &\equiv (S \times Z \times C)^j, \quad j \in \mathbb{N}, \\
P_{\pi,j}^x(A) &\equiv P_{\pi,x}^j(H^{-1}_j(A)), \quad A \in \mathcal{B}_\Omega, \quad j \in \mathbb{N}, \\
H_j &\equiv (X_0, Z_0, U_0, \ldots, X_{j-1}, Z_{j-1}, U_{j-1}), \quad j \in \mathbb{N}, \\
J_{t,s}^\pi(x,z) &\equiv \int_{\Omega} \max\{Z_t - s, 0\} \, dP_{\pi,x}^z, \quad t \in \mathbb{N}_0.
\end{align*}
\]

Let \( t \in \mathbb{N}_0 \) be given. Define \( \varphi_{t,s} : \Omega_{t+1} \to \mathbb{R} \) by

\[
\varphi_{t,s}(x_0, z_0, u_0, \ldots, x_t, z_t, u_t) \coloneqq \max\{z_t - s, 0\}. \quad (37)
\]

Note that \( \varphi_{t,s} \) and \( H_{t+1} \) are Borel measurable, \( \varphi_{t,s} \) is non-negative, and \( \varphi_{t,s} \circ H_{t+1} = \max\{Z_t - s, 0\} \). Thus,

\[
J_{t,s}^\pi(x,z) = \int_{\Omega} \varphi_{t,s} \circ H_{t+1} \, dP_{\pi,x}^z = \int_{\Omega} \varphi_{t,s} \, dP_{\pi,x}^{z,t+1}, \quad (38)
\]

where the second equality in (38) holds by [31, Th. 4.1.11], as \( P_{\pi,x}^{z,t+1} \) (19) is an image measure of \( P_{\pi,x}^z \). We recall that for all \( j \in \mathbb{N} \), if \( g : \Omega_j \to \mathbb{R}^+ \) is Borel measurable and non-negative, then \( \int_{\Omega_j} g \, dP_{\pi,j}^x \) is given by (22). If \( t = 0 \), then we apply the above statement and (38) to find that

\[
J_{0,s}^\pi(x,z) = \int_{\Omega} \max\{z_0 - s, 0\} \mu_0(du_0|x_0, z_0) \delta_z(dz_0) \delta_x(dx_0) = \max\{z - s, 0\} = v_0^\pi(x, z). \quad (39)
\]

The equality \( J_{0,s}^\pi = T_{\mu_0}(v_0^\pi) \) follows from similar steps as described below. Let \( t \in \{2, 3, \ldots\} \) be given, and use (22) and (38) to find that

\[
J_{t,s}^\pi(x,z) = \int_{S \times Z} \int_{S \times Z} \cdots \int_{S \times Z} \int_{S \times Z} \max\{z_t - s, 0\} \mu_{t}(du_t|x_t) \, Q(dx_{t-1}|x_{t-1}, u_{t-1}) \cdots \, Q(dx_1|x_0, u_0) \mu_0(du_0|x_0) \nu_{x,z}(dx_0), \quad (40)
\]

where there are \( t + 1 \) copies of \( S \times Z \times C \) in (41).

Since \( \max\{z_t - s, 0\} = v_0^\pi(x_t, z_t) \) is constant in \((x_t, u_t)\) and from the definition of \( Q \) and \( \nu_{x,z} \), it follows that

\[
J_{t,s}^\pi(x, z) = \int_{S \times Z} \cdots \int_{S \times Z} \int_{S \times Z} \delta_{\max}\{z_{t-1} - s\}(x_{t-1}, u_{t-1}) \mu_{t-1}(du_{t-1}|x_{t-1}, z_{t-1}) \cdots \delta_{\max}\{z, z(x, u_0)\}(dx_0) Q(dx_1|x_0, u_0) \mu_0(du_0|x, z), \quad (42)
\]

where there are \( t \) copies of \( S \times Z \) in (42). The term in parenthesis is \( T_{\mu_{t-1}}(v_0^\pi)(x_{t-1}, z_{t-1}) \), and thus,

\[
J_{t,s}^\pi(x, z) = \int_{S \times Z} \cdots \int_{S \times Z} \mu_{t-1}(du_{t-1}|x_{t-1}, z_{t-1}) \cdots \delta_{\max}\{z, z(x, u_0)\}(dx_0) Q(dx_1|x, u_0) \mu_0(du_0|x, z) \quad (43)
\]

with \( t + 1 \) copies of \( S \times Z \) in (43). By writing more of the integrals explicitly and using Definition 5, we find that

\[
J_{t,s}^\pi(x, z) = \int_{S \times Z} \cdots \int_{S \times Z} T_{\mu_{t-1}}(v_0^\pi)(x_{t-2}, z_{t-2}) \cdots \delta_{\max}\{z_{t-3}, z_{t-2}, z_{t-1}\}(dx_0) Q(dx_1|x, u_0) \mu_0(du_0|x, z) \mu_{t-3}(du_{t-3}|x_{t-3}, z_{t-3}) \cdots \delta_{\max}\{z, z(x, u_0)\}(dx_0) Q(dx_1|x, u_0) \mu_0(du_0|x, z) \quad (44)
\]

with \( t - 2 \) copies of \( S \times Z \) in (44). By repeating this process until the integral has one copy of \( S \times Z \), we conclude that

\[
J_{t,s}^\pi(x, z) = \int_{S \times Z} \cdots \int_{S \times Z} \mu_{t-1}(du_{t-1}|x_{t-1}, z_{t-1}) \cdots \delta_{\max}\{z, z(x, u_0)\}(dx_0) Q(dx_1|x, u_0) \mu_0(du_0|x, z) \mu_{t-1}(du_{t-1}|x_{t-1}, z_{t-1}) \cdots \delta_{\max}\{z, z(x, u_0)\}(dx_0) Q(dx_1|x, u_0) \mu_0(du_0|x, z) \quad (45)
\]

where we use Definition 5 in the last line. If \( t \in \mathbb{N}_0 \) and \( \pi = (\mu, \mu, \ldots) \in \Pi \), then the previous results give

\[
J_{t+1,s}^\pi(x, z) = T_{\mu}(J_{t,s}^\pi(x, z)), \quad (46)
\]

where the operator \( T_{\mu} \) is applied \( t + 1 \) times. Using (46) and Definition 5, we have \( J_{t+1,s}^\pi(x, z) = T_{\mu}(J_{t,s}^\pi(x, z)) \).
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