Andreev bound states formation and quasiparticle trapping in quench dynamics revealed by time-dependent counting statistics
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We analyze the quantum quench dynamics in the formation of a phase-biased superconducting nanojunction. We find that in the absence of an external relaxation mechanism and for very general conditions the system gets trapped in a metastable state, corresponding to a non-equilibrium population of the Andreev bound states. The use of the time-dependent Full Counting Statistics (FCS) analysis allows us to extract information on the asymptotic population of even and odd many-body states, demonstrating that a universal behavior, dependent only on the Andreev states energy, is reached in the quantum point contact limit. These results shed light on recent experimental observations on quasiparticle trapping in superconducting atomic contacts.

Introduction: Superconducting nanodevices are of central interest as building blocks of future quantum information processors. While traditionally based on Josephson junctions architectures [1], superconducting quantum dots and quantum point contacts are now being explored for quantum information applications like generation of electron entanglement through Cooper pair splitting [2, 3] and the so-called Andreev qubits [4]. Similar hybrid systems can host Majorana-like excitations whose search and potential applications are generating a huge research activity in the condensed matter community [5]. Within this context, studies of the transient response of superconducting nanodevices are of basic as well as practical interest [6]. This is connected with the unexplained evidence of residual non-equilibrium quasiparticles which undermines the quantum coherence in these devices [7]. In the case of superconducting atomic contacts (SACs) this phenomenon manifests in the presence of long lived trapped quasiparticle states within their Andreev Bound States (ABS) [8, 9].

In the present work we address these questions by analyzing the quench dynamics in the formation of a phase-biased superconducting single channel contact. We consider the situation schematically depicted in Fig. 1a) where a central electronic level is abruptly coupled to two superconducting leads (Fig. 1b). Our main question concerns the properties of the state which is generated at intermediate times (i.e. $\tau_\text{in} \gg t \gg \hbar/\Delta$, where $\tau_\text{in}$ is a characteristic inelastic relaxation time and $\Delta$ is the superconducting gap). We find that for generic values of the parameters the system gets trapped into a metastable state, reflecting a non-equilibrium population of the ABSs and exhibiting a smaller or even opposite survival probability derived from the time-dependent Full Counting Statistics (FCS) analysis. This allows us to determine the separate populations of even and odd parity states, an information which is inaccessible from any mean field study of single particle properties. We find that the odd parity states, corresponding to the trapping of a quasiparticle within the ABSs get a significant population $\sim 0.2 - 0.5$ for a broad range of parameters, in agreement with the experimental observations for SACs [4, 8].

Model and formalism: Our model nanojunction is composed of three regions; a central spin-degenerate electron level (which can be initially empty or occupied) and two BCS superconducting leads. These are connected at $t = 0$ by a tunnel Hamiltonian $H_T(t)$, creating excited quasiparticles which undergo multiple tunneling events between the electrodes. In particular, successive Andreev reflections are needed to develop the ABSs within the gap at energies $\pm \epsilon_A$ and to establish a non-dissipative (Josephson) current through the device. The system Hamiltonian $H = H_{\text{leads}} + H_0 + H_T$, can be wr
ten in terms of Nambu spinors \( \hat{\Psi}_f = (c_{j+}, c_{j-}) \), where \( j = k\nu, 0 \) denotes the \( \nu = L,R \) lead and the central level respectively. We have \( H_0 = \hat{\Psi}_0^\dagger \hat{h}_0 \hat{\Psi}_0 \), \( H_{\text{leads}} = \sum_{k\nu} \hat{\Psi}_{k\nu}^\dagger \hat{h}_{k\nu} \hat{\Psi}_{k\nu} \) and \( H_T = \sum_{k,\nu} [\hat{\Psi}_{k\nu}^\dagger \hat{V}_\nu(t) \hat{\Psi}_0 + \text{h.c.}] \), where \( \hat{h}_0 = \epsilon_0 \sigma_z, \hat{h}_{k\nu} = \epsilon_{k\nu} \sigma_z + \Delta_\nu \sigma_x \) (\( \sigma_z \) and \( \sigma_x \) denote here Pauli matrices in Nambu space). For describing an abrupt switch-on into a phase-biased situation we use \( \hat{V}_\nu(t) = \theta(t) \hat{V}_\nu^0 \sigma_z e^{i\sigma_x \phi_\nu} \), where \( \phi_L - \phi_R = \phi \) determines the phase difference between the leads and \( \theta(t) \) is the Heaviside function. While this initialization can be considered somewhat artificial, it generates the same dynamics as a large applied bias voltage which is suddenly switched off at \( t = 0 \) (see Fig. 1b and SM [17]). For simplicity we consider a constant normal density of states \( \rho_{L,R} \) in the leads with a finite bandwidth \( W \) taken as the larger energy scale in the model and we define the stationary tunneling rates as \( \Gamma_\nu = \pi (V_\nu^0)^2 \rho_\nu \), and \( \Gamma = \Gamma_L + \Gamma_R \). The central level initial charge will be denoted by \( n_\sigma(0) \), where \( \sigma \equiv \uparrow, \downarrow \). Hereafter we assume \( \hbar = e = 1 \).

The transport properties of the system are fully characterized by the generating function (GF) defined on the Keldysh contour [10]

\[
Z(\chi, t) = \left( T_K \exp \left[ -i \int_C dt \Gamma_{T,\chi}(t) \right] \right)_0,
\]

where \( \chi \equiv \chi_\nu(t) \) are counting fields entering as phase factors modulating the hopping terms in \( H_T \) and having opposite values \( \pm \chi_\nu \) on the two branches of the Keldysh contour. The average in Eq. (1) is taken over the decoupled system. The GF gives access to the charge transfer cumulants, i.e., \( \langle n \rangle (t) = (i)^n \partial^n S / \partial \chi^n \big|_0 \), where \( S = \ln Z(\chi, t) \). For definiteness we will hereafter assume \( \chi_L = \chi \) and \( \chi_R = 0 \), thus focussing on charge transfer through the left interface. The corresponding current cumulants are given by \( I^\nu(n) = \partial C_n / \partial t \). One can also decompose the GF as \( Z(\chi, t) = \sum P_n(t)e^{i\chi_n} \), where \( P_n(t) \) can be associated with the probability of transferring \( n \) charges in the measuring time \( t \). In the BCS superconducting case, the charge in the leads is not well defined, and \( P_n(t) \) can eventually take negative values [14][15]. The \( P_n(t) \) are therefore referred to as quasi-probabilities.

It can be shown that \( Z(\chi, t) \) can be computed as a Fredholm determinant on the Keldysh contour [11][13]. A straightforward extension of this formalism to the superconducting case leads to

\[
Z(\chi, t) = \det \left[ G(\chi = 0) G(\chi)^{-1} \right],
\]

where \( G = -i \left[ T_K \hat{\Psi}_0(t) \hat{\Psi}_0^\dagger(t') \right] \) is the Green function of the dot coupled to the leads defined in Keldysh-Nambu space. For a generic situation we evaluate Eq. (2) numerically following the approach described in the SM [17]. Analytical results allow us to further clarify our findings in certain limits as described below.

Current, charge and spectral density evolution: We first analyze the transient regime for these basic quantities. Results for the current evolution are shown in the upper panel of Fig. 2 for different values of the tunneling rates, phase difference \( \phi / \pi = 0.64 \), and for an initial condition \( (n_\uparrow(0), n_\downarrow(0)) = (0, 1) \). We concentrate here in the highly transmitted, electron-hole symmetric case (i.e. \( \epsilon_0 = 0, \Gamma_L \sim \Gamma_R \)) where the non-equilibrium effects that we discuss in this work are more pronounced. Moreover, when \( \Gamma \gg \Delta \) this case corresponds to a highly transmitted single-channel SAC. In the electron-hole symmetric case the stationary ABSs are roughly located at \( \epsilon_A \simeq \Delta \sqrt{1 - \tau \sin^2(\phi / 2)} \), where \( \tau = 4\Gamma_L \Gamma_R / \Gamma^2 \) is the normal transmission and \( \Delta < \Delta \) varies from \( \Delta \sim \Gamma \) for \( \Gamma \ll \Delta \rightarrow \Delta \) for \( \Gamma \gg \Delta \) [21]. As can be observed, the current reaches an asymptotic value smaller than the thermal equilibrium stationary one (indicated by the arrows in Fig. 2), becoming even of opposite sign in the case of \( \Gamma \ll \Delta \).

Further insight on this behavior can be obtained by analyzing the evolution of the central region occupied spectral density (the method used to extract this quantity is described in the SM [17]). The lower panels in Fig. 2 clearly illustrate the process of formation of the subgap states, whose spectral weight mainly originates from the lower continuous spectrum at \( \omega < -\Delta \). In addi-
tion, the continuous spectrum exhibits oscillations which are gradually damped. As can be observed, it requires a characteristic time \( \sim 2/|\epsilon_A| \) for the ABSs to become well defined [22]. The plots also show that while for \( \Gamma \gg \Delta \) the lower ABS becomes more populated, there is an inversion in their population for \( \Gamma \ll \Delta \).

**Low tunneling rate regime:** In this regime the contribution from the continuum states to the level charge becomes negligible. As described in the SM [17], this allows us to obtain an analytical expression for the population of the ABSs in this limit. Assuming the initial condition \((n^+, n^-) = (0, 1)\), these are given by

\[
n_{\pm}(t) = \frac{\Gamma}{\pi} \int_{-W}^{\Delta} \left( \frac{\omega \pm \epsilon_A}{\Gamma} \right) \frac{\sin \left( \frac{1}{2} \sqrt{2 \pi \Delta} t \right)}{\omega^2 + \Delta^2} \, d\omega, \tag{3}
\]

where \(\pm\) corresponds to the upper/lower ABS and \(\omega_{\pm} = \omega \pm \epsilon_A\). As shown in upper panel of Fig. 3, the comparison of \(n_{\pm} + n_{\mp}\) with the total spin-up charge obtained numerically for \(\Gamma = 0.05\Delta\) yields very good agreement. Both \(n_{\pm}\) and \(n_{\mp}\) exhibit an initial linear increase, with a slope set by \(\Gamma\), followed by an oscillatory behavior with a characteristic period set by \(\sim 2\pi/(\Delta \pm \epsilon_A)\). For \(\Gamma \ll \Delta\) and \(t > 1/\Delta\), \(n_{\pm}(t)\) is well described by the expression

\[
n_{\pm}(t) = n_{\pm}(\infty) + \frac{\Gamma}{\Delta} \left( 1 \pm \frac{\epsilon_A}{\Gamma} \right) \frac{\sin \left( \frac{1}{2} \sqrt{2 \pi \Delta} t \right)}{\sqrt{2 \pi \Delta}}, \tag{4}
\]

where \(n_{\pm}(\infty) = (\Gamma/2 \pm \epsilon_A/\pi)/\Delta\). This expression indicates that the oscillatory behavior dies out with a weak power law (i.e., as \(t^{-1/2}\)). While in this limit the upper level is more populated than the lower one, Eq. 3 would predict an inversion of the relative populations for \(\Gamma/\Delta \sim 1\). Although for \(\Gamma > \Delta\) the contribution from the continuum to the system dynamics can no longer be neglected, the prediction of the population inversion is consistent with the numerical results for the current shown in the upper panel of Fig. 2.

It is important to notice that when electron-hole symmetry is broken \(\epsilon_0 \neq 0\) the switch-on process couples the two ABSs, thus generating an additional contribution to the level charge which oscillates with a frequency \(2\epsilon_A\) (see inset in the upper panel Fig. 3). A more detailed analysis of this case is provided in the SM [17].

**Dependence on initial conditions:** The fact that the system reaches a metastable state suggests that this can be extremely sensitive to the initial conditions. This is true for the low \(\Gamma\) regime, but this sensitivity gradually disappears for increasing \(\Gamma\). This is illustrated in the lower panel of Fig. 3 where the current in the perfect transmission case for \(\Gamma = 0.05\Delta\) and \(\Gamma = 10\Delta\) is shown for three different initial conditions \((n^+, n^-) = (0, 0), (0, 1), (1, 1)\). It is observed that a positive or negative peak in \(I\) of size \(\sim \Gamma_L\) appears at short times when the initial charge deviates from the expected stationary value. This peak, however, relaxes in a time scale set by \(1/\Gamma\), as illustrated in the inset of the lower panel of Fig. 3.

**FCS analysis:** New light on the system dynamics can be shed by analyzing the quasi-probabilities \(P_n(t)\). We first focus in the large \(\Gamma/\Delta\) limit where, as commented before, the influence of the initial conditions is less pronounced. A clear picture emerges when \(P_n(t)\) is analyzed as a function of \(n\) as in Fig. 4 where a density plot of \(P_n(t)\) on the \((t, n)\) plane is shown. One can clearly identify here three main lines with slopes \(I_-\), \(I_{odd}\) and \(I_+\), which can be associated with three different coexisting many-body states. The character of these states can be inferred from the slope values. Thus, \(I_- \sim 2\partial\epsilon_A/\partial\phi\) corresponds to the system ground state; \(I_+ \sim -I_-\) can be associated with the even excited state and \(I_{odd} \approx 0\) would correspond to an odd state with a trapped quasiparticle within the ABSs (this last state is spin degenerate) [3].

A slight deviation of the slopes from these values arises from the contribution of the continuum to the supercurrent which becomes negligible in the \(\Gamma/\Delta \to \infty\) limit.
We can further characterize the metastable state by the weights $P_-, P_+$ and $P_{odd}$ of these three many-body states. An interesting feature of the system evolution is that once the ABSs become well defined (at times of the order of $2/|\epsilon_A|$) these weights remain nearly constant as far as no external relaxation mechanism is operative on this time scale. In order to extract these weights two procedures can be used: i) directly from the $P_n(t)$ at sufficiently large times, integrating the $P_n$ around the three peaks (see right insert in Fig. 3). ii) using the mean current, the mean noise and the normalization condition to set a system of three equations with three unknowns from which $P_+, P_-$ and $P_{odd}$ can be extracted (see SM [17]). Both procedures yield results which are in good agreement. Fig. 5 shows the resulting asymptotic weights as a function of $\epsilon_A$ for two different values of $\Gamma/\Delta$. In the case $\Gamma/\Delta = 10$ (left panel) the odd state exhibits an increasing population with decreasing $\epsilon_A$ reaching a value of the order of 0.5 when $\epsilon_A \rightarrow 0$. At the same time $P_{\pm}$ tend to converge to the value 0.25 in this limit. As in the case of the current the results for this large $\Gamma$ case are rather insensitive to the particular choice of the initial conditions. Moreover, the results in this limit are universal depending only on $\epsilon_A$ irrespective of the junction transmission, as shown by squares $(\tau = 0.95)$ and circles $(\tau = 0.9)$ symbols in the left panel of Fig. 5. These results are in remarkable agreement with those of Ref. [4] which were obtained for a SAC with $\tau \sim 0.99$ and could be qualitatively understood in terms of a simple rate equation picture where the even ground state, the two odd states and the excited even state are connected by some effective rates, as depicted in the inset of Fig. 5. Within this simplified picture and taking $\Gamma_{odd} \sim 1/\Delta$ and $\Gamma_{\pm} \sim 1/(\Delta \pm \epsilon_A)$, i.e. inversely proportional to the energy distance between the states and the continuum, one obtains the results indicated by the dashed lines in the left panel of Fig. 5 which are in good agreement with the numerical ones (see [17] for more details). In contrast, the results become increasingly sensitive to the initial conditions for decreasing $\Gamma/\Delta$. As shown in the right panel of Fig. 5 for $\Gamma/\Delta = 1$ the asymptotic populations for different initial conditions strongly deviate from each other.

One should finally comment on the effect of additional relaxation mechanisms. In Ref. [9] the relaxation through photon and phonon emission was analyzed using a rate equation approach, obtaining a semi-quantitative agreement with the experimental results of Ref. [8] in the stationary regime. This approach, however, is not able to describe the initial stages of the ABSs formation which can be addressed by the present microscopic theory. In fact, one can identify $P_{odd}$ with the “initial poisoning” probability defined in Ref. [8]. A direct experimental test of the universal behavior predicted for this quantity would require analyzing the response to large voltage pulses.

Conclusions: We have shown that the transient dynamics in the formation of a phase-biased superconducting nanojunction leads to a metastable state characterized by a non-equilibrium population of the system ABSs. Although in the quantum dot regime this state is strongly sensitive to the initial conditions, in the quantum point contact limit this sensitivity disappears and a universal asymptotic population is reached, only dependent on the ABS energy levels. These findings shed light on the available experimental results like those of Refs. [3, 5] and

FIG. 4. (Color online): Density plot of $P_n(t)$ in the $(t,n)$ plane for the perfect transmission case with $\Gamma/\Delta = 10$ and $\phi/\pi = 0.64$. The dashed lines are slopes corresponding to the current in the different coexisting many-body states (see text). The right insert shows a cut of $P_n(t)$ at $t = 50\Delta^{-1}$, demonstrating that three asymptotic populations can be clearly identified.

FIG. 5. (Color online): The left panel shows the asymptotic probabilities $P_\pm$ and $P_{odd}$ for $\Gamma/\Delta = 10$ as a function of the ABS energy $\epsilon_A$. Full lines correspond to perfect transmission, squares to $\tau = 0.95$ and dots to $\tau = 0.9$. The dashed lines are results obtained with the simple rate equations model schematically depicted in the inset and assuming $\Gamma_{odd} \sim 1/\Delta$ and $\Gamma_{\pm} \sim 1/(\Delta \pm \epsilon_A)$. The right panel corresponds to $\Gamma/\Delta = 1$, perfect transmission and two different initial conditions $(n_1, n_1) = (0,1)$ (full lines) and $(0,0)$ (dashed lines).
could be tested more thoroughly in future experiments.
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SUPPLEMENTARY MATERIAL ON “ANDREEV BOUND STATES FORMATION AND QUASIPARTICLE TRAPPING IN QUENCH DYNAMICS REVEALED BY TIME-DEPENDENT COUNTING STATISTICS”

NUMERICAL EVALUATION OF THE FREDHOLM DETERMINANT

In Refs. [1–3] it has been shown that for a spinless single-channel normal junction the GF can be written as

\[ Z(\chi, t) = \det \left[ G \tilde{G}^{-1} \right] = \det \left[ G \left( g_0^{-1} - \tilde{\Sigma} \right) \right] \]

(5)

where \( \tilde{G} \) and \( G \) denote the dot Keldysh Green functions, \( g_0 \) corresponds to the uncoupled dot case and \( \tilde{\Sigma} \) are the self-energies due to the coupling to the leads. In the quantities \( \tilde{G} \) and \( \tilde{\Sigma} \) the tilde indicates the inclusion of the counting field in the tunnel amplitudes.

As shown in [4] a simple discretized version of the inverse free dot level Green function on the Keldysh contour (as shown in Fig. 6) is

\[ ig_0^{-1} = \begin{pmatrix} -1 & -1 & -\rho \\ h_- & h_- & 1 \\ \vdots & \vdots & \vdots \\ 1 & -1 & h_+ \\ h_+ & -h_+ & \ddots \\ & \ddots & \ddots \\ & & 1 & -h_+ \\ & & h_+ & 1 \end{pmatrix}_{2N \times 2N} \]

(6)

where \( h_{\pm} = 1 - i\epsilon_0 \Delta t \), \( \Delta t \) indicates the time step in the discretization with \( N = t/\Delta t \). In this expression \( \rho \) determines the initial dot level charge \( n(0) \) by \( n(0) = \rho/(1 + \rho) \).

![Keldysh contour](image)

FIG. 6. Keldysh contour considered to analyze the transient regime. \( \chi \) indicates the counting field changing sign on the two branches of the contour and \( \Delta t \) corresponds to the time step in the discretized calculation of the generating function \( Z(\chi, t) \).

In the superconducting case the above formalism has to be extended into the Nambu space, associating the electron components with spin up states and hole components with spin down. This leads to the following expression for the GF

\[ Z(\chi, t) = \det \left[ G \left( g_0^{-1} - \tilde{\Sigma} \right) \right] \]

(7)

where the bold face letters indicate the Keldysh-Nambu extended quantities. Eq. (7) reduces to the expression (2) in the main text by identifying \( G(\chi)^{-1} \equiv \left( g_0^{-1} - \tilde{\Sigma} \right) \). For the uncoupled dot Green function we have

\[ g_0 = \begin{pmatrix} g_{0,e} & 0 \\ 0 & g_{0,h} \end{pmatrix} \]

(8)

where \( g_{0,e} = g_0 \) and \( g_{0,h}(\epsilon_0, n_i(0)) = g_0(-\epsilon_0, 1 - n_i(0)) \).

On the other hand, the lead self-energies would be given by

\[ \tilde{\Sigma}_\nu = \begin{pmatrix} \tilde{\Sigma}_{\nu,11} & \tilde{\Sigma}_{\nu,12} \\ \tilde{\Sigma}_{\nu,21} & \tilde{\Sigma}_{\nu,22} \end{pmatrix} \]

(9)
with
\[ \Sigma^{\alpha\beta}_{\nu,jk}(t,t') = \theta(t)\theta(t')s_\alpha s_\beta s_j s_k \left(V_\nu^0\right)^2 e^{i(s_j-s_k)\phi_\nu/2} e^{i(s_\alpha s_\beta s_j s_k)\chi_\nu} g^{\alpha\beta}_{j,k}(t-t'), \]

where \( \alpha, \beta \equiv \pm \) are the Keldysh indexes, \( \nu = L, R \) denote the leads and \( s_\pm = \pm 1 \) and \( s_j = (-1)^{(j+1)} \). The uncoupled leads Green functions \( g^{\alpha\beta}_{j,k}(t-t') \) can be obtained by Fourier transformation of the BCS Green functions in frequency representation \([5]\), leading to
\[ g^{\pm+}_{11}(\tau) = g^{\pm-}_{22}(\tau) = -\frac{i\Delta}{\pi W} H_{1}^{(1)}(\tau\Delta) + 2\frac{e^{i\pi W}}{\pi^2 W \tau}, \]

while \( g^{++}_{11}(\tau) = g^{+-}_{22}(\tau) = g^{+-}_{11}(\tau)^* \), and the anomalous components are
\[ g^{+\pm}_{12}(\tau) = g^{\pm\pm}_{21}(\tau) = -\frac{\Delta}{\pi W} H_{1}^{(1)}(\Delta\tau) - 2\frac{i\Delta}{\pi^2 W} E_1(-i\Delta|\tau|) \]

while \( g^{++}_{12}(\tau) = g^{+-}_{21}(\tau) = -g^{+\pm}_{12}(\tau)^* \). In the above expressions \( H_{0,1}^{(1)} \) denote Hankel functions of the first kind, and \( E_1 \) is the exponential integral with an imaginary argument. The other Keldysh components are obtained from the previous ones using the usual relations in Keldysh space, i.e.
\[ g^{j+k}_{j,k}(\tau) = \theta(\tau) g^{j-k}_{j,k}(\tau) + \theta(-\tau) g^{k-j}_{j,k}(\tau) \]
\[ g^{k-j}_{j,k}(\tau) = \theta(-\tau) g^{j-k}_{j,k}(\tau) + \theta(\tau) g^{j+k}_{j,k}(\tau), \]

with \( j, k = 1, 2 \). The time discretization of these expressions with a time step \( \Delta t \) is straightforward. In order to get a stable numerical evaluation of the resulting Fredholm determinant it is necessary to take \( \Delta t \lesssim 1/W \). In addition we have found that the most stable numerical algorithm requires to take the equal times self-energy component \( \Sigma^{\pm+}_{\nu,jk}(t,t) \) as \( -(\Sigma^{\pm+}_{\nu,jk}(t,t) + \Sigma^{\pm+}_{\nu,jk}(t,t))/2 \).

**FIG. 7.** Current evolution for a large voltage step switch-off \( eV_0/\Delta \sim 100 \) for different \( \Gamma \) values: 10 (red), 5 (green) and 1 (blue). The final phase difference in all cases is \( \phi/\pi = 0.64 \). The dashed lines correspond to the abrupt connection to the leads case (same results as in Fig. 2 of the main text). The inset shows the same results in a larger time and current scales. Notice that the expected ac Josephson oscillations in the current at \( t < 0 \) are negligible in this scale.

**EQUIVALENCE WITH INITIALIZATION THROUGH A VOLTAGE SWITCH OFF**

The same formalism described above can be extended to a voltage biased case, by introducing a time-dependent phase \( \phi(t) \). The bias voltage in this case is given by \( V(t) = \Phi_0 d\phi(t)/dt \), where \( \Phi_0 = \hbar/2e \). One can consider an initially coupled dot where a voltage step of the form \( V(t) = V_0\theta(-t) \) is applied. We have found that for \( V_0 > \Gamma \) the transient dynamics for the system becomes equivalent to the one obtained by the sudden connection to the leads. This is illustrated in Fig. 3 where the current evolution for a large voltage step \( eV_0/\Delta \sim 100 \) is shown for different \( \Gamma \) values (full lines) and compared with the corresponding case for the abrupt coupling to the leads (dashed lines). The reason for the equivalence is rather simple: due to the fast oscillating phase factors of the form \( e^{iV_0t^2/2} \) entering in the self-energies \( \Sigma(t,t') \) connecting positive and negative times, the initial correlations between the leads and the central region become negligible when \( V_0 > \Gamma \).
EVALUATION OF TIME-DEPENDENT SPECTRAL DENSITIES

For the evaluation of the time-dependent occupied spectral densities we use the auxiliary current method as described in [6]. In this method the dot is weakly coupled to an empty third electrode with a δ-function spectral density, leading to a tunneling rate of the form \( \Gamma_{\omega}(w) = \eta \delta(\omega - \Delta) \). The resulting current is directly related to the time-dependent occupied spectral density \( A(\omega, t) = 1/(2\pi) \text{Im}[G_{11}^{\omega}(\omega, t) - G_{22}^{\omega}(\omega, t)] \), according to

\[
A(\omega, t) = \frac{2\hbar}{e\pi} \lim_{\eta \to 0} \frac{I^\omega_A(t)}{\eta}
\]

where \( I^\omega_A(t) \) is the current through the third lead.

ANALYTIC APPROACH TO TRANSIENT MEAN CHARGE AND CURRENT

When addressing the mean charge or the mean current, the problem can be simplified by using the Keldysh formalism in the triangular form, where only the retarded, advanced and Keldysh +− components are involved in the Dyson equations. The retarded/advanced Green functions can be obtained by the corresponding Dyson equations. For the case of an abrupt connection to the leads these equations can be solved, leading to

\[
\hat{G}_{\omega}^{R,A}(t, t') = G_{\omega}^{R,A} + \int_{-\infty}^{\infty} dt'' \hat{G}_{\omega}^{R,A}(t, t'') G_{\omega}^{R,A}(t'', t')
\]

where \( G_{\omega}^{R,A}(t, t') \) denotes the level stationary Green function in Nambu space, whose Fourier transform has the simple form

\[
\hat{G}_{\omega}^{R,A}(\omega) = \left( \frac{\omega - \epsilon_0 - \Gamma g_{11}^{R,A} \Delta}{(\Gamma L e^{i\phi_L} + \Gamma R e^{i\phi_R}) g_{12}^{R,A} \omega + \epsilon_0 - \Gamma g_{22}^{R,A}} \right)^{-1}
\]

The poles of \( \hat{G}_{\omega}^{R,A}(\omega) \) correspond to the ABS at \( \pm \epsilon_A(\phi) \). In the limit \( \Gamma/\Delta \ll 1 \) the contribution from the continuum spectrum for \( |\omega| > \Delta \) becomes negligible and we can approximate \( \hat{G}_{\omega}^{R,A}(t, t') \) by

\[
\hat{G}_{\omega}^{R,A}(t, t') \approx \theta(t)\theta(t') \sum \left( \frac{p_\pm p_{12}}{p_\pm^2 + p_{12}^2} e^{\pm i\epsilon_A(t-t')} \right)
\]

where \( |p_{12}| = \sqrt{p_+ p_-} \). The ABS energies and the weights \( p_\pm \) adopt a simple form when \( \epsilon_0 < \Gamma \), i.e. \( \epsilon_A = \sqrt{\epsilon_0^2 + \Gamma^2 \cos^2(\phi/2) + (\Gamma_L - \Gamma_R)^2 \sin^2(\phi/2)} \) and \( p_\pm = (1 \mp \epsilon_0/\epsilon_A)/2 \).

The time-dependent level charge can then be obtained through the Dyson equation for the Keldysh Green function \( \hat{G}^{+−} \), which for the case of an initially condition \( (n_\uparrow, n_\downarrow) = (0, 1) \) is given by

\[
\hat{G}^{+−}(t, t') = \int dt_1 dt_2 \hat{G}^R(t, t_1) \hat{\Sigma}^{+−}(t_1, t_2) \hat{G}^A(t_2, t')
\]

where \( \hat{\Sigma}^{+−} \) is the Keldysh component of the self-energy coupling the level to the leads in Nambu space. Substitution of Eq. [17] into Eq. [18] yields an approximated \( n^\uparrow(t) = -iG_{11}^{+−}(t, t) \), given by

\[
n^\uparrow(t) = \sum_\pm n^\pm(t) + n^\uparrow\downarrow
\]

\[
n^\pm(t) = -\frac{2p_\pm}{\pi} \int_{-\infty}^{\Delta} \frac{\omega \Gamma + 4p_\pm p_\Delta \cdot \epsilon_A}{\sqrt{\omega^2 + \Delta^2}} [1 - \cos(\omega \pm t)] d\omega
\]

\[
n^\uparrow\downarrow = \frac{2(p_\uparrow - p_\downarrow)}{\pi} \int_{-\infty}^{\Delta} \frac{4p_\uparrow p_\downarrow \Delta \cdot \epsilon_A}{\omega^2 + \Delta^2} [1 + \cos(2\epsilon_A t) - \cos(\omega_+ t) - \cos(\omega_- t)] d\omega
\]

where \( \omega_\pm = \omega \pm \epsilon_A \). Similar expressions can be derived for \( n^\downarrow \). As can be observed, the dot occupation is composed by contributions from the upper and lower ABS plus an interference term \( n^\uparrow\downarrow \). Remarkably, this interference term, which indicates the entanglement between ABSs generated by the abrupt switch-on process, vanishes in the
electron-hole symmetric case (i.e. $\epsilon_0 = 0$). The asymptotic behavior of $n_{\pm}(t)$ has already been discussed in the main text for this case and remains qualitatively the same for $\epsilon_0 \neq 0$. On the other hand, the interference term exhibits undamped oscillations of frequency $2\epsilon_A$ and is well approximated at times $t > 1/\Delta$ as

$$n_{+}(t) \simeq -\frac{\epsilon_0}{\pi \Delta} \left[ 1 - \frac{\epsilon_0^2}{\epsilon_A^2} \right] \left[ 1 + \cos(2\epsilon_A t) + \sqrt{\frac{2\pi}{\Delta}} \cos(\epsilon_A t) \sin \left( \frac{\Delta t - \pi}{4} \right) \right]$$

(20)

As a general remark, it is interesting to notice that for an initial condition with broken spin symmetry (i.e. $(1,0)$ or $(0,1)$) the system gets trapped in a magnetic state unless $\Gamma \gg \Delta$. This is the case, for instance, in the upper panel of Fig. 3, where $n_{+}(t) \ll 1$ and $n_{-}(t) = 1 - n_{+}(t) \simeq 1$ for the $\epsilon_0 = 0$ situation.

**EXTRACTING THE ASYMPTOTIC PROBABILITIES OF MANY-BODY STATES FROM CURRENT AND NOISE**

As can be observed in the lower panel of Fig. 4 of the main text, the quasi-probabilities $P_{n}$ tend to concentrate at sufficiently long times into three peaks, which we associate with the even ground state $(-)$, the excited even state $(+)$ and the odd state $(\text{odd})$. Each of these peaks have a total weight denoted by $P_{\pm}$ and $P_{\text{odd}}$. An alternative way to determine these weights, different from the direct integration around the peaks commented in the text, is described below.

In the long time limit the mean transferred charge and its second cumulant can be written as

$$\langle n \rangle \simeq t \left( P_{-} I_{-} + P_{+} I_{+} + P_{\text{odd}} I_{\text{odd}} \right)$$

$$\langle n^2 \rangle \simeq t^2 \left[ (P_{-} I_{-}^2 + P_{+} I_{+}^2 + P_{\text{odd}} I_{\text{odd}}^2) - (P_{-} I_{-} + P_{+} I_{+} + P_{\text{odd}} I_{\text{odd}})^2 \right].$$

(21)

These two equations, together with the normalization condition, $P_{+} + P_{-} + P_{\text{odd}} = 1$ lead to the many body probabilities

$$P_{\pm} = \frac{S + 2 \left( I_{-}^2 - I_{\text{odd}}^2 \right)}{4 I_A^2} - \frac{I - I_{\text{odd}}}{2 I_A} \left( \pm 1 + \frac{2 I_{\text{odd}}}{I_A} \right),$$

(22)

where we have defined the current contribution of the ABSs as $I_A = I_{-} - I_{\text{odd}}$, the total current as $I = \partial / \partial t \langle n \rangle$ and the shot noise $S = \partial^2 / \partial t^2 \langle n^2 \rangle$. Finally, the probability of populating the odd state can be computed by direct substitution in any of the three equations.

**INTERPRETATION IN TERMS OF RATE EQUATIONS**

A simple interpretation of the numerical results for the asymptotic probabilities $P_{\pm}(t)$ and $P_{\text{odd}}(t) = P_{\text{odd},+}(t) + P_{\text{odd},-}(t)$ can be obtained assuming that they are governed by simple rate equations with time dependent rates. More precisely, these equations are

$$\frac{dP_{-}}{dt} = -2 \Gamma_{\text{odd}}(t) P_{-} + \Gamma_{-}(t) P_{\text{odd}}$$

$$\frac{dP_{\text{odd}}}{dt} = 2 \Gamma_{\text{odd}}(t) P_{-} - \left[ \Gamma_{-}(t) + \Gamma_{+}(t) \right] P_{\text{odd}} + 2 \Gamma_{\text{odd}}(t) P_{+}$$

$$\frac{dP_{+}}{dt} = \Gamma_{+}(t) P_{\text{odd}} - 2 \Gamma_{\text{odd}}(t) P_{+},$$

(23)

where $\Gamma_{\text{odd}}(t)$ and $\Gamma_{\pm}(t)$ are the time-dependent rates for transitions between states. Although these quantities are not well defined, an estimate based on perturbation theory would suggest that they should be inversely proportional to the energy distance from the lower gap edge to the corresponding state. For $\Gamma / \Delta \gg 1$ the rates can be considered as time independent and approximated as $\Gamma_{\text{odd}} \approx \Gamma^2 / \Delta$ and $\Gamma_{\pm} \approx \Gamma^2 / (\Delta \pm \epsilon_A)$. Using these estimates one obtains the results indicated by the dashed lines in the left panel of Fig. 5 of the main text.
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