We compare the thermal conductance $G_{\text{thermal}}$ (at temperature $T$) and the electrical shot-noise power $P_{\text{shot}}$ (at bias voltage $V \gg k_B T/e$) of Majorana fermions on the two-dimensional surface of a three-dimensional topological superconductor. We present analytical and numerical calculations to demonstrate that, for a local coupling between the superconductor and metal contacts, $G_{\text{thermal}}/P_{\text{shot}} = LT/eV$ (with $L$ the Lorenz number). This relation is ensured by the combination of electron-hole and time-reversal symmetries, irrespective of the microscopics of the surface Hamiltonian, and provides for a purely electrical way to detect the charge-neutral Majorana surface states. A surface of aspect ratio $W/L \gg 1$ has the universal shot-noise power $P_{\text{shot}} = (W/L) \times (e^2/h) \times (eV/2\pi)$.
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I. INTRODUCTION

Topological superconductors are analogous to topological insulators [1–4]: Both combine an excitation gap in the bulk with gapless states at the surface, without localization by disorder as long as time-reversal symmetry is preserved. However, the nature of the surface excitations is entirely different: In a topological insulator these are Dirac fermions, relativistic electrons, or holes of charge $\pm e$, while a topological superconductor has charge-neutral Majorana fermions on its surface. A transport experiment that aims to detect the Majorana surface states cannot be as routine as electrical conduction—the direct analog for Majorana fermions of the electrical conductance of Dirac fermions is the thermal conductance $G_{\text{thermal}}$. The challenge of low-temperature thermal measurements is one reason why Majorana surface states have not yet been detected in a transport experiment on candidate materials for topological superconductivity [5–9].

There exists a purely electrical alternative to thermal detection of Majorana fermions [10]. Particle-hole symmetry enforces that a Majorana fermion at the Fermi level is an equal-weight electron-hole superposition, so while the average charge is zero the charge fluctuations have a quantized variance of

$$\text{Var } Q = \frac{1}{2}(+e)^2 + \frac{1}{2}(-e)^2 = e^2. \quad (1.1)$$

Quantum fluctuations of the charge can be detected electrically in a shot-noise measurement, and for a single fully transmitted Majorana mode these produce a quantized shot-noise power $P_{\text{shot}} = e^2/2h$ per eV of applied bias [10]. (The factor 1/2 reminds us that a Majorana fermion is “half a Dirac fermion.”)

In a two-dimensional (2D) topological superconductor, studied in Refs. [11,12], there is only a single Majorana edge mode, but a three-dimensional (3D) topological superconductor has a large number $N$ of Majorana surface modes connecting a pair of metal contacts (see Fig. 1). In the absence of intermode coupling this would give a shot-noise power of

$$P_{\text{shot}} = \frac{1}{2}NTP_0, \quad P_0 = eV^2/h, \quad (1.2)$$

for a mode-averaged transmission probability $T$. Because the thermal conductance equals [13]

$$G_{\text{thermal}} = \frac{1}{2}NTG_0, \quad G_0 = LT\frac{e^2}{h}, \quad (1.3)$$

with $L = \frac{1}{3}(\pi k_B T/e)^2$ the Lorenz number, uncoupled Majorana modes have a one-to-one relationship between shot noise and thermal conduction.

We would expect this relationship to break down as a result of intermode scattering: A pair of coupled Majorana modes is equivalent to a single Dirac fermion mode, which can be in an eigenstate of charge at $\text{Var } Q = 0$. The thermal conductance would not be affected, as long as $T$ remains the same, but $P_{\text{shot}}$ would be reduced. Much to our surprise, we discovered in numerical simulations of a 3D topological superconductor that $P_{\text{shot}}/P_0 = G_{\text{thermal}}/G_0$ with high accuracy. This is remarkable even in the absence of any disorder, since the modes at top and bottom surfaces are coupled when they reach the metal contact.

We have found that it is the combination of electron-hole and time-reversal symmetry that preserves the relationship between electrical and thermal conduction in a 3D topological superconductor, provided the conversion from Majorana to Dirac fermions at the metal electrode is local in space. The general argument is presented in Secs. II and III. The implication is that the shot-noise power has a universal limit

$$P_{\text{shot}} \approx \frac{1}{2\pi} \frac{W}{L} P_0, \quad (1.4)$$

for a surface of aspect ratio $W/L \gg 1$, with corrections from poor coupling to the metal contacts that we calculate in Secs. IV and V. A numerical test of our analytical predictions for a model Hamiltonian of a 3D topological superconductor is given in Sec. VI. We conclude in Sec. VII with a discussion in the context of the Wiedemann-Franz relation between electrical and thermal conduction [14].

II. SURFACE-SENSITIVE THERMAL AND ELECTRICAL CONDUCTION

A. Description of the geometry

We consider the geometry of Fig. 1, a superconductor $S$ connecting two normal-metal contacts $N_1$ and $N_2$. The
The thermal conductance \( G_{\text{thermal}} = J / \delta T \) is obtained by applying a temperature difference \( T, T + \delta T \) between the contacts and measuring the resulting heat current \( J \). To obtain the shot-noise measurement one would bias contact \( N_1 \) at voltage \( V \), while keeping the superconductor and \( N_2 \) grounded. The electrical current \( I_2 \) into contact \( N_2 \) fluctuates with noise power \( P_{\text{shot}} \). Both \( G_{\text{thermal}} \) and \( P_{\text{shot}} \) are governed by the Majorana surface states of the topological superconductor.

For thermal transport we take the two-terminal thermal conductance

\[
G_{\text{thermal}} = \lim_{\delta T \to 0} \frac{J}{\delta T},
\]

giving the heat current \( J \) flowing from contact \( N_2 \) to temperature \( T + \delta T \) to contact \( N_2 \) at temperature \( T \), in linear response for \( \delta T \ll T \). The superconductor is a thermal insulator in the bulk, because of the excitation gap, but a thermal conductor on the surface, so \( G_{\text{thermal}} \) measures heat conduction along the surface.

For electrical transport both contacts are kept at the same temperature \( T \). Contact \( N_1 \) is biased at voltage \( V \) relative to ground, while contact \( N_2 \) as well as the superconductor are grounded. Most of the charge current \( I_1 \) injected into the superconductor at \( N_1 \) is short-circuited to ground via the bulk, which is an ideal electrical conductor. At the remote contact \( N_2 \) a fluctuating current \( I_2(t) \) remains due to surface conduction from \( N_1 \) to \( N_2 \). Even if the time average \( \langle I_2 \rangle \) vanishes, there will be time-dependent fluctuations \( \delta I_2(t) \) with low-frequency noise power

\[
P_{\text{shot}} = \int_{-\infty}^{\infty} dt \langle \delta I_2(0) \delta I_2(t) \rangle.
\]

At low temperatures \( k_B T \ll eV \) this is predominantly shot noise \( \propto V \).

### B. Scattering formulas

In a scattering formulation the thermal and electrical transport properties can be expressed in terms of the matrix \( t(E) \) of transmission amplitudes from \( N_1 \) to \( N_2 \), at energy \( E \) relative to the Fermi level. The transmission matrix has a block structure in the electron-hole degree of freedom:

\[
t = \begin{pmatrix}
t_{ee} & t_{eh} \\
t_{he} & t_{hh}
\end{pmatrix}.
\]

The submatrix \( t_{ee} \) describes transmission of an electron as an electron, while \( t_{he} \) describes transmission of an electron as a hole.

At sufficiently small temperature and voltage the transmission matrix may be evaluated at the Fermi level \( (E = 0) \) and we have the Landauer-type formulas \([15–17]\)

\[
G_{\text{thermal}} = \frac{1}{2} G_0 \text{Tr} \tau_t^t, \quad \quad (2.4)
\]

\[
P_{\text{shot}} = P_0 \text{Tr}(\tau_+ - \tau_-^2), \quad \quad (2.5)
\]

\[
\tau_{\pm} = t_{ee} \pm t_{he}^*, \quad \quad (2.6)
\]

Equation (2.5) may equivalently be written in terms of the full transmission matrix,

\[
P_{\text{shot}}/P_0 = \frac{1}{2} \text{Tr}[(1 + \tau_+) \text{tr} \tau_t^t - 1/2 \text{Tr}[(1 + \tau_+) \text{tr} \tau_t^t]^2], \quad \quad (2.7)
\]

with the help of the Pauli matrix \( \tau_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \) acting on the electron-hole degree of freedom.

### C. Electron-hole symmetry enforced upper bound on the shot-noise power

Electron-hole symmetry at the Fermi level equates

\[
t = \tau_x \tau_z^t \tau_x \quad \quad (2.8)
\]

with \( \tau_z = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) the Pauli matrix that exchanges electrons and holes. It follows that

\[
\text{Tr} \tau_z \tau_t^t = \frac{1}{2} \text{Tr}([\tau_z \tau_t^t + \tau_t^* \tau_z^t])
\]

\[
= \frac{1}{2} \text{Tr}([\tau_z \tau_t^t + \tau_t \tau_z \tau_z \tau_t^* \tau_t \tau_z]) = 0. \quad \quad (2.9)
\]

Equations (2.4) and (2.7) can therefore be combined into

\[
P_{\text{shot}}/P_0 = G_{\text{thermal}}/G_0 - \delta p, \quad \quad \delta p = \frac{1}{4} \text{Tr}((1 + \tau_z) \text{tr} \tau_t^t)^2. \quad \quad (2.10)
\]

Since \( (1 + \tau_z) \text{tr} \tau_t^t = 2(1 + \tau_z) \) the term \( \delta p \) can be written as the trace of a positive definite matrix,

\[
\delta p = \text{Tr} X^2 \geq 0, \quad X = \frac{1}{2}(1 + \tau_z) \text{tr} \tau_t^t(1 + \tau_z) = X^t. \quad \quad (2.11)
\]

so the dimensionless shot-noise power \( P_{\text{shot}}/P_0 \) is bounded from above by the dimensionless thermal conductance \( G_{\text{thermal}}/G_0 \).

In Ref. \([10]\) it was demonstrated that this inequality becomes a strict equality for a rank-one transmission matrix \( t \), as in one-dimensional transmission via the unpaired Majorana edge mode of a 2D topological superconductor \([11,12]\). Only particle-hole symmetry is needed in that case. In the next section we will show that the combination of particle-hole symmetry and time-reversal symmetry achieves approximate equality on the 2D surface of a 3D topological superconductor, irrespective of the rank of \( t \).
No requirements are made on the rank of $t$, which may involve strong mode mixing by the surface Hamiltonian. The combination of the electron-hole and time-reversal symmetries (3.5) implies that

$$\begin{align*}
\Xi \tau_x = \sigma_\nu \Xi \sigma_\nu \Rightarrow \sigma_\nu \Xi \tau_\nu \Xi^\dagger = -\Xi \tau_x \Xi^\dagger \sigma_\nu, \\
\Xi \tau_x = \sigma_\nu \Rightarrow \Xi \tau_x \Xi^\dagger = \Xi \tau_x \Xi^\dagger, \\
\Xi \tau_x \Xi^\dagger = 0 \text{ if } \langle \sigma', r | \Xi \tau_x \Xi^\dagger | \sigma, r \rangle = \Gamma_{\sigma \sigma}(r) \delta(r - r').
\end{align*}$$

(3.6)

The 2 matrices $\Gamma(r)$ acts on the spin degree of freedom of a Majorana fermion at position $r$ on the superconducting surface. We will refer to the condition (3.6) as a locality condition on the coupling matrix product $\Xi \tau_x$.

In the next section we will explicitly solve a simple model where the locality condition holds, but we argue that it is a natural assumption for a weakly disordered NS interface between the normal metal (N) and the topological superconductor (S). If the disorder mean free path is large compared to the superconducting coherence length, a Majorana fermion transmitted through the NS interface is locally converted into an electron-hole superposition via a $2 \times 2$ matrix $K$ and then scattered nonlocally in the normal metal via a unitary matrix $U$ without mixing electrons and holes—so $U$ commutes with $\tau_x$ and $U \tau_x U^\dagger = \tau_x$. Substitution of $\Xi = KU$ gives the desired locality to $\Xi \tau_x \Xi \tau_x = K \tau_x K$.

IV. FORMULATION AND SOLUTION OF THE SURFACE SCATTERING PROBLEM

A. Reduction to an effectively 2D geometry

The transmission matrix $t$ refers to a 3D scattering problem, and this is how we will calculate it numerically later on. For an analytical treatment a reduction to an effectively 2D geometry is desirable. Referring to Fig. 1, in a typical thin-film geometry one has $d \ll W$, so the contributions from the top and bottom surfaces in the $x$-$z$ plane dominate over the contributions from the lateral surfaces in the $y$-$z$ plane.

The normal-metal contact region in the $x$-$y$ plane is connected to the superconducting surface in the $x$-$z$ plane at $z = \pm L/2$. We ignore the curvature of the surface at this connection and replace the contact region by the region $|z| > L/2$ in the $x$-$z$ plane. Tunneling into the metal electrode in the contact region is described by the effective Hamiltonian

$$\begin{align*}
\mathcal{H} &= \mathcal{H} = \frac{1}{2} \Gamma(z) \sigma_0, \\
\Gamma(z) &= \Gamma \theta(|z| - L/2),
\end{align*}$$

(4.1)

with $\theta(s)$ the unit step function. If the tunnel barrier is sufficiently transparent (tunnel rate $\Gamma \gg v/d$), a particle approaching $z = \pm L/2$ via the top surface (y = $d/2$) will enter the metal contact before reaching the bottom surface (y = $-d/2$), so that we can treat top and bottom surfaces separately. This produces the effectively 2D geometry of Fig. 2, which we will analyze in the next subsection. The regime $\Gamma \lesssim v/d$, when top and bottom surfaces cannot be treated separately, is considered in Sec. IV C.
FIG. 2. Superconducting surface layer in the x-z plane with tunnel coupling to a normal metal in the region $|z| > L/2$ (shaded, tunnel rate $\Gamma$). This 2D scattering geometry effectively describes the transmission from $N_1$ to $N_2$ via the top or bottom surface of the 3D topological superconductor in Fig. 1. The extension $d$ of the contact region is assumed to be sufficiently large that top and bottom surfaces can be treated independently. (Coupling of top and bottom surfaces is described in Fig. 3.)

B. Single-surface transmission matrix

The normal metal has a nonzero density of states at the Fermi level, with a set of $M$ transverse momenta $q$ (in the $x$ direction). At each $q$ there are four propagating modes, including the spin and electron-hole degree of freedom. We collect the total number of $4M$ mode indices in the label $\alpha$, with Pauli matrices $\sigma_i$ and $\tau_i$ acting, respectively, on the spin and electron-hole degree of freedom. The scattering matrix element $S_{\alpha\alpha'}(z,z';E)$ at energy $E$ relates an outgoing mode $\alpha'$ at $z$ to an incoming mode $\alpha$ at $z'$. The full $4M \times 4M$ scattering matrix $S(z,z';E)$ describes both transmission (when $z > L/2$ and $z' < -L/2$ or the other way around) and reflection (when $z,z' > L/2$ or $z,z' < -L/2$). In accord with Eq. (3.3) it is given by

$$S(z,z';E) = i\delta(z - z') + iGW(z)G(z,z';E)W(z').$$

(4.2)

in terms of a $2M \times 2M$ matrix Green’s function $G(z,z';E)$,

$$(H - E)G(z,z';E) = \delta(z - z'),$$

(4.3)

and a $2M \times 4M$ coupling matrix $W(z)$. The rank of the matrix $G$ is only half the rank of $S$, because the Majorana fermions on the superconducting surface lack the electron-hole degree of freedom of the Dirac fermions in the normal metal [25].

Particle conservation (unitarity) requires that

$$\int_{|z'| > L/2} dz'' S(z,z'';E)S'(z',z'';E) = \delta(z - z'),$$

(4.4)

for $|z|,|z'| > L/2$, which is satisfied if

$$W(z)W^*(z) = 1.$$  

(4.5)

Although in the general treatment of the previous section we allowed for mode mixing on the superconducting surface, for a tractable analytical calculation we now simplify to the Hamiltonian (3.1) with a uniform velocity $v$. Because other sources of scattering are excluded by the combination of electron-hole and time-reversal symmetry, the transverse momentum $q$ is not coupled by the effective Hamiltonian (4.1) and $G$ decomposes into $2 \times 2$ $q$-dependent blocks $G(z,z';q,E)$. This matrix Green’s function is calculated in Appendix A1. To obtain the transmission matrix from $N_1$ to $N_2$ we must take $z > L/2$ and $z' < -L/2$. At the Fermi level the result is

$$G(z,z';q,0) = \frac{1}{2i\nu} \frac{\exp[-\xi(z - z' - L)]}{\xi - \kappa} \times \left( -\xi - i\kappa \atop i\kappa \right).$$

(4.6a)

$$\xi = \sqrt{q^2 + \kappa^2},$$

(4.6b)

$$\kappa = \frac{1}{2}\Gamma/v, \quad z > L/2, \quad z' < -L/2.$$  

(4.7)

The $4M \times 4M$ transmission matrix $t(z,z')$ at the Fermi level follows from Eq. (4.2),

$$t(z,z') = \sum_q t(z,z';q),$$

(4.8a)

$$t(z,z',q) = i\Gamma w(z,q)G(z,z';q,0)w(z',q),$$

with a $q$-dependent $2 \times 4M$ coupling matrix $w(z,q)$. The unitarity constraint reads

$$w(z,q)w^*(z,q') = \delta_{qq'}\sigma_0.$$  

(4.8b)

C. Transmission matrix for coupled top and bottom surfaces

The approach outlined above for the case of uncoupled top and bottom surfaces can be readily generalized to allow for a coupling of the two surfaces via the contact region. In the effective 2D representation the region of nonzero $\Gamma$ now extends over a finite interval:

$$\Gamma(z) = \Gamma[\theta(|z| - L/2) - \theta(|z| - L/2 - d)].$$

(4.9)

A particle on the top surface crossing the contact region without being absorbed continues on the bottom surface. The corresponding 2D geometry is shown in Fig. 3. It has a finite extent $2L + 2d$ in the $z$ direction, with antiperiodic boundary conditions at $z = \pm(L + d)$ to account for a $\pi$ Berry phase.

The calculation of the Green’s function is given in Appendix A2. Instead of Eq. (4.6) we now have

$$G(z,z';q,0) = \frac{1}{2i\nu} \frac{\cosh \xi s}{\xi - \kappa} \times \left( -\xi - i\kappa \tanh \xi s \atop i\kappa \tanh \xi s \xi - \kappa \tanh \xi s \right).$$

(4.10a)

$$s = L + d - z + z' \in (-d,d),$$

(4.10b)

$$-L/2 - d < z' < -L/2,$$

$$L/2 < z < L/2 + d.$$  

The single-layer result (4.6) is recovered in the limit $d \to \infty$.

The key distinction between the single-surface Green’s function (4.6) and the coupled-surface result (4.10) is that—while both are $2 \times 2$ matrices—the latter is of rank 2 but the former is only of rank 1 [one of the two eigenvalues of the matrix (4.6) vanishes].
Because of the unitarity condition (4.8) the coupling matrix conditions at \( z = \pm (L + d) \) to include the effect of a coupling of top and bottom surface via the contact region of finite length \( d \). (b) The correspondence between trajectories in the 2D and 3D representation. Coupling of the red and green trajectories, at the same transverse momentum \( q \), elevates the rank of the \( q \)-dependent transmission matrix from one to two.

V. RESULTS FOR THERMAL CONDUCTANCE AND CORRESPONDING SHOT-NOISE POWER

We use the 2D surface theory of the previous section to calculate the thermal conductance \( G_{\text{thermal}} \), including the effects of poor coupling to the metal contacts, strong coupling of top and bottom surfaces, and effects of a finite aspect ratio. Subject to the locality condition (3.8) these results apply as well to the shot-noise power \( P_{\text{shot}} = G_{\text{thermal}} \times P_0/G_0 \).

A. Single surface

The thermal conductance (2.4) follows from the transmission matrix (4.7) upon integration:

\[
G_{\text{thermal}} = \frac{1}{2} G_0 \int_{-L/2}^{L/2} dz \int_{-\infty}^{\infty} dq \text{Tr} G(z,z') t(z,z').
\]  

Because of the unitarity condition (4.8) the coupling matrix drops out and only the \( 2 \times 2 \) matrix Green’s function enters. Substitution of the result (4.6) for a single surface gives

\[
G_{\text{thermal}}/G_0 = \frac{1}{2} \Gamma^2 \sum_{q} \int_{-L/2}^{L/2} dz \int_{-\infty}^{\infty} dq \text{Tr} \varrho(q,0) \varrho_q(z,z').
\]

\[
\times \text{Tr} \varrho(z,z';q,0) \varrho(z,z';q,0) \]

\[
= \frac{1}{2} \kappa^2 \sum_{q} (\xi \cosh Lq + q \sinh Lq)^{-2}.
\]  

(5.1)

For \( W \gg L \) the sum over transverse momenta may be replaced by an integration, \( \sum_{q} \to (W/2\pi) \int_{-\infty}^{\infty} dq \), resulting in

\[
G_{\text{thermal}} = G_0 \frac{W}{2\pi} \int_{0}^{\infty} dq \kappa^2 (\xi \cosh Lq + q \sinh Lq)^{-2}.
\]  

(5.3)

The coupling strength of the superconductor to the metal contacts is quantified by the product \( \kappa L = \Gamma L/2v \). In the strong-coupling limit \( \kappa L \to \infty \) the thermal conductivity approaches the universal value

\[
\frac{L}{W} G_{\text{thermal}} \to \frac{1}{2\pi} G_0, \text{ for } \kappa L \to \infty.
\]  

(5.4)

This is the Majorana fermion analog [22,26] of the Dirac fermion conductivity in graphene [27,28]. The effect of a finite coupling strength can be understood in terms of an effective length \( L_{\text{eff}} = L + 1/\kappa \), so that

\[
G_{\text{thermal}} \approx \frac{1}{2\pi} G_0 \times \frac{W}{L_{\text{eff}}} = \frac{G_0 W \kappa L}{2\pi L} \frac{1}{1 + \kappa L}.
\]  

(5.5)

(see Fig. 4).

B. Coupled surfaces

If we allow for coupling of the top and bottom surfaces via the metal contact, we would use the Green’s function (4.10) instead of Eq. (4.6), to arrive at

\[
G_{\text{thermal}} = G_0 \frac{W}{2\pi} \int_{0}^{\infty} dq 2\kappa^2 \sinh^2 \xi d \times (\xi \cosh qL \cosh \xi d + q \sinh qL \sinh \xi d)^{-2}.
\]  

(5.6)

There are now contributions from two surfaces in parallel, so \( (L/W)G_{\text{thermal}} \to 2 \times G_0/2\pi \) in the large-\( \kappa \) limit. As shown in Fig. 5, the finite-\( d \) effect is accurately described by a reduction factor tanh\(^2 \kappa d \):

\[
G_{\text{thermal}} \approx \frac{G_0 W 2\kappa L \tanh^2 \kappa d}{2\pi L} \frac{1}{1 + \kappa L}.
\]  

(5.7)

FIG. 3. (a) Same as Fig. 2, but now with antiperiodic boundary conditions at \( z = \pm (L + d) \) to include the effect of a coupling of top and bottom surface via the contact region of finite length \( d \). (b) The correspondence between trajectories in the 2D and 3D representation. Coupling of the red and green trajectories, at the same transverse momentum \( q \), elevates the rank of the \( q \)-dependent transmission matrix from one to two.

FIG. 4. Thermal conductance of the surface of a 3D topological superconductor (aspect ratio \( W/L \gg 1 \)) as a function of the coupling strength to the normal-metal contacts. The solid curve is calculated from Eq. (5.3); the dashed curve is the effective-length approximation (5.5). In the strong-coupling limit \( G_{\text{thermal}} \to (W/L)G_0/2\pi \).
since $\delta q q$ faces. For $d/L \gg 1$ we recover twice the single-surface plot in Fig. 4. The solid curves for finite $d$ are calculated from Eq. (5.6); the dashed curves are the approximation (5.7).

C. Finite aspect ratio

Deviations from the universal limit (5.4) of the thermal conductivity appear even for strong coupling to the metal contacts, if the aspect ratio of the surface area is not large enough. The relevant variable is the ratio $r = P/L$ of the perimeter $P = 2(W + d)$ of the metal contacts relative to their separation $L$.

Transverse momenta are quantized with antiperiodic boundary conditions, because of the $\pi$ Berry phase:

$$q_n = (2n + 1)\pi/P, \quad n = 0, \pm 1, \pm 2, \ldots \quad (5.8)$$

For strong coupling to the contacts ($\kappa \gg 1/L, 1/d$) we find from Eq. (5.3) the thermal conductivity $\sigma_{\text{thermal}} = (L/P)G_{\text{thermal}}$ as the sum

$$\sigma_{\text{thermal}} = G_0 \sum_{n=-\infty}^{\infty} \frac{1}{2r \cosh[(2n + 1)\pi/r]}. \quad (5.9)$$

As shown in Fig. 6, the universal limit is reached rather quickly; for a cube geometry, $L = W = d \Rightarrow r = 4$, we are only 5% below the universal limit.

D. Locality condition

In this model calculation the general locality condition (3.8) on the coupling matrix reads

$$w(z,q)\tau_z w^{\dagger}(z,q') = \delta_{qq'} R(z), \quad (5.10)$$

since $\delta_{qq'} \Rightarrow \delta(x - x')$ upon Fourier transformation. The $2 \times 2$ matrix $R$, acting on the spin degree of freedom, may depend on $z$ but it should not depend on $q$. We only need to impose locality in $x$, because in Eq. (4.2) we have already taken a local coupling in $z$.

The electron-hole and time-reversal symmetry constraints

$$w(z,q) = w^{\dagger}(z,-q)\tau_z, \quad w(z,q) = \sigma_y w^{\dagger}(z,-q)\sigma_y \quad (5.11)$$

require that

$$R(z) = -R^{\dagger}(z) = -\sigma_y R(z)\sigma_y, \quad (5.12)$$

and this is only possible for a $2 \times 2$ matrix [29] if $R(z) \equiv 0$. Then Eq. (4.7) gives $t^\dagger(z,z')\tau_z t(z,z') \equiv 0$ and thus Eq. (2.10) implies the equality

$$P_{\text{shot}}/P_0 = G_{\text{thermal}}/G_0. \quad (5.13)$$

All the results presented above for the thermal conductance then apply also to the shot-noise power.

Within the 2D model calculation of this section we cannot ascertain that the locality condition (5.10) holds. For that purpose we need to perform a fully 3D calculation, as we will do in the next section.

VI. NUMERICAL SOLUTION OF THE FULL 3D SCATTERING PROBLEM

A. Model Hamiltonian

Our numerical simulation is based on the Bogoliubov-de Gennes Hamiltonian [2]

$$H(k) = \left(\frac{k^2}{2m} + V(r) - E_F\right)\sigma_0 \otimes \tau_z + \Delta(k,\sigma_z \otimes \tau_z - k,\sigma_0 \otimes \tau_y - k,\sigma_z \otimes \tau_z), \quad (6.1)$$

discretized on a cubic lattice (lattice constant $a_0$, hopping energy $t_0$). The disorder potential is $V$ and the $p$-wave pair potential is $\Delta$. This is a generic model of a 3D topological superconductor in symmetry class DIII, without spin-rotation symmetry but with electron-hole and time-reversal symmetries:

$$H(k) = -\tau_z H^\dagger(-k)\tau_z, \quad H(k) = \sigma_y H^\dagger(-k)\sigma_y. \quad (6.2)$$

The geometry is that of Fig. 1; in the normal-metal regions we set $\Delta \equiv 0$. A tunnel barrier of height $U_{\text{barrier}}$ (two lattice sites wide) is introduced at the NS interfaces $z = \pm L/2$. The scattering matrix is calculated using the KWANT toolbox [30]. We fixed the Fermi energy at $E_F = 2.5t_0$ and took a relatively large pair potential $\Delta = 0.4 E_F$ to eliminate bulk conduction without requiring a large $L$. 

FIG. 5. Thermal conductance for coupled top and bottom surfaces. For $d/L \gg 1$ we recover twice the single-surface plot in Fig. 4. The solid curves for finite $d$ are calculated from Eq. (5.6); the dashed curves are the approximation (5.7).

FIG. 6. Thermal conductivity in the limit $\kappa \rightarrow \infty$ of strong coupling to the metal contacts, as a function of the aspect ratio $r = 2(W + d)/L$. The curve is calculated from Eq. (5.9). A cube has $r = 4$ and $\sigma_{\text{thermal}} = 0.95 \times G_0/2\pi$. 
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FIG. 7. Comparison of the analytical result (5.6) for the thermal conductance with a numerical simulation of the Hamiltonian (6.1). The coupling strength $\kappa$ at the NS interface is the single fit parameter for the comparison. These are calculations in the simplest case $V_0 = 0, B_0 = 0, \alpha_{so} = 0, W/L \to \infty$.

B. Translationally invariant system

For a direct test of the analytical calculation from the previous section we first consider a translationally invariant system along the $x$ direction ($W \gg L, d \approx 100a_0, \text{no disorder}$). Results are shown in Fig. 7. The analytical result Eq. (5.6) describes the numerics very well, with the coupling strength $\kappa$ as the single fit parameter. This demonstrates the validity of the 2D representation of the 3D scattering problem, including the effect of coupling between top and bottom surfaces.

We next investigate the extent to which the relation (5.13) holds, still in the translationally invariant system, by adding to the Hamiltonian (6.1) the spin-orbit coupling

$$V_{so} = \alpha_{so} k_x \sigma_y \otimes \tau_z,$$

in order to mix the modes from top and bottom surface. (The same $V_{so}$ is added to superconducting and normal regions.) Note that $V_{so}$ preserves the electron-hole and time-reversal symmetries (6.2). We break time-reversal symmetry by imposing on the normal metal the magnetic field $B = B_0 \theta(|z| - L/2) \hat{y}$, in the gauge $A = B_0 \theta(|z| - L/2) \hat{y} \times \hat{z}$.

As shown in Fig. 8, both a nonzero $\alpha_{so}$ and a nonzero $B_0$ are needed for a difference between dimensionless shot-noise power and thermal conductance. The nonzero $\alpha_{so}$ is needed to couple the modes from top and bottom surface—otherwise the transmission matrix would be of rank 1 and the equality (5.13) would hold irrespective of whether time-reversal symmetry is broken or not [10]. The nonzero $B_0$ is needed because of the argument from Sec. III B that mode coupling in the presence of time-reversal symmetry is not effective at violating the relation between shot-noise power and thermal conductance.

C. Disorder effects

We now break translational invariance by adding a disorder potential $V$, uniformly distributed in the interval $(-V_0, + V_0)$, randomly fluctuating from site to site throughout the superconductor. We also added disorder on the normal side of the NS interface (in a sheet of width $10a_0$). Because the calculations are now computationally more expensive we took a smaller superconductor, a cube of size $L = W = d = 20a_0$.

Results are shown in Fig. 9. Without disorder the thermal conductivity is close to the limit expected from Fig. 5 for a cube aspect ratio: $G_{thermal}/G_0 = 0.95/2\pi \Rightarrow G_{thermal}/G_0 = 0.605$. Disorder has a significant effect, but the dimensionless shot noise and thermal conductance remain nearly indistinguishable.

FIG. 8. Numerical results for the shot-noise power (red solid curves) and thermal conductance (blue dashed curves), in a superconductor with $L = d = W = 100a_0, B_0 = 0, \alpha_{so} = 0, V_0 = 0, U_{barrier} = 0, \text{no disorder}$. The magnetic field and spin-orbit coupling are varied in, respectively, the bottom and top panel. This simulation demonstrates the inequality $P_{shot}/P_0 \leq G_{thermal}/G_0$, with equality if either $B_0$ or $\alpha_{so}$ vanishes.

FIG. 9. Numerical results for the shot-noise power (red solid curve) and thermal conductance (blue dashed curve) as a function of the disorder potential strength $V_0$, in a superconductor with $L = d = W = 20a_0 (B_0 = 0, \alpha_{so} = 0, U_{barrier} = 0)$. Shot noise and thermal conductance differ by less than $10^{-3}$, even in the presence of significant disorder.
VII. DISCUSSION

As a particle that is its own antiparticle, a Majorana fermion must be charge neutral—but it need not be in an eigenstate of charge. This is a key distinction between a Majorana fermion as a fundamental particle such as a neutrino and one as a composite quasiparticle in a superconductor. For the latter only the expectation value of the charge must vanish, so there may be quantum fluctuations of the charge. Here we have shown how we can exploit this property for a purely electrical detection of the Majorana surface states in a 3D topological superconductor, obviating the difficulty of thermal measurements.

We like to think of the relation
\[ G_{\text{thermal}}/P_{\text{shot}} = LT/eV, \quad L \equiv \frac{1}{2}(\pi k_B/e)^2, \] (7.1)
between thermal conductance and electrical shot-noise power as the Majorana counterpart of the electronic Wiedemann-Franz relation
\[ G_{\text{thermal}}/G_{\text{electrical}} = LT \] (7.2)
between thermal and electrical conductance [14]. The analogy is quite direct: Eq. (7.2) expresses the fact that a nonequilibrium electron transports energy and charge in a fixed ratio. The same holds for Eq. (7.1), with the electron charge \( \mathcal{Q} = e \) replaced by the Majorana charge variance \( \text{Var} \mathcal{Q} = e^2 \).

There exists an altogether different “Wiedemann-Franz-type relation” for Majorana fermions, relating heat and particle currents rather than heat and charge currents:
\[ G_{\text{thermal}}/G_{\text{particle}} = \frac{1}{2} G_0, \quad G_0 = \frac{1}{2}(\pi k_B)^2 T. \] (7.3)
The “particle conductance” \( G_{\text{particle}} \) is not directly measurable (since Majorana fermions do not couple to the chemical potential), but it can be formally defined in terms of the Landauer formula \( G_{\text{particle}} = NT/h \) or in terms of an equivalent Kubo formula [14]. The factor 1/2 is the “topological” or “central” charge \( \mathcal{C} = 1/2 \) of a Majorana fermion [31]. No such factor appears in Eq. (7.1), because both the thermal conductance and the shot-noise power are proportional to \( \mathcal{C} \), so it drops out of the ratio.

One direction for future research is to generalize the relation (7.1) to topological superconductors with more than a single species of Majorana fermions on their surface. This is a key difference with 3D topological insulators, which have a \( \mathbb{Z}_2 \) topological quantum number, so at most a single Dirac cone on the surface. In contrast, 3D topological superconductors have a \( \mathbb{Z} \) topological quantum number, allowing for multiple Majorana cones [1,2,32].

Another direction to explore is how the class-DIII topological superconductors with Majorana surface states considered here compare with the class-CI topological superconductors with Dirac surface states. For Eq. (7.3) the difference is simply a factor of 2, to account for a central charge \( \mathcal{C} = 1 \) of Dirac fermions [26]. We do not expect such a simple correspondence for the relation (7.1).

From the experimental point of view, the usefulness of Eq. (7.1) is that it provides a purely electrical way to access the transport properties of Majorana surface states. The shot-noise measurements should be performed at energies \( eV \) well below the superconducting gap \( \Delta \). In Cu,Bi2Se3 this is about 0.6 meV [6]. Shot noise dominates over thermal noise if \( eV \gtrsim 3k_B T \) [12], so if one would perform the experiment at \( V \approx 0.1 \) meV, a readily accessible temperature range \( T \lesssim 0.3 \) K would do.
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APPENDIX: CALCULATION OF THE MATRIX GREEN’S FUNCTION OF THE SURFACE HAMILTONIAN

We solve the differential equation
\[ \left[ -i\sigma_z \frac{\partial}{\partial z} + q\sigma_x - \frac{1}{2} i \Gamma(z) \sigma_0 - E \right] \mathcal{G}(z,z';q,E) = i\delta(z - z') \] (A1)
to obtain the \( 2 \times 2 \) matrix Green’s function that determines the transmission matrix of the Majorana fermions between the normal-metal contacts. (To simplify the notation we have set \( v = 1 \).) For a similar calculation in graphene, see Ref. [33].

We first consider in Sec. A 1 the case of uncoupled top and bottom surfaces, when the \( z \) coordinate ranges over the entire real axis and the tunnel coupling in the contact region is given by
\[ \Gamma(z) = \Gamma\theta(|z| - L/2), \quad -\infty < z < \infty. \] (A2)
In Sec. A 2 we incorporate the finite extension \( d \) of the contact region, by setting
\[ \Gamma(z) = \Gamma[\theta(|z| - L/2) - \theta(|z| - L/2 - d)], \quad |z| < L + d. \] (A3)
Antiperiodic boundary conditions at \( z = \pm(L + d) \) then couple the top and bottom surfaces.

1. Single surface

We define
\[ \mathcal{E}(z) = E + \frac{i}{2} \Gamma(z), \quad \mathcal{E}_0 = E + \frac{i}{2} \Gamma, \] (A4)
with $\Gamma(z)$ given by Eq. (A2). The Green’s function that decays at infinity is

$$G(z, z'; q, E) = \mathcal{P}_{z \rightarrow z'} \exp \left[ \int_0^z dz_1 (i \sigma_z \varepsilon(z_1) + q \sigma_y) \right] \left[ M - \frac{1}{2} i \sigma_z + i \sigma_\theta (z - z') \right] \mathcal{P}_{0 \rightarrow z} \exp \left[ \int_0^z dz_2 (-i \sigma_z \varepsilon(z_2) + q \sigma_y) \right], \quad (A5)$$

where $\mathcal{P}_{z \rightarrow z'}$ indicates a monotonically increasing or decreasing ordering of the $z$-dependent noncommuting operators, from $z_1$ leftmost to $z_2$ rightmost. The matrix $M$ is determined by the requirement that $\lim_{z \rightarrow \pm \infty} G(z, z'; q, E) = 0$:

$$(- \epsilon_0 \pm i \sqrt{q^2 - \epsilon_0^2}, q) \exp \left[ \pm \frac{1}{2} L (i E \sigma_z + q \sigma_y) \right] (M \pm \frac{1}{2} i \sigma_z) = 0. \quad (A6)$$

The result is

$$M = \begin{pmatrix} M_1 & M_2 \\ M_2 & M_1 \end{pmatrix}, \quad M_1 = \frac{E (\xi_0^2 - \frac{1}{2} i \Gamma E) \cosh(L \xi_0) + E \xi_0 \sinh(L \xi_0) + \frac{1}{2} i \Gamma q^2}{2 \xi_0^2 \cosh(L \xi_0) + 2 (\xi_0^2 - \frac{1}{2} i \Gamma E) \xi_0 \sinh(L \xi_0)},$$

$$M_2 = \frac{q (\xi_0^2 - \frac{1}{2} i \Gamma E) \cosh(L \xi_0) + q \xi_0 \sinh(L \xi_0) + \frac{1}{2} i \Gamma q E}{2 \xi_0^2 \cosh(L \xi_0) + 2 (\xi_0^2 - \frac{1}{2} i \Gamma E) \xi_0 \sinh(L \xi_0)}, \quad (A9)$$

with the definitions

$$\xi_0 = \sqrt{q^2 - E^2}, \quad \xi = \sqrt{q^2 - (E + \frac{1}{2} i \Gamma)^2}. \quad (A10)$$

As a check, we take the limit $E \rightarrow 0$, $q \rightarrow 0$, when $M \rightarrow \frac{1}{2} i \sigma_0$, as it should. Note the symmetry relations

$$\sigma_y M^T (-q, E) \sigma_y = M(q, E), \quad M^* (-q, -E) = -M(q, E), \quad (A11)$$

which ensure that the Green’s function (A5) satisfies the required time-reversal and electron-hole symmetries:

$$\sigma_y G^T (z, z'; -q, E) \sigma_y = G(z, z'; q, E), \quad G^* (z, z'; -q, -E) = -G(z, z'; q, E). \quad (A12)$$

To obtain the transmission matrix we set $z > L/2$ and $z' < -L/2$:

$$G(z, z'; q, E) = \exp \left[ (z - L/2) (i E \sigma_z - \frac{1}{2} i \Gamma \sigma_z + q \sigma_y) \right] \exp((L/2) (i E \sigma_z - q \sigma_y)] \times \left[ (M + \frac{1}{2} i \sigma_z) \exp((L/2) (i E \sigma_z - q \sigma_y)) \exp \left[ -(z' + L/2) (i E \sigma_z - \frac{1}{2} \Gamma \sigma_z - q \sigma_y) \right] \right]. \quad (A13)$$

For $E = 0$ this simplifies to Eq. (4.6) in the main text.

### 2. Coupled top and bottom surfaces

The Green’s function for coupled top and bottom surfaces is still of the form of Eq. (A5), with $\Gamma(z)$ now given by Eq. (A3). Instead of a decay at infinity we now have the antiperiodic boundary conditions

$$G(L + d, z'; q, E) = -G(-L - d, z'; q, E). \quad (A14)$$

The condition (A6) on the matrix $M$ is replaced by

$$\exp \left[ \frac{1}{2} L (i E \sigma_z + q \sigma_y) \right] \exp(d(i \epsilon_0 \sigma_z + q \sigma_y)) \exp \left[ \frac{1}{2} L (i E \sigma_z + q \sigma_y) \right] (M + \frac{1}{2} i \sigma_z)$$

$$= - \exp \left[ -\frac{1}{2} L (i E \sigma_z + q \sigma_y) \right] \exp(-d(i \epsilon_0 \sigma_z + q \sigma_y)) \exp \left[ -\frac{1}{2} L (i E \sigma_z + q \sigma_y) \right] (M - \frac{1}{2} i \sigma_z). \quad (A15)$$

with solution

$$M = \begin{pmatrix} M_1 & M_2 \\ M_2 & M_1 \end{pmatrix}, \quad M_1 = \frac{E (\xi_0^2 - \frac{1}{2} i \Gamma E) \cosh(L \xi_0) \tanh(\xi d) + E \xi_0 \sinh(L \xi_0) + \frac{1}{2} i \Gamma q^2 \tanh(\xi d)}{2 \xi_0^2 \cosh(L \xi_0) + 2 (\xi_0^2 - \frac{1}{2} i \Gamma E) \xi_0 \sinh(L \xi_0) \tanh(\xi d)},$$

$$M_2 = \frac{q (\xi_0^2 - \frac{1}{2} i \Gamma E) \cosh(L \xi_0) \tanh(\xi d) + q \xi_0 \sinh(L \xi_0) + \frac{1}{2} i \Gamma q E \tanh(\xi d)}{2 \xi_0^2 \cosh(L \xi_0) + 2 (\xi_0^2 - \frac{1}{2} i \Gamma E) \xi_0 \sinh(L \xi_0) \tanh(\xi d)}. \quad (A16)$$
For the transmission matrix we set \(-L/2 - d < z' < -L/2, L/2 < z < L/2 + d\). The energy-dependent Green’s function is then given by Eq. (A13) with \(M\) from Eq. (A16). At zero energy this produces the result (4.10) from the main text.