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With the development of machine learning and image recognition technology, the detector system tends to be standardized and intelligent. However, large numbers of distributed radiation detectors connected to the power grid will bring huge uncertainty to the operation of the power grid and even cause certain interference. The monitoring system of the distributed radiation detectors can control the running status of the distributed photodetection system in real-time and guarantee the safe and stable operation of the detector system. This article proposes an improved genetic detector system to avoid “blind spots” in the radiation detector monitoring based on the characteristics of photovoltaic (PV) arrays, which are considered as individual pixels, and then the reliability of the monitoring is ensured by the monitoring coverage of these pixels by the detector nodes. The performance of the radiation detector monitoring is restored by activating those spare nodes with sufficient energy to replace those that fail, ensuring that the distributed detection system can be monitored in a timely and efficient manner at all times. The simulation results confirm the reasonable validity of the algorithm.
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INTRODUCTION

As the core component of modern optoelectronic systems, the photodetector has been widely used in many fields such as optical imaging, information and communication, biomedicine [1] and has also contributed to the development of military defense and national economy. With the imbalance between energy supply and demand, the contradiction between energy consumption and environmental protection is deepening, the development of an economic and environmentally friendly low-carbon power industry has become a top priority in the reform of the national power industry and a key investment area for the country, and countries around the world have reached a consensus on energy conservation and emission reduction in the formulation of future development strategies. Compared with the traditional thermal power generation, on the one hand, new energy power generation has significant advantages in environmental protection and energy-saving. On the other hand, it will also have a certain impact on the operation of the power grid. The main manifestation is that renewable new energy is affected by seasons, climate, and geography. Influenced by other factors, the intermittent, volatility, and randomness of its power generation and some of its faults will bring many problems to the safe operation of the power grid [2]. To cope with the depletion of fossil energy and reduce greenhouse gas emissions, in recent years, countries around the world have devoted themselves to research on the development and utilization of renewable energy...
and strive to build an energy system with new energy as the core. The development of renewable energy is also an important strategic measure for the country to solve environmental problems, optimize energy structure, promote economic and social development, and achieve energy conservation and emission reduction [3]. Therefore, the active development and utilization of solar energy, wind energy, biomass energy, and other renewable energy are of great significance in promoting the sustainable development of our country’s economy. The country’s solar energy resources are relatively sufficient, widely distributed, and evenly distributed, with unique advantages and wide application prospects [4]. Solar energy has the highest one-time conversion rate among renewable energy sources. It has a wide application area and is simple to use, clean, and pollution free, and the photovoltaic power generation system is not easily damaged, and simple maintenance is an inevitable choice for the future development of renewable energy power generation.

With the continuous decline of photovoltaic cell prices and the continuous improvement of photovoltaic power generation efficiency, the photovoltaic industry develops rapidly, and the research on the photovoltaic grid-connected power generation system has become a new research hotspot. The power generated by the photovoltaic grid-connected power generation system occupies an increasing proportion in the whole power system, which will affect the power quality of the power grid and even threaten the safe and stable operation of the power grid [5]. To meet the needs of the rapid popularization and development of distributed photovoltaic power generation systems, improve the ability of power systems to accept and control them, and ensure the reliable operation of the grid under the condition of large-scale access, the operating conditions of distributed photovoltaic power generation systems must be real-time monitoring and analysis. Based on the reasonable prediction of photovoltaic output, the coordinated dispatch between the distributed photovoltaic output and the grid can be realized, and the large-scale development of distributed photovoltaic systems can be further promoted. The radiation detector monitoring system is an important part of the photovoltaic power station, and it is a bridge connecting the photovoltaic system and monitoring center. Research on photovoltaic power generation monitoring technology will help the intelligent management of the photovoltaic power generation system and truly realize its “unmanned or few people on duty” operation management mode. In recent years, the traditional radiation detector power generation monitoring system based on computer information processing technology has been widely used. With good system scalability, low power consumption, low cost, and flexibility, the radiation detector monitoring system can collect and monitor the physical environment information in its coverage area in real-time and is increasingly used in the field of intelligent management and monitoring of systems. The emergence of distributed radiation detector monitoring technology has further promoted the development of distributed photovoltaic power generation monitoring systems [6, 7].

Compared with the traditional photovoltaic power generation monitoring system, our monitoring systems based on the distributed radiation detector technology use detector nodes to collect environmental information on the photovoltaic panel and then send it to the monitoring center through a wireless communication link [8]. Our system has the following advantages:

1) Detector nodes are small in size, low in cost, simple to deploy, and convenient to maintain. They have less environmental impact on the monitored area and avoid complicated wiring work, so they can be deployed in large numbers on photovoltaic panels.
2) The radiation detector monitoring system has the characteristics of self-system organization, which can effectively compensate for the existing wired monitoring system’s excessive dependence on lines, thereby effectively improving the monitoring level.
3) A monitoring system based on the distributed radiation detector monitoring technology consists of a large number of detector nodes, which can collect a large number of environmental information in the monitoring area. Besides, the nodes have certain computing capabilities, storage capabilities, and communication capabilities, so they can comprehensively improve the accuracy of the information collected on the photovoltaic panel. The nodes can also comprehensively improve the accuracy of information collection on the photovoltaic panel, which is beneficial to the photovoltaic power output to make accurate predictions.
4) By constructing a reasonable topology of the radiation detector system, flexibly scheduling the activity status of detector nodes, and adopting low-energy distributed radiation detector monitoring modules and wireless communication protocols, the service life of the photovoltaic power generation monitoring system can be extended and the reliability of the system can be guaranteed.

The rest of this article is organized as follows. Principle of Radiation Detector introduces the principle of the radiation detector. Architecture of Distributed Radiation Detector System introduces the distributed radiation detector system architecture. Optimization Algorithm in Distributed Radiation Detector System introduces an optimization algorithm in the distributed radiation detector system. Conclusion concludes this work.

**PRINCIPLE OF RADIATION DETECTOR**

At present, the related research results of distributed photovoltaic grid-connected power generation monitoring are mainly devoted to the research of centralized distributed photovoltaic power generation monitoring [9, 10]. An early start abroad, mainly in the 1990s, was when the system structure during this period was relatively mature [11]. The current fault diagnosis methods mainly include the visual graphics diagnosis method and multi-sensor detection method, and some scholars have proposed the ground capacitance measurement method and the time domain reflection analysis method. The visual graphics diagnosis method is used to detect the faults of different photovoltaic arrays, and the fault judgment is mainly based on the different infrared images.
obtained when the photovoltaic modules are taken at different operating temperatures during normal and fault conditions [12]. The fault type judged by the multi-sensor detection method is the sensor detection information, and different voltage and current sensor deployment strategies will affect the fault diagnosis result [13]. Then comes the study of online monitoring of grid-connected photovoltaic power generation systems, which not only enables real-time monitoring of the power quality and operating status of grid-connected photovoltaic power generation systems but also enables comprehensive analysis and evaluation of the performance of grid-connected photovoltaic power generation systems based on a guarantee that all power quality meets certain indicators [14]. However, wired monitoring methods have inherent disadvantages of poor flexibility, while remote monitoring based on the distributed radiation detector technology has simple installation, long transmission distance, and high flexibility [15, 16]. Reference [17] designs a real-time monitoring system for solar cells based on the distributed wireless radiation detector technology. The system uses a distributed radiation detector system to form a self-organizing system of data collection modules and aggregates the collected data to the monitoring node through multi-hop routing to achieve real-time monitoring. Literature [18] studied the operation and maintenance of photovoltaic systems and IoT-based wireless detector systems for photovoltaic panel monitoring and developed and implemented a cost-effective system of wireless radiation detectors on small photovoltaic (PV) panels. In summary, the distributed photovoltaic power generation monitoring system needs to obtain monitoring information in real-time, and the photovoltaic power generation system can be controlled according to the obtained photovoltaic array operating status information, so distributed radiation detection technology is a timely and efficient monitoring method. This article considers that the photovoltaic power generation system and monitoring system of the distributed radiation detector system is composed of detector nodes with limited energy. These nodes are usually powered by batteries with limited energy, which are difficult to replace or recharge during use and will eventually fail due to exhaustion. Therefore, for distributed photovoltaic power generation systems based on the distributed radiation detector technology, ensuring that the normal operation of the system does not fail has become the primary challenge task of the important target set of the monitoring system. In Reference 19, to solve the coverage problem of directional sensor systems, a particle swarm optimization algorithm to maximize regional coverage was proposed.

Literature [20] used the simulated annealing algorithm to restore the coverage of the monitoring system. Reference 21 studied the coverage model of the system recovery mechanism and its optimal maintenance frequency. Literature [22] proposed a low-power, cost-effective photovoltaic-distributed generation (PV-DG) wireless remote monitoring system using Zigbee technology. But in these studies, when there is a problem in the monitoring system, it is more or less necessary to rebuild the system structure to achieve the purpose of restoring system performance. Some researchers have proposed to use redundant nodes to solve the problem in the visual radiation detector system [23, 24]. This article considers taking automatic recovery measures to restore various functions of the monitoring system when it fails. To ensure the effectiveness of the monitoring system, some backup nodes are added when deploying the node system. When some nodes in the monitoring system have excessive energy consumption or are exhausted, the redundant nodes are used to replace those failed nodes, and the redundant nodes in the system are fully and reasonably scheduled to achieve a stable state within a short time after the failure of some nodes in the monitoring system. This article proposes for the first time a genetic algorithm that considers random weights. The improved genetic algorithm maintains the coverage of the monitoring system by replacing failed nodes with redundant nodes and stabilizes and restores the performance of the monitoring system. The monitoring system conditions when the photovoltaic array fails are studied, and different photovoltaic arrays are collected for simulation analysis. The simulation results verify the effectiveness of the proposed algorithm.

**ARCHITECTURE OF DISTRIBUTED RADIATION DETECTOR SYSTEM**

In this section, we first present the structure of the wireless monitoring system and its coverage model to pave the way for the following research.

**Distributed Radiation Detector System Architecture**

The radiation detector system in this paper is a distributed system composed of a large number of sensor nodes with wireless communication ability, which can automatically and systematically complete the assigned tasks according to the external environment. There are a number of detector nodes deployed in the distributed radiation detector system, and its structure contains the following modules: energy module, perception module, wireless communication module, and processor module, as shown in Figure 1 [25].

Since it is difficult for sensor nodes to complete the monitoring task independently, using the WSN technology to achieve a comprehensive detection of the target area requires the cooperation of many neighbor nodes [26].

The distributed radiation detector system generally consists of the following four parts: the ordinary detector node, the sink node (Sink node), the transmission system, and the monitoring center. The structure is shown in Figure 2.

The distributed photovoltaic power generation monitoring system is constructed by a radiation detector system. To meet the requirements of the distributed photovoltaic power generation system for monitoring system accuracy, reliability, and ease of maintenance, the topology of a distributed photovoltaic power generation monitoring system based on the distributed radiation detection technology is proposed to be a hierarchical clustering topology. The monitoring system consists of $M$ sensor nodes deployed on photovoltaic panels, $s$ sink nodes, and 1 monitoring center. The $M$ sensor nodes are divided into $n$
clusters. The ordinary sensor nodes first transfer the collected physical information of the photovoltaic system to the cluster head node, and then the cluster head node transmits it to the sink node of the sink node layer. Each sink node is responsible for gathering the information of $K$ cluster head nodes and then transmitting it to the monitoring center after preliminary processing. Finally, the monitoring center analyzes and judges the physical information of the photovoltaic system and determines the output power of the distributed photovoltaic power generation system. Make reasonable predictions and issue control commands to guide the optimal dispatch of the power grid.

**Perception and Coverage Model**

Coverage is one of the most important research directions in detector systems [27]. The coverage problem is to ensure that the monitoring target is covered by at least one or more detector nodes. The coverage problem is to monitor the target through the optimal deployment of detector nodes or activation of effective scheduling [28]. The coverage ratio is the ratio of the total area covered by the detector node to the total area of the required monitoring area. To calculate the coverage rate of the distributed radiation detection monitoring system, combined with the shape characteristics of the photovoltaic array (i.e., the photovoltaic array usually has a square shape), gridding the monitoring area can reduce the calculation difficulty. In this article, the monitoring area in the photovoltaic array is regarded as an $m \times n$ rectangular grid, and the grid is regarded as pixels. The detector node’s perception of the photovoltaic array in the monitoring system is equivalent to the node’s perception of the corresponding pixels. Therefore, it is very important to establish the perception model of detector nodes to measure the coverage, as shown in formula (1), considering the constraints of the perception radius $R_p$, signal perception attenuation rate, and possible obstacles, and establish a perception model of the monitoring area $V (x, y)$ based on the node $s_i$ as follows:

$$C_i = \begin{cases} 1, d(s_i, v) \leq R_p - R_e \\ \exp\left(-\frac{\lambda_1 \alpha_i^1}{\alpha_2^1 + \lambda_2}\right), R_p - R_e < d(s_i, v) < R_p + R_e \\ 0, \text{other} \end{cases} \quad (1)$$
where \( d(S_i, v) \) is the distance between the detector node and the monitoring pixel; \( R_c \) is the error margin of node perception; \( 0 < R_c < R_p \); \( \alpha_1, \alpha_2, \beta_1, \beta_2 \) are the characteristic parameters of the detector node, where \( \alpha_1 = (R_c - R_p) + d(S_i, v) \), \( \alpha_2 = (R_c + R_p) - d(S_i, v) \); and \( \lambda_1, \lambda_2 \) are the input parameters.

\[
C_v(s, v) = 1 - \prod_{i=1}^{n} (1 - C_{g}(s_i, v)) \tag{2}
\]

The perception degree of all effective nodes in the photovoltaic array to the monitoring area \( V \) is as follows:

\[
C_v = \begin{cases} 
1, & C_v(s, v) \geq C_{th} \\
0, & \text{other} 
\end{cases} \tag{3}
\]

where \( a > b \) and the perception is considered effective.

The coverage model of the photovoltaic power generation wireless monitoring system is given by the following formula (4):

\[
C = \frac{\sum_{m=1}^{\text{cover}} C_v}{m \times n} \tag{4}
\]

### Node Deployment of Distributed Radiation Detector System

To ensure the performance of the photovoltaic power generation detection system, some redundant nodes are generally added to the photovoltaic array. The redundant node is different from the normal node. When all normal nodes in the system are working normally, the redundant node is in a sleep state. For the convenience of analysis, it is considered that the dormant node does not consume energy. When a node failure occurs in the system, the redundant node is activated in time to replace the failed node to continue working, ensuring the normal operation of the system. Under normal circumstances, the sensing range of an ordinary node at least needs to be covered by one or more spare nodes, as shown in Figure 3.

In the figure, \( R_s \) represents the perception radius of an ordinary node and a circular area with its radius as the perception area of the node; the sensing area of node \( D \) is covered by \( A, B, \) and \( C \), so node \( D \) is a redundant node. To ensure the stability of the monitoring system, the coverage rate of the system must be in a high range and maintained stably, which requires us to make a certain optimization design for the deployment of redundant nodes, so the following assumptions are made:

1) After a failed node occurs in the monitoring system, the number of remaining valid nodes in the system is \( P \), and the number of redundant nodes that are awakened to participate in the restoration of the monitoring system coverage is \( Q \), \( s \) represents the node-set \( \{s_1, s_2, \ldots, s_n\} \), and \( n \) is the number of all valid nodes.

2) The perception radius of the node is half of the communication radius, that is, \( R_s = \frac{1}{2} R_c \).

3) Assume that the coverage rate of the monitoring system is \( \gamma \% \), the uncovered area in the monitoring system is \( S_{nc} \), and the number of redundant nodes participating in the restoration of the coverage of the monitoring system is \( n_m \).

\( S_{nc} \) is the area not covered by the monitoring system, which can be equivalent to a \( d \times d \) square grid, as shown in Figure 4. The maximum number of spare nodes required to participate in the automatic recovery of the monitoring system can be obtained from formulas (6) and (7).

When a failed node suddenly appears in the monitoring system, the constraints of the coverage auto-recovery model in
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the monitoring system in this case are as in formulas (5-8), which is denoted as follows:

\[ S_{nc} = S_{all} (1 - y\%) \quad (5) \]
\[ i = \frac{d}{\sqrt{3} R_s} \quad (6) \]
\[ n_{\text{max}} = \frac{2i^2 + 3i + 1}{2} \quad (7) \]
\[ \frac{n_{\text{max}}}{2} < n_{\text{in}} < n_{\text{max}} \quad (8) \]

An Optimization Algorithm for Redundant Node Coverage of Distributed Radiation Detector System

The redundant node deployed in the photovoltaic power generation monitoring system can quickly restore the monitoring range of the monitoring system through activation after a failed node in the system, thereby improving the stability of the monitoring system. In this article, a genetic algorithm is used after a failed node in the system, thereby improving the stability of the monitoring system through activation. The redundant node deployed in the photovoltaic power generation array has high energy. If the backup nodes that will be activated after a failed node have low energy, monitoring cannot be guaranteed at this time. The system has reached a stable state after self-recovery, and for this reason, the number of spare nodes needs to be completed.

The Principle of Genetic Algorithm

Genetic algorithm (GA) is a parallel random search optimal method first proposed by John Holland of the University of Michigan in 1962, and it was formally published in 1975 [29]. The genetic algorithm is a highly parallel and adaptive detection algorithm developed by imitating the evolutionary theory of nature. The genetic algorithm preserves the genetic characteristics of high adaptability to the environment by simulating individual organisms and distinguishes the information of individual genetic changes and eliminates the genetic characteristics of low adaptability to the environment to achieve the purpose of optimization. Genetic algorithms can perform global optimization in the data space, and it is highly convergent. In the genetic algorithm, the \( n \)-dimensional decision vector \( X = [x_1, x_2, \ldots, x_n]^T \) is represented by a symbol string \( X \) composed of \( n \) tokens \( X_i (i = 1, 2, \ldots, n) \), which is given as follows:

\[ X = X_1 X_2 \ldots X_n \Rightarrow X = [x_1, x_2, \cdots, x_n]^T \quad (9) \]

where \( X_n \) represents the location of the sensor node, including the location information of all valid nodes.

The genetic algorithm first needs to have an optimized objective function value, for each individual to be able to determine its fitness in continuous development according to certain rules. In this method, the selection probability of each individual is proportional to its fitness value, and the fitness of an individual is associated with the value of the objective function of its corresponding individual phenotype \( X \). The closer the \( X \) is to the optimal point of the objective function, the greater its fitness. Suppose the population size is \( x \), where the fitness of individual \( i \) is \( f_i \), then the probability of \( i \) being selected is as follows:

\[ P_i = \frac{f_i}{\sum_{j=1}^{x} f_j} \quad (10) \]

After calculating the selection probability of each individual in the population, to select the mating individual, multiple rounds of selection are required. A uniform random number between (0,1) is generated in each round, and this random number is used as a selection pointer to determine the selected individual. The basic genetic algorithm runs as a typical iteration with the following work and basic steps that must be completed:

1) Select the coding strategy to transform the parameter set space into the coded individual space, that is, the number of effective nodes in the monitoring system is converted into the number of new effective nodes after the redundant node is activated after the sensor node fails.
2) Define the fitness function according to actual problems.
3) Determine the genetic strategy and determine the probability of selection.
4) Random initialization to generate an initialization group, that is, to put all the redundant nodes in a dormant state at the beginning.
5) Calculate the fitness of the individual encoding string of the current population after decoding, that is, when some nodes fail, the fitness of other sensor nodes and redundant nodes except these failed nodes.
6) According to the genetic algorithm, use selection to act on the population to form the next generation population.
7) Determine whether the population performance is a certain index or the predetermined number of iterations has been completed to meet the best output individual, that is, when the final monitoring system reaches a stable state after the redundant node is activated, the coverage rate of the system reaches the target of the predetermined coverage model, and find out the optimal deployment strategy for activating the redundant node when the failure of node occurs.

Monitoring System Automatic Recovery Coverage Algorithm Flow

In the actual application process, not all the backup nodes equipped in the power generation array have high energy. If the energy of the backup nodes that will be activated after a failed node is also at a low value, monitoring cannot be guaranteed at this time. The system has reached a stable state after self-recovery. Therefore, to prevent the redundant node with lower energy from being activated during self-recovery, formula (11) gives relevant constraints to ensure that the redundant node with insufficient energy will not be activated.

\[ E_i \geq E_{th} \quad (11) \]

Besides, due to the characteristics of various PV arrays, the number of failed nodes varies greatly from one PV array to another, and for this reason, the number of spare nodes needs to
be limited, that is, as in formula (12), which is denoted as follows:

\[ N_m \leq N_{th} \]  

(12)

Based on an improved genetic algorithm with formula (4) as the objective function, the algorithm procedure is as follows:

1) Convert the monitoring area of the photovoltaic power generation system into coded individual space.
2) Define the fitness function according to the objective function.
3) The random initialization dimension is twice the sum of the dimension of all valid nodes and the alternate node value.
4) Calculate the fitness of the new monitoring area after the failure occurs.
5) According to the genetic strategy, apply the selection to the new monitoring area and rank the updated individual extreme values by the objective function value. Good individuals will replace poor individuals and update a new generation of the population.
6) Judge whether the coverage of the new monitoring area meets the specified index and end if it does. When the value of the objective function increases by \( \sigma \% \), the iteration is terminated and the recovery of the monitoring system is realized. If the running time reaches \( t_m \) but the value of the objective function does not meet the requirements, the iteration is terminated and the recovery of the monitoring system fails.

**OPTIMIZATION ALGORITHM IN DISTRIBUTED RADIATION DETECTOR SYSTEM**

A square area is established in Matlab to represent the area for monitoring photovoltaic arrays. Different types of photovoltaic arrays have different sizes, so they have different values. Let the node perception radius \( R_s = 7, C_{th} = 0.9, \lambda_1 = 1, \lambda_2 = 0, \beta_1 = 1, \beta_2 = 2, \ t_m = 2000 \) s, and \( \sigma = 60\% \).

**Photovoltaic Monitoring System Has Failed Nodes**

Since distributed photovoltaics are scattered in various places, the failures of different distributed photovoltaic arrays are different. The effectiveness of the proposed algorithm has not been verified, and the distribution of node failures is also different. In all simulation diagrams in this article, “o” represents the remaining valid nodes in the monitoring system and “*” represents the active redundant node in the monitoring system.

**Regular Failure**

In a photovoltaic array with a specification of \( 60 \times 60 \) m, assuming that 30 effective nodes are remaining in the monitoring system, the coverage of the monitoring system at this time is shown in Figure 5. The failure of the monitoring system caused by the damage caused by the harsh external environment and human factors is called the regular failure at this time. In this case, a part of the monitoring “blind area” will appear in the monitoring system, which is the blank area in the upper right corner of the figure. According to formulas (1–3), the coverage rate of the surveillance system is 48.23%.

Regardless of the occurrence of node failures, the monitoring system deploys new nodes in the system to rebuild the system structure and makes the following assumption: If the coverage of the restored monitoring system can be increased by 50% based on the failure, it is said to monitor the system’s return to normal performance. And \( i = 4.95, n_{max} = 32.43, E_{th} = 0.5 \) J, and then take \( n_m = 20 \).

To increase the coverage of the monitoring system, an improved genetic algorithm is adopted. The simulation results are shown in Figure 6.

When 35 iterations ended, it took 180.69 s. At this time, the coverage rate reached 73.51%. After calculation, the coverage rate increased by 52.41%, meeting the requirements of monitoring system recovery.
Irregular Failure Occurs

In a photovoltaic array with a specification of $50 \text{ m} \times 50 \text{ m}$, assuming that there are 35 effective nodes remaining in the monitoring system, the coverage of the monitoring system at this time is shown in Figure 7. According to formulas (1–3), the coverage rate of the monitoring system is 52.46%.

For the irregular failure situation, suppose $i = 4.12$, $n_{max} = 23.65$, $E_{th} = 0.5J$, and then take $n_m = 16$.

Taking the improved genetic algorithm, the simulation results are shown in Figure 8. For 40 iterations, it took 150.37 s, at which point the coverage reached 79.53%, and the calculation shows that the coverage improved by 51.60%, meeting the requirements for restoring the performance of the monitoring system.

| Number of iterations | 30   | 60   | 100  | 150  | 300  |
|----------------------|------|------|------|------|------|
| PSO algorithm        | 106.43 | 205.86 | 376.42 | 543.84 | 1214.35 |
| Genetic algorithm    | 105.36 | 203.48 | 369.15 | 610.29 | 1125.16 |
| Improved genetic algorithm | 95.47 | 180.76 | 351.37 | 530.05 | 1117.10 |

**Time to Resume Monitoring System Performance**

All algorithms in this article were run on a computer with a processing frequency of 3.20 GHz, and the simulations of the experiments were done on the Matlab platform. The case of irregular failure is more typical and represents the general occurrence of node failure. Researching the running times of different algorithms for the case of occurrence of irregularity failures, as shown in Table 1, it can be obtained that the improved genetic algorithm has the shortest computation time for both the particle swarm algorithm (PSO) and the standard genetic algorithm.

Running the above algorithm 50 times and combining the running times of the three methods and the recovery of the coverage of the surveillance system gives the data in Table 2. The results show that the improved genetic algorithm recovers the coverage of the surveillance system in the shortest time.

**CONCLUSION**

This article focuses on the situation that the distributed radiation detector monitoring system may have sensor node failure to ensure comprehensive and timely system monitoring by restoring the monitoring system coverage so that the safe and stable operation of the power grid is guaranteed. The solution is developed by deploying a number of redundant nodes in the monitoring system and by activating and reasonably scheduling the redundant nodes in the event of a failed node, thereby restoring the monitoring range of the monitoring system. To improve the coverage of the distributed radiation detector monitoring system, an improved genetic algorithm optimization method is proposed in this article. To verify that this algorithm is reasonable and effective, simulation analysis is done for different failure situations on different PV arrays. The results show that the improved genetic algorithm can quickly identify the optimal location to activate the redundant node, replace the failed node with the redundant node in time, improve the coverage of the distributed PV wireless monitoring system, and achieve the purpose of automatic wireless monitoring and improve the performance of the monitoring system.

In future studies, conditional risk values and other methods can be used to evaluate the risk of false wake nodes. With the development of optimization algorithms, new optimization algorithms can be used to further improve the accuracy of monitoring.
**TABLE 2 | Monitoring system recovery time.**

|                      | PSO algorithm | Genetic algorithm | Improved genetic algorithm |
|----------------------|---------------|-------------------|-----------------------------|
| Number of iterations | 37            | 40                | 33                          |
| Coverage ratio       | 78.79%        | 79.06%            | 79.53%                      |
| Coverage increase    | 50.19%        | 50.71%            | 51.60%                      |
| Running time (s)     | 160.38        | 200.17            | 117.33                      |
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