We present a novel event recognition approach called Spatially-preserved Doubly-injected Object Detection CNN (S-DOD-CNN), which incorporates the spatially preserved object detection information in both a direct and an indirect way. Indirect injection is carried out by simply sharing the weights between the object detection modules and the event recognition module. Meanwhile, our novelty lies in the fact that we have preserved the spatial information for the direct injection. Once multiple regions-of-interest (RoIs) are acquired, we have preserved the spatial information for the direct injection module. Our method provides the state-of-the-art accuracy for malicious event recognition.

Index Terms—IOD-CNN, DOD-CNN, malicious crowd dataset, malicious event classification, multi-task CNN

1. INTRODUCTION

Object information provides crucial evidence for identifying the events shown in still images. There have been several attempts which make use of the object information in improving event recognition performance. Most methods perform event recognition with the aid of object detection results via feature-level fusion [1, 2] or score-level fusion [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13].

Recently, Lee et al. [14] introduced Doubly-injected Object Detection CNN (DOD-CNN) that incorporates the use of object detection information in a direct and an indirect way within a CNN architecture for the task of event recognition.

Fig. 1: S-DOD-CNN Framework. Red, blue, and green arrows indicate the computational flow responsible for event recognition (e), rigid object detection (r), and non-rigid object detection (n), respectively. For rigid and non-rigid object detection, a combined feature map is constructed by combining per-RoI feature maps while preserving the spatial locations of the RoIs within the original image.

S-DOD-CNN consists of three connected networks responsible for event recognition, rigid object detection, and non-rigid object detection. Three networks are co-trained while object detection information is indirectly passed onto event recognition via the shared portion of the architecture.

DOD-CNN achieves further performance improvement by directly passing intermediate output of the rigid and non-rigid object detection onto the event recognition module. More specifically, each of the two feature maps from rigid and non-rigid object detection is generated by pooling multiple per-RoI feature maps (i.e., feature maps for each region-of-interest) via batch pooling. The two feature maps are then directly injected into the event recognition module at the end of the last convolutional layer. Note that the batch pooling simply aggregates multiple feature maps along the batch direction without considering their spatial coordinates in the original image.

In this paper, we present an approach to generate a single combined feature map which safely preserves the original spatial location of the per-RoI feature maps provided by the object detection process. Per-RoI feature maps are first projected onto separate projected feature maps using a novel RoI Projection which are then aggregated into a single combined feature map. In the RoI projection, each per-RoI feature map is weighted by its object detection probability. Although our approach follows the spirit of DOD-CNN by incorporating the object detection information in two-ways (i.e., doubly injecting), the rigid and non-rigid object detection information
is used in a different way by preserving the spatial context for each of the per-RoI feature map. Therefore, we call our new architecture Spatially-Preserved and Doubly-injected Object Detection CNN (S-DOD-CNN) which is depicted in Figure 1.

When projecting the per-RoI feature maps into one single projected feature map, we adopt two interpolation methods which are MAX interpolation and Linear interpolation. In MAX interpolation, a maximum value among the input points is projected into the output point. In Linear interpolation, a linearly interpolated value of the four nearest input points is projected into the output. These interpolation methods can be applied with either class-specific or class-agnostic RoI selection. While class-specific selection carries out the RoI projection for each set of object class, the class-agnostic selection considers only a small subset of RoIs among all the RoIs disregarding the object classes. Therefore, the RoI projection can be conducted in four different combinations.

In order to prove the effectiveness of using a spatially-preserved object detection feature maps for event recognition, we conducted several experiments on the malicious event classification [12]. We have validated that all four combinations of the novel RoI projection within S-DOD-CNN provide higher accuracy than all the baselines.

2. S-DOD-CNN

2.1. Architecture

DOD-CNN. DOD-CNN [14] consists of five shared convolutional layers ($C_1, \cdots, C_5$), one RoI pooling layer, and three separate modules, each responsible for event recognition, rigid object detection, and non-rigid object detection, respectively. Each module consists of two convolutional layers ($C_6, C_7$), one average pooling layer (AVG), and one fully connected layer (FC), where the output dimension of the last layer is set to match the number of events or objects.

DOD-CNN takes one image and multiple RoIs (approximately 2000 for rigid objects and 5 for non-rigid objects per image) as input. Selective search [15] and multi-scale sliding windows [16] [17] [18] [19] are used to generate the RoIs for rigid and non-rigid objects, respectively. For each RoI, per-RoI feature map is computed via RoI pooling and then fed into its corresponding task-specific module.

For rigid or non-rigid object detection, the output of the last convolutional layer (denoted as per-RoI $C_7$ feature map) is pooled into a single map along the batch direction, which is referred to as a batch pooling. The two single feature maps are then concatenated with the output of the last convolution layer of the event recognition. The concatenated map is fed into the remaining event recognition layers which are the average pooling and fully connected layer.

Batch pooling does not preserve the spatial information of the feature maps since these maps are aligned and pooled without the consideration of their spatial coordinates in the original input image. For instance, consider selecting feature points at a same location, from two different feature maps which are aligned for batch pooling. These points do not necessarily correspond to the same location in the input image as each feature map is tied with a different RoI.

S-DOD-CNN. We introduce a novel method that aggregates multiple feature maps which come from different regions in the input image while preserving the spatial information. The spatial information for each per-RoI $C_7$ feature map is preserved by projecting each feature map onto a location on a projected feature map which corresponds to its original spatial location within the input image.

Figure 2 illustrates how per-RoI $C_7$ feature maps are processed through RoI Projection (RoIPool) to generate corresponding projected feature maps. Note that before the per-RoI $C_7$ feature maps are fed into RoIPool, they are multiplied by its detection probability to incorporate the reliability for each detection result. The projected feature maps are then max-pooled to build a combined feature map. In our experiment, five per-RoI $C_7$ feature maps with the highest probability values are chosen to build the combined feature map.

Our network generates two separate combined feature maps, one for rigid and another for non-rigid object detection. These two combined feature maps are concatenated with the event recognition feature map as in Figure 1. The two combined feature maps share the same-sized and aligned receptive field with the event recognition feature map, and thus they are ‘spatially-preserved’. The event recognition feature map is the output of $C_5$ layer right before RoI pool-
ing. The event recognition module intakes this concatenated map to compute the event recognition probability. As we are constructing our network based on the DOD-CNN, but with ‘spatially-preserved’ object detection information for event recognition, we call it Spatially-preserved DOD-CNN (S-DOD-CNN).

**RoI Projection.** When projecting the per-RoI $C_7$ feature maps into one projected feature map (denoted as RoIP in Figure 2), we adopt one of the two interpolation methods: MAX interpolation or Linear interpolation. Examples of the two interpolations are shown in Figure 3. When multiple points on an input map is being projected onto a single point on an output map, the point is filled with a maximum (MAX) or a linearly interpolated value of four nearest input points (Linear).

The RoI projection can be performed in two different ways. These two methods differ based on how a subset of RoIs (the RoIs that are actually used for projection) is selected from the overall set of RoIs. Both of the selection methods utilize $N$ probability scores which are generated for each RoI after AVG & FC (see Figure 2), where $N$ is the number of classes. For class-specific selection, 5 RoIs with highest probability scores are chosen for each class. For class-agnostic selection, 5 RoIs with highest probability scores are chosen from all the RoIs without regard to which classes they come from. Therefore, the number of executions for RoI projection is either $N$ times or just once, based on which selection method is chosen. In addition, if per-RoI $C_7$ feature map has $k$ channels, the dimension of the channel for the combined map under the class-specific selection becomes $k \times N$, while it remains as $k$ under the class-agnostic selection. Overall, the RoI projection can be performed as one of the four combinations as there are two different interpolations methods (MAX/Linear) and two different RoI selection methods (class-specific/agnostic).

### 2.2. Training

S-DOD-CNN is trained by using a mini-batch stochastic gradient descent (SGD) optimization approach. Event recognition and rigid object detection modules are optimized by minimizing their softmax loss while cross entropy loss is used for non-rigid object detection optimization. Each batch contains two images consisting of one malicious image and one benign image. For event recognition and non-rigid object detection, 1 and 5 RoIs are generated for each image, respectively. For rigid object detection, a batch takes 64 RoIs randomly selected from approximately 2000 RoIs generated by selective search. Accordingly, we need to prepare a large number of batches to cover the entire RoI set for training rigid object detection. A batch (which contains 2 images) consists of 2, 128, and 10 RoIs for event recognition, rigid object detection, and non-rigid object detection, respectively.

In preparing the positive and negative samples for training, we have used 0.5 and 0.1 as the rigid and non-rigid object detection thresholds for the intersection-over-union (IOU) metric, respectively. Any RoI whose IOU with respect to the ground truth bounding box is larger than the threshold is treated as a positive example. RoIs whose IOU is lower than 0.1 are treated as negative examples.

The weights in $C_1, \ldots, C_5$ are initially inherited from the pre-trained AlexNet [20] trained on a large-scale Places dataset [21] and the remaining layers ($C_6$, $C_7$ and FC layers for all three modules) are initialized according to Gaussian distribution with 0 mean and 0.01 standard deviation.

**Two-stage Cascaded Optimization.** To allow more batches for training rigid object detection, we use a two-stage cascaded optimization strategy. In the first stage, only the layers used to perform rigid object detection are trained. Then, in the second stage, all three tasks are jointly optimized in an end-to-end fashion. Figure 4 shows the second stage of the training process. For each training iteration in the second stage, two processes (a) and (b) in Figure 4 are executed in order. In process (a), all the layers of the two object detection modules are optimized with a batch containing 128 RoIs of rigid object and 10 RoIs of non-rigid object. After the process (a) is done, full set of RoIs (i.e. approximately 4000 RoIs for rigid object, 10 RoIs for non-rigid object) is fed into the object detection modules. The resulting combined feature maps are injected into the event recognition module for optimization. We set the learning rate of 0.001, 50k iterations, and the step size...
3. EXPERIMENTS

3.1. Dataset

Malicious Crowd Dataset [12, 22] is selected as it provides the appropriate components to evaluate the effects of using object information for event recognition. It contains 1133 images and is equally divided into malicious classes and benign classes. Half of the dataset is used for training and the rest is used for testing. In addition to the label of the event class, bounding box annotations of three rigid objects (police, helmet, car) and two non-rigid objects (fire, smoke) are provided. [12] provides details on how these objects are selected.

3.2. Performance Evaluation

To demonstrate the effectiveness of our approach, we compared the event recognition accuracy of S-DOD-CNN with two baselines: DOD-CNN which does not include direct injection and DOD-CNN which incorporates both direct and indirect injection. The accuracy is measured with average precision (AP) as shown in Table 1. S-DOD-CNN, which adopts one of the four RoI projections, provides at least 1.1% higher accuracy than both of the baselines. This verifies the effectiveness of using object detection information spatially preserved via RoI projection. RoI projection using linear interpolation and class-specific selection shows the highest accuracy among all the methods but the differences are marginal.

In Table 2, we also analyzed how the each task performs when they are individually optimized (Single-task) or co-optimized. For No Direct Injection and DOD-CNN cases, non-rigid object detection performs better when optimized simultaneously with other tasks. However, in S-DOD-CNN, the performance of the two sub-tasks (rigid and non-rigid object detection) was degraded. This indicates that the two tasks are sacrificed to solely improve event recognition performance.

Table 1: Event recognition average precision (AP). All networks use the same backbone consisting of five per-image convolution layers and three sets of two convolutional layers and one fully connected layer corresponding to three tasks.

| Method                  | RoI Projection | RoI Selection | AP (%) |
|-------------------------|----------------|---------------|--------|
| No Direct Inject. [14]  | MAX/Linear     |               | 90.7   |
| DOD-CNN [14]            | -              |               | 94.6   |
| S-DOD-CNN               | MAX Class-agnostic | Class-specific | 95.7   |
|                         | MAX Class-specific |               | 95.8   |
|                         | Linear Class-agnostic |               | 95.8   |
|                         | Linear Class-specific |               | 95.9   |

Table 2: Single task versus multitask performance. Task: E: Event Recognition, R: Rigid Object Detection, N: Non-rigid Object Detection. For S-DOD-CNN, RoI Projection with linear interpolation and class-specific selection was chosen.

| Method                  | Inject | Build | C5  | C6  | C7  |
|-------------------------|--------|-------|-----|-----|-----|
| DOD-CNN [14]            | -      |       | 91.4| 94.6|     |
| S-DOD-CNN               | RoIPool|       | 90.5| 90.6| 90.5|
|                         | C5     |       | 94.8| 94.8| 94.7|
|                         | C7     |       | 95.8| 95.7| 95.5|

Table 3: Performance comparison w.r.t. location of building and injection of combined feature maps. RoI projection with linear interpolation and class-specific selection was chosen.

3.3. Ablation Study: Location of Building and Injecting Combined Feature Map

Applying a convolutional layer after the concatenation may not be effective if the combined feature maps (coming from object detection) are aligned properly with the event recognition feature map. One advantage achieved by constructing combined feature maps using our approach is that the map can be injected at any position in event recognition. Table 3 shows the performance that varies according to the location of building and injection of the combined feature map. DOD-CNN, which loses RoI’s spatial information during building a feature map, shows performance degradation when the injection location is placed before any convolutional layer (i.e., C6 in Table 3). In contrast, S-DOD-CNN does not lose any performance regardless of the injection position.

The performance of S-DOD-CNN depends greatly on the building location of the combined feature map. The best accuracy is achieved when it is constructed after C7. Letting the input image go through more number of convolutional layers before building the combined feature maps may have provided a richer representation.

4. CONCLUSION

We have devised an event recognition approach referred to as S-DOD-CNN where the object detection is exploited while preserving the spatial information. Multiple per-RoI feature maps within an object detection module are projected onto a combined feature map using one of the newly presented RoI Projections preserving the spatial location of each RoI with respect to the original image. These maps are then injected to the event recognition module. Our approach provides the state-of-the-art accuracy for malicious event recognition.
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