Network analysis was used to study the structure and time evolution of driven three-dimensional complex plasma clusters. The clusters were created by suspending micron-size particles in a glass box placed on top of the rf electrode in a capacitively coupled discharge. The particles were highly charged and manipulated by an external electric field that had a constant magnitude and uniformly rotated in the horizontal plane. Depending on the frequency of the applied electric field, the clusters rotated in the direction of the electric field or remained stationary. The positions of all particles were measured using stereoscopic digital in-line holography. The network analysis revealed the interplay between two competing symmetries in the cluster. The rotating cluster was shown to be more cylindrical than the nonrotating cluster. The emergence of vertical strings of particles was also confirmed.

I. INTRODUCTION

Complex plasmas exist in various forms, from small clusters to large extended systems. Two- and three-dimensional (3D) clusters are popular objects to study for two main reasons. First, they are used as model systems to study generic phenomena such as self-organization and transport, at the level of individual particles. Second, clusters can be used for diagnostic purposes, e.g., probing the plasma parameters at the position of particles.

The dust particles constituting a complex plasma cluster are highly charged and therefore have to be externally confined. For instance, in Ref. the particles were suspended in a short open glass tube placed on top of the rf electrode in a gas discharge. The authors suggested that the nearly isotropic particle cluster confinement was mainly determined by gravitational, electric and thermophoretic forces. A contribution from the ion drag force due to streaming ions was not observed. Dust particles suspended in a glass box can exhibit various structures, such as isolated single linear chains, vertical strings, zigzag structures, helical structures, and Coulomb clusters with onion-like shells.

Since the first observation of crystalline structure in 3D complex plasmas, the structural properties of such systems (consisting of about $10^4$ particles) have been examined thoroughly. For instance, domains of different lattice geometries were found. Complex plasma clusters containing up to a hundred particles allowed an analysis at the level of individual particles and were exploited to study, e.g., the interaction force between the particles.

Driving particle clusters with external forces adds an extra degree of flexibility to the experiments. One way of manipulating a particle cluster is the “rotating wall” technique, where an external rotating electric field is applied to the cluster. In Ref. 3D particle clusters had a spheroidal shape, yet a competing cylindrical symmetry was also present. The latter is caused by streaming ions, which create an anisotropy in the interparticle potential and lead to vertical particle strings. To properly study this complicated structure, new analysis methods are clearly required.

An advanced method of studying large systems is (complex) network analysis. Originating from “classical” networks such as power grids or the World Wide Web, complex network analysis has been adopted for a wide range of systems. Common to all these applications is the procedure of associating the constituents of a system (current generators or routers) with the nodes of a network, and their interactions (transmission lines between generators or connections between routers) with edges connecting them. While one strength of the network analysis is without doubt the access to vast and intricate objects, one other possible application is to small systems: By keeping track of all individual interactions throughout the analysis procedure, this approach may remain applicable where many other tools relying on some kind of averaging fail because of too weak statistics.

In this paper, we apply network analysis to driven 3D complex plasma clusters that were observed in Ref. In these spheroidal clusters, vertical strings were identified by introducing a certain fixed threshold (about a plasma screening length) to their transverse extent. This simple approach has its evident advantages but also limitations such as erroneously including passing by particles and a somewhat arbitrary threshold. With the help of multislice networks, we now find strings in a natural way, and resolve them throughout the whole time series. Furthermore, the global structure of the clusters is ana-
lyzed in great detail by comparing network measures of the experimental data with null models. As we demonstrate in this paper, the network analysis is a powerful tool to analyze the structure of complex plasma clusters.

The paper is organized as follows. In Sec. II we briefly describe dynamically driven clusters. In Sec. III we examine particle strings of the clusters and their global geometry with the aid of network analysis. In Sec. IV we examine the particle confinement in the clusters by assuming a dynamical force balance. Finally, in Sec. V we conclude with a summary of our results.

II. DYNAMICALLY DRIVEN CLUSTERS

Particle clusters which we analyze in this paper were observed in the course of experiment of Ref. [6]. Below, we briefly outline the experimental procedure used in Ref. [6].

3D clusters of micron-size particles were suspended in a glass box mounted on top of the rf electrode in a capacitively coupled discharge in argon (see Fig. 1). Sinusoidal voltages were individually applied to the sides of the box, which are coated with indium tin oxide and are therefore conductive yet transparent. The phase shift between neighboring sides was set to $\pi/2$, which resulted in the electric field at the position of the particles that had a constant magnitude and rotated in the horizontal plane.

The particle coordinates were measured using a 3D imaging method, stereoscopic digital in-line holography [27]. In two identical channels, expanded laser beams illuminate the particle cluster from two perpendicular directions. The two channels use the same 532-nm laser with its output beam split in two parts. The diffracted light is registered directly by two CCD cameras operating at 50 frames per second over a time interval of 10 s. In the resulting images, each particle is represented by a system of concentric circles (see insets in Fig. 1). The depth information is encoded in the intercircle spacing.

Depending on the frequency of the applied electric field, the clusters rotated in the direction of the electric field (albeit with much lower frequency) or remained stationary. Two mechanisms of cluster rotation were proposed in Ref. [10]. One mechanism is based on the interaction of the induced dipole moment of the cluster with the applied field, the other on the ion drag force. In the present paper, we analyze a rotating cluster driven at 5 kHz and a stationary one driven at 1 kHz.

Whether rotating or not, the clusters were significantly compressed in the radial direction by the applied field. The specific mechanism of this compression is not clear. The ponderomotive force [28], a naturally expected candidate, is evidently of minor importance in the conditions of this experiment. Indeed, the clusters driven at the frequencies of 1 and 5 kHz were actually of the same size, see Fig. 8, whereas the ponderomotive force has an inverse quadratic dependence on frequency.

![Fig. 1: Experimental setup. A 3D cluster of micron-size particles is suspended in the glass box mounted on top of the rf electrode in a capacitively coupled discharge. The particles are charged negatively and are manipulated by applying voltages on the conductive side plates of the box. By shifting sinusoidal signals on the adjacent plates by $\pi/2$, a rotating electric field is created at the position of particles. Expanded laser beams at 532 nm illuminate the particles from two perpendicular directions. The diffracted light is attenuated by neutral density filters (NDF) and registered by CCD cameras A and B. Insets show the interference patterns (a) of the whole cluster and (b) of an individual dust particle.](image-url)

The main result of Ref. [6] is the formation of vertical particle strings in driven clusters. A comparison with dust dynamics simulations [29], where the vertical ordering parameter depended on the thermal Mach number of flowing ions, showed reasonable agreement.

Structural changes in the global cluster symmetry were also observed in Ref. [6]. Driven clusters had elements of competing symmetries that changed from one type to the other while the cluster rotated. This topic was not pursued further in part for the lack of proper analysis technique.

III. NETWORKS DERIVED FROM DISTANCE MATRICES

A. Characterizing Particle Clusters

In order to analyze the cluster structure, we adopted a network approach similar to those which have recently been successfully applied to (nonlinear) time series [30, 31]. There, a scalar time series of $T$ steps is embedded into an $m$-dimensional phase space. The corresponding $(T - m) \times (T - m)$ recurrence matrix $R_{ij}$ has unity entries if the distance between the $i$th and $j$th point in phase space is below a certain threshold, and zero otherwise. Interpreting the recurrence matrix as the adjacency matrix of a network, one can investigate the time series by means of network theory. The resulting network is called unweighted, as all connections (links) between the network nodes have the same strength.
We will adopt this approach in Sec. III C to determine the global structure of clusters: The \( n \times n \) adjacency matrix then connects two particles whose difference in cylindrical radius is below a predefined threshold, where \( n \) is the number of particles.

We will also use a modified approach, where the components of the adjacency matrix are different from zero or one. For such a weighted network, we will consider communities, i.e., sets of nodes which are more connected to each other than to the rest of the network, in order to find vertical strings in the cluster.

**B. Detection of Strings**

Before we focus on the global structure of the clusters, we briefly outline the possibility for string detection using community assignment \([32]\) in networks. A popular method to quantify communities is by the quality function *modularity* that compares the number of intra-community edges to the expectation value of a network with randomized links \([33, 34]\).

With the tool of multislice networks \([26, 35]\) it is possible to find communities in systems that evolve over time. In addition to adjacency matrices \( A_{ijt} \) for each time step \( t \) there is an interslice coupling parameter \( C_{ijtr} \) connecting node \( j \) at time \( t \) to itself at time \( r \). The *multislice modularity* \([26]\) then reads

\[
Q \propto \sum_{ijtr} \left[ \left( A_{ijt} - \gamma \frac{k_{it}k_{jt}}{2m_t} \right) \delta_{tr} + \delta_{ij} C_{ijtr} \right] \delta(g_{it}, g_{jr}), \tag{1}
\]

where \( \gamma \) is a free resolution parameter, \( k_{it} = \sum_j A_{ijt} \) the strength of an individual node, \( m_t = \sum_j k_{jt} \), and \( g_{it} \) is the community assignment of particle \( i \) at time \( t \).

We choose the slices \( A_{ijt} \) to be proportional to the element-wise inverse distance matrix of the projection of the particles on the \( xy \) plane at a given time step,

\[
A_{ijt} = \begin{cases} \Delta/d_{ij} & \text{for } i \neq j \\ 0 & \text{otherwise.} \end{cases} \tag{2}
\]

Here, \( d_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \) is the horizontal distance between two particles at time \( t \) and \( \Delta \) the minimal horizontal distance in the time series such that \( A_{ijt} \) is at most one. The link between two particles is thus stronger, the nearer they are to each other, and one can consider the communities of the resulting network as strings of the cluster.

In order to resolve the communities in time, the components of the multislice adjacency matrix connecting a particle with itself at the consecutive time step were set to \( C_{ijtr} = 0.1 \delta_{tr+1} \).

The algorithm used \([26]\) is an adaptation of the Louvain method \([36]\) that aggregates nodes locally to small communities which are the nodes of a new network at a later iteration step until \( Q \) is maximized.
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approach of grouping particles whose distance is below a certain value as in Ref. [6].

The strings for $\gamma = 4$ and their evolution in time for the rotating and nonrotating clusters are shown in Fig. 3. It is evident that in the case of the nonrotating cluster there are fewer transitions between the strings.

The strings are quite robust against encounters with only occasionally passing by particles: During their passage, these roaming particles are not considered to be part of the string. The cases where the horizontal distance between the particles is small, while a large vertical distance prohibits physical correlation, do not persist in time. These events are thus not considered as strings by the community-finding algorithm. Indeed, the mean vertical distance between particles of the same string is 0.79 mm (rotating cluster) and 0.86 mm (nonrotating cluster), and the events where this distance is larger than $1.2 \text{ mm}$ are not frequent (less than 3\%) for both clusters. By inspection of Fig. 3 (a) alone, it is not obvious why, for example, the particle near the center belongs to the highlighted longish community. In order to understand this, the whole time series has to be considered, as this roaming particle quickly joins the two remaining particles and forms a persistent string. This special feature of community assignment in networks may be a powerful tool within a wide range of possible applications.

C. Global Structure of the Clusters

The global structure of the clusters is analyzed by means of unweighted networks. The adjacency matrix connects two particles whose difference in cylindrical radii is small enough. The procedure is sketched in Fig. 4: In (a), the 60th particle of the cluster is plotted as a blue triangle and the particles $j$ satisfying $|\rho_6 - \rho_j| < \epsilon$ are plotted as red squares. The latter can be read off the 60th column of the corresponding adjacency matrix, (b). A representation of the resulting network can be seen in Fig. 4 (c). At this time step, the network consists of two main components (groups of connected nodes), which correspond to the two ring regions of the cluster, and various smaller components.

The network thus obtained is analyzed using network measures and the results are compared to those of a network from a null model where a certain fraction of points is in perfectly spherical order, and the rest in cylindrical order. The ratio that shows the best agreement with the experimental data will be considered as the ratio of the competing spherical and cylindrical geometries of the cluster.

We define the adjacency matrix as

$$A_{ij}^{\text{cyl}}(\epsilon) = \Theta(\epsilon - |\rho_i - \rho_j|) - \delta_{ij},$$  \hspace{1cm} (4)

where $\Theta(\cdot)$ is the Heaviside function, $\rho_i = \sqrt{x_i^2 + y_i^2}$ is
the cylindrical radius, and $\epsilon$ an appropriate threshold. The Kronecker $\delta$ sets the diagonal terms to zero in order to avoid self-loops.

The threshold $\epsilon$ was chosen to be a fraction $\alpha$ of the mean difference in cylindrical radius: $\epsilon = \alpha \langle |\rho_i - \rho_j| \rangle$. The brackets denote the average over all particles and time steps. Throughout this study we used $\alpha = 0.1$.

The null models are artificial structures with a predefined ratio $R = n^{\text{sph}}/n^{\text{cyl}}$ of the number of particles in a perfect spherical structure to the number of particles in a perfect cylindrical structure. The total number of particles $n = n^{\text{sph}} + n^{\text{cyl}}$ of the null models is equal to the number of particles in the experimental data. We use two-shell null models with different ratios $R = 0, 1/3, 1/2, 1, 2, 3, \infty$. Each model is constructed as follows. The cylindrical structure consists of two concentric cylinders with the same (cylindrical) radii as the main components of the experimental data ($\rho_1 = 1.0 \text{ mm}, \rho_2 = 1.6 \text{ mm}$). For a given $n^{\text{cyl}}$, the ratio of the particle number in the inner cylinder to that in the outer cylinder is chosen to be equal to $\rho_1/\rho_2$. The two shells of the spherical structure have (spherical) radii $r_1 = 1.1 \text{ mm}$ and $r_2 = 1.7 \text{ mm}$. A uniformly distributed random noise of amplitude 0.15 mm is added to the positions of all particles. It compensates the simplification made by choosing the two-shell model—the clusters are apparently three-shell structured[see, e.g., Fig. 3(c)]. The presence of the innermost shell, consisting of only a few particles, does not change the results significantly, and the two-shell model, being properly adjusted, agrees well with the experiment (see Fig. 3 middle row). See Figs. 3(c) and (d) for the projections of such a null model with $R = 2$ on the $\rho z$ and $xy$ plane.

As a first network measure, the degree centrality $k_{\nu}$ counts the number of nodes that are connected to node $\nu$. It is defined as

$$k_{\nu} = \sum_{i=1}^{n} A_{\nu,i}.$$  

Normalizing it by the maximum possible value yields the local connectivity $\kappa_{\nu} = k_{\nu}/(n-1)$. Taking into account only the immediate neighbors of the node $\nu$, this measure may be regarded as the local particle density of the cluster.

The clustering coefficient $C_{\nu}$ acts on intermediate scales. It evaluates the number $N_{\Delta}^{\nu}$ of links between neighbors of a given node versus the maximum possible number $k_{\nu}(k_{\nu} - 1)/2$:

$$C_{\nu} = \frac{2}{k_{\nu}(k_{\nu} - 1)} N_{\Delta}^{\nu} = \frac{1}{k_{\nu}(k_{\nu} - 1)} \sum_{i,j=1}^{n} A_{\nu,i} A_{i,j} A_{j,\nu}. $$  

Finally, the average path length $L_{\nu}$ is then calculated by averaging over all nodes $\nu$ that are in the same component as $\nu$:

$$L_{\nu} = \langle l_{\nu,i} \rangle$$  

For each time step of the experimental data, the corresponding networks of the data and of a null model with a given ratio $R$ are created and analyzed with the network measures at hand. The histograms of these measures for all particles and all time steps of the data are compared, and the ratio $R$ of the null model with the best agreement is considered to be the ratio of spherical to cylindrical order of the cluster.

In Fig. 5 the results for $A^{\text{cyl}}$ of the clockwise rotating cluster are shown and compared to the null models with ratios $R = 0$ (purely cylindrical structure, top), $2$ (smallest deviation, middle) and $\infty$ (purely spherical structure, bottom). Given the good agreement for $R = 2$, one can argue that the spherical geometry of the cluster is two times more pronounced than the cylindrical geometry. The projections of the null model with $R = 2$ on the $\rho z$ plane.
FIG. 6: Comparison of experimental cluster (top) to null model (bottom). Projections of the clockwise rotating cluster onto the \( \rho z \) plane (a) and \( xy \) plane (b). The two main components of \( A_{\text{cyl}} \) are plotted as triangles (squares) and correspond to the inner (outer) ring regions of the cluster. For the sake of clarity the network edges are only plotted in panel (a). The network is identical to the one in Fig. 4, only the positions of the nodes are chosen differently: While in Fig. 4 a more abstract representation of the network was chosen to show its structure, here the positions correspond to the projection \( s \) of the particles. (c),(d) The same for the null model whose network measures showed the best agreement with the cluster: The ratio of particles in a spherical arrangement to particles in a cylindrical arrangement is \( R = 2 \).

and \( xy \) planes are plotted in Fig. (bottom) and compared to the clockwise rotating cluster (top).

In order to test our approach, the analysis has been repeated, this time comparing the spherical radii of the particles. The adjacency matrix now reads

\[
A_{ij}^{sph}(\epsilon) = \Theta (\epsilon - |r_i - r_j|) - \delta_{ij}
\]

in the same notation as in Eq. 3 where \( r \) is now the spherical radius and \( \epsilon = \alpha(|r_i - r_j|) \) with \( \alpha = 0.1 \).

The results of the analysis of the rotating and nonrotating clusters for both adjacency matrices are summarized in Table I. Even though the results for the cluster geometry are not the same for \( A^{sph} \) and \( A^{cyl} \), the general observation remains the same: One finds comparable results in the cases of clockwise and counterclockwise rotation, while the value of \( R \) is greater for the nonrotating cluster.

The dependence of the best ratio \( R \) on the noise amplitude of the null models is shown in Fig. Noticeably, decreasing the noise amplitude generally shifts the optimal ratios \( R \) to higher values for \( A^{sph} \) but towards lower values for \( A^{cyl} \). This can be understood as in the first case the difference in the cylindrical radii mostly determines whether nodes are connected or not. Hence, in order to find the best agreement, more particles of spherical structure have to be added when the noise level is reduced, increasing \( n^{sph} \) and thus increasing \( R = n^{sph}/n^{cyl} \). In the second case of \( A^{sph} \), decreasing the noise amplitude is to be compensated by adding more cylindrically structured particles, yielding a lower value for \( R \).

The results depend rather sensitively on the noise amplitude of the null models (see Fig. ). The exact values of the ratios \( R \) have thus to be treated with caution, but they are a convenient tool for comparing structures. Considering Fig. it is not possible to name the exact value of the ratio of the competing spherical and cylindrical geometries of the clusters, but it is evident that the nonrotating cluster systematically shows a higher value of \( R \). The geometry is thus more spherical in the case of the nonrotating cluster, while the rotating clusters have a more pronounced cylindrical geometry.

Another possibility to examine the structure of a cluster is to merely plot the particle \( z \) positions vs. cylindrical radius \( \rho \) (see Fig. ). In this projection, spheres appear as semicircles and cylindrical structures as vertical lines. Comparing the projections in Fig. and

FIG. 7: Ratio \( R = n^{sph}/n^{cyl} \) vs. noise amplitude of null models for \( A^{sph} \) (a) and \( A^{cyl} \) (b). The results are averaged over 40 calculations, and the standard deviations are plotted as error bars. The results in Table I correspond to a noise amplitude of 0.15 mm.
TABLE I: Ratio \( R = n^{\text{cyl}} / n^{\text{sph}} \) of the competing geometries (spherical and cylindrical) and anisotropic confinement parameters \( \Omega_{\rho, z} \) of the clockwise (CW) and counterclockwise (CCW) rotating, and nonrotating clusters. The values of \( R \) shown here provided the best agreement for network measures on the cylindrical \( (A^{\text{cyl}}) \) and spherical \( (A^{\text{sph}}) \) properties of the clusters. The results were averaged over 40 calculations, with the standard deviation indicated as error. The confinement parameters \( \Omega_{\rho, z} \) [Eq. (12)] were calculated from the linear fitting parameters of the projections of the Yukawa forces (see Fig. 8).

| Parameter | CW       | CCW      | Nonrotating |
|-----------|----------|----------|-------------|
| \( R \) for \( A^{\text{cyl}} \) | 2.0 ± 0.2 | 2.0 ± 0.2 | 3.0 ± 0.2   |
| \( R \) for \( A^{\text{sph}} \) | 1.3 ± 0.5 | 1.0 ± 0.2 | 2.0 ± 0.2   |
| \( \Omega_{\rho} \) [s\(^{-1}\)] | 19 ± 2    | 12 ± 15   | 16.2 ± 0.8  |
| \( \Omega_{z} \) [s\(^{-1}\)] | 33 ± 1    | 36 ± 2    | 32.0 ± 0.3  |

one can see that in the case of rotation [Figs. 8(a) and (b)] the particles at the bottom and the top of the cluster have moved outward, while the particles at \( z \approx 0 \) appear to have moved inward compared to the nonrotating cluster, Fig. 8(c). The rotating clusters thus appear more cylindrical, while the spheres are more pronounced in the nonrotating case, but there is neither strong visual evidence nor a numerical result as in the case of network analysis.

**IV. CONFINEMENT ANISOTROPY**

The difference in structure between rotating and nonrotating clusters stems from the particulars of the mutual particle interactions and the forces confining the cluster. Even though it is a rather difficult task to explore the forces controlling the cluster dynamics in detail, it is instructive to assume that globally the system is in quasiequilibrium. The latter is determined by the balance of repulsion \( F^{\text{rep}} \) via the Yukawa forces, neutral gas friction \( F^{\text{fr}} \), inertial forces \( F^{\text{in}} \), and confinement \( F^{\text{conf}} \) provided by all other forces:

\[
(F^{\text{rep}}) + (F^{\text{fr}}) + (F^{\text{in}}) + (F^{\text{conf}}) = 0. \tag{9}
\]

Here, the stochastic averaging is assumed to be performed.

The Yukawa forces, governing the mutual repulsion between the particles, can be directly calculated from the data:

\[
F^{\text{rep}}_{i} = - (Ze)^{2} \nabla_{r_{i}} \sum_{j \neq i}^{N} \exp \left( \frac{-|r_{i} - r_{j}|}{\lambda} \right), \tag{10}
\]

where \( r_{i} \) is the position of particle \( i \), \( Ze = 50000e \) is the particle charge (\( e \) is the elementary charge) and \( \lambda = 0.4 \) mm is the screening length as proposed in Ref. [3]. The radial and vertical projections \( F^{\text{rep}}_{\rho} \) and \( F^{\text{rep}}_{z} \) of the Yukawa force computed from the experimental data are shown in Fig. 9. The figure also contains the best-rms fits introduced by the relations

\[
F^{\text{rep}}_{\rho} = A_{\rho} \rho + B_{\rho} \rho^{2}, \quad F^{\text{rep}}_{z} = A_{z} z, \tag{11}
\]

with \( A_{\rho}, A_{z}, B_{\rho} \) the parameters and \( \rho \) the cylindrical radius. In the case of counterclockwise rotation, the particles occasionally approach each other very closely (this may be an imaging issue), leading to a wide spread of the estimated Yukawa forces. Considering the large uncertainty of the parameters in Fig. 9(b), this approach may not be applicable there.

The friction force is \( F^{\text{fr}} = - M \frac{\text{d}v}{\text{d}t} \), where \( M = 1.1 \times 10^{-12} \) kg is the particle mass [4], \( \gamma_{\text{Eps}} \) is the Epstein drag coefficient [38], and \( v \) is the particle velocity. The value of the friction force at the cluster periphery was estimated in Ref. [1] to be smaller than 10 fN. Compared to the Yukawa forces in the same region of the cluster, which are on the order of 0.5–2 pN, the friction force is of minor importance and can be neglected in the balance of Eq. (9).

The inertial forces in the rotating frame of the cluster consist of the centrifugal force \( F^{\text{centri}} \) and the Coriolis force \( F^{\text{Cor}} \). The former is readily estimated as \( F^{\text{centri}} = M \omega^{2} \rho^{2} < 1 \) fN, where \( \omega \approx 0.4 \) s\(^{-1}\) is the rotation speed of the cluster. To estimate the particle velocities, five consecutive frames were averaged, as the jitter on some particles due to imaging processes complicates the calculation of the instantaneous velocity. The Coriolis force, which is maximal during transitions of a par-
The confinement force profiles can thus be estimated as

$$F_{\text{conf}} \simeq -F_{\text{rep}}.$$  

Given the values of the fitting parameters $A_{\rho}$ introduced above, the radial confinement near the center of the cluster can be estimated as

$$F_{\rho}^{\text{conf}} \simeq -M\Omega_\rho^2\rho, \quad M\Omega_\rho^2 \equiv A_{\rho},$$  

where $\Omega_\rho$ is the cylindrical confinement parameter. The values of $\Omega_\rho$ as well as the values of the vertical confinement parameter $\Omega_z$ (obtained similarly with the relation $M\Omega_z^2 \equiv A_z$) are shown in Table I.

It is not surprising that the vertical confinement force is systematically stronger than the radial one, as can be naturally expected due to the stronger forces of the sheath electric field and gravity compressing the cluster vertically \[40\]. Note that a stronger vertical confinement was also found for “dust molecules” consisting of only two particles \[41\].

Neglecting the case of counterclockwise rotation due to the wide spread of data points, this approach yields a stronger radial confinement for the clockwise rotating cluster than for the nonrotating one (see Table I). This stronger confinement, increasing the cylindricity of the rotating cluster, is in good agreement with our findings from the network analysis of Sec. III.

From our estimate of the centrifugal and the Coriolis force it follows, furthermore, that the structural changes in the rotating cluster are not due to the cluster rotation per se. It must rather be inferred that the electrostatic confinement of the whole cluster changes with the applied frequency, allowing for string formation within the rotating cluster.

In Eq. (9), $F_{\text{rep}}$ was assumed to consist of Yukawa interactions with constant particle charge $Ze$ and screening length $\lambda$. It is straightforward to see that different values of $\lambda$ and $Z$ only change the scale of the profiles in Fig. 9 and not the general shape. A dependency of the parameters on the vertical position of the particles, as can be expected in the sheath electric field, will change the force profiles, but one can guess that this will lead to the same result of a stronger radial confinement in the case of cluster rotation. While Yukawa interaction is valid and widely used in two-dimensional systems, an additional contribution from the wake-field interaction is not negligible in 3D \[2, 20\]. An adequate description of the wake field interaction is not straightforward and the subject of current research. Here, these anisotropic effects are included in the confinement force $F_{\text{conf}}$, which is a mixture of external confinement and internal forces. The latter may be a significant contribution, as they result in the formation of particle strings. Equation (11) is thus a fit to the global force profile, where the modulation due to the mutual wake-field interactions is not resolved. Nonetheless, our simplified model of the Yukawa-type interaction gives a hint for the origin of the differences in symmetry revealed by network analysis. A more detailed analysis should take into account the mass dispersion of the particles as well as the anisotropy in the interparticle interaction.

V. SUMMARY

To conclude, the data obtained with the help of a fully 3D holographic particle tracking diagnostic \[6, 27\] allowed us to thoroughly explore the statistical as well as dynamical properties of particle clusters driven externally by rotating electric fields. The data was subjected to network analysis which demonstrated a significant difference between the well-studied case of nonrotating clusters and dynamically driven clusters. While the structuring is more spherical in the case of nonrotating clusters, the dynamically driven clusters have a more pronounced cylindrical structure. This difference is in agreement with the estimate of the radial confinement with the aid of a dynamical force balance. As for string detection, community assignment in networks proved a valuable tool for finding structures (without setting a predefined threshold) in systems that evolve over time.
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