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Abstract—Aiming at the problem of low recognition rate in speech recognition methods, a speech recognition method in multi-layer perceptual network environment is proposed. In the multi-layer perceptual network environment, the speech signal is processed in the filter by using the transfer function of the filter. According to the framing process, the speech signal is windowed and framing processed to remove the silence segment of the speech signal. At the same time, the average energy of the speech signal is calculated and the zero crossing rate is calculated to extract the characteristics of the speech signal. By analyzing the principle of speech signal recognition, the process of speech recognition is designed, and the speech recognition in multi-layer perceptual network environment is realized. The experimental results show that the speech recognition method designed in this paper has good speech recognition performance.
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I. INTRODUCTION

As the most convenient way of human-computer interaction at present, speech has the characteristics of high efficiency, direct and natural, and it is also one of the most convenient and quick ways of communication between human beings [1]. At present, the biggest significance of speech interaction in multi-layer sensing network environment is that it can completely liberate people's hands and reduce the learning cost [2, 3]. As an important branch of pattern recognition, the main purpose of speech recognition method is to make the machine understand the meaning of the content said by human, so as to realize the natural communication between human and machine, so as to get rid of the limitations of the existing interaction in the form of text input [4, 5]. There are four main performance indicators of a speech recognition system: Vocabulary range: This refers to the range of words or phrases that the machine can recognize. If no restrictions are made, the vocabulary range can be considered unlimited. Speaker Restriction: Is it possible to recognize only the speech of a given speaker or all the speech of any speaker? Training requirements: whether to train before use, that is, whether to let the machine first "listen" to a given speech, and how many times to train. Correct identification rate: The average percentage of correct identification, which is related to the previous three indicators. However, in practical application, the voice is always affected by the environment noise interference or the transmission medium, cause the sound quality is damaged, affect the normal language information implied in transmission, so how to deal with the multilayer perception of voice network environment, reduce the influence of noise and interference, and to improve the robustness of speech recognition method is crucial.

A lot of research has been done on this, Jiang et al. [6] proposed a speech emotion recognition method based on convolutional neural network feature representation, the optimal solution of LBG algorithm in Discrete Hidden Markov speech recognition system is to break the dependence on the initial codebook, and obtain the optimal codebook by vectorizing speech feature parameters through artificial bee colony algorithm. On this basis, an isolated word speech recognition method is proposed. ABC is improved to become DHMM. To be specific, on the basis of extracting the characteristic parameters of speech signal, each food source is used to represent a codebook by ABC algorithm, and artificial bee colony evolution is used to iterate to make the initial codebook become the optimal codebook, and then the code vector symbols of the optimal codebook are recognized and trained in DHMM model. Experiments show that this method is effective DHMM speech recognition method improved by ABC, which can recognize speech effectively with strong robustness; Gu [7] thinks that under the condition of traditional
speech recognition, the effect is better in a quiet environment, but in the real environment, it is often affected by noise, which makes the measured data not very reliable and the accuracy of recognition is low. Therefore, a new speech recognition method, namely multi-core learning combination algorithm, is proposed, which effectively combines multi-core learning and projection algorithm. On the basis of different bandwidth, the multi band probability model is obtained, which can suppress the noise and improve the speech recognition ability, so that the speech can be effectively recognized in the noise; Song et al. [8] propose a new English speech recognition method based on multi feature deep learning. In the proposed method, the gaussian mixture model and weighted k-means clustering are the technologies have been applied in the spectral domain in order to reduce the dimension of feature space and clustering of centroid vector and covariance matrix elements is considered to be one of the auxiliary characteristic vector of each frame attributes, in order to evaluate the effectiveness of this method, the new feature vectors of main phoneme recognition in TIMIT database are tested. The results show that the recognition rate of different phoneme sets is significantly improved by using the proposed two-level feature vectors compared with MFCC features. Compared with MFCC features, the recognition rate of voiced stops is increased by 5.9% by using wkm clustering, and by using GMM clustering, the average recognition rate is improved Compared with MFCC features, the biggest improvement of wkm clustering is about 7.4%. Compared with the methods in reference, the designed speech recognition is based on the speech machine, the processing of natural sounds and the sound conduction. In the past many years, the problems of speech recognition mainly focus on the transformation of speech sequences into more speech signals after recognition, among which the key and difficulty is whether the speech signals can be changed [9]. And the speech waveform changes in many ways. For example, in acoustic variables, the same phoneme may be pronounced differently in different texts, and the speaking style of the same person may be divided into many kinds, including normal voice, Shouting or whispering. Phoneme variables in the same text are the differences caused by the different accents of people from different regions [10]. However, the quality of speech signal has been changed due to noise and channel distortion. So, this problem exists, especially in the absence or distortion of noise, which not only affects the acoustic model of the signal, but also changes the source information of the speech.

II. DESIGN OF SPEECH RECOGNITION METHOD IN MULTILAYER PERCEPTUAL NETWORK ENVIRONMENT

A. Preprocessing Speech Signal in Multi-layer Perceptual Network Environment

The feature extraction process of speech signal recognition is shown in Fig. 1.

In speech signal pre emphasis processing, hardware and software methods can be used [11]. Generally, speech signal is processed in a filter with \( (1-Az^{-1}) \) feature, and the transfer function of the filter is expressed as:

\[
H(z) = 1 - aZ^{-1}
\]  
\[
\hat{S}(n) = S(n) - aS(n-1)
\]

where, \( a \) represents the pre emphasis coefficient, \( S(n) \) represents the speech signal before the pre emphasis processing, and \( \hat{S}(n) \) represents the speech signal after the pre emphasis filtering processing.

The voice signal is windowed and divided into frames, and the frame length is recorded as \( N \). In the processing process, the method of overlapping segmentation is adopted [12], as shown in Fig. 2.
In the process of speech recognition, silence will inevitably appear. In order to remove the silence and preserve the signal segment of speech features, the speech endpoint detection method is introduced to remove the silence part [13]. After the voice semaphore is windowed and divided into frames, the average energy of the voice semaphore is calculated and less than zero percent and energy threshold are obtained. The average energy is calculated as follows:

\[ E(i) = \sum_{n=1}^{N} \left| X_i(n) \right| \]  
(3)

\[ E(i) = \sum_{n=1}^{N} X_i^2(n) \]  
(4)

\[ E(i) = \sum_{n=1}^{N} \left( \log X_i^2(n) \right) \]  
(5)

where, \( N \) is the frame length of speech signal and \( X_i(n) \) is the amplitude energy of speech signal. The calculation formula of less than zero percent is as follows:

\[ Z_n = \frac{1}{2} \sum_{m=\infty}^{n} \left( |\text{sgn}[X(m)] + \text{sgn}[X(m-1)]| w(n-m) \right) \]  
(6)

The endpoint frame part of the voice semaphore is detected by using the duplicato threshold value endpoint detection algorithm [14]. The specific flow is shown in Figure 3.

B. Speech Feature Extraction

Speech features have many kinds of feature parameters. In this paper, we choose MFCC and the first order difference of MFCC as feature parameters [15]. MFCC is designed based on linear prediction cepstrum coefficient. The flow chart of linear prediction cepstrum coefficient is shown in Fig. 4.

The cepstrum coefficient of linear prediction is a very important parameter. The linear prediction coefficient is obtained by recursion [16], the iterative relationship is as follows:

\[ c_0 = \log G^2 \]

\[ c_m = a_m + \sum_{k=1}^{m-1} c_k a_{m-k}, 1 \leq m \leq p \]  
(7)

\[ c_m = \sum_{k=1}^{m-1} c_k a_{m-k}, m > p \]

Based on formula (7), the conversion relationship between MFCC and actual frequency of speech signal can be obtained as follows:

\[ f_{nw} = 2595 \log_{10} \left( 1 + \frac{f}{700} \right) \]  
(8)

The calculation process of Mel frequency cepstrum coefficient is shown in Fig. 5.

According to the calculation process of MFCC, the calculation steps of MFCC are as follows: firstly, the number of points of each frame speech sampling sequence is determined, and it is pre emphasized. After discrete fast fourier transform [17], taking the square of the modulus to obtain the discrete power spectrum \( S(n) \) of speech samples and the discrete power spectrum \( S(n) \) is calculated by using \( M H_{lo}(n) \). The discrete cosine transform (DCT) of speech samples is obtained, and the result of DCT is taken as the MFCC.

Human ears are more sensitive to the dynamic features of voice [18]. Therefore, this paper uses the first-order difference of MFCC and MFCC as parameters to describe. The solution principle of the first-order difference can be realized by formula (9):

\[ d(n) = \frac{1}{\sqrt{\sum_{i=-k}^{k} c(n+i)^2}} \]  
(9)

where, \( k \) is a constant and \( c \) is a speech parameter. However, in the actual speech recognition system, the speech feature...
parameters can better reflect the dynamic characteristics of speech.

In addition to static features, speech signals also have transient features between consecutive frames. The first-order difference of MFCC and MFCC is described as a parameter, the static feature and dynamic feature can be organically combined to improve the recognition rate of speech recognition.

\[ \log(p_m) \]

\[ \text{Discrete cosine transform} \]
\[ \text{Pass through } m \text{ band-pass filters} \]

C. Design Speech Recognition Process

Speech recognition process can be roughly divided into two stages, the first stage is to extract speech features, which includes digital sampling of speech signal and acoustic signal analysis. This paper uses spectrum analysis technology to extract and analyze the content of speech signal [19]; The second stage is to identify the phoneme, phoneme group and words of speech signal, and there are many methods to use in this stage. There are many kinds of recognition methods, such as expert system, artificial neural network, artificial bee colony algorithm, dynamic time warping, deep neural network, hidden Markov model, etc. [20], some recognition methods may try to understand the real content of the speech signal, that is, to convert the speech signal into the actual meaning that the speaker wants to express, or to realize the meaning of what the speaker says. The flow of speech recognition is shown in Fig. 6.

In the multi-layer awareness network environment, the hierarchical situation element collection model is used to analyze the voice situation elements. The voice hierarchical situation recognition framework under the neural network propagation operation is shown in Fig. 7.

Neural network is an optimized neural network which uses wavelet function to replace the hidden layer transfer function of neural network. Through supervised learning method, the weights are gradually modified by the lowest speed descent method of deviation forward transmission, so as to achieve the goal of speech recognition. Neural network can deal with speech recognition and other problems well, and has good generalization performance, so it has a good space in many analog speech recognition.

To sum up, using two methods of hardware and software, using the transfer function of the filter, the speech signal processing in the filter, according to the framing process, to add Windows and framing the voice signal, in order to remove mute of speech signal, calculates the average energy and zero crossing rate of speech signals, with double threshold endpoint detection algorithm, extraction of speech signal characteristics, by analyzing the principle of speech signal recognition, the
process of speech recognition is designed, and the recognition of speech signal is realized.

III. EXPERIMENT ANALYSIS

A. Establishment of Speech Sample Database

In the multi-layer perceptual network environment, five people are randomly selected, and the proportion of men and women is balanced. The collected speech is taken as the main source of speech samples. The randomly selected five people must pronounce clearly, so as to complete the speech collection work in the multi-layer perceptual network environment. In the process of simulation analysis, the acquisition frequency of speech samples is set to 8kHz, and the coding bits are 16 bits. In the multi-layer perceptual network environment, the speech samples are 1-10 Chinese digit sounds. Each person collects 10 groups of collected speech signals, each group of speech signals contains 1-10 Chinese digit sounds, and the ten numbers are recorded separately.

The simulation analysis experiment of single-layer perceptual network model is realized on ordinary computer, and multi-layer perceptual network model is realized on MATLAB. C language is used to realize the deep belief of network model. The operating system selected is Windows 7, the main frequency of CPU is 2.5GHz, and the load of software program is about 25%.

B. Single-layer Perceptual Network

1) Improved single-layer perceptual network model

Based on the application points of single-layer perceptual network, this paper attempts to improve the single-layer perceptual network algorithm to make the convergence speed of single-layer perceptual network model faster in the training process, the specific steps are as follows:

Step 1: Normalize input vector

The relationship between the modified weight coefficient and the \( P(i) \) value of the input data is positive correlation, and the input vector is normalized to the interval of \([-1, 0, 1, 0] \), which can avoid entering the saturation region of the excitation function;

Step 2: Randomly select the floating-point number whose initial value is in the interval of \([-1, 0, 1, 0] \) in the network connection matrix, so that the single-layer perceptual network has a certain stability in convergence.

Step 3: Use batch processing to learn speech samples

The total error of each group of speech sample data is used as the basis of weight adjustment, so that the gradient descent has an average effect.

Step 4: Introduce adaptive learning rate

The perceptual network is a new perceptual mode of the Internet of Things proposed in the context of ubiquitous mobile perceptual devices. For the specific problem of speech recognition, we need to choose an appropriate learning rate first. Usually we use experiments to obtain the learning rate or rely on experience to obtain the learning rate, but it is not necessarily suitable for the learning rate with good effect in the early stage of learning. Therefore, it needs to automatically adjust the learning rate in the process of network learning. The adjustment criterion of the learning rate is to detect whether the correction result of the weight leads to the decrease of the error function. If the error function decreases, it means that the selection of the learning rate is too small. In this way, an appropriate amount can be added. If the error function does not decrease, the value of the learning rate should be reduced appropriately.

\[
\eta(t+1) = \begin{cases} 
1.05 \cdot \eta(t), & E(t+1) < E(t) \\
0.75 \cdot \eta(t), & E(t+1) > 1.04 \cdot E(t) \\
\eta(t), & \text{others} 
\end{cases}
\]  

(10)

Step 5: Limit the number of cycles

Due to the small number of speech samples collected in the simulation analysis experiment, it is difficult to achieve a good error between the expected output and the actual output. In the learning process of the single-layer perceptual network model, the number of cycles is the only cycle judgment condition.

2) Identification performance analysis

In the process of simulation analysis, the characteristic parameters used include first-order difference of MFCC and MFCC. The two coefficients are compressed and regularized into four frames of data, and the dimension of one frame parameter is set to 12.

According to the different input parameters, it can be divided into two speech recognition modes, that is

Mode 1: MFCC is as the only characteristic.

\[
X_n = M_{FCC1} + M_{FCC2} + M_{FCC3} + M_{FCC4}
\]  

(11)

Mode 2: MFCC and the first-order MFCC are combined as the mixed characteristics.

\[
X_n^\prime = M_{FCC1} + M_{FCC2} + M_{FCC3} + M_{FCC4} + \Delta M_{FCC1} + \Delta M_{FCC2} + \Delta M_{FCC3} + \Delta M_{FCC4}
\]  

(12)

1) The influence of hidden layer unit on the performance of single-layer perceptual network

In the first mode, MFCC is regarded as the only feature of speech classification and recognition. The number of nodes in the output layer of the single-layer perceptual network model is 4, and the number of input nodes is 48. The network used is a single hidden layer. Then the influence of the number of hidden layer nodes on the single-layer perceptual network model is shown in Table 1.

| Number of hidden layer nodes | Study time (s) | Recognition accuracy (%) |
|-----------------------------|---------------|--------------------------|
| 10                          | 17            | 80.4                     |
| 15                          | 29            | 80.8                     |
| 20                          | 39            | 82.0                     |
| 25                          | 52            | 81.2                     |

It can be seen from the results in Table 1 that at the beginning of the simulation test, with the number of hidden layer nodes increasing, the recognition accuracy of the single-layer perceptual network model is getting higher and higher. However, when the number of hidden layer nodes is 25, the recognition accuracy of the single-layer perceptual network
model begins to decline. There is a positive correlation between the learning time and the number of hidden layer nodes. In mode 1, when the number of hidden layer nodes is 20, the performance of single-layer perceptual network model is the best.

Next, taking the mixed parameters in mode 2 as the only feature, the number of output layer nodes of the single-layer perceptual network model is still set to 4, and the number of input nodes is 96. Then the influence of the number of hidden layer nodes on the single-layer perceptual network model is shown in Table 2.

### Table 2 The influence of the number of hidden layer nodes in mode 2 on the single-layer perceptual network model

| Number of hidden layer nodes | Study time (s) | Recognition accuracy (%) |
|-----------------------------|----------------|--------------------------|
| 10                          | 26             | 82.0                     |
| 20                          | 53             | 83.6                     |
| 30                          | 81             | 87.2                     |
| 40                          | 106            | 86.4                     |
| 50                          | 129            | 86.0                     |

It can be seen from the results in Table 2 that the performance of the single-layer perceptual network model of the two modes is basically consistent in the change trend. In the early stage of simulation test, with the number of hidden layer nodes increasing, the recognition accuracy of the single-layer perceptual network model is getting higher and higher. However, when the number of hidden layer nodes increases from 40 to 50, the recognition accuracy of the single-layer perceptual network model begins to decline, and the learning efficiency is low. There is a positive correlation between time and the number of hidden layer nodes. When the number of hidden layer nodes in mode 2 is 30, the performance of single-layer perceptual network model is the best.

(2) The influence of characteristic parameters on the performance of single-layer perceptual network

From the results in Table 1 and Table 2, the number of hidden layer nodes with the best recognition effect in the single-layer perceptual network model is used. Combined with the two patterns, the single-layer perceptual network model is used for training and recognition. The results are shown in Table 3.

### Table 3 The best network performance under different characteristic parameters

| Characteristic parameter scheme | MFCC | MFCC + \( \Delta \) MFCC |
|---------------------------------|------|--------------------------|
| Number of hidden layer units    | 20   | 30                       |
| Learning practice / s           | 39   | 81                       |
| Number of perceived nodes       | 10   | 10                       |
| Recognition accuracy (%)        | 82.0 | 87.2                     |

It can be seen from the results in Table 3 that the accuracy of speech classification and recognition reaches 87.2% when the single-layer perceptual network model uses the mixed parameters of mode 2 as the unique feature, while the accuracy of speech classification and recognition is only 82% when the mixed parameters of mode 1 are used as the unique feature, which indicates that the former has better learning effect. But the learning time of the former is longer, about twice that of the latter. It shows that with more and more first-order difference parameters of MFCC, the representativeness of speech signal feature parameters will be stronger, which significantly improves the effect of speech recognition.

### C. Multi-layer Perceptual Network

1) Experimental settings

In the simulation experiment, multi-layer perceptual network is used to recognize the input speech signal, and the first-order difference of the MFCC and the MFCC are used as the extraction features of the speech signal. The original input matrix is expanded horizontally, converted into a 96 dimensional vector, and normalized, so that the size of the input data is within \([0, 1]\). According to the different types of speech data set, the number of units at the top level is 1~10. The model used in the experiment contains a hidden layer, that is, a restricted Boltzmann machine model needs to be pre trained.

2) Building a restricted Boltzmann machine model

(1) Setting RBM parameters

In order to learn better and improve the effect of RBM model, if the RBM parameter setting is unreasonable, it is not easy for some speech datasets and RBM to be modeled correctly by RBM model. Therefore, it is necessary to strengthen the understanding of RBM parameter setting rules. The parameter setting rules used in the simulation experiment are as follows:

- Update parameters. In order to improve the computational efficiency, the speech sample set is divided into several small batches of data, and then batch learning is used. The training set in the experimental testing process contains 10 categories. RBM uses small batch processing method in learning, and each batch of speech sample data contains 1~10 sample data, so as to reduce the sampling error of gradient estimation.

- Initial value of parameter. In the simulation experiment, Gaussian distribution is used to assign the connection weights, and the unit bias in the hidden layer and output layer of the network is set to 0. For the visible unit, it is easy to use the hidden layer unit in the early stage of the experiment, so that the speech sample data activates the \(i\)-th eigenvalue with probability \(p_i\), and the initial bias value here is not zero.

(2) Softmax classifier

After learning RBM model, a layer of classifier is added to the top layer of multi-layer perceptual network. Softmax is used to expand logic analysis. The speech sample data is divided into multiple categories, and each category is mutually exclusive. The specific calculation method is as follows:

\[
S_i = g_{\theta}(x) = \frac{e^{\theta_i}}{\sum_{i=1}^{d} e^{\theta_i}}, \quad (13)
\]

In the formula, \(g_{\theta}(x) = WX + g_i, \quad \theta = \{W, g_i\}\), \(X\) is the specific state of each cell in the hidden layer, \(\theta\) is the parameter set, and \(g_i\) is the offset value of the output layer.

\(r \in [0,1]^d\) is used to represent the real classification of speech sample data. In order to minimize the error between the actual output and the expected output, the error function is as follows:
The minimum error function is used to train the parameters of multi-layer perceptual network.

\[ \theta' = \arg \min_{\theta} H(r, S) \] (15)

After solving the partial derivative of the above formula, we can get the following results:

\[ \frac{\partial H(r, S)}{\partial \theta} = -\sum_{i=1}^{d} (r_i - S_i) \frac{\partial g_i}{\partial \theta} \] (16)

The partial derivatives of \( H(r, S) \) for \( W \) and \( g_i \) can be expressed as:

\[ \frac{\partial H(r, s)}{\partial W} = (S - r)^T X \] (17)
\[ \frac{\partial H(r, S)}{\partial b} = S - r \] (18)

Using gradient descent method, the process of updating weights is as follows:

\[ W = W - \eta \left( (S - r)^T X + \lambda W \right) \] (19)
\[ b = b - \eta (S - r + \lambda b) \] (20)

In the formula, \( \eta \) is the learning rate and \( \lambda \) is the attenuation factor of the weight.

(3) Result analysis

When the number of iterations is as follows, the number of iterations is 1000 and the number of hidden layers is 2000.

**Table 4 Comparison of multi-layer perceptual network models with different number of hidden layer units**

| Method                        | Single hidden layer 2000 | Hidden layer 500 |
|-------------------------------|-------------------------|------------------|
| Average reconstruction error  | 3.717                   | 3.564            |
| Recognition rate /%           | 87.6                    | 50               |
| Study time / s                | 910                     | 324              |

From the above results, it can be seen that the input data of pattern 2 after time warping is used to expand the dimension of the data through the hidden layer, and the speech recognition is constructed at the output end. The more the number of network hidden layers, the better performance can be obtained when the sample size of voice data is relatively small, but the time is more and more. To find the ideal number of hidden layer nodes, the approximation ability and generalization ability of the network are guaranteed, and the requirements of high-precision approximation are met. Then, the search interval is extended according to the golden section principle, and the number of hidden layer nodes with stronger approximation ability is obtained by searching for the optimization in the interval.

RBM reconstruction performance is shown in Fig. 8:

Reconstruction error is one of the simplest methods to evaluate RBM model. Because RBM model often has two-layer structure, the value of visible and hidden elements in each reconstruction will produce butterfly effect. The larger the number of reconstruction elements is, the more likely it is to obtain accurate activation value, but it will also become more and more complex and lack of stability. It can be seen clearly from Fig. 8 that the reconstruction error changes violently in a short time, but on the whole, it decreases, but tends to be stable in the later stage. In fact, it is always balanced at a certain level, indicating that the RBM model will be in a stable state with the constant updating of parameters.

**Table 5 Efficiency comparison results of different methods**

| Method of this paper | Reference [6] method | Reference [7] method | Reference [8] method |
|----------------------|----------------------|----------------------|----------------------|
| Number of hidden layer units/Quantity | 200 | 200 | 200 | 200 |
| Number of identification | 196 | 164 | 178 | 182 |
Speech recognition technology is a rich connotation, widely used human-computer interaction key technology, improve the recognition accuracy, combined with linear prediction cepstrum coefficient and Meyer frequency cepstrum coefficient, calculate the average energy of speech signal and statistics of zero crossing rate, extract the characteristics of speech signal. Considering the deficiency of the traditional method in recognition rate and recognition speed, this paper makes some improvements to it, and through the simulation calculation, it is verified that this improved method can improve the recognition rate and recognition speed of the network.

IV. DISCUSSION

As the number of units in the multilayer perception networks environment more and more, the computational complexity of multilayer perception networks model is becoming more and more big, so that the recognition rate also increased, but how to balance two indicators, also need to further enhance understanding, in future studies, whether need to focus on the speech recognition rate increased with the increase of model complexity increases, In this paper, speech recognition is carried out in the multi-layer sensing network environment, only small batch of isolated words are recognized, and continuous speech recognition in the context of large vocabulary is further studied. Through further research, a more suitable learning method for speech recognition is found, and the speed of recognition is improved more greatly.
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V. CONCLUSIONS

In this paper, a method of speech recognition in multi-layer perceptual network environment is proposed. In the multi-layer perceptual network environment, the speech signal is preprocessed first. By extracting the features of speech signal, the speech recognition process is designed, and the speech recognition is realized. The results show that the recognition method can effectively improve the speech recognition rate. The speech recognition method is designed to understand what people are saying and communicate with them verbally, eliminating the need for typing. It will also be easier for people with different languages to communicate. This is also the basis of speech recognition technology. Speech recognition can change syllables, sounds and phrases into words, symbols or controls, responses, etc. Speech recognition has been widely used in industry, commerce, culture and finance, especially in computer, communication electronic system, information processing and other aspects.

As the number of units in the multilayer perception networks environment more and more, the computational complexity of multilayer perception networks model is becoming more and more big, so that the recognition rate also increased, but how to balance two indicators, also need to further enhance understanding, in future studies, whether need to focus on the speech recognition rate increased with the increase of model complexity increases, In this paper, speech recognition is
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