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Abstract With the increasing demand for dynamic and customised resource provisioning for computational experiments in e-Science, solutions are required to mediate different participants’ varied demands for such resource provision. This paper presents a novel negotiation protocol based on a new collaboration model. The protocol allows e-Scientists, the manager of an e-Scientist’s collaboration, and resource providers to reach resource provisioning agreements. By considering the manager of an e-Scientist collaboration for negotiation decisions, the protocol enables fine-grained accountable resource provision on a per job basis for e-Scientist collaborations, without binding the e-Scientist collaboration to resource providers. A testbed built with the protocol is also presented, making use of a production e-Science gateway, use cases, and infrastructures. The testbed is experimentally evaluated, via designed scenarios and comparison with existing production tools. It demonstrates that the proposed negotiation protocol can facilitate accountable resource provision per job, based on resource sharing rules defined and managed by e-Scientist collaborations.
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1 Introduction

E-Science is a collaborative, computationally- or data-intensive research activity across all disciplines, throughout the research lifecycle, facilitated by infrastructures [1]. As a collaborative activity, e-Science inherently enables e-Scientists, often from different universities, institutions, or companies to share resources, data, and expertise. This sharing activity requires e-Scientist collaborations, which can be in the form of research groups. A research group requires a group manager to manage distributed resource sharing among distributed members [2], while resources can be provided by different infrastructures, e.g., Clouds, Grids, local Clusters. In such e-Science collaborations, resource management for computational experiments involves: (i) resource sharing management for members in a research group; and (ii) resource provisioning management for infrastructures as resource providers.

To satisfy the demands of dynamic and customised resource provisioning, Cloud computing has been increasingly employed by e-Science computational experiments. Open markets, such as the Helix Nebula Science Cloud (HNSciCloud) [3] and EGI Marketplace [4], have been proposed and established to
harness the power of Cloud platforms and offer high-performance computing for scientific experiments. Meanwhile, Clouds, Grids, and local Clusters have all been explored for collaborative resource provisioning to maximise throughput [5–7]. The on-going standardisation will accelerate this trend but, at the same time, it will also increase the separation distance between research groups and resource provisioning infrastructures. The reason is that standardisation facilitates dynamic resource provisioning via open standards, without binding a research group with resource providers. This evolution can be observed from the changes in the definition of what a Virtual Organisation (VO) is. In the early days of the Grid, to facilitate e-Science collaborations, Foster et al. regarded a VO as a collaboration of resources and users [8]. Nearly fifteen years later, in the EGI Marketplace, the concept of a VO has been interpreted as a collaboration of e-Scientists while resource providers are regarded as more independent entities from a VO [9].

This evolution requires solutions to searching for and mediating resource provisioning from different resource providers according to e-Scientists’ specific demands while considering resource sharing management for a research group at the same time. The latter scenario needs to be examined as a research group may pay for the resources consumed by its group members and have a limited budget for computational resources which it needs to spend effectively. A mistake in a submitted job, for instance, an infinite loop, will lead to essentially infinite execution and may cost a significant amount of money [10]. Mechanisms to manage the complete resource provisioning lifecycle between independent research groups and resource providers are also required. To address such requirements, not really met by existing e-Science tools, this paper proposes an e-Science collaboration model and a negotiation protocol based on the model. The collaboration model, named the Alliance2 model, distinguishes a research group from resource providers and shifts resource sharing management to a research group. This shift makes fine-grained accountable resource sharing feasible, while resources can be supplied from any infrastructures, including Clouds, Grids, and local Clusters, via negotiation. The negotiation is enabled by the Alliance2 protocol. The proposed model and protocol take advantage of the increasing standardization of production infrastructures as studied in [11], making negotiable and accountable resource provisioning achievable.

To evaluate the functionalities contributed by the Alliance2 protocol a testbed has been built. This testbed: (i) extends the Application Hosting Environment 3 [12] for negotiable and fine-grained accountable resource provisioning; and (ii) utilises Amazon Web Services (AWS) and a local Cluster managed by the University of Manchester as resource provisioning infrastructures for two use cases. The performance of the developed automatic negotiation procedures has also been measured and evaluated.

In summary, the main contributions of this paper are:

1. A negotiation protocol based on a novel e-Science collaboration model. The paper provides a detailed introduction to the proposed model and protocol.
2. A prototype implementation of the proposed negotiation protocol, contributing to a novel broker. The implementation demonstrates the integration of the protocol with production e-Science gateway, infrastructures, and use cases. It also illustrates that the protocol is interoperable with existing infrastructures.
3. A set of experiments to evaluate the functionalities and performance of the protocol for negotiable resource provision for e-Scientists and fine-grained accountable resource sharing for research groups.

The rest of this paper is organised as follows. Section 2 discusses other protocols for resource provisioning for e-Science computational experiments. Section 3 presents the Alliance2 model, which demonstrates the relationships and demands of the involved negotiating entities. Section 4 illustrates a high-level state machine, which can manage a complete resource provisioning lifecycle covered by the Alliance2 protocol. The protocol is described in Section 5, which also presents a detailed analysis and comparison between the Alliance2 protocol and the related work discussed in Section 2. The testbed shown in Section 6 illustrates an implementation and evaluation of the protocol. Finally, Section 7 summarises the main contributions of the paper.
2 Related Work

Negotiation has been considered important for dynamic and SLA-based resource provisioning in e-Science [13, 14]. The semantic framework developed in [13] is capable of selecting negotiation protocols and satisfying resources to form agreements between users/agents and providers. The work in [14] presents an automatic system for SLA-based Cloud service provisioning, targeting self-adaptive SLA attainment for loosely coupled Cloud infrastructures. However, the negotiation procedures, namely how negotiating entities negotiate and reach an agreement, are not in the scope of the work in [13, 14].

One of the early protocols to enable negotiable resource provisioning for application execution is the Negotiation and Acquisition Protocol (SNAP) [15], which manages and composes Service Level Agreements (SLAs) dynamically and asymmetrically. SNAP enables a client to negotiate and re-negotiate an SLA with a resource provider, while the resource provider responds according to the received requests. The protocol developed in [16] enables service selection based on an application’s QoS criteria specified by a user, by querying available services. The specification presented in [16] illustrates how to coordinate communication between different functional components to select resources for an application’s execution, including negotiation with a user. However, it does not give detailed specifications on how the negotiation proceeds. WS-Agreement Negotiation is presented as a symmetric protocol in [17] even though asymmetric implementation is possible. WS-Agreement Negotiation supports distributed web service provisioning by alternating offers and counter-offers between a service provider and a service consumer. In order to form a contract or terminate a negotiation, WS-Agreement Negotiation needs to be combined with WS-Agreement [18] or WS-Disagreement [19], respectively. WS-Agreement Negotiation considers re-negotiation to alter an existing agreement, which however is allowed in the Agreement layer and not specified in detail in the specification. The EAlternating offer protocol in [20] provides mechanisms to enable users to choose the best proposals from trading partners via two-phase asymmetric negotiation. The asymmetric negotiation, which allows a requester to make a final decision for negotiation, makes it impossible to interoperate with some existing infrastructures, as they do not allow a requester to make a decision for resource provisioning. In [21], a solution to conduct payment for resource provisioning after successful resource usage negotiation is proposed. However, this solution cannot be applied for pay-as-you-go resource provision, namely Cloud services, or jobs enabling interaction during runtime that may change resource demands. The reason is that, in such cases, the number of resources to be used cannot be known when negotiating.

It is noted that protocols in [15–17, 20, 21] are based on Grids, and the negotiation between a requester and a provider is restricted. They assumed that: (i) a research group has reached a resource provisioning collaboration with a provider; and (ii) authorisation and accounting are conducted by the provider. These assumptions are not true anymore for dynamic resource provisioning collaborations between independent research groups and resource providers and are not valid for an open market either. For these two scenarios, resource providers are not concerned about or want to be burdened with a research group’s internal resource sharing management. For instance, a group can define different roles with various resource sharing rules within the group, while a provider would prefer to provision and manage resources according to roles, rather than individuals. Also, these assumptions indicate that previously unused resources cannot be negotiated dynamically, as collaborations between research groups and providers need to be established beforehand. This resource management lifecycle of Grids has been criticised by Demchenko et al. [22], who propose that the existing resource management lifecycle should be changed for dynamic resource provisioning requirements.

In summary, the protocols proposed by [15–17, 20, 21] in isolation are not suitable for the scenario considered in this paper: dynamic and fine-grained accountable resource provisioning without binding research groups and resource providers. Fine-grained accountable resource provisioning indicates that a research group is aware of the number of resources to be provided and actually consumed by a job submitted by a group member. Moreover, none of the protocols discussed above applies formal verification to validate the protocols’ properties. Formal verification is critical for large-scale distributed systems, as it enables a
protocol to be checked for desired properties before implementation. For instance, the correctness properties of communication using the nonblocking primitives of the Message Passing Interface (MPI) have been verified by formal verification [23].

3 A Collaboration Model: Alliance2 Model

Based on the different entities’ varied requirements and responsibilities in e-Science collaborations, we extend the Alliance model [24], which is composed of a Resource Requester and a Resource Provider, with a Resource Manager. The Resource Manager and Resource Requesters are in the same administration domain, which is independent from the domain of a Resource Provider or a collaboration of Resource Providers. The extended model is the Alliance2 model.

The three types of entities included by the Alliance2 model represent: (i) e-Scientists; (ii) a group manager for the e-Scientist collaboration; and (iii) resource provisioning infrastructures. They are considered the main participants in e-Science resource provisioning for computational experiments.

Resource Requesters may come from different organisations or institutions but have interests in the same research area. They share and take advantage of large numbers of data, expertise, knowledge, computing and storage resources. Such distributed and collaborative sharing should be managed by certain rules, such as e-Scientists’ access priorities and balances to the shared resources. These rules should be defined and managed by a Resource Manager [3].

The introduction of the Resource Manager makes the membership and resource sharing management of a research group independent from resource provisioning infrastructures as Resource Providers. This independence enables shifting fine-grained accounting and resource sharing management to a research group, which can be facilitated by the Resource Manager of the group. Clearly, such independence and shift require an evolutionary change to the existing e-Science resource sharing management lifecycle, as shown in Fig. 1. In the new lifecycle, resource provisioning requests from members of a group should be authorised by a group manager, while the group manager can apply limitations for resource usage required by members, according to resource sharing rules within the group. A group manager will be in total control of authorisation, resource sharing management, and accounting of members of the group. This mechanism contributes to fine-grained management, which is achievable in the Alliance2 model as the number of members and policies for a research group is on a manageable scale, compared to the number that needs to be managed by an infrastructure. In this scenario, Resource Providers are only concerned with coarse-grained resource provisioning management. For example, role-based management can be applied by providers for simplifying resource provisioning management [25] by reducing the mapping complexity between Resource Requesters’ identities and a Resource Provider’s local access management. In this way, a Resource Manager can manage local membership and resource sharing policies with fine-granularity, while a Resource Provider allocates resources according to a requester’s global role.

The communication between a Resource Manager and a Resource Provider regarding access control simplifies payment procedures, as the Resource Manager will be the entity to pay for resources consumed by its group members. In addition, distinguishing a research group from resource providers helps make Alliance2 interoperable with existing infrastructures, including Clouds, Grids, and Clusters. This interoperation can be achieved by regarding existing infrastructures as
Fig. 2 The high-level state machine for each participant for complete resource provisioning lifecycle

independent resource providers and taking advantage of existing functionality, as discussed in [24]. Following this principle, the testbed presented in Section 6 shows a solution to enable interoperation.

4 Alliance2 High-Level State Machine

A high-level state machine has been designed to capture the lifecycle that the Alliance2 protocol covers. The high-level state machine of each entity in the Alliance2 protocol is shown in Fig. 2. Two high-level sessions are designed: a negotiation session and a termination session. A negotiation session ends with one of the two final states: *contracted* and *uncontracted*. A *contracted* state indicates that the negotiation is successful and a contract is formed, while an *uncontracted* state means that no agreement is reached among the negotiating entities. To complete the negotiation procedures, a state *negotiating* is introduced to represent the situation where a valid negotiation has been initiated, but no agreement has been reached.

In a business setting, terminating a contract before normal completion may allow the innocent party to claim a monetary penalty, while to end negotiation before contract formation has no such effects. Based on this, we distinguish different final states for contract termination from negotiation termination. The (contract) termination session captures the outcome of formed contracts. In the normal completion of the resource provisioning lifecycle, the state *completed* indicates that a job has been executed successfully under the agreed conditions in a contract. In addition, three states are introduced to represent the cases where an entity initiates the termination of a contract before job completion: *proTerminated* (contract termination initiated by the Resource Provider), *reqTerminated* (contract termination initiated by the Resource Requester or the Resource Manager), and *terminated* (contract termination initiated by the Resource Provider and the Resource Requester/Resource Manager at the same time). Note that as resource sharing management for a research group is independent from resource provisioning management in providers’ domains, the termination session enables a research group to track the resource usage of each job.

Furthermore, termination can also be caused by successful re-negotiation. Successful re-negotiation will update the previous contract to a *terminated* state, meaning that the negotiating entities agree with the termination of the previous contract. Figure 2 shows the states for both the negotiation session and the termination session. This state machine can be used for re-negotiation.

5 A Negotiation Protocol: Alliance2 Protocol

The Alliance2 protocol is extended from [24], which was designed upon UK contract law and the European Union Electronic Commerce Directive. The protocol proposed by [24] allows forming and terminating legally-binding contracts for dynamic e-Science collaborations between independent research groups and resource providers. The Alliance2 protocol inherits the law-based negotiation features from the protocol in [24] to form valid contracts. This approach is named contract-oriented negotiation in this paper. Contract-oriented negotiation contributes to the effectiveness of negotiation results, enforcing independent entities to fulfil the conditions agreed. The key difference between the Alliance2 protocol to the protocol in [24] is the introduction of the Resource Manager. The Resource Manager contributes to: (i)
enabling communication between a Resource Provider and a Resource Manager for access control decisions before contract formation; (ii) notification of negotiation results and job execution status from a Resource Provider to a Resource Manager to manage a complete resource provisioning lifecycle; and (iii) negotiation termination and contract termination initiated by a Resource Manager. These contributions are enabled by the negotiation procedures designed in the Alliance2 protocol, as shown in Fig. 3. Based on the Alliance2 model, the independence between research groups and resource providers allows dynamic collaborations between research groups/e-Scientists and resource providers, according to different resource provision features. Furthermore, race conditions, which are not addressed in [24], will also be discussed in this protocol.

5.1 Terminology

The three entities defined in the Alliance2 protocol correspond to those designed in the Alliance2 model: Resource Requester, Resource Manager, and Resource Provider. The lifecycle of resource provisioning considers not only negotiation for resource usage between a Resource Requester and a Resource Provider but also access control, negotiation result, and job execution status notification between a Resource Manager and a Resource Provider.

Negotiation is a way to resolve differences and reach an agreement among negotiation entities, usually with multiple rounds of communication to reach an agreement. Re-negotiation is the process where an entity of a formed contract wants to change conditions in that contract. Successful re-negotiation will terminate the re-negotiated contract and lead to the formation of a new contract.

Our work is consistent with the principles defined in [26] that a contract for an e-Science collaboration contains both technical terms and non-technical terms. The technical terms consider the practical effectiveness of the hardware and software infrastructures that are being created to enable collaborations in e-Science. The non-technical terms may include information for intellectual property and competition policy. This paper only discusses technical terms with specific application execution features for e-Scientists’ application execution demands. We also suppose that a contract can be formed by combining the dynamic technical details with static non-technical conditions. This can be applied to negotiation that is carried out for resource provisioning requests under collaborations already formed between a research group and resource providers.

5.2 Assumptions and Rules

The following assumptions and rules identify the boundaries of the designed protocol:

1. It defines negotiation entities involved, their messaging behaviours, and message types.
2. It includes a negotiation protocol for contract formation and a contract termination protocol.
3. It identifies race conditions that each entity may encounter during negotiation, with corresponding agreed outcomes.

In addition:

1. Notification messages for job termination/completion will be handled by the proposed contract termination protocol. Other notification messages during job execution will not be discussed, such as messages to inform a requester
that the specified input file has been transferred or deleted. Such functions are infrastructure- or application-specific.

2. The protocol does not include mechanisms to deal with concurrent communication, where an entity has to deal with multiple messages from different sources at the same time.

3. There is no mechanism to deal with multi-peer consensus, where a group of users want to reach an agreement.

4. The negotiation protocol concentrates on negotiation procedures and message types. It does not consider law-related contract contents. However, contract templates for e-Science collaborations are available. For instance, the FitSM templates used by EGI pay-by-use experiment for IT service provision management can be applied [27].

5.3 The Protocol

The negotiation messages are grouped by different phases of negotiation: pre-negotiation, negotiation, and (contract) termination. The negotiation phase is subdivided according to functionality: resource negotiation, access negotiation, and revocation. The different negotiation phases and the corresponding messages are presented in Table 1.

Considering that different negotiating entities have varied requirements and responsibilities, the Alliance2 protocol is designed as an asymmetric protocol. In the Alliance2 protocol, an Offer message can only be sent from a Resource Requester to a Resource Provider, and the decision to accept or reject the Offer is made by the Resource Provider. This mechanism makes the protocol compatible with existing infrastructures, which enable only providers to make resource provisioning decisions. It also allows resource providers to provide resources according to the availability of local resources. Meanwhile, QuoteRequest messages and Quote messages are designed for Resource Requesters and Resource Providers, respectively, to express the intention for collaborations. They are not legally bound to final contracts. If a Resource Requester wants to change offer contents before forming a contract, revocation can be activated by sending a revoke request (RevokeReq). When a Resource Provider wants to alter the contents of an offer, a Reject message can be replied with the conditions that the provider prefers. AcceptAck is a message designed to meet the legislative requirement: the acceptance must be communicated to the offeree, namely the Resource Requester in this protocol. An AcceptAck message informs the Resource Provider that the acceptance has been communicated to the Resource Requester.

Access negotiation allows a Resource Manager to control and track resource allocation. Combined with the high-level state machine in Fig. 2, a positive access negotiation result will keep the negotiation in a negotiating state. Restrictions on this resource provision can be contained in an AccessSucceed message, such as the maximum number of resources or the amount of money that can be consumed by this job. The restrictions can be specific for each member of the group, which should be defined and managed by the group manager. Along with contract termination and completion notification, access negotiation contributes to managing the complete resource provisioning lifecycle and fine-grained accountable resource provisioning. A negative access negotiation result will terminate the negotiation, leading to an uncontracted state. A negative access negotiation result indicates that: (i) the requester is not allowed to access the required resource(s) according to his/her priority in the group; or (ii) the requester does not have sufficient balance to run the job. Both situations stop the negotiation from proceeding further, reaching an end state of uncontracted.

As discussed in the protocol proposed by Parkin [24], access negotiation is regarded as a stateless simple request-response messaging model. This indicates that access negotiation can happen any time during negotiation. The Alliance2 model demonstrates that dynamic and accountable resource provisioning requires an access decision for a resource provisioning decision. It indicates that access negotiation should happen before a contract is formed. Based on this, access negotiation can happen in two possible scenarios in the Alliance2 protocol: during the resource negotiation phase or the pre-negotiation phase. The decision for implementation should depend on demands in practice. For instance, if an access decision depends on complex policies, this indicates that to make an access decision will probably take longer than the time consumed by transferring messages for the access negotiation procedures. In this scenario, access negotiation that is activated during resource negotiation is preferable, that is, after
| Negotiation phase | Negotiation sub-phase | Message        | Sender       | Receiver     | Features                                                                                                                                 |
|-------------------|-----------------------|----------------|--------------|--------------|------------------------------------------------------------------------------------------------------------------------------------------|
| Pre-negotiation   |                       | QuoteRequest   | Requester    | Provider     | Both messages are without legal effects.                                                                                                                                                       |
|                   |                       | Quote          | Requester    | Provider     | This message is without legal effects.                                                                                                                                                       |
|                   |                       | Offer          | Requester    | Provider     |                                                                                                                                                                                             |
|                   |                       | OfferAck       | Provider     | Requester    | This can only happen after the Requester’s access privilege has been approved by a corresponding Manager.                                                                                     |
|                   |                       | Accept         | Provider     | Requester    | It closes the negotiation.                                                                                                                                                                    |
|                   |                       | Reject         | Provider     | Requester    | It closes the negotiation. Provider may send a Terminate to inform Manager the termination.                                                                                                     |
|                   |                       | Terminate      | Requester    | Provider     | It closes the negotiation. Provider may send a Terminate to inform Requester the termination.                                                                                                    |
| Negotiation       |                       | Provider       | Requester    | Provider     | It closes the negotiation. Provider may send a Terminate to inform Manager the termination.                                                                                                     |
|                   |                       | Contracted     | Provider     | Manager      | It closes the negotiation.                                                                                                                                                                    |
| Access            | Negotiation           | AccessReq      | Provider     | Manager      | It closes the negotiation.                                                                                                                                                                    |
|                   |                       | Accessing      | Provider     | Requester    | It closes the negotiation.                                                                                                                                                                    |
|                   |                       | AccessSucceed  | Manager      | Provider     | It closes the negotiation.                                                                                                                                                                    |
|                   |                       | AccessDenied   | Manager      | Provider     | It closes the negotiation.                                                                                                                                                                    |
| Revocation        |                       | RevokeReq      | Requester    | Provider     | It closes the negotiation. Provider should send a ProTerminate to Manager, which should indicate that the termination is required by the Requester.                                                 |
|                   |                       | RevokeAcc      | Provider     | Requester    | It closes the negotiation. Provider should send a ProTerminate to Requester, which should indicate that the termination is required by the Manager.                                               |
|                   |                       | RevokeRej      | Provider     | Requester    | It closes the negotiation.                                                                                                                                                                    |
| Contract Termination |                     | ReqTerminate  | Requester    | Provider     | It closes the negotiation. Provider should send a ProTerminate to Manager, which should indicate that the termination is required by the Requester.                                                 |
|                   |                       | ProTerminate   | Provider     | Requester    | It closes the negotiation. Provider should send a ProTerminate to Requester, which should indicate that the termination is required by the Manager.                                               |

the requester has selected an Offer from all Quotes for further negotiation. This is because the Offer has been preliminarily selected, which can avoid processing policies for a large number of resources for an access decision. This can also increase the success rates of negotiation. Any of the three entities can initiate termination during negotiation (that is, before contract formation)
via a *Terminate* message, ending the negotiation with an *uncontracted* state. Contract termination, as captured by the termination session in Fig. 2, can be initiated by a *ReqTerminate* and a *ProTerminate* message. A *ReqTerminate* can be sent by a Resource Requester or a Resource Manager, while a *ProTerminate* can be sent by a Resource Provider. A termination decision made by a Resource Requester/Resource Manager should be passed by a Resource Provider to the corresponding Resource Manager/Resource Requester. In this situation, a *ProTerminate* should contain information to specify that the termination is required by a Resource Manager/Resource Requester.

5.4 Race Conditions and Solutions

It is essential to discuss race conditions that may happen during negotiation and propose solutions accordingly so that it is guaranteed that the three negotiating entities reach the same final negotiation states. A race condition is a messaging situation where a Resource Requester and a Resource Provider, or a Resource Provider and a Resource Manager, send messages that cross each other on the network. As we already consider the case that a Resource Requester/Resource Manager and a Resource Provider send a message to terminate a contract at the same time, the discussion of race conditions will focus on the negotiation phase. The following summarises the principles applied when designing solutions for race conditions.

Before contract formation or negotiation termination, race conditions may occur because of the following three reasons: (i) a Resource Requester can send a *RevokeReq* message or a *Terminate* message during negotiation anytime; (ii) a Resource Provider can send a *Terminate* message during negotiation anytime; and (iii) a Resource Manager can send a *Terminate* message anytime after receiving an *AccessReq* message.

Any solution to address race conditions should be able to mediate between the messaging behaviours of negotiating entities to continue the current negotiation or to reach the same final state. To maintain the law-based features of the protocol, they should also avoid disputes over negotiation results. Correspondingly, the proposed solutions are: (i) when an entity receives/sends a termination request, the local negotiation state should be updated to *uncontracted*. This enables both negotiation entities to determine that a race condition has happened when they receive further messages after sending/receiving a termination request and check with local negotiation states; (ii) after sending a *RevokeReq* message, if the message received is not a termination request, the Resource Requester should stay in a *negotiating* state and wait for further information from the corresponding Resource Provider.

5.5 Comparison with Related Work

The Alliance2 protocol inherits the law-based features from the protocol in [24], which considers all situations that may happen during contract-oriented negotiation: invitation to treat, advertisement, counter-offer, negotiation termination, and acceptance communication. To complete the resource provisioning lifecycle, the Alliance2 protocol also considers contract termination and re-negotiation, where contract termination can be initiated by a group manager. Furthermore, to enable a group manager to apply resource sharing rules in the group to resource provisioning decisions, access negotiation requires access decisions from the group manager before contract formation. The Alliance2 protocol distinguishes the negotiation between a requester and a provider from access negotiation between the provider and the corresponding manager. This asymmetric mechanism allows different security credentials to be applied to different negotiation procedures. For instance, negotiation between e-Scientists and providers can use usernames and passwords, while access negotiation between group managers and providers can require digital certificates. Also, as authorisation of resource provisioning requests is conducted during access negotiation, other authorisation solutions, e.g. proxy certificates, are not required for authorisation purposes. This not only enables lightweight credentials from e-Scientists permitting lightweight clients for e-Scientists, but also sustains the restrict security requirements from existing infrastructures contributing to interoperability. The acknowledgement for contract formation from requesters allows them to collect all required resources, working as a two-phase commit procedure, as discussed in [20, 21]. Table 2 summarises the features of the Alliance2 protocol and related protocols.

It is our view that the earlier work in [15, 16, 20] does not provide a detailed specification of the pro-
Table 2 Summary of negotiation protocols

|                  | SNAP | G-QoSM | WS-agreement negotiation | EA | Alternating offer protocol | HPC negotiation Protocol | Alliance2 protocol |
|------------------|------|--------|--------------------------|---|----------------------------|--------------------------|---------------------|
| Invitation to treat | −    | −      | ✓                        | − | ✓                          | ✓                        | ✓                   |
| Advertisement    | −    | −      | −                        | − | ✓                          | ✓                        | ✓                   |
| Access negotiation | ✓    | −      | −                        | − | ✓                          | ✓                        | ✓                   |
| Revocation       | −    | −      | −                        | − | ✓                          | ✓                        | ✓                   |
| Negotiation      | −    | −      | −                        | ✓ | ✓                          | ✓                        | ✓                   |
| Negotiation      | −    | −      | −                        | ✓ | ✓                          | ✓                        | ✓                   |

- ✓ These are additional features of the Alliance2 protocol, compared to the protocol proposed in [24].

A detailed specification should be able to clearly define the engaged entities’ messages and messaging behaviours, ensuring consistent and valid negotiation states. This is especially important for contract-oriented negotiation between independent parties, to navigate negotiation between participants correctly and effectively.

In summary, compared to the discussed related work, the Alliance2 protocol considers all situations that may happen during contract-oriented negotiation. It manages complete resource provisioning lifecycle, from negotiation to contract satisfaction, between independent research groups and resource providers. It gives a detailed specification of the designed messages and messaging behaviours. The correctness of the Alliance2 protocol has been verified formally by a formal model checker, Spin [28], by simulating the negotiation entities, messages, and messaging behaviours as designed in the protocol. The correctness here indicates that all negotiating entities can reach the same negotiation states via state exploration.

6 A Testbed for Experimental Evaluation

A testbed has been designed to demonstrate the properties of our proposal. The architecture of the testbed, including its main contribution, the Service Broker, is illustrated in Fig. 4. The Service Broker extends AHE3 with the capability of negotiation and fine-grained accounting. AHE3 is built upon the Software as a Service (SaaS) concept on the
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Fig. 4  Testbed architecture: the modules within the extended AHE3 are the extensions; arrows marked with 1 and 2 show communication for resource provisioning in Use Case 1 and job execution in Use Case 2, respectively.

Top of infrastructure resources, focused on providing an easy-to-use gateway for e-Scientists in diverse application domains with high-performance resource supply. To achieve this, AHE3 is proposed to manage job submission and execution for e-Scientists to various infrastructures based on the demands for application execution. This indicates that AHE3 can be extended for the two use cases with the two different types of infrastructures. However, as accounting is not the focus of AHE3, resource consumption updates for a job submission or execution have not been enabled in AHE3. Also, resource sharing management for research groups has not been considered in AHE3. To enable negotiable and accountable resource provision for computational application execution, three main extensions have been built upon AHE3 for:

1. Negotiation for e-Scientists to search for satisfactory resources to conduct computational experiments in collaborated infrastructures.
2. Accountable resource provision on a per job level for fine-grained resource sharing management for research groups. This is achieved by cooperating with the resource management model and ontologies and programs developed in [29].
3. Job submission management for applications to be executed in Clouds and Clusters.

These extensions are shown in Fig. 4. The resulting software, which is a version of the AHE3 extended by the above three extra functions, is called Service Broker.\(^1\) The Service Broker functions as a Resource Provider as specified in the Alliance2 protocol, to provide resource details and negotiate for resource provision on behalf of collaborated infrastructures. It comprises the functional components for negotiation and resource sharing management. The main functions enabled are negotiation, user access control, resource matchmaking, accounting, platform credential management, job submission and execution management.

The two use cases implemented are: automatic data-driven computational steering deployed on AWS as Use Case 1; and resource sharing management in a local Cluster facilitated in the University of Manchester as Use Case 2, as shown in Fig. 4. Automatic data-driven computational steering has been proposed to solve the issues caused by runtime steering and real-time simulation monitoring [30]. It enables assigning more computing resources automatically, typically by increasing the number of CPUs, to shorten execution time and ensure finishing execution in time. Combined with the usage of AWS, the Service Broker conducts searching and negotiating for instance(s) with the required number of CPUs and provides the required information of the contracted instance(s) to the application during runtime in this use case. AWS allows on-demand resource provision, and computational steering allows e-Scientists (or agents) to take control of a program running. The combined use of the two introduces the possibility of infinite resource consumption caused by mistakes [10]. We empower the group manager to set a maximum cost/time for application execution for each user in this use case.

In Use Case 2, two types of jobs are supported in the university’s local Cluster: serial jobs and parallel jobs.\(^2\) As jobs in the Cluster are queue-based, users have no control over the exact time when the application execution will be activated and completed. This testbed allows e-Scientists to specify the deadline and the way (i.e., serial or parallel) for job execution in the local Cluster, to shorten the research lifecycle. In Use

\(^1\)The source code of the Service Broker is available at https://github.com/ZeqianMeng/ServiceBroker.

\(^2\)For detailed information about the local Cluster: http://ri.itservices.manchester.ac.uk/csf/
Case 2, we also enable a group manager to define two different priorities for members to execute serial jobs and parallel jobs, respectively. All e-Scientists of the group can require applications to be executed serially by one CPU, while prioritised members can require a job to be executed in parallel with more than one CPU. This testbed also assumes that the research group has reached an agreement with the Cluster provider about the total number of CPU time that can be consumed by members for serial jobs and parallel jobs. In this way, the group manager can define fine-grained priorities for group members, while the Cluster provider only needs to be concerned with the total number of resources consumed by any member of the group for serial jobs or parallel jobs.

Designed to facilitate automatic negotiation for Use Case 1 to ensure the effectiveness of steering results, a Client Service has been developed to enable negotiation on behalf of e-Scientists. Meanwhile, the Service Broker stores and tracks negotiation and accounting related information, in addition to enabling job submission to the local Cluster in Use Case 2.

With the use cases, this testbed aims at verifying that the Alliance2 protocol is capable of:

- enabling e-Scientists to request a customised application’s execution environment automatically during runtime in Use Case 1, namely to satisfy dynamic and customised resource provisioning demands via negotiation and re-negotiation.
- enabling the specification of a deadline for an application’s execution, namely to meet e-Scientists’ customised application execution demands in Use Case 2.
- facilitating accountable resource provisioning and fine-grained resource sharing per job for a research group for both use cases.
- being interoperable with existing infrastructures for resource provisioning via negotiation.

6.1 Implementation Assumptions

Negotiation-based resource provision is a different way to form and dissolve collaborations for resource supply, compared to the mechanisms applied by existing infrastructures. As a result, it is not feasible to enable the Alliance2 protocol in production environments.

Instead, the protocol can follow the brokering approach in [31] to enable negotiable resource provision from collaborated providers. This has been achieved by developing a broker, i.e. the Service Broker, to negotiate resource supply on behalf of infrastructures in this paper. Also, we extend an e-Science gateway, AHE3, to facilitate the negotiation procedures designed. In this way, our testbed can also demonstrate that the protocol can interoperate with existing infrastructures while meeting real demands of production use cases.

Apart from negotiation messages and messaging behaviours, other functions need to be taken into consideration for negotiation and negotiation-based resource management in practice, including negotiation decision-making strategies, resource allocation mechanisms, and concurrent communication management. The principal aim of this testbed is to verify the feasibility of the designed protocol to facilitate dynamic, customised, and accountable resource provisioning from different infrastructures. Focused on this aim, simple negotiation decision-making strategies, matchmaking strategies, and communication management are implemented in the Service Broker. In a real application, these mechanisms would vary according to e-Scientist, projects, and collaborations, etc.

Two interfaces are enabled for the Client Service so far, for negotiation and re-negotiation. For demonstration purposes only, pre-negotiation, resource negotiation, and access negotiation procedures have been enabled in the Client Service. Other negotiation functions can be developed and added if required.

The testbed focuses on negotiable contract contents for application execution or the demanded computing resource. The negotiable features for resource provisioning are tailored to the use cases enabled in this testbed. However, the features enabled (i.e., the required number of CPUs, the deadline required for application execution, the maximum cost/CPU time that can be consumed by a member in a group) can be used by other applications or use cases immediately. Also, other features can be enabled easily by using the developed ontologies and reasoning programs, as discussed in [29].

6.2 Service Broker

The Service Broker has been built using Java, with Restful web services for negotiation and accounting.

---

3The source code of Client Service is available at https://github.com/ZeqianMeng/ClientService
pursposes. As negotiation should happen before job submission, it has been facilitated assuming that if a negotiation succeeds, job submission will be activated, followed by existing AHE3 job submission module. Accounting functions are activated when negotiation succeeds and job completion or termination notification is received. These notifications can be received by the Service Broker with corresponding web service interfaces, to manage a complete resource provisioning lifecycle. The arrival of notifications will activate the accounting functions to calculate and update related balances in ontologies.

The ontologies applied are based on a resource management model extended from the Grid Laboratory Uniform Environment 2.0 (GLUE 2.0) [32]. The developed ontologies and programs are deployed in the Service Broker currently, responsible for managing resource sharing policies in fine-granularity on behalf of a Resource Manager and managing coarse-grained resource provisioning policies for Resource Providers. However, as the functions for negotiation and accounting are independent, and ontologies are lightweight and can be accessed via a web link, separate software specifically for a Resource Manager and a Resource Provider can be enabled from existing functions if needed.

By inheriting the application-oriented resource management feature from the AHE3, the Service Broker allows an e-Scientist to interact at the application layer without being concerned with details of the required resources, aiming at user-friendly resource supply. In this way, an e-Scientist only needs to specify the application to be executed with expected QoS properties, like the finish time for application execution or the required number of CPUs. Also, the Service Broker can manage an application execution request that uses resources from different infrastructures, for resource sharing management in a research group.

Combining the above resource management features with the negotiation capability enabled by the Alliance2 protocol, the Service Broker facilitates both: (i) dynamic and customised application execution demands for e-Scientists via negotiation; and (ii) fine-grained accountable resource provisioning and sharing for a research group. These two functions have not been enabled by AHE3 so far, and are shown in Fig. 5 as Negotiation and Accounting, respectively.

### 6.2.1 Negotiation

AHE3 was built as Restful web services, indicating that the communication can only be paired (a reply
corresponds to a request) [33]. Considering this, the two messages for acknowledgement (OfferAck and Accessing) were not enabled in this testbed. These two messages do not affect the validity of contract formation. Also, negotiation termination initiated by a group manager has not been implemented yet, because the two use cases enabled do not require manager termination during negotiation. Apart from that, other negotiation messages and messaging behaviours as presented in the protocol have been implemented and evaluated. More specifically, pre-negotiation, negotiation, revocation, negotiation termination initiated by resource requesters and providers, contract termination initiated by all three entities, and re-negotiation have been realised. The testbed implements access negotiation within the resource negotiation phase.

6.2.2 Job Management

AHE3 facilitates job execution management with a full package of functions to support job submission to infrastructures. These functions include file staging, application upload, and result fetching, which however are not available in the applied infrastructures. Instead, a job submission management workflow has been created and connected to the use cases. In this way, both, well-established job execution management procedures and simple job submission procedures, are available in the Service Broker and can be used according to different requirements from applications/projects. In addition to job submission management, job execution environment changes for dynamic steering demands, job completion notifications, and job termination requests are managed by the Service Broker with corresponding web service APIs.

6.2.3 Accounting Strategies

Based on the different measurement mechanisms applied by AWS and the local Cluster: (i) the service cost and CPU time are used to measure resource consumption in the testbed; and (ii) hours as units for AWS and seconds as units for the local Cluster are applied for duration measurement of application execution.

Accounting functionalities that have been enabled in the testbed are: (i) checking the cost or CPU time agreed between the group and providers with the requester’s balance during access negotiation to ensure the throughput of negotiation, as the total cost or the total number of CPU time that will be consumed cannot be known during job submission in both cases. In the testbed, this value has been set the same as the maximum value defined by the group manager for the requester per job; (ii) reducing the balances of the requester and the contracted resource(s) with the maximum value after successful negotiation. This is to avoid over-expenditure caused by follow-up jobs as e-Scientists may submit another application execution request before the current one is completed. When a job has been completed, the difference between the reduced amount and the actually consumed amount will be calculated and added back to the balances of both the requester and resource(s); (iii) the job execution can be managed by the maximum value defined by the group manager in Use Case 1 or by the deadline specified by an e-Scientist in Use Case 2 (note that when the Service Broker detects that the cost/CPU time consumed is approaching the maximum value/deadline, it will send a job termination request to the collaborated infrastructures); (iv) updating the balances of both the requester and resource(s) with the actually consumed amount when a job has been completed or terminated.

These accounting strategies can work with the constructed negotiation functionalities, contributing to accountable resource provisioning. The accounting properties facilitated by the Service Broker are based on the resource management model enabled in [29]. In addition, functions have also been developed to facilitate e-Scientists with balance queries and job status queries. These two functions are accessible via web service APIs requiring job IDs.

6.3 Evaluation and Results

Data-driven computational steering involves dynamic resource changes during runtime, while job execution in a local Cluster is typically queue-based. This means that job execution duration for both use cases is unpredictable during job submission. As a result, it is difficult to benchmark and evaluate the duration of the resource provisioning lifecycle for such dynamic resource provisioning use cases. Also, currently, no single accepted benchmark for large-scale scientific computing exists [34]. Furthermore, negotiation differs from existing approaches that enable resource provisioning in e-Science, making it very challenging to evaluate the full potential for performance.
of a negotiation protocol in an existing infrastructure [21]. For these reasons, only the negotiation and the related accounting functions enabled as well as the performance of the developed automatic negotiation are evaluated. During the evaluation, the Service Broker and Client Service were deployed in two different instances on AWS, a t2.medium instance and a t2.micro instance, respectively.

### 6.3.1 Functionality Evaluation and Results

The purpose of the evaluation is to verify that the proposed protocol not only enables dynamic and customised resource supply via negotiation as expected but also enables access control and resource sharing management per job for a research group without a heavyweight management layer.

To combine the Alliance2 protocol with the two implemented use cases, the testbed has been designed to enable e-Scientists in a research group to form and dissolve resource provisioning contracts with existing collaborated infrastructures. An existing collaboration indicates that the total number of resources to be provisioned by the resource provisioning infrastructures to a research group has been agreed. Meanwhile, resource provisioning is tracked by policies that can be defined by the group manager, while accounting for resource usage is on a per job basis. Different scenarios have been designed and applied to evaluate the proposed protocol and its implementation for different expected functions, as shown in Table 3. After evaluating these scenarios, the experiment results showed that:

1. Negotiation functions worked as designed for all negotiation phases and negotiation state updates.
2. Accounting methods functioned as designed: balances were managed and updated accordingly and correctly for unsuccessful (re-)negotiation, successful (re-)negotiation, job termination, and job completion.
3. Job submission and execution management worked properly. Job submission and execution

| Table 3 | Evaluated scenarios |
|---------|---------------------|
| Scenario | Scenario details |
| 1 | Successful negotiation is conducted and the job completes. The requester has sufficient balance to run the specified application and the group has sufficient balance for the resources contracted between the requester and the provider. |
| 2 | Successful negotiation is conducted and the job is stopped by the deadline specified by the requester in Use Case 2. After successful negotiation and job submission, the Service Broker confirms that the submitted job has not been completed when the deadline specified by the requester is approaching. |
| 3 | Successful re-negotiation or new negotiation is conducted in Use Case 1. After successful negotiation and job submission, the running application needs more CPUs to ensure that the application can be completed in a time frame. Also, the balance of the requester and the balances for the group on the available resources are sufficient to continue job execution. |
| 4 | Negotiation is successfully conducted with rejection as a result. The rejection is caused by insufficient balance on resources for the group. |
| 5 | Negotiation is successfully conducted with rejection as a result. The rejection is caused by insufficient balance of the requester. |
| 6 | Negotiation is successfully conducted with rejection as a result. The rejection is caused by the requester requesting a resource with a higher priority than she/he is allowed to access. |
| 7 | Termination is required by the requester during negotiation before an AcceptAck is sent. |
| 8 | Successful negotiation is conducted with a requester termination during job execution. The requester sends a contract termination request to stop the application execution. |
| 9 | Successful negotiation is conducted and job execution is controlled by the maximum CPU time/cost set by the group manager. This scenario assumes that the application would be executed immediately after submission. After job submission, the CPU time/cost of application execution approaches the maximum limit set by the group manager, or the requester’s balance or the contracted resource’s balance for the whole group approaches 0. |
states were updated correctly for different scenarios: successful and failed job submission, successful job completion, and job termination required by users or the manager.

6.3.2 Automatic Negotiation Performance Evaluation and Results

Automatic negotiation is achieved by integrating negotiation procedures with the ontologies and programs developed for resource matchmaking as presented in [29]. The two types of matchmaking enabled are application-oriented and resource-oriented matchmaking. Application-oriented matchmaking searches for satisfactory resources according to specific demands for application execution, such as a deadline and the required CPU number. It indicates that a research group has established a collaboration with an infrastructure for resource provisioning, and customised execution environment has been deployed if it is required. Resource-oriented matchmaking is activated by a full package of information for application execution, including the required CPU model, CPU speed, memory size, cost per hour. Such information is encoded in ontologies and will be fetched automatically from ontologies. Both matchmaking procedures consider resource sharing rules specified and managed by a group manager. Such rules include information on the balance for each group member, the maximum number of CPU time or cost for each application execution for each member, and each member’s privilege in the group.

The negotiation performance between the Service Broker and Client Service has been evaluated. This evaluation takes advantage of the automatic negotiation capability enabled in the Client Service,

| Performance evaluation scenario | Negotiation average (ms) with standard deviation | Round-trip average (ms) with standard deviation |
|--------------------------------|---------------------------------|---------------------------------|
| 1. Successful negotiation: all 4 contracted instances could meet demands and one instance was selected to form a contract | 2166±92.2 | 0.9±0.1 |
| 2. Successful re-negotiation: pure re-negotiation procedures were measured | 1778±171.3 | 1.0±0.2 |
| 3. Successful negotiation with other contracted instances after failed re-negotiation | 4017±126.5 | 1.0±0.1 |
| 4. Successful negotiation after failed re-negotiation and failed negotiation with the other 3 contracted instances: this scenario was evaluated by resource-oriented matchmaking with 10 AWS instances | 2157±82.3 | 0.9±0.1 |
| 5. Successful negotiation after failed re-negotiation and failed negotiation with the other 3 contracted instances: this scenario was evaluated by resource-oriented matchmaking with 50 AWS instances | 2166±76.9 | 0.9±0.1 |
| 6. Successful negotiation with rejection, because of no sufficient balance for the requester | 348±31.3 | 1.0±0.1 |
| 7. Successful negotiation with rejection, because of no sufficient balance for all contracted instances: resource-oriented matchmaking was disabled in this case | 440±26.7 | 1.0±0.1 |
| 8. Successful negotiation with rejection, because of no satisfactory instance: none of the contracted 4 instances can provide the required number of CPUs; resource-oriented matchmaking was disabled for this scenario | 586±148.0 | 1.0±0.1 |
avoiding unmeasurable manual procedures. Accordingly, the ontologies applied contained information for AWS instances. Information about 4 instances was checked for application-oriented matchmaking, while 10 and 50 instances were checked for resource-oriented matchmaking. The latter case aimed at measuring the scalability of the negotiation capability of the Service Broker, regarding negotiation with different numbers of resources. The number of members considered for resource sharing management within a research group was 15.

In this evaluation, negotiation requests were sent from a client program running on Eclipse. The requests were sent to the Client Service, which activated negotiation procedures. Then, the duration of the negotiation procedures was measured.

AWS does not provide a benchmark or tools to measure the real-time network performance of the instances used. Instead, we used the ping command to measure the real round-trip time for communication between the Client Service and the Service Broker, to give a hint of the network performance during negotiation [35]. The ping command was activated in the Client Service before the first negotiation message was sent to the Service Broker. Each ping command execution was repeated 10 times, and the round-trip average duration and the deviation of duration were fetched, as shown in Table 4. The negotiation of each scenario was repeated 100 times. Then, average and standard deviation were calculated for the duration of negotiation, as also shown in Table 4.

The performance data shown in Table 4 excludes the first enquiry to the Service Broker. The first enquiry requires initiation of the web services, including establishing a connection with the database, and takes longer than enquiries afterwards. The experiment verifies that after initiation, the duration of negotiation is not affected by different enquiries.

The scenarios designed in Table 4 aim at evaluating all enabled automatic negotiation procedures: negotiation with contracted instances, which involves application-oriented matchmaking for resource searching; negotiation with un-contracted instances, which involves re-negotiation and resource-oriented matchmaking; and negotiation with rejection as results. We also evaluated the scalability of the negotiation procedures by measuring the negotiation performance with different numbers of instances.

Table 4 shows that Scenario 3 consumed more time than the other scenarios. The longer negotiation duration was caused by the three negotiation procedures included: successful negotiation with one collaborated instance, failed re-negotiation with the contracted instance, and successful negotiation with another collaborated instance. Scenario 4 and Scenario 5 involved combination of sub-offers while negotiating with collaborated instances. The request asked for 5 CPUs while the 4 collaborated instances each could only provide 1 CPU. As a result, the matchmaking processes figured out that the 4 collaborated instances could not collaboratively provide the required 5 CPUs, and activated resource-oriented matchmaking. So far, the developed programs return all satisfactory offers, including all satisfactory combinations of sub-offers. In practice, the returned offers and the algorithms of sub-offer combinations can be determined by specific demands from applications, projects, e-Scientists, etc., which may contribute to varied performance.

In summary, as shown in Table 4, duration of the developed complete automatic negotiation over a distributed network was only a few seconds at most. This suggests that the developed automatic negotiation can be applied where the job duration is anything over a few seconds. It also shows that the negotiation with more resources did not increase negotiation time significantly, by comparing the performance of Scenario 4 and Scenario 5.

6.3.3 Comparison with Other Approaches

Comparison with existing solutions to resource provisioning via negotiation has been discussed in the related work. Here, we compare the Service Broker with some widely applied production tools, as shown in Table 5. The comparison is focused on the support for application management and accounting granularity for research groups, as these production tools have not facilitated negotiable resource provisioning at the moment. Application management and accounting are considered as the two other main contributions of the testbed. The information model enabled for resource management and authentication credentials required from e-Scientists are also discussed, which are the other two advantages of the Service Broker.

As shown in Table 5, application management can be realised by developing an additional layer on top
Table 5  e-Science tools functionality comparison

| Tool type          | Service Broker | UNICORE 7 | GWpilot | Meta-Broker | EGI Marketplace | AWS |
|-------------------|----------------|-----------|---------|-------------|-----------------|-----|
| Application        | broker         | broker    | broker  | broker      | academic         |     |
| management         |                 | (web)     |         |             | Cloud platform   |     |
|                    |                 | gateway   |         |             | partly           |     |
|                    | yes            | yes       | yes     | yes         |                  |     |
| Accounting         | per job        | per VO    | —       | —           | per VO           |     |
| (for manager)      |                |           |         |             | per account      |     |
| Information model  | extended       | GLUE 2.0  | GLUE-style | JSDL-compatible | GLUE 2.0         |     |
| Requester          | username+pwd   | certificate| certificate/ insecure mode | certificate | username+pwd certificate |     |
| credential         | /certificate   |           |         |             |                  |     |

of Grid middleware. Many tools are available for this purpose, the UNICORE gateway [38], GWpilot broker [36], and Meta-Broker [37] being three examples. They allow an e-Scientist to specify the application to submit and select a resource, rather than giving resource details. This is similar to AHE3 and the Service Broker. Additionally, a generic web interface is also provided by UNICORE to allow e-Scientists access resources in a lightweight manner, using user-names and passwords. The EGI Marketplace is an instance of an academic Cloud platform. It provides application management tools and an application database to help e-Scientists set up execution environments efficiently [39]. However, when the required execution environment is not available, it needs to be developed and deployed from scratch. Similarly, application management needs to be realised by software developers manually if needed when using AWS. As a result, the authentication credentials required for an e-Scientist to access deployed resources will be project-specific for applications deployed on AWS.

Regarding the accounting granularity, all tools for VO-based collaborations, namely the UNICORE gateway and Marketplace, support resource management at a VO level. This means that a report that contains information of the number of resources consumed by all members in a VO for a certain time period can be provided by these tools. For instance, a VO manager in the Marketplace can view the total CPU time, the computation monetary cost, the memory, etc., that have been consumed by all members in the VO per month [40]. Even though AWS aims to provide detailed accounting information for service usage, it can only show the following accounting data to a group manager [41, 42]: (i) the total cost consumed by a member, if he/she has an AWS account, which includes all services consumed by this member; and (ii) the total cost consumed by a service, which may be contributed by multiple/all members of the group. Accounting for resource consumption is not discussed in GWpilot [36] and Meta-Broker [37].

Table 5 also shows that apart from the Meta-Broker and AWS, the resource management model implemented in all other tools is GLUE 2.0 or GLUE2.0-compatible. As studied in [11], JSDL (Job Submission Description Language) that is used by Meta-Broker is compatible with GLUE 2.0, while the resource management model applied in the Service Broker has also been used for management for services by AWS. Based on these, the resource management functions available in the Service Broker are naturally interoperable with all other tools in Table 5.

The comparison concludes that the Service Broker can realise not only dynamic and customised resource provision via negotiation, but also fine-grained resource sharing for research groups. It enables research groups to manage resource sharing among group members while resources can be provided from different...
infrastructures, via a single tool. These functions are not available in existing infrastructures but are considered by this paper to be highly demanded. The reasons are: (i) the increasingly growing demands of using resources from different infrastructures according to e-Scientists’ requirements; and (ii) the increasing application of virtualisation for dynamic and customised resource provision for computational experiments. Both are separating research groups from resource providers, requiring dynamic and accountable resource provisioning management.

7 Conclusion

The e-Science community is striving to find a solution to satisfy e-Scientists’ dynamic and customised resource provisioning demands while considering the requirements of a research group to manage resource sharing among its members (i.e. the e-Scientists). In this paper, we have presented a negotiation protocol as a solution. Via communicating with the Resource Manager for resource provisioning decisions, the proposed protocol enables fine-grained resource sharing on a per job basis for a research group. Meanwhile, infrastructures only need to be concerned about coarse-grained resource provisioning management for the whole group. Distinguishing a research group from resource provisioning infrastructures also makes it possible to form collaborations with different infrastructures without affecting the inner organisation structure of the research group.

A testbed has been built with a production e-Science gateway AHE3, integrating production use cases and infrastructures. The evaluation of the tested verified that access, controlled by a group manager of an e-Scientists’ collaboration for negotiation decisions, can contribute to accountable resource provisioning per job, without binding the research group with specific infrastructures. An analysis and comparison of the support for application management, accounting, resource management modelling, and authentication credentials from e-Scientists have also been conducted between the Service Broker and other available production e-Science tools. We safely conclude that the proposed negotiation protocol can satisfy e-Scientists’ dynamic and customised resource provisioning demands while managing fine-grained resource sharing for a research group.
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