What Do They Capture? - A Structural Analysis of Pre-Trained Language Models for Source Code

Yao Wan*  
School of Computer Science and Technology, Huazhong University of Science and Technology, China  
wanyao@hust.edu.cn

Wei Zhao*  
School of Computer Science and Technology, Huazhong University of Science and Technology, China  
mzhaowei@hust.edu.cn

Hongyu Zhang  
University of Newcastle  
Australia  
hongyu.zhang@newcastle.edu.au

Yulei Sui  
School of Computer Science, University of Technology Sydney  
Australia  
yulei.sui@uts.edu.au

Guandong Xu  
School of Computer Science, University of Technology Sydney  
Australia  
guandong.xu@uts.edu.au

Hai Jin*  
School of Computer Science and Technology, Huazhong University of Science and Technology, China  
hjin@hust.edu.cn

ABSTRACT
Recently, many pre-trained language models for source code have been proposed to model the context of code and serve as a basis for downstream code intelligence tasks such as code completion, code search, and code summarization. These models leverage masked pre-training and Transformer and have achieved promising results. However, currently there is still little progress regarding interpretability of existing pre-trained code models. It is not clear why these models work and what feature correlations they can capture. In this paper, we conduct a thorough structural analysis aiming to provide an interpretation of pre-trained language models for source code (e.g., CodeBERT, and GraphCodeBERT) from three distinctive perspectives: (1) attention analysis, (2) probing on the word embedding, and (3) syntax tree induction. Through comprehensive analysis, this paper reveals several insightful findings that may inspire future studies: (1) Attention aligns strongly with the syntax structure of code. (2) Pre-training language models of code can preserve the syntax structure of code in the intermediate representations of each Transformer layer. (3) The pre-trained models of code have the ability of inducing syntax trees of code. These findings suggest that it may be helpful to incorporate the syntax structure of code into the process of pre-training for better code representations.
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1 INTRODUCTION
Code representation learning (also known as code embedding) aims to encode the code semantics into distributed vector representations, and plays an important role in recent deep-learning-based models for code intelligence. Code embedding can be used to support a variety of downstream tasks, such as code completion [30], code search [12, 43], and code summarization [1, 44, 45].

Current approaches to code embedding mainly fall into two categories from the perspectives of supervised and unsupervised (or self-supervised) learning paradigms. The supervised approaches are typically developed for specific tasks following the encoder-decoder architecture [37]. In this architecture, an encoder network (e.g., LSTM, CNN, and Transformer) is used to produce a vector representation of a program. The resulting vector is then fed as an input into a decoder network to perform some prediction tasks, e.g., summary generation [1, 35, 44] or token sequence prediction [30]. Recently, there has been significant improvement in the expressiveness of models that can learn the semantics of code, such as self-attention based architectures like Transformer [39]. Another line of code embedding research is based on unsupervised learning. Some approaches utilize word embedding techniques to represent source code [27, 28], which aim to learn a global word embedding matrix $E \in \mathbb{R}^{V \times D}$, where $V$ is the vocabulary size and $d$ is the number of dimensions. Code2Vec [2] is such kind of approach, which learns a distributed representation of code based on the sampled paths from Abstract Syntax Trees (ASTs).

Recently, self-supervised models which are pre-trained through masked language modeling have attracted much attention. Pre-trained models such as BERT [8] and ELMo [29] are representative approaches and have been successfully used in a variety of tasks...
in NLP. Inspired by the self-supervised pre-training in NLP, there have been some recent efforts in developing pre-trained models on large-scale code corpus for software engineering tasks. For example, CuBERT [18] is a pre-trained BERT model using 7.4M Python files from GitHub. CodeBERT [11] is a bimodal pre-trained model on source code and natural-language descriptions. To incorporate the syntax structure of code, Guo et al. [13] further propose GraphCodeBERT to preserve the syntax structure of source code by introducing an edge masking technique over data-flow graphs. With much effort being devoted to pre-trained code embedding, there is a pressing demand to understand why they work and what feature corrections they are capturing.

In the NLP community, several recent studies have been made towards interpreting the pre-trained language models, e.g., BERT, from the perspective of attention analysis and task probing. This kind of research has become a subspecialty of “BERTology” [31], which focuses on studying the inner-mechanism of BERT model [8]. However, in software engineering, such an understanding is yet to be achieved. Often, we see pre-trained language models that achieve superior performance in various software engineering tasks, but do not understand why they work. Currently there have been several empirical studies that aim to investigate the effectiveness of code embedding. For example, Kang et al. [19] empirically assessed the impact of code embedding for different downstream tasks. Chirkova and Troshin [3] conducted another study to investigate the capabilities of Transformers to utilize syntactic information in different tasks. However, these studies only show in which scenarios a code embedding technique works better, without explaining the inner-mechanism of why the embedding achieves good results. Therefore, it is still not clear why the pre-trained language models work and what they indeed capture, in the context of software engineering tasks.

In this work, we explore the interpretability of pre-trained code models. More specifically, we try to answer the following question: *Can the existing pre-trained language models learn the syntactical structure of source code written in programming languages?* Addressing this question plays an important role in understanding the learned structure of deep neural networks. We conduct a thorough structural analysis from the following three aspects, aiming to provide an interpretation of pre-trained code models (e.g., CodeBERT, GraphCodeBERT).

- As the first contribution, we analyze the self-attention weights and align the weights with the syntax structure (see Sec. 4.1). Given a code snippet, our assumption is that if two tokens are close to each other in the AST, i.e., have a neighbourhood relationship, the attention weights assigned to them should be high. Our analysis reveals that the attention can capture high-level structural properties of source code, i.e., the motif structure in ASTs.

- As the second contribution, we design a structural probing approach [14] to investigate whether the syntax structure is embedded in the linear-transformed contextual word embedding of pre-trained code models (see Sec. 4.2). Using our probe, we show that such transformations also exist in the pre-trained language models for source code, showing evidence that the syntax structure of code is also embedded implicitly in the vectors learned by the model.

- As the third contribution, we investigate whether the pre-trained language models for source code provide the ability of inducing the syntax tree without training (see Sec. 4.3). We find that the pre-trained models can indeed learn the syntax structure of source code to a certain extent.

Our work is complementary to other works that aim to design better neural networks for source code representation. We believe that the findings revealed in this paper may shed light on the inner mechanism of pre-training models for programming languages, as well as inspire further studies.

2 BACKGROUND

In this section, we introduce some background knowledge of our work, including Transformer, and pre-training language model. Figure 1 shows a general framework for Transformer-based language model pre-training.

### 2.1 Self-Attention-Based Transformer

Transformer [39], which is solely based on self-attention, has become a popular component for code representation learning. Let \( c = \{w_1, w_2, \ldots, w_n\} \) denote a code snippet of a sequence of tokens with length of \( n \). A Transformer model is composed of \( L \) layers of Transformer blocks to represent a code snippet into contextual representation at different levels \( H^l = [h_{i1}^l, h_{i2}^l, \ldots, h_{iN}^l] \), where \( l \) denotes the \( l \)-th layer. For each layer, the layer representation \( H^l \) is computed by the \( l \)-th layer Transformer block \( H^l = \text{Transformer}_l(H^{l-1}) \), \( l \in \{1, 2, \ldots, L\} \).

In each Transformer block, multiple self-attention heads are used to aggregate the output vectors of the previous layer. Given an input \( c \), the self-attention mechanism assigns each token \( w_i \) a set of attention weights over the token in the input:

\[
\text{Attn}(w_i) = (a_{i1}(c), a_{i2}(c), \ldots, a_{iN}(c)),
\]

Figure 1: A general framework for Transformer-based language model pre-training [8].
where \( a_{i,j}(c) \) is the attention that \( w_i \) pays to \( w_j \). The attention weights are computed from the scaled dot-product of the query vector of \( w_j \), and the key vector of \( w_j \), followed by a softmax. In the vectorized computing, a general attention mechanism can be formulated as the weighted sum of the value vector \( V \), using the query vector \( Q \) and the key vector \( K \):

\[
\text{Att}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_{\text{model}}}} \right) \cdot V,
\]

where \( d_{\text{model}} \) represents the dimension of each hidden representation. For self-attention, \( Q, K, \) and \( V \) are mappings of the previous hidden representation by different linear functions, i.e., \( Q = H^{l-1}L^{l}Q^l \), \( K = H^{l-1}L^{l}K^l \), and \( V = H^{l-1}L^{l}V^l \), respectively. At last, the encoder produces the final contextual representation \( H^L = [h_1^L, \ldots, h_n^L] \), which is obtained from the last Transformer block.

In order to utilize the order of the sequential tokens, the “positional encodings” are injected to the input embedding.

\[
w_i = e(w_i) + \text{pos}(w_i),
\]

where \( e \) denotes the word embedding layer, and \( \text{pos} \) denotes the positional embedding layer. Typically, the positional encoding implies the position of code token based on sine and cosine functions.

### 2.2 Pre-Training Language Model

Given a corpus, each sentence (or code snippet) is first tokenized into a series of tokens (e.g., Byte Pair Encoding, BPE [32]). Before BERT’s pre-training, it takes the concatenation of two segments as the input, denoted as \( c_1 = \{w_1, w_2, \ldots, w_n\} \) and \( c_2 = \{u_1, u_2, \ldots, u_m\} \), where \( n \) and \( m \) denote the lengths of two segments, respectively. The two segments are always connected by a special separator token [SEP]. The first and last tokens of each sequence are always padded with a special classification token [CLS] and an ending token [EOS], respectively. Finally, the input of each training sample will be represented as follows:

\[
s = [\text{CLS}], w_1, w_2, \ldots, w_n, [\text{SEP}], u_1, u_2, \ldots, u_m, [\text{EOS}].
\]

The input is then fed into a Transformer encoder. During BERT’s pre-training, two objectives are designed for self-supervised learning, i.e., masked language modeling (MLM) and next sentence prediction (NSP). In the masked language modeling, the tokens of an input sentence are randomly sampled and replaced with the special token [MASK]. In practice, BERT uniformly selects 15% of the input tokens for possible replacement. Among the selected tokens, 80% are replaced with [MASK], 10% are unchanged, and the left 10% are randomly replaced with the selected tokens from vocabulary [8]. For next sentence prediction, it is modeled as a binary classification to predict whether two segments are consecutive. Training positive and negative examples are conducted based on the following rules: (1) if two sentences are consecutive, it will be considered as a positive example; (2) otherwise, those paired segments from different documents are considered as negative examples.

Recently, self-supervised learning using masked language modeling has become a popular technique for natural language understanding and generation [5, 8, 9, 24, 34, 36]. In the context of software engineering, several pre-trained code models have also been proposed for program understanding. In this paper, we select two representative pre-trained models for code representations: (1) CodeBERT [11], which takes the concatenation of source code and natural-language description as inputs, and pre-trains a language model by masking the inputs; and (2) GraphCodeBERT [13], which improves CodeBERT by incorporating the data-flow information among variables into model pre-training.

### 3 MOTIVATION

Prior work in NLP has pointed out that the self-attention mechanism in Transformer has the capability of capturing certain syntax information in natural languages. Inspired by this, we visualize and
investigate the attention distribution of the pre-trained model (i.e., CodeBERT) for a code snippet, as shown in Figure 2. Figure 2(a) shows a Python code snippet with its AST. In this paper, we define the syntax structure of the AST consisting of a non-leaf node with its children (e.g., if_statement and block in Figure 2(a)) as a motif structure. We believe that the syntax information of code can be represented by a series of motif structures.

Given a code snippet and its corresponding AST, Figure 2(b) visualizes the self-attention heatmap for a specific layer (i.e., Layer 5), which is an average of attention weights over multiple heads. From this figure, we can observe that several patterns indeed exist in the self-attention heatmap, depicted as groups of rectangles (marked in red). These rectangles indicate that the code tokens form groups. Interestingly, we can also find that each group of tokens is close to each other in the AST. Taking "if exit_code is not None" as an example, which is an if statement, we can see that, in the AST, all of these tokens are in the same branch of if_statement. In addition, we can see that these code tokens are also closely connected in the self-attention heatmap.

Moreover, we also visualize the self-attention distribution in a specific head (Layer 5, Head 12) to analyze the connections between two tokens, as shown in Figure 2(c). In this figure, the brightness of lines indicates the attention weights in a specific head. If the connected nodes appear in the motif structure of the corresponding AST, we mark the lines in red. From this figure, we can observe that those code tokens (i.e., "if", "exit_code", "not", and "None") that are in a motif structure indeed have been highlighted as closely connected by self-attention.

As we have identified several patterns from the attention distribution, which provide some hints to the syntax structure of code, it is necessary for us to further explore this phenomenon with quantitative analysis and systematic assessment. Motivated by the aforementioned observations, this paper investigates why pre-trained language models for source code work and what feature correlations they are capturing, by analyzing the self-attention mechanism. In particular, we analyze two outputs of the self-attention mechanism, i.e., the attention distribution and the generated hidden vectors, under the framework of Transformer.

## 4 STRUCTURAL ANALYSIS OF PRE-TRAINED LANGUAGE MODELS FOR SOURCE CODE

In this section, we propose three distinct structural analysis approaches, i.e., attention analysis, structural probing on word embedding, and syntax tree induction, to interpret pre-trained code models (i.e., CodeBERT and GraphCodeBERT). Figure 3 gives an illustration of the three structural analysis approaches. Before introducing each approach, we first introduce several common notations that will be used later. Let \( (w_1, w_2, \ldots, w_n) \) denote the code token sequence of code snippet \( c \), with length \( n \). On the \( l \)-th layer of Transformer, we use \( (h'_1, h'_2, \ldots, h'_n) \) to denote the sequence of contextual representation of each code token.

### 4.1 Attention Analysis

We start by analyzing the self-attention weights, which are the core mechanism for pre-training Transformer-based models. Intuitively, attention defines the closeness of each pair of code tokens. From the lens of attention analysis, we aim to analyze how attention aligns with the syntactical relations in source code. In particular, we consider the syntactical relations such that the attention weight is high between two AST tokens sharing the same parent node. Figures 3(a) and 3(b) illustrate the attention analysis. Given a code snippet with its AST, we can see that the leaf nodes for and in share the same parent. As expected, this structure is aligned with the attention weight \( \alpha_{for,in} \) between these two nodes.

Specifically, on each Transformer layer, we can obtain a set of attention weights \( \alpha \) over the input code, where \( \alpha_{l,j} > 0 \) is the attention from \( i \)-th code token to \( j \)-th token. Here, we define an indicator function \( f(w_i, w_j) \) that returns 1 if \( w_i \) and \( w_j \) are in a syntactic relation (\( w_i \) and \( w_j \) have the same parent node in the AST)\(^1\), and 0 otherwise. We define the attention weight between \( w_i \) and \( w_j \) as \( \alpha_{l,i} \), and if \( w_i \) and \( w_j \) are very close, the attention weight should be larger than a threshold, i.e., \( \alpha_{l,i} > \theta \). Therefore, the proportion of high-attention token pairs (\( \alpha_{l,i} > \theta \)) aggregated

---

\(^1\)Note that, in this paper, we exclude the condition that \( w_i \) and \( w_j \) are adjacent in textual appearance.
over a dataset $C$ can be formulated as follows:

$$p_e(f) = \frac{\sum_{c \in C} \sum_{i=1}^{d(c)} \sum_{j=1}^{d(c)} 1_{a_{ij}(c) > \theta} \cdot f(w_i, w_j)}{\sum_{c \in C} \sum_{i=1}^{d(c)} \sum_{j=1}^{d(c)} s_{a_{ij}(c) > \theta}},$$  \hspace{1cm} (4)

where $\theta$ is a threshold selected for high-confidence attention weights.

Variability. Equation 4 shows that the portion of aligned attention is only dependent on the absolute value of attention weight $a_{ij}(c)$. We hypothesize that those heads that are attending to the position, i.e., those heads that focus on the previous or next code token, would not align well with the syntax structure of code, since they do not consider the content of the code token. To distinguish whether the heads are attending to content or position of the code token, we further investigate the attention variability, which measures how attention varies over different inputs. The attention variability is formally defined as follows [40]:

$$Variability_{\theta} = \frac{\sum_{c \in C} \sum_{i=1}^{d(c)} \sum_{j=1}^{d(c)} |a_{ij}(c) - \bar{a}_{ij}|}{2 \cdot \sum_{c \in C} \sum_{i=1}^{d(c)} a_{ij}(c)},$$  \hspace{1cm} (5)

where $\bar{a}_{ij}$ is the mean of $a_{ij}(c)$ over all $c \in C$. We only include the first $N$ tokens ($N = 10$) of each $c \in C$ to ensure a sufficient amount of data at each position $i$. The positional patterns appear to be consistent across the entire sequence. The high variability would suggest a content-dependent head, while low variability would indicate a content-independent head.

Figure 4: An illustration of the connection between distance and the syntax structure.

4.2 Structural Probing on Word Embedding

In this approach, we propose a structural probing analysis approach to investigate whether a pre-trained model embeds the syntactical structure in its contextual word embedding. The key idea of our approach is that tree structure is embedded if the transformed space has the property that the Euclidean distance between two words’ vectors corresponds to the number of edges between the words in the syntax tree. One question may arise: why does the distance between nodes in the syntax tree matter for syntax information? This is because the distance metric (i.e., the path length between each pair of words) can recover the syntax tree simply by identifying that nodes $u$ and $v$ are neighbors if the distance between them equals to 1. This has also been shown in the Code2Vec [2], which utilizes the contextual information among a set of paths sampled from the AST, to represent the structure information of code. Figure 4 gives a toy example to illustrate the connection between distance and syntax structure. Let $(w_1, w_2, ..., w_i, ..., w_j, ..., w_n)$ denote the sequence of code tokens for code snippet $c$, if we know the distance between every pair of nodes, we can induce the syntax structure of code. Note that, the distance metric, which measures the distance among any two code tokens, can learn the global syntax structure of code to some extent.

Figures 3(a) and 3(c) illustrate the structural probing on word embedding. Taking the leaf nodes for and in which share the same parent as an example, the Euclidean distance between these two nodes is 2. We first map the representations of these two tokens into a hidden space via a linear transformation $B$, obtaining the $\text{Vector}_{for}$ and $\text{Vector}_{in}$, respectively. We believe that if the Euclidean distance of $\text{Vector}_{for}$ and $\text{Vector}_{in}$ is close to 2, the syntax structure between for and in is well preserved.

In particular, we learn the mapping function $B$ in a supervised way. Formally, given a code sequence $(w_1, w_2, ..., w_n)$ as the input, and each model layer generates word vectors $(h_1, h_2, ..., h_n)$. We compute the square of distance between the two word vectors $h_i$ and $h_j$ in high-dimensional hidden space as follows:

$$d_B(h_i, h_j)^2 = (B(h_i - h_j))^T (B(h_i - h_j)),$$  \hspace{1cm} (6)

where $i$ and $j$ are indices of the words in the code sequence. The parameters of the structural probe we use are exactly the matrix $B$ (liner mapping), which is trained to reconstruct the tree distance between all word pairs $(w_i, w_j)$ in the code sequence $T$ in the training set of source code. We define the loss function for parameter training as follows:

$$\min_B \sum_{c \in C} \sum_{i=1}^{d(c)} \sum_{j=1}^{d(c)} |d_T(w_i, w_j) - d_B(h_i, h_j)|^2,$$  \hspace{1cm} (7)

where $|c|$ is the length of code sequence $c$, $d_T(w_i, w_j)$ denotes the distance between code tokens in AST, and $d_B(h_i, h_j)^2$ denotes the distance between the embedding vectors of code tokens, for code sequence $c$. The first summation calculates the average distance for all training sequences, while the second one sums all possible combinations of any two words in the code sequences. The goal of this supervised training is to propagate the error backwards and update the parameters of the linear mapping matrix $B$.

4.3 Syntax Tree Induction

In this approach, we propose to investigate the capability of pre-trained code model in inducing syntax structure, without training. The key insight of our approach is that if the distance between two tokens is close (e.g., with a similar attention distribution, or with a similar representation), they are expected to be close in the syntax tree, i.e., sharing the same parent. Based on this insight, we propose to induce the syntax tree from the distances between two tokens. Our assumption is that if the induced tree derived from the pre-training model is similar to the gold standard syntax tree, we can reasonably infer that the syntactic structures have been preserved during the model pre-training.

We propose to induce the syntax tree based on the syntactic distance among code tokens, which was first introduced for grammar induction for natural languages [33]. Formally, given a code sequence $(w_1, w_2, ..., w_n)$, we compute $d = (d_1, d_2, ..., d_{n-1})$, where $d_i$ corresponds to the syntactic distance between tokens $w_i$ and $w_{i+1}$. Each $d_i$ is defined as follows:

$$d_i = f(g(w_i), g(w_{i+1} + 1)),$$  \hspace{1cm} (8)
Definition

1. \( s = (w_1, w_2, \ldots, w_n) \): a sequence of code tokens, with length \( n \);
2. \( d = (d_1, d_2, \ldots, d_{n-1}) \): a vector whose elements are the distance between two adjacent code tokens;

Function Tree(S, d):

1. if \( d = [] \) then
2. \( \text{node} \leftarrow \text{Leaf}(S_0) \);
3. else
4. \( i = \text{argmax}(d) \);
5. \( \text{child}_l = \text{Tree}(S_{<i}, d_{<i}) \);
6. \( \text{child}_r = \text{Tree}(S_{>i}, d_{>i}) \);
7. \( \text{node} \leftarrow \text{Node}(\text{child}_l, \text{child}_r) \);
8. return \( \text{node} \);

Algorithm 1: Greedy top-down binary syntax tree induction based on syntax distances.

Table 1: The definition of different functions of distance measurement to compute the syntactic distance between two adjacent words in a code sequence. Note that \( r = g^d(w_i) \), \( s = g^d(w_{i+1}) \), \( P = g^d(w_j) \), \( Q = g^d(w_{j+1}) \), \( h \) denotes the hidden embedding size, and \( n \) denotes the length of code sequence.

| Function | Definition |
|----------|------------|
| **Distance functions for intermediate representations** | |
| \( L1(r, s) \) | \( \sum_{i=1}^{h} |r_i - s_i| \) |
| \( L2(r, s) \) | \( \sqrt{\sum_{i=1}^{h} (r_i - s_i)^2} \) |
| **Distance functions for attention distributions** | |
| \( \text{JSD}(P|Q) \) | \( \sqrt{(D_{KL}(P||M) + D_{KL}(Q||M))/2} \) where \( M = (P + Q)/2 \) and \( D_{KL}(A||B) = \sum_{w \in c} A(w) \log \frac{A(w)}{B(w)} \) |
| \( \text{HEL}(P, Q) \) | \( \frac{1}{\sqrt{p}} \sum_{i=1}^{h} \left( \sqrt{p_i} - \sqrt{q_i} \right)^2 \) |

Note that, introducing such a bias can also examine what changes are made to the resulting tree structure. Our assumption is that: if injecting the bias does not affect the performance of the pre-trained model for unsupervised analysis, we can infer that they capture the bias to some extent.

**Injecting Bias into Syntactic Distance.** From our observation, the AST of source code tends to be right-skewed. This has also been a well-known bias in the constituency trees for English. Therefore, it motivates us to influence the induced tree such that they are moderately right-skewed following the nature of gold-standard AST. To achieve this goal, we propose to inject the inductive deviation into the framework by simply modifying the value of the syntactic distance. In particular, we introduce the right-skewness bias to influence the spanning tree to make it right-biased appropriately [20]. Formally, we compute \( d_i^\prime \) by appending the following linear bias term to every \( d_i \):

\[
\hat{d}_i = d_i + \lambda \cdot \text{AVG}(d) \times \left( 1 - \frac{1}{(m - 1) \times (i - 1)} \right),
\]

where \( \text{AVG}(\cdot) \) outputs an average of all elements in a vector, \( \lambda \) is a hyperparameter, and \( i \) ranges from 1 to \( m \), where \( m = n - 1 \).

**Figure 5:** A toy example to illustrate the calculation of similarity between the gold-standard AST and induced tree.

Given two sets, we use the F1 score to measure their similarity. Let \( S \) denote the set of gold-standard tree, and \( S' \) denote the set of predicted tree, we can calculate the precision and recall by:

\[
\text{precision} = \frac{|S \cap S'|}{|S'|}, \quad \text{recall} = \frac{|S \cap S'|}{|S|},
\]

where \( |S| \) and \( |S'| \) are the number of nodes in set \( S \) and \( S' \), respectively. The F1 score
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In this section, we conduct experiments to explore what the pre-trained code models capture from three distinct aspects, i.e., attention analysis, structural probing on word embedding, and syntax tree induction.

5 EXPERIMENTAL DESIGN AND RESULTS

In this section, we conduct experiments to explore what the pre-trained code models capture from three distinct aspects, i.e., attention analysis, structural probing on word embedding, and syntax tree induction.

5.1 Experimental Design

We investigate two Transformer-based pre-trained models (i.e., CodeBERT [11] and GraphCodeBERT [13]), both of which are composed of 12 layers of Transformer with 12 attention heads. These models are both pre-trained on CodeSearchNet [17], a large-scale code corpora collected from GitHub across six programming languages. The size of representation in each Transformer layer is the harmonic mean of precision and recall, as follows:

\[ F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}. \]  

(10)

5.2 RQ1: Attention Analysis

In attention analysis, we aim to investigate whether the attention aligns with the syntax structure of source code.

Experimental Settings. Following [41], we set the attention threshold \( \theta \) in Equation 4 as 0.3, so as to ensure selecting high-confidence attention and retaining enough data for our analysis. We leave the analysis of the impact of \( \theta \) in future work. Furthermore, our analysis is based on a subset of 5,000 code snippets randomly sampled from the training dataset. In order to reduce the memory and accelerate the computation process, we truncate all the long code sequences within the length of 512. We only include the results of attention heads where at least 100 high-confidence attention scores are available in our analysis.
Figure 7: Visualization of attention heads in CodeBERT, along with the value of attention analysis ($p_\alpha(f)$), and attention variability, given a Python code snippet. Left: Attention visualised in Layer 2, Head 3, which focuses attention primarily on the position of the next token. Center: Attention visualised in Layer 5, Head 11, which disperses attention roughly evenly across all tokens. Right: Attention visualised in Layer 11, Head 1, which focuses on the content, and is highly aligned with the AST.

Figure 8: The variability of attention distribution by layer-head in Python. High-values indicate content-dependent heads, and low-values indicate position-based heads.

**Experimental Results.** Figure 6 shows how attention aligns with the AST structure for CodeBERT and GraphCodeBERT on different programming languages (i.e., Python, Java, and PHP), according to the indicators defined in Equation 4. The figure shows the proportion of high-confidence attention weights ($a_{ij} > \theta$) from each head which connect those code tokens that in the motif structure of AST. The bar plots show the maximum score of each layer. From this figure, we can observe that the most aligned heads are located in the deeper layers and the concentration is as high as 67.25% (Layer 11, Head 1 in CodeBERT) and 59% (Layer 12, Head 9 in GraphCodeBERT). These high scores indicate that attention aligns strongly with the motif structure in AST, especially in the deeper layers. This is because the heads in deeper layers have stronger capabilities in capturing longer distances.

Although there is a strong alignment between the attention and the syntax structure of code, it is still necessary to distinguish whether the attention is based on the position or content of code token, as mentioned in Sec. 4.1. In Figure 7, we show the attention variability of attention heads in CodeBERT for a Python code snippet. Figure 7 (left) and Figure 7 (center) show two examples of heads that put more focus on the position, respectively from Layer 5, Head 11, and Layer 2, Head 3. Based on the variability defined in Equation 5, we can see that the attention in Layer 5, Head 11, is evenly dispersed, with the variability of 0.25. Moreover, in Layer 5, Head 11, it is apparent to see that the attention is focusing on the next token position. Figure 7 (right) shows the content-dependent head from Layer 11, Head 1, which has the highest alignment relationship with the abstract syntax tree structure among all heads. In Figure 8, we also visualize the variability of attention distribution by layer-head in Python. The high-values indicate the content-dependent heads, and the low-values indicate the position-based (or content-independent) heads.

**Summary.** Through attention analysis, we find that the learned attention weights are strongly aligned with the motif structure in an AST. Additionally, each attention across different heads and layers put different focus on the position and content of the tokens of source code.
5.3 RQ2: Probing on Word Embedding

We conduct structural probing on the word embedding of source code, to investigate whether the word embedding in the Transformer-based pre-trained model embeds the syntax structure of code.

**Experimental Settings.** Given a pair of code tokens (leaf nodes) in AST, we measure the correlation between the predicted distance using word embedding and the gold-standard distance in the AST. Specially, we use the Spearman correlation [7] to measure the predicted distance vector and the gold-standard distance vector, among all samples of code snippets. When training the linear transformation matrix $B$ in Equation 7, we limit the code length to 100. We probe the contextual representations in each layer of Transformer, and denote the investigated pre-trained code models as CodeBERT-$K$ and GraphCodeBERT-$K$, where $K$ indexes the layer of Transformer in corresponding model. To serve as a comparison against the pre-trained code models, we also design a baseline model – CodeBERT-0, which denotes the simple word embedding before being fed into the Transformer layers. In evaluation, we average the Spearman correlation between all fixed-length code sequences. We report the average value of the entire sequence length of $5 \sim 50$ as the Spearman metric, as in [14].

**Experimental Results.** Table 2 shows the results of probing in Python. From this table, we find that the CodeBERT-0 without Transformer layers achieves inferior performance than that with multiple layers of Transformer. This confirms our assumption that Transformer has the ability of capturing syntax structure. In addition, we can also find that GraphCodeBERT performs better than CodeBERT, indicating that it is helpful to explicitly incorporate the syntax structure into model pre-training.

Table 2: The average Spearman correlation of probing in Python.

| Method            | Spearman Correlation |
|-------------------|----------------------|
| CodeBERT-0        | 0.60                 |
| CodeBERT-1        | 0.69                 |
| CodeBERT-5        | 0.85                 |
| GraphCodeBERT-5   | 0.86                 |

Figure 9 shows the Spearman correlation for CodeBERT and GraphCodeBERT in multiple programming languages.

**Summary.** Through embedding analysis, we can observe that the syntax structure of code has been well preserved in different hidden layers of the pre-trained language models (i.e., CodeBERT and GraphCodeBERT).

5.4 RQ3: Syntax Tree Induction

We investigate the extent to which pre-trained code models capture the syntax structure of code by inducing a tree.

**Experimental Settings.** For comparison, we introduce four traditional greedy top-down tree induction baselines for comparison, e.g., random, balanced, left-branching, and right-branching binary trees. Take the random-based approach as an example, we recursively partition the code snippet based on a randomly selected position. In addition, we also derive another baseline, CodeBERT-0, which is based on the word embedding before being fed into Transformer layers. When injecting bias into the syntactic distance, we set the hyperparameter of bias $\lambda$ to 1. Due to the space limitation, we only report the F1 scores for six common intermediate nodes in Python AST, i.e., Parameters, Attribute, Argument, List, Assignment, and Statement.

**Experimental Results.** Table 3 presents the results of various models for syntax tree induction on the test dataset. From this table, we can observe that the right-branching tree induction approach achieves the best performance among all the baselines, confirming our assumption that the AST tends to be right-skewed. When comparing the pre-trained code models (i.e., CodeBERT and GraphCodeBERT) with other baselines, it is clear to see the pre-trained code models significantly outperform other baselines, even without bias injection. These results show that the Transformer-based pre-training models are more capable of capturing the syntax structure of code to a certain extent through pre-training on a large-scale code corpus. When comparing the pre-trained models w/ and w/o bias injection, we can observe that injecting bias can increase the performance of syntax tree induction up to 5%. This improvement indirectly shows that the current pre-trained code models do not capture well the property of the right-skewness of AST. It is worthy mentioning that the performance of assignment has been reduced after injection.
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Figure 10: The heatmaps of gold-standard distance and predicted distance based on pre-trained CodeBERT and GraphCodeBERT models in Python. (a) Gold-standard tree distance between all pairs of code tokens in AST. (b-d) The predicted distance based on the probing of CodeBERT and GraphCodeBERT. The darkness of color indicates the closeness of the paired words.

Table 3: Results of syntax tree induction in Python. f: function of distance measurement, L: layer number, A: attention head number, AVG: the average of all attentions.

| Model               | f   | L  | A  | F1 parameters | attribute | argument | list | assignment | statement |
|---------------------|-----|----|----|---------------|-----------|---------|------|------------|-----------|
| Baselines           |     |    |    |               |           |         |      |            |           |
| Random Trees        | -   | -  | -  | 16.93 | 20.26% | 30.75% | 32.15% | 24.34% | 12.98% | 16.03% |
| Balanced Trees      | -   | -  | -  | 16.79 | 0.46% | 32.60% | 30.85% | 25.54% | 14.25% | 15.90% |
| Left Branching Trees| -   | -  | -  | 18.49 | 23.25% | 43.26% | 50.99% | 26.77% | 5.78% | 14.48% |
| Right Branching Trees| -   | -  | -  | 26.36 | 44.07% | 43.19% | 37.86% | 34.18% | 8.34% | 22.74% |
| CodeBERT-0          | -   | -  | -  | 19.13 | 11.67% | 25.54% | 53.55% | 27.62% | 18.68% | 21.89% |
| Pre-Trained Models (w/o bias) |     |    |    |       |         |         |      |            |           |
| CodeBERT            | JSD | 8  | AVG | 45.37 | 40.99% | 66.65% | 88.42% | 56.90% | 70.47% | 66.10% |
| GraphCodeBERT       | HEL | 10 | 51.34 | 95.96% | 75.50% | 67.76% | 80.87% | 72.88% | 63.98% |
| Pre-Trained Models (w/bias $\lambda = 1$) |     |    |    |       |         |         |      |            |           |
| CodeBERT            | HEL | 9  | AVG | 50.18 | 67.37% | 67.93% | 76.84% | 71.60% | 56.12% | 62.93% |
| GraphCodeBERT       | HEL | 9  | AVG | 54.80 | 74.68% | 72.05% | 84.18% | 73.68% | 76.10% | 72.69% |

the bias. One possible hypothesis is that although the AST shows a right-skewness trend as whole, several subtrees (e.g., the subtree of assignment) are not right-skewed.

Note that, in the experiments, we have tried different distance functions (as shown in Table 1) to measure distance based on attention and contextual representation in each Transformer layer. Due to the space limitation, in Table 3, we only present the best performance when using different distance functions for each Transformer layer. We can find that the JSD and HEL distance functions that are performed over attention distributions perform better than those over contextual word representations. It shows that parsing trees from attention information is more effective than extracting from the contextual representation of pre-trained code models.

In Figure 11, we also show a case study of code snippet, with the induced trees based on CodeBERT, with and without bias injected. From this figure, we can see that several motif structures have been captured by CodeBERT, e.g., return-images, and self-postprocessor. It verifies the effectiveness of the syntax tree induction.

Summary. The syntax tree of code can be induced by the pre-trained language models for code, to some extent. In addition, extracting parse trees from attention information is more effective than extracting from the contextual representations of pre-trained code models.

6 DISCUSSION

6.1 Observed Findings

Through comprehensive analysis from three perspectives of pre-trained code models, we observe several insightful findings, which may inspire future study. From attention analysis, we find that a word’s attention distribution can align with the AST. The attentions align better with syntax connection in deeper layers than lower layers in the self-attention network. Moreover, we find that there exit position-based heads, which do not consider the context of text. It could suggest that if we remove these heads, it will not affect the final results and we can reduce the number of parameters of the pre-trained models. Then, we find the pre-trained models can embed syntactic information in the hidden layers. All pairs of words know their syntactic distance, and this information is a global structural property of the vector space. Finally, we use a simple tree construction algorithm to induce a syntax tree from pre-trained models. The results indicate that the pre-trained model such as CodeBERT is capable of perceiving the syntactic information to a certain extent when training on a large corpus. Our findings suggest that grammatical information can be learned by the pre-trained model, which could explain why a pre-trained model such as CodeBERT can achieve promising results in a variety of source code related downstream tasks such as code summarization, code search, and clone detection.

```python
def copy_obs_dict(obs):
    return {k: np.copy(v) for k, v in obs.items()}
```
6.2 Limitations and Future Work

One limitation of our work is that the adopted structural analysis approaches are based on the AST structure of code, which could be just one aspect where the pre-trained models can achieve good results for source code. In our future work, we will investigate how the pre-trained models learn other aspects of source code, such as code tokens, control-flow graphs (CFGs), and data-flow graphs (DFGs). Besides, in this paper, we only investigate two representative self-supervised pre-trained language models for source code, i.e., CodeBERT and GraphCodeBERT. It will be interesting to extent the analysis to other supervised learning models, as well as other deep neural networks (e.g., LSTM and CNN).

With regard to the design of the structural analysis approaches adopted in this paper, one limitation is that the structural probing on word embedding we currently use is relative simple. It would be interesting to develop a deep neural network to learn better mapping functions. Meanwhile, the tree construction algorithm we use is a relatively simple top-down recursive binary tree algorithm. The right-skewness bias we use was originally designed for the constituency trees in natural languages (e.g., English), which can be improved for ASTs. Lastly, the AST structure is more complex than the induced tree, therefore there is still ample room for improvement in the grammar induction algorithm.

7 RELATED WORK

Recently, there has been much effort in interpreting the BERT models in the NLP community. At a high level, these interpretation approaches are developed from two perspectives: (1) interpreting the learned embedding, and (2) investigate whether BERT can learn syntax and semantic information of natural languages. To interpret the learned embedding, Ethayarajh [10] studies whether the contextual information are preserved in the word embedding learned from pre-training models, including BERT, ELMo, and GPT-2. Mickus et al. [26] systematically evaluate the pre-trained BERT using a distributed semantics models. Conneau et al. [6] and Liu et al. [23] design several probing tasks to investigate whether the sentence embedding can capture the linguistic properties.

To investigate the syntax and semantic knowledge in BERT, Tenney et al. [38] develop a series of edge probing tasks to explore how the syntactic and semantic structure can be extracted from different layers of pre-trained BERT. Htut et al. [16] propose to extract implicit dependency relations from the attention weights of each layer/head through two approaches: taking the maximum attention weight and computing the maximum spanning tree. Hewitt and Manning [14] propose a structural probing approach to investigate whether the syntax information are preserved in word representations.

Specially, there also exists another line of work on visualizing attentions to investigate which part of the feature space the model put more focus. Kovaleva et al. [21] study self-attention and conduct a qualitative and quantitative analysis of the information encoded by individual BERT’s heads. Hoover et al. [15] introduce a tool, called exBERT, to help humans conduct flexible, interactive investigations and formulate hypotheses during the model-internal reasoning process. Following this line of research, this paper proposes to extend and adapt the interpretation techniques from the NLP community to understand and explain what feature correlations can be captured by a pre-trained code model in the embedding space.

8 CONCLUSION

In this paper, we have explored the interpretability of pre-trained language models for source code (e.g., CodeBERT, GraphCodeBERT). We conduct a thorough structural analysis from the following three aspects, aiming to give an interpretation of pre-trained code models. First, we analyze the self-attention weights and align the weights with the syntax structure. Second, we propose a structural probing approach to investigate whether the contextual representations in Transformer capture the syntax structure of code. Third, we investigate whether the pre-trained code models have the capability of inducing the syntax tree without training. The analysis in this paper has revealed several interesting findings that can inspire future studies on code representation learning.

Artifacts. All the experimental data and source code used in this work will be integrated into the open-source toolkit NATURALCC [42], which is available at https://github.com/CGCL-codes/naturalcc.
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