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The choice of an exposure schedule that maximizes the uniformity and capacity of a holographic recording medium is of critical importance in ensuring the optimum performance of any potential holographic data storage scheme. We propose a methodology to identify an optimum exposure schedule for photopolymer materials governed by the nonlocal polymerization-driven diffusion model. Using this model, the relationship between the material properties (nonlocality and nonlinearity), the recording conditions and the schedule are clarified. In this way, we provide a first-order comparison of the behavior of particular classes of photopolymer materials for use as holographic storage media. We demonstrate, using the nonlocal polymerization-driven diffusion model, that the exposure schedule is independent of the number of gratings to be recorded and that the optimum schedule may necessitate leaving unpolymerized monomer at the end of the recording process.

1. INTRODUCTION

Photopolymer materials require no chemical postprocessing, exhibit low loss, low scatter, and high diffraction efficiencies (large modulations), and are relatively inexpensive. They therefore possess major advantages in the race to be the medium of choice for both write-once read-many holographic data storage and for the fabrication of bulk and micro holographic optical elements.

When using a photopolymer as a holographic data storage medium, one wishes to choose a recording (exposure) schedule that optimizes the total polymer generated as a direct result of the recording process and at the same time produces $M$ gratings of maximum and ideally equal strength (refractive-index modulation size). Although work has been carried out to examine optimum scheduling experimentally and to compare multiplexing techniques, the material mechanisms involved and their effects on scheduling have not been clarified. The need for highly repetitive experimental procedures is due to the fact that no model has been available that satisfactorily explains the main material response characteristics of photopolymer materials.

The nonlocal polymerization-driven diffusion model (NPDD) was introduced in an attempt to explain, in a single model, all the most significant experimentally observed results, including low and high spatial frequency cutoffs and reciprocity failure. In the NPDD, although diffusion is important in the grating-formation process, high spatial frequency cutoff is explained by assuming that chains grow away from their point of initiation. This material model is in the process of development, and its full range of validity, especially when combined with rigorous electromagnetic models, is being explored. However, the NPDD has allowed the quantitative comparison of different materials and has provided insights into the behavior of photopolymer materials.

The two-harmonic version of this model has a significant range of validity and can be used to derive approximate analytic solutions. It has been used in conjunction with Kogelnik’s first-order coupled-wave model to characterize photopolymer materials. Combined with rigorous electromagnetic methods, the NPDD has also been applied recently to examine commercial holographic materials for use in the fabrication of waveguide components. In this paper, the two-harmonic NPDD is used to derive an optimum exposure schedule for a holographic storage medium. For the sake of brevity, we will not review all the physical assumptions used in the derivation of the NPDD.

We summarize the problem as follows:

(a) We wish to produce $M$ sinusoidal gratings in a single material layer of equal refractive-index modulation.
(b) We wish to optimize the total polymer generated, thus optimizing the modulation of each grating.

In order to solve this problem, we assume the following:

1. The NPDD (with a Gaussian response function) is valid for some class of photopolymer materials. This assumption is supported by the model’s agreement with experimental results, carried out with different recording materials. More specifically, we assume that the approximate two-harmonic analytic solutions are valid.

In this paper, we validate these analytic expressions for low-exposure recordings.
2. The monomer concentration distribution equalizes through diffusion, between exposures. In recent papers, it has been demonstrated that, despite the relatively slow diffusion processes that may take place in different materials:

(a) Staggered exposures followed by repeated relaxation periods can be used to overcome constraints placed on photopolymer materials due to reciprocity failure.22

(b) We have previously reported measurements23 of the relaxation of a strongly exposed acrylamide-based material containing both uncrosslinked polymer and monomer distributions. We have shown that complete relaxation can require several minutes. In the analysis presented here, we place no constraint on the relaxation time necessary. Furthermore, we assume no variation of the diffusion constant as a function of exposure. We simply assume that sufficient time is allowed for full monomer relaxation to take place and that any change in the diffusion constant is equivalent to a change in the $R$ parameter; see Eq. (3). It must be noted that, in a commercial data storage system, allowing for long relaxation times between exposures may be impractical. It appears, however, that the analysis presented here might be modified, following the form of analysis presented in Ref. 23, to model a situation of partial/incomplete material relaxation between exposures.

3. Although ultimately diffraction efficiency defines output signal strength, we assume it can be controlled independently of grating formation by varying layer thickness. Therefore we assume that an ideal uniform volume grating is formed and we can ignore (i) grating nonuniformities, (ii) layer shrinking/swelling, (iii) induced surface-relief gratings, (iv) that, during each exposure, no previously recorded grating is replayed, and (v) that scatter by the material is negligible before and after recording.7 In this case, by varying the grating thickness (layer depth), the diffraction efficiency and angular selectivity can be controlled. We note that commercially available storage media have been reported that exhibit extremely good behavior.10

Finally, we note that the analysis presented here is based on the storage of a highly idealized data pattern, i.e., exposure with a maximum fringe visibility, $V = 1$, sinusoidal interference pattern. The inclusion of a nonlinear material effect does, however, mean that, effectively, a spectrum of gratings, simultaneously recorded, is modeled. Our predictions for several combinations of material and recording parameters are presented, where the parameters used are of the same order of magnitude as those determined experimentally.8,14 In this way, we present a first-order study of the behavior of particular classes of photopolymer materials for use as holographic storage media.

2. THEORETICAL ANALYSIS: MATERIAL CHARACTERISTICS

Assume a sinusoidal interference pattern of amplitude $I_0$, period $\Lambda$, and fringe visibility $V = 1$ is used for the $i$th exposure, of duration $t_i$, of a holographic material with an initially uniform monomer concentration, $u_0^i(0)$.

Since the initial monomer distribution is uniform, all higher monomer harmonics are assumed negligible, i.e., $u_0^{(i)}(0) = 0$. In the two-harmonic NPDD approximation,14–16 the analytic solution found for the average, or zero-order harmonic, of monomer concentration is of the form

$$u_0^i(\xi) = u_0^{(i)}(0) \times \tilde{u}_0(\xi), \quad (1a)$$

where $\xi = F_0t_i/\Lambda_0^{(i)}$,13,14 which is related to the $i$th exposure energy, $E_i = I_0t_i$, $\kappa$ is a constant, and where we previously derived the dimensionless factor,15

$$\tilde{u}_0(\xi) = \exp\left[-(W + f_0)\frac{\xi}{2} \cosh\left(\frac{B \xi}{2}\right)\right] \times \left[\frac{W - f_0}{B} \sinh\left(\frac{B \xi}{2}\right)\right]. \quad (1b)$$

For the sake of brevity, we have introduced the parameters $W = S(f_0 + f_2/2) + R$ and $B = [(W - f_0)^2 + 2f_0^2S]^{1/2}$, where

$$S = \exp(-K^2\sigma^2), \quad (2)$$

$$R = D\kappa^2/F_0 = R_0/(I_0^2\Lambda^2). \quad (3)$$

$\sigma$ quantifies the effects of nonlocal polymerization due to chain growth (propagation) away from the point of initialization.13 $K = 2\pi/\Lambda$ is the grating vector magnitude. $D$ is the diffusion constant of the monomer inside the material, which is assumed not to change during exposure, and therefore $\alpha = 0.13$. $F_0$, the rate of polymerization, has been assumed to be either a linear function of the illumination intensity $I_0$ or a function of the illumination intensity $I_0$ raised to the power $\gamma = 1/2.14,15$ The parameters $(f_0, f_1, f_2)$ are Fourier coefficients introduced to take account of $\gamma$.14 We assume $F_0$ does not vary as a function of time.

The corresponding expression for the first-harmonic polymer concentration is

$$N_1^{(i)}(\xi) = u_0^{(i)}(0) \times \tilde{N}_1(\xi). \quad (4a)$$

Once again, we emphasize the dependence on the initial concentration of monomer and define the dimensionless function,15

$$\tilde{N}_1(\xi) = \frac{4f_1S}{(W + f_0)^2} \left[R + \exp\left(\frac{(W + f_0)\xi}{2}\right)\right] \times \left[\frac{L}{B} \sinh\left(\frac{B \xi}{2}\right) - R \cosh\left(\frac{B \xi}{2}\right)\right]. \quad (4b)$$

$L = (f_0 - R)R + [-f_0^2 + (f_0 + f_2/2)(2f_0 - R)]S$.

We assume the first-harmonic amplitude of the grating refractive-index modulation is linearly proportional to this polymer concentration.13–16

In order to observe the general characteristics of materials governed by these equations, we first present a set of four growth curves, Figs. 1(a) and 1(b) and Figs. 2(a) and 2(b). These show the variation of $N_1$ as a function of $\xi$, for a representative range of material $(D, \sigma, \alpha, \gamma, \kappa)$ and exposure $(I_0, t, \Lambda, V)$ parameters. In each figure, two curves are shown, for the cases (i) $R = 10$ and (ii) $R = 0.1$. From the definition of $R$ given in Eq. (3), we see
that each of these growth curves can be produced in several different physical situations. For example, keeping the spatial frequency (grating period) and exposing intensity constant, we could set (i) \( D = 10F_0 \Rightarrow R = 10 \) and then set (ii) \( D = F_0/10 \Rightarrow R = 0.1 \). However, situations having exactly the same \( R \) values occur for completely different recording situations. For example, keeping the material parameters \( D \) and \( \kappa \) constant, and (i) choosing an initial \( I_0^jA^2 \) value for which \( R = 10 \), we could then set (ii) \( I_0^jA^2 \) to a different value 100 times larger, giving \( R = 0.1 \). We further note that \( R \) can be maintained at a constant value even if the exposing period varies, since this can be compensated for by a variation of the exposing intensity, while the corresponding \( \xi \) values can remain unchanged by varying the exposure time \( t \). In general, a material with a high \( R \) value would be expected to produce a high-fidelity recording, while as \( R \) decreases, higher-order grating harmonics will be generated, most noticeably during long exposures.\(^{14,15}\)

From Figs. 1 and 2, we see that, as \( R \) increases, both the maximum value attained by \( N_1 \) increases and the value at which \( N_1 \) reaches its maximum value, \( \xi_M \), increases. For \( R = 10 \), the maximum always occurs beyond the range of the figures, \( \xi > 10 \), while in all cases shown, when \( R = 0.1 \), a clear maximum always occurs for \( \xi < 3 \). This is significant when we later discuss data storage scheduling.

The effects of varying \( S \) and \( \gamma \) are also explored in these figures. In Fig. 1(a) and Fig. 2(a), \( S = 1 \) (local: \( \sigma = 0 \) and \( \gamma = 1/2 \) (linear). In Fig. 1(b) and Fig. 2(b), the materials are assumed to exhibit significant nonlocal behavior with \( S = 0.265 \) and thus \( \sigma/\Lambda^2 = 1/8 \). Examining the figures, we note that, as \( S \) decreases (\( \sigma/\Lambda^2 \) increasing), the polymer-concentration growth curves decrease in size and the \( R = 10 \) and \( R = 0.1 \) curves become more similar in size. Furthermore, the smaller the value of \( S \), the more slowly the material reaches its final steady-state value.

Finally, in Fig. 1, \( \gamma = 1 \), while in Fig. 2, \( \gamma = 1/2 \). We can therefore observe the effects of a nonlinear material response to the illuminating intensity. We note that the smaller the value of \( \gamma \), the lower the \( N_1 \) growth curve maxima. Using the analytic expression and this range of \( \gamma \) values, \( \gamma \) is observed to have relatively little effect on the results.\(^{17}\)
The validity of the analytic expressions, derived retaining only two harmonics, has previously been discussed in the case when it is assumed exposure continues until effectively all monomer present is polymerized, i.e., when \( \xi \) is large. An indication of the range of validity and accuracy can be provided using the percentage difference between the four- and two-harmonic NPDD prediction of \( N_1 \),

\[
\text{% error} = \frac{N_1(4\text{-harmonic}) - N_1(2\text{-harmonic})}{N_1(4\text{-harmonic})} \times 100.
\]

(5)

It has previously been shown that, in all cases for which either \( R > 1 \) or \( S < 0.25 \), relatively good agreement, i.e., \( \% \) error \(< 10\% \), occurs for long exposures; however, care must be taken to retain sufficient harmonics to ensure convergence for highly nonlinear and nonlocal materials. No examination of the performance of the approximate analytic solutions, for the case when \( \xi \) is small, has previously been undertaken. We note that this case will be particularly important when many weak gratings are to be stored sequentially in a single medium. Therefore we compare the same material cases in Figs. 3 and 4 as were examined in Figs. 1 and 2. Following the procedure used previously, we plot the percentage error in \( N_1 \) (% error), over the ranges \(-2 < \log_{10} R < +2\) and \(0.1 < S < 1\), when \( \xi = 0.1 \) and 1. Examining the results in Figs. 3 and 4, we note that, for the shorter exposures, the % error is at least an order of magnitude smaller than for the long-exposure case, \( \xi > 10\), previously examined.

In keeping with the previous results, the errors are always smallest when \( R > 1 \) and \( S < 0.25 \). Significantly, we note that, as \( \gamma \) decreases, the % error increases by a factor of \(-10\), for shorter exposures.

The most significant result of this analysis is that the analytic expressions are reasonably accurate over useful ranges of \( \xi, S, R \) and \( \gamma \), and can therefore be used to estimate the holographic data storage schedule. We note that the results presented here reinforce and complement the detailed theoretical and experimental results presented elsewhere and can be best appreciated in that fuller context.

3. THEORETICAL ANALYSIS: OPTIMUM DATA STORAGE SCHEDULE

As discussed in the introduction, we assume sufficient time is available between exposures to allow the monomer distribution to completely equalize through diffusion. In this case, \( u_0^{(i)}(\xi_i) \), the average monomer concentration at the end of the \( i \)th exposure, is the starting monomer concentration for the \((i + 1)\)th grating, and, in general, we can write that
The gratings be equal; therefore left over after the previous recording. We require that all continuous recording, $\xi = \xi_1$.

Similarly, for the $i$th exposure polymer concentration,

$$N_1^{(i)}(\xi_i) = u_0^{(i-1)}(\xi_{i-1})N_1(\xi_i).$$

Therefore $N_1^{(i)}(\xi_i)$ depends on the monomer concentration left over after the previous recording. We require that all the gratings be equal; therefore

$$u_0^{(i)}(\xi_i) = u_0^{(i-1)}(\xi_{i-1}) \times \bar{u}_0(\xi_i) = u_0^{(i)}(0) \times [\bar{u}_0(\xi_i) \\
\times \bar{u}_0(\xi_2) \times \ldots \times \bar{u}_0(\xi_{i-1})] \times \bar{u}_0(\xi_i).$$

(6)

In previous papers, it has been assumed that $u_0^{(i)}(0) = 100$, and we have then studied the case of a single continuous recording, $\xi = \xi_1$.

Since as much of the dynamic range as possible should be used, $N_1^{\text{TOT}}$ must be maximized.

Combining Eqs. (6), (7), and (8), it can be shown that

$$\frac{\partial N_1(\xi)}{\partial \xi} \bigg|_{\xi = \xi_M} = 0.$$  

(11)

$\xi_M$ can be found using any standard root-finding procedure. The $\xi_M$ values for $R = 0.1$ are shown in Figs. 1 and 2. Choosing this value, we have automatically found the exposure, which maximizes the amplitude of the last grating. Substituting this value into Eq. (10), $\xi_{M-1}$ can be found, and so on.

Once the complete set of $\xi_i$ values is found for the $M$ gratings, the associated polymer-concentration harmonic strength $N_1^{(i)}(\xi_i)$ can then be found by first substituting the $\xi_{i-1}$ values back into the monomer formula, to give the initial monomer concentration for the $i$th exposure, $u_0(\xi_{i-1})$, and then calculating the polymer-concentration value. A flowchart representation of this scheduling procedure is given in Fig. 5.

Regarding the accuracy of our schedule results, we note that $\xi_M$ is both the first and the largest $\xi$ value to be estimated. The analytic expressions will therefore, in general, be most inaccurate in estimating it. Since an iterative technique is being used, any error introduced in this first value will affect the entire schedule, so $\xi_M$ should ideally be found to a high degree of accuracy. This may necessitate the use of higher-order harmonic analysis or

Table 1. Exposures for Maximum $N_1$, % error = 100[$\xi_M(4) - \xi_M(2)$]/$\xi_M(4)$

| $S(\sigma)$ | Four-Harmonic $\xi_M(4)$ | Two-Harmonic Analytic $\xi_M(2)$ | % Error | $\xi_M(4)$ | Two-Harmonic Analytic $\xi_M(2)$ | % Error |
|-------------|--------------------------|----------------------------------|----------|-------------|----------------------------------|----------|
| Local: $S(0) = 1$ | 1.65 | 1.35 | 18% | 1.48 | 1.34 | 9.5% |
| Nonlocal: $S = 0.265$ | 2.4 | 2.42 | 0.8% | 2.41 | 2.42 | 0.4% |
Fig. 6. $\xi_i$ plotted as a function of $i$ for different numbers of exposures $M$. $R = 0.1, \gamma = 1$ (linear), $S = 1$ (local case). Also see Tables 2 and 3.

Table 2. Schedules and Grating Strengths$^a$

| $i$ | $M$ | $\xi_i$ | $N_{1}^{(1)}(\xi_i)$ | $u_{0}^{(1)}(\xi_i)$ | $N_{1}^{TOT}$ |
|-----|-----|---------|----------------|----------------|-------------|
| 1   | 1   | 0.43    | 0.28           | 0.68           | 0.57        |
| (2) | 1.36| 0.25    |
| 1   | 0.29| 0.76    |
| 2   | 0.43| 0.22    | 0.52           | 0.65           |
| (3) | 1.36| 0.20    |
| 1   | 0.22| 0.81    |
| 2   | 0.29| 0.18    | 0.62           | 0.71           |
| 3   | 0.43| 0.42    |
| (4) | 1.36| 0.16    |
| 1   | 0.18| 0.84    |
| 2   | 0.22| 0.69    |
| 3   | 0.29| 0.15    | 0.52           | 0.75           |
| 4   | 0.43| 0.37    |
| (5) | 1.36| 0.14    |

$^a u_{0}(0) = 1$, $V = 1$, $\alpha = 0$. Also see Fig. 1(a).

direct solution of the partial differential equations.$^8$ In Table 1, the accuracy of the value of $\xi_M$ calculated using the analytic function when $R = 0.1$ is tested. The $\xi_M$ values obtained when retaining four or two harmonics, $\xi_M(4)$ and $\xi_M(2)$, and the percentage error between these values are tabulated for our four representative cases. As both $S$ and $\gamma$ decrease in size, corresponding to stronger nonlocal and nonlinear effects, the accuracy of the second-harmonic $\xi_M$ estimate increases. In this paper, we assume these values are sufficiently accurate to provide a good first-order estimation of the optimum schedule.

4. HOLOGRAPHIC DATA STORAGE: RESULTS

We now present and discuss the optimum data storage schedules, which can be produced in the materials whose general characteristics have been examined in Figs. 1–4 above.

We first apply our algorithm to the case when $R = 0.1, \gamma = 1$ (linear: $f_0 = 1, f_1 = 1, f_2 = 0$), and $S = 1$ (local: $\sigma = 0$). We start by examining the behavior of the medium for low numbers ($M < 8$) of recorded gratings. The optimum schedules when $M = 2, 4,$ and 7 are illustrated in Fig. 6, and a detailed set of predictions is presented in Table 2, for $M = 2, 3, 4,$ and 5. Table 2 is organized as follows:

1. In the first column, we list the sequence of gratings, the bold numbers (in parentheses) indicating the total number of exposures.

2. In the second column, we give the values of $\xi_i$ for each exposure. Examining the schedule, it is immediately clear that, for different values of $M$, the same $\xi_i$ values reoccur.

3. In the third column are listed the first-harmonic values obtained when retaining four or two harmonics, $\xi_i^{(1)}$, in each grating (which are identical for uniform strength).

4. In the fourth column are listed the monomer concentrations remaining after each exposure. The values in italics in this column are the unused monomer concentrations left after the last exposure. We note that this quantity decreases as $M$ increases.

5. The values in the last column, on the right-hand side, are the total polymer concentrations formed, $N_{1}^{TOT} = M \times N_{1}^{(1)}(\xi_i)$. As can be seen, this value is much larger than the maximum value, which can be recorded in the single continuous exposure, shown for this case in Fig. 1(a). Furthermore, this total amount increases as the number of gratings stored increases.

We note that as $M$ increases, the ratio $\xi_M/\xi_1$ increases dramatically. In practical storage systems, a large variation between the first and last exposures may be undesir-
able. Practical implementations may therefore involve either leaving a significant amount of unpolymerized monomer within the material or the optimization of the recording schedule using criteria different than those proposed here.

These results also hold true when even larger numbers of gratings are recorded. In Table 3, the behavior of this local ($S = 1$) linear ($\gamma = 1$) material, when $M = 10, 50, 100$, and $1000$, is presented. For each value of $R$ the common $\xi_M$, and the values of $\xi_1$ and $N_1$, are given. We note that as $R$ increases, $\xi_M$ increases, while as $M$ increases, $\xi_1$ decreases and $N_1$ decreases, both becoming almost identical for the two $R$ values.

In Table 4, the analogous results for the case of $R = 0.1$ for a nonlocal ($S = 0.265$) linear material ($\gamma = 1$) are presented. The effect of introducing the nonlocality is to increase $\xi_M$ and all the schedule values, while reducing the amplitude of each grating. To illustrate the general validity of our results, we also present results for this material when $R = 100$ and $0.01$. For $R = 100$, $\xi_M = 37.1494$, and when $M = 1000$, $\xi_1 = 0.001000$ and $N_1 = 0.000264943$. When $R = 0.01$, then $\xi_M = 2.2440$, and for $M = 1000$, $\xi_1 = 0.0009997$ and $N_1 = 0.00026476$. Thus the general trends observed for $R = 0.1$ and $R = 10$ hold true.

Next, the nonlinear materials, $\gamma = 1/2$, governed by the behavior shown in Figs. 2(a) and 2(b), are examined. We graph the schedules for $M = 10$, in Fig. 7(a) for $R = 10$, and in Fig. 7(b) for $R = 0.1$. In each figure, the schedules when $S = 1$ and $S = 0.265$ are presented. In Fig. 7(a), only the first nine of the ten $\xi_i$ values are plotted because both $\xi_M$ values are so large (>40; see Tables 5 and 6). In Fig. 7(b), $\xi_i$ is plotted as a function of $i$ for all $M = 10$ exposures. Examining the results, we see that when $R = 10$, the schedules are almost identical for both $S$ values; however, the corresponding $\xi_i$ values are smaller than in the $R = 0.1$ case. The effect of the nonlinearity, $\gamma$, has been to decrease $N_1$ and slightly increase the $\xi_i$ value. The most significant effect of decreasing $S$ is to decrease the grating amplitude achievable by a factor of up to 4.

Once again, to test the range of validity of these results, for the nonlocal ($S = 0.265$) nonlinear ($\gamma = 1/2$) material presented in Table 6, we examine the cases when $R = 100$ and $R = 0.01$. Setting $R = 100$, we get $\xi_M = 40.107288$, and in the case when $M = 1000$, $\xi_1 = 0.001111$ and $N_1 = 0.00017661$. Furthermore, if $R = 0.01$, then $\xi_M = 2.259032$, and for $M = 1000$, $\xi_1 = 0.001110$ and $N_1 = 0.00017646$. Once again, the trends observed for $R = 0.1$ and 10 hold true.

5. CONCLUSIONS

Using the nonlocal polymerization-driven diffusion model, NPDD, we have presented, for the first time to our knowledge, a theoretical methodology that allows an optimum recording schedule to be derived. We have explored the effects of varying $M, R, \gamma,$ and $S$ on both the schedule and the resulting stored grating amplitudes’ sizes for representative parameter values. Our methodology is based on a clear set of physical assumptions and approximations, which we have detailed and discussed.
The results of the analysis include the following:

(a) The individual \( \xi_i \) values in the exposure schedule are independent of the number of gratings to be recorded.

(b) Implementing the optimum schedule may necessitate leaving unpolymized monomer at the end of the recording process, \( u_0(\xi_M) > 0 \).

(c) The effects on the schedule values, \( \xi_i \), of the nonlocal response function becomes most significant as \( i \to M \) and as \( R \) decreases in size. From our results, the largest percentage differences between schedules occur for \( i = M \), \( S = 1 \), and \( R = 0.1 \).

(d) If a good data storage material is characterized by a low ratio between the first and last exposure, \( \xi_M / \xi_1 \), indicating a narrow range of required exposure values, then a material with a low value of \( R \) is best. We recall that a low value of \( R \) implies \( F_0 > D \), and for long exposures, this indicates a lower fidelity recording material (the production of significant higher grating harmonics).

(e) If a good data storage material is primarily characterized by large uniform grating strength, then the more local the material, \( S \to 1 \), and the more linear the material, \( \gamma \to 1 \), the better the material performance.

(f) The value of \( R \) is of decreasing significance as the number of gratings recorded, \( M \), increases. This is particularly true for the \( \xi_i \) values when \( i < M \) and \( M > 100 \).

(g) Having examined the accuracy of the approximate \( N_j \) formulas for the case of short exposures, and also for use in estimating the value of \( \xi_M \), we conclude that more exact numerical techniques will be required to more accurately identify the optimum schedule.

Several possible extensions of both the NPDD and the schedule optimization procedure method presented here are currently being examined. In the case of the NPDD, it has been assumed that a linear relationship exists between monomer concentration and the rate of polymerization. We are currently examining this assumption motivated by the reported variation of \( \kappa \) as a function of \( \xi \) which we have observed in our experimental results. In the case of the schedule optimization algorithm, it is necessary that other optimization criteria and more general exposing intensity patterns be examined. In general, the pre-exposure encoding of data may be used to improve over all holographic data storage system performance. Finally, the effects of imperfections in the recorded gratings, and thus on the readout diffraction efficiency, and the inclusion of relaxation time between exposures, must be explored as constraints on the optimization procedure.
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