AN ALMOST SURE INVARIANCE PRINCIPLE FOR SOME CLASSES OF NON-STATIONARY MIXING SEQUENCES

YEOR HAFOUTA

DEPARTMENT OF MATHEMATICS
THE OHIO STATE UNIVERSITY

Abstract. In this note we (in particular) prove an almost sure invariance principle (ASIP) for non-stationary and uniformly bounded sequences of random variables which are exponentially fast \(\phi\)-mixing. The obtained rate is of order \(o(V_n^{1/2})\) for an arbitrary \(\delta > 0\), where \(V_n\) is the variance of the underlying partial sums \(S_n\). For certain classes of inhomogeneous Markov chains we also prove a vector-valued ASIP with similar rates.

1. Introduction

The central limit theorem (CLT) for partial sums \(S_n = \sum_{j=1}^n X_j\) of stationary real-valued random variables \(\{X_j\}\), exhibiting some type of “weak dependence”, is one of the main topics in probability theory, stating that \((S_n - \mathbb{E}[S_n]) / \sqrt{V_n}\), \(V_n = \text{Var}(S_n)\) converges in distribution towards a standard normal random variable. The almost sure invariance principle (ASIP) is a stronger result stating that there is a coupling between \(\{X_j\}\) and a standard Brownian motion \((W_t)_{t \geq 0}\) such that

\[ |S_n - \mathbb{E}[S_n] - W_{V_n}| = o(V_n^{1/2}), \text{ almost surely} \]

where \(W_{V_n}\) is the value of the Brownian motion at time \(t = V_n\). Both the CLT and the ASIP have corresponding versions for vector-valued sequences. The ASIP yields, for instance, the functional central limit theorem and the law of iterated logarithm (see [18]). While such results are well established for stationary sequences (see, for instance, [18], [1], [20], [19], [16] and [10] and references therein), in the non-stationary case much less is known, especially when the variance (or the covariance matrix) of \(S_n\) grows sub-linearly fast in \(n\). For instance, in [22] a vector-valued ASIP was obtained under conditions guaranteeing that the covariance matrix grows linearly fast. Similar results were obtained for random dynamical systems in [7] and [9], and the ASIP for elliptic Markov chains in random dynamical environment can be obtained similarly. For these models the variance (or the covariance matrix) of the underlying partial sums \(S_n\) grows linearly fast in \(n\) as well, while in [13] a real-valued ASIP was obtained for time-dependent hyperbolic dynamical systems under the assumption that \(\text{Var}(S_n)\) grows faster than \(n^{1/2}\).

In this paper we prove the ASIP for non-stationary, uniformly bounded, real or vector valued exponentially fast \(\phi\)-mixing sequences of random variables\(^1\). Under a certain assumption, which always holds true for real-valued sequences, we obtain the ASIP with rate \(o(s_n^{1/2+\delta})\) for an arbitrary \(\delta > 0\), where in the real-valued case \(s_n = V_n = \text{Var}(S_n)\), while in the vector-valued case\(^2\) \(s_n = \min_{|u| = 1} (\text{Cov}(S_n) u \cdot u)\). Then, in the vector-valued case, we will show that this assumption holds true for several classes of inhomogeneous contracting Markov chains.

\(^1\)We will also assume that \(\lim_{n \to \infty} \phi(n) < \frac{1}{2}\), were \(\phi(\cdot)\) are the, so-called, \(\phi\)-mixing coefficients, so the result holds true when \(\phi(n)\) decays exponentially fast.

\(^2\)Where \(|u|\) is the standard Euclidean norm of a vector and \(u \cdot v\) denotes the standard scalar product of two vectors, regardless of the underlying dimension.
The proof of the results relies on a recent modification of [10] Theorem 1.3, together with a block-partition argument, which in some sense reduces the problem to the case when the variance or the covariance matrix of $S_n$ grows linearly fast in $n$. More precisely, we show that there are “intervals” $I_j = \{a_j, a_j + 1, \ldots, b_j\}$ in the positive integers so that $a_1 = 1$ and $b_j + 1 = a_j$ (i.e. $\mathbb{N} = \bigcup_j I_j$) and the variance (covariance matrix) of each partial sum of the form $\sum_{j=1}^k \Xi_j$, $\Xi_j = \sum_{s \in I_j} X_s$ grows linearly fast in $k$. In this paper the sets $I_j$ will be referred to as “blocks”. Once the blocks $I_j$ are constructed the proof of the ASIP for $S_n$ has two steps: first, we prove the ASIP for the sequence $\tilde{S}_k = \sum_{j=1}^k \Xi_j$ using the modification of [10] Theorem 1.3 and then we approximate $S_n$ by $\tilde{S}_{k_n}$, where $k_n$ is the largest index so that $I_{k_n} \subset \{1, 2, \ldots, n\}$, and show that $k_n \approx s_n = \min_{|u|=1} (\text{Cov}(S_n) u \cdot u)$.

2. Preliminaries and main results

Let $X_1, X_2, \ldots$ be a sequence of zero-mean uniformly bounded $d$-dimensional random vectors defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. For each $j \in \mathbb{N}$, let $\mathcal{F}_j$ denote the $\sigma$-algebra generated by $X_1, \ldots, X_j$ and let $\mathcal{F}_{j, \infty}$ denote the $\sigma$-algebra generated by $X_k$ for $k \geq j$. Recall that the $\alpha$ and $\phi$ mixing coefficients of the sequence are given by

\begin{equation}
\alpha(k) = \sup \{|\mathbb{P}(A \cap B) - \mathbb{P}(A)\mathbb{P}(B)| : A \in \mathcal{F}_j, B \in \mathcal{F}_{j+k, \infty}, j \in \mathbb{N}\}
\end{equation}

and

\begin{equation}
\phi(k) = \sup \{|\mathbb{P}(B|A) - \mathbb{P}(B)| : A \in \mathcal{F}_j, B \in \mathcal{F}_{j+k, \infty}, j \in \mathbb{N}, \mathbb{P}(A) > 0\}.
\end{equation}

Then both $\alpha(\cdot)$ and $\phi(\cdot)$ measure the long range dependence of the sequence $\{X_j\}$ in the sense that $X_j$’s are independent if and only if both sequences $\alpha(\cdot)$ and $\phi(\cdot)$ are identically zero.

We will assume here that there are constants $C > 0$, $\delta \in (0,1)$ and $n_0 \in \mathbb{N}$ so that

\begin{equation}
\alpha(n) \leq C \delta^n, \text{ for all } n \in \mathbb{N}
\end{equation}

and

\begin{equation}
\phi(n) < \frac{1}{2}.
\end{equation}

These are the mixing (weak-dependence) assumptions discussed in Section 11.

2.1. Remark. It is clear from the definitions of $\alpha(k)$ and $\phi(k)$ that $\alpha(k) \leq \phi(k)$. Hence, both conditions (2.3) and (2.4) are in force when $\phi(n) \leq C \delta^n$ for some $C > 0$ and $\delta \in (0,1)$. Note also that for Markov chains, condition (2.4) already implies that $\phi(n)$ decays exponentially fast to 0, and so in this case (2.4) implies (2.3). In any case, all the result in this paper are new even when $\phi(n)$ decays exponentially fast.\footnote{In fact, this was the main mixing assumption in a previous version of this paper https://arxiv.org/abs/2005.02915v3}

Next, for each $n \in \mathbb{N}$ set

$$S_n = \sum_{k=1}^n X_k$$

and put $V_n = \text{Cov}(S_n)$ (which is a $d \times d$ matrix). For all $n, m \in \mathbb{N}$ so that $n \leq m$ set

$$S_{n,m} = \sum_{j=n}^m X_j, \quad V_{n,m} = \text{Cov}(S_{n,m}), \quad s_n = \min_{|u|=1} (V_n u \cdot u)$$

where $|u|$ denotes the Euclidean norm of a vector $u \in \mathbb{R}^d$ and $u \cdot v$ denotes the standard scalar product of two vectors $u, v \in \mathbb{R}^d$. Then in the scalar case $d = 1$ we have $s_n = V_n = \text{Var}(S_n)$.

Next, for a random variable $Z : \Omega \to \mathbb{R}^d$ and a number $p \in [1, \infty)$ let us denote $\|Z\|_{L^p} = (\int |Z(\omega)|^p d\mathbb{P}(\omega))^{1/p}$. We consider here the following condition.
2.2. Assumption. There are constants $C_1, C_2 \geq 1$ with the following property: for every pair of positive integers $n$ and $m$ so that $n \leq m$ and $\|S_{n,m}\|_{L^2} \geq C_1$ we have

$$\max_{|u|=1}(V_{n,m}u \cdot u) \leq C_2 \min_{|u|=1}(V_{n,m}u \cdot u).$$

This assumption trivially holds true for real-valued sequences, and in Section 5 we will verify it for certain classes of additive vector-valued functionals $X_j = f_j(\xi_j)$ of inhomogeneous “sufficiently contracting” Markov chains $\{\xi_j\}$. Note also that

$$V_{n,m}u \cdot u = \text{Var}(S_{n,m} \cdot u)$$

and so Assumption 2.2 gives us a certain type of uniform control over these variances.

Our main result here is the following:

2.3. Theorem. Under Assumption 2.2 we have the following. Suppose that (2.3) and (2.4) hold true and that $\lim_{n \to \infty} s_n = \infty$. Then for every $\varepsilon > 0$ there is a coupling between $X_1, X_2, \ldots$ and a sequence of independent zero-mean Gaussian random vectors $Z_1, Z_2, \ldots$ so that

$$\left| S_n - \sum_{j=1}^n Z_j \right| = o(s_n^{1/4+\varepsilon}), \text{ almost surely.}$$

Moreover, there is a constant $C = C_\varepsilon > 0$ so that for all $n \geq 1$ and a unit vector $u \in \mathbb{R}^d$,

$$\|S_n \cdot u\|_{L^2}^2 - C s_n^{1/2+\varepsilon} \leq \left\| \sum_{j=1}^n Z_j \cdot u \right\|_{L^2}^2 \leq \|S_n \cdot u\|_{L^2}^2 + C s_n^{1/2+\varepsilon}.$$  

2.4. Remark.

(i) In the scalar case $d = 1$, (2.6) yields that the difference between the variances is $O(V_n^{\frac{1}{2}+\delta})$. Thus, using (2.6) together with [12, Theorem 3.2 A], we conclude that in the scalar case, for every $\varepsilon > 0$ there is a coupling of $\{X_n\}$ with a standard Brownian motion $\{W_t : t \geq 0\}$ so that

$$\sum_{j=1}^n X_j - W_{V_n} = o(V_n^{\frac{1}{4}+\varepsilon}), \text{ a.s.}$$

A corresponding result in the vector-valued case seems less plausible because in the non-stationary setup the structure of the covariance matrix $V_n$ does not stabilize as $n \to \infty$, which makes it less likely that we can approximate $S_n$ by a single Gaussian process like a standard $d$-dimensional Brownian motion.

(ii) For stationary sequences $\{X_n\}$, it was shown in [20, Theorem 1.4] that if $\phi(n) \ll \ln^{-r} n$ and $E[|X_n|^{2+\delta}] < \infty$ for some $\delta > 0$ and $r > (2 + \delta)/(2 + 2\delta)$, then there is a coupling of $\{X_n\}$ with a standard Brownian motion so that the left hand side of (2.5) is of order $o(V_n^{1/2} \ln^{-\theta} V_n)$ for an arbitrary $0 < \theta < (r(1+\delta))/(2(2+2\delta)) - \frac{1}{4}$. In comparison with [20], we get better ASIP rates in the non-stationary case, but only for uniformly bounded exponentially fast $\alpha$-mixing sequences such that $\lim_{n \to \infty} \phi(n) < \frac{1}{2}$. (iii) We would like to stress that even in the scalar case $d = 1$ no growth rates on the variance (such as $V_n \geq n^s$) are required in Theorem 2.3. This is in contrast, for instance, with [13] where it was assumed that $V_n \geq n^{\frac{3}{2}+\delta}$, and [10] and [22] where a linear growth was assumed. Note that in the latter papers vector-valued variables were considered.

(iv) Many papers about the ASIP rely on martingale approximation (e.g. [13] and [22]). However, to the best of our knowledge, the best rate in the vector-valued case that can be achieved using martingales (in the stationary case) is $o(n^{1/3}(\log n)^{1+\varepsilon}) = o(s_n^{1/3}(\log s_n)^{1+\varepsilon})$ (see [4]), and

\footnote{However, $s_n$ can still grow arbitrarily slow.}
so an attempt to use existing results for martingales seems to yield weaker rates than the ones obtained in Theorem 2.3

3. A linearization of the growth rate of the covariance matrix

The main step in the proof of Theorem 2.3 is to make a certain reduction to the case when $s_n = \min_{|u|=1} (V_n u \cdot u)$ grows linearly fast in $n$. This is the content of the following result.

3.1. Proposition. Suppose that $\sum_{m=1}^{\infty} (\alpha(m))^{-2/p} < \infty$ for some $p > 2$ and that $\lim_{n \to \infty} s_n = \infty$. Then there are constants $A_1, A_2 > 0$ and disjoint sets $I_j = \{a_j, a_j + 1, \ldots, b_j\} \subset \mathbb{N}$ whose union cover $\mathbb{N}$ (so that $a_1 = 1$ and $a_{j+1} = b_j + 1$ for all $j$) and for all $j \in \mathbb{N}$ and a unit vector $u$ we have

$$A_1 \leq \left\| \sum_{k \in I_j} X_k \cdot u \right\|_{L^2} \leq \max_{m \in I_j} \left\| \sum_{k=a_j}^{m} X_k \cdot u \right\|_{L^2} \leq A_2. \tag{3.1}$$

and so

$$\sup_{j \in \mathbb{N}} \max_{m \in I_j} \left\| \sum_{k=a_j}^{m} X_k \right\|_{L^2} \leq A_2. \tag{3.2}$$

Moreover, let $k_n = \max\{k : b_k \leq n\}$ and set $Z_j = \sum_{k \in I_j} X_k$. Then the following statement hold true.

(i) There are constants $R_1, R_2 > 0$ so that for every $n$ large enough and all unit vectors $u$,

$$R_1 k_n \leq \text{Var}(S_n \cdot u) = \text{Cov}(S_n \cdot u) \cdot u \leq R_2 k_n. \tag{3.3}$$

(ii) If also (2.4) is valid, then for every $\varepsilon > 0$ we have

$$\left| S_n - \sum_{j=1}^{k_n} Z_j \right| = o(s_n^\varepsilon), \ \mathbb{P} - a.s. \tag{3.4}$$

Proof of Proposition 3.1

First, let us fix some unit vector $u_0$, and set $\xi_j = X_j \cdot u_0$. For every finite $M \subset \mathbb{N}$ set

$$S(M) = \sum_{j \in M} X_j \cdot u_0 = \sum_{j \in M} \xi_j.$$

Next, let $A > 1$ and $r \in \mathbb{N}$ be sufficiently large constants which are yet to be determined. Let us construct a sequence $M_j$, $j \in \mathbb{N}$ of intervals (blocks) in the positive integers as follows. Let $p_1$ be the first index $p$ so that $\| \sum_{j=1}^{p} \xi_j \|_{L^2} \geq \sqrt{A}$ and set $M_1 = \{1, 2, \ldots, p_1\}$. Next, given that $M_j = \{q_j, q_j + 1, \ldots, p_j\}$ was constructed we define $q_{j+1} = p_j + r$ and $M_{j+1} = \{q_j, q_j + 1, \ldots, p_{j+1}\}$, where $p_{j+1}$ is the first index $p \geq q_{j+1}$ so that $\| S(\{q_{j+1}, \ldots, p\}) \|_{L^2} \geq \sqrt{A}$. Then the blocks $M_j = \{q_j, q_j + 1, \ldots, p_j\}$ satisfy the following properties:

1. $M_1$ contains $1$ and for each $j$ the block $M_j$ is to the left of $M_{j+1}$, and $\min M_{j+1} - \max M_j = r$;

2. For each $j$ we have $\sqrt{A} \leq \| S(M_j) \|_{L^2} \leq \sqrt{A} + L$, $L = \sup_{n}(\text{ess-sup}|X_n|)$ and

$$\max_{s \in M_j, s < p_j} \| S(\{q_j, q_j + 1, \ldots, s\}) \|_{L^2} < \sqrt{A} \leq \| S(M_j) \|_{L^2}. \tag{3.5}$$

Next, let us define $I_j = M_j + \{0, 1, \ldots, r-1\}$. Then the block $I_j$ is to the left of $I_{j+1}$ and the union of the $I_j$’s cover $\mathbb{N}$. Thus we can write $I_j = \{a_j, a_j + 1, \ldots, b_j\}$ with $a_{j+1} = b_j + 1$ and $a_1 = 1$.

We will break down the rest of the proof of Proposition 3.1 into a few steps. Between the steps we will introduce appropriate restrictions on $r$ and $A$, and the sets $I_j$ corresponding to appropriate choices of $r$ and $A$ will satisfy all the properties described in Proposition 3.1.

\footnote{Note that this series converges when (2.3) holds true.}
The first result we need is the following:

3.2. Lemma. For every \( p > 2 \) there is a constant \( C_p \geq 1 \) which does not depend on \( A \) or \( r \) so that for every \( 1 \leq i < j \) we have

\[
|\text{Cov}(S(M_i), S(M_j))| \leq C_p \left\| S(M_i) \right\|_{L^2} \left\| S(M_j) \right\|_{L^2} (\alpha(r(j - i)))^{1-2/p}.
\]

Proof. By applying [11, Corollary A.2] we get that

\[
|\text{Cov}(S(M_i), S(M_j))| \leq 8 \left\| S(M_i) \right\|_{L^p} \left\| S(M_j) \right\|_{L^p} (\alpha(r(j - i)))^{1-2/p}.
\]

On the other hand, since (2.4) holds, by applying [15, Theorem 6.17], taking into account that \( X_j \) are uniformly bounded and using (3.5) we get that

\[
\|S(M_i)\|_{L_p} \leq A_p (1 + \|S(M_i)\|_{L^2})
\]

where \( A_p \geq 1 \) is a constant that depends only on \( p, n_0 \) from (2.4) and \( \varepsilon = \frac{1}{2} - \phi(n_0) \). Now the proof is completed by recalling that \( \|S(M_j)\|_{L^2} \geq \sqrt{A} \geq 1 \) (and so we can take \( C_p = 32A_p \)). \( \square \)

Next, let \( p \) be as in Proposition 3.1. Since \( \sum_{m=1}^{\infty} (\alpha(m))^{1-2/p} < \infty \) there exists \( r_0 \in \mathbb{N} \) so that\(^6\)

\[
4C_p \sum_{m=1}^{\infty} (\alpha(r_0m))^{1-2/p} \leq 1
\]

where \( C_p \) is the constant from Lemma 3.2. Henceforth we will set \( r = r_0 \).

The second result we need is as follows.

3.3. Lemma. If the sets \( \{M_j\} \) are constructed with \( r = r_0 \) so that (3.8) holds true, then for every \( k \in \mathbb{N} \) we have

\[
\frac{1}{2} \sum_{i=1}^{k} \text{Var}(S(M_i)) \leq \text{Var}(S(M_1 \cup M_2 \cup \cdots \cup M_k)) \leq \frac{3}{2} \sum_{i=1}^{k} \text{Var}(S(M_i)).
\]

Proof. First,

\[
\text{Var}(S(M_1 \cup M_2 \cup \cdots \cup M_k)) = \sum_{i=1}^{k} \|S(M_i)\|_{L^2}^2 + 2 \sum_{1 \leq i < j \leq k} \text{Cov}(S(M_i), S(M_j)).
\]

Next, set \( \gamma(k) = (\alpha(k))^{1-2/p} \). Then by (3.6),

\[
2 \sum_{1 \leq i < j \leq k} |\text{Cov}(S(M_i), S(M_j))| \leq 2C_p \sum_{1 \leq i < j \leq k} \gamma(r(j - i))\|S(M_i)\|_{L^2}\|S(M_j)\|_{L^2}
\]

\[
\leq C_p \sum_{1 \leq i < j \leq k} \gamma(r(j - i))\|S(M_i)\|_{L^2}^2 + \|S(M_j)\|_{L^2}^2 = C_p \sum_{j=2}^{k} \|S(M_j)\|_{L^2}^2 \sum_{i=1}^{j-1} \gamma(r(j - i)) +
\]

\[
C_p \sum_{i=1}^{k} \|S(M_i)\|_{L^2}^2 \sum_{j=i+1}^{k} \gamma(r(j - i)) \leq \left( 2C_p \sum_{m \geq 1} \gamma(r_m) \right) \sum_{j=1}^{k} \|S(M_j)\|_{L^2}^2.
\]

The proof is completed using that \( 2C_p \sum_{m \geq 1} \gamma(r_m) \leq \frac{1}{2} \).

Next, let \( r_0 \) satisfy (3.9) and set \( Q_0 = 2C_p r_0 d^2 L^2 \sum_{m \geq 1} (\alpha(m))^{1-2/p} + (r_0 d L)^2 \), where \( d \) is the dimension of the random vectors \( X_j \). For each \( A \) set

\[
Q(A) = Q(A, r_0, p, L) = Q_0 + 2 \sqrt{3AQ_0}.
\]

\(^6\)Indeed \( \sum_{m=1}^{\infty} (\alpha(r_m))^{1-2/p} \leq \sum_{m=r}^{\infty} (\alpha(m))^{1-2/p} \rightarrow 0 \) as \( r \rightarrow \infty \).
Then \(Q(A)/A \to 0\) as \(A \to \infty\). Let \(A_0 > 1\) be so that for all \(A \geq A_0\) we have
\[
\sqrt{A} \geq 2r_0 dL, \ A \geq 4Q(A) \quad \text{and} \quad (\sqrt{A} + L)^2 \leq 2A.
\]
Note that the second restriction on \(A\) guarantees that \(A \leq \text{Var}(S(M_j)) \leq 2A\) for each \(j\).

The last auxiliary result we need before completing the proof of Proposition \ref{thm:3.1} is as follows.

3.4. **Lemma.** Suppose that the sets \(M_j\) are constructed with \(r = r_0\) so that \((3.9)\) holds true and with \(A \geq A_0\). Fix some \(k \in \mathbb{N}\) and set \(A_1 = M_1 \cup M_2 \cup \cdots \cup M_k\) and \(A_2 = I_1 \cup I_2 \cup \cdots \cup I_k\). Then,
\[
(3.11) \quad \left| \frac{\text{Var}(S(A_2))}{\text{Var}(S(A_1))} - 1 \right| \leq \frac{2Q(A)}{A} \leq \frac{1}{2}.
\]

**Proof.** Let \(X = S(A_1)\) and \(Y = S(A_2) - X\). Then
\[
\text{Var}(X + Y) = \text{Var}(X) + \text{Var}(Y) + 2 \text{Cov}(X, Y)
\]
and so by the Cauchy-Schwarz inequality,
\[
(3.12) \quad |\text{Var}(X + Y) - \text{Var}(X)| \leq \text{Var}(Y) + 2(\text{Var}(X)\text{Var}(Y))^{1/2}.
\]

Now, by Lemma \ref{lem:3.3}
\[
(3.13) \quad \frac{A}{2}k \leq \sum_{j=1}^{k} \text{Var}(S(M_j)) \leq \text{Var}(X) \leq \sum_{j=1}^{k} \frac{2}{3} \text{Var}(S(M_j)) \leq 3Ak
\]
where we have used that \(A \leq \text{Var}(S(M_j)) \leq 2A\). On the other hand, let \(D_j = I_j \setminus M_j\). Then \(Y = \sum_{j=1}^{k} S(D_j)\) and so
\[
\text{Var}(Y) = \text{Cov}(Y, Y) \leq \sum_{j=1}^{k} |\text{Cov}(S(D_j), Y)|.
\]

Now, fix some \(j\) and write \(D_j = \{d_j + 1, \ldots, d_j + r - 1\}\). Then
\[
|\text{Cov}(S(D_j), Y)| \leq \sum_{m \leq d_j} |\text{Cov}(S(D_j), X_m)| + \sum_{m \geq d_j + r} |\text{Cov}(S(D_j), X_m)| + \text{Var}(S(D_j)).
\]

Next, by applying \cite{11} Corollary A.2 and using \ref{lem:3.8} we see that if \(m \notin D_j\) then
\[
|\text{Cov}(S(D_j), X_m)| \leq C_p \|S(D_j)\|_{L^p} \|X_m\|_{L^p} (\alpha(\rho_{m,j}))^{1 - 2/p}, \quad \rho_{m,j} = \min_{s \in D_j} |m - s|.
\]

Using also that \(\|S(D_j)\|_{L^p} \leq rdL\) and \(\|X_m\|_{L^p} \leq dL\) for every \(p > 1\) we see that
\[
|\text{Cov}(S(D_j), Y)| \leq 2C_p (rdL)(dL) \sum_{m \geq 1} (\alpha(m))^{1 - 2/p} + (rdL)^2 = Q_0.
\]
Thus,
\[
\text{Var}(Y) \leq Q_0 k.
\]

Finally, using \ref{lem:3.11} and \ref{lem:3.9} we conclude that
\[
|\text{Var}(X + Y) - \text{Var}(X)| \leq (Q_0 + 2\sqrt{3A Q_0}) k = Q(A) k.
\]

The proof is completed by dividing the above left hand side by \(\text{Var}(X)\) and using \ref{lem:3.13}. \(\Box\)

**Completion of the proof of Proposition \ref{thm:3.1}**. Let us construct the blocks \(\{I_j\}\) with constants \(A \geq A_0\) and \(r = r_0\) with the same restrictions described before. First, since \(\sqrt{A} \geq 2r_0 dL\), using the second property of \(M_j\) and that \(I_j \setminus M_j\) is of cardinality \(r_0 - 1\) we obtain \ref{thm:3.1} with the specific unit vector \(u = u_0\) and the constants \(A_1 = \frac{1}{2} \sqrt{A}\) and \(A_2 = \frac{3}{4} \sqrt{A}\). By using Assumption \ref{assump:2.2} we see that if \(A\) is large enough then \ref{thm:3.1} holds true all unit vectors \(u_i\), possibly with different constants. The estimate \ref{thm:3.2} follows by taking the supremum over all unit vectors \(u\) in the third inequality from the left in \ref{thm:3.1}. Next, by applying Lemmas \ref{lem:3.3} and \ref{thm:3.1} we see that \ref{lem:3.3} holds true with
the specific unit vector $u = u_0$. Thus, by Assumption 2.2, if $A$ is large enough then (3.3) holds for an arbitrary unit vector (possibly with different constants).

In order to prove (3.3), let us assume (2.4). For each $q \geq 1$ set

$$D_q := \max_{b_q \leq n \leq b_{q+1}} |S_n - S_{b_q}| = \max_{m \in I_{q+1}} \left| \sum_{j=a_q+1}^{m} X_j \right|$$

where in the second inequality we used that $b_q + 1 = a_{q+1}$. Then with $\Xi_j = \sum_{k \in I_j} X_k$ and $k_n = \max\{k : b_k \leq n\}$ we have

$$(3.14) \quad \left| S_n - \sum_{j=1}^{k_n} \Xi_j \right| \leq D_{k_n}.$$ 

By applying [15, Theorem 6.17] with the random variables $\{X_n : n \in I_{q+1}\}$ (which is possible due to (2.4)) we see that for every $p > 2$ there are constants $c_p$ and $R_p$ so that for all $q \in \mathbb{N}$ we have

$$\|D_q\|_{L^p} \leq R_p \left( \|\max\{|X_n| : n \in I_{q+1}\}\|_{L^p} + \max\{|S_n - S_{b_q}| : n \in I_{q+1}\} \right) \leq c_p$$

where in the second inequality we have used that $\sup_n (\text{ess-sup} |X_n|) < \infty$ and (3.2). Thus, by applying the Markov inequality we see that for every $\varepsilon > 0$ and $p > 2$ we have

$$P(\|D_q\| \geq q^\varepsilon) = P(\|D_q\|^p \geq q^{p\varepsilon}) \leq c_p q^{-p\varepsilon}.$$

Taking $p > 1/\varepsilon$ we get from the Borel-Cantelli lemma that

$$(3.15) \quad \|D_q\| = O(q^\varepsilon), \text{ a.s.}$$

The desired estimate (3.4) follows by plugging in $q = k_n$ in (3.15) and using (3.14) and (3.3). □

4. ASP: proof Theorem 2.3

The proof of Theorem 2.3 is based on an application of [10, Theorem 2.1] with an arbitrary $p > 4$. The latter theorem is a modification of [10, Theorem 1.3] suited for more general non-stationary sequences of random vectors. The standing assumption in both theorems can be described as follows. Let $(A_1, A_2, \ldots)$ be an $\mathbb{R}^d$-valued process on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then there exists $\varepsilon_0 > 0$ and $C, c > 0$ such that for all $n, m \in \mathbb{N}$, $a_1 < a_2 < \ldots < a_{n+m+k}$, $k \in \mathbb{N}$ and $t_1, \ldots, t_{n+m} \in \mathbb{R}^d$ with $|t_j| \leq \varepsilon_0$, we have that

$$(4.1) \quad \mathbb{E} \left( e^{i \sum_{j=1}^n t_j \cdot (\sum_{\ell=a_j}^{a_{j+1}-1} A_\ell)} \right) \leq C(1 + \max\{|a_{j+1} - a_j|\})^{C(n+m)} e^{-ck}.$$

The first part of the proof is to show that $A_j = \Xi_j = \sum_{k \in I_j} X_k$ satisfies (4.1), which follows directly from the exponential $\alpha$-mixing rates (2.3). Next, let us verify the rest of the conditions of [10, Theorem 2.1]. Set

$$A_n = \sum_{j=1}^n A_j.$$ 

Then, by applying (3.3) with $b_n$ instead of $n$ we see that for all $n$ large enough we have

$$\min_{|u| = 1} (\text{Cov}(A_n) u \cdot u) \geq Cn$$

where $C > 0$ is a constant. This shows that the first additional condition in [10, Theorem 2.1] is satisfied. To show that $A_j$ are uniformly bounded in $L^p$, combining our assumption (2.4) with [15, Theorem 6.17] and taking into account (3.2), we see that for every $p > 2$,

$$(4.2) \quad B_p := \sup_j \|A_j\|_{L^p} < \infty.$$
The last condition we need to verify is that
\begin{equation}
(4.3) \quad |\text{Cov}(A_n \cdot u, A_{n+k} \cdot u)| \leq C_0 \eta^k
\end{equation}
for some $C_0 > 0$, $\eta \in (0, 1)$, all $k, n \in \mathbb{N}$ and all unit vectors $u \in \mathbb{R}^d$. To establish that, let us fix some $p > 2$. Then by [11 Corollary A.2] we have
\[ |\text{Cov}(A_n \cdot u, A_{n+k} \cdot u)| \leq \|A_n \cdot u\|_{L^p} \|A_{n+k} \cdot u\|_{L^p} (\alpha(k))^{1-2/p} \]
and so by (2.3) and (4.2) we see that (4.3) holds true with $C_0 = B_p^2 C^{1-2/p}$ and $\eta = \delta^{1-2/p}$ (where $C$ and $\delta$ come from (2.3)).

Next, by applying [9 Theorem 2.1] with the sequence $A_j = \Xi_j = \sum_{k \in I_j} X_k$ we conclude that there is a coupling between the sequence $A_1, A_2, ...$ and a sequence $Z_1, Z_2, ...$ of independent centered Gaussian random vectors so that for every $\varepsilon > 0$,
\begin{equation}
(4.4) \quad \left| \sum_{i=1}^k A_i - \sum_{j=1}^k Z_j \right| = o(k^{\delta + \varepsilon}), \text{ a.s.}
\end{equation}
and all the properties specified in Theorem 2.3 hold true for the new sequence $A_j = \Xi_j$. Now Theorem 2.3 follows by plugging in $k = k_n$ in (4.4), using (3.3), and then approximating $S_n$ by $A_{k_n} = \sum_{j=1}^{k_n} \Xi_j$, relying on (3.3) and using the, so-called, Berkes-Philipp lemma (which allows us to further couple $(X_j)$ with the Gaussian sequence).

5. Verification of the additional conditions in the non-scalar case: Markov chains

Assumption 2.2 trivially holds true for real-valued random variables $X_j$. In this section we discuss natural sufficient conditions for Assumption 2.2 for certain additive functionals of contracting Markov chains.

Dobrushin’s contracting chains. Let us recall the definition of Dobrushin’s contraction coefficients $\pi(\cdot)$ (see [6]). If $Q(x, \cdot)$ is a regular family of Markov transition operators between two spaces $\mathcal{X}$ and $\mathcal{Y}$, then
\[ \pi(Q) = \sup\{|Q(x_1, E) - Q(x_2, E)| : x_1, x_2 \in \mathcal{X}, E \in \mathcal{B}(\mathcal{Y})\} \]
where $\mathcal{B}(\mathcal{Y})$ is the underlying $\sigma$-algebra on $\mathcal{Y}$.

Let $\{\xi_j\}$ be a Markov chain with corresponding state spaces $\mathcal{X}_j$. Let $Q_j(x, \Gamma) = \mathbb{P}(\xi_{j+1} \in \Gamma | \xi_j = x)$ and suppose that
\begin{equation}
(5.1) \quad \delta := \sup_j \pi(Q_j) < 1.
\end{equation}

Then, as proven in [21], the chain $\{\xi_j\}$ is exponentially fast $\phi$-mixing. Let us take a sequence $f_j$ of bounded measurable functions on $\mathcal{X}_j$ and set $X_j = f_j(\xi_j) - \mathbb{E}[f_j(\xi_j)]$. Then by the results\footnote{In [21] only the lower bound was derived, however in this setup the upper bound is easier to obtain.} in [21] (see also [17 Proposition 13]), there are positive constants $A = A_\delta$ and $B = B_\delta$ so that for every $n, m$ with $n \leq m$ and each unit vector $u$,
\[ A \sum_{j=n}^m \text{Var}(X_j \cdot u) \leq \text{Var}(S_{n,m} \cdot u) \leq B \sum_{j=n}^m \text{Var}(X_j \cdot u). \]

We thus get the following result.

5.1. Proposition. Assumption 2.2 (and hence Theorem 2.3) holds true if $\delta < 1$ and there is a constant $C \geq 1$ so that for every $j \in \mathbb{N}$ we have
\[ \max_{|u| = 1} (\text{Cov}(X_j u \cdot u) \leq C \min_{|u| = 1} (\text{Cov}(X_j) u \cdot u). \]
5.0.1. **Uniformly elliptic chains.** In this section we consider a (somewhat) less general class of Markov chains \( \{\xi_j\} \), but more general functionals. Let \( \{\xi_j\} \) be a Markov chain with transition densities
\[
\mathbb{P}(\xi_{j+1} \in \Gamma|\xi_j = x) = \int p_j(x, y) d\mu_{j+1}(y)
\]
where \( \mu_{j+1} \) is a measure on the space \( \mathcal{X}_{j+1} \) of \( \xi_{j+1} \) and \( \Gamma \subset \mathcal{X}_{j+1} \) is a measurable set. We assume that there exists \( \varepsilon_0 > 0 \) so that for any \( i \) we have \( \sup_{x,y} p_i(x,y) \leq 1/\varepsilon_0 \), and the second step transition densities of \( \xi_{i+2} \) given \( \xi_i \) are bounded below by \( \varepsilon_0 \) (this is the uniform ellipticity condition):
\[
\inf_{i \geq 1} \inf_{x, y} \int p_i(x,y) p_{i+1}(y,z) d\mu_{i+1}(y) \geq \varepsilon_0.
\]
Then the resulting Markov chain \( \{\xi_j\} \) is exponentially fast \( \phi \)-mixing (see [5 Proposition 1.22]). Note that if the first step transition densities \( p_i \) were bounded below then we would get (5.1), but the assumption about the second step transition densities does necessary yield (5.1).

Next, we take a uniformly bounded sequence of measurable functions \( f_j : \mathcal{X}_j \times \mathcal{X}_{j+1} \to \mathbb{R}^d \) and set \( X_j = f_j(\xi_j, \xi_{j+1}) - \mathbb{E}[f_j(\xi_j, \xi_{j+1})] \). Let us fix some unit vector \( u \). Then, by applying [5 Theorem 2.1] with the real-valued functions \( f_j \cdot u \) (which are uniformly bounded in both \( j \) and \( u \)) we see that there are non-negative numbers \( u_i(f; u) = u_i(f_{i-2} \cdot u, f_{i-1} \cdot u, f_i \cdot u) \) and constants \( A, B, C, D > 0 \) which depend only on \( \varepsilon_0 \) and \( K := \sup_j \sup_i |f_j| \) so that for all \( m, n \) with \( m - n \geq 3 \) we have
\[
(5.2) \quad A \sum_{j=n+3}^{m} u_j^2(f; u) - B \leq \text{Var}(S_{n,m} \cdot u) \leq C \sum_{j=n+3}^{m} u_j^2(f; u) + D
\]
where we recall that \( S_{n,m} = \sum_{j=n}^{m} X_j \). The numbers \( u_i(f; u) \) are given in [5 Definition 1.14]:
\[
u_j^2(f; u) = (u_i(f; u))^2
\]
is the variance of the balance (in the terminology of [5]) function \( \Gamma_i = \Gamma_i \cdot u \) given by
\[
\Gamma_i(x_{i-2}, x_{i-1}, x_i, y_{i-1}, y_i, y_{i+1}) = f_{i-2}(x_{i-2}, x_{i-1}) \cdot u + f_{i-1}(x_{i-1}, x_i) \cdot u + f_i(x_i, y_{i+1}) \cdot u \\
- f_{i-2}(x_{i-2}, y_{i-1}) \cdot u - f_{i-1}(y_{i-1}, y_i) \cdot u - f_i(y_i, y_{i+1}) \cdot u
\]
corresponding to the hexagon generated by \( (x_{i-1}, x_i, y_{i+1}; y_{i-1}, y_i, y_{i+1}) \), with respect to the probability measure on the space of hexagons positioned at “time” \( i \), as introduced in [5 Section 1.3]. We thus have the following result.

5.2. **Proposition.** **Assumption 2.2** (and hence Theorem 2.3) holds true if there is a constant \( C \geq 1 \) so that for each \( j \) the matrix \( B_j \) defined by \( (B_j)_{k,l} = \frac{1}{2} (u_j^2(f, e_k) + u_j^2(f, e_l)) \) (where \( e_m \) is the \( m \)-th standard unit vector), satisfies
\[
\max_{|u|=1} (B_j u \cdot u) \leq C \min_{|u|=1} (B_j u \cdot u).
\]

**Weaker results for uniformly contracting Markov chains.** Let \( \{\xi_j\} \) be a Markov chain. Let us consider the transition operators \( Q_j \) given by \( Q_j g(x) = \mathbb{E}[g(\xi_{j+1})|\xi_j = x] \). For each \( j \geq 1 \) let \( \rho_j \) be the \( L^2 \)-operator norm of the restriction of \( Q_j \) to the space of zero-mean square-integrable functions \( g(\xi_{j+1}) \) (see [17]). We assume here that
\[
\rho := \sup_j \rho_j < 1.
\]
In these circumstances the Markov chain \( \{\xi_j\} \) is exponentially fast \( \rho \)-mixing (see [17]), and so by [2 (1.22)] we get (2.3). Note also that by [21 Lemma 4.1] we have,
\[
\rho_j \leq \sqrt{\pi(Q_j)}
\]
and so this is a weaker assumption than (5.1).
Let $f_j : X_j \to \mathbb{R}^d$ be a sequence of measurable uniformly bounded functions and set $X_j = f_j(\xi_j)$. We prove here the following result.

5.3. **Theorem.** Suppose that $s_n = \min_{|u|=1} (V_n u \cdot u) \geq c_0 n^{\delta_0}$ for some constants $c_0, \delta_0 > 0$. Assume also that there exists $C \geq 1$ so that for each $j$ we have
\[
\max_{|u|=1} (\text{Cov}(X_j) u \cdot u) \leq C \min_{|u|=1} (\text{Cov}(X_j) u \cdot u).
\]

Then there is a coupling of $X_1, X_2, \ldots$ with a sequence of independent centered Gaussian vectors $Z_1, Z_2, \ldots$ with the properties described in Theorem 2.3.

5.4. **Remark.** Relying on (5.4) below, the condition $s_n \geq c_0 n^{\delta_0}$ is satisfied if $\sum_{j=1}^n c_j \geq c_0 C^{-1} n^{\delta_0}$ where $c_j = \min_{|u|=1} (\text{Cov}(X_j) u \cdot u) = \min_{|u|=1} \text{Var}(X_j \cdot u)$.

**Proof of Theorem 5.3.** First, by [17, Proposition 13], there are constants $C_1, C_2 > 0$ so that for all $n, m$ with $n \leq m$ and every unit vector $u$ we have
\[
C_1 \sum_{j=n}^m \text{Var}(X_j \cdot u) \leq \text{Var}(S_{n,m} \cdot u) \leq C_2 \sum_{j=n}^m \text{Var}(X_j \cdot u)
\]
(5.3)

By using (5.4) and (5.3) we see that Assumption 2.2 is valid.

The proof of Theorem 5.3 proceeds now similarly to the proof of Theorem 2.3 with the following exception: we cannot use [15, Theorem 6.17] in order to obtain (3.14), since it requires (2.4). In order to overcome this difficulty, consider first the scalar case. Let $\rho = \sum_{j=1}^n \text{Var}(X_j) \cdot u \cdot u$, so that for all $n, m$ with $n \leq m$ and $\sum_{j=1}^m \text{Var}(X_j) \geq \rho$, we have
\[
\|S_{m,n}\|_{L^p} \leq E_{p,K} \left( \sum_{j=n}^m \text{Var}(X_j) \right)^{1/2}.
\]
(5.5)

Now, by (5.4) we have that
\[
\sum_{j=n}^m \text{Var}(f_j(X_j)) \leq C_1^{-1} \text{Var}(S_{n,m})
\]
and so there are constants $R_p, U_p > 0$ so that for all $n, m$ with $\|S_{m,n}\|_{L^2} \geq U_p$, we have
\[
\|S_{n,m}\|_{L^p} \leq R_p \|S_{n,m}\|_{L^2}.
\]
(5.6)

By replacing $X_j$ with $X_j \cdot u$ for an arbitrary unit vector $u$ and then taking the supremum over $u$, we see that (5.6) holds true also in the vector-valued case (i.e. when $d > 1$).

Finally, let us obtain (3.14). Set $B_n = \sum_{j=1}^n \xi_j$. Then by the Markov inequality for every $\varepsilon > 0$ and $q > 1$ we have
\[
\mathbb{P}(\|S_n - B_n\| \geq n^\varepsilon) = \mathbb{P}(\|S_n - B_n\|^q \geq n^{\varepsilon q}) \leq n^{-\varepsilon q} \|S_n - B_n\|_{L^q}^q \leq R_{q,K}(1+c)n^{-\varepsilon q}
\]
where in the last inequality we have also used (5.6) and that $\|S_n - B_n\|_{L^q} \leq c$ is bounded in $n$. Taking $q > 1/\varepsilon$ and applying the Borel-Cantelli lemma we get that
\[
|S_n - B_n| = o(n^\varepsilon) = o(s_n^\varepsilon), \text{ a.s.}
\]
Since $\varepsilon$ is arbitrary small we get that for every $\varepsilon > 0$ we have
\[
|S_n - B_n| = o(s_n^\varepsilon), \text{ a.s.}
\]
Now the proof of Theorem 5.3 is completed similarly to the end of the proof of Theorem 2.3. □
Acknowledgment. The original rates obtained in previous versions of this paper were $o(n^{\delta}) + o(V_n^{1/4+\delta})$, for any $\delta > 0$. I would like to thank D. Dolgopyat for several discussions which helped improving these rates to the current rates $o(V_n^{1/4+\delta})$ in Theorem 2.3.
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