FABER-KRAHN TYPE INEQUALITIES AND UNIQUENESS OF POSITIVE SOLUTIONS ON METRIC MEASURE SPACES
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ABSTRACT. We consider a general class of metric measure spaces equipped with a regular Dirichlet form and then provide a lower bound on the hitting time probabilities of the associated Hunt process. Using these estimates we establish (i) a generalization of the classical Lieb’s inequality on metric measure spaces and (ii) uniqueness of nonnegative super-solutions on metric measure spaces. Finally, using heat-kernel estimates we generalize the local Faber-Krahn inequality recently obtained in [30].
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1. INTRODUCTION

In this article we are concerned with three problems, namely (a) generalized Lieb’s inequality (b) uniqueness of non-negative super-solutions and (c) local Faber-Krahn estimate, of seemingly different flavor but related by heat kernel estimates and hitting time estimates. The central theme of this article is to showcase how probabilistic method can be applied to address the above mentioned analytic questions in a very general setting of metric measure spaces.

In an influential work [28] Lieb showed that given any $\varepsilon \in (0, 1)$ there exists $r_\varepsilon$ such that for any domain $D \subset \mathbb{R}^d$, with $\lambda_D$ being its Dirichlet principal eigenvalue in $D$ for the Laplacian, it holds that

$$|D \cap B(x, r_\varepsilon \lambda_D^{-1/2})| \geq (1 - \varepsilon)|B(x, r_\varepsilon \lambda_D^{-1/2})|,$$

for some $x \in \mathbb{R}^d$ where $B(x, r)$ denotes the ball of radius $r$ around $x$. The above inequality can be seen as a finer version of the classical Faber-Krahn inequality. This inequality has been extended
in several directions. For instance, [35] extends it for Schrödinger operators in \( \mathbb{R}^d \), [14] establishes this on smooth Riemannian manifolds and [5] obtains an analogous version of this inequality for fractional Laplacian. In a similar direction we also cite [8, 9] which studies Faber-Krahn type inequalities for the Schrödinger operators in \( \mathbb{R}^d \) involving singular potentials. In Section 3 we show that one can establish Lieb’s inequality in a general setting of metric measure spaces. Our methodology uses the underlying Hunt process and hitting time probabilities. Using similar tools we also establish other interesting spectral properties such as wavelength density, bounds on negative principal eigenvalue etc.

Our second problem deals with the uniqueness of the non-negative super-solution of

\[
\Delta u + Vu^p \leq 0 \quad \text{in } K^c,
\]

for some compact set \( K \). Such problems came to interest due to seminal works of Gidas [16] and Gidas-Spruck [15] which consider the problem in \( \mathbb{R}^d, d \geq 3 \), for \( V = 1 \). An enormous amount of works have been done in generalizing this result in several other situations. [31, 32] use a nonlinear capacity argument together with some integral criterion on the potential \( V \) to prove non-existence of non-trivial supersolutions in \( \mathbb{R}^d \). Recently, [24] studies the similar problem with \( V = 1 \) on smooth manifolds whereas [27] considers this problem in the exterior domain of manifolds. In Section 4 we show that the above hitting time probabilities can be used cleverly to address non-existence of supersolutions in the exterior domain of metric measure spaces.

Our third result is a local Faber-Krahn inequality that is derived from a heat kernel upper bound in a local or non-local regular Dirichlet space. The local Faber-Krahn inequality was introduced in [30] for divergence form operators on \( \mathbb{R}^d \) as a refinement of a similar estimate in [35]. It states that, if a solution \( u \) to the Dirichlet-Schrödinger problem in a domain \( \Omega \) is large at a point \( o \in \Omega \), in the sense that \( |u(o)| > \frac{3}{T} \|u\|_{\infty} \), then either \( V^- \) is large in some region or the point \( o \) is far from the boundary. More specifically, if the process starting from \( o \) is likely to reach the boundary within time \( T \), then the potential \( V^- \) must be large within some ball of radius \( R(T) = F^{-1}(T) \), that is,

\[
\|V^-\|_{L^{\frac{\alpha_1}{\alpha_1-\alpha_2+2\tau\tau'}}(\Omega \cap B)} \gtrsim 1,
\]

where the norm is taken in the appropriate Lorentz space, depending on the volume growth parameters \( \alpha_1, \alpha_2 \), and the time-space scaling \( F(t) \sim t^{3}. \)

The rest of the article is organized as follows. Section 2 gathers some basic properties of Dirichlet spaces together with heat kernel estimates, whereas in Section 2.3 we obtain our main hitting time estimates. Generalized Lieb’s inequality is then established in Section 3. Section 4 deals with the uniqueness properties of the positive supersolutions. Finally, in Section 5 we prove the local Faber-Krahn inequality.

### 2. Preliminaries and some estimates

#### 2.1. Dirichlet forms and heat-kernel estimates.
Let \((\mathcal{X}, d, \mu, \mathcal{E}, \mathcal{F})\) be a metric measure Dirichlet space. That is, \((\mathcal{X}, d)\) is a locally compact separable metric space, \(\mu\) is a locally finite Radon measure on \(\mathcal{X}\) with full support, and \((\mathcal{E}, \mathcal{F})\) is a strongly local regular Dirichlet form on \(L^2(\mathcal{X}, d\mu)\). We assume that all metric balls in \((\mathcal{X}, d)\) are relatively compact. For a domain \(\Omega \subset \mathcal{X}\), let \(C_0(\Omega)\) be the space of continuous function with compact support in \(\Omega\). Let \(\mathcal{F}^0(\Omega)\) be the closure of \(\mathcal{F} \cap C_0(\Omega)\) in the norm of \(\mathcal{F}\).

We will consider solutions \(u \in \mathcal{F}^0(\Omega)\) to the Schrödinger-Dirichlet problem

\[
\mathcal{E}(u, \phi) + \int_{\Omega} V u \phi \, d\mu = 0, \quad \forall \phi \in \mathcal{F}^0(\Omega). \tag{2.1}
\]

The volume of a ball \(B(x, r)\) is denoted by \(\mathcal{V}(x, r) = \mu(B(x, r))\). We assume that the volume doubling property (VD) holds,

\[
\mathcal{V}(x, 2r) \lesssim \mathcal{V}(x, r), \quad r > 0, x \in \mathcal{X}.
\]
The volume doubling property is equivalent to
\[ \frac{\mathcal{V}(y, R)}{\mathcal{V}(x, r)} \lesssim \left( \frac{R + dx, y)}{r} \right)^{\alpha_2} 0 < r \leq R, \quad x, y \in \mathcal{X}, \] (2.2)
see, e.g., [21]. In addition, we will assume the reverse volume doubling property (RVD),
\[ \frac{\mathcal{V}(x, R)}{\mathcal{V}(x, r)} \gtrsim \left( \frac{R}{r} \right)^{\alpha_1}, \quad 0 < r \leq R, \quad x \in \mathcal{X}, \] (2.3)
for some \( \alpha_1 > 0 \). Note that (RVD) follows from (VD) if the space \( \mathcal{X} \) is connected and unbounded, see [23, Proposition 3.3]. The space \((\mathcal{X}, d, \mu)\) is called \( \alpha \)-regular if \( \alpha_1 = \alpha_2 = \alpha \).

We also require the mean exit function \( F : (0, \infty) \to (0, \infty) \), a \( C^1 \)-function which is strictly increasing and satisfies
\[ C^{-1} \left( \frac{R}{r} \right)^{\beta'} \leq \frac{F(R)}{F(r)} \leq C \left( \frac{R}{r} \right)^{\beta}, \quad 0 < r \leq R, \] (2.4)
for some constants \( C > 0, \beta \geq \beta' > 1 \). Moreover, we assume that
\[ 0 < \inf_{(0, \infty)} \frac{rF'(r)}{F(r)} \leq \sup_{(0, \infty)} \frac{rF'(r)}{F(r)} < \infty. \] (2.5)
We denote by \( \mathcal{R} \) the inverse of \( F \).

We set
\[ \|f\|_F := \left( \mathcal{E}(f, f) + \int |f|^2 d\mu \right)^{1/2}, \]
For an open set \( \Omega \subset X \), we set
\[ F_{\text{loc}}(\Omega) := \{ f \in L^2_{\text{loc}}(\Omega) : \forall \text{ compact } K \subset \Omega, \exists f^\sharp \in D(\mathcal{E}), f|_K = f^\sharp|_K \mu\text{-a.e.} \}, \]
and we will write \( F_{\text{loc}} = F_{\text{loc}}(\mathcal{X}) \).

We say that a function \( u \in F \) is harmonic in \( \Omega \) if \( \mathcal{E}(u, \varphi) = 0 \) for all \( \varphi \in F^0(\Omega) \).

The elliptic Harnack inequality (EHI) holds if there exists a constant \( C_H > 1 \) and \( \delta = \frac{1}{2} \) such that, for any ball \( B(x, r) \) in \( \mathcal{X} \) and for any non-negative harmonic function \( u \) on \( B(x, r) \),
\[ \text{ess sup}_{B(x, \delta r)} u \leq C_H \text{ ess inf}_{B(x, \delta r)} u, \]
The choice of \( \delta = \frac{1}{2} \) is arbitrary and could be replaced by any other parameter \( \delta \in (0, 1) \), as can be seen by a Whitney covering argument.

The mean exit time estimate \( (\tilde{E}_F) \) holds if
\[ F(r) \lesssim \mathbb{E}_x \tau_{B(x, r)} \lesssim F(r), \]
for all \( r > 0 \) and \( x \in \mathcal{X} \setminus \mathcal{N} \), where \( \mathcal{N} \) is a properly exceptional set.

The Faber-Krahn inequality (FK) holds if there is a positive constant \( \nu \) such that, for all balls \( B = B(x, r) \subset X \) and for all non-empty open sets \( \Omega \subset B \),
\[ \lambda_0(\Omega) \gtrsim \frac{1}{F(r)} \left( \frac{\mu(B)}{\mu(\Omega)} \right)^\nu. \]
where \( \lambda_0(\Omega) \) is the bottom of the spectrum of the (positive) generator of \( (\mathcal{E}, \mathcal{F}^0(\Omega)) \), that is,
\[ \lambda_0(\Omega) = \inf_{f \in \mathcal{F}^0(\Omega) \setminus \{0\}} \frac{\mathcal{E}(f, f)}{\|f\|^2}. \]
Recall the following increasing function from [20],
\[ \Phi(s) = \sup_{r>0} \left\{ \frac{s}{r} - \frac{1}{F(r)} \right\}. \]

(2.6)

The following result is part of [22, Theorem 3.14].

**Theorem 2.1** ([22]). Assume (VD) and (RVD). Then (EHI) and \((\tilde{E}_F)\) holds if and only if the heat kernel \(p_t(x, y)\) exists, has a Hölder continuous version in \(x, y \in \mathcal{X}\), and there are constants \(c, C \in (0, \infty)\) such that the following upper estimate holds,
\[ p_t(x, y) \leq \frac{C}{\mathcal{V}(x, \mathcal{R}(t))} \exp \left( -\frac{t}{2} \Phi \left( \frac{c d(x, y)}{t} \right) \right), \quad t > 0, \]
and there exist constants \(\eta, c \in (0, 1)\) such that the near-diagonal lower estimate holds,
\[ p_t(x, y) \geq \frac{e^{c \mathcal{V}(x, \mathcal{R}(t))}}{\mathcal{V}(x, \mathcal{R}(t))}, \quad \forall t > 0, \forall x, y \in \mathcal{X} \text{ with } d(x, y) \leq \eta \mathcal{R}(t). \]

From here until the end of Section 4 we assume that (VD), (RVD), (EHI) and \((\tilde{E}_F)\) hold.

### 2.2. Eigensolutions

Most of the analysis done in this article depend on the Feynman-Kac representation of the eigenfunctions. To justify the representation, we cite here a large family of potentials for which the Feynman-Kac representation holds. Let \((\mathcal{E}, \mathcal{F})\) be a regular Dirichlet form on \((\mathcal{X}, \mu)\). Let \(V\) be a bounded, Borel measurable function. Let \(\{P_t, \mathcal{F}_t\}\) be the Hunt processes associated to \((\mathcal{E}, \mathcal{F})\) and \(\mathcal{N}\) is a properly exceptional set. Consider an open set \(\Omega\) in \(\mathcal{X}\) such that \(\mu(\Omega) < \infty\). Let \(\tau\) be the exit time from \(\Omega\). As before, denote by \((\mathcal{E}, \mathcal{F}^0(\Omega))\) the Dirichlet-type restriction of \((\mathcal{E}, \mathcal{F})\) to \(\Omega\). Let us define the Feynman-Kac semigroup as
\[ T_t^{V, \Omega} f(x) = \mathbb{E}_x \left[ e^{-\int_0^t V(X_s) ds} f(X_t) \mathbb{1}_{\{t < \tau\}} \right], \quad x \in \Omega \setminus \mathcal{N}, f \geq 0. \]

It then follows from [11, Theorem 5.1.3] that the above semigroup is \(\mu\)-symmetric and the corresponding Dirichlet form is given by
\[ \mathcal{E}'(u, v) = \mathcal{E}(u, v) + (u, v)_\nu, \quad u, v \in \mathcal{F} \cap L^2(\Omega, \nu), \]
where \(\nu\) is the Revuz measure associated to the potential \(V\). Since \(V\) is bounded we have
\[ (u, v)_\nu = \int_\Omega uv \, d\mu. \]

We assume the heat kernel upper bound (2.7) holds. Take \(f \in L^1(\Omega, \mu)\). Then
\[ \|T_t^{V, \Omega} f\|_{L^\infty} \leq e^{\|V\|_{L^1} t} \int_\Omega |f(y)||p_t(x, \cdot)||_{L^\infty} d\mu \leq \sup_{x \in \mathcal{X}} \frac{e^{\|V\|_{L^1} t}}{\mathcal{V}(x, \mathcal{R}(t))} \|f\|_{L^1(\Omega)}. \]

Now if \(\inf_{x \in \mathcal{X}} \mathcal{V}(x, \mathcal{R}(t)) > 0\), by [2, Theorem 2.1] there exists a heat kernel \(q_t^V(x, y)\) for \(T_t^{V, \Omega}\), i.e.,
\[ T_t^{V, \Omega}(x, dy) = q_t^V(x, y) d\mu(y) \]
and moreover,
\[ q_t^V(x, y) \leq \sup_{x \in \mathcal{X}} \frac{e^{\|V\|_{L^1} t}}{\mathcal{V}(x, \mathcal{R}(t))} \quad \text{for all } t > 0, x, y \in \Omega \setminus \mathcal{N}. \]

From the above bound it is obvious that \(q_t^V \in L^2(\Omega \times \Omega, \mu \times \mu)\). Therefore, \(T_t^{V, \Omega} : L^2(\Omega) \rightarrow L^2(\Omega)\) is a Hilbert-Schmidt operator and hence compact. Also, \(T_t^{V, \Omega}\) is a symmetric operator as claimed above. Therefore, there exists a countable family of Dirichlet eigenpairs \(\{(\varphi_n, \lambda_n)\}\) such that \(\lambda_1 < \lambda_2 \leq \lambda_3 \ldots \rightarrow \infty\) and \(\{\varphi_n\}\) forms an orthonormal basis in \(L^2(\Omega)\) satisfying (see [17])
\[ T_t^{V, \Omega} u = \sum_{n=1}^{\infty} e^{-\lambda_n t} (u, \varphi_n) \varphi_n, \quad u \in L^2(\Omega), \quad t \geq 0. \]
It is also routine to verify that \( \varphi_1 \) has a fixed sign in \( \Omega \). It is evident that \( \varphi_n \) is in the domain of the generator of \( \left( T_t^{V,\Omega} \right)_{t \geq 0} \) and

\[
\mathcal{E}(\varphi_n, v) + \langle \varphi_n V, v \rangle = \lambda_n(\varphi_n, v) \quad \text{holds for any } v \in \mathcal{F}^0(\Omega).
\]

One could also consider singular potentials for which \( T_t^{V,\Omega} \) is a compact semigroup and therefore, the above theory applies. In this article we are interested in the solution of

\[
\mathcal{E}(u, v) + (u V, v) = 0 \quad \text{for all } v \in \mathcal{F}^0(\Omega),
\]

which should be understood as \( T_t^{V,\Omega} u = u \) in \( \Omega \) for all \( t \geq 0 \).

2.3. **Hitting time estimates.** In this section we obtain some hitting time estimate which will be essential for our analysis. Recall that the Green function is given by

\[
G(x, y) = \int_0^\infty p_t(x, y) dt, \quad x, y \in \mathcal{X}.
\]

We shall assume that \( G(x, y) \) is continuous in \( x, y \) for \( x \neq y \). Also define

\[
G_T(x, y) = \int_0^T p_t(x, y) dt.
\]

For \( r > 0 \) we let

\[
T = F(\eta' r),
\]

where \( \eta' = 2\eta^{-1} \) and \( \eta \) is the parameter in the near-diagonal lower bound (2.8). We also fix a reference point \( o \in \mathcal{X} \setminus \mathcal{N} \).

We begin with the following lemma.

**Lemma 2.1.** The following holds.

(a) Suppose \( B = B(x, r) \) be such that \( \overline{B} \subset \mathcal{X} \setminus \{y\} \), then, for any \( \delta > 0 \), we have

\[
\sup_{z \in B(x, \delta r)} G(z, y) \leq C_H \inf_{z \in B(x, \delta r)} G(z, y).
\]

(b) For \( d(x, y) \leq r \) we have

\[
G(x, y) \geq G_T(x, y) \geq \frac{F(r)}{V(x, r)}.
\]

**Proof.** Pick \( \varepsilon \) small enough so that \( B(y, \varepsilon) \cap \overline{B} = \emptyset \). Define for \( z \in B \), define

\[
h_\varepsilon(z, y) = \frac{1}{V(y, \varepsilon)} \int_{B(y, \varepsilon)} G(z, \xi) d\mu(\xi) = \frac{1}{V(y, \varepsilon)} \mathbb{E}_z \left[ \int_0^\infty 1_{B(y, \varepsilon)}(X_t) dt \right].
\]

For any Borel set \( D \) in \( B \), we note (by strong Markov property) that

\[
h_\varepsilon(z) = \mathbb{E}_z[h_\varepsilon(X_T_D)].
\]

Hence \( h_\varepsilon \) is harmonic in \( B \) and therefore, it is also harmonic in the sense of a weak solution [11, Chapter 6.7]. Thus applying [22] we find

\[
\sup_{z \in B(x, \delta r)} h_\varepsilon(z, y) \leq C_H \inf_{z \in B(x, \delta r)} h_\varepsilon(z, y).
\]

Now, using continuity of \( G \) and letting \( \varepsilon \to 0 \) we obtain (a).

Next we establish (b). Due to the near-diagonal lower bound (2.8), we have for \( r \geq d(x, y) \) that

\[
G(x, y) \geq G_T(x, y) \geq \int_{F(\eta^{-1} r)}^T p_t(x, y) dt \geq \int_{F(\eta' r)}^{F(\eta^{-1} r)} \frac{1}{V(x, R(t))} dt \geq \frac{F(\eta' r) - F(\eta^{-1} r)}{V(x, \eta' r)}. \]
\[ F'(\xi r) \eta^{-1} \left( \frac{\xi r}{\eta} \right) \quad \text{[for some } \xi \in (\eta^{-1}, \eta') \text{]} \]

\[ \geq \frac{F(\xi r)}{V(x, \eta' r)} \]

\[ \geq \frac{F(r)}{V(x, r)} \]

where in the third line we used the mean-value theorem, the fourth line follows from (2.5) and in the last line we used (2.4) and (2.2). \qed

The following estimate will be useful in the sequel.

**Lemma 2.2.** Let \( r > 0 \). Recall that \( T = F(\eta' r) \). Then

(a) we have

\[ \int_0^T \frac{1}{V(x, R(t))} \exp \left( -\frac{t}{2} \Phi \left( \frac{r}{t} \right) \right) dt \lesssim \frac{F(r)}{V(x, r)}. \]

(b) for any point \( x \in \mathcal{X} \) we have

\[ \sup_{z \in B(x, r)} \int_{B(x, r)} G_T(z, y) d\mu(y) \lesssim F(r). \]

**Proof.** Fix \( r > 0 \). Then

\[ \int_0^{F(\eta' r)} \frac{1}{V(x, R(t))} \exp \left( -\frac{t}{2} \Phi \left( \frac{r}{t} \right) \right) dt = \int_0^{\eta' r} \frac{F'(s)}{V(x, s)} \exp \left( -\frac{F(s)}{2} \Phi \left( \frac{r}{F(s)} \right) \right) ds \quad \text{[substituting } t = F(s) \text{]} \]

\[ = \int_0^{F(\eta' r)} \frac{s F'(s)}{s V(x, s)} \exp \left( -\frac{F(s)}{2} \Phi \left( \frac{r}{F(s)} \right) \right) ds \]

\[ \lesssim F(\eta' r) \int_0^{\eta' r} \frac{1}{s V(x, s)} \exp \left( -\frac{F(s)}{2} \Phi \left( \frac{r}{F(s)} \right) \right) ds, \quad \text{[using (2.5)].} \]

For any \( F(s) > 0 \) we note that

\[ F(s) \Phi \left( \frac{r}{F(s)} \right) = F(s) \sup_{m > 0} \left\{ \frac{r}{F(s)m} - \frac{1}{F(m)} \right\} = \sup_{m > 0} \left\{ \frac{r}{m} - \frac{F(s)}{F(m)} \right\} \geq \frac{r}{s} - 1, \]

choosing \( m = s \). Using this in above expression we have

\[ \int_0^{F(\eta' r)} \frac{1}{V(x, R(t))} \exp \left( -\frac{t}{2} \Phi \left( \frac{r}{t} \right) \right) \lesssim F(\eta' r) \int_0^{\eta' r} \frac{1}{s V(x, s)} \exp \left( \frac{1}{2} - \frac{r}{2s} \right) ds \]

\[ = F(\eta' r) \int_{1/\eta' r}^{\infty} \frac{1}{t V(x, r/t)} \exp \left( \frac{1}{2} - \frac{t}{2} \right) dt \quad \text{[substituting } t = r/s \text{]} \]

\[ \lesssim \frac{F(\eta' r)}{V(x, \eta' r)} \int_{1/\eta'}^{\infty} t^{\alpha - 1} \exp \left( \frac{1}{2} - \frac{t}{2} \right) dt \quad \text{[Using (2.2)]} \]

\[ \lesssim \frac{F(\eta' r)}{V(x, \eta' r)} \]

This completes the proof of (a).
Now we consider (b). Let \( z \in B(x,r) \). Let \( \tau_{3r} \) be the exit time from the ball \( B(z,3r) \supset B(x,r) \). Then denoting \( B(x,r) = B \) we write
\[
\int_B G_T(z,y) \, d\mu(y) = E_z \left[ \int_0^T \mathbb{1}_B(X_t) \, dt \right]
\]
\[
= E_z \left[ \mathbb{1}_{\{T \leq \tau_{3r}\}} \int_0^T \mathbb{1}_B(X_t) \, dt \right] + E_z \left[ \mathbb{1}_{\{\tau_{3r} < T\}} \int_0^T \mathbb{1}_B(X_t) \, dt \right]
\]
\[
\leq E_z[\tau_{3r}] + E_z \left[ \mathbb{1}_{\{\tau_{3r} < T\}} \int_{\tau_{3r}}^T \mathbb{1}_B(X_t) \, dt \right]
\]
\[
\leq F(3r) + E_z \left[ \mathbb{1}_{\{\tau_{3r} < T\}} \int_B G_T(X_{\tau_{3r}}, y) \, d\mu(y) \right],
\]
(2.10)
where we applied \( \langle \bar{E} F \rangle \) in the last inequality. Since \( X \) has continuous paths, we have \( d(z, X_{\tau_{3r}}) = 3r \) and thus \( d(X_{\tau_{3r}}, y) \geq r \). Hence it follows from part (a) and (2.7) that
\[
G_T(z,y) \lesssim \frac{F(r)}{\mathbb{V}(z,r)}.
\]
(2.11)
Also note that by (2.2)
\[
\mathbb{V}(x,r) \leq \mathbb{V}(z,r) \lesssim \left( \frac{r + d(x,z)}{r} \right)^{\alpha_2} \lesssim 2^{\alpha_2}.
\]
Thus using (2.4) and (2.11) in (2.10) we obtain (b). \( \square \)

Next lemma will be useful to obtain hitting time estimates.

**Lemma 2.3.** Let \( T = F(\eta' r) \). Then
\[
\text{ess sup}_{z \in B(x,\varepsilon)} \frac{1}{\mathbb{V}(y,\varepsilon)} \int_{B(y,\varepsilon)} G_T(z,\xi) \, d\mu(\xi) \lesssim G(x,y)
\]
(2.12)
for all \( \varepsilon \) small.

**Proof.** Suppose \( d(x,y) > 3\varepsilon \). Then due to the elliptic Harnack inequality of Lemma 2.1(a) and the symmetry of \( G \) we find
\[
\sup_{z \in B(x,\varepsilon)} \sup_{\xi \in B(y,\varepsilon)} G(z,\xi) \leq C_H \sup_{z \in B(x,\varepsilon)} G(z,y) \leq C_H^2 G(x,y).
\]
Since \( G_T \leq G \), we have (2.12) in this case.

Next we consider the case \( d(x,y) \leq 3\varepsilon \). To prove (2.12) we consider the function
\[
h_{T,\varepsilon}(z,y) = \int_{B(y,\varepsilon)} G_T(z,\xi) \, d\mu(\xi).
\]
Pick \( z \in B(x,\varepsilon) \) and let \( \tau \) be the exit time from \( B(x,10\varepsilon) \). Then for \( z \in B(x,\varepsilon) \setminus \mathcal{N} \), we obtain
\[
h_{T,\varepsilon}(z,y) \leq \left[ \int_0^T \mathbb{E}_z[\mathbb{1}_{B(y,\varepsilon)}(X_t)] \, ds \right]
\]
\[
= \mathbb{E}_z \left[ \mathbb{1}_{\{T \leq \tau\}} \int_0^T \mathbb{1}_{B(y,\varepsilon)}(X_t) \, dt \right] + \mathbb{E}_z \left[ \mathbb{1}_{\{\tau < T\}} \int_0^T \mathbb{1}_{B(y,\varepsilon)}(X_t) \, dt \right]
\]
\[
\leq \mathbb{E}_z[\tau_{B(z,20\varepsilon)}] + \mathbb{E}_z \left[ \mathbb{1}_{\{\tau < T\}} \int_{\tau}^T \mathbb{1}_{B(y,\varepsilon)}(X_t) \, dt \right]
\]
\[
\leq F(20\varepsilon) + \mathbb{E}_z \left[ \mathbb{1}_{\{\tau < T\}} \int_{B(y,\varepsilon)} G_T(X_\tau,\xi) \, d\mu(\xi) \right]
\]
\[ \lesssim F(3\varepsilon) + \mathbb{E}_x \left[ \int_{B(y,\varepsilon)} G_T(X_\tau,\xi) d\mu(\xi) \right], \quad (2.13) \]

where we used \((\tilde{E}_\nu), (2.4)\). Since \(d(X_\tau, y) > 3\varepsilon\), we have (2.12) which implies

\[ \mathbb{E}_x \left[ V(y, \varepsilon)^{-1} \int_{B(y,\varepsilon)} G_T(X_\tau, \xi) d\mu(\xi) \right] \lesssim \mathbb{E}_x [G(X_\tau, y)]. \]

For \(d(x, y) \leq 3\varepsilon\) we note that \(v(z) = \mathbb{E}_x [h(X_\tau)]\) is a harmonic function in \(B(x, 8\varepsilon)\). Hence we have

\[ v(z) \leq C_H v(x). \]

Again for any Borel set \(A\) we have

\[ \int_A G(x, y) d\mu(y) = \mathbb{E}_x \left[ \int_0^\infty 1_A(X_t) dt \right] \geq \mathbb{E}_x \left[ \int_\tau^\infty 1_A(X_t) dt \right] = \mathbb{E}_x \left[ \mathbb{E}_x, \int_0^\infty 1_A(X_t) dt \right] = \mathbb{E}_x \left[ \int_A G(X_\tau, y) d\mu(y) \right] = \int_A \mathbb{E}_x [G(X_\tau, y)] d\mu(y). \]

Since \(A\) arbitrary, this of course, implies that \(G(x, y) \geq \mathbb{E}_x [G(X_\tau, y)]\). Thus putting these estimates in (2.13) we obtain,

\[ V(y, \varepsilon)^{-1} h_{T,\varepsilon}(z, y) \lesssim \frac{F(3\varepsilon)}{V(y, \varepsilon)} + G(x, y). \]

Applying Lemma 2.1(b) we get (2.12).

Now we prove one of our main hitting time estimates. By \(\bar{\tau}_K\) we denote the first hitting time to a set \(K\) i.e.,

\[ \bar{\tau}_K = \inf \{ t > 0 : X_t \in K \}. \]

The following proof is inspired by [33].

**Lemma 2.4.** Let \(K\) be any compact subset of \(B(o, r)\) not containing \(o\), and let \(\bar{\tau} = \bar{\tau}_K\) be the hitting time of \(K\). Then for \(\nu = \frac{1}{\mu(K)} 1_K \mu\), we have

\[ \mathbb{P}_o (\bar{\tau} \leq T) \geq \left[ 2 \int_K \int_K G_T(x, y) d\nu(y) d\nu(x) \right]^{-1}, \quad (2.14) \]

where \(T = F(\eta r)\). In particular, we have

\[ \mathbb{P}_o (\bar{\tau} \leq T) \geq C_1 \frac{\mu(K)}{V(o, r)}, \]

for some universal constant \(C_1\).

**Proof.** Define

\[ h_{T,\varepsilon}(x, y) = \int_{B(y,\varepsilon)} G_T(x, \xi) d\mu(\xi), \quad \text{and} \quad \bar{h}_{T,\varepsilon}(x, y) = \sup_{z \in B(x,\varepsilon)} h_{T,\varepsilon}(z, y). \]

Note that for \(x \neq y, x, y \notin \mathcal{N}\) we have

\[ \lim_{\varepsilon \to 0} \frac{1}{V(y, \varepsilon)} \bar{h}_{T,\varepsilon}(x, y) = G_T(x, y). \quad (2.15) \]

This can be easily checked from the heat kernel estimates. Note that by [20, Theorem 5.11] \(p_t(\cdot, y)\) is Hölder continuous uniformly in \(t \in [\kappa, T]\) for \(y \in B \setminus \mathcal{N}\). Since \(\int_0^\kappa p_t(x, y) dt\) can be made very small for \(\kappa\) small, as \(x \neq y\), we have the claim.
Now following [33] we consider
\[
Z_\varepsilon = \int_K \int_0^T \frac{1}{h_{T,\varepsilon}(o, y)} 1_{\{X_t \in B(y, \varepsilon)\}} dt d\nu(y).
\]

Note that \(\mathbb{E}_0[Z_\varepsilon] = 1\). By symmetry and the Markov property we easily get [33, pp. 237]
\[
\mathbb{E}_0[Z_\varepsilon^2] = 2 \mathbb{E}_0 \int_0^T ds \int_0^T dt \int_K \int_K 1_{\{X_s \in B(x, \varepsilon), X_t \in B(y, \varepsilon)\}} h_{T,\varepsilon}(o, y) h_{T,\varepsilon}(o, x) \nu(x) d\nu(y)
\leq 2 \mathbb{E}_0 \int_0^T ds \int_K \int_K 1_{\{X_s \in B(x, \varepsilon)\}} h_{T,\varepsilon}(x, y) \nu(x) d\nu(y)
= 2 \int_K \int_K h_{T,\varepsilon}^*(x, y) \nu(x) d\nu(y)
\]
(2.16)

It follows from Lemma 2.1(b) that \(\min_{y \in K} G_T(o, y)\) is positive, and therefore \(\frac{1}{V(y, \varepsilon)} h_\varepsilon(0, y)\) is positive for all \(\varepsilon\) small. Again by Lemma 2.3 we have
\[
\frac{1}{V(y, \varepsilon)} h_{T,\varepsilon}^*(x, y) \lesssim G(x, y) \lesssim G_T(x, y) + \int_T^\infty \frac{1}{V(x, \mathcal{R}(s))} ds.
\]
By the near-diagonal lower estimate (2.8) we know that
\[
p_t(x, y) \gtrsim \frac{1}{V(x, \mathcal{R}(t))}, \quad \text{for } d(x, y) \leq \eta \mathcal{R}(t).
\]

Since the Green function is finite, it immediately implies \(\int_T^\infty \frac{1}{V(x, \mathcal{R}(s))} ds\) is finite uniformly in \(x \in K\).

Thus using Lemma 2.2(b), (2.15) and dominated convergence theorem we can pass to the limit in (2.16) to obtain
\[
\lim_{\varepsilon \to 0} \int_K \int_K h_{T,\varepsilon}^*(x, y) \nu(x) d\nu(y) = \int_K \int_K G_T(x, y) \nu(x) d\nu(y).
\]
(2.17)

Note that \(\{Z_\varepsilon > 0\} = \{\exists t \in (0, T] \text{ and } y \in K \text{ such that } X_t \in B(y, \varepsilon)\}\) is the event that the process visits the \(\varepsilon\)-neighborhood of \(K\) by time \(T\). By the Cauchy-Schwarz inequality,
\[
\mathbb{P}_o(Z_\varepsilon > 0) \geq \frac{(\mathbb{E}_o Z_\varepsilon^2)^2}{\mathbb{E}_o[Z_\varepsilon^2]} = \frac{1}{\mathbb{E}_o[Z_\varepsilon^2]}.
\]
(2.18)

Observe that
\[
\mathbb{P}_o(\check{\mathcal{T}}_K \leq T) = \lim_{\varepsilon \to 0} \mathbb{P}_o(Z_\varepsilon > 0).
\]
(2.19)

Hence (2.14) follows by putting together (2.19), (2.18), (2.16) and (2.17).

To prove the second part it is enough to note from Lemma 2.1(b) and 2.2(b) that
\[
\sup_{x \in K} \int_K \frac{G_T(x, y)}{G_T(o, y)} d\mu(y) \lesssim V(o, r).
\]

We note that Lemma 2.4 holds when the Hunt process is transient. Next, we obtain similar results for the recurrence case.

Lemma 2.5. Suppose that \(F(r) = r^\beta, \mathcal{V}(x, r) \asymp r^\alpha\) and \(\beta \in [\alpha, 2\alpha)\). For \(r > 0\) we define \(T = (\eta r^\beta)^{1/\beta}\). Then there exists a universal constant \(C_1\) such that for any compact \(K \subset B(o, r)\), not containing \(o\), we have
\[
\mathbb{P}_o(\check{\mathcal{T}} \leq T) \geq C_1 \frac{\mu(K)}{\mathcal{V}(o, r)}.
\]
Proof. From the calculations of Lemma 2.1(b) and Lemma 2.1(a) it is evident that
\[ d(x, y)^{-\alpha} \leq G_T(x, y) \leq T^{\frac{\alpha}{\beta}} \leq r^{\beta - \alpha} \text{ for } d(x, y) \leq r, \quad \alpha < \beta. \]

It is also easy to check that \( G_T(x, y) \) is continuous in both the variables. Hence we can justify the passage of limit in (2.16) to obtain
\[ \mathbb{P}_o(\hat{\tau} \leq T) \geq \left[ 2 \int_K \int_K \frac{G_T(x, y)}{G_T(o, y)} d\nu(x) d\nu(y) \right]^{-1}. \tag{2.20} \]

Note that
\[ \int K \int_K \frac{G_T(x, y)}{G_T(o, y)} d\nu(x) d\nu(y) \lesssim \int_K \int_K \frac{r^{\beta - \alpha}(o, y)}{d^{\beta - \alpha}(o, y)} d\nu(x) = \int_K \frac{r^{\beta - \alpha}}{d^{\beta - \alpha}(o, y)} d\nu(y). \]

On the other hand, using the Lorentz-Hölder inequality [34, Theorem 3.5],
\[ \left| \int_B d^{\alpha - \beta}(o, y) d\mu \right| \lesssim \|1_B\|_{L^{\frac{\alpha}{\beta-\alpha}}} \|d^{\alpha - \beta}(o, y)\|_{L^{\frac{\alpha}{\beta-\alpha}}}. \]

Note that
\[ \|1_B\|_{L^{\frac{\alpha}{\beta-\alpha}}} \lesssim r^{2\alpha - \beta} \]
and
\[ \|d^{\alpha - \beta}(o, y)\|_{L^{\frac{\alpha}{\beta-\alpha}}} \lesssim C_2, \]
for some universal constant \( C_2 \). Therefore,
\[ \int_K \frac{r^{\beta - \alpha}}{d^{\beta - \alpha}(o, y)} d\nu(y) \lesssim \frac{1}{\mu(K)} \frac{r^{\alpha}}{\mu(K)} \]
inserting this estimate in (2.20) we have Lemma 2.5.

To complete the proof we remain to study the case \( \alpha = \beta \). In this situation we have for \( d(x, y) \leq r \) that
\[ G_T(x, y) \lesssim \int_0^{\eta r} \frac{s^{\beta - 1}}{V(x, s)} \exp(-cd^\beta(x, y)s^{-\beta - 1}) ds \quad \text{[Substituting } s^\beta = t]\]
\[ \lesssim \int_0^{\eta r} \frac{1}{s} \exp(-cd^\beta(x, y)s^{-\beta - 1}) ds \]
\[ \simeq \int_{d(x, y) / \eta r}^{\infty} t^{-1} \exp(-ct^{\beta - 1}) dt \quad \text{[Substituting } d(x, y)/s = t] \]
\[ \leq \int_{d(x, y) / \eta r}^{1} t^{-1} dt + \int_{1}^{\infty} \exp(-ct^{\beta - 1}) dt \]
\[ \lesssim (\log \frac{r}{d(x, y)} + 1). \]

Similarly, since \( \eta' = 2\eta^{-1} \)
\[ G_T(x, y) \gtrsim \int_{d(x, y) / \eta r}^{(\eta')r} s^{-1} ds \gtrsim \log \frac{2^\beta r}{d(x, y)}. \]

Let us first complete the proof assuming that we arrive at (2.20) in this case. Since \( \log x \leq x \) for \( x > 0 \), we note that
\[ G_T(x, y) \lesssim \frac{r}{d(x, y)} \text{ for } d(x, y) \leq r. \]
Therefore, applying the Lorentz-Hölder inequality [34, Theorem 3.5] we get
\[ \int_{B(o,r)} G_T(x,y) d\mu(y) \leq r \int_{B(o,r)} \frac{1}{d(x,y)} d\mu(y) \leq r \|1_B\|_{L^{\beta,1}} \|1_{B(o,r)}\|_{L^{\beta,\infty}} \leq r^\beta \simeq \mathcal{V}(o,r). \]
Since \( G_T(o,y) \simeq 1 \), we complete the proof.

Thus we remain to prove (2.20). To do this we have to justify the passage of limit in (2.16). We show a variant of Lemma 2.3 which allows us to use dominated convergence theorem to pass to the limit in (2.16). We claim that
\[ \text{ess sup}_{\varepsilon \in B(x,z) \cap K} \frac{1}{V(y,\varepsilon)} \int_{B(y,\varepsilon)} G_T(z,\xi) d\mu(\xi) \leq \kappa_r G_T(x,y) \] (2.21)
for all \( \varepsilon \) small and for some constant \( \kappa_r \), depending on \( r \).

Given a ball \( B = B(x_0, R) \) in \( X \) let \( g^B \) be the Green function in \( B(x_0, R) \). From [22, Theorem 3.12] there exists a constant \( K > 1 \), independent of \( R, x_0 \) such that
\[ \log \frac{RK}{d(x_0, y)} \lesssim g^B(x_0, y) \lesssim \log \frac{RK}{d(x_0, y)}, \]
for all \( y \in B(x_0, K^{-1}R) \setminus \{x_0\} \).

It is also known that the Green function \( g^B \) is symmetric [22, Lemma 5.2]. Now fix \( R = 2rK \). By [20, Lemma 3.2], we have \( \lambda_{B(x_0, R)} \gtrsim \frac{1}{R^2} > 0 \). Therefore, by [22, Lemma 5.2], \( g^B \) has Harnack property. So we choose \( \varepsilon \in (0, r/3) \) and \( r \geq d(x, y) \geq 3\varepsilon \). Then
\[ \sup_{\xi \in B(y,\varepsilon)} G_T(z,\xi) \lesssim \sup_{\xi \in B(y,\varepsilon)} \sup_{z \in B(x,\varepsilon)} (\log \frac{r}{d(z,\xi)} + 1) \]
\[ \leq C_H \sup_{\xi \in B(y,\varepsilon)} g^B(\xi, R)(x, \xi) \]
\[ \leq C_H \sup_{\xi \in B(y,\varepsilon)} (\log \frac{r}{d(x, \xi)} + 1) \]
\[ \lesssim C_H \sup_{\xi \in B(y,\varepsilon)} g^B(x, R)(\xi, x) \]
\[ \leq C_H^2 g^B(x, R)(y, x) \lesssim G_T(x, y). \]
Thus (2.21) holds when \( r \geq d(x, y) \geq 3\varepsilon \). There is nothing to prove if \( d(x, y) \in (r, 2r) \). Now suppose \( d(x, y) < 3\varepsilon \). Then from the proof of Lemma 2.3 we obtain
\[ h_T,\varepsilon(z,y) \simeq \mathcal{V}(y, 3\varepsilon)^{-1} F(3\varepsilon) + \mathcal{V}(y, \varepsilon)^{-1} \mathbb{E}_z \left[ \int_{B(y,\varepsilon)} G_T(X_\tau,\xi) d\mu(\xi) \right] \]
\[ \lesssim 1 + \mathcal{V}(y, \varepsilon)^{-1} \mathbb{E}_z \left[ \int_{B(y,\varepsilon)} G_T(X_\tau,\xi) d\mu(\xi) \right]. \]
Note that \( d(X_\tau, \xi) \geq 3\varepsilon \), and therefore, \( G_T(X_\tau, \xi) \lesssim G_T(x, y) \). Hence we arrive at (2.21). This completes the proof. \( \square \)

\textbf{Remark 2.1.} Note that the conditions in Lemma 2.5 are satisfied by a large family of fractals. For instance, if \( X \) is the unbounded Sierpiński gasket in \( \mathbb{R}^d \), \( d \geq 2 \), then we have \( \alpha = \frac{\log(d+1)}{\log 2} \) and \( \beta = \frac{\log(d+3)}{\log 2} \) (see [4, 26]). In case of Sierpiński carpets when the spectral dimension \( d_s \) is strictly larger than 2 the conditions of Lemma 2.5 are met [3].

Our next result will be useful to get a bound on the decay of positive super-solutions.

\textbf{Lemma 2.6.} Grant the hypotheses of Lemma 2.4. Then the following holds.

(a) For any $x \in X \setminus \mathcal{N}$ with $d(o, x) \geq 2$ we have
\[ \mathbb{P}_x(\bar{\tau}_1 < \infty) \geq \frac{F(\theta)}{\mathbb{V}(o, \theta)}, \quad \text{for any } \theta \geq d(o, x), \]
where $\bar{\tau}_1$ denotes the hitting time to the ball $\overline{B(o, 1)}$.
(b) Suppose $x \in B(o, 2r) \setminus \left( \overline{B(o, r) \cup \mathcal{N}} \right)$. There exists $c > 0$, independent of $r$ and $x$, such that
\[ \mathbb{P}_x(\bar{\tau}_r < \infty) \geq c. \]

Proof. For (a) we fix $r = 2 + \theta \geq 2 + d(o, x)$ and $K = \overline{B(o, 1)}$ in Lemma 2.4. Note that $x$ plays the role of $o$ here. Then by Lemma 2.1(b) and (2.2) we have
\[ G_T(x, y) \gtrsim \frac{F(r)}{\mathbb{V}(x, r)} \gtrsim \frac{F(\theta)}{\mathbb{V}(x, \theta)}, \quad \forall y \in B(o, 1). \]
Also note that by (2.2),
\[ \frac{\mathbb{V}(x, \theta)}{\mathbb{V}(o, \theta)} \leq C \left( \frac{\theta + d(o, x)}{\theta} \right)^{\alpha^2} = C 2^{\alpha^2}. \]
Let $\tau_3$ be the exit time from the ball $B(z, 3) \supset K$ where $z \in K = \overline{B(o, 1)}$. $G$ being continuous, we also have
\[ \sup_{y \in K} \sup_{z' \in \partial B(z, 3), z \in K} G_T(z', y) \leq \sup_{y \in K} \sup_{z' \in \partial B(z, 3), z \in K} G(z', y) \leq C'. \]
We write
\[ \int_K G_T(z, y) \mu(y) = \mathbb{E}_z \left[ \int_0^T \mathbb{1}_K(X_t) dt \right] \]
\[ = \mathbb{E}_z \left[ \mathbb{1}_{\{T \leq \tau_3\}} \int_0^T \mathbb{1}_K(X_t) dt \right] + \mathbb{E}_z \left[ \mathbb{1}_{\{\tau_3 < T\}} \int_{\tau_3}^T \mathbb{1}_K(X_t) dt \right] \]
\[ \leq \mathbb{E}_z[\tau_3] + \mathbb{E}_z \left[ \mathbb{1}_{\{\tau_3 < T\}} \int_{\tau_3}^T \mathbb{1}_K(X_t) dt \right] \]
\[ \lesssim F(3) + \mathbb{E}_z \left[ \mathbb{1}_{\{\tau_3 < T\}} \int_K G_T(X_{\tau_3}, y) \mu(y) \right] \]
\[ \lesssim F(3) + C' \mathbb{V}(o, 1), \]
where we used (E_F). Putting these estimates in (2.14) we get (a).

Now we come to (b). We fix $K = \overline{B(o, r)}$, $B = B(x, 4r)$, and $T = F(\eta'4r)$. By Lemma 2.1(b) and (2.2) we have
\[ G_T(x, y) \gtrsim \frac{F(4r)}{\mathbb{V}(x, 4r)} \gtrsim \frac{F(4r)}{\mathbb{V}(o, 4r)} \gtrsim \frac{F(\theta)}{\mathbb{V}(o, \theta)}, \quad \forall y \in K. \]
By Lemma 2.2(b) and (2.4),
\[ \sup_{z \in K} \int_K G_T(z, y) \mu(y) \leq \sup_{z \in K} \int_{B(x, 4r)} G_T(z, y) \mu(y) \lesssim F(4r) \lesssim F(r). \]
This, of course, implies
\[ \sup_{z \in K} \int_K G_T(z, y) d\nu(y) \lesssim \frac{F(r)}{\mathbb{V}(o, r)}. \]
Putting these estimates into (2.14) we get (b). \qed
3. Generalized Lieb’s Inequality

In this section we prove several estimates of eigenvalues and nodal domains using the estimates we obtained in the previous section. We fix a domain $\Omega \subset \mathcal{X}$ and our central object of study are the non-zero solutions $u$ of (see (2.9))

$$\mathcal{E}(u,v) + (uV,v) = 0 \quad \text{for all } v \in \mathcal{F}^0(\Omega).$$

Recall that our standing assumptions are (VD), (RVD), (EHI) and ($\tilde{E}_F$). Also recall from Section 2.2 that we always assume $u$ to have a Feynman-Kac representation i.e.

$$u(x) = T^\Omega_t u(x) = \mathbb{E}_x \left[ e^{-\int_0^t V(X_s)ds} u(X_t)1_{\{t<\tau\}} \right], \quad t \geq 0, \quad x \in \Omega \setminus \mathcal{N},$$

(3.1)

where $\tau = \tau_\Omega$ denote the exit time from $\Omega$.

We begin with the Feynman-Kac representation of the eigenfunction in a smaller sub-domain.

**Lemma 3.1.** Let $u$ be a bounded, continuous function in $\Omega$ satisfying (3.1). Let $\Omega_1 \subset \Omega$ be open and $\tau_1$ be the exit time from $\Omega_1$. Then we have for $x \in \Omega_1 \setminus \mathcal{N}$

$$u(x) = \mathbb{E}_x \left[ e^{-\int_0^t V(X_s)ds} u(X_t)1_{\{t<\tau_1\}} \right].$$

**Proof.** Let $(X_t, \mathbb{P}_x, \mathcal{F}_t)$ be the underlying Hunt processes with right continuous filtration $\mathcal{F}_t$. Fix $x \in \Omega_1 \setminus \mathcal{N}$ and define

$$A_t = e^{-\int_0^t V(X_s)ds} u(X_t)1_{\{t<\tau_1\}}, \quad t \geq 0.$$

We claim that $\{A_t, \mathcal{F}_{t \wedge \tau}, \mathbb{P}_x\}$ is a martingale where $\tau = \tau_\Omega$. In particular, note that for $s < t$ and using Markov property we have

$$\mathbb{E}_x \left[ e^{-\int_0^t V(X_s)ds} u(X_t)1_{\{t<\tau\}} \mathcal{F}_{s \wedge \tau} \right] = \mathbb{E}_x \left[ e^{-\int_0^s V(X_s)ds} u(X_s)1_{\{s<\tau\}} \mathcal{F}_{s \wedge \tau} \right] \mathbb{E}_s \left[ e^{-\int_0^t V(X_s)ds} u(X_t)1_{\{t<\tau\}} \right]$$

$$= e^{-\int_0^s V(X_s)ds} u(X_s)1_{\{s<\tau\}} \mathbb{E}_s \left[ e^{-\int_0^t V(X_s)ds} u(X_t)1_{\{t<\tau\}} \right].$$

Therefore, the claimed result follows from Doob’s optimal stopping theorem. \qed

The next result on the eigenvalue bound is well-known [22, 25].

**Lemma 3.2.** Let $B$ be a ball of radius $r$ with center at $x$ and let $\lambda_B$ be its principal eigenvalue. Then

$$\lambda_B \leq \frac{1}{F(r)} \quad \text{for all } r > 0.$$

**Proof.** Recall that there exists a function $e_B \in \mathcal{F}(B(x, Kr))$ such that $e_B = 1$ almost surely on $B$ and

$$\text{Cap}(B, B(x, Kr)) = \mathcal{E}(e_B, e_B).$$

Therefore,

$$\lambda_B \leq \frac{\mathcal{E}(e_B, e_B)}{\langle e_B, e_B \rangle} \leq \frac{\text{Cap}(B, B(x, Kr))}{\mu(B)}.$$ 

On the other hand, by [22, Theorem 3.12], the resistance condition holds which implies

$$\text{Cap}(B, B(x, Kr)) \simeq \frac{\mu(B)}{F(r)}.$$

This proves the result. \qed

Using Lemma 3.1 and 3.2, we establish the following wavelength density result.
Theorem 3.1. There exists a universal constant $C$, not depending on $(\Omega, \lambda)$ such that for any bounded, continuous Dirichlet eigenpair $(u, \lambda)$, $\lambda > 0$, the eigenfunction $u$ must vanish somewhere in any ball $B(x, \mathcal{R}(C\lambda^{-1}))$ that is contained in $\Omega$.

Proof. We begin with a $C$ and later we fix the choice of $C$. Let $B(x, \mathcal{R}(C\lambda^{-1})) \subseteq \Omega$ be such that $u$ is strictly positive in $B(x, \mathcal{R}(C\lambda^{-1}))$. Let $\lambda_B$ be the principal eigenvalue in the ball with principal eigenfunction $u_B$ i.e.,

$$u_B(x) = \mathbb{E}_x[e^{\lambda_B t}u_B(X_t)1_{\{t<\tau_B\}}].$$

Thus we can find a point $x_0$ in $B \setminus \mathcal{N}$ such that $u_B(x_0) > 0$ and using the above representation we arrive at

$$\lambda_B + \liminf_{t\to\infty} \frac{1}{t}\mathbb{P}_{x_0}(t < \tau_B) \geq 0. \quad (3.2)$$

Here $\tau_B$ denotes the exit time from $B$. Applying Lemma 3.1. we obtain

$$u(x_0) \geq \mathbb{E}_{x_0}\left[e^{\lambda t}u(X_t)1_{\{t<\tau_B\}}\right] \geq \min_B e^{\lambda t}\mathbb{P}_{x_0}(t < \tau_B).$$

Taking logarithm on both sides, dividing by $t$, and letting $t \to \infty$ and using (3.2) we get

$$0 \geq \lambda + \liminf_{t\to\infty} \frac{1}{t}\mathbb{P}_{x_0}(t < \tau_B) \geq \lambda - \lambda_B.$$

Now apply Lemma 3.2 to find

$$\lambda \leq C_1 \frac{1}{\mathcal{R}(C\lambda^{-1})} \leq \frac{C_1}{C} \lambda.$$ To get a contradiction choose $C > C_1$. Hence the proof. \hfill \Box

From Theorem 3.1 we note that the nodal domains of the eigenfunction corresponding to the eigenvalue $\lambda$ can not have inradius $\mathcal{R}(C\lambda^{-1})$. However, one can use the Faber-Krahn inequality to give a lower bound on the measure of the nodal domains. In this spirit we generalize a famous result of Lieb [28] in our next main result.

Recall that $\eta$ is the parameter in the near-diagonal lower bound (2.8).

Theorem 3.2. Suppose $V$ is bounded and $u \neq 0$ satisfies (3.1). Then for any given $\varepsilon \in (0, 1)$, there exists a constant $\kappa > 0$ such that for $r = \frac{1}{4}\mathcal{R}(\kappa||V^-||_{L^\infty(\Omega)})$ and for some point $o \in \Omega$ we have

$$\mu(\Omega \cap B(o, r)) \geq (1 - \varepsilon)\mu(B(o, r)).$$

In addition, if we assume $u$ in $C(\overline{\Omega})$ and $\mathcal{N} = \emptyset$ then we can choose $o$ to be any maximizer of $|u|$.

Proof. By definition,

$$T_t^{V, \Omega}u(x) = \mathbb{E}_x\left[e^{\int_0^t -V(X_s)ds}u(X_t)1_{\{t<\tau_\Omega\}}\right] = u(x), \quad \text{a.e. in } x.$$ Therefore, denoting $\Theta = ||V^-||_{L^\infty(\Omega)}$ we obtain

$$\int_{\Omega} u^2 \, d\mu = \int_{\Omega} (T_t^{V, \Omega}u(x))^2 \, d\mu(x)
\leq \int_{\Omega} \mathbb{E}_x\left[e^{\int_0^t -2V(X_s)ds}1_{\{t<\tau_\Omega\}}\right] \mathbb{E}_x[u^2(X_t)] \, d\mu(x)
\leq e^{2\Theta \Theta} \sup_{\Omega \setminus \mathcal{N}} \mathbb{P}_{x}(t < \tau_\Omega) \int_{\Omega} \mathbb{E}_x[u^2(X_t)] \, d\mu(x)
\leq e^{2\Theta \Theta} \sup_{\Omega \setminus \mathcal{N}} \mathbb{P}_{x}(t < \tau_\Omega) \int_{\mathcal{N}} \int_{\mathcal{N}} u^2(y)p_t(x, y) \, d\mu(y) \, d\mu(x)
\leq e^{2\Theta \Theta} \sup_{\Omega \setminus \mathcal{N}} \mathbb{P}_{x}(t < \tau_\Omega) \int_{\Omega} u^2(y) \, d\mu(y).$$
Hence we obtain
\[1 \leq e^{2t\Theta} \text{ess sup}_{\Omega \setminus N} \mathbb{P}_x(t < \tau_\Omega),\]
for all \( t > 0 \), which in turn implies,
\[e^{-2t} \leq \text{ess sup}_{\Omega \setminus N} \mathbb{P}_x(t\Theta^{-1} < \tau_\Omega).\]
Pick any \( \delta > 1 \). From above we can find a point \( o \in \Omega \setminus N \) satisfying
\[\frac{1}{\delta} e^{-2t} \leq \mathbb{P}_o(t\Theta^{-1} < \tau_\Omega),\]

hence
\[\mathbb{P}_o(t\Theta^{-1} \geq \tau_\Omega) \leq 1 - \frac{1}{\delta} e^{-2t}. \quad (3.3)\]

Note that the choice of \( o \) depends on \( t \) and \( \delta \). We shall fix our choice of \( t \) and \( \delta \) later, depending on \( \varepsilon \). Let \( r = \frac{\varepsilon}{2} \mathbb{R}(t\Theta^{-1}) \). Let \( E = \Omega^c \cap B(o, r) \) and \( T = t\Theta^{-1} \). We claim that, for some universal constant \( \kappa_1 \), independent of \( t, \delta, o, V, \Omega \), we have
\[\frac{\mu(E)}{\mu(B(o, r))} \leq \kappa_1 \mathbb{P}_o(\tau_\Omega \leq T). \quad (3.4)\]

If \( \mu(E) = 0 \) then there is nothing to prove. So we assume \( \mu(E) > 0 \) and choose \( K \subset E \) compact, such that \( 2\mu(K) \geq \mu(E) \). Then (3.4) follows from Lemma 2.4. Combining (3.4) with (3.3) we get
\[\frac{\mu(E)}{\mu(B(o, r))} \leq \kappa_1 \left(1 - \frac{1}{\delta} e^{-2t}\right), \quad t > 0.\]

Now we choose \( t = t_\varepsilon \) and \( \delta = \delta_\varepsilon \) suitably so that
\[\kappa_1 \left(1 - \frac{1}{\delta_\varepsilon} e^{-2t_\varepsilon}\right) < \varepsilon.\]

This yields
\[\mu(\Omega \cap B(o, r)) \geq (1 - \varepsilon)\mu(B(o, r)).\]

\[\square\]

In the remaining part of this section we will generalize Theorem 3.2 to a more general class of potentials, possibly singular. To do so, we restrict ourselves to the case where \( F(r) = r^\beta \) and \( \mathcal{V}(x, r) \simeq r^\alpha \). We need Mittag-Leffler functions \([18]\)
\[ML_\ell(x) = \sum_{k=0}^{\infty} \frac{x^k}{\Gamma(1 + \ell k)}, \quad x \geq 0.\]

We begin with the following Khasminskii type lemma.

**Lemma 3.3.** Let \( F(r) = r^\beta \) and \( \mathcal{V}(x, r) \simeq r^\alpha \). Suppose that \( p > \frac{\alpha}{\beta} \lor 1 \). Then for any \( V \geq 0 \), supported in \( \Omega \) we have the following estimate
\[\sup_{x \in \Omega \setminus N} \mathbb{E}_x \left[e^{\int_0^t V(X_s)ds}\right] \leq ML_\ell(\kappa_p \|V\|_{p, \Omega} t^\ell),\]
for \( \ell = 1 - \frac{\alpha}{\beta p} \), where \( \kappa_p > 1 \) is a constant not depending on \( \Omega \). In particular,
\[\sup_{x \in \Omega \setminus N} \mathbb{E}_x \left[e^{\int_0^t V(X_s)ds}\right] \leq \kappa_p e^{(\kappa_p \|V\|_{p, \Omega})^{1/\ell}}.\]
Proof. From the heat kernel upper bound (2.7) it is evident that for some constant $C$ we have

$$p_t(x,y) \leq \frac{C}{t^{
u/\beta}}, \quad t > 0, \quad x, y \in \mathcal{X}.$$  

Then, for any $s$ we have

$$E_x[V(X_s)] \leq \|V\|_p \left[ \int_\mathcal{X} E_{X}[(p_s(x,y))^p] \, d\mu(y) \right]^{1/p'} \leq C^{1/p} \left[ \frac{s^\alpha}{\|V\|_p} \left[ \int_\mathcal{X} (p_s(x,y)) \, d\mu(y) \right] \right]^{1/p'} \leq C^{1/p} \|V\|_p s^{\frac{\alpha}{p'}}.$$

Define $C_1 = C^{1/p}$. Therefore, for $0 < s_1 < s_2 < \ldots < s_k$, using Markov property we get that

$$E_x[V(X_{s_1}) \cdots V(X_{s_k})] = E_x[V(X_{s_1}) \cdots V(X_{s_k-1})] E_x[V(X_{s_k}) | \mathcal{F}_{s_{k-1}}] \leq C_1 \|V\|_p (s_k - s_{k-1})^{-\frac{\alpha}{p'}} E_x[V(X_{s_1}) \cdots V(X_{s_k-1})] \leq \cdots \leq (C_1 \|V\|_p s_1^{-\frac{\alpha}{p'}} (s_2 - s_1)^{-\frac{\alpha}{p'}} \cdots (s_k - s_{k-1})^{-\frac{\alpha}{p'}}).$$

Hence (see also [29, Lemma 4.51] in the second edition)

$$E_x \left[ \frac{1}{k!} \left( \int_0^t V(X_s) \, ds \right)^k \right] \leq \frac{1}{k!} \int_0^t ds_1 \int_0^t ds_2 \cdots \int_0^t ds_k E_x[V(X_{s_1}) V(X_{s_2}) \cdots V(X_{s_k})] \leq C_1 \|V\|_p \frac{1}{k!} \int_0^t ds_1 \int_0^t ds_2 \cdots \int_0^t ds_k s_1^{-\frac{\alpha}{p'}} (s_2 - s_1)^{-\frac{\alpha}{p'}} \cdots (s_k - s_{k-1})^{-\frac{\alpha}{p'}} = \frac{(C_1 \|V\|_p t^\alpha \Gamma(\rho))^k}{\Gamma(1 + k\eta)} , \quad t \leq \kappa_1,$$

where $\rho = 1 - \frac{\alpha}{p'} > 0$, by our choice of $p$. Summing over $k$ and using the Mittag-Leffler function, we get which gives

$$\sup_{x \in \Omega \setminus N} E_x \left[ e^{t\rho} V(X_s) \right] \leq \text{ML}_\eta(C_1 \|V\|_p t^\alpha \Gamma(\rho)).$$

This gives the first part of the result. It is also known that for some constant $m_\varrho$, dependent only on $\rho$,

$$\text{ML}_\varrho(x) \leq m_\varrho e^{x^{1/\varrho}}, \quad x \geq 0,$$

holds. Thus using this estimate in (3.5) we have second part of the proof. \hfill \Box

Using Lemma 3.3 and repeating the arguments of Theorem 3.2, we may improve the result by replacing $\|V^-\|_\infty$ by $\|V^-\|_p$.

**Theorem 3.3.** Grant the hypotheses of Lemma 3.3. Suppose that there exists an eigenfunction $u$ in $\Omega$ with potential $V$ satisfying (3.1). Consider $p > \frac{\alpha}{\beta} + 1$. Then for every $\varepsilon \in (0,1)$ there exists a constant $\kappa > 0$, independent of $\Omega, V, u$, such that for $r = \kappa \|V^-\|_p^{-\frac{\beta}{\alpha}}$ and for some point $o \in \Omega$,

$$\mu(\Omega \cap B(o,r)) \geq (1 - \varepsilon) \mu(B(o,r)).$$

Moreover, if $u \in C(\overline{\Omega})$ and $N = \emptyset$, then we can choose $o$ as a maximizer of $|u|$.

As a consequence to the above result we have the following. The first one generalizes [8, 9] where similar results are obtained in the Euclidean setting.
Corollary 3.1. Assume the setting of Theorem 3.3. Then there exists a universal constant $c$, not depending on $\Omega$, $V$, satisfying
\[ \mu(\Omega)^{\frac{\beta}{p} - \frac{1}{p}} \| V^+ \|_{p, \Omega} \geq c. \]

Proof. Fix $\varepsilon = \frac{1}{2}$ in Theorem 3.3 above and use the fact $\frac{1}{\beta} = \frac{p}{p - \alpha}$. $\square$

The next result generalizes [12] where a moment estimate on the negative principal eigenvalue was obtained on spheres. It can also be seen as a generalization of the classical Keller's inequality in bounded domains.

Corollary 3.2. For the universal constant $c$, same as in Corollary 3.1, there exists no non-positive eigenvalue if
\[ \mu(\Omega)^{\frac{\beta}{p} - \frac{1}{p}} \| V^+ \|_{p, \Omega} < c. \]
Moreover, if $\lambda_\Omega$ is the non-positive eigenvalue then we have
\[ |\lambda_\Omega|^\eta \leq c_p \| V^+ \|_{p, \Omega}, \]
for some universal constant $c_p$ not depending on $V$, $\Omega$, where $\eta = 1 - \frac{\alpha}{\beta_p} > 0$.

Proof. The first part follows from Corollary 3.1 since $(V - \lambda_\Omega)^- \leq V^-$. Since
\[ T_t^V \Omega u(x) = \mathbb{E}_x \left[ e^{\int_0^t V(X_s) ds} u(X_t) 1_{\{t < \tau_\Omega\}} \right] = e^{-\lambda_\Omega t} u(x), \quad \text{a.e. in } x, \]
from the proof of Theorem 3.2 we find that
\[ e^{-2\lambda_\Omega t} \leq \operatorname{ess sup}_{\Omega \setminus N} \mathbb{E}_x \left[ e^{\int_0^t V^-(X_s) ds} \right]. \]
Then the proof follows applying the second part of Lemma 3.3. $\square$

4. Uniqueness of supersolutions

The chief goal of this section is to provide sufficient conditions for the uniqueness of super-solutions to certain type of semi-linear partial differential equations. More specifically, we are interested in the non-negative weak super-solutions of
\[ -\Delta u \geq Vu^p, \]
in $\mathcal{X}$ or in a proper subset of $\mathcal{X}$. Such equations have great importance in the theory of local and non-local PDEs. See for instance [7, 15, 24, 27, 31, 32] and references therein.

We continue to assume (VD), (RVD), (EHI) and ($\tilde{E}_F$) in this section. For the ease of presentation we first consider a non-negative weak super-solution of
\[ -\Delta u \geq u^p, \quad \text{in } \mathcal{X}, \quad \text{and } p \geq 1. \]
(4.1)
We say $u \in \mathcal{F}_{loc} \cap C(\mathcal{X})$ is a weak super-solution of (4.1) if for any non-negative $\psi \in \mathcal{F} \cap C_0(\mathcal{X})$ we have
\[ \mathcal{E}(u, \psi) \geq (u^p, \psi). \]

We say that $u$ is superharmonic if $u \in \mathcal{F}_{loc}(\mathcal{X}) \cap C(\mathcal{X})$ and $u$ is a weak super-solution to $-\Delta u \geq 0$, i.e., for any non-negative $\psi \in \mathcal{F} \cap C_0(\mathcal{X})$ we have
\[ \mathcal{E}(u, \psi) \geq 0. \]

Our first main result of this section is the following.
Theorem 4.1. Grant the hypotheses of Lemma 2.4. Assume that for a reference point \( o \in \mathcal{X} \) and \( p' = \frac{p}{p-1}, p \geq 1 \), we have
\[
\lim_{r \to \infty} \inf \max_{r \to \infty} \left\{ \frac{F(r)}{V(o,r)}, \frac{V(o,r)}{(F(r))^{p'}} \right\} = 0.
\]
Then there is no nontrivial non-negative weak super-solution of (4.1) for such \( p \).

We denote by \( U_n = B(o,n) \) and \( \tau_n \) be the exit time from \( U_n \). Recall from [13] that for any open set \( \Omega \) and any \( K \in \Omega \) there exists a cut-off function \( \varphi \in \mathcal{F} \cap C_0(\Omega) \) satisfying the following: \( 0 \leq \varphi \leq 1 \) and \( \varphi = 1 \) in a neighbourhood of \( \overline{K} \). Set of all cut-off function is denote by \( (K, \Omega) \).

Let \( D, D_1 \) be a pair of open set such that \( D \subseteq D_1 \subseteq \mathcal{X} \). Note that, by [13, Thorem 1.4.2] we have \( u = (m_D)^+ u \wedge 1 \in \mathcal{F} \) where \( m_D = \sup_{D'} |u| \). Then, since \( u \) is non-negative we also have \( \varphi = 0 \) is a super-solution of \( D \). Take a non-negative \( \psi \in \mathcal{F}(\mathcal{X}) \cap C_0(D) \). Then due to the local property and (4.1) we have
\[
\mathcal{E}(\varphi, \psi) = \mathcal{E}(\varphi - 1, \psi) + \mathcal{E}(\varphi, \psi) \geq (u^0, \psi) \geq 0.
\]
Thus by [19, Lemma 4.16] we have for any \( t > 0 \) that
\[
u(x) = u(x)\varphi(x) \geq \mathbb{E}_x \left[ u(X_t) \mathbb{I}_{\{t < \tau_D\}} \right] = \int_D u(y)p_D^D(x,y)d\mu. \tag{4.2}
\]
Again by [20, Lemma 5.11] we know that \( p_D^D(x,y) \) is Hölder continuous in \( D \setminus \mathcal{N} \). Hence the RHS of (4.2) is continuous in \( D \setminus \mathcal{N} \) implying that the above inequality holds pointwise in \( D \setminus \mathcal{N} \). We also have the following standard fact.

Lemma 4.1. Fix \( x \in D \setminus \mathcal{N} \). Then \( Y_t = u(X_t)\mathbb{I}_{\{t < \tau_D\}} \) is a super-martingale with respect to \( \mathcal{F}_{\tau_D} \).

Proof. Let \( s < t \). Then by strong Markov property
\[
Y_t = \mathbb{E}_x \left[ u(X_t) \mathbb{I}_{\{t < \tau_D\}} \mathcal{F}_{\tau_D} \right] = \mathbb{E}_x \left[ u(X_t) \mathbb{I}_{\{s < \tau_D\}} \mathbb{I}_{\{t < \tau_D\}} \mathcal{F}_{\tau_D} \right]
\]
\[
= \mathbb{E}_x \left[ u(X_t) \mathbb{I}_{\{s < \tau_D\}} \mathbb{I}_{\{t < \tau_D\}} \right]
\]
\[
\leq u(X_s)\mathbb{I}_{\{s < \tau_D\}} = Y_s.
\]
This completes the proof.

Let \( \bar{\tau} \) be any stopping time smaller than \( \tau_D \). Then using Lemma 4.1 and optional stopping theorem we find that
\[
u(x) \geq \mathbb{E}_x \left[ u(X_{\bar{\tau} \wedge T}) \mathbb{I}_{\{\bar{\tau} < \tau_D\}} \right],
\]
and letting \( t \to \infty \), using Fatou’s lemma we finally arrive at
\[
u(x) \geq \mathbb{E}_x \left[ u(X_{\bar{\tau} \wedge T}) \mathbb{I}_{\{\bar{\tau} < \tau_D\}} \right]. \tag{4.3}
\]
Choose \( \tau_r \) as the hitting time to \( B(o,r) \) and \( \bar{\tau} = \tau_r \wedge \tau_n \). Then for any \( x \in U_n \setminus U_r \) we have from (4.3) that
\[
u(x) \geq \mathbb{E}_x \left[ u(X_{\bar{\tau} \wedge T}) \mathbb{I}_{\{\bar{\tau} < \tau_n\}} \right] \geq \mathbb{E}_x \left[ u(X_{\bar{\tau} \wedge T}) \mathbb{I}_{\{\bar{\tau} < \tau_n\}} \mathbb{I}_{\{\bar{\tau} < \tau^*\}} \right].
\]
Now observe that, denoting \( \tau^* = \lim_{n \to \infty} \tau_n \), we have \( \{\bar{\tau} < \infty\} \subset \{\bar{\tau} < \tau^*\} \). This holds because \( \tau^* \) is the explosion time and the process can not hit \( B(o,r) \) after the explosion time. Therefore, letting \( n \to \infty \) and using Fatou’s lemma we obtain
\[
u(x) \geq \mathbb{E}_x \left[ u(X_{\bar{\tau} \wedge T}) \mathbb{I}_{\{\bar{\tau} < \infty\}} \right], \quad x \notin B(o,r) \cup \mathcal{N}. \tag{4.4}
\]
Let
\[
\mathcal{M}(r) = \inf_{x \in B(o,r)} u(x).
\]

Then we have the following lower bound estimate on $M(r)$.

**Lemma 4.2.** Suppose $u \in F_{loc}(\mathcal{X}) \cap C(\mathcal{X})$ is a positive superharmonic function, i.e., $-\Delta u \geq 0$. Then the following holds.

(a) For some constant $\kappa_2$ we have for $r \geq 2$ that

$$M(r) \geq \kappa_2 \left( 1 \wedge \frac{F(r)}{V(o,r)} \right).$$

(b) There exists a constant $\kappa_3$ satisfying

$$M(r) \leq \kappa_3 M(2r), \quad r \geq 2.$$

**Proof.** Both proofs use (4.4). Fixing $r = 1$ in (4.4) and using the continuity of $u$ as well as the continuity of the sample paths, we find that

$$u(x) \geq \left[ \inf_{B(o,1)} u \right] \mathbb{P}_x(\tau_1 < \infty).$$

For $x \in B^c(o, 2)$ we use Lemma 2.6(a). This proves (a).

Coming to (b). For $x \in B(o, 2r) \setminus (B(o, r) \cup N)$, we use (4.4) and Lemma 2.6(b).

Now we are ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** First we assume that $u > 0$ in $\mathcal{X}$. Applying [19, Lemma 4.14] (for any $\lambda > 0$ and then let $\lambda \to 0$) we obtain for $x \in B(o, r) \setminus N$ that

$$u(x) \geq \mathbb{E}_x \left[ \int_0^{\tau_{B(x,r)}} u^p(X_s) ds \right] \geq M(2r) \mathbb{E}_x[\tau_{B(x,r)}] \gtrsim M^p(r) F(r),$$

by Lemma 4.2(b). Since $x$ is arbitrary, this implies

$$M(r) \gtrsim M^p(r) F(r) \quad \Rightarrow \quad M^{p-1}(r) \lesssim \frac{1}{F(r)}.$$ 

It is easily seen that $p = 1$ is not possible since $F(r) \to \infty$. So we consider $p > 1$. Now apply Lemma 4.2(a) to get

$$1 \wedge \frac{F(r)}{V(o,r)} \lesssim \frac{1}{F(r)^{\frac{p-1}{p}}}. \tag{4.5}$$

We pick a sequence of $r$, tending to infinity, satisfying

$$\lim_{r \to \infty} \max \left\{ \frac{F(r)}{V(o,r)}, \frac{V(o,r)}{(F(r))^p} \right\} = 0. \tag{4.6}$$

Hence by (4.5)

$$V(o,r) \gtrsim F(r)^{\frac{p}{p-1}}.$$ 

But this is contradiction to (4.6). This, of course, implies there cannot be a solution which is strictly positive in $\mathcal{X}$.

Now suppose only that $u(x_0) > 0$ for some $x_0$. Without loss of generality we assume $x_0 = o$ and $\inf_{B(o, \delta)} u > 0$. Note that by (4.2) and for large enough $D \supset B(o, \delta)$ we have

$$u(x) \geq \mathbb{E}_x [u(X_t) 1_{\{t < \tau_D\}}] \geq \mathbb{E}_x [u(X_t) 1_{B(o, \delta)} 1_{\{t < \tau_D\}}].$$

Now let $D \uparrow \mathcal{X}$ and use Fatou’s Lemma to see that

$$u(x) \geq \left[ \inf_{B(o,\delta)} u \right] \mathbb{P}_x(X_t \in B(o, \delta)).$$

But the RHS is positive, since there exists a positive heat kernel. This implies $u$ must be positive everywhere. But we have already seen that this is not possible. Hence $u = 0$ in $\mathcal{X}$. This completes the proof. □
Before we proceed further, we should note that the Hunt process or Dirichlet form considered in Theorem 4.1 is transient. So we may also ask a similar question for recurrent forms. Recall that a Dirichlet form is recurrent if the associated semigroup is recurrent [13]. It turns out that one has a stronger result when $E$ is recurrent.

**Theorem 4.2.** Let $(E, F)$ be an irreducible and recurrent Dirichlet form on $X$. Then every super-harmonic function on $X$ must be constant.

**Proof.** The proof is quite standard. By [11, Theorem 3.5.6] it is known that for any ball $B$ we have

$$\mathbb{P}_x(\tau_B < \infty) = 1 \quad \text{q.e. in } X.$$  

Consider a ball $B(o, r)$ around $o \in X$. Then $u$ a being super-solution we have (see (4.2)) from above

$$u(x) \geq \mathbb{E}_x[u(X_{\tau_B}) 1_{\{\tau_B < \infty\}}] \geq \inf_{B(o, r)} u \quad \text{q.e. in } B^c(o, r).$$

Since $r$ is arbitrary and $u$ is continuous, this implies that $\inf_X u = u(o)$. But $o$ is also arbitrarily chosen. Hence $u$ must be constant. □

Now in the remaining part of this section we consider non-negative weak super-solutions to

$$-\Delta u \geq V f(u), \quad \text{in } \Omega = X \setminus K$$

for some compact set $K$ in $X$ and $f : [0, \infty) \to [0, \infty)$ is a non-decreasing, continuous function, $f(0) = 0$, and

$$\liminf_{t \to 0^+} \frac{f(t)}{t^p} > 0, \quad p \geq 1.$$  

The potential function $V$ is assumed to be continuous and positive. We also assume that $\Omega$ is connected.

Recall that we say $u \in F_{\text{loc}} \cap C(X)$ is a weak super-solution of

$$-\Delta u \geq V f(u), \quad \text{in } \Omega,$$

if for any non-negative $\psi \in F^0(\Omega) \cap C_0(\Omega)$ we have

$$\mathcal{E}(u, \psi) \geq (V f(u), \psi).$$

Before we state our next main result we need few notations and a lemma. Recall that $g^B$ denote the Green function in the ball $B$. Define for $\kappa > 0$, $r > 1$,

$$\Psi(x, r) = \int_{B(x, r-1)} V(y)g^{B(x, r-1)}(x, y)d\mu(y),$$

$$\Phi_\kappa(r) = \inf_{x \in B(o, r) \setminus B(o, \frac{r}{2})} \frac{F(r)}{V(o, r)} \int_{B(x, \kappa r)} V(y)d\mu(y).$$

where $o$ is a reference point. We also denote $\Phi = \Phi_1$. Then we have the following estimate.

**Lemma 4.3.** There exists a universal $\kappa \in (0, \frac{1}{2})$ such that for all $r$ large we have

$$\inf_{x \in B(o, r) \setminus B(o, \frac{r}{2})} \Psi(x, r) \geq \Phi_\kappa(r).$$

**Proof.** We consider $r > 2$. Let $B = B(x, r-1)$. Recall from [22, Theorem 3.12] that for some constants $C, K > 1$ we have

$$g^B(x, y) \geq C^{-1} \int_{K^{-1} d(x, y)}^{r-1} \frac{F(s)}{sV(x, s)} ds, \quad y \in B(x, K^{-1}(r - 1)) \setminus \{x\}.$$  

(4.11)
Therefore, for \( x \neq y \) with \( d(x, y) \leq K^{-1}(r - 1) \) we have from (4.11) and (2.5) that
\[
g^B(x, y) \geq \frac{1}{CV(x, r)} \int_{r^{-1}d(x, y)}^{r^{-1}} \frac{F(s)}{s} ds \geq \frac{F(r - 1) - F(K^{-1}d(x, y))}{\mathcal{V}(x, r)} \geq \frac{F(r - 1) - F(K^{-1}d(x, y))}{\mathcal{V}(o, r)},
\]
where the last line follows from (2.2). Pick \( x \in B(o, r) \setminus B(o, r/2) \). Then for any \( \kappa > 2 \)
\[
\Psi(x, r) \geq \frac{1}{\mathcal{V}(o, r)} \int_{B(x, \frac{r}{\kappa})} V(y) \left( F(r - 1) - F \left( \frac{d(x, y)}{K} \right) \right) d\mu(y).
\]
\[
\geq \frac{1}{\mathcal{V}(o, r)} \int_{B(x, \frac{r}{\kappa})} V(y) \left( F(r - 1) - F \left( \frac{r}{K^2\kappa} \right) \right) d\mu(y).
\]
By (2.5) and (2.4) there exist constants \( C_1, C_2 > 0 \) such that
\[
F(r - 1) - F \left( \frac{r}{K^2\kappa} \right) \geq C_1 F \left( \frac{r}{K^2\kappa} \right) \geq C_2 \frac{1}{K^{2\beta_2}\kappa^3} F(r),
\]
and therefore, choosing \( \kappa \) large enough we get
\[
\frac{1}{2} F(r - 1) \geq F \left( \frac{r}{K^2\kappa} \right), \quad \forall \ r > 2.
\]
Thus
\[
\Psi(x, r) \geq \frac{F(r)}{\mathcal{V}(o, r)} \int_{B(x, \frac{r}{\kappa})} V(y) d\mu \geq \Phi_{\frac{1}{\kappa}}(r).
\]
This completes the proof. \(\square\)

Now we state our next main result.

**Theorem 4.3.** Grant the hypothesis of Lemma 2.4 and let \( u \) be a non-negative solution of (4.7). Assume that for some \( o \in K \) and all \( \kappa \in (0, 1/2) \)
\[
\lim_{r \to \infty} \max \left\{ \frac{1}{\Phi_{\kappa}(r)}, \frac{\mathcal{V}(o, r)}{F(r)\Phi_{\kappa}^{-1}(r)} \right\} = 0,
\]
where \( \Phi_\kappa \) is given by (4.9). Then we have \( u = 0 \) in \( \Omega \).

**Proof.** Suppose that \( u(x) = 0 \) at some point \( x \in \Omega \) and \( B = B(x, 2r) \) is inside \( \Omega \). Then by comparison principle [19, Lemma 4.14] we have
\[
u(z) \geq \int_{B(z, r)} V(y) f(u(y)) d\mu(y),
\]
for a.e. \( z \in B(x, r) \). For fixed \( r \), it then follows from the calculation of Lemma 4.3 that
\[
u(z) \geq \int_{B(z, rK^{-1})} V(y) f(u(y)) d\mu(y) \geq \int_{B(z, rK^{-1}) \cap B(x, rK^{-1})} V(y) f(u(y)) d\mu(y).
\]
Since \( u, V, f \) are continuous, letting \( z \to x \) and using Fatou’s lemma, we obtain
\[
0 = u(x) \geq \int_{B(x, rK^{-1})} V(y) f(u(y)) d\mu(y).
\]
Since \( V > 0 \), the above holds only if \( f(u) = 0 \) or equivalently, \( u = 0 \) in \( B(x, rK^{-1}) \). Therefore, the set \( \{u = 0\} \) is both closed and open in \( \Omega \). Since \( \Omega \) is connected it follows that \( u = 0 \) everywhere in \( \Omega \).

Now we assume that \( u > 0 \) in \( \Omega \) and we will derive a contradiction. Take a ball \( B(o, l) \) such that \( K \subset B(o, l) \) and without loss of generality we may assume \( l = 1/2 \). Note that it suffices to show that \( u = 0 \) in \( B^\kappa(o, 1) \). We claim that
\[
\inf_{B^\kappa(o, 1)} u = 0.
\]
If not, let us assume that \( \inf_{B^c(o,1)} u = \delta > 0 \). Then for any \( x \in \Omega \setminus \mathcal{N} \) with \( r = d(o,x) > 2 \), we have
\[
u(x) \geq f(\delta) \mathbb{E}_x \left[ \int_0^{\tau_{B(x,r-1)}} V(X_s) ds \right] = f(\delta) \Psi(x,r),
\]
where \( \Psi \) is given by (4.8). Using Lemma 4.3 we get
\[
u(x) \gtr sim f(\delta) \Phi_\kappa(r).
\]
Since \( \Phi_\kappa(r) \to \infty \), as \( r \to \infty \), the above implies that \( \lim_{d(o,x) \to \infty} \inf_{B^c(o,1)} u(x) = \infty \). On the other hand, the Hunt process is transient. Therefore, there exists \( x \in B^c(o,1) \setminus \mathcal{N} \) such that \( \mathbb{P}_x(\tau_{B(o,1)} < \infty) < 1 \). Otherwise, the process would hit \( B(0,1) \) infinitely often and would also exist for all time. But this would be contradicting to [11, Theorem 3.5.2] which says the transient process should go to infinity if exists for all time. Pick a point \( x \in B^c(o,1) \setminus \mathcal{N} \) with such property. Let \( r \gg 1 \). By superharmonicity, we have, for this \( x \),
\[
u(x) \geq \mathbb{E}_x [u(X_{\tau_{B_1}})] \geq \mathbb{E}_x [u(X_{\tau_{B_1}}) 1_{\{\tau_{B_1} < \tau_n\}}] + \left[ \min_{\partial B(o,n)} u \right] \mathbb{P}_x(\tau_{B_1} > \tau_n),
\]
where \( B_1 = B(o,1) \). Now let \( n \to \infty \) to get a contradiction. Hence we get \( \inf_{B^c(o,1)} u = 0 \).

Let us now define
\[M(r) = \inf_{x \in B(r)} u(x).
\]
It is easy to see that Lemma 4.2 holds. We choose a sequence \( r_n \to \infty \) satisfying the following: there exists \( x_n \) with \( d(o,x_n) = r_n \) and \( u(x_n) = M(r_n) \leq \frac{1}{2} M(r_{n-1}) \). This is possible to do since \( \lim_{r \to \infty} M(r) = 0 \), as we have shown above. Now we proceed as in Theorem 4.1. For each \( n \) we have
\[
u(r_n) = u(x_n) \geq \mathbb{E}_x \left[ \int_0^{\tau_{B(x_n,r_n-1)}} V(X_s) f(u(X_s)) ds \right]
\geq \mathbb{E}_x \left[ \int_0^{\tau_{B(x_n,r_n-1)}} V(X_s) f(M(2r_n - 1)) ds \right]
\geq \nu^{p}(2r_n - 1) \int_{B(x_n,r_n-1)} V(y) g^{B(x_n,r_n-1)}(x_n,y) d\mu(y)
\geq \nu^{p}(r_n - 1/2) \Phi(x_n,r_n)
\geq \nu^{p}(r_n) \Phi_\kappa(r_n),
\]
by (4.10). Now applying Lemma 4.2 we arrive at
\[
1 \gtrsim \nu^{p-1}(r_n) \Phi_\kappa(r_n) \gtrsim \left[ 1 + \frac{F(r_n)}{\mathcal{V}(o,r_n)} \right]^{p-1} \Phi_\kappa(r_n).
\]
Since \( \Phi_\kappa(r_n) \to \infty \), it is evident that \( p > 1 \). It also follows that \( \frac{F(r_n)}{\mathcal{V}(o,r_n)} \to 0 \) as \( r_n \to \infty \). Hence we must have
\[
1 \lesssim \frac{\mathcal{V}(o,r_n)}{F(r_n) \Phi_\kappa^{p-1}(r_n)} \to 0,
\]
as \( r_n \to \infty \). Thus we have a contradiction.

Therefore, \( u = 0 \) is the only possible solution. \( \square \)

Below we compare Theorem 4.3 with some existing works in literature.

- Let us compare Theorem 4.3 with [27] where similar problem has been studied on Riemannian manifolds and \( f(t) = t^p \). Suppose
\[
\mathcal{V}(o,r) \simeq r^\alpha, \quad G(x,y) \simeq (d(x,y))^{-\gamma},
\]
for some positive \( \alpha, \gamma \) and \( r, d(x, y) > R \). Using Lemma 2.1 we also have \( F(r) \gtrsim r^{\alpha - \gamma} \). Also suppose for some \( m > \gamma - \alpha \) it holds that \( V(x) \gtrsim c d(o, x)^m \). In view of Theorem 4.3 let us compute \( \Phi_\kappa \). It follows that for any \( \kappa \in (0, 1/2) \)

\[
\Phi_\kappa(r) \gtrsim r^{-\gamma} \inf_{x \in B(o, r/2) \setminus B(o, r/2)} \int_{B(x, \kappa r)} d(o, y)^m d\mu(y).
\]

Since \( d(o, x) \gtrsim \frac{r}{2} \) then \( d(o, y) \simeq r^m \) in \( B(x, \kappa r) \). Combining we have

\[
\Phi_\kappa(r) \gtrsim r^{\alpha + m - \gamma}.
\]

Since \( m > \gamma - \alpha \), we get \( \Phi_\kappa(r) \to \infty \) as \( r \to \infty \). Again if we consider \( 1 < p < \frac{\alpha + m}{\gamma} \) i.e., \( \frac{1}{p-1} > \frac{\gamma}{\alpha + m - \gamma} \), then we also have

\[
\lim_{r \to \infty} \frac{V(o, r)}{F(r) \Phi_\kappa^{\frac{1}{p-1}}(r)} = 0.
\]

Therefore, (4.7) does not have any non-trivial non-negative super-solution with exponent \( p \). It should be observed that the above critical exponent \( \frac{\alpha + m}{\gamma} \) matches with [27].

- [31, 32] consider problems of type (4.7) with \( f(t) = t^p \) on \( \mathbb{R}^d \) and come up with a set of conditions for non-existence of positive solutions. In our setting, an analogous condition would be, for \( p > 1 \),

\[
\limsup_{r \to \infty} \frac{1}{F(r)^{p-1}} \int_{B(o, r) \setminus B(o, r/2)} V^{\frac{1}{p-1}} d\mu(y) = \ell \in [0, \infty).
\] (4.12)

Now suppose that \( \ell = 0 \) and we also have for any \( \kappa \in (0, 1/2) \)

\[
\liminf_{r \to \infty} \frac{\mu((B(o, r) \setminus B(o, r/2)) \cap B(x, \kappa r))}{V(o, r)} > 0.
\]

Then we note that, for \( A(r, x) = (B(o, r) \setminus B(o, r/2)) \cap B(x, \kappa r) \), we have from (4.12)

\[
\begin{align*}
\int_{B(x, \kappa r)} V(y) d\mu(y) & \geq \int_{A(r, x)} V(y) d\mu(y) \geq \mu(A(x, r)) \left[ \int_{A(x, r)} V(y)^{-\frac{1}{p-1}} d\mu(y) \right]^{-(p-1)} \\
& \geq \mu(A(x, r))^p \left[ \int_{B(o, r) \setminus B(o, r/2)} V(y)^{-\frac{1}{p-1}} d\mu(y) \right]^{-(p-1)}
\end{align*}
\]

Hence

\[
\Phi_\kappa(r) \geq \frac{F(r)}{V(o, r)} \mu(A(x, r))^p \left[ \int_{B(o, r) \setminus B(o, r/2)} V(y)^{-\frac{1}{p-1}} d\mu(y) \right]^{-(p-1)}
\]

\[
\geq \frac{F(r)}{V(o, r)} \ell(r)^{-1} F(r)^{-p}
\]

\[
= \ell(r)^{-1} \frac{V(o, r)^{p-1}}{F(r)^{p-1}},
\]

where \( \ell(r) \to 0 \), as \( r \to \infty \). This of course, implies

\[
\lim_{r \to \infty} \frac{V(o, r)}{F(r) \Phi_\kappa^{\frac{1}{p-1}}(r)} = 0.
\]

This gives us the required condition of Theorem 4.3 and therefore, there can not be any non-trivial positive super-solution.
Remark 4.1. The probabilistic approach we have employed here can be used to address similar problems for system of equations. For example, Lane-Emden type of systems \([10, 37]\). The proof would be fairly routine and can be deduced from the proof of Theorem 4.3. For more details, we refer to [6], [7, Theorem 5.4].

5. Local Faber-Krahn inequality

In this section we prove a local Faber-Krahn inequality on local or non-local regular Dirichlet spaces. Let \((\mathcal{X}, d)\) be a locally compact separable metric space, \(\mu\) a locally finite Radon measure on \(\mathcal{X}\) with full support, and \((\mathcal{E}, \mathcal{F})\) a regular Dirichlet form on \(L^2(\mathcal{X}, \mu)\). We assume that all metric balls in \((\mathcal{X}, d)\) are relatively compact. In addition to (VD) and (RVD), we assume that

\[
\inf_{x \in \mathcal{X}} \mathcal{V}(x, 1) \leq \sup_{x \in \mathcal{X}} \mathcal{V}(x, 1) \leq C
\]

for some positive constants \(c, C\), and that the mean exit time function is given by an increasing bijection \(F : [0, \infty) \rightarrow [0, \infty)\) satisfying

\[
F(t) \simeq t^{\beta}, \quad t > 0,
\]

where \(\alpha_2 > \beta\). That is,

\[
\mathbb{E}_x \tau_{B(x, r)} \simeq F(t) \simeq t^{\beta}, \quad x \in \mathcal{X}, r > 0.
\]

Further, we assume that \((\mathcal{E}, \mathcal{F})\) admits a heat kernel \(p(t, x, y)\) that satisfies the upper bound

\[
p(t, x, y) \leq \frac{C_1}{\mathcal{V}(x, \mathcal{R}(t))} H \left( \frac{F(d(x, y))}{t} \right),
\]

where \(\mathcal{R}\) is the inverse of \(F\), and \(H : \mathbb{R} \rightarrow [0, \infty)\) is non-increasing and satisfies

\[
\sum_{k=1}^\infty k^\beta \int_0^\infty t^{\alpha_2/\beta - 2} H(t) dt < \infty
\]

for some constant \(c \sim 1\).

In particular, the upper bound (5.4) holds in the following special cases:

1. the stable-like estimate

\[
p(t, x, y) \leq \frac{C_1}{t^{\alpha/\beta}} \left( 1 + \frac{d(x, y)}{c_2 t^{1/\beta}} \right)^{-(\alpha + \beta)},
\]

on an \(\alpha\)-regular space with \(F(t) = t^\beta\) and \(\beta > 1\),

2. the sub-Gaussian estimate

\[
p(t, x, y) \leq \frac{C_1}{t^{\alpha/\beta}} \exp \left( -c \left( \frac{d(x, y)^\beta}{t} \right)^{\frac{1}{\beta-1}} \right),
\]

on an \(\alpha\)-regular space with \(F(t) = t^\beta\) and \(\beta > 1\),

3. the sub-Gaussian estimate

\[
p(t, x, y) \leq \frac{C_1}{\mathcal{V}(x, \mathcal{R}(t))} \exp \left( -\frac{t}{2} \Phi \left( \frac{d(x, y)}{t} \right) \right),
\]

where \(\Phi\) is as in (2.6) and \(F\) satisfies (5.2).

Definition 5.1. We define the **median exit time** for the diffusion starting at point \(o \in \Omega\) as

\[
T_\eta(o) := \inf \{ t > 0 : \mathbb{P}_o(\tau \leq t) \geq \eta \}.
\]

The implicit constant in Theorem 5.1 depends on the choice of \(\eta\). We make the arbitrary choice \(\eta = 1/2\) and drop the subscript \(\eta\).
**Theorem 5.1.** Assume that (VD), (RVD), (5.1), (5.3), and the heat kernel upper bound (5.4) hold. Let $\Omega \subset \mathcal{X}$ be a bounded domain. Suppose $V : \mathcal{X} \to \mathbb{R}$ is bounded and Borel measurable. If $u \in \mathcal{F}^0(\Omega)$ is a non-trivial weak solution of

$$
\mathcal{E}(u, \phi) + \int_{\Omega} V\phi \, d\mu = 0, \quad \forall \phi \in \mathcal{F}^0(\Omega).
$$

and if $o$ is a point in $\Omega \setminus \mathcal{N}$ such that $|u(o)| \geq \frac{3}{4}\|u\|_{\infty}$ then there exists a ball $B \subset \mathcal{X}$ of radius $R(B)$ such that

$$
\|V^{-}\|_{L^{\frac{\alpha_1}{1-\alpha_2+\beta}}(\Omega\setminus B)} \geq c,
$$

where $c$ is a positive constant that depends only on $\alpha_1$, $\alpha_2$, $\beta$, on the constants in (VD), (RVD), (5.1) and (5.2), on the constants and the function $H$ in the heat kernel upper bound.

We consider the solution $u$ of (2.1) as a steady-state solution of the parabolic equation

$$
-\int_0^t \int \frac{\partial}{\partial t} \phi \, d\mu \, ds + \int_0^t \mathcal{E}(u, \phi) \, ds + \int_0^t \int V \phi \, d\mu \, ds = 0.
$$

Let $(X_t)_{t \geq 0}$ be the diffusion process on $\Omega$ with absorption at the boundary of $\Omega$, associated with the Dirichlet form $(\mathcal{E}, \mathcal{F}^0(\Omega))$. By the Feynman-Kac formula,

$$
u(x) = \mathbb{E}_x \left( u(X_t) \exp \left( -\int_0^t V(X_s) \, ds \right) 1_{\{\tau < t\}} \right), \quad \forall x \in \Omega \setminus \mathcal{N}, t > 0.
$$

Let $o$ be a point in $\Omega \setminus \mathcal{N}$ such that $|u(o)| \geq \frac{3}{4}\|u\|_{\infty}$. We may assume that $u(o) > 0$ (otherwise consider $-u$ and note that $-u$ also solves (2.1)). Let $\tau = \tau_o$ be the first exit time from $\Omega$, i.e. the time the process gets absorbed at the boundary. Then,

$$
u(o) = \mathbb{E}_o \left( u(X_t) 1_{\{\tau < t\}} \exp \left( -\int_0^t V(X_s) \, ds \right) \right) \leq \|u\|_{\infty} \mathbb{E}_o \left( 1_{\{\tau < t\}} \exp \left( \int_0^t V(X_s) \, ds \right) \right).
$$

Since $u(o) \geq \frac{3}{4}\|u\|_{\infty}$, this simplifies to

$$
\mathbb{E}_o \left( 1_{\{\tau > t\}} \exp \left( \int_0^t V(X_s) \, ds \right) \right) \geq \frac{3}{4}.
$$

**Lemma 5.1** (Khasminskii’s lemma). Let $(X_s)_{s \geq 0}$ be a Markov process on the metric measure space $(\mathcal{X}, d, \mu)$ and let $V : \mathcal{X} \to [0, \infty)$ be a Borel measurable function. If, for some $t > 0$ and $c < 1$,

$$
\sup_{x \in \mathcal{X}} \mathbb{E}_x \left[ \int_0^t V(X_s) \, ds \right] = c,
$$

then

$$
\sup_{x \in \mathcal{X}} \mathbb{E}_x \left[ \exp \left( \int_0^t V(X_s) \, ds \right) \right] \leq \frac{1}{1 - c}.
$$

The proof of Khasminskii’s lemma is given in [29, 36] for the case $\mathcal{X} = \mathbb{R}^n$ and extends verbatim to the general case.

**Lemma 5.2.** Let $f : \mathcal{X} \to [0, \infty)$. For every $0 < d \leq 1$,

$$
\sup_{x \in \mathcal{X}} \int_{\mathcal{X}} f(y) \int_0^{F(d)} p_s(x, y) \, ds \, dy \lesssim \sup_{x \in \mathcal{X}} \|f\|_{L^{\frac{\alpha_1}{1-\alpha_2+\beta}}(B(x, d))}.
$$
Proof. We fix $x \in X$ and let $B_1 = B(x, d)$. We choose countably many balls $B_i = B(x_i, d)$, $i \geq 2$, in such a way that the balls $B(x_i, d/5)$ are disjoint, and every point in $X$ is contained in at most $N$ of the balls $B_i$, where $N$ is finite and depends only on the volume doubling constant. Then

$$\int_X f(y) \int_0^{F(d)} p_s(x, y) ds \, dy \leq \sum_{i=1}^{\infty} \int_{B_i} f(y) \int_0^{F(d)} p_s(x, y) ds \, dy. $$

We apply the upper heat kernel bound (5.4), the substitution $t = \frac{F(d(x, y))}{s}$, $ds = -t^{-2} F(d(x, y)) dt$, the volume doubling property (2.2), and (5.2) to obtain, for each of the balls $B_i$,

$$\int_{B_i} f(y) \int_0^{F(d)} p_s(x, y) ds \, dy \lesssim \int_{B_i} f(y) \int_0^{F(d)} \frac{1}{V(x, \mathcal{R}(s))} H \left( \frac{F(d(x, y))}{s} \right) ds \, dy$$

$$= \int_{B_i} f(y) \int_{F(d(x, y))}^\infty \frac{1}{V(x, \mathcal{R}(F(d(x, y))/t))} H(t) t^{-2} F(d(x, y)) dt \, dy$$

$$\lesssim \frac{1}{V(x, d)} \int_{B_i} f(y) \int_{F(d(x, y))}^\infty \left( \frac{\mathcal{R}(F(d))}{\mathcal{R}(F(d(x, y))/t)} \right)^{\alpha_2/\beta} H(t) t^{-2} F(d(x, y)) dt \, dy$$

$$\lesssim \frac{F(d)^{\alpha_2/\beta}}{V(x, d)} \int_{B_i} f(y) F(d(x, y))^{-\alpha_2/\beta+1} \int_{F(d(x, y))}^\infty t^{\alpha_2/\beta-2} H(t) dt \, dy$$

$$\lesssim \int_{B_i} f(y) F(d(x, y))^{-\alpha_2/\beta+1} \int_{F(d(x, y))}^\infty t^{\alpha_2/\beta-2} H(t) dt \, dy.$$

In the last line we used the assumption $F(t) \simeq t^\beta$ and the fact that $\mathcal{V}(x, d)^{-1} \lesssim d^{-\alpha_2} \mathcal{V}(x, 1)^{-1}$ which follows from $d \lesssim 1$, (VD) and (RVD), and we also used the lower bound (5.1).

If $F(d(x, y)) \geq F(d)$ then, by (5.5),

$$\int_{F(d(x, y))}^\infty t^{\alpha_2/\beta-2} H(t) dt \lesssim \int_1^\infty t^{\alpha_2/\beta-2} H(t) dt \lesssim 1.$$ 

If $F(d(x, y)) < F(d)$ then

$$\int_{F(d(x, y))}^\infty t^{\alpha_2/\beta-2} H(t) dt \lesssim \int_{F(d(x, y))}^1 t^{\alpha_2/\beta-2} H(t) dt + \int_1^\infty t^{\alpha_2/\beta-2} H(t) dt$$

$$\lesssim H(0) \int_{F(d(x, y))}^1 t^{\alpha_2/\beta-2} dt + 1$$

$$\lesssim H(0) \frac{\beta}{\alpha_2 - \beta} \left[ 1 - \left( \frac{F(d(x, y))}{F(d)} \right)^{\frac{\alpha_2}{\beta}} \right] + 1 \lesssim 1.$$ 

Hence, in any case,

$$\int_{B_i} f(y) \int_0^{F(d)} p_s(x, y) ds \, dy \lesssim \int_{B_i} f(y) F(d(x, y))^{-\alpha_2/\beta+1} \, dy. \quad (5.11)$$

For each ball $B_i$ that is at most distance $d/2$ away from $x$, we estimate the right hand side as follows. The number of such $B_i$’s can be bounded in terms of the volume doubling constant only. We apply the Lorentz-Hölder inequality due to O’Neil [34, Theorem 3.5],

$$\|f g\|_{L^1} \lesssim \|f\|_{L^{\alpha_1/\alpha_2 + \beta}} \|g\|_{L^{\alpha_2/\beta + \infty}}.$$
to the right hand side of \((5.11)\) to get

\[
\int_{B_i} f(y) \int_0^{F(d)} p_s(x,y) ds dy \leq \|f\|_{L^{\alpha_1 - \alpha_2 + \beta,1}(B_i)} \|F(d(x,y))^{-\alpha_2/\beta + 1}\|_{L^{\alpha_1 - \alpha_2 + \beta}_2}(B_i).
\]

We claim that \(\|F(d(x,y))^{-\alpha_2/\beta + 1}\|_{L^{\alpha_1 - \alpha_2 + \beta}_2}(B_i) < C\). Indeed, by \((5.2)\) we have

\[
F(d(x,y))^{-\alpha_2/\beta + 1} \lesssim d(x,y)^{-\alpha_2 + \beta}.
\]

We then estimate using \((2.2)\),

\[
\left\|d(x,y)^{-\alpha_2 + \beta}\right\|_{L^{\alpha_1 - \alpha_2 + \beta}_2(B(x,3d/2))} = \sup_{t > 0} t^{\alpha_1 - \alpha_2 + \beta}\mu\left(y : d(x,y) < 3d/2, d(x,y)^{-\alpha_2 + \beta} > t\right)
\]

\[
= \sup_{t > 0} t^{\alpha_1 - \alpha_2 + \beta}\mu\left(y : d(x,y) < 3d/2 \wedge t^{-\alpha_2 + \beta}\right)
\]

\[
= \sup_{t > 0} t^{\alpha_1 - \alpha_2 + \beta}\left(B\left(x,3d/2 \wedge t^{-\alpha_2 + \beta}\right)\right)
\]

\[
\lesssim \sup_{t > 0} t^{\alpha_1 - \alpha_2 + \beta}\left(1 \wedge \left(\frac{2}{3d} t^{-\alpha_2 + \beta}\right)^{\alpha_1}\right) \mu(B(x,3d/2))
\]

\[
= \sup_{t > 0} \left(t^{\alpha_1 - \alpha_2 + \beta} \wedge \left(\frac{2}{3d}\right)^{\alpha_1}\right) V(x,3d/2)
\]

\[
\lesssim (1 \wedge d^{-\alpha_1})V(x,3d/2).
\]

The right hand side is \(\lesssim 1\) because \(d \lesssim 1\) and by \((VD)\) and \((RVD)\).

Now we have proved that

\[
\int_{B_i} f(y) \int_0^{F(d)} p_s(x,y) ds dy \lesssim \|f\|_{L^{\alpha_1 - \alpha_2 + \beta,1}(B_i)}
\]

for any of the balls \(B_i\) that is at most distance \(d/2\) away from \(x\).

It remains to consider those balls \(B_i\) whose distance to \(x\) is at least \(d/2\). By the volume doubling property, the number \(N_k\) of balls \(B_j\) with distance to \(x\) being \(\sim kd\) is at most \(\lesssim k^{\alpha_2}\). Indeed,

\[
N_k \min_j V(x_j,d/5) \leq \mu(\cup_j B(x_j,d/5)) \leq V(x,(k+1)d) \lesssim k^{\alpha_2} \min_j V(x_j,d/5).
\]

Consider a ball \(B_i\) that is at distance \(\sim kd\) from \(x\). For any \(y \in B_i\), by \((5.2)\),

\[
F(d(x,y))^{-\alpha_2/\beta + 1} \lesssim F(d)^{-\alpha_2/\beta + 1} k^{-\alpha_2 + \beta}.
\]

We refine the estimate \((5.11)\) as follows.

\[
\int_{B_i} f(y) \int_0^{F(d)} p_s(x,y) ds dy \lesssim \int_{B_i} f(y) F(d(x,y))^{-\alpha_2/\beta + 1} \int_{F(d(x,y))}^{\infty} t^{\alpha_2/\beta - 2} H(t) dt dy \leq F(d)^{-\alpha_2/\beta + 1} k^{-\alpha_2 + \beta} \int_{B_i} f(y) \int_{ck^{\beta}}^{\infty} t^{\alpha_2/\beta - 2} H(t) dt dy,
\]

for some constant \(c \sim 1\).

Applying the Hölder inequality, \((5.2)\), \((RVD)\) and \((5.1)\), we get

\[
\int_{B_i} f(y) \int_0^{F(d)} p_s(x,y) ds dy \lesssim F(d)^{-\alpha_2/\beta + 1} k^{-\alpha_2 + \beta} \int_{ck^{\beta}}^{\infty} t^{\alpha_2/\beta - 2} H(t) dt \|f\|_{L^{\alpha_1 - \alpha_2 + \beta}_1(B_i)} \left(\frac{V(x,d)}{V(x,1)}\right)^{\alpha_2 - \beta} \left(\frac{V(x,1)}{V(x,d)}\right)^{\alpha_2 - \beta}.
\]
\[ \lesssim k^{-\alpha_2 + \beta} \int_{ck^\beta}^\infty t^{\alpha_2/\beta - 2} H(t)dt \| f \|_{L^{\alpha_1/\alpha_2 + \beta}}(B_t). \]

Altogether, we obtain

\[
\sup_{x \in X} \int_X f(y) \int_0^{F(d)} p_s(x, y) ds dy \lesssim \left( 1 + \sum_{k=1}^{\infty} k^{\beta} \int_{ck^\beta}^\infty t^{\alpha_2/\beta - 2} H(t)dt \right) \sup_{x \in X} \| f \|_{L^{\alpha_1/\alpha_2 + \beta}}(B(x, d)).
\]

By assumption (5.5), the sum is bounded.

Given a point \( o \) where the solution attains its maximum, the estimate (5.10) together with the Cauchy-Schwarz inequality imply that

\[
\frac{3}{4} \leq \mathbb{E}_o \left( 1_{\{\tau > t\}} \exp \left( \int_0^t V^{-}(X_s)ds \right) \right) \leq \mathbb{P} (\tau > t)^{1/2} \left( \mathbb{E}_o \exp \left( \int_0^t 2V^{-}(X_s)ds \right) \right)^{1/2}
\]

for all \( t > 0 \). We choose \( t = T(o) \) to be the median exit time \( T(o) \) that we introduced in Definition 5.1. Then

\[
\mathbb{P}_o (\tau > T(o))^{1/2} \leq \frac{1}{\sqrt{2}},
\]

and therefore

\[
\mathbb{E}_o \left( \exp \left( \int_0^{T(o)} 2V^{-}(X_s)ds \right) \right) \geq \frac{9}{8}.
\]

Khasminskii’s Lemma (Lemma 5.1) implies

\[
\sup_{x \in X} \mathbb{E}_x \left( \int_0^{T(o)} 2V^{-}(X_s)ds \right) \geq \frac{1}{9}.
\]

We would like to apply Lemma 5.2 with \( f = 2V^+ \) and \( d = \mathbb{R}(T(o)) \). To this end we need to verify that \( d \lesssim 1 \). An easy application of Chebyshev’s inequality gives \( T(o) \leq 2 \mathbb{E}_o \tau_\Omega \) and since \( \mathbb{E}_o \tau_\Omega \leq \mathbb{E}_o \tau_{B(o, \text{diam}(\Omega))} \lesssim F(\text{diam}(\Omega)) \) by (5.2), we indeed have \( d \lesssim 1 \) provided that \( \Omega \) is bounded. Now Lemma 5.2 gives

\[
\frac{1}{9} \leq \sup_{x \in X} \mathbb{E}_x \left( \int_0^{T(o)} 2V^{-}(X_s)ds \right) \leq \sup_{x \in X} \left\| V^{-} \right\|_{L^{\alpha_1/\alpha_2 + \beta}}(B(x, \mathbb{R}(T(o)))).
\]

Recall that \( V \equiv 0 \) outside \( \Omega \). The proof of Theorem 5.1 is now complete.
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