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Abstract: Although side-channel attacks based on deep learning are widely used in AES encryption algorithms, there is little research on lightweight algorithms. Lightweight algorithms have fewer nonlinear operations, so it is more difficult to attack successfully. Taking SPECK, a typical lightweight encryption algorithm, as an example, directly selecting the initial key as the label can only crack the first 16-bit key. In this regard, we evaluate the leakage of SPECK’s operations (modular addition, XOR, shift), and finally select the result of XOR operation as the label, and successfully recover the last 48-bit key. Usually, the divide and conquer method often used in side-channel attacks not only needs to train multiple models, but also the different bytes of the key are regarded as unrelated individuals. Through the visualization method, we found that different key bytes overlap in the position of the complete electromagnetic leakage signal. That is, when SPECK generates a round key, there is a connection between different bytes of the key. In this regard, we propose a transfer learning method for different byte keys. This method can take advantage of the similarity of key bytes, improve the performance starting-point of the model, and reduce the convergence time of the model by 50%.
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1. Introduction

The Internet of Things revolution has led to the explosion of connected devices, such as smart cards and RFID tags and other portable devices. While traditional cryptographic algorithms such as AES are no longer suitable for these resource-limited devices, so lightweight cryptographic algorithms that meet performance and security requirements at the same time have emerged.

In 2013, NSA released the SPECK algorithm, a lightweight grouping algorithm. It can be executed on any computing device. Since its release, a lot of research has been performed on its security. Regarding SPECK algorithms resisting algebraic analytical attacks, papers [1–4] on the differential characteristics of SPECK have proven that the SPECK algorithm has good security. In terms of physical security, thesis [5,6] enhanced the ability of SPECK’s algorithm to defend against side-channel attacks by designing a microchannel anti-interference core or designing a mask, respectively.

At present, side-channel attack research based on deep learning mainly includes the following. Firstly, from the perspective of eigenvalue processing, methods such as noise reduction [7], jitter problem [8], and a class imbalance problem [9] are proposed. Secondly, from the perspective of the model construction, multi-label learning [10], integrated learning [11], multi-task learning [12], and other methods are proposed. Thirdly, from the perspective of model evaluation, a method of perfectly applying the deep learning evaluation metrics to the side-channel field is proposed [13]. Fourthly, the side-channel community has also attempted to use attentional mechanisms to enable end-to-end modeling [14] and visualization methods [15] to accurately locate informative points [16].
For the side-channel attack of AES algorithm, the attack point usually selects the nonlinear operation with large leakage such as S-box, which is helpful to distinguish the correct key from the wrong key. However, SPECK has no nonlinear operation with large leakage such as S-box, which makes it difficult to crack. In addition, when the SPECK algorithm generates the extended key, the key has “reusability”; that is, different bytes of the key are related. However, the divide and conquer algorithm ignores this problem.

In this paper, we evaluate the leakage of the existing encryption operations of the SPECK algorithm, and finally select the XOR operation as the attack point. Then, through the visual method, we analyze that the positions of information points corresponding to different bytes of the key on the leakage trace overlap, and the key “reusability” exists when the initial key generates the expansion key. Based on this relationship, we propose a transfer learning method for different byte keys.

2. Side-Channel Attack of SPECK
2.1. Specification of SPECK

SPECK is a lightweight algorithm with ARX structure. The specific structure is shown in Figure 1, and its operation only involves the following three simple operations: $\oplus$: bitwise XOR; $\circlearrowleft$: an addition modulo $2^n$; $S^j$: left circular shifts by $j$ bits, which enable high throughput and efficient implementation on resource-limited devices.

![Figure 1. Round function of SPECK.](image)

SPECK 32/64 is one of the variants of the SPECK. It has a 32-bit plaintext block and a 64-bit key block and produces a 32-bit ciphertext block as output. For an initial key, the key extension algorithm is used to generate the round key $k_1k_2k_3\ldots k_t$. Then, we encrypt the plaintext according to the encryption algorithm, where, $r$ indicates that the algorithm is performing $r^{th}$ round encryption, and $k_r$ is the $r^{th}$ round key starting from zero.

The input at the round $r - 1$ is represented as $(L_{r-1}, R_{r-1})$, in the same way. The output is represented as $(L_r, R_r)$, the round key is represented as $k_{r-1}$, and the shift parameter is $(\alpha, \beta)$. The round function can be defined by:

\[
L_r = (S^{-\alpha}L_{r-1} + R_{r-1}) \oplus k_{r-1}
\]
\[
R_r = (S^{-\alpha}L_{r-1} + R_{r-1}) \oplus (S^\beta R_{r-1}) \oplus k_{r-1}
\]

(1)

The same round function is also employed for the key scheduling, dividing the key into $m$ 4-bit words; that is $K = (l_{m-2}, \ldots, l_0, k_0)$. Then, the $h^{th}$ round two sequences $k_h$ and $l_h$ are given by:

\[
l_{h+m-1} = (k_h + S^{-\alpha}l_h) \oplus h
\]
\[
k_{h+1} = S^\beta k_h \oplus l_{h+m-1}
\]

(2)

2.2. Attack Method
2.2.1. Transfer Learning Based on Deep-Learning Method

Suppose that an attacker can access a pair of the same devices; that is, an analysis device with a known key to perform encryption operations, and a target device that performs...
encryption operations with an unknown key. The attacker captures the electromagnetic leakage signal from the controlled analysis device and obtains the training template, and then uses the trained template to recover the key of the target device.

The analysis of a side-channel attack based on deep learning is mainly divided into two stages: the profiling stage and the attack stage.

1. **Profiling Stage**

We adopt the divide and conquer method. Taking half a byte as a division unit, we divide the n-bit key \( K \) into \( \frac{n}{4} \) 4-bit words \( (k_1, k_2, k_3, \ldots, k_{\frac{n}{4}}) \). On the analysis equipment, we denote \( T_{\text{profiling}} = \{ (\vec{I}_i, p_i, k_i) | i \leq N_p \} \) with \( N_p \) labeled traces, where \( \vec{I}_i \) is the \( i \)-th collected leakage trace, \( p_i \) and \( k_i \) are corresponding known plaintext and known key. The intermediate value \( v_i \) is obtained by the selection function \( g(p_i, k_i), v_i \in \{0, 1, 2, \ldots, 15\} \). Then, we build the template \( Model \) with the training set \( T_{\text{profiling}} \). This is actually a posteriori probability model, which can give the probability that the input leakage trace belongs to all categories.

\[
Model = P[v_i | \vec{I}_i], \text{where } v_i = g(p_i, k_i)
\]  

(3)

2. **Attack Stage**

On the attack equipment, we denote \( T_{\text{attack}} = \{ (\vec{I}_j, p_j) | j \leq N_a \} \) with \( N_a \) leakage traces, then give a trace \( T_j \in T_{\text{attack}} \). The attacker can compute the likelihood \( d_{k_{\text{guess}}} \in R^{16} \) for each possible guess key \( k_{\text{guess}} \), using the trained template \( Model \). The likelihood is a vector composed of 16 prediction probabilities, and the sum of all probabilities is one.

\[
d_{k_{\text{guess}}} = Model(v_j = g(p, k_{\text{guess}}) | \vec{I}_j)
\]  

(4)

If the guess key with the largest likelihood score of the sample is the correct key, the sample is successfully attacked.

\[
k^* = \arg\max_{k_{\text{guess}}} d_{k_{\text{guess}}}
\]  

(5)

We repeat steps 1 and 2 \( \frac{n}{4} \) times until all keys are traversed. The probability of recovering the complete key is the multiplication of the probability of attacking each part of a key. This divide and conquer method reduces the search space of keys.

2.2.2. Transfer Learning Based on CPA Method

The principle of correlation energy analysis attack (CPA) [17] is to crack the key by calculating the correlation coefficient between the assumed energy consumption value of the intermediate variable and the real energy signal.

The basic formula of CPA is as follows. Where \( r_{i,j} \) is the correlation coefficient between the key assumption \( i \) and the sampling point \( j \), \( t_{d,j} \) is the power consumption measurement value of the \( d \)-th energy trace at sampling point \( j \), \( h_{d,j} \) is the assumed power consumption of the \( d \)-th energy trace when the guess key is \( i \). There are \( D \) energy tracks. The variable \( h_{d,j} \) in the equation is related to the Hamming heavy power-consumption model or the Hamming distance power-consumption model, and the higher correlation coefficient \( r_{i,j} \) represents the closer guess key.

\[
r_{i,j} = \frac{\sum_{d=1}^{D} h_{d,j} t_{d,j} - \sum_{d=1}^{D} h_{d,j} \sum_{d=1}^{D} t_{d,j}}{\sqrt{(\sum_{d=1}^{D} h_{d,j}^2 - D(\sum_{d=1}^{D} h_{d,j})) \sum_{d=1}^{D} t_{d,j}^2 - D(\sum_{d=1}^{D} t_{d,j})^2}}
\]  

(6)
2.3. Leakage Model and Evaluation Metric

Intermediate value refers to the intermediate variable generated during the encryption operation of some known data (such as plaintext or ciphertext) and some unknown data (such as key byte). In order to improve the probability of successful cracking, the intermediate variable with the largest leakage is usually selected as the attack point.

Guess entropy is the most commonly used index suitable for side-channel attack. However, this index is only applicable to the electromagnetic signal generated from the fixed key. The results of the index need to carry out multiple actual attacks before they are obtained, which has high time-complexity. Accuracy is the most commonly used index for monitoring and evaluating neural networks. It quantifies the true positives of all the considered positives. In addition, at the end of each epoch, the accuracy can be obtained, which is more convenient for obtaining the accuracy result. More importantly, because this paper uses the identity model as the leakage model, the category imbalance proposed in [9] has no impact on the comprehensive evaluation index. Therefore, in order to evaluate the performance of the classifier, we take the accuracy and convergence speed as an important evaluation index.

In addition, the confusion matrix can be used to evaluate the accuracy of model classification. In case of classification error, the confusion matrix can also identify the categories of confusion.

2.4. Visualization Method of Network Model

In order to further analyze the positions of different bytes of the key corresponding to the complete leaked signal, the trained model can be visualized. This paper adopts the visualization method Grad-CAM (Gradient-weighted Class Activation Mapping) proposed in reference [18]. This method uses the global average of the gradient to calculate the feature weight, which can reflect the attention of the network model to different positions of the leakage trajectory in the learning process. In this paper, we will scale the features of each network layer to make the output features consistent in length.

The implementation principle of Grad-CAM method is as follows. Define the weight of the \( k \)th feature map to the category \( c \) as \( \alpha_{c}^{k} \), which can be calculated by the following formula, where \( z \) is the number of pixels of the feature map, \( y_{c} \) is the score of the corresponding category \( c \), \( A_{ij}^{k} \) represents the pixel value at the \((i, j)\) position in the \( k \)th feature map, and the Grad-CAM heat-map is a weighted combination of feature maps. The reason to follow the final weighted sum by ReLU is that we only care about those pixels that have a positive impact on the category \( c \).

\[
\alpha_{c}^{k} = \frac{1}{z} \sum_{i} \sum_{j} \frac{\partial y_{c}}{\partial A_{ij}^{k}}
\]

\[
L_{\text{Grad-CAM}}^{c} = \text{ReLU}(\sum_{k} \alpha_{c}^{k}A^{k})
\]

3. Experimental Analysis of SPECK Based on Deep Learning

3.1. Measurement Setup

In our experiment, we implement the SPECK algorithm as MCS-51 C codes on STC12C5A60S2 (From Hongjing Technology Company, Shenzhen, China) equipped with a clock frequency of 11.0592 MHz, using a sampling rate of 50 MSa/s. The reason for choosing this single-chip computer is that the instructions are executed in sequence and the execution time is relatively short. This means that there are more encryption rounds of the leakage traces that can be collected under the condition of meeting the Nyquist sampling rate. The characteristic trace is 27,000 electromagnetic leakage traces collected by six rounds of encryption on the single-chip computer in the form of fixed plaintext and random key for a deep-learning attack. Then, while keeping the external conditions such as the single-chip computer and sampling position unchanged, we continue collected 27,000 electromagnetic leakage traces collected by four rounds of encryption on the single-chip computer in the form of random plaintext and fixed key for CPA (Correlation Power Analysis) attack. We
use a trigger signal that can indicate the approximate position of the leakage trace in the encryption process. Subsequently, the original data are directly saved without any preprocessing, thus achieving end-to-end modeling. The experimental acquisition platform is shown in Figure 2.

![Experimental acquisition platform](image)

**Figure 2.** Experimental acquisition platform.

### 3.2. Side-Channel Attack Based on Initial Key

The electromagnetic signal radiated by the chip is related to the data processed in the chip. Therefore, the electromagnetic signal radiated by the equipment executing the cryptographic algorithm contains effective information related to the key information. Electromagnetic template attack uses this feature for cryptographic analysis.

According to the attack principle of energy analysis, the most direct attack method is to directly select the initial key $K$ as the attack target of side-channel analysis. The literature [19] proves that directly using the initial key as the attack point can successfully attack the AES algorithm. However, Figure 3 shows the result of directly using the initial key as the attack point to attack the SPECK algorithm. It is noted that for the last 48-bit key, after 80 epochs, the model still does not begin to converge. It is proven that all the keys of the SPECK encryption algorithm cannot be cracked directly using the initial key as the attack point like AES.

![Learning curves](image)

**Figure 3.** Result of directly using the initial key as the attack point to attack SPECK.
In order to solve this problem, we need to choose the intermediate operation with large leakage in the SPECK algorithm as the attack point to help crack the model.

3.3. Selection of Attack Point Location

It is worth noting that in the SPECK algorithm, the first 16-bit initial key is exactly the same as the first round of round key generated by the key round function, and the key is directly bound to the corresponding byte of the ciphertext, as shown in Figure 4. On the contrary, the round keys of other rounds are determined by multiple initial keys, except that the first round of encryption is directly related to the first 16-bit initial key; after that, each key expansion is related to the previous round of round key.

This paper uses the CPA (correlation power analysis) attack method and deep-learning attack method to attack different encryption operations of the SPECK algorithm. The results are shown in Table 1. The CPA attack results are shown in Table 2. The purpose is to find the instruction with the most leakage, which helps us determine the intermediate operation with the most leakage.

![Figure 4. Schematic diagram of key expansion, they should be listed as: (a) represents the overall algorithm and (b) represents the function g.](image)

Therefore, we adopt the method of indirect attack. This involves how to select intermediate variables as attack points.

This may also explain why the method of directly selecting the key as the attack point can only recover the first 16-bit key information.

This paper uses the CPA (correlation power analysis) attack method and deep-learning attack method to quantify the attack efficiency of using the different encryption operation results of SPECK as the attack point. The purpose is to find the instruction with the most leakage, which helps us determine the intermediate operation with the most leakage.

By choosing to recover the 4th half byte \( k_3 \) of the SPECK algorithm as an example, it is not only because the carry-over problem requires leak analysis from the low-bit, but also because the high-order position bits are affected by the carry-over of the low-order position. This means that the recovery of the high-order position key is based on the completion of the recovery of the low-order position key. If the low-order byte attack fails, the subsequent bytes cannot be successfully attacked.

This paper selects the following attack points:

**The exclusive or operation**: The exclusive or operation of SPECK is an operation directly related to the key. Therefore, we choose the result of XOR between the value after modular addition and the extended key and take this result as attack point 1.

**The modular addition operation**: SPECK’s modular addition operation is the only nonlinear operation in the structure. However, each round of modular addition operation is only related to the key of the previous round, and has no direct relationship with the key of the current round. Therefore, to recover the round key of the first round, you need to select the result of the second round of module addition operation as attack point 2.
The shift operation: The input of SPECK’s shift operation is the encryption result of the previous round. In addition, the shift operation does not change the ciphertext, but simply changes the bit position, so this attack point is equivalent to the XOR operation.

By using CPA method and deep-learning method to attack different encryption operations of the SPECK algorithm, we can find the intermediate operation with the largest leakage and compare the attack capabilities of the two methods. Table 1 summarizes the experimental results using different attack points.

| Attack Method                  | CPA Results                  | Deep Learning Results                  |
|-------------------------------|------------------------------|----------------------------------------|
| The modular addition operation| Attack failed                | Accuracy 52.9%                         |
| The exclusive or operation    | Attack succeeded             | Accuracy 99.2%                         |
| Attack time                   | It takes 49 m 26 s to establish a template (attack 8-bit key) | It takes 345 m 28 s to establish a template (attack 4-bit key) |

These results show that XOR operation can be used as an attack point for more effective attacks. The deep-learning method is more effective than the CPA method for cracking the key, but the deep-learning method takes more time. Therefore, it is more effective to use the CPA attack method to judge the intermediate operation with the largest leakage as the attack point.

3.4. Side-Channel Attack Based on Intermediate Value

As can be seen from Section 3.3, each round of XOR operation can be regarded as the attack point.

As can be seen from Figure 4, although the round function extends the key $K_{0}||K_{1}||K_{2}||K_{3}$ to multiple bits of the round key $W$, its output is fixed when the round function operates on the bytes of the key $K$. For example, when cracking $k_{0}$, the first half byte of the first round of round key $W_{0}$ can be selected as the attack point for side-channel attack. Meanwhile, when cracking the last 48-bit key, the XOR result of round key $W$ and $P(x)$ can be selected as the attack point. $P(x)$ represents the part related to plaintext (i.e., the output of modulo addition operation). The calculation expression is as follows, in which the attacked intermediate variable $\phi(k)$ and the round key $W$ are a one-to-one linear relationship of bits.

$$W_{i} = \begin{cases} K_{i}, & i = 0 \\ s(K_{i}, W_{i-1}) \oplus S_{i} W_{i-1}, & i = 1, 2, 3, \ldots \end{cases}$$  \hspace{1cm} (8)

$$\phi(K_{i}) = \begin{cases} W_{i}, & i = 0 \\ W_{i} \oplus P(x), & i = 1, 2, 3, \ldots \end{cases}$$  \hspace{1cm} (9)

$$\phi(k)_{i} = \begin{cases} \phi(K_{i}) \gg 12, if i \mod 4 = 0 \\ \phi(K_{i}) > > > 8 \& 0x0F, if i \mod 4 = 1 \\ \phi(K_{i}) > > > 4 \& 0x0F, if i \mod 4 = 2 \\ \phi(K_{i}) \& 0x0F, if i \mod 4 = 3 \end{cases}$$  \hspace{1cm} (10)

Experimental results show that the scheme can successfully recover the last 48-bit key. At the same time, we also put forward the method of how to select the intermediate operation with large leakage.

It is worth noting that the result of each round of recovery is not the initial key $K$, but the intermediate value $\phi(k)$ after XOR operation. Therefore, the process of complete key recovery is to attack the output of the selection function $\phi(k)$ through the side-channel analysis, then recover the round key ($W_{0}||W_{1}||W_{2}||W_{3}$), and then solve the equations together with the given inverse function according to the key characteristics to recover the initial key ($K_{0}||K_{1}||K_{2}||K_{3}$).

In addition, experiments show that this method can successfully distinguish the intermediate value of the 5th round of encryption function at most. Except that the first round of round key is directly related to the initial key, the round keys of subsequent
rounds are determined by multiple initial keys, and the higher the number of rounds, the richer the key information contained in the round key and the lower the attack accuracy. In addition, the attack accuracy of the high byte of the same round of round key is often higher than that of the low byte. Taking recovery of the first half byte of the first six rounds of round key \((k_0, k_4, k_8, k_{12}, w_{16}, w_{20})\) as an example, the attack result is shown in Figure 5.

Figure 5. The first half byte attack result of the first six rounds of round keys; they should be listed as: (a) shows the learning curves, and (b) shows the confusion matrix.
The attack results of recovering the full key are shown in Table 2.

Table 2. The attack results of recovering the full key based on intermediate value.

| Rounds | Intermediate Value | Accuracy |
|--------|--------------------|----------|
| 1      | $\varphi(k_0)$     | 99.6%    |
|        | $\varphi(k_1)$     | 99.8%    |
|        | $\varphi(k_2)$     | 98.8%    |
|        | $\varphi(k_3)$     | 99.2%    |
| 2      | $\varphi(k_4)$     | 94.1%    |
|        | $\varphi(k_5)$     | 91.0%    |
|        | $\varphi(k_6)$     | 88.9%    |
|        | $\varphi(k_7)$     | 85.6%    |
| 3      | $\varphi(k_8)$     | 93.6%    |
|        | $\varphi(k_9)$     | 90.4%    |
|        | $\varphi(k_{10})$  | 89.2%    |
|        | $\varphi(k_{11})$  | 84.2%    |
| 4      | $\varphi(k_{12})$  | 94.0%    |
|        | $\varphi(k_{13})$  | 89.3%    |
|        | $\varphi(k_{14})$  | 88.7%    |
|        | $\varphi(k_{15})$  | 83.5%    |

4. Side-Channel Analysis of SPECK-32/64 Based on Transfer Learning

4.1. Visualization of Different Convolution Layers

The visual analysis of the output position of five Conv blocks reflects the process of continuous learning and feature extraction of neural network.

Take the pretraining model constructed with the first half byte $k_0$ of the key $K$ as the label as an example. Visualize the characteristic diagram of the output position of five Conv blocks, as shown in Figure 6.

![Image of Figure 6](image-url)

**Figure 6.** Weight visualization of different convolution layers.
Figure 6 shows that the collected leakage traces have six spikes, representing six rounds of encryption by the SPECK algorithm. We can see that the characteristic data obtained from the shallow convolution layer are still close to the original data, and six spikes can be seen, indicating that the shallow network tends to extract effective information points at the six spikes. As the number of layers is deeper, the features obtained are more and more abstract. Finally, the deep network focuses on a peak area to extract information points. It should be noted that the higher the weight, the greater the contribution of the region to the final prediction results. Through this method, the positions of different bytes of the key on the electromagnetic signal can be located.

4.2. Visualization of Different Key Bytes

We choose to visualize the output position of the last Conv block, which can achieve the following two purposes.

1. It can detect the influence of the characteristic position of the leakage trace on the output results. The deeper the weight, the greater the correlation between the region and the intermediate value. It is also a useful position of information point.
2. It can analyze the intermediate value operation and its corresponding position in the leakage trace. By study the “reusability” of key encryption and learn the correlation of different intermediate values corresponding to the position of information points on the leakage trace.

Experiment 1: the same byte position of round keys with different rounds: Taking the model constructed with the first half byte \((k_0, k_4, k_8, k_{12}, w_{16}, w_{20})\) of the round key generated by first six rounds of encryption as the label as an example, we take the weight of the last layer of the model for visualization. It can be observed from the experiment that the positions of the information points corresponding to the six intermediate values are different, which can be roughly regarded as six peaks with intersection (as shown in Figure 7a). It proves that although these models are trained by the intermediate values obtained from different round functions, the network still extracts similar features. When generating the round key, the key not only uses the initial key corresponding to the round, but also is related to the round key of the previous round. That is, it is related to the initial key used in the previous rounds. There is the “reusability” of the key, which is reflected in the collected leakage traces and observed through visual analysis.

![Figure 7](image_url)  
Figure 7. The result of weight visualization, they should be listed as: (a) shows the same byte position of extension keys with different rounds, and (b) shows the different byte position of extension key with same round.
**Experiment 2: the different byte position of round key with same round:** Take the model constructed with the different byte positions \((k_4, k_5, k_6, k_7)\) of the intermediate value of the second round of encryption as the label as an example, we take the weight of the last layer of these networks for visualization. From the experimental observation, the information points at different byte positions of round key with the same round are probably in the same position (as shown in Figure 7b).

Through the visualization method, we found that different key bytes overlap in the position of the complete electromagnetic leakage signal. That is, when SPECK generates a round key, there is a connection between different bytes of the key. In this regard, we propose a transfer learning method for different byte keys.

### 4.3. Side Channel Analysis of SPECK-32/64 Based on Transfer Learning

#### 4.3.1. The Reusability of Key

Through the visual analysis in the previous chapter, we find that for an algorithm such as SPECK that needs to collect multiple rounds of encrypted signals, the collected electromagnetic leakage traces will correspond to multiple rounds of complete encryption operation process. When the deep-learning method is used to execute the side-channel attack, the training model will automatically extract the information points related to the intermediate value. Although most of these information points are located in the encryption position of the intermediate value, a few are located in the encryption position of other round functions. The divide and conquer method selects some key bytes as labels and treats other key bytes as noise, which separates the correlation of different bytes of key.

According to the round function, the key has “reusability”. Except that the first round of encryption is directly related to the first 16-bit initial key, the subsequent round of encryption are participated in by multiple initial keys. The higher the number of rounds, the richer the key information. For example, the key \(K_0\) participates not only in the first round of encryption, but also in the subsequent encryption process. Table 3 shows the key involved in first six rounds of encryption.

**Table 3. Key involved in first six rounds of encryption.**

| Round | Involved Key                  |
|-------|-------------------------------|
| 1     | \(K_0\)                       |
| 2     | \(K_0, K_1\)                  |
| 3     | \(K_0, K_1, K_2\)             |
| 4     | \(K_0, K_1, K_2, K_3\)        |
| 5     | \(K_0, K_1, K_2, K_3, K_4\)   |
| 6     | \(K_0, K_1, K_2, K_3, K_4, K_5\) |

This feature is also reflected in the collected electromagnetic leakage traces. Figure 8 shows that the positions of information points extracted by different round functions have an intersection, while the information points of keys encrypted in the same round are roughly in the same position, so the features extracted by the templates constructed by these keys will be more similar. Therefore, we introduce the transfer learning method, use the fine-tuning method, take the network model trained in the source domain as the pretraining model of the target domain, and carry out training to make it adapt to the new task.
The experiment takes the first half byte (k₁) and second half byte (k₅) of the second round of round key as the label of the source domain and the label of the target domain. This feature is also reflected in the collected electromagnetic leakage traces. Figure 8 shows that the positions of information points extracted by different round functions have an intersection, while the information points of keys encrypted in the same round are not even converge, but when the XOR result is used as the pretraining model, the model can achieve 65% accuracy in the first epoch. Only 3–4 epochs can be trained to make the model converge to a better result, and the recognition accuracy is more stable. However, the training method without transfer learning needs to train at least eight epochs to achieve the same result due to the random initialization of weight, and the recognition accuracy is not stable. Therefore, the transfer learning method of side-channel attack can make use of the similarity of different bytes of the key, and has higher performance starting point, faster model convergence speed and more stable recognition accuracy.

Transfer learning can apply the knowledge or patterns learned in a certain field or task to different but related fields or problems. In the previous section, we have proven the similarity of leaked signals between different bytes of the key. Considering that most data or tasks are relevant, we can share the learned model parameters (also known as the knowledge learned by the model) to the new model in some way through migration learning, so as to speed up and optimize the learning efficiency of the model without learning from zero like most networks.

In this section, three transfer learning schemes are proposed according to the characteristics of SPECK algorithm:

**Horizontal transfer learning:** This method focuses on different bytes of the round key generated by the same round function. Visual analysis shows that the information points extracted from the template constructed by these bytes are roughly in the same position. The experiment takes the first half byte (k₄) and second half byte (k₅) of the second round of round key as the label of the source domain and the label of the target domain.

**Vertical transfer learning:** This method focuses on the same byte position of the round keys generated by different rounds. Because the key has “reusability” in the encryption process, through visual analysis, it can be seen that the information points extracted from the template constructed by these bytes have intersection. The experiment takes the second half byte of the first round of expansion key (k₁) and the second round of expansion key (k₃) as the label of the source domain and the label of the target domain.

The experimental results are shown in Figure 8. Through transfer learning, 65% accuracy can be achieved in the first epoch. Only 3–4 epochs can be trained to make the model converge to a better result, and the recognition accuracy is more stable. However, the training method without transfer learning needs to train at least eight epochs to achieve the same result due to the random initialization of weight, and the recognition accuracy is not stable. Therefore, the transfer learning method of side-channel attack can make use of the similarity of different bytes of the key, and has higher performance starting point, faster model convergence speed and more stable recognition accuracy.

**Different encryption operations:** In this method, we focus on the different encryption operations of the SPECK algorithm. In the experiment, the model trained by the first round of XOR results is used as the source domain, and the model trained by the second round of modular addition results is used as the target domain.

The experimental results are shown in Figure 9. Since the modulo addition operation is not an information point directly related to the key, the model training is more difficult than the XOR operation. The comparison between using transfer learning and not using transfer learning is also very obvious. Before using transfer learning, the model does not even converge, but when the XOR result is used as the pretraining model, the model
begins to converge. This proves the portability of different encryption operations in the encryption algorithm.

![Figure 9](image-url)

**Figure 9.** The effect of transfer learning on accuracy.

5. Conclusions

5.1. Comparison with Other Methods

In paper [20,21], the deep-learning method is used to perform side-channel attacks. They can directly use the original key to attack the SIMECK algorithm and the AES algorithm, respectively. However, for the SPECK algorithm that needs to be broken in this paper, using the initial key as a label can only attack the first 16-bit key. To attack the complete key, we select the XOR operation as the attack point to successfully recover all keys.

Paper [6] also uses CPA method to attack the SPECK algorithm. Their experiments show that there are always interference terms that confuse the correct key when attacking modular addition. Therefore, they have to only use XOR operation as the attack point. However, the transfer learning method proposed in this paper proves that using modular addition operation as the attack point, although not as good as XOR operation, can also make the model converge. This method solves the problem of low utilization of key bytes by correlation energy analysis and powerlessness in case of key recovery failure.

We use Pearson’s correlation coefficient to evaluate the correlation between electromagnetic signals and labels. Table 4 shows the correlation coefficients of electromagnetic signals with XOR operation, initial key, and modular operation as labels, respectively. The correlation coefficient of XOR operation is the largest, the initial key is the smallest, and the modulo addition operation is the second. This is also the order of the difficulty of using these three methods as attack points.

| Correlation Coefficients | XOR Operation | Initial Key | Modular Operation |
|--------------------------|---------------|-------------|------------------|
| $K_4$                    | 0.3072        | 0.0427      | 0.2391           |
| $K_5$                    | 0.3000        | 0.0269      | 0.1964           |
| $K_6$                    | 0.3535        | 0.0305      | 0.3274           |
| $K_7$                    | 0.2743        | 0.0312      | 0.1095           |

5.2. Conclusions

Aiming at the problem that the lightweight algorithm is difficult to crack due to the lack of nonlinear operation with large leakage, this paper uses two attack methods of deep learning and CPA to evaluate the intermediate operation with the largest leakage, and finally selects the XOR operation as the attack point to successfully recover all keys.
Then, through visual analysis, it is analyzed that the positions of different bytes of the key on the measured signal overlap from two angles. This proves that the different bytes of the key are not unrelated individuals, and the common divide and conquer algorithm separates this relationship.

Finally, by studying the “reusability” of key encryption and using the characteristic relationship of leakage trajectory corresponding to intermediate value operation, this paper proposes a transfer learning method for different key bytes. This method can take advantage of the similarity between different key bytes, and has higher performance starting point, faster model convergence speed, and more stable recognition accuracy.
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