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A recovery map effectively cancels the action of a quantum operation to a partial or full extent. We study the Petz recovery map in the case where the quantum channel and input states are fermionic and Gaussian. Gaussian states are convenient because they are totally determined by their covariance matrix and because they form a closed set under so-called Gaussian channels. Using a Grassmann representation of fermionic Gaussian maps, we show that the Petz recovery map is also Gaussian and determine it explicitly in terms of the covariance matrix of the reference state and the data of the channel. As a by-product, we obtain a formula for the fidelity between two fermionic Gaussian states. We also discuss subtleties arising from the singularities of the involved matrices.

I. INTRODUCTION

“Operation” is a common notion in the physical world. Rotating a rigid body or breaking a chinaware plate are examples of classical operations. They can be reversed or not for obvious reasons. On the quantum level, an operation needs to satisfy the complete positivity (CP) condition and the trace preserving (TP) condition to be compatible with the principles of quantum mechanics. Such a compatible operation is called a quantum channel or a CPTP map. Given only this abstract definition, it is less obvious under what conditions we can reverse a given quantum channel. It turns out that for certain channels and input states satisfying an information theoretic criterion, it is possible to fully reverse the channel and recover the initial state. The operation which implements this reversal is called the Petz recovery map\textsuperscript{12}.

Our motivation for studying recovery channels comes from the recent intensive interaction between quantum information and many other fields of physics, such as quantum field theory and topological quantum matter. The Petz recovery map has important applications in many of these circumstances. For example, one can show that strong subadditivity of the von Neumann entropy implies the average null energy condition (ANECC) in quantum field theory\textsuperscript{3}. The Petz recovery map is then related to the conditions for saturation of the ANECC bound. Another example is provided by quantum error correction, say in the context of topological quantum matter, where the Petz map serves as a universal reversal operation that generates no more than twice the error of the optimal reversal operation\textsuperscript{4}. The Petz map also arises in the structure of quantum Markov states\textsuperscript{5}, and such Markov states have been used to construct thermal states of quantum many-body systems\textsuperscript{6}. These examples make an explicitly calculable form of the Petz recovery map important in its own right. Here we solve this problem for the special case of Gaussian fermionic states and channels.

The Petz recovery map first originated from considering the notion of sufficiency of channels over von Neumann algebras\textsuperscript{7}. A channel $\mathcal{N}$ between two algebras $\mathcal{N}: M \rightarrow N$ is sufficient with respect to a family of states $\theta$ if there exists a channel $\beta : N \rightarrow M$ such that for any $\phi \in \theta$, $\beta \circ \mathcal{N} (\phi) = \phi$. $\beta$ is called a recovery channel because it recovers the initial state from the action of the channel $\mathcal{N}$. It turns out that sufficiency over $\theta$ is equivalent to sufficiency over any pair of the states in $\theta$. And if a channel $\mathcal{N}$ is sufficient for a pair of states $\{\rho, \sigma\} \in \theta$, then

$$S(\rho ||\sigma) = S(\mathcal{N}(\rho)||\mathcal{N}(\sigma)). \quad (1)$$

$S(\rho ||\sigma)$ is the relative entropy defined as

$$S(\rho ||\sigma) = \text{tr}(\rho \log \rho) - \text{tr}(\rho \log \sigma) \quad (2)$$

if $\text{supp} (\rho) \subseteq \text{supp} (\sigma)$, and $+\infty$ otherwise.

For density matrices of finite dimensional Hilbert space and a quantum channel $\mathcal{N}: M \rightarrow N$, the recovery map takes the following explicit form on the support of $\mathcal{N}(\sigma)$\textsuperscript{8}:

$$\mathcal{P}_{\mathcal{N}}(X) = \sigma^{\frac{2}{3}} \mathcal{N}^* \left( \mathcal{N}(\sigma)^{-\frac{1}{2}} X \mathcal{N}(\sigma)^{-\frac{1}{2}} \right) \sigma^{\frac{1}{2}}. \quad (3)$$

Here $\mathcal{N}^*: N \rightarrow M$ is defined to be the adjoint map of $\mathcal{N}$ such that

$$\langle A, \mathcal{N}(B) \rangle = \langle \mathcal{N}^*(A), B \rangle \quad (4)$$

for any $A \in N, B \in M$. $\langle A, B \rangle = \text{tr}(A^* B)$ is the usual Hilbert-Schmidt inner product. Note that if we restrict the input to $\mathcal{P}_{\mathcal{N}}$ to be in $\text{supp}(\mathcal{N}(\sigma))$, then the operator inverse $\mathcal{N}(\sigma)^{-\frac{1}{2}}$ is well defined. Eq. (1) is obtained if and only if $\mathcal{P}_{\mathcal{N}} \circ \mathcal{N}(\sigma) = \sigma$ and $\mathcal{P}_{\mathcal{N}} \circ \mathcal{N}(\rho) = \rho$.

The rotated recovery map was introduced in\textsuperscript{8}. It is defined as

$$\mathcal{P}_{\mathcal{N}}(X) = (\mathcal{U}_{\mathcal{N}} \circ \mathcal{P}_{\mathcal{N}} \circ \mathcal{U}_{\mathcal{N}^{-1}})(X), \quad (5)$$
where \( \mathcal{P}_{\sigma, \mathcal{N}} \) is the Petz recovery map and
\[
\mathcal{P}_{\sigma}(X) = \sigma^{\dagger} X \sigma^{-it} \quad (6)
\]
is a partial isometry group. This rotated recovery map is of interest because it appears in several works that study the monotonicity of the relative entropy (e.g., \([12]\)), and helps to give a refined description of the recoverability. It is physically interesting to investigate as it might give a stronger constraint for energy conditions in quantum field theory.

In this work, we characterize the Petz recovery map \( \mathcal{P}_{\sigma, \mathcal{N}} \) for fermionic Gaussian channels and states via the Grassmann representation for fermionic Gaussian channels. It turns out that in this case \( \mathcal{P}_{\sigma, \mathcal{N}} \) is also a Gaussian channel. The same result is established for \( \mathcal{P}_{\sigma}^{(i)} \) as well. We provide an explicitly calculable expression which might be useful, for example, for studying error correction in Majorana fermion systems or for studying free fermionic field theories.

Gaussian states are thermal states of Hamiltonians which are quadratic in creation and annihilation operators. More precisely, a state \( \rho \) is Gaussian if it has the form \( \rho = e^{-BH/\text{tr}(e^{-BH})} \) for some quadratic \( H \) and inverse temperature \( \beta \). The ground state of \( H \), which is the limiting case as \( \beta \to \infty \), is considered a Gaussian states as well. We denote canonical creation and annihilation operators by \( c^\dagger, c \). They can be either bosonic or fermionic. The bosonic case could represent, for example, a system of photons, to which the subject of quantum optics is dedicated (e.g., \([11]\)). The fermionic case could describe, for example, electrons or quarks. Here we consider the fermionic case. In either case, Gaussian states have a closure property such that certain so-called Gaussian channels send Gaussian input states to Gaussian output states. The set of Gaussian channels include many common operations such as tracing over subsystems and evolving under quadratic Hamiltonians. Furthermore, Gaussian states can be conveniently prepared in experiments\(^{[13–18]}\) and described by the covariance matrix \( G \). A more detailed discussion is presented in Section (II A).

To state the main result, let \( G_{(\sigma)} \) denote the covariance matrix of the reference state \( \sigma \). Let a Gaussian channel \( \mathcal{N} \) act on any Gaussian state with covariance matrix \( G_{(\rho)} \) such that the output Gaussian state has covariance matrix \( G_{(\sigma)} = BG_{(\rho)}B^T + A \), where \( A, B \) are matrices encoding the action of channel \( \mathcal{N} \) (see Section (II B) for details). Our main result is that the corresponding \( A, B \) matrices for the recovery channel \( \mathcal{P}_{\sigma, \mathcal{N}} \) are

\[
B_{\mathcal{P}} = \sqrt{i2n + (G_{(\sigma)})^2} B^T \left( \sqrt{i2n + (G_{(\sigma)})^2} \right)^{-1} \\
A_{\mathcal{P}} = G_{(\sigma)} - B_{\mathcal{P}} G_{(\sigma)}^{-1} B_{\mathcal{P}}^T \quad (7)
\]

Based on the above result, the rotated recover map can be characterized by the matrices
\[
A_{\mathcal{P}, I} = B_{\sigma, I} A_{\mathcal{P}} B_{\sigma, I}, \quad B_{\mathcal{P}, I} = B_{\sigma, I} B_{\mathcal{P}, \mathcal{N}, -1} \quad (8)
\]
in which \( B_{\sigma, I} = e^{-2i \arctan(G_{(\rho)})}, B_{\mathcal{N}, -1} = e^{2i \arctan(G_{(\sigma)}^{-1})} \). It is noteworthy that Eq. (7) is analogous to that for bosonic Gaussian states\(^{[13]}\).

The rest of the paper is organized as follows: In Section (II) we give a detailed introduction to Gaussian states and Gaussian channels with fermionic degrees of freedom. In Section (III), we construct the Petz recovery map and its rotated version explicitly using the Grassmann representation of the Gaussian map to get Eq. (7), (8). In Section (IV), we present a result giving the fidelity between two fermionic Gaussian states, which is an application of the methods developed in Section (III). We draw our conclusions in Section (V). We display some identities for Grassmann integrals in Appendix (A). Appendix (B) is a collection of calculation details. In Appendix (C) we discuss the treatment of singular matrices involved in the derivation.

II. FERMIONIC GAUSSIAN STATES AND CHANNELS

We first give a brief introduction to the fermionic Gaussian state and fermionic Gaussian channels. Here we mainly follow the results of Ref.\(^{[14]}\). Some other reviews that introduce different aspects of Gaussian states and channels can be found in Refs.\(^{[15–18]}\). Interested readers can refer to the references therein.

A. Fermionic Gaussian States

Dirac and Majorana Operators, Grassmann Variables

We start by considering a Hamiltonian quadratic in complex (Dirac) fermionic creation/annihilation operators:
\[
H = \sum_{i,j} c_i^\dagger K_{ij} c_j + c_i^\dagger A_{ij} c_j^\dagger + c_i A_i^\dagger c_j. \quad (9)
\]
Here \( c^\dagger \)'s and \( c \)'s satisfy the canonical anti-communication relation
\[
\{c_i^\dagger, c_j\} = \delta_{ij}, \quad \{c_i, c_j\} = \{c_i^\dagger, c_j^\dagger\} = 0 \quad (10)
\]
The matrix \( K \) is Hermitian and \( A \) is anti-symmetric, so that the Hamiltonian is Hermitian. It is standard to transform Eq. (9) into a basis of Majorana fermions:
\[
\gamma_{2i-1} = (c_i + c_i^\dagger), \quad \gamma_{2i} = i(c_i - c_i^\dagger) \quad (11)
\]
which satisfy the anti-commutation relation
\[
\{\gamma_i, \gamma_j\} = 2\delta_{ij}. \quad (12)
\]
After ignoring the diagonal terms\(^{[19]}\), Eq. (9) can be written as
\[
H = \frac{i}{2} \sum_{i,j} \gamma_i \gamma_{ij} \quad (13)
\]
where
\[
M = \frac{1}{4} \mathcal{K}(\mathbf{K}) \otimes I_2 + \frac{1}{2} \mathcal{R}(\mathbf{A}) \otimes \sigma_x - \frac{i}{4} \mathcal{R}(\mathbf{K}) \otimes \sigma_y + \frac{1}{2} \mathcal{R}(\mathbf{A}) \otimes \sigma_z. \quad (14)
\]
Here $\sigma$’s are the Pauli matrices and $M$ is manifestly real and antisymmetric.

The most general form of the operators composed of $2n$ Majorana operators, denoted as $\mathcal{C}_{2n}$, should be the complex span of the monomials $\gamma Y_j \cdots \gamma_k$.

\[ X = \alpha I + \sum_{p=1}^{2n} \sum_{1 \leq a_1 < a_2 < \cdots < a_p \leq n} \alpha_{a_1 a_2 \cdots a_p} \gamma_{a_1} \gamma_{a_2} \cdots \gamma_{a_p} \]  

(15)

where $\alpha = 2^{-n} \text{tr} X$ is fixed. For example, the Hamiltonian in Eq. (13) $H \in \mathcal{C}_{2n}$, where only the coefficients of order 2 terms are non-zero and purely imaginary.

To work efficiently with operators built from the Majorana fermions, it is convenient to utilize a Grassman calculus. Grassmann variables are mathematical objects following the anti-commutation rule

\[ \theta_i \theta_j + \theta_j \theta_i = 0, \quad \theta_i^2 = 0. \]  

(16)

For $n$ Grassmann variables \{\theta_1, \theta_2, \ldots, \theta_n\}, denote the complex span of the monomials of these variables as $\mathcal{G}_n$. A general element $f \in \mathcal{G}_n$ takes the form

\[ f = \alpha + \sum_{p=1}^{n} \sum_{1 \leq a_1 < a_2 < \cdots < a_p \leq n} \alpha_{a_1 a_2 \cdots a_p} \theta_{a_1} \theta_{a_2} \cdots \theta_{a_p}. \]  

(17)

The similarity between Eq. (15) and Eq. (17) indicates that there is a natural isomorphism $\omega : \mathcal{C}_{2n} \rightarrow \mathcal{G}_{2n}$ such that

\[ \gamma Y_j \cdots \gamma_k \mapsto \theta_1 \theta_j \cdots \theta_k, \quad I \mapsto 1 \]  

(18)

So each Majorana operator $X$ can be mapped via $\omega$ to a polynomial of Grassmann variables $\omega(X, \theta)$. We will abbreviate $\omega(X, \theta)$ as $X(\theta)$ and call it the Grassmann representation of the operator $X$.

**Majorana and Grassmann representation of Gaussian states**

Fermionic Gaussian states are in general thermal states for some Hamiltonian of the form in Eq. (13).

\[ \rho \equiv \text{tr} \left( e^{-\beta H} \right)^{-1} e^{-\beta H} = Z_\rho^{-1} \exp \left( \frac{i}{2} \sum_{i,j} \gamma_i M_{ij} \gamma_j \right). \]  

(19)

This is the Majorana representation of fermionic Gaussian states.

Any real $2n \times 2n$ antisymmetric matrix can be transformed into the following block-diagonal form:

\[ M = O^T \left( B \otimes \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \right) O, \]  

(20)

where $O \in SO(2n)$ and $B = \text{diag}(\beta_1, \beta_2, \ldots, \beta_n)$. The $\beta_i$’s are the Williamson eigenvalues of the real antisymmetric matrix $M$.

The covariance matrix of a Gaussian state is defined as

\[ G_{ij} = \frac{i}{2} \text{tr} \left( \rho [\gamma_i, \gamma_j] \right), \text{if } i \neq j \]  

\[ G_{ij} = 0, \text{if } i = j. \]  

(21)

$G$ is antisymmetric and can be transformed into the block-diagonal form with the same matrix $O$ as in Eq. (20). Its set of Williamson eigenvalues \{\lambda_1, \lambda_2, \ldots, \lambda_n\} are related to $\beta_i$’s via

\[ \lambda_i = -\tanh (\beta \beta_i). \]  

(22)

This induces the matrix equation

\[ G = i \tanh (i \beta M). \]  

(23)

Since Gaussian states represent the non-interacting limit of the corresponding fermionic degrees of freedom, all higher order correlation functions are totally determined by the matrix element of $G$ by Wick’s theorem.

One can use the isomorphism Eq. (15) to get the Grassmann representation of the density operator in Eq. (13). It turns out that the covariance matrix $G$ plays a role in the Grassmann representation

\[ \rho(\theta) = \frac{1}{2^n} \exp \left( \frac{i}{2} \theta^T G \theta \right). \]  

(24)

The full notational conventions and some useful formula are in Appendix (A).

Eq. (24) is a more convenient definition of the Gaussian state, because the matrix $G$ is always bounded by $G^T G \leq I$ according to Eq. (22). The Majorana representation Eq. (13) looks singular in the zero temperature limit $\beta \rightarrow \infty$, while in the Grassmann representation, this limit corresponds to $\lambda_i \rightarrow \pm 1$. This reflects the physical situation that at zero temperature, negative energy modes are occupied and positive energy modes are empty.

**B. Fermionic Gaussian Channels**

A linear map $\mathcal{N} : \mathcal{C}_{2n} \rightarrow \mathcal{C}_{2n}$ is Gaussian if and only if it admits an integral representation

\[ \mathcal{N}(X)(\theta) = C \int \exp[S(\theta, \eta) + i \eta^T \mu] X(\mu) D\eta D\mu \]  

(25)

where

\[ S(\theta, \eta) = \frac{i}{2} (\theta^T, \eta^T) N \left( \begin{array}{c} \theta \\ \eta \end{array} \right) = \frac{i}{2} (\theta^T, \eta^T) \begin{pmatrix} A & B \\ -B^T & D \end{pmatrix} \left( \begin{array}{c} \theta \\ \eta \end{array} \right) = \frac{i}{2} \theta^T A \theta + \frac{i}{2} \eta^T D \eta + i \theta^T B \eta. \]  

(26)
Here A, B, D are $2n \times 2n$ complex matrices and A, D can be taken to be antisymmetric. C is a complex number.

To have the linear map be a valid quantum channel, the CPTP conditions should be satisfied. It turns out that the CP condition translates to $C \geq 0$ and requirement that the matrix $N$ in Eq. (26) be real and satisfy $N^T N \leq I$. The TP condition is equivalent to $C = 1$ and the matrix $D = 0$. A map is unital if it preserves the identity, which means $N(I) = I$. The unital condition is equivalent to $C = 1$ and $A = 0$.

One important ingredient is how to translate the description of quantum channels from operator representation, e.g., a unitary time evolution written as $e^{iHt} \rho e^{-iHt}$, to the path integral representation defined in Eq. (25). This is achieved by making use of the Jamiolkowski duality between linear maps and states. The duality says that for any linear map $\mathcal{E}: \mathcal{C}_{2n} \rightarrow \mathcal{C}_{2n}$, there is an isomorphism $\mathcal{J}$ such that $\mathcal{J}(\mathcal{E}) \in \mathcal{C}_{2n} \otimes \mathcal{C}_{2n}$ takes the form

$$\mathcal{J}(\mathcal{E}) = \sum_i \mathcal{E}(V_i) \otimes V_i^*,$$

where $V_i$'s are a complete set of bases for the linear spaces $\mathcal{C}_{2n}$, which are the monomials of $\gamma_1 \cdots \gamma_n$.

To get a compact formula, one uses the isomorphism $\mathcal{J}: \mathcal{C}_{2n} \otimes \mathcal{C}_{2n} \rightarrow \mathcal{E}_{4n}$ such that $\gamma_1 \cdots \gamma_n \gamma_{n+1} \cdots \gamma_{2n} \mapsto \gamma_1 \cdots \gamma_n \gamma_{n+1} \cdots \gamma_{2n}$, where $1 \leq p_1 < \ldots < p_i \leq 2n$ and $1 \leq q_1 < \ldots < q_j \leq 2n$. This isomorphism induces a map $\mathcal{N}_1 \otimes \mathcal{N}_2: \mathcal{E}_{4n} \rightarrow \mathcal{E}_{4n}$ such that for monomials

$$\mathcal{N}_1 \otimes \mathcal{N}_2 \left( \gamma_{p_1} \cdots \gamma_{p_i} \gamma_{q_1+2n} \cdots \gamma_{q_j+2n} \right) = \mathcal{N}_1 \left( \gamma_{p_1} \cdots \gamma_{p_i} \right) \mathcal{N}_2 \left( \gamma_{q_1+2n} \cdots \gamma_{q_j+2n} \right).$$

The definition can be extended to polynomials of $\mathcal{C}_{4n}$ by linearity.

Now let a linear map $\mathcal{E}: \mathcal{C}_{2n} \rightarrow \mathcal{C}_{2n}$ be parity preserving, which means it sends even(odd) monomials to even(odd) order monomials, then the operator $\rho_{\mathcal{E}} \in \mathcal{C}_{4n}$ dual to $\mathcal{E}$ is defined as

$$\rho_{\mathcal{E}} = (\mathcal{E} \otimes \mathcal{I}) (\rho_I)$$

where

$$\rho_I = \frac{1}{2^{2n}} \prod_{i=1}^{2n} \left( \mathcal{I} + i \lambda \gamma_{i+n} \right).$$

One can now make use of Eq. (18) to write Eq. (29) in the Grassmann representation. The isomorphism is such that $\gamma_1, \ldots, \gamma_n \mapsto \theta_1, \ldots, \theta_{2n}$ and $\gamma_{2n+1}, \ldots, \gamma_{2n} \mapsto \eta_1, \ldots, \eta_{2n}$. Given the integral representation of the map $\mathcal{E}$, a straightforward calculation of Eq. (26) will give

$$\rho_{\mathcal{E}}(\theta, \eta) = \frac{C}{2^{2n}} \exp(S(\theta, \eta))$$

as the operator representation of a map. Conversely, if one knows the operator representation of the map $\mathcal{E}$, one can calculate Eq. (29) explicitly and perform the isomorphism Eq. (18) to achieve a form similar to Eq. (31), so that the integral representation can be read out.

We conclude this section by mentioning an important property of the composition of two Gaussian channels. If $\mathcal{E}_1$ and $\mathcal{E}_2$ are CP fermionic Gaussian maps, then the composite map $\mathcal{E}_2 \circ \mathcal{E}_1$ is still a CP Gaussian map. Similarly, the composition of two TP Gaussian maps is still a TP Gaussian map. The proof of the results listed in this section can be found in Ref. 14.

III. CONSTRUCTION OF PETZ RECOVERY MAP

In this section we give the explicit construction of the Petz recovery map, so that the result claimed in the introduction is obtained: the Petz recovery map of a Gaussian channel with a Gaussian reference state is a Gaussian channel itself, and has its information specified in the Grassmann integral representation as in Eq. (7).

It is obvious from Eq. (3) that $\mathcal{P}_{\sigma, N}$ is composed of three linear maps $\mathcal{N}_1 \circ \mathcal{N}_2 \circ \mathcal{N}_3$, where

$$\mathcal{N}_1: X \mapsto N(\sigma)^{-1} X N(\sigma)^{-1},$$

$$\mathcal{N}_2: X \mapsto N^\ast(X),$$

$$\mathcal{N}_3: X \mapsto \sigma^{1/2} X \sigma^{-1/2}.$$

The approach to the construction of $\mathcal{P}_{\sigma, N}$ is therefore straightforward. We first find the Grassmann representations of the three separate maps in Eq. (32). Since they each admit an integral representation as in Eq. (25), the three separate maps are Gaussian linear maps. So it follows that the Petz map is Gaussian. Then we find the formula to combine the three maps together, thus obtaining an explicit expression for the Petz recovery map.

A. Separate construction of three linear maps

The linear maps $\mathcal{N}_1$ and $\mathcal{N}_3$ are of similar form: they represent an operator sandwiched by a Hermitian Gaussian state. Their integral representations are obtained by the map-operator duality described in Section (11B).

We present the construction of $\mathcal{N}_3$, since that for $\mathcal{N}_1$ follows in a similar way. The details of the calculation are collected in Appendix (B 2).

Consider $\mathcal{N}_3: X \mapsto \sigma_{\frac{1}{2}} X \sigma_{\frac{1}{2}}$ where $\sigma$ is a Gaussian state with covariance matrix $G(\sigma)$. Using Eq. (20), define $\tilde{\gamma}_i = \Omega_{ij} \gamma_j$ and $\tilde{\rho}_{2n+i} = \Omega_{ij} \tilde{\rho}_{2n+j}$ where $i, j$ goes from 1 to 2n. So the Gaussian state $\sigma$ can be written as

$$\sigma = \frac{1}{2^n} \prod_{i=1}^{n} \left( 1 - i \lambda_i \gamma_i \tilde{\rho}_{2i-1} \tilde{\rho}_{2i} \right).$$

One can write $\sigma^{1/2}$ as:

$$\sigma^{1/2} = \frac{1}{2^n} \prod_{i=1}^{n} \frac{1}{1 + \lambda_i \sigma} \left( 1 - i \lambda_i \gamma_i \tilde{\rho}_{2i-1} \tilde{\rho}_{2i} \right).$$

where

$$\lambda_i \sigma = -\lambda_i (\sigma)^{-1} \left( \sqrt{1 - \lambda_i^2 \sigma^2} - 1 \right).$$
The operator dual to $\mathcal{N}_3$ can be explicitly calculated via Eq. (29) after substitution $\gamma \rightarrow \theta$, $\gamma_{\text{osc}} \rightarrow \eta$. Comparing with Eqs. (26), (31) and making use of Eq. (B3), one can read out that the linear map $\mathcal{N}_3 : X \mapsto \sigma_1 X \sigma_1^T$ corresponds to the following Grassmann integral representation:

$$A_3 = G^{(\sigma)}, B_3 = \sqrt{I_{2n} + (G^{(\sigma)})^2}, C_3 = \frac{1}{2^n}, D_3 = -G^{(\sigma)}.$$ (36)

One can calculate $N_1^T N_3 = I$ together with $C_3 > 0$ to see that $\mathcal{N}_3$ is a CP map, where $N_3$ is defined as in Eq. (25).

A similar calculation gives the Grassmann integral representation for $\mathcal{N}_1 : X \mapsto N^{(\sigma)} X N^{(\sigma)^{-1}}$.

$$A_1 = -G^{(N^{(\sigma)})}, B_1 = \sqrt{I_{2n} + (G^{(N^{(\sigma)})})^2}, C_1 = 2^n \det \left(I_{2n} + (G^{(N^{(\sigma)})})^2\right)^{-\frac{1}{2}}, D_1 = G^{(N^{(\sigma)})},$$ (37)

We have $N_1^T N_1 = I$ and $C_1 > 0$ so $\mathcal{N}_1$ is completely positive as well. Here we have assumed that $\lambda^{(\sigma)} \neq \pm 1$ so $\mathcal{N}(\sigma)^{-\frac{1}{2}}$ is invertible. We discuss this in detail in Appendix (C1).

\section{Composition of three linear maps}

Consider two Gaussian linear maps which are specified by $A_1, B_1, C_1, D_1$ and $A_2, B_2, C_2, D_2$. The combination of the two Gaussian linear maps is still a Gaussian linear map. We can readily calculate the corresponding $A_{201}, B_{201}, C_{201}, D_{201}$, by performing the $D\theta, DB\beta$ integral in the expression

$$\mathcal{N}_2 \circ \mathcal{N}_1 (X) (\alpha) = \int D\beta D\theta D\eta D\mu \times$$

$$\exp \left( S_2 (\alpha, \beta) + iB^T \theta \right) \exp \left( S_1 (\theta, \eta) + i\eta^T \mu \right) X (\mu)$$

With some algebra, one can find

$$A_{201} = A_2 + B_2 \left( D_2 + A_1^{-1}\right)^{-1} B_2^T,$$

$$B_{201} = B_2 \left( D_2 + A_1^{-1}\right)^{-1} A_1 B_1,$$

$$C_{201} = C_1 C_2 (-1)^{pF(A_1) P(F(D_2 + A_1^{-1})},$$

$$D_{201} = D_1 + B_1^T D_2 \left( D_2 + A_1^{-1}\right)^{-1} A_1^{-1} B_1.$$ (43)

Here we have assumed the invertibility of the matrices $A_1$ and $(D_2 + A_1^{-1})$.

One can make use of Eq. (43) twice to obtain the Gaussian map for the combination of three Gaussian linear maps. We have to do the Grassmann integration four times so we assume the following matrices are invertible:

$$G^{(N^{(\sigma)})}, A + \left( G^{(N^{(\sigma)})}\right)^{-1}, B^T \left( A + \left( G^{(N^{(\sigma)})}\right)^{-1}\right)^{-1} B,$$

and

$$B^T \left( A + \left( G^{(N^{(\sigma)})}\right)^{-1}\right)^{-1} B + G^{(\sigma)}.$$ (Label this set of assumptions as $1' - 4'$. This is equivalent to assuming the invertibility of $G^{(N^{(\sigma)})}, A + \left( G^{(N^{(\sigma)})}\right)^{-1}, B, and I_{2n} + \left( G^{(N^{(\sigma)})}\right)^2$. (Label them as $1 - 4$.) We discuss these assumptions in Appendix (C1). One can show that the independent assumptions are $1, 3, 4$. It turns out that $1, 3$ can be overcome by continuity arguments when these matrices are singular. Assumption 4 is related to the requirement that $\mathcal{N}(\sigma)$ be invertible. When it is not invertible, we can only determine the Petz recovery map on the support of $\mathcal{N}(\sigma)$.

After a fair amount of algebra, (collected in Appendix (B3)) one can find that the composition of the three maps in Eq. (32) gives a Gaussian linear map whose integral
representation is
\[ B_{\rho} = \sqrt{2A} \left( \sqrt{A} + (G^{(\sigma)})^2 \right)^{-1}, \]
\[ A_{\rho} = G^{(\sigma)} - B_{\rho} G^{(\tau)}(\sigma) B_{\rho}^T, \ C_{\rho} = 1, D_{\rho} = 0. \tag{44} \]

Note that the form of \( A_{\rho} \) guarantees that the reference state \( \sigma \)
can always be recovered: \( \mathcal{N}_{\sigma} \circ \mathcal{N}(\sigma) = \sigma \). It is obvious that the Petz recovery map is trace preserving since \( C_{\rho} = 1, D_{\rho} = 0 \). Complete positivity follows from the complete positivity of the three separate maps. So the Petz recovery map is indeed a quantum channel. The form of Eq. (44) is quite analogous to that for bosonic Gaussian states obtained in Ref. \[13\].

C. Rotated recovery map

The definition of the rotated recovery map in Eq. (5) explicitly shows that it is a composition of three maps. So we can make use of the techniques developed above to construct the rotated recovery map.

We first construct the isometry map \( \mathcal{P}_{\sigma,j} \). It is the same method as the construction of \( \mathcal{N}_j \) and \( \mathcal{N}_{\sigma,j} \). The first step is the Majorana representation of the operator \( \sigma^\mu \). It is defined by exponential series:
\[ \sigma^\mu = \sum_{k=0}^{\infty} \frac{(it)^k}{k!}(\log \sigma)^k \tag{45} \]

Making use of the Eq. (15) and noticing that \( \log \left( \frac{1}{1 + x} \right) = -2 \arctanh x \) for \( |x| < 1 \), we can write \( B_{\sigma,j} \) in a basis independent manner as \( B_{\sigma,j} = e^{-2i \arctan G^{(\sigma)}} \). One can show that \( \mathcal{P}_{\sigma,j} \) is indeed a valid quantum channel.

The last step is to combine three quantum channels in Eq. (5) into one, using Eqs. (43) twice. The singular matrices we encounter can be treated by continuity argument as if they were invertible, as is discussed in Section III B and C 1. It is straightforward to get
\[ A_{\tilde{\rho},j} = B_{\sigma,j} A_{\rho} B_{\sigma,j}^T, \quad B_{\tilde{\rho},j} = B_{\sigma,j} B_{\rho} B_{\sigma,j}^{-1}, \quad C_{\tilde{\rho},j} = 1, \quad D_{\tilde{\rho},j} = 0. \tag{49} \]

in which \( \sigma \) is written in the form as in Eq. (33). We can further expand \( \log \sigma \) since \( |i \lambda_j^{(\sigma)} | < 1 \). After doing the contraction and the re-summation, the result is
\[ \sigma^\mu = \frac{1}{2\pi} \int_0^{2\pi} \left( (1 + \lambda_j^{(\sigma)})^\mu + (1 - \lambda_j^{(\sigma)})^\mu \right) \left( i \frac{1}{2i} \lambda_j^{(\sigma)} \right)^\mu \left( -1 \frac{1}{-i} \lambda_j^{(\sigma)} \right)^\mu \left( i \frac{1}{2} \lambda_j^{(\sigma)} \right)^\mu \left( -1 \frac{1}{-i} \lambda_j^{(\sigma)} \right)^\mu \right) \tag{46} \]

This agrees with the result of naive analytic continuation from \( \sigma^\mu, k \in \mathbb{Z} \).

The second step is to perform the calculation that is similar to Eq. (23) to read off the Grassmann representation of this isometry. It turns out that
\[ A_{\sigma,j} = D_{\sigma,j} = 0, \quad C_{\sigma,j} = 1. \tag{47} \]

In the bases that \( G^{(\sigma)} \) is block diagonalized, the matrix \( B_{\sigma,j} \) is block diagonalized for each mode as well. In each block, the entries are
\[ \begin{pmatrix} 
\frac{1}{2} \left( 1 - \lambda_j^{(\sigma)} \right)^\mu & \frac{1}{2} \left( 1 + \lambda_j^{(\sigma)} \right)^\mu \\
-\frac{1}{2} \left( 1 - \lambda_j^{(\sigma)} \right)^\mu & -\frac{1}{2} \left( 1 + \lambda_j^{(\sigma)} \right)^\mu 
\end{pmatrix} \tag{48} \]

IV. FIDELITY BETWEEN TWO FERMIONIC GAUSSIAN STATES

In this section we give a formula for the fidelity of two fermionic Gaussian states in terms of their covariance matrices. This is an immediate application of the quantum map techniques developed above.

Fidelity is a measure of the similarity between two quantum states. We take the definition of the fidelity between \( \rho \) and \( \sigma \) to be
\[ F(\rho, \sigma) = \text{tr} \left( \sqrt{\sigma^{1/2} \rho \sigma^{1/2}} \right). \tag{50} \]

Fidelity is symmetric in the two argument, \( F(\rho, \sigma) = F(\sigma, \rho) \), and it is bounded by 0 \( \leq F(\rho, \sigma) \leq 128 \). Two states are identical if \( F(\rho, \sigma) = 1 \) and are orthogonal to each other if \( F(\rho, \sigma) = 0 \). We can first make use of the map \( \mathcal{N}_j : X \mapsto \sigma^{1/2} X \sigma^{1/2} \). For
the square root of a Gaussian operator, the construction is the same as that of $\sigma^T$ described in Eq. (B3), and its covariance matrix is obtained by applying Eq. (B3) to Eq. (35). After a straightforward calculation, we get

$$F(\rho, \sigma) = \frac{1}{2^n} \text{det}(I - G^{(\rho)} G^{(\sigma)})^\frac{1}{2} \text{det} \left( I + \sqrt{I + \left( G^{(\rho)} \right)^2} \right)^\frac{1}{2}$$

(51)

where $G^{(\sigma)} = \left( G^{(\sigma)}(\sigma) + G^{(\rho)} \left( I_{2n} - G^{(\sigma)} G^{(\rho)} \right) \right)^{-1}$.

We present the calculation details in Appendix (B5). A variation of the formula for the fidelity for fermionic Gaussian states can be found in Refs. 29, 30. A similar formula for the fidelity of bosonic Gaussian states can be found in Refs. 31, 32.

V. CONCLUSIONS

In this work, we constructed the Petz recovery map for Gaussian quantum channels with a Gaussian reference state in which the degrees of freedom are fermionic. Using the Lagrangian representation of Gaussian linear maps, we are able to express the Petz recovery map in terms of the covariance matrix of the reference state, and the matrices $A, B$ that encode the information of the Gaussian quantum channel. The main result is collected in Eq. (43). As an immediate application of the techniques, we derived a formula for the fidelity of two arbitrary fermionic Gaussian states in terms of their covariance matrices, as is shown in Eq. (51).

The results might be useful for studying error correction in Majorana fermion systems (e.g., 33), or for constructing fermionic recovery maps in experiments. Further directions include applying the recovery map to a quantum field theory system where the degrees of freedom are continuous, and generalizing the formula to approximate Gaussian states as a step towards interacting systems. It would also be interesting to explore the case of approximate recovery maps, on which there has been both theoretical (e.g., 34, 35) and applicational progress (e.g., 36), in the context of fermionic Gaussian states.

ACKNOWLEDGMENTS

We acknowledge a useful exchange with Michael Walter. YW acknowledges Thomas Hartman and Yikun Jiang for comments and discussions during the preparation of this draft. This work is supported in part by the Simons Foundation via the It From Qubit Collaboration.

Appendix A: Grassmann Calculus Identities

We list some useful formula for Grassmann integral in this section. The integral of a single Grassmann variable is defined as follows:

$$\int d\theta \equiv 0, \quad \int \theta d\theta \equiv 1$$

(A1)

For multiple Grassmann variables,

$$\int \theta_1 \theta_2 \ldots \theta_{2n} d\theta_2 \ldots d\theta_1 = 1.$$ (A2)

The integral is performed from the interior to the exterior.

One usually abbreviates the integral measure $D\theta \equiv d\theta_2 \ldots d\theta_1$. Commonly one writes $\theta = (\theta_1, \ldots, \theta_n)^T$ for multiple variables so

$$\theta^T \Lambda \eta \equiv \sum_{j,k} \theta_j A_{jk} \eta_k.$$ (A3)

If one makes the following changes of variables

$$\eta_i = \sum_j R_{ij} \theta_j,$$ (A4)

the corresponding measure changes as

$$D\eta = \text{det}(R)^{-1} D\theta.$$ (A5)

One can obtain it by requiring that Eq. (A2) still holds for the set of variables $\eta_i$.

The following formula are useful for the calculation:

$$\text{tr}(XY) = (-2)^n \int D\theta D\mu e^{\theta^T \mu X(\theta)Y(\mu)}$$ (A6a)

$$\int D\theta \exp \left( i \frac{1}{2} \theta^T M \theta \right) = i^n \text{Pf}(M)$$ (A6b)

$$\int D\theta \exp \left( i \frac{1}{2} \theta^T M \theta + \eta^T B \theta \right) = i^n \text{Pf}(M) \exp \left( -i \frac{1}{2} \eta^T B M^{-1} B^T \eta \right)$$ (A6c)

where Pf stands for the Pfaffian. Pfaffian is a polynomial defined for an anti-symmetric matrix $A$ such that $\text{Pf}(A)^2 = \text{det}(A)$. For the odd dimensional case, $\text{Pf}(A) \equiv 0$ since $\text{det}(A) = 0$. For the even dimensional case, the Pfaffian for a $2n \times 2n$ anti-symmetric matrix $B$ is defined as

$$\text{Pf}(B) \equiv \frac{1}{2^n n!} \sum_{\sigma \in S_{2n}} \text{sign}(\sigma) \prod_{i=1}^n B_{\sigma_{2i-1}, \sigma_{2i}}$$ (A7)

where $\sigma$ stands for a certain permutation as an element of the permutation group $S_{2n}$, and $\text{sign}(\sigma)$ denotes the parity of the given permutation.

Note that Eq. (A6c) holds when $M$ is invertible. However, if $M$ is not invertible, there is a well-defined limit of the right hand side that makes the equality holds. We show this by an explicit calculation.

We work in the bases where the covariance matrix $G$ is in its block diagonal form

$$M = \text{diag} (\lambda_1, \ldots, \lambda_p, 0, \ldots, 0) \otimes \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$ (A8)
where the diagonal matrix is $n$ dimensional so it has $(n - p)$ zero Williamson eigenvalues. For simplicity, we take $B = I$, while general $B$ can be transformed into this form by redefining $\hat{\eta} = B^T \eta$.

Calculating the Grassmann integral explicitly gives

$$\int D\theta \exp \left( \eta^T \theta + \frac{i}{2} \theta^T M \theta \right)$$

$$= (-1)^n \sum_{i=1}^p \frac{1}{\sigma_1 \cdots \sigma_p} \prod_{i=1}^k \left( \prod_{j=1}^{i-1} \lambda_{\sigma_i-j} \right) \times \eta_{2\sigma_k+1-1} \eta_{2\sigma_k+1} \cdots \eta_{2\sigma_p} \eta_{2\sigma_p} \left( \prod_{i=p+1}^n \eta_{2i-1} \eta_{2i} \right)$$

(A9)

where $\sigma_1, \ldots, \sigma_k$ label a certain choice of $k$ items from a total number of $p$ and $\sigma_{k+1}, \ldots, \sigma_p$ are the corresponding left $(p - k)$ items.

Now consider

$$M(\varepsilon) = \text{diag}(\lambda_1, \ldots, \lambda_p, \varepsilon_{p+1}, \ldots, \varepsilon_n) \otimes \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right)$$

(A10)

where all $\varepsilon_{p+1}, \ldots, \varepsilon_n \neq 0$. Now $M(\varepsilon)$ is invertible so we can use Eq. (A6c) to get

$$\int D\theta \exp \left( \eta^T \theta + \frac{i}{2} \theta^T M(\varepsilon) \theta \right)$$

$$= \text{Pf}(M(\varepsilon)) \exp \left( -\frac{i}{2} \eta^T M^{-1}(\varepsilon) \eta \right)$$

$$= (-1)^n \prod_{i=1}^p \lambda_i \left( 1 - i\lambda_i^{-1} \eta_{2i-1} \eta_{2i} \right) \prod_{j=p+1}^n \varepsilon_j \left( 1 - i\varepsilon_j^{-1} \eta_{2j-1} \eta_{2j} \right)$$

$$= (-1)^n \prod_{i=1}^p \left( \lambda_i - i\eta_{2i-1} \eta_{2i} \right) \prod_{j=p+1}^n \left( \varepsilon_j - i\eta_{2j-1} \eta_{2j} \right)$$

(A11)

We can now take the limit $\varepsilon_{p+1}, \ldots, \varepsilon_n \to 0$ and it is straightforward to verify

$$\int D\theta \exp \left( \eta^T \theta + \frac{i}{2} \theta^T M(\varepsilon) \theta \right)$$

$$= \left( \prod_{i=1}^p \lambda_i \eta_{2i-1} \eta_{2i} \right) \prod_{j=p+1}^n \left( \varepsilon_j - i\eta_{2j-1} \eta_{2j} \right)$$

(A12)

This limit does not depend how $(\varepsilon_{p+1}, \ldots, \varepsilon_n)$ approaches $(0, 0, \ldots, 0)$ in a $(n - p)$ dimensional space, so it is well-defined. We have verified that

$$\lim_{(\varepsilon_{p+1}, \ldots, \varepsilon_n) \to (0, 0, \ldots, 0)} \int D\theta \exp \left( \eta^T \theta + \frac{i}{2} \theta^T M(\varepsilon) \theta \right)$$

$$= \int D\theta \exp \left( \eta^T \theta + \frac{i}{2} \theta^T M \theta \right)$$

(A13)

So if $M$ is not invertible in Eq. (A6c), we can still write the right hand side formally, which is understood as the unique value obtained by a perturbing and limiting procedure described above and is independent of how we perform the perturbation. Formally, the integration in Eq. (A6c) can be viewed as a matrix-valued function of $M$, and the above derivation shows that this function is continuous when $M$ is singular.

Appendix B: Calculation Details

1. Two relations for matrix function

We show two matrix function relations whose arguments are anti-symmetric matrices. They are similar to those matrix functions for bosons found in \textsuperscript{41}.

Consider an odd function $f : \mathbb{R} \to \mathbb{R}$ and an even function $g : \mathbb{R} \to \mathbb{R}$ whose Talyor series exist at $x = 0$. The corresponding function acting on a matrix $M$ is defined via Talyor series. Due to the odd/even property of the function $f$ and $g$, only the odd powers of $f$ and the even powers of $g$ in the Talyor series remain.

Let an anti-symmetric matrix be the argument of the function

$$X = O^T \left( \chi \otimes \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right) O$$

(B1)

where $O \in SO(2n)$ and $\chi = \text{diag}(\chi_1, \chi_2, \ldots, \chi_n)$.

Now define the induced functions $f_\ast$ and $g_\ast$ acting on a matrix such that if $X$ takes the form of (B1),

$$f_\ast(X) = O^T \left( f(\chi) \otimes \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right) O, \ g_\ast(X) = O^T \left( g(\chi) \otimes I_2 \right) O$$

(B2)

where $f(\chi) = \text{diag}(f(\chi_1), \ldots, f(\chi_n))$, $g(\chi) = \text{diag}(g(\chi_1), \ldots, g(\chi_n))$.

We want to show

$$f_\ast(X) = -if(iX), \ \ g_\ast(X) = g(iX)$$

(B3)

Direct calculation gives

$$-if(iX)$$

$$= \sum_{k=0}^{\infty} \frac{(-i)^k}{(2k + 1)!} f^{(2k + 1)}(0) \left( iO^T \left( \chi \otimes \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right) O \right)^{2k + 1}$$

$$= \sum_{k=0}^{\infty} \frac{(-1)^k}{(2k + 1)!} f^{(2k + 1)}(0) O^T \left( \chi^{2k + 1} \otimes \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right) O$$

$$= \sum_{k=0}^{\infty} \frac{1}{(2k + 1)!} f^{(2k + 1)}(0) O^T \left( \chi^{2k + 1} \otimes \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right) O$$

$$= O^T \left( f(\chi) \otimes \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) \right) O = f_\ast(X).$$

(B4)

The same calculation gives the second formula in Eq. (B3).
2. Construction of $\mathcal{N}_1, \mathcal{N}_3$

We present the calculation details for the construction of $\mathcal{N}_3$ in this part, while that for $\mathcal{N}_1$ follows in a similar way so is largely omitted.

One can write the ansatz for $\sigma^\frac{1}{2}$:

$$\sigma^\frac{1}{2} = \prod_{i=1}^{n} c_i \left(1 - i\lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i}\right). \quad (B5)$$

\[
\begin{align*}
\sigma^\frac{1}{2} \rho_1 \sigma^\frac{1}{2} & \otimes I \\
&= \frac{1}{2^{3n}} \prod_{i=1}^{n} \frac{1}{1 + \left(\lambda_i^\dagger \sigma_i^\dagger\right)^2} \left(1 - i\lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i}\right) \left(1 + i\bar{p}_{2i-1} \bar{p}_{2i-1+2n}\right) \left(1 + i\bar{p}_{2i} \bar{p}_{2i+2n}\right) \left(1 - i\lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i}\right) \\
&= \frac{1}{2^{3n}} \prod_{i=1}^{n} \left(1 + \lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i-1+2n} + \bar{p}_{2i} \bar{p}_{2i+2n}\right) \left(1 - \lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i-1+2n} + \bar{p}_{2i} \bar{p}_{2i+2n}\right) \\
&= \frac{1}{2^{3n}} \prod_{i=1}^{n} \left(1 + i\sqrt{1 - \lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i-1+2n} + \bar{p}_{2i} \bar{p}_{2i+2n}} - i\lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i-1+2n} \right)
\end{align*}
\]

Substitute $\gamma_i$ with $\theta_i$, $\gamma_{i+2n}$ with $\eta_i$ and let $\bar{\theta}_{2i} = O_{2i} \theta_{2i}$, $\bar{\eta}_{2i} = O_{2i} \eta_{2i}$, etc. One can write

$$\left(\sigma^\frac{1}{2} \rho_1 \sigma^\frac{1}{2}\right) (\theta, \eta) = \frac{1}{2^n} \prod_{i=1}^{n} \left(1 - i\lambda_i^\dagger \theta_{2i-1} \bar{\theta}_{2i}\right) \left(1 + i\lambda_i^\dagger \eta_{2i-1} \bar{\eta}_{2i}\right) \left(1 + i\sqrt{1 - \left(\lambda_i^\dagger \sigma_i^\dagger\right)^2} \bar{\theta}_{2i-1} \bar{\eta}_{2i-1}\right) \left(1 + i\sqrt{1 - \left(\lambda_i^\dagger \sigma_i^\dagger\right)^2} \bar{\theta}_{2i} \bar{\eta}_{2i}\right) \quad (B9)$$

Comparing with (26), (31) and making use of (B3), one can read out that the linear map $\mathcal{N}_3 : X \mapsto \sigma^\frac{1}{2} X \sigma^\frac{1}{2}$ corresponds to the Grassmann integral representation which is specified in Eq. (37).

One can also obtain $\sigma^{-\frac{1}{2}}$ by writing down an ansatz and calculating $\sigma^{-\frac{1}{2}} \sigma^\frac{1}{2} = I$. The result is

$$\sigma^{-\frac{1}{2}} = 2^\frac{n}{2} \prod_{i=1}^{n} \frac{1}{\sqrt{1 - \left(\lambda_i^\dagger \sigma_i^\dagger\right)^2}} \left(1 + \lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i}\right) \left(1 + i\lambda_i^\dagger \sigma_i^\dagger \bar{p}_{2i-1} \bar{p}_{2i}\right) \quad (B10)$$

After a similar calculation, one can verify that $\mathcal{N}_1 : X \mapsto c_i$ and $\lambda_i^\dagger \sigma_i^\dagger$ are obtained by requiring $\sigma^\frac{1}{2} \sigma^\frac{1}{2} = \sigma$. So

$$c_i^2 = \frac{1}{2 \left(1 + \lambda_i^\dagger \sigma_i^\dagger \sigma_i^\dagger \right)^2} \quad \lambda_i^\dagger \sigma_i^\dagger = 2c_i^2 \lambda_i^\dagger \sigma_i^\dagger \quad (B6)$$

One can solve to get Eq. (34) and Eq. (35).

Note that Eq. (38) has a well defined limit

$$\lim_{\lambda \rightarrow 0} \lambda_i^\dagger \sigma_i^\dagger = 0 \quad (B7)$$

It indeed gives the right answer when $\lambda_i^\dagger = 0$. So we will not single out this seemingly singular case in the following derivation.

The operator dual to $\mathcal{N}_3$ is $\mathcal{N}(\sigma^{-\frac{1}{2}} X \sigma^{-\frac{1}{2}})$ has the Grassmann integral representation which is specified in Eq. (37).

3. Construction of $\mathcal{N}_2$

In this part we construct $\mathcal{N}_2$, which is the adjoint map of a given Gaussian quantum channel $\mathcal{N}$. We first consider the case when $\mathcal{N}$ is just a Gaussian map. If $\mathcal{N}$ is specified by matrices $A, B, D$ and complex number $C$, one can explicitly write
\[
\text{tr}(X^\dagger N(Y)) = (2)^n \int \delta \theta \delta \mu e^{\theta^T \mu X(\theta)} \int \exp[S(\mu, \eta) + i\eta^T \xi]Y(\xi) D\eta D\xi
\]

\[
= (2)^n \int \delta \theta \delta \mu D\eta D\xi \exp[\theta^T \mu + i\eta^T \xi + i\frac{1}{2} \mu^T \Lambda \mu + i\frac{1}{2} \eta^T \Lambda \eta + i\mu^T \eta \eta] X^\dagger(\theta) Y(\xi)
\]

\[
= (2)^n \int \delta \theta \delta \mu D\eta D\xi \exp[-i\theta^T \mu + \eta^T \eta - i\frac{1}{2} \mu^T \Lambda \mu - i\frac{1}{2} \eta^T \Lambda \eta - i\mu^T \eta \eta] X^\dagger(\theta) Y(\xi)
\]

\[
= (2)^n \int \delta \theta \delta \mu D\eta D\xi \exp[-i\theta^T \mu + \eta^T \eta - i\frac{1}{2} \mu^T \Lambda \mu - i\frac{1}{2} \eta^T \Lambda \eta - i\mu^T \eta \eta] X^\dagger(\theta) D\mu D\theta Y(\xi)
\]

\[
\equiv \text{tr}(N^+(X)^\dagger Y)
\]

In the third line we relabel $\tilde{\mu}_i = i\mu_i$, $\tilde{\eta}_i = i\eta_i$. The third line goes to the fourth because the measure is changed by a factor $i^{-4n} = 1$. Note that $\exp[S(\mu, \eta) + i\eta^T \xi]$ and integral measures are even in Grassmann numbers, so $X^\dagger(\theta)$ is interchangeable with these pieces. However $X^\dagger(\theta)$ and $Y(\xi)$ are arbitrary operators, so are not interchangeable.

\[
N^+(X)(\tilde{\eta}) = \left( C \int \exp[i\tilde{\mu}^T \theta - i\frac{1}{2} \tilde{\mu}^T A \tilde{\mu} - i\frac{1}{2} \tilde{\eta}^T \Lambda \tilde{\eta} - i\tilde{\mu}^T \Lambda \tilde{\eta}] X^\dagger(\theta) D\mu D\theta \right)^\dagger
\]

\[
= C^\dagger \int \exp[i\tilde{\mu}^T \theta + i\frac{1}{2} \tilde{\mu}^T A \tilde{\mu} + i\frac{1}{2} \tilde{\eta}^T \Lambda \tilde{\eta} + i\tilde{\mu}^T \Lambda \tilde{\eta}] X(\theta) D\mu D\theta.
\]

Comparing with Eq. (25) and Eq. (26), we get

\[
A_{\lambda^+} = D^\dagger, B_{\lambda^+} = B^\dagger, C_{\lambda^+} = C^\dagger, D_{\lambda^+} = A^\dagger.
\]

According to Eq. (50), $N^+$ as the adjoint of a quantum channel is obviously unital as $A_2 = 0$, $C_2 = 1$. To see it is completely positive, note

\[
N_2 = \begin{pmatrix} 0 & B^T \\ -B & -A \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} -A & -B \\ B^T & 0 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = -JNJ
\]

\[
= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

\[
N_2^T N_2 = JN^T N J = J^2 = I
\]

So the adjoint map of a completely positive map is still completely positive.

4. Composition of three maps

Substitute Eq. (41) into Eq. (43), one explicitly gets

\[
A_{201} = -B^T \left( A + \left( G^{(\sigma)} \right)^{-1} \right)^{-1} B,
\]

\[
B_{201} = B^T \left( A + \left( G^{(\lambda^+)} \right)^{-1} \right)^{-1} \left( G^{(\lambda^+)} \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^+)} \right)^2},
\]

\[
C_{201} = 2^n \det \left( I_{2n} + \left( G^{(\lambda^+)} \right)^2 \right)^{-\frac{1}{2}} ( -1 )^n \text{Pf} \left( -G^{(\lambda^+)} \right) \text{Pf} \left( A - \left( G^{(\lambda^+)} \right)^{-1} \right),
\]

\[
D_{201} = G^{(\lambda^+)} - \sqrt{I_{2n} + \left( G^{(\lambda^+)} \right)^2} A \left( A + \left( G^{(\lambda^+)} \right)^{-1} \right)^{-1} \left( G^{(\lambda^+)} \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^+)} \right)^2}.
\]
The following pieces are useful for further calculations:

\[-D_3 - A_{20_1}^{-1} = \left( B^T \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right)^{-1} B \right)^{-1} + G^{(\sigma)}\]

\[= B^{-1} \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} + BG^{(\sigma)}B^T \right) \left( B^T \right)^{-1} = B^{-1} \left( \left( G^{(\lambda^N)(\sigma)} \right)^{-1} + G^{(\lambda^N)(\sigma)} \right) \left( B^T \right)^{-1}, \tag{B17}\]

\[A_{20_1}^{-1} B_{20_1} = -B^{-1} \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right) \left( B^T \right)^{-1} B \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right)^{-1} \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \]

One can then explicitly calculate

\[A_{\mathcal{P}} = A_3 + B_3 \left( D_3 + A_{20_1}^{-1} \right)^{-1} B_3^T = G - \sqrt{I_{2n} + \left( G^{(\sigma)} \right)^2} B \left( \left( G^{(\lambda^N)(\sigma)} \right)^{-1} + G^{(\lambda^N)(\sigma)} \right) B \sqrt{I_{2n} + \left( G^{(\sigma)} \right)^2}, \tag{B18a}\]

\[B_{\mathcal{P}} = B_3 \left( D_3 + A_{20_1}^{-1} \right)^{-1} A_{20_1}^{-1} B_{20_1} = \sqrt{I_{2n} + \left( G^{(\sigma)} \right)^2} B \left( \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \right)^{-1}, \tag{B18b}\]

\[C_{\mathcal{P}} = \det \left( I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2 \right)^{-\frac{1}{2}} \operatorname{Pf} \left( -G^{(\lambda^N)(\sigma)} \right) \operatorname{Pf} \left( -A - \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right) \times \operatorname{Pf} \left( -B \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right)^{-1} B \right) \left( -B \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right)^{-1} B \right)^{-1}, \tag{B18c}\]

\[D_{\mathcal{P}} = D_{20_1} + B_3^T D_{30} \left( D_3 + A_{20_1}^{-1} \right)^{-1} A_{20_1}^{-1} B_{20_1} = G^{\lambda^N(\sigma)} - \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} A \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right) \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \]

\[= \left( G^{(\lambda^N)(\sigma)} \right)^{-1} - \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \left( I_{2n} + AG^{(\lambda^N)(\sigma)} \right)^{-1} BG^{(\sigma)}B^T \left( \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \right)^{-1} \]

\[- \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right)^{-1} \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \left( I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2 \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \]

\[- \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \left( A + \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \right)^{-1} \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \left( I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2 \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \]

\[= \left( G^{(\lambda^N)(\sigma)} \right)^{-1} - \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} \left( G^{(\lambda^N)(\sigma)} \right)^{-1} \left( I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2 \right)^{-1} \sqrt{I_{2n} + \left( G^{(\lambda^N)(\sigma)} \right)^2} = 0, \tag{B18d}\]

\[C_{\mathcal{P}}\] can be calculated by first calculating its square as \(\operatorname{Pf}(A)^2 = \det(A)\). It’s straightforward then that \(C_{\mathcal{P}}^2 = 1\). We choose \(C_{\mathcal{P}} = 1\) because the composition of completely positive maps should still be completely positive. So one can verify that \(A_{\mathcal{P}}, B_{\mathcal{P}}, C_{\mathcal{P}}\) and \(D_{\mathcal{P}}\) are indeed as specified in Eq. (B17).

5. Fidelity calculation

We can obtain the Grassmann representation of \(\sigma^{\frac{1}{2}} \rho \sigma^{\frac{1}{2}}\) by direct calculation,

\[\sigma^{\frac{1}{2}} \rho \sigma^{\frac{1}{2}}(\theta) = C \int \exp[S(\theta, \eta) + i \eta^T \mu \frac{1}{2n} \exp \left( \frac{i}{2} \mu^T G^{(\rho)} \mu \right) ] D\eta D\mu \]

\[= \frac{(-1)^n}{2^n} \operatorname{Pf}(G^{(\rho)}) \operatorname{Pf}(G^{(\rho)})^{-1} \exp \left( \frac{i}{2} \theta^T G^{(\sigma^{\frac{1}{2}} \rho \sigma^{\frac{1}{2}})} \theta \right), \tag{B19}\]
in which \( S, C \) are specified in Eq. (36) and
\[
G'(\sigma_1^\frac{1}{2} \sigma_2^\frac{1}{2}) \equiv G'(\sigma) + \sqrt{I + G'(\sigma)^2} \left( G'(\rho)^{-1} - G'(\sigma)^{-1} \right) \sqrt{I + G'(\sigma)^2}.
\]

Note that

\[
\sqrt{I_{2n} + (G'(\sigma))^2} \left( G'(\rho)^{-1} - G'(\sigma)^{-1} \right)^{-1} \sqrt{I_{2n} + (G'(\sigma))^2} + G'(\sigma) \\
= \sqrt{I_{2n} + (G'(\sigma))^2} \left( (G'(\rho)^{-1} - G'(\sigma)^{-1}) + (G'(\sigma) + (G'(\sigma)^{-1})^{-1} \right) \sqrt{I_{2n} + (G'(\sigma))^2} \\
= \sqrt{I_{2n} + (G'(\sigma))^2} \left( (G'(\rho)^{-1} + (G'(\sigma)^{-1})^{-1} \right) \left( (G'(\rho)^{-1} - G'(\sigma)^{-1}) \right)^{-1} \sqrt{I_{2n} + (G'(\sigma))^2} \\
= \left( \sqrt{I_{2n} + (G'(\sigma))^2} \right)^{-1} \left( G'(\sigma) + G'(\rho) \right) \left( I_{2n} - G'(\sigma) G'(\rho) \right)^{-1} \sqrt{I_{2n} + (G'(\sigma))^2}.
\]

(B20)

We denote \( \delta \equiv \sqrt{\sigma_1^\frac{1}{2} \rho \sigma_2^\frac{1}{2}} \), so
\[
\delta(\theta) = \left( \frac{-1}{2n} \text{Pf}(G'(\rho)) \text{Pf}(G'(\rho) - 1 - G'(\sigma)) \right)^\frac{1}{2} \\
\times \prod_{i=1}^{n} \frac{1}{1 + \lambda(\delta)^2} \exp \left( \frac{i}{2} \theta^T G'(\delta) \theta \right).
\]

(B22)

By applying Eq. (B3) to Eq. (35), we get
\[
G'(\delta) = \left( G'(\sigma_1^\frac{1}{2} \rho \sigma_2^\frac{1}{2}) \right)^{-1} \left( \sqrt{I + \left( G'(\sigma_1^\frac{1}{2} \rho \sigma_2^\frac{1}{2}) \right)^2} - I \right).
\]

(B23)

The fidelity of two states \( \rho \) and \( \sigma \) is merely the trace of the operator \( \delta \). Since only the coefficient of \( \hat{I} \) in Eq. (15) or (17) contributes to the trace via \( \alpha_N = 2^{-n} \text{tr} X \), we focus on that coefficient
\[
\left( \frac{-1}{2n} \text{Pf}(G'(\rho)) \text{Pf}(G'(\rho) - 1 - G'(\sigma)) \right)^\frac{1}{2} \prod_{i=1}^{n} \frac{1}{1 + \lambda(\delta)^2} \exp \left( \frac{i}{2} \theta^T G'(\delta) \theta \right)
\]
\[
= \frac{1}{2n} \det(I - G'(\rho) G'(\sigma)) \frac{1}{2} \det \left( I - G'(\delta)^2 \right)^\frac{1}{2}
\]
\[
= \frac{1}{2n} \det(I - G'(\rho) G'(\sigma)) \frac{1}{2} \det \left( \frac{1}{2} \sqrt{I + \left( G'(\sigma_1^\frac{1}{2} \rho \sigma_2^\frac{1}{2}) \right)^2} \right)
\]
\[
= \frac{1}{2n} \det(I - G'(\rho) G'(\sigma)) \frac{1}{2} \det \left( \frac{1}{2} \sqrt{I + \left( G'(\rho) \right)^2} \right)^\frac{1}{2}.
\]

(B24)

The last line makes use of Eq. (B21). Noting that the dimension of \( I \) is \( 2n \), we arrive at the final result in Eq. (51).

**Appendix C: Treatment of Singular Matrices**

As part of the construction of the Petz recovery map and the derivation of the fidelity formula, the inverses of several matrices appear. In the calculations in Appendix (B), we assumed all relevant matrices to be invertible. Here these assumptions are analyzed.

1. **Singular matrices in the construction of Petz recovery map**

As discussed in Section (III), we assume
\[
G'(\sigma), A + \left( G'(\sigma) \right)^{-1}, B^T A + \left( G'(\sigma) \right)^{-1} B,
\]

(B1)

are invertible \((1'-4') \). We claimed \(1'-4' \) is equivalent to assuming
\[
G'(\sigma), A + \left( G'(\sigma) \right)^{-1}, B, I + \left( G'(\sigma) \right)^2
\]

(C2)

are invertible \((1-4) \). The equivalence between \(1-3 \) and \(1'-3' \) is obvious. Eq. (B17) shows \(1'-4' \) implies that \(G'(\sigma) + \left( G'(\sigma) \right)^{-1} \) is invertible, which is equivalent to \(4\) with the help of \(1' \). One can show \(1-4 \) implies \(4' \) just by reversing the derivation in Eq. (B17). So \(1'-4' \) and \(1-4 \) are equivalent. We work with \(1-4 \) hereafter.

We next show that \(1,3 \) or \(1,4 \) imply \(2 \). A necessary condition for \( A' \) to be completely positive is \( A'T A + B B'T \leq I \). If \( B \) is invertible, then we have \( A'T A < I - B B'T < I \), so \(|A| < 1 \). However, since \(||G'(\sigma)|| \leq 1, \||\min \lambda (G'(\sigma))^{-1}|| \geq 1, A + \left( G'(\sigma) \right)^{-1} \) can not have zero eigenvalue so it is invertible. In general \(|A| < 1, \||\min \lambda (G'(\sigma))^{-1}|| > 1 \) when


So $A + \left(G^{(-A)}(\sigma)\right)^{-1}$ is invertible for the same reason. So the independent assumptions are 1, 3 and 4.

We first assume that $I + \left(G^{(-A)}(\sigma)\right)^{2}$ is invertible. The construction of the Petz recovery map, i.e., given $G(\sigma)$, $A$, $B$ (or equivalently $G(\sigma)$, $B$, $G^{(-A)}(\sigma)$), find $A_{B}$, $B_{\sigma}$, $C_{\sigma}$ and $D_{\sigma}$, can be viewed as a function $\mathbb{R}^{12n^{2}} \to \mathbb{R}^{4n^{2}}$ for $A_{\sigma}$, $B_{\sigma}$, $D_{\sigma}$ and $\mathbb{R}^{12n^{2}} \to \mathbb{R}$ for $C_{\sigma}$. The matrix multiplication is continuous in its entries just by the continuity of multiplication and addition. The matrix inverse is known to be contiuous when the inverse exists\textsuperscript{27, 38}. So the function $(G^{(-A)}(\sigma), B, G^{(-A)}(\sigma)) \to (A_{\sigma}, B_{\sigma}, C_{\sigma}, D_{\sigma})$ is continuous when $I + \left(G^{(-A)}(\sigma)\right)^{2}$ is invertible. This continuity guarantees that if we do perturbation $G^{(-A)}(\sigma) \to G^{(-A)}(\sigma) + (\epsilon_{1})_{B}$ so that $G^{(-A)}(\sigma)(\epsilon_{1})$ and $B(\epsilon_{2})$ are invertible, then carry on the derivation in Appendix B.4, and finally take the limit $\epsilon_{1} \to 0$ and $\epsilon_{2} \to 0$, we will get a well-defined result as in Eq. (4.3).

We then turn to the assumption 4. As is shown in Eq. (B.10), if $4$ does not apply, $N(\sigma)^{-1}$ is not well-defined and $N(\sigma)$ can be written as $N(\sigma) = \otimes \psi(\sigma)_{i} \otimes \psi(\sigma)_{i}$. Here $A$ is some region in the full Hilbert space $\mathcal{H}$ while $A$ is its complement. In this case $N(\sigma)$ only have support on $A$. This contradicts with the assumption $4$ that the state $N(\sigma)$ is faithful, which means $tr(\rho N(\sigma)) = 0$ does not imply $\theta^T = 0$. So usually we assume that $N(\sigma)^{-1}$ is well-defined. If $N(\sigma)$ takes the form of $N(\sigma) = \otimes \psi(\sigma)_{i} \otimes \psi(\sigma)_{i}$, we can still determine the form of the Petz recovery map on $A$\textsuperscript{12}.

One might worry that if $I + \left(G^{(-A)}(\sigma)\right)^{2}$ approaches a singular limit, then $B_{\sigma}$ or $A_{\sigma}$ could be unbound in Eq. (4.4). Actually $B_{\sigma}$ will still be bounded, as well as $A_{\sigma}$. This can be argued by the complete positive of the composite of completely positivity maps. We give a detailed analysis here.

To simplify the discussion, when $I + \left(G^{(-A)}(\sigma)\right)^{2}$ is singular, we take $N(\sigma) = \otimes \psi(\sigma)_{i} \otimes \psi(\sigma)_{i} \otimes \mathcal{H}$ and the discussion can be easily generalized. We first consider the case that $\sigma$ has full support on $\mathcal{H}$\textsuperscript{32}. We can show that a valid quantum channel that takes such $\sigma$ to $N(\sigma)$ can only be a swap, i.e. $B = 0$ and $A = G^{(-A)}(\sigma)$. Consider the monotonicity of the relative entropy. $S(\rho | \sigma) \geq S(N(\rho) | N(\sigma))$ actually implies that if $\rho(\rho) \subseteq \cup \rho(\rho)$, then $\rho(N(\rho) \subseteq \cup N(\rho))$. Because otherwise the RHS is $\infty$ while the LHS is finite so the inequality does not hold. However, since $N(\sigma) = \otimes \psi(\sigma)_{i} \otimes \psi(\sigma)_{i} \otimes \mathcal{H}$ is pure, for any $\rho$ with $\rho(\rho) \subseteq \cup \rho(\rho)$, $N(\rho) = N(\sigma)$. Since $\rho$ is arbitrary, we can conclude that the only quantum channel that does the job is the swap described above. So in the formula for $B_{\sigma}$, $B_{\sigma}^{T}$ is strictly a zero matrix so $B_{\sigma} = 0$ regardless of the singularity of $I + \left(G^{(-A)}(\sigma)\right)^{2}$. If $\sigma$ is a different pure state from $N(\sigma)$, then $B$ is an orthogonal matrix with $BB^{T} = I$. A proper limiting procedure (for example as described in the last part of Appendix A) shows that $B_{\sigma} = B_{\sigma}^{T}$, which means that the recovery map rotates the state back. If $\sigma$ and $N(\sigma)$ are two identical pure states, we can still show that for each mode $B_{\sigma}^{\rho} = B^{T}, A_{\rho} = 0$ or $B_{\sigma} = 0, A_{\rho} = G^{(-A)}(\sigma)$. So in any case $B_{\sigma}$ is bounded and so is $A_{\rho}$.

2. Singular matrices in the derivation of fidelity formula

As presented in Eq. (B.5), in the derivation of the fidelity formula, we assume that $G(\rho)$ and $I - G(\sigma)G(\rho)$ are invertible. If we make use of Eq. (B.21), we might as well assume that $G(\sigma)$ and $\sqrt{I + G(\sigma)^{2} - I}$ are invertible. However, as discussed in Eq. (A13) and in (C1), the continuity property of the Grassmann integral and the final form guarantees that Eq. (51) is well-defined by a limiting treatment if $G(\sigma)$, $G(\rho)$ or $\sqrt{I + G(\sigma)^{2}}$ are singular. So the physical one is the singularity of the matrix $I - G(\sigma)G(\rho)$.

We can show that $I - G(\sigma)G(\rho)$ being singular implies the fidelity $F(\rho, \sigma) = 0$. One can make use of the trace formula Eq. (A6a) to calculate

$$\text{tr}(\rho \sigma) = \frac{-2}{2^n} \int D\theta D\mu e^{\theta T \mu} \exp \left(\frac{i}{2} \theta T G(\rho) \theta\right) \exp \left(\frac{i}{2} \mu T G(\sigma) \mu\right) \frac{1}{2^n} \text{det}(I - G(\rho)G(\sigma))^\frac{1}{2},$$

(C3)

So when $I - G(\sigma)G(\rho)$ is singular, we have $\text{tr}(\rho \sigma) = 0$. However $\text{tr}(\rho \sigma) = \text{tr}(\rho \sigma^{T})$ and $\rho \sigma = \rho \sigma^{T}$ is a positive semidefinite operator so all its eigenvalues $\lambda^{i}_{1} \rho \sigma^{T} \geq 0$. So $\text{tr}(\rho \sigma^{T}) = 0$ implies that $\sigma^{T} \rho \sigma^{T} = 0$ since the only case is that all its eigenvalues are 0. Then naturally its square root is 0 so the fidelity $F(\rho, \sigma) = 0$.
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