Identifiability in Gaussian Graphical Models

Abstract

In high-dimensional graph learning problems, some topological properties of the graph, such as bounded node degree or tree structure, are typically assumed to hold so that the sample complexity of recovering the graph structure can be reduced. With bounded degree or separability assumptions, quantified by a measure $k$, a $p$-dimensional Gaussian graphical model (GGM) can be learnt with sample complexity $\Omega(k \log p)$. Our work in this paper aims to do away with these assumptions by introducing an algorithm that can identify whether a GGM indeed has these topological properties without any initial topological assumptions. We show that we can check whether a GGM has node degree bounded by $k$ with sample complexity $\Omega(k \log p)$. More generally, we introduce the notion of a strongly $k$-separable GGM, and show that our algorithm can decide whether a GGM is strongly $k$-separable or not, with sample complexity $\Omega(k \log p)$. We introduce the notion of a generalized feedback vertex set (FVS), an extension of the typical FVS, and show that we can use this identification technique to learn GGMs with generalized FVSs.

1 Introduction

Probabilistic graphical models (Pearl, 1988; Lauritzen, 1996; Whittaker, 1990) have been increasingly studied as a means to represent relationships in multivariate distributions. In particular, the Gaussian graphical model (GGM) is a popular model with applications to many areas such as object recognition and tracking (Sudderth, 2006), protein sequencing (Durbin et al., 1999), gene networks (Mohan et al., 2012), computer vision (Isard, 2003) and neuroimaging (Ryali et al., 2012). Gaussian graphical models consists of a multivariate Gaussian distribution $\mathcal{N}(\mu, \Sigma)$ and a graph $G$, where $G$ is defined by the Gaussian distribution. We define an edge between two variables if and only if they are not conditionally independent given the rest of the variables. In the Gaussian setting, the edges between variables correspond to the non-zero entries of the precision matrix $\Omega = \Sigma^{-1}$, where $\Sigma$ is the covariance matrix of the multivariate Gaussian distribution in question. These graphical models provide an underlying structure for the conditional independence relations between variables in the distribution.

The graph learning problem can be summed up as recovering the precision matrix from the sample covariance matrix. Typically, the precision matrix can be learnt by simply inverting the covariance matrix. However, in the high-dimensional setting, a large sample size is required for the inversion to be accurate. To reduce the sample complexity, sparsity was introduced into graphical models so that the topology can be learnt with a smaller sample size, of order $\Omega(k \log p)$. The most common notion of sparsity is a bound on the node degree of the graph. With a degree bound, many regression techniques (Meinshausen and Bühlmann, 2006; Ravikumar et al., 2011; Ren et al., 2014) like the LASSO can be used to recover the neighborhood of each node, and in doing so, to learn the underlying graph structure. However, while bounding the degree of the graph makes the graph simpler, there are graphs that are simple to learn but are not degree bounded, such as a star graph for example. Another notion of sparsity was introduced that overcomes the limits of bounded degree graphs and applies to a wider class of graphs (Soh and Tatikonda, 2014; Anandkumar et al., 2012). This sparsity is determined by the measure of separability in a graph, which limits the number of vertex disjoint paths between non-neighboring nodes in the graph. GGMs with separability, quantified by parameter $k$, can also be learnt with $\Omega(k \log p)$ sample complexity as well.
Besides bounded degree and separability, another type of graph that can be considered to have relatively simple structure is known as graphs with feedback vertex sets (FVSs) [Vazirani, 2004]. A FVS is a node set in a graph whereby the removal of the FVS and any edge in the graph connected to a node in the FVS results in a subgraph of the original which has tree structure. It has been shown that inference on GGMs with FVSs can be done using message passing algorithms [Liu et al., 2012]. In particular, graph learning can also be performed on this type of GGM [Liu and Wilsky, 2013]. In a fully observed GGM, the authors considered the cases where the FVS is known and where the FVS is not known, and provide algorithms for graph learning in both cases. In the event where the FVS is not known, the authors have provided empirical evidence that their algorithm performs reasonably well in identifying the nodes in the FVS.

In our work, we will tackle the problem of identifiability in GGMs. In graph learning algorithms, the sparsity constraint is usually an assumption imposed on the graph, that we treat as prior knowledge of the GGM. If the GGM is known to be sparse, then the GGM can be learnt. However if the GGM is not known to be sparse, the graph learning technique cannot be applied. In this paper, we will do away with the sparsity constraint, and introduce an identifiability algorithm that serves as a sparsity check. Namely, we do not assume a priori that the GGM is sparse. Rather, for any general GGM, we can check using our algorithm to see if the GGM is indeed sparse or not. We do this for degree bounded graphs. In the case of separability however, we introduce a new concept of separability, known as strong separability, that is motivated by the typical notion of separability. We introduce an algorithm that can also determine whether a GGM is strongly separable or not. In the event that the GGM is indeed sparse (bounded degree or strongly separability), we show that our algorithms are able to learn the topology of the GGM as well. We provide theoretical guarantees that the identification and graph learning can be done with $\Omega(k \log p)$ sample complexity, where $k$ is the measure of sparsity and $p$ is the dimension of the GGM.

Also, we extend the notion of a FVS to that of a generalized FVS. A generalized FVS is a node set in the graph such that the removal of the FVS and its connecting edges results in a strongly separable graph. We will show that a strongly separable graph is a natural generalization of a tree. We propose a new algorithm for identifying the nodes that belong to a generalized FVS in a GGM and performs graph recovery on the GGM as well. We provide theoretical guarantees for selecting the FVS in the graph and for learning, and establish that these can be done with $\Omega((k + \ell) \log p)$ sample complexity, where $\ell$ captures the measure of strong separability in the FVS removed subgraph, and $\ell$ is the size of the FVS.

The rest of the paper is structured as follows. In Section 2, we lay down some preliminary results needed to establish the correctness of our algorithms. In Section 3, we introduce an algorithm to identify whether a GGM is degree bounded or not. In Section 4, we discuss the notion of a strongly separable GGM, and propose an algorithm that can determine whether a GGM is strongly separable or not. In Section 5, we introduce the notion of a generalized FVS, and extend the above techniques to recover the graph structure of a GGM with generalized FVSs. We conclude in Section 6.

2 Preliminaries

Let $A \in \mathbb{R}^{p \times p}$ be a matrix, with its index set $\mathcal{V} = \{1, \ldots, p\}$. For $I, J \subset \mathcal{V}$, $A_{IJ}$ is the $|I| \times |J|$ submatrix of $A$ corresponding to the formed by the intersection of the rows of $I$ and the columns of $J$, with $A_{I} = A_{II}$. If $I = \mathcal{V} \setminus I$, then $A$ has the block structure, (with row and column exchanges);

$$A = \begin{bmatrix} A_I & A_{I\mathcal{V}} \\ A_{\mathcal{V}I} & A_{\mathcal{V}\mathcal{V}} \end{bmatrix}.$$  \hspace{1cm} (1)

In terms of notation, let $|A|$ denote its determinant, $\text{tr}(A)$ denote its trace, $A^T$ denote its transpose, $\|A\|_2$ denote its spectral norm, and $\lambda_{\max}(A)$ and $\lambda_{\min}(A)$ denote its maximum and minimum eigenvalues respectively. In this paper, we will often refer to the $p$ by $p$ covariance matrix $\Sigma$, so we will use the shorthand $\lambda_{\max} = \lambda_{\max}(\Sigma)$ and $\lambda_{\min} = \lambda_{\min}(\Sigma)$. The Schur complement of $A_I$ in $A$ is defined by

$$A_{I'|I} = A_{I'} - A_{I'|I} A_I^{-1} A_{I'I}.$$  \hspace{1cm} (2)

In terms of graphs, we consider only graphs without self loops and multiple edges between the same pair of nodes. Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be an undirected graph, where $\mathcal{V} = \{1, \ldots, p\}$ is the set of nodes and $\mathcal{E}$ is the set of edges, where $(u, v) \in \mathcal{E}$ if and only if an edge exists between nodes $u$ and $v$. Any node connected to a node by an edge is known as a neighbor of $u$ and the number of distinct neighbors of $u$ is known as the degree of $u$. We denote the set of neighbors of $u$ as $\mathcal{N}(u)$. For $I \subseteq \mathcal{V}$, we denote the induced subgraph on nodes $I$ by $\mathcal{G}_I$. For two distinct nodes $u$ and $v$, a path of length $t$ from $u$ to $v$ is a series $\{(u, w_1), (w_1, w_2), \ldots, (w_{t-2}, w_{t-1}), (w_{t-1}, v)\}$ of edges in $\mathcal{E}$, where $w_1, \ldots, w_{t-1} \in \mathcal{V}$. The graph $\mathcal{G}$ is connected if for any distinct nodes $u, v \in \mathcal{V}$, there is at least one path from $u$ to $v$. Otherwise, the graph $\mathcal{G}$ is disjoint. A connected component of $\mathcal{G}$ is a subgraph of $\mathcal{G}$ that is connected. A disjoint graph can be divided into
a number of connected components, where nodes from distinct connected components are not connected by a path.

Let $X = (X_1, \ldots, X_p)$ be a multivariate Gaussian distribution with mean $\mu$ and covariance matrix $\Sigma$. For the rest of this paper, we will only consider zero mean Gaussian distributions, that is, $\mu = 0$. The precision matrix of the Gaussian distribution is $\Omega = \Sigma^{-1}$. The random variable $X$ has the distribution function

$$f_X(x) = \frac{1}{\sqrt{(2\pi)^p|\Sigma|}} \exp\left\{-\frac{1}{2}(x - \mu)^T \Omega(x - \mu)\right\}.$$  \hspace{1cm} (3)

We denote the independence of $X_u$ and $X_v$ by $X_u \perp X_v$, and the conditional independence of $X_u$ and $X_v$ given another random variable $X_z$ by $X_u \perp X_v \mid Z$. The precision matrix can be expressed as conditional independence relationships of variables in $X$. More precisely, $\Omega_{uv} = 0$ if and only if $X_u \perp X_v \mid X_{V \setminus \{u,v\}}$. Given $S \subseteq V$, the conditional distribution of $X_S\mid S$ given $X_S = x_S$ is a multivariate Gaussian distribution with conditional mean $\mu_s - \Sigma_{s\mid S}^{-1}(x_s - \mu_s)$ and conditional covariance matrix

$$\Sigma_{S\mid S} = \Sigma_s - \Sigma_{s\mid S} \Sigma_S^{-1} \Sigma_S.$$  \hspace{1cm} (4)

Observe that the conditional covariance is the Schur complement of $\Sigma_s$ in $\Sigma$. It follows then that $X_u \perp X_v \mid X_S$ if and only if $(\Sigma_{S\mid S})_{uv} = 0$, so conditional independence relations can be computed from the covariance matrix. The sample complexity in calculating these conditional independence relations depends primarily on the size of the set conditioned upon, with the sample complexity being small when the size of the conditioned set is small. To denote conditional covariance, we use the notations $\Sigma(u, v \mid S)$ and $(\Sigma_{S\mid S})_{uv}$ interchangeably.

A Gaussian graphical model therefore is a Gaussian multivariate distribution $X$ with a graph $\mathcal{G}_\Sigma = (\mathcal{V}, \mathcal{E})$ associated with it. The node set $\mathcal{V}$ is the index set of the distribution $\{1, \ldots, p\}$, and $(u, v)$ is in $\mathcal{E}$ if and only if $\Omega_{uv} \neq 0$. The graph $\mathcal{G}_\Sigma$ is known as a precision or concentration graph. For simplicity, we will mostly refer to the precision graph as $\mathcal{G}$ unless there is ambiguity.

### 2.1 Sample Analysis

Let $x^{(1)}, \ldots, x^{(n)} \in \mathbb{R}^p$ be $n$ i.i.d. samples of the random variable $X$ with distribution $\mathcal{N}(0, \Sigma)$. The scatter matrix $S$ is defined as

$$S = \sum_{i=1}^{n} x^{(i)}(x^{(i)})^T.$$  \hspace{1cm} (5)

The sample covariance matrix determined by these $n$ samples is defined as

$$\hat{\Sigma} = \frac{1}{n} S.$$  \hspace{1cm} (6)

In determining the sample conditional covariances, we will make use of the scatter matrix $S$ instead of $\hat{\Sigma}$. Let $u$ and $v$ be distinct elements of $\mathcal{V}$ and let $S \subseteq \mathcal{V} \setminus \{u, v\}$. The sample conditional covariance of $X_u$ and $X_v$ given $X_S$ is denoted by

$$\hat{\Sigma}(u, v \mid S) = \frac{1}{n - |S|} \left( S_{uv} - S_{uS}S_S^{-1}S_{vS} \right).$$  \hspace{1cm} (7)

In our algorithms, we usually have to decide whether a conditional independence relation holds. We have to determine whether $X_u \perp X_v \mid X_S$ or $X_u \not\perp X_v \mid X_S$. To do so with the sample covariance matrix, we need to define a conditional independence threshold $\alpha > 0$, such that if

$$|\hat{\Sigma}(u, v \mid S)| < \alpha,$$

we will decide that $X_u \perp X_v \mid X_S$. Otherwise, we decide that $X_u \not\perp X_v \mid X_S$. In our analysis, $\alpha$ will scale depending on $p$, $n$ and $|\mathcal{S}|$.

### 2.2 Faithful Conditional Independence Relationships

In this paper, we will use conditional covariances and independences to determine graph relationships. As mentioned previously, conditional independence is closely related to separability in graphs. The example we used before was the local Markov property. There are two other Markov properties that hold in Markov random fields. The first is the pairwise Markov property that states $X_u \perp X_v \mid X_{V \setminus \{u, v\}}$. The second is the global Markov property, which states that if $S$ is a vertex separator of $u$ and $v$, then $X_u \perp X_v \mid X_S$.

The Markov properties describe how graph structures imply conditional independence relationships. However, in graph learning, we want to deduce graph structure from conditional independence relations. To do so, we will borrow some results regarding the faithfulness of conditional independence relations (Soh and Tatikonda, 2014), which can also be described as when the converse of the global Markov property holds.

**Definition 1** Let $X$ be a Gaussian graphical model. A conditional independence relation $X_u \perp X_v \mid X_S$ is said to be faithful if $S$ is a vertex separator of $u$ and $v$ in the precision graph $\mathcal{G}$. Otherwise $X_u \perp X_v \mid X_S$ is unfaithful.

Using other conditional relationships in a graph, we can check whether a particular conditional independence relationship is faithful or not. We will use this result later in
our graph learning algorithm. Given a conditioning node set $S \subseteq \mathcal{V}$, let the graph $\mathcal{G}^{S^c} = (S^c, \hat{E}^c)$ be defined by $S^c = \mathcal{V} \setminus S$, and $(i, j) \in \hat{E}$ if and only if $X_i \perp X_j \mid X_S$. By observing the connected components of $\mathcal{G}$, we have the following proposition.

**Proposition 1** Let $X$ be a Gaussian graphical model with precision graph $\mathcal{G}$. A conditional independence relation $X_u \perp X_v \mid X_S$ is faithful if and only if $u$ and $v$ are in separate connected components of $\mathcal{G}^{S^c}$. Also, any two nodes that are in separate connected components in $\mathcal{G}^{S^c}$ are not connected by an edge in $\mathcal{G}$.

3 Degree Bounded GGMs

In this section, we will look at a specific class of GGMs known as degree bounded GGMs, and we will use degree bounded GGMs to illustrate the identifiability problem and technique. Many high-dimensional graph learning techniques typically assume that the GGMs have a $k$-degree bounded graph structure, making it possible to learn the topology of the GMM often with a sample complexity of $\Omega(k \log p)$, where $p$ is the dimension of the GGM. However, now suppose we do not know a priori that the GGM has a degree bounded graph. In order for these graph learning techniques to work, we first need to identify whether the GGM has a degree bounded graph or not. Therefore, we will introduce an algorithm that can do so for any general GGM. In the process, if the underlying graph is found to be degree bounded, we will end up learning the graph structure as a result.

We begin by defining a $k$-degree bounded graph.

**Definition 2** A graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ is said to be a $k$-degree bounded graph if $|\mathcal{N}(u)| \leq k$ for all $u \in \mathcal{V}$.

In order to describe the identification procedure for a GGM, we have to define certain vertex sets. For a node $u \in \mathcal{V}$, we define the set

$$S_{k, \deg}^{\text{deg}}(u) = \{ S \subseteq \mathcal{V} \setminus \{u\} : |S| \leq k, X_u \perp X_{\mathcal{V} \setminus S \cup \{u\}} \mid X_S \}.$$  \hfill (9)

In our algorithm, for every node $u$, we will check to see if the neighbor set of $u$, $\mathcal{N}(u)$, is not greater than $k$. If we condition on the variable $X_{\mathcal{N}(u)}$, then $X_u$ will be conditionally independent of the variables $X_{\mathcal{V} \setminus \{u\} \cup \mathcal{N}(u)}$. The algorithm searches for a set $S$ of size $k$ that contains the $\mathcal{N}(u)$, which is possible if $\mathcal{N}(u)$ has size at most $k$. If such a set can be found for every node $u \in \mathcal{V}$, then Algorithm I will decide that the GGM is $k$-degree bounded. In this way, Algorithm I differentiates between GGMs that are $k$-degree bounded and those that are not. Also, if any set $S$ that separates $u$ from the rest of the nodes $\mathcal{V} \setminus (\mathcal{V} \cup \{u\})$, then $u$ is not connected by an edge to any node in $\mathcal{V} \setminus (\mathcal{V} \cup \{u\})$. This means that the neighbors of $u$ must be in $S$, and the taking the intersection of all possible $S$ will give us the neighbor set of $u$. It follows then that if the GGM is $k$-degree bounded, we can also deduce exactly the topology of $\mathcal{G}$, which gives us the following theorem.

**Theorem 1** Given a GGM $X$ with covariance matrix $\Sigma$, Algorithm I correctly identifies whether the underlying graph $\mathcal{G}$ of $X$ is a $k$-degree bounded graph or not. In the case where it is a $k$-degree bounded graph, Algorithm I also correct outputs the neighbor set of all nodes $u \in \mathcal{V}$, and consequently, recovers the structure of the graph $\mathcal{G}$ of the GGM.

**Proof.** Suppose a GGM is $k$-degree bounded. For any node $u \in \mathcal{V}$, its set of neighbors does not have size more than $k$, and so any size $k$ node set that contains the neighbor set is separates $u$ from the rest of the nodes. By Proposition I, this means that $S_{k, \deg}^{\text{deg}}(u)$ contains at least that particular size $k$ node set that separates $u$ from the rest of the nodes, and is thus non-empty. Therefore Algorithm I correctly outputs the GGM as a $k$-degree bounded graph. Now suppose that the GMM is not $k$-degree bounded. Then there exists a node $u$ whereby its neighbor set is larger than $k$. By Proposition I, any sets that separates $u$ from the rest of the nodes must contain its neighbor set, therefore $S_{k, \deg}^{\text{deg}}(u)$ is empty, therefore Algorithm I will correct output the GGM as being not a $k$-degree bounded graph as well.

**Corollary 1** Let $X$ be a GMM with covariance matrix $\Sigma$. Let $\mathcal{S}$ be used according to (7) to determine the sample conditional covariances in the procedure outlined in Algorithm I, instead of the true covariance matrix $\Sigma$. Let $\beta \leq \min_{|S|=k, X_u \perp X_{\mathcal{V} \setminus S} \mid \Sigma(u, v \mid S)}$ and let $\alpha = \beta / 2$. Let $M_0$ be the event that Algorithm I correctly identifies whether $\mathcal{G}$ is a $k$-degree bounded graph or not. Then,

$$\mathbb{P}(M_0) \geq 1 - \epsilon,$$  \hfill (10)

and

$$\mathbb{P}(\hat{\mathcal{E}} = \mathcal{E} \mid \mathcal{G} \text{ is } k\text{-degree bounded}) \geq 1 - \epsilon,$$  \hfill (11)
for $n = \Omega \left( \frac{\lambda_{\max}^3 + 3\lambda_{\max} (k \log p + \log(\epsilon^{-1}))}{\mu^2} \right)$.

The proof of this theorem follows from the theoretical results in the work on separable graphs \cite{Anandkumar2012}. The main idea is that with correcting scaling of the sample complexity, we will have high probability of accurately identifying the conditional independence relations in the graph. The scaling therefore, depends on the size of the set $S$ that is conditioned on in these conditional independence relationships, which is upper bounded by $k$, hence giving us the required sample complexity result.

This algorithm considers the node sets in $V$ that have at most size $k$ in order to capture the neighbor set, so it has a computational runtime of $O(p^{k+1})$. However, when the neighbor set for one node $u$ is identified, immediately all the other non-edges between $u$ and its non-neighbors are known. Now, for any of the neighbors of $u$, the runtime to find its neighbors is reduced by a factor of $p$, since it is already known that $u$ is one of its neighbors. In this way, the actual runtime can be reduced by storing the edges and non-edges of the graph as we learn them.

4 Strongly $k$-separable GGMs

In this section, we will present an identifiability algorithm for separable graphs. Separability is an emerging concept in the area of statistical graph learning. Naturally so, since many problem in graph learning involves recovering edges or entries in the precision matrix, which are parameters quantifying the interaction between pairs of nodes. Separability captures the number of vertex disjoint paths between pairs of nodes, and as a result, shows itself to be a better measure of the relationship between pairs of nodes compared to more localized properties of the graph such as the node degree. Also, any graph with bounded degree is a separable graph, and as such, graph learmings for separable graphs can be applied to bounded degree graphs as well. In other words, a broader class of graphs are learned by looking at separable graphs.

Definition 3 Let $u$ and $v$ be two non-neighboring nodes in a graph $G$. Suppose there exists a node set $S \in V \setminus \{u, v\}$ with $|S| = k$ such that every path from $u$ to $v$ has to pass through some node in $S$. Then $u$ and $v$ are said to be $k$-separable. A graph $G$ is said to be $k$-separable if every pair of non-neighboring nodes in the graph is $k$-separable.

A $k$-separable GGM can be learnt if its $k$-separability is known or assumed from the start. However, $k$-separable GGMs could potentially be hard to identify due to the little restriction $k$-separability places on the density of a graph, since we want to do so with low sample complexity as well. In $k$-separable graphs, cliques of arbitrary size could be present. A complete graph, for example, is a $k$-separable graph for any $k$. Therefore, any identifiability algorithm for $k$-separable GGMs must be able to distinguish between dense graphs, such as between the complete graph and the complete graph with a single edge missing.

The sparsity comes into play in the identifiability problem mainly because of the low sample complexity we are trying to achieve. In the spirit of making the graph less dense, we will extend the idea of $k$-separability, and generalize the definition to pairs of nodes that are neighbors as well. It turns out that in doing so, this new notion of separability is actually identifiable.

Definition 4 Let $u$ and $v$ be two nodes in a graph $G$. Let $\delta_{uv}$ be equal to $0$ if $u$ and $v$ are not connected by an edge, and let it be equal to $1$ otherwise. Suppose there exists a node set $S \in V \setminus \{u, v\}$ with $|S| = k - \delta_{uv}$, such that every path from $u$ to $v$, excluding the edge $(u, v)$ if it exists, has to pass through some node in $S$. Then $u$ and $v$ are said to be strongly $k$-separable. A graph $G$ is said to be strongly $k$-separable if every pair of nodes in the graph is strongly $k$-separable.

By the above definition, two pair of non-neighboring nodes are strongly $k$-separable if and only if they are $k$-separable. Thus, strong separability can be seen as an extension of the typical notion of separability extended to neighboring nodes as well. Here are some examples of strongly $k$-separable graphs.

Lemma 1 A connected strongly $1$-separable graph is a tree. A connected strongly $2$-separable graph is a series of rings and trees iteratively connected nodewise.

Proof. By definition, no cycles exist in a strongly $1$-separable graph, since any pair of nodes that form an edge in the cycle is connected by another path other than their edge and thus is not strongly $1$-separable. Therefore, a connected strongly $1$-separable graph must be a tree.

Any strongly $2$-separable graph is a $2$-separable graph. Thus, it can be expressed as a series of rings, trees or cliques iteratively connected by merging a common node \cite{Cicalese2012}. Since a strongly $2$-separable clique is an edge or a triangle, which is also a cycle, we therefore have our result.

Lemma 2 A $k$-degree bounded graph is a strongly $k$-separable graph.

Proof. Let $G$ be a $k$-degree bounded graph. For any pair of non-neighboring nodes $u$ and $v$, the neighbor set $\mathcal{N}(u)$
is a vertex separator set of size \( k \), since the graph is degree bounded. For any node \( u \) and a neighboring pair \( v \), the neighbor set \( N(u) \setminus \{v\} \) separates \( u \) has size \( k - 1 \), and all paths from \( u \) to \( v \) must pass through \( N(u) \setminus \{v\} \). This means that \( u \) and \( v \) are strongly \( k \)-separable whether they are connected by an edge or not, and therefore \( G \) is strongly \( k \)-separable. \( \square \)

**Example 1** We construct a graph \( G \) as follows, where \( V = \{1, \ldots, p\} \). Connect 1 and 2, and let nodes \( u \) and \( v \) be \( 1 \) for \( u \geq 3 \). Then for any \( k < p - 2 \), we have that \( G \) is \( k \)-separable but not strongly \( k \)-separable.

With this generalization of separability, these strongly \( k \)-separable GGMs are now identifiable. Given a GGM without prior knowledge of its structure, we can determine whether the GGM is strongly \( k \)-separable or not, with \( \Omega(k \log p) \) sample complexity. The main idea is to check whether each node pair is strongly \( k \)-separable. There are two cases involved, the first is where the nodes in the pair are not neighbors, and the second is where they are.

To determine the case where \((u, v)\) is not an edge and is strongly \( k \)-separable, we will define the set

\[
S^\text{sep}_k(u, v) = \{ S \in V \setminus \{u, v\} : |S| \leq k, \quad \Sigma(u, v \mid S) = 0 \text{ and is faithful}\}.
\]  

(12)

This set captures all the possible node sets of size \( k - 1 \) that separate \( u \) and \( v \).

Suppose a node pair \((u, v)\) is strongly \( k \)-separable and is an edge in the graph. Let the subgraph \( G_{-(u, v)} \) be the graph \( G \) with edge \((u, v)\) removed. There is a node set \( S \subset V \setminus \{u, v\}, |S| \leq k - 1 \), such that the removal of edge \((u, v)\) from \( G \) results in a graph where \( S \) separates nodes \( u \) and \( v \). This separation property is exactly where we can make use of Proposition [1] to identify if a node pair is strongly \( k \)-separable. If we can remove the edge \((u, v)\) from the graph, we can then use conditional independence relations to find a node separator \( S \) of \( u \) and \( v \) in the resultant graph \( G_{-(u, v)} \). Of course, we cannot simply remove this edge simply based on the covariance matrix. We also cannot simply condition on \( X_S \), because, if \((u, v)\) is in \( E \), we will have the condition dependence relation \( X_u \perp X_v \mid X_S \). We could try remove the influence of the edge \((u, v)\) in the graph by conditioning on \( X_{S \cup \{u, v\}} \), however this does not ensure that \( u \) and \( v \) are separated by \( S \) in \( G_{-(u, v)} \).

To overcome this problem, we condition on both \( X_{S \cup \{u\}} \) and \( X_{S \cup \{v\}} \). We use the conditional independence relations given these random variables to deduce that \( S \) is a node separator of \( u \) and \( v \) in \( G_{-(u, v)} \). Running through node subsets \( S \subset V \setminus \{u, v\} \) of size \( k - 1 \), we first condition on \( X_{S \cup \{v\}} \) to see how \( S \) separates \( G_{S \setminus \{v\}} \). We then condition on \( X_{S \cup \{u\}} \) to see how \( S \) separates \( G_{S \setminus \{u\}} \). Using these two pieces of information, and paying attention to the connected components that arise in both cases, we can infer whether \( S \) separates \( u \) and \( v \) in \( G_{-(u, v)} \).

For any subset \( S \subset V \), we define the graph \( \tilde{G}^S \) = \( (S, \tilde{E}^S) \), where \((u, v) \in \tilde{E}^S\) if and only if \( X_u \perp X_v \mid X_S \). For a node \( h \in S^c \), let the connected node set component of \( \tilde{G}^S \) containing \( h \) be denoted by \( \tilde{U}_{S^c}(h) \).

For any node \( u \in V \), we denote the set

\[
\Gamma^k_{(u, v)} = \{ S \subset V \setminus \{u, v\} : |S| \leq k - 1 \}.
\]

(13)

of all possible node subsets \( S \) of size \( k - 1 \) in \( V \setminus \{u, v\} \). We define a subset of this set, which is

\[
\Gamma^k_{u|v} = \{ S \in \Gamma^k_{(u, v)} : \forall h \in S^c \setminus \{u, v\} \text{ s.t. } \Sigma(u, h \mid S + v) = 0 \text{ and is faithful}\},
\]

(14)

where \( S + v = S \cup \{v\} \), and the faithfulness of the relation \( \Sigma(u, h \mid S + v) = 0 \) is determined by Proposition [1]. This quantity encompasses the different sets \( S \) such that \( G_{S \cup \{v\}} \) is a disjoint graph. However, this set does not subsume all possible \( S \) that separate \( u \) and \( v \) in \( G_{-(u, v)} \).

To include all such possible node sets \( S \), we specify a subset of \( \Gamma^k_{u|v} \), namely,

\[
\Psi^k_{u|v} = \{ S \in \Gamma^k_{(u, v)} : \Sigma(u, h \mid S + j) = 0, \forall h \in S^c \setminus \{u, v\}\}.
\]

(15)

These sets cater specifically to the case where \( S \) neighbor separates \( u \) and \( v \), but \( u \) has only one neighbor, \( v \), in \( G_{S^c} \).

Finally, let

\[
\Lambda^k_1(u, v) = \{ S \in \Gamma^k_{u|v} \cap \Gamma_{v|u} : \tilde{U}_{S^c \setminus \{u\}}(v) \subset \{ S^c \setminus \tilde{U}_{S^c \setminus \{v\}}(u)\} \}.
\]

(16)

Also, define

\[
\Lambda^k_2(u, v) = \Psi_{v|u},
\]

(17)

and

\[
\Lambda^k_3(u, v) = \Psi_{u|v}.
\]

(18)

Finally, let

\[
\Lambda^k_0(u, v) = \Lambda^k_1(u, v) \cup \Lambda^k_2(u, v) \cup \Lambda^k_3(u, v).
\]

(19)
If \((u, v)\) is a pair of neighbor nodes that is strongly \(k\)-separable, then the set \(\Lambda_0(u, v)\) is non-empty. In this way we can identify whether the node pair is a neighbor pair that is strongly \(k\)-separable.

Our algorithm therefore aims to check for each node pair if they are indeed strongly \(k\)-separable. If this doesn’t hold for any node pair, then the algorithm will infer that the graph is not strongly \(k\)-separable. In the case where this holds for every node pair, then the algorithm will output that the graph is strongly \(k\)-separable. In the process, we get additional information in this case, since the algorithm will also tell us if \(u\) and \(v\) are connected by edge or not. Thus, when the graph is strongly \(k\)-separable, we can learn the graph topology as well. This leads to the following theorem.

**Theorem 2** Given a GGM \(X\) with covariance matrix \(\Sigma\), Algorithm 2 correctly identifies whether the underlying graph \(\mathcal{G}\) of \(X\) is a strongly \(k\)-separable graph or not. In the case where it is a strongly \(k\)-separable graph, Algorithm 2 also correctly recovers the structure of the graph \(\mathcal{G}\) of the GGM.

**Proof.** A pair of nodes \((u, v)\) is non-neighboring and is \(k\)-separable if and only if \(S_{k}^{\text{sep}}(u, v)\) is non-empty (Soh and Tatikonda, 2014). We will first show a similar relation for neighboring nodes, namely, if \(u\) and \(v\) are neighbors, then they are strongly \(k\)-separable if and only if \(\Lambda_k(u, v)\) is non-empty.

Suppose a pair of neighbor nodes \(\{u, v\}\) is strongly \(K\)-separable. Then \(\Lambda_k(u, v)\) must be non-empty, since there is a set \(S\) of at most size \(k - 1\) such that any path from \(u\) to \(v\) must contain a node in \(S\), excluding the edge between \(u\) and \(v\). Thus, \(S \in \Lambda_k(u, v)\). Now suppose \(\Lambda_k(u, v)\) is non-empty, then any node set \(S \in \Lambda_k(u, v)\) has the following properties: The graph \(G_S\) can be partitioned into four node sets \(\{u\}, \{v\}, R_u\), and \(R_v\), with \(R_u = \bar{U}_S \setminus \{v\}\) and \(R_v = S \setminus \{u\} \cup \bar{U}_S \setminus \{v\}\). These four sets have the property that there are no edges connecting any node from \(R_u\) to any node in \(R_v\) and there are no edges connecting any nodes from \(R_u\) to \(R_v\) or \(v\). Therefore, \(S\) separates \(u\) and \(v\) in \(G\), so \(u\) and \(v\) are strongly \(k\)-separable.

Let the GGM \(X\) be strongly \(k\)-separable. Then every node pair in \(G\) is either a pair of non-neighbors or a pair of neighbors. If the pair is not connected by an edge, then \(S_{k}^{\text{sep}}(u, v)\) is non-empty. If the pair is connected by an edge, then \(\Lambda_k(u, v)\) is non-empty. Therefore, Algorithm 2 will output the graph correctly as a strongly \(k\)-separable graph. Next, suppose the GGM \(X\) is not strongly \(k\)-separable. Then there exists a pair of nodes that is not strongly \(k\)-separable. There are two cases. If \(u\) and \(v\) are non-neighbors, then clearly \(S_{k}^{\text{sep}}(u, v)\) must be empty. Also, if \(\Lambda_k(u, v)\) is non-empty, then \(u\) and \(v\) would be \((k - 1)\)-separable, which is a contradiction. Thus \(\Lambda_k(u, v)\) must be empty. In the second case, \(u\) and \(v\) are neighbors. Then \(\Lambda_k(u, v)\) must be empty. Also, since \(u\) and \(v\) are connected by an edge, \(S_{k}^{\text{sep}}(u, v)\) must be empty as well as \(u\) and \(v\) cannot be separated by an node set. Therefore, \((u, v)\) will not be placed in \(P\) by Algorithm 2 and so, Algorithm 2 will output \(\mathcal{G}\) as not being strongly \(k\)-separable. Consequently, Algorithm 2 correctly identifies whether a GGM is strongly \(k\)-separable or not.

**Corollary 2** Let \(X\) be a GMM with covariance matrix \(\Sigma\). Let \(S\) be used according to (7) to determine the sample conditional covariances in the procedure outlined in Algorithm 2 instead of the true covariance matrix \(\Sigma\). Let \(\beta \leq \min_{|S|=k}E_{(X_u \perp \!\!\!\perp X_v | X_{\partial S}} \Sigma(u,v | S)\), and let \(\alpha = \beta/2\). Let \(M_1\) be the event that Algorithm 2 correctly identifies whether \(\mathcal{G}\) is a strongly \(k\)-separable graph or not. Then,

\[
P(M_1) \geq 1 - \epsilon,
\]

and

\[
P\left(\hat{E} = E \mid \mathcal{G} \text{ is strongly } k\text{-separable}\right) \geq 1 - \epsilon,
\]

for \(n = \Omega\left(\frac{\lambda_{\max} + \beta \lambda_{\max}}{\beta^2} (k \log p + \log(\epsilon^{-1}))\right)\).

Just as in the degree bounded case, the sample complexity results follows directly from the work on separable graphs (Anandkumar et al. 2012), so we omit the proof.
of the pairs. The computational complexity for this algorithm is $O(p^{k+4})$. The runtime can be further reduced because many redundant steps are included in the algorithm. Whenever the algorithm checks for a separator set for $u$ and $v$, by Proposition 1 it will also output many non-edges in the graph. Thus by checking for one pair of nodes, we can learn more about other parts of the graph as well.

5 Learning GGMs with Generalized FVSs

In this section, we will introduce a novel algorithm for learning GGMs with generalized feedback vertex sets (FVSs). Graphs with simple structure are usually easier to learn, in the sense that topological recovery or inference can be done with less sample or computational complexity. It is also for this reason that sparsity constraints like degree bounds or separability are assumed. However, there are graphs that do not adhere to these sparsity guidelines but are mostly simple, where the graph becomes simple if we remove a small number of nodes and the edges connected to them. Graphs with feedback vertex sets are a good example of this.

**Definition 5** Let $G$ be a graph. A feedback vertex set (FVS) of $G$ is a node set $F \subset V$ such that the induced subgraph $G_{V \setminus F}$ is a tree graph.

This is the typical setting of a FVS. When the nodes in the FVS are removed, along with the edges that connect to them, the resultant graph is a tree graph. In a GGM setting, this means that the conditional distribution $X_{V \setminus F} | X_F$ has a precision graph that is a tree structure. Therefore, algorithms designed to learn tree GGMs can be applied to the conditional distribution $X_{V \setminus F} | X_F$. In the case where we know exactly which nodes belong to the FVS, we can proceed to learn the rest of the graph through conditioning on the variables corresponding to the FVS. However, the more challenging problem is that of learning the graph while not knowing where the FVS is in the graph. To do so we have to identify which nodes are in the FVS.

We will introduce a technique to learn the location of the FVSs in a GGM, and we will do so for a more general class of graphs. By Lemma 1, a strongly 1-separable graph is a tree. Therefore we can think of a FVS as the removal of a set of nodes that result in a strongly 1-separable graph. More generally, we can define a generalized FVS whereby the removal of the generalized FVS results in a strongly $k$-separable graph. We provide a formal definition.

**Definition 6** Let $G$ be a graph. A $k$-generalized FVS of size $\ell$ of the graph $G$ is a node set $F \subset V$, $|F| \leq \ell$ such that the induced subgraph $G_{V \setminus F}$ is a strongly $k$-separable graph.

When $k = 1$, the $k$-generalized FVS reduces to the typical FVS. Therefore, the $k$-generalized FVS serves as a generalization of the FVS. Many graphs with generalized FVS do not satisfy the typical sparsity constraints, as such previous graph learning techniques cannot be applied to learn GGMs that contain generalized FVS. In fact, just as separable graphs can be treated as a generalization of degree bounded graphs, so graphs with generalized FVS can be seen as a generalization of strongly $k$-separable graphs.

**Lemma 3** Any strongly $k$-separable graph contains a $k$-generalized FVS of arbitrary size.

**Proof.** The removal of any number of edges of the graph does not increase the connectivity or the number of disjoint paths between nodes. Therefore, any node set in the graph is an FVS, the removal of the node set and edges connected to it will preserve the strong separability of the graph.

However, a graph with a generalized FVS may not be strongly $k$-separable. The construction in the following example demonstrates this.

**Example 2** Let $G' = (V', E')$ be a tree. We construct $G$ by adding to two nodes $u$ and $v$ to $G'$, and we connect $u$ and $v$ to every node $G'$ by an edge. Let $u$ and $v$ have no edge connecting them. Then in $G$, the two nodes $u$ and $v$ are not strongly $k$-separable for any $k < |V'|$ since the number of vertex disjoint paths between $u$ and $v$ is equal to $|V'|$. Then $G$ has a 1-generalized FVS of size 2. In the same way, an generalized FVS set can be added to a strongly $k$-separable graph so that the resultant graph is not strongly $k$-separable.

Therefore, learning a GGM with a generalized FVS is more general than learning a strongly separable graph. In learning degree bounded graphs or separable graphs, with the sparsity assumption we typically do not need to use identifiability algorithms introduced in previous sections to learn the graph. However, in the case of graphs with generalized FVSs, our learning algorithm still requires us to make use of identifiability techniques. For example, even though we assume the underlying graph of the GGM contains a FVS $F$, we still need to identify whether the induced subgraph $G_{V \setminus F}$ is a tree, in order to properly determine which nodes are in $F$. This highlights the importance of the ability to identify certain graph properties without prior assumptions.

We will now introduce an algorithm to identify whether a graph contains a $k$-generalized FVS of size $\ell$, and
We will also show that this algorithm can learn the structure of the induced subgraph \( \mathcal{G}_{V \setminus F} \), where \( F \) is a \( k \)-generalized FVS of size \( \ell \).

\[ S_F = \{ S \in V : F \subseteq S \}. \quad (22) \]

We will also show that this algorithm can learn the structure of the induced subgraph \( \mathcal{G}_{V \setminus F} \), where \( F \) is a \( k \)-generalized FVS of size \( \ell \).

**Theorem 3** Given a GGM \( X \) with covariance matrix \( \Sigma \), Algorithm 2 correctly identifies all the \( k \)-generalized FVS of size \( \ell \) in the graph \( \mathcal{G} \). In the case where a \( k \)-generalized FVS of size \( \ell \) exists in the graph, Algorithm 3 also correctly recovers the structure of the induced subgraph \( \mathcal{G}_{V \setminus F} \) of the GGM.

**Proof.** Suppose \( F \) is a \( k \)-generalized FVS of size \( \ell \). Then \( \mathcal{G}_{V \setminus F} \) is a strongly \( k \)-separable graph. By Theorem 2, Algorithm 3 will identify the conditional Gaussian distribution \( X_{V \setminus F} | X_F \) as having a strongly \( k \)-separable underlying graph. Also, by Theorem 2, the identification of \( X_{V \setminus F} | X_F \) as a strongly \( k \)-separable graph will output its underlying topology as well. Therefore, Algorithm 3 will output \( F \) correctly as a \( k \)-generalized FVS of size \( \ell \). If \( F \) is not a \( k \)-generalized FVS of size \( \ell \), then by Theorem 2, Algorithm 3 will identify \( X_{V \setminus F} | X_F \) as not having a strongly \( k \)-separable graph structure, and so will identify \( F \) correctly as not being a \( k \)-generalized FVS of size \( \ell \). In this way, Algorithm 3 will correctly identify all the FVSs in the GGM. This concludes the proof. □

To describe the sample complexity result, for any node set \( F \subseteq V \), we define \( F^c = V \setminus F \). We define the subgraph \( \mathcal{G}_{F^c} = (F^c \mathcal{E}_{F^c}) \), so \( \mathcal{E}_{F^c} \) describes the edges that are between the nodes in \( F^c \).

**Corollary 3** Let \( X \) be a GMM with covariance matrix \( \Sigma \). Let \( S \) be used according to (7) to determine the sample conditional covariances in the procedure outlined in Algorithm 2 instead of the true covariance matrix \( \Sigma \). Let \( \beta \leq \min |S|=k+\ell, X_{\perp \perp}, X_{\perp \perp}, X_S \mid \Sigma(u,v \mid S) \), and let \( \alpha = \beta / 2 \). Let \( M_2 \) be the event that Algorithm 3 correctly identifies the \( k \)-generalized FVS of size \( \ell \) is \( \mathcal{G} \). Then,

\[ \mathbb{P}(M_2) \geq 1 - \epsilon, \quad (23) \]

and

\[ \mathbb{P}(\hat{\mathcal{E}}_{F^c} = \mathcal{E}_{F^c} \mid F \text{ is a } k \text{-generalized FVS of size } \ell) \geq 1 - \epsilon, \quad (24) \]

for

\[ n = \Omega \left( \frac{\lambda_{\max}^{2(k+\ell)} \log p + \log(\epsilon^{-1})}{\beta^2} \right). \]

Just as in the degree bounded and strong separability case, the sample complexity results follows directly from the work on separable graphs (Anandkumar et al., 2012), so we omit the proof. This algorithm has a computational complexity of \( O(p^{k+\ell+4}) \), which can be further reduced by using the non-edges in the separability tests to learn other node relations in the graph. Therefore, Algorithm 3 is able to not only identify all the generalized FVSs in a GGM, but also learn their corresponding residual subgraph as well. This is especially useful when the generalized FVS set is small, since most of the edges in the graph can be recovered.

## 6 Conclusion

In this paper, we introduce two new algorithms for identifying sparse graphs. The first algorithm can identify whether a GGM is \( k \)-degree bounded or not. In the case of the second algorithm, we introduced the notion of strong separability and showed that the algorithm can determine whether a GGM is strongly \( k \)-separable or not, with the capability to learn the graph if the graph is indeed strongly \( k \)-separable. We also establish the concept of a generalized feedback vertex set, and showed that a GGM with a generalized FVS is more general than a strongly separable graph. Finally, we proposed a graph learning algorithm that can identify the generalized FVSs in a GGM, while learning the graph structure outside of the FVS.
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