Accurate Classification and Detection of Brain Cancer Cells in MRI and CT Images using Nano Contrast Agents
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Segmentation of brain tumor is one of the crucial tasks in medical image process. So as to boost the treatment prospects and to extend the survival rate of the patients, early diagnosing of brain tumors imagined to be a crucial role. Magnetic Resonance Imaging (MRI) is a most widely used diagnosis method for tumors. Also current researches are intended to improve the MRI diagnosis by adding contrast agents as contrast enhanced MRI provides accurate details about the tumors. Computed Tomography (CT) images also provide the internal structure of the organs. The manual segmentation of tumor depends on the involvement of radiotherapist and their expertise. It may cause some errors due to the massive volume of MRI (Magnetic Resonance Imaging) data. It is very difficult and time overwhelming task. This created the environment for automatic brain tumor segmentation. Currently, machine learning techniques play an essential role in medical imaging analysis. Recently, a very versatile machine learning approach called deep learning has emerged as an upsetting technology to reinforce the performance of existing machine learning techniques. In this work, a modified semantic segmentation networks (CNNs) based method has been proposed for both MRI and CT images. Classification also employed in the proposed work. In the proposed architecture brain images are first segmented using semantic segmentation network which contains series of convolution layers and pooling layers. Then the tumor is classified into three different categories such as meningioma, glioma and pituitary tumor using GoogLeNet CNN model. The proposed work attains better results when compared to existing methods.
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for analysis. There are four different types of MRI modalities such as T1, T1c, T2 and FLAIR. Fig 1 shows four different types of MRI modalities. These different MRI modalities generate different types of tissue contrast images. Thus it provides valuable information of tumor structure and enabling diagnosis and segmentation of tumors along with their sub regions. Some of the primary brain tumors are Gliomas, Meningiomas, Pituitary tumors, Pineal gland tumors, ependymomas. Gliomas are tumors that develop from glial cells.

Meningioma often occur in people between the ages of 40 and 70. They are mostly common in women than men. The early diagnosis of brain tumor will increase the patient’s survival rate. In the proposed work three different types of tumors going to be identified such as glioma, meningioma and pituitary tumor. Sample tumor images are shown in Figure 2. The aim of segmentation of brain images is to extract and study anatomical structure and also to identify the size, volume of brain tumor. This helps to predict the increase or decrease the size with treatment. Manual segmentation of MR brain images is time consuming task. So that, the automated segmentation methods with high accuracy is mainly focused in research. In current scenario, there are many methods have been developed for automatically segmenting the tumor extents from brain MRI images. Recently, an extremely flexible machine learning approach known as deep learning has emerged as an upsetting technology to enhance the performance of existing machine learning techniques. CNNs (Convolutional Neural Network), are hastily gaining their attractiveness in the computer vision community.

A computed Tomography image shows the internal structure of the bones, organs and tissues. CT scan uses X-rays to provide the structure details. CT images are used for accurate classification of tumor. Some of the CT images are shown in the Figure 3.

The paper is structured as follows: Section 2 conferred the relevant works in the automated brain tumor segmentation. The attention is mainly on machine learning and deep learning based approaches. The proposed semantic segmentation network for segmentation and GoogLeNet for classification is detailed in section3. Section 4 dealt with the experimental results of the proposed method followed by conclusion in section 5.

Relevant works

Brain image segmentation is one of the critical tasks for engineers to segment the elements of brain such as white matter, grey matter, tumor etc. In previous decades machine learning plays major role in developing automated brain tumor segmentation. Wei Chen Liu et.al.3 proposed a novel method for brain tumor segmentation based on features of separated local square. The
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proposed method basically consists of three steps: super pixel segmentation, feature extraction and segmentation model construction. They use brain images from BRATS 2013 datasets. Also Pham N.H. Tra et al., proposed segmentation method to segment the tumor structure from brain MRI images. For that the images are enhanced using unsharp approach before segmentation using the Otsu method. Similarly Aastha Sehgal et al., proposed a fully automatic method to detect brain tumors. This method consists of five stages, viz., Image Acquisition, Preprocessing, Segmentation using Fuzzy C Means technique, Tumor Extraction and Evaluation. The improved version of fuzzy c-Means clustering and watershed algorithm has been implemented by Benson C et al.. In that they proposed an effective method for the initial centroid selection based on histogram calculation and then they used atlas-based marker in watershed algorithm for avoiding the over-segmentation problem. Further Boucif Beddad et al., proposed the notion of FCM which incorporates the spatial information to get a better estimation of the clusters centers. The results obtained are considered as an initialization of the active edge for the Level set. During the application of this method, multiple initializations have been carried out to set the initial parameters.

Though some of the methods discussed above were validated and demonstrated good performance, these fully automated methods for brain tumor detection has not been extremely used in clinical applications. This represents that the detection methods still needs some major developments. Also the machine learning approaches are complex. This growths the development of deep learning based methods for tumor segmentation and classification. Hossam H et al., proposed a deep learning (DL) model based on Convolutional Neural Network (CNN) to classify different brain tumor types using publicly available datasets. The former one classifies tumor into (Meningioma, Glioma, and Pituitary Tumor). The other one differentiates between three glioma grades (Grade II, Grade III and Grade IV). Fine tuning of already available CNN can reduce the training time required to develop needed model. So, Guotai et al., proposed image-specific fine tuning to make a CNN model adaptive to a specific test image, which can be either unsupervised (without additional user interactions) or supervised (with additional scribbles). They also propose a weighted loss function considering network and interaction-based uncertainty for the fine tuning. In the same way, Wang et al., proposed an automatic brain tumor segmentation algorithm based on a 22-layers deep, three-dimensional Convolutional Neural Network (CNN) for the challenging problem of gliomas segmentation. For segmenting tumor, one of the simplest approaches is to train the CNN in Patch-Wise method. First of all an NxN patches are extracted from the given images. Then the model is trained on these extracted patches and produces the labels to each class for identifying the tumor correctly. Most of current well-liked approaches using this type of patch wise architectures for segmenting brain tumor. Even more some of the architectures provide prediction for every pixel of the entire input image like semantic segmentation.

Table 1. Detailed description of Figshare dataset

| Tumor Category | Number of Patients | Number of Slices |
|----------------|-------------------|-----------------|
| Meningioma     | 82                | 708             |
| Glioma         | 91                | 1426            |
| Pituitary      | 60                | 930             |
| Total          | 233               | 3064            |

Fig. 3. CT Tumor Images
In the DL based methods discussed in\(^8,\,11-14\), the segmentation is fully based on computationally complicated convolution neural network. They design CNN architecture by combining the intermediate results of several connected components and then they classify the images into different categories. They used image patches obtained from axial, coronal, and sagittal views to respectively train three segmentation models, and then combine them to obtain the final segmentation results. The main constraints of these existing methods are expensive computational cost, memory requirements and computational time. In order to provide a solution to the problem mentioned, a modified semantic segmentation networks (CNNs) based method has been proposed.

**Proposed work**

As already discussed that the patch wise prediction is complicated and increases the memory and time, in this work a novel hybrid semantic segmentation network for tumor segmentation is proposed. The major contribution of this work is to combine both CNN and semantic segmentation for precise segmentation of tumor region. The complete steps involved in the proposed work for Semantic segmentation and tumor classification using contrast enhanced Brain MRI is given in fig 3. In order to verify the effectiveness of the proposed method, a series of comparative experiments are conducted on the fig share database. To balance the contrast and intensity ranges between patients and acquisition, intensity normalization as preprocessing was performed on each modality. Then the preprocessed brain images are segmented using hybrid semantic segmentation network with series of convolution layers and pooling layers. Then after segmenting the tumor region, the segmented brain images are also classified into one of the three types of tumor such as meningioma, glioma and pituitary tumor using already trained GoogLeNet classifier. Finally, the performance of semantic segmentation and GoogLeNet classification was done using some performance matrices.

**Contrast enhanced MRI Dataset**

Figshare dataset is used for evaluating the proposed brain tumor segmentation network.\(^22\) This brain tumor dataset containing 3064 T1-weighted contrast-enhanced (T1c MRI) images from 233 patients It includes three kinds of brain tumor such as Meningioma (708 slices), Glioma (1426 slices) and Pituitary tumor (930 slices). The choice of

![Overall flow diagram of the proposed work](image-url)
using contrast enhanced MRI is a major part in this research, because in normal MRI there may be limited sensitivity in the probe. This issue can be addressed and rectified by injecting contrast agents through IV (IntraVein) line before taking MRI. Detection of tumor from contrast enhanced MRI will improve sensitivity, specificity and accuracy of the overall system. So that in the proposed work, contrast enhanced MRI and CT images are used. The detailed description of the dataset is shown in table 1. The overall flow diagram is shown in the Figure 4.

**Preprocessing**

T1c Magnetic Resonance Imaging is a very useful medical imaging modality for the detection of brain abnormalities and tumor. It may be affected by external noises and also its contrast and intensity are also affected by external environment. So some preprocessing is required to remove unwanted noises and to improve the contrast of the images. In this work, the bias field correction used in\(^ {23}\) was adopted to uniform the contrast of the entire images. Also in many applications, color information doesn’t help us to identify important edges or other features. Hence both the MRI and CT images are converted into gray scale images. The input images, its bias field and intensity normalized images are shown in Figure 5.

![Sample input image, its bias field and Bias corrected image](image1)

**Fig. 5.** Sample input image, its bias field and Bias corrected image

![Example for semantic segmentation networking](image2)

**Fig. 6.** Example for semantic segmentation networking

![Hybrid Semantic segmentation network](image3)

**Fig. 7.** Hybrid Semantic segmentation network

![Sample images of Semantic segmentation](image4)

**Fig. 8.** Sample images of Semantic segmentation
This figure 5 clearly shows that the normalized image has even intensity distribution in every pixel when compared to its original image. Especially in the intensity normalized image, the tumor region is clearly visible.

**Hybrid Semantic Segmentation networking**

As described in\textsuperscript{19, 25}, the main aim of semantic segmentation is to classify the image by labeling each and every of an image. Since each pixels in the images are predicted as some classes, this type of classification is generally referred to as dense prediction. Example for semantic segmentation is shown in figure 6. Machines can augment analysis performed by radiologists, greatly reducing the time required to run diagnostic tests. So in the proposed work, as shown in figure 7, first CNN performs tumor segmentation and the result is going to be overlaid with semantic segmentation to correct the misclassification of pixels. The use of combined semantic segmentation and CNN enables us to perform pixel semantic predictions accurately. Some of the sample images of semantic segmentation are shown in figure 8. Also the layers in CNN for tumor segmentation are shown in figure 9.

The proposed CNN model used for tumor segmentation is simple and computationally easier when compared to other architectures. The detailed architecture of proposed CNN is shown in figure 9. The CNN architecture includes 13 layers which starts from the input layer that can hold the images from the previous pre-processing step and then it passes to the convolution layers and their ReLU activation functions which is mainly used for feature extraction. From these features, most probable features were selected using pooling layers. Then down-sampling (convolution, Rectified Linear Unit (ReLU), normalization and
pooling layers) was performed. In order to predict the output softmax layer was used and finally a classification layer which produces the predicted class that is tumor and non-tumor regions are segmented from the images.

Finally at the end of these layers the segmented image is obtained which contains tumor and non-tumor regions in the images. After that the output was overlaid with the semantic segmentation. Finally this hybrid segmentation

Fig. 10. Input, bias corrected and Segmentation results for a) sample image 1 b) sample image 2 c) sample image 3
provides accurate segmentation of brain tumor regions. Then this pixel labeled dataset were given as input to GoogLeNet classification for further classification of tumor into three different categories as mentioned earlier.

**GoogLeNet Classification**

Brain tumor classification is the final step of the proposed approach which is used to identify the type of brain tumor based on the GoogleNet CNN classifier. In the proposed work already trained 22 layer deep GoogLeNet architecture [20, 24] is used for classification of tumors. GoogLeNet has a quite different architecture. It uses combinations of inception modules, each including some pooling, convolutions at different scales and concatenation operations. GoogleNet CNN is a feed forward neural networks (FNNs), composed of input and output layers, as well as a single hidden layer. Initializing the weights and biases of the input layer is randomly selected before going to compute the weights of the output layer. The concept of GoogleNet CNN is to classify multiclass problem in more detail. The trained GoogleNet CNN model is utilized to classify the type of brain tumor in an effective manner.

**RESULTS AND DISCUSSIONS**

In order to verify the effectiveness of the proposed method, a series of comparative experiments are conducted on the contrast enhanced T1c MRI images of fig share database. In the proposed work, first semantic segmentation is performed followed by CNN with convolution and pooling layers. By inspecting the results of semantic segmentation, the pixel labeled dataset was imported to CNN for further segmentation. Then the images after semantic segmentation was given as input to the CNN with several convolution and pooling layers in which the tumor is segmented

| Table 2. Network parameters for segmentation and classification |
| --- | --- | --- |
| S. Factor(s) Segmentation Classification |
| No | | Network Network |
| 1 Optimization method SGDM SGDM |
| 2 Maximum epoch 50 80 |
| 3 Learning rate 1e^-3 1e^-2 |
| 4 Minimum batch size 4 12 |
| 5 Pooling layer window size 2 3 |
| 6 Drop factor 0.1 0.1 |

(SGDM – Stochastic Gradient Descent Method)

| Table 3. Performance comparison of proposed method |
| --- | --- | --- | --- | --- |
| Methods Tumor Type Precision Sensitivity Specificity Accuracy |
| Hossam H. et.al., [6] Meningioma 0.958 0.955 0.987 97.54% |
| Glioma 0.972 0.944 0.951 95.81% |
| Pituitary 0.952 0.934 0.97 96.89% |
| SunandaDas et.al [17] Meningioma 0.940 —— —— 94.39% |
| Glioma 0.880 —— —— 94.39% |
| Pituitary 0.980 —— —— 94.39% |
| HasanUcuzal et.al [18] Meningioma 0.945 0.877 0.986 96.29% |
| Glioma 0.969 0.953 0.968 96.08% |
| Pituitary 0.916 0.992 0.962 97.14% |
| Proposed Method With MRI Images Meningioma 0.990 0.990 0.997 99.57% |
| Glioma 0.995 0.995 0.998 99.78% |
| Pituitary 0.986 0.995 0.995 99.56% |
| Proposed Method With CT Images All 0.994 0.996 0.998 99.6% |
separately from brain MRI and CT images. The segmented results for given sample input images of brain tumor are shown in fig 10.

In the proposed method, the dataset is divided into two segments. One is for training and other one is for testing sets along with its individual target labels (68% for training and 32% for system test). The network parameters which are set during training are shown in table 2. This table shows different network parameters for segmentation network and classification network. Using these parameters only the network provides accurate results.

This figure shows the input images and its corresponding preprocessed images, semantic segmented images and finally tumor segmented images. When we compare the segmented results using proposed method with its ground truth, the proposed segmentation results closely matched with its ground truth images. The performance of the process is measured by calculating the performance metrics of the classifier and segmentation such as Accuracy, Sensitivity and Specificity. These parameters can be calculated using the the formulae as described in\(^2\). The accuracy represents the efficiency of the process. The Sensitivity shows how the algorithm gives correct classification. The Specificity shows how the algorithm rejects the wrong classification results. These parameters can be calculated using equation 1, 2 and 3 which has been taken from\(^2\).

\[\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN} \quad \text{(1)}\]
\[\text{Sensitivity} = \frac{TP}{TP + FN} \quad \text{(2)}\]
\[\text{Specificity} = \frac{TN}{TN + FP} \quad \text{(3)}\]

Where, TP-True Positive, TN-True Negative, FP-False Positive and FN-False Negative

The performance of the proposed system is compared with the performance of existing system\(^6, 17, 18\). The table 3 shows comparison of proposed method with existing method based on classification performance measures.

In this table, the performance metrics are compared for each tumor types. This table clearly shows that the proposed system provides superior results when compared to existing methods\(^6, 17, 18\) in all aspects of performance. The accuracy of the proposed method is 99.57%, 99.57% and 99.67% for meningioma, glioma and pituitary tumor respectively. Overall, the proposed classification followed by segmentation works very well on the used Figshare dataset. The misclassification of tumor is avoided when compared to already existing tumor segmentation methods. Because in the methods which are already existing for tumor segmentation only uses CNN or any machine learning approaches for tumor segmentation. But in the proposed work pixel based classification named semantic segmentation is combined with CNN for precisely segmenting the tumor. Since each pixels are grouped based on its pixel values, the tumor regions are segregated from the normal healthy tissues. So it becomes easier job for CNN.

\[\text{Fig. 11. Comparison of classifier performance with existing methods a) Meningioma b) Glioma c) Pituitary tumor in MRI Images}\]
to accurately segment the tumor without any misclassification. Due to that reason only, the proposed work yield almost above 99% results for each category. The proposed method on CT images also gave better accuracy. Figure 11 shows the plot of classifier performance parameters for each cases of meningioma, glioma and Pituitary tumor for proposed and existing methods\cite{6,17,18}. As our method uses modified semantic segmentation networking for segmentation and GoogLeNet for classification, it scores max value in each parameter like precision, sensitivity, specificity and accuracy. This gives max values in all aspects when compared to existing methods. So the proposed work may help the radiologists to take right decision about the treatment of particular tumor. This proposed work can also be extended to taken into account the tumor size and volume in future for the betterment of patient’s treatment.

CONCLUSION

The proposed method successfully segments the tumor using semantic segmentation network and classifies different tumor categories accurately using GoogLeNet. The quantitative results show that the proposed segmentation and classification yields overall accuracy of 99.57\%, 99.78\% and 99.56\% for meningioma, glioma and pituitary tumors. Due to the use of T1c MRI images and proposed modified semantic segmentation network, the method yield highest possible results in terms of accuracy, sensitivity and specificity. In CT images also the proposed methodology shows better result. All the provided parameters are set properly in MATLAB environment. The performance of semantic segmentation and GoogLeNet classification was done using some performance matrices. This system can even segment non homogeneous tumors providing the non-homogeneity inside the tumor region due to the use of semantic segmentation. The quality of the proposed segmentation was similar to manual segmentation and will speed up segmentation in operative imaging. In future the classifier may be modified to reduce complexity in architecture of GoogLeNet. This proposed work can also be extended to taken into account the tumor size and volume in future for the betterment of patient’s treatment. Also the network can be trained to categorize some other tumor classes such as higher grade glioma (HGG) and lower grade glioma (LGG) with some fine tuning incorporated in the network.
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