Increasing the Accuracy of a Neural Network Using Frequency Selective Mesh-to-Grid Resampling
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Abstract—Neural networks are widely used for almost any task of recognizing image content. Even though much effort has been put into investigating efficient network architectures, optimizers, and training strategies, the influence of image interpolation on the performance of neural networks is not well studied. Furthermore, research has shown that neural networks are often sensitive to minor changes in the input image leading to drastic drops of their performance. Therefore, we propose the use of keypoint agnostic frequency selective mesh-to-grid resampling (FSMR) for the processing of input data for neural networks in this paper. This model-based interpolation method already showed that it is capable of outperforming common interpolation methods in terms of PSNR. Using an extensive experimental evaluation we show that depending on the network architecture and classification task the application of FSMR during training aids the learning process. Furthermore, we show that the usage of FSMR in the application phase is beneficial. The classification accuracy can be increased by up to 4.31 percentage points for ResNet50 and the Oxflower17 dataset.

Index Terms—Interpolation, neural networks, frequency model

I. INTRODUCTION

Neural networks are a common and widely used method to process image content nowadays. The strength of neural networks is to extract information provided by the image content. This is a task that may be easily solved by humans but is very hard to describe analytically. With the usage of neural networks for the extraction of information provided by the content of an image, the whole strategy of solving classification problems changed. Neural networks get rid of the necessity to analytically describe the task, but learn to extract the desired information from an image by training. Many images with accompanying labels are shown to the neural network during the training process. Due to the combination of image and label, the network detects the features describing the desired information by itself.

During the last years, much effort was put into finding efficient, robust, and accurate architectures for neural networks [1]–[8]. Many training strategies evolved with the aim to obtain best possible results very fast [9], [10]. Furthermore, increasingly large datasets for all kinds of application cases were proposed [11]–[13]. These developments drove the recent success of neural networks. An area of research that has not been examined up to this extent is the influence of image interpolation methods on the final results.

Image interpolation is a processing step occurring in almost every training and application pipeline of neural networks as most networks require an input image of predefined size. Thus, in order to combine every dataset with every network, affine transforms such as resizing have to be applied to the original input images. Depending on the use case, further processing steps are performed on the original input image, e.g., lens correction or rectification. Therefore, interpolation is required.

Moreover, research has shown that training strategies such as data augmentation increase the performance of the network. Common data augmentation techniques are rotating, zooming or cropping of the input images. Figure 1 exemplary shows the distribution of points after rotating an image by thirty degrees. The initial pixel locations are denoted by black dots. The red circles indicate the resulting pixel locations after the rotation. The pixels after rotation have to be resampled onto the regular grid structure again in order to save and further process the image. For this task image interpolation is a crucial step. In the context of neural networks, common techniques are bilinear and bicubic interpolation. These interpolation methods are well known and fast, but not optimal in terms of the resulting image quality. With keypoint agnostic frequency selective mesh-to-grid resampling [14] an interpolation method was recently proposed that is capable of clearly outperforming common interpolation algorithms such as bilinear or bicubic interpolation for the desired affine transforms. Research has shown that neural networks are quite sensitive to small changes within an image [15]. Due to this behavior, even minor changes can lead to misclassifications [16]. Therefore, we investigate the influence of the used image interpolation technique on the overall result of a neural network classifier in this paper.

In the next section, we give an overview over the keypoint agnostic frequency selective mesh-to-grid resampling algorithm. In Section III, we present the setup used for the experiments conducted. In Section IV, we evaluate and discuss the results from our experiments, before the paper is concluded in Section V.

II. FREQUENCY-SELECTIVE MESH-TO-GRID RESAMPLING

In the upcoming section, we will briefly introduce the keypoint agnostic frequency-selective mesh-to-grid resampling (FSMR). The core idea of FSMR is to block-wise generate a model of an image by superposition of weighted basis functions. The idea of using a frequency model for image interpolation has been extensively
A. Neural Networks

For our experiments, five state-of-the-art networks were examined. During the selection of the networks special attention was payed to the overall size of the networks represented by the number of trainable parameters. In order to obtain results that may be generalized to other scenarios, networks from a large range of different sizes were chosen. The smallest network examined is from the widely used family of EfficientNets proposed in 2019 by Tan and Le [8]. For our experiments we used the EfficientNetB0 which holds 5.3 million parameters and is a small and efficient network. In 2017, Huang et al. proposed the family of DenseNets as an efficient architecture that might overcome the vanishing gradient problem by connecting each layer to all preceding layers [6]. For our evaluations, we used DenseNet121 holding 8 million parameters. The two largest networks examined are from the family of ResNets, that were proposed in 2016 by He et al. [4]. ResNet50 represents a medium sized network with 25 million parameters in total, whereas ResNet152 represents a large network holding 60 million parameters. We use the implementations of the networks from [22] for our experiments.

B. Datasets

We trained and evaluated the networks on three different datasets Oxflower17 [11], Oxford-IIIT-Pet [12], and Caltech101 [13]. The Oxflower17 dataset contains images of flowers from 17 different classes. The images contain variations in perspective, illumination, and aspect ratio even within the same class. The similar appearance of some of the flower species makes it a challenging classification task [11]. Each class holds 80 images in total. During our experiments we used a 10% test split resulting in 8 test images per class. The second dataset examined is the Oxford-IIIT-Pet dataset. The dataset holds 37 different classes containing 12 breeds of cats and 25 breeds of dogs. Again, the images within the same class differ largely in terms of perspective, aspect ratio, illumination and background. The differences between the breeds can again be small. Some breeds differ only in minor details which makes the correct classification challenging [12]. The number of images per class is not uniformly distributed. Most classes hold 200 samples, while there are two classes holding only 199 and 191 images. Again we choose a 10% split for testing the network which corresponds to 20 images per class. The Caltech101 dataset is well known in terms of machine learning. It holds 102 classes in total containing a large variety of objects of our everyday life reaching from animals over vehicles to objects. The number of images is very unbalanced reaching from 40 to 800 images for some classes. Most classes hold around 50 samples. We use a uniformly distributed test set to keep the results easily interpretable. Again we used a 10% test split which results in 5 test samples per class. The test and training split remains unchanged throughout all experiments.

C. Data Augmentation

Training the networks from scratch, we incorporated data augmentation. Therefore, we prepared the datasets beforehand following a uniform procedure that differs only in the used interpolation method. The training dataset was augmented in order to achieve better classification results. Furthermore, the aim is to evaluate the influence of the interpolation method used. The incorporated augmentation methods are zoom and rotation. During the augmentation procedure every training sample is rotated by an arbitrary angle between -45 and 45 degrees. The used rotation angles are the same for all three interpolation methods. After rotation, the images are resized to match the input resolution of the neural networks of 224 by 224 pixels.

III. EXPERIMENTAL SETUP

In the following, we describe the setups of the experiments that we conducted. Besides the neural networks and datasets used during our experiments, we further present the pursued data augmentation strategies.

Fig. 2: Comparison of the three used interpolation methods for a resizing operation shown on an excerpt from image 22 from class ‘Crocus’ of the Oxflower17 dataset. FSMR can reconstruct the structured lines on the petal best. Best viewed enlarged.
The procedure for the zoom augmentation is analog. The images are zoomed in or out by a random factor, followed by a resize operation to match the input resolution. Again, the randomly chosen zoom factors are the same for all interpolation methods. Additionally to the augmented versions of each training sample, a resized version of the original sample is included into the training dataset as well. We computed the resized images with the same interpolation method which was used for the augmentation.

The samples of the test dataset are not augmented. Here, only a resizing to 224 by 224 pixels is performed in order to match the size of the input layer. The resizing is performed for all three interpolation methods separately, resulting in three independent test sets. Figure 3 shows an overview over the process of preparing the different datasets. The blue path shows the preparation process conducted for the training dataset whereas the dashed path shows the processing pipeline for the validation dataset. The workflow for the training and validation samples is identical. With these samples the networks are trained and validated. The resulting trained networks are tested on the test dataset. The preparation of the test dataset is marked by the red path.

IV. Evaluation

We evaluate the influence of the interpolation methods on the classification accuracy. We choose the commonly used bilinear (lin) and bicubic (cub) interpolation for the pre-processing of our datasets as described in Section III. Additionally, we use FSMR that was introduced in Section II. During our extensive experiments we evaluated the performance of each neural network with each combination of interpolation during test and training for the three presented datasets Oxflower17 [11], Oxford-IIIT-Pet [12], and Caltech101 [13]. The number of test samples per class is equal for the entire dataset.

Table I shows the top-1 test accuracies, i.e. only correctly labeled images are accounted. The results are given in percent for all four neural networks and Oxflower17 dataset with the different training and test interpolations. Each row of the table corresponds to a certain interpolation used during training. The interpolation used for testing is given column-wise. The best test result is marked in bold font for each trained neural network. Examining the results given in Table I it can be observed that using the proposed FSMR method on the test set is beneficial in nearly all examined scenarios. As the pre-processing of the test data using FSMR yields better results independent of the interpolation method used during the preceding training, it is a good choice for applications where the interpolation used during the initial training is not known. By this a gain of up to 4.31 percentage points in terms of classification accuracy can be achieved for ResNet50 trained using linear interpolation and tested on FSMR compared to the test set processed using bilinear interpolation.

For the Oxford-IIIT-Pet dataset we pursued an evaluation scheme distinguishing between all 37 different breeds of cats and dogs. The results for the classification on the different test sets are given in Table II. The structure of the table is the same as for the Oxflower17 dataset in Table I and shows the classification accuracy for each network for every test and training combination of the three interpolation methods. Examining the results on the different test sets shown in Table II, we observe a similar behavior as for the Oxflower17 in Table I. The larger networks DenseNet121, ResNet50, and ResNet152 benefit from a high quality interpolation such as FSMR during both training and test phase. This results in higher test accuracies as given in Table II. These networks also benefit from using a high quality interpolation such as FSMR during the pre-processing of the test data regardless of the interpolation used during training. On the other hand, EfficientNetB0 benefits from processing the dataset with bilinear interpolation. This can be explained by the network architecture. For the small EfficientNetB0 network, the input layer is a 3x3 convolution layer whereas for the remaining three networks it is a 7x7 convolution layer. As a consequence of that EfficientNetB0 has a smaller receptive field than the three larger networks. Due to the smaller receptive field the network is very sensitive towards local inconsistencies in the images. Therefore, EfficientNetB0 benefits from a smooth interpolation such as bilinear.

The evaluation results for the Caltech101 dataset can be seen in Table III. The structure of the table is the same as for the two previous datasets. Again the best test result for each trained network model is given in bold. The numbers given in Table III suggest to use bilinear interpolation during the pre-processing of the dataset whenever a non frequency based interpolation method is used during training. Caltech101 dataset has a large number of available training samples and a high image variance both between the different classes as well as within the same class. This can be seen from the box plots in Figure 4 where the standard deviation of each image per class is plotted for all three examined datasets. While for the Oxflower17 and Oxford-IIIT-Pet dataset the median values of the image standard deviation, indicated by the red marks in Figure 4, are close together for the single classes of the dataset, the variation of the median values among the different classes is much higher for the Caltech101 dataset. Figure 4 also shows that the variance of the standard deviation of the images within the single classes is much higher for the Caltech101 dataset than for the two other datasets. Moreover, the value range of the standard deviation within the same class is more widespread for Caltech101 than for Oxflower17 and Oxford-IIIT-Pet which is marked by the thin blue lines in Figure 4. Therefore, the training process benefits more from a smoother interpolation assimilating the single images as done by bilinear interpolation, than from remaining small details of the image content as good as possible. Thus, the results for bilinear pre-processing rank above the results with the high quality FSMR and bicubic interpolation. Only the networks trained on FSMR pre-processed data benefit from a test interpolation method with higher visual quality i.e. bicubic interpolation or best FSMR.

Our experiments reveal that the usage of FSMR for the interpolation tasks on the test dataset yields better results independent of the
TABLE I: Top-1 classification accuracy in % for *Oxflower17* for every combination of interpolation during test and training. The best result for each trained neural network is marked in bold font, same holds for the following tables.

| Interpolation | Training | EfficientNetB0 | DenseNet121 | ResNet50 | ResNet152 |
|---------------|----------|----------------|-------------|----------|-----------|
| lin           | 57.35    | **87.50**      | **83.82**   | **75.79** | **79.41** |
| cub           | 52.94    | **83.82**      | **83.82**   | **75.79** | **79.41** |
| FSMR          | 52.94    | 80.88          | **81.62**   | **72.06** | **79.41** |

TABLE II: Top-1 classification accuracy in % for *Oxford-IIIT-Pet* for every combination of interpolation during test and training.

| Interpolation | Training | EfficientNetB0 | DenseNet121 | ResNet50 | ResNet152 |
|---------------|----------|----------------|-------------|----------|-----------|
| lin           | **68.24**| **88.92**      | **90.68**   | **79.59**| **82.30** |
| cub           | **67.57**| 88.11          | **90.68**   | **79.59**| **82.30** |
| FSMR          | **59.73**| **87.70**      | **80.68**   | **80.68**| **82.30** |

TABLE III: Top-1 classification accuracy in % for *Caltech101* for every combination of interpolation during test and training.

| Interpolation | Training | EfficientNetB0 | DenseNet121 | ResNet50 | ResNet152 |
|---------------|----------|----------------|-------------|----------|-----------|
| lin           | **89.41**| **91.57**      | **94.51**   | **91.37**| **94.71** |
| cub           | **89.61**| **94.51**      | **92.16**   | **91.37**| **93.73** |
| FSMR          | **62.16**| **80.39**      | **88.82**   | **89.02**| **90.98** |
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(a) Oxflower17
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(b) Oxford-IIIT-Pet
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(c) Caltech101

Fig. 4: Box plot of the standard deviation for every image of the three examined datasets. The data points are grouped according to the respective image class. The red marks indicate the median value of the standard deviation of all images in the same class. The thin blue lines indicate the extend of the standard deviation within each class reaching from the minimum to the maximum value. The lower and upper end of the thick blue line indicate the 25th and 75th percentile, respectively.

proceeding interpolation used on the training dataset for small datasets and datasets with small inter-class variance. Here the restoration of small details is very important for the overall classification result. The importance of remaining every small detail decreases for networks with a small receptive field trained on large datasets, as well as for datasets with a large inter-class variance. This is a valuable insight as for most ‘out-of-the-box’ neural network applications, where pretrained models are used to solve the users problem, the initial interpolation used on the training dataset is unknown. Our experiments suggest the usage of FSMR in cases with a small inter-class variance for the interpolation tasks during the application.

TABLE IV: Top-1 classification accuracy in % for *Oxford-IIIT-Pet* for every combination of interpolation during test and training.

| Interpolation | Training | EfficientNetB0 | DenseNet121 | ResNet50 | ResNet152 |
|---------------|----------|----------------|-------------|----------|-----------|
| lin           | **68.24**| **88.92**      | **90.68**   | **79.59**| **82.30** |
| cub           | **67.57**| 88.11          | **90.68**   | **79.59**| **82.30** |
| FSMR          | **59.73**| **87.70**      | **80.68**   | **80.68**| **82.30** |

V. Conclusion

We propose to use high quality FSMR for neural network applications. In contrast to common interpolation methods as bilinear or bicubic interpolation, FSMR builds a model based on the superposition of weighted basis functions. This interpolation method is capable of maintaining small details within the images and outperforms common interpolation methods in terms of PSNR and SSIM. In our work, we demonstrate that this is especially helpful for small datasets with a small inter-class variance where the correct classification depends on remaining small details. We examined four state-of-the-art neural networks from a wide range of number of parameters reaching from 5.3 million parameters for EfficientNetB0 to 60 million parameters for ResNet152. We are able to show that the highest classification accuracy is obtained on test sets processed using the FSMR method for datasets with a small inter-class variance. As the interpolation method used in the initial training is often not known, FSMR offers a technique that may achieve best classification results independent from the preparation of the initial training setup.

Acknowledgment

The authors gratefully acknowledge support by the German Federal Ministry of Education and Research (BMBF) under Grant No. 13N15319 and by the Deutsche Forschungsgemeinschaft (DFG) under project number 402837983.
REFERENCES

[1] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “Imagenet Classification with Deep Convolutional Neural Networks,” Advances in Neural Information Processing Systems, vol. 25, pp. 1097–1105, 2012.

[2] K. Simonyan and A. Zisserman, “Very Deep Convolutional Networks for Large-Scale Image Recognition,” in Proceedings of the International Conference on Learning Representations (ICLR), 2015.

[3] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethinking the Inception Architecture for Computer Vision,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 2818–2826.

[4] K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recognition,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2016, pp. 770–778.

[5] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. Alemi, “Inception-v4, Inception-Resnet and the Impact of Residual Connections on Learning,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 31, no. 1, 2017, pp. 4278–4284.

[6] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely Connected Convolutional Networks,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017, pp. 4700–4708.

[7] M. Sandler, A. Howard, M. Zhu, A. Zhmoginov, and L.-C. Chen, “Mobilenetv2: Inverted Residuals and Linear Bottlenecks,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018, pp. 4510–4520.

[8] M. Tan and Q. Le, “Efficientnet: Rethinking Model Scaling for Convolutional Neural Networks,” in Proceedings of the International Conference on Machine Learning (CVPR), 2019, pp. 6105–6114.

[9] S. C. Wong, A. Gatt, V. Stamatescu, and M. D. McDonnell, “Understanding Data Augmentation for Classification: When to Warp?” in Proceedings of the International Conference on Digital Image Computing: Techniques and Applications (DICTA), 2016, pp. 1–6.

[10] A. Mikolajczyk and M. Grochowski, “Data Augmentation for Improving Deep Learning in Image Classification Problem,” in Proceedings of the International Interdisciplinary PhD Workshop (IPhD W), 2018, pp. 117–122.

[11] M.-E. Nilsson and A. Zisserman, “A Visual Vocabulary for Flower Classification,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), vol. 2, 2006, pp. 1447–1454.

[12] O. M. Parkhi, A. Vedaldi, A. Zisserman, and C. V. Jawahar, “Cats and Dogs,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2012.

[13] L. Fei-Fei, R. Fergus, and P. Perona, “Learning Generative Visual Models from Few Training Examples: An Incremental Bayesian Approach Tested on 101 Object Categories,” in Proceedings of the Conference on Computer Vision and Pattern Recognition Workshop (CVPRW), 2004, pp. 178–178.

[14] V. Heimann, N. Genser, and A. Kaup, “Key Point Agnostic Frequency-Selective Mesh-to-Grid Resampling using Spectral Weighting.” in Proceedings of the IEEE International Workshop on Multimedia Signal Processing (MMSP), 2020, pp. 1–6.

[15] S.-M. Moosavi-Dezfooli, A. Fawzi, and P. Frossard, “DeepFool: A Simple and Accurate Method to Fool Deep Neural Networks,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016.

[16] A. Joshi, A. Mukherjee, S. Sarkar, and C. Hegde, “Semantic Adversarial Attacks: Parametric Transformations That Fool Deep Classifiers,” in Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), 2019, pp. 4772–4782.

[17] N. Genser, J. Seiler, and A. Kaup, “Joint Regression Modeling and Sparse Spatial Refinement for High-Quality Reconstruction of Distorted Color Images,” in Proceedings of the IEEE International Conference on Image Processing (ICIP), 2019, pp. 3262–3266.

[18] A. Spruck, M. Jonscher, J. Seiler, and A. Kaup, “Motion-adapted Three-dimensional Frequency Selective Extrapolation,” in Proceedings of the IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2019, pp. 2392–2396.

[19] J. Seiler, M. Jonscher, M. Schöberl, and A. Kaup, “Resampling Images to a Regular Grid from a Non-regular Subset of Pixel Positions Using Frequency Selective Reconstruction,” IEEE Transactions on Image Processing, vol. 24, no. 11, pp. 4540–4555, 2015.