ABSTRACT

Users on the internet usually have conversations on interesting facts or topics along with diverse knowledge from the web. However, most existing knowledge-grounded conversation models consider only a single document regarding the topic of a conversation. The recently proposed retrieval-augmented models generate a response based on multiple documents; however, they ignore the given topic and use only the local context of the conversation. To this end, we introduce a novel retrieval-augmented response generation model that retrieves an appropriate range of documents relevant to both the topic and local context of a conversation and uses them for generating a knowledge-grounded response. Our model first accepts both topic words extracted from the whole conversation and the tokens before the response to yield multiple representations. It then chooses representations of the first N token and ones of keywords from the conversation and document encoders and compares the two groups of representation from the conversation with those groups of the document, respectively. For training, we introduce a new data-weighting scheme to encourage the model to produce knowledge-grounded responses without ground truth knowledge. Both automatic and human evaluation results with a large-scale dataset show that our models can generate more knowledgeable, diverse, and relevant responses compared to the state-of-the-art models.
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Most existing methods, such as [4], consider only one document when generating a response (as shown in Turn # 2). Such methods may limit the content of the responses, making them difficult to deliver diverse and interesting information. By contrast, the retrieval-augmented KGC models such as [5] can utilize multiple documents simultaneously (as shown in Turn # 3-2). These models are usually based on neural networks and are composed of three modules responsible for understanding a conversation, knowledge selection/retrieval, and response generation.

Retrieval-based models can generate responses composed of multiple keywords from diverse documents. However, they may lack the capability to generate responses using the given documents that people are interested in because they consider only a limited number of tokens that come immediately before the response, which we call the local context. Thus, the topic coverage of the model responses is limited to the local context, and thus it incurs the risk of deviating from the main topic of the conversation if the conversation becomes longer.

To alleviate this limitation, we aim at generating interesting responses grounded on both the given document and other relevant documents (as shown in Turn # 3-1). We propose a novel hybrid KGC framework that combines a retrieval-based neural KGC model and several external modules that inject topic information of a conversation into the neural model. We utilize the external module, TextRank [6], in the proposed framework to extract keywords from the conversation and document encoders and inject them into the neural network to handle cases in which the model deviates from the main topic of the conversation. When the length of the conversation increases, utterances in the distance can affect the response. Therefore, it is important to find the knowledge relevant to the response by identifying the main topic of the conversation, as in the previous studies [7], [8], [9] attempt to solve this issue by considering the flow of the conversation. Inspired by this intuition, we develop an end-to-end (E2E) retrieval-augmented KGC model, an implementation of our proposed framework, that considers both the topic of the whole conversation and the local context to compose an appropriate range of relevant documents. Our conversation encoder accepts a fixed number of tokens before the response (local context), and the external module extract topic keywords from the entire conversation. It then chooses representations of the first N token and ones of keywords from the conversation and document encoders and the following two matching modules compare the two groups of representation from the conversation with those groups of the document, respectively.

Furthermore, we propose a new data-weighting scheme that encourages our model to generate grounded and informative responses to alleviate the data skew of KGCs in the wild. Here, the data skew of KGCs in the wild indicates that the ratio of non-knowledge-grounded responses is relatively high. Our data-weighting scheme uses the estimated groundness of the responses as an instance weight. Using this method, we expect that the model can be trained to be biased toward the knowledge-grounded responses of the training set. We first introduce an estimate of the relevance of the response to GT knowledge using word matching-based similarity. We also estimate the uniqueness of the response and use it as an auxiliary estimate to deal with cases in which our similarity-based groundness cannot be captured.

Automatic and human evaluation results show that our model achieves a state-of-the-art performance in terms of the utilization of external knowledge (i.e., grounding) and the quality of the response. The automatic evaluation results regarding the grounding show that our models produce responses that are more reflective of the relevant documents in the KB than the baseline models. In addition, the results indicate that our model yields responses that are more relevant to the context of the conversation and contain more diverse words than the other models. The human evaluation results show that our model outperforms other models in terms of knowledgeable, interestingness, and relevance.

Our contributions are summarized as follows:

1) We propose a novel retrieval-augmented KGC model that considers both the conversation topic and local context.
2) We propose a novel data-weighting scheme dedicated to an E2E retrieval-augmented model.
3) We empirically show that our models achieve a state-of-the-art performance on a large-scale benchmark dataset.

II. TASK

We focus on a knowledge-grounded response generation task in which the KGC model uses KB as a knowledge source. A model should generate responses grounded on
factoid documents relevant to the conversation history. More specifically, we are given a KB containing documents without any links between a knowledge-grounded response and corresponding documents, that is, GT knowledge. Formally, the model is given a conversation history of turns $X = (x_0, \ldots, x_M)$ and KB of document $KB$. With conversation history $X$, the model needs to generate a natural language response $y$ that is relevant to the documents in the KB and conversation history. The KB consists of all of the pages in Wikipedia and given documents provided in the conversations.

### III. METHOD

We propose a novel hybrid framework for KGC, which is composed of a retrieval-augmented neural KGC model, topic consistency model, and groundness estimation model as shown in Fig. 2. The goal of our framework is to train the neural KGC model in the direction of the model designer’s guide embedded in the external modules. We introduce two principles in designing the external modules as follows:

1) The probability of the response being generated for a conversation history is proportional to the relevance to the given document rather than any document referenced within the local context.

2) The probability of the response being grounded in documents is proportional to the number of common words between those documents and the response.

The first principle is associated with the situation where people tend to make responses relevant to the main topic, i.e. the given document, over the whole conversation, although they are provided information from other documents. By adopting this principle in the design of our knowledge retriever/reranker, we can endow the ability to present knowledge relevant to the main topic of the conversation in addition to the local context if the time when the given document is provided is given to the model. The second one is based on the observation that responses conveying knowledge often contain keywords from relevant documents in the KB. Based on the second principle, we design a groundness estimation model to calculate the degree of groundness of the response of each training example to guide the model to assign more weights to grounded responses.

In the following, we describe our KGC model in detail. The proposed model comprises a backbone model, knowledge retriever/reranker, and loss with a data-weighting scheme. The backbone model generates responses based on the conversation inputs and retrieved documents. The knowledge retriever/reranker finds multiple documents from KB. The loss with data-weighting scheme provides the training method for the model.

#### A. BACKBONE MODEL

Fig. 3 shows our backbone model architecture, where our proposed modules in this paper are highlighted in violet. We choose the retrieval-augmented generation (RAG)-token model [10] as our backbone because the intuition of the model is the same as our assumption, which is that each token can be generated based on multiple documents. RAG-token is an answer generation model equipped with a neural retriever trained E2E for open-domain QA tasks. While training, it conducts a K-NN document search from large document KB by utilizing the FAISS index [11]. The training objective of the RAG token is shown as follows:

$$
P(y|x) = \prod_{i} L \sum_{z \in \text{topk}(p(z|x))} p(z|x)p(y_{i}|x, z_i, y_{i-1})
$$

where $x$ is a question, $y$ is a document, $z$ is a document, $y$ is an answer of the question, $L$ is the number of tokens in the answer, and $i$ is a index of answer token. The dense passage retriever (DPR) [12] calculates scores of the $\text{topk}$ documents retrieved by the FAISS index, and the second term $p(y_{i-1})$ is a probability of generating each token $y_{i-1}$ based on different documents $z_i$, the input $x$, and $y_{i-1}$.

We replace the input and output of the RAG model with the ones of the KGC setup and utilize them as the basis of our method. $x$ will be the conversation history; $z$ will be the external document, and $y$ will be the response to $x$. The $p(z|x)$
of our model is computed by using a weighted sum of the score from DPR and the score from the reranker described in the followings.

**B. TOPIC-AWARE DUAL MATCHING FOR KNOWLEDGE RERANKER**

Fig. 4 shows our topic-aware dual matching (TADM) reranker integrated with the DPR, which comprises a conversation encoder, a document encoder, dual matching layers, a topic keyword extractor, a keyword checker, and a scorer layer. The conversation encoder encodes local context and topic keywords from a conversation history to a sequence of vectors. Then retriever queries the FAISS index to find candidate documents using the representation corresponding to the [CLS] token. The document encoder encodes retrieved documents. The dual matching layers, like the shallow Transformer head as in [13], conduct fine-grained matching between conversation and documents to yield a score of each using linear layers. Then, the scorer layer outputs the final score of the reranker, which is the weighted sum of the scores from the two matching layers followed by the linear layers.

1) CONVERSATION ENCODER

Our conversation encoder, i.e. the same module as the context encoder of DPR, encodes both tokens before the response and the topic keyword of the whole conversation to retain top-k documents that consider an appropriate range of the relevant topics of the conversation. Specifically, we use the turns right after the given document is provided for topic keyword extraction, because they tend to discuss the content of the given document in conversation. To implement this strategy, we use an external topic keyword extraction module TextRank [6] to recognize important words from the turns and use them as additional input with the tokens before the response. TextRank algorithm is advantageous in that it is trained in an unsupervised way because it is based on the PageRank algorithm [14] on the word graph whose edge weight is calculated using co-occurrences of the words. By adopting TextRank, we can use the keywords without a manual collection.

Then, we assign different segment embeddings to each of these two input types, turns before the response, and topic keywords. Finally, we add them with token embeddings and position embeddings.

2) DUAL MATCHING LAYERS

Prior works [5] and [15] pointed out that the method using only a vector at [CLS] lacks the interaction between the two inputs, which they considered as one of the main causes of the poor performance. Following this line of work, we propose a method, called dual matching, to match the conversation with the documents from each encoder along with multiple representations. Our method first separates the representations from the conversation/document encoder and matches the two groups of representation from the conversation with those groups of the document. Each matching layer is composed of two layers of the Transformer encoder, which consists of the Matching Layer for Local Context and Matching Layer for Keywords. The former matches representations of the first N tokens in the conversation history, and the latter matches representations of the keywords selected by our keyword checker. Our keyword checker determines the word as a keyword if the word is tagged as one among the named entity, non-stopwords, or keywords of TextRank [6], using an external natural language processing tool.

Our intuitions behind the dual matching layers are as follows. First, we expect the Matching Layer for Local Context to match representations having global features related to the current context and the document. Second, we expect that representations of keywords having information relevant to informative or crucial words lead us to more accurate retrieval rather than using representations of other words (e.g., pronoun and article). The analysis on self-attention trained by BERT [16] supports our intuitions. In that work, they visualized the attention scores on some meaningful words, for example, scores on noun phrases are higher than stopwords’.

C. DATA-WEIGHTING SCHEME FOR RETRIEVAL-AUGMENTED GENERATION MODELS

In the KGs on the internet, users often do not provide GT knowledge that they refer to (shown as unknown GT knowledge in Fig. 1) and make casual responses that are not grounded. To handle this issue, we consider two metrics, the groundness [17] and informativeness [18] to evaluate the quality of the responses. The groundness corresponds to the aforementioned second principle because it is defined as the relevance between a response and a document. Also, we assume that a response is called informative if it has words that rarely occur in the conversation. For example,
the term 8,849 in an utterance grounded in some knowledge “The height of Mt. Everest is 8,849 m” rarely occurs in our conversion.

Algorithm 1 Training Algorithm

```
1: procedure Train(D, M) \rightarrow Train model M with dataset D
2: Calculate IDF of words in turns \rightarrow Before training
3: for (x, y) ∈ D do
4:  \( Z \leftarrow \text{Top-K docs relevant to } (x, y)_j \text{ from KB} \)
5:  \( \hat{z} \leftarrow \arg \max_{\text{IDF}} \text{BLEU}(z, y) \)
6:  \( w_j \leftarrow \text{gmean}(\text{BLEU}(\hat{z}, y), \text{IDF-W}(y)) \)
7: end for
8: while M Converges do \rightarrow Training
9: \( B \leftarrow \text{shuffle}(D) \)
10: \( w'_b \leftarrow w_b / \sum_{b \in B} w_b \)
11: \text{Multiply loss of } b\text{-th example with } w'_b \)
12: Update Model M with the loss
13: end while
14: end procedure
```

As a result of the above discussion, we propose a novel instance weighting scheme for retriever-augmented KGC models. Algorithm 1 shows the training method using our proposed weighting scheme where the weight of \( j \)-th example \( w_j \) is the geometric mean of \( \text{BLEU}(\hat{z}, y) \) and \( \text{IDF-W}(y) \). Differently from machine reading comprehension style KGC models such as \[4\], we do not assume that responses are solely grounded on the given document. Therefore, we retrieve the documents from KB by using the DPR and a query \((x, y)_j\) and use the similarity value as a surrogate of the weight for groundness. Specifically, we use the sentence-level BLEU score for estimating groundness, which we confirmed that it shows better results than the similarity measures based on distributional representations. For informativeness, we use the length-penalized summation of the term’s inverse document frequency (IDF) shown in Eq. 2, where we define a document of the IDF is a turn in a conversation. We calculate the weighting score by dividing the sum of IDFs by the length as in \[19\] to avoid generating only long responses.

\[
\text{IDF-W}(y) = \sum_{w_j \in y} \frac{\text{IDF}(w_j)}{(4 + \text{length})^\alpha}
\]  

(2)

Here, \( \alpha \) controls the strength of the length normalization. The numbers 4 and 1 are constant values responsible for dealing with weight imbalance between short responses and long ones. When \( \alpha = 0 \), the weight falls back to the pure sum of IDFs of words.

IV. EXPERIMENT SETTINGS

A. DATASET

We used the Reddit KGC dataset, CbR \[17\]. The dataset consists of conversation threads extracted from Reddit.com. Each conversation is linked to a given document shared at the beginning. We provided the given document with KGC models except for the retrieval-based models. The dataset has 2.8M, 5.9k, and 13k instances for the training, validation, and testing, respectively. For the evaluation, we used a test set of 2208 instances built by \[20\], for which 6 responses are available. Additionally, we built another test split that we call internet-grounded split by manually choosing responses that contain knowledge of webpages on the internet such as Wikipedia and news stories. The resulting split includes 204 instances having only one response for each conversation history. We used this test split to evaluate the model’s capability of utilizing knowledge of the documents in KB.

B. COMPETING MODELS

- MemNet \[1\]: A memory network designed for KGC. The model uses a memory network to store knowledge.
- CMR \[17\]: A KGC model based on the state-of-the-art machine reading comprehension model \[21\]. It is trained with a data-weighting scheme to encourage response grounding on the given document.
- CMR-F \[17\]: A model that omits the document reading component of the original CMR model.
- RAM-T \[4\]: A state-of-the-art model in the CbR dataset. The model is trained to generate the memory to resemble the memory induced by the teacher network which accepts response, conversation context, and the given document.
- BART \[22\]: A Transformer-based Seq2seq model pre-trained by reconstructing the original input text which is corrupted with noising functions.
- RagToken \[10\]: A state-of-the-art model on open-domain QA tasks, which is our base model. A detailed description of this model is presented in section III-A.
- DPRThenPoly \[5\]: It shares the same backbone of RagToken, but it reranks documents retrieved by the DPR using Polyencoder \[15\].
- Our models: TADM denotes our KGC model using the TADM reranker. TADM+IDF\text{-}Bw denotes our model trained with the data-weighting scheme based on BLEU and IDF. TADM+Bw and TADM+IDFw denote our models with the data-weighting scheme based on only BLEU and IDF, respectively.

C. IMPLEMENTATION DETAILS

For MemNet, CMR, and CMR-F, we used the model provided by \[17\]. We implemented RAM-T by ourselves because the author did not provide their codes.\(^1\) The above models were trained with hyperparameters that the authors recommended. For Transformer-based models including BART, RagToken, DPRThenPoly, and our models, we used a common code-base\(^2\) provided by \[5\]. We used the common architectures and

\(^1\)Though \[4\] said that the authors would make the code available to the public, they have not yet uploaded their codes in the repository https://github.com/tianzhiliang/RAM4CbR. (Accessed: June 24th, 2022)

\(^2\)https://github.com/facebookresearch/ParlAI/tree/main/parlai/agents/rag

( Accessed: June 24th, 2022)
parameters of BART-large$^3$ and DPR-multiset$^4$ for the modules. For the Transformer-based models, we used the Adam optimizer for training, with an initial learning rate of 5e-4 and early-stopped when the perplexity with a validation set was not improved with patience 5 with a 13 batch size. During training, all responses were truncated to have a maximum length of 30, and the maximum number of tokens before the response and document were set to 60 and 100, respectively. The number of layers for the Matching Layer for Local Context and Matching Layer for Keywords were set to 2. We utilized $N = 8$ representations for the Matching Layer for Local Context and 16 representations for the Matching Layer for Keywords from each encoder. We used a turn after the given document for topic keyword extraction. For decoding, we used the top-$k$ ($k = 10$) random sampling strategy [23]. We set the number of retrieved documents $c$ and top-$k$ to 3 and 5 in the training and testing, respectively. For our model, we implemented our topic keyword extractor and keyword checker with Spacy NLP tools. Also, we set $\alpha$ as 0.5.

**D. AUTOMATIC EVALUATION**

We evaluated the models in terms of four metrics as follows:

1) GROUND-TO-GIVENDOC

This metric is proposed in [17]. It measures the systems’ ability to exploit knowledge from the given document by counting the number of words that co-occurred in the given document and the response. If the words also occurred in the conversation history, they are not counted.

2) GROUND-TO-INTERNET

We propose to evaluate the model’s ability to utilize knowledge in the KB using the internet-grounded split. For this metric, we use the similarity between one of three responses generated by a model and the human response. We define the metrics for Ground-to-Internet based on several similarity measures as follows:

$$G_y = \frac{1}{|D_{test}|} \sum_{i=1}^{|D_{test}|} \max_{l \in [1,3]} s(y_l, y_{i,l}),$$  \hspace{1cm} (3)

where $s$ is chosen from \{BLEU, NIST, F1\}; $D_{test}$ is the test split; $y_l$ is the human response, and $y_{i,l}$ is one of the generated responses. BLEU and NIST are sentence-level MT metrics, respectively. F1 is the Unigram F1 score.

3) RELEVANCE

We use three metrics measuring the similarity between model response and human responses, i.e., BLEU [24], METEOR [25], and NIST [26], as the surrogates of the relevance between the response and given conversation history. NIST is a variant of BLEU that weighs more informative n-gram.

4) DIVERSITY

We use the system-level diversity metrics, Ent-$n$ [27] and Div-$n$ [18]. Ent-$n$ is the entropy of the n-gram count distribution. Div-$n$ is the number of distinct $n$-grams in the generated responses divided by the total number of generated tokens.

Note that the metrics of Ground-to-GivenDoc, Relevance, and Diversity are system-level (or corpus-level) scores accumulated for all the responses and their respective references. Thus, we conducted statistical hypothesis tests (Student’s paired t-test) for the Ground-to-Internet metric only.

**E. HUMAN EVALUATION**

We conducted a qualitative evaluation with human annotators from English-speaking countries using Amazon Mechanical Turk. We randomly sampled 200 examples from the test set of 2,208 instances and asked three distinct human annotators to choose a preferred response in terms of Relevance and Interestingness among two randomly ordered responses of the competing models and ours. We chose the five most competitive models in automatic evaluation metrics, i.e., RAM-T, BART, RagToken, DPRThenPoly, and Human. While comparing the responses, the annotators were additionally asked to agree or disagree with a statement regarding Knowledgeableness of each response. The definitions for the measures of response quality are as follows:

- **Relevance**: Is the response relevant to the given conversation history?
- **Interestingness**: Does the response attract your attention because it contains exciting or unusual content?
- **Knowledgeableness**: Does the response provide useful knowledge, not provided in the conversation?

We conducted statistical hypothesis tests for each quality metric. For this, we convert the answer for each question as 1 if judges regard the response as relevant, interesting, or knowledgeable else 0.

**V. EXPERIMENTAL RESULTS AND ANALYSIS**

**A. AUTOMATIC EVALUATION RESULTS**

Table 1 shows the results of the automatic evaluation of the Relevance, Ground-to-GivenDoc, and Diversity. Our TADM+Bw outperforms the best model RAM-T by 0.13 in terms of Ground-to-GivenDoc. The F1 score of TADM+Bw is increased by 0.13 from the result of RAM-T, which exceeds the human score 0.88. TADM+Bw has improved NIST by 0.01, BLEU by 0.07, and METEOR by 0.19 compared to the best scores in Relevance. In terms of Diversity, our TADM+Bw improved the Ent-4 by 0.07 and Div-1 by 0.01.

Notice that our models differ from the backbone model RAG-token in that our model has the reranker and is trained with our data-weighting scheme. We think that the
TABLE 1. Automatic evaluation results in terms of Ground-to-GivenDoc, Relevance, and Diversity. Our best model (TADM+Bw) outperforms the baseline models in terms of grounding considerably and also improves the Diversity and Relevance slightly. Len denotes the length of the generated responses. The best figures among the baselines are underlined.

| Model       | Ground-to-GivenDoc | Relevance         | Diversity          |
|-------------|---------------------|-------------------|--------------------|
|             | Precision | Recall | F1 | NIST | BLEU | METEOR | Ent-J | Div-I | Div-2 | Len |
| Human       | 3.47%     | 0.51%  | 0.88% | 2.65 | 3.13% | 8.31% | 10.44 | 0.17 | 0.62 | 18.8 |
| MemNet      | 0.85%     | 0.11%  | 0.20% | 2.17 | 0.98% | 7.19% | 9.79  | 0.03 | 0.21 | 15.4 |
| CMR_F       | 0.77%     | 0.10%  | 0.18% | 2.25 | 0.98% | 7.39% | 9.79  | 0.03 | 0.20 | 16.0 |
| CMR         | 1.15%     | 0.15%  | 0.27% | 2.26 | 1.30% | 7.44% | 9.85  | 0.04 | 0.25 | 15.4 |
| RAM-T       | 2.17%     | 0.47%  | 0.77% | 2.08 | 0.96% | 8.58% | 10.27 | 0.03 | 0.17 | 28.6 |
| BART        | 2.29%     | 0.34%  | 0.60% | 2.82 | 2.04% | 8.68% | 10.24 | 0.10 | 0.43 | 18.0 |
| RagToken    | 2.34%     | 0.34%  | 0.59% | 2.85 | 2.27% | 8.60% | 10.21 | 0.10 | 0.45 | 17.3 |
| DPRThenPoly | 2.41%     | 0.35%  | 0.62% | 2.82 | 2.40% | 8.68% | 10.24 | 0.10 | 0.46 | 17.5 |
| TADM+Bw     | 3.34%     | 0.52%  | 0.90% | 2.86 | 2.47% | 8.87% | 10.34 | 0.11 | 0.46 | 19.1 |
| TADM+IDFw   | 2.65%     | 0.44%  | 0.75% | 2.75 | 2.12% | 9.08% | 10.39 | 0.10 | 0.46 | 20.0 |
| TADM+IDF-Bw | 3.17%     | 0.49%  | 0.85% | 2.84 | 2.57% | 8.86% | 10.32 | 0.11 | 0.47 | 19.1 |

TABLE 2. Automatic evaluation results in terms of Ground-to-Internet. Our models outperform the competitive baselines in terms of groundness with retrieved documents in KB based on term-matching similarities. The best figures among the baselines are underlined. Statistically significant improvements (p < 0.01, p < 0.05, and p < 0.10) over the best baseline model are marked with *, **, and ***, respectively.

| Models               | G_{N_{BLEU}} | G_{N_{METEOR}} | G_{F1} |
|----------------------|--------------|---------------|--------|
| BART                 | 11.67%       | 53.40%        | 15.30% |
| RagToken             | 11.64%       | 51.80%        | 14.61% |
| DPRThenPoly          | 11.32%       | 50.27%        | 14.95% |
| TADM+Bw              | 12.62%*      | 62.89%*       | 16.09%*** |
| TADM+IDFw            | 12.29%**     | 58.31%**      | 15.67% |
| TADM+IDF-Bw          | 12.37%*      | 57.84%**      | 15.54% |

TABLE 3. Human evaluation results in terms of Relevance, showing preferences (%) for our model (TADM+Bw) vs. the baselines. Statistically significant improvements (p < 0.01 and p < 0.05) over each baseline are marked with * and **, respectively.

| Relevance | Our best model | Neutral | Baseline |
|-----------|----------------|---------|----------|
| TADM+Bw   | 52.0%*         | 15.3%   | 32.7%    | RAM-T    |
| TADM+Bw   | 42.3%*         | 26.2%   | 31.5%    | BART     |
| TADM+Bw   | 41.2%          | 21.5%   | 37.3%    | RagToken |
| TADM+Bw   | 36.3%          | 30.7%   | 33.0%    | DPRThenPoly |
| TADM+Bw   | 48.2%**        | 11.2%   | 40.7%    | Human    |

TABLE 4. Human evaluation results in terms of Interestingness, showing preferences (%) for our model (TADM+Bw) vs. the baselines. Statistically significant improvements (p < 0.01) over each baseline are marked with *.

| Interestingness | Our best model | Neutral | Baseline |
|-----------------|----------------|---------|----------|
| TADM+Bw         | 41.3%*         | 27.7%   | 31.0%    | RAM-T    |
| TADM+Bw         | 39.5%*         | 30.5%   | 30.0%    | BART     |
| TADM+Bw         | 40.5%          | 20.3%   | 39.2%    | RagToken |
| TADM+Bw         | 35.2%          | 32.3%   | 32.5%    | DPRThenPoly |
| TADM+Bw         | 41.2%          | 16.7%   | 42.2%    | Human    |

TABLE 5. Human evaluation results in terms of Knowledgeableness, showing the percentage (%) of responses that human annotators considered knowledgeable. Statistically significant improvements (p < 0.01 and p < 0.05) over each baseline are marked with * and **, respectively.

| Knowledgeableness | Our best model | Baseline |
|-------------------|----------------|----------|
| TADM+Bw           | 48.5%**        | 42.3%    | RAM-T    |
| TADM+Bw           | 53.0%*         | 46.8%    | BART     |
| TADM+Bw           | 54.7%          | 52.0%    | RagToken |
| TADM+Bw           | 49.2%          | 47.3%    | DPRThenPoly |
| TADM+Bw           | 48.5%          | 49.7%    | Human    |

B. HUMAN EVALUATION RESULTS

The results in terms of Relevance, Interestingness, and Knowledgeableness are summarized in Tables 3, 4, and 5, respectively. Tables 3 and 4 present comparison results between our best model and the baselines. Table 3 shows that the human annotators judged that our model produces responses relevant to the conversation history more than the other baselines, including the human responses. The reason for these results may be that people on the internet tend not always reply with highly context-relevant responses; instead, they interact with responses that can fit various conversation contexts, such as “I love it.” Table 4 shows that our model also outperforms the other models by 10.3 to at least 1.3 in terms of Interestingness. Table 5 shows our model produces knowledgeable responses more frequently than the other models by 6.2 to at least 1.9. Inter-rater agreements

reason for the higher performance of our models in terms of Grounding-to-GivenDoc than RagToken’s is that our TADM reranker retrieves documents relevant to the given document and the decoder then uses the retrieved results for generating responses that contain keywords relevant to the given document. We presented the evidence of this reasoning in the ablation study V-C. In addition, we reason that better utilization of content from various documents in KB leads to the enhancement in Diversity metrics.

Table 2 shows that our models produce quality responses in terms of Ground-to-Internet metrics based on all the similarity measures. As we argued that in section III-C, TADM-IDFw shows better results compared to the other retrieval-based models’, which shows the effectiveness of the data-weighting scheme based on IDF.
measured by Fliess’ Kappa of Relevance, Interestingness, and Knowledgeableness were 0.34 (“fair”), 0.31 (“fair”), and 0.31 (“fair”) respectively.

### C. ABLATION STUDY

Table 6 shows the impact of each module from ours. Recall@5 is the accuracy of the retriever when we assume that the GT knowledge is the given document. Therefore, the results show that Recall@5 is proportional to the Ground-to-GivenDoc, of which the Pearson coefficient is 0.94. We can notice that our data-weighting scheme is the essential factor for training the retriever E2E. Recall@5 gets almost zeros without the weighting scheme. Utilizing the topic keywords and dual matching improves Recall@5 by 8.84 and 4.09, respectively, of which the Ground-to-GivenDoc metric F1 improved by 0.09 and 0.03. In terms of Relevance, the BLEU score decreases by 0.32 without the data-weighting scheme. In addition, the model without dual-matching improved Div-2. We presume that it is the result of utilizing the content of other documents rather than the given documents.

### D. CASE STUDY

We examine a representative case of the models to learn more about their properties. Fig. 5 shows that our TADM+IDF-Bw can retrieve the document relevant to the given documents and other documents and generates a response that contains the words exactly matched with the words in the retrieved documents. It uses multiple relevant documents (top-1 and top-3 documents) at once. Specifically, the top-3 retrieved document is on the same topic as the given document (an event in which Thomas Backer participated in a battle). Although the top-1 document is not about the event referred to in the conversation history, the model can generate a context-relevant response based on that document.

Compared to our model, other models either do not provide new context-relevant information or generate responses that are less relevant to the conversational history. For example, DPRThenPoly generates a response that is relevant to this context but does not have any useful knowledge. Rather than that, it delivers a thought saying that ‘he would give up his life for a new gun’ that does not have any ground in the given document.

We provide additional examples to help the readers understand in the appendix.

### E. DISCUSSION

As an advantage of our TADM reranker, it maintains topical consistency in a long conversation without processing all tokens in the conversation history, in contrast with recent works on Transformer architecture such as Longformer [28] whose aim is to accept a lengthy input. Our experiment results show that only extracting keywords is sufficient in finding the main reference document. In addition, we observed that our data-weighting scheme is a workhorse for training the E2E retrieval-augmented model in noisy real-world conversations.

To understand the quality of the responses generated by the models, we provide the comparison of quality responses generated by our model and DPRThenPoly via error case analysis as presented in the appendix. In summary, our model can generate more knowledge-grounded responses than DPRThenPoly with a similar level of DPRThenPoly in terms of general quality.

### VI. RELATED WORK

Finding appropriate knowledge (often called a knowledge selection) is one of the most important problems of the KGC model because the documents fetched from external textual resources provide the content for the response. Most KGC models utilize an attention mechanism [29] and a
memory network framework [30] to dynamically read the document memory built by the encoder and knowledge selection modules. Following Ma et al.'s [31] classification system, we categorize the knowledge selection module into soft selection or hard selection, depending on the existence of a sampling mechanism that explicitly selects the most relevant knowledge snippet among the candidates.

A. SOFT SELECTION-BASED METHOD

Soft-selection-based methods aim to learn the continuous importance score of knowledge tokens, and the scores are applied to the memory constructed by the knowledge encoder. Models using the soft knowledge selection method expect the result of a soft selection to help the attention from the decoder focus more on the relevant parts of the document. Qin et al. [17] proposed a CMR model based on a state-of-the-art machine-reading comprehension model. The model builds a document memory to integrate the information of the conversation context into a given document using cross-attention and self-attention. The decoder then generates a response while referring to the document memory through the attention mechanism. Ren et al. [32] proposed a GLKS model that utilizes a matrix representing matching between the context and the document. The model builds a matching matrix based on sequence length representations of the document and context and then compresses the matrix into a single vector to use the document and context along with the state of a decoder for response generation. Tian et al. [4] proposed a teacher-student framework RAM for building a document memory that reflects the similarity with the response. The teacher is given the document, context, and ground-truth response and then builds a similarity weight vector (or matrix) between the response and document to apply it to document memory. The student learns to construct a document memory whose token saliency weights resemble those built by the teacher using the document and context.

B. HARD SELECTION-BASED KGC MODEL

Hard selection-based methods aim to explicitly select some knowledge snippets (usually sentences) from candidate knowledge snippets where knowledge candidates are usually supplied from an external KB. If a GT knowledge snippet is provided, the model is trained using cross-entropy with scores over the candidate knowledge snippets.

Dinan et al. [2] proposed a WoW dataset and a model called TMN, which selects a sentence (called a knowledge sentence) from a knowledge pool and generates a response based on the chosen knowledge sentence. Lian et al. [33] proposed the PostKS model, which uses both prior and posterior distributions over the knowledge sentences to select a knowledge sentence. Kim et al. [7] introduced a sequential latent variable model called SKT in which the latent variable indicates GT knowledge sentences when considering the flow of the conversation. The model SKT is trained by minimizing the KL divergence between the prior and posterior probabilities for knowledge selection, where prior and posterior probabilities are calculated by using the knowledge selection history encoded using gated recurrent units (GRUs) [34]. Conceptually, this process can be thought of as exploiting the evidence information in the last response encoded by the posterior probability and using the information to infer the prior probability. PIPM+KDBTS [35] improves the SKT model by providing additional posterior information to the prior selection module to better approximate the posterior distribution. The posterior information is composed of a summary of the context history and knowledge candidates. Meng et al. [36] recently proposed a MIKe model that considers the initiatives in a conversation. The model discriminates initiative type of each turn (system or user initiative) and then calculates the knowledge selection probability by integrating the two knowledge selectors corresponding to each initiative. Zhao et al. [37] proposed KnowledGPT for applying large-scale PLMs to the KGC tasks. They devised a knowledge selection module based on BERT [38] and LSTM [39], and formulated knowledge selection as a sequential prediction process. The model is trained on a dataset with GT knowledge snippets automatically built using a similarity score (unigram F1) between knowledge snippets and responses. The knowledge selection and response generation modules are then alternately trained through reinforcement learning and curriculum learning.

Some recent studies have explored retrieval-based models [5], [40], [41], [42]. In [40] and [41], a small subset of the overall KB, which is related to only conversation corpus, was utilized. Another study [5], which uses a large Wikipedia knowledge, validated the groundness of the models on crowdsourced datasets. A recent study [42] proposed a model trained with an objective similar to that of RAG using different retriever models. As a difference between the above two approaches and our model, is that our model considers the distinct properties of the KGCs in the wild, where the users often refer to documents that are relevant to both the conversation topic and local context, or do not make knowledge-grounded responses.

VII. CONCLUSION

In this study, we proposed a novel retrieval-augmented KGC model that considers both the conversation topic and local context. We also introduced a novel data-weighting scheme that can be applied to E2E training. Automatic and human evaluation results with the CbR dataset show that our models achieve a state-of-the-art performance in terms of utilizing external knowledge (i.e., grounding) and general aspect quality of the response. The automatic evaluation results regarding groundness show that our models produce responses that are grounded on the relevant documents in the KB. In addition, the results indicate that our model yields responses that are more relevant to the conversation history and contain more diverse words than the other models. The human evaluation results show that our best model outperforms other models in terms of knowledgeability, interestingness, and relevance. In the future, we plan to
TABLE 7. Error case analysis of TADM+IDF-Bw and DPRThenPoly. If the item in the first column is in the form of a question, then the result is the proportion of answers as Yes; else is the Fig. according to the item.

| Questions                                                                 | Related Metrics    | TADM+IDF-Bw | DPRThenPoly | Average |
|---------------------------------------------------------------------------|--------------------|-------------|-------------|---------|
| Q1. Does it contain a not finished sentence?                              | Grammar            | 13.6%       | 18.2%       | 15.9%   |
| Q2. Does it make sense?                                                   | Coherence within a response | 77.3%       | 81.8%       | 79.6%   |
| Q2-1. Number of words that makes the response incoherent                  | Coherence within a response | 0.64        | 0.73        | 0.69    |
| Q3. Is it an appropriate response to context?                             | Appropriateness    | 63.6%       | 54.5%       | 59.1%   |
| Q4. Does it make sense in the context of the conversation?                | Relevance          | 81.8%       | 45.5%       | 63.7%   |
| Q5. Can it be inferred from the given document?                           | Ground-to-GivenDoc | 36.4%       | 18.2%       | 27.3%   |
| Q6. Does it contain personal opinion?                                     | Factual correctness | 81.8%       | 81.8%       | 81.8%   |
| Q7. Does it contain interesting words?                                    | Interestingness    | 18.2%       | 9.1%        | 13.7%   |
| Q8. Does it contain a non-informative statement?                          | Informativeness    | 4.6%        | 6.0%        | 5.3%    |

FIGURE 6. Sample output for a given conversation history. The top-5 retrieved document describes what the FDA did in detail; otherwise, the response roughly explains the FDA’s responsibilities, which seems to be a paraphrasing.

explore methods for dealing with the hallucination problem [43] on KGC datasets in the wild, where the model often generates responses that are plausible but factually incorrect.

APPENDIX A
ADDITIONAL OUTPUTS OF OUR MODELS

Fig. 6 demonstrates that our model can generate a response that thoroughly paraphrases the content of one of the documents retrieved by itself. The response describes the detailed tasks of the FDA with regard to the context of a conversation on a thalidomide incident occurring at the FDA. The phrase “food ...safety testing” in the top-5 document appears to be paraphrased as “to make sure ...effective.”

Cosine similarity [34] was used to find the closest retrieved document for each generated response. The top-5 retrieved document for each response was selected as the closest document.

By-products of science, were used in military operations in East Asia.

APPENDIX B
ERROR ANALYSIS

To understand the quality of the responses generated by the models and examine the errors in the responses more specifically, we inspected the 11 randomly sampled generated responses of TADM+IDF-Bw and DPRThenPoly by answering some questions about the metrics. Table 7 presents the qualitative results of this study. Questions corresponding to several error cases in neural open-domain dialogue models [44] include the existence of grammaticality (Q1), relevance (Q4), and contradiction (Q2 and Q2-1).

The metrics that showed the two highest differences were Relevance and Ground-to-GivenDoc. This result is consistent with the above human and automatic evaluation results. Although the metrics of grammar and coherence are lower than those of DPRThenPoly, this does not appear to have a considerable impact on the relevance or groundness.
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