On the identity of the identity operator in nonadiabatic linearized semiclassical dynamics
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Simulating the nonadiabatic dynamics of condensed-phase systems continues to pose a significant challenge for quantum dynamics methods. Approaches based on sampling classical trajectories within the mapping formalism, such as the linearized semiclassical initial value representation (LSC-IVR), can be used to approximate quantum correlation functions in dissipative environments. Such semiclassical methods however commonly fail in quantitatively predicting the electronic-state populations in the long-time limit. Here we present a suggestion to minimize this difficulty by splitting the problem into two parts, one of which involves the identity, and treating this operator by quantum-mechanical principles rather than with classical approximations. This strategy is applied to numerical simulations of spin-boson model systems, showing its potential to drastically improve the performance of LSC-IVR and related methods with no change to the equations of motion or the algorithm in general, but rather by simply using different functional forms of the observables.

I. INTRODUCTION

The study of nonadiabatic processes in condensed-phase systems remains a challenge for computer simulation. These phenomena, occurring when two or more states approach each other in energy, influence a wide variety of systems in physics, chemistry and biology.1–4

Significant efforts continue to be devoted to the development of quantum dynamics methods which can accurately capture nonadiabatic effects. While grid-based wavefunction propagation shows considerable promise for small or model systems,5–8 many realistic problems are simply too large and complex to treat with such approaches, given their unfavourable exponential scaling with system size. Despite progress in methodology relying, in part, on classical trajectories,9,10 more approximate semiclassical techniques are generally required in the condensed phase.11–17 Their favourable, linear scaling with system size allows insight into realistic processes to be gained without incurring extreme computational costs.

A typical nonadiabatic process may be described by a continuous nuclear phase space and a discrete electronic state space. The total Hamiltonian is given by

\[ \hat{H} = \sum_{j=1}^{F} \frac{p_j^2}{2m_j} + U(\hat{x}) + \hat{V}(\hat{x}), \]

where \( x \) and \( p \) are \( F \)-dimensional vectors containing the position and momenta for each nuclear degree of freedom with masses \( m_j \). \( U(x) \) is the state-independent potential and, for the case of two electronic states, the state-dependent potential is

\[ \hat{V}(x) = V_1(1)\langle 1| + V_2(2)\langle 2| + \Delta(x)(|1\rangle\langle 2| + |2\rangle\langle 1|), \]

where \( V_1(x) \) and \( V_2(x) \) are the potential-energy surfaces of diabatic states \( |1 \rangle \) and \( |2 \rangle \) and \( \Delta(x) \) is the coupling between the states. While written and presented in the context of two electronic states here, all aspects of this work can be generalized to any number of electronic states. Reduced units will be employed throughout, such that \( \hbar = 1 \).

The aforementioned issue of mismatched discrete and continuous spaces clearly arises from the final term in Eq. 1. In order to express the problem in terms of continuous variables, the electronic states can be mapped onto a space of singly-excited harmonic oscillators (SEO)gs.18 Projecting into the space of the SEOs yields the wavefunction

\[ \langle X|n \rangle = \sqrt{\frac{2}{\pi}} X_n e^{-\left( X_1^2 + X_2^2 \right)/2} \]

in terms of positions, \( X \), or equivalently momenta, \( P \), which are 2-dimensional vectors known as mapping variables. This allows the entire system to be described via an extended phase space, \( \{ x, p, X, P \} \), which can be sampled and explored using classical trajectories.19,20 The classical Hamiltonian underlying the mapping approach is given by

\[ \mathcal{H} = \sum_{j=1}^{F} \frac{p_j^2}{2m_j} + U(x) + \frac{1}{2} \left[ X^T VX + P^T VP - \text{tr} V \right], \]

where \( V \) is the matrix representation of \( \hat{V}(x) \).

Owing to the relative simplicity of the mapping approach and the convenience of being able to describe the total system in terms of an extended phase space that grows only linearly with the number of nuclear degrees of freedom and electronic states, a considerable number of approaches have been developed with it at their core.18–39

Many semiclassical nonadiabatic simulation methods struggle in predicting the correct long-time limit of observables for asymmetric systems. One suggestion for improving the accuracy has been to utilize the formalism of
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master equations\textsuperscript{40}. The benefits of this include a noticeable gain in accuracy as well as the ability to obtain long time dynamics using only short time trajectories\textsuperscript{41-44}. A similar motivation underlies the approach presented here, albeit using a simpler strategy. First we recast the observable of interest in terms of a correlation function involving the identity operator. In quantum mechanics, the effect of the identity operator is known to be exactly unity. The classical equivalent of this operation is clearly to multiply by the number one. We therefore calculate the correlation function with this definition of the identity, instead of using the approximation provided by the semiclassical trajectories. The result is a marked improvement in accuracy.

II. THEORY

In this section we present the formalism for evaluating correlation functions using semiclassical methods and consider the various options for classical representations of the quantum operators.

A. Linearized semiclassical initial value representation

In the study of condensed-phase systems, the quantity of interest can typically be expressed as a time correlation function between two quantum operators, $A$ and $B$, given by

$$C_{AB}(t) = \text{Tr} \left[ \hat{\rho} e^{iHt} \hat{B} e^{-iHt} \right],$$  \hspace{1cm} (5)

where $\hat{\rho}$ is the initial density matrix, normalized such that $\text{Tr}[\hat{\rho}] = 1$.

In order to take the semiclassical approximation, it is necessary to rewrite the correlation function in terms of the mapping variables. This is readily achieved using the Wigner transform, given, for any general quantum operator, $\hat{O}$, by

$$O^w(x,p,X,P) = \int \int e^{ipy+ipxy} \langle x - \frac{y}{2} X - \frac{y}{2} P | \hat{O} | x + \frac{y}{2} X + \frac{y}{2} P \rangle \, dy \, dY,\hspace{1cm} (6)$$

where $y$ and $Y$ are dummy variables of the same shape as $x$ and $X$. Using this phase-space representation, the exact quantum correlation function can be written as

$$C_{AB}(t) = \frac{1}{(2\pi)^{F+L}} \int \int \int \int [\hat{\rho} \hat{A}]^w (x,p,X,P) \, \hat{B}^w(t) \, dx \, dp \, dX \, dP.\hspace{1cm} (7)$$

No approximation has been made, and in this expression the time-dependent operator $\hat{B}(t) \equiv e^{iHt} \hat{B} e^{-iHt}$ has to be computed by quantum-mechanical propagation. In cases, such as the ones studied here, where the density matrix, $\hat{\rho}$, and the operator $\hat{A}$ commute, the Wigner transform of the product, $[\rho \hat{A}]^w(x,p,X,P) \equiv \rho^w(x,p,X,P) A^w(x,p,X,P)$, may be used instead.

An approximation to the correlation function is obtained if classical trajectories defined by the mapping Hamiltonian of Eq. 4, are employed to determine the value of the Wigner-transformed operator at time $t$.\textsuperscript{45} This gives

$$C_{AB}(t) \approx \frac{1}{(2\pi)^{F+L}} \int \int \int \rho^w(x,p,X,P) A^w(x,p,X,P) \, B^w(x(t),p(t),X(t),P(t)) \, dx \, dp \, dX \, dP.\hspace{1cm} (8)$$

This expression is known in the literature as the linearized semiclassical initial value representation (LSCI-IVR).\textsuperscript{22} Notably, the approximation in Eq. 8 is exact at $t = 0$ but depending on the problem may give poor results in the long-time limit.

B. Pauli spin operators

Many nonadiabatic processes of interest occur between two electronic states. This includes for example electron-transfer reactions\textsuperscript{1,2} and dynamics near conical intersections.\textsuperscript{3} In general, all operators relevant to a two-state quantum system can be written in terms of the traceless Pauli spin matrices, $\hat{\sigma}_x$, $\hat{\sigma}_y$ and $\hat{\sigma}_z$, and the identity, $\hat{1}$. Employing the mapping approach allows these operators to be expressed as\textsuperscript{41}

$$\hat{\sigma}_x = |2\rangle\langle 1| + |1\rangle\langle 2| \mapsto \tilde{X}_1 \tilde{X}_2 + \tilde{P}_1 \tilde{P}_2\hspace{1cm} (9a)$$
$$\hat{\sigma}_y = i(|2\rangle\langle 1| - |1\rangle\langle 2|) \mapsto \tilde{X}_1 \tilde{P}_2 - \tilde{P}_1 \tilde{X}_2\hspace{1cm} (9b)$$
$$\hat{\sigma}_z = |1\rangle\langle 1| - |2\rangle\langle 2| \mapsto \frac{1}{2} \left( \tilde{X}_1^2 + \tilde{P}_1^2 - \tilde{X}_2^2 - \tilde{P}_2^2 \right)\hspace{1cm} (9c)$$
$$\hat{1} = |1\rangle\langle 1| + |2\rangle\langle 2| \mapsto \frac{1}{2} \left( \tilde{X}_1^2 + \tilde{P}_1^2 + \tilde{X}_2^2 + \tilde{P}_2^2 - 2 \right).\hspace{1cm} (9d)$$

In order to calculate LSCI-IVR correlation functions via Eq. 8, these operators must be Wigner transformed to yield phase-space representations in terms of the mapping variables, $X$ and $P$, which can be evolved with classical trajectories.

For each of these operators, there are two possible forms of the Wigner transform, one which is projected onto the SEO subspace, and one which is not.\textsuperscript{20} Wigner transforming the operators in the form given on the right-hand sides of Eqs. 9, i.e. without projecting into the SEO subspace, yields phase-space representations of the same functional form in terms of the mapping variables, e.g.

$$\sigma_x^w(X,P) = \frac{1}{2} \left( X_1^2 + P_1^2 - X_2^2 - P_2^2 \right)\hspace{1cm} (10a)$$
$$\mathcal{I}^w(X,P) = \frac{1}{2} \left( X_1^2 + P_1^2 + X_2^2 + P_2^2 - 2 \right).\hspace{1cm} (10b)$$

On the other hand, taking the Wigner transform of the state-state representation and using the SEO projection, Eq. 3, yields

$$\sigma_{\alpha}^{\text{SEO}}(X,P) = \sigma_{\alpha}^w \phi \hspace{1cm} \alpha \in \{x,y,z\}\hspace{1cm} (11a)$$
$$\mathcal{I}^{\text{SEO}}(X,P) = \mathcal{I} \phi,\hspace{1cm} (11b)$$
where

\[ \hat{I} = \frac{1}{4} \left( X_1^2 + P_1^2 + X_2^2 + P_2^2 - 1 \right), \]

and

\[ \phi = 16 \exp \left( -X_1^2 - X_2^2 - P_1^2 - P_2^2 \right). \]

Note that unlike for the Pauli spin operators, the projected Wigner function \( \hat{I}_{\text{SEO}} \) is not simply equal to its unprojected form, \( \hat{I}^w \), multiplied by \( \phi \).

C. Observables and Correlation functions

In two-state quantum systems, a quantity of particular interest is the population difference between the two states, \( P(t) \), measured by the operator \( \sigma_z \). A commonly studied,\(^{41,43,46}\) non-equilibrium initial condition is a separable bath thermal density with the system purely in one electronic state, \( i.e., \rho_0 = |1\rangle \langle 1| \). This is normalized such that its trace is unity.

In this case, the population difference is given by

\[ P(t) = \text{Tr} \left[ \rho_0 |1\rangle \langle 1| \sigma_z \right] = C_{I \sigma_z}(t) + C_{\sigma_z \sigma_z}(t), \]

where the normalized density matrix appearing in the correlation functions is \( \rho = \rho_0 / 2 \). These two expressions are identical because \( (\hat{I} + \sigma_z) / 2 = |1\rangle \langle 1| \), and we have simply separated the operator into trace-containing and traceless parts for clarity in what follows.

By considering known relations of the Pauli matrices, one can show that \( C_{\sigma_z \sigma_z}(t) \) has an initial value of one and decays to zero in the long-time limit. \( C_{I \sigma_z}(t) \) on the other hand, starts at zero and plateaus at long times to a system-dependent finite value. Notably most semiclassical approximations, including LSC-IVR, capture the short-time behaviour of these two correlation functions and for symmetry reasons the long-time decay of \( C_{\sigma_z \sigma_z}(t) \) to zero as well. It is however much more difficult to obtain an accurate quantitative prediction of the long-time limit of \( C_{I \sigma_z}(t) \).

As a result of the different forms of the Wigner functions, there are number of ways in which the LSC-IVR correlation function could be evaluated, and in general they will give different approximations. Note that in order to ensure that the mapping variables describe the physical system, it is necessary for at least one of the operators to be projected onto the SEO subspace.

As shown in Eq. 9d there exists an expression for the identity operator in terms of the mapping variables. According to quantum mechanics, this operator measures the total population of the system and should always return exactly unity. However, it is known that the classical trajectories do not obey this rule correctly, and this is one of the main sources of error in the approximation.\(^{20,26,36}\)

III. RESULTS AND DISCUSSION

In order to test the accuracy of the various approaches proposed here, we perform numerical simulations on the spin-boson model and compare the predicted time-dependent population difference with exact results.

| TABLE I. Different formulations of the LSC-IVR correlation function, as shown in Eq. 8. We define \( \rho^w = \rho^w_0 \rho^c_0 / 2 \). |
|----------------------------------|-----------------|-----------------|-----------------|
| method                          | \( \rho_0^w(x,P) \) | \( C_{I \sigma_z}(t) \) | \( C_{\sigma_z \sigma_z}(t) \) |
| “double unity”                 | \( \phi^2 \)      | \( I \)          | \( \sigma_z^w \)          |
| “double SEO”                   | \( \phi^2 \)      | \( I \)          | \( \sigma_z^w \)          |
| “single unity”                 | \( \phi \)        | \( I \)          | \( \sigma_z^w \)          |
| “single SEO”                   | \( \phi \)        | \( I \)          | \( \sigma_z^w \)          |
| “single Wigner”                | \( \phi \)        | \( I \)          | \( \sigma_z^w \)          |
A. The spin-boson Hamiltonian

The spin-boson Hamiltonian serves as a simple, yet challenging model which incorporates the key aspects of dissipative quantum systems.\textsuperscript{47–49} Owing to the wide variety of dynamical regimes accessible \textit{via} its relatively few parameters, it has been thoroughly studied, and exact results are available\textsuperscript{50–53} to serve as a benchmark for new quantum dynamics methods.\textsuperscript{23–25,27,37,40–45}

The spin-boson model is a two-state quantum system, coupled to a bath of harmonic oscillators. In the context of the general Hamiltonian given in Eq. 4, it is defined by

\begin{align}
\hat{V}(x) &= \varepsilon \hat{\sigma}_z + \Delta \hat{\sigma}_x + \sum_{j=1}^{F} c_j x_j \hat{\sigma}_z \\
U(x) &= \frac{1}{2} \sum_{j=1}^{F} m_j \omega_j^2 x_j^2,
\end{align}

where \(\varepsilon\) and \(\Delta\) are the energy bias and constant diabatic coupling between the two electronic states forming the quantum system. The \(j\)th nuclear degree of freedom has frequency \(\omega_j\) and vibronic coupling coefficient \(c_j\). Note that the classical equations of motion are defined by the Hamiltonian, Eq. 4, using the traceless form of the \(\hat{V}(x)\) operator, as shown above.

All the properties of the bath are described entirely by the spectral density. The two most commonly studied spectral densities are the Ohmic and Debye forms, \(J_{\text{Oh}}(\omega)\) and \(J_{\text{De}}(\omega)\), given by

\begin{align}
J_{\text{Oh}}(\omega) &= \eta \omega \exp \left( -\frac{\omega}{\omega_c} \right) \\
J_{\text{De}}(\omega) &= \frac{\omega_c}{\omega^2 + \omega_c^2} 
\end{align}

where \(\omega_c\) is the characteristic frequency of the bath and \(\eta\) is the coupling strength. In the Ohmic case, the Kondo parameter, \(\xi = 2\eta / \pi\), is often used to give the strength of the system-bath coupling instead. It is worth noting that the Debye spectral density spans a frequency range much broader than that of \(J_{\text{Oh}}(\omega)\) and, as a result, constitutes a greater numerical challenge.\textsuperscript{23}

In order to perform numerical simulations it is necessary to discretize the bath into the form

\begin{equation}
J(\omega) = \frac{\pi}{2} \sum_{j=1}^{F} \frac{c_j^2}{m_j \omega_j} \delta(\omega - \omega_j),
\end{equation}

for which a number of such schemes have been proposed.\textsuperscript{54–57} In this work, a strategy which reproduces exact values for the reorganization energy was used.\textsuperscript{55,56} The choice of mass, \(m_j\), has no effect on the results.

A set of simulations, calculating the population difference between the two quantum states of the spin-boson Hamiltonian were carried out, using both Ohmic and Debye spectral densities. In each case the calculations were converged with respect to the number of nuclear degrees of freedom used for the bath discretization.

The phase-space integrals in Eq. 8 were carried out by Monte Carlo importance sampling. Initial conditions for the nuclear modes were drawn from the thermal Wigner distribution of the uncoupled bath,

\begin{equation}
\rho^W_p(x, p) = \prod_{j=1}^{F} 2 \tanh \left( \frac{1}{2} \beta \omega_j \right) 
\exp \left[ - \left( \frac{p_j^2}{m_j \omega_j} + m_j \omega_j x_j^2 \right) \tanh \left( \frac{1}{2} \beta \omega_j \right) \right],
\end{equation}

where \(\beta\) is the inverse temperature. \(\rho^W_p\) provides a convenient distribution from which to sample the initial conditions for the mapping variables.\textsuperscript{22}

The results of the various definitions of the LSC-IVR correlation functions are compared with numerically exact quasiadiabatic propagator path-integral (QUAPI) calculations.\textsuperscript{46}

B. Ohmic bath

The first system chosen corresponds to the intermediate regime between strongly incoherent decay and coherent oscillations and is characterized by moderate system-bath coupling. The particular set of parameters has been extensively studied using a number of different semiclassical dynamics methods.\textsuperscript{41,42} Here, simulations were found to converge with a total of \(10^8\) trajectories, using a bath of \(F = 36\) nuclear degrees of freedom and employing a timestep of \(\delta t = 0.01\Delta^{-1}\).

Fig. 1 shows the time-dependent population difference, \(P(t)\), as well as the correlation functions from which it was constructed, in accordance with the definitions given in Table I. Notably, both “single SEO” and “double SEO” fail to capture the correct asymptotic limit of \(P(t)\). Closer inspection of the constituent correlation functions, \(C_{\pi,\pi}(t)\) and \(C_{\pi,\sigma}(t)\), reveals that while the “double” approach of sampling electronic initial conditions from \(\phi^2\) performs somewhat better than single” for \(C_{\pi,\sigma}(t)\), any significant errors in \(P(t)\) arise from approximations to \(C_{\pi,\pi}(t)\). The “single Wigner” result is an improvement over using the SEO operator, although employing our approach of setting the identity operator to the number 1, is clearly the most accurate of all. Both the “single unity” and “double unity” formulation of the \(C_{\pi,\pi}(t)\) correlation function capture the long-time limit of its decay. As a result the population differences resulting from these two methods yield a drastic improvement over all the other results, with “double unity” in particular yielding close to quantitative accuracy.

To ascertain the general validity of our approach, a second parameter set was investigated for the Ohmic spectral density. Previously studied with a number of methods,\textsuperscript{41} this system is characterized by stronger
system-bath coupling, which in this case results in critical damping. The timestep and convergence parameters were identical to those of the first system.

Fig. 2 shows the population differences, again calculated using the approaches outlined in Table I, for this second parameter set. The accuracy of the different approaches with respect to the exact QUAPI reference result is very similar to that shown in Fig. 1. “Single SEO” and “double SEO” fail to reach the correct long-time asymptote of the population difference. In addition, with the stronger system-bath coupling present, “double SEO” reports spurious oscillatory structure in the short time limit. It would therefore fail to identify this particular parameter set as resulting in critical damping. Again “single Wigner” yields somewhat better results, and both “single unity” and “double unity”, corresponding to our new strategy of setting the identity equal to 1, considerably outperform all other approaches.

C. Debye bath

As mentioned in Sec. III A, the Debye spectral density is significantly more challenging on account of spanning a broader range of frequencies. Consequently, with the parameters chosen here, results were found to converge using a bath of $F = 60$ nuclear degrees of freedom, averaging over a total of $10^6$ semiclassical trajectories with a timestep of $\delta t = 0.0025\Delta^{-1}$. The shorter timestep was required in order to accurately treat the higher frequencies contained in the bath.

The set of parameters chosen represent the most coherent of the three systems reported here, with the weakest system-bath coupling. Results for the time-dependent population difference are shown in Fig. 3. Again, similarly to both Ohmic systems discussed above, the “single SEO” and “double SEO” approaches fail to capture the correct long-time limit of the population difference. “Single Wigner” somewhat improves on this, but our new approach, “double unity,” yields the best results by a significant margin, approaching quantitative accuracy with
IV. CONCLUSION

Based on our study, we propose a simple modification of the standard nonadiabatic LSC-IVR approximation for quantum correlation functions. Wherever possible, the correlation function of interest should be rewritten in terms of Pauli matrices and the identity, and given that the effect of the latter is known to be exactly unity, it should not be estimated by the classical mapping variables, but replaced by its known value, the number 1. Although we have only presented a formulation for dynamical simulation of a two-state system, the mapping approach can be extended to an arbitrary number of electronic states.\cite{8,19} Also, as it is possible to split any Hermitian operator into a trace-containing and traceless part,\cite{20} our strategy is not limited to electronic-state population differences of two-state systems but can also be applied in more general cases.

The benefits associated with this simple strategy have been demonstrated on asymmetric spin-boson models with both Ohmic and Debye spectral densities. In each case, employing the aforementioned representation of the identity operator resulted in a significant improvement in the quality of results. Notably, in comparison to traditional approaches, which predict the wrong asymptotic limit for these systems, our approach consistently yields near quantitative accuracy in the cases investigated in this work.

Note that in principle one can choose different approaches for each of the two correlation functions. It would therefore be possible to calculate a population difference using the “double” definition of $C_{\sigma,\sigma}(t)$ and the “single unity” $C_{\sigma,\sigma}^*(t)$. For the systems presented here, the result is comparable in accuracy to “double unity”. In future work, we will continue to test these strategies to discover the most reliable strategy.

Different approaches have been previously proposed to address the shortcomings of classical mapping trajectories. For example, methods employing focused sampling\cite{36} force the total population to be unity. Note that these cannot therefore benefit further from our strategy. Another example is the symmetrical windowing approach,\cite{37} in which binning is used to evaluate the effect of the state operators. Our approach is significantly simpler and has a stronger connection to the original LSC-IVR derivation as well as the formally exact properties of the mapping representation.

The motivation underlying our strategy is similar to that behind work using generalized quantum master equations.\cite{41–43} Both approaches use exact quantum mechanical information, where possible, to improve the accuracy, or rather avoid the loss in accuracy, of semiclassical trajectories. Notably, the accuracy gain which we demonstrate in this work is similar to what can be achieved using such generalized quantum master equation methods.

Other quantum dynamics methods which utilize the mapping approach may also be able to benefit from employing a similar strategy to that suggested here. These include non-linearized semiclassical dynamics,\cite{18,21,38,39} partially-linearized density matrix,\cite{28} the forward-backward trajectory solution,\cite{25} of quantum-classical Liouville dynamics,\cite{16} and nonadiabatic ring-polymer molecular dynamics.\cite{30–35} This study may thus have much wider implications for the methodology development of nonadiabatic dynamics simulations.
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