Online Scheduling of Transmission and Processing for AoI Minimization with Edge Computing
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Abstract—Age of Information (AoI), which measures the time elapsed since the generation of the last received packet at the destination, is a new metric for real-time status update tracking applications. In this paper, we consider a status-update system in which a source node samples updates and sends them to an edge server over a delay channel. The received updates are processed by the server with an infinite buffer and then delivered to a destination. The channel can send only one update at a time, and the server can process one at a time as well. The source node applies generate-at-will model according to the state of the channel, the edge server, and the buffer. We aim to minimize the average AoI with independent and identically distributed transmission time and processing time. We consider three online scheduling policies. The first one is the optimal long wait policy, under which the source node only transmits a new packet after the old one is delivered. Secondly, we propose a peak age threshold policy, under which the source node determines the sending time based on the estimated peak age of information (PAoI). Finally, we improve the peak age threshold policy by considering a postponed plan to reduce the waiting time in the buffer. The AoI performance under these policies is illustrated by numerical results with different parameters.

I. INTRODUCTION

With the increase of smart devices, the Internet-of-Things (IoT) has emerged as a new digital structure, which connects billions of things, such as small sensors, wearables, vehicles, and actuators, to the Internet. Thanks to the vast data collection capability of IoT, many real-time applications such as remote monitoring and control, phase data update in the smart grid, environment monitoring for autonomous driving, etc., can be realized, where the information freshness directly affects application performance. The concept of age of information (AoI), or simply age, defined as the time elapsed since the generation of the latest received update, was firstly proposed in [1] as a new metric to quantify information freshness. On the other hand, information in packets generated by a device needs to be extracted via computation. Due to the limited computing resources of the end device, using the edge server in the mobile edge computing (MEC) [2] to process packets is an effective method. Thus, it is a critical issue to jointly optimize transmission and processing for a computational-intensive status update.

We consider the status update system with MEC as shown in Fig. [1] Since both transmission and processing can be regarded as services, a MEC system can be regarded as a two-hop network, where the first hop is transmission and the second hop is processing. There are a lot of research efforts on two-hop networks. In particular, the age minimization in a two-hop relay system, under a resource constraint on the average number of forwarding operations at the relay, is considered in [3]. The result shows that the optimal policy is multi-threshold. A two-hop network with energy harvesting nodes is studied in [4], where both transmission and relay consume energy. There are also many papers that analyze AoI in multi-hop networks. Ref. [5] studies the age of a single information flow in an interference-free multi-hop network. A preemptive last-generated, first-served (LGFS) policy is proven to be optimal. The age of multi-hop multicast networks is examined in [6].

In recent years, there are rising research interests on the age of information in the MEC system. The average AoI with exponential transmission time and service time was analyzed in [7]. The offline scheduling problem is studied in [8], where transmission and computing are jointly scheduled to minimize AoI. Task scheduling, computational offloading, and energy consumption are considered together to minimize AoI in [9]. Ref. [10] considers the collaboration of an edge server and a cloud center. To reduce AoI in the cloud center, the computing offloading policy in the edge server is investigated. In order to fully utilize edge resources and minimize the overall AoI of the whole MEC system, an online auction mechanism, called PreDisc, is proposed in [11]. Since the task processing in the MEC system usually includes multiple stages, joint scheduling to optimize AoI is a difficult problem. A most closely related work [12] studied the average AoI under different packet management rules in a tandem queue, where the packet arrival is a Poisson process. Because the packet processing in the edge server is influenced by the packet generation process, calculating the optimal scheduling policy in a MEC system is typically difficult. Most studies consider random packet generation or slotted systems to simplify the analysis. In this paper, the source node applies generate-at-will model in
continuous time.

A simple policy for the generate-at-will model is that the source node generates a new packet only after the old packet is delivered to the destination, termed as long wait policy. The simplified system can be viewed as a single hop transmission as studied in [13]. Under this simplified strategy, packets will never enter the buffer of the edge server to wait. Intuitively, the long wait policy helps reduce the age of information. However, it is far from optimal in many cases. The following example can explain this.

**Example:** Suppose the source node sends a sequence of packets to the edge server. The transmission time of each packet is 2 and the processing time at the edge server is 1. Suppose that packet 1 is transmitted at time 0, and the initial AoI is 3. Under the long wait policy, the average AoI is 4.5 if the source node immediately sends a new packet when the edge server is busy. The source node sends a new packet when the edge server is busy. The source node does not send a new packet when the edge server is idle. Therefore, the source node can access the idle/busy state of the channel and the server, and the number of packets in the buffer through feedback. After the source sends update packet k - 1, the channel will be busy until it receives the k-th 1, and the server will be busy until it receives the k-th 0. Suppose the source has received 0 from packets 1, 2, · · · , l, there exist k − l − 1 packets in the buffer.

Suppose that packet k is generated at time t_k with transmission time duration T_k ≥ 0, it will arrive at the server at time a_k = t_k + T_k. Suppose that packet k is processed by the server at time c_k, it will be delivered to the destination at time d_k = c_k + C_k, where C_k is the processing time duration of packet k. Since packet k should be processed immediately after it arrives at the server and packets k − 1 is delivered, we have

\[ c_k = \max\{t_k + T_k, c_{k-1} + C_{k-1}\} \quad (1) \]

We assume that packet 0 is submitted to an idle channel at time t_0 = -T_0 - C_0 and is delivered at time d_0 = c_0 + C_0 = 0 with c_0 = -C_0, as shown in Fig. 2. When packet k − 1 arrives at the server, the source will wait for a time duration W_k > 0 and then send packet k at time t_{k-1} + T_{k-1} + W_k, that is,

\[ t_k = t_{k-1} + T_{k-1} + W_k \quad (2) \]

Denote D_k as the waiting time of packet k in the buffer, we have

\[ D_k = c_k - t_k - T_k \quad (3) \]

We assume that T_1, T_2, · · · are independent and identically distributed (i.i.d.) with mean E[T] and C_1, C_2, · · · are i.i.d. with mean E[C], where 0 < E[T], E[C] < ∞.

At any time t, the most recently received packet is generated at time

\[ U(t) = \max\{t_k | c_k + C_k \leq t\} \quad (4) \]

The age of information Δ(t) is defined as

\[ Δ(t) = t - U(t) \quad (5) \]

As shown in Fig. 2, the age Δ(t) jumps down when a new packet is delivered to the destination, and increases linearly otherwise.
B. Problem Formulation

We consider the long-term average age minimization problem. We divide the area under the age curve $\Delta(t)$ into a sum of multiple disjoint trapezoids $Q_k$'s, as shown in Fig. 2. We have

$$Q_k = \frac{1}{2} (c_k + C_k - t_k)^2 - \frac{1}{2} (c_k + C_k - t_k))^2.$$  \hspace{1cm} (6)

In the interval $[t_0, t_n]$, where $t_n = t_0 + \sum_{k=1}^{n}(T_k - 1 + W_k)$ and $n \to \infty$, the average AoI can be expressed as

$$\bar{\Delta} = \lim_{n \to \infty} \frac{\mathbb{E}[\sum_{k=1}^{n} Q_k]}{\mathbb{E}[(\sum_{k=1}^{n}(T_k - 1 + W_k)]. \hspace{1cm} (7)$$

We can minimize the average age by controlling the sequence of waiting times $(W_1, W_2, \ldots)$. Denote $\pi = (W_1, W_2, \ldots)$ as a packet generation policy. We consider causal policies, in which $W_k$ is determined based on historical information and current system status, i.e., the idle/busy state of the server and the number of packets in the buffer, as well as the distribution of the transmission and processing times $(T_0, C_0, T_1, C_1, \cdots)$. Note that to determine $W_k$, $D_k - 1$ and $C_k - 1$ may be historical information or future information, because packet $k - 1$ may still be processed or wait in the buffer when packet $k$ is generated. Specifically, $D_k - 1$ is available when $t \geq c_k - 1$ and $C_k - 1$ is available when $t \geq c_k - 1 + c_k - 1$. Let $\Pi$ denote the set of all causal policies. The optimal update problem for minimizing the average age can be formulated as

$$\Delta^* = \min_{\pi \in \Pi} \lim_{n \to \infty} \frac{\mathbb{E}[\sum_{k=1}^{n} Q_k]}{\mathbb{E}[\sum_{k=1}^{n}(T_k - 1 + W_k)]. \hspace{1cm} (8)$$

We assume that $(T_1, \cdots)$, $(C_1, \cdots)$ are stationary and ergodic random processes. By considering stationary policy, (7) is equal to

$$\bar{\Delta} = \frac{\mathbb{E}[Q_k]}{\mathbb{E}[T_k - 1 + W_k]. \hspace{1cm} (9)$$

By substituting (2) and (3) into (5), we have

$$\mathbb{E}[Q_k] = \frac{1}{2} \mathbb{E}[(T_k - 1 + W_k)(T_k - 1 + W_k + 2T_k + 2D_k + 2C_k)]$$

$$= \frac{1}{2} \mathbb{E}[(T_k - 1 + W_k)(T_k - 1 + W_k + 2D_k)]$$

$$+ \mathbb{E}[T_k - 1 + W_k]\mathbb{E}[T_k + C_k],$$

where the second equation holds because $W_k$ is independent with $T_k$ and $C_k$, and $T_k$'s are i.i.d. We can reformulate the problem (9) as

$$\Delta^* = \min_{\pi \in \Pi} \frac{\mathbb{E}[(T_k - 1 + W_k)(T_k - 1 + W_k + 2D_k)]}{2\mathbb{E}[T_k - 1 + W_k] + \mathbb{E}[T_k + C_k]. \hspace{1cm} (10)$$

III. Stationary Deterministic Policies

In this section, we consider stationary deterministic policies for problem (10), where $W_k$ is determined based on $T_k - 1$, $D_k - 1$ and $C_k - 1$. We define three functions $f, g, h$ to calculate $W_k$ depending on whether $D_k - 1$, $C_k - 1$ are available at time $t_k$. If $t_k < c_k - 1$, only $T_k - 1$ is available, we have $W_k = f(T_k - 1) < D_k$. If $c_k - 1 < t_k < c_k - 1 + c_k - 1$, only $C_k - 1$ is not available, we have $D_k - 1 \leq W_k = g(T_k - 1, D_k - 1) < D_k - 1 + C_k - 1$. If $t_k \geq c_k - 1 + c_k - 1$, then $T_k - 1$, $D_k - 1$ and $C_k - 1$ are all available, we have $W_k = h(T_k - 1, D_k - 1, C_k - 1) \geq D_k - 1 + C_k - 1$. In this paper, we consider three policies. In the long wait policy, the source node only sends a new packet after the old one is delivered. In the peak age threshold policy, the source node sends a new packet after the old one starts to be processed. In the peak age threshold with postponed plan policy, we consider reducing the waiting time of the packet in the buffer by a postponed plan. These policies are detailed as follows.

A. Long Wait Policy

Consider the source node can only send a new packet $k$ after packet $k - 1$ is delivered, i.e.,

$$t_k \geq c_k - 1 + C_k - 1.$$  \hspace{1cm} (11)

After packet $k$ is sent, the source node will wait until it is delivered to the destination. In this case, packet will be processed immediately when it arrives at the server. Thus, we have $D_k = 0$ and $W_k \geq c_k - 1$. A policy $\pi \in \Pi_{LD}$ is said to be a long wait policy if $W_k = h(T_k - 1, C_k - 1)$ and $f(\cdot) = g(\cdot) = \infty$.

Since $T_k$ and $C_k$ are i.i.d., the status update system in this case is equivalent to a system composed of a sources node, a delay channel and a destination, as studied in [13]. The transmission plus processing time $T_k + C_k$ in this paper is equivalent to the transmission time $Y_k$ in [13]. The interval between the delivery of packet $k - 1$ and the generation of packet $k$, termed as $W_k - C_k - 1$, is equivalent to $Z_k$ in [13]. Therefore, we have the optimal long wait policy based on [13] Theorem 4] as follows.

Lemma 1. If $\mathbb{E}[T] + \mathbb{E}[C] \geq 0$, the optimal long wait policy to problem (3) is

$$h(T_k - 1, C_k - 1) = \max\{C_k - 1, \beta - T_k - 1\},$$  \hspace{1cm} (12)

where $\beta$ satisfies

$$\mathbb{E}[T + C + h(T, C)] = \frac{\mathbb{E}[(T + C + h(T, C)])^2}{2\beta}. \hspace{1cm} (13)$$

The parameter $\beta$ can be calculated by Algorithm 2 in [13]. The optimal long wait policy has a threshold structure. The source node tends to send packet $k$ at time $t_k + 1 + \beta$ if the constraint (11) is satisfied, otherwise, it will send packet $k$ at $t_k + 1 + \beta + 1$. The transmission interval of adjacent packets, $t_k - t_{k-1}$, has a threshold structure

$$t_k - t_{k-1} = \max\{\beta, T_k - 1 + C_k - 1\}.$$
wait policy, the source node sends new packets when the server is busy. Intuitively, the non-long wait policy fully utilizes the transmission and processing ability of the system. It is expected to improve AoI performance, which however, requires carefully design as it may lead to unexpected waiting in the buffer. Our goal in this paper is to design better policies to reduce the average AoI.

B. Peak Age Threshold Policy

Consider the source node can send a new packet \( k \) after packet \( k-1 \) starts to be processed, i.e.,

\[
t_k \geq c_{k-1}. \tag{14}
\]

In this case, there is at most one packet in the buffer, that is, the packet arrives at the server while the previous packets are still under processing.

We consider the peak age of information (PAoI) proposed in [14]. The PAoI of packet \( k \) is the height of the highest point of the area \( Q_k \) in \( \mathbb{R}^2 \), i.e., \( A_k = c_k + C_k - t_{k-1} \). Suppose the source node sends packet \( k \) at time \( t \geq c_{k-1} \), the PAoI \( A_k \) can be estimated according to the distribution of \( T_k, C_k \).

In particular, if \( t \geq c_{k-1} + C_k - c_k \), \( c_k \) can be estimated by \( \tilde{c}_k = t_k + \mathbb{E}[T_k] \). Let \( \hat{A}_k^b \) denote the estimation of \( A_k \) in this case, we have

\[
\hat{A}_k^b = t + \mathbb{E}[T_k] + \mathbb{E}[C_k] - t_{k-1}. \tag{15}
\]

If \( c_k-1 \leq t < c_k-1 + C_k-1 \), we have \( \hat{c}_k = \max\{t + \mathbb{E}[T_k], c_k-1 + \mathbb{E}[C_k] - t - c_{k-1}\} \) based on [14], in which \( \mathbb{E}[C_k-1|C_{k-1} > t] \) is a conditional probability and is non-decreasing with respect to \( t \) for any distribution of \( C_k-1 \).

Let \( \tilde{A}_k^h \) denote the estimation of \( A_k \) in this case, we have

\[
\tilde{A}_k^h = \max\{t + \mathbb{E}[T_k], c_k-1 + \mathbb{E}[C_k-1|C_{k-1} > t - c_{k-1}] + \mathbb{E}[C_k] - t_{k-1} \}. \tag{16}
\]

Note that \( \hat{A}_k^b \) and \( \tilde{A}_k^h \) are non-decreasing with respect to \( t \). Based on the long wait policy, we propose a heuristic, peak age threshold-based policy. With constraint [14], we need to set \( f(\cdot) = \infty \). A policy \( \pi \) is said to be a peak age threshold policy if

\[
h_p(T_{k-1}, D_{k-1}, C_{k-1}) = \tilde{t}_p^h - t_{k-1} - T_{k-1}, \tag{17}
\]

\[
g_p(T_{k-1}, D_{k-1}) = \tilde{t}_p^b - t_{k-1} - T_{k-1}, \tag{18}
\]

where

\[
\tilde{t}_p^b = \arg\min_{t \geq c_{k-1},, \tilde{A}_k^b \geq \lambda} \tilde{A}_k^b, \tag{19}
\]

\[
\tilde{t}_p^h = \arg\min_{t \geq c_{k-1} + C_k - c_k, \hat{A}_k^b \geq \lambda} \hat{A}_k^b. \tag{20}
\]

The peak age threshold policy is an online policy. After packet \( k-1 \) starts to be processed, the source node plans to send packet \( k \) at time \( \tilde{t}_p^b \) calculated from (19) unless packet \( k-1 \) is delivered before time \( \tilde{t}_p^b \). Specifically, if at time \( t < \tilde{t}_p^b \), the packet \( k-1 \) is delivered, then the source node will calculate \( t_p^h \) from (20) and send packet \( k \) at this time. From (16) we have \( \hat{A}_k^b \geq \mathbb{E}[T_k] + \mathbb{E}[C_k] \). Thus, when \( \lambda \leq \mathbb{E}[T_k] + \mathbb{E}[C_k] \), the source node will immediately send a new packet when the old packet starts to be processed as \( \tilde{t} = c_k-1 \) for all \( k \).

We consider using a line search algorithm to numerically compute the optimal \( \lambda \). The following lemma shows that when \( \lambda \) is sufficiently large, the average AoI \( \Delta_\pi \) under the peak age threshold policy increases linearly with respect to \( \lambda \).

Lemma 2. When \( \lambda \) is sufficiently large, we have

\[
\Delta_\pi = \frac{1}{2} (\lambda + \mathbb{E}[T_k] + \mathbb{E}[C_k]), \tag{21}
\]

with probability 1.

Proof. When \( \lambda \) is sufficiently large, the source node will wait a long time after packet \( k-1 \) is sent before sending packet \( k \). Thus, \( W_k \) is sufficiently large so that \( P[W_k > T_{k-1} + C_{k-1}] = 1 \) and \( P[D_k = 0] = 1 \) for any distribution of \( T_{k-1}, C_{k-1} \). Therefore, the source will send packet \( k \) at time \( t = \tilde{t}_p^h = \lambda + t_{k-1} - \mathbb{E}[T] - \mathbb{E}[C] \) with probability 1, that is, \( W_k = \lambda - T_{k-1} - \mathbb{E}[T] - \mathbb{E}[C] \). By substituting \( W_k \) and \( P[D_k = 0] = 1 \) into (10), we have (21).

Based on Lemma 2, we can find the optimal \( \lambda \) in the interval \( [\mathbb{E}[T] + \mathbb{E}[C], u] \) with arbitrary precision through an exhaustive search, where \( u \) is a sufficiently large positive number. Numerical simulations in Sec. IV show that the optimal search can be made with relatively small \( u \).

C. Peak Age Threshold Policy With Postponed Plan

Under constraint [14], the waiting time for a packet in the buffer is destructive for AoI minimization. We expect that a packet can be processed immediately when it arrives at the server. In the peak age threshold policy, we can achieve this by increasing \( \lambda \), however, this may also increase age. Therefore, we try to postpone the packet transmission plan when the server is still busy based on the peak threshold age policy: 1) If the source node plans to send packet \( k \) at time \( \tilde{t}_p^b < c_k-1 + C_k-1 \) before packet \( k-1 \) is delivered, the source defers the plan until time \( t \), which satisfies \( t + \mathbb{E}[T] \geq...\)
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Fig. 4: Average age for i.i.d. exponentially distributed transmission and processing time with $E[T]/E[C] = 4$.

Fig. 5: Average age for i.i.d. exponentially distributed transmission and processing time with $E[T]/E[C] = 0.25$.

Fig. 6: Average age for i.i.d. exponentially distributed transmission time and uniformly distributed processing time with $E[T]/E[C] = 4$.

Fig. 7: Average age for i.i.d. exponentially distributed transmission time and uniformly distributed processing time with $E[T]/E[C] = 0.25$.

c_k-1 + E[C_k-1|C_k-1 > t - c_k-1]$, or packet $k-1$ is delivered.
2) If the source node plans to send packet $k$ after packet $k-1$ is delivered, it sends at time $\hat{t}_p$ the same as the peak age threshold policy. Let $\Omega$ denote the set of $l \geq 0$ satisfying $l + E[T] \geq E[C]$. The peak age threshold policy with postponed plan satisfies $g_{pp}(T_k-1, D_{k-1}) = g_p(T_k-1, D_{k-1})$ and

$$h_{pp}(T_k-1, D_{k-1}, C_{k-1}) = \hat{t}_p - t_{k-1} - T_{k-1},$$

(22)

where

$$\hat{t}_p = \arg \min_{t - c_{k-1} \in \Omega, \hat{A} > \lambda} \hat{A}.$$ 

(23)

When $C_k$’s obey the exponential distribution, based on the memoryless property, we have $E[C|C > l] = E[C] + l$ for $l \geq 0$. In this special case, if $E[T] \geq E[C]$, we have $\Omega = \{l|l \geq 0\}$, thus the postponed plan has no effect on the peak age threshold policy as $\hat{t}_p = \hat{t}_p$. If $E[T] < E[C]$, $\Omega = \emptyset$, thus the equation (23) has no solution. The source will not send new packet until the previous packet is delivered. Therefore, the peak age threshold policy with postponed plan degrades to the long wait policy and the optimal $\lambda$ is $\beta + E[T] + E[C]$.

IV. Numerical results

In this section, we study the average age through numerical simulation. $E[T] + E[C]$ remains unchanged at 1 for all experiments and $E[T]/E[C]$ changes for different experiments. The initial value $T_0$ is set to 1 and $C_0$ is set to 0. We simulate 100,000 packets to numerically calculate the average age. Firstly, we analyze the average age with exponentially distributed transmission time and processing time. The average age as a function of the threshold $\lambda$ is shown in Fig. 4, under the peak age threshold policy (PAoI-T) and the peak age threshold policy with postponed plan (PAoI-TP). The long wait policy is also shown in Fig. 4, under which the parameter $\lambda$ refers to $\beta + E[T] + E[C]$. As shown before, the PAoI-T policy and the PAoI-TP policy are the same in this case. With the optimal parameter $\lambda = 2.425$, the two policies have a lower average age than the long wait policy with optimal parameter $\lambda = 2.35$. This indicates that the source node sending a new
packet before the previous one is delivered can effectively reduce the average age. With $\frac{E[T]}{E[C]} = 0.25$, the average age result is shown in Fig. 5. In this case, the PAoI-TP policy is equivalent to the long wait policy. It can be seen that the optimal long wait policy has lower average age than the PAoI-T policy. When $\lambda < 2$, the average age under the PAoI-T policy is much higher than that under the long wait policy. This is because $E[T]$ is much smaller than $E[C]$. In this case, the probability of packets entering the buffer is high when $\lambda$ is small.

In Figs. 6 and 7, the average age with exponentially distributed transmission time and uniformly distributed processing time is shown with $E[T]/E[C] = 4$ and $E[T]/E[C] = 0.25$, respectively. The PAoI-T policy is equivalent to the PAoI-TP policy in Fig. 5 and the long wait policy in Fig. 7 similar to the case of exponentially distributed processing time. The optimal PAoI-T policy has a smaller average age in both cases.

Based on Lemma 2, the average age for the problem (10) under the PAoI-T policy increases linearly with $\lambda$ when $\lambda$ is sufficiently large. The above experiments show that [1, 4] is a sufficient interval to search for the optimal $\lambda$ when $E[T] + E[C] = 1$. Therefore, the average age for the optimal PAoI-TP policy for $E[C]/E[T]$ varies from 0 to 6 is shown in Fig. 8 with exponentially distributed transmission time and processing time. The optimal $\lambda$’s are obtained by searching in the interval [1, 4]. The optimal long wait policy from Lemma 1 is also shown in Fig. 8. The lower bound in the figure is obtained by solving the offline version of the problem (10) under constant [14] using the convex optimization method. When $E[T]/E[C] > 1$, the PAoI-TP policy is better than the long wait policy.

V. CONCLUSION

In this paper, we studied how to jointly schedule transmission and processing in a status-update system with mobile edge computing to optimize the average AoI. The source node only sends a new packet after the old packet is delivered under the long wait policy. Under the peak age threshold policy, the source node will estimate the peak AoI of the packet to be transmitted and only transmit it when the estimation exceeds a threshold, regardless of the busy or idle state of the edge server. An improved policy, called the peak age threshold policy with postponed plan, is proposed based on the consideration of reducing the waiting time of a packet in the buffer. When the processing time is exponentially distributed, the age behavior is strongly dependent on $E[T]/E[C]$. When $E[T]/E[C] < 1$, the peak age threshold policy with postponed plan degrades to a long wait policy. In this case, the postponed plan effectively reduces the AoI. When $E[T]/E[C] > 1$, the postponed plan has no effect on the peak age threshold policy. In this case, the peak age threshold policy is better than the long wait policy.
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