Fermion-boson vertex within Dynamical Mean-Field Theory
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In the study of strongly interacting systems, correlations on the two-particle level are receiving more and more attention. In this work, we study a particular two-particle correlation function: the fermion-boson vertex. It describes the response of the Green’s function when an external field is applied and is an important ingredient of diagrammatic extensions of Dynamical Mean-Field Theory. We provide several perspectives on this object, using Ward identities, sum rules, perturbative analysis and asymptotic relations. We then use these tools to study the vertex across the doping-driven metal-insulator transition and find a divergent imaginary part.

PACS numbers:

I. INTRODUCTION

Strongly correlated fermion systems are an area of wide physical interest that started in the 1930s and 1940s1–5. The 1960s saw the introduction of the Hubbard model6–9, which has become the model for studying correlation effects such as the interaction-driven metal-insulator transition10,11. Correlations are also believed to play a crucial role in high temperature superconductors12–14. The advent of two-dimensional materials15–20 further enhanced interest in this topic, since correlations are particularly strong in low-dimensional systems. Recently, it has become possible to use optical lattices to create highly tunable systems of correlated fermionic atoms and molecules21,22, opening up an entirely new vista on correlation effects.

From the theory point of view, the development of Dynamical Mean-Field Theory (DMFT)23,24 formed a major breakthrough. This theory captures all local correlation effects by means of an effective single-site model (the impurity model) subject to a self-consistently determined, dynamical field. The theory describes the transition from a metallic to an insulating state when the strength of the electron-electron interaction is increased. Today, the method forms the basis for realistic electronic structure calculations in correlated materials25–27.

The single-particle Green’s function $G$ is the central object in DMFT. The density of states can be determined directly from $G$, the insulating state is seen as an opening of the gap in the density of states at the Fermi level. The single-particle Green’s function also contains information on quantities like the quasiparticle lifetime and the photoemission spectrum. However, there’s more to strongly correlated systems than just $G$. After one-particle quantities, two-particle quantities are the obvious next step. These describe aspects like the spin-spin and charge-charge correlation in the material and the response to external fields. DMFT provides a recipe to calculate these two-particle quantities24,28 and that recipe starts with the two-particle properties of the single-site impurity model.

There is an additional reason why the two-particle properties of the impurity are of interest. In finite-dimensional systems, DMFT is an approximation since it only captures local correlations. Extending DMFT to add non-local correlations is currently an area of active interest29,30. Many of these approaches use the two-particle properties of the impurity model as a starting point. This has motivated a systematic investigation of issues like their frequency structure, asymptotics and symmetries31–36.

So far, these investigations have mainly been focussed on the fermion-fermion vertex $\gamma$. The fermion-boson vertex $\lambda$, which is effectively obtained by tracing out one degree of freedom in the fermion-fermion vertex, has received less attention even though it is simpler. Studying this simplified object is relevant, since it describes the system’s response to external fields37. The vertex also describes the coupling between the fermions and (effective) bosons such as plasmons, magnons, orbitons or Cooper pairs. In this way, the vertex appears in Hedin’s equations38,39 and in functional renormalization group descriptions40–42.

Furthermore, the fermion-boson vertex appears in several diagrammatic extensions of DMFT, such as dual boson43 and TRILEX44. In fact, the simplicity of the fermion-boson vertex was one of the motivations for the TRILEX44,45 method: approximating the fermion-boson vertex of the lattice model by the vertex of a self-consistent impurity model. In the dual boson approach, the fermion-boson vertex determines the leading order diagrammatic contributions. It has been shown46 that the fermion-boson vertex is sufficient to capture the leading non-local correlation effects in the charge-density wave transition. The fermion-boson vertex is also sufficient to obtain the correct high-frequency asymptote of the momentum-resolved susceptibility in dual boson47,48. Within DMFT, the fermion-boson vertex can be used to
efficiently evaluate the spatial susceptibility\textsuperscript{49}. The advantage of the fermion-boson vertex is even clearer with an eye on multi-orbital systems, since the reduced object carries only two fermionic orbital labels and one bosonic channel index. This makes application of the fermion-boson vertex more computationally feasible, especially if the relevant channels (e.g., density, magnetic or a specific orbital combination) are known a priori.

In this work, we systematically study the fermion-boson vertex in DMFT. We study its physical content, analytical properties, perturbative expansion at small interaction strength, Ward identity, asymptotics and its behaviour near the metal-insulator transition. Compared to previously published results for the charge channel\textsuperscript{46,50}, we add the magnetic channel and discuss similarities and differences between the two. We also extend results obtained for the fermion-fermion vertex to the fermion-boson vertex.

II. PHYSICAL CONTENT OF THE FERMION-BOSON CORRELATION FUNCTION

Two-particle functions play an important role in our theoretical understanding of interacting systems. They have two physical interpretations. On the one hand, they can be interpreted as describing the correlation in a system. On the other hand, the susceptibility describes the (linear) response of the system to external stimuli. These two meanings are linked together by the Kubo formula\textsuperscript{51}, mathematically both correlation and response are obtained as second derivatives of the free energy.

An illustrative example of a two-particle function is the magnetic susceptibility,

\[
\frac{d \langle S^z_1 \rangle}{dh_2} = \langle S^+_1 S^z_2 \rangle - \langle S^+_1 \rangle \langle S^z_2 \rangle,
\]

which involves two space-time coordinates, which corresponds to one frequency and momentum in a translationally invariant system. As a response function, this tells us how the magnetization at coordinate 1 changes when we apply a magnetic field at coordinate 2. The equality of correlation and response function follows from the fact that the magnetic field \( h \) is conjugate to \( S^z \) in the Hamiltonian, i.e., \( H = H_0 - hS^z \).

Since we are considering systems of fermions, the (bosonic) operator \( S^z \) is an operator consisting of pairs of fermionic operators. The generalized concept of a two-particle susceptibility thus consists of a four-fermion correlation function, with four space-time coordinates or three frequencies and momenta,

\[
\langle c_1^* c_2^* c_3 c_4^* \rangle.
\]

As a response function, this corresponds to the change in \( \langle c_1 c_2^* \rangle \) due to a field that removes a fermion at coordinate 3 and puts it back at coordinate 4. From a concrete physical point of view, this response function is hard to visualize.

The subject of this work considers an intermediate option, where only one of the bosonic operators has been replaced by the underlying fermions\textsuperscript{37} (the minus sign here is a question of convention),

\[
-\langle c_1^* c_2^* S^z_3 \rangle + \langle c_1^* c_2^* \rangle \langle S^z_3 \rangle = \frac{dG_{12}}{dh_3},
\]

\[
G_{12} = -\langle c_1 c_2^* \rangle.
\]

Just like the magnetic susceptibility, this quantity describes the response to a magnetic field. The difference is that the observable under investigation is not simply a number, it is an object which has internal coordinates. Transforming to frequency space, the Green’s function describes the spectral function of the system and the response function tells us how the spectral function changes when an external magnetic stimulus is applied\textsuperscript{37}. This stimulus can be a static, homogeneous field, but it can also be a periodic field or a magnetic adatom on top of a two-dimensional surface. The fermion-boson vertex plays a fundamental role in Fermi liquid theory\textsuperscript{37}.

To be more concrete, let us start by considering a system of non-interacting paramagnetic fermions with spin \( \uparrow \) and \( \downarrow \). If we apply a homogeneous, time-independent magnetic field \( h \), what effectively happens is that all the energy levels of the \( \uparrow \) and \( \downarrow \) spins move in opposite directions and the paramagnetism is broken. After integrating over the energy of the fermions, the usual magnetic susceptibility \( dm/dh \) is found, which gives the total change in magnetization.

The situation at finite frequency is slightly different. A homogeneous finite frequency field does not change the net magnetization at any time since both the number of \( \uparrow \) and \( \downarrow \) fermions are conserved quantities. Even though it does not change the number of particles, the field does have an effect on the spectrum. A fermionic state with energy \( E_0 < 0 \) would normally show up in the photoemission spectrum exactly at energy \( E_0 \). In the presence of a finite frequency field, however, it is possible for the fermion to absorb (or emit) a quantum of energy \( \omega \) from the field \( h \omega \), so that it now shows up at energy \( E_0 \pm \omega \) in the photoemission spectrum. We are restricting our analysis to linear response, which means that only a single quantum of energy is emitted or absorbed. The overall magnitude of these shifted features in the photoemission spectrum is proportional to \( h \).

To be more precise, we can use the fermion-boson vertex of the non-interacting system to see what happens. Starting from the paramagnetic solution, the linear response is (this type of calculation will be done in more detail in the remainder of the manuscript, here it serves to illustrate the general procedure):

\[
\frac{dG_{\uparrow \downarrow}^{t,E,E+\omega}}{dh_\omega} = -\langle c_1^* c_2^* S^z_3 \rangle + \langle c_1^* c_2^* \rangle \langle S^z_3 \rangle = -G^{0}_{\uparrow \downarrow} G^{0}_{\uparrow \downarrow},
\]

where the second line follows from Wick’s theorem after using \( S^z = c_1^* c_1 - c_2^* c_2 \). A subtlety is that the Green’s
function on the left-hand side now needs two frequency arguments, the energy of a single fermion is not conserved since it can exchange energy with the external field. In terms of times instead of energies, if an external field is applied at \( t_0 \), time translation symmetry is broken and the Green’s function depends not just on \( t_2 - t_1 \) but on both times separately. On the right-hand side, everything is written in terms of the system without external field, where a single frequency argument is sufficient, since the system without external field has time translation symmetry. For the density of states \( A_E = -\frac{1}{\pi} \text{Im} G_E \), we thus find

\[
\frac{dA_{↑,E,+\omega}}{dh_\omega} = \text{Re} G_{↑,E,+\omega}^0 \cdot A_{↑,E,+\omega}^0 + \text{Re} G_{↑,E,-\omega}^0 \cdot A_{↑,E,-\omega}^0.
\]

(3)

The change in the photoemission spectrum has two contributions, the first from particles that were originally at \( E \) and have absorbed energy \( \omega \), the other from particles that were at \( E + \omega \) and emit energy \( \omega \).

This was the situation for a non-interacting system, where physical intuition already explains what will happen. In an interacting system, the situation is more subtle. First of all, the interaction changes the properties of the fermion quasiparticles which leads to energy shifts and finite lifetimes. Secondly, the response to the external field will also change. The particle that absorbs a quantum of energy from the field will be interacting with all other fermions. The fermion-boson vertex quantifies these interaction effects.

Having seen the non-interacting result, a product of two Green’s functions, it makes sense to write

\[
\frac{dG_{E,+\omega}}{dh_\omega} = G_E L_{E,\omega} G_{E,+\omega}
\]

(4)

which serves as the definition of \( L \), c.f., Eq. 1. The non-interacting system then corresponds simply to \( L = -1 \) (the minus sign is a question of convention). The interacting and non-interacting response to the external field can be illustrated diagrammatically as in Fig. 1 (see Chapter 2 of Ref. 37 for a pedagogical introduction).

III. MODEL AND METHOD

We now move towards a concrete model and method where the fermion-boson vertex can be determined numerically. Dynamical Mean-Field Theory (DMFT) provides a description of local correlations in interacting fermion systems. This is done by mapping the interacting lattice model to an effective single-site impurity model. We determine the fermion-boson vertex of this impurity model. The parameters of the effective impurity model are determined in a self-consistent fashion, in such a way that the impurity model mimics the original lattice model.

To be more concrete, we consider the Hubbard model on the triangular lattice. This model is given by the Hamiltonian

\[
H = -\sum_{ij,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow},
\]

(5)

where \( c_{i\sigma}^\dagger \) is the creation operator for a fermion on site \( i \) with spin \( \sigma = \uparrow, \downarrow \). \( n_{i\sigma} = c_{i\sigma}^\dagger c_{i\sigma} \) counts the number of electrons with spin \( \sigma \) on site \( i \), due to the Pauli principle \( n_{i\sigma} \) is either 0 or 1. For the hopping \( t_{ij} \), we only consider hopping between nearest-neighbors in the triangular lattice and in the following we use the nearest-neighbor matrix element \( t = 1 \) as the unit of energy. Any on-site energy \( t_{ii} \) is incorporated in the chemical potential. The interaction \( U \) between fermions of opposite spin happens when they simultaneously occupy the same site. In electronic systems, typically \( U > 0 \) since the Coulomb interaction between electrons is repulsive. In other fermionic systems, \( U < 0 \) is a possibility and our analysis holds for both situations. We study this Hubbard model as a function of temperature \( 1/\beta \) and chemical potential \( \mu \).

The DMFT impurity model is given in the action formulation as

\[
S_{\text{imp}} = -\frac{1}{\beta} \sum_{\nu,\sigma} c_{\nu\sigma}^\dagger (i\nu + \mu - \Delta_\nu) c_{\nu\sigma} + U n_{\uparrow} n_{\downarrow},
\]

(6)

where \( \nu \) denotes a fermionic Matsubara frequency. Here, the hybridization \( \Delta \) is chosen in a self-consistent fashion, using the condition that the local Green’s function of the impurity model and the associated lattice model should be equal:

\[
g_{\nu}^\sigma = \langle G_{\text{DMFT}} \rangle^\sigma \nu
\]

(7)

where \( g_{\nu}^\sigma = \langle c_{\nu\sigma}^\dagger c_{\nu\sigma} \rangle \) is the Fourier transform of the imaginary time Green’s function of the impurity model and \( \langle \cdot \rangle \) denotes the expectation value of an observable within the impurity model, Eq. (6). The DMFT Green’s function of the lattice model is given by \( \langle G_{\text{local}} \rangle^\sigma \nu = \sum_k (g_{\nu}^\sigma + \Delta_\nu - t_k)^{-1} \), where \( \sum_k \) is the average over momentum \( k \) and \( t_k \) is the Fourier transform of \( t_{ij} \). Note that \( t_k \) is the only place where the lattice structure enters the DMFT formalism. A more detailed explanation of DMFT can be found in the review 24.

As is usual for mean-field theories, information about the actual lattice structure enters the calculation only in a rather coarse way. For example, for Weiss’ mean-field theory for magnetism, only the coordination number enters into the calculations. In the case of DMFT, it is
the local density of states (DOS) of the non-interacting model that carries the information about the lattice into the computations. In that sense, our results here should mostly be considered to describe the rather generic phenomena described by the DMFT approximation rather than specific features of the triangular lattice. In particular, DMFT does not provide an accurate description of specifically low dimensional phenomena like magnetic ordering.

The triangular lattice was chosen since it does not have special additional symmetries, like the particle-hole symmetry of bipartite lattices. There is no vanishing of the density of states, as in the honeycomb lattice, and the Van Hove singularity is well separated from half-filling where the Mott-Hubbard transition occurs.

Coming back to the impurity problem, we use a continuous-time quantum Monte Carlo (CTQMC) solver based on the hybridization expansion. This solver uses improved estimators for the fermion-boson vertex: the Monte Carlo routine measures higher-order correlation functions that are related to the fermion-boson vertex via the equation of motion.

IV. FERMION-BOSON VERTEX OF THE IMPURITY MODEL

With that, we come to the main subject of this work, the fermion-boson vertex of the impurity model. Several definitions are possible, especially regarding the normalization. The physical content is independent of these definitions. For our purposes here, the most convenient definition is

\[ L_{\nu'\nu}^{\sigma\sigma'} = -\frac{\langle c_{\nu'\sigma'} c_{\nu'\sigma,\nu} \rangle - \beta g_{\nu'} \langle n_{\sigma'} \rangle \delta_{\nu\nu'}}{g_{\nu'} g_{\nu'\nu}}. \]  

(8)

Here, \( L_{\nu'\nu}^{\sigma\sigma'} \) is the coupling between a \( \sigma \) electron and an \( \sigma' \) boson, where \( n_{\sigma',\nu} = \sum_{\nu'} c_{\nu'\sigma'}^\dagger c_{\nu'\sigma'} \). The fermionic and bosonic Matsubara frequencies \( \nu \) and \( \omega \) should be understood as the Fourier transform of the imaginary time correlation functions. In the following we assume paramagnetism so that it is sufficient to consider \( L_{\uparrow\uparrow}^{\uparrow\uparrow} \) and \( L_{\downarrow\downarrow}^{\uparrow\uparrow} \). The definition of \( L \) is illustrated in Fig. 2.

The original dual boson works use a slightly different definition. There, the fermion-boson vertex is given by

\[ \chi_{\nu\omega}^{\rho,\sigma} = \frac{-\langle c_{\nu\sigma} c_{\nu'\sigma,\rho,\omega} \rangle - \beta g_{\nu'} \langle \rho \rangle \delta_{\nu\nu'}}{g_{\nu'} g_{\nu'\omega} \chi_{\omega}^{\rho}}, \]

where \( \rho \) is a Hermitian bosonic variable, we restrict our attention to \( \rho = n = n_{\uparrow} + n_{\downarrow} \) or \( \rho = S^z = n_{\uparrow} - n_{\downarrow} \), and

\[ \chi_{\omega}^{\rho} = -\langle \rho \rangle \delta_{\omega} + \langle \rho \rangle \delta_{\omega} \]

is the corresponding susceptibility of the impurity model. This definition differs in two ways from Eq. (8). First, there is a normalization by \( \chi^{-1} \). Secondly, \( \lambda \) is defined in the charge and \( S^z \) channel whereas \( L \) is defined per spin component. The two are related as

\[ L_{\nu'\nu}^{\uparrow\uparrow} = \frac{1}{2} \left( \chi_{\omega}^{n,n_{\uparrow}} + \chi_{\omega}^{n,n_{\uparrow}} \right), \]

\[ L_{\nu'\nu}^{\downarrow\downarrow} = \frac{1}{2} \left( \chi_{\omega}^{n,n_{\downarrow}} - \chi_{\omega}^{n,n_{\downarrow}} \right). \]

Essentially, the spin-based notation is the appropriate basis for the non-interacting system where both spin sectors are decoupled. On the other hand, the charge and magnetic channel are the best basis for the Hubbard interaction, as can be seen in the RPA expression for the susceptibility and in the observation that the metal-insulator transition corresponds to a gap opening in the charge sector and not in the spin sector.

The fermion-boson vertex is related to the fermion-fermion vertex \( \gamma \),

\[ \gamma_{\nu\nu'}^{\sigma\sigma'} = \frac{g_{\nu\nu'}^{(4)} \sigma' \omega' + \beta g_{\nu\sigma} g_{\nu'\omega' \sigma} \delta_{\nu\nu'} \delta_{\sigma\sigma'} - \beta g_{\nu'\sigma} g_{\nu'\omega' \sigma} \delta_{\nu\nu'} \delta_{\sigma\sigma'}}{g_{\nu\sigma} g_{\nu'\omega' \sigma} g_{\nu'\sigma} \delta_{\nu\nu'} \delta_{\sigma\sigma'}}, \]

\[ g_{\nu'\omega'}^{(4)} \sigma' = + \langle c_{\nu'\sigma'} c_{\nu'\sigma'} c_{\nu'\sigma'} c_{\nu'\sigma'} \rangle. \]

(11)

The fermion-boson vertex can be obtained from the fermion-fermion vertex by “tying together” two fermion lines of \( \gamma^{37,43} \). This corresponds to summing over \( \nu' \) in Eq. (11). In a previous work \( 46 \), we used only the charge channel, here we also give the explicit variant for the spin.
channel,
\[
\chi^{\rho,\sigma}_{\nu,\omega} = (\chi^{\rho}_{\omega})^{-1} \left( \frac{1}{\beta} \sum_{\sigma',\nu'} (\pm 1)^{\rho,\sigma,\sigma'} \gamma^{\rho,\sigma,\sigma'}_{\nu,\nu',\omega} g_{\nu'} g_{\nu' + \omega} - 1 \right).
\]
(12)

Here, \((\pm 1)^{\rho,\sigma,\sigma'}\) is equal to 1 for \(\rho = n\), for \(\rho = S^z\) it is equal to +1 if \(\sigma = \sigma'\) and −1 otherwise. The spin structure is clearer when written in the notation of Eq. (8), \(^{104}\)

\[
L^{\uparrow\uparrow}_{\nu,\omega} = -1 + \frac{1}{\beta} \sum_{\nu' \omega' / \omega} \gamma^{\uparrow\uparrow}_{\nu,\nu',\omega} g_{\nu'} g_{\nu' + \omega}
\]

\[
L^{\downarrow\uparrow}_{\nu,\omega} = + \frac{1}{\beta} \sum_{\nu' \omega' / \omega} \gamma^{\downarrow\uparrow}_{\nu,\nu',\omega} g_{\nu'} g_{\nu' + \omega}.
\]
(13)

These formulas show that even in a non-interacting system, i.e., \(U = 0\) and \(\gamma = 0\), the fermion-boson vertex has a finite value of \(-1\). This finite value comes from the equal-spin channel. In terms of response functions, this corresponds exactly to the response of a non-interacting system, as discussed in Sec. II.

The relation between the fermion-fermion and fermion-boson vertex follows from the fact that the boson in question actually consists of two fermions. Diagrammatically, the wavy line in Fig. 2 is replacement by two fermionic lines. The difference is that one of the fermionic frequencies, \(\nu'\) is summed over, these two fermions are tied together into a bosonic operator. \(^{105}\) There are two disconnected diagrams in Fig. 2. The disconnected diagram on the right is removed by the term proportional to \(\delta_{\nu,\omega}\) in Eq. (9). In the diagram on the left, spin and energy conservation require \(\sigma' = \sigma\) and \(\nu' = \nu\). In that case, it is equal to \(g_{\nu} g_{\nu + \omega}\), which cancels with the denominator of Eq. (9) and gives the trivial non-interacting contribution −1 to the vertex. The non-trivial contribution is obtained by inserting the exact two-particle vertex \(\gamma\) into the diagram, as shown in Fig. 3.

V. PERTURBATIVE ANALYSIS

The relation between \(L\) and \(\gamma\), Eq. (13), allows us to transfer the diagrammatic analysis \(^{32,37}\) of \(\gamma\) in terms of \(U\) into an expansion for \(L\) and \(\lambda\). In this weak-coupling expansion, we do use the exact single-particle Green’s function \(g\) and susceptibility \(\chi\). The idea here is that \(g\) and \(\chi\) are much easier to determine than \(\gamma\), \(\lambda\) and \(L\), since the former depend only on a single frequency. Doing the expansion in terms of the interacting \(g\) means that we do not have to take into account self-energy insertion diagrams. Using \(L\), which has explicit spin labels, is beneficial since the bare interaction \(U\) only couples electrons with opposite spin. This interaction happens instantaneously.

The Feynman rules used for drawing these diagrams are given in Appendix A. Simply put, we use blue and red lines for fermionic propagators \(g\) with spin up and down respectively. The 4-fermion Hubbard interaction \(U\) has one ingoing and one outgoing line of both spin flavors. The results of the diagrammatic expansion that follows are summarized in Table I, where the various diagrams are denoted by letters and will be discussed in the following.

1. \(L^{\uparrow\downarrow}\)

Starting with the unequal spin vertex, we obtain one diagram that features a single Hubbard interaction,

\[
L^{\uparrow\downarrow}_{\nu,\omega}^{(a)} = -U \frac{1}{\beta} \sum_{\nu'} g_{\nu} g_{\nu + \omega}
\]
(14)

\[
= -UB_{\omega},
\]
(15)

where \(B\) is a shorthand notation for the bubble of two Green’s function, see Appendix B. This result is notably independent of \(\nu\). This expression can also be obtained by inserting the lowest-order approximation for the vertex, \(\gamma^{\uparrow\downarrow}_{\nu,\omega} \approx -U\), into Eq. (13).

The two Green’s functions in this expression appear as a bubble, in other words as \(\chi^{0}\). We can account for higher orders in \(U\) by replacing \(\chi^{0}\) by the appropriate susceptibility \(\chi\) taking into account the proper spin labels. A practical advantage is that \(\chi_{\nu}\) can be measured directly in the impurity solver, whereas the bubble \(B_{\omega}\) has to be obtained as a sum over fermionic frequency \(\nu\) with a finite frequency cutoff.

\[
L^{\downarrow\uparrow}_{\nu,\omega}^{(a)} = -U \frac{1}{\beta} \sum_{\nu'} g_{\nu} g_{\nu + \omega} = -UB_{\omega},
\]

Here \(\chi^{\downarrow\uparrow} = \langle n_{\uparrow} n_{\downarrow} \rangle + \langle n_{\downarrow} \rangle \langle n_{\uparrow} \rangle\) is the dressed propagator of a particle-hole pair of \(\downarrow\) electrons, diagrammatically \(\Xbar\). Here, we should remember that the blue lines at the end, \(g_{\nu}\), \(g_{\nu + \omega}\), are divided out (amputated) in the expression for \(L\), so that there is no dressing of that particle-hole pair. In the alternative convention, using \(\lambda\), the right-hand side is also amputated and this diagram would correspond simply to \(\pm U\), as one is used to from the vertex \(\gamma\).

In terms of the Mandelstam variables \(^{56}\) used in high energy physics, this is an s-channel diagram where the intermediate particle-hole pair transfers the frequency \(\omega\), so that the resulting expression depends only on \(\omega\) and not on \(\nu\). In addition to depending on \(\omega\) only, the term is also purely real since the susceptibilities \(\chi^{\rho}\) (or the particle-hole bubble \(B\)) are real functions of \(\text{Matsubara}\) frequency in our situation, where the susceptibility is the temporal autocorrelation of the observable \(\rho = n, S^z\) and satisfies \(\chi(\tau) = \chi(-\tau)\).

Eq. (16) has contributions at order \(U\) and \(U^3\), which can be seen from the RPA expression for the susceptibilities, \(\chi^{\rho/2} = \chi^{(0)}/\left(1 \mp U\chi^{(0)}\right)\).
The others channels contribute at order $U^2$, 
\[
L_{\nu\omega}^{\uparrow\uparrow}(b) = \frac{U^2}{\beta^2} \sum_{\nu',\nu''} g_{\nu'} g_{\nu' + \omega} g_{\nu''} g_{\nu'' + \nu' - \nu}
\]
\[
L_{\nu\omega}^{\uparrow\uparrow}(b') = \frac{U^2}{\beta^2} \sum_{\nu',\nu''} g_{\nu'} g_{\nu' + \omega} g_{\nu''} g_{\nu'' + \nu' - \nu - \omega}
\]

These diagrams could also be formulated in terms of susceptibilities to incorporate higher-order corrections. However these would be susceptibilities in other channels, as can be seen in the diagrams in Table I. Diagram (b) contains a propagating particle-hole pair of opposite spin, diagram (b') a particle-particle pair. These would be captured by the spin-flip susceptibility \(\left\langle \left( c^\dagger \sigma c \right)_{\tau_2} \left( c^\dagger \sigma c \right)_{\tau_1} \right\rangle\) and the particle-particle susceptibility \(\left\langle \left( c^\dagger \sigma c \right)_{\tau_2} \left( c^\dagger \sigma c \right)_{\tau_1} \right\rangle\) instead of the density-type susceptibilities \(\left\langle \left( c^\dagger c \right)_{\tau_2} \left( c^\dagger c \right)_{\tau_1} \right\rangle\) considered previously.

Based on the frequency argument in the respective bubbles, these diagrams are t-channel and u-channel respectively. These diagrams are not necessarily real, so that they provide the leading order for Im $L^{\uparrow\uparrow}$ since diagram (a) is purely real.

2. $L^{\uparrow\uparrow}$

Doing the same for the equal spin channel, we find two types of diagrams, in the s and the t channel,
\[
L_{\nu\omega}^{\uparrow\uparrow}(c) = -U^2 \frac{1}{\beta^2} \sum_{\nu',\nu''} g_{\nu'} g_{\nu' + \omega} g_{\nu''} g_{\nu'' + \nu'}
\]
\[
L_{\nu\omega}^{\uparrow\uparrow}(d) = +U^2 \frac{1}{\beta^2} \sum_{\nu',\nu''} g_{\nu'} g_{\nu' + \omega} g_{\nu''} g_{\nu'' + \nu' - \nu}
\]
\[
L_{\nu\omega}^{\uparrow\uparrow} \approx -1 + L_{\nu\omega}^{\uparrow\uparrow}(c) + L_{\nu\omega}^{\uparrow\uparrow}(d).
\]

Both can be reformulated in terms of the equal-spin susceptibility to include higher-order terms.
\[
L_{\nu\omega}^{\uparrow\uparrow}(c) = -U^2 B_{\nu} \chi^{\uparrow\uparrow}_{\nu}
\]
\[
L_{\nu\omega}^{\uparrow\uparrow}(d) = +U^2 \frac{1}{\beta} \sum_{\nu'} g_{\nu'} g_{\nu' + \omega} \chi^{\uparrow\uparrow}_{\nu'}
\]

The s-channel diagram is similar to the s-channel diagram for $L^{\uparrow\uparrow}$ in several ways. First of all, it does not depend on $\nu$ in any way, since the only two lines that carry the frequency $\nu$ are amputated. Secondly, this contribution is real since both the susceptibility $\chi$ and the bubble $B$ are real.

The t-channel diagram, on the other hand, contains $\chi_{\nu'-\nu}$ which depends explicitly on $\nu$. This means that $L_{\nu\omega}^{\uparrow\uparrow}$ depends on $\nu$ at the second order in $U$. In addition, this contribution is not purely real in general. Based on this, we expect Im $L$ and Im $\lambda$ to scale as $U^2$ for small $U$. We will come back to real and imaginary parts of the vertex later.

Fig. 4 shows numerical results at $U = 0.4$, $\mu = -1$ and $\beta = 5$, i.e., in the small $U$ regime. These results confirm the perturbative expectations: The largest contribution (after the trivial contribution -1 to $L^{\uparrow\uparrow}$) comes from diagram (a), in the $L^{\uparrow\uparrow}$ channel, purely real, independent of $\nu$ and decaying as a function of $\omega$. The perturbative expression do not just describe the qualitative features, they actually give a very good quantitative match at this small value of $U$, as can be seen by comparing the symbols and the solid lines in Fig. 5. These two figures also show that the imaginary part and Re $L^{\uparrow\uparrow}$ do depend on $\nu$, mostly in the range $\nu \in [-\omega, 0]$.

3. Particle-hole symmetry

In this work, we study systems without particle-hole symmetry. However, our analytical results are derived for the general situation and are also applicable to particle-hole symmetric situations. Verifying that our diagram-
FIG. 4: The fermion-boson vertex $L_{\nu \omega}$ at $U = 0.4$, $\mu = -1$ and $\beta = 5$, calculated within DMFT. Every pixel corresponds to a specific pair of Matsubara frequencies.

FIG. 5: The fermion-boson vertex at $U = 0.4$, $\mu = -1$ and $\beta = 5$, cross-sections at several values of $\omega$ of the data in Fig. 4. The first two panels are both at $\omega = 0$, the second one has a significantly smaller y axis for clarity. Solid lines are the perturbative, diagrammatic predictions. The vertical dashed gray line is the center point of the time-reversal symmetry relation, Eq. (23).
matic expressions satisfy particle-hole symmetry is a useful consistency check. Particle-hole symmetry as it occurs for DMFT on bipartite lattices at half-filling means that under the transformation $U \rightarrow -U$, all single-particle properties stay the same, at the two-particle level $S^2$ and charge fluctuations are interchanged (and $S^x, S^y$ are interchanged with the particle-particle fluctuations). Looking at Eq. (8), this means that the following must hold:

$$L^{\uparrow\uparrow} \xrightarrow{U \rightarrow -U} L^{\uparrow\uparrow}$$

$$L^{\uparrow\uparrow} \xrightarrow{U \rightarrow -U} -L^{\uparrow\downarrow}$$

(20)

(21)

The first relation is obviously satisfied by Eq. (19), since $L^{\uparrow\uparrow}$ depends only on $U^2$, $g$ and $\chi^{\uparrow\uparrow}$ and these are all invariant under particle-hole symmetry. For the second relation, we see that the first-order diagram for $L^{\uparrow\uparrow}$ is indeed antisymmetric in $U$. It is a bit harder to see what happens with diagrams (b) and (b’) at particle-hole symmetry. In fact, these two diagrams cancel in that case. Particle-hole symmetry implies $-g_\omega = g_{-\omega}$, i.e. the Green’s function is purely imaginary, so that

$$L^{\uparrow\uparrow}_{\nu\omega} = \frac{U^2}{\beta^2} \sum_{\nu’\nu_2} g_{\nu’\nu_2} g_{\nu_2\omega} g_{\nu_2\nu’+\omega-\nu_2}$$

$$= (-1)^2 \frac{U^2}{\beta^2} \sum_{\nu’\nu_2} g_{-\nu’-\nu-\omega} g_{\nu_2\nu’+\omega-\nu_2}$$

$$= \frac{U^2}{\beta^2} \sum_{\nu_2} g_{a+\omega} g_{\nu_2} g_{\nu-a-\nu_2}$$

$$= \frac{U^2}{\beta^2} \sum_{a_\nu} g_{a} g_{\nu_2} (-g_{a+\nu_2})$$

$$= -L^{\uparrow\downarrow}_{\nu\omega} \text{[b]},$$

(22)

where in the second line the summation variable was changed to $a = -\nu’ - \omega$. This completes the proof that the expansion of $L$ satisfies particle-hole symmetry when the underlying $g$ and $\chi$ do.

4. Time-reversal symmetry

Another useful property of the fermion-boson vertex is the mirror symmetry in the fermionic frequency axis\textsuperscript{46}, which comes from the time-reversal symmetry of the underlying action.

$$\left(\chi^{\nu,\sigma}_{\nu,\omega} \right)^* = \chi^{\nu,\sigma}_{-\nu-\omega,\omega}.$$ (23)

In Ref. 46, the fermion-boson vertex was only shown in a particle-hole symmetric system, where the vertex is purely real. The calculations performed here do not feature particle-hole symmetry so that both aspects, complex conjugation and frequency mirroring, of the symmetry are visible.

The time-reversal symmetry relation is properly satisfied by the diagrammatic expansion of $L$ shown in Table 1. The time-reversal symmetry relation interchanges diagrams (b) and (b’), the other diagrams are time-reversal symmetric by themselves.

In the figures, as for example in Fig. 5, the central point for the particle-hole symmetry, $\nu = -\nu’, 2$, is indicated by a vertical gray line for $\omega \neq 0$. The (anti-)symmetry of the vertex with respect to this frequency is clearly visible.

VI. WARD IDENTITY

In the previous section, we used a perturbative expansion to predict the $L$ based on simpler objects. Such a perturbative approach is only suited to weakly interacting systems, whereas DMFT and its expansions are specifically aimed at correlated systems. In this section, we use the Ward identity\textsuperscript{59–61} to derive relations between $L$ and simpler objects. Since the Ward identity is an exact relation in quantum field theory that holds regardless of the interaction strength, this approach is useful even for strongly correlated systems. The Ward identity is a manifestation of the continuity equation for the density operator, $\partial_t \rho + [\rho, H_{\text{DMFT}}] = 0$. A recent discussion of the role of the Ward identity in DMFT can be found in Ref. 48.

For the fermion-boson vertex at a finite frequency $\omega$, the Ward identity may be written as (see Appendix C)

$$L^{\uparrow\uparrow}_{\nu\omega} = -1 + \frac{\Sigma_{\nu+\omega} - \Sigma_{\nu}}{i\omega} + \frac{1}{\beta} \sum_{\nu’} \Delta^{\nu’+\omega}_{\nu’} \gamma^{\uparrow\downarrow}_{\nu’\nu_2} g_{\nu’+\omega} g_{\nu_2},$$ (24)

$$L^{\downarrow\uparrow}_{\nu\omega} = -1 + \frac{1}{\beta} \sum_{\nu’} \Delta^{\nu+\omega}_{\nu_2} \gamma^{\downarrow\uparrow}_{\nu’\nu} g_{\nu_2} g_{\nu_2+\omega},$$

where we remind the reader that $\Delta_\nu$ is the hybridization function that enters the impurity action, Eq. (6). We note that the right-hand side of the Ward identity also contains a two-particle correlation function, $\gamma$. In that sense, no simplification has been achieved so far. However, this identity immediately suggests as useful approximation for $L^{\uparrow\uparrow}$,

$$L^{\uparrow\uparrow} \approx -1 + \frac{\Sigma_{\nu+\omega} - \Sigma_{\nu}}{i\omega}.$$ (25)

Fig. 6 shows the fermion-boson vertex at a sizeable value of $U, U = 10$, for $\mu = -1$ which corresponds to $\langle n \rangle \approx 0.43$. The dashed lines show this approximation (for $\omega \neq 0$), the symbols show the numerical results. We observe that this simple approximation works well at large $\omega$, where it captures both the magnitude and the frequency structure rather accurately. On the other hand, for smaller $\omega$ there are significant deviations coming from the vertex corrections in Eq. (24). In particular, ignoring the vertex corrections gives $L^{\uparrow\uparrow} = 0$, or in other words, $L^n = L^z$. A more sophisticated and useful approximation is discussed in Appendix D.

It is also immediately clear that Eq. (25) works well in the limit $U \rightarrow 0$ since $\gamma^{\uparrow\uparrow} \propto U$ and $\gamma^{\downarrow\uparrow} \propto U^2$. Note
also that although there are linear in $U$ contributions to the self-energy (the Hartree diagram, the Fock diagram vanishes since it couples fermions with the same spin), these are independent of frequency so the second term in Eq. (24) also contributes at order $U^2$, as expected from the diagrammatic expressions given earlier. In fact, as shown in Appendix E, diagram (a) is recovered from the Ward identity in the weakly interacting limit where $\Delta$ and $g$ take their non-interacting values.

With respect to the discussion in Sec. II, it is important to note that the Ward identity presented here is based on a continuity equation, not on a conservation relation. The total charge and magnetization of the impurity are not conserved quantities, since fermions can move from and onto the impurity from the bath, which acts as a “source” and “sink”. These movements are responsible for the appearance of the term containing $\Delta$ and $\gamma$. In fact, in the atomic limit which is discussed below, Eq. (25) is exact. This means that the approximation correctly describes both limits of the Hubbard model.

VII. SUM RULE

As was discussed above, the fermion-boson vertex is obtained from the fermion-fermion vertex by “tying together two fermion lines into a boson”. This can be done once more, resulting in a sum rule relating $\lambda$ to the susceptibility $\chi$. In terms of $L$,

$$\frac{1}{\beta} \sum_{\nu} g_{\nu} g_{\nu+\omega} L_{\nu\omega}^{\uparrow \uparrow} = \langle n_{\uparrow,\nu} n_{\uparrow,\omega} \rangle - \langle n_{\uparrow} \rangle \langle n_{\uparrow} \rangle \delta_{\omega} = - \chi_{\omega}^{\uparrow \uparrow} \quad \text{(Sum $L^{\uparrow \uparrow}$)} \quad \text{(26)}$$

$$\frac{1}{\beta} \sum_{\nu} g_{\nu} g_{\nu+\omega} L_{\nu\omega}^{\downarrow \uparrow} = \langle n_{\uparrow,\nu} n_{\downarrow,\omega} \rangle - \langle n_{\uparrow} \rangle \langle n_{\downarrow} \rangle \delta_{\omega} = - \chi_{\omega}^{\downarrow \uparrow} \quad \text{(Sum $L^{\downarrow \uparrow}$)} \quad \text{(26)}$$

These relations follow straightforwardly from Eq. (8). The susceptibility on the right-hand side of these equations is purely real, the left-hand side is also real due to time-reversal symmetry, Eq. (23).

This sum rule is indeed satisfied numerically in our computations. However, the convergence with respect to the summation variable $\nu$ is relatively slow, as illustrated below.

The Ward identity can also be written as a sum rule, as shown in App. C,

$$\frac{1}{\beta} \sum_{\nu} \frac{\Delta_{\nu+\omega} - \Delta_{\nu}}{\kappa \omega} g_{\nu} g_{\nu+\omega} L_{\nu\omega}^{\uparrow \uparrow} = - \chi_{\omega}^{\uparrow \uparrow} \quad \text{(Ward $L^{\uparrow \uparrow}$)} \quad \text{(27)}$$

$$\frac{1}{\beta} \sum_{\nu} \frac{\Delta_{\nu+\omega} - \Delta_{\nu}}{\kappa \omega} g_{\nu} g_{\nu+\omega} L_{\nu\omega}^{\downarrow \uparrow} = - \chi_{\omega}^{\downarrow \uparrow} \quad \text{(Ward $L^{\downarrow \uparrow}$)} \quad \text{(27)}$$

Comparing this sum rule to Eq. 26, we see that inserting the non-trivial factor $(\Delta_{\nu+\omega} - \Delta_{\nu})/\kappa \omega$ does not change the outcome of the sum. This is similar to the result of Appendix E. The new sum rule is useful, however, since the convergence of Eq. (27) is much better than that of Eq. (26), since the additional factor typically decays as a function of $\nu$.

We illustrate the sum rules in Table II and Fig. 7, corresponding to the vertex of Fig. 6. For clarity, the results have been divided by minus the susceptibility, so that the sum should equal +1. Only the real part of the sum rules is shown, the imaginary part is fulfilled as a consequence of time-reversal symmetry. The Ward identity sum rule is only applicable at $\omega \neq 0$. 

![FIG. 6: The fermion-boson vertex at $U = 10$, $\mu = -1$ and $\beta = 5$, cross-sections at two values of $\omega$. Colors are the same as in Fig. 5. Dashed lines are the lowest order contribution to the Ward identity, Eq. (25) at $\omega \neq 0$.](image-url)
Several observations can be made from these results. First of all, the convergence of the Ward sum rule is much better, with most of the sum rule restricted to the range \((-\omega, 0)\). For the normal sum rule, this range actually contributes to the sum rule with the wrong sign, so that the remaining frequencies need to compensate to eventually fulfill the sum rule. At \(\omega_m = 15\), this compensation is so incomplete that the partial sum over the frequency range shown here is negative. The range \(\nu \in (-\omega, 0)\) describes exactly the fermions with \(\nu < 0\) and \(\nu + \omega > 0\), i.e., fermions that are excited from below to above the real axis by the external field.

Secondly, we see that the contributions to the sum rule are more spread out over \(\nu\) for larger \(\omega\). This results in a decreasing fractional fulfillment of the sum rules for large \(\omega\), a larger \(\nu\) range is needed to fully capture the sum rules.

Finally, the fulfillment of the sum rules for \(L^{\uparrow\uparrow}\) is better than those for \(L^{\uparrow\downarrow}\). This is consistent with the results of Fig. 6, where Re \(L^{\uparrow\downarrow}\) (dark orange) actually increases as a function of \(\nu\), whereas Re \(L^{\uparrow\uparrow}\) is dominated by the constant trivial contribution \(-1\). To rephrase, the difference in the charge and magnetic response occurs at relatively large fermionic Matsubara frequency (for fixed bosonic frequency, i.e., frequency of the applied field).

On the other hand, the difference between charge and magnetic response vanishes for large bosonic Matsubara frequency\(48\).

These three observations hold not only for the specific parameters shown here, we have verified them over a large part of phase space.

The sum rules essentially tell how much of the total response is contained in a fermionic frequency window. With an eye on diagrammatic extensions of DMFT, where the fermion-boson vertex is usually only calculated for a finite number of fermionic frequencies, the sum rule can provide a guide to what frequency cutoff should be used. However, in this respect it is important to remember that the dual boson method\(43,46\) combines the fermion-boson vertex with a so-called dual Green’s function that decays as \((i\nu)^{-2}\) instead of the \((i\nu)^{-1}\) decay of \(g\), so convergence of dual boson calculations is likely to be better than the sum rule suggests.

### VIII. ATOMIC LIMIT

Additional insight into the physics of the Hubbard model can be gained by studying the atomic limit\(34,44,45,62–67\). This limit can be understood either as the \(t \to 0\) limit of a Hubbard lattice model, or simply as a single-site Hubbard model. Since the Hilbert space of a single atom is small, the exact eigenstates can be found and used to calculate all observables.

In the DMFT spirit, the atomic limit corresponds to
setting $\Delta = 0$. Looking at the Ward identity, (24), the terms containing $\gamma$ vanish and for $\omega > 0$,
\[ L_{\text{atomic}}^{\uparrow\downarrow} = 0 \]
\[ L_{\text{atomic}}^{\uparrow\uparrow} = -1 + \frac{\Sigma_{\nu} + \omega - \Sigma_{\nu}}{i\omega} \]
\[ = -1 + \frac{U^2}{4\nu(\nu + \omega)}. \] (28)

Here, the second equation holds at half-filling and uses the well known expression for the self-energy in the half-filled Hubbard atom $\Sigma_{\nu} = U^2/4\nu$. This expression clearly satisfies the time-reversal symmetry and particle-hole symmetry requirements. This results has previously been derived\textsuperscript{44,45} based on the Lehmann representation instead of the Ward identity. Alternatively, one can also verify that summing over the second fermionic frequency $\nu'$ in the expression for the generalized susceptibility of the atomic limit\textsuperscript{67} gives the same result. The Ward identity approach is more elegant and efficient.

The qualitative difference between the atomic limit and the impurity embedded in a bath is that the fermion number $n_\sigma$ is a conserved quantity in the atomic limit, the fermion cannot go anywhere. In that sense, Eqs. (28) are identical to the $q = 0$ Ward identity for lattice models, which also corresponds to conserved quantities. That $L_{\nu\nu}^{\uparrow\downarrow}$ is zero can be understood when interpreting $L$ as a response function. A finite frequency field which only works on the $\uparrow$ fermions will change their spectrum but not the total particle number, so the $\downarrow$ electrons will not feel anything.

It is also useful to have a look at the sum rule obtained from the Ward identity, Eq. (27). The left-hand side of this equation is zero for $\omega \neq 0$. The right-hand side contains the susceptibility of the Hubbard atom. This susceptibility is also zero at finite frequency, since the total charge of either spin in the atom is conserved, the fermions cannot move. The atomic limit illustrates once more why using $L$ instead of $\lambda$ can be useful, the definition of $\lambda$ includes a division by $\chi$ which is zero, so that $\lambda$ is divergent in the atomic limit.

**IX. REAL ENERGIES**

So far, we have studied the fermion-boson vertex using Matsubara frequencies. An analysis using real frequencies is also possible and can be useful for a physical interpretation. A Lehmann representation for three-point correlation functions exists\textsuperscript{35,68} expressing the correlation function in the complex plane in terms of the exact eigenstates of the model. For practical purposes, one can consider analytical continuation of the vertex from the Matsubara axis to real frequencies. This continuation is a bit more involved than that of the single-particle Green’s function, since the fermion-boson vertex has two frequency arguments. We use the notation $\nu \rightarrow E + i\eta$ and $\omega \rightarrow \Omega + i\zeta$.

For the special case $\omega_{\nu=0} = 0$, no analytical continuation in $\omega$ is needed, since this frequency is both a real energy and a Matsubara frequency. In that case, we can simply use the regular toolbox for analytical continuation of single-particle Green’s functions to do the continuation $\nu \rightarrow E + i\eta$.

Note that here, we have taken the limit $\omega_{\nu=0} \rightarrow 0$ first, before doing the analytical continuation. In particular, this means that $|E| > |\Omega| = 0$. This is (potentially) different from the limit $\lim_{\Omega \rightarrow 0} \lim_{E \rightarrow 0}$, i.e., with $|E| < |\Omega|$. This is similar to the static and dynamic limits of Fermi liquid theory, when energy and momentum go to zero, as discussed, for example, in\textsuperscript{69}.

A further question concerns the normalization or sum rules. The imaginary part of the single-particle Green’s function $g(E + i\eta)$ corresponds to the spectral function which is normalized to unity, and combining the spectral function with the Fermi function gives the particle density,
\[ -\frac{1}{\pi} \int dE \text{Im} g(E) = 1 \]
\[ -\frac{1}{\pi} \int dE \text{Im} g(E) f(E) = \langle n \rangle. \] (29)

Here $f(E)$ is the Fermi distribution function. Accordingly, we can immediately derive sum rules for $ggL$ by interpreting it as a response function, Eq. (4). First, suppressing the infinitesimal imaginary shift $+i\eta$ for notational convenience, and restricting ourselves to $\Omega = 0$, we find
\[ \int dE \text{Im} g_E g_L E,\Omega=0 = \int dE \frac{d}{dh} \text{Im} g(E) \]
\[ = \frac{d}{dh} (-\pi) \]
\[ = 0, \] (29)

which tells us that external fields do not change the total spectral weight. Secondly,
\[ \int dE f(E) \text{Im} g_E^z g_L^z E,\Omega=0 = \int dE f(E) \frac{d}{dh} \text{Im} g(E)^z \]
\[ = -\pi \frac{d}{dh} \langle n_\uparrow \rangle \]
\[ = \frac{\pi}{2} \chi_{\Omega=0}, \] (30)

which is simply the real energy equivalent\textsuperscript{106} of the sum rule Eq. (26). Note that the factor of two comes from the fact that the magnetic susceptibility describes the change in magnetization, and in a paramagnetic system $d(\langle n_\uparrow \rangle - \langle n_\downarrow \rangle)/dh = 2d \langle n_\uparrow \rangle / dh$. A similar sum rule can be derived for the density channel. The second sum rule can also be formulated in terms of $\lambda$ instead of $L$, in which case the right-hand side will simply be $\pi/2$. Note that in this case, since both sum rules are independent of $\Omega$, they actually also hold for Matsubara frequencies $\omega$, i.e. when only continuation in the fermionic frequency is performed.
Together, since \( f(E) > 0 \), these two relations essentially imply that \( ggL \) contains contributions with opposite sign as a function of \( E \), so that the total integral is zero whereas the weighted integral is finite. These opposite sign contributions happen at \( E > 0 \), i.e. above the Fermi level, so that they do not fully enter Eq. (30).

The fact that \( ggL \) is not positive definite hinders some forms of analytical continuation, although Eq. (30) could still be used as a normalizing factor. Here, to give only an impression of the real energy structure, we use Padé approximants\(^{70}\) to perform the analytical continuation in the fermionic Matsubara frequency. In Fig. 8 we show an example of such an analytical continuation.

In general, analytical continuation of data obtained from Monte Carlo simulations is a hard problem (see, e.g., Refs.\(^ {71,72} \) for recent overviews). For this reason, here we have restricted ourselves to a moderate interaction strength where we were able to obtain the Matsubara axis data with sufficient accuracy to perform analytical continuation. Figure 8 corresponds to a 'best case' for the continuation, we found significant continuation artifacts at many other parameters. A more systematic investigation of the real energy structure as a function of physical parameters would require both higher quality data and more sophisticated continuation procedures, possibly drawing inspiration from recent works on analytical continuation\(^ {73–75} \).

Figure 8 nicely illustrates how the simultaneous fulfillment of Eqs. (29) and (30) occurs: Negative contributions at \( E > 0 \) (above the Fermi level) ensure that the total spectral weight remains constant, the external field simply moves spectral weight from above to below the Fermi level. These states were initially (almost) empty and are now (mostly) filled, so that the total density does change.

\[ g g \lambda^\mu \cdot f(E) \] should integrate to zero according to Eq. (29), the filled curve shows \( g g \lambda^\mu \cdot f(E) \) which should integrate to \( \pi/2 \) according to Eq. (30). In this case, the numerical deviation from these sum rules is less than 3%.

X. METAL-INSULATOR TRANSITION

One of the main motivations for DMFT comes from its ability to describe the Mott-Hubbard transition. Initially, this transition was mainly studied on the single-particle level\(^ {24,76–78} \), in terms of the vanishing quasiparticle weight \( Z \) and the density of states. Later, it turned out that there are also very characteristic features of the Mott-Hubbard transition on the two-particle level\(^ {32,33,79} \). In this section, we discuss what happens to the fermion-boson vertex near the Mott transition and relate this to what happens on the single-particle level using the Ward identity. We focus on the doping-driven transition, i.e., we keep temperature and interaction strength constant and change the chemical potential, the transition will be visible around half-filling (for sufficiently large \( U \)). Strictly speaking, the system is insulating only exactly at half-filling. The transition is studied by approaching this insulating state from above and from below (in terms of the density), which shows divergences and differences between taking the limit from above and from below, two signs of a phase transition.

The essential role of the fermion-boson vertex close to the metal-insulator transition is clear from Eq. (1). The insulator has a charge gap, which means that the charge response \( dn/d\mu \) is suppressed\(^ {107} \), the \( n(\mu) \) curve of Fig. 9 goes almost completely flat. At the same time, the spin response is not suppressed. In the expression for the response, only \( L \) depends on the channel, so it is clear that there must be large difference in the two channels of \( L \). In particular, \( L'' \) must suppress the finite value of \( g g \) to a very small value of \( dn/d\mu \)\(^ {108} \).

We start by looking at \( U = 16 \), which is sufficiently large to be deep inside the insulating phase at half-filling. In Fig. 9, we show how the density evolves as a function of \( \mu \). Half-filling occurs between \( \mu = 5 \) and \( \mu = 9 \). In this region, the compressibility \( dn/d\mu \) (the slope of the curve) is very small, as expected close to an insulating phase. The numerical stability of the DMFT self-consistency cycle, which is subject to Monte Carlo errors,
deteriorates when getting very close to half-filling. Our CT-HYB solver requires $\Delta_\tau < 0$ for all $\tau$ and $-\Delta_{\tau=\beta/2}$ becomes very small close to the insulating phase, so that Monte Carlo noise can break this condition. The results shown here are sufficiently close, $|dn| < 10^{-3}$ for $\mu = 5$ and $\mu = 9$, to half-filling to make meaningful statements about the transition.

Close to half-filling, the susceptibility $\chi$ at $\omega = 0$ is very different in the two channels, $(dn/d\mu)^{\text{imp}} = \chi_{\omega=0}^n \approx 0$ whereas $(dm/d\mu)^{\text{imp}} = \chi_{\omega=0}^z$ stays finite. As explained in Sec. II, the fermion-boson vertex describes how the individual fermionic levels contribute to these susceptibilities. The combination $-2/\beta \cdot g_\nu g_{\nu+\omega} \chi_{\omega\nu}$ is normalized to unity, together the fermionic levels give the entire response.

Figure 10 shows this quantity just below half-filling. In the charge channel, we see that the fermions at small $\nu$ give large negative contributions that are eventually compensated by positive contributions at large $\nu$. This important role of negative contributions to $dn/d\mu$ is reminiscent of the eigenvalue analysis of Ref. 65. The charge response had to be rescaled to be comparable to the magnetic response. The latter has not changed much in shape compared to lower interaction strengths, the largest contribution to $dm/d\mu$ comes from small $\nu$, decaying monotonously for large $\nu$.

For $\omega \neq 0$, we find negative small $\nu$ contributions of significant magnitude in both channels. For large $\omega$, the vertex is independent of the channel. This is consistent with the fact that at large $\omega$, both susceptibilities share the same asymptote. The insulating state is characterized by the difference in charge and spin response at low (zero) frequency, however charge and spin excitations are indistinguishable at high frequencies.

Figure 11 shows the imaginary part of $A$ for $\omega > 0$, both below and above half-filling. The imaginary part is large in magnitude and changes sign at half-filling, suggesting a divergence at half-filling. Since we do not have access to arbitrary small doping, we cannot definitively say if there is a true divergence there, or if the divergence is eventually cut-off by some small energy/temperature scale. The largest values occur at $\nu = 0$ and $\nu + \omega = 0$, i.e., transitions that involve fermions at zero energy (Fermi level). These two frequencies are connected by time-reversal symmetry, so summing over $\nu$ removes the imaginary part. This means that this divergent feature is invisible in the susceptibility. Only the magnetic channel is shown in Fig. 11, the density channel is very similar at finite $\omega$, as was already visible in Fig. 10.

The divergence when approaching half-filling is also...
visible in Fig. 12, where the vertex at the lowest fermionic Matsubara frequency is shown as a function of the chemical potential. There is a change of sign and a large increase in magnitude at half-filling. A similar change of sign in the imaginary part occurs at zero frequency, $\omega = 0$, as is visible in Fig. 13. Unlike at finite frequency, $\omega > 0$, here there is still an order of magnitude difference between the charge and spin channel. The change of sign happens in both channels.

The zero frequency fermion-boson vertex of Fig. 13 can be understood as the response of the Green’s function to a change in chemical potential or external magnetic field, as discussed in Appendix F. In this case, we actually have access to the Green’s function as a function of chemical potential $\mu$, so we can compare the charge channel of the vertex with the actual response to changes in $\mu$. The observation that $\lambda_{\nu, \omega = 0}^{\nu}$ changes sign at half-filling, for any value of $\nu$, corresponds to the change of slope of $\Sigma_{\nu}$ as a function of $\mu$. The second observation from Fig 13, that this change of sign dramatically increases in magnitude for small $\nu$, suggests non-smooth behaviour of $\Sigma$ as a function of $\mu$.

So, to understand the charge vertex, we can also look at the change in self-energy as a function of chemical potential. For the Mott insulating system, the shape of the self-energy is rather well-known. As a function of $\mu$, $|\Im \Sigma_{\nu_0}|$ reaches a maximum at half-filling (Mott insulator), corresponding to $\Im L = 0$ exactly at half-filling. However, the value of $|\Im \Sigma_{\nu_0}|$ corresponding to this maximum is divergent when the insulating phase is approached, $\Im \Sigma_{\nu_0} \sim Z^{-1}$ where $Z$ is the quasiparticle weight, so that $L$ is also divergent upon approaching the insulator. In practice, the inverse quasiparticle weight and $\Im \Sigma$ stay finite in simulations at finite temperature, so that $L$ and $\lambda$ should also approach some finite maximum. However, since these vertices correspond to a derivative, $dZ^{-1}/d\mu$, this maximum can turn out to be extremely large.

Vertex divergences have received considerable attention recently. These investigations differ from our study in several ways. First of all, we find divergent behaviour as a function of chemical potential/doping at constant $U$, whereas most previous studies were performed at half-filling as a scan over $U$. In fact, this divergent behaviour shows up in the imaginary part of the vertex, which is exactly zero in the particle-hole symmetric situations that are usually studied. Second, the divergence found here occurs in a thermodynamic response function of the system, not just in two-particle irreducible quantities. The divergence is directly related to the (change in) quasiparticle weight $Z$, which is experimentally observable.

The fermion-boson vertex studied here is the one of the auxiliary impurity model. Related divergent features in the momentum-resolved fermion-boson vertex of the lattice model around the metal-insulator transition have recently been found, in the real part at half-filling, where once again the quasiparticle weight $Z$ plays a crucial role.

**XI. CONCLUSION AND DISCUSSION**

The fermion-boson vertex of impurity models appears in three ways in the theory of correlated fermions: as a two-particle correlation function, as the response of the Green’s function to external fields and as an object in diagrammatic extensions of DMFT. In this work we have investigated the properties of this vertex.

We started with the perturbative structure of this vertex at small $U$, following previous works, which provides an intuitive understanding of the main frequency structures of the vertex. We then discussed the Ward identity for the fermion-boson vertex and used this identity to introduce an efficient description of the high-frequency behaviour of the vertex. Such an efficient description is particularly valuable with an eye on multiband diagrammatic extensions of DMFT. It might also help to understand the simplified momentum structure of the fermion-boson vertex found in cluster simulations.
We also discussed two frequency sum rules and the real energy structure of the fermion-boson vertex. We have used this knowledge of the fermion-boson vertex to study the doping driven metal-insulator transition. Close to the insulating phase, the charge and magnetic channel develop dramatic differences. Characteristic for the insulator is the vanishing compressibility while the magnetic susceptibility stays finite. This difference originates in the fermion-boson vertex. In particular, we find that fermions with small $\nu$ (close to the Fermi surface) give a large negative contribution to $dn/d\mu$. Compensation by the slowly decaying vertex at large $\nu$ ensures that $dn/d\mu$ ends up positive, as required from thermodynamic principles. The response to external fields with high frequency is completely different. At large Matsubara frequencies, the charge and spin response is identical and this is also visible in the fermion-boson vertex.

Our analysis in this work is aimed only at impurities from Dynamical Mean-Field Theory. There are extensions of DMFT that introduce retarded interactions. The impact of that type of interaction is discussed in Appendix G.
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Appendix A: Feynman rules

In this appendix, we give the Feynman rules that are used to derive the diagrammatic expressions in Sec. V.

- Draw all topologically distinct connected skeleton diagrams involving propagators for up and down fermions (red/blue) and the Hubbard interaction $U$. Every interaction has one incoming and outgoing line of both colors.

- Amputate the incoming/outgoing fermion lines on the left-hand side.

- Associate a factor $g$ with every remaining fermion line.

- Associate a factor $U$ with every Hubbard interaction $U$.

![FIG. 14: Counting the number of fermion loops for diagrams (c) and (d) from Table I. The diagram on the left has three fermion loops, the diagram on the right has two fermion loops.](image)

- Start with prefactor $+1$, every fermion loop contributes a factor $-1$, every interaction contributes a factor $-1$.

- Assign frequency variables to every fermion line, sum over internal frequencies, every internal summation carries a factor $1/\beta$. The external frequency $\nu'$ is also summed over, this summation also carries a factor $1/\beta$.

It can be useful, as discussed for diagram (a) in the main text, to replace a bubble of two Green’s functions $g$ by a susceptibility $\chi$.

The concept of counting loops deserves a bit more explanation. The diagrams for $L$ have four external lines, the two fermions that form the boson and the two normal fermions. These external points have to be handled consistently to determine the overall sign of the diagram. This can be understood by comparing diagrams (c) and (d), which differ in sign exactly because of how the external lines are attached. To conveniently and consistently count the number of loops, we found it useful to replace the four-fermion interaction vertex by a “mediating boson” that couples to propagators of opposite spin on both ends, to connect the two fermionic lines that form the boson and to also connect the other two fermions. In Fig. 14 we illustrate this for diagrams (c) and (d), which differ in sign because they then have 3 and 2 loops, respectively.

Appendix B: Bubble

We introduce a shorthand notation for a convolution of two Green’s function (bubbles),

$B_{\omega} = \frac{1}{\beta} \sum_{\nu} g_{\nu} g_{\nu + \omega},$

$B_{\nu}^{PP} = \frac{1}{\beta} \sum_{\nu} g_{\nu} g_{-\nu + \omega}. \quad (B1)$

We provide their well-known frequency inversion relations for future use $B_{-\omega}^{PP} = (B_{\omega}^{PP})^*$, which follows from
\( g_{-\nu} = (g_{\nu})^* \), and \( B_{-\omega} = (B_\omega)^* = B_\omega \):

\[
B_\omega = \frac{1}{\beta} \sum_\nu g_\nu g_{\nu + \omega}
= \frac{1}{\beta} \sum_\nu g_{\nu}^* g_{\nu - \omega}^*
= \frac{1}{\beta} \sum_{\nu=-\nu-\omega} g_{\nu + \omega}^* g_{\nu}^*
= B_\omega^*.
\]

Note that the definition of \( B \) does not include a summation over spins. In the non-interacting system, the bubble is proportional to the susceptibility, \( 2B_\omega = \chi_\omega(U=0) \) for both \( \rho = n \) and \( \rho = S^z \).

Appendix C: Ward identity

Our goal is to prove, for \( \omega \neq 0 \),

\[
L^{\uparrow \uparrow}_{\nu \omega} = -1 + \frac{\sum_{\nu + \omega} - \sum_{\nu - \omega}}{\nu \omega} + \frac{1}{\beta} \sum_{\nu} \Delta_{\nu + \omega}^{\uparrow \uparrow} \gamma_{\nu \nu + \omega} g_{\nu} g_{\nu + \omega},
\]

\[
L^{\uparrow \downarrow}_{\nu \omega} = + \frac{1}{\beta} \sum_{\nu} \Delta_{\nu + \omega}^{\uparrow \downarrow} \gamma_{\nu \nu + \omega} g_{\nu} g_{\nu + \omega},
\]

In this case, it is more convenient to do the derivation in terms of \( \lambda \) than in terms of \( L \), i.e. to use the charge and spin channel explicitly. We start from Eq. E3 in Ref. 48. In the present case, it reads

\[
g_{\nu + \omega} - g_{\nu} = \frac{1}{\beta} \sum_{\nu'} \chi_{\nu \nu' \omega}^\rho (\Delta_{\nu + \omega} - \Delta_{\nu'} - i\omega)
\]

where the three-frequency object \( \chi_{\nu \nu' \omega}^\rho = g_{\nu \nu' \omega}^{(4)\rho} + 2\beta g_{\nu} g_{\nu'} \delta_{\rho, \nu} \) is the generalized susceptibility given in the charge/spin channel, the last term only contributes in the charge channel and the factor 2 comes from the sum over spin. The generalized susceptibility is related to the fermion-boson vertex as \( g_{\nu} g_{\nu'} \chi_{\nu \nu' \omega} = -\frac{1}{\beta} \sum_{\nu'} \chi_{\nu \nu' \omega} \), for \( \omega \neq 0 \). The last term in the right-hand side of Eq. (C1) is independent of \( \nu' \) so that the frequency sum can be performed, after summing over \( \nu \).

\[
0 = \frac{1}{\beta^2} \sum_{\nu \nu'} \chi_{\nu \nu' \omega}^\rho (\Delta_{\nu + \omega} - \Delta_{\nu'} - i\omega)
\]

\[
= - i\omega \chi_{\omega}^\rho - \frac{1}{\beta} \sum_{\sigma' \nu'} (\Delta_{\nu + \omega} - \Delta_{\nu'}) g_{\nu} g_{\nu'} \chi_{\nu \nu' \omega}^\sigma.
\]
which for a paramagnetic system can be rewritten as
\[
-\frac{2}{\beta} \sum_{\nu} \frac{\Delta_{\nu + \omega} - \Delta_{\nu}}{i\omega} g_{\nu} g_{\nu + \omega} \chi_{\nu \omega} = 1.
\] (C4)

Note that here we used again the relation between generalized susceptibility and fermion-boson vertex, but this time for the sum over the first fermionic frequency.

**Appendix D: The vertex at large frequencies**

Diagrammatic analysis can be used to determine the asymptotic structure of vertices\(^{31,57}\). The main point is that if one of the external lines carries a large frequency, this same frequency is also present in the internal lines of the diagram. Since the Green’s function decays as a function of frequency, this means that those diagrams also decay in magnitude. In higher order diagrams, this large frequency is usually carried by several propagators and these diagrams therefore decay more quickly. Only specific higher-order diagrams remain relevant and these can be resummed in terms of susceptibilities.

Here, we follow a similar approach, but with an additional trick. Instead of performing a diagrammatic analysis of \(L\) directly, we use the Ward identity Eq. (24) and plug in the asymptotic structure of \(\gamma\)\(^{57}\). The advantage of this approach is that for large \(\omega\) the self-energy term already contains a decent part of the frequency structure in \(\nu\), as is visible in the bottom panel of Fig. 6, and that the remaining contribution from the fermion-fermion vertex appears in a combination with single-particle quantities that enhance the convergence of the frequency sums. The resulting expressions allow for an efficient description of the fermion-boson vertex at larger frequencies, so that the exact calculations only have to be done for a small frequency window\(^{31,34,35}\).

Our goal is to find expressions for the vertex that only involve single-frequency objects. We start with the asymptotic expressions for the fermion-fermion vertex\(^{57}\):

\[
\gamma_{\nu \nu' \omega}^{\uparrow \uparrow} = 0 - U^2 \chi_{\nu \omega}^{\uparrow \downarrow} + U^2 \chi_{\nu' \omega}^{\downarrow \uparrow} + U^2 B_{\nu \nu' \omega}^{pp}.
\]

Here, the treatment of the particle-particle susceptibility differs from the particle-hole susceptibilities. The latter can be measured efficiently inside the impurity solver, so that we simply use the full susceptibility. For the particle-particle susceptibility we do not have the exact impurity result and we instead use the bubble \(B_{pp} = -\chi_{pp}^{\uparrow \downarrow}\).

Then, we insert these expressions into the Ward identity, Eq. (24). In this way, we obtain expressions for \(L\) that only involve \(g_{\nu}, \sigma_{\nu}, \Delta_{\nu}\), and \(\chi_{\omega}\).

\[
L_{\nu \omega}^{\uparrow \uparrow} = -1 + \frac{\Sigma_{\nu + \omega} - \Sigma_{\nu}}{i\omega} + U^2 \frac{1}{\beta} \sum_{\nu'} g_{\nu'} g_{\nu' + \omega} \left( \chi_{\nu' \omega}^{\uparrow \downarrow} - \chi_{\nu' \omega}^{\downarrow \uparrow} \right) \frac{\Delta_{\nu + \omega} - \Delta_{\nu}}{i\omega}.
\]

(D1)

\[
L_{\nu \omega}^{\downarrow \uparrow} = \frac{U}{\beta} \sum_{\nu'} g_{\nu'} g_{\nu' + \omega} \left( -1 + U \chi_{\nu' \omega}^{\uparrow \downarrow} + U B_{\nu \nu' \omega}^{pp} \right) \frac{\Delta_{\nu + \omega} - \Delta_{\nu}}{i\omega}.
\]

(D2)

These formulas are illustrated in Fig. 15. This figure shows that this approximation works well both qualitatively and quantitatively at these parameters. The simpler approximation of Eq. 25 (gray lines) completely ignores the fermion-fermion vertex and therefore does not distinguish between the charge and spin channel. In general, we find that Eq. D2 works well at large \(\omega\), even for strong interaction strengths. Close to the metal-insulator transition, deviations are a bit larger but still very reasonable.

**Appendix E: Non-interacting system and Ward identity**

In DMFT for a non-interacting system, \(\Sigma = 0\), so \(g_{\nu} = i\nu - \Delta_{\nu}\). We can use this to simplify the expression that occurs in the Ward identity for the non-interacting system:

\[
\frac{\Delta_{\nu + \omega} - \Delta_{\nu}}{i\omega} g_{\nu} g_{\nu + \omega} = g_{\nu} g_{\nu + \omega} + \frac{1}{i\omega} (g_{\nu} - g_{\nu + \omega})
\]

\[
\sum_{\nu'} \frac{\Delta_{\nu' + \omega} - \Delta_{\nu'}}{i\omega} g_{\nu'} g_{\nu' + \omega} = \sum_{\nu'} g_{\nu'} g_{\nu' + \omega},
\]

where the second term on the right-hand side summed to zero as a telescoping series.

For small \(U\), to leading order \(g\) is still given by the non-interacting Green’s function and \(\gamma^{\uparrow \uparrow} \propto U\) is independent of frequency and can be taken out of frequency sums and \(\gamma^{\uparrow \downarrow}\) is of order \(U^2\) and can be neglected. Inserting the previous result into the Ward identity Eq. (24), we indeed recover the result of diagram (a).
Here, we used that the fermion-boson vertex corresponds to changing $\mu$ while keeping $\Delta$ constant. This relation can be seen as the zero-frequency equivalent of the Ward identity\textsuperscript{69}, Eq. (24). In the derivation of Ref. 69, this relation is shown to hold even when only approximations of $\Sigma$ and $L$ are known, as long as those approximations satisfy the Ward identity. Our derivation here only applies to models with an exact solution, but that is sufficient for our purposes here.

According to Fig. 13, the change in sign of the fermion-boson vertex occurs at all frequencies $\nu$, including the large frequency limit. This limit can be understood in terms of the asymptotics of $\Sigma$, see e.g., Ref. 88,

$$
\Sigma_{\nu} \nu \rightarrow \infty \rightarrow \infty = \frac{U}{2} \frac{\langle n \rangle}{\nu} + U^2 \frac{\langle n \rangle}{\nu} \left(1 - \frac{\langle n \rangle}{2}\right) \frac{1}{\nu} + \ldots
$$

By taking the derivative with respect to $\mu$, we find that the imaginary part of the fermion-boson vertex decays as $\nu^{-1}$ and is proportional to the compressibility, to $U^2$ and to the deviation from half-filling,

$$
\text{Im}L_{\nu,0}^n = \frac{U^2}{2\nu} \left(1 - \langle n \rangle\right) \frac{d\langle n \rangle}{d\mu}.
$$

The $U^2$ factor is consistent with our observation that lowest-order diagram (a) is real. Since both $U^2$ and $dn/d\mu$ are positive, the sign change at half-filling is clear in this expression, and occurs regardless of interaction strength. Going from $L$ to $\lambda$, we simply need to divide by the susceptibility at $\omega = 0$, i.e., by $-d\langle n \rangle/d\mu$,

$$
\text{Im} \lambda_{\nu,0}^n \nu \rightarrow \infty = \frac{U^2}{2\nu} \left(1 - \langle n \rangle\right).
$$

**Appendix F: Fermion-boson vertex at zero frequency**

We have derived the Ward identity for the fermion-boson vertex $L_{\nu,0}$ for $\omega \neq 0$. It is also possible to derive an insightful relation for the vertex at $\omega = 0$. The zero frequency fermion-boson vertex can be understood as the response of the Green’s function to a change in chemical potential or external magnetic field\textsuperscript{109}. Going from $\lambda$ or $L$ to the response, we have to remember the additional factor $gg$ in Eq. (4), meaning that our observations do not translate directly. In fact, we can rewrite the equations in a more natural way, by using the relation between self-energy $\Sigma$ and Green’s function $g$,

$$
g_{\nu}^{-1} = i\nu - \Delta_{\nu} + \mu - \Sigma_{\nu},
\frac{dg_{\nu}}{d\mu} = -g_{\nu} \frac{d\Sigma_{\nu}}{d\mu},
= g_{\nu}^2 \left(-1 + \frac{d\Sigma_{\nu}}{d\mu}\right),
\left.L_{\nu,0}^n = -1 + \frac{d\Sigma_{\nu}}{d\mu}.\right)
$$

**Appendix G: Retarded interaction**

Several extensions of DMFT, such as EDMFT\textsuperscript{89–94}, EDMFT+GW\textsuperscript{95–97}, dual boson\textsuperscript{43} and TRILEX\textsuperscript{44,45,86,98}, use impurity models with retarded (dynamical) interactions. This means that the impurity action, Eq. (6), contains terms like $U_{\omega,0}n_{\omega}n_{\omega}$ or $U_{\omega}S_{\omega}^zS_{\omega}^z$. Similar retarded interactions occur in effective Hubbard models obtained by constrained RPA\textsuperscript{99}. To what extent do the results obtained in this manuscript generalize to models with dynamical interactions?

The diagrammatic analysis of Sec. V can proceed in a rather similar way, taking into account that the interaction $U$ needs to be replaced by $U^{\sigma\sigma}(\omega)$, with $\omega_i$ the appropriate transferred frequency. In general, the Hubbard interaction now also couples two fermion lines with the same spin (albeit at different times). This means, for example, that there will be a counterpart to diagram (a) for $L^{\uparrow\downarrow}$.

The Ward identity is based on the continuity equation and contains the commutation relation $[\rho, H_{\text{AIM}}]$. As long as the retarded interaction commutes with the bosonic variable $\rho$ under investigation, the Ward identity
will stay the same. However, when they do not commute, additional terms in the Ward identity will appear. For example, additional terms will appear for the fermion-boson vertex $L^2$ in an impurity model with a retarded interaction in the $S^c$ channel. This also means that the Ward sum rule, Eq. (27), will contain additional terms. On the other hand, the sum rule Eq. (26) still holds since it follows from the definition of the correlation functions.
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There is a subtle point in this argument: The response

\[ \frac{\partial E}{\partial \mu} \]

does not vanish as also discussed in footnote 108.

Note that the situation is different at a second-order

\[ T \to T_0 \]

transition where the compressibility is the same. The vertices shown in Fig. 9. This distinction leads to quantitative

\[ \text{Note that in our notation, in } \frac{\partial}{\partial \mu} \text{ the fermion with spin } \sigma \text{ has frequency } \nu \text{ and the fermion with spin } \sigma' \text{ has the frequency } \nu' \text{ which is summed over. Compared to the definition for } \gamma \text{ the spin labels are interchanged, as is visible in } L^\sigma. \]

In \( \tau \)-space, these lines have the same value of \( \tau \).

The fermion-boson vertex of the impurity model corresponds to the response to an external field \textit{while keeping the impurity model constant}, as also discussed in footnote 108.

Note that the situation is different at a second-order Mott transition where the compressibility is actually divergent instead of vanishing.

There is a subtle point in this argument: The response functions of the DMFT solution for the lattice and of the auxiliary impurity model are not the same. Essentially, the \( \frac{dn}{d\mu} \) of the impurity model denotes the derivative with fixed hybridization \( \Delta \) whereas the \( \frac{dn}{d\mu} \) in DMFT also includes the effect of the hybridization changing as a function of \( \mu \). The latter corresponds to the derivative of Fig. 9. This distinction leads to quantitative differences, however the overall physics of a strongly suppressed compressibility is the same. The vertices shown in this manuscript all correspond to the impurity model.

Again, we remind the reader of the fact that the impurity vertex describes the response at constant \( \Delta \), as discussed in footnote 108.