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Abstract
Random numbers are central to cryptography and various other tasks. The intrinsic probabilistic nature of quantum mechanics has allowed us to construct a large number of quantum random number generators (QRNGs) that are distinct from the traditional true number generators. This article provides a review of the existing QRNGs with a focus on their various possible features (e.g., device independence, semi-device independence) that are not achievable in the classical world. It also discusses the origin, applicability, and other facets of randomness. Specifically, the origin of randomness is explored from the perspective of a set of hierarchical axioms for quantum mechanics, implying that succeeding axioms can be regarded as a superstructure constructed on top of a structure built by the preceding axioms. The axioms considered are: (Q1) incompatibility and uncertainty; (Q2) contextuality; (Q3) entanglement; (Q4) nonlocality and (Q5) indistinguishability of identical particles. Relevant toy generalized probability theories (GPTs) are introduced, and it is shown that the origin of random numbers in different types of QRNGs known today are associated with different layers of nonclassical theories and all of them do not require all the features of quantum mechanics. Further, classification of the available QRNGs has been done and the technological challenges associated with each class are critically analyzed. Commercially available QRNGs are also compared.
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1. Introduction
The need for randomness is eternal; even in the epics, we see games based on specific devices’ random outcomes. In fact, lottery and gambling of some form or other were also in existence in all the early civilizations. With time the relevance of random numbers has been widened, and new applications of random numbers have been found in weather prediction to Monte Carlo simulation [1-3], cryptography to statistical sampling [4-5]. In daily life, knowingly or unknowingly, we often use the output of random number generators. For example, one-time passwords (OTPs) received for various purposes, pins provided by the bank, and CAPTCHAs that appear on your screen when you try to log in at some website are all expected to be the output of a random number generator.
Naturally, there is intense interest among scientists and technologists in building random number generators, and various types of random number generators have been built and/or proposed in the recent past [6–9]. The output from the random number generator should ideally conform to the principles of uniformity and independence, i.e., the random numbers produced should be equiprobable and there should be no correlations between them. Further, privacy is another crucial parameter for application in cryptography. Interestingly, many of these random number generators are not true random number generators (TRNGs) and can best be referred to as pseudo-random number generators (PRNGs). PRNGs [10,11] are based on some deterministic algorithms which convert a small input string into a larger set of strings that satisfy specific tests such as NIST test [12], Die-Hard test [13], etc. to be useful in certain situations. PRNGs can produce random numbers fast, but such random numbers are not truly random as if one knows the algorithm and the initial input string, then all the random numbers can be predicted. Such random numbers can be helpful in situations where privacy is not essential such as simulations and weather forecasting, but not so for the case of secure communication and computation.

TRNGs are different from PRNGs in that it is based on an unpredictable physical process. The solution to get a true random number sequence is to exploit the randomness associated with certain natural phenomena such as atmospheric noise [14], cosmic background radiation [15], thermal noises [16], noises in electronic circuits [17], chaotic systems [18], etc. Such phenomena are so complex that they can produce non-deterministic random numbers. However, the quality of such random numbers is hard to quantify [19]. It is challenging to certify the source of randomness as we cannot discard the possibility that a mature theory in the future will be able to accurately model the physical phenomenon that appears too complex to model at the moment, and hence the generated random numbers become predictable. So, it is always good to rely on a source with intrinsic randomness associated with it. We all know that quantum mechanics is inherently non-deterministic [20–21], so a quantum system can serve as an ideal source to generate truly random numbers [22]. Further, the laws of quantum mechanics can be used to quantify the quality of random numbers. The current quantum technology is quite mature that it is now possible to generate high-quality random numbers which can be used in unconditionally secure cryptography applications [9]. The random number generators which use quantum sources to produce a certifiable source of randomness are known as quantum random number generators (QRNGs) [78]. Quantum systems have fascinating facets such as the existence of superposition states, collapse on the measurement, entangled but space-like separated particles, the existence of non-local correlations, the existence of indistinguishable particles [23,24]. Such features are counter-intuitive to our classical minds. These features play pivotal role in making the quantum systems intrinsically random and, hence, provide the sources for a new class of random number generators (QRNGs).

The early QRNGs mainly exploited the property of uncertainty principle of quantum mechanics to build random number generators based on the phenomena of radioactivity [25–27], shot noise in electronic circuits [28–31], etc. Such systems had some drawbacks. For example, we may mention difficulty associated with the handling of radioactive sources and differentiating between shot and thermal noises. Further, they were also slow. To overcome these shortcomings, scientists looked towards exploiting the features of quantum optics and built generators based single-photon detectors [32–43] as well as macroscopic photodetection [44–51]. Similarly, atomic systems were also used to demonstrate QRNGs [52–53], for example, by exploiting the spin noise [54–56]. Provided a complete control over the setup, there even exists a QRNG proposal, offering expo-
nential speed-up in public randomness testing. The protocol in ref. \[57\] achieves this by generating a set of random sequences at once such that randomness of any one those sequences can be evaluated by testing just one sequence among the set. This reduces the complexity in testing the randomness of all the generated sequences. The devices mentioned till now work on the assumption of the trust on the vendors, but there may be situations in which one needs to certify whether the device is working properly or not. Further, the privacy of the output is of utmost importance for applications in unconditionally secure communications. So, the self-testing QRNGs are the next generational devices in which the user can test the devices for privacy and randomness of the output without assuming trust in the vendors. Such self-testing QRNGs usually exploit the nonlocal correlations present in quantum systems. Many interesting experiments on the development of such devices have already been reported in the last decade \[58\]–\[63\]. The major drawback of self-testing devices is that they have very low generation speeds in comparison to trusted devices. So, the solution lies in between with current focus on semi-self testing devices \[64\]–\[73\] which try to optimize the generation rates with the certification.

Above discussion clearly indicates that there are different type of random number generators. A brief classification of known random number generators is shown in Figure 1. Each class and subclass mentioned in Figure 1 will be discussed with appropriate importance in the subsequent sections. However, before we proceed to do that we would like to note that currently, the field of developing QRNG is very active with a slew of companies that have now come up with commercial QRNGs such as ID Quantique \[74\], Toshiba \[75\], PicoQuant \[76\], QuantumCTek \[77\] with excellent generation speeds and newer startups are coming up every year with new products. In short, exciting developments have been happening and this review aims to share that excitement with the readers.

This review aims not only to track the progress in the development of QRNGs but also to explore the facets of randomness associated with available devices and their applications in specific systems and situations. In particular, we will explore the origin of the randomness of the currently available QRNGs as well as the futuristic devices from the perspective of a set of hierarchical axioms for quantum mechanics \[78\] in which succeeding axioms can be regarded as superstructure built on top of the structure provided by the preceding axioms. The set of axioms to be used in this review can be briefly described as (Q1) incompatibility and uncertainty; (Q2) contextuality; (Q3) entanglement; (Q4) nonlocality and (Q5) indistinguishability of identical particles. Each of the mentioned axioms has an associated facet of the quantum systems. We know that quantum mechanics has different flavours of non-classicality, and these flavors have a multitude of different origins. The related debates among the researchers working in the foundations of quantum mechanics are still to be settled conclusively. Various people have devised mathematical constructs such as generalized probability theory (GPT) \[79\]–\[80\], generalized no-signalling theory (GNST) \[81\] and generalized nonlocal theory (GNLT) \[82\] to throw some light on the origin of quantum mechanical features. Our aim here is not to settle these hotly debated foundational questions, but to classify the QRNGs into new classes based on the origin of the randomness. We will come back to this in the latter part of the review after elaborating on the different classes of QRNGs shown in Figure 1. Further, another area of interest is regarding the certification of QRNGs with respect to the classical and quantum adversaries. Quantum adversaries are more powerful than their classical counterparts as they also have quantum resources in their hand. So, in this article we will also try to compare different QRNGs based on adversarial model.
Figure 1. (Color online) Classification of random number generators. The classification is not strict and all-inclusive, with many generators overlapping in more than one class. RNG-Random Number Generator, PRNG-Pseudo Random number generator, TRNG-True Random Number Generator, QRNG-Quantum Random Number Generator, CTRNG-Classical True Random Number Generator, SPD-Single Photon Detector, ASE-Amplified Spontaneous Emission
This review is organized as follows: In Section 2, randomness is mathematically defined in terms of entropy and it’s shown that the randomness can be quantified. Subsequently, the differences between PRNGs and TRNGs are explicitly described in Section 3. Then, a detailed overview of the trusted QRNGs is provided in Section 4. Thereafter, we move towards the self-testing QRNGs in Section 5 and semi-self testing QRNGs in Section 6, respectively in sequence. Afterwards, we explore the origin of the randomness in QRNGs in Section 7. Finally, we conclude the review in Section 8 with a brief mention of the commercially available QRNGs.

2. Quantifying randomness via entropy

Entropy measures the amount of randomness present in a system or equivalently the amount of information that can be gained from a system. A simple measure of randomness is given by the so-called Shannon entropy [83]. It gives the average amount of information (measured in bits) that we can extract or gain from the system. For a random variable \( X \) with a probability distribution \( P_X(x) \), the Shannon entropy \( H(X) \) is defined as

\[
H(X) = - \sum_{x \in X} P_X(x) \log_2 P_X(x),
\]

where \( X \) denotes the set of possible values of the random variable \( x \). It measures the ignorance or information gained from knowing the value of the random variable. If some events are more likely than others, the average information gained from knowing an outcome will be less than a uniform distribution. A higher value of Shannon entropy implies that the probability distribution is relatively closer to uniform and vice versa. Clearly, we can see that if the random variable takes only a single value, the entropy is zero, while the entropy will be more if it can take many values with the entropy maximizing at the point when all possible outcomes are equiprobable. We can see an intrinsic connection between randomness and entropy of the system [20][21][84], i.e., the greater the entropy, the more randomness is. Consequently, entropy can be used as a measure of randomness. However, not all entropy measures are appropriate to use in the context of QRNGs. For example, Shannon entropy can only be used under the assumption that the random variables are independent and identically distributed in the asymptotic limit. This is hardly the case in practical setups where device imperfections come into play. For this reason, various other generalized entropies are also defined and connected to randomness [85].

A family of entropies that generalizes the Shannon entropy are the Rényi entropies [86], defined as

\[
H_\alpha(X) = \frac{1}{1-\alpha} \log_2 \sum_{x \in X} P_X(x)^\alpha,
\]

where \( \alpha \) is the order of the entropy. Rényi entropy reduces to Shannon entropy in the limit \( \alpha \to 1 \). In general, for different orders of entropy \( \alpha \) and \( \beta \) satisfying \( \alpha \leq \beta \) we have the relation between the Rényi entropies

\[
H_\alpha(X) \geq H_\beta(X)
\]
for any distribution \( X \).

A widely used instance of it is the min-entropy \( H_{\infty}(X) \) which is obtained in the limit \( \alpha \to \infty \) as,

\[
H_{\infty} = - \log_2 [\max_{x \in X} P_X(x)].
\]

It is easy to see that min-entropy acts as a lower bound to all the Rényi entropies. Given a distribution \( X \), \( 2^{-H_{\infty}(x)} \) gives the lower bound to the success probability of guessing one of the outcomes. In other words, min-entropy of \( p \) implies that every event has a bounded probability of \( P_X(x) \leq 2^{-p} \) to happen, and thus we can represent the probability distribution as distributions uniform in \( p \) bits. Since \( k \) bits can be extracted from a distribution uniform in \( k \) bits, for a distribution with min-entropy \( p \), for every outcome, we can extract \( p \) uniform bits [87,88].

These measures of randomness via entropy can be extended to study joint distribution where the information content of a random variable may conditionally depend on other random variables. For example, a situation where part of the system is with \( A \) and the rest with \( B \). If we denote the combined system with the density matrix \( \rho_{AB} \) in the Hilbert space \( \mathcal{H}_{AB} = \mathcal{H}_A \otimes \mathcal{H}_B \), where \( \mathcal{H}_A \) and \( \mathcal{H}_B \) are the sub-spaces of the system accessible to \( A \) and \( B \), respectively, we can define the conditional min-entropy [89]

\[
H_{\infty}(A \mid B)_{\rho} = \sup_{\sigma_B} \left( - \log_2 \lambda \right),
\]

where \( \sigma_B \) is the reduced density matrix of \( B \) and \( \lambda \) is the smallest real number such that

\[
\lambda I_A \otimes \sigma_B - \rho_{AB}
\]

is non-negative.

Conditional min-entropy measures the information gained from the subsystem of \( A \) given complete information about the subsystem of \( B \). In other words, \( 2^{-H_{\infty}(A \mid B)}_{\rho} \) gives the lower bound to the probability of guessing outcomes of \( A \) given complete knowledge of \( B \) [90]. If the distribution is uncorrelated, we get back the original min-entropy. Further, Konig and Renner [91] introduced the concept of smooth min-entropy defined as

\[
H^\epsilon_{\infty}(A \mid B)_{\rho} = \sup_{\tilde{\rho}} H_{\infty}(A \mid B)_{\tilde{\rho}}
\]

with \( \tilde{\rho} \) such that \( \| \tilde{\rho}_{AB} - \rho_{AB} \| \leq \epsilon, \| A \| = \text{tr} \sqrt{A^\dagger A} \). This entropy measures the valid outcomes for any particular sample rather than in the asymptotic limit. It becomes useful in the entropy estimation of randomness generators or in quantifying the capability of the randomness extractors to produce bits as close to a uniform distribution. However, in general, the estimation of min-entropy for a general unknown source is highly non-trivial [92,93]. Repeated measurements can only provide a crude estimate. In most cases, bounds for the entropy are generated using analysis done on the physical source. QRNGs provide a clear advantage in this aspect. Quantum theory describes the randomness source precisely, compared to other generators based on physical processes, say, atmospheric noise. Even in the presence of classical noise or an eavesdropper, available min-entropy can be bounded using the accurate predictions provided by quantum
theory. The existence of good randomness sources with easily quantifiable entropy is not enough if we don’t have an efficient way for randomness extraction. Most random number generators with physical sources of entropy do not produce uniform bits; one needs to extract the available min-entropy into a uniform string using a randomness extractor for its practical use. In order to generate secure random numbers at high rates, various practical challenges have to be overcome, and various assumptions used during entropy estimation have to be satisfied. We will expand more on this in the subsequent sections.

3. Pseudo and true random number generators

Deterministic algorithms can create strings of numbers that try to imitate the distribution statistics of random numbers. These algorithms constitute the so-called pseudo-random number generators (PRNGs). On the other hand, if the source of random numbers is unpredictable physical events, they are called true random number generators (TRNG). Albeit not being truly random, PRNGs have the advantage of being extremely fast, and for many applications, it is sufficient to have numbers generated by PRNG. In general, PRNGs use deterministic algorithms to convert a small string of input bits (seed) to a larger string of bits that satisfies a specific set of randomness tests that a genuinely random sequence should satisfy [94]. Note that with knowledge of the initial seed and the algorithm used, one can easily predict the output of the PRNG [95,96]. This demands the input seed to be random in each run of the PRNG. The standard approach is to use sequences of uniform distribution from which other distributions can be generated using various transformations [10,97]. Usually, PRNGs are based on the principles of number theory. For example, Lehmer introduced [98] linear congruential generators, which generates random numbers using the recursive formula

$$X_{n+1} = (aX_n + b) \mod m, \quad n \geq 0,$$

where $X_i$ is the $i^{th}$ digit; which is multiplied by $a$ ($0 \leq a < m$), $b$ ($0 \leq b < m$) is used as the increment, and $m > 0$ is used as the modulus to obtain $X_{i+1}$. Output numbers are sensitive on these input parameters and are also periodic, though the period is so large that they can be approximated to be random. Thus, the PRNGs are modeled to have considerable repetition periods to be still used as a random sequence. One of the most common pseudo-random number generators used in scientific software nowadays is the MT19937, based on Mersenne Twister (linear shift feedback registers [99]) [100], having a period of $2^{19937} - 1$. PRNGs also need to satisfy additional criteria to be used in cryptographic applications. They follow stricter conditions than previously mentioned generators to increase the security of use in cryptographic protocols and are usually referred to as the cryptographically secure PRNGs (CSPRNG) [7]. Such generators should satisfy forward and backward security, meaning that no algorithm can use the knowledge of a part of the generated sequence to predict any preceding or succeeding bits with a probability greater than achieved by random guessing [101,102]. A notable example of that is the Blum-Blum-Shub generators [103] which are based on the bi-prime factorization problem.

$$X_{i+1} = X_i^2 \mod N$$
where $N = pq$ where $p$ and $q$ are prime numbers. Breaking this generator is shown to be equivalent to the bi-prime factorization problem, which is considered to be computationally secure [104].

PRNGs provide an edge over other randomness generation methods for applications that require fast rates and reproducibility. Under appropriate conditions, they can be used for scientific simulations [105], and cryptographic protocols [106] which requires large amounts of data that only need to mimic random statistics. Not all PRNGs are suitable for this task. It has been shown that linear congruential generators may have correlations undetected by standard randomness tests [107]. Low-quality randomness has been shown to adversely affect the outcomes of scientific simulations [108], and cryptographic protocols [109]. Although PRNGs are faster than alternative random number generators, it is not entirely unpredictable. Since numbers generated using PRNGs can be replicated if one knows the initial value of the seeds, their security will be compromised if an adversary gets hold of it. To take care of this problem, one needs to look beyond the deterministic algorithms used by PRNGs. Certain physical processes are known to be good sources of randomness, whether due to our ignorance of the system or from something intrinsic. A TRNG uses such physical processes as its entropy sources and attempts to extract randomness. The schematic of a TRNG is shown in Figure 2.

In fact, TRNGs are not without their own set of issues that hinder their wider adoption. They generally have a limited generation rate compared to PRNGs. They are limited by the physical processes that function as their randomness. The physical processes used in TRNGs could be anything from user’s disk access times in an operating system, mouse motion, or keystrokes [110], to the noise in circuit electronics [17], and chaotic systems [18]. These processes provide a consistent entropy source and can also be complemented with other RNGs for added security [111]. The randomness they do generate is based on our ignorance of a particular physical system, and it is generally hard to quantify the amount of randomness generated. An example would be a TRNG using electrical noise in a circuit as its entropy source. Noise in such systems arises from the shot noise or the thermal noise. It is hard to differentiate between these two sources [112] which becomes an issue when calculating the entropy. This failure to form tight bounds to the entropy makes testing the device for failures much more difficult. For the same reason, the failures occurring within a TRNG are harder to detect, making it prone to attacks [113]. QRNGs are a special case of TRNGs where the physical process that acts as a source of randomness is of quantum origin. For clarity, we will denote TRNGs that can be clearly modelled with the quantum theory as QRNGs and the rest of the TRNGs as Classical TRNGs or CTRNGs. A clear distinction should be made between QRNGs and CTRNGs. The physical processes used in CTRNGs are often difficult to predict due to the incomplete knowledge of the system. Some so-believed CTRNGs,
such as those using thermal noise and data in an electric circuit, may also take advantage of quantum phenomena. The only problem is that we do not know how to evaluate the amount of intrinsic randomness from basic physical principles. In this work, we only refer to QRNGs as devices whose working principles can be clearly modelled using quantum mechanics. Since QRNGs are backed by a well-defined mathematical model of quantum theory one can get a certified source of randomness, which can be checked using the laws of quantum mechanics. The rest of the text will detail various QRNGs, including theoretical models, practical implementations, generation rates, etc.

4. Trusted device QRNGs

Trusted device QRNG assumes that the devices used to extract randomness and the provided source are well characterized. Their simplicity in theory and ease in implementation make them suitable for practical applications. They are only fit for application if the implementation adequately fits the model. This is highly demanding in an experimental setup since controlling quantum systems is hard. These devices cannot certify whether the output bits are genuinely random or in the control of an adversary. This is why it is referred to as a trusted device. If you trust that your device is working as intended, you could choose appropriate quantum protocols to generate random numbers. In what follows, we will classify trusted device QRNGs into two subclasses: non-optical trusted device QRNGs and optical trusted device QRNGs. Under each subclass, various possible implementations exist, and those are briefly described below with specific attention to their merits and demerits. To begin with, let us discuss different possible implementations of non-optical trusted QRNGs.

4.1. Non-optical trusted device QRNGs

This section will discuss various trusted device QRNGs that do not use optical elements in the randomness generation process. These include random number generators based on radioactive decays and other atomic systems and the systems based on electronic noise present in circuits.

4.1.1. Radioactive Decay

Radioactive decay of particles was one of the first quantum phenomena used to generate random numbers [25]. Radioactivity can only be explained by using the uncertainty principle in quantum mechanics. Hence, QRNGs based on radioactivity effectively exploits the Q1 axiom only i.e. incompatibility and uncertainty. The radioactivity based random number generators depended on sensitive Geiger-M"uller (GM) tubes and well-characterized radioactive sources of $\alpha, \beta,$ and $\gamma$ radiations. Detectors for $\beta$ radiations are much simpler and hence widely used. GM tubes produce a pulse for each detected particle using a Townsend avalanche [113]. The probability of decay within the time interval ‘$dt$’ is given by

\[ P(t)dt = \lambda_m e^{\lambda_m t} dt, \]

where $\lambda_m$ is the decay constant of the particular radioactive source. The pulses form a Poisson distribution, and the exact rate depends on many factors like the half-life of the sample, position of the sample, state of gas in the GM tube. From the random arrival of
Figure 3. (Color online) Schematic of radioactivity-based TRNG with (a) Fast clock method: Random number generated equals the number of clock cycles between detections made by Geiger detector. (b) Slow clock method: The number of detection made by the Geiger detector in a fixed interval is taken to be the random number generated.

Pulses \[114\], random numbers can be generated using a couple of different ways: (i) Fast clock method \[28\] (Fig. 3(a)), where the frequency of the clock is greater than the mean rate of detection and (ii) Slow clock method \[25\] (Fig. 3(b)), where the counts occur more frequently than a clock cycle. By measuring the clock cycles between two successive clicks, the randomness in the time of arrival is converted to bits. Every time detection is made, the fast clock reads and resets itself back to zero, and the corresponding time is used to generate a random number \[26\]. We can make the obtained distribution more uniform by taking the counts’ parity (odd/even). If the counts are taken in binary, this is equivalent to taking the least significant digit or the coefficient of \(2^0\) in the binary form. For example, if the number of counts is ‘2’, it is written as ‘10’ in binary, and the random number generated would be ‘0’. For an odd number, let us say ‘3’ or ‘11’ in binary; the generated number would be ‘1’. The slow clock method utilizes the number of counts in a fixed period to generate random numbers. One should restrict the number of counts to some integer \(N\); a modulo counter. Furthermore, using modulo addition of different counts, one can obtain distributions with arbitrarily small bias \[25\]. This will decrease the bias at the cost of reducing string length.

Some modern radioactive decay-based random number generators use semiconductor devices instead of GM tubes as it requires less voltage to operate and are convenient \[27,115\]. Even though the output signals are weaker, they can be amplified further. They simplify the design of the generators. Interestingly, the proposals in \[115\] produce uniform distribution by using an RC circuit that converts an exponential or Poissonian random variable to one having uniform distribution.

QRNGs based on radioactive sources face severe drawbacks which limit their practical use. Since the randomness source is radioactive, it requires special care (improved safety measures) and knowledge. The radioactivity can also affect the detectors, decreasing their efficiency over time. Detector dead-time due to a buildup of ions inside the detector also poses a limitation. Due to the detector dead-time, GM tubes and semiconductor tubes need some time to recover their full detection abilities after a successful detection event \[113\]. All of this needs to be taken into account while generating random bits, along with the appropriate post-processing steps \[116\].
4.1.2. Electronic Noise

The noise present in electronic circuits can also be used as a source of entropy in extracting randomness. Typical random number generators based on electronic noises use circuit elements like resistors or diodes as the source of entropy. The noise typically arises due to the quantum nature of the charge carriers. Again, this is due to the uncertainty principle of quantum mechanics, hence only Q1 axiom is utilized. The noise, once generated, can be amplified and used for extraction. A simple method would be to compare the voltage output of the noisy element against a threshold value to generate random bits [28,29]. Another way would be to use the time of arrival methods detailed in Sec. 4.1.1 [30,31].

The noise present in such systems can be broadly classified as shot-noise [117] and thermal noise [118,119]. Shot noise arises due to the quantum nature of the current carriers and is hence truly probabilistic in nature [120]. It is caused by carriers tunneling through quantum barriers created by \( p-n \) junctions to create reverse or leakage current, which causes shot-noise. This jumping of quantum carriers shows up as voltage peaks across a diode under adequately low current. Thermal noise, however, is caused by the motion of the carriers in response to the ambient temperature. Ideally, one would want to extract randomness from shot-noise since it’s a quantum process in the true sense. However, in practice, it is difficult to isolate these effects [112] and hence extraction of randomness from shot noise suffers from this drawback. They are also known to have memory effects as voltage spikes depend on previous charge flow in the diode and thereby effects the quality of randomness extracted from it [121]. Zener diodes and transistors have been known to predominantly exhibit shot-noise effects under the right conditions [122,123], and there are also commercial QRNGs that use shot-noise as a source of entropy [124,125].

4.1.3. Atomic systems

Apart from the approaches mentioned above for quantum random number generation, there have been proposals for random number generation using atomic systems. For example, in Refs. [51,52], trapped ions were used for random number generation. The experimental setups needed for random number generation using trapped ions are much more complex, and such setups produce random numbers with low generation rates. Still, various proposals for generating random numbers using atomic systems have been reported. Specifically, in Ref. [51], a QRNG based on the spin noise of an alkali metal vapor was proposed. The spin noise arises due to inherent quantum uncertainty and the noise arising due to the interaction between different atoms of the system. Here again, only Q1 axiom is exploited to generate randomness. The signal acquired from such a process has been proved to be arising from a quantum noise and not from optical pumping effects [126]. In the proposed method, the spin noise of the Rubidium vapor was probed optically using a laser and converted to the polarization of a light beam. Under proper conditions, the spin noise can be separated from other background noises, generating random numbers. Further, increase in the bit generation rate have also been reported by the use of solid-state systems [55,56].

4.2. Optical Trusted Device QRNG

Optical QRNGs take advantage of the quantum nature of photons for generating random bits. Optics-based protocols are easier to implement than the methods mentioned above
due to the ease of equipment availability and extensive research that has already been performed for various other purposes. Sources of entropy in this class of QRNGs are the light emitted from LASERs, LEDs, single-photon sources. The light is then manipulated using optical elements and eventually measured. Different protocols utilize different aspects of the quantum nature of light to extract randomness. We classify the different optical QRNGs based on the type of detector used as QRNGs using single-photon and QRNGs using macroscopic detectors.

4.2.1. QRNGs using single photon detectors

The devices belonging to this class utilize single-photon detectors (SPDs) for their functioning. Various techniques can be used to construct single-photon sources (often an approximate one), but we will not go into those details. For more details regarding single-photon generation and detection one may refer to [127,128]. Instead of providing details of single-photon sources, in what follows, we will briefly describe a set of popularly used approaches for the realization of QRNGs using single-photon detectors.

4.2.1.1. Qubit state. These devices generate randomness by measuring qubits in superposition. The principle behind these devices lies in quantum theory’s axioms that include collapse upon measurement. Hence, such devices can be explained based on the Q1 axiom only. Specifically, the quantum state of a photon can be in a superposition of possible polarisation states or a superposition of possible paths. For example, if a photon is passed through a beam splitter (BS) then it exists in the superposition state of the state in the reflected side ($|R\rangle$) as well as the state in the transmitted side ($|T\rangle$). Similar is the case when a linearly polarized photon (typically a photon polarized at an angle 45° with respect to the horizontal) inserts on a polarising Beam splitter (PBS)- a device that transmits horizontally polarized light and reflects vertically polarized light, then at the output the photon exists in a superposition of horizontal($|H\rangle$) and vertical($|V\rangle$) polarization (Fig 4(a)). Any quantum system can exist in a superposition of the basis states, and one can easily design a QRNG using this quantum property of photon along with the collapse on measurement postulate that states that a quantum state would collapse to one of the basis states upon measurement. In the computational basis {$|0\rangle, |1\rangle$} with $|0\rangle$ and $|1\rangle$ respectively, representing absence or presence of the photon, we can define a state $|1\rangle_1|0\rangle_2$ which represents one photon in the first path and no photon in the second path, and a state $|0\rangle_1|1\rangle_2$ with the photon in the second path and no photon in the first path. Then their superposition would look like,

$$|1\rangle_1|0\rangle_2 + |0\rangle_1|1\rangle_2 \over \sqrt{2}.$$ 

Measuring the photons at both the arms would yield just one of the superposed states at random. Since there are only two possible outcomes, each detected photon would generate at most one random bit. There have been various implementations based on this principle involving beam splitters, and photo-multiplier tubes as detectors [32,129], Fresnel multiple prism and avalanche photo-diodes [33], and the fiber-based implementations [130]. The bit generation is limited to tens of Mbps [32].

One can also think of a non-optical equivalent of these QRNGs. As a simple example, we may consider that we are using a cloud-based quantum computer of IBM [131] which gives free access to superconductivity based 5-qubit quantum computer, where all the qubits are initially set to state $|0\rangle$, if we now place one Hadamard gate in each qubit
line and subsequently perform measurement on each qubit line. Each measurement will randomly yield 0 or 1, and after each run of the experiment, we can have a 5-bit random number. IBM allows us to run an experiment 8192 times in a go and store the output in a sequence using the command "result.get_memory()" \[132\]. Thus, a single run of such a simple cloud-based experiment can give a $8192 \times 5 = 40960$ bit long string of random numbers. Of course, repeated runs or access to larger quantum computers can increase the size of the random numbers, thus generating the speed equivalently. This is noted just as an illustrative example to show that there are non-optical equivalents of the optical RNGs, and one can realize such a thing through cloud-based access of the quantum computer- a much more costly resource than a usual QRNG.

QRNGs based on the quantum state of photons suffer from practical drawbacks related to the detectors used. After every detection event, the detectors are inactive for a certain period during which they cannot detect photons. This period of inactivity is referred to as the dead-time of the detector. This will lead to correlations between the bits generated and increase the time required for acquisition. This could be avoided by using just one detector as in \[134\]. They connected two fibers of different lengths to the same detector and used the delay to distinguish between the two paths. Detectors could also detect multiple photons at once and may click even when no photons are present due to device imperfections. All of these effects influence the randomness and generation rate of the bits produced \[123,130,133,134\]. The random bit generation rates could also be improved if the generator measures multiple paths \[136\]. If the photons take more than two paths (say, $n$ paths), we can represent it as

$$|W_n\rangle = \frac{|10\cdots00\rangle + |01\cdots00\rangle + \cdots + |00\cdots01\rangle}{\sqrt{n}}.$$ 

Measurement in the path basis on the $n$ paths would result in one of the detectors clicking, yielding $\log_2(n)$ bits of randomness. Unfortunately, this requires a much more complicated setup than the previously mentioned ones.

4.2.1.2. Temporal mode:. Temporal QRNGs generate randomness from the arrival time of photons. They are very similar to the QRNGs based on radioactive decay discussed in Section 4.1.1 hence use only the Q1 axiom. Typically they have improved random number generation rate compared to radioactive decay since photon production is much faster. A standard temporal mode QRNG consists of a weak photon source, detectors, and timers. These devices generally use LEDs or LASERs for photon generation, and they follow an exponential distribution given by $\lambda e^{-\lambda t}$, where $\lambda$ is the average photon number \[37\]. A simple approach to generate random numbers from the arrival time of photons would be to represent $t_1$ and $t_2$ as the arrival time of consecutive pulses and assigning 1 if $t_2 > t_1$ and 0 if $t_1 > t_2$ (cf. Fig 4(b)), giving a uniform random bit \[38,135\]. The precision of the measured arrival time limits the randomness generation rate. Counts registered during a specified interval of time would be considered instantaneous due to the limited precision of the measuring instrument. The basic scheme that we mentioned would raise an error, and the counts would be unsuitable for random number generation. Yet another way of generation would be to count the number of clicks (cycles) using a fast (slow) clock, as in 4.1.1. All such methods need to convert the randomness obtained from the exponential distribution to a more uniform bit sequence. There have also been implementations that use a uniform distribution of arriving photons. The generators in \[136\] uses special circuitry to convert the exponential
distribution of incoming photons to a uniform one. The temporal-mode alleviates the impact of detection dead-time, unlike the methods based on superposition states (say, qubits) and generally has higher bit generation speeds. Generation rates are around around 109 Mbps \[^{37}\] with an entropy of 5.5 bits per detection.

### 4.2.1.3. Spatial mode:

Yet another method to generate random numbers is by measuring the spatial mode of a photon. \[^{39,40}\] This is usually done with a space-resolving detection system as shown in (Fig 4(c)). Here also, only the Q1 axiom is sufficient for theoretical explanation. Experimental demonstration of the spatial mode technique using an array of detectors was done in \[^{41}\]. The spatial distribution of the light’s intensity and the detector’s efficiency affects the random numbers generated. Multiple random numbers can be generated per run with this method. Correlations formed by a large number of detectors make it impractical for commercial purposes. The practical implementation was able to generate up to 16 bits per detection with an entropy of 0.999856 at a speed of 8 Mbps \[^{39}\]. There also exist generators that use both time and space uncertainties associated with the photons to generate randomness \[^{137,138}\].

### 4.2.1.4. Multiple photon-number states:

These devices generate randomness from measuring quantum states containing multiple photons \[^{42,43,139,140}\]. For example, by measuring the photon number of a coherent state,

$$|\alpha\rangle = e^{-|\alpha|^2} \sum_{n=0}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle$$
which is a superposition of photon-number states with $|\alpha|^2$ as the mean photon number, we can obtain random numbers that follows Poisson distribution. This is usually achieved by utilizing a multi-pixel detector arrangement. Since the photon number follows a Poisson distribution, suitable post-processing is required to make the distribution uniform. Some generators use time difference comparisons, similar to what is already discussed in the previous section [141], while others generate randomness based on the counted photon number, but the working of such devices can by explained by considering Q1 axiom only. A particular implementation of such a scheme of random number generation with 1.99 random bits per detection and a speed of 144 Mbps was reported in [142]. The photon count variations have also been applied in random number generation using a mobile phone [143]. Interestingly, these schemes are sensitive to photon number statistics and the detector’s efficiencies.

The devices discussed so far use weak coherent sources as their single-photon source. The mean photon number of such sources should be attenuated around 0.1 to be considered a single-photon source, whereas a genuine single-photon source can achieve a mean photon number of 1. Solid-state single-photon emitters are a promising prospect in this direction, and much research has been focused on it over the past decade. Recently, there has been various implementations of QRNGs using solid-state single-photon emitters based on nitrogen vacancies in diamond [144], gallium nitride [145], hexagonal boron nitride single-photon emitters [146]. Such devices have great potential in integrated quantum devices, although technical challenges pertaining to the complex mesoscopic environment of the solid-state need to be addressed [147].

### 4.2.2. Macroscopic Photo-detection

In this type of QRNGs, more classical quantities, like intensity, amplitude, etc., are measured instead of single photons to generate random numbers. Modeling these QRNGs is more complicated, and care must be taken to ensure that the dominant source of randomness is quantum. One upside is that these devices can circumvent the SPD dead-time limitation and hope to achieve a higher generation rate. The advantage obtained in this scenario is quite similar to the one obtained in the case of quantum key distribution protocols involving optical homodyne detection [148] achieving higher key rates over a low loss channel. We will discuss two examples of this class based on vacuum noise and amplified spontaneous emission.

#### 4.2.2.1. Vacuum noise:

These QRNGs utilize the randomness in the zero-point fluctuation of the electromagnetic field, which is based on Q1 axiom. In quantum optics, the vacuum state is represented by a two-dimensional Gaussian distribution centered at the origin with an uncertainty of $1/\sqrt{2}$ (see Figure 5 (a) for its representation in the phase space). The amplitude and phase quadratures of the field can be measured repeatedly, thereby generating random numbers [44]. This uncertainty is present even though the vacuum state has zero photon number. The vacuum state, the source of randomness, can be easily prepared with high fidelity. Being a continuous variable, the measurement of the field quadrature of vacuum generates more than one random bit per measurement. In a particular example [45], 3.25 bits of random numbers were generated per measurement. A strong laser pulse is sent through one end of a symmetric beam splitter, and the other port is blocked to simulate a vacuum state. The output is then measured through two detectors, and the signal is obtained by taking the difference between the two outputs. The detection is done using the balanced homodyne detection scheme (cf. Figure 5 (b)). Detector losses can be compensated by increasing the oscillator power.
The random number generation rate of these devices is limited by the speed of the detector in the shot-noise region where the overall observed noise is dominated by vacuum noise [46]. Realistically, shot noise is not the only noise present in the detectors, and an adversary can control the additional noises. Practical implementations have reached a generation rate of 3 Gbps [47].

4.2.2.2. Amplified spontaneous emission:. Phase noise of amplified spontaneous emission is quantum mechanical in nature and can be used to generate randomness [48]. It is not limited by the shot noise region for detectors, as in the case of generators based on vacuum noise and is usually faster than them. In this particular class of QRNG, field quadratures of phase-randomized weak coherent states are measured to obtain random numbers [49]. Again, the randomness can be explained by considering the Q1 axiom. The uncertainty in the quadrature of the signal state is of the order $n\langle(\Delta \theta)^2\rangle$, where $n$ is the average photon number and $\langle(\Delta \theta)^2\rangle$ is the phase noise variance. If $n$ is sufficiently large, the phase uncertainty can be significantly larger than the vacuum noise. Hence, it is generally robust against detector noise. One way of implementation is using lasers, and heterodyne measurement [149]. Interference of laser beams causes a variance in the output signal caused by the phase difference between the two input beams [150]. Phase difference due to the unequal lengths of the interferometer is taken into account in the randomness generation process. Implementation involving pulsed laser sources where the phase difference between consecutive pulses is used to generate random numbers has also been demonstrated [151,152].

4.2.2.3. Raman Scattering:. The inelastic scattering of photons by vibrational modes of molecules is known as Raman scattering. Various QRNGs use the phenomena of Raman scattering for gathering entropy in the form of randomized phase [50], or amplitude [51] of the output field. We will be discussing random number generation based on two types of Raman scattering processes, namely spontaneous Raman scattering (SpRS) and stimulated Raman scattering (SRS) processes. In SpRS, a photon is
scattered as it interacts with a molecular lattice that absorbs or creates a phonon to spontaneously generate photons of a higher frequency (anti-stokes) or lower frequency (stokes). In the case of SRS, some Stokes photons that have previously been generated by SpRS process amplify the emitted light as incoming photon interacts with the lattice. QRNGs based on Raman scattering work in a manner similar to ASE noise generators; SpRS photons that are produced at random from quantum noise are amplified in an SRS process. Fluctuations in the phonon field of the material induce the spontaneous emission to the Stokes field and the generated photons induce new Raman scattering processes, and the field is amplified to a macroscopic level. The quantum fluctuations at the initiating process can be viewed as uncertainty in amplitude (photon number) and the optical phase at the output field. So, Q1 axiom is sufficient to explain the randomness of such devices. In a generator based on phase, difference, optically pumped diamonds are used to generate Stokes field of random phase. These are then detected as interference patterns, the intensity patterns of which can be converted to a random sequence. For generators based on amplitude fluctuations, interference is not required, making it a simpler detection scheme. The intensity values measured for the output field are compared with a reference and corrected. Intensity ranges are subsequently assigned to bit strings for generating random numbers.

Several other trusted device QRNGs exist, which do not fit into the abovementioned classes. In order to reduce the physical dimensions, QRNGs have been implemented in different substrates such as indium phosphide (InP), lithium niobate (LN), silicon-on-insulator (SOI), silicon nitride (Si$_3$N$_4$). Such devices have applications in photonic integrated circuits. These devices use electron-beam lithography to etch directional couplers that form the basis of the on-chip beam splitter. They are sensitive to temperature changes as the protocol depends on the substrate’s refractive index, which is temperature-dependent. Sensitivity to the wavelength used and large optical losses are some of the other drawbacks. A brief history and comparison of several trusted device QRNGs implemented over the years are presented in Table 1. They are compared based on the type of assumptions, usage of detectors, and their bit generation speeds.
| Year | Physical principle                  | Detection     | Speed      | Adversary Model     |
|------|-----------------------------------|---------------|------------|---------------------|
| 2000 | Electronic Noise                  | IC            | 1.4 Mbps   | Classical Adversary |
| 2000 | Spatial Superposition             | SPD           | 1 Mbps     | Classical Adversary |
| 2000 | Spatial Superposition             | SPD           | 100 Kbps   | Classical Adversary |
| 2005 | Radioactive decay                 | PIN photo diode | 1.6 Mbps   | Classical Adversary |
| 2008 | Time of arrival statistics        | SPD           | 4 Mbps     | Classical Adversary |
| 2008 | Spin Noise                        | Polarimeter   | 1 Kbps     | Classical Adversary |
| 2009 | Time of arrival statistics        | SPD           | 40 Mbps    | Classical Adversary |
| 2009 | Spatial Superposition             | PNRD          | 500 Kbps   | Classical Adversary |
| 2010 | Photon number statistics          | PNRD          | 50 Mbps    | Classical Adversary |
| 2010 | Laser Phase Noise                 | Self-Heterodyne | 500 Mbps   | Classical Adversary |
| 2010 | Vacuum fluctuations               | Homodyne      | 6.5 Mbps   | Classical Adversary |
| 2010 | Vacuum fluctuations               | Homodyne      | 12 Mbps    | Classical Adversary |
| 2010 | Time of arrival statistics        | SPD           | 110 Mbps   | Classical Adversary |
| 2011 | Vacuum fluctuations               | Homodyne      | 2 Gbps     | Classical Adversary |
| 2011 | Electronic Noise                  | PIN photo diode | 4 Gbps     | Classical Adversary |
| 2011 | Raman Scattering                  | Homodyne      | 6 Kbps     | Classical Adversary |
| 2011 | Photon number statistics          | PNRD          | 2.4 Mbps   | Classical Adversary |
| 2011 | Time of arrival statistics        | SPD           | 152 Mbps   | Classical Adversary |
| 2012 | Laser Phase Noise                 | Self-Heterodyne | 6 Gbps     | Classical Adversary |
| 2014 | Time of arrival statistics        | SPD           | 96 Mbps    | Classical Adversary |
| 2014 | Time of arrival statistics        | SPD           | 1 Mbps     | Classical Adversary |
| 2014 | Photon number statistics          | SPD           | 200 Mbps   | Classical Adversary |
| 2014 | Electronic Noise                  | IC            | 32 Mbps    | Classical Adversary |
| 2015 | Laser Phase Noise                 | Self-Heterodyne | 68 Mbps    | Classical Adversary |
| 2015 | Vacuum fluctuations               | Homodyne      | 3.55 Gbps  | Classical Adversary |
| 2015 | Electronic Noise                  | PIN photo diode | 23 Kbps    | Classical Adversary |
| 2015 | Photon number statistics          | PNRD          | 143 Mbps   | Classical Adversary |
| 2015 | Time of arrival statistics        | SPD           | 1 Mbps     | Classical Adversary |
| 2016 | Laser Phase Noise                 | Self-Heterodyne | 5.4 Gbps   | Classical Adversary |
| 2017 | Electronic Noise                  | SMU           | 3.5 Kbps   | Classical Adversary |
| 2018 | Photon number statistics          | PNRD          | 100 Mbps   | Classical Adversary |
| 2018 | Spatial Superposition             | PNRD          | 18.2 Mbps  | Classical Adversary |
| 2018 | Laser Phase Noise                 | Self-Heterodyne | 600 Mbps   | Classical Adversary |
| 2018 | Vacuum fluctuations               | Homodyne      | 8 Gbps     | Quantum Adversary   |
| 2019 | Vacuum fluctuations               | Homodyne      | 1.5 Gbps   | Classical Adversary |
| 2019 | Vacuum fluctuations               | Homodyne      | 6 Gbps     | Classical Adversary |
| 2019 | Vacuum fluctuations               | Homodyne      | 8.25 Gbps  | Classical Adversary |
| 2021 | Vacuum fluctuations               | Homodyne      | 2.9 Gbps   | Quantum Adversary   |
| 2021 | Electronic Noise                  | SMU           | 90 Kbps    | Classical Adversary |
| 2021 | Time of arrival statistics        | SPD           | 200 Kbps   | Quantum Adversary   |

Table 1. A comparison of various trusted QRNGs; SPD-single photon detector, PNRD-photon number resolving detector, IC-Integrated Circuit, SMU- Source Measure Unit
5. Self testing QRNGs

The methods described until now for the generation of random numbers rely on absolute trust in the used devices. However, this is not valid in realistic scenarios. Moreover, the trusted QRNGs exploit only the Q1 axiom for generation of randomness. In practice, the devices may be defective or could even be in the control of an adversary and hence the generated random numbers become vulnerable. So, some form of testing system should be in place to verify the output sequence of the random number generator [180]. They can be modeled to monitor the internal state of the generator and notify the user of a sudden failure of the device or if its output is biased [181,182]. However, now the user is required to trust the checking device, and we run into the same problem again. The implementations that we have detailed so far in the previous sections cannot rule out the possibility of a malicious vendor who supplies the checking devices. However, without an appropriate checking system, trusted device QRNGs cannot even differentiate the effects of classical noise from the generated numbers, thus putting a risk on the security of generated random numbers. Hence, it is better to include at least some self-testing systems in terms of security. We will now explore existing protocols in certifying generated random numbers from QRNGs.

If we assume that the vendor is not malicious but that devices may not be working perfectly, then the security of the protocols discussed so far can be increased by adding a checking system to them. For example, the quantum random number generator proposed in [183] uses a circuit that evaluates the time of arrival of pulses from a Geiger counter against a Poisson distribution for any discrepancies. Only sequences that pass this test are used in the extraction stage, while the others are discarded. [184] uses tomography techniques to estimate the matrix which describes the entropy source. Although this reduces the privacy of the numbers, it enables the user to estimate a lower bound on the min-entropy of the sequence based on the input quantum state. Further, the characterization of the input state offers protection against attackers that can alter the system’s state. Vallone et al. [185] provides a solution that does not require tomography of the system by randomly choosing between mutually unbiased bases for detection as they use the uncertainty principle to prove a bound on the amount of correlation the output sequence can have with the environment. The experimental demonstration was done using entangled photons, then measured based on polarization angles.

Another intriguing and conceptually interesting approach to certifying random numbers from a QRNG is by ignoring the device’s details and focusing only on the input-output statistics. Certification is done by comparing the output distribution against the distributions dictated by physical laws that one assumes to be true [58]. Self-testing QRNGs exploit this idea in the form of witnessing non-locality [186] by observing a Bell inequality violation (Figure 7). The term self-testing was first used in ref. [187] in the context of quantum cryptography with imperfect sources. Essentially, such tests enables one to rule out local deterministic models of description for a particular setup by exploiting the Q4 axiom of quantum mechanics i.e. non-locality. Experimental results have supported quantum theory, and more sophisticated experiments are continually closing loopholes and alternative explanations. Classical randomness can be differentiated from genuine randomness from the amount of non-locality. Although this method has high credibility, it is hard to implement experimentally. It also suffers from the drawback of meager speed for generating random numbers. Further, if we consider a completely device-independent setting, the devices should have randomized strategies and should invoke some form of non-locality. If the devices follow a deterministic protocol, then an adversary needs only to supply the devices with a set of data that passes the test
that we have put in place. On the other hand, if the protocol is local, an adversary could supply the devices with the outputs with every choice of the input operation, rendering the test useless. Thus, it requires the user to access genuine random numbers and non-local states initially. In a sense, such protocols essentially expand the amount of randomness one has access to rather than generating randomness out of nothing, and thus it can be also be viewed as a device for random number expansion [58].

As the discussion above indicates that there may be schemes for random number expansion, We will now look at various random number expansion protocols in detail.

5.1. Self testing Random number expansion

Random numbers generated using practical devices may depend on some classical variables, depending on the classical noise present in the system. This opens up security issues that have no easy fix. Colbeck [59] was the first to suggest that untrusted devices can expand randomness. Since then, many protocols have been proposed, along with their security analysis. Self-testing randomness expansion protocols secure against classical adversaries were proposed by Fehr et al. [60], and Pironio et al. [61], based on the Clauser–Horne– Shimony–Holt (CHSH) inequality [188] which are based on exploiting the Q4 axiom. They used a setup with two devices. Each device had two possible settings, where choosing each setting yields one of the two outcomes. Based on the probability of these outcomes, one can form a correlation function. It admits a classical value that can be violated if one uses non-local (quantum) resources.

\[
I = \sum_{x,y} (-1)^{xy}[P(a = b \mid xy) - P(a \neq b \mid xy)].
\]
This correlation function can be estimated by repeating the measurement a large number of times. It can then be used to estimate the min-entropy of the measurement output. Recently, Miller and Shi [189] demonstrated that as soon as the device violated CHSH inequality, genuine randomness could be obtained. These protocols rely on the faithful realization of the Bell test. This is easier said than done, as the Bell tests are subject to locality and detection loopholes. Pironio et al. demonstrated a proof-of-concept experiment of such randomness expansion protocol against classical adversaries [190] in an ion-trap system, which closes the detection loophole. However, they were only able to generate 42 random bits over a period of one month, consuming more randomness than what was generated. Bit generation rates are typically low for these devices due to the increased complexity of the setup. Later proposals relaxed some conditions in order to have higher bit generation rates using optical components [62]. Recently, the generation speeds have reached around the order of 10 kbps, proven to be secure against quantum [191,192] and classical [193] adversaries.

In place of Bell inequality testing for non-locality, one can also consider other properties of quantum mechanics for verification. Generators reported in [53,194] used contextuality present in quantum mechanics [195] for generating random numbers. It is related to the existence of non-commuting observables where the order of measurement is important, and there is no predefined model that can give the outcomes of two successive incompatible measurements. So, instead of exploiting the Q4 axiom which is at a higher level, the working of contextuality based devices can be explained by incorporation of Q2 axiom alone. These QRNGs work on untrusted devices but not on adversarial ones. Since contextuality tests do not require entanglement or space-like separation, their implementation is relatively easier than those based on Bell inequality.

A fully device-independent protocol requires randomized settings as its input. A local-realist theory could explain the violation of Bell inequality if the measurement settings are correlated with the hidden variables. This is known as the Super-determinism loophole [196]. The protocols mentioned so far require a perfect input random number to conduct loophole-free Bell inequality violations. In the following subsection, we will discuss how imperfect random numbers could generate perfect random numbers. In a sense, they ‘amplify’ the randomness present in the input and are hence called randomness amplification protocol.

### 5.2. Self testing Randomness amplification

A device-independent randomness expansion protocol requires an initial seed of randomness. Without it, the protocol would become deterministic, and it will be possible for an adversary to predict the outcome and change their strategy accordingly [197]. Randomness amplification protocol bypasses the need for a uniform seed. A model for weak randomness was described in ref. [198], known as a Santha-Vazirani source. A sequence of random numbers $x_1 x_2 \cdots x_n$ of a Santha-Vazirani source is called $\epsilon$ free if

$$\epsilon \leq p(x_j | x_1, x_2, \ldots, x_{j-1}, e) \leq 1 - \epsilon,$$

where $p(x \mid y)$ is the conditional probability and $e$ denotes all the classical variables that could possibly influence $x_j$. Given a weak source of random numbers, it is impossible to produce certifiable randomness classically [198]. Colbeck and Renner proposed the first randomness amplification protocol using quantum systems in [197]. They proved that any weak source of randomness with a critical threshold value of randomness could be amplified into arbitrarily free random bits. Weak randomness sources are used to choose
the measurement settings of quantum systems. Measurement outputs are then used to produce uniform random bits using chained Bell inequalities [199]. Later, Gallego et al. [200] improved upon the result by showing that perfectly random bits could be generated from arbitrary weak randomness. Practical ways to use these protocols were developed in [201], where only a limited number of independent devices were used. This is desirable since making sure that quantum devices are independent is difficult in practice. There have also been results on randomness amplification for more general sources taking any weak input with a bounded nonzero min-entropy [202–203]. Randomness amplification, apart from providing the initial seed in expansion protocols, also influence fundamental tests in science where initial randomness is required. The ‘free will’ loophole in Bell tests is an example of how imperfect randomness decreases the validity of such results [204].

6. Semi-self testing QRNGs

Realistically, parts of the random number generation device may be well characterized than others. In practice, one can choose to trust parts of the device and ignore details about other parts. This is especially relevant if we are only concerned about device imperfections, noisy channels, and not an adversarial situation. The security of such a device is intermediate to the trusted device and fully self-testing devices. It is a trade-off between practical trusted devices that provide high performance with low cost and low credibility and self-testing QRNGs with high credibility but low performance. One can consider a variety of these devices based on which part of the system is characterized. We will now go over different models, namely source device-independent, measurement device-independent, and bounded dimension QRNGs.

6.1. Source device independent QRNGs

As the name implies, in these devices, uncharacterized randomness sources are used. A trusted measurement device is used to monitor the source. Typically, measurement bases are chosen randomly from a complementing pair so that the presence of noise can be detected. This essentially means that uncertainty relations are exploited by such devices for which Q1 alone is sufficient. An initial random seed is required to choose the different measurement settings [179]. The generator could be modeled on a fixed set of assumptions or be made flexible, trading security for data rates [205]. The source-independent QRNG of [64] makes no assumptions about the dimension of the source (multiphoton emissions) and has demonstrated experimental bit rates up to $5 \times 10^3$ bits/sec. Their generator takes into account the finite-key effect with the composable security definition. Composable security for a protocol is the most rigorous and functional security model since it can be used in conjunction with other protocols while remaining secure. Random number generators following a composable security definition can be used in arbitrary applications in cryptography, with no loss in security. Recently, Drahi et al. have implemented a source-independent model generating compositely secure quantum random numbers at a rate of 8.05 Gbps. Certification measurements were performed on an untrusted light source mixed with a trusted vacuum. In the composable security definition they considered, protocols with certification failure $\epsilon_1$ and $\epsilon_2$ can be composed into a joint protocol with a total security parameter $\epsilon \leq \epsilon_1 + \epsilon_2$. They were able to provide a composable security parameter of $10^{-10}$ for their generator. The generator of [65] generates random numbers from the quadratures of an electromagnetic field without any
assumption on the input state. They estimated a bound on the conditional min-entropy based on the entropic uncertainty principle for position and momentum observables of infinite-dimensional quantum systems. The randomness generation rates reach up to 1.7 Gbit/sec. [66] uses the phase randomized homodyne detection of gain-switched lasers [206] to generate random bits at the rate of 270 Mbits/sec. Higher rates were achieved in [67] with generation rates around 15 Gbit/sec using quadrature fluctuations of a quantum optical field. They have quantitatively analyzed the effects of excess noise, finite sampling range, finite resolution, and asymmetric conjugate quadratures while developing the security analysis of the QRNG. Avesani et al. [68] experimentally demonstrated a source independent QRNG based on heterodyne detection with randomness generation rates over 17 Gbps. Recently, a source-independent QRNG was also implemented using cloud quantum computers [207].

6.2. Measurement-device-independent QRNGs

If the input source is well characterized, whereas the measurement device is untrusted, we can still generate randomness using measurement device-independent QRNGs. In such devices, randomly chosen states are used to check the measurement device. Thus, in a sense, it is complementary to the source-independent QRNG. Again, here Q1 can explain the working of such devices. Cao et al. [69] proposed a protocol that is implementable using standard optical components. Nie et al. [70] used an all-fiber setup to realize an MDI-QRNG based on time-bin encoding. Randomness certification in a network independent of the measurement devices used was considered in [208]. [71] recently introduced a prepare-measure framework based on bounded fidelity on the prepared states and subsequent certification of random numbers. The advantage of such QRNGs is that since the measurement devices are not required to be characterized, they remove possible attacks involving detector inefficiencies. The obvious downside is that any imperfection in the source will adversely affect the protocol since there is no way to account for that. As usual, high bit rates could be achieved using continuous-variable systems, but faces the challenges of continuous-variable entanglement witness and measurement tomography.
6.3. Self-testing QRNGs with bounded dimensions

Rather than trusting the source or the measurement device, one can assume some bound on the dimension of the system used and a witness to certify the randomness generation process. For example, the preparation and measurement devices could be thought of as operating in a two-dimensional quantum subspace \[72\]; the randomness of the protocol can be certified by adopting a particular dimension witness. Any value of dimension witness greater than 0 certifies the randomness in the given example. Generation rates are typically low, reaching about 23 bps. Generator of \[72\] assumes that the preparation and measurement device shares no classical randomness. They used a function presented in \[209\], which acts as a ‘dimension witness’: 

\[
W = \begin{pmatrix}
p(0, 0) - p(1, 0) & p(2, 0) - p(3, 0) \\
p(0, 1) - p(1, 1) & p(2, 1) - p(3, 1)
\end{pmatrix}
\]

where \(p(x, y) = p(b = 0 \mid x, y)\). Whenever \(W > 0\) randomness certification is proved to be possible. Li. et al. \[73\] proposed a protocol based on quantum random access codes (QRAC) \[210, 211\] which does not make any assumption regarding classical correlations between the preparation and measurement devices. They are based on the class of dimension witnesses introduced in \[212\]. The protocol in \[213\] improves the randomness generation rates to its optimal value \[214\] using a \(3 \rightarrow 1\) QRAC. In a dimensionally bounded prepare-measure scenario, the randomness of the output can also be verified using non-inequality paradoxes such as Hardy’s paradox \[215\] or Cabello’s paradox \[216\], as demonstrated in \[217\]. A contextuality-based protocol was given in \[218\] using Mermin’s magic-square proof of Kochen–Specker contextuality \[219\].

Apart from the aforementioned protocols, there are various other semi-device independent random number expansion protocols based on different assumptions. A fair assumption to make in a practical prepare-measure setup would be a bound on the overlap between the prepared states \[220\]; say a light pulse. A bound on the energy implies a lower bound on the overlap between the prepared states \[221\]. If the states are not orthogonal, randomness can be extracted from the measurement outcomes of an unambiguous state discrimination protocol. Protocols based on this assumption include \[222, 223\]. Randomness certification from state discrimination was recently explored using non-contextuality as the notion of classicality \[224\]. They have shown that quantum theory could certify more randomness than non-contextual ones. The notion of randomness amplification explored in subsection 5.2 also have a semi-device independent analogue. Using just an additional assumption of either the dimension \[227\] or energy bound \[228\] randomness amplification of weak sources have shown to be possible using quantum systems.

A brief history and comparison of several self-testing QRNGs implemented over the years are presented in Table 2. They are compared based on the type of assumptions, usage of the detectors, and their bit generation speeds.

7. Origin of randomness in nonclassical theories

We have already discussed the limitations of PRNGs and CTRNGs in the previous sections. Further, we have delved upon the advantages offered by QRNGs and elaborated on the various class of QRNGs currently being available or in the development phase. This
| Year | Type                        | Detection | Speed     | Adversary Model |
|------|-----------------------------|-----------|-----------|-----------------|
| 2010 | Device Independent          | Ion-trap  | Very Low  | Quantum Adversary |
| 2013 | Device Independent          | SPD       | 0.4 bps   | Quantum Adversary |
| 2015 | Source Independent          | SPD       | 5 Kbps    | Classical Adversary |
| 2015 | Dimension Bound             | SPD       | 23 bps    | Classical Adversary |
| 2016 | Measurement Independent     | SPD       | 5.7 Kbps  | Classical Adversary |
| 2017 | Measurement Independent     | SPD       | 16.5 Mbps | Classical Adversary |
| 2017 | Source Independent          | Heterodyne| 1.7 Gbps  | Classical Adversary |
| 2018 | Device Independent          | SPD       | Very Low  | Quantum Adversary |
| 2018 | Source Independent          | Homodyne  | 17 Gbps   | Classical Adversary |
| 2018 | Device Independent          | SPD       | 181 bps   | Quantum Adversary |
| 2019 | Source Independent          | Homodyne  | 270 Mbps  | Classical Adversary |
| 2019 | Source Independent          | SPD       | 1 Mbps    | Classical Adversary |
| 2019 | Source Independent          | Homodyne  | 8.2 Kbps  | Classical Adversary |
| 2020 | Source Independent          | Homodyne  | 8.05 Gbps | Classical Adversary |
| 2020 | Energy Bound                | Homodyne  | 145 Mbps  | Classical Adversary |
| 2020 | Device Independent          | SPD       | 1.7 bps   | Quantum Adversary |
| 2021 | Device Independent          | SPD       | 13.5 Kbps | Quantum Adversary |
| 2021 | Device Independent          | SPD       | 3.6 Kbps  | Quantum Adversary |
| 2021 | Energy Bound                | Heterodyne| 113 Mbps  | Classical Adversary |

Table 2. A comparison of various self-testing QRNGs; SPD-single photon detector

section will further explore the origin of randomness in the studied QRNGs. Precisely, we would aim to identify the nonclassical features of quantum mechanics responsible for the origin of randomness in a particular realization of QRNG and to investigate whether the kind of randomness obtained in that specific realization can also be obtained in a nonclassical toy theory which is not exactly quantum mechanics. A nonclassical toy theory $T$ may be viewed as a theory having some features (axioms) which are not present in the classical world. For example, we may think of a nonclassical toy theory $T_1$ that has all the features of the classical world, including "superposition," which is a manifestation of linearity of the theory and "collapse on measurement" postulate of quantum mechanics. As no other features (postulates) of quantum mechanics (e.g., entanglement, nonlocality) are included, $T_1$ is a nonclassical theory (as a nonclassical feature, collapse on measurement is included) local (as nonlocality is not included) theory which is not equivalent to quantum mechanics (as all features of quantum mechanics is not present in $T_1$). Now it’s easy to visualize that even in such a toy theory, the commercially available QRNG device called QUANTIS [74] will work as its function involves only the collapse of a superposition state (qubit) on measurement using a reasonable basis. All the realizations of QRNGs are illustrated in Fig. 4(a)). $T_1$ is just an example of nonclassical toy theory that can help us to lucidly describe the nonclassical origin of the unique features of QRNGs (more appropriately, TRNGs that are not CTRNGs or nonclassical RNGs) noted in this work. In what follows, we will follow this line of argument to profoundly investigate the origin of the so-called unique features of the QRNGs.

To begin with the analysis, we may note that quantum mechanics is intrinsically random and has various features such as entanglement, nonlocality, non-vanishing discord, etc., which are absent in the classical systems. Further, quantum mechanics has various interpretations, but the most accepted version is Copenhagen interpretation [237]. In the Copenhagen interpretation, the physical states correspond to vectors in the Hilbert space, which evolve under unitary evolution. Even though Copenhagen interpretation...
has stood the test of time, many issues are still yet to be resolved, such as measurement problems. In contrast to other theories in physical sciences, quantum mechanics, as described by Copenhagen interpretation, is built upon the axioms that are more mathematical rather than having a physical motivation with terminology such as Hilbert space which cannot be directly observed. Various researchers are working on to derive (obtain) quantum mechanics from physically motivated axioms. Theories such as generalized probability theory (GPT) \[79,80\], generalized no-signalling theory (GNST) \[81\] and generalized nonlocal theory (GNLT) \[82\] have been developed in which classical mechanics and quantum mechanics come up as just one the cases.

Generalized no-signalling theory (GNST) \[81\] is based on two axioms, namely (i) no signal can propagate faster than the speed of light, and (ii) existence of non-local correlations, which can violate Bell inequality. Quantum mechanics is a particular case of GNST, but there are other theories (other special cases of GNST) too, such as PR box \[238\]. Further, the PR box is known to be more non-local than quantum mechanics as the maximum value of Clauser-Horne-Shimony-Holt (CHSH) sum of correlations for QM is \(2\sqrt{2}\) (Tsirelson bound) \[239\] while for that for PR box is 4. A natural question to consider is what bounds the non-local correlations of QM to \(2\sqrt{2}\). Generalized non-local theory (GNLT) \[82\] tries to answer that by considering a set of theories that are only bound by no-signaling conditions and found that Tsirelson’s bound restricts the use of quantum mechanics as a resource in distributed tasks. In another work, the principle of information causality is considered as the reason for separating quantum mechanics from the set of other non-signaling theories \[240\]. The principle of information causality states that using only local operations and classical communication (LOCC), the information accessible to one party is bounded by the information volume of communication from the other party. This principle separates the class of physical theories from non-physical theories.

Generalized probability theory (GPT) \[79,80\] is based on the framework in which the set of equivalent classes of preparation states and measurement outcomes form the basis. If \(\omega\) represents an element of operationally equivalent class of preparation states and effect \(e\) denotes an operationally equivalent class of one bit measurement outcome (‘yes-no’ type of answers), then \(e(\omega) = p(e|\omega)\) denotes the probability that an experiment chosen from equivalence classes \(e\) and \(\omega\) produces a ‘1’ (yes). Several authors have tried to describe quantum mechanics through a set of physically inspired axioms \[80,241\], but these axioms have no hierarchy. In a unique effort in this line of studies, some of the present authors explored the origin of quantum mechanics from the viewpoint of associating the axioms with different nonclassical features that have been experimentally observed \[78,235\]. Further, they identified a hierarchy of five axioms where each succeeding axiom can be regarded as a superstructure built on top of the structure provided by the preceding axioms. These axioms have been named in as per the nonclassical features they are associated with: (Q1) incompatibility and uncertainty; (Q2) contextuality; (Q3) entanglement; (Q4) nonlocality and (Q5) indistinguishability of identical particles with each axiom associated with a relevant toy GPT model. It may be further noted that it’s intrinsically assumed that any nonclassical theory \(T\) having one or more of the above axioms also contains classical features: (C1) Linearity, which leads to superposition in any linear theory (equivalently in any theory positing wave nature, e.g., classical optics); (C2) Tensor product space which in association with C1 gives classical entanglement (as pointed out by Simon et al. \[242\]); (C3) Norm preserving evolution leading to unitarity which is satisfied by any theory with rotational invariance and satisfying C1 and C2; and (C4) No-signaling. In what follows, we would like to investigate which of these hierarchical axioms (or equivalently what kind of
nonclassicality) are essential for realizing a specific type of QRNG and thus identifying
the nonclassical toy theories that would allow the existence of such nonclassical RNGs.

For the convenience of the discussion, we may describe five toy theories: \( T_i' : i \in \{1, \cdots, 5\} \), where a toy nonclassical theory \( T_i' \) would contain C1 to C4 and the hier-
arachical axioms up to \( Q_i \). For example, \( T_1' \) would be a nonclassical theory that will
have features of classical world and Q1. A careful analysis of the various experimental
methods that can be used to construct QRNGs would easily reveal that most of the
QRNGs belonging to the class of trusted QRNG, \( T_i' \) (i.e., the inclusion of Q1) is suf-
ficient. However, to obtain features like self-testing and semi-self-testing QRNGs, one
would require theories placed hierarchically above as those would require the inclusion
of a set of other axioms. Before we elaborate on that, we may note that the early
QRNGs were mainly based on radioactive sources, and the random numbers generated
from radioactive sources essentially follow the uncertainty principle. We all know that
explanation of the radioactivity process requires the uncertainty principle. Thus, for a
radioactivity-based nonclassical random number generator, \( T_1' \) would be sufficient. It
may be noted that toy theory \( T_1' \) is nonclassical, but it is a local theory, and such a the-
ory would not only support radioactivity based RNGs it will also allow the construction
of most of the trusted TRNGs that requires nonclassical features. As incompatibility
implies collapse on measurement toy theory \( T_1 \) described as an example above will be
a particular case of \( T_1' \) and QUANTIS and other nonclassical RNGs allowed in \( T_1 \) will
also be allowed in \( T_1' \). Similar is the case for QRNGs based on the presence of shot noise
in the electronic circuits, as it can be explained by quantum uncertainty relations alone.
If one looks at QRNGs based on spin noise in atomic systems, one would also see that
such systems would require Q1 only as spins noise arises due to inherent uncertainty
relations. The QRNGs based on macroscopic photo-detection via vacuum noise exploit
the uncertainty in the field quadratures. Similarly, only uncertainty relations are suffi-
cient for randomness sources in QRNGs based on Raman scattering. In all the above
scenarios, one can see that trusted QRNGs can be built in a nonclassical local theory
\( T_1' \). Another class of nonclassical local toy theory is \( T_2' \), which has all features of \( T_1' \)
along with the contextuality Q2. Such a local nonclassical theory will be sufficient to
support the self-testing devices which are based on contextuality [53,194] by observing
the violation of contextuality expressions [195] for certification of the devices against
the presence of any adversary. It is important to note that such certification is only local
in nature. Now, let us look at the self-testing QRNGs. They exploit the features of en-
tanglement and non-locality. We all know that any local realistic hidden variable theory
cannot explain the quantum correlations. Self-testing devices work by focusing only on
input-output statistics. So, the self-testing devices can be certified by the violation of
Bell-type inequalities [188]. Consequently, a nonlocal toy theory \( T_4' \) which includes Q1,
Q2, Q3, and Q4 will be required for such devices. Note that even \( T_1' \) is not equivalent
to quantum mechanics as it does not require Q5. We conclude this section by noting
that keys generated in quantum key distribution protocols are essentially random, and
naturally, different protocols can be supported by different toy theories and analysis in
the line of the present section in relation to the schemes of QKD can be found in our
earlier work [78,243].

8. Conclusions

A comprehensive overview of the existing random number generation methods using
quantum systems has been done in this article. We have described QRNGs of various
kinds in the previous sections. The discussion above clearly establishes the advantages of QRNGs and the technological challenges associated with implementing different classes of QRNGs. It also establishes that despite some existing technological challenges, there are many alternatives to produce QRNGs. The associated technology is much more mature than the majority of other aspects of quantum technologies that are expected to have a substantial impact (say, a scalable quantum computer). Naturally, a large number of commercial products (QRNGs) have been launched. Specifically, the development of QRNGs has advanced to a point where off-the-shelf QRNGs are now commercially available and not costly. A brief overview of the available products is provided in Table 3. The table lists commercially available QRNGs along with their bit generation speed, types of connectivity available, and the different tests passed by the corresponding QRNGs [9]. It is to be mentioned that the commercial QRNGs available now belong to the class of trusted devices. The next-generation devices belonging to the self-testing and semi-self-testing classes are still in the developmental stage, and their commercial utilization is expected sooner than later.

This review has briefly compared the various methods for random number generation so that a user who wishes to employ random numbers in their schemes can make an informed decision. Further, it is difficult, if not impossible, to declare that a particular method is the best without knowing the necessities of the end-user. A large number of variables (e.g., bit generation rate, cost, ease of usage, availability, form factor, certifiability) need to be considered simultaneously for comparing any two or more schemes for QRNGs. In general, generators based on homodyne or heterodyne detection like the vacuum noise-based or ASE-based ones have significantly higher bit rates. Commercial products would be a better choice in terms of the form factor and ease of availability. Microchip or USB-based RNGs provide the ultimate portability, and most of such products come with accompanying software which makes it very easy to use for an end-user who may be a non-technical person. Device-independent methods have the highest

| Company         | QRNG                                      | Speed | Interface | Certifications                     |
|-----------------|-------------------------------------------|-------|-----------|------------------------------------|
| IDQ             | Quantis-IDQ250C2                          | 250 Mbp Chip | NIST SP800-22/90A/B/C, DieHarder, AEC-Q100 |
|                 | Quantis-USB-1M                           | 4 Mbp  USB  | NIST SP800-22/90A/B/C, DieHarder   |
|                 | Quantis-IDQ6MC1                          | 6 Mbp  Chip | NIST SP800-22/90A/B/C, DieHarder, AEC-Q100 |
|                 | Quantis-IDQ20MC1                         | 20 Mbp Chip | NIST SP800-22/90A/B/C, DieHarder, AEC-Q100 |
|                 | Quantis-PCle-10M                         | 16 Mbp PCle | NIST SP800-22/90A/B/C, DieHarder, AEC-Q100 |
|                 | Quantis-PCle-40M                         | 40 Mbp PCle | NIST SP800-22/90A/B/C, DieHarder, AEC-Q100 |
|                 | Quantis-PCle-240M                        | 240 Mbp PCle | NIST SP800-22/90A/B/C, DieHarder, AEC-Q100 |
|                 | Quantis-Apppliance 2.0                    | 252 Mbp Ethernet | NIST SP800-22/90A/B/C, DieHarder   |
| RivQrypt         | PQ9XG16U                                 | 16 Mbp USB  | TESTU01  |
| QuansumTek       | QRNG100E                                 | 200 Mbp USB | NIST SP800-22/90A/B/C, DieHarder   |
| ComScire         | PQ6000RS                                 | 4 Mbp  USB  | ConScire QnGmeter                   |
|                 | PQ1280SM                                 | 128 Mbp USB | ConScire QnGmeter                   |
|                 | CS128M                                    | 128 Mbp USB | ConScire QnGmeter                   |
| Quissence Labs   | qStream 100                              | 1 Gbps Ethernet | NIST SP800-22/90A/B/C, DieHarder   |
|                 | qStream 200                              | 1 Gbps Ethernet | NIST SP800-22/90A/B/C, DieHarder   |
| Quantum eMotion  | QNG2                                     | 1 Gbps Chip | NIST SP800-22/90A/B/C, DieHarder   |
| EYL             | QRN-1                                    | 1 Gbps USB  | NIST SP800-22/90A/B/C, BSI AIS 31  |
|                 | QRN-L                                    | 1 Mbp  USB  | NIST SP800-22/90A/B/C, BSI AIS 31  |
|                 | MQRN                                     | 1 Gbps PCle | NIST SP800-22/90A/B/C, BSI AIS 31  |
| qutools         | qrRNG                                    | 50 Mbp USB  | NIST SP800-22/90A/B/C, DieHarder   |
| MPD             | QRN-16                                   | 16 Mbp USB  | NIST SP800-22/90A/B/C, DieHarder, TESTU01 |
|                 | QRN-32                                   | 32 Mbp USB  | NIST SP800-22/90A/B/C, DieHarder, TESTU01 |
|                 | QRN-64                                   | 64 Mbp USB  | NIST SP800-22/90A/B/C, DieHarder, TESTU01 |
|                 | QRN-128                                  | 128 Mbp USB | NIST SP800-22/90A/B/C, DieHarder, TESTU01 |
| Quuside         | Quside FMC 400                           | 400 Mbp Ethernet | Quide randomness metrology toolkit |
|                 | Quside PCIe 400                          | 400 Mbp PCle | Quide randomness metrology toolkit |
|                 | Quside PCIe One                          | 2 Gbps PCle | Quide randomness metrology toolkit |
| QNU             | TROPOS QNL-QRNG-X100                     | 100 Mbp Ethernet | NIST SP800-22/90A/B/C, DieHarder   |

Table 3. Commercially available Quantum Random Number Generators.
certifiably albeit with lower generation rates. Along with the review of the generation methods for different classes of QRNGs, we have also tried to trace the origin of the randomness in the nonclassical sources of entropy, and that effort has provided a deeper insight into the world of randomness. This has provided completeness to this review, and it may provide some new insights to the researchers towards the ultimate goal of having a near-perfect random number generator.
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