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ABSTRACT

In this article, we propose a phase I-II design in two stages for the combination of molecularly targeted therapies. The design is motivated by a published case study that combines a MEK and a PIK3CA inhibitors; a setting in which higher dose levels do not necessarily translate into higher efficacy responses. The goal is therefore to identify dose combination(s) with a prespecified desirable risk-benefit trade-off. We propose a flexible cubic spline to model the marginal distribution of the efficacy response. In stage I, patients are allocated following the escalation with overdose control (EWOC) principle whereas, in stage II, we adaptively randomize patients to the available experimental dose combinations based on the continuously updated model parameters. A simulation study is presented to assess the design’s performance under different scenarios, as well as to evaluate its sensitivity to the sample size and to model misspecification. Compared to a recently published dose finding algorithm for biologic drugs, our design is safer and more efficient at identifying optimal dose combinations.

1 Introduction

Integrated phase I-II clinical trial designs allow accelerated drug development since they assess, within a single protocol, the safety and efficacy of a compound or a combination of drugs. With the use of traditional chemotherapy compounds, a dose limiting toxicity (DLT) is generally ascertained after one cycle of therapy for the purpose of estimating the maximum tolerated dose (MTD), and it is generally assumed that both the dose-toxicity and dose-efficacy relationships are monotonically increasing functions (see e.g., Le Tourneau et al. [2009]). This implies that the optimal dose, i.e., the dose with most desirable benefit-risk trade-off, must be at the MTD. However, as pointed out by Hoff and Ellis [2007], Li et al. [2017], Lin et al. [2020], with other types of compounds such us molecularly targeted therapies or immunotherapies, the monotonicity assumption of of the dose-efficacy response may not hold given that efficacy may plateau or decrease at high dose levels, which implies that the optimal dose may not be located at the MTD.

Phase I-II designs that do not assume monotonicity of the dose-efficacy relationship have been studied extensively in the last two decades. For instance, Thall and Cook [2004], proposed a Bayesian phase I-II design based on toxicity-efficacy probability trade-offs. Nebiyou Bekele and Shen [2005] proposed a design in which binary toxicity outcomes and a continuous biomarker expression outcomes are jointly modeled. Zhang et al. [2006] employed a flexible continuation-ratio model to account for the potentially monotonically increasing / non-increasing / decreasing dose-efficacy profiles. Houede et al. [2010] proposed a design for drug combinations with ordinal toxicity and efficacy outcomes in which the optimal dose combination was found through a utility function. Yuan and Yin [2011] proposed a phase I-II design for late-onset efficacy with drug combinations that incorporates adaptive randomization of patients in stage II with the intention of allocating more patients to more efficacious dose combination levels. Cai et al. [2014] proposed a phase I-II design in two stages in which the optimal dose combination is estimated by encouraging the exploration of untried dose combinations to avoid the problem of recommending suboptimal doses. Guo and Yuan [2017] proposed a phase I-II design for molecularly targeted agents that considers different biomarker subgroups. Lyu et al. [2019] proposed a
two-stage phase I-II design in which the optimal dose combination is obtained my maximizing a utility function. One characteristic of this design is that it allows to do adaptive dose insertion if the current estimate of the optimal dose combination is far from all the pre-defined (discrete) dose combination levels available in the trial. We find this feature particularly appealing in the context of molecularly targeted therapies because it allows to adapt the initial grid of discrete dose combination levels, if necessary. Without it, we may incur in a substantial loss of information, especially when the knowledge about the dose-toxicity and the dose-efficacy surfaces is limited (Diniz et al. [2019]). However, adaptive dose insertion may be challenging in practice since new drug formulation may be frequently requested with short notice. We note that adaptive dose insertion is conceptually similar to having continuous dose levels administered intravenously, which has been extensively studied in both phase I and phase I-II designs by Tighiouart et al. [2014, 2017], Diniz et al. [2017, 2018], Jiménez et al. [2019], Tighiouart [2019], Jiménez et al. [2020], Jiménez and Tighiouart [2022], Jiménez and Zheng [2021], in the setting of cytotoxic agents.

Our research is motivated by a published phase I-II clinical trial design that combines a MEK and a PIK3CA inhibitors (Lyu et al. [2019]), considering four discrete dose levels for each compound, and enrolling a total of 96 late-stage cancer patients. The primary endpoint of the study was to improve the efficacy rate from 5% to 30% taking into consideration that a dose combination with 20% efficacy rate or higher is considered beneficial as long as the dose is well tolerated.

In this article, we propose a two-dimensional flexible cubic spline function to model the marginal distribution of the efficacy response in settings combining either two molecularly targeted agents or a cytotoxic with a molecularly targeted agent. In stage I, the estimated MTD is calculated using the escalation with overdose control (EWOC) principle. In stage II, instead of allocating patients directly to the standardized dose combination with the currently highest utility estimate, we follow the adaptive randomization principle, which prevents the design to become stuck at local optima (Yuan et al. [2016]). The most desirable benefit-risk trade-off (i.e., the optimal dose combination) is calculated by maximizing a utility function.

The remainder of this article is organized as follows. In section 2 we introduce the dose-toxicity and dose-efficacy models together with the utility function and the stage I and stage II dose finding algorithms. In section 3, we present an extensive simulation study to evaluate the operating characteristics of the approach as well as a comparison with state-of-the-art methodology in the context of this type of clinical trial. We conclude the article in section 4 with a discussion and some concluding remarks.

2 Method

2.1 Probability models

Consider a phase I-II design combining \(Q\) pre-specified doses \(x_1 < \cdots < x_Q\) of compound \(X\) with \(J\) pre-specified doses \(y_1 < \cdots < y_J\) of compound \(Y\). The dose levels of each compound are standardized to fall within the interval \([0,1]\) using the transformations \(f_x(x) = (x - x_1)/(x_Q - x_1)\) and \(f_y(y) = (y - y_1)/(y_J - y_1)\), with \(x = x_1, \ldots, x_Q\) and \(y = y_1, \ldots, y_J\), resulting into \(x \in [0,1]\) and \(y \in [0,1]\), respectively. Let \(Z_T = \{0, 1\}\) be the binary indicator of DLT where \(Z_T = 1\) represents the presence of a DLT after a predefined number of treatment cycles, and \(Z_T = 0\) otherwise. Let \(Z_E = \{0, 1\}\) be the binary indicator of treatment response where \(Z_E = 1\) represents a positive response after a predefined number of treatment cycles, and \(Z_E = 0\) otherwise.

The optimal dose combination as well as all the adaptive features of the design are based on the joint probability \(P(Z|x, y, \Psi)\), where \(Z = \{Z_T, Z_E\}\) is a vector containing the toxicity and efficacy binary outcomes, and \(\Psi = \{\Psi_T, \Psi_E\}\) is a vector containing the parameters of the marginal toxicity and efficacy models, respectively. For notational simplicity, we suppress the arguments \(\Psi_T\) and \(\Psi_E\) when it will not cause confusion. Following the work of Ivanova et al. [2009], Cai et al. [2014], Lyu et al. [2019], Jiménez et al. [2020], Jiménez and Tighiouart [2022] we model the marginal toxicity and efficacy models independently (i.e., we assume that toxicity and efficacy are independent). The marginal probability of toxicity \(P(Z_T = 1|x, y)\) is modeled using the linear logistic regression model

\[
P(Z_T = 1|x, y) = F(\alpha_0 + \alpha_1 x + \alpha_2 y + \eta xy),
\]

where \(F(.)\) is the cumulative distribution function of the logistic distribution (i.e., \(F(u) = 1/(1 + e^{-u})\)). Following Tighiouart et al. [2017], we reparameterize equation (1) in terms of parameters that clinicians can easily interpret. Let \(\rho_{uv}\) denote the probability of DLT when the levels of agents \(X = u\) and \(Y = v\), with \(u = \{0, 1\}\) and \(v = \{0, 1\}\), so that \(\alpha_0 = F^{-1}(\rho_{00})\), \(\alpha_1 = (F^{-1}(\rho_{01}) - F^{-1}(\rho_{00}))\), and \(\alpha_2 = (F^{-1}(\rho_{11}) - F^{-1}(\rho_{00}))\).

The marginal probability of efficacy \(P(Z_E = 1|x, y)\) is modeled using the cubic spline

\[
P(Z_E = 1|x, y) = F(\beta_0 + \beta_1 x + \beta_2 x^2 + \sum_{i=3}^{5} \beta_i (x - \kappa_i - 2)^3 + \beta_6 y + \beta_7 y^2 + \sum_{j=8}^{10} \beta_j (y - \kappa_j - 4)^3 + \beta_{11} xy),
\]
2.2 Prior distributions

The posterior distribution of the parameters in $\pi_T(x, y)$ and $\pi_E(x, y)$ are usually elicited after consultation with the clinicians based on previous single agent and/or drug combination studies.

In this article, we do not have any elicited prior distribution and therefore we use the following vague distributions: $\rho_{01} \sim \text{beta}(1, 1)$, $\rho_{10} \sim \text{beta}(1, 1)$, and conditional on $(\rho_{01}, \rho_{10})$, we assume that $\rho_{01}/\min(\rho_{01}, \rho_{10}) \sim \text{beta}(1, 1)$. The interaction parameter $\eta$ represents the synergism of the combination which means that it has to be positive. We assign $\eta$ a vague gamma prior, for example $\eta \sim \text{gamma}(0.1, 0.1)$.

In $\pi_E(x, y)$, we assume vague normal distributions for all the $\beta$ parameters so that $\beta_r \sim N(0, 10^2)$, $r = 1, \ldots, 11$. The justification for allowing all the $\beta$ parameters to be either positive or negative is that we expect the dose-efficacy surface to be non-linear, which implies that efficacy may decrease at higher dose combination levels. We assign $\kappa_2, \kappa_3, \kappa_5, \kappa_6$ uniform distributions with the logical restriction that $\kappa_2 < \kappa_3$ and $\kappa_5 < \kappa_6$. Thus, $(\kappa_2, \kappa_3) \sim \text{Uniform}((\kappa_2, \kappa_3) : 0 \leq \kappa_2 < \kappa_3 \leq 1)$ and $(\kappa_5, \kappa_6) \sim \text{Uniform}((\kappa_5, \kappa_6) : 0 \leq \kappa_5 < \kappa_6 \leq 1)$. Conventionally, vague priors have enormous variances, which work well with medium to large sample sizes but may lead to numerical instability with smaller sample sizes. Ideally, the prior distributions should be vague enough to cover all the plausible values of the parameters, but not too vague that causes stability issues.

2.3 Likelihood and posterior distributions

Let $N$ denote the maximum sample of the trial and $D_m = (Z_{T_1}, Z_{E_i}, x_i, y_i)$, $i = 1, \ldots, m$ be the data collected (i.e., toxicity outcomes, efficacy outcomes and immune response) after enrolling $m$ patients.

The posterior distribution of the dose-toxicity model parameters is $p(\Psi_T|D_m) \propto p(\Psi_T) \times L(D_m|\Psi_T)$, and the posterior distribution of the dose-efficacy model parameters is $p(\Psi_E|D_m) \propto p(\Psi_E) \times L(D_m|\Psi_E)$, where $\Psi_T = (\rho_{00}, \rho_{01}, \rho_{10}, \eta), \Psi_E = (\beta_0, \ldots, \beta_11, \kappa_1, \ldots, \kappa_6), L(D_m|\Psi_T) = \prod_{i=1}^m \pi_T(x_i, y_i)^{z_{i1}} \times (1 - \pi_T(x_i, y_i))^{1-z_{i1}}, L(D_m|\Psi_E) = \prod_{i=1}^m \pi_E(x_i, y_i)^{E_i} \times (1 - \pi_E(x_i, y_i))^{1-E_i}$. Bayesian computation is done using JAGS (Plummer et al. [2003]) and R (R Core Team [2019]).

2.4 Optimal dose combination

As mentioned in section 1, with molecularly targeted therapies it is not guaranteed that the optimal dose combination will be at the MTD, which means we will need to find the most desirable trade-off between risk and benefit. Ideally, we would like a dose combination with low toxicity and high efficacy (i.e., low risk and high benefit). Utility functions $U(.)$ are convenient tools that allow to formally assess the benefit-risk trade-off between undesirable and desirable clinical outcomes. They have received considerable attention over the last years, specially with the development of targeted therapies and immuno-therapies (see e.g., Houede et al. [2010], Thall et al. [2013, 2014], Guo and Yuan [2015], Murray et al. [2017], Liu et al. [2018], Lyu et al. [2019]), and their definition can be more or less complicated, depending on the choice of the number of outcomes that we may involve in the trade-off. For example, Liu et al. [2018] considers three outcomes (toxicity, efficacy and immune response). Once the utility function is defined, the optimal dose (combination) will correspond to the dose (combination) that maximizes the utility function based on the current parameters estimates. In section 3, we provide the definition of the utility function used for the simulation study, which in generic terms, we refer to as $U(x, y)$. However, each trial will have a different utility function based on the clinicians’ criteria about benefit-risk trade-off desirability.

2.5 Dose-optimization algorithm

We define the MTD as any dose combination with

$$F(a_0 + a_1 x + a_2 y + \eta xy) = \theta_T,$$

where $\theta_T$ represents the highest probability of toxicity we are willing to accept. With discrete dose levels, it is possible that none of the experimental dose levels have an exact probability of toxicity equal to $\theta_T$ and therefore the MTD could be an empty set.

In this article, stage I follows the escalation with overdose control (EWOC) principle (Babb et al. [1998], Tighiouart et al. [2005], Tighiouart and Rogatko [2010], Tighiouart et al. [2017], Tighiouart and Rogatko [2012], Shi and Yin
[2013]), where the posterior probability of overdosing the next cohort of patients is bounded by a feasibility bound \( \alpha \). In a cohort with two patients, the first one would receive a new dose of compound \( X \) given that the dose \( y \) of compound \( Y \) that was previously assigned. The other patient would receive a new dose of compound \( Y \) given that dose \( x \) of compound \( X \) was previously assigned. The feasibility bound \( \alpha \) increases from 0.25 up to 0.5 in increments of 0.05 (Wheeler et al. [2017]).

In other words and based on (3), if \( x \) is fixed, the posterior distribution of the MTD takes the form \( \hat{y}_{\text{MTD}} \mid \hat{\Psi}_T, x = (F^{-1}(\theta_T) - \hat{\alpha}_0 - \hat{\alpha}_1 \times x) / (\hat{\alpha}_2 + \hat{\alpha}_3 \times x) \) whereas if \( y \) is fixed, it takes the form \( \hat{y}_{\text{MTD}} \mid \hat{\Psi}_T, y = (F^{-1}(\theta_T) - \hat{\alpha}_0 - \hat{\alpha}_2 \times y) / (\hat{\alpha}_1 + \hat{\alpha}_3 \times y) \), with \( \hat{\Psi}_T = \{ \hat{\alpha}_0 = F^{-1}(\hat{\rho}_0), \hat{\alpha}_1 = (F^{-1}(\hat{\rho}_0) - F^{-1}(\hat{\rho}_0)), \hat{\alpha}_2 = (F^{-1}(\hat{\rho}_0) - F^{-1}(\hat{\rho}_0)), \hat{\eta}_1 \} \) representing the current posterior distribution of the model parameters in (1).

Stage I will enroll a total of \( N_1 = C_1 \times m_1 \) patients, where \( C_1 \) represents the total number of cohorts in phase I with equal number of patients \( m_1 \). The stage I algorithm proceeds as follows:

1. The first cohort (\( c_1 = 1 \)) of \( m_1 \) patients starts at the dose combination \( (x = 0, y = 0) \).
2. For cohorts \( c_1 > 1 \), if \( c_1 \) is an even number,
   i. Patient \( 2c_1 - 1 \) receives the dose combination \( (x_{2c_1-1}, y_{2c_1-1} = y_{2c_1-3}) \) where \( x_{2c_1-1} \) represents the discrete dose level in \( Q \) that is closest, in terms of euclidean distance, to the \( \alpha \)-th percentile of \( \hat{\Psi}_T, y = y_{2c_1-3} \).
   ii. Patient \( 2c_1 \) receives the dose combination \( (x_{2c_1} = x_{2c_1-2}, y_{2c_1}) \) where \( y_{2c_1} \) represents the discrete dose level in \( J \) that is closest, in terms of euclidean distance, to the \( \alpha \)-th percentile of \( \hat{\Psi}_T, x = x_{2c_1-2} \).

In contrast, if \( c_1 \) is an odd number,
   i. Patient \( 2c_1 - 1 \) receives the dose combination \( (x_{2c_1-1} = x_{2c_1-3}, y_{2c_1-1}) \) where \( y_{2c_1-1} \) represents the discrete dose level in \( J \) that is closest to the \( \alpha \)-th percentile of \( \hat{\Psi}_T, x = x_{2c_1-3} \).
   ii. Patient \( 2c_1 \) receives the dose combination \( (x_{2c_1}, y_{2c_1} = y_{2c_1-2}) \) where \( x_{2c_1} \) represents the discrete dose level in \( Q \) that is closest to the \( \alpha \)-th percentile of \( \hat{\Psi}_T, y = y_{2c_1-2} \).

3. Keep enrolling cohorts of size \( m_1 \) until \( c_1 = C_1 \).

Stage II will enroll a total of \( N_2 = n_2 + C_2 \times m_2 \) patients, where \( m_2 \) represents the cohort size and \( n_2 \) represents the initial fixed cohort of patients in which the probability of allocating a patient to a dose combination is the same along the space of safe dose combinations. Let \( N = N_1 + N_2 \) be the total number of patients that the entire study will enroll. The algorithm in stage II proceeds as follows:

1. An initial cohort (\( c_2 = 1 \)) of size \( n_2 \) is distributed among the dose combinations with \( \hat{\pi}_T(x, y) \leq \theta_T \) given \( D_{N_1} \), so that as many dose levels as possible have at least one patient allocated to them.
2. For cohorts \( c_2 > 1 \) of size \( m_2 \), we sequentially allocate patients using adaptive randomization in which the probability of being allocated to a dose combination is proportional to the current utility estimate (i.e., \( \hat{\pi}_{AR}(x, y) = \hat{U}(x, y) / \sum \hat{U}(x, y) \), where \( \hat{\pi}_{AR}(x, y) \) represents the probability of being allocated to dose combination \( (x, y) \)).
3. Keep enrolling cohorts of size \( m_2 \) until \( c_2 = C_2 \).

So far, the design has only used the initial set of discrete dose combinations. One important question is whether we should restrict the optimal dose combination recommendation to the initial grid of discrete dose combination, or whether we should allow the design to recommend any (continuous) dose combination within the standardized space of dose combinations \( [0, 1] \times [0, 1] \). We believe that the design is flexible enough to identify the region (or regions) in which the true utility is higher, even in settings with complex dose-efficacy surfaces. Thus, having the option to recommend a continuous dose combination would improve the chances of identifying the true optimal dose combination in case it would be distant from all of the existing discrete dose combination levels. Therefore, at the end of stage II, the optimal dose combination is calculated as

\[
(x^{\text{opt}}, y^{\text{opt}}) = \arg\max_{(x,y) \in [0,1] \times [0,1]} \left\{ \hat{U}(x, y) \right\}.
\]

(4)

The proposed design contains two stopping rules for safety, one for stage I and a different one for stage II. During stage I, we would stop the trial if

\[
P(\pi_T(x = 0, y = 0) > \theta_T + 0.1|D_0) > \delta_{\theta_1},
\]

(5)
where \( \delta_{\theta_1} = 0.5 \). In contrast, during stage II we would stop the trial if

\[
P(\Theta > \theta_T + 0.1|D_n) > \delta_{\theta_2},
\]

where \( \Theta \) represents the rate of DLTs for both stages of the design regardless of dose and \( \delta_{\theta_2} = 0.7 \) represents the confidence level (i.e., 70%) that a prospective trial results in an excessive DLT rate. A non-informative Jeffreys prior \( \text{Beta}(0.5, 0.5) \) is placed on the parameter \( \Theta \).

Stopping rules for futility and efficacy are not considered in this trial given the potential complexity of the dose-efficacy surface and relatively small sample size. However, if deemed necessary, they could be incorporated into the design.

3 Simulation Studies

In this section, we describe the performance of our approach in identifying the optimal dose combination, compare the safety of the trial and average utility of the recommended dose combinations with the AAA design, and study robustness to varying sample size.

3.1 Model and design performance

We assess the performance of our design using simulation studies. Considering the setting of the motivating trial, we assume that both compounds \( X \) and \( Y \) have four standardized dose levels within the interval \([0, 1]\). In stage I we select \( m_1 = 2 \) and \( C_1 = 15 \), yielding a total of \( N_1 = 30 \) patients. In stage II we select \( n_2 = 12 \), \( m_2 = 6 \) and \( C_2 = 9 \), yielding a total of \( N_2 = 66 \) patients. In order to compare the performance of our approach with the triple adaptive (AAA) Bayesian design of Lyu et al. [2019], we let the toxicity upper bound \( \theta_T \), the efficacy lower bound \( \theta_E = 0.2 \) and the lowest acceptable utility defined below as \( U_0 = 0.1 \). The utility function used in Lyu et al. [2019] is defined as

\[
U(x, y) = 1(\pi_T(x, y) \leq \theta_T) \times \left(1 - \frac{(1 - \eta_0) \times \pi_T(x, y)}{\theta_T}\right) \times [\eta_1 \exp(\eta_2 \times \pi_E(x,y)) + \eta_3],
\]

where ‘1(\_)’ denotes an indicator function and \( \eta_0 = 0.368, \eta_1 = 0.385, \eta_2 = 1.28 \) and \( \eta_3 = -0.385 \) are parameters, elicited by the physicians, that establish the benefit-risk trade-offs (see Lyu et al. [2019], sections 2.2 and 4.1). This utility function has the property that for fixed probability of efficacy \( \pi_E(x, y) \) at dose combination \((x, y)\), it decreases linearly as a function of \( \pi_T(x, y) \) provided that \( \pi_T(x, y) \leq \theta_T \) and it increases exponentially as a function of \( \pi_E(x, y) \) for fixed risk of DLT \( \pi_T(x, y) \), provided that \( \pi_T(x, y) \leq \theta_T \).

The design is evaluated through the following operating characteristics: i) average DLT rate and percentage of trials with DLT rate above \( \theta_T \) and \( \theta_T + 0.1 \), ii) probability of early stopping for safety, iii) average (true) utility of the recommended optimal dose combinations, iv) average (true) utility of the patients allocated with adaptive randomization, and v) the distribution of the recommended optimal dose combinations.

We specified 6 scenarios using the marginal models defined in equations (1) and (2) that vary with respect to the location of the true optimal dose combination (also referred as target dose combination) as well as in the complexity of surface of the utility function (i.e., uni-modal and bi-modal). Figure 1 shows the (true) utility surfaces for these scenarios. The parameter values used to produce these scenarios are available in Table S1 of the supplementary material. Under each scenario, we simulated 2000 trials. To assess the performance of our design relative to the state-of-the-art AAA methodology in Lyu et al. [2019], we compare the average, median and the 2.5th and 97.5th percentiles of the distribution of the (true) utilities of the recommended optimal dose combinations of these two designs. In the remainder of the manuscript, we refer to the 2.5th and 97.5th percentiles of the (empirical) distribution of the (true) utilities of the recommended optimal dose combinations as a 95% confidence interval, which should be interpreted as a measure of precision or reliability. Also, the (true) utilities of the recommended optimal dose combination are referred to recommended (true) utilities.

Scenarios 1, 5 and 6 are designed to be uni-modal whereas scenarios 2, 3 and 4 are designed to be bi-modal and therefore more complex. The goal is to have scenarios with low, medium and high utility values for the target dose combination. Scenario 3 is expected to be particularly challenging. In this scenario, we placed very low utility values in the entire path that stage I is expected to follow given the very low toxicity probability that we established throughout the entire dose-toxicity surface. At the end of stage I, the number of positive efficacy responses is expected to be very low and stage II will start with very little information regarding the potential location of the target dose combination.

In these scenarios, the average DLT rate ranged between 7-17%, the proportion of trials with DLT rates above \( \theta_T \) and \( \theta_T + 0.1 \) was equal to zero, and the proportion of early stoppings for safety was also equal to zero. These results are displayed in Table 1. In terms of the distribution of the recommended (true) utilities, Table 2 shows that the average
Figure 1: Contour plots showing the utility surface from scenarios 1-6. We also display the grid of discrete dose combination levels (i.e., black dots) with their corresponding (true) utility values whenever these (i.e., the utility values) are above zero.

Table 1: Safety operating characteristics from scenarios 1-6. The table displays the average DLT rate, the percentage of trials with DLT rates above $\theta_T$ and $\theta_T + 0.1$, the percentage of trials stopped following the stage I and stage II safety stopping rules from each scenario.

| Scenario | 1 | 2 | 3 | 4 | 5 | 6 |
|----------|---|---|---|---|---|---|
| Average DLT rate (%) | 12 | 17 | 7 | 0 | 11 | 10 |
| Percentage of trials with DLT rate above $\theta_T$ (%) | 0 | 0 | 0 | 0 | 0 | 0 |
| Percentage of trials with DLT rate above $\theta_T + 0.1$ (%) | 0 | 0 | 0 | 0 | 0 | 0 |
| Percentage of trials stopped early for safety (%) | 0 | 0 | 0 | 0 | 0 | 0 |
Table 2: Summary of the distribution of the (true) utility of the recommended optimal dose combinations from scenarios 1-6. The table displays the (true) utility of the target dose combination (TDC) as a reference, the average, median and 95% confidence interval (i.e., percentiles 2.5% and 97.5%) of the distribution of (true) utility of the optimal dose combinations (ODC) recommended by the proposed design, the average, median and 95% confidence interval (i.e., percentiles 2.5 and 97.5) of the distribution of (true) utility of the optimal dose combinations (ODC) recommended by the AAA design, and the average (true) utility of the patients allocated during the adaptive randomization (AR) phase from each scenario.

| Scenario | Utility of TDC (for reference) | Proposed design | AAA design | Average utility of patients allocated during AR phase |
|----------|-------------------------------|----------------|------------|-----------------------------------------------|
|          |                               | Average        | Median     | 95% CI                                         | 0.68 | 0.94 | 0.72 | 0.98 | 0.36 | 0.39 |
|          |                               | 0.65           | 0.65       | 0.93 | 0.30 | 0.33 |
|          |                               | 0.66           | 0.72       | 0.94 | 0.32 | 0.34 |
|          |                               | 0.58-0.68      | 0.81-0.94  | 0.06-0.72 | 0.65-0.98 | 0.19-0.35 | 0.21-0.38 |
|          |                               | 0.62           | 0.60       | 0.89 | 0.28 | 0.32 |
|          |                               | 0.66           | 0.72       | 0.94 | 0.30 | 0.35 |
|          |                               | 0.55-0.66      | 0.40-0.94  | 0.06-0.72 | 0.57-0.98 | 0.16-0.33 | 0.16-0.35 |
|          |                               | 0.51           | 0.52       | 0.33 | 0.78 | 0.24 |
|          |                               |                |            | 0.26 |                |            |            |

3.2 Robustness to deviations between the true underlying marginal models and the working marginal models

In this section we evaluated the performance of the proposed design by changing the true underlying marginal probability models. In other words, the binary toxicity and efficacy data were no longer generated using equations (1) and (2). For this evaluation, we used the same marginal probability of toxicity and efficacy models from Lyu et al. [2019]. We note that these marginal probabilities do not include an interaction term modeling synergism between the two drugs following the recommendations of Wang and Ivanova [2005] and the simulation results of Mozgunov et al. [2021] for discrete dose combinations. However, omitting an interaction term will compromise safety of the trial and reduce precision of the estimated MTD contour for continuous dose levels as shown in Tighiouart et al. [2022]. We implemented ten out the eleven scenarios evaluated in their publication. We decided not to include scenario 4 (see Figure 5 in Lyu et al. [2019]) because the utility function was not defined for any of the dose combinations contained in the initial space of dose combination and, in this article, we restrict the dose-finding search to the initial space of standardized dose combinations. In this scenario, AAA design reported a proportion of trials with DLT rates above \( \theta \) of 16.4% whereas in our design this proportion is equal to 3.66%. We would like to highlight that, from our point of view, a proportion of trials stopped early for safety ranges between 0% and 3.66%. In a second evaluation, we implemented the proposed design in the six scenarios displayed in Figure 1 with lower sample sizes in stages I and II.

Regarding the first assessment (i.e., deviation between the true underlying marginal models and the working marginal models), in Figure 2 we show the (true) utility surfaces for the simulated scenarios. The parameter values used to produce these scenarios are available in Table S2 of the supplementary material.

In terms of safety, the proposed design resulted in an average DLT rate between 13% and 24%, see Table 3. The percentage of trials with DLT rates above \( \theta \) ranges between 0% and 3.66%, and the percentage of trial with DLT rates above \( \theta + 0.1 \) were equal to zero. Last, the percentage of trials stopped early for safety ranges between 0% and 2.1%. The safety results published by Lyu et al. [2019] show a worse performance with respect to our proposed design. In this scenario, AAA design reported a proportion of trials with DLT rate above \( \theta \) was 16.4% whereas in our design this proportion is equal to 3.66%. We would like to highlight that, from our point of view, a proportion of trials with DLT rate above \( \theta + 0.1 \) of 16.4% is too high and more restrictive safety criteria should be applied to lower it.

In terms of the distribution of (true) recommended utilities, the proposed design has an average (true) utility that is, in general, close to the (true) utility of the target dose combinations, with values that are either very similar or higher than those of the AAA design under scenarios 1, 8, 10, and 11. The only scenario in which the proposed design seems to slightly underperform the AAA design is scenario 5. A similar behavior is observed with the medians of the recommended (true) utilities. The 95% confidence interval of the distributions of the (true) utilities are, in general, narrower with the proposed design, with some notable differences under scenarios 1, 2, 8, 10, and 11. These results are consistent with those observed in the main simulation study of this manuscript (see Table 2). We also note that, in the proposed design, the average (true) utility of the patients allocated with adaptive randomization is relatively close to the (true) utility of the target dose combination, taking into consideration that the adaptive randomization phase is still a learning part of the design. These results are displayed in Table 4.
Figure 2: Contour plots showing the (true) utility surface from scenarios 1-3 and 5-11 from Lyu et al. [2019]. We also display the grid of discrete dose combination levels (i.e., black dots) with their corresponding (true) utility values whenever these (i.e., the utility values) are above zero.
Table 3: Safety operating characteristics from scenarios 1-3 and 5-11 from Lyu et al. [2019]. The table displays the average DLT rate, the percentage of trials with DLT rates above $\theta_T$ of the proposed design, the percentage of trials with DLT rates above $\theta_T$ of the AAA design, and $\theta_T + 0.1$, and the percentage of trials stopped following the stage I and stage II safety stopping rules from each scenario.

| Scenario | 1  | 2  | 3  | 5  | 6  | 7  | 8  | 9  | 10 | 11 |
|----------|----|----|----|----|----|----|----|----|----|----|
| Average DLT rate (%) | 17 | 16 | 24 | 18 | 19 | 17 | 13 | 13 | 17 | 18 |
| Percentage of trials with DLT rate above $\theta_T$ (%) (proposed) | 0  | 0  | 3.66 | 0.05 | 0.10 | 0  | 0  | 0  | 0  | 0  |
| Percentage of trials with DLT rate above $\theta_T$ (%) (AAA) | 0  | 0.1 | 16.4 | 0.3 | 1.3 | 0  | 0  | 0  | 0  | 0.1 |
| Percentage of trials with DLT rate above $\theta_T + 0.1$ (%) (proposed) | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |
| Percentage of trials stopped early for safety (%) (proposed) | 0.25 | 0.15 | 0.40 | 2.10 | 0.40 | 0.35 | 0.10 | 0.05 | 0.40 | 0.85 |

Table 4: Summary of the distribution of the (true) utility of the recommended optimal dose combinations from scenarios 1-3 and 5-11 from Lyu et al. [2019]. The table displays the (true) utility of the target dose combination (TDC) as a reference, the average, median and 95% confidence interval (i.e., percentiles 2.5% and 97.5%) of the distribution of (true) utility of the optimal dose combinations (ODC) recommended by the proposed design, the average, median and 95% confidence interval (i.e., percentiles 2.5 and 97.5) of the distribution of (true) utility of the optimal dose combinations (ODC) recommended by the AAA design, and the average (true) utility of the patients allocated during the adaptive randomization (AR) phase from each scenario.

| Scenario | 1  | 2  | 3  | 5  | 6  | 7  | 8  | 9  | 10 | 11 |
|----------|----|----|----|----|----|----|----|----|----|----|
| Utility of TDC (for reference) | 0.45 | 0.55 | 0.28 | 0.42 | 0.47 | 0.07 | 0.52 | 0.46 | 0.55 | 0.51 |
| Proposed design | | | | | | | | | | |
| Average | 0.42 | 0.53 | 0.20 | 0.26 | 0.38 | 0.05 | 0.46 | 0.39 | 0.52 | 0.48 |
| Median | 0.43 | 0.54 | 0.26 | 0.29 | 0.45 | 0.06 | 0.48 | 0.42 | 0.54 | 0.50 |
| 95% CI | 0.35-0.45 | 0.45-0.55 | 0.00-0.28 | 0.01-0.42 | 0.00-0.47 | 0.00-0.07 | 0.21-0.32 | 0.13-0.46 | 0.41-0.55 | 0.40-0.51 |

| AAA design | | | | | | | | | | |
| Average | 0.57 | 0.53 | 0.20 | 0.31 | 0.37 | 0.04 | 0.44 | 0.39 | 0.46 | 0.43 |
| Median | 0.54 | 0.55 | 0.26 | 0.35 | 0.46 | 0.05 | 0.45 | 0.44 | 0.49 | 0.44 |
| 95% CI | 0.29-0.45 | 0.29-0.55 | 0.00-0.28 | 0.01-0.42 | 0.00-0.46 | 0.00-0.07 | 0.17-0.52 | 0.14-0.46 | 0.32-0.53 | 0.34-0.50 |
| Average utility of patients allocated during AR phase | 0.24 | 0.31 | 0.12 | 0.16 | 0.26 | 0.03 | 0.29 | 0.24 | 0.31 | 0.31 |

In Figure S2 of the supplementary material we display the distribution of the recommended optimal dose combination in each scenario. Again, this Figure shows how the proposed design correctly identifies the region in which the target dose combination is located. Again, we notice that there is a higher dispersion in the optimal dose combination recommendations in scenarios in which the (true) utility of the target dose combination is, overall, not very high.

### 3.3 Robustness to changes in the sample size

In this section, we re-assessed the proposed design in the six scenarios generated with the proposed working marginal probability models (i.e., Figure 1) with lower sample sizes in stages I and II. The results are available in Tables S3 and S4 of the supplementary material for sample size of 10, 20, and 30 for stage I, 30, 42, 54, and 66 in stage II, and cohort size 6 and 12 in stage II. Overall, we observed that reducing the number of patients only in stage II yields worse performance than reducing patients only in stage I. We also observed that, for all sample sizes considered in stage I, all scenarios with 54 and 42 patients in stage II had a performance that was still as good as or better than the performance obtained with the AAA design, and the only case in which the proposed design was slightly worse, in some scenarios, than the AAA design, was when stage II uses only 30 patients. In other words, we could enroll 62 patients (i.e., 20 in stage I and 42 in stage II), which would be a 35.42% reduction of the overall sample size, and still have results as good as or better than those from the AAA design.
4 Discussion

We proposed a Bayesian phase I-II design for dual-agent dose optimization with molecularly targeted therapies. Under the presence of these types of compounds, the monotonicity assumption of the dose-efficacy response may not be appropriate given that efficacy may decrease or plateau at high dose levels, and thus the optimal dose will be a trade-off between toxicity and efficacy. For this reason, we employ a flexible cubic spline function for the marginal distribution of the efficacy response and a utility function to assess the risk-benefit trade-off between undesirable and desirable clinical outcomes. The proposed marginal dose-efficacy model has a relatively high number of parameters, which accommodates simple and complex (e.g., bi-modal) dose-efficacy surfaces. However, because in stage I dose-escalation is driven by the marginal dose-toxicity model, which has a small number of parameters, and we do not allow for skipping untried dose combinations, there is no concern regarding the variability of the parameter estimation at the inception of the trial. Then, by the time the design starts using the marginal probability of efficacy to allocate subsequent cohorts of patients, there are already enough patients enrolled in the trial.

Traditionally, in settings in which the assumption of monotonicity of the dose-efficacy holds (i.e., with cytotoxic agents), the purpose was not to have a precise estimation of the entire dose-efficacy curve (or surface) but to provide a precise estimation of the MTD in phase I trials, or the optimal dose in phase I-II trials. However, without the assumption of monotonicity of the dose-efficacy curve (or surface), implementing dose optimization becomes harder since the target dose combination could be anywhere in the space of doses available in the clinical trial and in regions with low probability of toxicity. In this situation, having a more precise estimation of the entire dose-efficacy curve (or surface) could be helpful since we can better locate the region(s) in which the target dose (or dose combination) is located.

We are inspired by a published case study which combines a MEK inhibitor and a PIK3CA inhibitor considering 4 discrete dose levels in each compound and a total of 96 late-stage cancer patients (Lyu et al. [2019]). In this setting, we first implemented our approach using 6 scenarios generated by the working marginal dose-toxicity and dose-efficacy models. These scenarios were intended to have different utility contour shapes, with one or two modes, and with low, medium and high (true) utility values for the target dose combinations. The proposed design achieved good operating characteristics, with low toxicity rates and with average recommended (true) utilities that were close to the (true) utilities of the target dose combinations. In other words, the design was, on average, able to correctly identify the region(s) of the utility surface in which the target dose combination was located.

To assess model robustness to deviations from the true marginal models for toxicity and efficacy, we derived operating characteristics under the scenarios presented in Lyu et al. [2019]. The proposed design showed, again, low toxicity rates and average (true) utilities of the recommended optimal dose combination that were close to the (true) utilities of the scenario-specific target dose combinations.

The performance of the proposed design was compared to that of the AAA design, a state-of-the-art design proposed by Lyu et al. [2019] specifically tailored for the combination of molecularly targeted therapies. For this purpose, we implemented the AAA design in the scenarios generated with the working marginal models that we proposed in this article, as well as in the scenarios generated with the marginal models from Lyu et al. [2019]. In terms of safety, we have observed that the proposed design is safer than the AAA design, as explained in section 3.2. In terms of target dose combination(s) recommendation, we looked at the distribution of the (true) utilities of the recommended optimal dose combinations produced by both designs. These results showed that, under the presence of more complex (e.g., bi-modal) utility surfaces, the proposed design had better performance (i.e., higher average (true) utility of the recommended optimal dose combinations) than the AAA design. When the surfaces were less complex (e.g., uni-modal), the differences in performance between the proposed design and the AAA design became smaller. The distribution of the (true) utilities of the recommended optimal dose combinations of the proposed design, measured through the percentiles 2.5 and 97.5, were narrower with respect to those from the AAA design, with notable differences in some scenarios. We also evaluated the robustness of the proposed design with respect to smaller sample sizes in stages I and II. This assessment showed that the operating characteristics of the design with smaller sample sizes in both stages were still close to those obtained with the sample size used for the main simulation study. As a reference, we observed that an overall sample size reduction of 35% still leads to operating characteristics that were as good as or better than those produced by the AAA design in the evaluated scenarios. With these results, we conclude that the number of parameters employed by the marginal probability of efficacy model is not an issue in this type of clinical trial setting.

In general, we believe that the proposed design has the following advantages over the AAA design: i) it has better safety operating characteristics, ii) it has better performance, specially under complex dose-utility surfaces, iii) it is more precise in terms of optimal dose combination recommendation, and iv) it is easier to implement since it does not incorporate the adaptive dose insertion feature of the AAA design, which could be challenging in practice if many dose insertions are needed during the trial. One potential weakness of the proposed design has been observed in the scenarios in which the (true) utility surface had, overall, low values. In this setting, there was a slightly higher dispersion of the...
optimal dose combination recommendation with respect to other tested scenarios, which translated into slightly lower average (true) utilities. However, a higher dispersion in this situation was not completely unexpected since low utility values are usually a result of low efficacy rates, which, given the relatively high number of parameter of the marginal efficacy model, can lead to lower estimation precision. Nevertheless, because we are using vague prior distributions, we can consider the results presented in this manuscript as the baseline operating characteristics of the proposed design. By using more informative prior distributions in the marginal probability models, and/or increasing the sample size, the design’s operating characteristics are expected to improve.
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