Abstract

This paper considers the solution of the equations for ruin probabilities in infinite continuous time. Using the Fourier Transform and certain results from the theory of complex functions, these solutions are obtained as complex integrals in a form which may be evaluated numerically by means of the inverse Fourier Transform. In addition the relationship between the results obtained for the continuous time cases, and those in the literature, are compared. Closed form ruin probabilities for the heavy tailed distributions: mixed exponential; Gamma (including Erlang); Lognormal; Weibull; and Pareto, are derived as a result (or computed to any degree of accuracy, and without the use of simulations).
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1 Introduction

Throughout the history of the collective theory of risk the concept of ruin probability has played a pre-eminent role in quantifying the risk of an insurance business in terms of premiums and reserves. This is evidenced by a considerable body of literature devoted to the calculation of ruin probabilities. Surveys of results may be found [1], [2], [3]. The last mentioned includes an extensive bibliography, which we do not reproduce in this paper. Other papers [4], [5], [6] have discussed numerical or simulation methods for calculating ruin probabilities.

This paper is concerned with application of the theory of complex functions to deriving exact results for ruin probabilities (or as precise as may be desired). We are specifically concerned with solutions to the ruin equations in terms of complex integrals, or with numerical methods of evaluating those integrals to any required degree of accuracy. It is stated that [3, 1.4b] exact solutions are known in only a few cases, mainly for exponential or mixed exponential claim densities. Even then this paper shows how and why the results are incomplete, or even erroneous. It is not the purpose of this paper to review the expansive literature on this subject - see [3] for voluminous references. [7] puts it more eloquently:

"Although for most of the general claim amount distributions, e.g., heavy-tailed, the Laplace transform technique does not work, explicit expressions under other assumptions, such as Pareto distributions, have been obtained but they are too complicated and require large computation to calculate the values of the ultimate ruin probability. For example, Garcia (2005) derived complicated exact solutions under series representation and Seal (1980) and Wei and Yang (2004) under integral representations. Grandell and Segerdahl (1971) showed that for the gamma claim amount distribution Risks 2019, 7, 68; /risks7020068 www.mdpi.com/journal/risks
Risks 2019, 7, 68 2 of 16 under some restrictions on the parameters, the exact value of ruin probability can be computed via a formula which involves a complicated integral. In Ramsay (2003), an expression based on numerical integration was derived for the probability of ultimate ruin under the classical compound Poisson risk model, given an initial reserve of u in the case of Pareto individual claim amount
distributions. Furthermore, Albrecher et al. (2011) have obtained closed-form expressions for ruin probability functions under some kind of dependence assumption also using the mixing representation. In this regard, as Asmussen and Albrecher (2010) pointed out, the ideal situation is to come up with closed-form solutions for the ruin probabilities; however, these are limited. More recently, Tamturk and Utev (2018) computed ruin probabilities via a quantum mechanics approach and Sarabia et al. (2018) obtained ruin mixtures function in an aggregation of dependent risk model using mixtures of exponential distributions and finally Gomez al. (2016) has obtained closed-form expressions for the probability and severity of ruin when the claim size is assumed to follow a Lindley distribution.

It is apparent that exact solutions to the ruin equation are multifarious and rely almost always on approximations (via orthogonal functions) or asymptotics. The practical consequence is that claim density relies on the claim shape.

We present a different and novel approach using complex analysis, that allows the accuracy of the results to be specified. As we shall see, however, the theory of complex functions also provides means for exact evaluation of the solutions derived in certain natural cases. Furthermore there exist new methods of integration, arising in physical and other contexts, which may be of use in numerical evaluation for other cases. In deriving our results we demonstrate the contention that the theory of complex functions provides a natural framework for the investigation of ruin probabilities. Where appropriate, we demonstrate how these results relate to those which are already known.

The application of these results may be evident. Insurance is the primary and motivating factor. However as [8] suggests, water storage, solar electricity batteries, data retention are relevant. Ordnance and academic research itself are also candidates.

Complex function analysis is introduced by use of the Fourier Transform (FT). This has many advantages over the Laplace Transform, though the two are functionally equivalent. First, as noted by [9], the FT of a probability density always exists, unlike its Laplace counterpart. Second, analysis of probability distributions is aided by classical results in analysis in the complex plane. Third, the FT is numerically
computable using modern software.\footnote{This paper uses MATLAB exclusively for this purpose.}

The plan of this paper is as follows:

- Section 2 introduces some preliminary concepts regarding ruin and derives the ruin equations from first principles;
- Section 3 presents some preliminary mathematical results which are applied in later sections;
- Section 4 discusses the solution of the ruin equation for various claim distributions;
- Section 5 charts the ruin probabilities in a comparable way.

The general plan of this paper is to highlight results via a sequence of Propositions. Proofs are given in detail only where the references are insufficient for the particular point in question.

\section{Basic Equations}

Consider a risk business involving the following parameters:

- $P$ is the rate of premium received per unit time;
- $\zeta$ is the stochastic variable measuring the amount of claim (given that a claim has occurred) with probability density function $p(\zeta)$;
- $u$ is the reserve held at any time $t$;
- $\psi(u)$ is the probability of ruin of the business at any time after time $t$, where the initial reserve is $u$ at time $t$;
- $\varphi(u)$ is the corresponding probability of survival, with $\psi + \varphi = 1$.\footnote{This paper uses MATLAB exclusively for this purpose.}
It will be seen that, since claim amount $\zeta$ is part of the change in reserve $u$, the symbols $\zeta$ and $u$ will be used interchangeably.

In this paper we are concerned only with claim processes which are compound Poisson distributed, that is, where the probability of a single claim follows a Poisson distribution, and the amount of each claim $\zeta$ is identically and independently distributed according to the density $p(\zeta)$. Without loss of generality we may assume that time may be scaled so that the Poisson parameter is 1.

We define $L^1(\mathbb{R})$ as the space of Lebesgue integrable functions with finite norm
\[
\|f\|_1 = \int |f(\zeta)|\,d\zeta < \infty.
\]
Throughout this paper all integrals are taken to be defined in the sense of Lebesgue unless otherwise specified. We also consider later (in Appendix A, in connection with the inverse Fourier Transform) the space of square integrable functions $L^2(\mathbb{R})$ with norm
\[
\|f\|_2 = \int |f(\zeta)|^2\,d\zeta < \infty.
\]
If $f \in L^1(\mathbb{R})$ and $f$ is bounded, then it is clear that $f \in L^2(\mathbb{R})$.

In general we require that the claim amount density $p(\zeta)$ satisfy the conditions $p \geq 0$ for $\zeta \geq 0$, and $p = 0$ for $\zeta < 0$. In addition we require that the claim amount density generally satisfy

\[
p(\zeta), \zeta p(\zeta), \zeta^2 p(\zeta) \in L^1(\mathbb{R}).
\]
These conditions are to ensure that the probability density of claims is sensible, and that it has a finite mean and variance. Additional restrictions on $p(\zeta)$ will be imposed as required.

Without loss of generality we may scale the claim amount $\zeta$ so that the mean claim is 1 and $\|\zeta f\|_1 = 1$. In practice this means that we take always the gross premium rate $P > 1$. 

5
3 Ruin in Continuous Time,

Let \( \varphi(t, u) \) be the probability of survival. For a small time interval \( dt \), we have:

\[
f(u)du = (1 - e^{-dt})p(u + Pdt) \text{ if } u > Pdt,
\]

since claim frequency is Poisson distributed with parameter 1. In addition we have a finite probability \( e^{-dt} \) that there will be no claims. Approximating \( e^{-dt} = 1 - dt \) for small \( dt \), and ignoring terms of order \( O(dt^2) \) or higher, we get from the following equality:

\[
\varphi(t + dt, u) = \varphi(t, u + Pdt).(1 - dt) + dt \int_{v > u} \varphi(t, v).p(u - v)dv
\]

This is justified if there are no claims the reserve increases with the premium \( Pdt \). If, on the other hand there are claims, with probability \( dt \), then the reserve \( u \) will fall to \( v \) by an amount of claim \( u - v \) with probability \( p(u - v) \). Passing to the limit \( dt \rightarrow \infty \), rearranging and dividing through by \( dt \), we get the integro-differential equation

\[
\varphi_t = -\varphi + P\varphi_u + \int_{v < u} \varphi(t, v).p(u - v)dv, \text{ for } u \neq 0. \tag{1}
\]

This is the equation governing ruin in finite time with continuous testing.

If we move to the limit \( t \rightarrow \infty \) then we should expect \( \varphi_t \rightarrow 0 \) for \( \varphi \) to be stationary at \( \infty \). Hence the equation governing ruin in infinite time with continuous testing is:

\[
\varphi = \begin{cases} 
P\varphi_u + \int_{0 < v < u} \varphi(v).p(u - v)dv = P\varphi_u + p \ast \varphi = 0 \text{ for } u \geq 0 \\ 0 \text{ for } u < 0 \end{cases} \tag{2}
\]

This is the same equation as in [10, 8.8] and is the equivalent to the integral equation often given for ruin [2, ex 2.5.11], [11, eqn 2.4].

Hence in terms of the ruin probability \( \psi(u) = 1 - \varphi(u) \) is

\[
1 - \psi = -P\psi_u + \int_{0 < v < u} [1 - \psi(v)].p(u - v)dv
\]
or equivalently

\[ P\psi_u = \psi - g(u) - \int_{0<v<u} \psi(v).p(u-v)dv \]  \hspace{1cm} (3)

where \( g(u) = \int_{v>u} p(v)dv \) and \( 1 - g(u) \) is the cumulative claim density.

**Proposition 1** If the FT \( \hat{p} \) has a finite mean, the ruin for zero reserve is \( \psi(0) = \frac{1}{p} \).

The ruin probability at \( u = 0 \) turns out to be critical. First integrate 3

\[ P\psi_u = \psi - g(u) - \int_{0<v<u} \psi(v).p(u-v)dv \]  \hspace{1cm} (4)

for \( u \) over \((0, \infty)\), (using the convention that only the area of integration needs to be specified, as Fubini’s theorem makes their order irrelevant). The double integral becomes

\[
\begin{align*}
\int \psi(v).p(u-v)dvdu &= \int \psi(v).p(y)dydv \\
&= \int \psi(v)dv
\end{align*}
\]

The above shows that

\[ P\psi(0) = \int_0^\infty g(u) \]

for any \( p \in L^1(R) \).

We denote \( \psi(0) \) as \( \psi_0 \) for convenience. The FT of \( g(u) \) can be found from the general identity

\[
\hat{f}' = \int f' e^{izu} du \\
= f e^{izu}\bigg|_0^\infty - iz\hat{f}
\]

so that

\[ \hat{g}(z) = \frac{\hat{p} - 1}{iz} \]
and in the limit as \( z \to 0 \)
\[
\int_0^\infty g(u) = \lim_{z \to 0} \frac{\hat{\theta} - 1}{iz} = 1.
\]
Thus \( \psi(0) = \frac{1}{p} \) for all \( p \).

**Remark 2** The result can be derived more simply by using 5. Since the denominator is zero and \( \hat{\psi}(0) \) is finite, then \( \psi(0) = \frac{1}{p} \). This is consistent with [12]. It has been assumed that the mean claim \( \mu = E(\xi) = 1 \). If not, then \( \psi(0) = \frac{\mu}{p} \).

It remains to show that \( \hat{\psi} \in L^2(\mathbb{R}) \) for application of the inverse FT for real \( u \neq 0 \), by Proposition 2. We first show that is bounded at \( z = 0 \). This follows from 5.
In fact the value of \( \hat{\psi} \) at \( z = 0 \) is
\[
\lim_{z \to 0} \frac{1}{iz} \left( \frac{1}{p+1} - \frac{\hat{\theta} - 1}{iz} \right) = \frac{1}{p+1} + \lim_{z \to 0} -\frac{i z}{p-1} \frac{\hat{\psi}}{iz},
\]
which involves the second moment of \( p \).

As \( z \to 0 \), we have \( \hat{g} \to 1 \) and thus \( \hat{\psi} \to \frac{i g'(0)}{p-1} < \infty \). As \( z \to \infty \) the expression behaves like \( \frac{1}{z} \), since \( \hat{g} \to 0 \) by Proposition 1(b), and hence \( \hat{\psi} \in L^2(\mathbb{R}) \). Now \( \psi \) is differentiable for \( u \neq 0 \), from equation 2.13, and hence continuous. Thus the inverse FT of \( \hat{\psi} \) gives \( \psi \) at all points \( u > 0 \).

Appendix B provides some simple implications of these results, which are well known in the literature (albeit with more complicated proofs).

### 3.1 Exact Evaluation of \( \psi(u) \)

We now present a complex analysis approach to respond to the comments in [7] (see Introduction.)

To solve equation 3 for the ruin probability \( \psi \) we need to have suitable boundary conditions. It is plausible that survival must be certain as the initial reserve \( u \to \infty \), so that a suitable condition would be \( \psi(\infty) = 0 \), which is well known. This condition is designed to ensure that the resulting solution is physically meaningful.
In addition we impose the condition $\psi \in L^1(R)$, that is $\hat{\psi}(0) < \infty$. As $0 < \psi < 1$ and is non-increasing, this also implies that $\psi \in L^2(R)$.

$$\psi = P\psi_u + g + p \ast \psi$$

where we define

$$\eta(z) = \hat{\rho}(z) - 1 - iPz.$$ 

Taking the FT of $1$ and using the relations $\hat{\psi}_u = -\psi(0) - iz\hat{\psi}$ and $\psi(\infty) = 0$ we obtain

$$\hat{\psi} = \frac{P\psi(0) - \hat{\gamma}}{\eta(z)}$$  \hspace{1cm} (5)

$$= \frac{1 - \hat{\gamma}}{\eta(z)}$$  \hspace{1cm} (6)

In addition $g'(u) = -p(u)$ so that $\hat{g} = -\frac{\hat{\rho} - 1 - iPz}{iz}$. Now $\psi(0) = \frac{1}{P}$ is finite whereas $\eta(0) = 0$. This may be formalized as follows.

**Proposition 3** The solution $\psi \in L^1(R)$ to the ruin equation 5 for infinite time is given by the inverse FT for $\psi$, where

$$\hat{\psi} = \frac{1 - \hat{\gamma}}{\eta(z)}$$  \hspace{1cm} (7)

$$= \frac{1}{iz} \frac{iz - (\hat{\rho} - 1 - iPz) - iPz}{\eta(z)}$$  \hspace{1cm} (8)

$$= \frac{i}{z} \frac{P - 1}{\eta(z)}.$$  \hspace{1cm} (9)

The FT $\hat{\psi}$ may be computed in several ways.

**3.2 The Hermitian Property**

The Hermitian property (HP) for a complex function $f(z)$ satisfies

$$\overline{f(z)} = f(-z).$$
There are many examples given later in this paper. Most them are the FT transform of a real function or one of them \((\hat{\varphi}(z), \eta(z), g(z))\) Most important is the FT of the ruin probability \(\hat{\psi}(z)\).

We note that \(\hat{\psi}(z)\) has the Hermitian property provide and its the following this simplification in numerical and other contexts.

\[
\psi = \int e^{-inz} \hat{\psi}(z) \, dz
\]

\[
= \int_{0}^{\infty} e^{-inz} \hat{\psi}(z) \, dz + \int_{0}^{\infty} e^{inz} \hat{\psi}(-z) \, dz
\]

\[
= 2 \Re \int_{0}^{\infty} e^{-inz} \hat{\psi}(z) \, dz
\]

so that \(\psi\) is always real.

### 3.3 Direct Integration

The inverse FT integrals given above do not exist in the \(L^1(R)\) sense but need to be interpreted as principal values or improper integrals [13], for example:

\[
\int e^{-inz} \frac{dz}{z} = \pi
\]

where the integral is taken as improper

\[
\lim_{r \downarrow 0} \lim_{R \uparrow \infty} \int_{r < |z| < R} e^{-inz} \frac{dz}{z}
\]

Thus \(\psi\) may be numerically computed as

\[
\psi = \frac{1}{2} - \frac{P}{2\pi} \int e^{-inz} \frac{dz}{\eta(z)}
\]

### 3.4 Cauchy residues

As \(\hat{g} = 1\) has a simple zero at \(z = 0\), the poles of \(\frac{1}{\eta(z)}\) depend on the zeros of \(\eta(z)\), unless \(z = 0\) is a double zero (which does not arise in the cases considered in this
It remains to show that \( \hat{\psi} \in L^2(R) \) for application of the inverse FT for \( u \neq 0 \), by Proposition 2. We first show that is bounded at \( z = 0 \).

As \( z \to 0 \), we have \( \hat{g} \to 1 \) and thus \( \hat{\psi} \to \frac{ig'(0)}{P-1} < \infty \). As \( z \to \infty \) the expression behaves like \( \frac{1}{z} \), since \( \hat{g} \to 0 \) by Proposition 1(b), and hence \( \hat{\psi} \in L^2(R) \). Now \( \psi \) is differentiable for \( u \neq 0 \), from equation 2.13, and hence continuous. Thus the inverse FT of \( \hat{\psi} \) gives \( \psi \) at all points \( u > 0 \).

Appendix B provides some simple implications of these results, which are well known in the literature (albeit with more complicated proofs).

In many cases the inverse FT for \( \psi \) may be evaluated exactly by means of the Cauchy residue theorem [14, ch 7].

Thus \( \psi(u) \) is achieved by writing the inverse FT from 7 as:

\[
\psi(u) = \frac{i}{2\pi} \int \frac{e^{-iu z}}{z} \, dz - \frac{P - 1}{2\pi} \int \frac{e^{-iu z}}{\eta(z)} \, dz \quad \text{for } u > 0.
\]  

(10)

We may then integrate the function \( \frac{e^{-iu z}}{\eta(z)} \) along a contour consisting of the semi-circle \( \Gamma \) with center \( z = 0 \) and radius \( R \) in the lower half plane \( C^- \), together with that part of the real axis bounded by \( \Gamma \).

The function \( \hat{\psi} \), is well behaved at \( z = 0 \), and moreover \( |\hat{\psi}| \to 0 \) uniformly along \( \Gamma \) as \( R \to \infty \), since \( \hat{\psi} \) is analytic at \( \infty \) and tends to 0 there. Hence by Jordan’s lemma [14, 7.9] the contribution of the integral along \( \Gamma \) vanishes as \( r \to \infty \).

Note that \( \omega = 0 \) may be regarded as a removable singularity as the term \( \eta(z) \) may be expanded around \( z = 0 \) as:

\[
\eta(z) = \eta'(0)z + O(z^2)
\]

\[
= p'(0)z - iP + O(z^2)
\]

\[
= i((1 - P)z + O(z^2))
\]
so that around \( z = 0 \):
\[
\frac{i}{z} \frac{P - 1}{\eta(z)} = \frac{i}{z} \frac{i/z}{1 + O(z)} = \frac{i}{z} O(z)
\]

Integrating along a small semi-circle of radius \( r \) around \( z = 0 \) and using \( z = re^{i\theta} \)
\[
\frac{1}{2\pi} \int_{\gamma} e^{-iuz} \left[ \frac{i}{z} - \frac{P - 1}{\eta(z)} \right] dz = \frac{i}{2\pi} \int_{\gamma} e^{-iuz} O(z) \frac{dz}{z}
\]
\[
= \frac{-1}{2\pi} \int_{2\pi}^{\pi} \theta e^{-iuz} O(r) d\theta
\]
which tends to 0 as the radius \( r \) of \( \gamma \) tends to 0. This produces the following simplification:

**Lemma 4** The Cauchy residue theorem implies that \( \psi \) is given in terms of the residues of the integrand in 10 as follows:
\[
\psi(u) = -(P - 1) \sum \rho(\omega) \tag{11}
\]
where the sum is taken over the singularities \( \omega \in C^{-}, \omega \neq 0 \) of \( e^{-iuz} \eta(z) \) with corresponding residues \( \rho(\omega) \).

If \( \eta(z) \) is rational, the singularities \( \omega \) can be only poles, which occur precisely at the zeroes of \( \eta(z) \). If \( z = \omega \) is a simple zero of \( \eta(z) \), then the residue at this point is defined as
\[
\rho(\omega) = \lim_{z \to \omega} e^{-iuz} \frac{\eta(z)}{\eta'(z)} (z - \omega) = \frac{e^{-i\omega}}{\eta'(\omega)}.
\]
The formula for \( \psi \) in equation 11 must give real results, even if complex residues are evident. If \( z = \omega \) is a root of \( \eta(z) \), then so too is \( z = -\overline{\omega} \) with residue \( \rho(-\overline{\omega}) = -\overline{\rho(\omega)} \). Hence \( \psi \) may be written alternatively as:
\[
\psi(u) = -(P - 1) \left[ i \sum \frac{\rho_0(\omega)}{\eta'(iz)} + 2 \sum \frac{e^{-i\omega}}{\eta'(\omega)} \right] \tag{12}
\]
where the first sum is taken over all purely imaginary roots $i\xi$ and the second sum is taken over all roots $\omega \in C^-$ with $\Re(\omega) > 0$.

It is important to note the standard techniques applied above, involving Jordan’s lemma and Cauchy’s theorem, for they will be applied without further ado in the rest of this paper.

### 3.5 Partial Fractions

In some cases, finding all the roots of $\eta(z)$ is prone to error; the Matlab software, or its Chebfun extension, is not always reliable. In this case we express $\eta(z)$ as a polynomial, or the truncated portion of a fast converging series. The software is very reliable with finding roots of polynomials, but less so with non-linear functions. The less the truncation, the more accurate the results, but the greater the number of roots to contend with.

An alternative technique may be used 3 using partial fractions for $\eta(z)$ if it can be rationalized:

$$\eta(z) = \frac{A(z)}{B(z)}.$$  

where $A$ and $B$ are polynomials. This may be expressed as partial fractions:

$$\eta(z) = \sum_k \frac{\alpha_k}{z - \beta_k}$$

using, for example the residue function in Matlab. Then the inverse FT of each term is, using Jordan’s lemma:

$$\int e^{-iuz} \frac{\alpha_k}{z - \beta_k} dz = 2\pi i \alpha_k e^{-iu\beta_k}$$

provided $\Im(\beta_k) < 0$ - and zero otherwise. This can be justified using the contours $\Gamma^+$ and $\Gamma^-$ in the figure below.
Remark 5 The direct integration technique may always be used, though it is computationally cumbersome. The Cauchy and partial fraction techniques are similar in that both require finding the roots of $\eta(z)$. However the partial fraction technique requires $\eta(z)$ to be expressed as polynomials (or approximations thereof). The Cauchy technique requires only that the roots of $\eta(z)$ be found, for which many methods, and many roots, are possible.
4 Various Claim Densities

In this section we consider claim densities with varying tails. Numerical results are charted in section 5 for comparison. Where possible, the parameters of the density are chosen to give unit mean and variance.

In addition, the roots of η and their parameters are shown only for those in $C^-$ with $\Re(z) > 0$. The Hermitian principle provides the other roots.

4.1 Exponential Claims

As the first application of equation 12 consider the case of exponentially distributed claims, so that $p = e^{-u}$ and $\hat{p}(z) = \frac{i}{i+z}$. In this case $\eta(z)$ has zeros at 0 and another at $i\xi$:

$$\frac{i}{i+z} - 1 - iPz = 0$$
$$z + Pz - iPz^2 = 0$$
$$1 - P + iPz = 0$$

$$z = \frac{P - 1}{iP} = -i \left(1 - \frac{1}{P}\right)$$

and

$$\eta'(z) = -\frac{i}{(i+z)^2} - iP$$

$$= i \left[-P^2 + P\right]$$

At $z = -i \left(1 - \frac{1}{P}\right)$ we have $i + z = \frac{i}{P}$ so that its residue is

$$\frac{e^{\xi u}}{\eta'(i\xi)} = -i e^{-\left(1 - \frac{1}{P}\right)u}$$

It remains to derive For the exponential claims distribution $\hat{p}(z) = \frac{i}{i+z}$ so that $\eta(z) = \frac{i}{i+z} - 1 - iPz$ and $\eta'(z) = -\frac{i}{(i+z)^2} - iP$. It is also clear that $\eta(z)$ has a simple zero at $z = 0$ and at $z = -i \left(1 - \frac{1}{P}\right)$ where $i + z = \frac{i}{P}$ and $\hat{p}(z) = P$.

Thus

$$\psi = \frac{1}{P} e^{-\left(1 - \frac{1}{P}\right)u}.$$
4.2 Mixed Exponentials

As a slight extension of 13 consider the case of mixtures of exponentials, that is

\[ p = \sum_k \alpha_k e^{-\beta_k u} \]

for some range of \( k \). This corresponds to:

\[ \hat{p}(z) = \sum_k \frac{\alpha_k i e^{-\beta_k u}}{z + \beta_k i} \]

with

\[ \hat{p}'(z) = -\sum \frac{\alpha_k i}{(z + \beta_k i)^2} \]
\[ \hat{p}''(z) = \sum \frac{2\alpha_k i}{(z + \beta_k i)^3} \]

Thus for a probability distribution with unit mean and unit variance

\[ \hat{p}(0) = \sum \frac{\alpha_k}{\beta_k} = 1 \]

and for unit mean

\[ \sum k \frac{\alpha_k}{\beta_k^2} = 1 \]
\[ \sum k \frac{\alpha_k}{\beta_k^3} = 1 \]

We take \( \beta_k = [1 \ 2 \ 3] \) and find \( \alpha_k \) accordingly. We thus have to find the roots of

\[ \sum_k \frac{\alpha_k i}{z + \beta_k i} - 1 - iPz. \]

This equation can be rationalized by multiplying by \( R(z) = \prod_k (z + \beta_k i) \), which is a well defined polynomial, so that the equation becomes

\[ \sum \alpha_k iR(z) = R(z) (1 + iPz) \]

which again is a well defined polynomial. Standard Matlab functions may then be applied.
Table 1: Mixed Exponential roots

| Root z   | \( \eta'(z) \) |
|----------|-----------------|
| -2.6402 - 3.9961i | -3.3416 + 4.6385i |
| 0.0000 - 0.1744i   | 0.2288 - 0.0000i   |

The solution for \( \psi \) is then a sum of the form \( i^p (P - 1) \sum e^{-iu\omega} \eta'(\omega) \), the coefficients of \( e^{-iu\omega} \) being evaluated in terms of the zeros \( \omega \) [6].

The zeros of \( \eta \) then correspond to the \( \alpha \) non-zero roots of \( (1 + iPz)(1 - iz/\alpha)^{\alpha} = 1 \). In this case \( \psi \) may also be expressed as a finite sum of exponentials, as in \( \$13 \).

We now turn to more complicated examples, with heavier tails.

4.3 The Gamma Case

[15] provides a complicated and approximate approach using Mittag-Leffler functions to the Gamma case. However another simple application of equation 12 may be found for the gamma distribution, namely

\[
p = \frac{\beta^\alpha e^{-\beta u} u^{\alpha-1}}{\Gamma(\alpha)},
\]

from which we obtain \( \bar{p} = (1 - iz/\beta)^{-\alpha} \), which again is a rational function. For integer \( \alpha > 1 \), it is known as the Erlang distribution.

For unit mean and variance we need to have \( \alpha = \beta = 1 \). However this is the same as the exponential. However this can be approached generally. The roots of

\[
\eta = (1 - iz/\beta)^{-\alpha} - 1 - iPz
\]

need to be found. Its derivative is

\[
\eta' = i\alpha/\beta(1 - iz/\beta)^{-\alpha} - iP.
\]

If \( \alpha = \frac{m}{n} \) can be rationalized, we need the roots of

\[
(1 + iPz)^{m} (1 - iz/\beta)^{n} = 1
\]
Table 2: Gamma Roots

| Root $z$ | $\eta'(z)$ |
|----------|-------------|
| $-2.9399i$ | $-10.8348i$ |
| $-0.2268i$ | $0.2348i$ |

An alternative technique may be used using partial fractions for

$$\frac{(1 + iPz)^m}{1 - (1 + iPz)^m (1 - iz/\beta)^n}.$$

As a simple and particular example, take $\alpha = \beta = 2$. We need the roots of

$$(1 + iPz) (1 - iz/2)^2 = 1$$

Disregarding the root $z = 0$, we find the non-zero roots and residues: This provides an interesting contrast to the result in 13.

**Remark 6** The roots of $\eta$ correspond are those of $\frac{1}{1 - iz} - 1 - iPz$ in this example. However the Chebfun package in Matlab produces several more roots for this function, some of which are spurious. This suggests that rootfinding using software needs to be approached with caution. The safest approach is to employ rationalization, as Matlab is reliable in finding all roots of polynomials, including those with multiplicity.

**Remark 7** [15] also illustrates this case, but with different parameters. While we have used (Basis A)

- $P = 1.2$
- $\alpha = \beta = 2$
- $\mu = E(\xi) = 1$

they have assumed

- $P = 1$
\[ \begin{align*}
\alpha &= 2 \\
\beta &= 2.4 \\
\mu &= E(\xi) = \alpha/\beta = 1/1.2
\end{align*} \]

Under our method, this is analyzed as Basis B. For completeness’ sake, the roots are as follows.

| Root $z$ | $\eta'(z)$ |
|---------|------------|
| $-3.4577i$ | $-10.9370i$ |
| $-0.5090i$ | $0.5037i$ |

A comparison of results is as follows

Figure 2: Ruin comparisons
4.4 The Weibull Case

The Weibull density for claims is

\[ p(x) = \frac{k}{\lambda} \left( \frac{x}{\lambda} \right)^{k-1} e^{-\left( \frac{x}{\lambda} \right)^k} \]

with mean \( \lambda \Gamma \left( 1 + \frac{1}{k} \right) \) and variance \( \left[ \lambda \Gamma \left( 1 + \frac{2}{k} \right) - \lambda \Gamma \left( 1 + \frac{1}{k} \right) \right]^2 \). Its FT is

\[ \sum_{0}^{\infty} \frac{(i\lambda z)^n}{n!} \Gamma \left( 1 + \frac{n}{k} \right) \]

For unit mean and variance, we have \( \lambda = 0.8767 \) and \( k = 0.80647 \). The partial fractions are shown below.

| \( \alpha_k \) | \( \beta_k \) |
|----------------|----------------|
| 0.4917 - 0.1268i | 0.0580 - 0.0507i |
| 0.4191 - 0.2808i | 0.0618 - 0.0307i |
| 0.2972 - 0.4023i | 0.0568 - 0.0071i |
| 0.1353 - 0.4749i | 0.0385 + 0.0143i |
| -0.0000 - 0.1270i | -0.0000 - 4.0481i |

4.5 The Lévy Case

The Lévy distribution has infinite mean and variance, with density

\[ p(x; \mu, \gamma) = \sqrt{ \frac{\gamma}{2\pi(x-\mu)^{3/2}} } e^{\frac{-\gamma}{2(x-\mu)^2}} \]

with characteristic function.

\[ \hat{p}(z) = e^{iz\mu - \sqrt{2\pi\gamma z}} \]

In this case direct integration by 12 is possible and may be computed below. As it has infinite mean, we take \( \mu = 0 \) and \( \psi(0) = \frac{1}{\gamma} \), leading to comparability with the other densities in this section.
4.6 The Lognormal case

For a variance parameter $\sigma^2$ and mean $\mu$ the pdf of the lognormal distribution may be written as

$$\hat{p}(z) = \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(x+\mu)^2}{2\sigma^2}}$$

For unit mean and variance, we must $\mu = \frac{1}{2}$ and $\sigma = 1$. Its FT is [16]

$$\hat{p}(z) = \frac{1}{\sqrt{2\pi}} \int_{x \in \mathbb{R}} e^{ixe} e^{-\left(\frac{x+\frac{1}{2}}{2}\right)^2} dx$$

which may be expressed as

$$\hat{p}(z) = \frac{1}{\sqrt{2\pi}} \left\{ \begin{array}{ll}
\int_{\xi \in \mathbb{R}} e^{-ixe} e^{-\left(\frac{x+\frac{1}{2}}{2}\right)^2} dx & \text{if } \Re(z) \geq 0 \\
\int_{\xi \in \mathbb{R}} e^{ixe} e^{-\left(\frac{x+\frac{1}{2}}{2}\right)^2} dx & \text{if } \Re(z) \leq 0
\end{array} \right. \tag{13}$$

Note that In this case $\hat{p}(z)$ and thus $\eta(z)$ satisfy the Hermitian property. However it has a branch point at $z = 0$;

In addition

$$\hat{p}'(z) = -\frac{1}{\sqrt{2\pi}} \int_{\xi \in \mathbb{R}} e^{-ixe^2} e^{-\left(\frac{x+\frac{1}{2}}{2}\right)^2} dx$$

Hence the ruin probability is

$$\psi(u) = 2\Re \int \frac{e^{-iu\xi}}{\eta(x)} dx$$

which is difficult to evaluate numerically as it involves the integral of a non-linear function of an integral. Hence we resort to contour integration over $\mathbb{R}^+$, indented by a small circle $\gamma$ in $\mathbb{C}^-$ at $z = 0$ of radius $r = 10^{-9}$, as shown below.

Remark 8 It is tempting to evaluate $\psi(u)$ by finding the zeros of $\eta(z)$. However it has possibly thousands of zeros, depending on the tolerance given to $0$. [17] also employ complex analysis to derive approximations for the ruin probability. However they lack a simple expression for the FT.
4.7 The Pareto Case

The Pareto density for claims\(^2\) may be written simply as

\[ p(x) = \frac{\alpha q^\alpha}{x^{\alpha+1}} \text{ for } x \geq q \] (14)

where \( \alpha > 1 \) and \( q = \frac{\alpha-1}{\alpha} \), so as give a unit mean. The variance is given by

\[
\frac{\alpha q^2}{(\alpha - 1)^2 (\alpha - 2)} = \frac{1}{\alpha (\alpha - 2)}
\]

The parameter \( \alpha > 1 \) defines its shape. For unit variance we must have

\[
\alpha^2 - 2\alpha - 1 = 0
\]

so that \( \alpha = 1 + \sqrt{2} \).

Its FT is known [9] and is given by

\[
\hat{p}(z) = \alpha (-iqz)^\alpha \Gamma(-\alpha, -iqz)
\]

where \( \Gamma(-\alpha, -iqz) \) is the upper incomplete gamma function.

\( \Gamma(\alpha, z) \) admits the expansion

\[
\Gamma(\alpha, z) = \Gamma(\alpha) \left[ 1 - ze^{-z} \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha + k + 1)} \right]
\]

for \( \alpha \) not a non-negative integer.

Unfortunately it is well known that \( p \) does not have finite moments of all orders, so that \( \hat{p} \) cannot be analytically continued to \( z = 0 \). In fact, it has an essential singularity there, which makes evaluation of residues problematic where \( \alpha \) is not an integer.

Fortunately \( \Gamma(-\alpha, -iqz) \) has a series expansion\(^3\) for \( \alpha \) not a positive integer:

\[
\Gamma(-\alpha, -iqz) = \Gamma(-\alpha) \left[ 1 - (-iqz)^{-a} e^{-iqz} \sum_{k=0}^{\infty} \frac{(-iqz)^k}{\Gamma(-\alpha + k + 1)} \right]
\]

\(^2\)http://en.wikipedia.org/wiki/Pareto_distribution
\(^3\)http://dlmf.nist.gov/8.7
so that
\[
\hat{p}(z) = \alpha (-iqz)^{\alpha} \Gamma(-\alpha) \left[ 1 - (-iqz)^{-\alpha} \sum_{k=0}^{\infty} \frac{(-iqz)^k}{\Gamma(-\alpha + k + 1)} \right] (15)
\]
\[
= M \left[ (-iqz)^{\alpha} - e^{-iqz} \sum_{k=0}^{\infty} \frac{(-iqz)^k}{\Gamma(-\alpha + k + 1)} \right]
\]
where \(M = \alpha \Gamma(-\alpha)\) is a constant in a similar manner to the contour integration of the lognormal. To simplify the notation, we use the transformation \(z = iv\), or \(-iz = \nu\) in 15 to give
\[
\hat{p}(z) = H(\nu) = \left[ (qv)^{\alpha} - e^{\nu q} \sum_{k=0}^{\infty} \frac{q^k \nu^k}{\Gamma(-\alpha + k + 1)} \right].
\]

There are various ways to calculate 15. Direct integration of the FT of 14 is one way. Another is to employ the Matlab function for the upper incomplete gamma, known as \texttt{igamma}(z). However this is not employed in root finding, as it requires an inordinate amount of computer memory. The third way to truncate the summation in 15, either version, with or without expansion of the term \(e^{-iqz}\). Fortunately, all these methods lead to the same computational results, as shown in Figure 2.

We take \(\alpha = 1 + \sqrt{2}\), ensuring that \(p\) has unit mean and variance. As the factorial appearing in the expressions above allows very rapid convergence of the series expansions, we may truncate the summations for \(k, \nu = 1..K\), and assume \(K = 5\), say. Its derivative is
\[
H'(\nu) = M \left[ mqv^{n-1} - e^{\nu q} \sum_{k=0}^{\infty} \frac{q^k}{\Gamma(-\alpha + k + 1)} \left(nqv^{n-1} + nk\nu^{n-1}\right) \right].
\]

Thus using truncation of the infinite series;
\[
\psi(u) = 2(P - 1) \Re \int \frac{e^{-iu\nu}}{M \left[ (-iqz)^{\alpha} - e^{-iqz} \sum_{k=0}^{\infty} \frac{(-iqz)^k}{\Gamma(-\alpha + k + 1)} \right] - 1 - iPz} \, dx.
\]

The roots of the denominator as follows:
| Root $z$                                      | $\eta'(z)$                                      |
|--------------------------------------------|------------------------------------------------|
| 0.0000 $-$ 0.0000$\text{i}$                | $-$0.0000 $+$ 1.7000$\text{i}$                 |
| 0.0125 $-$ 0.0027$\text{i}$                | $-$0.0768 $+$ 1.7060$\text{i}$                 |
| 0.0131 $-$ 0.0096$\text{i}$                | $-$0.0964 $+$ 1.6789$\text{i}$                 |
| 0.0137 $-$ 0.0161$\text{i}$                | $-$0.1211 $+$ 1.6581$\text{i}$                 |
| 0.0141 $-$ 0.0223$\text{i}$                | $-$0.1497 $+$ 1.6421$\text{i}$                 |
| 0.0145 $-$ 0.0285$\text{i}$                | $-$0.1822 $+$ 1.6306$\text{i}$                 |
| 0.0148 $-$ 0.0347$\text{i}$                | $-$0.2181 $+$ 1.6232$\text{i}$                 |
| 0.0151 $-$ 0.0408$\text{i}$                | $-$0.2574 $+$ 1.6197$\text{i}$                 |
| 0.0153 $-$ 0.0469$\text{i}$                | $-$0.2998 $+$ 1.6199$\text{i}$                 |
| 0.0155 $-$ 0.0530$\text{i}$                | $-$0.3452 $+$ 1.6235$\text{i}$                 |
| 0.0157 $-$ 0.0590$\text{i}$                | $-$0.3934 $+$ 1.6305$\text{i}$                 |
| 0.0159 $-$ 0.0651$\text{i}$                | $-$0.4443 $+$ 1.6406$\text{i}$                 |
| 0.0160 $-$ 0.0711$\text{i}$                | $-$0.4978 $+$ 1.6537$\text{i}$                 |
| 0.0162 $-$ 0.0772$\text{i}$                | $-$0.5537 $+$ 1.6695$\text{i}$                 |
| 0.0163 $-$ 0.0832$\text{i}$                | $-$0.6121 $+$ 1.6880$\text{i}$                 |
| 0.0164 $-$ 0.0893$\text{i}$                | $-$0.6727 $+$ 1.7090$\text{i}$                 |
| 0.0165 $-$ 0.0955$\text{i}$                | $-$0.7355 $+$ 1.7324$\text{i}$                 |
| 0.0167 $-$ 0.1013$\text{i}$                | $-$0.8004 $+$ 1.7580$\text{i}$                 |
| 0.0168 $-$ 0.1073$\text{i}$                | $-$0.8673 $+$ 1.7856$\text{i}$                 |
| 0.0169 $-$ 0.1133$\text{i}$                | $-$0.9362 $+$ 1.8153$\text{i}$                 |
| 0.0170 $-$ 0.1193$\text{i}$                | $-$1.0070 $+$ 1.8467$\text{i}$                 |
| 0.0170 $-$ 0.1253$\text{i}$                | $-$1.0796 $+$ 1.8799$\text{i}$                 |
| 0.0171 $-$ 0.1313$\text{i}$                | $-$1.1541 $+$ 1.9147$\text{i}$                 |
| 0.0172 $-$ 0.1373$\text{i}$                | $-$1.2302 $+$ 1.9510$\text{i}$                 |
| 0.0173 $-$ 0.1433$\text{i}$                | $-$1.3080 $+$ 1.9887$\text{i}$                 |
| 0.0174 $-$ 0.1492$\text{i}$                | $-$1.3875 $+$ 2.0277$\text{i}$                 |
Remark 9  Equation 16 is similar to that in [18], which uses exponential integrals. These underpin the upper incomplete gamma function. However their version of the Pareto density has support on $x > 0$ and has cdf

$$F(x) = 1 - \left(1 + \frac{x}{m}\right)^{-m-1}$$

for positive integer $m$, which is inconsistent with 14.

5 Results

The ruin probabilities for the various claim densities may be compared in the following chart, with parameters chosen for each density to maximize comparability.

There is evidently uncertainty at $u = 0$, which is an essential singularity for some claim densities. The results are not altogether surprising; the two extreme case are those of the Pareto and Lévy densities; the tail of the former is greatest, and the variance of the latter greatest.
Figure 4: Ruin comparisons
6 Conclusions

In this paper we demonstrate how complex function theory enables a coherent approach to the solution of ruin probability problems. This has involved a heavy application of the Cauchy theorem for analytic functions. It provides exact solutions in many cases, or to any desired degree of accuracy for more complicated distributions (such as the Gamma and the Pareto). Further, extensions (or rather contractions) of these results using complex analysis may be made for finite or discrete time ruin probabilities in future papers.
Appendices

A Properties of the FT

The notation used in this paper for complex variables is standard: we denote \( x = \Re (z) \) and \( y = \Im (z) \) as the real and imaginary components of the variable \( z = x + iy \). In addition \( \bar{z} \) denotes the complex conjugate and \( |z| \) the absolute value of \( z \). Without ambiguity we denote \( R = \{ z : \Im (z) = 0 \} \), to be regarded as the real line imbedded in \( \mathbb{C} \). We also denote the upper and lower half complex planes as \( \mathbb{C}^+ = \{ z : \Im (z) > 0 \} \) and \( \mathbb{C}^- = \{ z : \Im (z) < 0 \} \) respectively.

The basic reference for complex functions is [14]. A brief account may also be found in [19], which serves also as the reference for Fourier transforms (FTs). We use the notation of the latter reference, with the exception that we define the FT of a function \( f \in L^1(\mathbb{R}) \) without exception as:

\[
\hat{f}(z) = \int e^{iuz}f(u)du, \text{ for } z \in \mathbb{C}^+ \cup \mathbb{R}.
\]

Without ambiguity we also denote by \( \hat{\rho} \) any analytic continuation of \( \hat{\rho} \) to \( \mathbb{C}^- \). It is also possible to extend the above formula to define the corresponding FT for \( L^1(\mathbb{R}) \), but the procedure is more complicated \(^4\) [19, §2.3 et seq].

The basic properties of the FT are as follows:

**Proposition 10** If \( p \in L^1(\mathbb{R}) \) or \( p \in L^2(\mathbb{R}) \) then:

(a) the FT \( \hat{p} \) exists as a continuous function for all \( z \in \mathbb{C}^+ \cup \mathbb{R} \) and is an analytic function for \( z \in \mathbb{C}^+ \).

(b) \( \hat{p}(x) \to 0 \) as \( x \to \infty \) for real \( x \in \mathbb{R} \).

(c) The convolution formula \( \hat{p} = \hat{p}_1 \hat{p}_2 \) holds whenever \( p = p_1 \ast p_2 \) and \( p_1, p_2 \in L^1(\mathbb{R}) \).

\(^4\)This extension, while not described here in detail, is very important for some of the results obtained later in this paper as improper integrals.
(d) \( \hat{p}(-z) = \overline{\hat{p}(z)} \) whenever either side exists

(e) if \( \|p\|_1 = 1 \), then \( \|\hat{p}\|_1 \leq 1 \) for all \( z \in C^+ \cup R \).

(f) for \( p \in L^2(R) \) and \( z \in C^+ \), \( \hat{p}(z) \) is a holomorphic function. Moreover, by Plancherel’s theorem, one has
\[
\int |\hat{p}(x + iy)|^2 \, dx \leq \int_p(u)^2 \, du.
\]

These are standard results: properties (b), (c) and (e), and the continuity of \( P \) in property (a), are contained in [19, §2.6.1].

Property (b) is the Riemann-Lebesgue lemma for FTs. Property (e) follows directly from the fact that \( p \) is real. The differentiability of \( p \) in property (a) follows from taking the derivative as a limit and applying the Lebesgue dominated convergence theorem [19, §1.1(g)]. Property (f) is the Paley Wiener theorem.

To apply the FT to the ruin equations it will be necessary to recover a function from its FT. For the purposes of this paper the forms of the Fourier inversion theorem in Appendix A will suffice:

**Proposition 11** If either \( p \in L^1(R) \) or \( p \in L^2(R) \) then the inverse FT of \( \hat{p} \) exists and, moreover, the above inversion formula holds in the appropriate norm. If \( p \in L^1(R) \) has a discontinuity at \( z \), then
\[
\frac{1}{2\pi} \int e^{-iz\hat{p}}(z) \, dz = \frac{1}{2} [p(u-) + p(u+)]
\]
so that at a point of continuity \( \frac{1}{2\pi} \int e^{-iz\hat{p}}(z) = p(u) \).

The proof of this Proposition is readily available [19, §2.3, §2.6], [13, §2.7, §3.2]. As a consequence the Proposition implies that the inversion formula holds pointwise if \( p \) is continuous. We remark that \( p \in L^2(R) \) if and only if \( \hat{p} \in L^2(R) \), as stated in Proposition 1(f). However the corresponding property for \( L^1(R) \) does not generally hold.

In later sections of this paper we consider the function defined as \( \eta(z) = \hat{p} - 1 - iPz \) for a given \( p \in L^1(R) \). This is clearly an analytic function wherever \( \hat{p} \) is defined and analytic. Other relevant properties of this function are summarized below.
**Proposition 12**  
(a) For any $\theta \in C^+ \cup R$ the equation $\theta = i\eta(z)$ has a unique solution $z \in C^+$.  

(b) If $\hat{p}$ can be analytically continued to a neighborhood of $z = 0$, then there exists a root of $\eta(z)$ with $z \in C^-$ and $\Re(z) = 0$. In addition this root has the smallest modulus of all roots in $C^-$.  

(a) We first demonstrate the proposition for $\theta = 0$. The function $\eta$ clearly has a root at $z = 0$. To show that it is unique in $C^+$ define the function  

$$g(z) = \int_{\mu}^{\infty} p(v)dv \in L^1(R),$$  

(17)  

We have $\|g\|_1 = 1$ and $\hat{g} = \frac{\hat{p} - 1}{iz}$ so that applying Proposition 1(e) to the function $g$:  

$$|\hat{g}| = \left|\frac{\hat{p} - 1}{z}\right| \leq 1 < P \text{ for } z \in C^+ \cup R,$$  

(18)  

If $z$ is another root, then $\hat{p} - 1 - iPz = 0$, from which the result follows.  

![Figure 5: The contour $\gamma$](image)
If $\theta \in \mathbb{C}^+$ then the circle $\gamma$ lies completely within $\mathbb{C}^+$, whereas if $\theta \in \mathbb{R}$ then it touches the real axis at $x = \text{re}^\theta$. In either case, $|\hat{\rho}| \leq 1$ for $z \in \mathbb{C}^+ \cup \mathbb{R}$ by Proposition 1(e), so that $\eta(z)$ cannot have a zero outside $\gamma$.

In either case, $|\hat{\rho}| \leq 1$ for $z \in \mathbb{C}^+ \cup \mathbb{R}$ by Proposition 1(e), so that $\eta(z)$ cannot have a zero outside $\gamma$.

In the case of $\theta \in \mathbb{C}^+$ it is clear that a closed curve $\Gamma \subseteq \mathbb{C}^+$ may be constructed surrounding $\gamma$, on which holds the inequality:

$$|\hat{\rho}| \leq 1 < |1 + iPz - i\theta|. \quad (19)$$

Hence by Rouché’s theorem [14, §8.2], the function $1 + iPz - i\theta$ has precisely the same number of zeros within $\Gamma$ as $1 + iPz - i\theta - \hat{\rho}$. But it is easily shown that the former function has precisely one such zero, from which the result follows for $\theta \in \mathbb{C}^+$. (Note that this also gives the proof where $\theta \in \mathbb{R}$, but only if $\hat{\rho} \left( \frac{\theta}{P} \right) < 1$.)

In the case of $\theta \in \mathbb{R}$ we use a continuity argument to establish the existence of a root of $\eta(z) = i\theta$. Let $\{i\theta_n \in \mathbb{C}^+, n = 1, 2, 3 \ldots \}$ be a sequence such that $\theta_n \to \theta$. Then from the previous case, there exist $\{z_n\}$ such that $\eta(z_n) = i\theta_n$. Now the sequence $\{z_n\}$ is bounded and hence must have a limit point $z$ with $z \in \mathbb{C}^+ \cup \mathbb{R}$. If necessary we can construct a convergent subsequence so that $z_n \to z$ say. Since the function $\eta$ is continuous, we have $\eta(z) = i\theta$, which proves existence of a root.

To show uniqueness, let $\omega$ be another zero, so that we have:

$$\hat{\rho}(z) - \hat{\rho}(\omega) = iP(z - \omega). \quad (20)$$

Using the same argument as for the proof of part (a), we consider in place of $p(u)$ the function $e^{iu\omega}p(u) \in L^1(\mathbb{R})$ and the related function

$$g(u) = \int_{i\omega}^{\infty} e^{iuv}p(v)dv \in L^1(\mathbb{R}). \quad (21)$$

We have $|g|_1 \leq 1$, which yields the inequality:

$$|\hat{\rho}(z) - \hat{\rho}(\omega)| \leq |z - \omega| < P|z - \omega|. \quad (22)$$

This implies that $z = \omega$ and thus uniqueness of the zero in the case $\theta \in \mathbb{R}$.

(b) It is important to note that not all functions $p$ satisfy the condition stated, for example the Pareto distribution does not. This will be further examined in the examples below.

The FT $\hat{\rho}(z)$ for $\Re(z) = 0$, $\theta \in \mathbb{C}^+$ corresponds to the moment generating function of $p$; it may be shown by considering the derivative of $\eta(z)$ at $z = 0$ [Bowers
et al. §12.3] that an appropriate root \( z = i\xi \) for \( \xi < 0 \) exists. This may be shown as follows:

\[
\frac{\partial}{\partial y} \hat{p}(iy) = -\int_{0}^{\infty} ue^{-yu} p(u) du
\]

so that

\[
\frac{\partial}{\partial y} \eta(iy) = \frac{\partial}{\partial y} [\hat{p}(iy) - 1 + Py] = P - \int_{0}^{\infty} ue^{-yu} p(u) du
\]

which has the value \( P - 1 > 0 \) at \( y = 0 \). As \( \eta(0) = 0 \) and \( \eta(iy) \to \infty \) as \( y \to -\infty \), there must be a root \( z = i\xi \) with \( \xi < 0 \) for which \( \eta(i\xi) = 0 \) and \( \eta(iy) < 0 \) for \( \xi < y < 0 \). Thus \( \eta \) has no roots in the region \( \xi \leq \Im(z) \leq 0 \) apart from 0 and \( i\xi \).
B Some Immediate Implications

The above formula for $\hat{\psi}$ in Proposition 12 is by no means new. It has been attributed variously to Khintchine, Lundberg, and other authors [20, eqn 4.44]. Unlike previous versions, the formula above is expressed in terms of the FT rather than the Laplace Transform. This enables some easy implications to be drawn from complex function theory.

The well known relation $\psi(0) = \frac{1}{P}$ for zero initial reserve has been derived quite simply in §4.2.

Proposition 13 The convolution formula for $\psi$ [4] may be shown from Proposition 12 as follows.

Since $P > 1$ we have $\left| \frac{\hat{g}}{P} \right| < 1$ for $z \in C^+ \cup R$, so that we may expand $1 - \frac{\hat{g}}{P}$ as an infinite geometric series, giving:

$$\hat{\psi} = \frac{1}{P} \frac{1 - \hat{g}}{P - 1}$$

$$= \frac{i}{Pz} \sum_{n=0}^{\infty} \left( \frac{\hat{g}}{P} \right)^n$$

$$= \frac{i}{z} \left[ \sum_{n=1}^{\infty} \frac{1}{P} \left( \frac{\hat{g}}{P} \right)^n - \sum_{n=1}^{\infty} \frac{\hat{g}^n}{P^{n+1}} \right]$$

$$= \frac{i}{z} \left[ \frac{1}{P} \left( 1 - \frac{1}{P} \right) \sum_{n=1}^{\infty} \left( \frac{\hat{g}}{P} \right)^n \right]$$

It may be seen, from using the dominated convergence theorem to interchange an integral and an infinite sum, that this is just the FT of the convolution formula

$$\psi = \frac{u}{P} + \left( 1 - \frac{1}{P} \right) \sum_{n=0}^{\infty} P^{-n} G_n$$

(23)

where $G$ is the function $\int_u^\infty g(v) \, dv$ and $G_n = G^{(n-1)*} * G$, for $n > 1$. 

33
For \( u = 0 \), this becomes

\[
\psi(0) = \left(1 - \frac{1}{p}\right) \frac{1}{1 - \frac{1}{p}} = \frac{1}{p}.
\]

**Proposition 14** Under the conditions of proposition 12, the asymptotic formula of Lundberg

\[
\psi(u) \approx i(P - 1) \frac{e^{\xi u}}{\eta'(i\xi)}
\]

is evident.

We know that \( \eta \) has at least one zero \( i\xi \in \mathbb{C}^- \), as in 12. Since \( i\xi \) is the zero of smallest modulus in \( \mathbb{C}^- \), this may be proved by expressing \( \psi \) as a (possibly infinite) sum of exponential terms. In the literature it is also known as the adjustment coefficient.
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