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Abstract
In this paper, we present the monotonicity analysis for the nabla fractional differences with discrete generalized Mittag-Leffler kernels \((^{ABR}_{a-1} \nabla^\delta \gamma y)(\eta)\) of order \(0 < \delta < 0.5\), \(\beta = 1, 0 < \gamma \leq 1\) starting at \(a - 1\). If \((^{ABR}_{a-1} \nabla^\delta \gamma y)(\eta) \geq 0\), then we deduce that \(y(\eta)\) is \(\delta / 2 \gamma\)-increasing. That is, \(y(\eta + 1) \geq \delta / 2 \gamma y(\eta)\) for each \(\eta \in \mathbb{N}_a := \{a, a + 1, \ldots\}\). Conversely, if \(y(\eta)\) is increasing with \(y(a) \geq 0\), then we deduce that \((^{ABR}_{a-1} \nabla^\delta \gamma y)(\eta) \geq 0\). Furthermore, the monotonicity properties of the Caputo and right fractional differences are concluded to. Finally, we find a fractional difference version of the mean value theorem as an application of our results. One can see that our results cover some existing results in the literature.

MSC: 26D07; 26D10; 26D15; 26A33

Keywords: Discrete generalized ML function; Discrete AB fractional operators; Monotonicity analysis; Discrete fractional MVT

1 Introduction
In the past two decades, fractional calculus and its applications have been applied into various fields due to its accurate describing in many scientific fields, such as fractional stochastic noise [1], fraction order memristive chaotic circuits [2], fractional order financial models [3], and fractional order relaxation–oscillation models [4]. Also, it has wide application in various research areas, which one can find in the references [5–13].

Along the years, fractional calculus has attracted more and more researchers’ attention and has found applications in several fields of engineering and the applied sciences (see [5–8]). Recently, many fractional models were proposed showing the significance of fractional calculus. Discrete fractional calculus can be seen as the most recent model of fractional calculus which has been widely used.

Recently, discrete fractional calculus gains a great deal of interest by many researchers. In [14, 15], the authors introduced the discrete fractional sums and differences which produced directly from the Riemann–Liouville (RL) fractional integrals and derivatives, respectively. To review the history of discrete fractional operators, their properties and information related to discrete fractional calculus applications one can refer to [16–22] and
the references therein. Nowadays, being new fractional integral and derivative operators make the researchers attempt to introduce a new definition of discrete fractional sum and difference operators corresponding to them. Those models are receiving the attention of many researchers (see [23–26]).

Monotonicity analysis has become very important in discrete fractional calculus which was firstly applied for the discrete fractional operators of RL version by Atici and Uyanik in [27]. In [28], the authors found the monotonicity analysis for the Caputo–Fabrizo (CF) version of discrete fractional operators. In [29], the monotonicity analysis for the Atangana–Baleanu (AB) version of discrete fractional operators with discrete Mittag-Leffler (ML) kernels was done. In addition, the monotonicity analysis has been established for the h-discrete fractional operators in [30, 31] (see also [32]).

However, to the best of our knowledge so far, the monotonicity results have not been considered for the discrete fractional operators with discrete generalized ML kernels [33]. Therefore, our aim in this article is to establish the monotonicity analysis for the above model of discrete fractional operators that can cover the monotonicity results in [29].

The structure of the article is designed as follows: Sect. 2.1 deals with recalling the RL-fractional sums and generalized discrete ML functions. Section 2.2 deals with recalling the generalized discrete AB fractional operators with their equivalent formulas and definition of δ-monotonicity. In Sect. 3 we discuss the monotonicity analysis for the 2-parameter fractional difference operators involving the discrete generalized ML kernels. Section 4 deals with the application of our findings on the mean value theorem, and in Sect. 5 we conclude the article.

2 Preliminaries
This section deals with some basic concepts on discrete fractional operators and discrete ML functions.

2.1 RL-fractional sums and generalized ML function
Definition 2.1 ([24, 25, 33]) The ℓ increasing factorial function of η is given by

\[ \eta^\ell = \prod_{\ell=0}^{\ell-1} (\eta + \ell), \quad \eta^0 = 1 \quad (\forall \ell \in \mathbb{N}_1). \]

Generally, the increasing factorial function is given by

\[ \eta^\ell = \frac{\Gamma(\eta + \delta)}{\Gamma(\eta)}, \quad 0^\ell = 0 \quad (\delta \in \mathbb{R}) \]  (2.1)

for \( \eta \in \mathbb{R} \setminus \{..., -2, -1, 0\} \), where \( \mathbb{R} \) denotes the set of real numbers.

Definition 2.2 ([24, 25, 33]) Let the backward jump operator be given by \( \rho(s) = r - 1 \). Then, for any function \( f : \mathcal{N}_a \to \mathbb{R} \), the nabla left fractional sum of order \( \delta > 0 \) in the sense of RL is defined by

\[ (_{a}\nabla_{\delta}y)(\eta) = \frac{1}{\Gamma(\delta)} \sum_{s=a+1}^{\eta} (\eta - \rho(s))^{\delta - 1}f(s), \quad \eta \in \mathcal{N}_{a+1}. \]  (2.2)
Also, for any function \( f : \mathcal{N} = \{b, b-1, b-2, \ldots \} \to \mathcal{R} \), the nabla right fractional sum of order \( \delta > 0 \) in the sense of RL is defined by

\[
(\nabla^\delta_b y)(\eta) = \frac{1}{\Gamma(\delta)} \sum_{r=\eta}^{b-1} (r - \rho(\eta))^\delta \frac{f(s)}{\Gamma(\rho(\eta))}, \quad \eta \in \mathcal{N}.
\] (2.3)

**Lemma 2.1** ([24, 25, 33]) For any \( a, b \in \mathcal{R} \) and \( \delta_1, \delta_2 > 0 \), we have

\[
a \nabla^{-\delta_1}(\eta - a)\eta^{\delta_2} = \frac{\Gamma(\delta_2 + 1)}{\Gamma(\delta_1 + \delta_2 + 1)}(\eta - a)^{\delta_1+\delta_2},
\]

\[
b \nabla^{-\delta_1}(b - \eta)\eta^{\delta_2} = \frac{\Gamma(\delta_2 + 1)}{\Gamma(\delta_1 + \delta_2 + 1)}(b - \eta)^{\delta_1+\delta_2}.
\]

**Lemma 2.2** ([24, 25, 33]) For any \( \delta_1, \delta_2 \in \mathcal{R} \) and any \( f \) defined on \( \mathcal{N}_a \), we have

\[
a \nabla^{-\delta_1} a \nabla^{-\delta_2} f(\eta) = a \nabla^{-\delta_2} a \nabla^{-\delta_1} f(\eta),
\]

\[
b \nabla^{-\delta_1} b \nabla^{-\delta_2} f(\eta) = b \nabla^{-\delta_1} b \nabla^{-\delta_2} f(\eta).
\]

**Lemma 2.3** ([25]) Let \( f \) be defined on \( \mathcal{N}_a \), then, for any \( 0 < \delta < 1 \), we have

\[
a \nabla^{-\delta} a \nabla^{-\delta} f(\eta) = a \nabla^{-\delta} a \nabla^{-\delta} f(\eta) - (\eta - a)^{\delta_1+\delta_2} \frac{f(a)}{\Gamma(\delta)}.
\]

The nabla discrete ML functions are important; they are recalled now.

**Definition 2.3** ([33]) For any \( \lambda \in \mathcal{R} \) and \( \delta, \beta, \gamma, \eta \in \mathcal{C} \) with \( \text{Re}(\delta) > 0 \), the nabla discrete generalized ML function is defined by

\[
E^{\gamma}_{\delta, \beta}(\lambda, \eta) := \sum_{\ell=0}^{\infty} \lambda^\ell \frac{\eta^{\delta+\beta-1}(\gamma)\ell}{\Gamma(\ell\delta + \beta)\ell!}, \quad |\lambda| < 1,
\] (2.4)

where \( (\gamma)\ell = \gamma(\gamma + 1) \cdots (\gamma + \ell - 1) \) is the Pochhammer symbol. Specifically, if \( \gamma = 1 \), we get the nabla discrete two parameters ML function:

\[
E_{\delta, \beta}(\lambda, \eta) = E^{1}_{\delta, \beta}(\lambda, \eta) := \sum_{\ell=0}^{\infty} \lambda^\ell \frac{\eta^{\delta+\beta-1}}{\Gamma(\ell\delta + \beta)\ell!}, \quad |\lambda| < 1.
\] (2.5)

And if \( \beta = \gamma = 1 \), we get the nabla discrete one parameter ML function:

\[
E_{\delta}(\lambda, \eta) = E^{1}_{\delta, 1}(\lambda, \eta) := \sum_{\ell=0}^{\infty} \lambda^\ell \frac{\eta^{\delta}}{\Gamma(\ell\delta + 1)}, \quad |\lambda| < 1.
\] (2.6)

**Lemma 2.4** ([33]) For any \( \delta > 0, \beta > -1, \gamma, \eta \in \mathcal{C} \) and \( \lambda \in \mathcal{R} \) with \( |\lambda| < 1 \), we have

\[
\nabla^\gamma E^{\gamma}_{\delta, \beta}(\lambda, \eta) = E^{\gamma}_{\delta, \beta}(\lambda, \eta), \quad \beta \neq 0.
\]
Remark 2.1

(i) For any \( \lambda = -\frac{\delta}{1-\delta} \), \( 0 < \delta < \frac{1}{2} \), \( \eta \in \mathbb{N} \) and \( 0 < \gamma \leq 1 \), the two parameters \( ML \) function \( E^{\gamma_{\delta,1}}(\lambda, \eta) \) is monotonically decreasing. Here, we find some initial values of \( E^{\gamma_{\delta,1}}(\lambda, \eta) \):

- \( E^{\gamma_{\delta,1}}(\lambda, 0) = 1 \).
- \( E^{\gamma_{\delta,1}}(\lambda, 1) = (1 - \delta)^\gamma \).
- \( E^{\gamma_{\delta,1}}(\lambda, 2) = (1 - \delta)^\gamma (1 - \delta^2 \gamma) \).
- \( E^{\gamma_{\delta,1}}(\lambda, 3) = (1 - \delta)^\gamma \left( \frac{(\delta^2 \gamma)}{2} (\gamma + 1) - \delta^3 \gamma - 3 \delta^2 \gamma + 2 \right) \).

On the other hand, the Figure 1 can confirm the validity of the above results.

(ii) From (i) and Definition 2.3, we have

\[
\nabla E^{\gamma_{\delta,1}}(\lambda, \eta) = \sum_{k=0}^{\infty} \lambda^k \frac{k^\delta \eta \Gamma(\delta + 1) \Gamma(\delta + k) \Gamma(\delta + k + 1)}{(\delta + 1)!} \left( \frac{\eta}{\Gamma(k \delta - \gamma)} \right) = \frac{\lambda}{(1 - \lambda)^\gamma}. \tag{2.7}
\]

This implies that \( E^{\gamma_{\delta,1}}(\lambda, \eta) \) is strictly positive for \( \lambda < 0 \).

Proof In proving (i), we need the following identity:

\[
\sum_{k=0}^{\infty} \frac{\lambda^k (\gamma)_k}{k!} = \frac{1}{(1 - \lambda)^\gamma}. \tag{2.7}
\]

2.2 Generalized discrete \( ABR \) and \( ABC \) and monotonicity definitions

The discrete \( ABR \) and \( ABC \) fractional differences and sums were introduced in [24] using the one parameter discrete \( ML \) function. After that, the generalized discrete \( ABR \) and \( ABC \) fractional differences and sums were introduced by Abdeljawad in [33] using the generalized discrete \( ML \) function:

Definition 2.4 ([33]) Let \( \lambda = -\frac{\delta}{1-\delta} \) and \( 0 < \delta < 1/2 \). Then, for \( \gamma \in \mathbb{R} \) and \( \text{Re}(\beta) > 0 \), the left generalized discrete \( ABR \) fractional difference is defined by

\[
(ABR \nabla^\delta_{\lambda, \gamma}\ y)(\eta) = \frac{B(\delta)}{1 - \delta} \sum_{s=\eta}^{\eta} E^{\gamma_{\delta,1}}(\lambda, \eta - \rho(s))y(s), \quad \eta \in \mathbb{N}_\lambda, \tag{2.8}
\]
and the right generalized discrete ABR fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{-\Delta}{1 - \delta} \sum_{s=\eta}^{b-1} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.9)

Also, the left generalized discrete ABC fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{\Delta}{1 - \delta} \sum_{s=\eta}^{\mathbb{N}} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.10)

and the right generalized discrete ABC fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{-\Delta}{1 - \delta} \sum_{s=\eta}^{b-1} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.11)

where \(B(\delta)\) is a multiplier and it satisfies \(B(0) = B(1) = 1\).

In this article, we consider a specific case where \(0 < \gamma \leq 1\) and \(\beta = 1\). Then we can rewrite the above definitions as follows.

**Definition 2.5** Let \(\lambda = -\frac{\delta}{1 - \delta}, 0 < \delta < 1/2\) and \(0 < \gamma \leq 1\). Then the left 2-parameter discrete ABR fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{\Delta}{1 - \delta} \sum_{s=\eta}^{\mathbb{N}} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.12)

and the right 2-parameter discrete ABR fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{-\Delta}{1 - \delta} \sum_{s=\eta}^{b-1} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.13)

Also, the left 2-parameter discrete ABC fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{\Delta}{1 - \delta} \sum_{s=\eta}^{\mathbb{N}} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.14)

and the right 2-parameter discrete ABC fractional difference is defined by

\[
(\Delta^\beta y)(\eta) = \frac{-\Delta}{1 - \delta} \sum_{s=\eta}^{b-1} \frac{\eta + \rho(s)}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.15)

**Theorem 2.1** ([33]) Let \(y\) be defined on \(\mathbb{N}\) with \(b \equiv a \pmod{1}\), then, for any \(\lambda = -\frac{\delta}{1 - \delta}, 0 < \delta < 1/2, \gamma \in \mathbb{R}\) and \(0 < \text{Re}(\beta) < 1\), we have the following relationships between the discrete ABC and discrete ABR fractional differences:

\[
(\Delta^\beta y)(\eta) = (\Delta^\beta y)(\eta) - \frac{B(\delta)}{1 - \delta} y(a) \frac{\eta}{\Delta} \frac{y(s)(s+\rho(s))}{\Delta}, \quad \eta \in \mathbb{N}.
\]  

(2.16)
in the left-side sense and
\[
(\text{ABC}_b^{\delta, \beta, \gamma} y)(\eta) = (\text{AB}^{\delta, \beta, \gamma}_b y)(\eta) - \frac{B(\delta)}{1 - \delta} y(b) E_{\gamma}(\lambda, b - \eta) \tag{2.17}
\]
in the right-side sense.

**Definition 2.6** ([33]) \( y \) be defined on \( \mathcal{N}_a \) and \( a \equiv b \pmod{1} \). Then the left generalized \( \text{AB} \) fractional sum of order \( 0 < \delta \leq 1, \beta > 0, \gamma > 0 \) is defined by
\[
(\text{AB}^{\delta, \beta, \gamma}_a y)(\eta) = \sum_{k=0}^{\infty} \binom{\gamma}{k} \frac{\delta^k}{(1 - \delta)^{k+1}} (a^{\delta k+1-\beta} y)(\eta). \tag{2.18}
\]

**Theorem 2.2** ([33]) Let \( y \) be defined on \( \mathcal{N}_a \) with \( b \equiv a \pmod{1} \), then, for any \( \lambda = -\frac{\delta}{1 - \delta} \), \( 0 < \delta < 1/2 \) and \( \gamma, \beta \in \mathbb{Z} \), we have
\[
(\text{AB}^{\delta, \beta, \gamma}_a y)(\eta) = \frac{B(\delta)}{1 - \delta} \sum_{k=0}^{\infty} \binom{\gamma}{k} \frac{\delta^k}{k!} (a^{\delta k+1-\beta} y)(\eta). \tag{2.19}
\]

Now, we recall the monotonicity definitions.

**Definition 2.7** Let \( y : \mathcal{N}_a \to \mathbb{R} \) be a function satisfying \( y(a) \geq 0 \). Then \( y \) is called a \( \delta \)-increasing function on \( \mathcal{N}_a \), if
\[
y(\eta + 1) \geq \delta y(\eta), \quad \forall \eta \in \mathcal{N}_a.
\]

Observe that, if \( y(\eta) \) is increasing on \( \mathcal{N}_a \), then \( y(\eta + 1) \geq y(\eta) \) for all \( \eta \in \mathcal{N}_a \), and thus \( y(\eta) \) is \( \delta \)-increasing on \( \mathcal{N}_a \).

**Definition 2.8** Let \( y : \mathcal{N}_a \to \mathbb{R} \) be a function satisfying \( y(a) \leq 0 \). Then \( y \) is called a \( \delta \)-decreasing function on \( \mathcal{N}_a \), if
\[
y(\eta + 1) \leq \delta y(\eta), \quad \forall \eta \in \mathcal{N}_a.
\]

Observe that, if \( y(\eta) \) is decreasing on \( \mathcal{N}_a \), then \( y(\eta + 1) \leq y(\eta) \) for all \( \eta \in \mathcal{N}_a \), and thus \( y(\eta) \) is \( \delta \)-decreasing on \( \mathcal{N}_a \).

**Remark 2.2** Note that, if \( \delta = 1 \) in Definition 2.7, then the increasing and \( \delta \)-increasing concepts coincide, and if \( \delta = 1 \) in Definition 2.8, then the decreasing and \( \delta \)-decreasing concepts coincide.

### 3 Difference monotonicity outlines

**Theorem 3.1** Let \( y : \mathcal{N}_{a-1} \to \mathbb{R} \) be a function. Suppose that, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have
\[
(\text{AB}^{\delta, \gamma}_{a-1} y)(\eta) \geq 0, \quad \eta \in \mathcal{N}_{a-1},
\]
then \( y(\eta) \) is \( \delta^2 \gamma \)-increasing.
Proof. Rewrite \( (ABR^{\gamma,\nu})_\eta y(\eta) = \frac{B(\nu)}{\nu} \nabla S(\eta) \), where \( S(\eta) = \sum_{s=\eta}^{\eta} y(s)E^{\nu}_{s,\lambda}(\lambda, \eta - \rho(s)) \). From assumption and since \( E^{\nu}_{s,\lambda}(\lambda, 1) = 1 \), we have

\[
S(\eta) - S(\eta - 1)
\]

\[
= y(\eta)E^{\nu}_{\eta,\lambda}(\lambda, 1) + \sum_{s=\eta}^{\eta-1} y(s)(E^{\nu}_{s+1,\lambda}(\lambda, \eta - \rho(s)) - E^{\nu}_{s,\lambda}(\lambda, \eta - 1 - \rho(s))
\]

\[
= (1 - \delta)^\nu y(\eta) + \sum_{s=\eta}^{\eta-1} y(s)(E^{\nu}_{s+1,\lambda}(\lambda, \eta + 1 - s) - E^{\nu}_{s,\lambda}(\lambda, \eta - s)) \geq 0. \tag{3.1}
\]

Then we proceed with our proof by induction. First, if we substitute \( \eta = a \) in (3.1), we deduce that \( y(a) \geq 0 \). If we substitute \( \eta = a + 1 \) in (3.1), then, in view of Remark 2.1, we can deduce

\[
y(a + 1) \leq \frac{E^{\nu}_{a+1,\lambda}(\lambda, 1) - E^{\nu}_{a,\lambda}(\lambda, 2)}{(1 - \delta)^\nu} y(a) = \delta^2 \gamma^2 y(a).
\]

Now, we assume that

\[
y(a + k) \geq \delta^2 \gamma y(a + k - 1) \geq \delta^4 \gamma^2 y(a + k - 2) \geq \cdots \geq \delta^{2k} y(a) \geq 0,
\]

and we have to show that \( y(a + k + 1) \geq \delta^2 \gamma y(a + k) \). By substituting \( \eta = a + k + 1 \) in (3.1) and then using Eq. (2.7), we find that

\[
S(a + k + 1) - S(a + k)
\]

\[
= (1 - \delta)y(a + k + 1) + \sum_{s=a}^{a+k} y(s)(E^{\nu}_{s+1,\lambda}(\lambda, a + k + 2 - s) - E^{\nu}_{s,\lambda}(\lambda, a + k + 1 - s))
\]

\[
= (1 - \delta)^\nu y(a + k + 1) + \sum_{s=a}^{a+k} y(s)\nabla E^{\nu}_{s,\lambda}(\lambda, k + 2 - s)
\]

\[
= (1 - \delta)^\nu y(a + k + 1) + \delta \sum_{s=0}^{k} y(s + a)E^{\nu}_{s,\lambda}(\lambda, k + 2 - s)
\]

\[
= (1 - \delta)y(a + k + 1) + \left[ y(a)E^{\nu}_{0,\lambda}(\lambda, k + 2) + y(a + 1)E^{\nu}_{0,\lambda}(\lambda, k + 1)
\right.
\]

\[
+ \cdots + y(a + k - 1)E^{\nu}_{0,\lambda}(\lambda, 3) + y(a + k)E^{\nu}_{0,\lambda}(\lambda, 2) \right] \geq 0.
\]

Then, by using Eq. (2.7) and Remark 2.1, it follows that

\[
y(a + k + 1) \geq \frac{-\lambda}{(1 - \delta)^\nu} \left[ y(a)E^{\nu}_{0,\lambda}(\lambda, k + 2) + y(a + 1)E^{\nu}_{0,\lambda}(\lambda, k + 1)
\right.
\]

\[
+ \cdots + y(a + k - 1)E^{\nu}_{0,\lambda}(\lambda, 3) + y(a + k)E^{\nu}_{0,\lambda}(\lambda, 2) \right] \geq 0 + \frac{\delta}{(1 - \delta)^{\nu+1}} E^{\nu}_{0,\lambda}(\lambda, 2)y(a + k)
\]
\[
\begin{align*}
\geq & \left( \frac{\delta}{(1-\delta)^{\gamma+1}} \cdot \frac{1}{\lambda} \nabla^{E^\gamma_{\delta,1}}(\lambda, 2) y(a+k) \right) \\
\geq & \left( \frac{\delta}{(1-\delta)^{\gamma+1}} \cdot \frac{1-\delta}{\delta} [E^\gamma_{\delta,1}(\lambda, 1) - E^\gamma_{\delta,1}(\lambda, 2)] y(a+k) \right) \\
\geq & \delta^2 y(a+k).
\end{align*}
\]

This completes the proof. \qed

**Theorem 3.2** Let \( y : \mathcal{N}_{a-1} \to \mathcal{R} \) be a function. Suppose that, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[
\left( A^{\alpha}_{a-1} \nabla^{b, \gamma} y \right)(\eta) \leq 0, \quad \eta \in \mathcal{N}_{a-1},
\]

then \( y(\eta) \) is \( \delta^2 \gamma \)-decreasing.

**Proof** The proof is similar to Theorem 3.1. \qed

**Corollary 3.1** Let \( y : \mathcal{N}_{a-1} \to \mathcal{R} \) be a function. Suppose that, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[
\left( B^{\alpha}_{a-1} \nabla^{b, \gamma} y \right)(\eta) \geq 0, \quad \eta \in \mathcal{N}_{a-1},
\]

then \( y(\eta) \) is \( \delta^2 \gamma \)-increasing.

**Proof** The proof follows directly from Theorem 3.1 and Theorem 2.1 with \( \beta = 1 \). \qed

**Corollary 3.2** Let \( y : \mathcal{N}_{a-1} \to \mathcal{R} \) be a function. Suppose that, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[
\left( C^{\alpha}_{a-1} \nabla^{b, \gamma} y \right)(\eta) \leq 0, \quad \eta \in \mathcal{N}_{a-1},
\]

then \( y(\eta) \) is \( \delta^2 \gamma \)-decreasing.

**Proof** The proof follows directly from Theorem 3.2 and Theorem 2.1 with \( \beta = 1 \). \qed

**Remark 3.1** If we take \( \gamma = 1 \) in Theorem 3.1, Theorem 3.2 and Corollary 3.1, then we get Theorem 2, Theorem 6 and Theorem 3 in [29], respectively.

**Theorem 3.3** Let \( y : \mathcal{N}_{a-1} \to \mathcal{R} \) be a function satisfying \( y(a) \geq 0 \) and let \( y(\eta) \) be increasing on \( \mathcal{N}_{a} \). Then, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[
\left( A^{\alpha}_{a-1} \nabla^{b, \gamma} y \right)(\eta) \geq 0, \quad \eta \in \mathcal{N}_{a-1}.
\]

**Proof** It is enough to show that \( S(\eta) \) is increasing, where \( S(\eta) \) is given in Theorem 3.1. By substituting \( \eta = a \) in (3.1) and making use of the assumption, we deduce that

\[
S(a) - S(a - 1) = (1 - \delta)^{\gamma} y(a) \geq 0.
\]
Suppose that $S(k) - S(k - 1) \geq 0$ for any $k < t$, then we have to show that $S(\eta) - S(\eta - 1) \geq 0$. Since $y(\eta)$ is an increasing function, we have $y(\eta) \geq y(\eta - 1) \geq y(a) \geq 0$ for each $\eta \in N_a$
Then, from (3.1), we have

$$S(\eta) - S(\eta - 1)$$

$$= (1 - \delta)^{\gamma} y(\eta) + \sum_{s=a}^{\eta - 1} y(s) \left( \sum_{s=1}^{\eta - 1} (\lambda, \eta + 1 - s) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s) \right)$$

$$= (1 - \delta)^{\gamma} y(\eta) - \delta^2 y(1 - \delta)^{\gamma} y(\eta - 1)$$

$$+ \sum_{s=a}^{\eta - 2} y(s) \left( E_{\eta - 1}^{\gamma} (\lambda, \eta + 1 - s) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s) \right)$$

$$= (1 - \delta)^{\gamma} y(\eta) - \delta^2 y(1 - \delta)^{\gamma} y(\eta - 1)$$

$$+ \sum_{s=a}^{\eta - 2} y(s - 1) \left( E_{\eta - 1}^{\gamma} (\lambda, \eta + 1 - s - 1) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s - 1) \right)$$

$$\geq (1 - \delta)^{\gamma} y(\eta) - \delta^2 y(1 - \delta)^{\gamma} y(\eta - 1)$$

$$+ \sum_{s=a}^{\eta - 2} y(\eta - 1) \left( E_{\eta - 1}^{\gamma} (\lambda, \eta + 1 - s) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s) \right)$$

$$= (1 - \delta)^{\gamma} y(\eta) + \sum_{s=a}^{\eta - 1} y(\eta - 1) \left( E_{\eta - 1}^{\gamma} (\lambda, \eta + 1 - s - 1) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s - 1) \right).$$

(3.2)

Since $(1 - \delta)^{\gamma} > 0$ and $y(\eta) \geq y(\eta - 1)$, we have

$$(1 - \delta)^{\gamma} y(\eta) = (1 - \delta)^{\gamma} y(\eta) - (1 - \delta)^{\gamma} y(\eta - 1) + (1 - \delta)^{\gamma} y(\eta - 1)$$

$$\geq (1 - \delta)^{\gamma} y(\eta - 1).$$

Then, by using this in (3.2), we get

$$S(\eta) - S(\eta - 1)$$

$$\geq (1 - \delta)^{\gamma} y(\eta - 1) + \sum_{s=a}^{\eta - 1} y(\eta - 1) \left( E_{\eta - 1}^{\gamma} (\lambda, \eta + 1 - s - 1) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s - 1) \right)$$

$$= (1 - \delta)^{\gamma} y(\eta - 1) \left[ 1 + \frac{1}{(1 - \delta)^{\gamma}} \sum_{s=a}^{\eta - 1} \left( E_{\eta - 1}^{\gamma} (\lambda, \eta + 1 - s - 1) - E_{\eta - 1}^{\gamma} (\lambda, \eta - s - 1) \right) \right]$$
\[(1-\delta)\gamma(\eta-1) \left[ 1 + \frac{1}{(1-\delta)^\gamma} \sum_{s=0}^{k} \left( E_{\frac{1}{\delta k}}^\phi(\lambda, k+2-s) - E_{\frac{1}{\delta k}}^\phi(\lambda, k+1-s) \right) \right] \]

\[\geq 0 \text{ by Remark 2.1}\]

which we can rearrange to get the desired result. □

The following theorems are similar to Theorem 3.3.

**Theorem 3.4** Let \( y : \mathcal{N}_{\alpha-1} \to \mathbb{R} \) be a function satisfying \( y(a) > 0 \) and let \( y(\eta) \) be strictly increasing on \( \mathcal{N}_{\alpha} \). Then, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[(\text{ABR} \nabla_{a^\gamma} y)(\eta) > 0, \quad \eta \in \mathcal{N}_{\alpha-1}.\]

**Theorem 3.5** Let \( y : \mathcal{N}_{\alpha-1} \to \mathbb{R} \) be a function satisfying \( y(a) \leq 0 \) and let \( y(\eta) \) be strictly decreasing on \( \mathcal{N}_{\alpha} \). Then, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[(\text{ABR} \nabla_{a^\gamma} y)(\eta) \leq 0, \quad \eta \in \mathcal{N}_{\alpha-1}.\]

**Theorem 3.6** Let \( y : \mathcal{N}_{\alpha-1} \to \mathbb{R} \) be a function satisfying \( y(a) \leq 0 \) and let \( y(\eta) \) be strictly decreasing on \( \mathcal{N}_{\alpha} \). Then, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[(\text{ABR} \nabla_{a^\gamma} y)(\eta) < 0, \quad \eta \in \mathcal{N}_{\alpha-1}.\]

**Remark 3.2** If we take \( \gamma = 1 \) in Theorems 3.3–3.5, then we get Theorem 4, Theorem 5 and Theorem 7 in [29], respectively.

### 4 MVT application

This section deals with the application of our results to the mean value theorem (MVT). First, we need the following lemmas.

**Lemma 4.1** For any \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \) and \( \eta \in \mathcal{N}_{\alpha} \), we have

\[a^{-\delta k} \nabla_{a^{-\delta k}} \nabla_{a^\gamma} \sum_{s=0}^{k} \left( E_{\frac{1}{\delta k}}^\phi(\lambda, k+2-s) - E_{\frac{1}{\delta k}}^\phi(\lambda, k+1-s) \right) \]

for each \( k = 1, 2, \ldots \).

**Proof** By applying Lemma 2.3 for \( f(\eta) = E_{\frac{1}{\delta k}}^\phi(\lambda, \eta-a+1) \), we get

\[a^{-\delta k} \nabla_{a^{-\delta k}} \nabla_{a^\gamma} \sum_{s=0}^{k} \left( E_{\frac{1}{\delta k}}^\phi(\lambda, k+2-s) - E_{\frac{1}{\delta k}}^\phi(\lambda, k+1-s) \right) \]

where we used \( E_{\frac{1}{\delta k}}^\phi(\lambda, 1) = (1-\delta)^\gamma \).
On the other hand, from the definition of discrete nabla fractional sum, we have

\[ a^{-\delta} \nabla^{-\delta} y(\eta) = \frac{1}{\Gamma(\delta k)} \sum_{s=\delta}^{\eta} (\eta - \rho(s))^{\delta k - 1} y(s) \]

\[ = \frac{1}{\Gamma(\delta k)} \sum_{s=\delta}^{\eta} (\eta - \rho(s))^{\delta k - 1} y(s) - \frac{(\eta - a + 1)^{\delta k - 1}}{\Gamma(\delta k)} y(a) \]

\[ = a^{-\delta} \nabla^{-\delta} y(\eta) - \frac{(\eta - a + 1)^{\delta k - 1}}{\Gamma(\delta k)} y(a). \]

For \( y(\eta) = E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \), it follows that

\[ a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) = a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) - \frac{(\eta - a + 1)^{\delta k - 1}}{\Gamma(\delta k)} E^{\gamma}_{\delta,1}(\lambda, 1) \]

\[ = a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) - (1 - \delta)^{\gamma} \frac{(\eta - a + 1)^{\delta k - 1}}{\Gamma(\delta k)}. \]  

(4.3)

By taking \( \nabla \) to both sides of (4.3), we obtain

\[ \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \]

\[ = \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) + \frac{(1 - \delta k)(1 - \delta)^{\gamma}}{\Gamma(\delta k)} (\eta - a + 1)^{\delta k - 2}. \]  

(4.4)

By using (4.4) in (4.2), we obtain

\[ a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \]

\[ = \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) + \frac{(1 - \delta k)(1 - \delta)^{\gamma}}{\Gamma(\delta k)} (\eta - a + 1)^{\delta k - 2} \]

\[ - (1 - \delta)^{\gamma} \frac{(\eta - a)^{\delta k - 1}}{\Gamma(\delta k)} \]

\[ = \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) + \frac{(1 - \delta)^{\gamma}}{\Gamma(\delta k)} \left[ (1 - \delta k)(\eta - a + 1)^{\delta k - 2} - (\eta - a)^{\delta k - 1} \right] \]

\[ = \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \]

\[ + \frac{(1 - \delta)^{\gamma}}{\Gamma(\delta k)} \left[ (1 - \delta k) \frac{\Gamma(\eta - a + \delta k - 1)}{\Gamma(\eta - a + 1)} - \frac{\Gamma(\eta - a + \delta k - 1)}{\Gamma(\eta - a)} \right] \]

\[ = \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \]

\[ + \frac{(1 - \delta)^{\gamma}}{\Gamma(\delta k)} \left[ \frac{\Gamma(\eta - a + \delta k - 1)}{\Gamma(\eta - a)} \left[ \frac{1 - \delta k}{\eta - a} - 1 \right] \right] \]

\[ = \nabla a^{-\delta} \nabla^{-\delta} E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) - (1 - \delta)^{\gamma} \frac{(\eta - a + 1)^{\delta k - 1}}{\Gamma(\delta k)}, \]

which completes the proof.

\[ \square \]

**Lemma 4.2** For any \( \delta, \gamma \in \mathbb{C} \), we have

\[ a^{\delta \gamma} \nabla^{\delta,1-\gamma} E^{\gamma}_{\delta,1}(\lambda, \eta - a) = \frac{B(\delta)}{1 - \delta}. \]
Proof The proof follows directly from [33, Example 1] and the fact that \( E^{\theta}_{\lambda,1}(\lambda, \eta - a) = 1 \). □

Remark 4.1 By using the relationship between the gamma functions

\[
\frac{\Gamma(x + k)}{\Gamma(x)} = (-1)^k \frac{\Gamma(1 - x)}{\Gamma(1 - x - k)},
\]

we can obtain the following relationship between the combination formula and the Pochhammer symbol:

\[
(-1)^k \binom{\gamma}{k} = (-1)^k \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma + 1 - k)k!} = \frac{(-\gamma)_k}{\Gamma(-\gamma)k!}.
\]

This is a useful tool in the proof of the next theorem.

Now, from [33], we see that

\[
\left( A^\delta B^\gamma \right) \left( A^\delta B^\gamma y \right)(\eta) = y(\eta).
\]

(4.5)

One can note that Eq. (4.5) does not contain \( y(a) \). However, the next result contains an initial value \( y(a) \) which will be a great tool to prove our fractional difference MVT.

Theorem 4.1 Let \( y \) be a function defined on \( N_{a-1} \), then, for \( 0 < \delta < \frac{1}{2} \) and \( 0 < \gamma \leq 1 \), we have

\[
\left( A^\delta B^\gamma \right) \left( A^\delta B^\gamma y \right)(\eta) = y(\eta) - \delta \gamma (1 - \delta)^{\gamma - 1} (\eta - a + 1)^{\frac{\gamma - 1}{\delta}} y(a)
\]

\[
- (1 - \delta)^{\gamma - 1} y(a) \sum_{k=2}^{\infty} \lambda^k \frac{(-\gamma)_k (\eta - a + 1)^{\frac{\gamma - 1}{\delta}}}{k! \Gamma(\delta k)}.
\]

(4.6)

Proof From the definition (2.8) with \( \beta = 1 \), we have

\[
\left( A^\delta B^\gamma \right) \left( A^\delta B^\gamma y \right)(\eta) = \frac{B(\delta)}{1 - \delta^a} A^\delta B^\gamma \left[ \sum_{s=a}^{\eta} E^{\gamma}_{\delta,1}(\lambda, \eta - \rho(s)) y(s) \right]
\]

\[
= \frac{B(\delta)}{1 - \delta^a} A^\delta B^\gamma \left[ \sum_{s=a}^{\eta} E^{\gamma}_{\delta,1}(\lambda, \eta - \rho(s)) y(s) + y(a) E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \right]
\]

\[
= \left( A^\delta B^\gamma \right) y(\eta) + \frac{B(\delta)}{1 - \delta^a} y(a) A^\delta B^\gamma \left[ E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) ight]
\]

by (4.5)

\[
= y(\eta) + \frac{B(\delta)}{1 - \delta^a} y(a) A^\delta B^\gamma \left[ E^{\gamma}_{\delta,1}(\lambda, \eta - a + 1) \right].
\]
Then, by using the series formula (2.18) with \( \beta = 1 \), Lemma 4.1 and Remark 4.1, we can deduce

\[
\left( A^\gamma B^{-\delta} y \right)_{a \mapsto y} \left( A^\gamma B^{-\delta} y \right)_{a \mapsto \frac{\Gamma(\delta)}{\Gamma(\delta k)}}(\eta)
\]

\[
y(\eta) + (1 - \delta)^\gamma y(a) \sum_{k=1}^{\infty} \frac{(-\gamma)_k}{k!} \left( \frac{1 - \delta}{B(\delta)} a \right) \cdot \frac{\Gamma(\delta)}{\Gamma(\delta k)} (\eta - a + 1)^{\frac{\Gamma(\delta - 1)}{\Gamma(\delta)}} y(a)
\]

\[
y(\eta) = \frac{\delta(\eta - a + 1)^{\frac{\Gamma(\delta - 1)}{\Gamma(\delta)}}}{\Gamma(\delta)} y(a) - (1 - \delta)^\gamma y(a) \sum_{k=2}^{\infty} \frac{(-\gamma)_k}{k!} \frac{(\eta - a + 1)^{\frac{\Gamma(\delta - 1)}{\Gamma(\delta)}}}{\Gamma(\delta k)} y(a)
\]

which completes the required result.

\[\square\]

**Remark 4.2** If we put \( \gamma = 1 \) in Theorem 4.1, we directly obtain Theorem 8 in [29].

**Proof** From (4.6), we have for \( \gamma = 1 \)

\[
\left( A^\gamma B^{-\delta} y \right)_{a \mapsto y} \left( A^\gamma B^{-\delta} y \right)_{a \mapsto \frac{\Gamma(\delta)}{\Gamma(\delta k)}}(\eta)
\]

\[
y(\eta) - \frac{\delta(\eta - a + 1)^{\frac{\Gamma(\delta - 1)}{\Gamma(\delta)}}}{\Gamma(\delta)} y(a) - (1 - \delta)^\gamma y(a) \sum_{k=2}^{\infty} \frac{(-1)_k}{k!} \frac{(\eta - a + 1)^{\frac{\Gamma(\delta - 1)}{\Gamma(\delta)}}}{\Gamma(\delta k)} y(a)
\]

where the fact \((-1)_k = 0, k \geq 2\) is used.

\[\square\]
Now, let \( R(\delta, \eta, a) = \frac{\delta \Gamma^{\frac{1}{(\delta+1)}}(\varphi(a+1)) \Gamma(\delta)}{\Gamma(\delta+1)} + (1 - \delta)^\varphi \sum_{k=2}^{\infty} \frac{\delta^{k-\frac{1}{(\delta+1)}}}{k!} \left( \frac{\varphi(a+1) \Gamma(\delta)}{\Gamma(\delta+1)} \right)^k \), then it is clear that \( R(\delta, \eta, a) < 1 \).

**Lemma 4.3** Let \( g \) be a strictly increasing function defined on \( N_a \). Then, for any \( 0 < \delta < \frac{1}{2} \), \( 0 < \gamma \leq 1 \), we have

\[
g(b) - R(\delta, \eta, a)g(a) > 0 \quad (\forall \eta \in N_a).
\]

**Proof** Since \( g \) is strictly increasing, by using Theorem 3.4, we have

\[
\left( A^{BR} \nabla^k \gamma g \right)(\eta) > 0 \quad (\forall \eta \in N_a).
\]

Applying \( A^{BR} \nabla^k \gamma \) to both sides of the above inequality we get

\[
\left( A^{BR} \nabla^{-(\delta,\gamma)} \nabla^k \gamma g \right)(\eta) > A^{BR} \nabla^{-(\delta,\gamma)}(0) = 0.
\]

Considering \( \left( A^{BR} \nabla^{-(\delta,\gamma)} \nabla^k \gamma g \right)(\eta) = g(b) - R(\delta, \eta, a)g(a) \) (by using Theorem 4.1), the proof follows.

Then we can deduce the following MVT.

**Theorem 4.2** (MVT) Suppose that \( f \) and \( g \) are two functions defined on \( N_{a,b} := \{a, a+1, a+2, \ldots, b\} \) with \( a \equiv b \) (mod 1), \( g \) is a strictly increasing and 0 < \( \delta < \frac{1}{2} \), 0 < \( \gamma \leq 1 \). Then there exist \( s_1, s_2 \in N_{a,b} \) such that

\[
\frac{(A^{BR} \nabla^k \gamma f)(s_1)}{(A^{BR} \nabla^k \gamma g)(s_1)} \leq \frac{f(b) - R(\delta, b, a)f(a)}{g(b) - R(\delta, b, a)g(a)} \leq \frac{(A^{BR} \nabla^k \gamma f)(s_2)}{(A^{BR} \nabla^k \gamma g)(s_2)}.
\]

**Proof** On the contrary, we suppose that (4.7) is not true. Then either

\[
\frac{f(b) - R(\delta, b, a)f(a)}{g(b) - R(\delta, b, a)g(a)} > \frac{(A^{BR} \nabla^k \gamma f)(\eta)}{(A^{BR} \nabla^k \gamma g)(\eta)}, \quad \forall \eta \in N_{a,b},
\]

or

\[
\frac{f(b) - R(\delta, b, a)f(a)}{g(b) - R(\delta, b, a)g(a)} < \frac{(A^{BR} \nabla^k \gamma f)(\eta)}{(A^{BR} \nabla^k \gamma g)(\eta)}, \quad \forall \eta \in N_{a,b}.
\]

With the help of Lemma 4.3, we see that \( g(b) - R(\delta, b, a)g(a) > 0 \). Also, by assumption \( g > 0 \) is strictly increasing and hence \( \left( A^{BR} \nabla^k \gamma g \right)(\eta) > 0 \) by Theorem 3.4. Therefore, inequality (4.8) can be written in the following form:

\[
\frac{f(b) - R(\delta, b, a)f(a)}{g(b) - R(\delta, b, a)g(a)} \left( A^{BR} \nabla^k \gamma g \right)(\eta) > \left( A^{BR} \nabla^k \gamma f \right)(\eta).
\]

By applying the fractional sum operator (evaluated at \( \eta = b \)) to both sides of (4.10) and by making use of Theorem 4.1, we can deduce

\[
f(b) - R(\delta, b, a)f(a) > f(b) - R(\delta, b, a)f(a),
\]
which is a contradiction. By using the same method as used for (4.8), we can conclude that (4.9) will be a contradiction. Thus the proof is completed.

\[ \square \]

5 Conclusion

The results of the article can be summarized as follows:

- First, we have recalled the RL-fractional sums, generalized discrete ML function, and the generalized discrete AB fractional operators with their equivalent formulas. Also, the definition of \( \delta \)-monotonicity has been recalled.
- We have considered the monotonicity analysis for the nabla fractional difference operator with discrete generalized ML kernel \( \left( \text{ABR}_{a-1}^{\delta,\gamma} y \right)(\eta) \) of order \( 0 < \delta < 0.5 \), \( 0 < \gamma \leq 1 \) starting at \( a - 1 \).
- If \( \left( \text{ABR}_{a-1}^{\delta,\gamma} y \right)(\eta) \geq 0 \), then we have deduced that \( y(\eta) \) is \( \delta^2 \gamma \)-increasing. That is \( y(\eta + 1) \geq \delta^2 \gamma y(\eta) \) for each \( \eta \in \mathbb{N}_a \).
- If \( y(\eta) \) is increasing and \( y(a) \geq 0 \), then we have concluded that \( \left( \text{ABR}_{a-1}^{\delta,\gamma} y \right)(\eta) \geq 0 \).
- Monotonicity results for the nabla Caputo fractional difference with discrete generalized ML kernel have been found as well.
- Our results can be seen as the generalization of the results in [29].
- Additionally, we have established a new version of the MVT in the frame fractional differences in the setting of generalized AB.
- In the case of the case \( hZ \) in the setting of discrete ML-kernel \( (\text{AB}) \) [30] and discrete exponential kernel [34], it was noticed that the monotonicity factor depends on the step \( h \). However, for the discrete power law case [31] the monotonicity factor is independent of the step \( h \). Since our results in this article generalize those in [29], it is of interest to generalize the results in this article for the \( hZ \) case so that the monotonicity factor will depend on \( \delta \), \( \gamma \), and \( h \)!
- We have been able to address the monotonicity analysis for the ML kernels with parameters \( 0 < \delta < 0.5 \), \( \beta = 1 \), and \( 0 < \gamma \leq 1 \). Is it possible to register homogeneous monotonicity properties on certain discrete intervals for the case when \( \beta \neq 1 \)?
- In Remark 2.1, we described the decreasing behavior of the discrete ML functions of order \( 0 < \delta < 0.5 \), \( \beta = 1 \), and \( 0 < \gamma \leq 1 \) by calculating the first 4 terms and by providing graphs. However, the proof of this behavior analytically is still open!
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