Ergodic decomposition of group actions on rooted trees
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Abstract

We prove a general result about the decomposition on ergodic components of group actions on boundaries of spherically homogeneous rooted trees. Namely, we identify the space of ergodic components with the boundary of the orbit tree associated with the action, and show that the canonical system of ergodic invariant probability measures coincides with the system of uniform measures on the boundaries of minimal invariant subtrees of the tree.

A special attention is given to the case of groups generated by finite automata. Few examples, including the lamplighter group, Sushchansky group, and the, so called, Universal group are considered in order to demonstrate applications of the theorem.

Introduction

The ergodic decomposition theorem is one of the most important and frequently used theorems in dynamical systems and ergodic theory. It was initiated by von
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Neumann, Bogolyubov and Krylov but, perhaps, its first precise form was given by Rokhlin \cite{Roh49}, where he introduced the class of measure spaces now called the Lebesgue spaces.

At first, the ergodic theorem was proved for the case of one automorphism of a Lebesgue space or a one parameter family of such automorphisms, which corresponds to the actions of groups \( \mathbb{Z} \) or \( \mathbb{R} \) respectively. Later, the theorem was extended to the case of countable groups and locally compact groups (and further generalizations were made including passing from finite to infinite measures, from invariant to quasi-invariant measures, and from locally compact groups to some classes of non-locally compact groups \cite{Buf14}).

In 1961 Varadarajan \cite{Var06} (see also Farrell \cite{Far06}) proved the ergodic decomposition theorem in the topological setting, namely when a group \( G \) acts on a Polish space by homeomorphisms. Varadarajan’s theorem (Theorem 1.3 in Section 1) describes ergodic decomposition for each \( G \)-invariant probability measure.

The main goal of this article is to show how Varadarajan’s theorem works in the situation when a group \( G \) acts by automorphisms on a spherically homogeneous rooted tree \( T \) and, consequently, by homeomorphisms on its boundary \( \partial T \) (which is homeomorphic to the Cantor set as soon as the tree has infinitely many ends). For any such action of \( G \) each level of the tree \( T \) is an invariant subset. The uniform probability measure \( \mu_T \) on \( \partial T \) is invariant with respect to the whole group \( \text{Aut}(T) \) of automorphisms of the tree and the ergodicity of the system \( (G, \partial T, \mu_T) \) is equivalent to level transitivity of the action \( (G, T) \) \cite[Proposition 6.5]{GNS00} (and also is equivalent to unique ergodicity). This situation has also a direct connection to the theory of profinite groups. Namely, if a group \( G \) acts transitively on the levels of a tree, then its closure \( \overline{G} \) in \( \text{Aut}(T) \), which is a profinite group, acts transitively on the boundary \( \partial T \), and the uniform measure \( \mu_T \) becomes the image of the Haar measure on \( G \). In this case, the dynamical system \( (G, \partial T, \mu_T) \) is isomorphic to the system \( (G, \overline{G}/P, \mu_T) \), where \( P = \text{stab}_{\overline{G}}(\xi) \) is the stabilizer of point \( \xi \in \partial T \) under the action of \( \overline{G} \). The converse is also true in the following sense. By the result of Mackey \cite{Mac64}, any action \( (G, X, \mu) \) with pure point spectrum, where \( G \) is a countable group acting faithfully on \( X \) by transformations preserving the probability measure \( \mu \), is isomorphic to the action of type \( (G', K/P, \lambda) \), where \( K \) is a profinite group, \( G' \) is a subgroup of \( K \) isomorphic to \( G \), and \( P \) is a closed subgroup of \( K \). In turn, as shown in Theorem 2.9 in \cite{Gri11}, the latter action is isomorphic to the action \( (G, \partial T, \nu) \), where a spherically homogeneous rooted tree \( T \) is constructed as the coset tree of a family of open subgroups of \( K \) whose intersection is \( P \), and \( \nu \) is the uniform measure on \( \partial T \). Therefore, the profinite case in Mackey’s theorem corresponds precisely to the action on rooted trees.

In the case when the action of \( G \) on \( T \) is not level transitive the situation is more complicated. In order to decompose \( \mu_T \) into ergodic components and describe all \( G \)-invariant ergodic probability measures on \( \partial T \) one needs to know the structure of the orbit tree \( T_G \) whose vertices are orbits of \( G \) on the set of vertices \( V(T) \) of \( T \) and the adjacency relation is induced by the adjacency in \( T \) (i.e., \( T_G \) is simply the quotient graph of \( T \) under the action of \( G \)). This tree was used in \cite{GNS01} in order to give a criterion for establishing when two elements are conjugate in \( \text{Aut}(T) \), as well as recently in \cite{Kli13} to deal with the finiteness problem in automaton groups generated...
by invertible-reversible automata. In Theorem 2.2 we show that the boundary $\partial T_G$ of the orbit tree can be naturally identified with the space of ergodic components of the action of $G$ on $\partial T$: there is a bijection between $\partial T_G$ and the set of the minimal invariant subtrees of $T$, and uniform probability measures on boundaries of these trees are exactly all ergodic invariant probability measures for the system $(G, \partial T)$. In Section 3 we apply the obtained results to get the ergodic decompositions for actions of some groups generated by finite automata.

The class of automaton groups possesses a number of interesting and unusual algebraic and dynamical properties. There are many examples showing that even simple automata (with a small number of states and an alphabet consisting of just two symbols) demonstrate very complicated algebraic, combinatorial, and dynamic behavior [Gri80, GNS00, GZ02, BGK+08, GS08].

After considering simple examples of ergodic decompositions of actions of finite groups and level transitive actions, we deal with Sushchansky infinite $p$-groups [Sus79] in Subsection 3.4 and the universal group [Gri05] for the family of groups $G_\omega$ from [Gri84] in Subsection 3.3.

The most complicated example is studied in Subsection 3.5 and deals with the 2-state automaton over 2-letter alphabet generating the lamplighter group $\mathcal{L}$. The automaton presentation of $\mathcal{L}$ was found in [GNS00] and was used in [GZ01] to compute the spectrum of the discrete Laplacian, which happened to be purely discrete. This automaton presentation of $\mathcal{L}$ is given on a binary tree, which by Lemma 3 in [BGK+08] implies that its action on this tree is spherically transitive. Therefore by Proposition 6.5 in [GNS00] there is only one (ergodic) invariant probability measure on $\partial T$. However, it is more interesting in this case to consider the ergodic decomposition of actions of subgroups of $\mathcal{L}$ that do not act level transitively. In particular, we give a complete description of such decompositions for cyclic subgroups $\langle a \rangle$ and $\langle b \rangle$, where $a$ and $b$ are the automorphisms of the tree corresponding to the states of the generating automaton. In order to get the structure of the orbit trees in these cases, we explicitly describe how each orbit looks like using the representation of the lamplighter group by functions that act on formal power series.

We hope that the considerations initiated in this article will be useful for further investigations of group actions on trees and for solving the classification problems started in [GNS00, BGK+08].

The structure of the paper is the following. In Section 1 we recall basic definitions and set up the notation. The main theorem is proved in Section 2. We conclude the paper with several particular examples in Section 3.

**Acknowledgement.** The authors would like to thank the referee for the very detailed careful review with numerous suggestions that greatly improved the exposition of the paper.

## 1 Preliminaries

In this paper we will deal only with rooted trees, i.e. the trees with a distinguished vertex called the *root*. For each such tree $T$ and $n \geq 0$ the set $[T]_n$ of vertices of $T$ at combinatorial distance $n$ from the root is called the $n$-th *level* of $T$. For each vertex
v of T of the n-th level the vertices of the (n + 1)-st level adjacent to v are called the children of v. We will visualize the rooted trees as growing down with the root on top. In this visualization the children of a vertex are the vertices that are right below it.

For each rooted tree T the boundary ∂T of T is defined as the set of all infinite paths in T starting from the root that do not have backtracking. A tree is called spherically homogeneous if the degrees of all vertices of each level coincide (but this common degree may depend on the level). A special very important class of spherically homogeneous rooted trees is the class of regular rooted trees. A rooted tree is called regular if each vertex of the tree has the same number of children. If each vertex has d children, the tree is called d-regular rooted tree (or d-ary rooted tree) and is denoted by T_d. The tree T_2 is called binary and is depicted in Figure 1.

![Binary tree T_2](image)

Figure 1: Binary tree T_2

The class of regular rooted trees naturally arises in symbolic dynamics. Indeed, let Σ be a finite alphabet of cardinality d. We will denote by Σ* and Σω the sets of all finite and infinite words over Σ, respectively. The set Σ* can be naturally identified with the set of vertices of the d-ary rooted tree T_d, where the empty word ∅ ∈ Σ* corresponds to the root of the tree and words v and vx for v ∈ Σ* and x ∈ Σ are declared to be adjacent. With this identification between Σ* and T_d the set Σω is naturally identified with the boundary ∂T_d. The set Σ^n of words over Σ of length n constitutes the n-th level of Σ*. For a word v ∈ Σ* ∪ Σω we will denote by |v| ∈ N ∪ {0, ∞} the length of v.

For a rooted tree T and point ξ ∈ ∂T we denote by [ξ]_n the vertex of T located on a path ξ at the distance n from the root. In the particular case of the regular rooted tree T = Σ* and ξ = x_1x_2x_3... for x_i ∈ Σ we have [ξ]_n = x_1x_2...x_n.

Let G be a group acting on a rooted tree T by automorphisms preserving the root. Then, this action preserves the levels of the tree. We say that (G, T) is spherically transitive if it is transitive on each level of T. A necessary condition for the action to be spherically transitive is that the tree T has to be spherically homogeneous.

In our study the central role is played by the following notion.

**Definition 1.** The orbit tree T_G for the action of G on a rooted tree T (i.e. on the set of vertices V(T) of T) is the graph whose vertices correspond to the orbits of G on
the levels of $T$, in which two orbits are adjacent if and only if they contain vertices that are adjacent in $T$.

It follows directly from the definition that the orbit tree $T_G$ is again a rooted tree with the root corresponding to the 1-element orbit consisting of the root of $T$. Indeed, suppose vertices $v$ and $w$ belong to the $n$-th level $[T]_n$ of $T$ and let $v'$ and $w'$ be vertices of $[T]_{n-1}$ adjacent to $v$ and $w$, respectively. If $v$ and $w$ belong to the same orbit of $G$, then there is $g \in G$ that moves $v$ to $w$. In this case the same $g$ necessarily moves $v'$ to $w'$. Thus, each vertex of the $n$-th level of $T_G$ is adjacent to exactly one vertex of the previous level. However, $T_G$ may be not spherically homogeneous even if $T$ is spherically homogeneous. Orbit trees in various forms have been studied earlier (see, for example, [GNS01, BS07, Kli13, KPS14]). They describe the partition of the set of vertices of a rooted tree into transitive components under the action of a group.

There is a natural map $\psi: V(T) \to V(T_G)$ that sends a vertex of $T$ to its orbit viewed as a vertex of $T_G$. This map naturally extends to a continuous map $\psi: \partial T \to \partial T_G$ with respect to the topologies that we define below.

The boundary $\partial T$ of a rooted tree may be viewed as an (ultra)metric space as follows: fix a monotonically decreasing sequence $\{\lambda_n\}_{n \geq 0}$ converging to 0 and define the distance of two points in $\partial T$ to be equal to $\lambda_k$, where $k$ denotes the length of the longest common part of the two (geodesic) paths connecting the root to each of them. This metric defines a topology on $\partial T$ that in the case of a spherically homogeneous rooted tree can be constructed in the following way. The set of vertices of a spherically homogeneous rooted tree $T_{\{\Sigma_n, n \geq 0\}}$ can be identified with

$$\bigcup_{n \geq 0} \prod_{i=0}^{n} \Sigma_i,$$

where $\Sigma_n$ is an alphabet of cardinality that is equal to the number of children of each vertex of level $n$. The boundary of $\partial T_{\{\Sigma_n, n \geq 0\}}$ of this tree is naturally identified with $\prod_{n \geq 0} \Sigma_n$ that is endowed with a Tychonoff product topology (when using the discrete topologies on $\Sigma_n$, $n \geq 0$). The topological structure induces the Borel structure on $\partial T$. In the case of spherically homogeneous tree $T$ one can construct the uniform probability measure $\mu_T$ on $\partial T$ by defining

$$\mu_T(C_v) = \frac{1}{|[T]_v|},$$

where for a vertex $v \in V(T)$ the cylindrical set $C_v$ consists of all infinite paths in $\partial T$ that go through $v$. This is the measure whose existence and uniqueness is proved in the Kolmogorov consistency (also called extension, or existence) theorem [Kol77, Par05]. In the case of a regular tree the uniform probability measure on its boundary coincides with the Bernoulli measure.

**Lemma 1.1.** The map $\psi: \partial T \to \partial T_G$ is a continuous surjective map.

**Proof.** A basis of the topology in $\partial T_G$ consists of cylindrical sets $C_O, O \in V(T_G)$ consisting of all infinite paths in $T_G$ that go through a vertex $O$ of $T_G$ (i.e., $O$ represents
an orbit of $G$ on some level of $T$). Therefore,

$$\psi^{-1}(C_\mathcal{O}) = \bigcup_{v \in \mathcal{O}} C_v$$

is open in $\partial T$ (in fact, it is clopen) and, hence, $\psi$ is continuous.

Similarly to the boundary of a rooted tree, the whole group $\text{Aut}(T)$ of all automorphisms of a rooted tree $T$ can be naturally endowed with a topology, induced by the metric $\lambda(\alpha, \gamma) = \lambda_k$, where $\{\lambda_n\}$ is again any monotonically decreasing sequence converging to 0, and $k$ is the largest number of the level of $T$ on which the actions of the automorphisms $\alpha$ and $\gamma$ coincide. Note, that the topology defined by such metric does not depend on the choice of $\{\lambda_n\}$.

By a measure on a standard Borel space $X$ we will mean a non-zero Borel measure on $X$. A measure $\mu$ on $X$ is called probability measure if $\mu(X) = 1$. With the above described topology $\text{Aut}(T)$ is a compact totally disconnected group (hence, a profinite group, i.e. a group isomorphic to the inverse limit of an inverse system of discrete finite groups) acting on $\partial T$ and, in the case when $T$ is spherically homogeneous, preserving the uniform probability measure $\mu_T$. Moreover, the converse is true in the following sense.

**Proposition 1.2** (see [Gri00, Proposition 2]). Every countably based profinite group is isomorphic to a closed subgroup of $\text{Aut}(T)$ for some spherically homogeneous rooted tree $T$.

**Proof.** Let $G$ be a countably based profinite group. By definition it has a countable descending sequence $G = V_0 > V_1 > V_2 > \cdots$ of finite index open subgroups with trivial intersection. Then $G$ acts faithfully by automorphisms on the, so-called, coset tree $T$ of the sequence $\{V_n\}_{n \geq 0}$ constructed as follows. The vertices of $T$ correspond to the cosets of $V_n$ in $G$ for all $n \geq 0$. Two vertices corresponding to cosets $V_ng$ and $V_{n+1}h$ are adjacent if and only if $V_ng \supset V_{n+1}h$. Then $G$ acts on $T$ by automorphisms simply by right multiplication: an element $g \in G$ sends $V_n h$ to $V_n hg$. This action is clearly faithful since the kernel is equal to the trivial $\cap_{n \geq 0} V_n$. 

Let $G$ be a locally compact group acting on a standard Borel space $X$ by transformations preserving a probability measure $\mu$. Measure $\mu$ is called ergodic if the measure of each $G$-invariant Borel set in $X$ is either 0 or 1. We denote by $\mathcal{M}_G$ the space of all invariant probability measures on $X$ and by $\mathcal{M}_G^e$ the set of all ergodic invariant probability measures on $X$. Both $\mathcal{M}_G$ and $\mathcal{M}_G^e$ are Borel subsets of the standard Borel space $P(X)$ of all probability measures on $X$. Recall that $P(X)$ is endowed with the weak topology (sometimes called weak* topology): a sequence of measures $\mu_n \in P(X)$ weakly converges to a measure $\mu \in P(X)$ if for each bounded continuous function $f: X \to \mathbb{R}$ we have

$$\int f \, d\mu_n \to \int f \, d\mu, \quad n \to \infty.$$  

In the case when $G$ is a countable discrete group, an invariant measure in $\mathcal{M}_G$ is ergodic if and only if it is an extreme point in the (Choquet) simplex $\mathcal{M}_G$, i.e. it cannot be written as a convex combination of other invariant measures from $\mathcal{M}_G$ with
The ergodic decomposition theorem due to Varadarajan [Var63] stated as in Kechris Miller [KM04] (see also [Far62]) states:

**Theorem 1.3.** For a locally compact second countable group $G$ let $X$ be a standard Borel $G$-space and let $\mathcal{M}_G$ and $\mathcal{M}_G^e$ be the spaces of all invariant probability measures on $X$ and ergodic invariant probability measures on $X$, respectively. Suppose $\mathcal{M}_G \neq \emptyset$.

Then $\mathcal{M}_G^e \neq \emptyset$ and there is a Borel surjection $\pi: X \to \mathcal{M}_G^e$ such that

1) $\pi$ is $G$-invariant (i.e., $\pi$ is constant on each orbit of $G$),

2) For $\nu \in \mathcal{M}_G^e$, the set $X_\nu = \{ x \in X : \pi(x) = \nu \}$ satisfies $\nu(X_\nu) = 1$ and the action $G \curvearrowright X_\nu$ has a unique invariant measure, namely $\nu$, and

3) if $\mu \in \mathcal{M}_G$, then $\mu = \int \pi(\xi) \, d\mu(\xi)$.

Moreover, $\pi$ is uniquely determined in the sense that, if $\pi'$ is another such map, then the set $\{ x \in X : \pi(x) \neq \pi'(x) \}$ has measure zero with respect to all measures in $\mathcal{M}_G$.

Throughout the paper we will use the above theorem in two cases: when a group $G$ is countable with the discrete topology, and when $G$ is a profinite group.

## 2 Ergodic decomposition for groups acting on rooted trees

Let $G$ be a group acting on a rooted tree $T$ by automorphisms and, hence, on its boundary $\partial T$ by homeomorphisms. Throughout this section we will write $\mathcal{X} = \partial T$ and $\mathcal{Y} = \partial T_G$ where $T_G$ is the orbit tree associated with the action of $G$ on $T$.

**Definition 2.** A leaf of a rooted tree is a vertex of degree one which is different from the root of the tree.

All rooted trees that we consider in this paper are rooted trees with no leaves (i.e., each vertex lies on some path(s) in the boundary of the tree).

**Definition 3.** Let $T$ be an infinite rooted tree with no leaves. A subtree of $T$ with no leaves is called rooted if it contains the root of $T$.

**Definition 4.** Let $G$ be a group acting on a rooted tree $T$ with no leaves. A nonempty rooted subtree $T'$ of $T$ with no leaves is called minimal (denoted $T' \prec T$) if it is a minimal (with respect to inclusion) invariant subtree with no leaves.

**Proposition 2.1.** For a group $G$ acting on a rooted tree $T$, the boundary $\partial T$ can be decomposed as

$$\partial T = \bigsqcup_{T' \prec T} \partial T'.$$

(1)

Moreover, there is a bijection between the set of minimal subtrees of $T$ and the boundary $\partial T_G$ of the orbit tree $T_G$ associated with the action of $G$ on $T$. 


Proof. First we show that if $T'$ and $T''$ are two different minimal subtrees, then $\partial T' \cap \partial T'' = \emptyset$. Indeed, since $T'$ and $T''$ are minimal subtrees of $T$, on each level of $T$ their sets of vertices must either coincide or be disjoint: if $\xi \in \partial T' \cap \partial T''$, then $[\xi]_n$ is a common vertex of the $n$-th levels of $T'$ and $T''$ and therefore, since there is such a vertex for each $n$, minimality ensures that $T' = T''$.

Now, for each $\xi \in \partial T$ we will build a minimal subtree $T_\xi$ of $T$ with $\xi \in \partial T_\xi$. Define $V(T_\xi)$ to be the preimage under $\psi$ of the set of vertices $\{[\psi(\xi)]_n: n \geq 0\}$ of the orbit tree $T_G$. In other words, $T_\xi$ is a union of orbits of $[\xi]_n$ under the action of $G$. Then by construction $T_\xi$ is a minimal subtree of $T$ containing $\xi$. Moreover, if $T'$ is a minimal subtree of $T$, its boundary must contain some point $\eta \in \partial T$ that is also contained in $T_\eta$, yielding $T' = T_\eta$. Finally, the fact that $T_\xi = T_\xi'$ if and only if $\psi(\xi) = \psi(\xi')$ proves that the map from the boundary $\partial T_G$ to the set of minimal subtrees of $T$ sending $\eta \in \partial T_G$ to $T_\eta = \psi^{-1}(\{[\eta]_n : n \geq 0\})$ is a bijection. 

The last proof motivates the following notation: for $\xi \in \partial T$, and $\eta \in \partial T_G$ we associate minimal subtrees $T_\xi$ and $T_\eta$ of $T$ with $\xi \in \partial T_\xi$, $\psi(\partial T_\eta) = \eta$ and $T_\xi = T_\psi(\xi)$.

Observe, that the decomposition (2) can now be rewritten as

$$\partial T = \bigcup_{\eta \in \partial T_G} \partial T_\eta$$

and for each $\eta \in \partial T_G$ the boundary $\partial T_\eta$ is a closed subset of $\partial T$.

**Theorem 2.2.** Let $G$ be a countable discrete or profinite group acting faithfully by automorphisms on a spherically homogeneous rooted tree $T$ and by homeomorphisms on its boundary $X = \partial T$, and let $Y = \partial T_G$ be the boundary of the corresponding orbit tree $T_G$.

(a) The map $\beta : Y \to \mathcal{M}_G^e$ sending a point $\eta \in Y$ to the uniform probability measure $\mu_\eta$ with support $\partial T_\eta$ in the space $\mathcal{M}_G^e$ of invariant ergodic measures on $X$ is a homeomorphism.

(b) The map $\pi = \beta \circ \psi : X \to \mathcal{M}_G^e$ sending a point $\xi \in X$ to the uniform probability measure $\mu_\psi(\xi)$ with support $\partial T_\xi$ satisfies conditions 1)-3) of Theorem 1.3 and thus defines the ergodic decomposition of the action of $G$ on $X$.

**Proof.** We will first prove the theorem for the case when $G$ is a countable discrete group.

We start from the proof of part (a). The action of $G$ on $T_\eta$ is level transitive since each level $n$ of $T_\eta$ corresponds to exactly one orbit of $G$ on the same level $n$ of $T$. Hence, by [GNS00, Proposition 6.5], the action of $G$ on $\partial T_\eta$ (and thus on $\partial T$) is ergodic with respect to $\mu_\eta$, so $\mu_\eta \in \mathcal{M}_G^e$ and $\beta$ is well-defined.

To show that $\beta$ is surjective, assume $\mu \in \mathcal{M}_G^e$. Let $[\mu]_n$ be the measure induced by $\mu$ on the $n$-th level of $T$, i.e., for $A \subset [T]_n$

$$[\mu]_n(A) = \sum_{v \in A} \mu(C_v).$$

In other words, $[\mu]_n$ is the projection of $\mu$ induced by the natural projection $p_n : \partial T \to [T]_n$. As $\mu$ is ergodic invariant probability measure, so is $[\mu]_n$. Therefore, $[\mu]_n$ is
supported on exactly one orbit \( O_{n,\mu} \) of \( G \) on \([T]_n\) an its value on each vertex of \( O_{n,\mu} \) is equal to \(|O_{n,\mu}|^{-1}\). The sequence of orbits \( \{O_{n,\mu}\}_{n\geq 0} \) defines a unique point \( \eta \in Y \) since \( O_{n,\mu} \) is always adjacent to \( O_{n+1,\mu} \) in \( T_G \). By construction we get that \( \mu \) coincides with \( \mu_\eta \) on each cylindrical set in \( \partial T \). Thus, \( \mu = \mu_\eta \) and the map \( \beta \) is onto.

Finally, we will prove that the topological structure on \( Y \) is isomorphic to the one on \( \mathcal{M}_G^c \). Since both \( Y \) and \( \mathcal{M}_G^c \) are metrizable, their topologies are completely determined by the convergent sequences. Thus, it is enough to show that the following conditions are equivalent: (i) \( \eta_n \to \eta \), \( n \to \infty \) in \( Y \) and (ii) \( \mu_{\eta_n} \to \mu_\eta \) weakly as \( n \to \infty \), i.e.

\[
\int 1_{C_v} \, d\mu_{\eta_n} \to \int 1_{C_v} \, d\mu_\eta, \quad n \to \infty.
\]

holds for all \( v \in V(T) \), where \( 1_{C_v} \) denotes the characteristic function of a cylindrical set \( C_v \).

Suppose that \( v \) is on the \( l \)-th level of \( T \) and \( \eta_n \to \eta \), \( n \to \infty \). Then there is \( N > 0 \) such that for all \( n \geq N \) we have \( [\eta_n]_l = [\eta]_l \). But in this case for \( n \geq N \)

\[
\int 1_{C_v} \, d\mu_{\eta_n} = \begin{cases} 0, & \text{if } v \notin [\eta_n]_l \\ |\psi^{-1}(\eta_n)_l|^{-1}, & \text{if } v \in [\eta_n]_l \end{cases} = \begin{cases} 0, & \text{if } v \notin \psi^{-1}([\eta]_l) \\ |\psi^{-1}(\eta)_l|^{-1}, & \text{if } v \in \psi^{-1}([\eta]_l) \end{cases} = \int 1_{C_v} \, d\mu_\eta.
\]

Therefore convergence \( 3 \) takes place.

Conversely, assume that \( \mu_{\eta_n} \to \mu_\eta \), \( n \to \infty \) and suppose that \( \eta_n \not\to \eta \), \( n \to \infty \). Then there is some level \( l \) and a subsequence \( \{\eta_{n_i}\}_{i\geq 1} \) such that \( [\eta_{n_i}]_l \neq [\eta]_l \). Consider the set

\[
A = \bigcup_{v \in \psi^{-1}([\eta]_l)} C_v
\]
corresponding to all points in \( X \) that pass through vertices in \( \psi^{-1}([\eta]_l) \). The characteristic function \( 1_A : X \to \mathbb{R} \) satisfies

\[
\int 1_A \, d\mu_{\eta_n} = 0 \neq 1 = \int 1_A \, d\mu_\eta
\]

contradicting our assumptions. This finishes the proof of part (a).

To prove part (b) of the theorem, we first note that \( \pi \) is a Borel surjection since it is a composition of a continuous projection \( \psi \) and a homeomorphism \( \beta \). We will now check conditions 1)-3) one by one. Condition 1) is trivially satisfied by definition of \( \pi \).

Condition 2) is satisfied by Proposition 6.5 in [GNS00], as for each \( e \in \mathcal{M}_G^c \) the set \( X_e = \pi^{-1}(e) \) simply coincides with \( \partial T_\eta \) for \( \eta \in Y \) such that \( e = \mu_\eta \).

Finally, condition 3) is proved as follows. Consider \( \mu \in \mathcal{M}_G \) and \( A = C_v, v \in V(T) \). Let \( O_v \) denote the orbit of \( v \) under \( G \). For each \( w \in O_v \)

\[
\mu(C_w) = \mu(C_v) = \mu(A).
\]

Also, for \( \xi \in X \) we have

\[
\mu_{\psi(\xi)}(A) = \begin{cases} 0, & \text{if } \xi \text{ does not pass through a vertex in } O_v, \\ \frac{1}{|O_v|}, & \text{otherwise}. \end{cases}
\]
Therefore, the right-hand side of the equality in condition 3) applied to the set $A$ can be decomposed as:

$$\int_X \pi(\xi)(A) \, d\mu(\xi) = \sum_{w \in \mathcal{O}_v} \int_{T_w} \mu_{\psi(\xi)}(A) \, d\mu(\xi) = \sum_{w \in \mathcal{O}_v} \int_{T_w} \frac{1}{|\mathcal{O}_v|} \, d\mu(\xi)$$

$$= \frac{1}{|\mathcal{O}_v|} \sum_{w \in \mathcal{O}_v} \int_{T_w} \mu(\xi) = \frac{1}{|\mathcal{O}_v|} \sum_{w \in \mathcal{O}_v} \mu(T_w) = \frac{1}{|\mathcal{O}_v|} \sum_{w \in \mathcal{O}_v} \mu(A) = \mu(A),$$

where we applied equality (4) in the next to the last transition.

Finally, we note that the profinite case follows from the previous case because for a countably based profinite group $G$ one can always find a countable discrete dense subgroup in $G$. Note, that $G$ must be countably based since it acts faithfully on $T$ and, hence it is a subgroup of the countably based group $\text{Aut}(T)$.

\section{Examples of Ergodic Decompositions}

\subsection{Groups generated by automata}

Most of the interesting examples of groups acting on rooted trees come from the class of groups generated by automata (not to be confused with automatic groups in the sense of \cite{ECH+92}). We start by recalling some basic definitions that we shall need later.

\begin{definition}
A Mealy automaton (or simply automaton) is a tuple $(Q, \Sigma, \pi, \lambda)$, where $Q$ is a set (the set of states), $\Sigma$ is a finite alphabet, $\pi: Q \times \Sigma \to Q$ is the transition function and $\lambda: Q \times \Sigma \to \Sigma$ is the output function. If the set of states $Q$ is finite the automaton is called finite. If for every state $q \in Q$ the output function $\lambda(q,x)$ induces a permutation of $\Sigma$, the automaton $A$ is called invertible. Selecting a state $q \in Q$ produces an initial automaton $A_q$.

Automata are often represented by their associated Moore diagrams. The Moore diagram of an automaton $A = (Q, \Sigma, \pi, \lambda)$ is the directed labelled graph in which the vertices are the states from $Q$ and the labelled edges have the form $q \xrightarrow{x|\lambda(q,x)} \pi(q,x)$ for $q \in Q$ and $x \in \Sigma$. If the automaton is invertible, then it is common to label vertices of the Moore diagram by the permutation $\lambda(q,\cdot) \in \text{Sym}(\Sigma)$ and leave just first components from the labels of the edges, see for example Figure 4. An example of Moore diagram (for Sushchansky automaton) is shown in Figure 4.

Any initial automaton induces an endomorphism of the rooted tree $\Sigma^*$ (in this situation we consider $\Sigma^*$ specifically as a tree and not as free monoid). Given a word $v = x_1x_2x_3\ldots x_n \in \Sigma^*$ it scans its first letter $x_1$ and outputs $\lambda(x_1)$. The rest of the word is handled in a similar fashion by the initial automaton $A_{\pi(x_1)}$. Formally speaking, the functions $\pi$ and $\lambda$ can be extended to $\pi: Q \times \Sigma^* \to Q$ and $\lambda: Q \times \Sigma^* \to \Sigma^*$ via

$$\pi(q, x_1x_2\ldots x_n) = \pi(\pi(q, x_1), x_2x_3\ldots x_n),$$

$$\lambda(q, x_1x_2\ldots x_n) = \lambda(q, x_1)\lambda(\pi(q, x_1), x_2x_3\ldots x_n).$$
By construction any initial automaton acts on the rooted tree $\Sigma^*$ as an endomorphism. In case of invertible automaton it acts as an automorphism of this rooted tree. Below we will sometimes identify a state $q$ of an automaton $A$ with the corresponding initial automaton $A_q$. Thus each state of an automaton defines an endomorphism (or automorphism in the invertible case) of the tree $\Sigma^*$.

**Definition 6.** Let $A$ be an (invertible) automaton over an alphabet $\Sigma$. The semigroup $S(A)$ (group $G(A)$) generated by all states of $A$ viewed as endomorphisms (automorphisms) of the rooted tree $\Sigma^*$ under the operation of composition is called an automaton semigroup (automaton group).

Another popular name for automaton groups (resr. semigroups) is self-similar groups (resr. semigroups) (see [Nek05]).

We will also consider subgroups of automaton groups. These groups are generated by one or more initial invertible automata.

Conversely, any endomorphism of $\Sigma^*$ can be encoded by the action of a suitable initial automaton. In order to show this we need the notion of a section of an endomorphism at a vertex of the tree. Let $g$ be a endomorphism of the tree $\Sigma^*$ and $x \in \Sigma$. Then for any $v \in \Sigma^*$ we have

$$g(xv) = g(x)v'$$

for some $v' \in \Sigma^*$. Then the map $g|_x : \Sigma^* \to \Sigma^*$ given by

$$g|_x(v) = v'$$

defines an endomorphism of $\Sigma^*$ and is called the section of $g$ at vertex $x$. Furthermore, for any nontrivial word $x_1x_2\ldots x_n \in \Sigma^*$ we define

$$g|_{x_1x_2\ldots x_n} = (((g|_{x_1})|_{x_2})|_{x_3}\ldots)|_{x_n}.$$ 

Finally, for empty word $\emptyset$ corresponding to the root of the tree we define $g|_{\emptyset} = g$.

Given a endomorphism $g$ of $\Sigma^*$ we construct an initial automaton $A(g)$ whose action on $\Sigma^*$ coincides with that of $g$ as follows. The set of states of $A(g)$ is the set $\{g|_v : v \in \Sigma^*\}$ of different sections of $g$ at the vertices of the tree. The transition and output functions are defined by

$$\pi(g|_v, x) = g|_{vx},$$

$$\lambda(g|_v, x) = g|_v(x).$$

Thus, the semigroup of all endomorphisms of the tree $\Sigma^*$ is isomorphic to the semigroup generated by all initial automata over $\Sigma$. Respectively, the group of all automorphisms of the tree $\Sigma^*$ is isomorphic to the group generated by all initial invertible automata over $\Sigma$.

For any automaton group $G$ there is a natural embedding of $G$ into the permutational wreath product of $G$ with $\text{Sym}(\Sigma)$

$$G \hookrightarrow G \wr_\Sigma \text{Sym}(\Sigma)$$

defined by

$$G \ni g \mapsto (g_1, g_2, \ldots, g_d) \lambda(g) \in G \wr_\Sigma \text{Sym}(\Sigma),$$
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where \( g_1, g_2, \ldots, g_d \) are the sections of \( g \) at the vertices of the first level, and \( \lambda(g) \) is the permutation of \( \Sigma \) induced by the action of \( g \) on the first level of the tree.

The above embedding is convenient in computations involving the sections of automorphisms, as well as for defining automaton groups. When \( G \) is a finitely generated automaton group, the restriction of the above embedding to a (finite) generating set of \( G \) is sometimes called the \textit{wreath recursion} defining the group. For example, the wreath recursion of the Lamplighter group generated by the automaton shown in Figure 4 is given in (6).

### 3.2 Some simple cases

We start with two easy examples.

**Proposition 3.1.** Let \( G \) be a finite group acting on a rooted spherically homogeneous tree \( T \) with infinite boundary. The space \( M^e_G \) of ergodic invariant probability measures on \( \partial T \) is homeomorphic to the Cantor set.

**Proof.** Since \( G \) is finite, the size of each orbit is bounded by \( |G| \). Therefore, there is only a finite number of times when the size of the orbit grows while passing from a vertex to its child in the orbit tree. Thus, there is an integer \( N \) such that for each vertex of \( T_G \) of level at least \( N \) corresponding to an orbit \( O \), and any child of this vertex corresponding to an orbit \( O' \), we have \( |O| = |O'| \). Hence, the structure of the subtrees of the orbit tree \( T_G \) hanging down from the vertices of level \( N \neq 0 \) will coincide with the structure of corresponding subtrees of \( T \). Equivalently, for each \( n \geq N \) the degrees of all vertices of level \( n \) in \( T_G \) coincide with the degree of vertices of level \( n \) in \( T \). Since \( T \) has infinite boundary, it has an infinite number of levels where branching is happening. This implies that the same is true for \( T_G \) as well, so \( \partial T_G \) is homeomorphic to the Cantor set. \( \square \)

In the opposite case when a group \( G \) acts spherically transitively on an infinite spherically homogeneous rooted tree, the orbit tree is just a 1-ary rooted tree in which every vertex has exactly one child, its boundary consists of one point that corresponds to the unique (ergodic) invariant probability measure on \( \partial T \). This particular case is considered in [GNS00, Proposition 6.5]. Note, that in the case of a regular rooted tree \( T_d \), according to [GNS01], an automorphism acts spherically transitively on \( T_d \) if and only if it is conjugate to the, so-called, adding machine. A more general approach to adding machines acting on Cantor sets is developed in [BS95, BKS06], where their classification is given in terms of their spectral properties.

In the case when a spherically homogeneous tree \( T \) is constructive, i.e. the sequence \( \{d_n\}_{n \geq 0} \), where \( d_n \) is the degree of vertices on the \( n \)-th level, is recursive, we formulate the following algorithmic questions.

**Question 1.** Let \( G \) be an automaton group (or, more generally, a group acting on a constructive spherically homogeneous tree \( T \) with infinite boundary).

- Is there a way to algorithmically describe the structure of the orbit tree \( T_G \)?
• Is there an algorithm that checks whether \( \partial T_G \) is finite, or even consists of one point (equivalently, whether \( G \) acts level-transitively on the tree), or is homeomorphic to the Cantor set?

### 3.3 The Universal Grigorchuk group

Another example that we study here is the universal Grigorchuk group\(^1\). This group is defined as a universal group for the family of Grigorchuk groups \( G_\omega \) constructed in [Gri84]. Namely, it is the quotient \( F_4/N \) of the free group \( F_4 \) of rank 4 by the normal subgroup \( N = \cap_\omega \in \{0,1\} N_\omega \), where \( G_\omega = F_4/N_\omega \). For detailed information about this group we refer the reader to [Gri05, BGSN14]. The main open question related to this group is whether it is amenable. For our purposes we shall only need the realization of this group as an automaton group.

**Proposition 3.2 (BGSN14).** The universal Grigorchuk group \( U \) can be defined as a group generated by the 4-state automaton over the 6-letter alphabet \( \Sigma = \{1,2,3,4,5,6\} \) given by the following wreath recursion:

\[
\begin{align*}
a &= (1,1,1,1,1)(14)(25)(36), \\
b &= (a,a,1,b,b,b), \\
c &= (a,1,a,c,c,c), \\
d &= (1,a,a,d,d,d).
\end{align*}
\]

Note that \( \Sigma \) is partitioned into three disjoint alphabets \( \Sigma_1 = \{1,4\} \), \( \Sigma_2 = \{2,5\} \) and \( \Sigma_3 = \{3,6\} \). It follows immediately from the wreath recursion that if for \( g \in U \) and \( x_1x_2...x_n \in \Sigma^n \) we have \( g(x_1x_2...x_n) = y_1y_2...y_n \) for some \( y_1y_2...y_n \in \Sigma^n \), then for each \( i \) letters \( x_j \) and \( y_j \) must belong to the same \( \Sigma_i \). The next proposition shows that this is the only obstruction to transitivity.

**Proposition 3.3.** The orbits of the action of \( U \) on level \( n \) of \( \Sigma^* \) are Cartesian products of the alphabets \( \Sigma_{i_1}, \Sigma_{i_2}...\Sigma_{i_n} \), where \( i_j \in \{1,2,3\} \).

**Proof.** The proof is by induction on levels and uses the fact that \( U \) is self-replicating. In other words, for each \( v \in \Sigma^* \) the natural endomorphism \( \phi_v \) from the stabilizer \( \text{Stab}_U(v) = \{ g \in U \mid g(v) = v \} \) of \( v \) in \( U \) to \( U \), given by \( \phi_v(g) = g|_v \), is surjective. In particular, for each \( v \in \Sigma^* \) there is \( g \in U \) such that \( g(v) = v \) and \( g|_v = a \). The existence of such element proves the induction step as \( a \) permutes the letters in each \( \Sigma_i \).

We directly obtain the following corollary related to the ergodic decomposition.

**Corollary 3.4.** The orbit tree \( T_U \) of the action of \( U \) is isomorphic to the 3-ary regular rooted tree, and therefore the space \( \mathcal{M}_U^e \) of ergodic invariant probability measures is homeomorphic to the Cantor set.

\(^1\)The second author insists on the use of this terminology
3.4 Sushchansky groups

Sushchansky introduced a class of infinite \( p \)-groups generated by pairs of initial automata acting on the \( p \)-ary rooted tree (using the language of Kaloujnine tableaux \([Kal48]\)) in \([Sus79]\). These groups were later studied in \([BS07]\), where, in particular, it was proved that they have intermediate growth and the structure of the orbit trees was computed.

Let \( \sigma = (0, 1, \ldots, p-1) \) be a cyclic permutation of the alphabet \( \Sigma = \{0, 1, \ldots, p-1\} \).

With a slight abuse of notation, depending on the context, \( \sigma \) will also denote the automorphism of \( \Sigma^* \) of the form \((1, 1, \ldots, 1)\sigma\).

Given an arbitrary linear order \( \lambda = \{(\alpha_i, \beta_i)\} \) on \( \Sigma^2 \) we define the Sushchansky group \( G_\lambda \) generated by the two automorphisms \( A \) and \( B_\lambda \) of \( T_p \) with the set of vertices \( \Sigma^* \). We first define words \( u, v \in \Sigma^{p^2} \) in the following way:

\[
    u_i = \begin{cases} 
        0, & \text{if } \beta_i = 0; \\
        1, & \text{if } \beta_i \neq 0.
    \end{cases}
\]

\[
    v_i = \begin{cases} 
        1, & \text{if } \beta_i = 0; \\
        -\frac{\alpha_i}{\beta_i}, & \text{if } \beta_i \neq 0.
    \end{cases}
\]

The words \( u \) and \( v \) encode the actions of \( B_\lambda \) on the words \( 00 \ldots 01^* \) and \( 10 \ldots 01^* \), respectively. Using the words \( u \) and \( v \) we can construct automorphisms \( q_i, r_i \) of the tree \( \Sigma^* \) by the following recurrent formulas:

\[
    q_i = (q_{i+1}, \sigma^{u_i}, 1, \ldots, 1), \quad r_i = (r_{i+1}, \sigma^{v_i}, 1, \ldots, 1),
\]

for \( i = 1, \ldots, p^2 \), where the indices are considered modulo \( p^2 \), i.e. \( i = i + np^2 \) for any \( n \).

These automorphisms \( q_i \) and \( r_i \) are precisely the restrictions of \( B_\lambda \) on the words \( 00(0)^{i-1+np^2} \) and \( 10(0)^{i-1+np^2} \), respectively, for any \( n \geq 0 \).

The action of the tableau \( A \) is given by:

\[ A = (1, \sigma, \sigma^2, \ldots, \sigma^{p-1})\sigma; \]

while \( B_\lambda \) acts trivially on the second level and the action on the rest is given by the sections:

\[ B_\lambda|_{00} = q_1, \quad B_\lambda|_{10} = r_1, \quad B_\lambda|_{21} = \sigma \]

and all the other sections are trivial. In particular, the automorphisms \( A \) and \( B_\lambda \) are finite-state and Sushchansky group \( G_\lambda \) is generated by two finite initial automata, whose structure is shown in Figure 2 (where the double circled nodes correspond to generators \( A \) and \( B_\lambda \)).

The following proposition describes the orbit tree

**Proposition 3.5 (BS07).** The structure of the orbit tree \( T_{G_\lambda} \) does not depend on the type \( \lambda \) and is shown in Figure 3. Namely, there is only one vertex on the first level of the tree that has \( p \) children, one of which is the root of a line, and the others are the roots of regular \( p \)-ary trees.
3.5 Lamplighter group

Recall that the lamplighter group $\mathcal{L}$, the permutational wreath product $(\mathbb{Z}/2\mathbb{Z}) \wr \mathbb{Z} \cong (\oplus_{\mathbb{Z}/2\mathbb{Z}}) \times \mathbb{Z}$, can be realized as an automaton group generated by the automaton shown in Figure 4 with the following wreath recursion:

$$
a = (b, a)\sigma,
b = (b, a).
$$

In this subsection we give a complete description of the ergodic decompositions for the cyclic subgroups $\langle a \rangle$ and $\langle b \rangle$ of $\mathcal{L}$. Let $T_\langle a \rangle$ and $T_\langle b \rangle$ be the corresponding orbit trees of the actions of these subgroups on the binary tree $T$.

**Theorem 3.6.** (a) In the orbit tree $T_\langle a \rangle$ all vertices on levels $2^n - 1$, $n \geq 0$ have one child and all vertices on other levels have two children (see Figure 7). The space of ergodic components of the action of $\langle a \rangle$ on $X^\omega$ is homeomorphic to the Cantor set.

(b) The orbit tree $T_\langle b \rangle$ is recursively obtained by declaring that the root of the tree has two children that are roots of trees $T_\langle b \rangle$ and $T_\langle a \rangle$ (see Figure 8). The space of ergodic components of the action of $\langle b \rangle$ on $X^\omega$ is again homeomorphic to the Cantor set.

A useful observation about the lamplighter group made in [GNS00] is that the action of generators $a$ and $b$ can be defined in terms of functions acting on formal power series. We are going to describe this action. The boundary $\partial T$, consisting of infinite sequences over $X$, can be identified with the ring of formal power series $(\mathbb{Z}/2\mathbb{Z})[[t]]$ via the map

$$a_0a_1a_2a_3 \ldots \mapsto a_0 + a_1t + a_2t^2 + a_3t^3 + \cdots$$
We will use this identification. Also, we will associate finite sequences over $X$ with corresponding polynomials in $(\mathbb{Z}/2\mathbb{Z})[[t]]$, which can be viewed as power series with finite number of nonzero terms. For example, $10^k$ and $11$ in $X^*$ will correspond to $1$ and $1 + t$ in $(\mathbb{Z}/2\mathbb{Z})[[t]]$, respectively. As was observed in [GNS00], under this identification the actions of $a$ and $b$ on $f(t) \in (\mathbb{Z}/2\mathbb{Z})[[t]]$ are defined as

$$(a(f))(t) = (1 + t)f(t) + 1,$$

$$(b(f))(t) = (1 + t)f(t).$$

It will be convenient in the proof to operate with orbits of group actions using the following notion.

**Definition 7.** For an automorphism $g \in \text{Aut}(X^*)$ and for $v \in X^* \cup X^\omega$ whose orbit under the action of $\langle g \rangle$ has size $m \in \mathbb{N} \cup \{\infty\}$ the orbit matrix of $v$ with respect to $g$ is the $n \times |v|$ matrix $M(v, g)$ whose $ij$-th entry contains the $j$-th symbol of $g_i^{-1}(v)$ (so that the first row corresponds to $v$ itself).

**Lemma 3.7.** The size of the orbit $\text{Orb}_b(10^k)$ of the vertex $10^k$ under the action of $b$ is $2^{\log_2 k} + 1$.

**Proof.** The orbit $\text{Orb}_b(10^k)$ corresponds to the orbit of $1$ under multiplication by $(1 + t)$ in $(\mathbb{Z}/2\mathbb{Z})[[t]]/(t^{k+1})$. This orbit will consist of polynomials

$$(1 + t)^n = \sum_{i=0}^{n} \binom{n}{i} t^i \mod t^{k+1},$$
where by $\pi$ we denote $x \mod 2$. It is well-known (see, for example, [Fin47]) that the coefficients of these polynomials, plotted as a rectangular array in which the $i$-th row contains the values $\binom{n}{i}$, have a fractal shape such as that of a Sierpinski triangle as shown in Figure 5.

For the purpose of completeness and to explain the further steps we will include the proof of this fact here. An important observation behind the structure of the Sierpinski triangle is that the orbit matrix $M(10^{2^n+1} - 1, b)$ is a square $2^{n+1} \times 2^{n+1}$ matrix that has the following block decomposition:

$$
M(10^{2^n+1} - 1, b) = \begin{bmatrix}
M(10^{2^n} - 1, b) & 0 \\
M(10^{2^n} - 1, b) & M(10^{2^n} - 1, b)
\end{bmatrix}.
$$

We prove the above decomposition by induction on $n$. The base of induction is satisfied since $M(1, b) = [1]$ and

$$
M(10, b) = \begin{bmatrix}
1 & 0 \\
1 & 1
\end{bmatrix}
$$

The induction step is proved as follows. Assume that $|\text{Orb}_b(10^{2^n} - 1)| = 2^n$, and hence $M(10^{2^n} - 1, b)$ is a square $2^n \times 2^n$ matrix.

First of all, since when $i \leq 2^n$ the expansion of $(1 + t)^i$ does not have terms of degree greater than $2^n$, we immediately conclude that the upper right corner of the matrix (7) is a $2^n \times 2^n$ zero matrix. And by definition of the orbit matrix we will see exactly $M(10^{2^n} - 1, b)$ in the left top corner.
Further, since $(1 + t)^{2^n} = 1 + t^{2^n}$ in $(\mathbb{Z}/2\mathbb{Z})[[t]]$, we have

$$(1 + t)^{2^n + i} = (1 + t^{2^n})(1 + t)^i = (1 + t)^i + t^{2^n}(1 + t)^i.$$  

When $0 \leq i < 2^n$ the term $(1 + t)^i$ will reproduce the orbit of $10^{2^n - 1}$ in the bottom left corner of the orbit matrix in (7), while the term $t^{2^n}(1 + t)^i$ will reproduce the same orbit shifted to the right by $2^n$ positions, thus filling the bottom right corner of $M(10^{2^n+1} - 1, b)$. Furthermore, $b^{2^{n+1}}(10^{2^n+1} - 1) = 10^{2^{n+1} - 1}$ since

$$(1 + t)^{2^{n+1}} = 1 + t^{2^{n+1}} \equiv 1 \mod t^{2^{n+1}}.$$  

Therefore, by the induction assumption, the size of $\text{Orb}_b(10^{2^{n+1} - 1})$ equals to $2^{n+1}$, which implies that $M(10^{2^{n+1} - 1}, b)$ is a square $2^{n+1} \times 2^{n+1}$ matrix. In particular, this size agrees with the statement of the lemma.

Finally, for $2^n - 1 < k \leq 2^{n+1} - 1$ the orbit $\text{Orb}_b(10^k)$ has the same size as the orbit $\text{Orb}_b(10^{2^n+1} - 1)$ since by the decomposition (7) the only line beginning with $10^k$ in the orbit matrix $M(10^{2^{n+1} - 1}, b)$ is the first one.

\textbf{Lemma 3.8.} The size of the orbit $\text{Orb}_b(0^i1w)$ of the vertex $0^i1w$ under the action of $b$ is $2^{|\log_2 |w| | + 1}$.

\textit{Proof.} First of all, since $b^n = (b^n, a^n)$, we have $b^n(0^i1w) = 0^ib^n(1w)$. Therefore

$$| \text{Orb}_b(0^i1w)| = | \text{Orb}_b(1w)|$$

and we can assume that $i = 0$.

The vertex $1w = 1a_1a_2 \ldots a_{|w|}$ corresponds to the power series (which is, in fact, a polynomial) $f(t) = 1 + tg(t) = 1 + a_1t + a_2t^2 + \cdots + a_{|w|}t^{|w|} \in (\mathbb{Z}/2\mathbb{Z})[[t]]$ for some polynomial $g(t)$. Therefore, the series corresponding to $b^n(1w)$ has the form $(1 + t)^n(1 + tg(t))$. The size of the orbit of $1w$ then is equal to $N - 1$, where $N > 1$ is the smallest number such that

$$(1 + t)^N(1 + tg(t)) \equiv (1 + tg(t)) \mod t^{|w| + 2}$$

which is equivalent to

$$(1 + tg(t))(1 + (1 + t)^N) \equiv 0 \mod t^{|w| + 2}.$$  

The last equality holds true if and only if $(1 + (1 + t)^N) \equiv 0 \mod t^{|w| + 2}$ as otherwise the smallest degree non-zero term in $(1 + (1 + t)^N) \mod t^{|w| + 2}$ would produce a non-zero term in the lefthand side of (8). Therefore, the smallest $N$ satisfying (8) is equal to the smallest $N$ for which

$$(1 + t)^N \equiv 1 \mod t^{|w| + 2},$$

which, by the above argument, equals to the size of the orbit $\text{Orb}_b(10^{|w|})$. Application of Lemma 3.7 finishes the proof.

\textbf{Corollary 3.9.} The size of the orbit $\text{Orb}_a(w)$ of the vertex $w$ under the action of $a$ is $2^{|\log_2 |w| | + 1}$.  

18
Figure 6: Initial part of the orbit of a random vertex under the action of powers of $b$.

**Proof.** Follows immediately from the identity $b(1w) = 1a(w)$ and Lemma 3.8. □

**Remark 3.10.** It follows immediately from the equality $(b(f))(t) = (1 + t)f(t)$ that

$$b(a_0a_1a_2\ldots) = a_0(a_1 + a_0)(a_2 + a_1)(a_3 + a_2)\ldots,$$

where the addition is performed $\pmod{2}$. This implies that the orbit of $w = a_0a_1a_2\ldots$ under the action of $b$, viewed as an infinite matrix with $ij$-th entry containing the $j$-th symbol of $b^i(w)$, can be obtained as the sum of the corresponding matrices for the orbits of the vertices of the form $0^i10^∞$, where the sum is taken over all $l$ for which $a_l = 1$. In other words, we sum up together $\pmod{2}$ Sierpinski triangles that grow from positions in which $a_l = 1$ (see Figure 6).

**Proof of Theorem 3.6.** Item (a) immediately follows from Corollary 3.9 and item (b) is an obvious consequence of the wreath recursion decomposition $b = (b, a)$. □

In the end of the paper we would like to bring the attention to the fractal nature of orbit matrices for elements of automaton groups observed in Figure 5 that has not been studied before. We conclude the paper with the following example.

**Example 1.** Consider a group $G$ generated by a 4-state automaton with the following wreath recursion:

- $a = (d,d)\sigma$,
- $b = (c,c)$,
- $c = (a,b)$,
- $d = (b,a)$.

This group has been studied in [KPS14b] where it was proved, in particular, that the element $ac$ has infinite order. Very recently it was shown by Sidki and the second author that the whole group is isomorphic to the extension of index 2 of a rank 2 lamplighter group $(\mathbb{Z}/2\mathbb{Z})^2 \wr \mathbb{Z}$. A part of the orbit matrix of $0^∞$ with respect to the element $ac$ is shown in Figure 9 and also clearly has a self-similar pattern.
Figure 7: Orbit tree $T_{(a)}$ of the generator $a$ of the lamplighter group.

Figure 8: Orbit tree $T_{(b)}$ of the generator $b$ of the lamplighter group.
Figure 9: Initial part of the orbit of $0^\infty$ under the action of powers of $ac \in G$ from Example 1, where 1’s are replaced with “X” and 0’s by empty spaces.
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