LOCAL GEODESICS BETWEEN TORIC PLURISUBHARMONIC
FUNCTIONS WITH INFINITE ENERGY

GENKI HOSONO

Abstract. Our interest is the behavior of weak geodesics between two plurisubharmonic
functions on pseudoconvex domains. We characterize the convergence condition along the
geodesic between toric psh functions with a pole at origin on a unit ball in $\mathbb{C}^n$ by means of
Lelong numbers.

1. Introduction

In [M], Mabuchi defined a metric on the space of Kähler potentials on a compact complex
manifold. After that, the geodesics between Kähler potentials are studied. By Donaldson
([Don]) and Semmes ([S]), the geodesics are written as a solution of a complex Monge-Ampère
equation. To study them, weak geodesics are introduced as an envelope of functions with
appropriate conditions (for more details, see [Dar]). As an analogue on a pseudoconvex
domain, in [Ras], weak geodesics in the space of plurisubharmonic functions (psh functions
for short) are studied. Since weak geodesics are defined in a pluripotential theoretic manner,
it is natural to ask how it behaves on a pseudoconvex domain.

Here we give some definitions.

Definition 1.1. For two negative psh functions $u_0$ and $u_1$ on $\Omega$, we define the function $\hat{u}$ on $\Omega \times S$ by

$$\hat{u} := \sup \left\{ \hat{v} \in PSH(\Omega \times S) : \hat{v} \leq 0, \limsup_{\log|\zeta| \to j} \hat{v}(z, \zeta) \leq u_j(z), j = 0, 1 \right\}.$$

We denote

$$u_t := \hat{u}(\cdot, e^t) \text{ for } 0 < t < 1$$

and we call this family of psh functions as a (weak) geodesic. In this paper, we merely call it
a geodesic.

The geodesics $\{u_t\}$ have good properties when the endpoints $u_j$ are psh functions with
mild singularities, specifically in the finite energy class $\mathcal{F}_1(\Omega)$. For example, functions on
the weak geodesic are convergent at its endpoints and the energy functional is linear along
geodesics. We note that psh functions in $\mathcal{F}_1(\Omega)$ do not have positive Lelong numbers. On
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the other hand, we also know that the geodesics between functions which may have worse singularities have worse behavior. In particular, the geodesic between 0 and a function with positive Lelong number has discontinuity at its endpoint. Our interest is to analyze the behavior of the geodesics between two psh functions more closely. In this paper, we describe the behavior of the geodesics between toric psh functions with poles at the origin. We say that a psh function is toric if it depends only on $|z_1|, \ldots, |z_n|$. Our main theorem is as follows.

**Theorem 1.2.** Let $u_0$ and $u_1$ be psh functions on the unit ball in $\mathbb{C}^n$. Assume that $u_0$ and $u_1$ depend only on $|z_1|, \ldots, |z_n|$, $u_j^{-1}(-\infty) \subset \{0\}$ and $\lim_{z \to \zeta} u_j(z) = 0$ for every $\zeta \in \partial \Omega$ and each $j = 0, 1$. Let $\{u_t\}_{0 < t < 1}$ be a geodesic between $u_0$ and $u_1$. Then $u_t \to u_0$ holds in capacity as $t \to 0$ if and only if $\nu(u_0 \circ \phi, 0) \geq \nu(u_1 \circ \phi, 0)$ holds for every curve of the form $\phi : \zeta \mapsto (a_1 \zeta^{b_1}, \ldots, a_n \zeta^{b_n})$, where $a_i \in \mathbb{C}^*$ and $b_i \in \mathbb{Z}_{>0}$.

Here, $u \to 0$ in capacity means that $\text{Cap}(\{|u| > \epsilon\}) \to 0$ for every $\epsilon > 0$. The capacity of a Borel subset $E \subset B$ is defined as

$$\text{Cap}(E) := \sup \left\{ \int_E (dd^c u)^n : u \in \text{PSH}(B), -1 \leq u \leq 0 \right\}.$$

As a special case, we can describe behavior of the geodesics between toric subharmonic functions on unit disc. In this case we only have to check Lelong numbers of $u_0$ and $u_1$ at the origin.

**Corollary 1.3.** Let $u_0$ and $u_1$ be toric psh functions on a unit disc in $\mathbb{C}$. We assume that $u_0$ and $u_1$ have zero boundary value. Then $u_t \to u_0$ in capacity as $t \to 0$ if and only if $\nu(u_0, 0) \geq \nu(u_1, 0)$.

By using this corollary, we can construct an example of a geodesic $\{u_t\}$ such that $u_0 = 0$, $u_1$ has infinite energy, and $u_t \to u_0$ in capacity (see Example 4.4).

To prove the main theorem, we use techniques developed in [Dar], in which the behavior of geodesics in Kähler case is studied. We also use the properties of toric psh functions heavily. Most of them are developed in [G]. The general psh case of Theorem 1.2 is a problem to be solved.

The organization of the paper is as follows. In Section 2, we review the definitions and properties of geodesics between psh functions on a pseudoconvex domain. In Section 3, the properties of toric psh functions, associated convex functions and their convex conjugates are treated. We prove Theorem 1.2 and make an example in Section 4.
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GEODESICS OF TORIC PSH FUNCTIONS

2. Geodesics between two psh functions

In this section, we review the known results, especially those in [Dar] and [Ras]. The geodesics between psh functions are considered in [Ras]. They are defined and well-behaved for some classes of psh functions with mild singularities, but their behavior is worse for functions with strong singularities.

First we define geodesics for psh functions in Cegrell’s class $E_0(\Omega)$ ([C]) and review the results. The class $E_0(\Omega)$ is consisted of bounded psh functions $u$ on $\Omega$ with $u = 0$ on $\partial \Omega$ and $\int_\Omega (dd^c u)^n < +\infty$.

Let $S$ be the annulus $\{ \zeta \in \mathbb{C} : 1 < |\zeta| < e \}$. For two psh functions $u_0, u_1 \in E_0(\Omega)$, we define the function $\hat{u}$ on $\Omega \times S$ and $u_t := \hat{u}(\cdot, e^t)$ for $0 < t < 1$ as in Definition [C]. In this situation, we have that $u_t \to u_j$ uniformly as $t \to j$, for $j = 0, 1$ ([Ras, Proposition 3.1]). In [Ras], it is also proved that the energy functional $E(u) := \int_\Omega (-u)(dd^c u)^n$ is linear along the geodesics.

The geodesics are also considered for functions in finite energy class $F_1(\Omega)$. This is the class of psh functions $u$ on $\Omega$ such that there exists a sequence $\{u_j\}_j$ of psh functions in $E_0(\Omega)$ decreasing to $u$ on $\Omega$ with $\sup_j E(u_j) < +\infty$ and $\sup_j \int_\Omega (dd^c u_j)^n < +\infty$. Similarly as above, we consider the geodesic $u_t$ for functions $u_0, u_1 \in F_1(\Omega)$. We note that the functions in $F_1$ may have singularities. If $u_j(z) = -\infty$ for some $z \in \Omega$ and $j = 0, 1$, we have that $u_t(z) = -\infty$ for every $0 < t < 1$. Therefore we cannot expect the uniform convergence $u_t \to u_j$ for functions in $F_1(\Omega)$. The more appropriate notion in this situation is the convergence in capacity. We say that the sequence of psh functions $\{u_n\}_{n \in \mathbb{N}}$ converges to a function $u$ in capacity if we have, for every $\epsilon > 0$, $\text{Cap}(\{ |u_n - u| > \epsilon \}) \to 0$ as $n \to \infty$. We have that, for $u_0, u_1 \in F_1(\Omega)$, $u_t \to u_j$ in capacity when $t \to j$ for $j = 0, 1$ ([Ras, Theorem 5.2]).

For psh functions with worse singularities, this type of property does not hold. For example, if $u_0$ has a pole with positive Lelong number, so does every $u_t$ ([Ras, Section 6]).

Therefore we have that the geodesics are “good” for finite energy class and “bad” for functions with poles of positive Lelong numbers. Then how about the functions with infinite energy, but whose Lelong number is everywhere zero? This is our main interest in this paper.

To prove the main theorem, we use the techniques in [Dar], in which paper the Kähler case is treated. Some techniques in [Dar] also work in the pseudoconvex case, as the following theorem.

**Theorem 2.1 ([Dar, Theorem 5.2]).** Let $u_0, u_1 \in PSH(\Omega)$, $u_0, u_1 \neq -\infty$. Assume that $u_0, u_1 = 0$ at $\partial \Omega$. Let $\{u_t\}_t$ be a geodesic between $u_0$ and $u_1$. Then we have that $\lim_{t \to 0} u_t = u_0$ in capacity if and only if $P_{[u_1]}(u_0) = u_0$. Here, $P_{[u_1]}(u_0) := (\lim_{c \to +\infty} P(u_0, u_1 + C))^*$ where $P(u, v)$ denotes the greatest psh function $w$ satisfying $w \leq \min(u, v)$.

The proof is essentially the same as in [Dar]. By this theorem, the condition in Theorem [1.2] can be written in terms of $P_{[u_1]}(u_0)$.
3. Toric plurisubharmonic functions, associated convex functions, and their convex conjugates

We say that a psh function \( \phi \) on a neighborhood of 0 in \( \mathbb{C}^n \) is toric if \( \phi \) depends only on \( |z_1|, \ldots, |z_n| \). Using the following standard lemma, we can transform a toric psh function on a neighborhood of 0 \( \in \mathbb{C}^n \) into a convex function on a subset of \( \mathbb{R}^n \) (\cite{Dem}, Chapter I, Section 5).

**Lemma 3.1.** Let \( u \) be a toric psh function on a neighborhood of 0 \( \in \mathbb{C}^n \) invariant under the toric action. We define a function \( f \) in real \( n \) variables as

\[
f(\log |z_1|, \ldots, \log |z_n|) := u(z_1, \ldots, z_n).
\]

Then \( f \) is increasing in each variable and convex. Conversely, if \( f \) is a convex function on \( \mathbb{R}^n_{<0} \) increasing in each variable, then the function \( u \) defined as

\[
u(z_1, \ldots, z_n) := f(\log |z_1|, \ldots, \log |z_n|)
\]

is psh.

By this lemma, for a toric psh function \( u \) on the unit ball, we associate the convex function on

\[
C_0 := \{ (\log |z_1|, \ldots, \log |z_n|) : |z_1|^2 + \cdots + |z_n|^2 < 1 \} \subset \mathbb{R}^n.
\]

Since we assumed that \( u^{-1}(-\infty) = \{0\} \), for any \( x \in C_0 \) and \( 1 \leq j \leq n \), we have

\[
\lim_{t \to -\infty} f(x_1 + t, \ldots, x_{j-1} + t, x_j, x_{j+1} + t, \ldots, x_n + t) \neq -\infty.
\]

As in \cite{G}, it is useful to consider the convex conjugate (or Legendre transform) of a function \( f \) defined as follows:

**Definition 3.2.** Let \( f : \mathbb{R}^n \to \mathbb{R} \cap \{\pm \infty\} \) be a function. We define its convex conjugate \( f^* \) by

\[
f^*(x^*) := \sup\{ \langle x^*, x \rangle - f(x) : x \in \mathbb{R}^n \}.
\]

We regard a function \( f \) on \( C_0 \) as a function on \( \mathbb{R}^n \) by defining \( f(x) = +\infty \) if \( x \notin C_0 \). In the following proposition, we collect some basic properties which we will use later.

**Proposition 3.3.** Let \( f \) and \( g \) be \( \mathbb{R} \cup \{\pm \infty\} \)-valued functions on \( \mathbb{R}^n \) and let \( c \in \mathbb{R} \) be a constant, then:

1. \( f^* \) is a convex lower semicontinuous (lsc) function;
2. \( f^{**} \leq f \); moreover, \( f^{**} \) is the greatest convex lsc function no greater than \( f \);
3. \( f \leq g \implies f^* \geq g^* \);
4. \( f^* = f^{***} \);
5. \( (\min(f, g))^* = \max(f^*, g^*) \);
6. \( (f + c)^* = f^* - c \).
(7) let \( f_j \) be a pointwise decreasing sequence of functions converging to \( f \), then \( f_j^* \to f^* \) pointwise.

**Proof.** (1) and (2) are standard facts (see, for example, [Roc, Chapter 12]). The remaining statements can be proved easily, and we only give the proof of (7).

Let \( f_j \) be a pointwise decreasing sequence. Then we have \( \lim_{j \to \infty} f_j^* \leq f^* \) by (3). To prove equality, let \( x^* \in \mathbb{R}^n \). Then, by definition of \( f^* \), we can take \( x_0 \) such that \( \langle x^*, x_0 \rangle - f(x_0) \) is arbitrarily close to \( f^*(x^*) \). We have that \( \langle x^*, x_0 \rangle - f_j(x_0) \to \langle x^*, x_0 \rangle - f(x_0) \) as \( j \to \infty \). Choosing sufficiently large \( j \), we can take \( x_0 \) and \( j \) such that \( \langle x^*, x_0 \rangle - f_j(x_0) \) is arbitrarily close to \( f^*(x^*) \). Since \( \langle x^*, x_0 \rangle - f_j(x_0) \leq f_j^*(x^*) \), we have that \( \lim_{j \to \infty} f_j^*(x^*) = f^*(x^*) \). \( \square \)

Here we introduce the following notation for the convex envelope:

**Definition 3.4.** Let \( C \) be a convex subset of \( \mathbb{R}^n \) and let \( f \) and \( g \) be upper semi-continuous functions on \( C \). We define a convex envelope of \( f \) as

\[
P_C(f) := \sup \{ u : u \text{ is a convex function on } C \text{ such that } u \leq f \}.
\]

We also define as \( P_C(f, g) := P_C(\min(f, g)) \). If the set \( C \) is clear from the context, we denote by \( P(f) \).

By the preceding proposition, these functions can be written as \( P(f) = f^{**} \) and \( P(f, g) = (\min(f, g))^{**} = (\max(f^*(g^*)))^* \).

Following [G], for a convex function, we introduce the function representing the “slope” at infinity and the subset of \( \mathbb{R}^n \) called Newton convex body (we note that we use different conventions of signature).

**Definition 3.5.** Let \( f \) be a convex function on \( C_0 \) increasing in each variable. Fix \( a \in C_0 \).

1. We define a function \( \hat{f} \) on \( \mathbb{R}^n_{\leq 0} \setminus \{0\} \) by

\[
\hat{f}(w) := \lim_{t \to +\infty} \frac{f(a + tw)}{t}.
\]

2. We define the Newton convex body \( P(f) \) associated to \( f \) by

\[
\Gamma(f) := \{ \lambda \in \mathbb{R}^n : \langle \lambda, \cdot \rangle \leq f + O(1) \}.
\]

Similarly we define \( \Gamma(\hat{f}) \). By the definition, \( \Gamma(f) \) equals to the domain of the convex conjugate \( f^* \), i.e. the set \( \{ x^* : f^*(x^*) \in \mathbb{R} \} \). We have the following relation between \( \hat{f} \) and \( \Gamma(f) \).

**Lemma 3.6 ([G Lemma 1.19]).** Let \( f \) and \( a \) be as in Definition 3.5. Then,

\[
\overline{\Gamma(f)} = \Gamma(\hat{f}) = \{ \lambda \in \mathbb{R}^n : \langle \lambda, \cdot \rangle \leq \hat{f} \}.
\]

In the next section, we use these facts to prove the main theorem.
4. Proof of the main theorem

First we rephrase the statement of the main theorem using convex functions on $C_0 := \{(\log|z_1|, \ldots, \log|z_n|) : |z_1|^2 + \cdots + |z_n|^2 < 1\} \subset \mathbb{R}^n$. We need to prove the following proposition.

**Proposition 4.1.** Let $f, g$ be convex functions increasing in each variable, such that $f = g = 0$ on $\partial C_0$ and $f, g$ satisfies the pole condition after Lemma 3.7. Then, the following two conditions are equivalent:

1. $\lim_{c \to +\infty} P_{C_0}(f, g + c) = f$ a.e. on $C_0$;
2. For each $a = (a_1, a_2, \ldots, a_n) \in C_0$ and $b = (b_1, \ldots, b_n) \in \mathbb{N}^n$, we have that $$\lim_{t \to -\infty} \frac{f(a + tb)}{t} \geq \lim_{t \to -\infty} \frac{g(a + tb)}{t}.$$

Here, “a.e.” in the condition (1) is not necessary. Indeed, the left-hand side is an increasing sequence of convex functions, thus the limit is also convex. If two convex functions on $C_0$ coincide outside a subset of Lebesgue measure zero, they are equal on all of $C_0$.

4.1. 1-dimensional case. First we prove the 1-dimensional case. In this case, we have an elementary proof.

**Proposition 4.2.** Let $f$ and $g$ be negative convex increasing functions on $\mathbb{R}_{<0}$. Then we have that $\lim_{c \to \infty} P(f, g + c) = f$ on $\mathbb{R}$ if and only if $\lim_{t \to -\infty} f(t)/t \geq \lim_{t \to -\infty} g(t)/t$.

**Proof.** First we assume that $\lim_{c \to \infty} P(f, g + c) = f$. Adding a constant to $f$ and $g$, we can also assume that $f(0) = 0$. We note that, under this assumption, we have that $P(f, g + c)(0) = 0$ for sufficiently large $c$ (since $g$ is bounded below by a linear function). Take an arbitrary $M_0 > 0$. By assumption, we have that $P(f, g + c)(M_0) \to f(M_0)$ when $c \to \infty$. This is an increasing limit, thus we can choose $c_0 > 0$ satisfying $P(f, g + c_0)(M_0) \geq f(M_0) - \epsilon$. Then, for $M_1 > M_0$, we have that $$P(f, g + c_0)(-M_1) \geq \frac{M_1}{M_0} P(f, g + c_0)(-M_0)$$ by $P(f, g + c)(0) = 0$ and the convexity of $P$. From these inequalities and $P(f, g + c_0) \leq g + c_0$, we have that $$\frac{g(-M_1)}{-M_1} + \frac{c_0}{-M_1} \leq \frac{P(f, g + c_0)(-M_1)}{-M_1} \leq \frac{P(f, g + c_0)(-M_0)}{-M_0} \leq \frac{f(-M_0)}{-M_0} - \frac{\epsilon}{-M_0}.$$ Thus, taking $M_1 \to \infty$, we have that $$\lim_{M \to \infty} \frac{g(-M)}{-M} \leq \frac{f(-M_0)}{-M_0} - \frac{\epsilon}{-M_0} \leq \frac{f(-M_0)}{-M_0}$$ for each $M_0$. We have the desired inequality when we take $M_0 \to \infty$.

Conversely, we assume $\lim_{t \to -\infty} f(t)/t \geq \lim_{t \to -\infty} g(t)/t$. The inequality $\lim P(f, g + c) \leq f$ is trivial. We want to show the opposite inequality. By assumption, we have that
\[ f(-M)/(-M) + \epsilon > g(-M)/M \text{ for sufficiently large } M, \text{ namely when } M > M_0. \] Equivalently we have \( f(-M) - \epsilon M < g(-M) \) for \( M > M_0 \). Then, by convexity of \( f \) and \( g \), it follows that \( f(t) + \epsilon t < g(t) + C \) for every \( t < 0 \) and sufficiently large \( C > 0 \). We also have that \( f(t) + \epsilon t < f(t) \) trivially, thus

\[ f(t) + \epsilon t \leq P(f, g + C) \leq \lim_{c \to \infty} P(f, g + c). \]

Since this inequality holds for every \( \epsilon > 0 \), we have the conclusion. \( \square \)

4.2. Higher dimensional case. First we prove \((1) \implies (2)\) in Proposition 4.1.

Proof of \((1) \implies (2)\). Take \( a \) and \( b \) as in \((2)\). We denote by \( l \) the half line \( \{a + tb : t < 0\} \).

Then we have that

\[ P_{C_0}(f, g + c) \leq P_l(f, g + c) \]

on \( l \), because the left-hand side is a convex function on \( l \) no greater than \( f \) and \( g + c \). By the fact that equality \((1)\) holds everywhere in \( C_0 \), we have that \( \lim_{c \to +\infty} P_l(f, g + c) = f \) on \( l \). Thus we can apply the 1-dimensional case for \( f|_l \) and \( g|_l \) and get the conclusion. \( \square \)

Next we prove the opposite implication. We shall prove that the condition \((2)\) implies the relation of Newton convex bodies.

**Lemma 4.3.** Under the condition \((2)\), we have that

\[ \Gamma(f) \subset \Gamma(g). \]

**Proof.** The condition \((2)\) means that \( \hat{f}(w) \geq \hat{g}(w) \) for every \( w \in \mathbb{Q}_{<0}^n \) (for a fixed \( a \in C_0 \)). By convexity of \( \hat{f} \) and \( \hat{g} \), this inequality holds for every \( w \in \mathbb{R}_{<0}^n \). Thus it follows from Lemma 3.6. \( \square \)

Proof of \((2) \implies (1)\). We have that \( P(f, g + c) = (\max(f^*, g^* - c))^* \) and \( f = f^{**} \) (on \( C_0 \)) thus it is sufficient to prove that \( \lim_{c \to +\infty} \max(f^*, g^* - c) = f^* \) pointwise because convex conjugate is continuous along the decreasing sequence. We have that \( f^* \) is finite on the interior of \( \Gamma(f) \). Therefore, from the preceding lemma, \( g^* \) is finite on the interior of \( \Gamma(f) \). It follows that \( \max(f^*, g^* - c) \downarrow f^* \) on the interior of \( \Gamma(f) \). Let \( Q := \lim_{c \to +\infty} \max(f^*, g^* - c) \). We shall show that \( Q^* = f^{**} \). By the relation \( Q^* = Q^{***} \), it is sufficient to show that \( f^* = Q^{**} \). We have that \( Q \geq f^* \), \( f^* \) is lower semi-continuous, and \( Q = f^* \) on \( \text{int}(\Gamma(f)) \). We also have that \( Q = f^* = +\infty \) on \( \mathbb{R}^n \setminus \Gamma(f) \). Therefore, \( Q \) and \( f^* \) are equal outside \( \partial \Gamma(f) \). Since \( Q \) is convex, \( Q^{**} \) is obtained as a lower semi-continuous regularization of \( Q \), thus we have \( Q^{**} = f^* \) and the proof is finished. \( \square \)
4.3. An example.

**Example 4.4.** We consider the following subharmonic function

\[ u^\alpha(z) := -(-\log |z|)^\alpha \]

on a disc \( \Delta_{1-\epsilon} := \{|z| < 1 - \epsilon\} \) in \( \mathbb{C} \) for \( 0 < \alpha \leq 1 \). The Lelong number is \( \nu(u^\alpha, 0) = 0 \) when \( \alpha < 1 \) and \( \nu(u^\alpha, 0) = 1 \) when \( \alpha = 1 \). We consider a geodesic between \( u_0 = 0 \) and \( u_1 = u^\alpha \). Then, by Theorem 1.2, \( u_t \to 0 \) in capacity if and only if \( \alpha < 1 \).

By a straightforward computation, we have that the \( L^1 \)-energy of \( u^\alpha \) defined by \( E_1(u) := \int (-u^\alpha)dd^c u^\alpha \) is finite when \( \alpha < 1/2 \) and infinite when \( \alpha \geq 1/2 \). Thus we have an example also in the infinite energy case.

**References**

[C] U. Cegrell. Pluricomplex energy. Acta Math., 180(2):187–217, 1998.

[Dar] T. Darvas. The mabuchi completion of the space of kahler potentials. [arXiv:1401.7318](https://arxiv.org/abs/1401.7318).

[Dem] J.-P. Demailly. Complex analytic and differential geometry. [http://www-fourier.ujf-grenoble.fr/~demailly/manuscripts/agbook.pdf](http://www-fourier.ujf-grenoble.fr/~demailly/manuscripts/agbook.pdf).

[Don] S. K. Donaldson. Symmetric spaces, Kähler geometry and Hamiltonian dynamics. In *Northern California Symplectic Geometry Seminar*, volume 196 of *Amer. Math. Soc. Transl. Ser. 2*, pages 13–33. Amer. Math. Soc., Providence, RI, 1999.

[G] H. Guenancia. Toric plurisubharmonic functions and analytic adjoint ideal sheaves. Math. Z., 271(3-4):1011–1035, 2012.

[M] T. Mabuchi. Some symplectic geometry on compact Kähler manifolds. I. Osaka J. Math., 24(2):227–252, 1987.

[Ras] A. Rashkovskii. Local geodesics for plurisubharmonic functions. [arXiv:1604.04504](https://arxiv.org/abs/1604.04504).

[Roc] R. T. Rockafellar. *Convex analysis*. Princeton Mathematical Series, No. 28. Princeton University Press, Princeton, N.J., 1970.

[S] Stephen Semmes. Complex Monge-Ampère and symplectic manifolds. Amer. J. Math., 114(3):495–550, 1992.

Graduate School of Mathematical Sciences, The University of Tokyo
3-8-1 Komaba, Meguro-ku, Tokyo, 153-8914
JAPAN

E-mail address: genkih@ms.u-tokyo.ac.jp