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Figure 1. Traditional conversion of a glyph outline to bitmap involves: (1) scaling: imposing a grid of pixels in a suitable size, (2) grid-fitting using hints: changing the shape of the outline to better fit the grid and preserve typographic constraints, and (3) rasterizing: drawing pixels to create the bitmap (in this case simple black/white). Top: point size 14, bottom: point size 26. Our work investigates the possibility to replace this procedure with an implicit neural representation for glyphs in any size.

Abstract

Recent advances in deep learning techniques and applications have revolutionized artistic creation and manipulation in many domains (text, images, music); however, fonts have not yet been integrated with deep learning architectures in a manner that supports their multi-scale nature. In this work we aim to bridge this gap, proposing a network architecture capable of rasterizing glyphs in multiple sizes, potentially paving the way for easy and accessible creation and manipulation of fonts.

1. Introduction

Typography is all around us: from large billboards to small text on your mobile device. Digital typefaces (i.e. fonts) have an inherent ability to scale to any desired size and resolution. Each font is composed of a set of glyphs representing characters, numbers, and other symbols. The glyph outlines are defined using vector-based curves, and can be drawn in any size via a complex procedure called glyph rasterization. Remarkably, this practice of representing typographic glyphs as explicit boundary curves has stayed largely the same since the 1980s [15]. Recently, other explicit geometric entities have been augmented by complementary neural implicit representations. For instance, NeRF [23] and its derivatives [5, 6, 22, 27] have developed as an alternative representation to the common 3D boundary mesh representation. Inspired by these recent advances, in this work we study the possibility of representing typographic glyphs as implicit functions, as a possible first step towards a new and complementary representation for fonts.

A major challenge that sets glyph rasterization apart from natural image synthesis and rendering is the requirement to support continuous output resolutions. A font glyph must be rasterized in a legible manner at any bitmap size (above some minimum). Hence, implicit functions as a basic representation seem like a natural choice, as they can be sampled at any desired resolution. However, the traditional rasterization process of glyphs is far from trivial sampling. Converting the boundary outlines of a glyph to bitmaps entails the following steps (Figure 1). First, scaling to the desired size is performed by overlaying a suitable-size grid of pixels on the outline of the glyph, so that appropriate pixels are chosen to create the bitmap of the glyph. However, simply turning on the pixels that are inside the outline (even with anti-aliasing) creates noticeable artifacts that hurt the output bitmap quality and legibility (e.g., Figure 4). To alleviate this, before converting to pixels, the outline of the glyph is modified to better align with the grid of pixels, and only then the pixels are sampled. This process is called grid-fitting and it is governed by what is often called hints — commands that modify the glyph’s outline shape depending on the resolution. Hints preserve typographic constraints such as maintaining widths and distances of glyph elements. Thus, each glyph within a digital font is not defined by a vector-representation outline only, but includes complex hints that support fitting it to all sizes, written in a specialized programming language such as TrueType [25].
or PostScript [15].

In a similar manner, an implicit neural representation of a glyph must support a dynamic change based on the output resolution so that the creation of the output bitmap using point sampling would retain legibility. In contrast to color or gray-scale images, where difference in the color of one or two pixels may not affect human perception much [11], the human eye is extremely sensitive to small errors in gray-scale glyph bitmaps (Figure 2 compares the prominence of a single pixel error between a small black & white image and a glyph image). For this reason, the creation of a neural glyph representation that will produce legible bitmaps in any size is extremely challenging.

We present a neural representation for glyphs that achieves high quality results compared to a baseline representation. In addition, we present results on encoding multiple typeface glyphs such as multiple weights. These tasks are challenging as they require zero tolerance to even the slightest error. There are many recent works applying deep learning and other modern techniques to fonts and glyphs, for example for stylization or font interpolation [7–9, 17, 24, 30, 33–35]. However, these works tend to treat the glyphs as images and focus on a single (usually very large) size, eschewing some of the difficulties inherent in actual font manipulation and rasterization. Although there are still some artifacts present in the bitmap results, our method takes a first step towards defining a true neural font representation. To our knowledge, it is the first to propose a deep learning approach that answers the challenge of a multi-scale font representation. Our code is available at https://github.com/AndersonDaniel/neural-font-rendering.

2. Background on Font Rendering

Fonts today can include between hundreds to thousands of glyphs, supporting for instance, multiple alphabets, accented versions of letters, punctuation marks, and other symbols. Each glyph can be rendered in a continuous range of sizes. Therefore, the most naïve font representation scheme, as a collection of bitmaps for all glyphs in all sizes, is highly infeasible, both in terms of storage space and the amount of work imposed on typeface designers. A feasible alternative would be to store glyph images only in some key sizes, and use image resizing techniques to obtain the rest of the sizes. However, such a method introduces undesired artifacts, compromising the glyphs’ quality (Figure 3).

Therefore the prominent representations for glyphs in fonts today use vector graphics. A glyph’s outline is defined by a sets of mathematical curves. Such representation can support multiple sizes simply by converting the vector representation to bitmaps in any desired size. Unfortunately, this simple procedure is not sufficient for high-quality glyph rendering, especially for small font sizes, as the rasterization process can also introduce artifacts (Figure 4). To address this, modern font formats include hints – systems of instructions defined by the typeface designer, which are used to modify the glyph outline to better align it with the rasterized grid and avoid undesired artifacts (see Figure 1).

**Vector Glyph Outlines** In Vector Graphics, shapes are represented as mathematical objects — lines, circles, curves, etc. in some canonical coordinate system. When an image represented by vector graphics is to be rendered, the mathematical representation is first scaled based on the rendering dimensions, and then converted to a matrix representation via a process called rasterization. Modern typeface formats such as TrueType [25] and PostScript [15] represent glyphs using a vector graphics representation of their outlines. Specifically, the outline contours are typically represented by collections of lines.
and Bézier or B-Spline curves. Conveniently, such a representation can be defined by storing only the ordered set of points defining the closed contours, along with tags indicating the types of point (i.e. which points are part of the contour and which points are e.g., Bézier control points - see Figure 5).

**Hinting** Simple rasterization is not sufficient to achieve high quality resulting bitmaps for glyphs. Hence, the hinting process aims to resolve these issues by applying modifications to the glyph outlines, after scaling to a given size but before rasterization. These modifications primarily better align the outline to the rasterized pixel grid. In Figure 1 the effects of hinting modifications can be seen on the same glyph outline while grid-fitting to two different sizes.

Glyph hints are created as part of the type design process, either using automatic hinting techniques [14, 29], or manually by the typeface designer. The types of hints, and the ways they are applied, differ between type formats. Typically, hinting systems provide a set of instructions which can be applied to move the contour points depending on the scaling size. These instructions are used to specify typographic constraints or rules, for example, justification of a point based on the global glyph height, or specifying a minimum distance between two points. Overall, the resulting glyph rendering process is quite involved, generally consisting of the following steps:

- Scaling the vector representation of the glyph outline
- Applying hints to the glyph outline
- Rasterizing the outline onto the pixel grid

A good summary is given by Hersch in [13]. Although dated from 1994, this high-level description is still accurate today. We propose an approach for simplifying the glyph rendering process while satisfying all the requirements that led to the complexity of current approach.

### 3. Related Work

We are not aware of related work addressing the main topic of this work, i.e., designing an alternative font representation and rasterization process that does not involve hinting at all (while preserving glyph quality and supporting multi-scale rendering). However, there are several relevant adjacent topics in which related work has been done. In this section we will review these topics and relevant work.

**Automatic hint generation** There has been some work on automating the process of hint specification. While this leaves the rasterization process unchanged, it relieves typeface designers from the need to specify hints, significantly reducing the amount of effort required to design a new typeface.

Hersch and Betrisey [14], create a topological model describing the general shapes of glyphs in Latin typefaces, along with a table of applicable hints for certain sets of characteristic points. Individual glyphs in a new font are then matched to the model, and hints are carried over based on the presence of the required characteristic points. A different approach is taken by Shamir [29], where hints are automatically generated for any typeface (including e.g. Chinese and Japanese) in a process of identifying local glyph features that require hinting, collecting global font statistics, prioritizing hints and high-level font consistencies, and converting the results to a hinting specification.

**Font synthesis and manipulation** Considerable work has been done in the area of font generation, completion from several samples, interpolation or other manipulation; this is useful especially in languages with hundreds or thousands of glyphs, such as Chinese.

Suveeranont and Igarashi [30], blend a dataset of fonts to generate novel fonts based on several glyph samples. Glyphs are represented by their outlines, and blended using geometric techniques. This yields a vector representation of new fonts. However, hints are not amenable to blending or interpolation, leaving the generated fonts un-hinted and likely to be rasterized with artifacts in small point sizes.

Niell et al. [9], learn a manifold for each glyph. This is done by aligning glyph outlines from different fonts, parameterizing the outlines, and embedding the parameterization in a two-dimensional manifold allowing smooth interpolation between the glyphs of different fonts. A similar approach based on strokes is taken in Balashova et al. [4]. These approaches are limited to outline or stroke representations and do not handle the hinting of the generated glyphs.

In Phan et al. [26], a dataset of fonts is used to learn transfer rules between glyph parts. These can then be used, given several samples of glyphs in a new font, to compose the rest of the glyphs in the font. The glyph part representation consists of strokes and brushes. Another interpolation work is proposed by Bernhardsson [8], where fixed-size glyph images are parameterized in some latent space using...
a generative deep learning model. This allows interpolating between glyphs in the latent space and generating the corresponding glyph images. Again, the generated glyphs of these approaches do not handle hints and cannot be scaled to multiple sizes effectively.

Several other works [17, 24, 33, 35] use various deep learning architectures to complete fonts based on one or few glyph samples, often using elements from variational auto-encoders (VAEs) [19] and/or generative adversarial networks (GANs) [12]. Lian et al. [20] describe a system for completing Chinese fonts from several sample hand-drawn glyphs. Glyphs are represented as collections of strokes, parameterized by their shape and layout (as deviation from some reference font). For each collection of handwritten glyphs, a neural network is trained to predict the deviation of the strokes from the reference; then the network is applied to predict, for the rest of the glyphs, their shape and layout. In Wang et al. [34], fonts are synthesized based on user-provided semantic style attributes. A deep learning model is trained to transform fixed-size glyph images from a source style to a target style. These works represent glyphs as images, and generate the completed font glyphs in a single size. Therefore, to support true scalable font representations, further work is required.

Another line of works [2, 3, 36, 37] use ideas from neural style transfer [10], either directly applying style transfer to stylize glyphs of a certain font with samples of a new font, or performing a similar operation with different architectural components. These methods, yet again, operate in a single scale, and require extension to handle multiple sizes.

Memorization in deep learning The first part of our work involves training a deep learning model to generate a given font’s glyphs in multiple scales, with no generalization requirement, by memorizing the glyphs. Several works have investigated the topic of memorization in deep learning, both as a desired and undesired aspect of learning.

Ulyanov et al. [32] train a generative network to generate a single image from a random latent vector. The work showed that model architecture could provide a useful prior in the domain of image synthesis, and that the described technique could be used in several image-enhancement tasks such as super-resolution or noise removal. Arpit et al. [1] investigate the memorization aspect in the training process of deep learning models, and its relation to other aspects of the model such as generalization and robustness. Among other things, the work highlights that deep learning models, while capable of fitting noise, tend to prioritize learning simple patterns, potentially making near-perfect memorization more difficult to achieve. In a related vein, Tancik et al. [31] showed that in various memorization tasks, deep learning models struggle to memorize high-frequency aspects of the output, unless the input domain is expanded to include frequency information (“Fourier features”).

Implicit Modeling Two other related implicit representations in other domains are SinGAN and NeRF. SinGAN [28] is a generative adversarial network [12] that is trained on a single image, enabling generation of similar but not identical images. NeRF [23] is an implicit representation of a textured 3D object that is learned by training a deep learning model to predict pixel values of a rasterization of the object from various angles, allowing novel view synthesis — images depicting the rendered objects from different angles. These works inspire our implicit representation approach, both conceptually and in architectural terms.

4. Neural Font Rendering

We conducted two primary experiments for replacing the traditional font rendering pipeline with a neural-network based approach. In both approaches, we train a model to rasterize a single glyph in multiple sizes, optionally allowing specification of font weight. Since glyphs must be rendered in multiple sizes, the network should accordingly support multi-resolution outputs. This is a fundamental challenge in training neural networks that can be achieved in several ways:

- Use multiple outputs (prediction heads), with every supported size having a dedicated output from the model. However, this approach requires persisting network weights for each bitmap size, in which case it would have been much more memory efficient to simply store the bitmap values themselves for each size.

- Use a fixed output size at largest prediction size, and then sample to the desired size. This is the approach employed in our first experiment.

- Use an implicit model prediction for a single pixel intensity. In this approach, bitmaps are constructed by sampling the model at multiple pixels. This is the approach employed in our second experiment.

4.1. Masked fixed-size MLP

In our first experiment, we train a model with a fixed-size output to rasterize glyphs in multiple sizes, one model per glyph. This is done by fixing the output size to the maximal desired bitmap size, and sampling it to get smaller bitmap sizes. We use an MLP with a flattened bitmap output, whose size is determined by the largest supported rendering size. The desired point size is indicated as input to the model (in a one-hot encoded fashion).
Sampling Representation  A key aspect in this approach is the sampling strategy; for example, a simple sampling strategy is to crop the output to the desired bitmap size, for instance, around the center of the bitmap. Such an approach suffers from a drawback, in that different point sizes require very different (non-smooth) predictions from the model. Since there are multiple ways to embed smaller sizes in the full bitmap, we choose a configuration that aligns the relative position of pixels as much as possible, so as to minimize the variation in ground truth intensity of each pixel as a function of the point size.

Our sampling approach is motivated by upsampling methodology. Assume you are given a glyph bitmap and you need to upsample it to a larger target size (in practice, we assume both dimension are equal). Essentially, we want to upsample the bitmap to the desired size in a manner that preserves the relative position of each pixel as much as possible. To do this, we first duplicate all pixels in both dimensions an equal number of times as much as possible without exceeding the target size. Then, we uniformly choose additional pixels to duplicate in order to match the target size exactly. By tracking the positions of the original pixels of the bitmap, we can define a mask that can be used to sample the larger size image to get back the smaller size bitmap. Since this can be done for any size, we fix the target large size and define a mask for any smaller-size bitmap using this strategy (see Figure 6).

Training  During training, the pixel loss is calculated using the upscaled versions of the glyphs, masked according to the sampling strategy. This means only pixels in the actual bitmaps are accounted for in the loss - focusing training on the pixels relevant to the bitmap being rendered. Such a loss is equivalent to first sampling and then calculating the loss on the glyphs in their target size, except it is more efficient in terms of vector operations. The loss function is L2 pixelwise loss. The architecture is depicted in Figure 7.

In experiments testing this approach, the model was trained for 1600 epochs using the Adam optimizer [18] with the learning rate alternating between 0.0005 and 0.00001 every 50 epochs.

4.2. Implicit Representation

In the previously presented approach, the rendered bitmap was directly obtained as the network’s output. However, there are other approaches to image generation, which do not immediately yield the full image, but rather create it by sampling each pixel. A recent example is NeRF [23], in which a model is used to obtain 3D scene density and color values for given positions viewed from given angles. Inspired by this work, we use a rasterization process based on sampling: we train a model to predict the intensity of a single pixel, conditioned both on the pixel position and the glyph parameters (size, weight). The full glyph image is composed by sampling the bitmap at all the necessary pixels. Such an approach naturally allows rasterization of glyphs in multiple sizes.

The model’s architecture is described in Figure 8. We use the model to represent a function, mapping pixel positions to pixel intensities, thereby enabling sampling-based rendering in multiple sizes. The input to the model consists of:

- Glyph size (along with frequency encoding).
- \((x, y)\) position of the pixel to be sampled, along with frequency encoding of the position (see explanation below).
- (Optionally) glyph weight.
Figure 8. The architecture of the Implicit model of our second experiment, consisting of a deep representation of the shape, and an MLP predicting the intensity of the shape in a given (x, y) position (with positional encodings). Each deep representation MLP consists of 5 layers, and the intensity prediction MLP consists of 11 layers.

The model outputs a number between 0 and 1, indicating the sampled pixel’s intensity.

**Frequency encoding** We use frequency encoding similar to the positional encoding of [23], for the same reason - allowing the model to more easily capture high-frequency information. Each encoded scalar \( v \) is projected to the 2D-dimensional vector \( \gamma(v) \), defined as:

\[
\gamma(v)_{2i} = \sin(2L_i \cdot \pi \cdot v)
\]

\[
\gamma(v)_{2i+1} = \cos(2L_i \cdot \pi \cdot v)
\]

Where \( L \) is a list of powers. In our experiments, we used \( D = 32 \) with \( L \) sampled uniformly in the range \([0, 12]\).

**Training** Our experiments differ from more traditional applications of deep-learning models in a subtle but important manner. Usually, models are expected to be used on new, unseen data; therefore, some error in performance is tolerated (sometimes even desired to avoid overfitting), as long as the model generalizes well to unseen data. In our case, however, we are interested in having the model memorize the training data with as little error as possible. To that end, several small modifications proved crucial, related to the batch normalization layers [16]:

- During training, the batch normalization layer normalizes by magnitudes observed in the current batch, while collecting normalization statistics. During inference, the normalization is performed using statistics collected during training, leading to slightly different behaviour compared to the training phase. In our experiments, we adapted the model to always behave as in the training phase so that inference would be identical to training.

- Since the normalization depends on batch magnitudes, the traditional practice of shuffling batches leads to stochastic behaviour. To avoid this stochasticity, we train with a batch size of 1, i.e. each glyph is always processed individually by the model.

These adaptations had a significant effect on the memorization quality, as will be demonstrated in the ablation section. The target pixel intensity was quantized to 20 categories, and the model was trained using focal loss [21] on predicting the correct intensity category. In experiments testing this approach, the model was trained for 500 epochs using the Adam optimizer [18] with an exponentially decaying learning rate that is reset every 100 epochs, according to a learning rate schedule (refer to the supplemental materials for the detailed schedule).

4.2.1 Interpolation

When training a glyph model on more than a single font, interpolation between styles can be performed. For example, we can train a model to rasterize a glyph in multiple weights of the same font. In this case, we can attempt to rasterize the glyph in a novel weight between existing weights. To do this, we use linear interpolation in the latent representation space. We use the network vector layer before the pixel intensity prediction MLP along with pixel position.

5. Experiments and results

We performed several experiments with the approaches described in the previous section. All experiments involved training models to rasterize glyphs in bitmap sizes between 20 and 63 (inclusive), where point size for the ground truth for a certain bitmap size was determined by finding the largest point size in which all rasterized glyphs fit in the bitmap. Figure 9 demonstrates sample results for both approaches. For additional results (more sizes and fonts), please refer to Appendix C.

5.1. Ablations

We performed ablation experiments to demonstrate the importance of two key characteristics of the approach - frequency encoding and memorization adaptations. Figure 10 shows the experiment results, showing larger error for the partial experiments compared to the full training regime. Figure 11 shows sample results, which visually corroborate the poor performance of these experiments.

5.2. Approach comparison

We compare the performance of the two approaches (masked MLP and implicit representation) across three fonts (Arial, Tahoma, and Times new Roman), for the 26 lowercase letters in the English alphabet (a-z).

Figure 12 compares the errors achieved by the two approaches; it is evident that the implicit representation approach was superior to the masked MLP approach by more
5.3. Implicit error analysis

We performed further analyses on the implicit representation results, visualizing typical error by size and by glyph.

By size  Figure 13 depicts the typical mean pixel error by bitmap size. The mean error for each size considers all lowercase glyphs for three fonts: Times New Roman, Arial and Tahoma. A general trend can be seen of the mean pixel error decreasing as the bitmap size increases. We hypothesise that this is due to the fact that glyph bitmaps exhibit sharp edges which are challenging for the model to learn, and that the trend can be seen because in smaller bitmaps the transition pixels constitute a larger relative part of the bitmap.

By glyph  Figure 14 depicts the typical mean pixel error by glyph. Significant differences can be seen between the glyphs, raising questions about glyph characteristics that make them easier / more difficult for a model to learn. Not surprisingly, simple glyphs, composed primarily of a single line, such as "l" and "t", seem easiest to learn. More
complex glyphs, consisting of multiple lines and/or round curves, such as "g", "m", and "w" seem most difficult.

5.4. Weight interpolation

In this experiment we perform weight interpolation as described in Section 4.2.1. We show examples on four glyphs (‘a’, ‘g’, ‘m’, ‘t’), where we train a model to render multiple weights of Roboto, and perform interpolation to obtain intermediate weights not present in the training set. Specifically, the weights Medium and Bold are interpolated to obtain the Semi-bold weight. Figure 15 presents the interpolation results. These results go a step towards generalization, but as can be seen, still contain artifacts.

6. Discussion

Limitations and future work There are several aspects in which we think further improvements can be made to the implicit representation approach:

- Scale generalization: while we trained the models on all sizes within the range, it could be possible to train only on some sizes, and incorporate in the model an inductive bias that yields good scale generalization. This will enable creation of fonts using less ground truth data, making it feasible for use in typography pipelines.

- Other generalizations: weight interpolation still needs fine-tuning to achieve high quality results. It can also be interesting to investigate other dimensions such as style – it could be possible to train a single model to rasterize the same glyph but from multiple typefaces. This, in turn, might allow interpolating between styles and generating novel fonts as a mixture of existing fonts.

- Model size compression: the current architecture results in relatively large models (5M parameters, 24MB on disk). Architecture improvements can allow decreasing this size, or jointly training a single model to rasterize multiple glyphs (especially if they have similar topology or similar elements like ‘b’, ‘d’, ‘p’ and ‘q’), reducing the overall memory required for a full font.

Conclusions Based on the results, we believe that our second approach (implicit representation) constitutes a viable first step on the path to representing a scalable fonts with deep learning models replacing the current outline-hinting-rasterization scheme. Our experiments show an architecture that:

- Is consistently capable of producing all glyphs in full continuous scales of bitmaps.

- Can readily be expanded to manipulate the rasterization process in flexible ways, demonstrated by training a model to rasterize not only multiple scales but also multiple weights, and enabling weight interpolation.

Our hope is that this research will promote others to benchmark font representations and stylization not only in large sizes, or in a vector representation and address the challenge of rasterization in a range of continuous sizes similar to true font representations today.

References

[1] Devansh Arpit, Stanisław Jastrzębski, Nicolas Ballas, David Krueger, Emmanuel Bengio, Maxinder S. Kanwal, Tegan Maharaj, Asja Fischer, Aaron Courville, Yoshua Bengio, and Simon Lacoste-Julien. A closer look at memorization in deep networks, 2017. 4

[2] Gantugs Atarsaikhan, Brian Kenji Iwana, Atsushi Narusawa, Keiji Yanai, and Seiichi Uchida. Neural font style transfer. In 2017 14th IAPR International Conference on Document Analysis and Recognition (ICDAR), volume 05, pages 51–56, 2017. 4

[3] Samaneh Azadi, Matthew Fisher, Vladimir G. Kim, Zhaowen Wang, Eli Shechtman, and Trevor Darrell. Multi-content gan for few-shot font style transfer. 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7564–7573, 2018. 4
[4] Elena Balashova, Amit H. Bermano, Vladimir G. Kim, Stephen DiVerdi, Aaron Hertzmann, and Thomas A. Funkhouser. Learning a stroke-based representation for fonts. *Computer Graphics Forum*, 38, 2019. 3

[5] Jonathan T. Barron, Ben Mildenhall, Matthew Tancik, Peter Hedman, Ricardo Martin-Brualla, and Pratul P. Srinivasan. Mip-nerf: A multiscale representation for anti-aliasing neural radiance fields. *ICCV*, 2021. 1

[6] Jonathan T. Barron, Ben Mildenhall, Dor Verbin, Pratul P. Srinivasan, and Peter Hedman. Mip-nerf 360: Unbounded anti-aliasing neural radiance fields. *CVPR*, 2022. 1

[7] Daniel Berio, Frederic Foulemarire, Paul Asete, and Jose Echevarria. Strokestyles: Stroke-based segmentation and stylization of fonts. *ACM Trans. Graph.*, 41(3), apr 2022. 2

[8] Erik Bernhardsson. Analyzing 50k fonts using deep neural networks, January 2016. 2, 3

[9] Neill D. F. Campbell and Jan Kautz. Learning a manifold of fonts. *ACM Trans. Graph.*, 33(4), jul 2014. 2, 3

[10] Leon A. Gatys, Alexander S. Ecker, and Matthias Bethge. A neural algorithm of artistic style. *CoRR*, abs/1508.06576, 2015. 4

[11] Ian Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples. In *International Conference on Learning Representations*, 2015. 2

[12] Ian J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. Generative adversarial networks, 2014. 4

[13] Roger D. Hersch. Font rasterization: The state of the art. In *International Conference on Learning Representations*, 2015. 2

[14] Roger D. Hersch and Claude Betrisey. Model-based matching and hinting of fonts. In *Proceedings of the 18th Annual Conference on Computer Graphics and Interactive Techniques*, SIGGRAPH ’91, page 71–80, New York, NY, USA, 1991. Association for Computing Machinery. 3

[15] Adobe Systems Inc. *Adobe Type 1 Font Format*. Addison Wesley Publishing Company, 1990. 1, 2

[16] Sergey Ioffe and Christian Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. In Francis Bach and David Blei, editors, *Proceedings of the 32nd International Conference on Machine Learning*, volume 37 of *Proceedings of Machine Learning Research*, pages 448–456, Lille, France, 07–09 Jul 2015. PMLR. 6

[17] Yue Jiang, Zhourui Lian, Yingmin Tang, and Jianguo Xiao. Scfont: Structure-guided chinese font generation via deep stacked networks. In *AAAI*, 2019. 2, 4

[18] Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. *CoRR*, abs/1412.6980, 2015. 5, 6

[19] Diederik P Kingma and Max Welling. Auto-encoding variational bayes. 2014. 4

[20] Zhouhui Lian, Bo Zhao, and Jianguo Xiao. Automatic generation of large-scale handwriting fonts via style learning. In *SIGGRAPH ASIA 2016 Technical Briefs*, SA ’16, New York, NY, USA, 2016. Association for Computing Machinery. 4

[21] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollár. Focal loss for dense object detection. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, 42(2):318–327, 2020. 6

[22] Ben Mildenhall, Peter Hedman, Ricardo Martin-Brualla, Pratul P. Srinivasan, and Jonathan T. Barron. NeRF in the dark: High dynamic range view synthesis from noisy raw images. arXiv, 2021. 1

[23] Ben Mildenhall, Pratul P. Srinivasan, Matthew Tancik, Jonathan T. Barron, Ravi Ramamoorthi, and Ren Ng. Nerf: Representing scenes as neural radiance fields for view synthesis. *CoRR*, abs/2003.08934, 2020. 1, 4, 5, 6

[24] Yonggyu Park, Junhyun Lee, Yookyung Koh, Inyeop Lee, Jinhuyk Lee, and Jaewoo Kang. Typeface completion with generative adversarial networks. ArXiv, abs/1811.03762, 2018. 2, 4

[25] Laurence Penney. A history of truetype. https://www.truetype-typography.com/. 1996. 1, 2

[26] H. Q. Phan, H. Fu, and A. B. Chan. Flexyfont: Learning transferring rules for flexible typeface synthesis. *Computer Graphics Forum*, 34(7):245–256, 2015. 3

[27] Ben Poole, Ajay Jain, Jonathan T. Barron, and Ben Mildenhall. Dreamfusin: Text-to-3d using 2d diffusion. arXiv, 2022. 1

[28] Tamar Rott Shaham, Tali Dekel, and Tomer Michaeli. Singan: Learning a generative model from a single natural image, 2019. 4

[29] Ariel Shamir. Constraint-based approach for automatic hinting of digital typefaces. *ACM Trans. Graph.*, 22(2):131–151, apr 2003. 3

[30] Rapee Suveeranont and Takeo Igarashi. Example-based automatic font generation. In Robyn Taylor, Pierre Boulanger, Antonio Krüger, and Patrick Olivier, editors, *Smart Graphics*, pages 127–138, Berlin, Heidelberg, 2010. Springer Berlin Heidelberg. 2, 3

[31] Matthew Tancik, Pratul P. Srinivasan, Ben Mildenhall, Sara Fridovich-Keil, Nithin Raghavan, Utkarsh Singhal, Ravi Ramamoorthi, Jonathan T. Barron, and Ren Ng. Fourier features let networks learn high frequency functions in low dimensional domains, 2020. 4

[32] Dmitry Ulyanov, Andrea Vedaldi, and Victor S. Lempitsky. Deep image prior. *CoRR*, abs/1711.10925, 2017. 4

[33] Paul Upchurch, Noah Snavely, and Kavita Bala. From A to Z: supervised transfer of style and content using deep neural network generators. *CoRR*, abs/1603.02003, 2016. 2, 4

[34] Yizhi Wang, Yue Gao, and Zhouhui Lian. Attribute2font: Creating fonts you want from attributes. *ACM Trans. Graph.*, 39(4), jul 2020. 2, 4

[35] Yankun Xi, Guoli Yan, Jing Hua, and Zichun Zhong. Joint-fontgan: Joint geometry-content gan for font generation via deep neural network generators. arXiv, abs/2003.08934, 2020. 1, 4, 5, 6

[36] Yangchen Xie, Xinyuan Chen, Li Sun, and Yue Lu. Dg-font: Deformable generative networks for unsupervised font generation. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2021. 4
A. Approach performance comparison across fonts

Figure 16 compares the performance of the two approaches for all 3 fonts in the experiment (Times New Roman, Arial, and Tahoma). Similar results can be observed — significantly better performance for the implicit approach.

B. Implicit approach learning rate schedule

The following table describes the learning rate schedule for the implicit approach experiment:

| epochs  | initial LR | final LR |
|---------|------------|----------|
| 1–100   | $1e^{-3}$  | $1e^{-5}$ |
| 101–200 | $1e^{-4}$  | $1e^{-6}$ |
| 201–300 | $1e^{-4}/2$| $1e^{-7}$ |
| 301–400 | $1e^{-5}$  | $1e^{-8}$ |
| 401–500 | $1e^{-6}$  | $1e^{-9}$ |

Figure 17 shows the log loss training history of a sample model, demonstrating how the LR schedule affects the training process and allows the model to escape local optima.

C. Full result visualization

Figures 18 to 20 demonstrate the results for both approaches on all lowercase glyphs for Times New Roman, Arial, and Tahoma, respectively. The residuals are visualized as well, and the better performance of the implicit representation approach can easily be seen.

Figures 21 to 23 display all the results for the implicit representation approach on all lowercase glyphs for Times New Roman, Arial, and Tahoma, respectively. The high-quality multi-scale rendering is the essence of this work.

Figure 24 displays multi-scale weight interpolation results for lowercase glyphs ‘a’ to ‘e’ for all bitmap sizes between 20px and 63px.
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Figure 18. Times New Roman experiment results. All lowercase glyphs are displayed at four bitmap sizes (30px, 40px, 50px, 60px). The leftmost column displays the masked MLP prediction; the rightmost column displays the implicit approach prediction; the center column displays the ground truth; and the second and fourth columns display, respectively, the masked MLP and implicit approach errors. It is easy to see the better performance of the implicit representation approach, especially in the error visualizations.
Figure 19. Arial experiment results. All lowercase glyphs are displayed at four bitmap sizes (30px, 40px, 50px, 60px). The leftmost column displays the masked MLP prediction; the rightmost column displays the implicit approach prediction; the center column displays the ground truth; and the second and fourth columns display, respectively, the masked MLP and implicit approach errors. It is easy to see the better performance of the implicit representation approach, especially in the error visualizations.
Figure 20. Tahoma experiment results. All lowercase glyphs are displayed at four bitmap sizes (30px, 40px, 50px, 60px). The leftmost column displays the masked MLP prediction; the rightmost column displays the implicit approach prediction; the center column displays the ground truth; and the second and fourth columns display, respectively, the masked MLP and implicit approach errors. It is easy to see the better performance of the implicit representation approach, especially in the error visualizations.
Figure 21. Times New Roman implicit representation experiment results. All lowercase glyphs are displayed at multiple bitmap sizes (20px - 63px).
Figure 22. Arial implicit representation experiment results. All lowercase glyphs are displayed at multiple bitmap sizes (20px - 63px).
Figure 23. Tahoma implicit representation experiment results. All lowercase glyphs are displayed at multiple bitmap sizes (20px - 63px).
Figure 24. Roboto weight interpolation for lowercase ‘a’ to ‘e’, bitmap sizes 20px - 63px. For each glyph, the ground truth is presented (Medium [left] and Bold [right]), as well as the interpolated weight (center).