Exponential synchronization of the high-dimensional Kuramoto model with identical oscillators under digraphs
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Abstract

For the Kuramoto model and its variations, it is difficult to analyze the exponential synchronization under the general digraphs due to the lack of symmetry. In this paper, for the high-dimensional Kuramoto model of identical oscillators, a matrix Riccati differential equation (MRDE) is proposed to describe the error dynamics. Based on the MRDE, the exponential synchronization is proved by constructing a total error function for the case of digraphs admitting spanning trees. Finally, some numerical simulations are given to illustrate the obtained theoretical results.
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1 Introduction

Kuramoto model is one of the most representative mathematical models of complex dynamical networks, which was first proposed by Yoshiki Kuramoto to describe and explain the synchronization phenomena in the real world [10]. Kuramoto model and its many variations have been applied to many fields such as neuro-science [3], power systems [5], chemical engineering [11], geophysics [22], and semiconductor lasers arrays [9]. The interconnecting network of the original Kuramoto model is a complete graph or the all-to-all topology. For general interconnecting topologies, the Kuramoto model composed of m oscillators is described as

\[ \dot{\theta}_i = \omega_i + k \sum_{j=1}^{m} a_{ij} \sin(\theta_j - \theta_i), \quad i = 1, 2, \ldots, m, \]

where \( \theta_i \) is the phase of the \( i \)th oscillator, \( \omega_i \) is the natural frequency, \( A = (a_{ij}) \) is the nonnegative adjacency matrix of the interconnection graph \( G \) and \( k > 0 \) is the control gain.

In physics community, the researches pay more attentions on the thermodynamic limit described by a partial differential equation as the number the oscillators tends to infinity. For details, we refer the reader to the surveys [1,6]. However, in system and control community, the main interest lies in the Kuramoto model composed of finite number of oscillators. Synchronization is a key issue on Kuramoto model and its variations. It is said that the phase synchronization is achieved if

\[ \lim_{t \to \infty} (\theta_i(t) - \theta_j(t)) = 0 \quad \forall i, j = 1, 2, \ldots, m. \]

In [8], it is shown that, when \( G \) is an undirected graph, the Kuramoto model (1) can be rewritten as the compact form as follows:

\[ \dot{\theta} = \omega - kB \sin(B^T \theta), \]

where \( \theta = (\theta_1, \theta_2, \ldots, \theta_m)^T \), \( \omega = (\omega_1, \omega_2, \ldots, \omega_m)^T \), and \( B \) is the incidence matrix of an oriented graph \( G^o \) of \( G \). Just based on the compact form (2), the exponential phase synchronization is proved for the identical Kuramoto model with undirected graphs [8]. For the case of digraphs, the theoretical analysis of synchronization is relatively difficult. In [4] and [5], the contraction property is adopted to achieve the exponential synchronization for the Kuramoto model with digraphs.

An interesting issue is whether the synchronization or the exponential synchronization can be achieved for the high-dimensional Kuramoto model (Lohe model called...
in [2]) described as follows:

\[ \dot{r}_i = \Omega_i r_i + \sum_{j=1}^{m} a_{ij} \left( r_j - \frac{r_T r_j}{r_i} r_i \right), \quad i = 1, 2, \cdots, m, \quad (3) \]

where \( r_i \in \mathbb{R}^n \) is the state of the \( i \)th oscillator, \( \Omega_i \) is an \( n \times n \) skew-symmetric matrix, \( k > 0 \) is the control gain, and \( A = (a_{ij}) \in \mathbb{R}^{m \times m} \) is the weighted adjacency matrix of the interconnecting network. In [24], it has been shown that system (3) can be reduced to the original Kuramoto model (1) as \( n = 2 \),

\[ \Omega_i = \begin{bmatrix} 0 & -\omega_i \\ \omega_i & 0 \end{bmatrix}, \quad r_i = \begin{bmatrix} \cos \theta_i \\ \sin \theta_i \end{bmatrix}. \]

The model (3) with \( \Omega_i = 0 \) as well as the all-to-all interconnection is first proposed in [20] as a swarm model on spheres, and is used to solve the max-cut problem in combinatorial optimization. In [13,14], some collective dynamical behaviors of (3) are shown, which have some potential applications in quantum synchronization of some quantum devises. For the case of complete graphs, exponential synchronization is proved by using the concept of order parameter in [2,7]. In [24],[25],[15] and [16], the phase synchronization on the unit hemisphere and the almost global synchronization are investigated for undirected graphs. For the case of digraphs, [12] and [23] achieve phase synchronization under some limitations on the initial states. In [17], a lifting method is proposed to analyze the almost globale synchronization on the unit sphere for digraphs. New exciting development on high-dimensional Kuramoto model can be seen in [18,19].

However, the theoretical analysis of the exponential synchronization is much more difficult for general graphs. By Theorem 13 of [16], the local exponential synchronization of (3) with \( \Omega_i = 0 \) is achieved for connected undirected graphs by using the linearization method. From Theorem 1 of [12], one see that the exponential synchronization is implemented for weakly connected and balanced digraphs by using the invariant manifold techniques. Since a weakly connected and balanced digraph is strongly connected, the topology condition for the exponential synchronization imposed in [12] is very strong. To the best of the authors’ knowledge, for general digraphs, the exponential synchronization problem of the high-dimensional Kuramoto model is still open.

In this paper, the exponential synchronization is proved for the high-dimensional Kuramoto model under a general digraph containing a spanning tree. A matrix Riccati differential equation is proposed to describe the dynamics of the synchronization errors for the first time, which plays an important role in the proof the exponential synchronization. Finally, numerical simulations are given to validate the obtained theoretical results.

The rest of this paper is organized as follows. Section 2 gives some preliminaries and the problem statement. Section 3 includes our main results. Section 4 shows some simulations. Finally, Section 5 is devoted to a summary.

2 Preliminaries and Problem Statement

Denote by \( G = (\mathcal{V}, \mathcal{E}, A) \) the weighted digraph of the high-dimensional Kuramoto model (3), which is composed a set of nodes \( \mathcal{V} = \{1, 2, \cdots, m\} \), set of edge \( \mathcal{E} \subset \mathcal{V} \times \mathcal{V} \) and a weighted adjacent matrix \( A = (a_{ij}) \) satisfying

\[ a_{ij} \begin{cases} > 0, & (j, i) \in \mathcal{E} \\ = 0, & \text{otherwise.} \end{cases} \quad (4) \]

Here, a directed edge \((j, i)\) means that the state information of agent \( j \) can be transmitted to \( i \). A sequence of directed edges \((k_1, k_2), (k_2, k_3), \cdots, (k_{s-1}, k_s)\) is called a path from \( k_1 \) to \( k_s \), denoted by \( k_1 k_2 \cdots k_s \). If \( G \) has a node \( v_0 \) such that, for any another node \( i \), there exists a directed path from \( v_0 \) to \( i \), then \( v_0 \) is called a root node of \( G \). It is well-known that a digraph has a root node if and only if it has a directed spanning tree. The Laplacian matrix \( L = (l_{ij}) \) of the weighted digraph \( G \) is defined by

\[ l_{ij} = \begin{cases} -a_{ij}, & i \neq j \\ \sum_{k \neq i} a_{ik}, & i = j. \end{cases} \quad (5) \]

Lemma 2.1 (Corollary 3 of [21]) Let \( G = (\mathcal{V}, \mathcal{E}, A) \) be a digraph with Laplacian matrix \( L \). If \( G \) is strongly connected, then \( L \) has a simple zero eigenvalue and a positive left-eigenvector associated to the zero eigenvalue.

Definition 2.1 For the high-dimensional Kuramoto model (3), the exponential synchronization is said to be implemented if there exist \( \mu > 0 \) and a function \( \alpha(r(0)) \) with respect to the initial states of the oscillators such that

\[ ||r_i(t) - r_j(t)|| \leq \alpha(r(0)) e^{-\mu t} \quad \forall \ i, j = 1, 2, \cdots, m. \]

For the high-dimensional Kuramoto model (3) with identical oscillators \( \Omega_i = \Omega \) for each \( i = 1, 2, \cdots, m \), without loss of generality, we can just consider the dynamics with each \( r_i \) limited on the unit sphere as follows:

\[ \dot{r}_i = k \sum_{j=1}^{m} a_{ij} (r_j - (r_T r_j) r_i), \quad i = 1, 2, \cdots, m. \quad (6) \]

The first result on the synchronization of (6) with digraphs is Theorem 2 of [12], which is rewritten as follows by the terminologies in this paper.

Lemma 2.2 Assume that the digraph \( G \) of the high-dimensional Kuramoto model (6) has a directed spanning...
tree and there exists $v \in \mathbb{R}^n$ such that $v^T r_i(0) > 0$ for every $i = 1, 2, \cdots, m$. Then there exists $\tilde{r} \in \mathbb{R}^n$ such that
\[
limit_{t \to +\infty} r_i(t) = \tilde{r} \text{ for each } i = 1, 2, \cdots, m.
\]

**Remark 2.1** In Lemma 2.2, synchronization is implemented on the hemisphere. But in [17], a lifting method is proposed to analyze the global synchronization. In our recent paper [23], the synchronization of (6) in the case of digraphs is proved under some stronger conditions than those in Lemma 2.2 by using a completely different method.

### 3 Exponential state synchronization

In this section, we mainly consider the high-dimensional Kuramoto model (6) limited on the unit sphere.

Let
\[
e_{ij} = 1 - r_i^T r_j = \frac{1}{2} ||r_i - r_j||^2. \tag{7}
\]
It is easy to see that $e_{ij} = e_{ji}$, $e_{ii} = 0$ and $0 \leq e_{ij} \leq 2$ for any $i, j = 1, 2, \cdots, m$. Obviously, $e_{ij} = 0$ if and only if $r_i = r_j$. So $e_{ij}$ reflects the state error between $r_i$ and $r_j$. In the following, let us investigate the dynamics of all the $e_{ij}$'s. A straightforward computation shows that
\[
\dot{e}_{ij} = -r_i^T \dot{r}_i - r_j^T \dot{r}_j
\]
\[
= -k \sum_{l=1}^{m} a_{il} (r_i^T r_l - (\bar{v}_i^T \eta)(r_l^T r_i)) - k \sum_{l=1}^{m} a_{jl} (r_j^T r_l - (\bar{v}_j^T \eta)(r_l^T r_j)). \tag{8}
\]
Substituting $r_i^T r_j = 1 - e_{ij}$ into (8) yields
\[
\dot{e}_{ij} = k \sum_{l=1}^{m} a_{il} e_{ij} - k \sum_{l=1}^{m} a_{il} e_{li} - k \sum_{l=1}^{m} a_{il} e_{li}
\]
\[
+ k \sum_{l=1}^{m} a_{il} e_{ij} + k \sum_{l=1}^{m} a_{jl} e_{ij} - k \sum_{l=1}^{m} a_{jl} e_{ij}
\]
\[
- k \sum_{l=1}^{m} a_{jl} e_{ij} + k \sum_{l=1}^{m} a_{jl} e_{ij}, \quad i, j = 1, 2, \cdots, m. \tag{9}
\]
Let $E = (e_{ij}) \in \mathbb{R}^{m \times m}$ and
\[
\alpha(E) = (\alpha_1(E), \alpha_2(E), \cdots, \alpha_m(E)) \in \mathbb{R}^m, \tag{10}
\]
where $\alpha_i(E) = \sum_{l=1}^{m} a_{il} e_{il}$. Denote by $\Lambda(E) = \text{diag}(\alpha(E))$ the diagonal matrix with the main diagonal elements composed of $\alpha_1(E), \alpha_2(E), \cdots, \alpha_m(E)$. Then we can rewrite (9) into the compact form described by the Riccati matrix differential equation
\[
\dot{E} = -k L E - k E L^T - k \alpha(E) E - k I \alpha(E) + k \Lambda(E) E + k E \Lambda(E), \tag{11}
\]
where $L$ is the Laplacian matrix of the digraph.

In the following, we will use (11) to investigate whether $E$ converges to zero exponentially. Before our main result on exponential synchronization, we first give a lemma.

**Lemma 3.1** Consider a sequence of unit vectors $r_1, r_2, \cdots, r_m \in \mathbb{R}^n$. Let $e_{ij}$ be defined by (7) for any $i, j = 1, 2, \cdots, m$. Then
\[
e_{ij} \leq s(e_{ik_1} + e_{k_1k_2} + \cdots + e_{k_{s-1}j}) \tag{12}
\]
for any $s - 1$ positive integers $k_1, k_2, \cdots, k_{s-1}$.

**Proof.** Since $||r_i - r_j||^2 = 2e_{ij}$, then we have
\[
2e_{ij} \leq \left( ||r_i - r_{k_1}|| + ||r_{k_1} - r_{k_2}|| + \cdots + ||r_{k_{s-1}} - r_j|| \right)^2
\]
\[
\leq \left( ||r_i - r_{k_1}||^2 + ||r_{k_1} - r_{k_2}||^2 + \cdots + ||r_{k_{s-1}} - r_j||^2 \right)
\]
\[
= 2s(e_{ik_1} + e_{k_1k_2} + \cdots + e_{k_{s-1}j}), \tag{13}
\]
where the second inequality comes from the Cauchy inequality.

**Lemma 3.2** Assume that the digraph $G$ has a directed spanning tree with weighted adjacency matrix $A = (a_{ij}) \in \mathbb{R}^{m \times m}$. Then
(i) there exists a constant $c_1 > 0$ such that
\[
e_{ij} \leq c_1 \sum_{p=1}^{m} \sum_{q=1}^{m} a_{pq} e_{pq}, \quad \forall i, j = 1, 2, \cdots, m; \tag{14}
\]
(ii) there exist constants $\hat{c} > 0$ and $\check{c} > 0$ such that
\[
\hat{c} \sum_{i=1}^{m} \sum_{j=1}^{m} e_{ij} \leq \check{c} \sum_{p=1}^{m} \sum_{q=1}^{m} a_{pq} e_{pq} \leq \check{c} \sum_{i=1}^{m} \sum_{j=1}^{m} e_{ij}, \tag{15}
\]
that is,
\[
\check{c} I_m^T E_1 m \leq 1_m^T \alpha(E) \leq \hat{c} I_m^T E_1 m, \tag{16}
\]
where $\alpha(E)$ is defined by (10).

**Proof.** (i) Since $G$ has a directed spanning tree, there exists a root node $v_0 \in G$. Then, for any $i \neq j$, there are two directed paths $v_0k_1k_2\cdots k_i$ and $v_0h_1h_2\cdots h_j$. By Lemma 3.1, there exists a constant $c_0 > 0$
\[
e_{ij} \leq c_0(e_{vk_1} + e_{k_1k_2} + \cdots + e_{k_{s-1}j} + e_{v_h1} + e_{h_1h_2} + \cdots + e_{h_{s-1}j})
\]
for all $i, j = 1, 2, \cdots, m$. Since all $a_{vk_1}, a_{k_1k_2}, \cdots, a_{k_{s-1}j}, a_{v_h1}, a_{h_1h_2}, \cdots, a_{h_{s-1}j}$ are positive, there is a constant
c_1 > 0 such that
\[ e_{ij} \leq c_1(a_{v_i v_k}e_{v_i v_k} + a_{k_i k_2}e_{k_i k_2} + \cdots + a_{k_i j}e_{k_i j}) \]
\[ + c_1(a_{v_i h_1}a_{v_h h_1} + a_{h_1 h_2}a_{h_1 h_2} + \cdots + a_{h_j h_{ij}}) \]
\[ \leq c_1 \sum_{p=1}^{m} \sum_{q=1}^{m} a_{pq}e_{pq}. \tag{17} \]

(ii) Let \( \hat{c} = \frac{1}{\epsilon_1 m} \) and \( \hat{c} = \max_{1 \leq p, q \leq m} a_{pq} \). Then (15) follows from (14). \qed

3.1 The case of strongly connected digraphs

Theorem 3.1 Assume that the digraph \( G \) of the high-dimensional Kuramoto model (6) is strongly connected and there exists \( v \in \mathbb{R}^m \) such that \( v^T r_i(0) > 0 \) for every \( i = 1, 2, \cdots, m \). Then the exponential synchronization of (6) is achieved.

PROOF. By Lemma 2.2, we see that the synchronization is achieved under the conditions of Theorem 3.1. In the rest of the proof, we use the error dynamics (11) to prove the exponential convergence. Since the digraph \( G \) is strongly connected, by Lemma 2.1, there is a positive vector \( \beta = (\beta_1, \cdots, \beta_m)^T \in \mathbb{R}^m \) satisfying
\[ \beta^T L = 0, \quad \beta^T 1 = 1. \tag{18} \]
We construct a total error function as follows:
\[ V(E) = \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \beta_i \beta_j e_{ij} = \frac{1}{2} \beta^T E \beta. \]
Let
\[ \Phi_\eta = \{ E = (e_{ij}) \in \mathbb{R}^{m \times m} \mid e_{ij} \leq \eta, \forall i, j = 1, 2, \cdots, m \} \]
and
\[ \Psi_\eta = \{ E = (e_{ij}) \in \mathbb{R}^{m \times m} \mid V(E) < \beta^2 \eta/2 \}, \]
where \( 0 < \eta < 1 \) and \( \hat{\beta} = \min_{1 \leq i \leq m} \beta_i > 0 \).

Claim 1: \( \Psi_\eta \subset \Phi_\eta \).

As a matter of fact, if \( E \in \Psi_\eta \), then
\[ \frac{1}{2} \hat{\beta}^2 e_{ij} \leq \frac{1}{2} \beta \beta_i \beta_j e_{ij} \leq V(E) < \frac{1}{2} \beta^2 \eta, \]
which implies that \( e_{ij} < \eta \). Thus Claim 1 is proved.

From (18), (11) and Claim 1, it follows that
\[ \dot{V}(E) = \frac{1}{2} \beta^T \dot{\beta} \]
\[ = -k \beta^T \dot{\alpha}(E) + k \beta^T \Lambda(E) E \beta \]
\[ = -k \sum_{i=1}^{m} \beta_i \sum_{l=1}^{m} a_{il} e_{il} + k \sum_{i=1}^{m} \beta_i \left( \sum_{l=1}^{m} a_{il} e_{il} \right) e_{ij} \beta_j \]
\[ = -k \sum_{i=1}^{m} \left( 1 - \sum_{j=1}^{m} \beta_j e_{ij} \right) \beta_i a_{il} e_{il} \]
\[ \leq -k(1 - \eta) \hat{\beta} \sum_{i=1}^{m} a_{il} e_{il}, \quad \forall E \in \Psi_\eta. \tag{19} \]

Since the digraph \( G \) is strongly connected, by (19) and (15) of Lemma 3.2, we have
\[ \dot{V}(E) \leq -k(1 - \eta) \hat{\beta} \hat{c} \sum_{i=1}^{m} a_{il} e_{il}, \]
\[ \leq -k(1 - \eta) \hat{\beta} \hat{c} \sum_{i=1}^{m} \beta_i \beta_j e_{il}, \]
\[ = -\epsilon V(E), \quad \forall E \in \Psi_\eta, \tag{20} \]
where \( \hat{\beta} = \max \beta_i \) and \( c = k(1 - \eta) \frac{\hat{\beta}}{2 \hat{\beta}^2} \hat{c} > 0 \). By the definition of \( \Psi_\eta \) and (20), we conclude that \( \Psi_\eta \) is a positively invariant set with respect to (11), and \( V(E) \) converges to zero exponentially. In details, for any given initial states, there exists \( T \) such that \( e_{ij}(T) \in \Psi_\eta \) since the synchronization is achieved. By (20) and the positive invariant of \( \Psi_\eta \), we have that
\[ V(E(t)) \leq V(E(T)) e^{-c(t-T)} = \alpha_1 (r(0)) e^{-\epsilon t}, \quad \forall t > T, \tag{21} \]
where \( \alpha_1 (r(0)) = V(E(T)) e^{cT} \) is dependent on the initial states. Moreover, for the time interval \([0, T] \), there exists \( \alpha_2 (r(0)) \) such that
\[ V(E(t)) \leq \alpha_2 (r(0)) e^{cT - cT} e^{-cT}, \quad \forall 0 \leq t \leq T. \tag{22} \]
From (21) and (22), it follows that there exists \( \tilde{\alpha} (r(0)) \) such that
\[ V(E(t)) \leq \tilde{\alpha} (r(0)) e^{-cT}, \quad \forall t \geq 0. \tag{23} \]
Further considering
\[ ||r_i(t) - r_j(t)||^2 = 2e_{ij}(t) \leq \frac{4}{\beta^2} V(E(t)), \]
we have
\[ ||r_i(t) - r_j(t)|| \leq \frac{2\sqrt{\tilde{\alpha} (r(0))}}{\beta} e^{-\frac{c t}{2}}. \]
Therefore, by Definition 2.1, the exponential synchronization is achieved. □

Remark 3.1 In the construction of the total error function $V(E)$, the strong connectedness of $G$ plays an important role. From the proof of Theorem 3.1, we see that the crux of the analysis of exponential synchronization is to demonstrate $\dot{V}(E) \leq -cV(E)$ for some positive constant $c$ in a neighborhood of the origin $E = 0$.

For the general case of digraphs admitting spanning trees, we will use all the strongly connected components to construct the total error function. For the readability of this paper, in the next subsection we assume that the considered digraph has only two strongly connected components.

3.2 The case of digraphs admitting two strongly connected components.

Proposition 3.1 Suppose that the digraph $G$ of (6) has a spanning tree and is composed of two strongly connected components. Then the exponential synchronization is locally achieved, i.e., there exist a total error function $V(E)$ and a neighborhood $U$ of $E = 0$ such that $\dot{V}(E) \leq -cV(E), \forall E \in U$ for some constant $c > 0$.

PROOF. Let $G_1 = (V_1, E_1), G_2 = (V_2, E_2)$ be the two strongly connected components, where $V_1 = \{1, 2, \cdots, m_1\}, V_2 = \{m_1+1, m_1+2, \cdots, m_1+m_2\}$ and $m_1+m_2 = m$. Without loss of generality, write the Laplacian matrix as

$$L = \begin{bmatrix} L_1 & 0 \\ -A_{21} & L_2 + D_2 \end{bmatrix},$$

where $A_{21} \neq 0$ is a nonnegative matrix, $D_2$ is a diagonal nonnegative matrix, $L_1 \in \mathbb{R}^{m_1 \times m_1}$, and $L_2 \in \mathbb{R}^{m_2 \times m_2}$ are the Laplacian matrices of $G_1$ and $G_2$, respectively. Consider the Lohe model (6) and the errors system (11). Let $E$ be partitioned as a 2-by-2 block matrix

$$E = \begin{bmatrix} E_{11} & E_{12} \\ E_{12}^T & E_{22} \end{bmatrix}$$

with $E_{11} \in \mathbb{R}^{m_1 \times m_1}, E_{22} \in \mathbb{R}^{m_2 \times m_2}$. Since both $G_1$ and $G_2$ are strongly connected, by Lemma 2.1, there exist positive vectors $\beta_1 = [\beta_{11}, \beta_{12}, \cdots, \beta_{m_1}]^T \in \mathbb{R}^{m_1}$ and $\beta_2 = [\beta_{21}, \beta_{22}, \cdots, \beta_{m_2}]^T \in \mathbb{R}^{m_2}$ such that

$$\beta_1^T L_1 = 0, \beta_2^T L_2 = 0, \beta_1^T E_{11} = \beta_2^T E_{12} = 1.$$  \(24\)

Let $\beta = [\beta_1^T, \varepsilon \beta_2^T]^T$. Then $\beta^T E = 1 + \varepsilon$, where $\varepsilon > 0$ is a sufficiently small constant. Construct the total error function as $V(E) = \frac{1}{2} \beta^T L \beta$. Then a straightforward computation shows that

$$\dot{V}(E) = -k_2 \beta^T L E \beta - k_1 (1 + \varepsilon) \beta^T \alpha(E) + k_3 \beta^T \Lambda(E) \beta$$

$$= k_2 \beta_1^T A_{21} E_{11} \beta_1 - k_2 \beta_2^T D_2 E_{12}^T \beta_1$$

$$+ k_2 \varepsilon \beta_2^T A_{21} E_{11} \beta_2 - k_2 \varepsilon \beta_2^T D_2 E_{12}^T \beta_2$$

$$- k_1 (1 + \varepsilon) \left( \beta_1^T \alpha(E) + \varepsilon \beta_2^T \alpha_2(E) \right) + k_3 \beta^T \Lambda(E) \beta$$

$$\leq k_2 \beta_1^T A_{21} E_{11} \beta_1 + k_2 \varepsilon \beta_2^T A_{21} E_{11} \beta_2$$

$$- k_2 \varepsilon \beta_2^T \alpha_2(E) - k_2 \varepsilon (\beta_1^T \alpha(E) + \beta_2^T \alpha_2(E)) + \gamma(E),$$  \(27\)

where $\gamma(E) = k_1 \beta^T \Lambda(E) \beta$ contains all the higher-order terms with respect to $E$. Letting

$$\tilde{\beta}_i = \max_{1 \leq j \leq m_i} \beta_{ij}, \quad \hat{\beta}_i = \min_{1 \leq j \leq m_i} \beta_{ij}, \quad \hat{a} = \max(A_{21}),$$

by (27) and (26), we have

$$\dot{V}(E) \leq k_2 \beta_1^T \alpha_1(E) + (k_2 \varepsilon \beta_2^T \alpha_1(E) + k_3 \beta^T \Lambda(E) \beta$$

$$+ k_2 \varepsilon (\beta_2^T \alpha_2(E) - \beta_1^T \alpha(E) - k_2 \varepsilon \beta_2^T \alpha_2(E) + \gamma(E)).$$  \(28\)

Since $G_1$ is strongly connected and $G$ has a spanning tree, by (15) in Lemma 3.2 and (28), we have

$$\dot{V}(E) \leq k_2 (\varepsilon \beta_2 \beta_1 - \beta_1 \beta_2) 1^T_{m_1} E_{11} 1_{m_1}$$

$$+ k_2 \varepsilon (\beta_2^T \beta_2 - \beta_1 \beta_2) 1^T_{m_1} E_{12} 1_{m_2} + \gamma(E),$$  \(29\)

where $\hat{c}_1$ and $\hat{c}$ are determined by Lemma 3.2. By (29), as $\varepsilon$ is sufficiently small, there is a constant $\hat{c} > 0$ such that

$$\dot{V}(E) \leq -\hat{c} 1^T E 1 + \gamma(E)$$  \(30\)

Since $\gamma(E)$ is composed of all the higher-order terms, there exists a neighborhood $U$ of $E = 0$ such that

$$\dot{V}(E) \leq -\hat{c}/2 1^T E 1 \leq -\hat{c}/2 \beta^T E \beta = -cV(E), \forall E \in U,$$

where $c = \hat{c}/\hat{\beta}^2 > 0$. □

3.3 The case of digraphs admitting spanning trees.

Theorem 3.2 If the digraph $G$ of the high-dimensional Kuramoto model (6) has a spanning tree, then the exponential synchronization is locally achieved.

PROOF. Denote all the strongly connected components of $G$ by $G_1, G_2, \cdots, G_\mu$, respectively. Let the number of the nodes of $G_i$ be $m_i$ for each $i = 1, 2, \cdots, \mu$. 
Without loss of generality, assume that the Laplacian matrix \( L \) has the form as follows:

\[
L = 
\begin{bmatrix}
L_1 & \cdots & \cdots & \cdots & \cdots \\
-A_{21} & L_2 + D_2 & \cdots & \cdots & \cdots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
-A_{\mu_1} & \cdots & \cdots & -A_{\mu,\mu-1} & L_\mu + D_\mu \\
\end{bmatrix},
\]

(31)

where \( L_i \) is the Laplacian matrix of \( G_i \), each \( A_{ij} \in \mathbb{R}^{m_i \times m_j} \) is a nonnegative matrix, and every \( D_i \in \mathbb{R}^{m_i \times m_i} \) is a nonnegative diagonal matrix. Corresponding to (31), we partition \( E \) and \( \alpha(E) \) as

\[
E = \begin{bmatrix} E_{11} & \cdots & E_{1\mu} \\ \vdots & \ddots & \vdots \\ E_{\mu_1} & \cdots & E_{\mu\mu} \end{bmatrix}, \quad \alpha(E) = \begin{bmatrix} \alpha_1(E) \\ \vdots \\ \alpha_{\mu}(E) \end{bmatrix},
\]

respectively, where \( E_{ij} = E_{ij}^T \in \mathbb{R}^{m_i \times m_j} \) for each \( i, j = 1, 2, \ldots, \mu \). Since \( G_i \) is strongly connected, by Lemma 2.1, there exists a positive vector \( \beta_i \in \mathbb{R}^{m_i} \) such that

\[
\beta_i^T L_i = 0, \quad \beta_i^T 1_{m_i} = 1
\]

(33)

for each \( i = 1, 2, \ldots, \mu \). Construct the total error function \( V(E) = \frac{\mu}{2} \beta^T E \beta \) with

\[
\beta = [\beta_1^T, \varepsilon \beta_2^T, \varepsilon^2 \beta_3^T, \ldots, \varepsilon^{\mu-1} \beta_\mu^T]^T.
\]

(34)

Then \( \beta^T 1_m = 1 + \varepsilon + \varepsilon^2 + \cdots + \varepsilon^{\mu-1} \). A straightforward computation shows that

\[
\dot{V}(E) = -k \beta^T \Lambda(E) E \beta - k \beta^T \alpha_i E \beta_{ij} E_{ij} \beta_l
\]

\[
\leq k \sum_{i=2}^{\mu} \sum_{j=1}^{i-1} \varepsilon^{i+j-2} \beta_i A_{ij} \beta_j (E + \gamma(E)),
\]

(35)

where \( \gamma(E) = k \beta^T \Lambda(E) E \beta \) contains all the higher-order terms with respect to \( E \). Denote by \( \tilde{G}_i \) the subgraph composed of the first \( i \) strongly connected components of \( G \). Let \( m_i = m_1 + m_2 + \cdots + m_i \) and

\[
\tilde{E}_i = \begin{bmatrix} E_{11} & \cdots & E_{1i} \\ \vdots & \ddots & \vdots \\ E_{i1} & \cdots & E_{ii} \end{bmatrix}, \quad \tilde{\alpha}_i(E) = \begin{bmatrix} \alpha_1(E) \\ \vdots \\ \alpha_i(E) \end{bmatrix}.
\]

(36)

By the non-negativity of \( A_{ij} \) and \( \beta_i \), there exists a constant \( d_1 > 0 \) such that

\[
\beta_i^T A_{ij} E_{ij} \beta_l \leq d_1 1_m^T \beta_l 1_m \leq d_1 1_{m_{ij} + 1} \beta_l \tilde{E}_j \tilde{E}_{ij} 1_{m_{ij} + 1},
\]

(37)

where \( j \land l = \max\{j, l\} \). Moreover, by (16) in Lemma 3.2 and the positivity of \( \beta_i \)'s, it is easily seen that there exist positive constants \( d_2 \) and \( d_3 \) both independent of \( \varepsilon \) such that

\[
(1 + \varepsilon + \cdots + \varepsilon^{\mu-1})(\beta_i^T \alpha_1 + \varepsilon \beta_2^T \alpha_2 + \cdots + \varepsilon^{\mu-1} \beta_\mu^T \alpha_\mu)
\]

\[
\geq \beta_i^T \alpha_1 + \varepsilon(\beta_i^T \alpha_1 + \beta_2^T \alpha_2) + \cdots + \varepsilon^{\mu-1}(\beta_i^T \alpha_1 + \cdots + \beta_\mu^T \alpha_\mu)
\]

\[
\geq d_2 \sum_{s=1}^{\mu} \varepsilon^{s-1} 1_{m_s} \tilde{E}_s 1_{m_s},
\]

\[
\geq d_3 \sum_{s=1}^{\mu} \varepsilon^{s-1} 1_{m_s} \tilde{E}_s 1_{m_s} + \gamma(E).
\]

(38)

Applying (37) and (38) to (35) yields

\[
\dot{V}(E) \leq -kd_1 \sum_{i=2}^{\mu} \sum_{j=1}^{i-1} \varepsilon^{i+j-2} 1_{m_{ij} + 1} \tilde{E}_j \tilde{E}_{ij} 1_{m_{ij} + 1}
\]

\[
- \sum_{s=1}^{\mu} \varepsilon^{s-1} 1_{m_s} \tilde{E}_s 1_{m_s} + \gamma(E).
\]

(39)

From (39), we see that

\[
i + l - 2 \geq i - 1 \geq j, \quad i + l - 2 \geq l.
\]

(40)

It follows from (40) that \( i + l - 2 \geq j \lor l \). So, by (39), we have

\[
\dot{V}(E) \leq -kd_3 \sum_{s=1}^{\mu} \varepsilon^{s-1} 1_{m_s} \tilde{E}_s 1_{m_s} + \gamma(E)
\]

\[
\leq -kd_3 \sum_{s=1}^{\mu} \varepsilon^{s-1} 1_{m_s} E 1_m + \gamma(E)
\]

(41)

for sufficiently small \( \varepsilon > 0 \). So there exist a constant \( c > 0 \) and a neighborhood \( U \) of the origin \( E = 0 \) such that \( \dot{V}(E) \leq -c \dot{V}(E) \), which implies that \( V(E) \) converges to zero exponentially.

\[\square\]

Combining Lemma 2.2 and Theorem 3.2 yields the following result:

**Theorem 3.3** Assume that the digraph \( G \) of the high-dimensional Kuramoto model (6) has a directed spanning tree and there exists \( v \in \mathbb{R}^n \) such that \( v^T r_i(0) > 0 \) for every \( i = 1, 2, \ldots, m \). Then the exponential synchronization of (6) is achieved.

Assume that the high-dimensional Kuramoto model with identical oscillators has the general form as follows

\[
\dot{r}_i = \Omega r_i + k \sum_{j=1}^{m} a_{ij}(r_j - (r_i^T r_j) r_i), \quad i = 1, 2, \ldots, m,
\]

(42)
From Fig. 1, the Laplacian matrices of G₁, G₂ and G₃ are

\[
L_1 = \begin{bmatrix}
0 & 0 & 0 & -1 \\
-2 & 0 & 0 & -1 \\
0 & -1 & 4 & 0 \\
0 & 0 & -2 & 0
\end{bmatrix},
L_2 = \begin{bmatrix}
1 & 0 & -1 \\
-2 & 2 & 0 \\
0 & -1 & 1 \\
0 & 2 & 0
\end{bmatrix},
L_3 = \begin{bmatrix}
5 & 0 & 0 & -5 \\
-2 & 2 & 0 & 0 \\
0 & -4 & 4 & 0 \\
0 & 0 & -3 & 3
\end{bmatrix},
\]

respectively. A straightforward computation shows that

\[
\beta_1^T = [0.1111, 0.0556, 0.1667, 0.3333, 0.3333],
\]

where Ω is a skew-symmetric matrix. Then, by [24], a system transformation can be adopted to transform system (42) to the form of (6). Therefore, the conclusion of Theorem 3.3 still holds for system (42).

4 Simulations

In this section, we give some simulations to show the exponential synchronization. Consider the high-dimensional Kuramoto model (6) with \( n = 3 \) and \( m = 12 \). The digraph is shown in Fig. 1, which has 3 strongly connected components. From Fig. 1, we obtain the adjacency matrix as follows:

\[
A = (a_{ij}) = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 2 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0
\end{bmatrix}. \tag{43}
\]

Then, the dynamics with each \( r_i \) limited on the unit sphere is

\[
\dot{r}_i = k \sum_{j=1}^{12} a_{ij} (r_j - (r_i^T r_j) r_i), \quad i = 1, 2, \ldots, 12. \tag{44}
\]

From Fig. 1, the Laplacian matrices of \( G_1, G_2 \) and \( G_3 \) are

\[
L_4 = \begin{bmatrix}
0 & 0 & 0 & -1 \\
-2 & 3 & 0 & -1 \\
0 & -1 & 4 & 0 \\
0 & 0 & -2 & 0
\end{bmatrix}, L_5 = \begin{bmatrix}
1 & 0 & 1 \\
-2 & 2 & 0 \\
0 & -1 & 1 \\
0 & 2 & 0
\end{bmatrix}, L_6 = \begin{bmatrix}
5 & 0 & 0 & -5 \\
-2 & 2 & 0 & 0 \\
0 & -4 & 4 & 0 \\
0 & 0 & -3 & 3
\end{bmatrix},
\]

respectively. A straightforward computation shows that

\[
\beta_2^T = [0.4, 0.2, 0.4], \quad \beta_3^T = [0.1558, 0.3896, 0.1948, 0.2597].
\]

Construct the total error function \( V(E) = \frac{1}{2} \beta^T E \beta \) with

\[
\beta = [\beta_1^T, \beta_2^T, \beta_3^T]^T. \tag{45}
\]

Fig. 2 shows that the time response curves of agents’ are synchronized. Fig. 3 shows that all the trajectories of oscillators converge to the same point on the unit sphere.

Consider the high-dimensional Kuramoto model with the form as follows:

\[
\dot{r}_i = \Omega r_i + k \sum_{j=1}^{12} a_{ij} (r_j - (r_i^T r_j) r_i), \quad i = 1, 2, \ldots, 12. \tag{46}
\]

where

\[
\Omega = \begin{bmatrix}
0 & 1 & -2 \\
-1 & 0 & -1 \\
2 & 1 & 0
\end{bmatrix}.
\]

Fig. 4 shows that the dynamical synchronization is achieved. Fig. 5 shows that the trajectories converge to a periodic orbit. Finally, we display the total error function \( V \). In Fig. 6, it is shown that the total error function tends to zero exponentially as \( t \to \infty \).

5 Conclusions

The exponential synchronization has been proved for the high-dimensional Kuramoto model with identical oscillators under the digraphs admitting spanning trees. The error dynamics is described by a matrix Riccati differential equation and a total error function is constructed for the analysis of the exponential synchronization. In our future work, the exponential synchronization will be investigated for some generalized high-dimensional Kuramoto model. For the high-dimensional
Kuramoto model with non-identical oscillators, practical synchronization will be addressed. How to generalize the frequency synchronization into the high-dimensional spaces is also an interesting issue.
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