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The comparative life testing for products from different production lines under joint censoring schemes has received some attention over the past few years. Mondal and Kundu recently used the balanced joint progressive type-II censoring scheme to discuss the comparative exponential and Weibull populations. This paper implements the balanced censoring scheme with a hybrid progressive type-I censoring scheme known as a balanced joint progressive hybrid type-I censoring scheme (BJPHCS). The life Lomax products’ model formulation from two different lines of production with BJPHCS is discussed. The model parameters are estimated under maximum likelihood estimation for point and the corresponding asymptotic confidence intervals. Under independent gamma priors, the Bayes estimators and associated credible intervals are obtained with the help of MCMC technique. The validity of the theoretical results developed in this paper for estimation problems is discussed through numerical example and Monte Carlo simulation study, which report the estimators’ quality. Finally, we give a brief comment describing the numerical results.

1. Introduction

The quality of any life product has required putting some product units under a life testing experiment, and the life data may be complete or censoring. The test cost and time determine a suitable method that is used to obtain the data. Type-I and type-II censoring schemes are presented as the oldest censoring schemes. The experiment is run to prefixed time in type-I censoring scheme, and the number of failed units is random. However, the experiment is run to prefixed number of failures in the Type-II censoring scheme with a random experiment time. In practice, if we need to remove units at any time of the experiment for engineering, clinical studies, or other purposes, then a progressive censoring scheme is applied to improve productivity while keeping a high level; see, for more details, [1–4]. The joint cases of type-I and type-II or progressive type-I and progressive type-II are called hybrid censoring schemes.

Suppose \( n \) independent units are randomly selected from the product to put under test and the priors, integer \( m \), ideal test time \( \tau \), and censoring scheme \( R = \{R_1, R_2, \ldots, R_m\} \) such as \( n = m + \sum_{i=1}^{m} R_i \) are determined. At each failure time \( T_i \), \( R_i \) survival units are removed from the test, where \( i = 1, 2, \ldots, m \). In progressive hybrid type-I censoring scheme, the experiment is terminated at min \( (\tau, T_m) \), but, in a progressive hybrid type-II censoring scheme, the experiment is terminated at max \( (\tau, T_m) \).

In particular, when the product comes from different production lines, a joint censoring scheme appears as a suitable censoring scheme, and the obtaining data are used to determine the relative merits of life products in competing duration. Therefore, suppose two lines of production \( A_1 \) and \( A_2 \) produced the same product under the same conditions. Suppose two independent samples \( k_1 \) and \( k_2 \) are selected from the lines \( A_1 \) and \( A_2 \), respectively, to be put simultaneously under life testing experiment. In the literature, joint censoring has been discussed in [5, 6]. The classical estimation is discussed in [7, 8]. Bayes estimation is presented by [9] and recently by [10–12].

For jointly progressive hybrid type-I censoring scheme, the total sample with size \( (k_1 + k_2) \) which is collected from the
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Suppose the product comes from different two lines $A_1$ and $A_2$ of production under the same conditions. And, let the sample of size $(k_1 + k_2)$ be randomly selected with $k_1$ drawn from the line $A_1$ and $k_2$ drawn from the line $A_2$. Prior to the beginning of the experiment, the experimenter determines the number $m$ of failure units, the ideal test time $\tau$, and the nonnegative censoring scheme $R = [R_1, R_2, \ldots, R_m]$ to satisfy $m + \sum_{i=1}^{m} R_i < \min(k_1, k_2)$. When the experiment is beginning, the time to failure and its type are recorded, which means from line $A_1$ or line $A_2$. If the first failure $T_1$ is recorded from the line $A_1$, then $R_1$ and $(R_1 + 1)$ survival units are removed from the sample $k_1$ and $k_2$, respectively. Also, if the second failure $T_2$ is observed from the line $A_1$, then $T_{m}$ and $R_m$ survival units are removed from the sample $k_1$ and $k_2$, respectively. If $T_{m} = \tau$, the results are similar to balanced joint progressive type-II censoring [13], but, if $T_{m} > \tau$, the experiment is removed at $\tau$, where $T_j < \tau < T_{j+1}$. If the $j$th failure is from the line $A_1$, then the remaining $(k_1 - J - \sum_{i=1}^{j-1} R_i)$ and $(k_2 - (J - 1) - \sum_{i=1}^{j-1} R_i)$ survival units drawn from the test. And, if the $j$th failure is from the line $A_2$, then the remaining $(k_1 - (J - 1) - \sum_{i=1}^{j-1} R_i)$ and $(k_2 - J - \sum_{i=1}^{j-1} R_i)$ survival units drawn from the test. Then, the observed BJPHCS sample is given by $\mathbf{t} = \{(t_1, w_1), (t_2, w_2), \ldots, (t_m, w_m)\}$. Figure 1 shows the plane of BJPHCS. Suppose $k_1$ units have the identical independent distributed (i.i.d.) random lifetimes $X_1, X_2, \ldots, X_{k_1}$ and $k_2$ units have the i.i.d. random lifetimes $Y_1, Y_2, \ldots, Y_{k_2}$. The two samples are distributed with distribution with probability density functions (PDFs), and the cumulative distribution functions (CDFs) are given by $f_{X_i}(\cdot)$ and $F_{Y_i}(\cdot)$, $i = 1, 2$. Then, the ordered sample $\{T_1, T_2, \ldots, T_m\}$, $1 \leq j \leq m$, is formulated from the joint sample $\{X_1, X_2, \ldots, X_{k_1}, Y_1, Y_2, \ldots, Y_{k_2}\}$, where $\mathbf{J} = J_1 + J_2$ and $J_i$ is the number of units fails from the line $A_i$ and $J_2$ is the number of units fails from the line $A_2$. The observed BJPHCS censoring sample $\mathbf{t} = \{(t_1, w_1), (t_2, w_2), \ldots, (t_m, w_m)\}$ in which $w_i$ is 1 or 0 values and depends on line $A_1$ or $A_2$, respectively, and $J_1 = \sum_{i=1}^{J_1} w_i$ and $J_2 = \sum_{i=1}^{J_2} (1 - w_i)$.

Hence, under observed sample $\mathbf{t} = \{(t_1, w_1), (t_2, w_2), \ldots, (t_m, w_m)\}$, the likelihood function is given by

2. The Model

This paper is constructed with the following sections. The concepts and model of the formulation are built in Section 2. The model parameters are estimated with maximum likelihood estimation in Section 3. The Bayes estimation and the corresponding credible intervals are derived in Section 4. Numerical discussion in the form of illustrative example and Monte Carlo simulation studies are reported in Section 5. Some comments are built to discuss the numerical results in Section 6.
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\[ f_{1,2,\ldots,J}(t|\Phi) \propto \left( \prod_{i=1}^{J} [h_1(t_i)]^{n_1} [h_2(t_i)]^{n_2} [S_1(t_i)S_2(t_i)]^{R_{ij} + 1} \right) \times (S_1(\tau^*)^{-J - \sum_{i=1}^{J} R_i} S_2(\tau^*)^{-J - \sum_{i=1}^{J} R_i}) , \]  

where \( \tau^* = \min(t, T_m) \), \( \Phi \) is the parameters vector, and \( S_i(.) \) and \( h_j(.) \), \( j = 1, 2 \), are denoted as reliability and hazard rate functions, respectively. Different lines \( A_1 \) and \( A_2 \) of production with units have PDFs, and CDFs follow Lomax lifetime distribution defined with PDFs and given by

\[
f_i(t) = \frac{\alpha_i}{\beta_i} \left(1 + \frac{t}{\beta_i}\right)^{-(\alpha_i+1)} , \quad t > 0, \quad \alpha_i, \beta_i > 0, \quad j = 1, 2, \tag{2}
\]

and CDFs are given by

\[
F_i(t) = 1 - \left(1 + \frac{t}{\beta_i}\right)^{-\alpha_i}. \tag{3}
\]

The reliability and hazard rate functions of Lomax lifetime distributions is also given by

\[
L(\alpha_1, \alpha_2, \beta_1, \beta_2 | \Phi) \propto \alpha_1^{\alpha_1} \alpha_2^{\alpha_2} \left( \prod_{i=1}^{J} \left( \beta_1 + t_i \right)^{-u_1} \left( \beta_2 + t_i \right)^{-u_2} \left(1 + \frac{t_i}{\beta_1}\right)^{-n_1(R_i+1)} \left(1 + \frac{t_i}{\beta_2}\right)^{-n_2(R_i+1)} \right) \left(1 + \frac{\tau^*}{\beta_1}\right)^{-n_i K_i} \left(1 + \frac{\tau^*}{\beta_2}\right)^{-n_i K_i}, \tag{6}
\]

where

\[
K_i = \kappa_i - J - \sum_{i=1}^{J} R_i , \quad i = 1, 2. \tag{7}
\]

The joint likelihood function is defined by (6) after the natural logarithms are reduced to

Figure 1: Schematic diagram of BJPHCS.
\[ \ell(\alpha_1, \alpha_2, \beta_1, \beta_2 | \mathbf{t}) = J_1 \log \alpha_1 + J_2 \log \alpha_2 - \sum_{i=1}^{I} w_i \log (\beta_1 + t_i) - \sum_{i=1}^{I} (1 - w_i) \times \log (\beta_2 + t_i) - \sum_{i=1}^{I} (R_i + 1) \left( \alpha_1 \log \left( 1 + \frac{t_i}{\beta_1} \right) + \alpha_2 \log \left( 1 + \frac{t_i}{\beta_2} \right) \right) - \alpha_1 K_1 \log \left( 1 + \frac{\tau^*}{\beta_1} \right) - \alpha_2 K_2 \log \left( 1 + \frac{\tau^*}{\beta_2} \right). \]  

(8)

The likelihood equations can be obtained from logarithm (8) by taking the first partial derivative with respect to model parameters, and hence, the point and interval estimate can be formulated as follows.

3.1. MLEs. Let \( \Phi = \{\alpha_1, \alpha_2, \beta_1, \beta_2\} \) be the model parameters vector; then, the zero values of derivative of log-likelihood function are described by,

\[ \frac{\partial \ell(\alpha_1, \alpha_2, \beta_1, \beta_2 | \mathbf{t})}{\partial \alpha_j} = 0, \quad j = 1, 2, \]  

(9)

and described by,

\[ \alpha_1 = \frac{J_1}{\sum_{i=1}^{I} (R_i + 1) \log (1 + (t_i/\beta_1)) + K_1 \log (1 + (\tau^*/\beta_1))}, \]  

(10)

\[ \alpha_2 = \frac{J_2}{\sum_{i=1}^{I} (R_i + 1) \log (1 + (t_i/\beta_2)) + K_2 \log (1 + (\tau^*/\beta_2))}. \]  

(11)

\[ -\sum_{i=1}^{I} \frac{w_i}{\beta_1 + t_i} + \frac{(J_1/\beta_1) \left( \sum_{i=1}^{I} ((R_i + 1) t_i/\beta_1 + t_i) + K_1 \tau^*/(\beta_1 + \tau) \right)}{\sum_{i=1}^{I} (R_i + 1) \log (1 + (t_i/\beta_1)) + K_1 \log (1 + (\tau^*/\beta_1))} = 0, \]  

(15)

\[ -\sum_{i=1}^{I} \frac{(1 - w_i)}{\beta_2 + t_i} + \frac{(J_2/\beta_2) \left( \sum_{i=1}^{I} ((R_i + 1) t_i/\beta_2 + t_i) + K_2 \tau^*/(\beta_2 + \tau) \right)}{\sum_{i=1}^{I} (R_i + 1) \log (1 + (t_i/\beta_2)) + K_2 \log (1 + (\tau^*/\beta_2))} = 0, \]  

(16)

The nonlinear equations (15) and (16) are simply solved with Newton–Raphson iteration to obtain \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \). Then, the estimates \( \hat{\alpha}_1 \) and \( \hat{\alpha}_2 \) are obtained from (10) and (11).

Remark 1. For each of the parameters, \( \alpha_i \) and \( \beta_i \), \( i = 1, 2 \), do not exist for the case \( J_1 = 0 \) as well as \( J_2 = 0 \). Also, if \( J_1 = 1 \) as well as \( J_2 = 1 \), the parameters \( \alpha_i \) and \( \beta_i \) are not estimable. Hence, the MLEs in (10), (11), (15), and (16) are only conditional MLEs, conditioned on \( 1 < J_1 \) and \( 1 < J_2 \). Hence, the properties of the MLEs are discussed only as conditional on \( 1 < J_1 \) and \( 1 < J_2 \) [20]. Also, the exact distributions for estimators \( \hat{\Phi} = \{\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2\} \) are difficult to obtain [21].

3.2. Approximate Confidence Interval. Fisher information matrix is defined as the minus expectation of the second derivative of log-likelihood function with respect to the model parameters’ vectors \( \Sigma = -E(\partial^2 \ell(\alpha_1, \alpha_2, \beta_1, \beta_2 | \mathbf{t})/\partial \Phi \partial \Phi \), \( i, j = 1, 2, 3, 4 \). For the cases of a large sample, we can use the approximate information matrix, which is obtained under maximum likelihood estimates and denoted by \( \Sigma_0(\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2) \) which is applied as an alternative of Fisher information matrix. The approximate confidence intervals for model parameters \( \Phi = \{\alpha_1, \alpha_2, \beta_1, \beta_2\} \) are dependent on the asymptotic normality distribution of estimates \( \hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2 \) and variance covariance matrix \( \Sigma_0^{-1}(\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2) \); then, we can say that \( \Phi = (\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2) \) is distributed as normal distribution as follows:

\[ \Phi \sim N((\alpha_1, \alpha_2, \beta_1, \beta_2), \Sigma_0^{-1}(\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2)), \]  

(17)

and \( \Sigma_0^{-1}(\hat{\alpha}_1, \hat{\alpha}_2, \hat{\beta}_1, \hat{\beta}_2) \) is given by
\[ \Sigma_0^{-1}(\tilde{\alpha}, \tilde{\beta}, \tilde{\alpha}, \tilde{\beta}) = \begin{bmatrix} \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha^2} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha \partial \beta} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha \partial \beta} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta^2} \\ \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha \partial \alpha} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha^2} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha \partial \beta} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta^2} \\ \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta \partial \alpha} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta \partial \beta} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta^2} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta^2} \\ \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \alpha \partial \beta} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta \partial \beta} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta^2} & \frac{\partial^2 \ell(\alpha, \alpha, \beta, \beta)}{\partial \beta^2} \end{bmatrix}, \quad (18) \]

where the values \( e_{11}, e_{22}, e_{33}, \) and \( e_{44} \) are the diagonal of matrix \( \Sigma_0^{-1} \) with standard normal value \( z_{\gamma/2} \) with right-tail probability \( (\gamma/2) \). The second derivative of log-likelihood function with respect to the model parameters vector \( \Phi = \{\alpha, \alpha, \beta, \beta\} \) are given by

\[
\begin{align*}
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha^2} &= -\frac{f_i}{\alpha^2}, \quad i = 1, 2, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \beta^2} &= -\frac{\sum_{i=1}^{r} \left(1 - w_i\right)}{\beta^2} - \frac{\sum_{i=1}^{r} \left(R_i + 1\right) t_i}{\beta^2}, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha \partial \beta} &= \frac{\sum_{i=1}^{r} t_i \beta_i}{\beta^2}, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha \partial \beta} &= \frac{\sum_{i=1}^{r} w_i}{\alpha \beta}, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha \partial \beta} &= \frac{\sum_{i=1}^{r} \left(R_i + 1\right) t_i}{\alpha \beta}, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha \partial \beta} &= \frac{\sum_{i=1}^{r} t_i \alpha_i}{\alpha \beta}, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha \partial \beta} &= \frac{\sum_{i=1}^{r} \left(R_i + 1\right) t_i}{\alpha \beta}, \\
\frac{\partial^2 \ell\left(\alpha, \alpha, \beta, \beta\right)}{\partial \alpha \partial \beta} &= 0.
\end{align*}
\]

4. Bayes Estimation

The Bayesian approach for parameters’ estimation depends on the prior information available about the parameters and the data presented. Gamma distribution characterized by different shapes depends on its parameters; this property has marked it to be a more suitable distribution in other cases. So, we consider the independent gamma prior for distribution of model parameters as follows:
\[ \Pi^* (\Phi_l) = \frac{b_i^n}{\Gamma(a_i)} \Phi_i^{a_i-1} \exp(-b_i\Phi_i), \quad l = 1, 2, 3, 4, \]  
(21)

where \( \Phi \) presents the parameters' vector. The joint prior density is given by

\[ \Pi^* (\Phi) = \prod_{l=1}^{4} \Pi^* (\Phi_l). \]  
(22)

Also, after obtaining the data in the form of balanced joint progressive hybrid type-I censoring data which formed by likelihood function, then, we construct all information about the parameters by posterior probability density defined by

\[ \Pi(\Phi | \mathcal{I}) = Q \Pi^* (\Phi) L(\Phi | \mathcal{I}), \]  
(23)

\[ \Pi(\alpha_1, \alpha_2, \beta_1, \beta_2 | \mathcal{I}) \propto \exp \left\{ -b_1 a_1 - b_2 a_2 - b_3 \beta_1 - b_4 \beta_2 - \sum_{i=1}^{l} w_i \log (\beta_i + t_i) - \sum_{i=1}^{l} (1 - w_i) \sum_{i=1}^{j} (R_i + 1) \left( a_1 \log \left( 1 + \frac{t_i}{\beta_1} \right) + a_2 \log \left( 1 + \frac{t_i}{\beta_2} \right) \right) - a_1 K_1 \right\} \]  
(25)

\[ \Pi(\alpha_1, \alpha_2, \beta_1, \beta_2 | \mathcal{I}) \propto \exp \left\{ -b_3 \beta_2 - \sum_{i=1}^{l} w_i \log (\beta_i + t_i) - \sum_{i=1}^{l} (R_i + 1) a_1 \times \log \left( 1 + \frac{t_i}{\beta_1} \right) - a_1 K_1 \log \left( 1 + \frac{\tau^*}{\beta_1} \right) \right\}, \]  
(26)

\[ \Pi(\alpha_1, \alpha_2, \beta_1, \beta_2 | \mathcal{I}) \propto \exp \left\{ -b_1 a_1 - b_2 a_2 - b_3 \beta_1 - b_4 \beta_2 - \sum_{i=1}^{l} w_i \log (\beta_i + t_i) - \sum_{i=1}^{l} (1 - w_i) \sum_{i=1}^{j} (R_i + 1) a_1 \times \log \left( 1 + \frac{t_i}{\beta_1} \right) - a_1 K_1 \log \left( 1 + \frac{\tau^*}{\beta_1} \right) \right\}, \]  
(27)

\[ \Pi(\beta_1, \beta_2 | \mathcal{I}) \propto \beta_1^{a_1-1} \beta_2^{a_2-1} \]  
(28)

The full conditional distributions of the parameters are given by

\[ \Pi(\alpha_1 | \alpha_2, \beta_1, \beta_2, \mathcal{I}) \propto \alpha_1^{a_1+n_1-1} \exp \left\{ -a_1 \left( b_1 + \sum_{i=1}^{l} (R_i + 1) \log \left( 1 + \frac{t_i}{\beta_1} \right) + K_1 \log \left( 1 + \frac{\tau^*}{\beta_1} \right) \right) \right\}, \]  
(29)

\[ \Pi(\beta_1 | \alpha_1, \alpha_2, \beta_2, \mathcal{I}) \propto \beta_1^{a_1-1} \]  
(30)

\[ \Pi(\beta_2 | \alpha_1, \alpha_2, \beta_1, \mathcal{I}) \propto \beta_2^{a_2-1} \]  
(31)

Then, the posterior distribution is reduced to two conditional gamma functions and two distributions more similar to normal distribution. Then, the posterior distribution (25) and conditional posterior distributions (26) to

\[ \widetilde{\Phi}_B = Q \int_{\Phi} \zeta(\Phi) \Pi^* (\Phi) L(\Phi | \mathcal{I}) d\Phi. \]  
(24)

Hence, the Bayes estimators have two integrable, which need approximation methods such as numerical integration or Lindley approximation. The more general case is applied in different Bayesian computation areas called as Markov chain Monto Carlo (MCMC) method.

**MCMC approach:** to adopt the Bayesian approach under the MCMC method, we obtain the conditional distributions of the posterior distribution, which is given by

\[ \Pi^* (\Phi_l) = \frac{b_i^n}{\Gamma(a_i)} \Phi_i^{a_i-1} \exp(-b_i\Phi_i), \quad l = 1, 2, 3, 4, \]  
(21)
Table 1: The generated balanced joint progressive type-I data.

|          | 0.03075 | 0.21431 | 0.23253 | 0.32229 | 0.39942 | 0.51726 | 0.80195 | 0.81130 |
|----------|---------|---------|---------|---------|---------|---------|---------|---------|
|          | 1       | 0       | 0       | 1       | 0       | 0       | 0       | 1       |
|          | 0.83083 | 0.86332 | 1.29308 | 1.30155 | 1.46959 | 1.48689 | 1.66629 | 2.03257 |
|          | 1       | 1       | 0       | 1       | 0       | 0       | 1       | 0       |
|          | 2.16232 | 2.73166 | 2.75379 | 2.91897 | 4.33301 | 7.74818 | —       | —       |
|          | 1       | 1       | 0       | 0       | 1       | 1       | —       | —       |

Table 2: Point and 95% confidence and credible intervals (ACIs and CIs) of MLEs Bayes estimates.

| Pa.s     | (.) ML | (.) BMCMC | 95% ACIs | Length | 95% CIs | Length |
|----------|--------|-----------|----------|--------|---------|--------|
| a_1 = 1.2 | 0.7215 | 0.8097 | (0, 1.9320) | 1.9320 | (0.3969, 1.4132) | 1.0162 |
| b_1 = 2.2 | 2.8368 | 2.8453 | (0, 3.9947) | 3.9947 | (1.4185, 4.8630) | 3.4445 |
| a_2 = 1.5 | 0.4443 | 0.6086 | (0, 9.5860) | 9.5860 | (0.5572, 1.7875) | 1.2303 |
| b_2 = 2.5 | 1.2865 | 3.2739 | (0, 3.7570) | 3.7570 | (1.8051, 5.2599) | 3.4548 |

(29) have shown that MCMC methods are more suitable with more general Metropolis–Hastings (MH) under Gibbs algorithms, see [22] described as follows.

4.1. MH under Gibbs algorithm

Step 1: for given initial vectors \( \Phi^{(0)} = (\bar{a}_1, \bar{b}_1, \bar{a}_2, \bar{b}_2) \), put \( I = 1 \)

Step 2: generate two values \( a_1^{(I)} \) and \( a_2^{(I)} \) from conditional gamma distribution given by (26) and (27), respectively

Step 3: with proposal normal distributions, generate two values \( b_1^{(I)} \) and \( b_2^{(I)} \) from the conditional distributions (28) and (29)

Step 4: construct the iteration vector \( \Phi^{(I)} = (a_1^{(I)}, a_2^{(I)}, b_1^{(I)}, b_2^{(I)}) \)

Step 5: change \( I \) to be \( I + 1 \)

Step 6: steps (2) to (5) are followed to get iteration procedure to \( M \) times

Step 7: to reach the stationary state, we need iteration number \( M^* \) which is known by “burn-in;” then, the Bayes estimators is given by

\[
\bar{\zeta}(\Phi)_B = E_{\Pi(\cdot | \Phi)} \left( \zeta(\Phi) \mid \Phi \right) = \frac{1}{M - M^*} \sum_{i=M^*+1}^{M} \zeta^{(i)}(\Phi^{(i)}),
\]

as well as the corresponding posterior variance of \( \zeta(\Phi) \)
also, which is given by

\[
V \left( \zeta(\Phi) \mid \Phi \right) = \frac{1}{M - M^*} \sum_{i=M^*+1}^{M} \left( \zeta^{(i)}(\Phi^{(i)}) - \bar{\zeta}(\Phi)_B\right)^2,
\]

where \( \zeta(\Phi) \) is a function of the parameters vector may be any one of them.

5. Numerical Computations

5.1. Example. Discuss and illustrate the proposed methods in this paper, firstly, about the relation between choosing the prior information that related with true parameters’ values. The true parameters are chosen to satisfy that \( E(\Phi_i) = (a_i/b_i) \), see [23]. Also, the parameters are randomly generated from the known prior information; then, we can choose a set of parameters values generated from gamma distribution with parameters \((a, b) = (2, 2), (4, 2), (3, 2), (5, 2)\) to be \( \Phi = [1.2, 2.2, 1.5, 2.5] \). For the random selection, the two samples of size \( k_1, k_2 \) = (40, 40) and prior integers \( m = 25 \), censoring scheme \( R = \{14, 0, 1\} \), and the ideal test time \( \tau = 10 \). Hence, the randomly generated BJPHC data concerning to the algorithms are given by [24]. The generated data \((t_i, w_i)\) under the last consideration is summarized in Table 1. For the data given in Table 1, the point MLE and corresponding confidence interval are summarized in Table 2. For the Bayesian approach, we run the chain 11,000 with the first 1000 value as burn-in the point, and the interval estimate is summarized in Table 2. Markov chain is built with desired properties and determines how many steps are needed to converge to the stationary distribution. The standard empirical method to assess convergence is also discussed with the plot of the first 11,000 steps for the Gibbs sampler shown in Figures 2 to 5. Then, the figures show the quality of the MCMC method in the Bayes method.

5.2. Simulation Studies. This section has examined the best choice of sample size, censoring scheme, and ideal test time. This discussion is reported for the classical ML and Bayes estimators of Lomax lifetime distribution under a balanced joint progressive hybrid type-I censoring scheme. Hence, the developed theoretical results are compared and assessed
Figure 2: The simulation number and the corresponding histogram of $\alpha_1$ generated by the MCMC method.

Figure 3: The simulation number and the corresponding histogram of $\alpha_2$ generated by the MCMC method.

Figure 4: The simulation number and the corresponding histogram of $\beta_1$ generated by the MCMC method.
Figure 5: The simulation number and the corresponding histogram of $\beta_2$ generated by the MCMC method.

Table 3: MEs and $\sqrt{SV}$s of Lomax distributions with $\Phi = (3.0, 1.0, 2.0, 1.5)$.

| $\tau$ | $(\alpha_1, \alpha_2)$ | $(m, (R))$ | Pa | ML | BMCMC prior | BMCMC prior |
|------|----------------|-------------|-----|-----|-------------|-------------|
|      |                |             | $\alpha_1$ | MSEs | AVs | MSEs | AVs | MSEs | AVs | MSEs |
| 1.5  | (25, (5, 0^{245})) | (25, (0^{10}, 5, 0^{105})) | (35, 30) | a1 | 3.832 | 1.254 | 3.710 | 1.114 | 3.654 | 0.984 |
| 1.5  | (25, (5, 0^{245})) | (30, (15, 0^{293})) | (45, 45) | a1 | 3.452 | 0.985 | 3.411 | 0.979 | 3.412 | 0.745 |
| 1.5  | (30, (14, 15, 0^{153})) |                  |            | a1 | 3.500 | 0.928 | 3.490 | 0.915 | 3.331 | 0.697 |
| 3.0  | (25, (0^{145})) | (25, (0^{105}, 5, 0^{105})) | (30, 35) | a1 | 3.515 | 0.889 | 3.475 | 0.852 | 3.300 | 0.601 |
| 3.0  | (30, (15, 0^{298})) |                  |            | a1 | 3.515 | 0.892 | 3.475 | 0.854 | 3.300 | 0.601 |
| 3.0  | (45, 45) | (30, (0^{14}, 15, 0^{153})) |            | a1 | 3.210 | 0.724 | 3.165 | 0.691 | 3.000 | 0.501 |
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with constructed Monte Carlo simulation studies. The point estimators are measured with mean estimate values (ME) and square root of simulated variance ($\sqrt{SV}$) which are given by

\[
\text{ME} = \Phi = \frac{1}{N} \sum_{i=1}^{N} \Phi^{(i)},
\]

\[
SV = \frac{1}{N} \sum_{i=1}^{N} (\Phi^{(i)} - \Phi)^2,
\]

(33)

where $N$ is the iteration number of simulation and $\Phi$ is the parameters' vector. In interval estimation, we adopted probability coverage (PC) and the mean interval length (MIL). In our simulation study, we considered only one set of the values of the parameters $\Phi = \{3.0, 1.0, 2.0, 1.5\}$. A simulation is done with two values of $\tau = \{1.5, 3.0\}$ and two choices of prior information and noninformative prior (prior 0), in which posterior distribution is proportional with likelihood function and informative prior (prior 1) the values of prior parameters given by $\{5.0, 1.0\}, \{3.0, 2.5\}, \{4.0, 2.0\}, \{3, 2\}$. The study is carried out under 1000 sets of balanced joint progressive type-I generated of Lomax lifetime. For each sample, the ML and Bayes estimate is reported, and the Bayesian approach is computed under SEL with 11,000 chains removed the first 1000 as burn-in.

### 6. Concluding Remarks

The commonly used problem in life products with different production lines is measuring the relative merits of the products competing for the duration. The main aim is to use censoring that can be applied to obtain the information in determining time. Recently, a joint censoring scheme and a specially balanced joint censoring scheme can be applied for this problem. BJPHC is proposed for obtaining information about lifetime Lomax products. In this paper, we consider the MLs of unknown model parameters and the corresponding approximate confidence intervals. Also, we consider Baye's estimation of the unknown parameters under consideration of the gamma priors on the unknown parameters. The Bayes estimates are computed with squared error loss functions. The Bayes estimators' explicit forms cannot be obtained, so the MCMC approach is impalement to get the

### Table 4: MILs and PCs of Lomax distributions with $\Phi = \{3.0, 1.0, 2.0, 1.5\}$.

| $\tau$ | $(x_1, \kappa_2)$ | $(m, (R))$ | $\alpha_1$ | $\alpha_2$ | $\beta_1$ | $\beta_2$ |
|--------|------------------|-------------|------------|------------|----------|----------|
|        |                  |             | MILs       | PC$^*$      | MILs      | PC$^*$    |
| 1.5    | (25,5, 0)        |             | 7.235 (0.77) | 3.386 (0.88) | 5.214 (0.89) | 4.512 (0.89) |
|        | (35,30)          |             | 3.170 (0.89) | 5.024 (0.90) | 4.100 (0.89) | 4.410 (0.90) |
| 3.0    | (25,5, 0)        |             | 6.450 (0.90) | 2.842 (0.90) | 4.754 (0.90) | 4.032 (0.90) |
|        | (30,35)          |             | 6.150 (0.90) | 2.511 (0.94) | 4.413 (0.91) | 4.032 (0.93) |
| 10     | (25,5, 0)        |             | 3.045 (0.90) | 4.920 (0.90) | 6.902 (0.90) | 4.312 (0.90) |
|        | (30,15, 0)       |             | 3.170 (0.89) | 3.165 (0.92) | 3.170 (0.89) | 3.165 (0.92) |
| 15     | (45,45)          |             | 4.211 (0.90) | 4.211 (0.90) | 4.211 (0.90) | 4.211 (0.90) |
|        | (1.5, 30,(14,15, 0)) | | 7.235 (0.77) | 3.386 (0.88) | 5.214 (0.89) | 4.512 (0.89) |
|        | (25,5, 0)        |             | 3.170 (0.89) | 5.024 (0.90) | 4.100 (0.89) | 4.410 (0.90) |
|        | (30,35)          |             | 6.450 (0.90) | 2.842 (0.90) | 4.754 (0.90) | 4.032 (0.90) |
| 30     | (25,5, 0)        |             | 6.150 (0.90) | 2.511 (0.94) | 4.413 (0.91) | 4.032 (0.93) |
|        | (30,15, 0)       |             | 3.045 (0.90) | 4.920 (0.90) | 6.902 (0.90) | 4.312 (0.90) |
| 45     | (45,45)          |             | 4.211 (0.90) | 4.211 (0.90) | 4.211 (0.90) | 4.211 (0.90) |
|        | (1.5, 30,(14,15, 0)) | | 7.235 (0.77) | 3.386 (0.88) | 5.214 (0.89) | 4.512 (0.89) |
|        | (25,5, 0)        |             | 3.170 (0.89) | 5.024 (0.90) | 4.100 (0.89) | 4.410 (0.90) |
|        | (30,35)          |             | 6.450 (0.90) | 2.842 (0.90) | 4.754 (0.90) | 4.032 (0.90) |
| 3.0    | (25,5, 0)        |             | 6.150 (0.90) | 2.511 (0.94) | 4.413 (0.91) | 4.032 (0.93) |
|        | (30,15, 0)       |             | 3.045 (0.90) | 4.920 (0.90) | 6.902 (0.90) | 4.312 (0.90) |
| 15     | (45,45)          |             | 4.211 (0.90) | 4.211 (0.90) | 4.211 (0.90) | 4.211 (0.90) |
|        | (1.5, 30,(14,15, 0)) | | 7.235 (0.77) | 3.386 (0.88) | 5.214 (0.89) | 4.512 (0.89) |
|        | (25,5, 0)        |             | 3.170 (0.89) | 5.024 (0.90) | 4.100 (0.89) | 4.410 (0.90) |
|        | (30,35)          |             | 6.450 (0.90) | 2.842 (0.90) | 4.754 (0.90) | 4.032 (0.90) |
parameter estimation. The results are compared by using Monte Carlo simulation between the performances of the MLEs and approximate Bayes estimates under the assumptions of noninformative and informative priors. The Bayes estimates under the MCMC technique have been required to generate from the posterior distribution. The simulated MCMC sample plot and the corresponding histograms match quite well with the theoretical posterior density functions. The results can be extended to different types of loss functions. The proposed model and the results can also be easily extended for several members of the exponential family. Finally, we should mention that the products in Tables 3 and 4 simulation study show that

(1) The life experiments under balanced jointly progressive type-I censoring scheme present a good source for obtaining the information about Lomax lifetime products
(2) The results improve for larger values of experiment total time £
(3) The Bayes estimation with informative prior distribution performs better than ML and noninformative prior method
(4) The results of MLE are closed to the Bayes estimates for noninformative prior
(5) For increase, the effective sample size m estimators perform better in the form of ©SVs, interval length, and coverage probability
(6) Censoring scheme with middle censoring performs better than other censoring schemes
(7) The method of MCMC for approximation Bayesian estimate serves well, especially in dimensional cases
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