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Abstract
Information extraction from unstructured texts plays a vital role in the field of natural language processing. Although there has been extensive research into each information extraction task (i.e., entity linking, coreference resolution, and relation extraction), data are not available for a continuous and coherent evaluation of all information extraction tasks in a comprehensive framework. Given that each task is performed and evaluated with a different dataset, analyzing the effect of the previous task on the next task with a single dataset throughout the information extraction process is impossible. This paper aims to propose a Korean information extraction initiative point and promote research in this field by presenting crowdsourcing data collected for four information extraction tasks from the same corpus and the training and evaluation results for each task of a state-of-the-art model. These machine learning data for Korean information extraction are the first of their kind, and there are plans to continuously increase the data volume. The test results will serve as an initiative result for each Korean information extraction task and are expected to serve as a comparison target for various studies on Korean information extraction using the data collected in this study.
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1. Introduction
The recent victory of IBM Watson (Ferrucci, 2012) over human competitors in a quiz show provides a new impetus to almost all fields of artificial intelligence, such as natural language processing (NLP), question answering, knowledge representation, extraction, and reasoning. Research on knowledge extraction is currently underway to extract structured knowledge from unstructured text in the form of Resource Description Framework (RDF) triples. Various large-scale knowledge bases such as DBpedia (Auer et al., 2007), YAGO (Suchanek et al., 2007), and Wikidata (Vrandečić and Krötzsch, 2014) are widely used in many NLP tasks. Knowledge extraction has two main phases for enriching the knowledge base: entity linking and relation extraction. In the entity linking step, entities that can be linked to a knowledge base are identified from natural language sentences. Then the relation extraction step follows, where relations between entities are classified and knowledge is extracted from natural language sentences in a structured data format. Entity linking and relation extraction are indispensable for knowledge extraction from natural language text. They are often accompanied by coreference resolution to maximize the efficiency and recall of knowledge extraction.

With recent advances made in deep learning technology, high-performance deep learning architectures such as convolutional neural networks (CNN) and long short-term memory (LSTM) have emerged and been used in all phases of knowledge extraction. A large amount of training data needs to be fed into these neural network architectures. Training data have been generated by experts, but this method is extremely cost-intensive and time-consuming. To overcome the drawbacks of expert-driven training data generation, crowdsourcing-based data collection has recently been increasingly applied. With the crowdsourcing method, a vast amount of data is gathered from an undefined large group of the general public and refined to be used as input data for training deep learning neural network models. In particular, Snow et al. (Snow et al., 2008) showed that, for many NLP tasks, crowdsourced data is as good as or better than that annotated by experts.

Many previous studies have used shared data or publicized their crowdsourcing data (Liu et al., 2016; Chamberlain et al., 2016; Demartini et al., 2012), but they have the drawback of lacking a corpus that enables a sequential training and evaluation process consisting of entity linking, coreference resolution, and relation extraction from the same document. Although those data were constructed in the same language (i.e., English), they performed tests and evaluations with data collected from different document in each step, such as entity linking from a twitter data and relation extraction from Wikipedia or the new york times corpus. This makes it difficult to analyze the overall knowledge extraction performance according to the error propagation from one step to the next.

In this paper, we describe a process of generating crowdsourcing data to execute the four tasks (entity mention detection, entity linking, co-reference resolution, and relation extraction) of knowledge extraction using the same corpus and presents the results of training with a state-of-the-art model based on the collected data. Our data can test the entity mention detection and linking, coreference resolution, and relation with the same document, then it can be conducted a full performance test from the knowledge extraction perspective. In addition, the effect of the error generated in the previous step on subsequent steps can be tested also. For example, in our experience, we found that errors in entity linking have an adverse effect on learning relation extraction model. Therefore, when creating crowdsourcing data, we decided that using a common source text rather
than using different source texts for each task would be helpful for the overall analysis of information extraction. These crowdsourcing data for Korean knowledge extraction are the first of their kind, and there are plans to continuously increase the volume of the data. Important considerations for crowdsourcing data collection are 1) whether proper quality control has been conducted; 2) more data have been collected at a lower cost compared to collection by an expert group; and 3) whether the collected data can be applied to a machine learning model. We sought to ensure quality management and cost reduction in every task by adopting the gated instruction (GI) protocol presented by Liu et al. (Liu et al., 2016) and setting up a machine—human collaboration process. We also created various tools to facilitate the tasks of crowd workers. Details are described in Section 3. Sections 4 and 5 present the process of applying Korean text data to a state-of-the-art model for each task using the collected data. The experimental results served as the initiative result for each Korean knowledge extraction task and are expected to serve as the comparison target for various studies on Korean knowledge extraction based on the proposed data. Our proposed data set and evaluation results will be a Korean knowledge extraction initiative point and promote research in this field.

2. Background and Related Work

2.1. Entity Linking

Entity linking is a task of linking a specific entity e to a mention m from a knowledge base, where the entity set E and a natural language text with the mention set M represent entities. For example, consider the sentence “Steve Jobs is Apple’s founder,” where “Steve Jobs”, “Apple” is given as the mention set M of this text. Then, the entity linking task is to correctly link m “Apple” to “Apple,(company)” instead of “Apple,(fruit).” This task is conducted in two sub-steps. First, the entity linking model detects entity candidates that may match the mentions to be linked in the knowledge base. Then, the entity to be linked is searched from the set of entity candidates through a comparison of the candidates’ linking scores. Recent models are related to word embedding, context word embedding, and entity embedding implemented with the output of the entity description (Gupta et al., 2017); modeling a mention set assuming latent relations among entities (Le and Titov, 2018); and a mixed model of jointly learning mention detection and entity linking (Kolitsas et al., 2018).

2.2. Coreference Resolution

Because a previously mentioned word (antecedent) is usually referred to in various other forms in a natural language (e.g., a pronoun, demonstrative determinant, or abbreviation), understanding the text is necessary to verify whether such expressions are referring to the co-referring entity. This process of grouping all expressions referring to the co-referring entity is termed coreference resolution. It plays an important role in knowledge extraction because entity linking alone is insufficient for catching all information. For example, consider knowledge extraction from the text “Gordon Moore majored in electrical engineering. He was born in the United States.” Without coreference resolution, only the triple “Field(Gordon_Moore, Electrical_Engineering)” can be extracted because entity linking cannot extract the triple “birthPlace(Gordon_Moore, United_States)” since it is not known which entity “he” is referring to.

Coreference resolution has recently been extensively explored in studies related to deep learning (Clark and Manning, 2016; Wiseman et al., 2016). In particular, Lee et al. (Lee et al., 2018) achieved an F1 score as high as 73% with English coreference resolution based on a deep learning model. The basic architecture of this model is composed of two parts. First, it searches the representations of all possible spans (candidate mentions) occurring in a document using Bi-LSTM and computes the mention score, which indicates the likelihood of a candidate mention being an actual mention. Then, it computes the antecedent score which indicates the anaphoric relation between two spans, and completes the coreference resolution task by combining the mention and antecedent scores. They addressed the problem of a coreference occurring with a word in between (regardless of singular or plural) by a higher-order span representation using an attention mechanism, and they employed a coarse-to-fine method to reduce the computation load.

2.3. Relation Extraction

Relation extraction refers to the task of extracting the relation between two entities in a sentence. For example, a relation extraction system will extract “Founder(Facebook, Mark Zuckerberg)” from the sentence “Mark Zuckerberg is the founder of Facebook.” Traditional approaches rely heavily on human intervention through handcrafted rules and hand-tagged training data of pre-specified relations. Distant supervision (DS) learning has been used for relation extraction in almost all studies since it was introduced by Mintz et al. (Mintz et al., 2009). DS approach automatically collects training data by pairing the knowledge and associated sentence. Many studies have used the DS approach to expand target relations and reduce the cost of constructing handcrafed training data. However, a statistical analysis of the DS data from Wikipedia-DBpedia collected in this study was found to contain 49% noise. For example, “Founder(Steve Jobs, Apple)” from the sentence “Steve Jobs argued with Wozniak, the co-founder of Apple.” Despite intensive research efforts to remove noise automatically (Han and Sun, 2016; Hoffmann et al., 2011; Jiang et al., 2016; Surdeanu et al., 2012; Zhou et al., 2016), this problem has yet to be solved. In particular, some groups (Angeli et al., 2014; Liu et al., 2016; Pershina et al., 2014; Zhang et al., 2012) have attempted to boost the performance of relation classifiers through crowdsourcing-based training data collection for relation extraction and using them along with training data for DS learning. Recent research on relation extraction has focused on the generative adversarial network (GAN) or reinforcement learning with more complicated architectures. Wu et al. (Wu et al., 2017) explored GAN-based relation extraction by using perturbed embedding and adding noise to the pretrained word embedding value. Recent approaches to re-
lation extraction based on reinforcement learning have also attracted much attention. Zeng et al. \cite{zeng2018} proposed a model for predicting the bag representation from a bag of sentences, which is a set of sentences containing two same target entities, where the relation extractor plays the role of an agent. To develop models for directly solving the noisy data problem of training data for DS learning, Feng et al. \cite{feng2018} and Qin et al. \cite{qin2018} proposed architectures consisting of a sentence selector to remove noisy-labeled sentences from the training text and a relation extractor. Through reinforcement learning, the sentence selector acts as an agent and is trained to maximize the reward output from the relation extractor. This improves the performance of the relation extractor because noisy sentences are filtered in training data.

### 2.4. Crowdsourcing

Research into crowdsourcing-based machine learning has gained traction \cite{inel2014,snow2008}. Machine learning models for NLP tasks using data generated by the general public with common sense–level knowledge have been shown to be equivalent or superior to models involving expert-generated data. This has encouraged many researchers to generate massive training data for various NLP tasks with the crowdsourcing approach and apply them to machine learning models.

Bontcheva et al. \cite{bontcheva2017} and Demartini et al. \cite{demartini2012} conducted crowdsourcing based research on entity linking. They collected web pages to extract entity mentions and presented the entity candidate set for each entity mention to the crowd workers with the request to select one from among the entity candidates. Bontcheva et al. \cite{bontcheva2017} proposed a method of providing the abstract (definition) of each entity candidate. In a study on crowdsourced coreferences, Chamberlain et al. \cite{chamberlain2016} conducted the annotation in two steps: presentation of a coreferent mention within a document (e.g., pronoun, demonstrative determiner, or abbreviation) and antecedent annotation by a crowd worker; and quality control by two crowd workers to indicate whether the correct antecedent was annotated.

Liu et al. \cite{liu2016} improved the relation extraction model’s classification performance by using data collected with the GI protocol, which is a crowdsourcing scheme that they designed. The GI protocol consists of three phases: in the tutorial, workers are trained with annotation practice and immediate feedback on the same UI, in weed-out, workers are tested with simple questions and disqualified if they fail to solve them; in annotation, workers are given batches of gold question set created by an expert, and further participation is granted only to those whose annotations show high agreement (≥80%) with the answers provided by the expert. Data generation by a worker trained according to the GI protocol without duplicate data allocations can significantly boost the classification performance of a relation extraction model compared with data generation by multiple workers through joint work and majority approval.

We set up a four-phase crowdsourcing scheme for knowledge extraction and applied the GI protocol to all phases.

The next section describes the schemes in detail.

### 3. Design

We target Wikipedia-style text. As source data, we extracted Wikipedia-style text. As source data, we extracted text from paragraph number 5 of the Wikipedia document number 3, paragraphs number 1 to 5 in the document number 3 were selected as source data for crowdsourcing to generate data for knowledge extraction at the paragraph and document levels, not simply at the sentence level.

Fig. 1 shows a conceptual diagram illustrating the data collection workflow implemented in this study. The output of each phase was used as the input of the next phase, which enabled a more coherent and complete knowledge extraction in comparison with separate data collection for each phase. In Phase I (entity mention detection annotation), the worker read the given text and selected candidate mentions for the entity. In Phase II (entity linking annotation), candidate mentions from Phase I that could be linked to the knowledge base were annotated. In Phase III (coreference annotation), the pronoun and demonstrative determiners in the given text and the antecedent of the new entity identified in entity mention detection were searched. In Phase IV (relation extraction annotation), clues to the relationship between two entities in the given text were examined. The GI protocol was employed for all tasks, and each worker started annotating after being trained in a tutorial and passing the sample test. The reliability (annotation accuracy) of the participating workers was assessed by having them answer the trap questions prepared by an expert every 7–10 hits. Quality management was ensured by eliminating the previous 7–10 hits of a worker with a cutoff score. A worker who repeatedly failed to pass the test with trap questions was disqualified. In each phase, automatic tools were introduced to provide hints that may reduce the difficulty level. These tools were described in detail in each phase.

#### 3.1. Entity Mention Detection

Entity mention detection is the task of searching for an entity mention in the given text. Fig. 2 shows the annotation interface layout for entity mention detection. The source text is displayed paragraph-wise in the upper left quarter. In the case of Wikipedia, the worker was provided with text tagged with the related Wikilink information (green-shaded words). This enabled the worker to intuitively understand which mention should be tagged additionally (blue-shaded words) while reading the text by checking the sample entities in real time. After selecting the entity mention, the
Figure 2: Annotation interface for entity mention detection; All examples of annotation interface are in Korean. However, all annotation interfaces can be applied directly to all other languages.

Figure 3: Annotation interface for entity linking

Figure 4: Annotation interface for coreference resolution

worker selected the entity category from among 16 categories (person, study field, theory, artifact, organization, location, civilization, event, year, time, quantity, job, animal, plant, material, and term) typically used for named entity recognition tasks. We paid 0.25$ per paragraph for this work, and each paragraph was assigned to two workers to minimize the odds of an entity mention being missed. Entity mention detection used trap questions to continuously assess the quality of work, while simultaneously assigning the same data to two different workers. The reason for assigning the work to two people is that even a skilled worker may not find all the entities perfectly. Second, even the same entity may tagged with different grade and types of entities depending on context and worker. Thus, the final data is created by merging the results of two people’s work.

3.2. Entity Linking

Entity linking is the task of linking the entity mentions in the given text to their respective entities in a knowledge base. Fig. 3 shows the annotation interface layout for entity linking. The text and green-shaped entity mentions were displayed in the uppermost part of the screen, and the worker selected one of the abstracts (or descriptions) of individual entity candidates provided underneath as potential options. The abstracts were provided to help the worker better understand the context and increase the chance of the right answer being selected. Each set of options had “Not in candidate” and “Not an entity” in addition to the abstracts of the individual entity candidates; the worker was to choose the former if he/she could not find any adequate abstract and the latter for an erroneously tagged entity. Entity candidates were provided as a result of an automatic search among the entities in a knowledge base. Besides the main reason for providing “Not in candidate” and “Not an entity” (i.e., to collect accurate data), these choices, particularly the former, were provided to establish a dataset for the entity discovery task to register a new entity in the knowledge base. We paid 0.15$ per paragraph for the work in this phase, and each paragraph was assigned to one worker.

3.3. Coreference Resolution

General-purpose coreference resolution is known to be a difficult NLP task. The highest known performance in English is 73% (Lee et al., 2018) and the performance is much lower in Korean at 58% (Park et al., 2018). Given this relatively low performance level of coreference resolution systems, the error propagation to the next phase of relation extraction is likely to be high. Furthermore, the current representative data generation/annotation guidelines for general-purpose coreference resolution are complicated and have many rules to follow (Park et al., 2014; Pradhan et al., 2012). Even setting the boundary of a mention is governed by complicated rules, as well as judging whether two mentions are co-referring. This entails difficulties in data annotation by the (nonprofessional) general public. To overcome this problem, we scaled down the coreference resolution by limiting the scope of the target mentions to a named entity, pronoun, and definite noun phrase necessary for knowledge extraction. The scope was narrowed down to these three elements because other elements did not need to be considered for knowledge extraction. A named entity is the core element for knowledge extraction. A pronoun and definite noun phrase are typically used to refer to an antecedent and allow intuitive and simple judgement about the scope of mentions and their coreference. For this reason, for example, previous studies on Korean coreference resolution have also limited the scope of mentions to these elements (Choi et al., 2007; Park and Lee, 2017). Fig. 4 shows the annotation interface layout for coreference resolution. First, mentions were extracted as the basis for rules. Named entities were received from the entity linking phase, and pronouns and definitive noun phrases were extracted automatically with 99% recall owning to simple detection rules. On the annotation interface, automatically extracted mentions were highlighted as shown in the upper left quarter. With this interface, the worker annotated data by clicking a mention that could be an antecedent or the option “No antecedent” or “Entity error”. If coreference resolution was impossible because of a lack of an antecedent in the given paragraph, the worker could click the button (upper left quarter) “Show previous paragraphs” to open all
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We built crowdsourcing data from Korean Wikipedia and

for entity pairs tagged in previous phases, where co-recurring entities were searched and grouped together, relation extraction was a process by which the relations between entities tagged in previous tasks were captured. We collected a relation extraction dataset in accordance with the method assuming DS (Miniz et al., 2009) and expanded from the sentence level to the paragraph level to capture entity pairs occurring in different sentences. Each relation (property) used for DS collection had short English labels as defined in the ontology schema. Because the property could be interpreted differently by different workers, we provided it in the format of a natural language yes/no question. The meaning of each property was taken from the Wikidata description information. For example, we converted birthPlace to “birth location of a person, animal or fictional character.” We paid 0.45$ per hit (15 questions on average) for the work in this phase, and each paragraph was assigned to one worker.

3.4. Relation Extraction

Relation extraction is a task of identifying relations between entity pairs in the given text. Fig. 5 shows the annotation interface layout for relation extraction. Unlike the previous phases, where co-recurring entities were searched and grouped together, relation extraction was a process by which the relations between entities tagged in previous tasks were captured. We collected a relation extraction dataset in accordance with the method assuming DS (Miniz et al., 2009) and expanded from the sentence level to the paragraph level to capture entity pairs occurring in different sentences. Each relation (property) used for DS collection had short English labels as defined in the ontology schema. Because the property could be interpreted differently by different workers, we provided it in the format of a natural language yes/no question. The meaning of each property was taken from the Wikidata description information. For example, we converted birthPlace to “birth location of a person, animal or fictional character.” We paid 0.45$ per hit (15 questions on average) for the work in this phase, and each set was assigned to one worker.

4. Resources

We built crowdsourcing data from Korean Wikipedia and KBox (Nam et al., 2018). As far as we know, Amazon Mechanical Turk and Crowdflower are widely used in English. However, there is not a Korean related work there, and it is not easy to gather Korean worker. Therefore, we use Crowdwork platform, which is the representative of Korean crowdsourcing companies. Ontological knowledge extraction requires a reference knowledge base. This knowledge base is indispensable for entity linking and relation extraction and plays a pivotal role in extracting correct information that meets the schema of the knowledge base. For the reference knowledge base, we selected KBox (Nam et al., 2018), which is an expansion of the Korean DBpedia.

Table 1: Entity mention detection and linking corpus

| Dataset                  | Ours-Crowdsourcing | Ours-Goldset | AIDA/CoNLL |
|--------------------------|--------------------|--------------|------------|
| Document                 | 2,574              | 434          | 1,393      |
| Avg. words in dataset    | 209                | 39           | 216        |
| Total number of mentions | 132,301            | 1,166        | 54,056     |
| Not-in-candidate         | 19,560             | 137          | 7,136      |
| Not-an-entity            | 1,836              | 35           | -          |
| Empty candidate          | 17,096             | -            | -          |

Table 2: Coreference resolution corpus

| Dataset                  | Ours-Crowdsourcing | Ours-Goldset | CoNLL-2012 |
|--------------------------|--------------------|--------------|------------|
| Document                 | 2,660              | 207          | 3,395      |
| Sentence                 | 35,406             | 2,493        | 50,191     |
| Mention of chain (A)     | 109,484            | 1,839        | 187,384    |
| Reference chain (B)      | 32,172             | 1,127        | 40,355     |
| Ratio of A/B             | 3.403              | 3.406        | 4.643      |

Table 1 presents the basic statistics of the entity detection and linking dataset that we collected and those of AIDA/CoNLL dataset (Hoffart et al., 2011), which is widely used in the English-speaking world. We collected a total of 2,574 document-level data using the crowdsourcing method presented in Section 3, which was nearly double the size of AIDA/CoNLL. To test the crowdsourcing model, we built 434 expert-reviewed document-level gold data with fewer words per document compared with the training data. As mentioned previously, mentions for which no adequate definitions could be found were classified as not-in-candidate, and erroneously tagged entities were classified as not-an-entity. An empty candidate was defined as a mention for which no entity candidates were found automatically.

Table 3: Relation extraction corpus

| Dataset                  | Ours-Crowdsourcing | Ours-Goldset | CoNLL-2012 |
|--------------------------|--------------------|--------------|------------|
| No. of relation          | 114 (a)            | 76 (subset of a) |
| No. of true labeled data | 40,091             | 3,170        |
| No. of false labeled data| 39,330             | 0            |

Table 1 presents the basic statistics of the entity detection and linking dataset that we collected and those of AIDA/CoNLL dataset (Hoffart et al., 2011), which is widely used in the English-speaking world. We collected a total of 2,574 document-level data using the crowdsourcing method presented in Section 3, which was nearly double the size of AIDA/CoNLL. To test the crowdsourcing model, we built 434 expert-reviewed document-level gold data with fewer words per document compared with the training data. As mentioned previously, mentions for which no adequate definitions could be found were classified as not-in-candidate, and erroneously tagged entities were classified as not-an-entity. An empty candidate was defined as a mention for which no entity candidates were found automatically.

Table 2 presents the basic statistics of the coreference resolution dataset that we collected and those of CoNLL-2012 dataset (Pradhan et al., 2012), which is widely used in English. As mentioned previously, our coreference resolution dataset was based on source data with entities that were tagged by workers in the entity mention detection and linking tasks to indicate whether there were antecedents in the same document; pronoun and demonstrative determiner candidates were detected with a pronoun extractor. We had 1,480 document-level data, which was slightly less than half the size of CoNLL-2012. We built a gold set reviewed by four experts for model testing when the crowdsourcing task was completed. The mention of a chain (A) refers to the number of mentions with antecedents, and a reference chain (B) to the actual number of entities referred to the mentions by grouping. The ratio between the mention of a chain and reference chains per document of CoNLL was 4.6, and that of our model was 3.3; this means that one mention was mentioned approximately 3.3 times on average within a document.

Table 2 presents the basic statistics of the relation extraction dataset collected in this study. The number of extracted relations in our data was 114, which is more than twice those of TAC-KBP (41) and NYT10 (51), which are commonly used in English. This dataset allowed the relations of entity pairs in different sentences to be identified with paragraph-level DS. Source data were collected from Korean Wikipedia and KBox, and the average noise was calculated to be 49.5%; in particular, deathPlace (97%) and birthPlace (96%) had so much noise that a model trained

1https://www.crowdworks.kr
with DS data alone would not be able to discern the relation between them. We use more Wikipedia corpus than common corpus in entity linking and co-reference resolution. Because when we collected the crowdsourcing data only with the common corpus of entity linking and co-reference resolution, the dataset was small and the relation extraction model could not be trained. We use all first paragraphs in Korean Wikipedia pages. Four experts of the Telecommunications Technology Association[2] generated 3,190 relation extraction gold data to test the relation extraction model with Korean Wikipedia and New Corpus.

5. Evaluation

5.1. Entity Linking

For the entity linking model, we used the one proposed by Le and Titov (Le and Titov, 2018), which we adapted to the Korean language. This model uses the candidate mentions that can be extracted from a document mention \( M \) to assess the potential relation between the context and candidate. Let there by \( K \) number of relations and candidate set \( C_i \) be generated to match mention \( m_i \in M \). Then, the score of each candidate is calculated by the local scoring model with the attention mechanism for the context word of \( m_i \) to match \( c_{i,j} \) \( C_i \). In the pairwise scoring model, the entity pair score is calculated by applying \( K \) number of relation matrices per entity candidate to the \((m_i, m_j)\) pair. The obtained candidate-context score and candidate-candidate score are then used to derive the entity set with the highest score in the document. We used the methods presented by Le and Titov (Le and Titov, 2018) (300-dimension GloVe) and Gupta et al. (Gupta et al., 2017) to create word embedding and entity embedding, respectively, to adapt this model to the Korean language.

To test the model performance, we used the crowdsourcing data discussed in Section 4 for training. Table 4 outlines the assessment results with the gold set. The model showed an excellent performance (F1 score: 95%), which indirectly demonstrates the high quality of the data used in this study.

5.2. Coreference Resolution

For the coreference resolution model, we used the one proposed by Lee et al. (Lee et al., 2018). We modified the model as follows to adapt it to the Korean language. 1) The token-level representations of the input vector were broken down into morpheme-level representations. 2) The three word embedding models (Word2Vec, ELMo, and Character Embedding) were retrained with the Korean Wikipedia corpus. 3) Entities known from entity linking take additional mention scores. 4) The NER type was added to each mention as a feature.

Table 5 outlines the performances of the coreference resolution model trained with the crowdsourcing data. The average F1 score of the Korean version was slightly higher than that of the English version (0.72 vs. 0.67). As noted above, however, our model has a downscaled mention detection system.

5.3. Relation Extraction

We tried various methods to apply the typically used English relation extraction model to Korean. First, we compared the performances of the word embedding models when trained with Skip-gram, FastText, and ELMo (Peters et al., 2018). Then, we applied the collected data to four most recent relation extraction architectures: PCNN (Zeng et al., 2015), GAN (Wu et al., 2017), RL (Feng et al., 2018), and BERT (Soares et al., 2019). Of the 114 relations collected by crowdsourcing, we used 49 relations for training and testing. We selected those with a noise ratio not exceeding 50% to check whether the model performance improved when crowdsourcing data were added to the DS noisy data. Thus, we used 228,096 and 20,603 DS labeled data and crowdsourcing data, respectively, for these 49 relations. Table 6 presents the test results.

The postfix “DS” attached to an architecture model name indicates that the model was trained only with DS data, and the postfix “Crowd” indicates that the model was trained with crowdsourcing data in addition to DS data. The test results can be summarized as follows:

1. The performance of all models improved by an F1 score of up to 10% when crowdsourcing data were added to DS data.
2. The classification performance of a model increased as the embedding method became increasingly context-oriented (from Skip-gram to FastText and ELMo).
3. In the inter-model performance comparison, the F1 score increased with the architecture complexity in the order of PCNN, GAN, RL, and BERT, which required increasingly long training runs.

Detailed descriptions of the model architecture and hyperparameters are omitted from this paper due to limited space. There are no significant changes compared with the original paper except for the embedding size.

---

2[https://www.tta.or.kr]
5.4 Knowledge Extraction

We developed a knowledge extraction system by combining the previous models that learned with our crowdsourcing data as shown in Fig. 6. We evaluated the accuracy of the randomly selected 150 extracted triples manually. The overall accuracy is 0.49. As can be seen from the results, the knowledge extraction performance is lower than the performance of each model for each task. This happens when the error in the previous model propagates to the next model. For example, because the entity linking system links the word ‘director’ as a film director instead of a sports team manager, the system finally extract an error triple “occupation(Guus_Hiddink, Film_director)”. Another case that causes error is the problem of extracting a relation even though there is no relationship between the two entities (not a relation problem). For example, an error triple “occupation(Soccer_player, Manager)” is extracted from a sentence “Jin Soon-jin is a retired Korean soccer player and a current manager of Chungwoon high school.” As such, our current data can be used to perform error analysis step-by-step on the results of the knowledge extraction system output.

6. Conclusion

In this study, we collected crowdsourcing data for Korean knowledge extraction tasks and presented the performance test results of the state-of-the-art model with the collected data. The presented data allowed all tasks involved in knowledge extraction (i.e., entity linking, co-reference resolution, and relation extraction) to be evaluated with the same source data to facilitate reading comprehension. We plan to develop a framework for performing comprehensive knowledge extraction analysis in the future. There are also plans to collect data for a corpus of zero-anaphora resolution characteristic of the Korean language. The data and source code can be found in the GitHub repository, and additional data and evaluation code will be continuously updated at the Github and the Hackathon.
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