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Abstract

We study the transmission probability of Dirac fermions in graphene scattered by a triangular double barrier potential in the presence of an external magnetic field. Our system made of two triangular potential barrier regions separated by a well region characterized by an energy gap $G_p$. Solving our Dirac-like equation and matching the solutions at the boundaries we express our transmission and reflection coefficients in terms of transfer matrix. We show in particular that the transmission exhibits oscillation resonances that are manifestation of the Klein tunneling effect.
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1 Introduction

Graphene [1] remains among the most fascinating and attractive subject has been seen right now in condensed matter physics. This is because of its exotic physical properties and the apparent similarity of its mathematical model to the one describing relativistic fermions in two dimensions. As a consequence of this relativistic-like behavior particles could tunnel through very high barriers in contrast to the conventional tunneling of non-relativistic particles, an effect known in relativistic field theory as Klein tunneling. This tunneling effect has already been observed experimentally [2] in graphene systems. There are various ways for creating barrier structures in graphene [3, 4]. For instance, it can be done by applying a gate voltage, cutting the graphene sheet into finite width to create a nanoribbons, using doping or through the creation of a magnetic barrier. In the case of graphene, results of the transmission coefficient and the tunneling conductance were already reported for the electrostatic barriers [5–8], magnetic barriers [7, 9, 10], potential barrier [11, 13] and triangular barrier [14].

We study the transmission probability of Dirac fermions in graphene scattered by a triangular double barrier potential in the presence of an inhomogeneous magnetic fields $B$. We emphasis that $B$-field discussed in our manuscript is applied externally. It can be created for instance by depositing a type-I superconducting film on top of the system and remove a strip $|x| < d_1$ of the superconductor and apply a perpendicular magnetic field. This patterning technique of creating the desired magnetic field profile was proposed in [15]. One of the interesting features of such inhomogeneous magnetic field profile is that it can bind electrons, contrary to the usual potential step. Such a step magnetic field will indeed result in electron states that are bound to the step $B$-field and that move in one direction along the step. Thus there is a current along the $y$-direction but it is a very small effect and is not relevant for our problem (those electrons have $k_x = 0$). Indeed, we consider free electron states that have in general $k_x$ non zero, because otherwise they will not tunnel. A recent work studied double barriers with magnetic field in graphene without mass term [16].

The paper is organized as follows. In section 2, we formulate our model by setting the Hamiltonian system describing particles scattered by a triangular double barrier whose well potential zone is subject to a magnetic field with a mass term. In section 3, we consider the case of static double barriers and derive the energy spectrum to finally determine the transmission and reflection probabilities. Their behaviors are numerically investigated and in particular resonances were seen in different regions as well as the Klein tunneling effect. In section 4, we study the same system but this time by taking into account the presence of an inhomogeneous magnetic field. Using boundary conditions, we split the energy into three domains and then calculate the transmission probability in each case. In each situation, we discuss the transmission at resonances that characterize each region and stress the importance of our results. We conclude our work in the final section.

2 Mathematical model

We consider a system of massless Dirac fermions incident on a two-dimensional strip of graphene having energy $E$ and at incidence angle $\phi_1$ with respect to the $x$-direction. This system is a flat sheet of graphene subject to a square potential barrier along the $x$-direction while particles are free in the
y-direction. Let us first describe the geometry of our system, which is made of five regions denoted by \( j = 1, \ldots, 5 \). Each region is characterized by its constant potential and interaction with external sources. All regions are formally described by a Dirac-like Hamiltonian

\[
H = v_F \sigma \cdot \left( p + \frac{e}{c} A \right) + V(x)I_2 + G_p \Theta \left( d_1^2 - x^2 \right) \sigma_z \tag{1}
\]

where \( v_F \approx 10^6 \text{m/s} \) is the Fermi velocity, \( \sigma = (\sigma_x, \sigma_y) \) and \( \sigma_z \) are the Pauli matrices in pseudospin space, \( p = -i\hbar (\partial_x, \partial_y) \) is the momentum operator, \( I_2 \) the \( 2 \times 2 \) unit matrix, \( V(x) = V_j \) is the electrostatic potential in the \( j \)-th scattering region and \( \Theta \) is the Heaviside step function. The magnetic field \( B(x, y) = B(x) \) is defined through the Landau gauge, which allows the vector potential to be of the form \( A = (0, A_y(x)) \) with \( \partial_x A_y(x) = B(x) \). The parameter \( G_p = m v_F^2 \) is the energy gap owing to the sublattice symmetry breaking, it can also be seen as the energy gap \( G_p = G_{p,so} \) originating from spin-orbit interaction.

First let us specify potential configuration that will constitute our double barrier potential

\[
V(x) = \begin{cases} 
\Lambda(d_2 + \gamma x), & d_1 \leq |x| \leq d_2 \\
V_2, & |x| \leq d_1 \\
0, & \text{otherwise}
\end{cases} \tag{2}
\]

where \( \gamma = \pm 1 \), \( \gamma = 1 \) for \( x \in [-d_2, -d_1] \), \( \gamma = -1 \) for \( x \in [d_1, d_2] \) and the parameter \( \Lambda \) defined by \( \Lambda = \frac{V_1}{d_2 - d_1} \) gives the slope of triangular potentials. The graphical representation of this potential is shown in Figure 1. We define each potential region as follows: \( j = 1 \) for \( x \leq -d_2 \), \( j = 2 \) for \( -d_2 \leq x \leq -d_1 \), \( j = 3 \) for \( -d_1 \leq x \leq d_1 \), \( j = 4 \) for \( d_1 \leq x \leq d_2 \) and \( j = 5 \) for \( x \geq d_2 \). The corresponding constant potentials are defined by (2) and are denoted by \( V_j \) in the \( j \)-th region.

![Figure 1: Schematic diagram for the monolayer graphene double barrier.](image)

### 3 Static double barrier

We consider the Hamiltonian describing Dirac fermions in graphene scattered by an electrostatic double barrier potential without magnetic field \( A = 0 \). In this case (1) reduces to

\[
H_s = v_F \sigma \cdot p + V(x)I_2 + G_p \Theta \left( d_1^2 - x^2 \right) \sigma_z \tag{3}
\]
where $j$ labels the five regions indicated schematically in Figure 1 showing the space configuration of the potential profile. Due to sublattice symmetry we therefore need to study our system only near the $K$ point. The time-independent Dirac equation for the spinor $\Phi(x, y) = (\varphi^+, \varphi^-)^T$ at energy $E = v_F \epsilon$ then reads, in the unit system $\hbar = m = c = 1$, as

$$[\sigma \cdot p + v_j]_2 + \mu \Theta (d_1^2 - x^2) \sigma_z] \Phi(x, y) = e \Phi(x, y)$$

(4)

where $V_j = v_F v_j$ and $G_p = v_F \mu$. Our system is supposed to have finite width $W$ with infinite mass boundary conditions on the wavefunction at the boundaries $y = 0$ and $y = W$ along the $y$-direction [17, 18]. These boundary conditions result in a quantization of the transverse momentum along the $y$-direction as

$$k_y = \frac{\pi}{W} \left(n + \frac{1}{2}\right), \quad n = 0, 1, 2 \cdots .$$

(5)

One can therefore assume a spinor solution of the following form $\Phi_j = (\varphi_j^+(x), \varphi_j^-(x))^T e^{ik_{jy}}$ and the subscript $j = 1, 2, 3, 4, 5$ indicates the space region while the superscripts indicate the two spinor components. Solving the eigenvalue equation to obtain the upper and lower components of the eigenspinor in the incident and reflection region 1 ($x < -d_2$)

$$\Phi_1 = \begin{bmatrix} 1 \\ z_1 \end{bmatrix} e^{i(k_1 x + k_{1y})} + r_{s,n} \begin{bmatrix} 1 \\ -z_1 \end{bmatrix} e^{i(-k_1 x + k_{1y})}$$

(6)

$$z_1 = \frac{k_1 + ik_{1y}}{\sqrt{k_1^2 + k_{1y}^2}}$$

(7)

where the sign function is defined by $s_j = \text{sign}(E)$. The corresponding dispersion relation takes the form

$$\epsilon = s_1 \sqrt{k_1^2 + k_{1y}^2}.$$  

(8)

In regions 2 and 4 ($d_1 < |x| < d_2$), the general solution can be expressed in terms of the parabolic cylinder function [14, 19, 20] as

$$\chi^+_{\gamma} = c_{n1} D_{\nu_{n-1}}(Q_{\gamma}) + c_{n2} D_{-\nu_{n}}(-Q^*_\gamma)$$

(9)

where $c_{n1}$ and $c_{n2}$ are constants, $\nu_n = \frac{ik_2^2}{2\rho}$ and $Q_{\gamma}(x) = \sqrt{2} e^{i\pi/4} (\gamma qx + \epsilon_0)$, with $\epsilon_0 = \epsilon - v_1, \Lambda = v_F q, V_1 = v_F v_1$. The lower spinor component is given by

$$\chi^-_{\gamma} = -\frac{c_{n2}}{k_y} \left[2(\epsilon_0 + \gamma qx) D_{-\nu_{n}}(-Q^*_\gamma) + \sqrt{2} e^{i\pi/4} D_{-\nu_{n+1}}(-Q^*_\gamma) \right] - \frac{c_{n1}}{k_y} \sqrt{2} e^{-i\pi/4} D_{\nu_{n-1}}(Q_{\gamma}) .$$

(10)

The components of the spinor solution of the Dirac equation (4) in regions 2 and 4 can be obtained from (9) and (10) with $\varphi^+_{\gamma}(x) = \chi^+_{\gamma} + i\chi^-_{\gamma}$ and $\varphi^-_{\gamma}(x) = \chi^+_{\gamma} - i\chi^-_{\gamma}$. Then, in regions 2 and 4 we have the eigenspinors

$$\Phi_j = a_{j-1} \begin{bmatrix} \eta^+_{\gamma}(x) \\ \eta^-_{\gamma}(x) \end{bmatrix} e^{ik_{1y}} + a_j \begin{bmatrix} \xi^+_{\gamma}(x) \\ \xi^-_{\gamma}(x) \end{bmatrix} e^{ik_{1y}}$$

(11)

where the functions $\eta^+_{\gamma}(x)$ and $\xi^+_{\gamma}(x)$ are given by

$$\eta^\pm_{\gamma}(x) = D_{\nu_{n-1}}(Q_{\gamma}) \pm \frac{1}{k_y} \sqrt{2} e^{i\pi/4} D_{\nu_{n}}(Q_{\gamma})$$

(12)

$$\xi^\pm_{\gamma}(x) = \pm \frac{1}{k_y} \sqrt{2} e^{-i\pi/4} D_{-\nu_{n+1}}(-Q^*_\gamma) \pm \frac{1}{k_y} (2i\epsilon_0 \pm k_{1y} - \gamma 2i qx) D_{-\nu_{n}}(-Q^*_\gamma) .$$

(13)
More explicitly, it gives in region 2

\[
\Phi_2 = a_1 \begin{pmatrix} \eta_1^+(x) \\ \eta_1^-(x) \end{pmatrix} e^{ik_y y} + a_2 \begin{pmatrix} \xi_1^+(x) \\ \xi_1^-(x) \end{pmatrix} e^{ik_y y}
\]

and region 4

\[
\Phi_4 = a_3 \begin{pmatrix} \eta_{-1}^+(x) \\ \eta_{-1}^-(x) \end{pmatrix} e^{ik_y y} + a_4 \begin{pmatrix} \xi_{-1}^+(x) \\ \xi_{-1}^-(x) \end{pmatrix} e^{ik_y y}
\]

where \( \gamma = \pm 1 \).

Solving the eigenvalue equation for the Hamiltonian (4) in region 3, we find the following eigenspinor

\[
\Phi_3 = b_1 \begin{pmatrix} \alpha \\ \beta \end{pmatrix} e^{i(k_3 x + k_y y)} + b_2 \begin{pmatrix} \alpha \\ -\beta \end{pmatrix} e^{i(-k_3 x + k_y y)}
\]

\[
z_3 = \frac{s_3 k_3 + ik_y}{\sqrt{k_3^2 + k_y^2}}
\]

where the parameters \( \alpha \) and \( \beta \) are defined by

\[
\alpha = \left( 1 + \frac{\mu}{\epsilon - v_2} \right)^{1/2}, \quad \beta = \left( 1 - \frac{\mu}{\epsilon - v_2} \right)^{1/2}
\]

with the sign function \( s_3 = \text{sign}(\epsilon - v_2) \). The wave vector being

\[
k_3 = \sqrt{(\epsilon - v_2)^2 - \mu^2 - k_y^2}.
\]

Finally the eigenspinor in region 5 can be expressed as

\[
\Phi_5 = ts_{s,n} \begin{pmatrix} 1 \\ z_1 \end{pmatrix} e^{i(k_1 x + k_y y)}.
\]

The transmission and reflection coefficients \( (r_{s,n}, t_{s,n}) \) can be determined using the boundary conditions, that is, continuity of the eigenspinors at each interface. Next we will use the above solutions to explicitly determine the corresponding coefficient. Now, requiring the continuity of the spinor wavefunctions at each junction interface gives rise to the following set of equations

\[
\Phi_1(-d_2) = \Phi_2(-d_2)
\]

\[
\Phi_2(-d_1) = \Phi_3(-d_1)
\]

\[
\Phi_3(d_1) = \Phi_4(d_1)
\]

\[
\Phi_4(d_2) = \Phi_5(d_2).
\]

We prefer to express these relationships in terms of \( 2 \times 2 \) transfer matrices between different regions. For this, we write

\[
\begin{pmatrix} a_j \\ b_j \end{pmatrix} = M_{ij,j+1} \begin{pmatrix} a_{j+1} \\ b_{j+1} \end{pmatrix}
\]
where \( M_{j,j+1} \) being the transfer matrices that couple the wavefunction in the \( j \)-th region to the wavefunction in the \( j+1 \)-th region. Finally, we obtain the full transfer matrix over the whole double barrier which can be written, in an obvious notation, as follows

\[
\begin{pmatrix}
1 \\
\mathit{r}_{s,n}
\end{pmatrix} = \prod_{j=1}^{4} M_{j,j+1} \begin{pmatrix}
t_{s,n} \\
0
\end{pmatrix} = M \begin{pmatrix}
t_{s,n} \\
0
\end{pmatrix}
\]

where the total transfer matrix \( M = M_{12} \cdot M_{23} \cdot M_{34} \cdot M_{45} \) is given by

\[
M = \begin{pmatrix}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{pmatrix}
\]

\[
M_{12} = \begin{pmatrix}
e^{-ik_{1}d_2} & e^{ik_{1}d_2} \\
z_1 e^{-ik_{1}d_2} & -z_1^{*} e^{ik_{1}d_2}
\end{pmatrix}^{-1} \begin{pmatrix}
\eta_{1}^{+}(-d_{2}) & \xi_{1}^{+}(-d_{2}) \\
\eta_{1}^{-}(-d_{2}) & \xi_{1}^{-}(-d_{2})
\end{pmatrix}
\]

\[
M_{23} = \begin{pmatrix}
\alpha e^{-ik_{3}d_{1}} & \alpha e^{ik_{3}d_{1}} \\
\beta z_{2} e^{-ik_{3}d_{1}} & -\beta z_{2}^{*} e^{ik_{3}d_{1}}
\end{pmatrix}^{-1} \begin{pmatrix}
\eta_{1}^{+}(d_{1}) & \xi_{1}^{+}(d_{1}) \\
\eta_{1}^{-}(d_{1}) & \xi_{1}^{-}(d_{1})
\end{pmatrix}
\]

\[
M_{34} = \begin{pmatrix}
\alpha e^{ik_{3}d_{1}} & \alpha e^{-ik_{3}d_{1}} \\
\beta z_{3} e^{ik_{3}d_{1}} & -\beta z_{3}^{*} e^{-ik_{3}d_{1}}
\end{pmatrix}^{-1} \begin{pmatrix}
\eta_{1}^{+}(d_{2}) & \xi_{1}^{+}(d_{2}) \\
\eta_{1}^{-}(d_{2}) & \xi_{1}^{-}(d_{2})
\end{pmatrix}
\]

These can be used to evaluate the reflection and transmission amplitudes

\[
t_{s,n} = \frac{1}{m_{11}}, \quad \mathit{r}_{s,n} = \frac{m_{21}}{m_{11}}
\]

Some symmetry relationship between the parabolic cylindric functions are worth mentioning. These are given by

\[
\eta_{1}^{+}(d_{1}) = \eta_{1}^{+}(-d_{1}), \quad \eta_{1}^{-}(d_{2}) = \eta_{1}^{-}(-d_{2}) \quad (33)
\]

\[
\xi_{1}^{+}(d_{1}) = \xi_{1}^{+}(-d_{1}), \quad \xi_{1}^{-}(d_{2}) = \xi_{1}^{-}(-d_{2}). \quad (34)
\]

We should point out at this stage that we were unfortunately forced to adopt a somehow cumbersome notation for our wavefunction parameters in different potential regions due to the relatively large number of necessary subscripts and superscripts. Before matching the eigenspinors at the boundaries, let us define the following shorthand notation

\[
\eta_{1}^{+}(-d_{1}) = \eta_{11}^{+}, \quad \eta_{1}^{-}(d_{2}) = \eta_{12}^{+} \quad (35)
\]

\[
\xi_{1}^{+}(-d_{1}) = \xi_{11}^{+}, \quad \xi_{1}^{-}(d_{2}) = \xi_{12}^{+}. \quad (36)
\]

At this level, we should determine the transmission amplitude \( t_{s,n} \). After some lengthy algebra, one can solve the linear system given in (26) to obtain the transmission and reflection amplitudes in closed form. As far as the transmission is concerned, we find

\[
t_{s,n} = \frac{\alpha \beta e^{2ik_{1}d_{2}+k_{3}d_{1}}}{z_{3}(e^{ik_{3}d_{1}}-1)(\alpha^{2}Y_{2} \beta^{2}Y_{1})+\alpha \beta Y_{3}} \left( \xi_{11}^{+} \eta_{11}^{-} - \xi_{11}^{-} \eta_{11}^{+} \right) \left( \xi_{12}^{+} \eta_{12}^{-} - \xi_{12}^{-} \eta_{12}^{+} \right)
\]

(37)
where we have defined the following quantities

\[ \mathcal{Y}_1 = (\xi_{12} \eta_1^+ - \xi_{12} \eta_2^- - \xi_{12} \eta_1^+ \eta_{12}) (\xi_{12} \eta_2^- + \xi_{12} \eta_1^+ \eta_{12}) - \eta_1^+ (\xi_{12} + \xi_{12} \eta_{12}) \]  

(38)

\[ \mathcal{Y}_2 = (\xi_{12} \eta_1^+ - \xi_{12} \eta_2^- \eta_{12} - \xi_{12} \eta_1^+ \eta_{12}) (\xi_{12} \eta_2^- + \xi_{12} \eta_1^+ \eta_{12}) - \eta_1^+ \eta_{12} - \eta_{12} \eta_{12} \]  

(39)

\[ \mathcal{Y}_3 = \Gamma_0 (1 + z_1^2 z_2^2) + \Gamma_1 z_1 (1 - z_3) + \Gamma_2 (z_1^2 + z_2^2) + e^{4i \sigma_1} \]  

(40)

as well as

\[ \Gamma_0 = -\xi_{12} \xi_{12} \eta_{12} \eta_{12} + \xi_{12} \xi_{12} \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} \]  

(41)

\[ \Gamma_1 = (\xi_{12}^+) \eta_{12} \eta_{12} - (\xi_{12}^-) \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} \]  

(42)

\[ \Gamma_2 = \xi_{12} \xi_{12} \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} + \xi_{12} \xi_{12} \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} \]  

(43)

\[ \Gamma_3 = (\xi_{12}^+) \eta_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} - (\xi_{12}^-) \eta_{12} \eta_{12} \eta_{12} \eta_{12} - \xi_{12} \xi_{12} \eta_{12} \eta_{12} \eta_{12} \]  

(44)

\[ \Gamma_4 = \xi_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} - \xi_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} - \xi_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} - \xi_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} \eta_{12} \]  

(45)

Now we are ready for the computation of the reflection \( R_{s,n} \) and transmission \( T_{s,n} \) coefficients. For this purpose, we introduce the associated current density \( J \), which defines \( R_{s,n} \) and \( T_{s,n} \) as

\[ T_{s,n} = \frac{J_{tra}}{J_{inc}}, \quad R_{s,n} = \frac{J_{ref}}{J_{inc}} \]  

(46)

where \( J_{inc} \), \( J_{ref} \) and \( J_{tra} \) stand for the incident, reflected and transmitted components of the current density, respectively. It is easy to show that the current density \( J \) reads as

\[ J = ev_F \Phi^+ \sigma_x \Phi \]  

(47)

which gives the following results for the incident, reflected and transmitted components

\[ J_{inc} = ev_F (\Phi^+)^+ \sigma_x \Phi_4^+ \]  

(48)

\[ J_{ref} = ev_F (\Phi^-)^+ \sigma_x \Phi_4^- \]  

(49)

\[ J_{tra} = ev_F \Phi_5^+ \sigma_x \Phi_5. \]  

(50)

They allow us to express the transmission and reflection probabilities as

\[ T_{s,n} = \left| t_{s,n} \right|^2, \quad R_{s,n} = \left| r_{s,n} \right|^2. \]  

(51)

The above results will be investigated numerically for different potential configurations to enable us to study the most important features of our system. Obviously, we can check that the probability conservation condition \( T_{s,n} + R_{s,n} = 1 \) is well satisfied. Let us consider Figure 2a) where we show the transmission and reflection probabilities versus the energy \( \epsilon \). In the first energy interval \( \epsilon \leq k_y \) we have no transmission because it is a forbidden zone. However, for in second energy intervals \( k_y \leq \epsilon \leq v_2 - k_y - \frac{\epsilon}{2} \) and \( v_2 + k_y + \frac{\epsilon}{2} \leq \epsilon \leq v_1 \), we observe resonance oscillations due to the Klein
Figure 2: a) Transmission and reflection probabilities \((T_{s,n}, R_{s,n})\) as a function of energy \(\epsilon\) with \(d_1 = 0.6, d_2 = 2.5, \mu = 4, k_y = 2, v_1 = 60\) and \(v_2 = 30\). b) Transmission probability \(T_{s,n}\) as a function of energy gap \(\mu\) with \(d_1 = 0.5, d_2 = 1.5, \epsilon = \{15, 25, 35\}, k_y = 1, v_1 = 50\) and \(v_2 = 40\).

regime. We have no transmission (like a windows) when \(v_2 - k_y - \frac{\mu}{2} \leq \epsilon \leq v_2 + k_y + \frac{\mu}{2}\). Finally in the interval where \(\epsilon > v_1\), there exist usual high energy oscillations, which asymptotically saturates at high energy. Note that (18) implies that for certain energy gap \(\mu\), there is no transmission. In fact, under the condition

\[
\mu > |v_2 - \epsilon|
\]

(52)
every incoming wave is reflected. In Figure 2b) we see that the transmission vanishes for values of \(\epsilon\) below the critical value \(\mu = |v_2 - \epsilon|\).

Figure 3 presents the transmission \(T_{s,n}\) as a function of incident electron energy \(\epsilon\) for the Dirac fermion scattered by a double triangular barriers with \(d_2 = 2.5, \mu = 4, k_y = 2\) and two values of barrier height \(d_1 = \{0.3, 1\}\). We consider in Figure 3a) the parameters: \(v_1 = 2v_2 = 60\), the results show that as long as the well width \(d_1\) increases the transmission resonance shifts and the width of the resonances increases between \(k_y \leq \epsilon \leq v_2 - k_y - \frac{\mu}{2}\) and \(v_2 + k_y + \frac{\mu}{2} \leq \epsilon \leq v_1\). In Figure 3b) we consider the parameters \(v_1 = \frac{v_2}{2} = 30\) for the Dirac fermion scattered by a double barrier triangular
potential where we distinguish five different zones.

- The first is a forbidden zone where $0 \leq \epsilon \leq k_y$.
- The second zone $k_y \leq \epsilon \leq v_1$ is the upper Klein energy zone with transmission resonances.
- The third zone contains oscillations.
- The fourth one $v_2 - k_y - \frac{\mu}{2} \leq \epsilon \leq v_2 + k_y + \frac{\mu}{2}$ is a window where the transmission is zero, the wavefunction is damped and transmission decays exponentially.
- The fifth zone $\epsilon \geq v_2 + k_y + \frac{\mu}{2}$ contains oscillations, the transmission converges to unity at high energies similarly to the non-relativistic result.

![Figure 4](image1.png)

Figure 4: (Color online) Transmission probability for the static barrier $T_{s,n}$ as a function of energy potential $v_2$ with $d_1 = 0.2$ color red, $d_1 = 0.6$ color green, $d_1 = 1.2$ color blue, $d_2 = 2$, $\mu = 3$, $k_y = 1$, $\epsilon = 40$ and $v_1 = 60$.

![Figure 5](image2.png)

Figure 5: (Color online) Transmission probability for the static barrier $T_{s,n}$ as a function of energy potential $v_1$ with $d_1 = 0.7$ color red, $d_1 = 2$ color blue, $d_1 = 0.05$ color green, $d_2 = 2.5$, $\mu = 4$, $k_y = 2$, $\epsilon = 30$ and $v_2 = 60$.

We represent in Figure 4 the transmission versus potential energy $v_2$. It is clear that the two transmission curves are symmetric with respect to the point $v_2 = \epsilon$. While an increase in the value $d_1$ widens the bowl width. Figure 5 presents the transmission probability for a static barrier $T_{s,n}$ as
function of the strength of the applied voltage $v_1$. The transmission is observed for small values of $v_1$ less than the energy of the incident fermion. It then decreases sharply for $v_1 > \epsilon - (2k_y + \mu)$ until it reaches a relative minimum and then begins to increase in an oscillatory manner.

4 Magnetic double barrier

Consider a two-dimensional system of Dirac fermions forming a graphene sheet. This sheet is subject to a double barrier potential in addition to a mass term and an externally applied magnetic field as shown in Figure 6. Particles and antiparticles moving respectively in the positive and negative energy regions with the tangential component of the wave vector along the $x$-direction have translation invariance in the $y$-direction. A uniform perpendicular magnetic field is applied, along the $z$-direction and confined to the well region between the two barriers. It is defined by

$$B(x, y) = B\Theta(d_1^2 - x^2)$$

where $B$ is the strength of the magnetic field within the strip located in the region $|x| < d_1$ and $B = 0$ otherwise, $\Theta$ is the Heaviside step function. Choosing the Landau gauge and imposing continuity of the vector potential at the boundary to avoid unphysical effects, we end up with the following vector potential

$$A_y(x) = A_j = \frac{e}{c} \times \begin{cases} -\frac{1}{l_B} d_1, & x < -d_2 \\ \frac{1}{l_B} x, & |x| < d_1 \\ \frac{1}{l_B} d_1, & x \geq d_2 \end{cases}$$

with the magnetic length is $l_B = \sqrt{1/B}$ in the unit system ($\hbar = c = e = 1$). The system contains five regions denoted $j = 1, 2, 3, 4, 5$. The left region ($j = 1$) describes the incident electron beam with the energy $E = v_F \epsilon$ at an incident angle $\phi_1$ where $v_F$ is the Fermi velocity. The extreme right region ($j = 5$) describes the transmitted electron beam at an angle $\phi_5$. The Hamiltonian for one-pseudospin component describing our system reads as

$$H_m = v_F \sigma \cdot \left( p + \frac{e}{c} A \right) + V(x) \mathbb{1}_2 + G_p \Theta \left( d_1^2 - x^2 \right) \sigma_z$$

To proceed further, we need to find the solutions of the corresponding Dirac equation and their associated energy spectrum.

![Figure 6: Schematic diagram for the monolayer graphene double barrier.](image)
4.1 Energy spectrum solutions

We are set to determine the eigenvalues and eigenspinors of the Hamiltonian $H_m$. Indeed, the Dirac Hamiltonian describing regions 1 and 5, is obtained from (55) as

$$H_m = \begin{pmatrix} 0 & v_F \left( p_{xj} - i \left( p_y + \frac{e}{c} A_j \right) \right) \\ v_F \left( p_{xj} + i \left( p_y + \frac{e}{c} A_j \right) \right) & 0 \end{pmatrix}. \quad (56)$$

The corresponding time independent Dirac equation for the spinor $\psi_j(x,y) = (\varphi^+_j, \varphi^-_j)^T$ at energy $E = v_F \epsilon$ is given by

$$H_m \begin{pmatrix} \varphi^+_j \\ \varphi^-_j \end{pmatrix} = \epsilon \begin{pmatrix} \varphi^+_j \\ \varphi^-_j \end{pmatrix}. \quad (57)$$

This eigenproblem can be written as two linear differential equations of the form

$$p_{xj} - i \left( p_y + \frac{e}{c} A_j \right) \varphi^-_j = \epsilon \varphi^+_j \quad (58)$$

$$p_{xj} + i \left( p_y + \frac{e}{c} A_j \right) \varphi^+_j = \epsilon \varphi^-_j \quad (59)$$

which gives the energy eigenvalue

$$\epsilon = s_j \sqrt{p_{xj}^2 + \left( p_y + \frac{e}{c} A_j \right)^2} \quad (60)$$

where $s_j = \text{sgn}(\epsilon)$. This implies

$$p_{xj} = \sqrt{\epsilon^2 - \left( p_y + \frac{e}{c} A_j \right)^2} \quad (61)$$

with incoming momentum $p_j = (p_{xj}, p_y)$ and $r = (x, y)$. The incoming wave function is

$$\psi_{in} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ z_{p_{xj}} \end{pmatrix} e^{i p_y r} \quad (62)$$

$$z_{p_{xj}} = z_j = s_j \frac{p_{xj} + i \left( p_y + \frac{e}{c} A_j \right)}{\sqrt{(p_{xj})^2 + \left( p_y + \frac{e}{c} A_j \right)^2}} = s_j e^{i \phi_j} \quad (63)$$

where $s_0 = \text{sgn}(\epsilon)$ and $\phi_j = \arctan \left( \frac{p_y - \frac{e}{c} A_j}{p_{xj}} \right)$ is the angle that the incident electrons make with the $x$-direction, $p_{x1}$ and $p_y$ are the $x$ and $y$-components of the electron wave vector, respectively. The eigenspinors are given by

$$\psi^+_j = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ z_j \end{pmatrix} e^{i (p_{xj}x + p_y y)} \quad (64)$$

$$\psi^-_j = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -z_j^* \end{pmatrix} e^{i (-p_{xj}x + p_y y)}. \quad (65)$$

It is straightforward to solve the tunneling problem for Dirac fermions. We assume that the incident wave propagates at the angle $\phi_1$ with respect to the $x$-direction and write the components, of the Dirac spinor $\varphi^+_j$ and $\varphi^-_j$, for each region, in the following form
\* For \( x < -d_2 \) (region 1):

\[
\epsilon = \left[ p_{x1}^2 + \left( p_y - \frac{1}{r_B} d_1 \right)^2 \right]^{\frac{1}{2}}
\]

\[
\psi_1 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ z_1 \end{pmatrix} e^{i(p_{x1}x + p_y y)} + r_m \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -z_1^* \end{pmatrix} e^{i(-p_{x1}x + p_y y)}
\]

\[
\psi_1 = \frac{1}{\sqrt{p_{x1}^2 + \left( p_y - \frac{1}{r_B} d_1 \right)^2}}
\]

\* In the barrier \( x > d_2 \) (region 5):

\[
\epsilon = \left[ p_{x5}^2 + \left( p_y + \frac{1}{r_B} d_1 \right)^2 \right]^{\frac{1}{2}}
\]

\[
\psi_5 = \frac{1}{\sqrt{2}} i h_m \begin{pmatrix} 1 \\ z_5 \end{pmatrix} e^{i(p_{x5}x + p_y y)}
\]

\[
\psi_5 = \frac{1}{\sqrt{p_{x5}^2 + \left( p_y + \frac{1}{r_B} d_1 \right)^2}}
\]

\* In region 2 and 4 \((d_1 < |x| < d_2)\): The general solution can be expressed in terms of the parabolic cylinder function [14, 19, 20] as

\[
\chi^+_{\gamma} = c_1 D_{\nu_{\gamma} - 1} (Q_{\gamma}) + c_2 D_{-\nu_{\gamma}} (-Q^*_{\gamma})
\]

where \( \nu_{\gamma} = \frac{1}{2} \left( k_y - \frac{d_1}{r_B} \right) \), \( \epsilon_0 = \epsilon - v_1 \) and \( Q_{\gamma}(x) = \sqrt{2} e^{i\pi/4} (\gamma q x + \epsilon_0) \), \( c_1 \) and \( c_2 \) are constants and gives the other component

\[
\chi^-_{\gamma} = -c_2 \frac{1}{k_y - \frac{d_1}{r_B}} \left[ 2(\epsilon_0 + \gamma q x) D_{-\nu_{\gamma}} (-Q^*_{\gamma}) + \sqrt{2} e^{i\pi/4} D_{\nu_{\gamma} + 1} (-Q^*_{\gamma}) \right]
\]

\[
\chi^-_{\gamma} = -c_1 \frac{1}{k_y - \frac{d_1}{r_B}} \sqrt{2} e^{-i\pi/4} D_{\nu_{\gamma} - 1} (Q_{\gamma})
\]

The components of the spinor solution of the Dirac equation (4) in region 2 and 4 can be obtained from (72) and (73) with \( \varphi^+_{\gamma}(x) = \chi^+_{\gamma} + i\chi^-_{\gamma} \) and \( \varphi^-_{\gamma}(x) = \chi^+_{\gamma} - i\chi^-_{\gamma} \). We have the eigenspinor

\[
\psi_j = a_{j-1} \begin{pmatrix} u^+_{\gamma}(x) \\ u^-_{\gamma}(x) \end{pmatrix} e^{ik_y y} + a_j \begin{pmatrix} v^+_{\gamma}(x) \\ v^-_{\gamma}(x) \end{pmatrix} e^{ik_y y}
\]

where \( j = 2, 4 \) and \( \gamma = \pm 1 \), the function \( u^\pm_{\gamma}(x) \) and \( v^\pm_{\gamma}(x) \) are given by

\[
u^+_{\gamma}(x) = D_{\nu_{\gamma} - 1} (Q_{\gamma}) \mp \frac{1}{k_y - \frac{d_1}{r_B}} \sqrt{2} e^{i\pi/4} D_{\nu_{\gamma}} (Q_{\gamma})
\]

\[
u^-_{\gamma}(x) = \pm \frac{1}{k_y - \frac{d_1}{r_B}} \sqrt{2} e^{-i\pi/4} D_{\nu_{\gamma} + 1} (-Q^*_{\gamma})
\]

\[
u^\pm_{\gamma}(x) = \pm \frac{1}{k_y - \frac{d_1}{r_B}} \left( -2i\epsilon_0 \pm \left( k_y - \frac{d_1}{r_B} \right) - \gamma q x \right) D_{-\nu_{\gamma}} (-Q^*_{\gamma}).
\]
In region 2:

\[
\psi_2 = a_1 \begin{pmatrix} u_1^+(x) \\ u_1^-(x) \end{pmatrix} e^{ik_yy} + a_2 \begin{pmatrix} v_1^+(x) \\ v_1^-(-x) \end{pmatrix} e^{ik_yy} \tag{77}
\]

In region 4:

\[
\psi_4 = a_3 \begin{pmatrix} u_{-1}^+(x) \\ u_{-1}^-(x) \end{pmatrix} e^{ik_yy} + a_4 \begin{pmatrix} v_{-1}^+(x) \\ v_{-1}^-(-x) \end{pmatrix} e^{ik_yy} \tag{78}
\]

* In the region \(|x| \leq d_1\): From the nature of the system under consideration, we write the Hamiltonian corresponding to region 3 in matrix form as

\[
H_m = v_F \begin{pmatrix} \frac{V_2}{v_F} + \frac{G_p}{v_F} & -i\frac{\sqrt{2}}{l_B} \left( -\partial_x - i\partial_y + \frac{e}{c} A_3 \right) \\ i\frac{\sqrt{2}}{l_B} \left( \partial_x - i\partial_y + \frac{e}{c} A_3 \right) & \frac{V_2}{v_F} - \frac{G_p}{v_F} \end{pmatrix} \tag{79}
\]

Note that, the energy gap \(G_p\) behaves like a mass term in Dirac equation. Certainly this will affect the above results and lead to interesting consequences on the transport properties of our system. We determine the eigenvalues and eigenspinors of the Hamiltonian \(H_m\) by considering the time independent equation for the spinor \(\psi_3(x, y) = (\varphi_3^+, \varphi_3^-)^T\) using the fact that the transverse momentum \(p_y\) is conserved, we can write the wave function \(\psi_3(x, y) = e^{ip_yy} \varphi_3(x)\) with \(\varphi_3(x) = (\varphi_3^+, \varphi_3^-)^T\), the energy being defined by \(E = v_F \epsilon\) leads to

\[
H_m \begin{pmatrix} \varphi_3^+ \\ \varphi_3^- \end{pmatrix} = \epsilon \begin{pmatrix} \varphi_3^+ \\ \varphi_3^- \end{pmatrix} \tag{80}
\]

At this stage, it is convenient to introduce the annihilation and creation operators. They can be defined as

\[
a = \frac{l_B}{\sqrt{2}} \left( \partial_x + k_y + \frac{e}{c} A_3 \right), \quad a^\dagger = \frac{l_B}{\sqrt{2}} \left( -\partial_x + k_y + \frac{e}{c} A_3 \right) \tag{81}
\]

which obey the canonical commutation relations \([a, a^\dagger] = 1\). Rescaling our energies \(G_p = v_F \mu\) and \(V_2 = v_F v_2\), (80) can be written in terms of \(a\) and \(a^\dagger\) as

\[
\begin{pmatrix} v_2 + \mu & -i\frac{\sqrt{2}}{l_B} a \\ i\frac{\sqrt{2}}{l_B} a^\dagger & v_2 - \mu \end{pmatrix} \begin{pmatrix} \varphi_3^+ \\ \varphi_3^- \end{pmatrix} = \epsilon \begin{pmatrix} \varphi_3^+ \\ \varphi_3^- \end{pmatrix} \tag{82}
\]

which gives

\[
(v_2 + \mu) \varphi_3^+ - i\frac{\sqrt{2}}{l_B} a \varphi_3^- = \epsilon \varphi_3^+ \tag{83}
\]

\[
i\frac{\sqrt{2}}{l_B} a^\dagger \varphi_3^+ + (v_2 - \mu) \varphi_3^- = \epsilon \varphi_3^- . \tag{84}
\]

Injecting (84) in (83), we obtain a differential equation of second order for \(\varphi_3^+\)

\[
[(\epsilon - v_2)^2 - \mu^2] \varphi_3^+ = \frac{2}{l_B^2} a a^\dagger \varphi_3^+ . \tag{85}
\]
It is clear that $\varphi_3^+\psi$ is an eigenstate of the number operator $\hat{N} = a^\dagger a$ and therefore we identify $\varphi_3^+$ with the eigenstates of the harmonic oscillator $|n-1\rangle$, namely

$$\varphi_3^+ \sim |n-1\rangle$$

which is equivalent to

$$[(\epsilon - v_2)^2 - \mu^2]|n-1\rangle = \frac{2}{l_B^2} n |n-1\rangle$$

and the associated energy spectrum is

$$\epsilon - v_2 = s_3 \epsilon_n = s_3 \frac{1}{l_B} \sqrt{(\mu l_B)^2 + 2n}$$

where we have set $\epsilon_n = s_3(\epsilon - v_2)$ and $s_3 = \text{sign}(\epsilon_n - v_2)$ correspond to positive and negative energy solutions. For this reason we write the eigenvalues as

$$\epsilon = v_2 + s_3 \frac{1}{l_B} \sqrt{(\mu l_B)^2 + 2n}$$

The second eigenspinor component then can be obtained from

$$\varphi_3^- = \frac{i \sqrt{2} a^\dagger}{(\epsilon - v_2) l_B + \mu l_B} |n-1\rangle = \frac{i \sqrt{2} n}{(\epsilon - v_2) l_B + \mu l_B} |n\rangle$$

where $\sqrt{2n} = \sqrt{(\epsilon_n l_B)^2 - (\mu l_B)^2}$. We find

$$\varphi_3^- = s_3 i \sqrt{\frac{\epsilon_n l_B - s_3 \mu l_B}{\epsilon_n l_B + s_3 \mu l_B}} |n\rangle$$

After normalization we arrive at the following expression for the positive and negative energy eigenstates

$$\varphi_3 = \frac{1}{\sqrt{2}} \left( \frac{\sqrt{s_3 \mu l_B + s_3 l_B}}{s_3 i \sqrt{\epsilon_n l_B - s_3 \mu l_B}} |n-1\rangle \right)$$

Introducing the parabolic cylinder functions $D_n(x) = 2^{-\frac{n}{2}} e^{-\frac{x^2}{4}} H_n \left( \frac{x}{\sqrt{2}} \right)$ to express the solution in region 3 as

$$\psi_3(x,y) = b_1 \psi_3^+ + b_2 \psi_3^-$$

with the two components

$$\psi_3^\pm(x,y) = \frac{1}{\sqrt{2}} \left( \frac{\sqrt{s_3 \mu l_B + s_3 l_B}}{s_3 i \sqrt{\epsilon_n l_B - s_3 \mu l_B}} D_n(\epsilon_n l_B - (\mu l_B)^2) / 2 - 1 \pm \sqrt{2} \left( \frac{x}{l_B} \pm k_y l_B \right) \right) e^{ik_y y}$$

As usual the coefficients $(a_1, a_2, a_3, a_4, b_1, b_2, r, t)$ can be determined using the boundary conditions, continuity of the eigenspinors at each interface.
4.2 Transmission and reflection amplitudes

We will now study some interesting features of our system in terms of the corresponding transmission probability. Before doing so, let us simplify our writing using the following shorthand notation

\[
\psi_{\tau 1}^\pm = D_{[(\epsilon_n l_B)^2 - (\mu l_B)^2]^{1/2}} \left[ \pm \sqrt{2} \left( \frac{\tau d_1}{l_B} + k y l_B \right) \right]
\]

\[
\zeta_{\tau 1}^\pm = D_{[(\epsilon_n l_B)^2 - (\mu l_B)^2]^{1/2}} \left[ \pm \sqrt{2} \left( \frac{\tau d_1}{l_B} + k y l_B \right) \right]
\]

\[
f_1^\pm = \sqrt{\frac{\epsilon_n \pm \mu}{\epsilon_n}}, \quad f_2^\pm = \frac{1}{\sqrt{\epsilon_n(\epsilon_n \pm \mu)}}
\]

\[
u_\gamma^\pm(\tau d_1) = u_\gamma^\pm, \quad u_\gamma^\pm(\tau d_2) = u_\gamma^\pm, \quad v_\gamma^\pm(\tau d_1) = v_\gamma^\pm, \quad v_\gamma^\pm(\tau d_2) = v_\gamma^\pm
\]

where \( \tau = \pm \). Dirac equation requires the following set of continuity equations

\[
\psi_1(-d_2) = \psi_2(-d_2)
\]

\[
\psi_2(-d_1) = \psi_3(-d_1)
\]

\[
\psi_3(d_1) = \psi_4(d_1)
\]

\[
\psi_4(d_2) = \psi_5(d_2)
\]

That is requiring the continuity of the spinor wave functions at each junction interface give rise to the above set of equations. We prefer to express these relationships in terms of 2 \times 2 transfer matrices between \( j \)-th and \( j+1 \)-th regions, \( M_{j,j+1} \), we obtain the full transfer matrix over the whole double barrier which can be written, in an obvious notation, as follows

\[
\begin{pmatrix}
1 \\
\end{pmatrix} = \prod_{j=1}^{4} M_{j,j+1} \begin{pmatrix}
t_m \\
0
\end{pmatrix} = M \begin{pmatrix}
t_m \\
0
\end{pmatrix}
\]

where the total transfer matrix \( M = M_{12} \cdot M_{23} \cdot M_{34} \cdot M_{45} \) are transfer matrices that couple the wave function in the \( j \)-th region to the wave function in the \( j+1 \)-th region. These are given explicitly by

\[
M = \begin{pmatrix}
\tilde{m}_{11} & \tilde{m}_{12} \\
\tilde{m}_{21} & \tilde{m}_{22}
\end{pmatrix}
\]

\[
M_{12} = \begin{pmatrix}
e^{-ip_{x1}d_2} & e^{ip_{x1}d_2} \\
z_1 e^{-ip_{x1}d_2} & -z_1^* e^{ip_{x1}d_2}
\end{pmatrix}^{-1} \begin{pmatrix}
u_{1,-2}^+ & v_{1,-2}^+ \\
u_{1,-2}^- & v_{1,-2}^-
\end{pmatrix}
\]

\[
M_{23} = \begin{pmatrix}
u_{1,-1}^+ & v_{1,-1}^- \\
u_{1,-1}^- & v_{1,-1}^+
\end{pmatrix}^{-1} \begin{pmatrix}
u_{1,-1}^+ & v_{1,-1}^- \\
u_{1,-1}^- & v_{1,-1}^+
\end{pmatrix}
\]

\[
M_{34} = \begin{pmatrix}
u_{1,1}^+ & v_{1,1}^- \\
u_{1,1}^- & v_{1,1}^+
\end{pmatrix}^{-1} \begin{pmatrix}
u_{1,1}^+ & v_{1,1}^- \\
u_{1,1}^- & v_{1,1}^+
\end{pmatrix}
\]

\[
M_{45} = \begin{pmatrix}
u_{1,2}^+ & v_{1,2}^- \\
u_{1,2}^- & v_{1,2}^+
\end{pmatrix}^{-1} \begin{pmatrix}
u_{1,2}^+ & v_{1,2}^- \\
u_{1,2}^- & v_{1,2}^+
\end{pmatrix}
\]
These will enable us to compute the reflection and transmission amplitudes

\[ t_m = \frac{1}{m_{11}}, \quad r_m = \frac{m_{21}}{m_{11}}. \]  

(110)

More explicitly, we have for transmission

\[ t_m = \frac{e^{i\beta_j (p_{x1} + p_{x2})}}{f_2 (f_1 L_1 + i f_2 L_2) + f_1^* (f_2 L_3 + i f_1^* L_4)} D \]  

(111)

where the quantities \( D, L_1, L_2, L_3 \) and \( L_4 \) are defined by

\[
D = \left( u_{-1,1} v_{-1,1}^+ - u_{-1,1} v_{-1,1}^- \right) \left( u_{1,-2} v_{1,-2}^+ - u_{1,-2} v_{1,-2}^- \right)
\]

(112)

\[
L_1 = \partial_1 \zeta_1^+ F G - \partial_1 \zeta_1^- K J
\]

(113)

\[
L_2 = \left( \zeta_1^+ \zeta_1^- - \zeta_1^+ \zeta_1^- \right) F J
\]

(114)

\[
L_3 = \partial_1 \zeta_1^- F G - \partial_1 \zeta_1^- K J
\]

(115)

\[
L_4 = \left( \partial_1 \partial_1 - \partial_1 \partial_1 \right) K G
\]

(116)

and

\[
F = \left[ u_{1,-1} v_{1,-2}^+ - u_{1,-2} v_{1,-1}^+ \right] - z_1 \left[ u_{1,-1} v_{1,-2}^+ - u_{1,-2} v_{1,-1}^+ \right]
\]

(117)

\[
G = \left[ u_{-1,1} v_{-1,1}^+ - u_{-1,1} v_{-1,1}^- + z_5 \right] \left[ u_{-1,1} v_{-1,1}^+ - u_{-1,1} v_{-1,1}^- \right]
\]

(118)

\[
K = \left[ u_{1,-1} v_{1,-2}^+ - u_{1,-2} v_{1,-1}^+ - z_1 \right] \left[ u_{1,-1} v_{1,-2}^+ - u_{1,-2} v_{1,-1}^+ \right]
\]

(119)

\[
J = \left[ u_{1,-1} v_{1,-2}^+ - u_{1,-2} v_{1,-1}^+ + z_5 \right] \left[ u_{1,-1} v_{1,-2}^+ - u_{1,-2} v_{1,-1}^+ \right]
\]

(120)

Actually what we need are exactly the transmission \( T_m \) and reflection \( R_m \) probabilities. These can be obtained using the electric current density \( J \) corresponding to our system. From our previous Hamiltonian, we can show incident, reflected and transmitted current take the form

\[
J_{\text{inc,m}} = ev_F (\psi_1^+) \sigma_x \psi_1^+
\]

(121)

\[
J_{\text{ref,m}} = ev_F (\psi_1^-) \sigma_x \psi_1^-
\]

(122)

\[
J_{\text{tra,m}} = ev_F \psi_5^\dagger \sigma_x \psi_5.
\]

(123)

These can be used to write the reflection and transmission probabilities as

\[
T_m = \frac{p_{x2}}{p_{x1}} |t_m|^2, \quad R_m = |r_m|^2.
\]

(124)

The physical outcome of particle scattering through the double triangular barrier depends on the energy of the incoming particle. We numerically evaluate the transmission probability \( T_m \) as a function of structural parameters of the graphene double triangular barrier with a perpendicular magnetic field, including the energy \( \epsilon \), the \( y \)-component of the wave vector \( k_y \), the magnetic field \( B \), the energy gap \( \mu \) and the applied potentials \( v_1 \) and \( v_2 \). The results are shown in Figures 7, 8 and 9. In addition to the expected above-barrier full transmission for some values of \( \epsilon l_B \) and \( v_2 l_B \).
Figure 7: (Color online) Transmission probability $T_m$ for the magnetic barrier as a function of energy $\epsilon l_B$ with $\frac{d_1}{l_B} = 1.5$, $v_1 l_B = 60$, $v_2 l_B = 0$ and $\mu l_B = 0$. (a) the parameters: $k_y l_B = 2$ and $\frac{d_1}{l_B} = \{0.12, 0.24, 0.6\}$. (b) the parameters: $\frac{d_1}{l_B} = 0.12$ and $k_y l_B = \{1, 2, 3, 5\}$.

We note that in Figure 7a), when the energy is less than the height of the potential barrier $\epsilon l_B < k_y l_B + \frac{d_1}{l_B}$, we have zero transmission. In the second interval $k_y l_B + \frac{d_1}{l_B} \leq \epsilon l_B \leq v_1 l_B$ the third zone contains oscillations. Finally the interval $\epsilon l_B > v_1 l_B$ contains the usual high energy barrier oscillations and asymptotically goes to unity at high energy. Figure 7b) shows the transmission spectrum for different wave vector $k_y l_B$, the energy gap $\mu l_B$ is zero and $v_2 l_B = 0$. We see that if we increase the wave vector $k_y l_B$ the zone of zero transmission increases following the condition $\epsilon l_B < k_y l_B + \frac{d_1}{l_B}$. In the second interval the transmission oscillates between the value of the total transmission and zero as $k_y l_B$ increases. Finally in the interval $\epsilon l_B > v_1 l_B$ the transmission increases.

On the other hand, if we keep the same well region and cancel both the applied magnetic field and mass term in the well region, the series of potentials behave like a simple double barrier with the same effective mass $k_y$. Thus, in this case we reproduce exactly the transmission obtained in [13], for the massive Dirac equation with $m = k_y$. Let us treat the triangular double barrier case when $v_2 < v_1$ and $v_2 > v_1$. In both cases, the transmission is plotted in Figure 8: In Figure 8a) $v_2 > v_1$ we distinguish...
five different zones characterizing the behavior of the transmission coefficient:

- The first is determined by the greater effective mass, namely $\epsilon_B < k_y l_B + \frac{d_1}{l_B}$.
- The second identifies with the lower Klein energy zone characterized by resonances and $k_y l_B + \frac{d_1}{l_B} < \epsilon_B < v_1 l_B$. Here we have full transmission at some specific energies despite the fact that the particle energy is less than the height of the barrier. As $d_1/l_B$ increases, the oscillations in the Klein zone get reduced. This strong reduction in the transmission in the Klein zone seems to suggest the potential suppression of the Klein tunneling as we increase $d_1/l_B$.
- The third zone $v_1 l_B < \epsilon_B < v_2 l_B - k_y l_B - \frac{\mu l_B}{2}$ is a window where the transmission oscillates around the value of the total transmission.
- The fourth zone defined by $v_2 l_B - k_y l_B - \frac{\mu l_B}{2} < \epsilon_B < v_2 l_B + k_y l_B + \frac{\mu l_B}{2}$ is a window where the transmission is almost zero.
- The fifth zone $\epsilon_B > v_2 l_B + k_y l_B + \frac{\mu l_B}{2}$ contains oscillations, the transmission converges towards unity.

Contrary to the case $v_1 > v_2$, see Figure 8b) we distinguish fourth different zones characterizing the behavior of the transmission coefficient:

- Compared to Figure 8a), the behavior in the first zone is the same as in Figure 8a).
- Concerning the zones $k_y l_B - \frac{d_1}{l_B} < \epsilon_B < v_2 l_B - k_y l_B - \frac{\mu l_B}{2}$ and $v_2 l_B + k_y l_B + \frac{\mu l_B}{2} < \epsilon_B < v_1 l_B$ the transmission oscillates similarly to Figure 8a).
- In the zone $v_2 l_B - k_y l_B - \frac{\mu l_B}{2} < \epsilon_B < v_2 l_B + k_y l_B + \frac{\mu l_B}{2}$, one can see that both curves start from zero transmission and oscillate while the valley gets wider as $d_1/l_B$ decreases.
- Finally zone $\epsilon_B > v_1 l_B$ the transmission oscillate to reach the total transmission.

![Figure 9](image-url) (Color online) Transmission probability $T_m$ for the magnetic barrier as a function of potential $v_2 l_B$ with $\frac{d_1}{l_B} = 0.1$ color green, $\frac{d_1}{l_B} = 0.2$ color red, $\frac{d_1}{l_B} = 0.34$ color blue, $\frac{d_1}{l_B} = 1.5$, $\mu l_B = 4$, $k_y l_B = 2$, $v_1 l_B = 60$ and $\epsilon_B = 30$.

It is worth to analyze the transmission versus the potential $v_2 l_B$. In doing so, we choose a fixed value of $d_1/l_B$ to present Figure 9. It is clear that two transmission curves increase while $d_1/l_B$ decreases in the intermediate zone.
5 Conclusion

We have considered a model to describe over-barrier electron emission from the edge of monolayer graphene through a triangular electrostatic double barriers in addition to a magnetic field in graphene. To underline the behavior of our system, we have separately considered two parts: first including static barrier and second deal with magnetic barrier. In both cases, we have set the materials needed to analytically determine and numerically analyze the transmission probability. These have been done by solving the eigenvalue equation to end up with the solutions of the energy spectrum in terms of different physical parameters involved in the Hamiltonian system.

By using the continuity of the wavefunctions at the interfaces between different regions inside and outside the barriers we have ensured conservation of the local current density and derived the relevant transport coefficients of the present system. Specifically, using the transfer matrix method, we have analyzed the corresponding transmission coefficient and determined how the transmission probability is affected by various physical parameters. In particular for static barrier, the resonances were seen in different regions as well as the Klein tunneling effect.

Subsequently, we have analyzed the same system but this time by taking into account the presence of an inhomogeneous magnetic field. Using boundary conditions, we have split the energy into three domains and then calculated the transmission probability in each case. In each situation, we have discussed the transmission at resonances that characterize each region and stressed the importance of our results.
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