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Abstract: Various efforts are used to preserve American history including relying on formal education, distributing information (text, video or visual aids) on social channels, displaying artifacts in historical centers or more recently, virtual reality applications posted on a shared medium. However, many of the newly developed applications are designed specifically for dedicated hardware rather than for a broad audience, thus creating a barrier for disseminating cultural values. In this paper, we propose a web-based Augmented Reality (AR) application, namely PalmitoAR, which provides an intuitive way of observing one of the most significant historical Civil War battlefields, Palmito Ranch Battlefield located in Cameron County, Texas. The proposed AR application is designed to resurrect a series of events through (i) a printed map of Palmito Ranch with embedded markers that enables viewers to experience the battle without being present at the site, (ii) a mobile device with a WebGL supported browser that allows 3D contents to be rendered, and (iii) an AR library (A-Frame.io) that enables enthusiasts to recreate similar work. Our methodology strongly relies on the benefits of a simple, robust algorithm for AR marker recognition to position 3D models in a specific context and time. As a result, the proposed AR application is complementary to existing work and provides a seamless experience for a wide range of viewers. We evaluated and improved the application with the help of twenty-six users to gather perspectives on the specific benefits of employing AR in learning about battlefields and reenactment. The technology acceptance model was adapted to access an individual’s acceptance of information technology.
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1. Introduction

Cultural preservation is an important part of maintaining national identity to ensure integration and unity among a particular group of people. Promoting cultural values also enriches a community through such things as job creation, tourism, and the like. A lot of effort has been devoted to preserving history through formal education and training or exhibiting artifacts at sites. Cultural values have traditionally been disseminated with the help of a tourist guide who provides assistance
and information on cultural, historical, and contemporary heritage, or through the use of scripts attached to artifacts. Recently, a wide range of modern technologies have been adapted to enhance visitors’ experiences such as audio, video, 2D/3D movies, and documentaries. However, artifacts positioned at the site, lost historical buildings that cannot be reconstructed, or battlefield events that cannot be recreated, make it difficult for the majority of interested viewers to experience them.

To mitigate these obstacles and to promote cultural values, Virtual Reality (VR) and Augmented Reality (AR) have been investigated as a way to enrich visitors’ experience [1–3]. VR has been proven as an effective means for entertaining and encouraging learning processes. VR allows users to immerse themselves in a 3D environment to experience situations that are very difficult or impossible to encounter in real life, such as volcanoes, ancient buildings, or events on a battlefield. AR, on the other hand, takes a different approach by allowing users to remain in their physical world while virtual objects are superimposed on physical ones.

A rich history unfolding over hundreds or even millions of years is always prone to gaps in learning and understanding a country’s culture, especially when considering an individual state within that country. Sometimes, historic events, such as battles, are viewed merely as a collection of locations, dates, and the number of participants on each side with a final result of victory or defeat. As such, many popular battlefields are not well understood. Palmito Ranch Battlefield in Cameron County, Texas, for example, is one of the most significant historical sites of the American Civil War, but few people are aware of its existence and importance.

Figure 1. Confederate cavalry and Union troops readying for battle (Texas Military Forces Museum) [4].

Figure 1 depicts the historic battle of Palmito Ranch that occurred on 12–13 May 1865, as a Union campaign of expedition from Brazos Santiago, Texas. It is the site of the last land battle fought in the Civil War and actually occurred after the war had officially ended upon the Confederate Army’s (South) surrender to the Union Army (North). Several programs administered by agencies including the National Park Service (e.g., Battlefield Planning Grants, Battlefield Land Acquisition Grants, Palmito Ranch Battlefield Preservation Plan) [5] have been set up to promote the preservation, management, and interpretation of significant historic battlefields as cultural landscapes. The primary goals of land preservation at the Palmito Ranch Battlefield are meant to ensure that the area is protected from future development, that the site is able to maintain its historical integrity, and to ensure the perpetual
Figure 2. Main AR scene of Palmito Ranch Battlefield. QR code located at the bottom right allows users to access the Augmented Reality (AR) application. Stage 3 is being simulated (red color button), with the annotated text describing the event as Union forces taking the Palmito Ranch and burning the supplies.

The Union took Palmito Ranch, burning any supplies that they found abandoned at the camp, and capturing three prisoners. Branson and his men remained at the site to feed themselves and their horses.

protection of the entire battlefield. Developing a dynamic, historical battlefield AR experience is one key approach to meeting these goals that could also boost the promotion of local culture.

2. Research aim

To the best of our knowledge, no other studies exist exploiting the use of AR web applications to convey a story of a battlefield which makes this research a unique contribution. This paper, based upon a previous study [6], addresses this gap by proposing a web-based AR application that helps promote cultural identity by enabling students and tourists to experience a historically significant Civil War site in Texas. Consequently, this paper contributes to current research as it:

- provides a unique approach to reconstruct a series of battlefield events in the Palmito Ranch Battlefield
- illustrates its approaches through an open-source, web-based AR application called PalmitoAR
- evaluates the proposed AR application using the Technology Acceptance Model

3. Related Work

The benefits of using AR technology for promoting cultural heritage have been investigated in many studies. Chung et al. [7] conducted a study on visitor’s intention based on the role of AR for a heritage site. The study showed that technology readiness, visual factors of AR, and situational factors are the three main aspects that influence visitors to actively utilize AR. Technology readiness was the main predictor that contributed to the perception of usefulness. Visual appeal and facilitating conditions were predictors of the perceived ease of use. This study concluded that perceived usefulness and ease of use affected people’s intention to use AR and to visit the site.

Rafal et al. [1] presented the Augmented Representation of Cultural Objects (ARCO) project, which allows designers to create, manipulate and control virtual 3D cultural objects in both VR and AR environments. The proposed system consists of three main components, including content production, content management, and visualization. The content acquisition components include object creation.
and manipulation. Digitized virtual objects in the system are stored in the repository from which the application layer will query and render to the 3D environment, or superimpose onto a marker. In its early stage, the eXtensible Virtual Reality Modeling Language (X-VRML) is used to represent 3D objects in the Internet browser. This system enables museum visitors to be engaged in learning artifacts by taking quizzes actively.

Papagiannakis et al. [2,3] reconstructed ancient Pompeii using mixed virtual reality to recreate and promote the civilization’s cultural values. The dramatic stories were revived through a complete simulation of animated virtual human actors (i.e., clothes, body, skin, face) superimposed in the real world. This work provides museum visitors with a range of experiences in both indoor and outdoor activities.

Using location information retrieved from a GPS supported device to trigger media content is a popular approach in many research designs, especially in early studies when small, modern handheld devices were scarce. For example, Hollerer et al. [8] developed a technique called Situated Documentaries that enabled virtual content to be seen in the context of real-world locations on the campus of Columbia University. Participants walked around the campus with a head-mounted display capable of overlaying 3D graphics, imagery, and sound onto the real world. In line with this approach, ARCHEOGUIDE [9,10] is an interesting project that helps visitors explore and experience ancient artifacts based on their interests or needs. This application is embedded in a personalized electronic device and functions as a tour assistant. Enthusiasts select the site of interest, and then the system guides them through the site. The position–orientation tracking component is used as an indicator to display in AR the reconstruction of the ancient buildings.

REENACT [11] is another approach that exploits the use of AR technology to improve the understanding of historical events with the aid of handheld devices. REENACT is an advanced technological platform consisting of social networking features, augmented reality capabilities, and repositories of multimedia content. The most interesting part of this project is its engagement of several users with an immersive environment to improve their understanding of historical battles from the perspective of re-enactors and historians. The results of this study indicate that participants were able to learn new aspects about the battlefield through the reenactment and with help from the domain expert.

Additional similar research in the field of cultural heritage exists with each contribution dedicated to a particular site. Following this stream, the present study makes an effort to contribute to knowledge about the Palmito Ranch Battlefield.

4. Methods

4.1. System design

This section describes our techniques in detail, and readers are encouraged to consult the demonstration video of the AR app on YouTube [12]. The printed map for the AR application was retrieved from Google Map satellite imagery and 3D models were freely acquired from TurboSquid [13] and Adobe Fuse [14]. PalmitoAR was developed using JavaScript libraries and in particular, the AR.js [15] written by Jerome Etienne, an open-source library built on top of ARToolkit and integrated with A-Frame [16] (a web framework for building virtual reality experiences) through a custom component. Unlike many modern AR applications that are installed directly on smart devices and rely on the deployed operating systems such as iOS or Android, our effort was aimed at bringing the AR experience to a more general audience (e.g., tourists, visitors, and students) by using a browser-supported device. The use of A-Frame has been shown to be an effective means of creating and sharing VR/AR experiences in [17–19]. Hence, our approach does not restrict users to a single operating system. The primary goal of PalmitoAR is to create an AR application that presents students and visitors a high-level view of the historical event at the Palmito Ranch Battlefield. The PalmitoAR design approach takes into account the following aspects: (1) automatically simulate a series of
battle events, (2) semi-automated battle events with the human in the loop for a particular event, and 3) intuitive use of embedded markers onto the map. To meet these goals, this paper proposes implementing several features in the PalmitoAR based on the application design approach suggested by Shneiderman [20] where tasks (or features) are identified first and the application design is built to fulfill these tasks:

- Overview Display (F1). Displays an overview of the AR environment.
- Details on demand (F2). Presents details of a particular battle event.
- Automated Simulation (F3). Automatically simulates a series of battle events.
- Semi-Automated Simulation (F4). Simulates a particular battle event based on user selection.
- Overlay characters on a given position (F5). Detects different markers on the printed map and superimposes characters on them.

Based on the features outlined above, PalmitoAR is designed with two primary elements: 1) the main component and 2) the marker component.

4.1.1. The main component

The main component contains the AR environment in which 3D objects (e.g., infantry, gun fighter, cannon, flags, or fire) are superimposed onto the real physical map (Feature F1). Since the proposed AR is implemented in the web environment, computational expense should be taken into consideration. We used low poly 3D models with a minimum number of vertices and avoided using too many images as texture to improve performance. Instead, we used basic colors for filling faces (i.e., soldier’s hat, shoes), with the exception of the flags.

![Diagram of conversion process](Figure_3.png)

**Figure 3.** Converting free 3D models into web AR binary 3D models.

Figure 3 illustrates the process of converting free 3D models into 3D models for Web AR. Most free 3D objects on the internet are provided in the form of .obj, .fbx, .blend, or .max which are not an ideal model for Web application due to size and information encoding. To alleviate this problem, The Khronos Group developed the run-time asset delivery format GL Transmission Format (gLTF). This format minimizes both the size of 3D assets, and the run-time processing needed to unpack and use those assets. A binary version of gLTF (GLB) contains textures instead of referencing them as external images. Our proposed AR application takes advantage of this file format in the production. The characters (Confederate and Federal troops) were constructed and generated with the free 3D software (Adobe Fuse [14]), but all textures were removed and replaced by a basic color (i.e., gray color for confederate troops and dark blue color for federal troops). To apply animations to these characters, we used the free online character animation tool Mixamo [21]. Unfortunately, the current version of this software (beta version) does not allow embedding multiple animations into a single 3D model. Thus, Blender [22] 3D software was used to combine all animations (i.e., walking, running, firing, standing
and idle). Accessories (i.e., gun, sword) appended to the characters were also made with this software. The final models were then exported in GLB format.

The main component also includes ten buttons positioned on top of the screen as depicted in Figure 2. It should be noted that the “QR” code seen in the image is not part of the visual design. Its position serves as an indicator to more easily navigate to the AR application. A QR code in simple terms is a machine-readable code made of black and white squares used for storing URLs (in our case, the Web-based AR application) that are read by the camera on a smartphone. The QR code is convenient as it is not necessary to manually enter a long URL, especially one involving special characters. In addition, iOS viewers can take advantage of a built-in QR reading feature that does not require additional installation.

The “Full Screen” button allows users to render the AR application in full screen mode, an especially useful feature on a small device. The “Print Map” button enables viewers to download the map with embedded markers. The “Buttons Stage” (denoted as $S$) 1–8 represents each historical battlefield event (Feature F2, F4) where users can simulate them individually. For each stage, a short description of the event is provided as the scene caption (Feature F2) positioned at the bottom of the screen. By default, the next stage is automatically triggered, and the simulation begins once the previous stage is finished (Feature F3) with a transition time of three seconds. By clicking or tapping on a particular button, visitors can experience the corresponding stage (Feature F4). Animation for each 3D model is applied based on the stage conditions (e.g., running for retreat, idle for resting, firing for attacking). A particular stage (or stage button) is enabled when the marker corresponding to that stage is found. The highlighted button (red color) indicates that the current stage is being simulated.

Each stage is described as follows:

- **Stage 1 ($S_1$):** the Federals (or Union) began moving from White Ranch toward Palmito to attack the Confederate.
- **Stage 2 ($S_2$):** the Confederate scattered to different locations.
- **Stage 3 ($S_3$):** The Union burned supplies and remained at the site to feed themselves and their horses.
- **Stage 4 ($S_4$):** the Confederate arrived with reinforcement and forced the Union back to White Ranch.
- **Stage 5 ($S_5$):** the Union returned with reinforcements and scattered the Confederate.
- **Stage 6 ($S_6$):** the Union rested at Tulosa on the river.
- **Stage 7 ($S_7$):** the large Confederate force hammered the Union line with artillery (cannon).
- **Stage 8 ($S_8$):** the Union retreated.

A description of each stage was transcribed into audio to enhance the user experience. We tried different methods to obtain the most natural narrator, such as Google Text to Speech (TTS), iOS TTS, Windows TTS, and IBM TTS. We determined that IBM TTS provided the best output at this time of conversion in terms of a human-like voice. These audios are triggered to play inline with each stage.

### 4.1.2. The marker component

To correctly present 3D objects in a real-world context the system needs to calculate the location and orientation of the camera (or pose). Several tracking methods have been studied in the fields of computer vision, robotics or photogrammetry, such as sensor tracking methods, visual tracking methods, and hybrid methods [23]. Each method relies on a special sensor. Visual tracking methods are of special interest in AR applications since the camera is already a built-in feature. In this visual tracking method, there are two popular approaches to superimpose 3D models onto the real physical world, including marker-based and markerless. In the markerless approach, prior knowledge of the user’s surrounding environment is not needed to overlay 3D contents.

The marker-based approach, on the other hand, provides a system with an easily detectable, predefined sign in the environment (e.g., object, image). The system can detect this sign by applying image processing, pattern recognition, and computer vision techniques. Once the sign is detected, a
3D object would be correctly positioned. There are two main types of markers used in typical AR applications, including template markers and 2D bar-code markers. The former identifies the marker, while the latter deciphers the data encoded in the marker. In the current stage of development, the location of the marker is our main interest, so we devised a template marker as a sign to position the soldiers (Feature F5). The intuitive approach of using a template marker is to have a database that contains sample images of a marker. The system will compare these sample images against segmented images extracted from the camera to retrieve the best match.

![Figure 4](image)

Figure 4. A marker (letter A) with four sample templates: (a) normal position, (b) rotate left, (c) rotate upside down, and (d) rotate right.

Figure 4 illustrates a sample template marker (i.e., letter A) with four matching templates (a, b, c, and d) corresponding to four different orientations (normal, rotate left, rotate upside down, and rotate right respectively). Each pixel on the image is encoded by a number (in grayscale) using 0 for black and 255 for white color. The template providing the best match (highest similarity or smallest dissimilarity values) within a certain threshold is the correct marker. Building on the procedure for the template marker, our approach makes a slight variation by using an area on the map as a sign for detection instead of using regular letters. As shown in Figure 5, we capture the base location of the troop Figure 5a, this image is then sampled (or converted into templates Figure 5b) by using the training image tool [24]. The cropped image (which is augmented by a black square box Figure 5c) will be overlaid on the existing map at the exact location Figure 5d. Hence, a 3D object is superimposed on the desired position Figure 5e.

Users pointed their camera toward the printed map to look for markers. Once the markers were detected, their positions were extracted and used as points for troop movement between any markers.

We found the most challenging tasks while developing the AR application and testing these embedded markers were the detection and recognition of multiple markers due to their positions and lighting conditions. Sometimes, two or three markers disappeared (due to lighting conditions) or flickered. To overcome this issue, we applied the Kalman Filter algorithm [25] to estimate the position of the marker once it was first detected. The goal of the Kalman Filter algorithm was to estimate the state of a discrete-time controlled process $x$ governed by the following linear stochastic difference equation:

$$x_k = Ax_{k-1} + Bu_k + w_{k-1},$$ (1)
Figure 5. Process of creating marker and embedding onto existing map: (a) cropping region of interest, (b) extract sample templates, (c) augmented black square box, (d) append image back to the map and (e) superimpose 3D model on the map.

with a measurement $z$

$$z_k = Hx_k + v_k.$$  \hspace{1cm} (2)

where

- $x_k$ is the true state or true position of the object at time $k$
- $A$ is the state transition model applied to the previous state $x_{k-1}$
- $B$ is the control-input model applied to the control vector $u_k$
- $w_k, v_k$ are the process and measurement noise respectively.
- $H$ is the measurement model mapping the true state space into observed space.

The role of the Kalman filter was to estimate $x_k$ at time $k$, given the initial estimate of $x_0$, the series of measurement, $z_1, z_2, z_3, ... z_k$ and the information of the system described by $A, B, H$.

4.2. Evaluation

To evaluate the AR application, we used the technology acceptance model (TAM) originally proposed by Davis [26] to assess an individual’s acceptance of information technology. It has proven to be a useful theoretical framework in explaining certain aspects of information technologies as well as understanding customer behavior toward using these technologies. The use of TAM has been empirically validated in a variety of contexts such as mobile technology [27], virtual communities [28], virtual worlds [29], and health care [30], as well as serving as a means to understand customer decision making processes [31]. Initially, perceived usefulness and perceived ease of use were the two main measures used in TAM. The former refers to “the degree to which a person believes that using a particular system would enhance his or her job performance”, whereas the latter is defined as “the degree to which a person believes that using a particular system would be free from effort” [32]. Over the years, the TAM has been continuously studied and expanded with much attention focused on assessing the robustness and validity of the questionnaire instruments (either origin or modified).
In line with the TAM, the Task–Technology Fit Model (TTFM) [33] is another variation model that assumes task technology fit will influence the performance outcome. This model asserted that the technology must be 1) utilized and 2) a good fit with the tasks it supports in order to have positive impacts on individual performance. Dishaw and Strong [34] extended the TAM with TTFM constructs, and since then, this blended model has been used in many studies [35–37]. Their findings suggested that task-technology fit influences perceived ease of use.

When designing an application, visual design (or visual appeal) plays an important role in retaining customers as it increases trust and loyalty [38]. Hartmann et al. [39] suggested that ‘beauty matters and it influences decisions that should be independent of aesthetics’. This measure was then used in many domains, for example, Verhagen et al. [40] confirmed that visual attractiveness positively influences the perceived usefulness.

4.3. Research hypotheses

Based on the literature review, the following hypotheses are proposed:

- H1: perceived visual design will have a positive effect on perceived task technology fit.
- H2: perceived visual design will have a positive effect on perceived usefulness.
- H3: perceived task technology fit will have a positive effect on perceived ease of use.
- H4: perceived ease of use will have a positive effect on perceived usefulness.
- H5: perceived usefulness will have a positive effect on intention to use.
- H6: perceived ease of use will have a positive effect on intention to use.

These hypotheses translated into the research model depicted in Figure 6, represented as a causal relationship schema and used as a point of departure for this research. The boxes represent the constructs (also called latent variables) which were measured by a set of items, with arrows representing hypotheses from 1 to 6.

4.4. Data collection and analysis

To test the hypotheses, we conducted an online survey to collect data from undergraduate and graduate students, as well as faculty members. Participants were given a Google Form embedded with a YouTube video link and 23-question items consisting of 20 questions for user’s behavior, and three questions for demographic information. In the first part of the survey, participants were asked to respond to questions about their attitude and behavioral intention of using PalmitoAR with 5-point Likert scales (coded as 1—strongly disagree, 2—disagree, 3—neutral, 4—agree, 5—strongly agree). In the second part, subjects were asked to provide general demographic information about their gender,
Table 1. Construct and items.

| Construct                        | Item                                                                 | Source |
|----------------------------------|----------------------------------------------------------------------|--------|
| Perceived task technology fit    | (TTF1) The PalmitoAR is adequate for the described scenario of “Battle of Palmito Ranch”. | [37]   |
|                                  | (TTF2) The PalmitoAR is compatible with the task of controlling virtual objects. |        |
|                                  | (TTF3) The PalmitoAR fits the task (i.e., learning historical events) well. |        |
|                                  | (TTF4) The PalmitoAR is sufficient for a AR-based learning toolkit. |        |
| Perceived visual design          | (VD1) The visual design of the PalmitoAR is appealing. | [40]   |
|                                  | (VD2) The size of 3D virtual objects is adequate. |        |
|                                  | (VD3) The layout structure is appropriate. |        |
| Perceived usefulness             | (PU1) Using this application would improve my understanding of “Battle of Palmito Ranch”. | [32]   |
|                                  | (PU2) Using this application, I would accomplish tasks (e.g., learning historical events) more quickly. |        |
|                                  | (PU3) Using this application would increase my interest in historical events (i.e., “Battle of Palmito Ranch”). |        |
|                                  | (PU4) Using this application would enhance my effectiveness on the task (i.e., learning historical events). |        |
|                                  | (PU5) Using this application would make it easier to do my task (i.e., learning historical events). |        |
| Perceived ease of use            | (PEU1) Learning to use the AR learning toolkit would be easy for me. | [32]   |
|                                  | (PEU2) I would find it easy to get the AR learning toolkit to do what I want it to do. |        |
|                                  | (PEU3) My interaction with the AR learning toolkit would be clear and understandable. |        |
|                                  | (PEU4) I would find the AR learning toolkit to be flexible to interact with. |        |
|                                  | (PEU5) It would be easy for me to become skillful at using the AR learning toolkit. |        |
|                                  | (PEU6) I would find the AR learning toolkit easy to use. |        |
| Intention to use                 | (BI1) I intend to use the AR learning toolkit in the near future. | [32]   |
|                                  | (BI2) I intend to check the availability of the AR learning toolkit in the near future. |        |

Table 2. Demographic information for the sample.

| Variable               | Item    | Number | Percentage |
|------------------------|---------|--------|------------|
| Gender                 | Male    | 21     | 80.76      |
|                        | Female  | 4      | 15.38      |
|                        | Not to say | 1     | 3.84       |
| English as a First Language | Yes     | 4      | 15.38      |
|                        | No      | 22     | 84.61      |
| Ethnic heritage        | Asian   | 21     | 80.76      |
|                        | Hispanic| 1      | 3.84       |
|                        | Caucasian/White | 4   | 15.38      |
| Total                  |         | 26     | 100        |

English as a first language, and ethnicity. Questionnaires were developed around items comprising perceived task technology fit (TTF) (adapted from [37]), perceived visual design (VD) [40], perceived usefulness (PU) [32], perceived ease of use (PEU) [32], and intention to use (BI) [32]. Table 1 provides a list of items used to measure each variable.

The survey was sent out to over 50 subjects. The collection of these questionnaires yielded 26 usable data responses. Data collected from the 26 responses were converted into Excel format for analysis. Table 2 shows the classification and percentage of the participants in each category.

A web-based software for generalized structure component analysis [41] was used for hypothesis testing as well as complementary analyses (e.g., internal consistencies, correlations). The generalized structured component analysis (GSCA) [42] is an approach to component-based structure equation modeling (SEM) and works well with a small sample size, without rigid distributional assumptions (e.g., normality assumption) [43].

5. Results

Overall, the AR application has received positive feedback from participants in the study. Comments related to better improve the PalmitoAR include: 1) improving the user interface and graphic design to make the scenario more realistic, 2) adding more information about the battle such as the number of deaths, 3) adding an introduction to the AR application. We take participant’s feedback as a positive input to improve the PalmitoAR in the next step. Adding visual content to the scene is not a technical challenge compared to improving the user interface and graphic design as there is no
standard UI for AR application at this time. This work can be improved through more user feedback on a particular visual design.

The descriptive statistics of the five constructs are shown in Table 3. All means are above the midpoint of 2.5. The standard deviations range from 0.66 to 1.20, indicating a narrow spread around the mean.

Table 3. Means and standard deviations of technology acceptance model (TAM) measures (N = 26).

| Construct Item   | Mean  | SD  |
|------------------|-------|-----|
| Perceived Task Technology Fit | TTF1 3.88 | 0.86 |
|                  | TTF2 3.73 | 0.66 |
|                  | TTF3 3.96 | 0.91 |
|                  | TTF4 3.84 | 0.92 |
| Perceived Visual Design | VD1 3.46 | 1.06 |
|                  | VD2 3.96 | 0.82 |
|                  | VD3 3.57 | 1.06 |
| Perceived Usefulness | PE1 4.15 | 0.96 |
|                  | PE2 4.00 | 1.20 |
|                  | PE3 4.07 | 1.06 |
|                  | PE4 4.03 | 0.95 |
|                  | PE5 4.12 | 0.81 |
| Perceived Ease of Use | PEU1 4.03 | 0.91 |
|                  | PEU2 3.92 | 1.01 |
|                  | PEU3 3.80 | 1.13 |
|                  | PEU4 3.69 | 0.97 |
|                  | PEU5 3.92 | 0.79 |
|                  | PEU6 3.88 | 0.90 |
| Intention to use | BI1 4.03 | 1.11 |
|                  | BI2 3.92 | 1.05 |

To measure how closely related a set of questionnaires are as a group, we used coefficient alpha [44] as a measure of internal consistency. All of the measures employed in this study demonstrated reasonable internal consistency, ranging from 0.748 to 0.945 (see Table 4), thereby exceeding the reliability estimates ($\alpha = 0.70$) recommended by Nunnally [45].

Table 4. Coefficient alpha.

| Construct Item Item | Alpha |
|--------------------|-------|
| Perceived task technology fit (TTF) | 4     | 0.870 |
| Perceived visual design (VD) | 3     | 0.748 |
| Perceived usefulness (PU) | 5     | 0.940 |
| Perceived easy of use (PEU) | 6     | 0.950 |
| Intention to use (BI) | 2     | 0.921 |

Table 5 presents the loading estimates for the indicators along with standard errors (SEs) of the parameter estimates calculated from 500 bootstrap samples. To determine the statistical significance of the parameter estimates, a 95% bootstrap percentile confidence interval (CI) was calculated—i.e., a parameter estimate is assumed to be statistically significant at 0.05 alpha level if the CI does not include the value of zero. Note that 95%CI_LB and 95%CI_UB denote the lower bound and the upper bound of a parameter estimate at 0.05 alpha level, respectively. All loading estimates were greater than 0.6 and were statistically significant, and therefore these items were good indicators of the constructs.

We fitted the hypothesized technology acceptance model to the dataset. We used 500 bootstrap samples for the estimation of standard errors and confidence intervals. The structural model with path coefficients is depicted in Figure 7. The model entails five constructs that underlie the 20 indicators. The five constructs are Task Technology Fit (TTF), Visual Design (VD), Perceived Usefulness (PU), Perceived Ease of Use (PEU), and Intention to Use (BI). Table 6 shows the means and variances of constructs, while Table 7 shows the correlations of constructs.

As can be seen in Table 8, GSCA provided that FIT=0.695 (SE=.043, 95% CI=0.591-0.770), AFIT=0.665 (SE=.047, 95% CI=0.551-0.750), GFI=.997 (SE=.002, 95% CI=0.990-0.999), SRMR= 0.120 (SE=0.027, 95% CI=0.112-0.216). Both FIT and Adjusted FIT (AFIT) take into account the variance...
Table 5. Estimates of loadings.

| Construct | Estimate | SE  | 95%CI.LB | 95%CI.UB |
|-----------|----------|-----|----------|----------|
| TTF1      | 0.832    | 0.097 | 0.546 | 0.930 |
| TTF2      | 0.861    | 0.086 | 0.585 | 0.948 |
| TTF3      | 0.894    | 0.034 | 0.801 | 0.956 |
| VD1       | 0.885    | 0.091 | 0.701 | 0.948 |
| VD2       | 0.631    | 0.165 | 0.308 | 0.845 |
| VD3       | 0.901    | 0.087 | 0.694 | 0.970 |
| PU1       | 0.825    | 0.113 | 0.520 | 0.961 |
| PU2       | 0.937    | 0.022 | 0.901 | 0.981 |
| PU3       | 0.859    | 0.068 | 0.658 | 0.944 |
| PU4       | 0.967    | 0.015 | 0.932 | 0.986 |
| PU5       | 0.892    | 0.040 | 0.810 | 0.971 |
| PEU1      | 0.867    | 0.064 | 0.727 | 0.942 |
| PEU2      | 0.904    | 0.042 | 0.800 | 0.962 |
| PEU3      | 0.943    | 0.021 | 0.886 | 0.976 |
| PEU4      | 0.916    | 0.044 | 0.790 | 0.967 |
| PEU5      | 0.836    | 0.076 | 0.646 | 0.937 |
| PEU6      | 0.873    | 0.043 | 0.784 | 0.949 |
| BI1       | 0.978    | 0.021 | 0.925 | 0.999 |
| BI2       | 0.944    | 0.033 | 0.877 | 0.993 |

Table 6. Means and variances of constructs.

| Construct                              | Mean | Variance |
|----------------------------------------|------|----------|
| Perceived task technology fit (TTF)    | 3.845 | 0.490    |
| Perceived visual design (VD)           | 3.629 | 0.714    |
| Perceived usefulness (PU)              | 4.067 | 0.816    |
| Perceived easy of use (PEU)            | 3.889 | 0.763    |
| Intention to use (BI)                  | 3.992 | 1.105    |

Table 7. Correlations of constructs.

| Construct                  | TTF  | VD   | PU   | PEU  |
|----------------------------|------|------|------|------|
| Task technology fit (TTF)   |      |      |      |      |
| Perceived visual design (VD)| 0.662|      |      |      |
| Perceived usefulness (PU)  | 0.767| 0.584|      |      |
| Perceived easy of use (PEU)| 0.547| 0.413| 0.714|      |
| Intention to use (BI)      | 0.384| 0.439| 0.477| 0.720|

Table 8. Model fit.

| Estimate | SE  | 95%CI.LB | 95%CI.UB |
|----------|-----|----------|----------|
| FIT      | 0.695| 0.043    | 0.591 | 0.770 |
| Adjusted FIT (AFIT) | 0.665| 0.047 | 0.551 | 0.750 |
| GFI      | 0.997| 0.002    | 0.990 | 0.999 |
| SRMR     | 0.120| 0.027    | 0.112 | 0.216 |

of the data explained by a given particular model specification. The values of FIT range from 0 to 1. The characteristics and interpretations of FIT and AFIT are comparable to $R^2$ and adjusted $R^2$ in linear regression. Here, FIT and AFIT indicate that the model accounted for about 69.5% and 66.5% of the total variance of all variables, respectively. Both FIT and AFIT turned out to be statistically significantly different from zero. Next, GFI and SRMR as additional measures of overall model fit reflect the closeness between the sample covariances and the covariances reproduced by the model parameter estimates. The GFI values close to 1 and the SRMR values close to 0 may be taken as indicative of a good fit. The value of GFI was very close to 1, whereas the value of SRMR was rather large and found to be statistically different from zero.

Table 9 provides the estimates of path coefficients along with their standard errors and 95% confidence intervals. In general, the interpretations of the path coefficient estimates are consistent with the relationships among the constructs hypothesized in the model (as depicted in Figure 7). That is, Visual Design had statistically significant and positive influences on Task Technology Fit (H1 = 0.662, SE=0.149, 95% CI=0.274-0.867), Task Technology Fit had a statistically significant and positive
influence on Perceived Ease of Use (H3 = 0.547, SE=0.150, 95% CI=0.310-0.861). In turn, Perceived Ease of Use had statistically significant and positive effects on Perceived Usefulness and Intention to use (H4 = 0.570, SE=0.187, 95% CI=0.183-0.957; H6 = 0.775, SE=0.190, 95% CI=0.453-1.304). However, our hypotheses of H2 (Visual Design \(\rightarrow\) Perceived Usefulness) and H5 (Perceived Usefulness \(\rightarrow\) Intention to use) were not supported.

6. Discussion

During the development of the proposed AR application, we faced some challenges that should be addressed in future research.

First, in the AR design it was difficult to overlay all information on a small screen such as a handheld mobile device because it will occlude the main AR scene. Although audio was supported, non-native English speakers may have difficulty understanding the historic content. However, history education is also targeted towards people of international origin as education for them is particularly important in the U.S. Future studies may add display captions in order to better deliver the content materials to non-native English speakers. In addition, further improvements can be made by either splitting long sentences into smaller text segments, or by translating English audio parts into different languages.

Second, the detection/recognition of markers are sensitive to lighting conditions and the angle between the camera and the printed map. Orienting the camera perpendicular to the map yields the best result, but the 3D models will then be seen from the top-down, thus reducing the natural observations.

Third, creating 3D contents for augmented reality is still a time-consuming task due to the variety of file formats. Tools exist for developers to speed up modeling with pre-built-in 3D models (as used in our application) with very detailed modifiable features. However, the more customized the tool, the higher the resolution of the 3D models. It would then end up with a large size model that is not typically suitable for a browser. Our approach tried to mitigate this issue by converting a model into a binary format as the browser can accommodate up to 3 to 4 different models. However, when it goes
beyond this number, the frame rate in the browser starts to drop significantly. This problem worsens if it takes too long to download and initialize models, with the result that users are more likely to leave the application before experiencing it. One possible approach to alleviate this issue is through Cloud Rendering where AR is hosted on the cloud, users send camera feed to the remote server, and the server would then render and stream back to users with a better AR quality.

Fourth, as mentioned earlier our intention was to bring an AR experience to a variety of users, visitors, and students through a default browser. However, not every handheld browser has sensor APIs to support AR (e.g., camera, gyroscope, accelerometer, orientation, magnetometer). Another issue related to the browser is the accessibility to the camera object. Currently, the AR camera handles the augmentation independent from the traditional camera, meaning that it works at the operation system level and not on top of the camera itself, thus leading to computational and visible lag.

7. Conclusion

This paper presented a web-based AR application that enables both students and tourists to witness a series of battlefield events that occurred at the Battle of Palmito Ranch. The technology acceptance model was adapted to measure user behavior toward experiencing the proposed AR application in terms of task technology fit, visual design, perceived usefulness, perceived ease of use, and intention to use. The study results showed that visual design had statistically significant and positive influences on the task technology fit, that task technology fit had a statistically significant and positive influence on perceived ease of use, and perceived ease of use had statistically significant and positive effects on the intention to use and perceived usefulness. This study did not find significant relationships between the visual design and the perceived usefulness, nor between the perceived usefulness and the intention to use the PalmitoAR application. Reasoning for these non-significant relationships will be further investigated in a large-scale user experience study. It would be valuable to replicate the findings of the present work in other educational areas, such as natural science (e.g., geography) or business education (e.g., tourism and hospitality management).
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