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Abstract

We consider a sequential decision making process, such as renewable energy trading
or electrical production scheduling, whose outcome depends on the future realization of
a random factor, such as a meteorological variable. We assume that the decision maker
disposes of a dynamically updated probabilistic forecast (predictive distribution) of
the random factor. We propose several stochastic models for the evolution of the
probabilistic forecast, and show how these models may be calibrated from ensemble
forecasts, commonly provided by weather centers. We then show how these stochastic
models can be used to determine optimal decision making strategies depending on the
forecast updates. Applications to wind energy trading are given.
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1 Introduction

Consider a sequential decision-making process, such as renewable energy trading or
electrical production scheduling, whose outcome depends on the realization of a random
factor, such as a meteorological variable. It is often the case, that at each point in time, the
decision maker disposes of an imperfect probabilistic forecast of the random factor (such
as, a confidence interval or a set of quantiles), and that this forecast is periodically, or
continuously, updated. The goal of the decision maker is to optimally update her strategy
according to the available information, to maximize a specific gain functional. To solve
this problem in the framework of stochastic control, one needs to describe the dynamics of
the predictive distribution with a stochastic model. Such a model determines the evolution
of the predictive distribution and the relationship of the forecasts to the realization of the
unknown random factor; in other words, the model describes the evolution of the forecast
error as new information becomes available.

In the literature, stochastic decision update rules based on point forecasts have been
proposed [27,11,2,26], however probabilistic forecasts contain more dynamic information
than point forecasts, as the expected forecast uncertainty can also vary dynamically. Figure 1
shows the evolution of the probabilistic forecast of power production of a wind plant
in France as function of time, for a fixed production time. It is clear that not only the
average production varies with time, but also the width of the confidence interval changes:
it does not always decrease with time and may not be fully correlated with the expected
production level. This information reflects the varying forecast uncertainty and is not
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Figure 1: Evolution of the probabilistic forecast of power production of a wind plant as function of time, for a fixed production time.

contained in the point forecast, but may be important for decision making. For example, a wind producer facing severe penalties in case of lack of production, or a network operator whose goal is to avoid shortages at all costs may need to purchase energy in the intraday market to hedge the risk when forecast uncertainty increases, even if the predicted average production remains the same. This paper develops models of the dynamic evolution of probabilistic forecasts, allowing to take into account precisely this type of uncertainty in dynamic decision making.

In mathematical terms, let $(\Omega, F, F, P)$ be a filtered probability space and assume that $F$ models the filtration of the decision maker. Fix a time horizon $T$, and let $X$ be a real-valued $F_T$-measurable random variable. We make a standing assumption that $F_0$ is a trivial $\sigma$-field. Let $\mu_t$ denote the regular conditional distribution of $X$ given $F_t$. We call $\mu_t$ the probabilistic forecast of $X$ at time $t$. See [16] for the description of the mathematical framework of probabilistic forecasting and methods of forecast evaluation. The goal of this paper is to

a. Formulate the conditions that the dynamics of $\mu_t$ must satisfy and propose several tractable finite-dimensional models for this dynamics in the diffusion framework,

b. Show how these models may be calibrated with real meteorologic data, in the case where $\mu_t$ models the forecast of a meteorological variable.

c. Provide an example of using the methodology to solve stochastic control problems arising in the context of wind energy trading.

The full predictive distribution is an infinite-dimensional object, but the actual available information is always low-dimensional; for this reason we aim to summarize the dynamics of the full predictive distribution with a low number of factors, which are easy to interpret and estimate from the data (such as the conditional mean and variance of the predictive distribution). In addition, our objective of computing the optimal strategies using the tools of stochastic control precludes the use of high-dimensional specifications. More precisely, in this paper we consider parametric two-dimensional specifications where the predictive distribution is a function of two observable factors, say $m_t$ and $V_t$. Here $m_t$ represents the conditional expectation of $X$ and $V_t$ some measure of the error, such as the conditional variance. In our models, $m_t$ and $V_t$ have diffusion dynamics, and the predictive density $\mu_t$ corresponds to a distribution from some known class, such as Student t,
normal inverse Gaussian, inverse Gaussian or log generalized hyperbolic, with parameters depending on $m_t$ and $V_t$.

In practice, the forecast information received by the decision maker from a forecast provider may come, for example, in the form of a confidence interval around a point forecast, or in the form a set of quantiles of the predictive distribution. A particularly important case is that of ensemble forecasts. An ensemble forecast in meteorology is a set of several point forecasts aiming together to give an indication of the range of possible future states of the atmosphere. Members of the ensemble are obtained by running the forecasting model with perturbed initial conditions and/or parameters. An ensemble forecast is usually obtained with deterministic means, and therefore does not represent the best approximation of the predictive distribution of meteorological variables. In particular, ensemble forecasts are often uncalibrated (biased) and underdispersed compared to realizations [17]. However, techniques for statistical post-processing of ensemble forecast with the aim to improve calibration and sharpness have been developed in the literature. Two such techniques are ensemble model output statistics (EMOS) [17, 28] and Bayesian model averaging (BMA) [30, 25]. In [17], the authors approximate the predictive density with a Gaussian distribution, whose parameters depend on the ensemble forecasts and are chosen to optimize calibration and sharpness of the resulting probabilistic forecast. In [30, 25] the predictive density is represented by a mixture of normal distributions, whose weights are computed from the ensemble members. To account for positive random variables such as wind speed, EMOS with log-normal distributions has been used in [5] and BMA with truncated normal components has been employed in [4]. Other approaches to statistical post-processing of wind speed forecasts involve generalized extreme value distribution [21] and weighted mixtures of log-normal and truncated normal distributions [6].

In these papers, a single forecast horizon is fixed, and the calibration procedure uses a series of ensemble forecasts, obtained at different days of the training period for the fixed forecast horizon. At any given time, the calibrated method allows to compute the probabilistic forecast for this fixed horizon from the ensemble forecast, but no information about the evolution of the probabilistic forecast is available.

Our approach to calibrate the models presented in this paper is inspired by EMOS and also based on ensemble forecasts. However, we use more general predictive densities, potentially allowing for better calibration. More importantly, we do not fix a single forecast horizon, but model the dynamics of the predictive distribution for a given quantity at a given date, as time goes on and forecast horizon decreases. As a result, our calibrated model provides two types of information. First, as in statistical postprocessing methods, a predictive density in tractable form can be computed from an ensemble forecast. Secondly, the dynamics of this predictable distribution is given, in the form of a two-dimensional stochastic differential equation characterizing the evolution of the pair $(m_t, V_t)$, the conditional mean of the predictive distribution and a measure of the error. This dynamics can be exploited in the decision making process, to make strategy updates based not only on the conditional mean of the variable of interest, but also on the evolution of our knowledge of the uncertainty around the mean.

Stochastic differential equations (SDE) have been used to model the dynamics of probabilistic forecasts by several authors, see e.g., [18, 9] in the context of wind speed, or [3] in the context of solar energy forecasting. In these approaches, the forecasted quantity (e.g., the wind speed) is modeled directly by a stochastic differential equation, from which the probabilistic forecasts at any horizons, as well as their dynamics, can be deduced. However, the predictive distributions are typically not in tractable form (e.g., in [18] they are approximated by Monte Carlo), and the dynamics of the forecasting error is hardcoded into the equation and cannot be calibrated independently from ensemble forecasts,
in other words, the variance of the forecast is not stochastic. This makes it impossible to use information on forecast uncertainty in strategy updates.

Our approach provides a dynamic SDE-based model for forecast dynamics, tractable predictive distribution and possibility of model calibration with ensemble forecasts, in a sense taking the best of both worlds to obtain a coherent and realistic model. Moreover, the results are exploited in a stochastic control problem to integrate the additional information provided by the probabilistic forecasts in the decision process.

Using probabilistic forecasts for decision making in wind energy trading and electricity scheduling has been studied e.g., in [23, 24, 31]. These references suggest a static approach, where a probabilistic forecast of a quantity of interest is used to make the decision on e.g., the quantity of energy to sell in the day-ahead market. By contrast, our dynamic approach allows to continuously, or regularly, update the decision based on the evolution of the forecast and information about its uncertainty.

We illustrate our methodological contribution with an application to a wind power trading problem. In this problem, a wind power producer, who disposes of a dynamically updated probabilistic forecast of the wind speed, takes positions in the intraday electricity market to maximize the utility of terminal wealth. This setting gives rise to a three-dimensional stochastic control problem, which is solved using the dynamic programming principle. For the numerical solution we use the Least Squares Monte Carlo method implemented in the open-source library StOpt (see [14]) and based on the methods of Bouchard and Warin [10] and Belomestny et al. [8] generalizing the seminal approach of Longstaff and Schwartz [22] and Tsitsiklis and Van Roy [29]. To assess the value of taking into account the dynamics of probabilistic forecasts, we compare the gains of an agent using our approach with the potential gains of another agent who uses only the point forecasts and show that our method leads to a 5% revenue increase in the simulation examples.

The paper is structured as follows. In section 2 we describe several parametric models for the dynamics of probabilistic forecasts. In section 3 we develop a procedure inspired by EMOS to calibrate the models of section 2 for different lead times and show that our models have good prediction results and that EMOS increases accuracy of prediction compared with raw ensembles, as expressed with Continuous Ranked Probability Score. In section 4 we present an application of our methodology to wind power trading.

2 Modeling probabilistic forecasts

As mentioned in the introduction, given a flow of information described by the filtration $(\mathcal{F}_t)_{0 \leq t \leq T}$, a probabilistic forecast of an $\mathcal{F}_T$-measurable random variable $X \in \mathbb{R}^d$ is the conditional distribution $\mu_t$ of $X$ given $\mathcal{F}_t$. A dynamic model for a probabilistic forecast is then a flow of probability measures $(\mu_t)_{0 \leq t \leq T}$, which can be identified with a flow of conditional distributions of some $\mathcal{F}_T$-measurable random variable. This imposes strong constraints on the dynamics of $(\mu_t)$, in particular, all moments of $\mu_t$, when they exist, must be $(\mathcal{F}_t)$-martingales. A $d$-dimensional Markov specification of forecast dynamics is a Markov process $(X_t)_{0 \leq t \leq T} \in \mathbb{R}^d$ such that, at every $t \in [0, T]$, $\mu_t = \mu(t, X_t)$, where $\mu : [0, T] \rightarrow \mathbb{R}^d \rightarrow \mathcal{P}(\mathbb{R})$ is a deterministic mapping, where $\mathcal{P}(\mathbb{R})$ is the set of probability measures on $\mathbb{R}$.

In this section, we develop several two-dimensional Markov specifications for forecast dynamics, which correspond to well-known tractable predictive distributions.
2.1 Forecast of a real-valued quantity

In this section we propose two tractable models for the dynamics of probabilistic forecast of a real-valued quantity, such as the temperature. The models are based on the time-changed Brownian motion. In the first paragraph, the predictive distribution at all times is the Student t distribution (with power law tails), and in the second paragraph, the predictive distribution is the normal inverse Gaussian distribution (with exponentially decaying tails).

**Student t predictive distribution** Let \( \rho \) be a positive deterministic function, continuous on \((0, \infty)\), with \( \int_0^t \rho^2(t)dt = +\infty \) for all \( t > 0 \) (this function is singular at zero), let \( W \) and \( W' \) be independent standard Brownian motions, whose filtration will be denoted by \( \mathcal{F} \), let \( b > 0 \) and consider the following pair of stochastic differential equations, defined for \( t \in [0,T)\):

\[
\begin{align*}
  dV_t &= -\rho^2(T-t)dt + b\rho(T-t)dW_t, \\
  dm_t &= \sqrt{V_t}\rho(T-t)dW'_t,
\end{align*}
\]

**Proposition 1.** The equation (1–2) admits a strong solution \((m,V)\) on \([0,T)\). The limit \( m_T = \lim_{t \to T} m_t \) exists in the almost sure sense, and for every \( t \in [0,T) \), the conditional distribution of \( m_T \) given \( \mathcal{F}_t \) is the Student t distribution with \( 2\nu \) degrees of freedom, where \( \nu = 1 + 2/b^2 \):

\[
\frac{d}{dx} P[m_T \in dx|\mathcal{F}_t] = \frac{d}{dx} P[m_T \in dx|m_t, V_t] = \frac{\Gamma(\nu + \frac{1}{2})}{\Gamma(\nu)} \frac{b}{2\sqrt{\pi V_t}} \left\{ 1 + \frac{(x - m_t)^2b^2}{4V_t} \right\}^{-\nu - \frac{1}{2}}.
\]

In addition, \( m_t = \mathbb{E}[m_T|\mathcal{F}_t] \) and \( V_t = \text{Var}[m_T|\mathcal{F}_t] \).

**Remark 1.** In this model, and in the other models of this section, the predictive distribution is parameterized by two (stochastic) variable parameters, \( m_t \) and \( V_t \), which typically determine the location and scale of the distribution and may change as time passes and the forecast horizon draws near, and one fixed parameter \( b \) (typically, the shape parameter), which remains constant throughout the lifetime of the forecast for a fixed date. In addition, the deterministic time-varying parameter \( \rho \) does not affect the predictive distribution, but affects the dynamics of the variables \( m_t \) and \( V_t \).

**Remark 2.** The pair \((V_t, m_t)_{0 \leq t < T}\) can alternatively be written as \( V_t = \tilde{V}_{\theta_t} \) and \( m_t = \tilde{m}_{\theta_t} \) with

\[
\theta_t = \int_0^t \rho^2(T-s)ds, \quad 0 \leq t < T,
\]

and

\[
\begin{align*}
  \tilde{V}_t &= V_0e^{-\left(1 + \frac{b^2}{2}\right)t + b\tilde{W}_t} \\
  \tilde{m}_t &= m_0 + \int_0^t \sqrt{\tilde{V}_s}d\tilde{W}'_s
\end{align*}
\]

on \([0, \infty)\), with \((\tilde{W}, \tilde{W}')\) a standard 2-dimensional Brownian motion.
Proof. Fixing $t < T$, as in the above remark, for $s \geq t$, we can write
\[
V_s = V_t \exp \left( -\int_t^s (1+b^2/2)\rho^2(T-u)du + \int_t^s b\rho(T-u)dW_u \right) = V_t \mathcal{V}_t^{-1-b^2/2,b}
\]
where $\mathcal{V}_t^{(\mu,b)} = e^{\mu t+bB_t}$ for a different Brownian motion $B'$. In addition,
\[
\int_t^T \rho^2(T-s)V_s ds = V_t \int_t^T \rho^2(T-s)\mathcal{V}_t^{-1-b^2/2,b}ds = V_t \int_0^\infty \mathcal{V}_s^{-1-b^2/2,b}ds = 4V_t \int_0^\infty \mathcal{V}_s^{-2}ds.
\]
From [12, Proposition 4.4.4],
\[
\int_0^\infty \mathcal{V}_t^{-2}dt = (2\gamma_m)^{-1}, \quad \nu = 2/b^2 + 1,
\]
where $\gamma_m$ denotes a gamma random variable with parameter $\nu$. Then, for $t < s < T$,
\[
m_s = m_t + B \left( \int_t^s \mathcal{V}_r \rho^2(T-r)dr \right),
\]
for a different Brownian motion $B$. Therefore,
\[
m_T := \lim_{s \to T} m_s = m_t + B \left( \int_t^T \mathcal{V}_r \rho^2(T-r)dr \right) = B \left( \frac{2V_t}{b^2\gamma_{2\nu}} \right)
\]
and finally,
\[
\frac{d}{dx} \mathbb{P}[m_T - m_t \in dx | \mathcal{F}_t] = \mathbb{E} \left[ \frac{b\sqrt{\nu}}{2\sqrt{\pi V_t}} e^{-\frac{x^2}{4V_t}} \right]
\]
\[
= \frac{b}{2\Gamma(\nu)\sqrt{\pi V_t}} \int_0^\infty e^{-z^2/4V_t} z^{-\nu-\frac{1}{2}}dz
\]
\[
= \frac{\Gamma(\nu+\frac{1}{2})}{\Gamma(\nu)} \frac{b}{2\sqrt{\pi V_t}} \left( 1 + \frac{x^2b^2}{4V_t} \right)^{-\nu-\frac{1}{2}},
\]
which means that conditionally on $\mathcal{F}_t$, $m_T - m_t$ follows the centered Student t distribution with $2\nu = 2+4/b^2$ degrees of freedom. The expressions for mean and variance are obtained from standard formulas for the Student t distribution.

Figure 2 illustrates the dynamics of the predictive distribution in the model [12]. We see that the confidence interval has a nontrivial behavior, it shrinks around the middle of the graph as the conditional variance goes down before increasing in size when the conditional variance goes up and shrinking to zero again at the very end.

Normal inverse Gaussian predictive distribution Using the notation of the previous paragraph, consider the following pair of stochastic differential equations.
\[
dm_t = \sqrt{V_t}\rho(T-t)dW_t \tag{3}
\]
\[
dV_t = -V_t\rho^2(T-t)dt + \sqrt{V_t}b\rho(T-t)dW'_t. \tag{4}
\]
Here $V$ is a time-changed square-root process which hits zero in finite time almost surely. We assume that this process remains at zero after the first hitting time. A sample evolution of $(m, V)$ and the dynamics of the associated predictive distribution is shown in Figure 3.
As in Remark 2, we can express $m_t = \tilde{m}_{\theta_t}$ and $V_t = \tilde{V}_{\theta_t}$, where the processes $\tilde{m}$ and $\tilde{V}$ have time-homogeneous dynamics (with different Brownian motions).

$$\begin{align*}
    d\tilde{m}_t &= \sqrt{\tilde{V}_t} dW_t \\
    d\tilde{V}_t &= -\tilde{V}_t dt + \sqrt{\tilde{V}_t} b dW'_t,
\end{align*}$$

\textbf{Proposition 2.} The equation (5–6) admits a strong solution $(m, V)$ on $[0, T)$. The limit $m_T = \lim_{t \to T} m_t$ exists in the almost sure sense, and for every $t \in [0, T)$, the conditional distribution of $m_T$ given $\mathcal{F}_t$ is the symmetric normal inverse Gaussian distribution on $\mathbb{R}$ with density

$$p(x) = \frac{V_t^{1/2} K_1 \left( \frac{1}{b} \sqrt{V_t/b^2} \right)}{\pi \sqrt{\left( V_t/b^2 + (x - m_t)^2 \right)}} e^{V_t/b^2}$$

(7)

where $K$ is the modified Bessel function of the third kind. Moreover, the conditional mean and variance of $m_T$ are given by

$$m_t = \mathbb{E}[m_T | \mathcal{F}_t] \quad \text{and} \quad \text{Var}[m_T | \mathcal{F}_t] = V_t.$$
where $\gamma = \sqrt{1 + 2ub^2}$. Integrating up to infinity, we then find:

$$
E\left[ \exp\left(-u \int_{\theta_t}^{\infty} \tilde{V}_s ds \right) | \tilde{V}_{\theta_t} \right] = \exp\left( - \frac{2\tilde{V}_{\theta_t}u}{1 + \sqrt{1 + 2ub^2}} \right).
$$

This allows us to compute the Fourier transform of the conditional distribution of $m_T$:

$$
E[e^{iu(m_T - m_t)} | \mathcal{F}_t] = E\left[ \exp\left( iu \int_{\theta_t}^{\infty} \tilde{V}_s ds \right) | \tilde{V}_{\theta_t} \right]
$$

$$
= E\left[ \exp\left( - \frac{u^2}{2} \int_{\theta_t}^{\infty} \tilde{V}_s ds \right) | \tilde{V}_{\theta_t} \right]
$$

$$
= \exp\left( - \frac{\tilde{V}_{\theta_t} u^2}{1 + \sqrt{1 + u^2b^2}} \right)
$$

$$
= \exp\left( - V_t (\sqrt{1 + u^2b^2} - 1) \right)
$$

The characteristic function of the normal inverse Gaussian law with parameters $\mu$, $\alpha$, $\beta$, $\delta$ is given by

$$
e^{iuu + \delta(\sqrt{\alpha^2 - \beta^2} - \sqrt{\alpha^2 - (\beta + iu)^2})}.
$$

Hence, $m_T - m_t$ conditionally on $\mathcal{F}_t$ follows the normal inverse Gaussian law with parameters

$$
\mu = 0, \quad \delta = V_t, \quad \beta = 0, \quad \alpha = \frac{1}{b}.
$$

The expressions of the conditional moments may be easily obtained from the characteristic function.

2.2 Forecast of a positive quantity

In this section we propose two models for the probabilistic forecast of a positive quantity such as the wind speed. The models are obtained from the ones of the previous section, replacing the Brownian motion with the martingale geometric Brownian motion.
Log-generalized hyperbolic predictive distribution  Using the notation of the preceding section, consider the following pair of stochastic differential equations.

\[
\frac{dV_t}{V_t} = -\rho^2(T-t)dt + b\rho(T-t)dW_t
\]  \(8\)

\[
\frac{dm_t}{m_t} = \sqrt{V_t}\rho(T-t)dW'_t.
\]  \(9\)

As in Remark 2 we can write \(m_t = \tilde{m}_{\theta_t}\) and \(V_t = \tilde{V}_{\theta_t}\), where the processes \(\tilde{m}\) and \(\tilde{V}\) have time-homogeneous dynamics (with different Brownian motions).

\[
\frac{d\tilde{m}_t}{\tilde{m}_t} = \sqrt{\tilde{V}_t}dW_t
\]

\[
\frac{d\tilde{V}_t}{\tilde{V}_t} = -dt + bdW'_t.
\]

Proposition 3. Let \((m, V)\) be a solution of \((8-9)\). Then the conditional distribution of \(\log m_T\) given \(F_t\) is the generalized hyperbolic distribution with density

\[
p(x) = \frac{be^{\frac{x-\mu}{2}}}{\Gamma(\nu)\sqrt{\pi V_t}} \left(\frac{V_t}{b\sqrt{4V_t + (x-\mu)^2b^2}}\right)^{\nu + \frac{1}{2}} K_{\nu + \frac{1}{2}} \left(\sqrt{\frac{V_t}{b^2} + \frac{(x-\mu)^2}{4}}\right)
\]

with \(\mu = \log m_t\) and \(\nu = 1 + \frac{2}{b^2}\). In addition,

\[
E[m_T|F_t] = m_t.
\]

Remark 3. This distribution is a particular case of the generalized hyperbolic distribution, known as generalized hyperbolic skew Student t distribution [1]. With this distribution, \(m_T\) does not admit a second moment.

Proof. With the notation of the proof of Proposition [1] we now get

\[
\log \frac{m_T}{m_t} = W\left(\frac{2V_t}{b^2\nu}\right) - \frac{V_t}{b^2\nu},
\]

and therefore

\[
\frac{d}{dx} P[\log(m_T/m_t) \in dx|F_t] = \frac{d}{dx} E[P[\log(m_T/m_t) \in dx|\gamma, V_t]]
\]

\[
= E \left[ b\sqrt{\gamma_t} \frac{e^{-\frac{(x-\mu)^2}{2\gamma_t}}\nu}{4V_t} \right]
\]

\[
= \frac{be^{\frac{x}{2}}}{2\Gamma(\mu)\sqrt{\pi V_t}} \int_{0}^{\infty} e^{-z} (1 + \frac{x^2}{b^2})^{-\frac{\nu}{2}} dV'_t
\]

\[
= \frac{be^{\frac{x}{2}}}{\Gamma(\mu)\sqrt{\pi V_t}} \left(\frac{V_t}{b\sqrt{4V_t + x^2b^2}}\right)^{\nu + \frac{1}{2}} K_{\nu + \frac{1}{2}} \left(\sqrt{\frac{V_t}{b^2} + \frac{x^2}{4}}\right)
\]

\]
Log-normal inverse Gaussian predictable distribution Using the same notation as above, consider the following pair of SDEs.

\[
\begin{align*}
\frac{dm_t}{m_t} &= \sqrt{V_t}\rho (T - t) dW_t \\
\frac{dV_t}{V_t} &= -V_t\rho^2 (T - t) \left( 1 + \frac{b^2}{2} \right) dt + \sqrt{V_t}\rho (T - t) dW'_t.
\end{align*}
\] (10)

The equivalent time-changed representation takes the form

\[
\begin{align*}
\frac{d\tilde{m}_t}{\tilde{m}_t} &= \sqrt{\tilde{V}_t} dW_t \\
\frac{d\tilde{V}_t}{\tilde{V}_t} &= -\tilde{V}_t \left( 1 + \frac{b^2}{2} \right) dt + \sqrt{\tilde{V}_t} b dW'_t.
\end{align*}
\] (11)

The proof of the following proposition is very similar to that of Proposition 2 and will therefore be omitted.

**Proposition 4.** Let \((m, V)\) be a solution of (10–11). Then the conditional distribution of \(\log m_T\) given \(F_t\) is the normal inverse Gaussian distribution on \(\mathbb{R}\) with density

\[
p(x) = \frac{\alpha \delta K_1 \left( \alpha \sqrt{\delta^2 + (x - \mu)^2} \right)}{\pi \sqrt{\delta^2 + (x - \mu)^2}} e^{\delta \gamma + \beta (x - \mu)}
\] (14)

where the parameters are given by

\[
\begin{align*}
\mu &= \log m_t, \\
\delta &= \frac{V_t}{b}, \\
\beta &= -\frac{1}{2}, \\
\alpha &= \sqrt{\left( b^{-1} + \frac{b}{2} \right)^2 + \frac{1}{4}},
\end{align*}
\]

\(\gamma = b^{-1} + \frac{b}{2}\), and \(K\) is the modified Bessel function of the third kind. Moreover, the first two conditional moments of \(m_T\) are given by

\[
\begin{align*}
m_t &= \mathbb{E}[m_T | F_t] \\ m_T^2 | F_t &= m_t^2 e^{V_t}.
\end{align*}
\]

Note that for all processes presented in this section, the process \(V_t\) does not necessarily decrease with time (see Figures 2-5). This reflects the fact that uncertainty over the
quantity to forecast can vary over time and does not always decrease as we approach the realization date. We also attract the reader’s attention on the fact that while $V_t$ does represent the forecast uncertainty, it does not coincide with the conditional variance of the predictive density for positive quantities – e.g., for $(m,V)$ solution of (10)–(11), the variance is given by $\text{Var}[m_T|\mathcal{F}_t] = m_t^2(e^{V_t} - 1)$.

3 Fitting forecast models to data

In this section, we detail the procedure for calibrating our models for forecast dynamics from historical ensemble forecasts and the corresponding realizations. To illustrate the forecasting of a real-valued quantity, we shall use the normal inverse Gaussian model defined by the equations (3–4) and the predictive density (7), and apply it to ensemble forecasts of temperature. To illustrate the forecasting of a positive quantity, we shall use the model defined by the equations (10–11) and the predictive density (14), and apply it to ensemble forecasts of the wind speed.

3.1 Presentation of the dataset

The data is composed of meteorological ensemble forecasts from $K = 273$ different locations around Paris, France, plotted on the map in Figure 6, recorded over January 2015.

A new forecast ensemble becomes available at 12PM (noon) and at 12AM (midnight) on each day. Each forecast ensemble consists of 50 members, and each member provides a prediction for all meteorological variables for lead times from 1h to 48h, with a step of 3h. Since the forecasts are updated every 12 hours, in our study of forecasts dynamics, we use only the forecast horizons which are multiples of 12 hours, that is, $h \in \mathcal{H} = \{12, 24, 36, 48\}$.

As the locations are very close to each other we make the approximation that they form several ensemble forecasts of the same area. We will use all the ensemble forecasts to calibrate the model, making the approximation that, for each time horizon, the calibrated coefficient can be used to obtain the predictive densities in each of these locations.

Forecasts recorded on days from January 3 to January 21 constitute the training set and those recorded from January 22 to January 31 form the test set.
Note that the first two days of January are not used for the calibration because we do not dispose of the full forecast data for them. Our training set is thus composed of $T = 38$ 12-hour periods.

In this application we are interested in two variables: the temperature at 2 meter height denoted by $T$ and the 10 meter wind speed denoted by $w$. The wind speed is not directly available in the data and we compute it from the two components $w_x$ and $w_y$ through the usual formula $w = \sqrt{w_x^2 + w_y^2}$ for each member of the forecast ensemble and for each realization.

Since the maximum lead time for our forecast is 48 hours and new forecast becomes available every 12 hours, to study the dynamics of the forecast of a given realization recorded at 12 AM or 12 PM, we dispose of 4 data points with lead times 48h, 36h, 24h and 12h. In Figure 7, we plot four forecast ensembles for the wind speed, recorded for a specific location in our dataset at four consecutive forecast update times (Jan 1st 12PM, Jan 2nd 12AM, Jan 2nd 12 PM and Jan 3rd 12AM). The forecasts for a fixed terminal time (Jan 3rd, 12 PM) are shown with the vertical bar in the four graphs.

### 3.2 Model calibration

To calibrate our models for forecast dynamics from meteorological ensemble forecasts, we use an approach inspired by the EMOS methodology in [17], to determine the conditional mean and variance of the predictive distribution from the ensemble forecasts. As explained in the introduction, the ensemble forecasts may be biased and underdispersed, so that the mean and variance of the predictive distribution are not necessarily equal to the mean and variance of the empirical distribution of the forecast members, although these quantities are certainly related to each other. Let $x_{mhtk}$ denote the value of member $m$ of the ensemble forecast of a given meteorological quantity (wind speed or temperature), recorded at time $t$, at location $k$, for the forecast horizon $h$, and by $\bar{x}_{htk}$ the corresponding realization. We assume that the mean of the predictive distribution, denoted by $m_{htk}$ is a linear function of the mean of ensemble members:

$$m_{htk} = m_{htk}(a_0^h, a_1^h) = a_0^h + \frac{a_1^h}{M} \sum_{m=1}^{M} x_{mhtk} := a_0^h + a_1^h \bar{x}_{htk}.$$  

(15)
Figure 7: Forecast ensembles for the wind speed, recorded at four consecutive forecast update times (Jan 1st 12PM, Jan 2nd 12AM, Jan 2nd 12 PM and Jan 3rd 12AM). The forecasts for a fixed terminal time (Jan 3rd, 12 PM) are shown with the vertical bar.

The coefficients $a^0_h$ and $a^1_h$ reflect the bias in the ensemble forecasts. In the case of unbiased forecasts we would have $a^0_h = 0$ and $a^1_h = 1$. Similarly, the variance of the predictive distribution depends on the spread of ensemble members, but the latter may not reflect the forecasting error entirely. Hence we assume that at each date $t$, each location $k$, and each lead time $h$, the variance of the predictive distribution is given by

$$
\sigma^2_{htk} = \sigma^2_{htk}(c_h, d_h) = c_h + d_h \frac{1}{M} \sum_{m=1}^{M} (x_{htk}^m - \bar{x}_{htk})^2 := c_h + d_h V_{htk}.
$$

The coefficients in the expression for the variance can be interpreted as follows: $c_h$ represents the part of the error that is not related to the spread of the ensemble members, whereas $d_h$ represents the part of the conditional variance explained by the ensemble spread.

The full model specification for the temperature forecasts is thus given by equations (3–7) and (15–16), while the full specification for the wind forecasts is given by equations (10–14) and (15–16).

The full model is calibrated in a three-step procedure as detailed below.

**Step 1** In the first step, we first calibrate, separately for each forecast horizon, the parameters $a^0_h$ and $a^1_h$ by linear regression:

$$
(\hat{a}^0_h, \hat{a}^1_h) = \arg \min_{a^0, a^1} \sum_{t,k=1}^{T,K} (a^0 + a^1 \bar{x}_{htk} - \bar{x}_{tk})^2.
$$
Next, using the calibrated values $\hat{a}_h^0$ and $\hat{a}_h^1$, we calibrate $c_h$, $d_h$ and $b_h$ by maximum likelihood:

$$(\hat{c}_h, \hat{d}_h, \hat{b}_h) = \arg \max_{c,d,b} \sum_{t,k=1}^{T,K} \log p(\tilde{x}_{tk}, m_{htk}(\hat{a}_h^0, \hat{a}_h^1), \sigma_{htk}^2(c, d, b)),$$

where $p(x, m, \sigma^2, b)$ denotes the predictive density expressed in terms of the conditional mean $m$, the conditional variance $\sigma^2$ and the shape parameter $b$.

For the temperature, the predictive density (7) writes,

$$p^T(x, m, \sigma^2, b) = \frac{\sigma^2}{\sigma \sqrt{2\pi} \sqrt{\sigma^2 + (x - m)^2}} e^{-\frac{(x - m)^2}{2\sigma^2}},$$

and for the wind speed, the predictive density (14) writes,

$$p^w(x, m, \sigma^2, b) = \frac{\alpha V K_1 \left( \frac{\sigma}{\sigma \sqrt{2\pi} \sqrt{\sigma^2 + (x - \log m)^2}} \right)}{\pi \sqrt{V^2 + 2\sigma^2(x - \log m)^2}} e^{V(b^2 - \frac{1}{2}) - \frac{1}{2} (x - \log m)},$$

where

$$\alpha = \sqrt{\left( b^2 + \frac{1}{2} \right)^2 + \frac{1}{4}} \quad \text{and} \quad V = \log \left( \frac{\sigma^2}{m^2} + 1 \right).$$

Note that in this step, the shape parameter $b_h$ is calibrated independently for each forecast horizon. A common value for all horizons will be fixed in the next step. The choice of the maximum likelihood procedure in this first step was motivated by the availability of predictive densities in explicit form. An alternative would be to use the Continuous Ranked Probability Score (CRPS) as in [17], but for our models the CRPS is only available through heavy numerical computation, making the approach of [17] difficult to implement. We also tested direct maximum likelihood estimation of the four parameters $a_0^0$, $a_1^1$, $c$, and $d$, but the presented approach where linear regression is used for $a_0^0$, $a_1^1$ leads to better results.

**Step 2** In the previous step, the shape parameter $b$ was calibrated separately for each lead time. However, in our model, this parameter does not depend on the forecast lead time. Thus, once the parameters $a_0^0, a_1^1, c, d$ have been estimated in the first step, we perform again an estimation of the parameter $b$ by maximizing the likelihood including all forecast horizons:

$$\hat{b} = \arg \max_b \sum_{h \in H} \sum_{t,k=1}^{T,K} \log p(\tilde{x}_{tk}, m_{htk}(\hat{a}_h^0, \hat{a}_h^1), \sigma_{htk}^2(\hat{c}_h, \hat{d}_h), b).$$

This formulation applies for both the temperature and the wind speed calibration. This procedure does not impact the goodness of fit in terms of first and second moment since the parameters of the mean and the variance are fixed. However, the shape of the distribution may change a bit with no major impact.

**Step 3** Once we have estimated the 'static' properties of the model, that is, the parameters which appear in the predictive distribution ($b$ and $a_0$, $a_1$, $c$ and $d$ for each time horizon), we need to estimate the 'dynamic parameter’, that is, the function $\rho$, which describes how the forecast varies dynamically. While the static parameters are estimated by comparing the forecasts with their respective realizations, $\rho$ can be estimated by comparing forecasts for the same quantity, obtained at different dates.
For the temperature model, from equation (9), we may write:

$$\mathbb{E} \left[ \frac{V_{t+s}}{V_t} \mid \mathcal{F}_t \right] = \exp \left( - \int_t^{t+s} \rho(T - u)^2 \, du \right).$$

Since the expectation in the right-hand side is deterministic, we can remove the conditioning and write:

$$\int_t^{t+s} \rho(T - u)^2 \, du = - \log \left( \mathbb{E} \left[ \frac{V_{t+s}}{V_t} \right] \right)$$

(17)

Based on this identity, we suggest the following approach to calibrate $\rho$ based on a given discrete set of forecast horizons $0 < h_1 < \cdots < h_H = T$, for which data are available. Here $h_H$ corresponds to the longest available horizon (when the simulation starts) and $h_1$ corresponds to the shortest available horizon (last available forecast for a given realization). Assume that $\rho$ is constant on the intervals $(h_i, h_{i+1})$, $i = 1, \ldots, H - 1$ and denote the value of $\rho$ on the interval $(h_i, h_{i+1})$ by $\rho_i$. This assumption is without loss of generality since, in view of Equations (5–6) and (12–13), the law of $(m_{h_{i+1}}, V_{h_i})$ conditional on $(m_{h_i}, V_{h_i})$ depends on $\rho$ only through the integral $\int_{h_i}^{h_{i+1}} \rho(T - u)^2 \, du$.

In view of (17), we propose to estimate the values $\rho_1, \ldots, \rho_{H-1}$ as follows:

$$\hat{\rho}_i^2 = -\frac{1}{(h_{i+1} - h_i)} \log \frac{1}{TK} \sum_{t,k=1}^{T,K} \frac{\sigma_{h_{i+1}tk}^2(\hat{e}_{h_{i+1}}, \hat{d}_{h_{i+1}})}{\sigma_{h_i tk}^2(\hat{e}_{h_i}, d_{h_i})}.$$

For the wind speed model, from equations (10–11), we may write:

$$\mathbb{E} \left[ \log \frac{m_{t+h}}{m_t} \mid \mathcal{F}_t \right] = -\frac{1}{2} \int_t^{t+h} \rho^2(T - s) \mathbb{E}[V_s \mid \mathcal{F}_t] \, ds,$$

and

$$\mathbb{E}[V_s \mid \mathcal{F}_t] = V_t \exp \left( - \left( 1 + \frac{b^2}{2} \right) \int_t^s \rho^2(T - u) \, du \right),$$

so that

$$\mathbb{E} \left[ \log \frac{m_{t+h}}{m_t} \mid \mathcal{F}_t \right] = -\frac{V_t}{2 + b^2} \left( 1 - \exp \left( - \left( 1 + \frac{b^2}{2} \right) \int_t^{t+h} \rho^2(T - u) \, du \right) \right).$$

Dividing both sides by $V_t$, we can remove the conditioning and rewrite this expression as follows:

$$\int_t^{t+h} \rho^2(T - u) \, du = -\frac{2}{2 + b^2} \log \left( 1 + \frac{2}{2 + b^2} \mathbb{E} \left[ \frac{1}{V_t} \log \frac{m_{t+h}}{m_t} \right] \right).$$

As before, assume without loss of generality that $\rho$ is constant on every interval $(h_i, h_{i+1})$ for $i = 1, \ldots, H - 1$, and denote its value on such interval by $\rho_i$. This suggests the following estimator for $\rho_i$:

$$\hat{\rho}_i = -\frac{1}{h_{i+1} - h_i} \frac{2}{2 + b^2} \log \left( 1 + \frac{2}{2 + b^2} \mathbb{E} \left[ \frac{1}{V_t} \log \frac{m_{t+h}}{m_t} \right] \right).$$

### 3.3 Numerical illustrations

In this section we apply the methodology presented in section 3.2 to ensemble forecasts for the wind speed and the temperature described in 3.1.
**Estimated coefficients**  As explained in section 3.2, we use an EMOS-inspired technique to improve the calibration of ensemble forecasts. To motivate this post-processing, we present in Figure 8 the Talagrand diagrams (rank histograms) for the ensemble forecasts of the log wind speed and the temperature, constructed using the test data. Talagrand diagram is a tool for checking the quality of calibration of ensemble forecasts and is a histogram of the ranks of observations within the corresponding forecast ensembles. In other words, for a given forecast horizon \( h \), we plot the histogram of \( R(\tilde{x}_{tk}, (x^m_{m=1...M})_{T,K}^{T,k}) \), where \( R(\tilde{x}, (x^m_{m=1...M})) \) is the normalized rank of the observation \( \tilde{x} \) within the ensemble \( (x^m_{m=1...M}) \). For a perfectly calibrated ensemble forecast, the Talagrand diagram is within the confidence bounds of the uniform distribution. In the present case, histograms in Figure 8 for the lead time 12h00, and Figure 9 for the lead time 24h00, present a U-shaped profile, which is a clear indication of under-dispersion of our forecast ensembles. In addition, the asymmetric form of the diagram for the wind speed in Figure 8 and for the temperature in Figure 9 is an indication of the presence of a bias in the ensemble forecast. Histograms for lead times 36h00 and 48h00 are available in Appendix 4.3.

Figure 8: Talagrand diagrams for the wind speed and the temperature, lead time 12h00

In view of the Talagrand diagrams discussed above, we apply our post-processing approach to obtain an unbiased and well-calibrated probabilistic forecast. Tables 1 and 2 show, respectively, the estimated coefficients for the wind speed and the temperature during the training period.
The spread coefficients $c$ and $d$ confirm that the raw ensemble forecasts are under-dispersed: except for the 24h lead time wind speed forecasts, all provide a post process variance larger than the ensemble forecast spread. This is especially true for the 12h lead time temperature forecast which has an intercept of $c = 0.312$ and a slope of $d = 1.772$ which multiply almost by two the original variance.

We now proceed to analyse the diffusion coefficients $b$ and $\rho$. The parameter $b$ is quite low for the log wind speed distribution. This suggests that the log-wind speed distribution is closer to the Gaussian one, than the temperature distribution for which the coefficient $b$ is higher. This indicates a heavier tailed model where extreme temperature values are more likely to happen than extreme wind spikes.

The values of the piecewise constant function $\rho(.)$ are very close to each other on the three time intervals considered for both the wind speed and the temperature. This feature will be useful when using this dynamics in the control problems in section 4.

**Goodness of fit** In this paragraph, we check the goodness of fit of the estimated predictive distribution using the test dataset and provide some illustrations. We first present the mean square error computed using the test data before and after the pre-processing.
that is:

\[
\text{MSE}^{\text{raw}}(h) = \sum_{t,k=1}^{T,K} (\bar{x}_{htk} - \tilde{x}_{tk})^2, \quad \text{MSE}(h) = \sum_{t,k=1}^{T,K} (a_0^h + a_1^h \bar{x}_{htk} - \tilde{x}_{tk})^2.
\]

Except for the wind speed at lead times 36h and 48h, the correction of the bias brings the mean of the test data closer to the realization. Hence our estimation procedure doesn’t overfit the training period and is robust when considering new data. However, we should mention that this is done over data for the same month and the same season. We may assume that the seasonality impacts the value of the coefficients and repeating the study over different months may provide additional insights.

| Lead time | $a_0^h$ | $a_1^h$ | $c$  | $d$  | $b$  | Lead time | $\rho(.)$ |
|-----------|---------|---------|------|------|------|-----------|-----------|
| 12h       | 0.217   | 0.952   | 0.312| 1.722| 0.719| 12h-24h   | 0.160     |
| 24h       | 0.103   | 1.006   | 0.416| 0.916| 0.719| 24h-36h   | 0.163     |
| 36h       | 0.136   | 1.019   | 0.675| 0.467| 0.719| 36h-48h   | 0.180     |
| 48h       | 0.202   | 1.015   | 0.306| 0.913| 0.719|           |           |

Table 2: Calibrated coefficients for the temperature from the 1st to the 21th of January 2015

To evaluate the calibration of the predictive distribution we use the probability integral transform (PIT) histogram and to check both calibration and sharpness, we compute the continuous rank probability score (CRPS). The formal definition of the CRPS for a given realisation $y$ and a predictive distribution with cumulative distribution function (CDF) $F$ is given by:

\[
\text{CRPS}(F, y) = \int_{\mathbb{R}} (F(x) - 1_{(y \leq x)})^2 dx
\]

For the normal inverse Gaussian and the log normal inverse Gaussian distributions, it is not possible to compute the analytical expression of the CDF. However, we can use the Plancherel formula and obtain an expression relying on the characteristic function $\phi$ of
the normal inverse Gaussian predictive distribution:

\[
\int_\mathbb{R} (F(x) - 1_{y \leq x})^2 \, dx = \frac{1}{2\pi} \int_\mathbb{R} \frac{|\phi(u) - e^{iu \gamma}|^2}{u^2} \, du = \frac{1}{2\pi} \int_\mathbb{R} \frac{|e^{i\mu u + \delta (\gamma - \sqrt{\alpha^2 - (\beta + i u)^2})} - e^{iu \gamma}|^2}{u^2} \, du,
\]

Following this formulation, for a predictive distribution for the location \(k\), the lead time \(h\) and the date \(t\), we denote the CDF \(F_{tkh}\) and the realisation \(y_{tkh}\). The parameters \(\alpha, \beta, \gamma, \delta\) and \(\mu\) for temperature are given by,

\[
\alpha = \frac{1}{b}, \beta = 0, \gamma = \frac{1}{b}, \delta = \frac{V_{htk}}{b}, \mu = m_{htk},
\]

and for the wind speed:

\[
\alpha = \sqrt{\left(\frac{1}{b} + b^2 \frac{1}{2}\right) + 1}, \beta = \frac{1}{2}, \gamma = \frac{1}{b} + b^2 \delta = \frac{V_{htk}}{b}, \mu = \log(m_{htk}).
\]

We analyse the goodness of fit using the averaged CRPS over the period 22/01/15-31/01/15 for each lead time,

\[
\text{averageCRPS}_h(F, y) = \frac{1}{TK} \sum_{t,k=1}^{T,K} \int_\mathbb{R} \left( F_{tkh}(x) - 1_{y_{tkh} \leq x} \right)^2 \, dx
\]

We compare it to the averaged CRPS obtained with the raw ensemble forecasts, that is:

\[
\text{averageCRPS}_h(\text{Ensemble forecasts}, y_{tkh}) = \frac{1}{TK} \sum_{t,k=1}^{T,K} \int_\mathbb{R} \left( \hat{F}_{M_{tkh}}(x) - 1_{y_{tkh} \leq x} \right)^2 \, dx,
\]

where

\[
\hat{F}_{M_{tkh}}(x) = \frac{1}{M} \sum_{m=1}^{M} 1_{x_{tkh,m} \leq x}
\]

and for each location, date and lead time, we may simplify the CRPS formula as follows:

\[
\text{CRPS}(\hat{F}_{M_{tkh}}, y_{tkh}) = \int_\mathbb{R} \left( \hat{F}_{M_{tkh}}(x) - 1_{y_{tkh} \leq x} \right)^2 \, dx
\]

\[
= \frac{2}{M} \sum_{\ell=1}^{M} \left( x_\ell - y_{tkh} \right) \left( 1_{x_\ell > y_{tkh}} \right) \left( \frac{1}{M} - \frac{\ell - \frac{1}{2}}{M} \right),
\]

where \(x_\ell, k = 1 \ldots M\) is the order statistics of the sample \(x_{tkh,m}, m = 1 \ldots M\).

Table 4 compares the CRPS computed using the test period for raw ensemble forecast and for probabilistic forecasts obtained using our post-processing method. We observe a significant improvement for both wind speed and temperature forecasts, for all forecast horizons except the 48-hour forecast horizon for the wind speed.

As an independent illustration of the calibration of the post-processed forecasts we plot the probability integral transforms (PIT), which is the equivalent of Talagrand diagram in the context of probabilistic forecasts and consists in plotting the histogram of the predictive CDF evaluated at the realization point. If the predictive distribution is well calibrated then the histogram should be close to the uniform one.
Table 4: CPRS for the wind speed (log $m.s^{-1}$) and for the temperature (°C) over the test period 22/01/15-31/01/15

|                | log wind speed | temperature |
|----------------|----------------|-------------|
|                | Lead time      |              |
|                | 12h            | 24h          | 36h         | 48h          |
| EMOS           | 0.039          | 0.056        | 0.062       | 0.128        |
| Raw            | 0.080          | 0.095        | 0.100       | 0.102        |

The PIT of post-processed forecasts are shown in Figures 10 and 11 and may be compared to Talagrand diagrams in Figures 8-9. Here again, the improvement is considerable, although some deviations from the uniform distribution can still be observed. They may be explained by the fact that we use a parametric approach, which obviously cannot provide a perfect fit to the data, and our observations are not completely independent.
Behavior of the predictive density in test data  To illustrate the shape of the predictive density obtained with our approach, we displayed in Figure 12, for a given realization date (22/01/15 at 12 a.m.) and location, the predictive densities at each lead time as well as the realisation for the wind speed forecasts. We observe that the sharpness of the predictive distribution varies with the lead time. Interestingly it doesn’t always improve as we approach the realisation time (e.g see the temperature predictive densities at lead times 12h and 24h). This is to be compared with the simulated predictive distributions in Figures 5 and 3.

Figure 12: Example of predictive densities produced by the model

At the same location we plotted the evolution of the point forecast (first moment of the predictive distribution) for a fixed lead time and the corresponding realization over the period 22/01/15-31/01/15 in Figure 13. We also show the confidence intervals around the point forecast. The realization always falls in the 90 % confidence interval and the width of the intervals varies throughout the simulation. The forecasts seem reasonably close to the realizations: this is especially true when the width of the confidence interval is small.

Table 6 shows the average width of the 90 % confidence interval, for the testing period: 22/01/2015-31/01/2015. For the first three lead times the width increases with lead time but the 36h lead time confidence intervals are on average sightly larger than the 48 h lead time ones. This confirms the intuition that the closer we get to the realisation date the less variations there are in forecasts updates (on average). On the other hand, finding a wider confidence interval average for the lead time 36h than for the lead time 48h is quite unexpected. We investigated the confidence interval width during the training period in Table 5 and found that the confidence interval width always decreases as we approach the realization time. This suggests that the model may not be fully consistent with the test data, perhaps owing to a possible non-stationarity of the forecasts.

| Lead time | 90% CI width | 90% CI width |
|-----------|--------------|--------------|
| Wind speed|              | Temperature  |
| 12h       | 2.565        | 2.605        |
| 24h       | 2.869        | 2.923        |
| 36h       | 3.381        | 3.301        |
| 48h       | 3.628        | 3.585        |

Table 5: Average 90 % confidence interval for the period 01/01-21/01 for the wind speed and the temperature
Figure 13: Temperature and wind speed forecasts for the period 22/01/2015-31/01/2015

| Lead time | 90% CI width Wind speed | 90% CI width Temperature |
|-----------|-------------------------|--------------------------|
| 12h       | 2.537                   | 2.592                    |
| 24h       | 2.801                   | 2.747                    |
| 36h       | 3.378                   | 3.062                    |
| 48h       | 3.254                   | 2.956                    |

Table 6: Average 90% confidence interval for the period 22/01-31/01 for the wind speed and the temperature

4 Application to wind power trading

In this section we present an application of our methodology based on the dynamic modeling of probabilistic forecasts to the problem of wind power trading in the intraday electricity market.

4.1 Description of the problem

Consider a wind power producer who aims to sell the output power in the intraday electricity market. To analyze the effect of market mechanisms we assume that there are no subsidies and no guaranteed purchase scheme. The intraday market opens every day at 3 p.m and allows continuous trading in all delivery hours of the next day. For a given delivery hour $T$, we consider the energy produced during a small time interval around this date $T$. We denote the average wind speed during this time interval by $m_T$, and the power curve of the wind turbine by $f$, that is, the rate of power production during this interval is given by $P_T = f(m_T)$. For the purpose of illustration we choose the stylized production
function \( f \) defined by:

\[
f(m) = \frac{(m - m_{\text{min}})^+ - (m - m_{\text{max}})^+}{m_{\text{max}} - m_{\text{min}}},
\]

where \( m_{\text{min}} \) is the cut-in speed (at which the turbine starts to produce), and \( m_{\text{max}} \) is the rated speed (at which the turbine produces its maximum power), but the methodology applies without modifications to any other production function.

This power can be sold at any time starting from the opening time of the intraday market up to 15 minutes before production. The fraction traded at the date \( t \) will have the price \( S_t \), and we denote the total amount of power (for delivery at \( T \)) sold or bought up to date \( t \) by \( \phi_t \). Any power not sold in the intraday market prior to date \( T \) will be sold at date \( T \) at the balancing price denoted by \( S_T \). In addition, balancing transactions are subject to imbalance penalty equal to a constant \( K \) times the volume of the transaction.

Throughout this section, we assume the following dynamics for the price:

\[
dS_t = \mu_S dt + \sigma_S dB_t, \quad \forall t \in [0, T]
\]

where \( \mu_S \) and \( \sigma_S \) are constants and \((B_t)_{t \in [0, T]}\) is a Brownian motion.

We make the assumption that the producer changes her position in the market only when a new forecast of the wind speed, and thus of the power production, becomes available. In other words, new trades are only triggered by new forecast information and not by price information which is available continuously. This is justified by the fact that most producers do not attempt to take advantage of potential price arbitrages but use the markets to compensate forecast errors. We denote by \( t_0 < \cdots < t_{N-1} \) the discrete times at which the trades take place, \( t_N = T \) being the time when the delivery starts. The profit of the producer is thus given by

\[
\text{Profit} = S_{t_0} \phi_{t_0} + \sum_{i=1}^{N-1} S_{t_i} (\phi_{t_i} - \phi_{t_{i-1}}) + S_T (f(m_T) - \phi_{t_{N-1}}) - K|f(m_T) - \phi_{t_{N-1}}|
\]

\[
= f(m_T) S_T - \sum_{i=0}^{N-1} \phi_{t_i} \Delta S_{t_i} - K|f(m_T) - \phi_{t_{N-1}}|,
\]

where \( \Delta S_{t_i} = S_{t_{i+1}} - S_{t_i} \).

We assume that the producer aims to maximize the utility of profit at date \( T \), that is, she solves the following control problem:

\[
\max_{\phi := (\phi_{t_i})_{i=1}^{N-1}} \mathbb{E} \left[ u \left( f(m_T) S_T - \sum_{i=0}^{N-1} \phi_{t_i} \Delta S_{t_i} - K|f(m_T) - \phi_{t_{N-1}}| \right) \right],
\]

where \( u \) is a utility function (concave, increasing and satisfying certain regularity conditions), and \( \phi := (\phi_{t_i})_{i=1}^{N-1} \) belongs to a certain class of admissible strategies. In particular, the process \( \phi \) must be adapted with respect to the filtration of the agent, generated by the history of the process \( S \), the history of the forecast process \( m \) and a measure of forecast uncertainty if it is stochastic. For the numerical resolution we assume that the agent has an exponential CARA utility function given by:

\[
u(x) = 1 - e^{-\alpha x}, \quad \alpha > 0.
\]

To assess the importance of modeling the dynamics of forecast uncertainty, in the next section we perform the following numerical experiment.
We consider two models, model A, which describes the dynamic evolution of forecast uncertainty, and model B, which does not include such a description. Model A, detailed in section 2.2, uses the log-inverse Gaussian predictive distribution and the forecast evolution given by equations (10–11). Model B is a simplified version of model A, with a constant diffusion coefficient of the forecast process:

\[
\frac{dm_t}{m_t} = \sigma_m dW_t,
\]

where \(\sigma_m\) is a constant such that \(\sigma_m = V_0\). Since empirical studies show a negative correlation between the market price and the wind production forecasts [20, 13], we assume \(\langle W, B \rangle_t = \lambda t, \lambda < 0, \forall t \in [0, T]\).

For each model, we compute the optimal feedback strategies \(\phi^A_t(S, m, V)\) and \(\phi^B_t(S, m)\), for \(i = 0, \ldots, N-1\) by solving the problem (19) using the Least Squares Monte Carlo algorithm.

We then simulate the prices using model A, and compute the profit of the producer with the feedback strategies \(\phi^A\) and \(\phi^B\). The difference between the two profit amounts allows to quantify the loss from using model B, that is, from not taking into account the dynamic evolution of the forecast uncertainty, when the data follow model A.

4.2 Numerical resolution

In the first part of this section we present the Least Squares Monte Carlo algorithm used to solve the control problem. Next we detail the parameter values and finally compare the profits obtained in the case of model A and model B.

Least Square Monte Carlo algorithm We consider the equivalent problem

\[
\min_{\phi} \mathbb{E} \left\{ \exp \left\{ -\alpha \left( f(m_T)S_T - \sum_{i=0}^{N-1} \phi_{t_i} \Delta S_{t_i} - K|f(m_T) - \phi_{t_{N-1}}| \right) \right\} \right\},
\]

and define its value function at each time step \(t_i, i = 0, \ldots, N-1\),

\[
v_{t_i}(X) = \min_{\phi_{t_i}, \ldots, \phi_{t_{N-1}}} \mathbb{E}_{t_i}^X \left\{ \exp \left\{ -\alpha \left( f(m_T)S_T - \sum_{k=i}^{N-1} \phi_{t_k} \Delta S_{t_k} - K|f(m_T) - \phi_{t_{N-1}}| \right) \right\} \right\},
\]

where \(X = (S, m, V)\) for Model A and \(X = (S, m)\) for Model B.

Exploiting the exponential structure of the utility function, the dynamic programming principle takes the following form.

\[
v_{t_{N-1}}(X) = \min_{\phi_{t_{N-1}}} \mathbb{E}_{t_{N-1}}^X \left\{ \exp \{ \alpha(\phi_{t_{N-1}})\Delta S_{t_{N-1}} - f(m_{T_N})S_{T_N} + K|f(m_T) - \phi_{t_{N-1}}| \} \right\},
\]

\[
v_{t_i}(X) = \min_{\phi_{t_i}} \mathbb{E}_{t_i}^X \left\{ \exp \{ \alpha(\phi_{t_i})\Delta S_{t_i} \} \right\}, i = 0, \ldots, N-2.
\]

For the numerical computation of the value functions, we use a regression approach based on adaptative local basis functions, described in Bouchard and Warin [10] and implemented in the open source library StOpt (The STochastic OPTimization library, see [14] for a detailed documentation). We briefly describe the algorithm below and refer the reader to [10, 14] for further details.

At each time step \(t_i, i = 1, \ldots, N\), the state space is partitioned into \(Q\) cells, denoted by \(D^i_q, q \in Q\), and on each cell, a linear local basis function \(\psi_q\) is defined. We denote by
\( \beta_q \in \mathbb{R}^{d+1} \) the coefficients of the function \( \psi_q \), where \( d = 3 \) (resp. \( d=2 \)) is the dimension of the problem.

Let \( \{X^i_t\}_{t=1}^M \) be the Monte Carlo simulations of the discretized version of the processes \( X := (S,m,V) \) for model A (resp \( X := (S,m) \) for model B). We call these simulations the learning set. Let \( \phi^\ell_t, \ell = 1, \ldots, L \) be the discretized values of the control at time \( t_i \). The algorithm for computing the optimal strategies consists in the following steps, performed backward in time, starting from \( i = N - 1 \).

1. For each point \( \phi^\ell_i \), we determine the vector \( \hat{\beta}_q(\phi^\ell_i) \) as follows:

\[
\hat{\beta}_{q}^{N-1}(\phi_i^{\ell_{N-1}}) = \arg\min_{\beta_q \in \mathbb{R}^{d+1}} \sum_{x \in D_q^{N-1}} \left[ \psi_q(\beta_q, x) - \exp\{\alpha(\phi_{t_{N-1}} S_{t_{N-1}} - f(m T_N) S_{T_N} + K |f(m T) - \phi_{t_{N-1}}|)\} \right]^2,
\]

\[
\hat{\beta}_{q}(\phi_i^{\ell_i}) = \arg\min_{\beta_q \in \mathbb{R}^{d+1}} \sum_{x \in D_q^i} \left[ \psi_q(\beta_q, x) - \hat{v}_{t_{i+1}} \times \exp\{\alpha \phi_i^{\ell_i} S_{t_i}\} \right]^2, \quad i = 0, \ldots, N - 2
\]

2. We then define the regression estimators for the conditional expectations:

\[
\tilde{\epsilon}_i^M(x, \phi_i^{\ell_i}) = \sum_{q=1}^Q \psi_q(\beta_q(\phi_i^{\ell_i}), x) \mathbb{1}_{x \in D_q}, \quad i = 0, \ldots, N - 1
\]  

(22)

3. The optimal feedback strategy and the value function are estimated as follows.

\[
\hat{\phi}_{i}^*(x) = \arg\min_{\phi_i^{\ell_i}, \ell = 1, \ldots, L} \tilde{\epsilon}_i^M(x, \phi_i^{\ell_i}), \quad \hat{v}_{t_i}(x) = \tilde{\epsilon}_i^M(x, \hat{\phi}_{i}^*(x))
\]

To compare the gains in model A and in model B we then simulate \( M' \) new trajectories of model A (the testing set) and compute the gains using the optimal feedback strategies derived above. In the next paragraph we detail the choice of parameters.

**Setting of the numerical illustrations**

We use the empirical data and the parameters estimated in Section 3 for the simulations of the present illustration.

We consider the delivery hour 12 PM (noon), and assume that forecast updates become available and the trading takes place at 12 PM on the previous day (this corresponds to the day-ahead trade), at 6PM on the previous day, at midnight, at 6AM on the delivery date, and at 12PM on the delivery date. Letting \( t = 0 \) correspond to 12PM of the day preceding the delivery day, we then have: \( N = 4 \) and \( (t_0, t_1, t_2, t_3, t_4) = (0H, 6H, 12H, 18H, 24H) \). The parameters of Model A are estimated as explained in Section 3.2 and for model B we fix \( m_0 \) to the same value as in Model A, and \( \sigma_m \rho \sqrt{v_0} \). The value of price volatility is calibrated as explained in [13]. The drift \( \mu_S \), is not fixed for now, we will make it vary in the next paragraph for our study. The absolute risk aversion coefficient \( \alpha \) was chosen in an ad hoc manner, but in such a way that its numerical value is compatible with the average value of producer’s revenues. The values of all parameters are summarized in Table 7.

For the estimation of the conditional expectations (the training set) we use \( M = 200000 \) MC trajectories, and the grid size \( Q = 15 \times 15 \) for the two-dimensional model and \( Q = 15 \times 15 \times 15 \) for the three-dimensional model. The actual grids are determined by the algorithm in an adaptive manner.

To evaluate the gains of the two strategies (the test set), we use \( M' = 1000000 \) trajectories. The control values (position of the agent) are also discretized on a grid, which depends on the setting of the problem. In the numerical experiments presented in the
next section, we consider three different settings. When the price is martingale, we allow for positions between $-1$ and $1$ with a step size of 0.01. When the price has a positive or negative trend, we allow for positions between $-5$ and $5$ with a step size size 0.05. These bounds in accordance with the observed shapes of the strategies during experiments, and by making a trade-off between accuracy and the computational cost.

**Results** After deriving the optimal strategies $(\phi^j_{t_i})_{0 \leq i \leq N-1}$ for model A and model B, we then simulate $M'$ new trajectories under model A and compute the realized profit for the two producers:

$$f(m^j_{T})S^j_{T} - \sum_{i=0}^{N-1} \phi^j_{t_i} \Delta S^j_{t_i}.$$  

This computation is repeated multiple times to evaluate the sensitivity of the average profit to the presence of price trend and the wind forecast uncertainty level. Figure 14 shows the range of wind speeds for different wind forecast uncertainty levels.

The simulated average profit for the two producers is shown in Figure 15. We see that in both models, the average profit decreases as function of the forecast uncertainty level. The presence of a price trend leads both for higher profits for the two models and a clear improvement of performance of model A compared to model B. In the case where the price is a martingale the result is not obvious since the confidence intervals of the average profits overlap to a large extent: this result needs to be further investigated. The observations made from Figure 15 are confirmed in Table 8 where we show the relative profits computed as follows:

$$\frac{\text{Profit(Model A)} - \text{Profit(Model B)}}{\text{Profits(Model B)}} \times 100.$$
In the literature, estimations of the trend in the intraday electricity market price are scarce. A recent empirical study by Glas et al. [15] reports the presence of a small trend composed of a constant part (0.0433 €/MWh$^2$) and a permanent price impact (0.0017 €/MWh$^2$). Hence taking into account the evolution of the forecast uncertainty as it is done in the model we propose seem to be adapted to the market reality and impacts the strategies in a way that increases significantly the profits.

Table 8: Relative profits of Model A (taking into account stochastic forecast uncertainty) compared to Model B. Bold values are statistically significant at 95% level.

| $\mu_S$ (€/MWh.h) | Relative profits in % |
|-------------------|-----------------------|
| 0                 | +0.27                 |
| 0.5               | +4.49                 |
| −0.5              | +5.15                 |
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Appendix

4.3 Talagrand diagrams and PIT histograms for lead times 36h and 48h
Figure 16: Talagrand diagrams for the wind speed and the temperature, lead time 36h00

Figure 17: PIT histogram for the wind speed and the temperature, lead time 36h00

Figure 18: Talagrand diagrams for the wind speed and the temperature, lead time 48h00
Figure 19: PIT histogram for the wind speed and the temperature, lead time 48h00