Spanish Scientists’ Opinion about Science and Researcher Behavior
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Abstract. We surveyed 348 Psychology and Education researchers within Spain, on issues such as their perception of a crisis in Science, their confidence in the quality of published results, and the use of questionable research practices (QRP). Their perceptions regarding pressure to publish and academic competition were also collected. The results indicate that a large proportion of the sample of Spanish academics think there is a crisis in Science, mainly due to a lack of economic investment, and doubts the quality of published findings. They also feel strong pressure to publish in high impact factor journals and a highly competitive work climate.
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The analysis of questionable research practices is a topic that has aroused considerable interest since the beginning of the 21st century, due to its link to the controversy of the so-called crisis in Science, a controversy that is directly related to the debate on the lack of replication of published findings (Baker, 2016; Benjamin et al., 2017; Fanelli, 2018; Frias-Navarro et al., 2020; Ioannidis, 2005, 2019; Kerr, 1998).

The debate on the crisis in Science itself probably dates back to classical discussions related to publication bias, the use and abuse of statistical significance tests, and the lack of philosophical understanding of the statistical inference process (see revisions by Giner-Sorolla, 2018; Llobell et al., 2000; Monterde i Bort et al., 2006). Indeed, Altman (1994) states that “we need less research, better research, and research done for the right reasons”, and points out that it is common for researchers to use the wrong techniques, employ the right techniques in the wrong way, misinterpret results, report results selectively, cite the literature selectively, and express conclusions that are not justified by the findings. Consequently, the literature is full of articles with methodological weaknesses, inappropriate designs, and incorrect analytical methods. Although time has passed, the issues Altman mentioned are still present in the conduct of today’s researchers, a problem that contaminates the foundations of Science as a source of rigor and quality.

In addition, lack of training in research design and statistical analysis is a key element that can lead researchers to make irresponsible decisions (Altman, 1994; Frias-Navarro et al., 2020). Determining why the researcher carries out questionable research practices involves taking into account a set of variables linked to the researcher (personality trait, dysfunctional personality, moral attitudes...), the social and institutional context of scientific practice (system of awarding funding to research groups, competitiveness, pressure to publish, reinforcement mechanisms to promote one’s work, emphasis on publishing statistically significant results...), and the methodological training received. In short, this is a multi-causal problem (Bouter, 2015).

Questionable research practices (QRPs) are those which, consciously or unconsciously, “massage” the attractiveness of a finding, increasing the prospects of a scientific publication and future citations (John et al., 2012; Simmons et al., 2011). Given that researchers have a certain degree of flexibility throughout the research design process, some of these decisions may be directed at making the finding match the researcher’s wish (e.g.,
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a statistically significant result in support of a hypothesis or a non-significant one supporting the assumptions of a statistical procedure), thus increasing the likelihood that a paper with this result will be published (Blanco et al., 2017; Matthes et al., 2015). Such practices may occur with or without intent to deceive (Banks, O’Boyle, et al., 2016; Banks, Rogelberg, et al., 2016). Nor are all practices occurring at the time a researcher analyses data questionable. Indeed, Banks, Rogelberg, et al. (2016) differentiate between practices that pose no problems, practices that imply suboptimal usage but are not overly problematic, and QRPs that pose a serious threat to the inferences made based on the results reported.

Questionable research practices motivate researchers to make decisions designed to achieve desirable results in their studies, leading to p-hacking (forcing the data until they are statistically significant), harking (elaborating hypotheses after the findings are known), sharking (removing hypotheses after the findings are known), and cherry-picking (e.g., reporting only findings that confirm the researcher’s hypotheses, or fit indices in structural equation modeling) (Hollenbeck & Wright, 2017; Rubin, 2017). QRPs differ from scientific fraud insofar QRPs do not fabricate or falsify data for the purpose of publishing fictitious results (Wells & Farthing, 2019). They are questionable simply because they distort the data in order to support the researcher’s goals. In brief, they are “design, analytic, or reporting practices that have been questioned because of the potential for the practice to be employed with the purpose of presenting biased evidence in favor of an assertion” (Banks, O’Boyle, et al., 2016, p. 7).

On the other hand, some actions artificially increase the scientist’s production or impact on the literature, such as self-plagiarism, “salami slicing” (segmenting the results of a study in order to produce several publications); honorary authorships (including those based on the hope of reciprocal authorship in future publications), ‘ghost’ authorship, and excessive use of self-citations oftentimes not relevant to the research (Ding et al., 2020; Hollenbeck & Wright, 2017).

Fanelli’s (2009) systematic review of scientific research misconduct presents prevalence data obtained from 18 surveys with international participants, primarily from the biomedical field. The results indicate that up to 14% of researchers believe that scientists fabricate or falsify data, and up to 34% admit that they have performed some questionable research practices, including making changes in design or results in response to pressures from a funding source. In the case of dishonest conduct by colleagues, up to 72% of the respondents knew of a colleague who had carried out such behaviors. Regarding authorship, Kennedy and Barnsteiner (2014) identify authorship problems in nursing journals, noting that 42% of the articles had honorary authors, and 27% had ghost authorships.

In conclusion, results of meta-research studies and knowledge about researchers’ opinions of these questionable research practices are fundamental in addressing this kind of practices. Our study continues this line of work. In fact, this is the first study on this topic carried out in Spain with academic participants from the fields of Psychology and Education. Our main aim is to uncover the perception of questionable research practices by Spanish academics.

**Method**

**Participants**

The final sample is a convenience sample of 348 academics from Psychology and Education, with more women (53.4%) than men, between 23 and 69 years (M = 46.8, SD = 10.6, Mode = 52, Median = 48). They work mostly at a public university (91.7%) and in a permanent position (58.3%), with work experience ranging between months to 45 years (M = 16.0, SD = 10.75, Mode = 10, Median = 15). All respondents identified themselves as Spaniards.

The sample’s researcher profile is mostly doctors (85.6%), with moderate participation in the social dissemination of scientific results (60.6%) and publication in indexed journals—Web of Science, Journal Citation Reports (54.9%), as well as acting as peer-reviewers (69.5%), but with little leadership in publicly funded projects (88.5%) or editorship responsibilities, most being neither journal editor (85.1%) nor members or editorial teams (59.9%). As per their research itself, it is mostly of a quantitative orientation (57% of 242 participants), sometimes, but not always, exploring novel hypotheses (61.2% of 242 participants).^1^

**Instruments**

We collated information using a questionnaire structured into eight sections:

(i.) Sociodemographic variables.
(ii.) Perception of a current crisis in Science.
(iii.) Quality of academic research syllabus.
(iv.) Confidence in the quality of published scientific results and researcher’s ethical behavior.
(v.) Perception of questionable research practices.
(vi.) Opinion regarding the publication of statistically significant results, confidence in research conclusions, and fallacies in the interpretation of statistically significant results.

\[^{1}\text{Descriptions are available open access on https://osf.io/kgvq8}\]
(vii.) Attitudes and beliefs regarding replication studies.
(viii.) Perception of pressure to publish and competition in academic contexts.

In regards to statistical fallacies, we asked about three particular fallacies. The “effect size fallacy” presumes that statistical significance informs about the size of the effect, so that small p-values equal large effects (Gliner et al., 2001; Kline, 2013). The “clinical or practical significance fallacy” presumes that statistical significance signals clinical or practical significance. And the “finding utility fallacy” presumes that statistical significance signals the usability of the results (Gliner et al., 2001, 2002; Kirk, 1996; Kline, 2013).

Procedure

Participants were canvassed among academic staff listed on the web pages of Psychology and Education departments of Spanish universities, controlling for duplicate entries.

Between May 28, 2018 and June 11, 2018, 3,402 researchers were randomly selected and invited to participate in the study via their publicly available email. A first email notified them of the oncoming survey, including instructions and research objectives. A later email provided the link to the survey, managed via a Computer Assisted Web Interviewing (CAWI) system. A final reminder seven days later was sent to participants who had not accessed the survey in the interim.

A total of 545 surveys were completed (16.02%). The main retention criterion was for participants to have answered all survey items but for three optional questions. 348 participants fulfilled the required criterion; effectively lowering the response rate to 10.23% (242 participants also answered the optional questions).

Analysis were carried out with IBM’s SPSS v. 26 for Windows.

Results

Perception of Crisis in Science

63.5% of the sample (n = 221) perceives Science to be in crisis. Participants who perceived a crisis had the opportunity to provide their opinion on its causes as an open-ended response. Content analysis of the 144 responses provided by 100 participants (k = 144, n = 100) on the main causes attributed to such crisis resulted in two main causes identified: The lack of economic investment (k = 51) and an emphasis on quantity of publications over quality (k = 20). Overall, for this subset of participants the crisis is perceived as something exogenous to

Table 1. Open-ended Arguments to Explain the Crisis in Science (n = 100)

| Reasons for the crisis in Science | k |
|----------------------------------|---|
| Lack of economic investment      | 51 |
| Greater search for quantity      | 20 |
| Monetary interest in knowledge   | 8  |
| Lack of institutional support     | 8  |
| Lack of diffusion/dissemination   | 4  |
| Too many teaching duties         | 4  |
| Pressure to publish to improve CV| 4  |
| Difficulty of publishing         | 4  |
| Lack of incentives               | 3  |
| There are no multidisciplinary teams | 3 |
| Instability of the academic and research career (difficult promotion) | 3 |
| Arguments only expressed by one participant | 23 |

Note. Questions: “Do you currently think there is a crisis in Science” and “If your answer to the previous question was ‘Yes’, please indicate why you think this crisis in Science exists”.

Science, rather than intrinsic to researchers’ individual behaviors or organizational and/or social factors (see Table 1).

Research Topics Addressed in University Research Syllabus

Most participants (51.2%) agree that research ethics is explicitly addressed in the course contents of Psychology and Education curricula, followed by meta-analysis, confidence intervals, effect sizes, and scientific misconduct (over 1/3 of participants agree). On the other hand, more than 90% of participants claim no to receive explicit teaching on problems related to the terms p-hacking, harking, cherry picking, and sharking, all questionable research practices (however, some 10% to 18% of respondents may be aware of those topics from elsewhere, which results in some 75% to 87% of respondents being unaware of those particular problems) (Figure 1).

These results, however, may be due to respondents being unaware of the English nomenclature, as when asked about the practices in a more narrative manner (e.g., see Figure 2), responses seem to indicate they are more aware of such practices than otherwise claimed.

Confidence in the Quality of Published Findings and in Researchers’ Ethics

62.9% of participants express doubts regarding the quality of peer-reviews and 66.7% have doubts about the absence of errors in published studies (Table 2).
As for fraudulent behavior, participants have fewer doubts when they assess their own scientific integrity, that of their own team members and PhD students, and that of other researchers in their own institution. They have greater doubts when assessing the behavior of undergraduate students, followed by graduate students and researchers from other institutions (Table 3).

**Questionable Research Practices**

The study of fraudulent behavior indicates that only 5.8% of the sample strongly believes that there is fraud in Science. However, it should be noted that 30% indicate that there ‘might’ be fraud, and that 64.2% categorically state that there is no fraud (Figure 2).

The survey also asked about particular questionable research behaviors, especially those related to authorship, p-hacking, and harking (Figure 2). The practice of listing as co-authors researchers who have not worked on developing or carrying out the study, in exchange for reciprocal co-authorships elsewhere, stands out in first place, with 51.9% of participants strongly agreeing that researchers engage in this type of practice. In second place stands the practice of measuring several variables but only reporting those with statistically significant findings (37%). In third place stands harking (35.9%), that is, rewriting the introduction of the article to hypothesize an otherwise unexpected finding. In fourth and fifth places stand two behaviors that are clear examples of fraud because the study is intentionally manipulated by creating information the author does not have: Citing original studies that have not been read (i.e., fabrication of theoretical information or p-literature; 32.8%); and self-citation of articles that have little to do with the topic addressed in the study (falsification of information; 30.3%).

It should be noted that the less extreme ‘possibly’ response was the option most frequently chosen for most questionable practices, except for those regarding co-authorship (yes’ was the most frequent response) and data fraud (‘no’ was the most frequent response). For example, in regard to the behavior of rounding down the p-value to the alpha value (.05), the ‘possibly’ response is chosen more on this question than on all the other items on the survey (61.5%).

---

**Table 3: Questionable Research Practices**

| Questionnaire | Si | 2.1% | 55.8 | 11.2 |
|---------------|----|------|------|------|
| Meta-analysis | 33.6 | 60.5 | 5.2 |
| Confidence interval | 34.8 | 51.6 | 6.6 |
| Effect size | 33.6 | 55.8 | 11.2 |
| Scientific misconduct | 32.8 | 64.2 | 2.5 |
| Publication bias | 28.5 | 61.2 | 10.1 |
| Meta-research | 22.4 | 61.2 | 15.8 |
| Open science | 21.0 | 58.6 | 20.4 |
| Pre-registration | 11.7 | 46.3 | 42.0 |
| Statistical reform | 11.5 | 49.7 | 38.8 |
| Bayesian inference | 6.9 | 47.4 | 46.6 |
| Bayes factor | 3.7 | 43.4 | 52.9 |
| p-hacking | 5.5 | 21.8 | 74.7 |
| HARKing | 5.6 | 12.6 | 84.8 |
| Cherry picking | 3.5 | 14.7 | 83.0 |
| SHARKing | 1.1 | 11.2 | 87.4 |

*Figure 1. Research Questions Addressed in Course Syllabus*

*Note. Question: “Does your course program include any topics or do your classes deal with …”.*
Opinion about Statistically Significant Results

Participants mostly agree (42.5%) or strongly agree (24.1%) that researchers only publish studies when they find statistically significant differences. They also mostly agree (27%) or strongly agree (36.2%) that journals are not interested in publishing statistically non-significant results. Yet they are less agreeable with statistical significance (or lack of) determining when to stop research, the conclusions reached, the level of confidence on the quality of the underlying research, or publication prospects (Table 4).
Regarding statistical fallacies linked to the interpretation of the \( p \)-value, only 32 academics (9.2%) “strongly disagree” with all three fallacies. Thus, the majority of the sample commit one of the three fallacies (agreeing somewhat to strongly), highlighting the opinion that a statistically significant finding is an important and useful result in practice.

### Table 2. Confidence in the Quality of Published Results

|   | 1 | 2   | 3   | 4   | Mean | SD  |
|---|---|-----|-----|-----|------|-----|
| 1. The tasks of reviewing and correcting manuscripts carried out by journal reviewers reliably guarantee the quality of the scientific results. | 13.8 | 49.1 | 32.2 | 4.9 | 2.28 | 0.76 |
| 2. I believe that errors that may have been made in a scientific study are always detected and corrected before being published. | 18.4 | 48.3 | 26.1 | 7.2 | 2.22 | 0.83 |

**Note.** Question: “Please rate each of the following issues in relation to your opinion about Science”. 1 = Do not agree; 2 = Somewhat agree; 3 = Agree; 4 = Strongly agree.

### Table 3. Doubts about Fraud

|   | 1 | 2   | 3   | 4   | Mean | SD  |
|---|---|-----|-----|-----|------|-----|
| 1. Your own scientific behavior | 80.7 | 13.8 | 4.9 | 0.6 | 1.25 | 0.57 |
| 2. Your team members | 76.7 | 16.1 | 6.9 | 0.3 | 1.31 | 0.61 |
| 3. Doctoral students | 47.1 | 30.2 | 18.7 | 4.0 | 1.80 | 0.88 |
| 4. Researchers from your institution | 47.4 | 25.3 | 22.7 | 4.6 | 1.84 | 0.93 |
| 5. Researchers from another institution | 35.6 | 31.9 | 27.9 | 4.6 | 2.01 | 0.91 |
| 6. Graduate students | 28.2 | 27.3 | 35.9 | 8.6 | 2.25 | 0.96 |
| 7. Undergraduate students | 17.8 | 22.4 | 38.2 | 21.6 | 2.64 | 1.01 |

**Note.** Question: “To what extent have you doubted the integrity (falsifying, inventing, adding, or removing data) of the research carried out by the following agents?” 1 = Do not agree; 2 = Somewhat agree; 3 = Agree; 4 = Strongly agree.

### Table 4. Opinion about Statistically Significant Results

|   | 1 | 2   | 3   | 4   | Mean | SD  |
|---|---|-----|-----|-----|------|-----|
| 1. Many researchers only publish studies where statistically significant results are obtained. | 6.9 | 26.5 | 42.5 | 24.1 | 2.84 | 0.87 |
| 2. Scientific journals are not interested in publishing statistically non-significant results. | 15.5 | 21.3 | 27.0 | 36.2 | 2.84 | 1.08 |
| 3. Due to the time required to produce a publication, it would not be a priority to publish findings with statistically non-significant results. | 33.6 | 29.6 | 21.6 | 15.2 | 2.18 | 1.06 |
| 4. When I read an article, I have more confidence in the quality of the study if the results are statistically significant. | 32.2 | 30.2 | 26.1 | 11.5 | 2.17 | 1.01 |
| 5. A scientific conclusion (for example, whether one treatment is better than another) must be based on whether the \( p \)-value is or is not statistically significant. | 26.4 | 41.0 | 22.8 | 9.8 | 2.16 | 0.93 |
| 6. Obtaining a statistically non-significant result would be a criterion for not continuing to investigate these variables. | 52.6 | 29.9 | 12.6 | 4.9 | 1.70 | 0.87 |

**Note.** Question: “When you read an article, how much do you agree with the following statements?” 1 = Do not agree; 2 = Somewhat agree; 3 = Agree; 4 = Strongly agree.

### Statistical Fallacies

1. A statistically significant result is an important result. (Agree)
   \[
   \text{Mean} = 21.1, \quad \text{SD} = 0.95
   \]

2. The value of \( p < .05 \) confirms that the finding will be useful to the scientific community. (Agree)
   \[
   \text{Mean} = 29.7, \quad \text{SD} = 0.82
   \]

3. The value of \( p = .001 \) confirms that the effect size was large. (Agree)
   \[
   \text{Mean} = 49.2, \quad \text{SD} = 0.88
   \]

**Note.** 1 = Do not agree; 2 = Somewhat agree; 3 = Agree; 4 = Strongly agree.

### Opinion about Replication Studies

Participants almost unanimously point out that replication studies are necessary for Science to advance (98% agree somewhat to strongly). In addition, they think that replication is necessary when findings from different studies are contradictory (96.6% agree somewhat to strongly) yet unnecessary when findings are unanimous.
Moreover, most do not agree with linking the need for replication to the positive or negative results of a previous study (Table 5).

With regard to conducting only novel studies (versus replication studies), most participants believe that the main objective of scientific journals is to publish novel findings (82.8% agree somewhat to strongly), and that science advances more with studies that propose novel hypotheses than with studies that replicate previous research (69.4% agree somewhat to strongly), which correlates with an earlier tendency for most participants to carry out studies with novel hypotheses (see ‘Participants’ section).

| Study with novel hypotheses | 1 | 2 | 3 | 4 | Mean | SD  |
|----------------------------|---|---|---|---|------|-----|
| 1. The main objective of scientific journals is to publish novel findings. | 17.2 | 31.9 | 34.8 | 16.1 | 2.50 | 0.96 |
| 2. Science advances more with studies that propose novel hypotheses than with studies that replicate previous research. | 22.4 | 37.6 | 31.1 | 8.9 | 2.26 | 0.91 |

Note. 1 = Do not agree; 2 = Somewhat agree; 3 = Agree; 4 = Strongly agree.

Table 6. Perception of Pressure to Publish and Academic Competition

| Perception of pressure to publish in high-impact journals | Mean (SD) | Mode | Median | Minimum | Maximum |
|----------------------------------------------------------|----------|------|--------|---------|---------|
| Perception of competitiveness in university academic activity | 8.59 (2.01) | 10 | 9 | 0 | 10 |

Note. Likert scale with 11 anchors, running from 0 = No pressure/no competition to 10 = Very strong pressure/competition.

Pressure to Publish and Academic Competition

Finally, participants also report high levels of academic pressure and competition (Table 6).

Discussion

The study of questionable research practices can be framed in the area of scientific integrity and ethics, within a climate of perverse and hyper-competitive incentives, which Edwards and Roy (2017) describe as a corrupt academic culture. Such practices are equally related to problems of statistical comprehension and data interpretation (Badenes-Ribera et al., 2015). As Nosek et al. (2012) point out, the professional success of an academic scientist depends on publication, and publication standards support novel and positive results, thus generating incentives that skew publications and, at the same time, the researcher’s conduct. Our results indicate that slightly more than two-thirds of the academics surveyed (63.5%) express doubts about the quality of published findings. The results on the perception of questionable research practices show that some academics (51.9%) are particularly concerned about false authorship because increased competition is coupled with fraud, which inflates the curriculum vitae of someone who might be a rival in Academia. A surprisingly small percentage of respondents categorically state that the questionable behaviors analyzed do not occur among researchers.

The overall picture we gain from our results is that most respondents believe that researchers only publish statistically significant results (93.1%) and that science advances most when novel hypotheses are proposed (77.6%), that scientific journals are not interested in publishing null results (84.5%) but in publishing novel findings (82.8%), that replication studies are necessary when the published findings are contradictory (96.6%) but less so if the findings in the literature are unanimous (72.4%). In addition, over 50% of the respondents misinterpret the meaning of a statistically significant result and associate it with importance, the usefulness of the finding, and the size of the effect (72.4%). Moreover, most do not agree with linking the need for replication to the positive or negative results of a previous study (Table 5).

With regard to conducting only novel studies (versus replication studies), most participants believe that the main objective of scientific journals is to publish novel findings (82.8% agree somewhat to strongly), and that science advances more with studies that propose novel hypotheses than with studies that replicate previous research (69.4% agree somewhat to strongly), which correlates with an earlier tendency for most participants to carry out studies with novel hypotheses (see ‘Participants’ section).
(Krueger & Heck, 2019). And while they may not agree with keeping a statistically non-significant result in the drawer (47.4%), they do not consider it a priority to publish these findings (66.4%). In brief, the majority of respondents say that a scientific conclusion (73.6%) should be based on whether or not the p-value is statistically significant, and, as readers, they have more confidence in the quality of the study whenever the results are statistically significant (77.8%).

It should be noted that our research measured academics’ perceptions of researchers’ conduct in general and not the behaviors themselves. We felt that it was more useful to pose the questions in this way in order to avoid the inherent bias of assessing or drawing attention to the researcher’s own questionable research practices. If we observe the results related to doubts about the researcher’s integrity and fraud, we can see that the majority of the researchers do not doubt their own conduct (80.7%, although it should be noted that 19.3% doubt their own research ethics to some degree) or those of their collaborators (76.7%), focusing their greatest doubts on the practices of the rest of researchers. However, because we did not ask respondents whether they had engaged in QRPs themselves, their answers may be more of a reflection on researchers’ degrees of freedom than on scientific fraud proper. Furthermore, some 64% of respondents did not perceive falsification or fabrication of data as occurring, despite well-known exemplar cases such as Diederik Stapel’s (Stroebe et al., 2012). However, it is possible that researchers were responding whether they had engaged in QRPs themselves, their answers may be more of a reflection on researchers’ integrity and fraud. If it is perceived that there are few economic resources and that the system values quantity more than quality, then the direct consequence perceived by the researcher is to ‘publish or perish’. Because this involves publishing a lot, and the perception is that there is a greater chance of publishing new and statistically significant results, the researcher’s aim is to carry out research that meets those characteristics. The current research culture, which has been developing for decades (Melton, 1962; Sterling et al., 1995), must change in order to change the researcher’s behavior.

In order to interpret the findings of our research, we believe it is necessary to take into account the context of the academic climate and culture (academic promotion of the scientist) as perceived by the researchers, a perception that has been verified in surveys carried out in other countries (e.g., Abbott et al., 2010; Fanelli, 2010; John et al., 2012). Pressure to publish and high competitiveness are two variables that could largely explain why researchers’ behaviors become questionable. In addition, journals and their emphasis on novel and positive results (as opposed to replication studies and null results) encourage these questionable behaviors directed at obtaining results that have a high probability of being published (Fanelli, 2012). This leads to ‘adjusting’ certain aspects of the design, as well as carrying out other behaviors that may alter and improve the researcher’s metrics, favored by the degrees of freedom of the researcher’s conduct (Neuliep & Crandall, 1990). Certainly, actions such as pre-registration of research and publication of protocols, along with the promotion of open science and the transparency of the research design process, are essential in order to control certain questionable research practices, but the researcher and their personal needs will always lie behind these actions (Chambers, 2019; Nosek et al., 2012).

The results of our research indicate that in answer to the question “Is there a crisis in Science?”, approximately two-thirds of the academics surveyed think there is, and they attribute it mainly to a lack of economic investment, followed by the opinion that the quantity of publications takes precedence over its quality. If it is perceived that there are few economic resources and that the system values quantity more than quality, then the direct consequence perceived by the researcher is to ‘publish or perish’. Because this involves publishing a lot, and the perception is that there is a greater chance of publishing new and statistically significant results, the researcher’s aim is to carry out research that meets those characteristics. The current research culture, which has been developing for decades (Melton, 1962; Sterling et al., 1995), must change in order to change the researcher’s behavior.

Our findings are in line with Baker’s (2016) results on confidence in scientific data, but we found more pessimistic opinions. As Baker points out, the area of research is a variable to take into account because, for example, physicists and chemists tend to show more confidence. The results of Baker’s survey (2016) also indicate that more than 60% of respondents believe that pressure to publish and selective reporting are the two main factors behind the crisis in Science and the lack of replication, along with the little research being done for replication purposes.

In light of this situation, we believe that support from institutions and funding agencies is essential and
indispensable for changing researchers’ behavior, along with journal policies and peer review, which must exercise their criteria by analyzing the validity of the results and the quality of the research design process, ignoring any issues not directly related to the scientific method. Publish or perish cannot be a criterion that justifies the researcher’s behavior, but a change in incentives is essential as a motivating element for the scientist looking for a job. Certainly, it is difficult to measure scientific performance, which becomes easier when counting the number of articles published, the impact factor of the journals, the number of citations received, the researcher’s h index, or the amount of money received from project grants. However, the quality of scientific work is not related to these numbers. It is essential to assess the quality of the evidence provided by the results, and to do so, it is necessary to read the work and check the key elements that contradict the different dimensions of its validity. The data themselves are not the most important aspect, but rather the procedure through which these data were obtained. And this type of assessment, directly aimed at the quality of the scientific method, is a means of improving the quality of science. It focuses on obtaining reliable and valid results that can be published in journals based on the quality of their contribution to scientific knowledge, regardless of whether the result was positive or not. To carry out these types of actions, checklist tools (CONSORT, STROBE, PRISMA...) are quite useful. They require the user (authors, reviewers, editors, or readers) to have methodological knowledge about all the elements being verified because their content tracks the entire process of the scientific method.

One of the most important limitations of our study is the type of sample used. It is a self-selected sample, thus a self-selection bias among respondents cannot be discarded (Bruton et al., 2020). As Baker (2016) points out, it is likely that the respondents were academics concerned about the quality of scientific findings. Furthermore, those researchers with more confidence in their own research practices may be the ones responding, in which case the findings may as well underestimate the current rate of QRPs (Fraser et al., 2018). Indeed, Banks, Rogelberg, et al. (2016) point out that one of the more problematic concerns may be the underreporting of QRP engagement.

The low response rate (10.23%) is another limitation because it might affect the representativeness of the sample and, consequently, the generalizability of the results. This response rate is similar to what was obtained by other researchers who used the same data collection system with academics (via email): 7% in Bruton et al. (2020), 10.26 % in Badenes-Ribera et al. (2015), 10.58 % in Badenes-Ribera, et al. (2016), or 15% in Fraser et al. (2018). It is also convenient to point out that the interest was on assessing degree of agreement, thus the “biased” scale used (with anchors 1 = Do not agree, 2 = Somewhat agree, 3 = Agree, 4 = Strongly agree) allowed to assess such agreement while, at the same time, to focus on the extremes of the scale when interpreting the results.

The crisis of Science has been studied from different perspectives, including economic (e.g., funding constraints, or curriculum building directed towards tenure), failures of replication and credibility, failures in methodological training, and even the degree of social impact of research findings. Our study pertains to the line of research developed in the past decade that has extensively and profoundly reflected on the crisis in Science, questionable research practices, and the need for researchers’ statistical re-education. Our study is the first to measure the opinions of Spanish Psychology and Education academics about researchers’ behavior and the quality of scientific results. Our findings reflect on ethical behavior because, as Baker (2016) points out, it is healthy for the scientific community to be aware of the problems that surround publication in order to remedy them and provoke changes in researchers’ behavior. We fully agree with the recommendations of Dorothy Bishop (2020) and the need to “understand the mechanisms that maintain bad practices in individual humans” in order to understand “why individual scientists mistake bad science for good, and helping them to resist these errors”. Approaches to human cognitive biases are not new. For example, in 1976, Mahoney pointed out reviewers’ bias toward their favorite ideas. Thus, advancing knowledge about confirmation bias, the degree of morality attributed to errors of omission and commission, statistical fallacies, and the lack of understanding of the concept of conditional probability, which involves the use of the p-value (with a key role in planning statistical power and the analysis and interpretation of the data), can improve research practices (Bishop, 2020).
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