A scalable and reconfigurable industrial-grade Slow Control System for SABRE-South
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The Sodium iodide Active Background Rejection Experiment-South (SABRE-South) is a direct dark matter detector soon to be deployed in the Stawell gold mine, in Victoria, Australia. Monitoring of external environmental and experimental conditions, (temperature, barometric pressure, relative humidity, high voltage, and seismic vibration) is vital to ensure the data quality of the SABRE search for dark matter via direct detection. These parameters have response times ranging from microseconds to seconds and are known as slow control parameters. We present the design of a novel compact, industrial-grade, and self-contained slow control system for SABRE-South. This system, featuring innovative hardware and software architecture based on National instruments compact RIO (NI-cRIO) and LabVIEW can be scaled up at low-cost and is capable of implementing the functionalities available in high-end SCADA systems while maintaining the flexibility to integrate custom software code (i.e. C++, PYTHON) for bespoke interfacing.
needs.

1 Introduction

Sodium iodide Active Background Rejection Experiment-South (SABRE-South), the first ultra-low background direct dark matter experiment in the southern hemisphere will be located in an active gold mine in Stawell, Victoria, Australia [3]. There is a need to monitor the experimental environment to ensure the data quality of the dark matter particle detection. The environment of the active gold mine is subject to seismic vibrations adding further complexity for maintenance, calibration and health of the detector.

Large particle physics research centres such as Laboratori Nazionali del Gran Sasso (LNGS) have a well-supported technical infrastructure and use traditional supervisory control and data acquisition (SCADA) system for slow control. An example is the Xenon1T dark matter experiment [4] at LNGS. We present a self-contained, industrial-grade slow control system using National Instrument’s Compact RIO (NI-cRIO) [14], for SABRE-South, which has a functional performance similar to the traditional SCADA system, can operate reliably in active mine environments and is easily scalable as the experiment evolves. The NI-cRIO system is comprised of a real-time controller, reconfigurable input/output (I/O) modules (RIO), field-programmable gate array (FPGA) module and an Ethernet expansion chassis. This modular design enables researchers to add a large number of slow control parameters quickly and cost-effectively. The software design allows the storage of a large volume of slow-control data entirely in its local memory for the duration of the life of the experiment, without the need for any additional external servers and ensures the integrity of slow-data in the event of unexpected disruptions. The data is exported periodically to a remote database (i.e. a PostgresSQL server) for monitoring. The system caters to low-speed data acquisition recorded on a scale of seconds (i.e. temperature, barometric pressure, relative humidity) as well as high-speed, resource-intensive data (e.g. vibration) that requires a 5 kHz data rate.

Some of the parameters currently identified for slow control moni-
onitoring for SABRE-South include seismic vibrations, high-voltage (HV) supply for the Photomultiplier Tubes (PMTs), temperature, pressure and relative humidity. The design has been set up to monitor local parameters close to the SABRE vessel as well as remote parameters (up to a distance of 100m) through EtherCAT/(TCP/IP) in real-time. The data can be accessed by a remote database.

In addition, the flexible design allows for the integration of bespoke systems such as muon flux monitors [11] for surface condition monitoring of seasonal modulations of cosmic muons, and purpose-built industry-standard power monitoring system to perform reliable long term measurements of the mains power supply.

This open-ended and robust system has been operating (since March 2020), in the remote-access mode in the laboratory at the University of Melbourne, monitoring a muon coincidence detector composed of three EJ200 plastic scintillators (each of dimension 60cm x 30cm x 5cm), and read out by Hamamatsu R7724 PMTs, powered by a six-channel VME HV power supply module V6533. This set-up is planned to be deployed to the Stawell gold mine, at depths of 310m and 1025 m below the surface, to measure the muon flux as a function of depth. The slow control set up at the University of Melbourne is depicted in Figure 1.

2 Design Considerations

One of the primary considerations in this design was to ensure reliable operation in the active mine environment for the lifetime of the experiment, and this mandated industrial-grade performance. For underground experiments such as SABRE that operate without on-site support, the system needs to be able to automatically reboot, in the event of power failure, and handle network disruptions gracefully. The system should be able to handle slow control sensors with different communication interfaces and data collection rates and also have the provision for easy expandability to accommodate additional parameters, as the experiment evolves. The Stawell Underground Physics Laboratory, (SUPL) is newly established, and
monitoring requirements may evolve with time. The precision and accuracy of the measurement of the environmental and experimental parameters are critical for ensuring the data quality of the dark matter search data and for calibration purposes. The other key considerations include the ability to perform mixed (analog and digital) measurements, support flexible and effortless adding or replacing of sensors, allow real-time data collection. It should have the ability to adapt to multiple disparate software environments and application interfaces (APIs) and be able to leverage emerging technology trends to meet the current and future needs of the researcher. A mains power supply monitoring system has also been integrated into the slow control design, which could be used to measure the unpredictable mains power in the active mine.

3 System Architecture

The central component of the slow control system is a NI-cRIO controller with a processor and a user-programmable FPGA. We chose NI-cRIO, which is an industrial embedded controller system based on the open-source, real-time Linux operating system, as there are proven use-cases of NI-cRIO systems working reliably in underground environments [16]. As shown
Figure 2: Block diagram of the Slow Control System architecture. FPGA is used for data communication between the I/Os and cRIO controller. In some cases, FPGA performs pre-processing as well.

In Figure 2, the reconfigurable FPGA backplane of the slow control data logging system collects the data from the I/O modules and communicates it onto the host cRIO real-time processor (RTP). In some cases, such as vibration monitoring, the FPGA pre-processes the data before logging it to the host processor. The real-time processor and FPGA are programmed using LabVIEW (NI LabVIEW) [14] software. The program enables the RTP to store the data on the local onboard memory (SD card) for offline processing and also provide regular, periodic uploads to the remote database. The slow control outputs are displayed on the local human-machine interface (HMI).

As shown in Figure 3, a combination of signal conditioning modules comprising of hot-swappable plug-in I/O modules and hardware controllers are used to interface the sensors to the cRIO controller. The I/O modules are compatible with the cRIO system and feature signal conditioning and conversion circuits. The selection of the industrial sensors has been made to ensure reliable operation in the SUPL environment.
Figure 3: Block diagram displaying a representative integration of the sensors to the cRIO system. It shows the direct integration of the sensors to the I/O modules of the cRIO system as well as remote integration through Fieldbus couplers.
3.1 Integration of Environmental sensors

Vibration Sensors: Three independent vibration sources in the X, Y and Z directions are measured using three micro-electromechanical systems (MEMS) based accelerometers (IFM-VSA001) [8], which generate a current output in the range of 0-10 mA. The FPGA sets the vibration event detection condition and performs low-level processing of the high-speed vibration data and streams the data to RTOS for data logging in the onboard memory and local display. A terminating resistor converts the current outputs of the vibration sensors to voltage, which is then fed to a 4-Channel, 51.2 kS/s/channel, +/-5 V, NI Vibration dynamic signal acquisition input module (NI-9234 [26]), featuring inbuilt antialiasing filters, which allows for automatic adjustment of the sampling rate. The internal delta-sigma ADC of the NI-9234 is configured for a span of 0-5V and a sampling rate of 10.24 KS/s. Application of the Nyquist criterion [27] sets the maximum vibration frequency to ~5 kHz, which meets the performance requirements of SABRE-South experiments and SUPL, as the maximum expected SUPL vibration frequency is ~1 kHz. As shown in Figure 4, the FPGA pre-processes the input from the sensors, calculates the $G_{\text{force}}$ parameters and determines if a valid event has occurred. $G_{\text{force}}$ is calculated by $G_{\text{force}} = \frac{I}{S}$ where $I = \frac{V_{\text{adc}}}{R_t}$, $I$ is the output current of the vibration sensor, $S$ is the sensitivity of the vibration sensor ($S = 142 \mu$A/g) for IFM-VSA001, $V_{\text{adc}}$ is the measured ADC voltage and $R_t$ is the terminating resistor. $R_t$ is chosen to be 500$\Omega$ for an output current range (0 to 10 mA) and positive full span of ADC (0 to 5V). The resultant vibration amplitude $G_{\text{sum}}$ is generated by taking the vector sum of the vibration data in the X,Y and Z direction, $G_{\text{sum}} = \sqrt{(G_x^2 + G_y^2 + G_z^2)}$. The moving window average $G_{\text{avg}}$ generates a filtered output of the vector sum which is compared to a set threshold and is used to determine valid vibration events. Each sample is bundled up into a data frame of $G_x$, $G_y$, $G_z$, the vector sum amplitude $G_{\text{sum}}$, mean amplitude (moving window average)$G_{\text{avg}}$, and a marker ('55') for simple frame validation. This data frame is stored in a shared First In First Out (FIFO) buffer in the FPGA, which can be read and processed by the host processor. This parallel and modular approach of using FPGA to pre-process the data reduces the CPU load of the RTOS. LabVIEW has been used to program
Temperature, barometric pressure and relative humidity sensors:

Precision RTD temperature sensors have been chosen for the measurement of ambient temperature and the SABRE vessel temperatures. Off the shelf 4-wire PT100 temperature probes (IEC 60751 Class 1/10 : 2008) of accuracy +/- 0.06 deg C [25], are connected to a NI-9217 [9] RTD analog input module having a temperature accuracy of +/-0.15°C over -40°C to +70°C.

We perform a basic barometric pressure range calculation for SABRE-South laboratory(open air) to specify the upper range of instruments. Pressure at average sea-level= 1,013.25 hPa, Stawell Altitude = 230 m, Mine-depth = 1,025 m, SABRE-South is located at a depth of (1025-230 = 795 m) below sea-level. At low altitudes below sea-level, the pressure decreases by ~ 12hPa for every 100 m [13].

\[
\text{Pressure at 795m = 1013.25 + 95.4} \\
\text{= 1,108.65 hPa} \quad (1)
\]

For SUPL, as shown in eq. (1), the maximum expected barometric pressure, at a depth of 795m below sea-level, is 1150hPa, with an expected measurement accuracy of +/- 1hPa stipulated by the SABRE collaboration. To meet these high pressure requirements, high accuracy and reliable piezoresis-

---

**Figure 4:** LabVIEW FPGA program segment showing the pre-processing for vibration data before passing to RTOS.
Relative humidity (RH) transducer APAR-AR250 [1] having a measurement accuracy of +2% RH, is integrated to the cRIO system through Beckhoff Ethernet for control automation technology (EtherCAT) couplers [23] and uses a 4-20 mA current loop standard.

3.2 Integration of HV and mains

Two types of universal multichannel HV supplies, CAEN A1535SP and CAEN DT 5534 have been integrated into the slow control system. Each of the HV supplies communicates through different software and connection topologies. CAEN A1535SP HV supplies will be used to power the SABRE vessel PMTs which form a part of the active veto system [5]. The HV model
Figure 6: Block Diagram of Mains Power Supply monitor (WAGO Power meter) integrated with the EtherCAT fieldbus coupler.

CAEN A1535SP supports the open-source software platform, Experimental Physics and Industrial Control Systems (EPICS)[6], through its ethernet interface. An EPICS network was used as the interface between CAEN A1535SP HV and the cRIO controller to monitor and control the HV of the PMTs. As shown in the schematic Figure 5, LabVIEW includes an EPICS I/O server-client, which runs directly on the cRIO controller, and functions as the plug-in between the shared LabVIEW process variables and the external network hosting the EPICS devices (EPICS network). The EPICS client I/O server monitors updates to process variables and publishes them to the EPICS network. The system was tested with R5912 PMTs powered by CAEN A1535SP, at the University of Melbourne. The second HV supply is a CAEN DT 5534 four-channel model, and this unit is planned to be used in the laboratory for R&D work associated with SABRE. As DT 5534 does not support EPICS, it was decided to connect the HV supply via ethernet using TCP communication protocol which allows for remote operation without any additional hardware. LabVIEW application software supported TCP libraries and was used to program the HV supply. CAEN GECO 2020 software was used to configure the maximum current and voltage settings for CAEN DT 5534 HV and CAEN A1535SP HV, to prevent accidental overvoltage/overcurrent setting by the experimenters, which could result in the damage of the PMTs.
The measurement of the mains power supply can be carried out with a three-phase power measurement module, WAGO 750-494 [21], assembled in-house using off-the-shelf components. As shown in the block diagram Figure 6, it can measure mains AC voltage, current, frequency, active and reactive power, and is integrated to the slow control system using Wago I/O system EtherCAT Fieldbus coupler 750-354 [20]. The module records time-stamped data and rated for 3\phi, 480V AC, 1A with a maximum measurement error of < 0.5% for active power.

4 Implementation of System Software

LabVIEW is used to program the FPGA and create applications running on cRIO for monitoring and logging slow control data. The FPGA establishes communication between the cRIO and the I/O modules installed in the backplane. In most instances, the FPGA transfers the data directly from the I/O modules to the CRIO, with the exception of vibration data, which is pre-processed by the FPGA. LabVIEW has been integrated with EPICS, for monitoring the CAEN high-voltage supplies. The communication interface between LabVIEW and EPICS is established, by using an area of shared memory, which allows two relatively independent processes the EPICS server and the LabVIEW runtime to run simultaneously.

4.1 Local and Remote Data Logging

The cRIO host processor (RTP) continuously logs data to three locally stored CSV files. The data include the slow environment data updated every 500 ms (2Hz), periodic logging of valid vibration data, and a log of system events as needed.

A simplified flow-diagram of vibration data logging is shown in the Figure 7. Vibrations are sampled by the ADC at a sampling rate of 10.24 KS/s and buffered by the FPGA in a 400 sample frame. Every data frame has a duration of 39.2 ms ((1/10.24kS/S)*400 = 39.2 ms). If a valid vibration event is detected by the FPGA, the host processor (cRIO) logs the current data frame and the following three data frames for further processing and
Figure 7: Simplified flow-diagram of Vibration Data Logging.
storage. If another valid vibration event occurs during the current logging cycle, the logging period is extended to include the following three data frames. The data is stored as comma-separated values (CSV) log file in the cRIO’s SD card. By trial and error during the laboratory testing, a data frame of 400 samples (i.e. 39.2 ms) was found to be optimal to minimise CPU load and also have a high probability of recording the events in the presence of noise.

Environment data is logged in two CSV files, one for vibration and the second for remaining environment data (i.e. temperature, barometric pressure and relative humidity). At the end of four hours of data collection, the two files are compressed into a zip file, and two new CSV log files are created. This periodic zipping operation of four hours results in saving of memory. It also minimises RTP load as the zipping process is time-intensive and the time taken is proportional to the size of data being compressed. In the event of a system reboot/restart, the cRIO controller first checks for incomplete CSV files and zips and logs them before logging new data. This ensures that all the data is captured in the event of an unscheduled shutdown of the system. The size of the vibration CSV file is also continuously monitored, and if it exceeds 500 MB earlier than the periodic time of four hours, the file is zipped, and a new one started. The zipping process compresses the CSV files by around 80-90%. The third CSV file is used to keep a log of the system status.

An external interface is required to connect the Linux based cRIO system and the remote PostgresSQL database as currently there is no native NI solution for direct connectivity. Initially, we used a Windows PC, as this was the suggested solution from NI and there was a need to expedite the installation of the slow control system at the University of Melbourne for long-term testing. The Windows operating systems with Web Distributed Authoring and Versioning (WebDAV), an extension of the Hypertext Transfer Protocol (HTTP), was used for interfacing between cRIO and the remote PostgresSQL database, with the bridging program written in LabVIEW. Using a Windows desktop PC / Intel’s Next Unit of Computing (Intel-Nuc), introduced additional failure points such as administrative issues on rebooting, power (~300 Watts) and stability, and this complex
solution for a simple interfacing task was ultimately deemed unnecessary.
We explored options to implement a simple, compact, and energy-efficient solution using a more portable programming language. We have tested a design using Raspberry Pi 3 Model B\(^{15}\)(< 10Watts) as shown in Figure 8. Secure File Transfer Protocol (SFTP) was used as the interface protocol to access the files (zipped CSV) stored in cRIO. The CSV files were unzipped and the contents transferred to the database. LINUX/ SFTP was used for interfacing between cRIO and the remote PostgresSQL database, with the bridging program written in Python. After the completion of CSV data transfer to the database, cRIO receives a command from the database-interface through SFTP and transfers the files to the archive folder of the SD card. The block diagram depicting the two methods of the interface is shown in Figure 9. The data transfer rate is slower with the RaspberryPi than with the PC, as shown in Table 1, due to lesser processing power and use of different application programs. However, the data is only transferred to the remote database once every four hours, so this is not a limitation. For use in the mine environment, industrialised Raspberry Pi platform housed in an industrial-grade enclosure and a hardened board design \([28]\), could be used. As Python is easily portable across multiple platforms, Raspberry Pi can be easily switched with other devices such as industrial PC, if necessary.
**Figure 9:** Block diagram depicting the bridging interface between Ni-cRIO and remote PostgresSQL database. Option A is with windows PC, WebDAV and Lab-VIEW. Option B is with Raspberry Pi, SFTP protocol and Python.

**Table 1:** Comparison of rate of data-transfer to PostgresSQL database using PC and Raspberry Pi. In the table Slow-data refers to Temperature, Barometric pressure and Relative Humidity; PC refers to PC/WebDAV/LabVIEW and Raspberry Pi refers to RaspberryPi/SFTP/Python.
5 Results

Representative results obtained with the slow control system during testing are discussed in this section. As shown in Figure 10, the raw G-force vector sum represents the vibration amplitude and is logged in the cRIO onboard memory, while the filtered moving window average G-force is used as the source to generate an event detection threshold. Currently, the maximum vibration data observed over 4 hours of the stress test was 738 kB. At this data rate, a 1GB SD card (currently being used) is capable of storing zipped data up to 255 days. It is possible to store data for the life of the experiment by using a higher capacity SD card. The cRIO is currently configured to delete the oldest zip file if the SD card memory is full. However, it can be configured to perform periodic purging. The system log file tracks the time of deletion of any log files, cRIO restart/reboot time, and any onboard memory FIFO errors.

As shown in Figure 11, the slow control system displays the independently controlled HV of the four-channel DT 5534 HV module. In the Figure 11, the pre-configured settings in channel 3 override user settings and protect the PMTs from accidental over-voltage. A representative time-stamped data logging CSV output is shown in Table 2.

The monitored value of temperature, barometric pressure and relative humidity is shown in Figure 12 and Figure 13. The slow control system handles local (i.e.directly connected) and remote (i.e.connected through EtherCAT) sensors interchangeably, without additional configuration. A representation of the power meter display is shown in Figure 14 and Figure 15.

6 Initial Validation of the Design

We are currently testing the slow control system with a three-channel muon coincidence system at the University of Melbourne. The set up has been functioning reliably in an unstaffed environment (due to COVID-19 conditions) since 23rd March 2020. We are monitoring the temperature,
Figure 10: Representative graph showing the $G_{\text{force}}$ vector sum and its moving window average for the tri-axial vibration sensor. A tri-axial sensor was mounted on a structural member of the building at Swinburne University and data was generated by light tapping of hammer on the building. Fig (a) shows the data logging of 4 consecutive data frames of the the $G_{\text{force}}$ vector sum and moving window average of the $G_{\text{force}}$ vector sum in case of a single valid vibration event. Fig (b) shows the magnitude vs time of occurrence of the $G_{\text{force}}$ vector sum and moving window average of the $G_{\text{force}}$ vector sum.
Figure 11: Screen shot of the HV control panel showing the historic and current values for CAEN DT 5534 four channel HV. An example warning status is shown in CH3. In this instance, a warning is issued when the user-set value (1800V) exceeds the preset HV values (1700V) which is set during pre-commissioning using GECO2020.
**Table 2:** Representative time-stamped data stored as CSV log files in local SD card of cRIO.

Sample Environmental Data

| Time Date  | Pressure mbar | Humidity % | RTD1 | RTD2 |
|------------|---------------|------------|------|------|
| 06_36.20.222 | 1014.1       | 59.8       | 25.4 | 24.8 |
| 06_36.20.721 | 1014.1       | 59.05      | 25.4 | 24.8 |
| 6_36.21.421  | 1014.1       | 58.86      | 25.4 | 24.8 |
| 06_36.23.421 | 1014.1       | 58.87      | 25.4 | 24.8 |

Sample Vibration Data

| Time Date  | Event | Threshold | Peak | Vsum  |
|------------|-------|-----------|------|-------|
| 58:53.6    | 1     | 0.0135    | 0    | 0.007442 |
|            |       |           | 0.007139   | 0.003263 | 0.008699 |

Sample High Voltage (HVPS) and Mains power (L1) Data

| Time Date  | L1 Hz | HVPS CH 3 | HVPS CH1 | HVPS CH4 | L1 V | L1 W | L1 VA |
|------------|-------|-----------|----------|----------|------|------|-------|
| 06_36.20.222 | 49.98 | 1701.15   | 899.99  | 1500.55  | 248.15 | 50.019 | 48.88  |
| 06_36.20.721 | 49.11 | 1701.15   | 899.99  | 1500.55  | 247.97 | 50.019 | 49.11  |
| 6_36.21.421  | 49.02 | 1701.15   | 899.99  | 1500.55  | 247.93 | 50.019 | 49.02  |
| 06_36.23.421 | 49.51 | 1701.15   | 899.99  | 1500.55  | 247.93 | 50.019 | 49.02  |
Figure 12: Representation of the historic values of temperature, relative humidity and barometric pressure recorded over a period of 6 hours.
barometric pressure, relative humidity and the environmental vibrations in the laboratory through a remote database. There were network connectivity issues which caused a disruption in data transmission to the remote database from 26th March to 29th April 2020. However, the onboard memory of the cRIO system is configured to keep a backup of all the slow control data. As a result, when network communication was restored, the system was able to automatically re-synchronise the data collected over this period with the external database. A representative sample of the acquired slow control data is shown in Figure 16. The planned deployment of the slow control system to the Stawell mine, and long-term testing to cross-validate the slow control system data against the standard real-time mine environmental data, will be undertaken when lockdown restrictions are relaxed.

Figure 13: Representation of the current values of temperature, barometric pressure and relative humidity.
Figure 14: Representative Mains power supply monitoring screen showing historic values of mains voltage, frequency and power.
**Figure 15:** Representative Mains power supply monitoring screen showing current values of mains voltage, frequency and power.

| Parameter | Value 1 | Value 2 |
|-----------|---------|---------|
| L1 (V)    | 250.16  | 244.57  |
| L1 (W)    | 48.7    | 43.6    |
| L1 (VA)   | 95.61   | 73.46   |
Figure 16: Representative Screen shot of Slow Control Data logged at the University of Melbourne (26th March to 2nd May, 2020.)
7 Proposed SABRE-South Slow Control Considerations

The SABRE experiment needs to be sensitive enough to reliably measure dark matter search data in the presence of background.

As shown in Figure 17, the SABRE-South vessel will house a NaI(Tl) detector array having seven crystals, and fourteen PMTs, one on each end of the crystal, and a further 18 PMTs mounted in the active liquid scintillator veto system, Linear Alkyl Benzene (LAB). Since the PMT dark rates are highly susceptible to temperature variations [7], this may affect the detection thresholds and hence result in more detection of background. It is therefore critical to monitor and record the short term (hours) and long term (days) averages of the environmental temperature in SABRE which is expected to be in the temperature range of 19°C +/- 2°C. To meet the above requirements, the environmental temperature monitoring system should have a resolution of the order of 0.2°C [29].

The slow control system is currently able to record the environmental temperature with an accuracy of +/- 0.15°C through a combination of precision resistance temperature detector (RTD) temperature probes (PT100), cRIO system compatible RTD analog input module with 24-bit resolution (NI 9217), and the implementation of precision fixed-point arithmetic in the high-speed FPGA [22]. A representation of the proposed slow control instrumentation for SABRE-South experiment is depicted in Figure 18. The SABRE-South vessel filled with ~11.6 m³ of LAB would be expected to reach thermal equilibrium with the environment. The inclusion of PMTs and other instrumentation will result in additional heat flow into the SABRE vessel, causing the vessel to be at a higher temperature than the SABRE laboratory as has been observed in other experiments such as COSINE-100 [2]. At this stage, the magnitude of the thermal difference is not known. The SABRE vessel is not provided with any substantive active cooling mechanism and relies upon the stability of the air-conditioning of the surrounding environment, i.e. the laboratory, as the major driver for the thermal equilibrium temperature. The temperature monitoring system of the SABRE vessel is expected to have an accuracy of << 0.2°C. It is
Figure 17: Planned SABRE-South Direct Dark Matter Detector showing the detector modules comprising of 7 NaI(Tl) crystals and associated PMTs in Copper tubes, and 18 veto Photomultiplier Tubes (PMTs) immersed in \(~11.6\) m\(^3\) of Linear Alkyl Benzene (LAB) based veto liquid scintillator. Courtesy: Tiziano Baranocelli, The University of Melbourne
Figure 18: Representation of the proposed slow control instrumentation for SABRE-South. Courtesy: Tiziano Baranocelli, The University of Melbourne
possible to achieve this accuracy by designing a bespoke system spanning a much narrower range of temperatures (i.e. 20°C) and calibrating it.

High relative humidity could negatively impact the function, stability, and the life of the electronics equipment and must be monitored for safe operation [10]. For testing purposes, an industrial-grade relative humidity sensor with a tolerance of ±2% tolerance has been used and can be easily replaced with meteorological grade RH sensor such as Vaisala-Hmt310 [19], having ±1% tolerance if required, as both sensors have standard 4-20mA current outputs. The air-conditioning system will maintain the relative humidity of the SABRE laboratory in the 30%-50% range.

When subjected to external vibrations and shocks, PMTs are known to exhibit changes in signal levels and microphonic noise, and excessive vibrations could result in their breakage [7]. As the active mine environment in Stawell will experience vibrations due to heavy machinery operation and explosions for mining excavations, the environmental vibrations must be closely monitored, to minimise the damage to sensitive equipment such as PMTs. As the veto PMTs will be submerged in the LAB, the corresponding response of the PMTs to the changed environmental conditions need to be considered.

One challenge that the Thallium doped Sodium Iodide crystal (NaI(Tl)) presents as a dark-matter target is its highly hygroscopic nature. A crystal must be protected from moisture at all times to prevent degradation of its optical properties. The modular detector array has crystals sealed in enclosures, that can be thoroughly outgassed using a continuous flow of high purity dry nitrogen (DN₂) to remove trace amounts of water clinging to the surfaces [18]. Monitoring the moisture content of (DN₂) at the inlet and outlet of the detector array is critical. The slow control system allows for this operation through integration with industry grade sensors such as Pura Pure Gas Trace Moisture Transmitter [12] or bespoke design built using I²C Sensirion SHT21 [17]. The DN₂ gas flow-rate, volatile organic compound (VOC) vapours on N₂ exhaust and in the catchment at the base of SABRE vessel to detect LAB leaks, DN₂ gas-pressure in the LAB and SABRE vessel shielding, level of LAB fluid, are just some of the additional identified
parameters which the slow control system could monitor.

8 Conclusion

The prototype slow control system has been designed with a modular architecture to enable scaling by simply daisy-chaining it to other Fieldbus controllers. The system architecture supports different communication protocols (i.e. Ethernet, MODBUS, RS 232, USB, EtherCAT) enabling seamless integration of local and remote sensors (up to a distance of up to 100m) from the experimental set-up and a substantial reduction in space requirements and wiring overheads.

The flexible system design allows the integration of heterogeneous sensors and systems enabling monitoring of parameters such as vibration, cosmic muon flux and mains power. The parallel approach of using FPGA for data processing reduces the real-time processor (RTP) load. The direct connectivity of the FPGA with the I/O modules allows for deterministic interface timing which may be required for process-intensive external sensors.

Logging time-stamped data in the onboard memory for redundancy and data back up of the last operation after a power shut-down, ensures the integrity of the system in the event of network communication errors or power outage, which is to be expected in the unpredictable, active mine environment. Thus, the system is able to provide continuous and reliable background monitoring despite interruptions in power supply and changes in the environment. This versatile system is flexible enough to support both critical industrial sensors and research-based bespoke systems on the other. It enables the consolidation of different types of background data in one platform, enabling ease of analysis, monitoring and control.

This open-ended real-time slow control system design is capable of industrial-grade performance/reliability and is expected to meet the key current and future emerging needs of the experiments in a subterranean environment.
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