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Abstract

In the context of Gaussian process regression with functional inputs, it is common to treat the input as a vector. The parameter space becomes prohibitively complex as the number of functional points increases, effectively becoming a hindrance for automatic relevance determination in high-dimensional problems. Generalizing a framework for time-varying inputs, we introduce the asymmetric Laplace functional weight (ALF): a flexible, parametric function that drives predictive relevance over the index space. Automatic dynamic relevance determination (ADRD) is achieved with three unknowns per input variable and enforces smoothness over the index space. Additionally, we discuss a screening technique to assess under complete absence of prior and model information whether ADRD is reasonably consistent with the data. Such tool may serve for exploratory analyses and model diagnostics. ADRD is applied to remote sensing data and predictions are generated in response to atmospheric functional inputs. Fully Bayesian estimation is carried out to identify relevant regions of the functional input space. Validation is performed to benchmark against traditional vector-input model specifications. We find that ADRD outperforms models with input dimension reduction via functional principal component analysis. Furthermore, the predictive power is comparable to high-dimensional models, in terms of both mean prediction and uncertainty, with 10 times fewer tuning parameters. Enforcing smoothness on the predictive relevance profile rules out erratic patterns associated with vector-input models.
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1 Introduction

The study of uncertainty in complex physical systems commonly relies on the evaluation of computationally expensive computer models. Many science and engineering computer models approximate systems that include functional inputs, i.e., input quantities varying over a continuum typically modeled as function of some index. Dynamical systems are a widely popular sub-group of this family whose main characteristic is that the input, and possibly the output, is a function of time. In other settings, the index space could represent space or wavelengths.

Gaussian processes are a common choice among the many available statistical and machine learning models for computer model emulation, with early work such as Sacks et al. (1989b,a); Currin et al. (1991); O’Hagan (1992); Koehler and Owen (1996); Jones et al. (1998); Kennedy and O’Hagan (2001). A modern, general treatment can be found in Santner et al. (2018); Gramacy (2020). However, the literature mainly emphasizes the emulation of dynamical systems via Gaussian processes with scalar, vector scalar-summary, or possibly pre-processed vector inputs in relation to either a scalar output or a pre-processed structured output modeled as separable vector (Campbell et al., 2006; Bayarri et al., 2007; Higdon et al., 2008).

A simple modeling strategy is to consider the functional input not as functional, but an ensemble of possibly many scalar values and a specific correlation structure (Iooss and Ribatet, 2009). Although straightforward, discretization leads to a potentially unlimited number of feature variables used to predict a finite number of scalar outputs, thus increasing model training difficulty and the risk of overfitting. Functional input pre-processing
often involves the application of techniques for scaling, registration, warping, decorrelation, dimensionality reduction, and regularization. Frequently used ones are a-priori basis expansion, e.g., splines (Betancourt et al., 2020a,b), principal component analysis (Nanty et al., 2016), functional principal component analysis (Wang et al., 2017; Wang and Xu, 2019), among other basis functions (Tan and Li, 2019; Li and Tan, 2021). Such decompositions introduce undesirable side effects such as the laborious interpretation of non-physical variables, and the lack of direct use of the information contained in the input structure, e.g., the notions of order and closeness incorporated in the index space. These also struggle with the modeling and computational challenges associated with high-dimensional input vectors, principally a large number of unknowns and the risk of overfitting.

Whatever the approach, the complexity of present applications routinely warrants the use of regularization. Automatic relevance determination priors (Neal, 1996) are prevalent in the world of Gaussian processes. Each input dimension, be a measurement from a functional profile or a basis coefficient, is given a different length-scale parameter that allows the latent function to vary at different speeds with respect to different inputs. This introduces multiple regularization as the marginal likelihood would favor solutions with large length-scales for those inputs along which the latent function is flat, a mechanism for Bayesian Occam’s razor put in place to prevent significant overfitting by pruning high-dimensional inputs toward sparse representations (MacKay, 1996; Wipf and Nagarajan, 2007). In this context, relevance is defined as the inverse of the length-scale even though this quantity is also affected by other intrinsic characteristics of the data such as the output responding linearly or non-linearly to changes in the input variable (Piironen and Vehtari, 2016). These
length-scale parameters are sometimes known as correlation lengths (Santner et al., 2018) or ranges (Cressie, 1993), and their inverse as roughness (Kennedy and O’Hagan, 2001).

Relatively less work has been done to incorporate the input functional form into Gaussian process regression models, and the capabilities for automatic relevance determination in the developed methods are rather limited. Time-indexed input-output pairs for dynamical systems were discussed by Morris (2012), who proposed a half-normal weight function for time-indexed inputs where physical knowledge suggests a reversion to a neutral state or a reaction slowdown relative to some fixed time point. In this work, a point Bayesian estimate was produced for a computer experiment with five runs and a profile with 13 time steps. Later on, Muehlenstaedt et al. (2017) presented two approaches for the $L^2$ norm for functional inputs via projection-based methodologies coupled with weights assigned to the basis functions. Such weights remain constant over the index space and originate in the discretization of the linear and beta distributions. Kuttubekova (2019) built a parametric weight via trigonometric basis functions of the functional index and predicted soil loss from daily precipitation and hill slope profiles with a one-harmonic Fourier expansion. Alternatively, Chen et al. (2021) introduced kriging for functional inputs with functional weights in the spectral domain associating relevance quantities to each functional input frequency component rather than to the input measurements themselves.

With the ultimate goal of pushing the emulation of computer models with functional inputs closer to a hands-off process, we expand on these ideas and introduce a new functional weight parametric form for automatic dynamic relevance determination (ADRD). The asymmetric Laplace functional weight (ALF) learns from the data how the input
predictive relevance varies across the input index space. Building off the notion that a predictive model may assign different weights across this index space, we set up a parametric weight function to enforce smoothness on relevance over the index space and allow the model to learn that some index subspaces are more relevant than others.

We describe the ALF methodology in Section 2, including procedures for fully-Bayesian estimation of the model parameters, model validation, and dynamic relevance screening in Sections 2.1 to 2.3. In Section 3, we introduce a case study concerning the emulation of a computer model with functional inputs. We compare the posterior estimates for the automatic relevance determination parameters and out-of-sample predictive power across several plausible models and sets of input variables. Finally, we present in Section 4 potential improvements on our current work and delineate our future line of work.

2 Methods

Consider an experiment with a functional input $X(t) \in \mathcal{X}$ indexed by a continuous index $t \in \mathcal{T}$ and a scalar output $y \in \mathcal{Y}$. We model the unknown input-output relationship $f : \mathcal{X} \rightarrow \mathcal{Y}$ via a Gaussian process with mean function $m_y : \mathcal{X} \rightarrow \mathcal{Y}$ and a positive definite covariance function $s_f : \mathcal{X}^2 \rightarrow \mathbb{R}^+$. Consider the squared exponential covariance function with homogeneous independent noise $s_f(X_i, X_j) = \sigma_f^2 \exp\{-0.5 \, d(X_i, X_j)\}$, $s_y(X_i, X_j) = s_f(X_i, X_j) + I_{i,j} \sigma_\varepsilon^2$, where $\sigma_f^2 \in \mathbb{R}^+$ is the output signal variance, $\sigma_\varepsilon^2 \in \mathbb{R}^+$ is the output noise variance, $I_{i,j}$ is an indicator function for $i = j$, and $i, j = 1, \ldots, N \in \mathbb{N}$ index the functional profiles. The function $d : \mathcal{X}^2 \rightarrow \mathbb{R}^+$ quantifies the distance in any functional input pair. If the notion of a functional input is completely simplified to a $K$–dimensional
vector input coupled with an automatic relevance determination (ARD) hierarchical prior for separable length-scale parameters, we have $d_{\text{ARD}}(X_i, X_j) = \sum_{k=1}^{K} (x_{i,k} - x_{j,k})^2 / \sigma_{x_k}^2$ for $\sigma_{x_k}^2 > 0 \forall k = 1, \ldots, K \in \mathbb{N}$. Alternatively, when the functional input is pre-processed via functional principal component analysis (Ramsay and Silverman, 2005), then $d_{\text{PC}}(X_i, X_j) = \sum_{\tilde{k}=1}^{\tilde{K}} (\tilde{x}_{i,\tilde{k}} - \tilde{x}_{j,\tilde{k}})^2 / \sigma_{x_{\tilde{k}}}^2$ for $\sigma_{x_{\tilde{k}}}^2 > 0 \forall \tilde{k} = 1, \ldots, \tilde{K} \leq K$, where $\tilde{x}_{i,\tilde{k}}$ is the $\tilde{k}$-th score for the $i$-th profile and $\tilde{K}$ is the total number of principal components retained in the model.

Recognizing that the profile measurements $x_i = \{x_{i,k}\}_k$ are a finite representation of an infinite-dimensional function, we can quantify the distance between any two profile inputs via the weighted functional norm, i.e.,

$$d_{\omega}(X_i, X_j) = \phi^{-2} \int_{\mathcal{T}} \omega(t)(X_i(t) - X_j(t))^2 \, dt$$

where $\phi > 0$ and $\omega : \mathcal{T} \to \mathbb{R}^+$ is a weight function driving the predictive relevance of the input on the output over the index space. A constraint is needed for $\omega(t)$ and $\phi$ to be identifiable, e.g., $\omega(t) = 1$ for some $t \in \mathcal{T}$ or $\int_{\mathcal{T}} \omega(t) \, dt = 1$. The functional form of $\omega(t)$ is a modeling decision that opens up the possibility for domain-specific knowledge about the physical system; in truly complex settings, its specification might require a fully data-driven approach.

In practice, even if subsystems are well understood and documented, computer models consolidate a large number of interrelationships that may hinder prior relevance elicitation.

In an effort to provide the weight function with enough flexibility for a more data-driven
approach, we introduce the asymmetric Laplace functional weight (ALF),

$$\omega(t) = \exp\left(- (t - \tau) \lambda \kappa s \right) = \begin{cases} 
\exp\left(-\lambda_1 |t - \tau|\right) & \text{for } t \leq \tau \\
\exp\left(-\lambda_2 |t - \tau|\right) & \text{for } t > \tau
\end{cases}$$

(2)

where we assume $\mathcal{T} = [0, 1]$ without loss of generality, $s = \text{sign}(t - \tau) \in \{-1, 1\}$, $\lambda > 0$ is the rate, $\tau \in \mathcal{T}$ is the location, and $\kappa > 0$ is the asymmetry coefficient. An alternative parametrization has $\lambda_1 = \lambda \kappa^{-1}$ and $\lambda_2 = \lambda \kappa$ for the left and right exponential decay rates around $\tau$. Figure 1 shows that ALF encompasses a wide family of functions such as the exponential decay ($\kappa = 1, \tau = 0$), exponential growth ($\kappa = 1, \tau = 1$), symmetric exponential with predictive relevance peak at $\tau$ ($\kappa = 1$), near-zero weight before or after the location $\tau$ ($\lambda_1 \to \infty$ or $\lambda_2 \to \infty$), and constant weight before and after the location $\tau$ ($\lambda_1 \to 0$ or $\lambda_2 \to 0$).

This parametric function provides enough degrees of freedom for a rather wide range of unimodal patterns in predictive relevance with at most three parameters, attempting to find a balance in learnability and parameter space complexity compared to an ARD model with a typically large number of tuning unknowns. ALF offers a method to grow the resolution of the input profiles without compromising the parameter space complexity, effectively circumventing pre-processing decisions for input dimension reduction. Equally appealing, it enforces smoothness on predictive relevance over the index space ruling out erratic patterns for relevance in the fully-free ARD learnable space, e.g., $X(t_{k_1})$, $X(t_{k_2})$ and $X(t_{k_3})$ having disparate weights despite $t_{k_1} < t_{k_2} < t_{k_3}$ being close on the index space for the scale of the physical problem at hand. Besides making high-dimensional inputs more manageable, in situations where there is at least subsidiary interest in interpretable
Figure 1: Some selected ALF configurations. Colors do not indicate grouping across facets.

predictive modeling, ALF offers some insight in the input-output relationship by establishing an explicit link between the functional input index space and the output correlation. Such insight enters the predictive modeling feedback loop and may also foster the understanding of the underlying physical model. Overall, ALF attempts to produce a simplified representation that addresses interpretation, smoothness differentiation, and parsimony in relevance determination.

2.1 Estimation

Consider the functional-input Gaussian process models (fiGP) with \( d_\omega(\cdot) \) and the following configurations: \( \kappa = 1 \) and \( \tau = 0 \) decreasing exponential (fiGP-Edn), \( \kappa = 1 \) symmetric double exponential (fiGP-SDE), and asymmetric double exponential with all three parameters free (fiGP-ADE). We use the umbrella term ALF to refer to these three models altogether since these are all parametrizations of Equation (2). We denote the parameter vector by \( \theta = (\theta_d, \sigma_f^2, \sigma_e^2) \), where \( \theta_d \) encompasses the unknowns for a spe-
pecific choice of $d(X_i, X_j)$, e.g., $\theta_d = (\phi, \lambda, \kappa, \tau)$ for Equations (1) and (2), while the signal and noise variances are present in all the considered models. We generally recommend the following independent weakly informative priors for cases where there is no domain-specific information about the relevance profile: $\phi \sim \text{InvGamma}(\cdot, \cdot)$, $\tau \sim \text{Beta}(\cdot, \cdot)$, $\lambda \sim \mathcal{N}(\cdot, \cdot)$, $\log(\kappa) \sim \mathcal{N}(\cdot, \cdot)$ for the fiGP parameters, and $\sigma_f, \sigma_e \sim \mathcal{N}^+(\cdot, \cdot)$ for the standard deviation parameters. The choice of prior for $\phi$ is motivated by the fact that values extremely close to zero or large may lead to numerical issues due to posterior density flattening. The integral in Equation (1) is computed via the trapezoidal approximation, i.e.,

$$d_{\omega}(X_i, X_j) \approx \phi^{-2} \sum_{k=2}^{K} (t_k - t_{k-1}) (\Delta_{i,j,k} + \Delta_{i,j,k-1})/2$$

where $\Delta_{i,j,k} = \omega(t_k)(x_{i,k} - x_{j,k})^2$.

We place a Gaussian process prior on the unknown function, i.e., $f(X) \sim \mathcal{N}(\mathbf{m}_y, \mathbf{S}_y)$, where $f(X)$ is a vector of function values, $X$ is the training input matrix, $\mathbf{m}_y = m_y(X)$ is the mean vector with elements $(\mathbf{m}_y)_i = m_y(x_i)$, and $\mathbf{S}_y = s_y(X)$ is the covariance matrix with elements $(\mathbf{S}_y)_{i,j} = s_y(X_i, X_j|\theta)$. Denoting the training output vector $\mathbf{y}$ and the covariance function parameter joint prior $p(\theta)$, the output marginal log likelihood and the parameter posterior density are given in Equations (3) and (4) respectively,

$$\log p(\mathbf{y}|X, \theta) = -\frac{1}{2}(\mathbf{y} - \mathbf{m}_y)^\top \mathbf{S}_y^{-1}(\mathbf{y} - \mathbf{m}_y) - \frac{1}{2} \log |\mathbf{S}_y| - \frac{n}{2} \log 2\pi \quad (3)$$

$$\log p(\theta|\mathbf{y}, X) \propto \log p(\mathbf{y}|X, \theta) + \log p(\theta). \quad (4)$$

We perform fully Bayesian inference on the unknown quantities. The log posterior (4) is evaluated at random locations of the parameter space. A number of candidate parameter vectors with highest posterior density are selected and an optimization is initialized at each candidate. The optimal values with highest posterior density are used to initialize one MCMC chain (Raftery and Lewis, 1992) with $M \in \mathbb{N}$ post warm-up samples generated via
the NUTS algorithm (Hoffman and Gelman, 2014). Lack of non-convergence is diagnosed by the absence of divergent transitions and Geweke’s convergence diagnostic (Geweke, 1991) on $\omega(t_k), \sigma_{x_k}^{-2}$, and $\sigma_{\tilde{x}_k}^{-2}$. Sampling efficiency is assessed with a target acceptance rate higher than .8, and the tree depth and number of leapfrog jumps not hitting the maximum value.

The posterior expectation Monte Carlo standard error for the various weight parameters $\omega(t_k), \sigma_{x_k}^{-2}$, and $\sigma_{\tilde{x}_k}^{-2}$ is monitored with a target value of less than 10% of the estimated posterior standard deviation.

2.2 Validation

Consider a complementary collection with $H$ pairs of training and test sets, i.e. $\{(D_h, D_{h+H}) : h = 1, \ldots, H\}$. For each subset pair $h$ and plausible model $p$, we train a model on the training output vector $y$ corresponding to the training input matrix $X$ and compute the predictive mean vector and covariance matrix for the test output vector $y_*$ corresponding to the test input matrix $X_*$. Define the signal covariance matrix $S_f$ with entries $(S_f)_{i,j} = s_f(X_i, X_j|\theta)$. Let $\hat{m}_y^v = E[y_*|y, X, X_*]$, $\hat{S}_y^v = V[y_*|y, X, X_*]$ be the posterior predictive mean vector and covariance matrix computed as in Equations (5) and (6) for a fixed vector of tuned parameters $\hat{\theta}$, where the superscripts $h, p$ were dropped for readability,

$$\hat{m}_y^v = \hat{S}^f(X_*, X)\hat{S}^g(X, X)^{-1}y$$

$$\hat{S}_y^v = \hat{S}^f(X_*, X_*) - \hat{S}^f(X_*, X)\hat{S}^g(X, X)^{-1}\hat{S}^f(X, X_*) + \hat{\sigma}_e^2 I$$

The study focuses on two validation statistics: the root mean square error (RMSE) for the predictive mean versus the test set actual values ($v_1$), and the negative posterior predictive log density (negPPLD) evaluated at the test set output values ($v_2$). The choice of
validation statistics was motivated by the typical use of an emulator: while some applica-
tions would only make use of the point prediction, others combine both point prediction and
predictive uncertainty. The larger the mean square error and the predictive variance, the
more the negPPLD penalizes a model. We report the negative log density to obtain a loss,
instead of an utility function, so that lower values of $v_1$ and $v_2$ are associated with better
prediction. The validation statistic posterior expectation $\hat{v}$ is approximated as in Equa-
tions (7) and (8) using a thinned posterior parameter sample $\{\theta_{\tilde{m}}\}_{\tilde{m}=1}^{\tilde{M}}$ of size $\tilde{M} << M$.

In these equations, the $h,p$ superscripts are omitted for clarity. We compute the mean
across the subset means and its corresponding standard error, i.e., $\bar{v}^{(p)} = H^{-1} \sum_{h=1}^{H} \hat{v}^{(h,p)}$;

$$\text{SE} (\bar{v}^{(p)}) = H^{-\frac{1}{2}} \sqrt{ (H-1)^{-1} \sum_{h=1}^{H} (\hat{v}^{(h,p)} - \bar{v}^{(p)})^2 }$$

for every $p$.

$$v_1 = E_\theta \left[ N^{-\frac{1}{2}} \| \mathbb{E} \left[ y_* | X, X_*, y, \theta \right] - y_* \| \right] = \int_\Theta N^{-\frac{1}{2}} \| \mathbb{E} \left[ y_* | X, X_*, y, \theta \right] - y_* \| p(\theta | y) \, d\theta$$
$$\hat{v}_1 = \tilde{M}^{-1} \sum_{\tilde{m}=1}^{\tilde{M}} N^{-\frac{1}{2}} \| \mathbb{E} \left[ y_* | X, X_*, y, \theta_{\tilde{m}} \right] - y_* \| \quad (7)$$

$$v_2 = p(y_* | X, X_*, y) = \int_\Theta p(y_* | X, X_*, y, \theta) \, p(\theta | y) \, d\theta$$
$$\hat{v}_2 = \tilde{M}^{-1} \sum_{\tilde{m}=1}^{\tilde{M}} p(y_* | X, X_*, y, \theta_{\tilde{m}}) \quad (8)$$

A set of secondary validation statistics are reported in the supplementary material ??,
namely the negative continuous ranked probability score (negCRPS) (Gneiting and Raftery,
2007), the proportion of actual values within the point-wise predictive interval, and the co-
efficient of determination between actual values and the predictive mean. The coefficient
of determination is approximately equal to $1 - v_1^2$ given that the test output variance is
approximately 1. The CRPS is within an additive constant of the PPLD under the multi-
variate normality assumption. We find the CRPS more appropriate than the Mahalanobis
distance whenever the statistical model does not include all the inputs considered by the physical model even if we expect a relatively high signal-to-noise (Bastos and O’Hagan, 2009). Although scientists might find interest in the point-wise predictive interval nominal coverage, the statistic misses the correlation among output values, a feature that typically proves highly relevant for uncertainty quantification.

2.3 Dynamic relevance screening

Smooth dynamic relevance, i.e., a structure where input relevance varies smoothly over the index space, is a key assumption underlying the ALF models. Naturally, it is valuable to complement the methodology with a screening analysis to assess whether this is reasonably consistent with the data under complete absence of prior and model information. Additionally, a screening technique may aid in discovering from data the characteristics needed for a suitable choice of $\omega(t)$. Starting off with permutation feature importance (PFI), a procedure originally proposed for tree and ensemble models (Breiman, 2001) and later extended to a wider family (Fisher et al., 2019), we explore how the validation statistics react to corruptions in the input profile over blocks of the index space. Although PFI is biased for correlated input variables (Hooker et al., 2021), a likely situation given the dependence between measurements within a functional profile, studies addressing this have so far considered non-functional features (Strobl et al., 2007, 2008; Nicodemus et al., 2010; Hooker et al., 2021).

To study the sensitivity of predictive accuracy to the information contained in different index subspaces, we quantify the change in the validation statistics as we permute pieces of the input profile. This renders uninformative one index subspace at a time while keep-
ing the marginal distribution of the input unchanged. We mitigate the bias by blocking
the input values by the index, i.e., by treating all profile measurements within an index
interval as a block. Since PFI was originally conceived to compare across features, we call
this formulation permutation feature dynamic importance (PFDI) as we zoom within a
profile to gauge feature importance of a single input variable over the index space. Let
\( \{T_u\}_{u=1}^U, U \in \mathbb{N} \) form a partition of the index space \( \mathcal{T} \). Let
\( x_{i,u} = \{x_{i,t} : t_k \in T_u \} \) be the input vector projected on \( T_u \) for the \( i \)-th observation,
\( \tilde{x}_{i,u} = [x_{i,1} \cdots x_{i,u'} \cdots x_{i,U}] \) the corrupted input vector where \( i' \neq i \) is chosen by random permutation, and \( \tilde{X}_u \) the
corrupted input matrix. A model with \( d_{\text{ARD}}(\cdot) \) and \( \sigma^2_{x_k} > 0 \ \forall \ k = 1, \ldots K \) trained on
\( X \) is now validated on \( \tilde{X}_{s,u} \) instead of \( X_s \), i.e.,
\[ v_{1,u} = N^{-\frac{1}{2}} \| E[y_s|X, \tilde{X}_{s,u}, y] - y_s \| \] and
\[ v_{2,u} = p(y_s|X, \tilde{X}_{s,u}, y). \] The total number of possible permutations is equal to \( n! \) minus
the unique combinations of the rows observed in the original sample. The validation statistic
could be estimated as a mean over all or some possibilities (Fisher et al., 2019), including
the specific case of a single random permutation (Breiman, 2001). The validation statistic
produced with the corrupted test input matrix is compared to the reference point via the
deterioration statistic \( \Delta_u = v_u - v \).

The higher the increase in the loss statistic due to the permutation in the input block
associated with the \( u \)-th index interval, the more reliant prediction accuracy is on the corre-
spanding index subspace. While larger \( \sigma^{-2}_{x_k} \) values indicate higher in-sample relevance at
\( t_k \), larger \( \Delta_u \) empirically signals a higher contribution of \( T_u \) on prediction accuracy. When
computing the functional norm in Equation (1), a weight function \( \omega(t) \) matching the PFDI
profile \( \{\Delta_u\}_{u=1}^U \) will assign higher relevance to input differences in those index subspaces to
which model accuracy is more sensitive. PFDI may thus be used as an exploratory tool to
gain insight in the characteristics of a suitable weight function parametric form as well as a
diagnostic tool to gauge how well the trained model reproduces the out-of-sample pattern
as will be illustrated in Section 3.

The construction of the index partition might be motivated by the problem or the
data. In some applications, guidance can be obtained from the physical elements involved.
For example, soil nutrition profiles can be deconstructed in layers, spectral frequencies in
bands, and time in cycles or intervals. Otherwise, data-driven techniques may be used
to identify, either manually or via algorithms such as a hierarchical clustering, a blocking
structure so that the input correlation matrix approximates a block matrix with high
absolute correlations in the main-diagonal blocks and small absolute correlations in the
off-diagonal blocks.

2.4 Implementation

The sampler is written in the Stan probabilistic programming language (Stan Development
Team, 2021). The inference and analysis procedures were implemented in the R program-
mning language (R Core Team, 2021) leveraging the rstan interface (Stan Development
Team, 2020) and other statistical (Flegal et al., 2021; Genz et al., 2021; Ramsay et al.,
2021), infrastructure (Dowle and Srinivasan, 2021; de Jonge, 2020; van der Loo, 2020; R
Core Team, 2021; Frasca, 2019; Solymos and Zawadzki, 2021), and reporting (Wickham,
2016; Auguie, 2017; Schloerke et al., 2021; van den Brand, 2021; Dahl et al., 2019) com-
munity packages.
3 Case study

In this section, we illustrate how ALF weights can be used with atmospheric profiles as functional inputs for atmospheric radiative transfer forward models. The forward model for a clear-sky atmosphere emitting unpolarized radiation (Read et al., 2006; Schwartz et al., 2006), a two-dimensional extension of a previous model (Waters et al., 1999), consists of an atmospheric radiative transfer model that calculates the radiative transfer of electromagnetic radiation through the atmosphere. At its core lies the unpolarized radiative transfer equation for a nonscattering atmosphere in local thermodynamic equilibrium, a first order partial differential equation handling the dynamics of monochromatic, single-ray limb radiance over the spectral frequency accounting for atmospheric absorption, and a radiance source. It has been implemented mainly in two computer codes, written in FORTRAN-90 and Interactive Data Language, plus a third simplified code used for quality assurance and verification.

Forward models are used in satellite remote sensing applications to estimate, or retrieve, geophysical variables from satellite observations of electromagnetic radiation. While methods vary across missions and applications (e.g., least squares, regularized maximum likelihood estimation, Bayesian inference), solving this inverse problem typically relies on iterative evaluations of the computationally expensive code. Similarly, studies of uncertainty through fully Bayesian retrievals and large-scale Monte Carlo simulation experiments quickly become computationally burdensome due to reliance on expensive forward model evaluations (Brynjarsdottir et al., 2018; Lamminpää et al., 2019; Turmon and Braverman, 2019; Braverman et al., 2021). Naturally, attempts have been made to create an ap-
proximate, relatively faster representation of the computer model either through surrogate models that simplify physical assumptions while preserving some key physical laws (Hobbs et al., 2017) or via Gaussian process models treating the atmospheric states as vector-valued inputs (Johnson et al., 2020; Ma et al., 2021).

For this case study, we consider the NASA’s Microwave Limb Sounder (MLS) mission (Waters et al., 2006). Since its launch aboard EOS-Aura in July 2004, MLS has been producing thousands of measurements daily at fine spatial resolution on the chemistry and dynamics of the upper troposphere, stratosphere, and mesosphere (Livesey et al., 2006, 2020). As the satellite orbits Earth, the instrument performs continual vertical scans in the forward limb measuring thermal microwave emission in several spectral regions containing characteristic information about temperature, atmospheric pressure, and numerous chemicals of interest (e.g., O₂, O₃, H₂O, ClO, HNO₃, N₂O, CO, OH, SO₂, BrO, HOCl, HO₂, HCN, and CH₃CN). The MLS radiative transfer forward model takes as inputs vectors containing the aforementioned species composition at discretized vertical levels of the atmosphere (Figure 2) and produces simulated radiances with both spectral and vertical dimension in one or several vertical scans. Although the computer code inputs and outputs are both functional, as a proof of concept of our methodology we reduce the scope of this problem to a scalar output and focus instead on the functional treatment of the atmospheric input profiles.

The computer model input corresponds to a sub-space of the complete retrieved state space $X_{OG}(t)^{(q)} \in \mathbb{R}$, where $t$ is defined below, for $q = 1, \ldots, Q = 5$ characterizing the vertical profiles for H₂O, O₃, N₂O, HNO₃, and temperature respectively. Out of all the retrieved
Figure 2: Four sounding input profiles $t_k \in [0, 1], x_{tk} \in [0, 1]$ for $k = 1, \ldots, K^{(q)} \leq 43, q = 1, \ldots, Q = 5$. Although plotted as lines for ease of access, we observe a finite number of measurements at the locations indicated in the rug.

species, these five are believed to be most relevant to radiances in the electromagnetic spectrum region covered by Band 2, namely near 190 GHz (Waters et al., 2006). For each input $q$, the state vector $x_{OG}^{(q)} \in \mathbb{R}^{K^{(q)}}$ is defined on a fixed atmospheric pressure grid $t_{OG}^{(q)} \in \mathbb{R}^{+K^{(q)}}$ measured in hectopascals (hPa). We restrict the analysis to pressure regions for each species that are expected to be well-informed by the measurements as suggested in Livesey et al. (2020), and we thus obtain $K^{(q)} = 42, 39, 18, 16,$ and 43 respectively. The index and the input values are normalized to the unit interval via $g(z) : \mathbb{R} \rightarrow [0, 1] = (z - l)/(u - l)$ using the boundary values $l < u \in \mathbb{R}$ indicated in the supplementary material ??, i.e.,

$X(t)^{(q)} = g(X_{OG}(t)^{(q)}), x^{(q)} = g(x_{OG}^{(q)}),$ and $t^{(q)} = g(-\log_{10} t_{OG}^{(q)}).$ Note that $t \rightarrow 0^+$ and $t \rightarrow 1^-$ as measurements near the tropopause and mesopause, respectively, with smaller values indicating measurements closer to ground. For a given species, all the observations are evaluated at the same index, i.e., $t^{(q)}$ varies per $q$ but not over the soundings $n = 1, \ldots, N$. Four sounding input profiles are illustrated in Figure 2. We define the
computer model output $y = 6.82^{-1} (y^{PC1} - .55) \in \mathbb{R}$ with $E[y] \approx 0$ and $V[y] \approx 1$, where $y^{PC1} \in \mathbb{R}$ denote the MLS Band 2 radiances first multivariate functional principal component score (Happ and Greven, 2018), ordered by largest eigenvalue, as produced in related work by Johnson et al. (2020). All the scaling constants were obtained empirically. The data set is given by the collection $D = \{y_n, t^{(q)}_k, x^{(q)}_{n,k(q)}\}_{n,q,k(q)}$.

A total of 16,000 samples are randomly partitioned into $H = 8$ training and $H$ test complementary subsets with $N = 1,000$ soundings each. We evaluate the performance of all three ALF models described in Section 2.1. For comparison, we also consider the vector-input Gaussian process (viGP) models viGP-SE with $d_{ARD} \cdot (\cdot)$ and $\sigma^2_{x_k} = \sigma^2_x > 0 \ \forall \ k = 1, \ldots K$; viGP-ARD with $d_{ARD} \cdot (\cdot)$ and $\sigma^2_{x_k} > 0 \ \forall \ k = 1, \ldots K$; viGP-FPCA with $d_{PC} \cdot (\cdot)$ and $\sigma^2_{x_k} > 0 \ \forall \ k = 1, \ldots K_{99\%}$; viGP-FFPCA with $d_{PC} \cdot (\cdot)$ and $\sigma^2_{x_k} > 0 \ \forall \ k = 1, \ldots, K_{\text{full}}$. Models viGP-SE and viGP-ARD have a shared and a separable correlation structure on the vector space respectively. Models viGP-FPCA and viGP-FFPCA have a separable correlation structure on the reduced and full principal component space respectively, the former being restricted to the components accounting for 99% of the input variability. FPCA is set up with a cubic spline smoother, 10 equally-spaced knots in $[0, 1]$, and 12 basis functions, thus $K_{\text{full}} = 12$. One model is fit separately for each atmospheric input.

Specifying the prior families in Section 2.1, we set the following independent priors: $\phi \sim \text{InvGamma}(5, 5)$, $\tau \sim \text{Beta}(1, 1)$, $10^{-\frac{1}{2}} \lambda \sim \mathcal{N}^+(0, 1)$, $\log(\kappa) \sim \mathcal{N}(0, 1)$ for the fiGP parameters, $\sigma_x, \sigma_{x_k}, \sigma_{\tilde{x}_k} \sim \text{InvGamma}(5, 5)$ for the viGP parameters, and $\sigma_f, \sigma_{\varepsilon} \sim \mathcal{N}^+(0, 1)$ for the signal and noise standard deviation parameters. The log posterior is evaluated at 3,000 random locations of the parameter space drawn from $\sigma_x, \sigma_{x_k}, \sigma_{\tilde{x}_k}, \phi, 5^{-1} \sigma_f, 2\sigma_{\varepsilon} \sim \mathcal{N}^+(0, 1)$,
Figure 3: Weight posterior intervals for two models and inputs.

\( \lambda_1, \lambda_2 \sim \mathcal{C}^+(0, 1) \), and \( \tau \sim \text{Beta}(2/3, 1) \). A beta distribution with mean equal to 0.4 reflects the intuition that input values near ground are expected to have relatively higher predictive relevance. The standard deviations are compatible with the output scale. The multiplicative factors for the standard deviations are motivated by the signal-to-noise ratio \( \text{STN} = \sigma_f/\sigma_e \) observed in previous exploratory studies. A total of 30 optimizations are initialized at the highest posterior density parameter vectors selected from the 3,000 random candidates. Finally, the optimal values with highest posterior density are used to initialize one MCMC chain with 500 warm-up iterations and \( M = 1,500 \) post warm-up samples. Validation statistics are computed using a sample of \( \tilde{M} = 100 \) thinned observations sampled with a batch size of 150 iterations.

We now discuss the general patterns in the posterior density of the parameter vector \( \theta \) and the weight function evaluations \( \{\omega(t_k)\}_k \), and we then compare the prediction perfor-
mance across the plausible models. Looking at the ADE parameter posterior expectation across all data subsets in Table 1, a global pattern emerges where the peak relevance $\tau$ is situated in the first half of the index interval. The models posit slowly decaying rates at the left of the peak and an order-of-magnitude faster speed toward the right, i.e., $\lambda_1 \ll \lambda_2$. In other words, relevance is higher and relatively more constant near ground while it decreases fast as altitude increases above $\tau$. Consider, for example, Figure 4. With roughly $E[\omega(t)|y] < .05 \forall t > 0.5$, the posterior density suggests that differences in $\text{H}_2\text{O}$ and $\text{O}_3$ near the mesopause have negligible predictive relevance. The parameter posterior density for these are reported in the supplementary material ??.

It might be tempting to interpret the relevance profiles in terms of predictive power (Neal, 1996) and conclude that the chemical composition near the atmospheric edge does not contribute to radiance prediction. However, it is worth cautioning that non-linear terms are also associated with shorter length-scales (Piironen and Vehtari, 2016), and thus the tuned parameters could be partly capturing the fact that the relationship between the radiance and the input is non-linear ("more wiggly") at lower altitudes and becomes more linear as we ascend over the vertical profile. The standard deviation posterior intervals confirm high signal-to-noise ratios even when the models have only one input variable, with noise contributing less than .05 of the total variance for these two inputs.
Figure 4: Weight posterior intervals estimated from one data subset. Each model (facet row) is trained to predict radiance as a function of each input variable (facet column).
Table 1: Tuned model parameters and validation statistics across five input variables (line-separated table sections) and plausible models (rows). Each cell reports the mean across the subset means $\bar{v}(p,q)$ and the corresponding standard error $SE(\bar{v}(p,q))$ in parenthesis. Bold values are the best in class.
It is also of interest to compare the posterior intervals for the SDE and ARD weights, i.e., $\omega(t_k)$ versus $\sigma_{x_k}^{-2}$ over $k$. The latter offers full flexibility at the price of $K^{(q)}/3 < 14$ times more tuning parameters. In Figure 3, we observe that both the parametric and the fully separable weights estimate the highest relevance index region in the same neighborhood. For H$_2$O, $\text{arg max}_k E[\sigma_{x_k}^{-2}|y] = 20$ with $t_{20} = .31$, and $E[\tau|y] = .30$ with $P(.27 \leq \tau \leq .32|y) = .95$. Similarly for O$_3$, $\text{arg max}_k E[\sigma_{x_k}^{-2}|y] = 9$ with $t_{9} = .16$, and $E[\tau|y] = .13$ with $P(.11 \leq \tau \leq .16|y) = .95$. The ARD weights are locally higher near the maximum and vary rather smoothly across $k$, just as assumed by ALF. However, posterior uncertainty in the relevance profiles manifest rather homogeneously over the index space for SDE whereas ARD exhibits increased uncertainty around the relevance peak with a coefficient of variation 5 times larger than in SDE (.06 and .32 respectively).

The validation statistics $\mathcal{V} = \{\bar{v}^{(p,q)}\}$ are summarized in Table 2. See Table 1 and ?? in the supplementary material for a detailed report of in and out-of-sample statistic means and standard errors. The across-input means $\bar{v}^{(p)} = 5^{-1} \sum_{q=1}^{5} \bar{v}^{(p,q)}$ suggest that the ALF models perform similarly to the viGP models with no input pre-processing. For most purposes, there is a negligible edge for SDE and ADE over Edn, and ARD over SE. With the aid of Table 1, we observe that this difference is slightly more favorable for H$_2$O and Temperature. Overall, the ADE and ARD models are arguably a sensible choice across this study combinations. In most situations, it is also reasonable to argue for the SDE variant given the similar predictive quality and parsimony. The coefficient of determination and the negative CRPS produce similar findings to the RMSE and the negative PPLD, as expected given that these quantities are intrinsically related. Coupling ADE or ARD
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Table 2: Mean validation statistics $\bar{v}^{(p,q)}$: RMSE (left) and negPPLD (right).

Smaller values are better. Bold is best in class. Note that $E[y] \approx 0$ and $V[y] \approx 1$.

with temperature produces the highest coefficient of determination .94, the smallest RMSE .25, and CRPS .14 and the best PPLD. As a general note, the actual mean coverage of the point-wise predictive interval is close to its nominal value in most cases. For all inputs, FFPDA performs worse than ARD and fiGP. Additionally, FFPDA’s RMSE is 17-54% smaller than FPCA’s, which retains 99% of the explained variation. This is yet another illustration that variability in the input space need not relate with predictive power.

We apply the screening analysis outlined in Section 2.3 and compare the weight function posterior distribution versus the PFDI coefficients. Let $T_u = \{u - 1 < t \leq u\}$ for $u = 1, \ldots, 10$. Recalling that the index $t$ is the inverse vertical pressure in log_{10} scale normalized to the unit interval, an equidistant partition of size 10 seems sensible. We compare the in-sample relevance, quantified by the posterior expectation of the fiGP-ADE weights, versus the predictive importance scores computed on the negative posterior
predictive log density $v_2$ and normalized to 1. The statistics averaged over the $H$ data sets are illustrated in Figure 5. The $H_2O$ and $O_3$ profiles show great conformity. PFDI reaches a maximum at $t \in (0.3, 0.4]$ and $t \in (0.1, 0.2]$ while fiGP-ADE estimates the expected weight peak at $\tau = .38$ and $\tau = .24$ respectively. Also, both methods assign higher relative relevance to the left side of their peaks, agreeing on atmospheric layers near ground being indeed more relevant to predict the output scalar. $HNO_3$ and $N_2O$ curves are also well aligned with close peaks, high relative relevance toward the left and rapidly decaying relevance as $t$ increases. PFDI uncovers multiple modes for temperature at $(0.1, 0.1]$, $(0.6, 0.7]$ and $(0.9, 1]$ whereas fiGP-ADE, limited to unimodal patterns, connects them smoothly.

The ALF curves are notably smoother than PFDI, a desired effect to smooth out patterns of erratic changes that might be influenced by the noise in the data rather than the physical process itself. Overall, PFDI as a diagnostic tool suggests that fiGP-ADE consistently learns from training data to assign higher relevance to the intervals with highest out-of-sample relevance while also ensuring smoother dynamics. The multimodality in temperature hints that future work should explore new parametric forms for $\omega(t)$.

4 Discussion

To facilitate the emulation of computer experiments with functional inputs, we proposed a new family of functional weights. The flexibility of ALF weights renders it more suitable for a data-driven approach whenever it is reasonable to assume unimodal smoothly decaying predictive relevance but little is known about its dynamics. We presented a fully Bayesian inference framework via MCMC, including a set of weakly informative priors for the ALF
Figure 5: Weight posterior expectation $\mathbb{E}[\omega(t) | \mathbf{X}, \mathbf{y}, \theta]$ from the fiGP-ADE model and permutation feature dynamic importance score normalized to one $g(\Delta_u)$ for the negLLPD validation statistic $v_2$. Rug ticks indicate the index value at which the inputs are observed.

parameters. Additionally, we adapted permutation feature importance to account for the correlation induced by the input structure. PFDI can be used as an exploratory tool to design new parametric forms of $\omega(t)$ as well as a diagnostic procedure to compare estimated relevance versus out-of-sample predictive power.

We study the case of a computer experiment for the retrieval of atmospheric parameters from thermal remote sensing data. We observe that the ARD and fiGP models showed similar predictive performance while functional principal component models underperformed. Compared to a vector-input Gaussian Process, ALF smooths out erratic patterns in the length-scale parameters and offers an alternative for high definition inputs with up to three parameter per functional input irrespective of the number of measurements per profile without the need to reduce the input space. ALF provides a simplified representation that addresses interpretation, smoothness differentiation, and parsimony in relevance determination.
Under the hypothesis that ARD might be more susceptible to overfitting for large $K$, it would be worth exploring whether this predictive parity holds as the resolution of the functional input increases. A natural extension of the fiGP methodology revolves around the development of new and more flexible families of weight functions. For example, exponential weights that are quadratic on $t - \tau$ could avoid potential inefficiencies in some inference algorithms due to ALF being non-differentiable at $t = \tau$. Alternatives outside the exponential families includes Fourier forms. Some applications might motivate multimodal relevance profiles that could be modeled, say, as a mixture of functions or wavelet decomposition. Ultimate flexibility could be achieved by setting a Gaussian process prior on the $\omega(t)$ function, or on the input $X(t)$ itself, possibly reframing the surrogate as a DeepGP (Damianou and Lawrence, 2013; Sauer et al., 2022b,a).

Since optimizations over the log posterior surface were carried out to initialize the MCMC chains, comparisons could be drawn between the optimal values treated as MAP estimates and the fully Bayesian out of sample predictions. More generally, there is an evident opportunity to couple the fiGP methodology with approximate inference methods such as local GP (Gramacy and Apley, 2015) or the Vecchia approximation (Vecchia, 1988; Katzfuss and Guinness, 2021).
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SUPPLEMENTARY MATERIAL
S1 Nomenclature

Indices for finite sequences

\[ h = 1, \ldots, H \in \mathbb{N} \]  
Training/test subset

\[ i, j = 1, \ldots, N \in \mathbb{N} \]  
Profiles

\[ k_q = 1, \ldots, K_q = N \]  
Measurement per profile (functional evaluation)

\[ \tilde{k}_q = 1, \ldots, \tilde{K}_q \leq K_q \in \mathbb{N} \]  
Principal component

\[ m = 1, \ldots, M \in \mathbb{N} \]  
Posterior sample

\[ \tilde{m} = 1, \ldots, \tilde{M} \leq M \in \mathbb{N} \]  
Posterior sample after thinning

\[ p = 1, \ldots, P = 7 \]  
Plausible models

\[ q = 1, \ldots, Q = 5 \]  
Input variable

\[ n = 1, \ldots, N \in \mathbb{N} \]  
Sounding (input-output pair)

Vectors and matrices

\[ \mathbf{y} = \{y_n\} \]  
Output vector

\[ \mathbf{t}^{(q)} = \{t_k^{(q)}\} \]  
Index vector

\[ \mathbf{X}^{(q)} = \{x_{n,k}^{(q)}\} \]  
Input matrix

\[ \tilde{\mathbf{X}}^{(q)} = \{\tilde{x}_{n,k}^{(q)}\} \]  
Matrix with input principal component scores

Collections

\[ \mathcal{D} = (\mathbf{y}, \mathbf{X}) \]  
Training data set

\[ \mathcal{D}_* = (\mathbf{y}_*, \mathbf{X}_*) \]  
Test data set

\[ \mathcal{V} = \{\hat{v}^{(h, \tilde{m}, p,q)}\} \]  
Validation statistic set
S2 Data transformation

| Input | Unit    | K     | $X_l$   | $X_u$   | $t_l$ | $t_u$ |
|-------|---------|-------|---------|---------|-------|-------|
| H2O   | log ppm | 42    | -16.12e-00 | -5.16e-00 | -2.50 | 2.67  |
| HNO3  | ppm     | 16    | -7.20e-09  | 1.83e-08   | -2.50 | 0.00  |
| N2O   | ppm     | 18    | -4.00e-08  | 6.22e-07   | -2.00 | 0.84  |
| O3    | ppm     | 39    | -3.96e-06  | 1.21e-05   | -2.50 | 1.67  |
| Temp  | log Kelvin | 43 | 4.59e-00    | 5.73e-00   | -2.50 | 3.00  |

Table S1: Measurement units and scaling boundaries.

S3 Validation statistics

Let $\hat{m} = \hat{m}_y = \{\hat{m}_{sn} : n = 1, \ldots, N\} = E[y_*|y, X, X_*]$ and $\hat{S} = \hat{S}_y = V[y_*|y, X, X_*]$ be the predictive mean vector and covariance matrix. Define the prediction error vector $e = e_y = y_* - \hat{m}$, the square Mahalanobis distance $D^2 = e^\top \hat{S}^{-1} e$, and the point-wise 95% coverage indicator variable $I_n = 1$ if $y_{sn} \in \hat{m}_{sn} \pm 1.96 \hat{S}^{-1/2}$ or zero otherwise. Let $\bar{y}_* = N^{-1} \sum_{n=1}^N y_{sn}$ be the test output mean.

\[
\begin{align*}
\text{RMSE} & \quad v_{\text{RMSE}} = N^{-1/2} \|e\| \\
R^2 & \quad v_{R^2} = 1 - \|e\|^2/\|y_* - \bar{y}_*\|^2 \\
PPLD & \quad v_{\text{PPLD}} = -\frac{1}{2} \log|\hat{S}| - D^2 - \frac{n}{2} \log 2\pi \\
CRPS & \quad v_{\text{CRPS}} = -\log|\hat{S}| - D^2 \\
\text{Nominal coverage} & \quad v_{\text{COV95}} = N^{-1} \sum_{n=1}^N I_n
\end{align*}
\]
S4 Validation statistic summary for each subset

Figure S1: Each point corresponds to a subset-level mean statistic across the posterior samples $\hat{v}(h, p, q)$ for each plausible model $p$ and input variable $q$. Gray lines are 95% empirical interval of $\hat{v}(h, \tilde{m}, p, q)$ across the posterior samples $\tilde{m}$. 
S5  Parameter posterior distributions

Figure S2: Estimated posterior intervals of the functional weight $\omega(t_k)$ (top left), $W(k) = \sum_{z=1}^{K} \omega(t_z)/\sum_{z=1}^{K} \omega(t_z)$ (top right). Model parameter posterior density (bottom).

\[
W(k) = \sum_{z=1}^{K} \omega(t_z)/\sum_{z=1}^{K} \omega(t_z)
\]
Parameter posterior distributions (cont’d)

Figure S3: Estimated posterior intervals of the functional weight $\omega(t_k)$ (top left), $W(k) = \sum_{z=1}^{k} \omega(t_z) / \sum_{z=1}^{K} \omega(t_z)$ (top right). Model parameter posterior density (bottom).
Figure S4: Out of sample output prediction for radiance as a function of H2O using the ADE (top) and the FFPCA (bottom) models.
Model predictions (cont’d)

Figure S5: Out of sample output prediction for radiance as a function of O3 using the ADE (top) and the FFPCA (bottom) models.