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Abstract

Pre-training sentence encoders is effective in many natural language processing tasks including machine translation (MT) quality estimation (QE), due partly to the scarcity of annotated QE data required for supervised learning. In this paper, we investigate the use of an intermediate self-supervised learning task for sentence encoder aiming at improving QE performances at the sentence and word levels. Our approach is motivated by a problem inherent to QE: mistakes in translation caused by wrongly inserted and deleted tokens. We modify the translation language model (TLM) training objective of the cross-lingual language model (XLM) to orientate the pre-trained model towards the target task. The proposed method does not rely on annotated data and is complementary to QE methods involving pre-trained sentence encoders and domain adaptation. Experiments on English-to-German and English-to-Russian translation directions show that intermediate learning improves over domain adaptated models. Additionally, our method reaches results in par with state-of-the-art QE models without requiring the combination of several approaches and outperforms similar methods based on pre-trained sentence encoders.

1 Introduction

Machine translation (MT) quality estimation (QE) (Blatz et al., 2003; Quirk, 2004; Specia et al., 2009) aims at evaluating the quality of translation system outputs without relying on translation references, which are required by automatic evaluation metrics such as BLEU (Papineni et al., 2002) or TER (Snover et al., 2006). Current state-of-the-art (SotA) QE approaches have switched from hand-crafted features to large data-driven neural-based models (Bojar et al., 2016). Best performing QE methods from the latest WMT QE shared task (Fonseca et al., 2019) are based on two approaches: predictor–estimator (Kim et al., 2017) and QE-specific output layers on top of pre-trained contextual embeddings (Kim et al., 2019). While both approaches make use of sentence encoder models, such as BERT (Devlin et al., 2019) or XLM (Conneau and Lample, 2019), only the second approach allows for straightforward end-to-end learning and direct fine-tuning of the pre-trained language model.

However, fine-tuning pre-trained models is highly unstable when the dataset is small (Devlin et al., 2019; Zhang et al., 2020), which is the case in QE for MT as annotated datasets are scarce. To provide a smooth transition between pre-training and fine-tuning, an intermediate training step has been proposed (Phang et al., 2018), using large scale labeled data relevant to the target task. This approach is nonetheless limited by its reliance on annotated data for supervised learning. In this paper, we focus on providing a novel self-supervised intermediate training approach to adapt a pre-trained model to QE by modifying the popular masked LM objective. Our model is based on the translation language model model of XLM with a novel training objective which simulate common mistakes observed in translations, namely deletions and insertions in translations. Our contribution focuses on intermediate training of pre-trained LMs for QE and is twofold: evaluating the impact of domain adaptation on pre-trained model and designing a self-supervised learning for intermediate training.

The approach proposed in this paper is detailed in Section 2, and the experimental setup is introduced in Section 3. The results are presented in Section 4 before concluding in Section 5.
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Pre-trained language model (LM) fine-tuning has shown to improve the results of many natural language processing tasks such as grammatical sentence classification, paraphrases detection or textual entailment to name a few popular tasks (Wang et al., 2018). Some of the prevailing fine-tuned pre-trained models studied in the literature are BERT (Devlin et al., 2019) and XLM (Conneau and Lample, 2019), among others. At the core of these approaches are similar LM techniques, using the sequentiality of languages to learn probabilities over sequences \( (X) \) of words \( (x_i, i \in [0; n]) \) as in \( p(X) = \prod_{i=1}^{n} p(x_n|x_1, ..., x_n) \) (causal LM) or randomly masking some input tokens and learning to retrieve them based on both left and right contexts (masked LM). The masked LM approach introduced in BERT was extended in XLM to learn relations between translated sentences based on bilingual parallel corpora, integrating a new training objective called translation LM.

The translation LM is particularly suited for QE, as it allows the model to learn bilingual context information when predicting masked tokens. However, fine-tuning pre-trained models was shown to be unstable with small datasets (Devlin et al., 2019). This instability finds some explanations in recent work (Zhang et al., 2020; Mosbach et al., 2020). A proposed approach to reduce instability is to use a second stage pre-training step, between the initial LM training and the final task-oriented fine-tuning. It is based on a large amount of labeled data for a task related to the target objective (Phang et al., 2018). In addition to providing a smooth transition between initial pre-training and fine-tuning by coercing the model towards the final training objective, the intermediate step allows for domain adaptation when there is a domain mismatch between the datasets used for each training step (Gururangan et al., 2020).

As a variant to the intermediate training approach, which originally makes use of labeled data, we propose a self-supervised intermediate step, alleviating the need for annotated data. We aim at jointly adapting a pre-trained LM to the domain and to the final task through intermediate training. For domain adaptation, we relied on continued training by using a dataset relevant to the final task (Gururangan et al., 2020). For task adaptation, we modified the masked LM approach used in the masked translation LM task. More precisely, in addition to predicting the masked tokens in the input parallel sequences, we introduced fake masks for which a null token has to be predicted. This method forces the model to distinguish between missing words, which often occur in translated sentences when source words are not translated, and wrongly introduced words, similar to mistranslations when source words are wrongly translated. The proposed intermediate self-supervised learning task is illustrated in Figure 1.

Our model is inspired by the approach of (Kim et al., 2019), however, it is based on XLM in our work instead of BERT. To allow for sentence and word-level QE from pre-trained LMs, two parallel outputs on top of XLM composed of parametrised linear layers were added. The first output layer corresponds to the word-level QE task, takes as input the word-level final hidden states given by XLM, and outputs word-level probabilities for the two classes \( \text{good} \) and \( \text{bad} \) using a softmax function. The second output layer corresponds to the sentence-level QE task, takes as input the final hidden state of the first token (noted \(<s>\) in Figure 1) given by XLM, and outputs a sequence-level probability using a sigmoid function. Two loss functions, calculated based on each output and the training gold labels, were linearly summed to compose the final loss. The loss was then back-propagated, whether through...
the output layers only when the XLM parameters were frozen, or through all layers otherwise, to update the model parameters. More details about the training procedure and neural network hyperparameters are presented in Section 3.3.

3 Experimental Setup

This section presents our experimental setup, including the QE task and the evaluation methodology, as well as the datasets used.

3.1 Task Description

The QE task we evaluated our approach on was the WMT'19 QE shared task 1 (Fonseca et al., 2019), which aim was to predict sentence-level human translation edit rate (HTER) and word-level good and bad classes.\textsuperscript{1} Prior to fine-tuning the LM used in our experiments, intermediate training steps were applied to a checkpoint of the pre-trained XLM model (Wolf et al., 2019).\textsuperscript{2} For checkpoint selection during intermediate training of XLM, we evaluated the model on the masked LM loss obtained on the QE task validation set. To evaluate the impact of intermediate training for domain and task adaptation of pre-trained LMs, we designed three experimental setups: i) QE fine-tuning of out-of-the-box XLM without intermediate training, ii) QE fine-tuning of XLM with intermediate training following the original masked LM objective, iii) QE fine-tuning of XLM with intermediate training using the fake masking approach. Additionally, two variants were tested for each setup: with frozen XLM parameters, i.e. only the QE top layers were updated during fine-tuning, and fine-tuning the whole model.

3.2 Evaluation Method

The QE models were evaluated following the WMT'19 evaluation methods plus some additional metrics. For the sentence-level task, the official metric was Pearson’s $r$ and we used Spearman’s $\rho$, Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) as additional performance indicators. For the word-level task, the official metric was $F_1$ and we added the Matthews Correlation Coefficient (MCC). Because the word-level task was a multi-class classification task, the overall $F_1$ score was obtained by multiplying the $F_1$ scores of the two classes. All QE results reported in this paper were obtained on the official WMT'19 test set after selecting the best performing models on the validation set according to the official metrics. Results in Table 1 and Table 2 were obtained using single models after hyper-parameters tuning. Results presented in Table 3 were obtained after ensembling the best performing models by averaging their predictions. For a given metric, tied models were separated based on other metrics of the same task.

3.3 Training Procedure

All models presented in this paper were trained using the \textit{AdamW} (Loshchilov and Hutter, 2017) algorithm with parameters $\beta_1 = 0.9$ and $\beta_2 = 0.98$, $\epsilon = 1e^{-8}$ and a weight decay set at $1e^{-8}$. For intermediate training, the learning rate followed a linear warmup during 2,000 updates with a maximum rate set at 0.0001 before decaying linearly up to 10 training epochs. The batch size was set to 32 sentence pairs with accumulated gradients over 10 batches, simulating a batch size of 320 sentence pairs. For QE fine-tuning, two learning rates were used, one for the pre-trained LM layers and one for the randomly initialized QE layers. We optimized these learning rates through hyper-parameter search and kept the best values based on the performance reached on the validation set. The batch size was set to 32 sentence pairs with gradient accumulation over 8 batches.

3.4 Datasets

The intermediate training data was composed of the supplementary parallel corpus released for the WMT'19 QE shared task for the English–German pair and the \textit{Escape} corpus for the English–Russian pair (Negri et al., 2018) filtered with the QE training and validation vocabularies. The sentence and word-level annotated datasets use for training, validation and testing our QE models were the official

\textsuperscript{1}More details about the task are available at http://www.statmt.org/wmt19/qe-task.html

\textsuperscript{2}Model called \textit{xlm-mlm-tlm-xnli15-1024} and available at https://github.com/huggingface/transformers
Table 1: QE results on the WMT’19 QE test set. *Domain-adaptation* stands for domain adaptation of XLM (out-of-the-box model otherwise), *Fine-tuning* stands for QE fine-tuned XLM (frozen parameters otherwise). The first row is a baseline using out-of-the-box XLM model with frozen parameters.

| Domain-adaptation | Fine-tuning | Sentence-level |  | Word-level |  |
|-------------------|-------------|----------------|---|------------|---|
|                    |             | $r \uparrow$   | $\rho \uparrow$ | MAE $\downarrow$ | RMSE $\downarrow$ | Source | MT words | MT gaps | MT all |
|                   |             | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ |
|                   | ✓           | 0.321          | 0.396            | 0.129          | 0.0185         | 0.246 | 0.154 | 0.243 | 0.171 | 0.000 | 0.000 | 0.270 | 0.236 |
|                   | ✓           | 0.445          | 0.478            | 0.184          | 0.112          | 0.277 | 0.200 | 0.298 | 0.228 | 0.015 | 0.017 | 0.308 | 0.274 |
|                   | ✓ ✓         | 0.510          | 0.590            | 0.110          | 0.167          | 0.375 | 0.322 | 0.415 | 0.365 | 0.237 | 0.225 | 0.403 | 0.377 |
|                   |             | 0.263          | 0.191            | 0.190          | 0.284          | 0.231 | 0.133 | 0.225 | 0.129 | 0.000 | 0.000 | 0.250 | 0.209 |
|                   | ✓           | 0.402          | 0.304            | 0.170          | 0.281          | 0.252 | 0.178 | 0.282 | 0.214 | 0.012 | 0.008 | 0.303 | 0.274 |
|                   | ✓           | 0.495          | 0.491            | 0.153          | 0.260          | 0.370 | 0.313 | 0.394 | 0.340 | 0.053 | 0.052 | 0.391 | 0.363 |
|                   | ✓ ✓         | 0.528          | 0.480            | 0.154          | 0.262          | 0.311 | 0.261 | 0.401 | 0.348 | 0.091 | 0.076 | 0.386 | 0.374 |

Table 2: QE results on the WMT’19 QE test set after XLM domain adaptation. *Fake-masking* stands for randomly inserted null tokens (default masked LM otherwise), *Fine-tuning* stands for QE fine-tuned XLM (frozen parameters otherwise). The first row is a baseline using domain adapted XLM model with frozen parameters, corresponding to the second row of results in Table 1 for each language pair.

| Fake-masking | Fine-tuning | Sentence-level |  | Word-level |  |
|--------------|-------------|----------------|---|------------|---|
|              |             | $r \uparrow$   | $\rho \uparrow$ | MAE $\downarrow$ | RMSE $\downarrow$ | Source | MT words | MT gaps | MT all |
|              |             | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ | $F_1 \uparrow$ | $MCC \uparrow$ |
| ✓ ✓           | 0.440        | 0.478          | 0.121            | 0.184          | 0.277          | 0.200 | 0.298 | 0.228 | 0.015 | 0.017 | 0.308 | 0.274 |
| ✓ ✓           | 0.431        | 0.506          | 0.120            | 0.184          | 0.295          | 0.225 | 0.327 | 0.265 | 0.059 | 0.052 | 0.333 | 0.297 |
| ✓ ✓           | 0.510        | 0.590          | 0.110            | 0.167          | 0.375          | 0.322 | 0.415 | 0.365 | 0.237 | 0.225 | 0.403 | 0.377 |
| ✓ ✓           | 0.533        | 0.609          | 0.110            | 0.162          | 0.387          | 0.334 | 0.415 | 0.371 | 0.232 | 0.218 | 0.391 | 0.361 |
| ✓ ✓           | 0.402        | 0.304          | 0.170            | 0.281          | 0.252          | 0.178 | 0.282 | 0.214 | 0.012 | 0.008 | 0.303 | 0.274 |
| ✓ ✓           | 0.447        | 0.403          | 0.167            | 0.268          | 0.295          | 0.243 | 0.328 | 0.262 | 0.020 | 0.011 | 0.332 | 0.299 |
| ✓ ✓           | 0.528        | 0.480          | 0.154            | 0.252          | 0.311          | 0.261 | 0.396 | 0.342 | 0.091 | 0.076 | 0.386 | 0.374 |
| ✓ ✓           | 0.530        | 0.484          | 0.135            | 0.244          | 0.351          | 0.310 | 0.392 | 0.339 | 0.097 | 0.085 | 0.406 | 0.379 |

WMT’19 QE shared task sets. The domain of all datasets was IT for the two language pairs, while the XLM checkpoint used as pre-trained LM was trained on corpora released in the Opus collection without focusing on a particular domain. This domain mismatch allowed us to evaluate two aspects of our approach: domain adaptation through intermediate training using data in the IT domain, and task adaptation through intermediate training using fake masking.

## 4 Intermediate Self-supervised Results

**Domain Adaptation** A first step towards validating the proposed approach was to evaluate the impact of domain adaptation as an intermediate step from a pre-trained LM. The objective was to investigate if intermediate training using a domain relevant unlabeled dataset leads to improvements on the final task, validating the results presented in (Gururangan et al., 2020). Both frozen and fine-tuning pre-trained LM were evaluated and results are presented in Table 1. These results indicate that joint fine-tuning and domain adaptation is useful to reach high performance on the QE task, especially for English–German language pair. For English–Russian, fine-tuning using the QE annotated data appears to be useful in half the cases, which is due to the lesser amount of parallel data used for domain adaptation compared to the other language pair. Additionally, no in-domain parallel corpus was provided by the shared task organizers for the English–Russian pair during the shared task, thus we had to extract relevant data from the artificial corpus presented in Section 3.

**Fake Masking** The fake-masking approach aims at forcing the model to distinguish between missing and wrongly inserted words in translations. We compare in this section the results obtained by using fake-masking, with or without fine-tuning the pre-trained model for QE. Results are presented in Table 2 and show that jointly fake-masking and fine-tuning the pre-trained model is the best performing approach.
for sentence-level QE. For word-level, however, results are mixed and more analysis is required to draw strong conclusions.

**Previous Work** Finally, to compare our approach to SotA models submitted and evaluated during the WMT’19 QE shared task, we ensembled our best performing models and conducted an evaluation on the official WMT’19 QE test set, as shown in Table 3. Our results are on par with SotA approaches for English–German but are outperformed by a substantial margin on the English–Russian pair at the word-level. We believe that our data filtering method applied to the synthetic corpus used for domain adaptation and fake-masking did hurt the QE performances and a more accurate data selection would lead to improved QE results.

### 5 Conclusion

We presented in this paper a novel intermediate self-supervised learning approach applied to a pre-trained language model for MT QE. Results show that our approach is helpful jointly with domain adaptation and leads to QE performances on par with SotA methods, without involving the combination of a large amount of approaches and models. We believe that the results obtained on the English–Russian pair can be improved by using a more accurate data selection method from non-synthetic domain relevant parallel corpora for the intermediate training task and will explore this research direction in future work.

Our proposed approach can be seen as an extension of the work done by (Gururangan et al., 2020), where the authors evaluated the impact of continued pre-training LMs on domain and task relevant data, but keeping the training objective similar to the pre-training step. Our approach differs from this work by adding a training component relevant to the final QE task, i.e. fake masking. We would like to explore masking variants in future work, for instance by allowing variable masking spans such as the ones proposed in (Lewis et al., 2020).

Finally, an extension of our work inspired by (Rubino, 2020) is to explore the pre-training masking hyper-parameters, namely the number of tokens masked and randomly replaced by other tokens sampled from the vocabulary. Because detecting mistranslations in MT output is crucial for QE, increasing the number of replaced tokens would force the model to learn more accurately which tokens are mistranslated or not. This hyper-parameter search could be part of the intermediate training procedure to avoid increasing the computational costs of large LMs pre-training.
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