Scale-dependent tipping points of bacterial colonization resistance
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Bacteria are efficient colonizers of a wide range of secluded microhabitats, such as soil pores, skin follicles, or intestinal crypts. How the structural diversity of these habitats modulates microbial self-organization remains poorly understood, in part because of the difficulty to precisely manipulate the physical structure of microbial environments. Using a microfluidic device to grow bacteria in crypt-like incubation chambers of systematically varied lengths, we show that small variations in the physical structure of the microhabitat can drastically alter bacterial colonization success and resistance against invaders. Small crypts are uncolonizable; immediately sized crypts can stably support dilute populations, while beyond a second critical length scale, populations phase separate into a dilute region and a jammed region. The jammed state is characterized by extreme colonization resistance, even if the resident strain is suppressed by an antibiotic. Combined with a flexible biophysical model, we demonstrate that colonization resistance and associated priority effects can be explained by a crowding-induced phase transition, which results from a competition between proliferation and density-dependent cell leakage. The emerging sensitivity to scale underscores the need to control for scale in microbial ecology experiments. Systematic flow-adjustable length-scale variations may serve as a promising strategy to elucidate further scale-sensitive tipping points and to rationally modulate the stability and resilience of microbial colonizers.

Significance

The commonly observed stability of natural microbiomes is important for their function, yet the ubiquity of microbiome stability remains enigmatic. The strongest form of stability, colonization resistance, protects residents against invaders and is often associated with specific porous structures, such as skin follicles or intestinal crypts. By systematically probing the colonization of fly gut-derived bacteria in microfluidic pores of varying sizes, we revealed that colonization patterns and invasion rates strongly depend on the pore size. Mathematical modeling shows that bacteria spontaneously tend to organize into a dense colonization-resistant state in pores exceeding a critical size. The scale dependence of stability and resilience could bias ecological filtering in microbiomes and should be considered in the design of microbial ecology experiments.
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to explore the colonization dynamics of several bacterial genera, focusing mainly on *Acetobacter*, which is prevalent in the fly gut (10, 24) and grows aerobically.

**Results**

We found that the emerging population dynamics sensitively depend on the length of the incubation chamber (Fig. 1B and Movie S1). The scale sensitivity is particularly strong near two recognizable phase transitions:

**Establishment Transition.** While all cavities are sporadically visited by cells, colonization attempts remain unsuccessful in small chambers. In chambers exceeding a certain threshold length (170 μm in Fig. 1B), cell densities stabilize after 2 to 3 d of incubation and are maintained for at least 5 d. Cell densities, as measured from the time-averaged signal intensity, increase with chamber length, are highest at the floor of the cavities, and gradually decay toward a line of zero density (Fig. 1D). We call this regime “gaseous” because the cell packing fraction is small and cells diffuse almost freely (SI Appendix, Fig. S2).

**Jamming Transition.** When the chamber length exceeds a second threshold (220 μm in Fig. 1B), a densely populated region appears at the bottom of the cavities that is sharply separated from a gaseous region toward the opening of the cavities (chambers 6 and 7 in Fig. 1B). Confocal imaging shows that neighboring cells are in direct contact in the dense phase, which is why we call the condensed phase “jammed” (Fig. 1C). Dynamically, the jammed phase grows like a wave from the floor toward the open boundary of a chamber, as can be seen in the kymograph in Fig. 1E. The growth of this wave slows down near the jamming transition (Movie S1). Interestingly, the transition from gaseous to jammed is abrupt in the size of the chambers. Between two neighboring cavities, differing by just 5% in length, the colonization state transitions from gaseous to nearly 75% jammed (quantified in Fig. 1D).

We observed qualitatively similar colonization patterns for species of other genera, including *Vibrio cholerae* and *Lactococcus lactis* (SI Appendix, Fig. S3). We, therefore, sought to explain the pronounced length-scale sensitivity by a general species-independent mechanism.

**Linear Establishment Model.** The colonization of a cavity can be viewed as a tug-of-war between cell proliferation and cell removal by outflow or death. This competition can be considered in the absence of regulation or specific cell–cell interactions in order to discern whether the rich scale-dependent phase behavior seen in our experiments is a consequence of general biophysical processes. To describe how the cell density $c(y, t)$ at a vertical position $y$ and time $t$ changes over time, we use the linear reaction–diffusion equation $\partial_t c(y, t) = D_0 \partial^2_y c(y, t) + r c(y, t)$, where the first term represents cell diffusion with diffusivity $D_0$ and the second term represents cell proliferation with growth rate $r$. Since cells cannot penetrate the floor of the chamber, we use a reflecting boundary condition at $y = 0$, $\partial_y c(0, t) = 0$. We also introduce an absorbing boundary at $y = L$, where the cells are swept away by the media flow, $c(L, t) = 0$.

Our mathematical analysis (SI Appendix, section A.3) shows that the dynamics of the density profile can be decomposed into a sum of independently evolving normal modes. The empty state is stable if the amplitude of all normal modes shrinks, which requires that the scale $L$ of the population does not exceed the critical scale $L_{\text{est}} = \pi \sqrt{D_0/r}/2$. In turn, this implies that bacteria can establish in a chamber only if

*In our experiments, removal is dominated by outflow. Cell death can also be included through an effective growth rate, representing the difference between growth and death rate.*
the collective diffusivity of an idealized model of proliferating hard spheres in suspension, as illustrated in the Inset, is nonmonotonic as a function of the packing fraction $\Phi = \pi \sigma^3 / 6$, with $\sigma$ the diameter of the particle. The negative gradients at high densities can drive a discontinuous transition toward jamming.

The maximum packing fraction (Left) shows a fold bifurcation as a function of $L / L_{\text{est}}$, resulting in a sudden transition to a (partially) jammed state. Minimal simulations of proliferating soft disks and example tagged particle trajectories for gaseous $L < L_{\text{jam}}$ (Upper) vs. jammed states $L > L_{\text{jam}}$ (Lower) pores. (D) Self-diffusion, $D_s$, in the gaseous state is larger by orders of magnitude than in the jammed state, suggesting a mechanism for an invasion barrier.

**Fig. 2.** A model of proliferating active matter shows that collective motion can stabilize a growing population and drive phase separation. (A) Simulations reveal that the collective diffusivity of an idealized model of proliferating hard spheres in suspension, as illustrated in the Inset, is nonmonotonic as a function of the packing fraction $\Phi = \pi \sigma^3 / 6$, with $\sigma$ the diameter of the particle. The negative gradients at high densities can drive a discontinuous transition toward jamming.

The maximum packing fraction (Left) shows a fold bifurcation as a function of $L / L_{\text{est}}$, resulting in a sudden transition to a (partially) jammed state. Minimal simulations of proliferating soft disks and example tagged particle trajectories for gaseous $L < L_{\text{jam}}$ (Upper) vs. jammed states $L > L_{\text{jam}}$ (Lower) pores. (D) Self-diffusion, $D_s$, in the gaseous state is larger by orders of magnitude than in the jammed state, suggesting a mechanism for an invasion barrier.

$L > L_{\text{est}}$. Thus, establishment is promoted by increasing the growth rate or decreasing the diffusivity, which drives the cell leakage. Using the measured growth rate, $r \approx 0.33 \pm 0.01$ h$^{-1}$ (SI Appendix, Fig. S4 A and D), and diffusivity, $D_0 \approx (0.37 \pm 0.01) \times 10^3 \mu^2$/h (SI Appendix, Fig. S2), we estimate establishment in our experiments to occur at the scale $L_{\text{est}} \approx 53 \pm 1$ μm. This is consistent with the empirical value $53 \pm 7$ μm that we extrapolate from our measurements (SI Appendix, Fig. S5B). We also confirmed that the establishment length changes predictably with variations in growth rate (SI Appendix, Fig. S6). More importantly, the measured density profiles agree well with the cosine shape of the first normal mode, as observed in Fig. 1D, which is expected to dominate close to the onset of colonization (SI Appendix, section A.4). Our analysis is best suited to describe the bulk of the population where cell motion is dominated by diffusion. Deviations are expected and indeed, visible around the opening of cavities (near vanishing cell density) where the flow of the media is not negligible.

**Nonlinear Population Control.** Our linear model can tell us whether bacteria grow in empty chambers, but it remains blind to how a population of successful colonizers reaches a steady state with a finite population size and how stable this state is. To predict the long-term dynamics, we needed to include a (nonlinear) population control term that modulates the competition between cell proliferation and removal. For example, bacterial batch cultures are often limited by nutrient deprivation or waste product accumulation, implying that the growth rate is not constant but decays with density (logistic population control).

However, growth rates in the jammed and diluted phases were statistically indistinguishable (SI Appendix, Fig. S4), suggesting that nutrient deprivation did not limit population growth. Therefore, we hypothesized that, while the growth rate remains approximately constant, the population outflow adjusts itself via a density-dependent diffusivity $D(c)$. Steady state is reached when the cell leakage matches the influx of newborn cells in the bulk of the chamber.

**Crowding-Induced Phase Transition.** Our mathematical analysis shows that a monotonically increasing $D(c)$ (more cells $\rightarrow$ more outflow) is capable of stabilizing a gaseous state inside the chambers (SI Appendix, section A.4). However, to reproduce a sudden jamming transition, $D(c)$ has to have an extended region of sufficiently negative slope at high densities (more cells $\rightarrow$ less outflow). Intuitively, this generates a positive feedback cycle. As the density fluctuates up, diffusion-induced outflow goes down, which leads to even higher cell densities, suppressing outflow even more and so on. The cycle only breaks when the bacteria jam and come into contact, upon which the bulk modulus and hence, $D(c)$ shoot up by several orders of magnitude (25).

The required negative slope of $D(c)$ could be induced at high density by constitutive or crowding-induced stickiness between cells or active motility, which has been shown to drive phase separation (26). Our simulations (Fig. 2) and analytical arguments (SI Appendix, section A.7) show that even purely repulsive nonmotive spheres exhibit a qualitatively similar phase behavior as seen in our experiments. Thus, a transition between gaseous and partially jammed states emerges without any special biotic factors other than proliferation.
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Fig. 3. Bistability near the tipping point. (A) Phase diagram. The maximal packing fraction at steady state, \( \Phi_{\text{max}} \), as predicted from the density-dependent diffusivity in Fig. 2A. When the control parameter \( L/L_{\text{est}} \) is gradually increased, the state of the system suddenly jumps from a gaseous (I) to a partially jammed state (II; arrow pointing up). If one decreases the control parameter again, the system jumps back to a gaseous state (arrow pointing down) but at a different value of the control parameter, implying a hysteresis and a region of bistability. (B) Experiments to test bistability. A flow decrease triggered in the depicted chamber the transition from gaseous (I) to jammed (II) via an effective increase of the habitat size \( L \). The orange curve depicts the density increase over time. After saturation, we increased the flow again, but the chamber remained in the jammed state (III) at high density. On the other hand, no bistability was observed in a deeper chamber (green curve). To define the packing fraction on the \( y \) axis, the relative cell density (shown in SI Appendix, Fig. S7) was normalized by the random close packing of monodisperse spheres, \( \Phi_{\text{rcp}} \approx 0.64 \). (Scale bar: 50 \( \mu \)m.)

In SI Appendix, we show that, by exploiting a mathematical analogy to a solvable Newtonian problem, the phase diagram and the density profiles (c.f. Fig. 2B for hard spheres) can be obtained exactly by numerical integration (via SI Appendix, Eqs. 34 and 35) from the underlying growth and dispersal parameters. This analysis shows that the position of the tipping points depends on the entire functions \( D(c) \) and \( r(c) \) up until the tipping point and thus, can be modulated by any means that change these functions, such as attractive interactions or quorum sensing.

Our theory also predicts that the jamming transition arises through a fold bifurcation and therefore, should have the characteristics of a tipping point (27–29). In particular, after a chamber becomes jammed, it is not easily unjammed and requires a substantial perturbation of the control parameters (growth rate or diffusivity). This also implies that there must be a region of bistability, where in the same chamber, two states are stable—one gaseous state and one phase-separated state (Fig. 3A). We confirmed that, in our experiments, chambers near the jamming transition indeed show bistability (Fig. 3B and SI Appendix, Fig. S7) by flipping from one state to another using flow modulation (SI Appendix, Fig. S8).

Tipping points also reveal themselves dynamically through a dramatic slowing down near the transition point—a phenomenon called critical slowing down (27). Indeed, time-lapse Movie S1 shows that the relaxation dynamics near the transition point becomes very slow. The smallest jammed chamber takes about 30 h or 14 doubling times to reach steady state, compared with 6 h or less in the largest chambers.

Crowding-Induced Drop in Diffusion. Simulations of a proliferating soft sphere model (SI Appendix has details) further show that the cellular self-diffusion is dramatically reduced upon jamming, consistent with an onset of rigidity, except for movement of order one-cell diameter per doubling induced by the division process (Fig. 2C). While in our experiments, we could not track single cells in the jammed phase, we could track lineages using fluorescent tracers (SI Appendix, Fig. S9), which also suggests that self-diffusion drops by two orders of magnitude from the gaseous to the jammed state.

A drop in self-diffusion has important consequences for species invasions. It lowers the chance for outside cells to diffusively penetrate the jammed fraction against the proliferation current coming from the floor of the chamber. Accounting for this crowding-induced diffusion barrier in a theory of strain invasion (SI Appendix, section C.1), we predict that the rate at which an external strain invades a jammed resident population is exponentially small in the ratio of the thickness of the jammed phase and the cell diameter. Thus, invasion of jammed populations should be an extremely rare event.

Colonization Resistance. To test this prediction, we performed specific invasion experiments. We inoculated our device with the wild-type strain of Acetobacter indonesiensis and waited until a steady state was reached. We then flowed in a sister strain of the same species, which was fluorescently labeled green and resistant to the drug tetracycline. Titration of tetracycline then allowed us to tune the growth rate advantage of the invading strain.

In the absence of antibiotics, we did not observe any successful invasion over the experimental timescale of 5 d. When we added 10 \( \mu \)g/mL of the antibiotic (60% of MIC), scale-dependent invasion dynamics ensued. In the initial 24 h, the drug-sensitive populations decreased the population density (Movie S3), thus shifting the phase boundary between gaseous and jammed to larger cavities. Over the next 48 h, drug-resistant cells entered and seized a substantial number of the gaseous chambers (Fig. 4C and Movie S4). Upon successful invasion, the population density generally increased again. Importantly, while most of the gaseous chambers were ultimately invaded, none of the jammed chambers were (of seven colonized pan flutes monitored over 2 to 5 d in three independent experiments). The primary effect of the antibiotic is to push the state of some of the chambers from jammed to gaseous, upon which invasion becomes possible (Fig. 4A). Thus, while crowding strongly protects jammed populations from invasion, residents can be dislodged nevertheless if they are driven past a tipping point into a more fragile (gaseous) ecological state.

Fig. 4. Crowding-induced colonization resistance. (A) After the chambers were precolonized by the wild-type strain (dark), we introduced a fluorescently labeled “invader” strain (yellow). To make invasions more likely, we were precolonized by the wild-type strain (dark), we introduced a fluorescently labeled “invader” strain (yellow). To make invasions more likely, we added 10 \( \mu \)M of the antibiotic (60% of MIC), scale-dependent invasion dynamics ensued. In the initial 24 h, the drug-sensitive populations decreased the population density (Movie S3), thus shifting the phase boundary between gaseous and jammed to larger cavities. Over the next 48 h, drug-resistant cells entered and seized a substantial number of the gaseous chambers (Fig. 4C and Movie S4). Upon successful invasion, the population density generally increased again. Importantly, while most of the gaseous chambers were ultimately invaded, none of the jammed chambers were (of seven colonized pan flutes monitored over 2 to 5 d in three independent experiments). The primary effect of the antibiotic is to push the state of some of the chambers from jammed to gaseous, upon which invasion becomes possible (Fig. 4A). Thus, while crowding strongly protects jammed populations from invasion, residents can be dislodged nevertheless if they are driven past a tipping point into a more fragile (gaseous) ecological state.
Discussion
We have shown that microbial colonization patterns can vary dramatically with the physical structure of their microenvironment. In particular, a crowded state with pronounced colonization resistance can arise spontaneously when the incubation scale exceeds a certain tipping point. Once pushed beyond the tipping point, it requires a substantial perturbation to break the ensuing colonization resistance, for instance, by using antibiotics to trigger the reverse transition toward a gaseous phase with increased mixing (Fig. 4A).

The physical structure of the microenvironment thus acts as an ecological filter, permitting stable and resilient colonization by species with matching traits. By modulating the physical characteristics of this filter, hosts can actively or passively shape the pool of potential bacterial residents. Modulating endogenous microstructures or introducing rationally designed structures may also be considered as a strategy for precision microbiome therapies to modulate microbial diversity.

The structure-induced stability supports the view that community assembly from potential colonizers is shaped by priority effects; whoever invades first enjoys colonization resistance against later invaders. The randomness induced by the order of strain arrival might contribute to the substantial host-to-host variability seen in some host-associated microbial communities (9, 16).

Colonization patterns, tipping points, and colonization resistance could be captured by a minimal model of proliferating active matter, which accounts for growth, diffusion, and leakage. This model revealed a generic fold bifurcation generating a discontinuous transition between a gaseous phase, in which cells diffuse freely, and a glassy, jammed phase. This transition differs from what is known from motility-induced phase separation (MIPS) (26) in the field of active matter (30, 31). MIPS is associated with a spinodal instability that arises when an effective diffusivity becomes negative—an unintuitive consequence of the nonequilibrium nature of active motility (32). In our case, the transition is triggered by the weaker condition of a (sufficiently) negative density-dependent diffusivity, which generically arises even for passively diffusing particles (33), for example, hard spheres. It would be interesting to extend our model of proliferating active matter by active motility to see how bacteria that grow and swim self-organize in confined spaces.

While the tipping points in our experiments could be explained by our minimal model, we expect that, in general, additional biotic and abiotic factors influence colonization patterns quantitatively. For example, crowding will be promoted if cells stick to one another directly or indirectly through biofilm formation or if nutrients are supplied from the floor of the chamber. On the other hand, both establishment and jamming tend to be hindered by strong nutrient limitations or bacterial motility. While further research is needed to explore the relative importance of these factors, their impact may be anticipated theoretically using a reaction–diffusion model, which entails a flexible approach to analyze steady states (SI Appendix, section A.5).

More broadly, our results underscore that the length scale of experimentation can have a strong influence on microecological processes, which could confound experiments that do not control for scale variation (34)—a well-appreciated problem in the macroecological context (35–37). Flow-tunable scale variations can have a strong influence on microecological experimentation and can be used to make holes, inlets, and outlets. The PDMS was bonded to a glass coverslip with O2 plasma treatment by a reactive ion etcher (Plasma Equipment Technical Services).

Microfluidic Cell Culture. Prior to microfluidic culture, cells were streaked on a plate from frozen stock and grown in a test tube with 3 mL MRS for 1 to 2 d. The suspension of cells was injected into a microfluidic device and cultured for 3 to 5 d with a continuous supply of the fresh medium until the system reached a steady state. The temperature was regulated at 30 °C by a microscope incubator (H201-T and UNO; Okolab), and the flow rate of the culture medium was controlled at 0.3 μL/h by syringe pumps (neMESYS, CETONI). Images were taken by inverted microscopes (IX81; Olympus [also, Eclipse Ti; Nikon was occasionally used for SI Appendix, Figs. S6 and S7B] and a confocal microscope (LSM 700, ZEISS).

Density Profile Measurement. To quantitatively measure the density profile of cellular populations in microfluidic crypts, GFP-tagged cells were cultured in a microfluidic pan flute for about 3 d. After the system reached a steady state, fluorescent intensities were measured every 20 min for 14 to 48 h. The intensities were first averaged over the horizontal direction and then averaged over the time points at each y position. They were scaled by the intensity of jammed populations to get relative cell densities. An SEM was calculated by dividing the SD across time points by the square root of the approximate number of uncorrelated time points. The latter was estimated by dividing the total duration of the time-lapse movie by the typical relaxation time (6 h) of the density profile measured in the gaseous phase (SI Appendix, Fig. S7D).

Neutral Competition and Invasion with Fitness Effect. To observe competition of two strains with and without fitness effects, wild-type and GFP-tagged strains were cocultured. As the GFP-tagged strain was resistant to tetracycline, with 10 μg/mL of tetracycline, the GFP-tagged cells grew normally, while the wild-type strain grew slowly. We confirmed that there was no significant growth rate difference between the strains in the absence of antibiotics (SI Appendix, section A.4).

For neutral competition experiments, a 50:50 mixture of dark and GFP-tagged cells was inoculated into a microfluidic pan flute device and cultured for 2 d. As each type of cell colonized chambers stochastically, we parallelized six rows of the pan flutes and selected chambers with a desired initial population ratio. The population dynamics were observed with a fluorescent microscope every 20 min for a day.

To test the colonization resistance of jammed populations, we first cultured wild-type cells in a microfluidic device. After the populations reached a steady state, the culture medium was changed from MRS to MRS + 10 μg/mL of tetracycline, and GFP-tagged cells were continuously flowed into the device. The resulting population decay and invasion dynamics were observed with a microscope every 20 min for 2 d. In addition, the snapshots of the populations were taken every day for 5 d.

Flow and Temperature Change Experiments. To investigate the effect of the system’s parameters on the population density in microfluidic crypts, we dynamically changed the flow rate to tune the effective chamber depth. We initially cultured cells at a 0.8 μL/h flow rate for 3 d until the system reached a steady state and then, changed the flow rate to 0.3 μL/h. The decrease of the flow rate affected how deep the streamlines invaded chambers and changed the effective chamber depth by 5 to 10 μL/h (SI Appendix, Fig. S8). After the system reached a second steady state, we recovered the flow rate to 0.8 μL/h to investigate hysteresis.

We also dynamically changed the temperature of the incubation chamber to compare the growth rates of the first cultured cells at 22 °C, where the growth rate is 0.28 h⁻¹, until a steady state and ramped up the temperature to 30 °C, where the growth rate is 0.33 h⁻¹ (the growth rate measurement is shown in SI Appendix, Fig. S4D). Then, we decreased the temperature.

Materials and Methods

Bacterial Strains and Culture Condition. The A. indonesiensis strains were derived from the strain named S8003 (gift from William Ludington, Carnegie Institution for Science), which was originally isolated from laboratory flies (Drosophila melanogaster) (10, 24). S8003 was transformed with a modified green fluorescent protein (mGFP5) via the backbone plasmid pCM62 (39) by Benjamin Obadia (12, 40). Staging, all strains were grown in de Man, Rogosa, and Sharpe (MRS) medium (BD) at 30 °C. Strains are selected with 15 μg/mL tetracycline (Corning Celloglo) if needed.

Microfluidics Fabrication. The microfluidic devices were fabricated by soft lithography (40). In order to make a master mold, a 20-μm-thick layer of negative photore sist (SU8-2010; MicroChem) was spin coated on a silicon wafer (WaferNet) and patterned by photolithography with a mask aligner (Hybralgin 200; OA1) through a photomask (CAD/Art Services). On the master mold, polydimethylsiloxane (PDMS; Sylgard 184; Dow Corning) was poured with cross-linker at a 1:10 ratio and cured at 60 °C in an oven overnight. The PDMS was cured to make holes, inlets, and outlets. The PDMS was bonded to a glass coverslip with O2 plasma treatment by a reactive ion etcher (Plasma Equipment Technical Services).
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back to 22 °C. The transition dynamics were recorded every 20 min with a microscope (SI Appendix, Fig. S5A). Similarly, the temperature control between 26 and 30 °C was investigated (SI Appendix, Fig. S5A).

Colonization Experiments with Other Species. Colonization dynamics in a microfluidic pan flute were tested with various microbial species (Escherichia coli, Bacillus subtilis, V. cholerae, Acetobacter pasteurianus, Acetobacter tropicus). Table S1 shows the strain details and culture media. Cells were streaked on a plate from frozen stock, and a small number of cells from a single colony were grown in a test tube with 3 mL of a culture medium for 1 to 2 d at 37 °C for E. coli and 30 °C for the other species. The cell suspension was injected into a microfluidic pan flute and cultured for 5 to 6 d with a continuous supply of fresh media until the system reached a steady state. During the microfluidic culture, the temperature was regulated at 30 °C for all species.

Growth Rate Measurement. The growth rate of cells was measured in two ways: growth assay with a plate reader and particle image velocimetry (PIV) of a jammed population on microfluidics. Prior to the measurements, cells were cultured in test tubes from single colonies for 1 to 2 d in MRS at 30 °C up to saturation. For the plate reader experiments, cell suspensions were diluted to 0.02 optical density (OD), and 200 µL of the suspensions were transferred to transparent flat-bottom 96-well plates (Thermo Fisher Scientific). The plates were incubated in a plate reader (Spectramax) at 30 °C, and the OD was measured at the 600-nm wavelength every 2 min with 30-s mixing before each measurement. The maximum growth rate was calculated by fitting an exponential curve to the initial 2-h growth. The growth rate of A. indonesiensis was measured as 0.325 ± 0.003 h⁻¹ (SI Appendix, Fig. S4A).

For the PIV measurement on microfluidics, cells were injected into a microfluidic device and incubated in a tabletop incubator until cells colonized and formed stable populations. Bright-field images were taken every 20 min for 3 h and analyzed with PIVlab in MATLAB (41). PIV calculated the displacements of cells per time frame. The displacement of a cell at position \( y = y_0 \) was caused by the growth of cells at \( y \in \{0, y_0 \} \), and therefore, the displacement at position \( y = y_0 \) could be formulated as \( \Delta y(t) = y_0(t) - y_0(0) \). Thus, the slope of the velocity field in the \( y \) direction gave the growth rate. The growth rate of A. indonesiensis was measured as 0.332 ± 0.007 h⁻¹ (SI Appendix, Fig. S4D).

Diffusivity Measurements. Self-diffusivity. To estimate the self-diffusivity of cells in gaseous and jammed phases, the displacement of cells was tracked over time, and the mean square displacements were calculated. A 50:50 mixture of dark and GFP-tagged cells was injected in a microfluidic pan flute and cultured until the system reached a steady state. The motions of GFP-tagged cells were recorded with a fluorescence microscope every 30 s for 10 min for gaseous phases and every 20 min for 20 h for jammed phases. The displacement of cells in gaseous phases was automatically tracked with TrackMate in Fiji (42), and that in jammed phases was manually tracked with the Manual Tracking plugin of ImageJ.

Collective diffusivity. To determine the collective diffusivity, we adapted the Boltzmann–Matano analysis (43) to the present case of a reaction–diffusion system. Under the assumption that our general reaction–diffusion model, \( \partial_c(y, t) = \partial_t(D_c(y, t)\partial_y c(y, t)) + r_c(y, t) \), can be valid, we express the density-dependent diffusivity \( D_c(y) \) in terms of the steady-state density profile as follows:

\[
D_c(y) = \int_0^y c(y')dy' - \partial_y c(y) \tag{1}
\]

This equation allows us to estimate \( D_c(y) \) from the exponential growth rate and the steady-state density profiles. The steady-state density profiles were determined from the temporal average of the fluorescent intensity of time-lapse movies. For the data in SI Appendix, Fig. S2C, we averaged the density profile over 20 frames (7 h) and locally approximated it with a quadratic function by the Savitzky–Golay method (44) to extract \( \partial_y c(y) \). We excluded the \( y \) region 20% from the opening where the flow impacted the tail of the density profile and excluded the \( y \) region 20% from the bottom where \( \partial_y c(y) \) was diverging.

Fluid Dynamics Simulations. The fluid dynamics of the culture medium flow through the cavity structures of our microfluidic devices were simulated using COMSOL. As a simple geometry, we defined a 500 × 50 × 20-µm supply channel with a 50 × 150 × 20-µm cavity in the middle. The fluid dynamics was modeled as incompressible Stokes flow subject to no-slip boundary conditions at the walls and a constant flow rate. To see how the flow field depends on external control parameters, we varied the depth of the cavity (20 to 150 µm) and the flow rate (100- and 250-µm/s flow rate).

Data Availability. Data and codes are available in GitHub at https://github.com/Haltatscheklab/PanFluteTippingPoints.
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