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Abstract

An essential ingredient of a spectral method is the choice of suitable bases for test and trial spaces. On complex domains, these bases are harder to devise, necessitating the use of domain partitioning techniques such as the spectral element method. In this study, we introduce the Projection Extension (PE) method, an approach that yields spectrally accurate solutions to various problems on complex geometries without requiring domain decomposition. This technique builds on the insights used by extension methodologies such as the immersed boundary smooth extension and Smooth Forcing Extension (SFE) methods that are designed to improve the order of accuracy of the immersed boundary method. In particular, it couples an accurate extension procedure, that functions on arbitrary domains regardless of connectedness or regularity, with a least squares minimization of the boundary conditions. The resulting procedure is stable under iterative application and straightforward to generalize to higher dimensions. Moreover, it rapidly and robustly yields exponentially convergent solutions to a number of challenging test problems, including elliptic, parabolic, Newtonian fluid flow, and viscoelastic problems.
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1 Introduction

Spectral methods are a group of highly accurate numerical techniques for solving partial differential equations (PDEs) \cite{1,2}. Broadly speaking, these methods discretize the weak formulation of the problem by drawing test and trial functions from finite-dimensional spaces. In the classical description, these functions are supported on the entire domain, with the boundary conditions either enforced on all the trial functions or imposed as additional constraints. Provided the bases are chosen with care, this leads to fast and robust solvers that yield provably high-order accurate solutions \cite{3}; in particular, for infinitely smooth exact solutions, the errors decay exponentially with the dimension of the approximation space. Examples of such techniques include Galerkin, collocation, and tau methods, among others \cite{4}.

However, the choice of suitable test and trial bases for arbitrary domains is far from obvious, with the result that the applicability of spectral methods, in the basic formulation, is somewhat limited. Domain decomposition methods resolve this problem by forgoing the use of global test and trial functions, proceeding instead by partitioning the domain into smaller parts and applying spectral techniques locally. Different strategies for handling communication across sub-domain boundaries have been proposed, leading to the
development of patching \[5\] and spectral element methods \[6, 7\]. While these techniques enable the deployment of spectral methods on more general geometries and also allow parallel computation, they rely on the decomposition of the domain into high-quality elements. In cases where such partitions are difficult to generate in the first place, the effectiveness of these approaches is severely curtailed.

In this paper, we introduce the Projection Extension (PE) method, an approach for developing spectrally accurate methods on complex domains. The fundamental point of divergence from the conventional framework of spectral methods is that we eschew the use of variational formulations and exact application of boundary constraints. Instead, we extend the problem to a larger computational domain and reformulate it as an error minimization problem, where the contributions to the error are drawn from the PDE on the original domain and the boundary conditions. Searching for the minimizer in a finite-dimensional space then yields the discretized problem. As the numerical results demonstrate, the resulting procedure converges to the true solution exponentially as the dimension of the underlying space is increased. As this strategy is valid for arbitrary domains, in particular placing no constraints on the connectedness or boundary regularity, it represents a significant advance in the reach of spectral methods.

Our technique can also be seen as building on existing fixed Cartesian grid methods. These techniques generally operate by embedding the physical domain in a computational domain, appropriately extending the problem, and solving it on a fixed mesh. Among others, instances of this approach include the immersed boundary (IB) \[8, 9\], the immersed interface (II) \[10, 11\], and the immersed boundary smooth extension (IBSE) \[12, 13\] methods. The IB method, for example, includes regularized delta-functions in the extended PDE to act as Lagrange multipliers for enforcing the boundary conditions. The II method builds on the IB method by accounting for jumps in the derivatives of the extended solution across the physical boundary, typically gaining an additional order of convergence. The IBSE method proceeds by positing an arbitrarily smooth extension to the solution, which is then used to generate the corresponding inhomogeneities on the computational domain and recover the solution itself. By varying the regularity of the extension, one can, in principle, obtain any algebraic rate of convergence. High convergence rates are desirable, for instance, in viscoelastic fluid flow problems, where the low order convergence provided by the IB method is unable to capture the stress tensor values accurately \[14\].

Recently, similar ideas have been employed in the design of some highly promising methods. The Fourier Continuation Alternate Direction (FC-AD) Implicit method pioneered by Bruno and Lyon \[15, 16\], relies on the ADI procedure to reduce an evolution equation to a sequence of one-dimensional elliptic problems, which are extended by a highly accurate Fourier Continuation routine to the appropriate computational domains. The smooth selection embedding method \[17, 18\] attempts to solve the extension problem by formulating it as a Sobolev norm optimization problem. Another important contribution is the partition of unity extension approach developed in the context of boundary integral methods and applied to heat and fluid flow problems \[19, 21\]. Most pertinent to the current work is the Smooth Forcing Extension (SFE) method \[22\], which searches for extensions to the inhomogeneous terms in a finite-dimensional space by imposing regularity constraints at the nodes of the discretized physical boundaries. The rates of convergence are in perfect agreement with theory for one-dimensional problems and comfortably exceed the expected rates for two-dimensional domains. However, the imposition of smoothness across the physical boundaries by matching the normal derivatives poses some difficulties. Primarily, the appropriate choice of normal vectors for domains with corners is not obvious, barring some simple cases. In addition, for time-dependent problems, the SFE technique requires a truncation of the forcing term before computing the normal derivatives at the boundary to ensure stability. Despite yielding convergent solutions, this procedure involves differentiating discontinuous functions and hence is ill-defined.

In the context of extension methods, the PE method can be viewed as a consequence of a more sophisticated extension procedure. At its heart lies the insight that the PDE and boundary conditions do not need to be satisfied exactly, and that a least squares error minimization is a worthwhile alternative to ensure the smoothness of the extension. As a result, the applicability of this approach is not limited by boundary regularity. Moreover, the PE technique naturally evaluates the forcing term only on the physical domain and, because it eschews explicit regularity constraints, is mathematically well-defined. As we demonstrate, these properties easily resolve the “mountain-in-fog” conundrum \[23\], and enable the method to be deployed on a diverse range of geometries, including discs, stars, multiply connected domains with corners, curved surfaces, and channels with obstacles. In addition, its flexibility and stability under iterative application can be harnessed to solve a vast array of problems, including elliptic and parabolic equations as well as
Newtonian and viscoelastic fluid flow models.

2 Mathematical Formulation

In this section, we outline our approach for a model problem. As discussed in the previous section, our technique can be arrived at in two equivalent ways. The insights gleaned from both approaches are helpful in extending the scope of applications as the ideas developed here are extended to systems of other types later in the paper.

Let $\Omega \subset \mathbb{R}^d$ be an arbitrary bounded domain with boundary $\partial \Omega$, and $L$ be a linear differential operator. Consider the problem

$$
\begin{cases}
Lu = f, & \text{on } \Omega, \\
u = g, & \text{on } \partial \Omega.
\end{cases}
$$

One methodology for solving this problem requires embedding $\Omega$ in a simpler computational domain $\Pi$, which allows the use of fast solvers. The extension problem is concerned with extending the forcing $f$ to $\Pi$, so that the solution $u_e$ to the extended problem is smooth and its restriction to $\Omega$ is the same as that of $u$.

Let $\{\phi_j\}_{j \in J}$ be a family of linearly independent functions on $\Pi$. We write the extended forcing as $f_e = \sum_{j \in J} c_j \phi_j$. To find the unknown coefficients $c = (c_j)_{j \in J}$, we impose two conditions:

(i) the solution $u_e$ to $Lu_e = f_e$ should obey $u_e = g$ at the boundary $\partial \Omega$;

(ii) the extended forcing should agree with the given forcing on $\Omega$: $f_e|_\Omega = f$.

To impose (i), we first note that the solution is given by

$$
u_e = L^{-1} f_e = L^{-1} \sum_{j \in J} c_j \phi_j = \sum_{j \in J} c_j L^{-1} \phi_j,
$$
assuming (for now) that $L$ is invertible. Denoting by $S^*$ the interpolation operator to the boundary $\partial \Omega$, we require $S^* u_e = g$. Setting $\theta_j := S^* L^{-1} \phi_j$ for $j \in J$, this condition translates to

$$
\sum_{j \in J} c_j \theta_j = g. 
$$

To apply both conditions, we define the objective function

$$
G(c) = \left\| \sum_{j \in J} c_j \theta_j - g \right\|_{L^2(\partial \Omega)}^2 + \left\| \sum_{j \in J} c_j \phi_j - f \right\|_{L^2(\Omega)}^2,
$$
and find the $c$ that minimizes $G(c)$. This can be accomplished by setting $\partial G/\partial c_l = 0$ for $l \in J$; this yields

$$
\left\langle \theta_l, \sum_{j \in J} c_j \theta_j - g \right\rangle_{\partial \Omega} + \left\langle \phi_l, \sum_{j \in J} c_j \phi_j - f \right\rangle_{\Omega} = 0.
$$

Upon rearrangement, this becomes

$$
\sum_{j \in J} \left( \left\langle \theta_l, \theta_j \right\rangle_{\partial \Omega} + \left\langle \phi_l, \phi_j \right\rangle_{\Omega} \right) c_j = \left\langle \theta_l, g \right\rangle_{\partial \Omega} + \left\langle \phi_l, f \right\rangle_{\Omega}.
$$

These equations form a self-adjoint linear system that can be used to solve for the unknown coefficients $c$. Provided that the dimension $|J|$ of the lower-dimensional subspace is sufficiently large, the resulting solution $u_e = \sum_{j \in J} c_j \phi_j$ should agree with the actual solution of $u$ on $\Omega$. 

3
2.1 Non-invertible $\mathcal{L}$

In the case that $\mathcal{L}$ fails to be invertible on $\Pi$, we modify the formulation slightly. We assume that $\mathcal{L}$ is self-adjoint on $\Pi$, and let $\{\psi_k\}_{k \in \mathcal{K}}$ be an orthonormal basis for the null space of $\mathcal{L}$. First note that if $\mathcal{L} u_e = f_e$, then for all $k \in \mathcal{K}$,

$$\langle \psi_k, f_e \rangle_{\Pi} = \langle \psi_k, \mathcal{L} u_e \rangle_{\Pi} = \langle \mathcal{L} \psi_k, u_e \rangle_{\Pi} = 0,$$

using the self-adjoint property of $\mathcal{L}$. Next, define

$$d_k = \langle \psi_k, u_e \rangle_{\Pi},$$

and set

$$u_0 = u_e - \sum_{d \in \mathcal{K}} d_k \psi_k.$$

In particular, note that for all $m \in \mathcal{K}$,

$$\langle \psi_m, u_0 \rangle_{\Pi} = \left( \psi_m, u_e - \sum_{d \in \mathcal{K}} d_k \psi_k \right)_{\Pi} = \langle \psi_m, u_e \rangle_{\Pi} - \sum_{k \in \mathcal{K}} d_k \langle \psi_m, \psi_k \rangle_{\Pi} = 0.$$

Observe that $u_0$ is simply the orthogonal projection of $u_e$ onto $\mathcal{R}$, the range of $\mathcal{L}$. Set $\mathcal{A} = \mathcal{L}|_{\mathcal{R}}$ so that

$$u_0 = \mathcal{A}^{-1} f_e.$$

To apply the additional constraints given by (7) on the extended forcing $f_e$, and to find the unknowns $d = (d_k)_{k \in \mathcal{K}}$ to reconstruct $u_e$, we modify the objective function to

$$G(c, d) = \left\| \sum_{j \in \mathcal{J}} c_j \theta_j + \sum_{k \in \mathcal{K}} d_k \gamma_k - g \right\|_{L^2(\partial \Omega)}^2 + \left\| \sum_{j \in \mathcal{J}} c_j \phi_j - f \right\|_{L^2(\Omega)}^2 + \sum_{k \in \mathcal{K}} \left( \sum_{j \in \mathcal{J}} c_j \langle \psi_k, \phi_j \rangle_{\Pi} \right)^2,$$

where $\theta_j := S^* \mathcal{A}^{-1} \phi_j$ and $\gamma_k := S^* \psi_k$. Setting $\partial G/\partial c_l = 0$ for $l \in \mathcal{J}$ yields

$$\sum_{j \in \mathcal{J}} \left( \langle \theta_l, \theta_j \rangle_{\partial \Omega} + \langle \phi_l, \phi_j \rangle_{\Omega} + \sum_{k \in \mathcal{K}} \langle \psi_k, \phi_l \rangle_{\Pi} \langle \psi_k, \phi_j \rangle_{\Pi} \right) c_j + \sum_{k \in \mathcal{K}} \langle \theta_l, \gamma_k \rangle_{\partial \Omega} d_k = \langle \theta_l, g \rangle_{\partial \Omega} + \langle \phi_l, f \rangle_{\Omega},$$

while $\partial G/\partial d_m = 0$ for $m \in \mathcal{K}$ gives

$$\sum_{j \in \mathcal{J}} \langle \gamma_m, \theta_j \rangle_{\partial \Omega} c_j + \sum_{k \in \mathcal{K}} \langle \gamma_m, \gamma_k \rangle_{\partial \Omega} d_k = \langle \gamma_m, g \rangle_{\partial \Omega}.$$

Observe that these equations together again form a self-adjoint linear system that can be used to solve for the unknowns $c$ and $d$ and obtain $u_e$ according to (9) and (11).

2.2 An Alternative Formulation

Note that the preceding formulation does not, in principle, impose any smoothness constraints on the basis functions $\{\phi_j\}_{j \in \mathcal{J}}$ and, as a result, is valid for piecewise continuous functions as well. In practice, however, orthogonal polynomials or trigonometric functions are superior choices because of their rapid convergence properties. The smoothness of these functional families can then be leveraged to provide a greatly simplified alternative formulation.
We expand the solution \( u_e \) in terms of the family of smooth linearly independent functions \( \{ \phi_j \}_{j \in J} \) as

\[
u_j := S^* \phi_j \quad \text{and requiring} \quad \partial H/\partial \partial_l = 0 \quad \text{for} \quad l \in J \quad \text{yields}
\]

\[
\sum_{j \in J} \langle v_l, \sum_{j \in J} \hat{c}_j \phi_j \rangle_{\partial \Omega} + \langle L \phi_l, \sum_{j \in J} \hat{c}_j \phi_j \rangle_{\Omega} = 0
\]

\[
\Rightarrow \quad \sum_{j \in J} \left( \langle v_l, \phi_j \rangle_{\partial \Omega} + \langle L \phi_l, \phi_j \rangle_{\Omega} \right) \hat{c}_j = \langle v_l, g \rangle_{\partial \Omega} + \langle L \phi_l, f \rangle_{\Omega}.
\]

Observe that this is also a self-adjoint linear system of exactly the same form as (10). This approach essentially differs from the previous one by not requiring the inversion of \( L \). An obvious advantage this confers is that, in case \( L \) fails to be invertible, we do not require the specialized treatment outlined in Subsection 2.1. Another subtle benefit is that it affords us the freedom to choose a basis \( \{ \phi_j \}_{j \in J} \) without having to deal with computing \( L^{-1} \phi_j \) for all \( j \). For example, in the case where the basis functions are eigenfunctions of \( L \), such operations are trivial to execute. For more general bases, however, these terms comprise an additional layer of computation. Evaluating \( \phi_j \), on the other hand, is a much more tractable task, assuming \( \{ \phi_j \}_{j \in J} \) are sufficiently smooth, yielding significant savings in computational time and effort. To build on these ideas in Subsection 4.2, we develop solvers for Stokes equations in more challenging settings, which are then used in Section 5 to great effect.

### 2.3 Numerical Implementation

We briefly discuss the details underlying the numerical implementation of our technique. In the discussion that follows, we use equations (13) and (14) since they form a more general system than (9) or (10). We also assume that the null space of \( L \) has finite dimension \( K \); clearly, this assumption is not required if we use the formulation described in Subsection 2.2.

The appropriate choice of the computational domain \( \Pi \) depends on the form of the problem and the physical domain \( \Omega \). Unless otherwise specified, we take \( \Pi \) to be the \( d \)-dimensional torus \( \mathbb{T}^d \). The obvious choice for the extension functions \( \{ \phi_j \} \) then is the Fourier basis \(\{ e^{i j \cdot x}\}_{j \in \mathbb{Z}^d} \). This forms a basis for \( C(\Pi) \), which in turn is dense in \( L^2(\Pi) \). Moreover, this basis diagonalizes several ubiquitous differential operators, such as the Laplacian and Helmholtz operators, so computing \( L^{-1} \phi_j \) is particularly straightforward.

In practice, we fix the highest frequency \( N \) and consider the extension function \(\{ e^{i j \cdot x}\}_{j \in J(N)} \), where \( J(N) = \{ j \in \mathbb{Z}^d : \max_{1 \leq i \leq d} |j_i| \leq N \} \). The computational domain is discretized by \( N \) equidistant grid-points along each dimension \(\{ x_k \}_{k \in \Gamma(N)} \), where \( \Gamma(N) = \{ k \in \mathbb{N}^d : \max_{1 \leq i \leq d} |k_i| \leq N \} \). In addition, we define \( \Omega_N \) to be the indices of the grid points that lie in \( \Omega \) and denote the grid-spacing by \( h = 2\pi/N \). Finally, the physical boundary \( \partial \Omega \) is discretized by equidistant points \(\{ s_i \}_{1 \leq i \leq n_b} \) with spacing \( \Delta s \) along the arc length. The respective inner products can then be approximated by

\[
\langle \alpha_1, \alpha_2 \rangle_{\partial \Omega} = \int_{\partial \Omega} \alpha_1(s) \alpha_2(s) \, ds \approx (\Delta s) \sum_{i=1}^{n_b} \alpha_1(s_i) \alpha_2(s_i),
\]

\[
\langle \beta_1, \beta_2 \rangle_{\Pi} = \int_{\Pi} \beta_1(x) \beta_2(x) \, dx \approx h^d \sum_{k \in \Gamma(N)} \beta_1(x_k) \beta_2(x_k),
\]

\[
\langle \delta_1, \delta_2 \rangle_{\Omega} = \int_{\Omega} \delta_1(x) \delta_2(x) \, dx \approx h^d \sum_{k \in \Omega_N} \delta_1(x_k) \delta_2(x_k).
\]

Define the matrices \( P, Q, R \), and \( S \) by

\[
P_{ij} = \theta_j(s_i)(\Delta s)^{1/2}, \quad Q_{kj} = \phi_j(x_k)h^{d/2}, \quad R_{kj} = \langle \psi_k, \phi_j \rangle_{\Pi}, \quad S_{ik} = \gamma_k(s_i)(\Delta s)^{1/2},
\]
for $1 \leq i \leq n_b$, $j \in \mathcal{J}(N_c)$, $k \in \Omega_N$ and $1 \leq k \leq K$ (an appropriate ordering is applied to the multi-indices when we use them as row or column indices). Similarly, define the vectors $g$ and $f$, with entries

$$g_i = g(s_i)(\Delta s)^{1/2}, \quad f_k = f(x_k)h^{d/2}, \quad \text{for } 1 \leq i \leq n_b \text{ and } k \in \Omega_N.$$  

Setting

$$A = \begin{pmatrix} P & S \\ Q & 0_{|\Omega_N| \times K} \\ R & 0_{K \times K} \end{pmatrix}, \quad r = \begin{pmatrix} g \\ f \\ 0_{K \times 1} \end{pmatrix}, \quad z = \begin{pmatrix} c \\ d \end{pmatrix} \quad \text{(22)}$$

then allows us to write the system (13,14) as

$$A^* Az = A^* r, \quad \text{(23)}$$

as the matrix product ends up computing the approximations to the inner products, as given by (17) and (19). Observe that $A$ is a matrix of size $(n_b + |\Omega_N| + K) \times (|\mathcal{J}(N_c)| + K)$. In general, we need $n_b$ and $N$ to be large so the inner product approximations are computed accurately. As a result, (23) can be identified as the normal equations for the overdetermined problem $A z = r$. This can be solved efficiently in the least squares sense by using the QR decomposition of $A$. This approach has the benefit of not squaring the condition number, as (23) does, while also allowing us to solve this problem a large number of times where $r$ may vary over iterations, as is the case, for example, for time-dependent problems.

### 3 Numerical Results for Elliptic and Parabolic Problems

We begin by applying the PE method to the one-dimensional Poisson equation

$$\begin{cases} u''(x) = 1/x, & x \in (2, 5), \\ u(2) = 1, \ u(5) = -1. \end{cases} \quad \text{(24)}$$

We use equations (13) and (14) for this example to illustrate the effectiveness of both the extension and solution methodologies. For functions defined on $C = \mathbb{T}$, the Laplacian operator $\partial_x^2$ has a one-dimensional null-space composed of constant functions. We set $N = 2^{10}$ and allow $N_c$ to vary; note that the number of grid-points simply controls the accuracy of the numerical integrations in (18) and (19). The convergence plots for the corresponding extensions $f^{[N_c]}_e$ and solutions $u^{[N_c]}_e$ are shown in Figure 1. Observe that both converge geometrically to the true functions with increasing values of $N_c$. In particular, the rapid convergence of the forcing demonstrates that searching for a minimizer in a finite-dimensional space, as in (1), is a powerful method for extending arbitrary functions to larger computational domains. Note also that the specific forcing term possesses a singularity in the extension region. The fact that our algorithm still manages to produce a highly accurate extension shows that it circumvents the “mountain-in-fog” problem [23]. This is essentially a consequence of only using the values of the function on the physical domain, as in the vector $f$ in (22). This compares very favorably with the approach employed in the SFE method that required knowledge of the derivatives of the function at the boundary and implicitly made use of the full functional form.

Next, we adapt our method to solve the heat equation. Consider the more general time-dependent problem

$$\begin{cases} u_t - \mathcal{L} u = f(t, x), & \text{for } x \in \Omega, \\ u(0, x) = u_0(x), & \text{for } x \in \Omega, \\ u(t, x) = g(t, x), & \text{for } x \in \partial \Omega, \ t > 0. \end{cases} \quad \text{(25)}$$

We employ the following iteration scheme, obtained from the four-step Backward Differentiation Formula (BDF-4), to discretize the time derivative:

$$\left(1 - \frac{12\Delta t}{25} \mathcal{L} \right) u^{n+1} = \frac{12\Delta t f^{n+1} + 48u^n - 36u^{n-1} + 16u^{n-2} - 3u^{n-3}}{25}, \quad \text{(26)}$$
(a) Convergence of $f_{\delta}^{[N_e]}$

(b) Convergence of $u_{\delta}^{[N_e]}$

Figure 1: Convergence plots for the extended forcing and solutions in $L^\infty(\Omega)$ and $L^2(\Omega)$ norms, for the one-dimensional Poisson problem (24). Observe that both converge exponentially at $O(a^{N_e})$; the corresponding best-fit values of $a$ are shown for the different norms.

Setting

$$\hat{\mathcal{L}} = I - \frac{12 \Delta t}{25} \mathcal{L}, \quad F^{n+1} = \frac{12 \Delta t f^{n+1} + 48 u^n - 36 u^{n-1} + 16 u^{n-2} - 3 u^{n-3}}{25}$$

(27)

allows us to write (26) as

$$\hat{\mathcal{L}} u^{n+1} = F^{n+1}$$

(28)

with corresponding boundary conditions $u^{n+1}(x) = g((n+1)\Delta t, x)$, for $x \in \partial \Omega$. Thus, this scheme lends itself naturally to the approach described earlier. The matrices corresponding to equations (28) need to be built just once (for a specified $\Delta t$) for the entirety of a simulation.

For the heat equation, we have $\mathcal{L} = \Delta$ so (28) reduces to a Helmholtz-type equation. On the one-dimensional torus $T$, the operator $\hat{\mathcal{L}} = I - (12\Delta t/25) \Delta$ is invertible so we do not need to make provisions for the null-space. We test our technique by using the forcing and boundary conditions derived from the exact solution $u(t, x) = \ln(x) \cos(2\pi t)$ on $\Omega = (2, 5)$ for $t \in [0, 1]$. Note that our time-stepping scheme requires values of the solution for the first three steps to be provided. In the results shown here, we have used the exact solution for that; alternatively, we could have employed the backward Euler scheme for initializing the multistep method.

Figure 2(a) shows results with $N = 2^8$ and $\Delta t = 10^{-4}$. The high-order time-stepping routine we have used ensures that the time integration error is negligible, as shown in Figure 2(b), allowing for a comprehensive test of the accuracy and stability properties of our algorithm. The errors can again seen to decay exponentially with $N_e$, even when the exact solution and forcing possess singularities in the extension region. More importantly, this demonstrates that iterative application of our technique is stable without the introduction of any specific modifications, unlike the SFE method [22].

We now move on to two-dimensional test problems. Let $\Omega_1$ be the star-shaped domain shown in Figure 3(a) and consider the Poisson problem

$$\begin{align*}
-\Delta u &= -4/(x^2 + y^2)^2, \quad \text{on } \Omega_1, \\
u &= 1/(x^2 + y^2), \quad \text{on } \partial \Omega_1.
\end{align*}$$

(29)
(a) Convergence of $u^{[N_e]}$

(b) Evolution of errors with $t$ for $N_e = 14$

Figure 2: Results for the one-dimensional heat equation solved up to $T = 1$. (a) Exponential convergence of the form $O(a^{N_e})$ with the estimated values $a$ shown for the different norms. (b) Time discretization errors are negligible throughout, as seen here by tracking the $L^\infty(\Omega)$ error in the computed solution, as well as the deviation in the boundary values.

This problem has the exact solution $u(x, y) = 1/(x^2 + y^2)$. We discretize the boundary $\partial \Omega_1$ by placing $n_b$ equidistant points along the boundary; as the boundary is a closed loop, the corresponding boundary integral computation via the trapezoid rule is spectrally accurate. We have generally found that choosing $n_b$ so that the resulting node spacing $\Delta s$ equals the grid spacing $h$ leads to a fairly accurate and robust solver. Figure 3(b) displays an instance of the extended solution computed by the algorithm and Figure 3(c) shows that the convergence is again exponential in $N_e$ in both norms. Observe that the solution surface is smooth with the transition over the physical boundary barely perceptible. This indicates the effectiveness of our extension routine and an insight into its edge over other extension methods.

Next, let $\Omega_2 = B_2(\pi, \pi)$, i.e., the circular disc of radius 2 centered at $(\pi, \pi)$, and consider

$$-\Delta u = -\frac{2}{xy} \left( \frac{1}{x^2} + \frac{1}{y^2} \right), \quad \text{on} \; \Omega_2,$$

with Neumann conditions applied on the upper semicircle of the boundary and Dirichlet on the lower. These constraints are drawn from the exact solution $u(x, y) = 1/(xy)$. The Neumann conditions can be applied by appropriately modifying the objective function (12). The convergence results are shown in Figure 3(d).

Finally, we apply our methodology to the two-dimensional heat equation

$$\begin{cases}
  u_t - \Delta u = -2\pi \ln(x^2 + y^2) \sin(2\pi t), & \text{for } x, y \in \Omega_2, t > 0, \\
  u(0, x, y) = \ln(x^2 + y^2), & \text{for } x, y \in \Omega_2, \\
  u(t, x, y) = \ln(x^2 + y^2) \cos(2\pi t), & \text{for } x, y \in \partial \Omega_2, t > 0.
\end{cases}$$

This problem has the exact solution $u(t, x, y) = \ln(x^2 + y^2) \cos(2\pi t)$. We solve it up to $T = 1$, with time-step $\Delta t = 10^{-4}$ for the BDF-4 scheme as before, and choose $N = 2^8$ grid-points in each dimension. The resulting convergence can be again seen to be geometric with $N_e$ in Figure 4(a).

4 Newtonian Fluid Problems

In this section, we provide the details of our method applied to some of the more common Newtonian fluid models.
Figure 3: Results for the two-dimensional Poisson problems using $N = 2^k$. (a) The domain used in problem (29). (b) The extended solution computed by the algorithm for (29) using $N_e = 32$. Observe in particular the smooth transition across the boundary $\partial \Omega_1$. (c) Exponential convergence of the form $O(a^{N_e})$ for the Poisson problem (29) on the domain shown in (a); the estimated values $a$ are shown for the different norms. (d) Exponential convergence for the mixed boundary condition problem (30).
4.1 The General Stokes Problem

Let $\mathcal{L}$ and $\Omega$ be as in the Section 2. We begin by considering the general Stokes system

\[
\begin{cases}
\mathcal{L}u + \nabla p = f, & \text{on } \Omega, \\
\nabla \cdot u = 0, & \text{on } \Omega, \\
u = g, & \text{on } \partial\Omega.
\end{cases}
\] (32)

Following the spirit of our earlier exposition, we seek an extended forcing $f_e$ over a computationally simpler domain $\Pi$. Note that the invertibility of the Stokes system on $\Pi$ depends on the choice of $\mathcal{L}$. As in Subsection 2.1, we assume that $\mathcal{L}$ is self-adjoint on $\Pi$, set $R = \text{range}(\mathcal{L})$, and let $A = \mathcal{L}|_R$. In addition, denote by $\{\Psi^{(k)}\}_{k \in K}$ a divergence-free orthonormal basis for the null space of $\mathcal{L}$ on $\Pi$. If $u_e$ is the solution to the extended problem on $\Pi$, then we must have, for all $k \in K$,

\[
\langle \Psi^{(k)}, f_e \rangle_\Pi = \langle \Psi^{(k)}, \mathcal{L}u_e + \nabla p_e \rangle_\Pi = \langle \mathcal{L}\Psi^{(k)}, u_e \rangle_\Pi - \langle \nabla \cdot \Psi^{(k)}, p_e \rangle_\Pi = 0.
\] (33)

In addition, we set $d_k = \langle \Psi^{(k)}, u_e \rangle_\Pi$ and define

\[
u_0 = u_e - \sum_{k \in K} d_k \Psi^{(k)}.
\] (34)

This obeys the “range-restricted” Stokes system:

\[
\begin{cases}
A\nu_0 + \nabla p_0 = f_e, & \text{on } \Pi, \\
\nabla \cdot \nu_0 = 0, & \text{on } \Pi.
\end{cases}
\] (35)

Denote by $u^{(l,j)}$ the solution to the range-restricted Stokes system on $\Pi$ with forcing $\Phi^{(l,j)}$ whose components are $\Phi^{(l,j)}_{i} = \delta_{il}\phi_j$, for $1 \leq i, l \leq d$ and $j \in J$, i.e.,

\[
\begin{cases}
A\nu^{(l,j)} + \nabla p^{(l,j)} = \Phi^{(l,j)}, & \text{on } \Pi, \\
\nabla \cdot \nu^{(l,j)} = \Phi^{(l,j)} & \text{on } \Pi.
\end{cases}
\] (36)
Let $\mathbf{u}^{(l,j)} = S^* \mathbf{u}^{(l,j)}$ be the restriction of this solution to the boundary $\partial \Omega$, and similarly set $\gamma^{(k)} = S^* \psi^{(k)}$. Next, expand the extended forcing as

$$f_e = \sum_{j \in J} \sum_{l=1}^d c_j^{(l)} \Phi^{(l,j)} = \sum_{j \in J} \begin{pmatrix} c_j^{(1)} \\ c_j^{(2)} \\ \vdots \\ c_j^{(d)} \end{pmatrix} \phi_j,$$  \hspace{1cm} (37)

The boundary and forcing agreement conditions are then imposed by minimizing

$$G(c, d) = \left\| \sum_{j \in J} \sum_{l=1}^d c_j^{(l)} \Omega^{(l,j)} + \sum_{k \in K} d_k \gamma^{(k)} - g \right\|_{L^2(\partial \Omega)}^2 + \left\| \sum_{j \in J} \sum_{l=1}^d c_j^{(l)} \Phi^{(l,j)} - f \right\|_{L^2(\Omega)}^2 + \sum_{k \in K} \sum_{j \in J} \sum_{l=1}^d c_j^{(l)} \left\langle \Psi^{(k)}, \Phi^{(l,j)} \right\rangle_{\Pi}^2.$$

Setting $\partial G/\partial c_j^{(l_0)} = 0$ then yields

$$\sum_{j \in J} \sum_{l=1}^d \left( \frac{\Omega^{(l_0,j)}}{\partial \Omega} \right) + \sum_{k \in K} \left( \frac{\gamma^{(l_0,j)}}{\partial \Omega} \right) + \sum_{k \in K} \sum_{j \in J} \left( \frac{\Psi^{(k)}_{\Omega}, \Phi^{(l,j)}}{\Pi} \right) c_j^{(l)} + \sum_{k \in K} \left( \frac{\Psi^{(k)}_{\Omega}, \Phi^{(l,j)}}{\Pi} \right) d_k = \left( \frac{\Omega^{(l_0,j)}_{\Omega}}{\partial \Omega} \right) \Omega^{(l_0,j)} + \left( \frac{\gamma^{(l_0,j)}_{\Omega}}{\partial \Omega} \right) \gamma^{(l_0,j)},$$  \hspace{1cm} (39)

while $\partial G/\partial d_{k_0} = 0$ gives

$$\sum_{j \in J} \sum_{l=1}^d \left( \frac{\gamma^{(k_0)}}{\partial \Omega} \right) c_j^{(l)} + \sum_{k \in K} \left( \frac{\gamma^{(l_0,j)}}{\partial \Omega} \right) d_k = \left( \frac{\gamma^{(k_0)}_{\Omega}}{\partial \Omega} \right) \gamma^{(k_0)}.$$

Equations 39 and 40 again form a self-adjoint linear system. Upon truncating the basis $\{\phi_j\}_{j \in J}$, it reduces to a Hermitian linear problem which can be further simplified by discretizing the inner products and solved by a QR decomposition, as detailed in Subsection 2.3.

We test our method by solving three Stokes problems with $L = -\Delta$ on the domain $\Omega_0 = \{0.6, 2\pi - 0.6\}^2 - B_1(\pi, \pi)$ (see Figure 5(a)). We again take $\Pi$ to be the two-dimensional torus $\mathbb{T}$ and use the Fourier basis as the extension functions. As our first example, we consider the problem obtained from the exact solution

$$u(x, y) = \begin{pmatrix} e^{\sin(x)} \cos(y) \\ -e^{\sin(x)} \sin(y) \cos(x) \end{pmatrix}, \quad p(x, y) = e^2 \cos(x).$$  \hspace{1cm} (41)

Next, we apply our technique to

$$-\Delta u + \nabla p = f, \quad \text{on } \Omega,$$

$$\nabla \cdot u = 0, \quad \text{on } \Omega,$$

$$u = 0, \quad \text{on } \partial \Omega,$$

with

$$f(x, y) = \begin{pmatrix} e^{\sin(x)} \cos(y)(1 + \sin(x) - \cos^2(x)) - 2 \sin(x) e^2 \cos(x) \\ e^{\sin(x)} \sin(y) \cos(x)(\cos^2(x) - 3 \sin(x) - 2) \end{pmatrix},$$  \hspace{1cm} (43)
Figure 5: (a) The domain Ω used for the fluid test problems. The walls are at $x = 0.6$, $2\pi - 0.6$ and $y = 0.6$, $2\pi - 0.6$, and the unit disc is centered at ($\pi$, $\pi$). (b) The $x$-component of the boundary condition for test problem (44). An identical inflow and outflow condition is prescribed, and no-slip is enforced everywhere else.

This is the same forcing as in problem (41), only this time we combine it with homogeneous Dirichlet boundary conditions. Finally, we solve the problem with zero forcing and boundary conditions

$$g(x, y) = \begin{cases} 
\sin^2\left(\frac{\pi(y-0.6)}{2\pi-1.2}\right) & x = 0.6, x = 2\pi - 0.6, 0.6 \leq y \leq 2\pi - 0.6, \\
0 & \text{otherwise}
\end{cases}$$

(44)

This choice is meant to replicate inflow and outflow with no-slip enforced everywhere else (see Figure 5(b)).

The operator $L = -\Delta$ on $\Pi$ has a two-dimensional null-space, spanned by

$$\begin{pmatrix} 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

so we need to factor this into our system of equations. We set $N = 2^8$ and place boundary points roughly $\Delta s = 2\pi/N$ apart. Recall that our technique makes no assumptions about the connectedness of the domain or smoothness of its boundary; as a result, it does not require domain-specific adjustments.

The corresponding convergence plots are shown in Figure 6. The solutions to problem (41) converge geometrically almost instantly and continue rapidly until machine precision is achieved (at around $N_e = 18$). The two problems with unknown solutions appear to require a minimum number of extension functions, after which the convergence is exponential in velocity and pressure values. This suggests that our technique is well-equipped to handle complicated geometries as well as arbitrary forcing and boundary conditions.

4.2 The Alternative Formulation for Stokes Equation

While the approach developed out in Subsection 4.1 is fairly general and flexible, it is advantageous to explore the use of other computational domains and, by extension, other bases. These basis functions may not be as straightforward to invert as a Fourier basis but offer other advantages with respect to the problem and geometry. For example, a common benchmark problem is flow in a channel past an obstacle. One way to model this is to impose periodicity at the inlet-outlet walls and enforce the no-slip condition at the lateral
Figure 6: Convergence plots for the solutions $u_1$, $u_2$ and $p$ to Stokes problems on the domain shown in Figure 5(a). All unknowns appear to converge exponentially at $O(a^{N_e})$; the corresponding best-fit values of $a$ are shown for the different norms.
walls, somewhat similar to Figure 3(b). In this case, it is helpful to consider an alternate computational domain and basis so that the inherent periodicity and no-slip constraints are satisfied by default. This can be achieved, e.g., by combining the Fourier basis in the \(x\)-direction and a polynomial basis in the \(y\)-direction. Accordingly, this calls for a methodology built upon the alternative formulation in Subsection 2.2. For simplicity, we only provide the details for a two-dimensional problem.

We begin by partitioning the boundary \(\partial \Omega = \partial \Omega_1 \cup \partial \Omega_A\) into intrinsic and auxiliary parts respectively. We shall enforce the no-slip boundary conditions on \(\partial \Omega_1\) by default, and those on \(\partial \Omega_A\) by the minimization procedure. Denote the latter boundary condition by \(g_A\). In contrast with the earlier approach, where we only searched for an appropriate projection of the forcing, we now need to project the velocity and pressure terms. The velocity basis functions must be chosen so they obey both the intrinsic boundary conditions and the incompressibility constraint. We enforce these by choosing the basis functions to be the anti-symmetric derivatives of a family of appropriate scalar functions \(\{\phi_j\}_{j=1}^J\) on \(\Pi\). More precisely, we set

\[
\Phi_j = \begin{pmatrix} \partial_y \phi_j \\ -\partial_x \phi_j \end{pmatrix},
\]

where the \(\{\phi_j\}_{j=1}^J\) are chosen in the first place to ensure that the velocity basis functions meet the intrinsic constraints. No such provisions are necessary for the pressure term expansion so we simply choose \(\{\eta_k\}_{k=1}^K\) to be a complete basis for \(\Pi\). Write

\[
u_c = \sum_{j \in J} c_j \Phi_j, \quad p_c = \sum_{k \in K} d_k \eta_k,
\]

and define \(\Upsilon_j := \Phi_j\) as the restriction of the velocity basis functions to the auxiliary boundary. We then seek to minimize

\[
G(c, d) = \left\| \sum_{j \in J} c_j \Upsilon_j - g_A \right\|_{L^2(\partial \Omega_A)}^2 + \left\| \sum_{j \in J} c_j L \Phi_j + \sum_{k \in K} d_k \nabla \eta_k - f \right\|_{L^2(\Omega)}^2.
\]

Setting \(\partial G/\partial c_{j_0} = 0\) for all \(j_0 \in J\) yields

\[
\sum_{j \in J} \left( \langle \Upsilon_j, \Upsilon_j \rangle_{\partial \Omega_A} + \langle L \Phi_{j_0}, L \Phi_j \rangle_{\Omega} \right) c_j + \sum_{k \in K} \langle L \Phi_{j_0}, \nabla \eta_k \rangle_{\Omega} d_k = \langle \Upsilon_{j_0}, g_A \rangle_{\partial \Omega_A} + \langle L \Phi_{j_0}, f \rangle_{\Omega},
\]

while \(\partial G/\partial d_{k_0} = 0\) for all \(k_0 \in K\) leads to

\[
\sum_{j \in J} \langle \nabla \eta_{k_0}, L \Phi_j \rangle_{\Omega} c_j + \sum_{k \in K} \langle \nabla \eta_{k_0}, \nabla \eta_k \rangle_{\Omega} d_k = \langle \nabla \eta_{k_0}, f \rangle_{\Omega}.
\]

This self-adjoint problem can be discretized to yield a Hermitian system, which can in turn be solved by the techniques detailed earlier.

To illustrate this approach, we solve the problem of Stokes flow in a channel past a circular obstacle. Let \(\Omega = (\bar{\mathbb{R}} \times (-2, 2)) - \overline{B_1(\pi, 0)}\), and consider

\[
\begin{cases}
-\Delta \mathbf{u} + \nabla p = (\alpha, 0), & \text{on } \Omega, \\
\nabla \cdot \mathbf{u} = 0, & \text{on } \Omega, \\
\mathbf{u} = 0, & \text{for } y = \pm 2, \\
\mathbf{u} = 0, & \text{on } \partial B_1(\pi, 0), \\
\int_{-2}^2 u_1 \, dy = q, & \text{at } x = 0.
\end{cases}
\]

The last condition serves as a stand-in for explicit inlet-outlet boundary flow by assigning a certain flow rate \(q\) to the horizontal component of the velocity. As the solution depends linearly on the value of \(q\), we can
set \( q = 1 \) in our tests without loss of generality. It also follows from the bulk incompressibility and no-slip boundary constraints that this condition could have been imposed at any \( x \) value. The constant forcing \((\alpha, 0)\) acts as a Lagrange multiplier to enforce the flow-rate condition.

We take \( \Pi = \mathbb{T} \times (-2,2) \) to be the computational domain, the lateral walls \( \mathbb{T} \times \{ -2,2 \} \) to be the intrinsic boundary \( \partial \Omega_1 \), and the obstacle wall \( \partial B_1(x,0) \) as the auxiliary boundary \( \partial \Omega_\Lambda \). An appropriate pressure basis can be built by combining trigonometric and Chebyshev polynomials on \([-2,2]\) in the form \( \eta_{k_1,k_2}(x,y) = e^{ik_1x}T_{k_2}(y) \) for \( k_1 \in \mathbb{Z} \) and \( k_2 \geq 0 \). However, as constant terms do not affect the pressure, we can discount \( \eta_{0,0} \).

The velocity basis can be built by assembling a complete scalar basis and following (45), while ensuring the intrinsic boundary conditions are satisfied. We start by combining Fourier and polynomial bases as for the pressure basis above. Next, we require that all elements of the scalar basis possess roots of multiplicity two at \( y = \pm 2 \), to wit \( \phi_{j_1,j_2}(x,y) = e^{ij_1x}T_{j_2}(y)(y^2 - 4)^2 \) for \( j_1 \in \mathbb{Z} \), \( j_2 \geq 0 \), so that both components of the corresponding \( \Phi_{j_1,j_2} \) vanish at the lateral walls. This requirement however turns out to be too stringent if the scalar basis function is independent of \( x \), in which case we only need its \( y \)-derivative to vanish at \( y = \pm 2 \). Note that \( \{\phi_{0,j_2}\}_{j_2 \geq 0} \) already account for all the polynomials of degree at least four that have this property. Thus, we only need to include \( \phi(x,y) = y(y^2 - 12) \), as no polynomial of lower degree possesses this property. Taken together, the collection \( \{\Phi\} \cup \{\Phi_{j_1,j_2}\}_{j_1 \in \mathbb{Z}, j_2 \geq 0} \) forms a complete velocity basis.

The flow rate condition in (50) is accounted for in the objective function (47) by including the additional term \[ \left| \sum_{j_1,j_2} c_{j_1,j_2} \int_{-2}^{2} (\Phi_{j_1,j_2} (0, y) dy + \tilde{c} \int_{-2}^{2} \Phi_1 (0, y) dy - q \right|^2. \] Using (45), this can be rewritten as

\[
\left| \sum_{j_1,j_2} c_{j_1,j_2} \int_{-2}^{2} \partial_y \phi_{j_1,j_2}(0, y) dy + \tilde{c} \int_{-2}^{2} \partial_y \tilde{\phi}(0, y) dy - q \right|^2 = \left| \sum_{j_1,j_2} c_{j_1,j_2} (\phi_{j_1,j_2}(0, 2) - \phi_{j_1,j_2}(0, -2)) + \tilde{c} (\tilde{\phi}(0, 2) - \tilde{\phi}(0, -2)) - q \right|^2. \tag{51}
\]

As \( \phi_{j_1,j_2} \) vanish at \( y = \pm 2 \) for all \( j_1, j_2 \), they do not contribute towards (51) so this term is greatly simplified. The resulting objective function is

\[
G(c, d, \tilde{c}, \alpha) = \left| \sum_{|j_1,j_2| \in J} c_{j_1,j_2} \tilde{\eta}_{j_1,j_2} + \tilde{c} \tilde{T} \right|_{L^2(\partial B_1(x,0))}^2 + \left| \tilde{c} (\tilde{\phi}(0, 2) - \tilde{\phi}(0, -2)) - q \right|^2 \tag{52}
\]

where \( J = \{(j_1,j_2) : j_1 \in \mathbb{Z} \text{ and } j_2 \geq 0\} \), \( K = J \setminus \{(0,0)\} \), \( c = (c_{j_1,j_2})_{(j_1,j_2) \in J} \) and \( d = (d_{k_1,k_2})_{(k_1,k_2) \in K} \). In practice, we truncate these by setting a cut-off frequency: for a given \( N_e \), set \( J(N_e) = \{(j_1,j_2) \in J : |j_1| \leq N_e \text{ and } j_2 \leq N_e \} \) and similarly for \( K(N_e) \).

The changes to the technique also necessitate some modifications to the implementation. We keep the uniform grid in the \( x \)-direction, as it is suitable for integrating periodic functions, and couple it with a Gaussian quadrature scheme in the \( y \)-direction to accurately integrate the polynomials. More precisely, let \( \{x_k\}_{k=1}^{N_x} \) be equidistant points on \([0,2\pi]\) and let \( \{y_l\}_{l=1}^{N_y} \) be Gaussian quadrature nodes on \([-2,2]\) with associated weights \( \{w_i\}_{i=1}^{N_y} \). The inner product evaluation (19) is replaced by

\[
\{\delta_1,\delta_2\}_{\Omega} = \int_{\Pi} \chi_{\Omega}(x) \delta_1(x) \delta_2(x) \, dx \approx h \sum_{k=1}^{N_x} \sum_{l=1}^{N_y} \chi_{\Omega}(x_k,y_l) \delta_1(x_k,y_l) \delta_2(x_k,y_l) w_l. \tag{53}
\]

The resulting modifications to (20) and (48) are straightforward and are omitted here. Figure 7 shows results for \( N_x = 2^8 \) and \( N_y = 190 \) as \( N_e \) is varied. The errors are again computed by comparing successive solutions as the exact solution is unknown. As in problems (42) and (44), we see that a certain threshold
of the number of extension functions is required beyond which solutions start converging. More strikingly, this approach allows us to attain much lower errors than the earlier examples of Stokes solvers, which is primarily a consequence of accounting for the boundary conditions in the design of the basis functions. This also has the benefit of significantly reducing the cost of solving the resulting linear systems as the number of boundary nodes is substantially reduced.

As another example of this approach, we solve the Stokes equation on a two-dimensional sphere. This problem shows up frequently while studying cell membranes, the dynamics of which can be modeled as viscous flows on two-dimensional curved domains \[24, 25\]. While exact solutions can be found in simple cases, the problem becomes more complex if the surface has non-uniform curvature or if it contains obstacles. Our technique, however, is sufficiently flexible to enable us to tackle these challenges.

Denote by \( \Pi \) be the two-dimensional sphere of radius \( \rho = 1 \) parameterized by spherical coordinates, and define the physical domain

\[
\Omega = \{ (\theta, \phi) \in \Pi : \sin(\theta) \sin(\phi) < 0.8 \}. \quad (54)
\]

In Cartesian coordinates, this can be seen to be a spherical surface of unit radius missing the skullcap given by \( y \geq 0.8 \), which models an obstacle. The Stokes system is given by

\[
\begin{aligned}
(-\Delta - K)u + \nabla p &= f, \quad \text{on } \Omega, \\
\nabla \cdot u &= 0, \quad \text{on } \Omega, \\
u &= g, \quad \text{on } \partial \Omega.
\end{aligned}
\]

Here, \( K \) is the curvature of the surface which, on a sphere, takes the constant value \( K = 1/\rho^2 \). The boundary is simply the circle of radius \( \sqrt{1 - 0.8^2} = 0.6 \) centered at \( (0, 0.8, 0) \), lying in the \( y = 0.8 \) plane.

We again construct appropriate velocity and pressure bases on \( \Pi \), and use them to minimize the objective function \[47\]. A helpful observation is that the family of spherical harmonics \( \{Y_{lm}\}_{l \geq 0, |m| \leq l} \) is an eigenbasis for the Laplacian \((-\Delta)\) on \( \Pi \) with corresponding eigenvalues \( l(l+1) \). Recall that these functions are given by

\[
Y_{lm}(\theta, \phi) = e^{im\phi}P_{lm}(\cos(\theta)), \quad (56)
\]

where \( \{P_{lm}\} \) are the associated Legendre polynomials. The completeness of the harmonics allows us to use them as the pressure basis (without the constant \( Y_{00} \) element), and to generate the velocity basis by computing their anti-symmetric derivatives

\[
\Phi_{lm}(\theta, \phi) = \partial_\phi Y_{lm}(\theta, \phi) \hat{\phi} - \frac{1}{\sin(\theta)} \partial_\theta Y_{lm}(\theta, \phi) \hat{\theta}. \quad (57)
\]
The eigenvalue property of this basis with respect to the Laplacian, and hence the operator $L = (-\Delta - K)$, greatly simplifies the form of the objective function. We again set a cutoff frequency and only access velocity and pressure basis functions from $J(N_e) = \{(l,m) : 0 \leq l \leq N_e \text{ and } |m| \leq l\}$ and $K(N_e) = J(N_e) \setminus \{(0,0)\}$ respectively. For the inner product evaluation, we use a uniform grid $\{\phi_k\}_{k=1}^{N\phi}$ along the azimuthal angle to leverage the periodicity, with a high-order Gaussian quadrature scheme $\{(\theta_l,w_l)\}_{l=1}^{N\theta}$ along the polar angle. As a result, we have

$$
\langle \delta_1, \delta_2 \rangle_{\Omega} = \int_0^{2\pi} \int_0^{\pi} \chi_{\Omega}(\theta,\phi) \delta_1(\theta,\phi) \delta_2(\theta,\phi) \sin(\theta) \, d\theta \, d\phi 
\approx \left(\frac{2\pi}{N\phi}\right) \sum_{k=1}^{N\phi} \sum_{l=1}^{N\theta} \chi_{\Omega}(\theta_l,\phi_k) \delta_1(\theta_l,\phi_k) \delta_2(\theta_l,\phi_k) \sin(\theta_l) w_l. \tag{58}
$$

Note that $\sin(\theta_l) > 0$ and $w_l > 0$ for all $l$; as a result, we can compute square-roots of $\sin(\theta_l) w_l$ and attach them to the basis function terms while setting up the matrices, as in (20).

Figure 8: Convergence results for velocity $u_{\phi}$, $u_{\theta}$ and pressure $p$ for Stokes flow \cite{55} on a two-dimensional sphere. Beyond $N_e \gtrapprox 12$, the convergence is exponential.

We solve (55) with $g = 0$ and

$$
f(\theta, \phi) = (\sin(\phi) \cos(\theta) + \cos(2\phi) \sin(\theta)) \hat{\phi} + (- \cos(\phi) + \sin(2\phi) \sin(\theta) \cos(\theta)) \hat{\theta}. \tag{59}
$$

As the exact solution is unknown, we again use successively refined solutions to compute the errors. The resulting convergence plots, shown in Figure 8 for $N_{\phi} = 2^7$ and $N_{\theta} = 140$, demonstrate that all the quantities converge rapidly as $N_e$ is varied. We remark that this strategy can be easily generalized to surfaces with non-constant curvature, provided a computational domain with a complete basis can be found.

4.3 The Navier–Stokes System

We now briefly describe how the approaches developed for Stokes equation in Subsections 4.1 and 4.2 can be extended to the Navier–Stokes problem. The key insight is that using a multi-step method for discretizing the time derivative yields a sequence of iterative Stokes equations, somewhat akin to our approach for solving the heat equation in Section 3.

Consider the Navier–Stokes system

$$
\begin{aligned}
\begin{cases}
\dot{u}_t + (u \cdot \nabla) u &= -\nabla p + \Delta u + f, & \text{for } x \in \Omega, t > 0, \\
\nabla \cdot u &= 0, & \text{for } x \in \Omega, t > 0, \\
\dot{u} &= g, & \text{for } x \in \partial \Omega, t > 0, \\
u(0,x) &= u_0(x), & \text{for } x \in \Omega.
\end{cases}
\end{aligned} \tag{60}
$$
Figure 9: Convergence plots for the solutions $u_1$, $u_2$ and $p$ to the Navier–Stokes test problems on the domain shown in Figure 5(a). All the unknowns appear to converge exponentially at $O(a^{N_e})$; the corresponding best-fit values of $a$ are shown for the different norms.
We again use the BDF-4 scheme to discretize the time-derivative. However, the nonlinear advection term in the momentum equation makes a fully implicit solver hard to implement. Instead, we treat this term explicitly; specifically, we have, following \cite{26},

\begin{align}
(1 - 12(\Delta t)/25) u^{n+1} + \left(\frac{12(\Delta t)}{25}\right) \nabla p^{n+1} &= \frac{48u^n - 36u^{n-1} + 16u^{n-2} - 3u^{n-3}}{25} + \\
\left(\frac{12(\Delta t)}{25}\right) (f^{n+1} - 4(u^n \cdot \nabla)u^n + 6(u^{n-1} \cdot \nabla)u^{n-1} - 4(u^{n-2} \cdot \nabla)u^{n-2} + (u^{n-3} \cdot \nabla)u^{n-3}) .
\end{align}

Together with the incompressibility and boundary constraints

\begin{align}
\begin{cases}
\nabla \cdot u^{n+1} = 0, & \text{for } x \in \Omega, \\
u^{n+1} = g^{n+1}, & \text{for } x \in \partial \Omega,
\end{cases}
\end{align}

each iteration simply requires solving (32) with \( L = 1 - \frac{12(\Delta t)}{25} \Delta \); this operator is invertible on \( \Pi \) so we do not need to account for a non-trivial null space. The backward Euler scheme is employed for the first few time-steps to initialize the iterative procedure.

We test our technique on the domain shown in Figure 5(a) by varying the forcing and boundary conditions. We again use the BDF-4 scheme to discretize the time-derivative. However, the nonlinear advection term makes a fully implicit solver hard to implement. Instead, we treat this term explicitly; specifically, we have, following \cite{26},

\begin{align}
\begin{cases}
\nabla \cdot u = 0, & \text{for } x \in \Omega, t > 0, \\
u = 0, & \text{for } x \in \partial \Omega, t > 0, \\
\int_0^t u_t \, dt = q, & \text{at } x = 0,
\end{cases}
\end{align}

with the same initial condition as (64). The problem is solved for \( q = 1 \) up to \( T = 1 \) with \( \Delta t = 4 \times 10^{-5} \) throughout and \( N_x = 256 \) and \( N_y = 190 \). The error plots, displayed in Figure 10(b), again exhibit exponential convergence, albeit at a much slower rate compared to Figure 10(a).
Figure 10: Convergence plots for the solutions $u_1$, $u_2$ and $p$ to the Navier–Stokes test problems on the domain studied in (50). All the unknowns appear to converge exponentially at $O(a^{N_e})$ with the corresponding best-fit values of $a$ shown for the different norms.
5 Viscoelastic Fluid Models

In this section, we apply our technique to solve a simple viscoelastic fluid flow problem. Such models typically consist of a pair of coupled systems describing the viscous and polymeric parts of the fluid. Numerical methods for such systems combine a Newtonian fluid solver with a scheme for the polymeric constitutive equations. Our effective techniques for viscous fluids, described in Section 4, then only need to be combined with an appropriate treatment for the polymeric components to yield efficient methods for this class of problems.

The constitutive equations for viscoelastic fluids describe the evolution of the polymeric stresses \( \tau_p(t, x) \). Given the Weissenberg number \( \text{Wi} \) (with units of time) and polymeric viscosity \( \nu_p \), the Oldroyd–B model prescribes

\[
\partial_t \tau_p + (\mathbf{u} \cdot \nabla) \tau_p = (\nabla \mathbf{u}) \tau_p + \tau_p (\nabla \mathbf{u})^T + \frac{1}{\text{Wi}} (\nu_p \dot{\gamma} - \tau_p),
\]

(66)

where \( \dot{\gamma} = \nabla \mathbf{u} + (\nabla \mathbf{u})^T \) is the rate of strain tensor and \( (\nabla \mathbf{u})_{ij} = \partial_{x_j} u_i \). In the low Reynolds number regime, the fluid can be assumed to adjust instantaneously to changes in the polymeric stresses, in which case it can be modeled by the incompressible Stokes equation

\[
\begin{aligned}
-\nu_s \Delta \mathbf{u} + \nabla p &= \nabla \cdot \tau_p, \\
\nabla \cdot \mathbf{u} &= 0,
\end{aligned}
\]

(67)

where \( \nu_s \) is the solvent viscosity. Together with boundary and initial conditions, this provides a closed model of a viscoelastic fluid.

This system is conventionally re-formulated in terms of the non-dimensional conformation tensor \( \mathbf{\sigma}(t, x) \), which is defined by

\[
\mathbf{\sigma} = \frac{\text{Wi}}{\nu_p} \tau_p + \mathbf{I},
\]

(68)

where \( \mathbf{I} \) is the identity matrix. Choosing typical length and velocity scales \( X \) and \( U \) respectively and defining

\[
\tilde{x} = \frac{x}{X}, \quad \mathbf{v} = \frac{u}{U}
\]

(69)

allows us to re-write (66) as

\[
\partial_t \mathbf{\sigma} + (\mathbf{v} \cdot \nabla) \mathbf{\sigma} = (\nabla \mathbf{v}) \mathbf{\sigma} + \mathbf{\sigma} (\nabla \mathbf{v})^T + \frac{1}{\lambda} (\mathbf{I} - \mathbf{\sigma}),
\]

(70)

and (67) as

\[
\begin{aligned}
-\tilde{\Delta} \mathbf{v} + \nabla P &= \xi \nabla \cdot \mathbf{\sigma}, \\
\nabla \cdot \mathbf{v} &= 0.
\end{aligned}
\]

(71)

Here, \( \lambda = \left( \frac{U}{X} \right) \text{Wi} \) and \( \xi = \lambda^{-1} \left( \frac{\nu_s}{\nu_p} \right) \) are dimensionless quantities, and \( \tilde{t} = t \left( \frac{U}{X} \right) \) and \( P = p \left( \frac{X}{U \nu_s} \right) \) are appropriate rescalings of time and pressure respectively.

By definition, the conformation tensor is required to be positive semi-definite for all time. Evolving numerically, however, leads invariably to the introduction of round-off and discretization errors that destroy this structure. To maintain this property, several re-formulations of the tensor evolution equation have been proposed. The more popular among these are the log-conformation representation of \([27, 28]\) and the square-root approach pioneered in \([29]\). The former is specifically designed to avoid the exponential build-up due to the deformative terms in (70), hence eliminating a mechanism that may trigger the high Weissenberg number problem (HWNP). While our technique is well-suited to both, we have opted for the square-root formulation in the results shown here due to the computational advantages it offers, and also because this choice permits a direct comparison with the results in \([30]\).
The square-root approach requires that, instead of (70), one evolve the square-root $\mathbf{b} = \sqrt{\mathbf{\sigma}}$ of the conformation tensor, leading to

$$\partial_t \mathbf{b} + \left( \mathbf{v} \cdot \nabla \right) \mathbf{b} = \mathbf{b} \left( \nabla \mathbf{v} \right)^T + \mathbf{a} \mathbf{b} + \frac{1}{2\lambda} \left( (\mathbf{b}^T)^{-1} - \mathbf{b} \right),$$

where $\mathbf{a}$ is any anti-symmetric matrix. By choosing $\mathbf{a}$ carefully, it can in addition be guaranteed that $\mathbf{b}$ evolves so it remains a symmetric matrix, assuming it starts off as one, leading to significant savings in computational time and effort.

We first consider the issues arising from the temporal discretization of (72). Despite the abundance of terms depending linearly on $\mathbf{b}$, the presence of velocity terms that change with time makes it prohibitive to treat most of the terms implicitly. We opt for the extrapolated-BDF-3 method, which is a three-step explicit scheme with the same memory and computational requirements as the Adams–Bashforth-3 method, with the added advantage of being monotonicity-preserving, assuming that it is initialized using the forward Euler method. Among other properties, this confers total variation bounded (TVB) and positivity properties to our technique, and helps avoid introducing spurious oscillations that may manifest as undershoots and overshoots. We define

$$\mathbf{F}(\mathbf{b}, \mathbf{v}) = - \left( \mathbf{v} \cdot \nabla \right) \mathbf{b} + \mathbf{b} \left( \nabla \mathbf{v} \right)^T + \mathbf{a} \mathbf{b} + \frac{1}{2\lambda} \left( (\mathbf{b}^T)^{-1} - \mathbf{b} \right),$$

so the time-stepping routine reads

$$\mathbf{b}^{n+1} = \frac{18\mathbf{b}^n - 9\mathbf{b}^{n-1} + 2\mathbf{b}^{n-2}}{11} + \left( \frac{6\Delta t}{11} \right) \left( 3\mathbf{F}(\mathbf{b}^n, \mathbf{v}^n) - 3\mathbf{F}(\mathbf{b}^{n-1}, \mathbf{v}^{n-1}) + \mathbf{F}(\mathbf{b}^{n-2}, \mathbf{v}^{n-2}) \right).$$

This scheme can also be seen to be motivated by the IMEX approach employed in (61), except that all terms are treated explicitly. We prefer the three-step scheme over the four-step version for the results presented here because it poses less severe time-step restrictions with no discernible loss of accuracy.

Evaluating (74) at each time step requires that we be able to calculate all the terms in (73). In particular, the computation of the partial derivatives of the components of $\mathbf{b}$ in the advection term in (73) demands careful treatment as their values may only be known on an irregular domain $\Omega$. Taking our cue from the ideas underlying the PE method, we express all components of $\mathbf{b}$ in terms of a finite-dimensional basis on a larger computational domain $\Pi$, in essence computing their smooth extensions, and use the expansions to perform the necessary numerical operations. The coefficients $\beta = \left( \beta^{(m)}_{j} \right)_{m \in \mathcal{M}, j \in \mathcal{J}}$ of the expansions are chosen by minimizing the objective function

$$H(\beta) = \sum_{m \in \mathcal{M}} \left\| \sum_{j \in \mathcal{J}} \beta^{(m)}_{j} \eta_{j} - b^{(m)} \right\|^{2}_{L^{2}(\Omega)},$$

where $\left( b^{(m)} \right)_{m \in \mathcal{M}} = \mathbf{b}$, and $\left\{ \eta_{j} \right\}_{j \in \mathcal{J}}$ is an appropriate basis on $\Pi$. Barring any additional constraints, this basis can be chosen to be the same as the pressure basis constructed in Subsection 4.2 without discounting the constant function. As a result, we do not need to develop any additional tools, and can simply re-use the machinery assembled for solving the associated Stokes system (71). This additional projection is also helpful in avoiding the build-up of large gradients across boundaries due to the non-physicality of the computed solutions outside $\Omega$, and echoes the stepwise re-extension procedure employed in [30].

We test this methodology by solving the benchmark problem of Stokes–Oldroyd–B flow past a circular obstacle. The channel is chosen to be an elongated version of the one studied in problem (50). We define $\Omega = ((-6\pi, 6\pi) \times (-2, 2)) - B_{1}(0, 0)$ and take $C = (-6\pi, 6\pi) \times (-2, 2)$ to be the computational domain. We identify $x = -6\pi$ and $x = 6\pi$, so the channel is again assumed to be periodic in $x$, and apply no-slip boundary conditions at $y = \pm 2$ and at the walls of the circular obstacle. A similar flow-rate condition $\int_{-2}^{2} u_{1} \, dy = q$ is also enforced at $x = -6\pi$, with an additional constant forcing term $\alpha (0, 0)$ included to act as a Lagrange multiplier to enforce this flow. As there is no inflow across any portion of the boundary at any time, i.e.,

$$\partial \Omega_{\text{in}}(t) = \{ x \in \partial \Omega : \mathbf{u}(t, x) \cdot \mathbf{n}(x) < 0 \} = \{ \},$$
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Figure 11: (a) The $xx$ component of the polymeric stress tensor $\tau_p$ for $Wi = 0.1$, shown at $t = 3$ for $-2 \leq x \leq 2$; the values are clearly maximized at the boundaries. (b) The tensor values from (a) interpolated to the circular boundary, with $\theta = 0$ denoting the point at the center of the channel upstream of the obstacle. (c) The evolution of the drag coefficient computed using both the boundary integral (77) and bulk integral (78) approaches. Both techniques appear to agree broadly, with steady state achieved around $t = 2$. Zooming in, however, it can be seen that the bulk integral values are less oscillatory, hinting at the robustness of this approach. (d) The errors in the imposition of the no-slip and flow-rate conditions. While the latter is enforced fairly accurately, the no-slip constraints at the circular boundary leave a lot to be desired.
we do not need to prescribe boundary conditions for the polymeric stresses. At \( t = 0 \), we set \( \mathbf{\tau}_p = \mathbf{0} \) for all \( \mathbf{x} \in \Omega \).

For our experiments, we set \( \nu_s = 0.59, \nu_p = 0.41, R = 1 \) and \( q = 4 \). The length and velocity scales in \( \text{(69)} \) are taken to be \( X = 1 \) (the radius of the disc) and \( U = q/4 = 1 \) (the average velocity across any vertical cross-section). The corresponding \( \lambda \) then matches the definition of the non-dimensional Weissenberg number as used, e.g., in \([28,32]\). The problem is solved till steady state is achieved, typically around \( t = 20\text{Wi} \), at which point we compute the drag coefficient \( C_D \) around the disc in two ways. Using the definition

\[
C_D = \int_{\partial B_1(0,0)} \hat{x} \cdot \left( \alpha (\hat{x} \otimes \hat{x}) + \mathbf{\tau}_p - p\mathbf{I} + \nu_s \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right) \cdot \mathbf{n} \, ds \tag{77}
\]

provides one obvious route: interpolate all the terms in the integrand at the boundary and use the trapezoid rule to approximate \( \text{(77)} \). Our use of modal expansions reduces the task of interpolation to one of mere evaluation at the boundary nodes, considerably simplifying the task. The alternate method is obtained through the application of the divergence theorem to \( \text{(77)} \), yielding

\[
C_D = \int_{B_1(0,0)} \text{div} \left( \hat{x} \cdot \left( \alpha (\hat{x} \otimes \hat{x}) + \mathbf{\tau}_p - p\mathbf{I} + \nu_s \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right) \right) \right) \, dA. \tag{78}
\]

The integrand can be read as the \( x \)-component of the divergence of the momentum current tensor. Conservation of momentum requires that this expression vanish identically on \( \Omega \) (hence yielding the \( x \)-component of the Stokes equations \( \text{(67)} \)); however, the integral in \( \text{(78)} \) is over the interior of the obstacle, which is not part of \( \Omega \), and hence may be non-zero. As our technique computes highly accurate extensions of all the terms in this integral, we can apply this procedure as well to compute the drag coefficient without any significant additional effort.

We used the time-step \( \Delta t = 2.5 \times 10^{-3} \) for both the BDF and forward Euler steps, and set \( N_x = 768 \) and \( N_y = 120 \) as the grid parameters; this is coarser than the grid used for the Stokes and Navier–Stokes results in the earlier sections and is necessitated by the much longer channel required by this test. The highest frequencies of the extension functions were set at \((N_{c,x}, N_{c,y}) = (240, 40)\).

The results for \( \text{Wi} = \lambda = 0.1 \) are shown in Figure \([11]\). The \( xx \) component of the polymeric stress is correctly maximized at the boundary, as noted by \([28,32]\). In addition, the trace of \( \mathbf{\tau}_{p,xx} \) at the circular boundary is in close agreement with the benchmark results. The evolution of the drag coefficient values, calculated using both the boundary integral \( \text{(77)} \) and the bulk integral \( \text{(78)} \), are shown in Figure \([11(c)]\) for \( 0 \leq t \leq 3 \). Both approaches largely agree, indicating that steady state sets in at around \( t = 2 \). Focusing on the evolution further, however, reveals some oscillations, more so in the values obtained from \( \text{(77)} \). The more robust method \( \text{(78)} \) yields \( C_D = 130.3638 \) at \( t = 3 \), which is in excellent agreement with earlier results \([28,32]\).

To understand the origins of this oscillatory behavior, we assess the accuracy with which the no-slip and flow-rate conditions are satisfied. In Figure \([11(d)]\) it can be seen that the latter constraint is met fairly accurately. On the other hand, the traces of both velocity components at the circular boundary increase in magnitude with time and, by the end, are quite large. In general, we have observed that boundary errors are a good indicator of the \( L^\infty \) errors on the entire domain. The sizes of these errors suggest that our particular choices of discretization parameters provide only passable accuracy and are responsible to a large extent for the fluctuating behavior in Figure \([11(c)]\). Nevertheless, the results obtained for Stokes and Navier–Stokes equations on similar domains give us good reason to be confident that, with minor modifications in our implementation, more accurate solutions can be computed for this problem too. Our current results can be seen as furnishing a proof of concept, in that our treatment of the conformation tensor yields solutions that are in good agreement with those obtained from more computationally intensive techniques.

6 Conclusion

In this paper, we have introduced an approach that yields spectrally accurate solutions to various PDEs on complex geometries. The technique fundamentally relies on the insight that functions can be, in principle, extended arbitrarily smoothly to more regular computational domains. Our method then searches for an extension in a finite dimensional space, ensuring the faithfulness of the equation and the boundary conditions by minimizing an objective function. By treating only the linear parts of the PDE implicitly and handling
any nonlinear components explicitly, the minimization reduces to a simple linear least squares problem. As the dimension of the projection space is increased, the growth in its descriptive power enables highly accurate solutions to be computed for fairly challenging problems on a wide array of domains.

Our approach permits two formulations: the first explicitly extends the forcing terms while the second one seeks to do the same to the solution directly. While the two are equivalent if the extension functions are eigenfunctions of the differential operator, in a more general setting, they both have particular strengths. The forcing extension framework allows for, in principle, non-differentiable functions to be used as extension functions, e.g., piecewise polynomials. The solution extension approach, in contrast, requires the extension functions to possess some minimal regularity but is significantly easier to set up for incompressible fluid problems, and makes even daunting problems such as fluid flow on curved domains tractable.

On top of these advantages, our method is demonstrably stable under iterative application, which is a crucial requirement for solving time dependent problems. This is a consequence of the fact that our extension methodology relies only on the values on the physical domain and does not carry forward the non-physical values to the following steps. This is a significant improvement on the SFE approach which implicitly makes use of the non-physical values while applying the regularity constraints. Moreover, that technique requires these conditions to be imposed at boundary nodes, with the higher order constraints necessarily requiring normal vectors to be associated with each node. In cases where the boundary is rough and unsymmetrical, choosing these vectors is far from obvious. The PE technique, on the other hand, is completely free of these shortcomings, with its reliance on the trapezoid rule for boundary integrals leading increased accuracy. In addition, the linear systems are much easier and faster to set up than for the SFE technique as we make use of the full extension functions instead of truncating them to the extension domain and applying the inverse differential operators.

Our technique also shows promise for viscoelastic problems. A rudimentary application of our approach allows us to compute the velocity and stress profiles for a benchmark problem with adequate accuracy, with the drag coefficient values agreeing very well with the results in the literature. A more careful treatment is required to ensure greater accuracy and to permit the computation of viscoelastic flow at higher Weissenberg numbers. The most severe bottleneck in our approach is the highly taxing memory requirement due to the large number of nodes in the long discretized channel. Overcoming this impediment requires taking advantage of the structure of the domain: as most of it is composed essentially of a long rectangular channel, it is reasonable to partition it into multiple components and apply our technique locally. This would, in turn, entail replacing the Fourier basis in the $x$-direction by a more flexible polynomial basis and handling communication across the element boundaries. We anticipate further savings in memory and computational requirements by specifically tailoring the QR decomposition to our problem. Finally, we are confident that allaying our ideas with the log-conformation formulation of the tensor evolution will lead to stable and accurate solutions to viscoelastic flow at higher Weissenberg numbers.
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