Inverse Estimation Method of Material Randomness Using Observation
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Abstract: This study proposes a method for inversely estimating the spatial distribution characteristic of a material’s elastic modulus using the measured value of the observation data and the distance between the measurement points. The structural factors in the structural system possess temporal and spatial randomness. One of the representative structural factors, the material’s elastic modulus, possesses temporal and spatial randomness in the stiffness of the plate structure. The structural factors with randomness are typically modeled as having a certain probability distribution (probability density function) and a probability characteristic (mean and standard deviation). However, this method does not consider spatial randomness. Even if considered, the existing method presents limitations because it does not know the randomness of the actual material. To overcome the limitations, we propose a method to numerically define the spatial randomness of the material’s elastic modulus and confirm factors such as response variability and response variance.
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1. Introduction

Research toward the development and incorporation of new building materials in modern engineering structures in order to meet sustainability goals has gathered substantial attention in recent years. Various new cement-based composites have been investigated including lightweight materials (foamed concrete and lightweight aggregates concretes) [1], pervious concretes [2], nano-modified, and self-cleaning materials [3,4]. However, due to the relatively higher production costs of modern building materials than in the case of conventional ones, it is still imperative to find a solution to support the simulating techniques and their accuracy toward decreasing the number of site trials, thus reducing the costs and environmental impact of material.

In general, structural material analysis can be classified into a deterministic or a probabilistic method [5]. The deterministic method uses finite element analysis (FEA) considering the material properties, geometry, and forces. In other words, the various internal and external factors that can exist in a structure are represented by constants. However, these factors are all assumptions, and in the case of actual structures, it would be more reasonable to assume that the factors have different values depending on the position vector in the structural domain.

The probabilistic method assumes that the structure possesses arbitrary material properties, loads, and geometries, and generates a random sample with some statistical characteristics. A deterministic FEA is repeatedly performed on the generated samples to obtain the characteristic behavior of
the structure [6,7]. Structural uncertainty, in terms of numerical considerations, can be classified as intrinsic, measurement, and statistical uncertainty, or uncertainty in the mathematical model [8,9]. In each case, the measurement uncertainty is that involved in establishing uncertainty factors through experiments. Experimental and statistical uncertainty is that obtained due to the lack of data due to limited time and space information. Uncertainty in the mathematical model implies uncertainty due to the difference between the actual model of the uncertainty coefficient and the simulated mathematical model. Intrinsic uncertainty is an uncertainty in the structural material, geometric factors expressing the shape of structures, and applied loads [10,11]. These uncertainties are generally considered, both in the actual behavior of the structure and in the reliability analysis. Among them, the stochastic finite element method (SFEM) is mainly focused on the intrinsic uncertainty with the greatest influence. SFEM is a combination of a stochastic method and FEM. The purpose of SFEM is to estimate the uncertain response variation of the structure with respect to the spatial and temporal randomness of the factors in the structural system [12,13]. SFEM is divided into statistical and non-statistical methods in terms of analytical methodology.

There are many analytical methods such as the K-L Expansion [14], Polynomial Chaos Expansion [15], perturbation methods [16], and the weighted integration method that is based on non-statistical methods [17–22]. However, the non-statistical method is mainly based on the first-order expansion or the second-order series expansion for the main variables and is applicable only when the coefficient of variation (COV) of the stochastic fields is low [23]. In fact, when COV (=σ/μ) of the stochastic field is large, it is accurate and shows a significant difference from the Monte-Carlo simulation (MCS).

The MCS, which is a representative statistical method, has the advantage of providing a solution to most stochastic problems. However, to obtain a MCS with high efficiency and accuracy, a proper algorithm and considerable time is also required for analysis. This study focuses on estimating the spatial randomness of materials through observation (partial elastic modulus) and overcoming the limitations of the existing statistical methods. For this purpose, a method to numerically define the spatial randomness of the material’s elastic modulus was proposed, and the obtained results were demonstrated using factors such as response variability and response variance.

2. Disadvantage of Current Statistical Methods

2.1. Statistical Methods without Considering Spatial Randomness

In the current statistical method, the target random variable, which is the elastic modulus, is assumed to be a normal distribution (N(μ, σ)). In this case, a random process satisfying a specific normal distribution is generated as a pseudo time process (here, the random variable satisfies r_t = r(t), t ∈ (0, T) and an analysis is performed for generated N constant to satisfy the normal distribution (N(μ, σ)).

However, as shown in Figure 1, the factor of the actual material’s elastic modulus does not have the same value according to the position vector. Therefore, the current method of using a constant field is different from the actual material, and a random sample of the statistical method should satisfy both functions simultaneously.

![Figure 1](image-url)  
*Figure 1. Different elastic modulus in different positions due to material heterogeneity.*
2.2. Statistical Methods Considering Spatial Randomness

The spatial randomness distribution of the uncertainty factor is represented by \( f(x) \) in the stochastic field function, stochastic field \( f(x_i) \), and at any point \( x_i \in \Omega_{str} \), belonging to the structural domain \( \Omega_{str} \), which must satisfy the probability density function (PDF). At the same time, it must also satisfy the spectral density function (SDF) (or autocorrelation function) representing the aspect existing in the structural domain [24]. Even in the case of a stochastic field with the same mean and standard deviation, the actual shape of the stochastic field can exist in various forms \( (\mu^k = \mu^k) \). This variance is due to the characteristics of the stochastic field based on the ensemble concept, which is a statistical characteristic in a direction orthogonal to the stochastic plane.

In general, the distribution characteristic of the stochastic field is determined by the correlation distance. The stochastic field can have two extreme conditions: \( f(x; d = 0) \) and \( f(x; d = \infty) \). In the former case, the stochastic field appears in the form of a white noise field and contains all the theoretically possible spectra. In the latter, the stochastic field is a constant field with one value, which is called the random variable state [25]. For example, \( d \) is infinite when spatial randomness is not taken into consideration.

The distribution of the stochastic field using the correlation distance can simulate (imitate) the spatial randomness of the material. However, it is difficult to determine the spatial randomness of the actual material with this approach. Various methods are available to compute the elastic modulus of concrete, but the spatial randomness is difficult to identify. To investigate the spatial randomness of a target objective, the stochastic field with a correlation distance \( (d) \) ranging from zero to infinity needs to be generated. In addition, this spatial characteristic can be examined by the COV trend obtained from the Monte-Carlo simulation, as shown in Figure 2 [26,27].

![Figure 2](image_url)

**Figure 2.** The schematic of the response variability according to the correlation distance \( (d) \).

However, since the actual correlation distance \( (d) \) of the target elastic modulus cannot be known, the exact result is unknown (which is not a meaningful result). Therefore, we aimed to overcome the problem (disadvantages) of the existing statistical methods.

2.3. Objective and Methods

In this study, we proposed a method of inversely estimating the correlation distance using the observed values and the distance between the observation points. In particular, the population can be predicted using some samples. Then, the obtained real correlation distance \( d_1 \) from the population.
is compared with the \( d_2 \) (predicted from samples). Once the correlation distance of the actual material is found using the proposed method, the exact behavior of structures by the actual material can be described instead of using the tendency of COV. The process is described in the following three steps. First, generate the stochastic field using the spectral representation method \([28, 29]\). The purpose of creating a sample by applying the algorithm is because the exact \( d \) value corresponding to the samples through the algorithm is known. If the proposed inverse estimation method correctly traces \( d \), it starts from the assumption that some data of the actual structure can be used to obtain an actual \( d \) corresponding to the structure. Second, we assumed values at some locations to be used as sample data, as shown in Figure 3, and compared the estimated correlation distance (using only some observation) and the correlation distance of the stochastic field. Third, the probability characteristics are obtained using the Bayesian method. This is a method of obtaining new probability characteristics (posterior) by updating the prior probability characteristics based on new test data \([30]\).

![Figure 3. Observation in the stochastic field with spatial randomness.](image)

### 3. Investigation Procedures and Their Examples

#### 3.1. Consideration Method of Spatial Randomness of Material’s Elastic Modulus

For every real-valued 2D-1V homogeneous stochastic field \( f_0(x_1, x_2) \) with the mean value equal to zero and a bi-quadrant SDF as \( G_{f_0f_0}(\kappa_1, \kappa_2) \), two mutually orthogonal real processes \( u(\kappa_1, \kappa_2) \) and \( v(\kappa_1, \kappa_2) \) with orthogonal increments \( du(\kappa_1, \kappa_2) \) and \( dv(\kappa_1, \kappa_2) \) can be assigned so that:

\[
f_0(x_1, x_2) = \int_{-\infty}^{\infty} \left[ \cos(\kappa_1 x_1 + \kappa_2 x_2) du(\kappa_1, \kappa_2) + \sin(\kappa_1 x_1 + \kappa_2 x_2) dv(\kappa_1, \kappa_2) \right] \tag{1}
\]

\[
E(x, y) = \bar{E}(1 + f_i(x, y)) \tag{2}
\]

\[
R(\xi_1, \xi_2) = \sigma_0^2 \exp\left\{ -\left( \frac{\Delta \xi_1}{d_1} \right)^2 - \left( \frac{\Delta \xi_2}{d_2} \right)^2 \right\} \tag{3}
\]

In the generation of homogeneous random fields, the spectral representation method \([31–33]\) can be employed, which takes advantage of fast Fourier transform. In the random fields of elastic modulus, the stiffness of the elastic modulus is assumed to be homogeneous Gaussian and represented by Equation (2), where \( E \) is the mean value of the elastic modulus and \( f_i(x, y) \) is a homogeneous random field. The auto-correlation functions for the respective random field \( f_i(x, y) \) are assumed by Equation (3) \([34]\). In the spectral representation scheme, the numerical generation of a homogeneous
uni-variate i-th random sample \( f_i(x, y) \) with a zero mean in two dimensions can be generated via the summation of the cosine functions, as shown in Equation (4) [35,36].

\[
f_i(x, y) = \sqrt{2} \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} A_{n_1n_2} \cos \left( \kappa_{1n_1} x + \kappa_{2n_2} y + \Phi_{n_1n_2}^{(1)} \right) + \tilde{A}_{n_1n_2} \cos \left( \kappa_{1n_1} x - \kappa_{2n_2} y + \Phi_{n_1n_2}^{(2)} \right)
\]

(4)

\[
A_{n_1n_2} = \sqrt{2S_{f_1f_0}(\kappa_{1n_1}, \kappa_{2n_2})} \Delta \kappa_1 \Delta \kappa_2, \quad \tilde{A}_{n_1n_2} = \sqrt{2S_{f_1f_0}(\kappa_{1n_1}, -\kappa_{2n_2})} \Delta \kappa_1 \Delta \kappa_2
\]

(5)

\[
\kappa_{1n_1} = n_1 \Delta \kappa_1; \quad \kappa_{2n_2} = n_2 \Delta \kappa_2 \quad \Delta \kappa_1 = \kappa_{1u}/N_1; \quad \Delta \kappa_2 = \kappa_{2u}/N_2
\]

(6)

Since the uniform random phase angle \( \Phi_{n_1n_2} \) in Equation (4) is determined depending on \( n_1 \) and \( n_2 \), it needs to generate two folds of \( N_1 \times N_2 \) number of values in the range of \([0, 2\pi]\). The upper cut-off limit of wave numbers \( \kappa_{1u}, \kappa_{2u} \) in the SDF \( S_{f_1f_0}(\kappa_1, \kappa_1) \) can be determined by:

\[
\int_0^{\kappa_{1u}} \int_{-\kappa_{2u}}^{\kappa_{2u}} S_{f_1f_0}(\kappa_1, \kappa_2) d\kappa_1 d\kappa_2 = (1-\varepsilon) \int_0^{\infty} \int_{-\infty}^{\infty} S_{f_1f_0}(\kappa_1, \kappa_2) d\kappa_1 d\kappa_2
\]

(7)

where \( \varepsilon \) is set to be 0.001(0.1\%) in the numerical generation.

In the basic spectral representation method, as shown in Figure 4, 2D-1V can be expressed as a stochastic field, depending on the mean, standard deviation, and the correlation distance between variables [37].

![Figure 4](image)

**Figure 4.** Stochastic field (2D-1V): (a) \( d = 1.0 \); (b) \( d = 5.0 \); (c) \( d = 10.0 \); (d) \( d = 50.0 \).

### 3.2. Bayesian Method

Bayesian inference is a method of statistical inference in which Bayes’ theorem is used to update the probability for a hypothesis as more evidence or information becomes available. Bayesian inference is an important technique in statistics, especially in mathematical statistics. Bayesian updating is particularly important in the dynamic analysis of a sequence of data.
Bayesian inference derives the posterior probability as a consequence of two antecedents: a prior probability and a “likelihood function” derived from a statistical model for the observed data. Bayesian inference computes the posterior probability according to Bayes’ theorem:

\[ p(\theta|\text{data}) \propto p(\text{data}|\theta) \times p(\theta) \]  

where \( \theta \) stands for any hypothesis whose probability may be affected by data (called evidence below) \cite{38,39}. Often, there are competing hypotheses, and the task is to determine which is the most probable. \( p(\theta) \), the prior probability, is the estimate of the probability of the hypothesis \( \theta \) before the “data,” the current evidence, is observed. The evidence “data” corresponds to new data that was not used in computing the prior probability.

\( p(\theta|\text{data}) \), the posterior probability, is the probability of \( \theta \) given “data”, after the “data” are observed. This is what we want to know: the probability of a hypothesis given the observed evidence. \( p(\text{data}|\theta) \) is the probability of observing “data” given \( \theta \), and is called the likelihood. The likelihood function is a function of the evidence, data, while the posterior probability is a function of the hypothesis, \( \theta \) and can be expressed by the process as shown in Figure 3 \cite{40}.

\[ p(\mu, \sigma^2) \propto \sigma^{-1} \left( \sigma^2 \right)^{-(n/2+1)} \exp \left[ -\frac{1}{2\sigma^2} \left( v_0 \sigma_0^2 + \kappa_0 (\mu - \mu_0)^2 \right) \right] \]  

where \( \mu_0 \), \( \mu_n \) denotes the prior/posterior mean, \( \sigma_0 \), \( \sigma_n \) denotes the prior/posterior standard deviation, and \( v_0 \), \( v_n \) denotes the prior/posterior degree of freedom. Similarly, \( \overline{y} \), \( s \), and \( n \) are the test mean, test standard deviation, and test count, respectively, where \( s^2 = \left( (y_1 - \overline{y})^2 + \cdots + (y_n - \overline{y})^2 \right) / n \).

3.3. Consideration of Inverse Estimation (Prediction) Method

For visualization purposes, we considered only 1-axis direction (\( y = \text{constant or } x = \text{constant} \)) of the 2D-1V stochastic field \( f_0(x) \), as shown in Figure 5a. The method of estimating the correlation distance, expressing the spatial distribution state, is as follows \cite{42}. First, within the stochastic field, each random variable has an irregular value. Second, the difference in value between two consecutive random variables also has an irregular value, but when \( d = 1 \), it will be larger than \( d = 10 \). Similarly, as shown in Figure 5c, it is assumed that the non-continuous random variables are also the same. Third, if the two random variables are equal in length, the maximum difference of the value will be similar in the stochastic field, regardless of the position.
In this study, the main objective was to find the coefficient (=d) representing the spatial randomness of the elastic modulus using experimental data (=observation) obtained by measuring specific parts of actual samples. However, it is not easy to accurately determine the spatial randomness of material through the measurement of the actual material. This is because there is almost no observed data of the actual structure. Therefore, as mentioned in Section 2, the population was predicted using some samples. Then, we compared the obtained real correlation distance $d_1$ from the population with the $d_2$ predicted from samples. We simulated the samples through an algorithm that knows the correlation distance (d) value correctly. The process is described below.

First, as shown in Figure 6, 3000 stochastic fields are generated. Then, 100 out of the 3000 stochastic fields are selected, and the user arbitrarily determines a specific position of the stochastic field, and random variables at that position are collected. At this time, it is assumed that generated stochastic fields (of 3000) are the population measured using a relatively small number of samples (100 samples in this study). In addition, the collected data are assumed as the observation data. Third, the correlation distance is estimated using the collection of data and the Bayesian method; and the statistical characteristics ($\mu, \sigma$) are obtained. Finally, the statistical characteristics of 3000 stochastic
fields are compared with the updated statistical characteristics (and to compare the actual field $d_1$ with estimated $d_2$). To verify the performance of the prediction, five cases with different conditions ($d = 1, 5, 10, 20, 50$) were selected and examined.

![Figure 6. Procedures for estimation (sampling method).](image)

The spatial randomness of the elastic modulus of the target material can be expressed by Equation (2) by applying the spectral representation method to generate stochastic fields $f_i(x, y)$ of 2D-1V. Here, it was assumed that $f_i(x, y)$ had a mean value of 0, a standard deviation of 0.1, and the probability density was assumed to be a normal distribution. $E(=1.0)$ denotes the mean modulus of elasticity and $i$ (1~3000) denotes the number of stochastic fields. Then, we assumed the randomness of the elastic modulus using Equation (2).

The total number of element $e$ of sample fields was 60 elements in the x-direction and 20 elements in the y-direction, as shown in Figure 7a. However, we did not know the number of elements of actual material. Therefore, the correlation distance could be found without knowing the number of elements as shown in Figure 7b, Table 1, summarizes the measured values in Figure 7a.

![Figure 7. Design domain elements: (a) actual material 1200 elements; (b) estimated material 6000 elements.](image)
Table 1. Observation data at the distance (= 0.5) per correlation distance.

|                  | d = 1   | d = 5   | d = 10  | d = 20  | d = 50  |
|------------------|---------|---------|---------|---------|---------|
| Point 1          | 0.2211  | 0.0599  | 0.0282  | 0.0119  | 0.0046  |
| Point 2          | 0.1745  | 0.0640  | 0.0271  | 0.0117  | 0.0047  |
| Point 3          | 0.2241  | 0.0488  | 0.0282  | 0.0118  | 0.0055  |
| Point 4          | 0.1631  | 0.0442  | 0.0277  | 0.0116  | 0.0055  |
| Point 5          | 0.1832  | 0.0543  | 0.0275  | 0.0117  | 0.0050  |

4.2. Results

Part (a) in Figures 8–12 are the stochastic fields composed of material homogeneity (d = 1, 5, 10, 20, 50). These five observation points are assumed to be material samples. The total population was assumed to be 3000, and the design was made so that the true value (elastic modulus) had a mean of 1.0 and a standard deviation of 0.1. The prior probability was assumed to be unknown, with a mean of 0.8 and a standard deviation of 0.2. A total of 100 out of 3000 stochastic fields were chosen continuously from arbitrary positions, and a Bayesian update of five observation points in each stochastic field was performed.

Figure 8. Cont.
Figure 8. Bayesian updating at the stochastic field of the correlation distance $d = 1.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.

Figure 9. Bayesian updating at the stochastic field of the correlation distance $d = 5.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.
Figure 9. Bayesian updating at the stochastic field of the correlation distance $d = 5.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.

Figure 10. Bayesian updating at the stochastic field of the correlation distance $d = 10.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.
Figure 10. Bayesian updating at the stochastic field of the correlation distance $d = 10.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.

Figure 11. Bayesian updating at the stochastic field of the correlation distance $d = 20.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.
Figure 11. Bayesian updating at the stochastic field of the correlation distance $d = 20.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.

Figure 12. Bayesian updating at the stochastic field of the correlation distance $d = 50.0$: (a) How to perform Bayesian updating; (b) Observation point 1; (c) Observation point 2; (d) Observation point 3; (e) Observation point 4; (f) Observation point 5.

Figure 13 shows the comparison between the actual correlation distance and the estimated correlation distance at observation points one to five. Although the errors were different according to the observation positions from (a) to (e), the values achieved between the estimated correlation distance and the actual material showed good agreement. Notably, as the correlation distance (material homogeneity) increased, the correlation distance was accurately detected.

The elastic modulus values of the observation points (1 to 5) were updated using Bayes’ theorem in a direction orthogonal to the stochastic plane. Bayesian updated results for observation points one through five are shown in subimages (b) through (f). The updated posterior probability was similar to the actual value at each position.

Figure 13 shows the comparison between the actual correlation distance and the estimated correlation distance at observation points one to five. Although the errors were different according to the observation positions from (a) to (e), the values achieved between the estimated correlation distance and the actual material showed good agreement. Notably, as the correlation distance (material homogeneity) increased, the correlation distance was accurately detected.
5. Conclusions

The existing design and analysis were based on the deterministic assumption that the design variables had the same value (=constant field) in the structural domain. However, many factors (Poisson’s ratio, thickness, etc.) of the actual structure possess temporal and spatial randomness, and the material’s elastic modulus contains uncertainties. The results can differ depending on the correlation distance as in the response variance. If the value $d$ in the actual material is not $d = \infty$, the result will be an under or overestimation.

In this study, we proposed a method of inversely estimating the correlation distance coefficient, which indicates the degree of uncertainty of the material, using the measured value of the observation data and the distance between measurement points. Probability characteristics and spatial randomness of the actual material can be estimated using some data only.

The concluding remarks of this paper can be summarized as follows:

- A 2D-1V sample data field was generated using a spectral representation method;
- Correlation distance estimation was performed using only partial values of sample data fields; and
- A new stochastic field was generated that considers the Bayesian updated partial values.
The current probabilistic analysis can simulate spatial randomness through the correlation distance, but it does not know the spatial randomness of the actual material. Therefore, the present results are only assumptions, and their meaning is not conclusive.

In this study, a method of inversely estimating the correlation distance was proposed using measurement (observation), and it was confirmed that the actual correlation distance \( d \) agreed well with the estimated actual distance. Therefore, we could overcome the current disadvantage and find the true result of the actual structure, and not the assumption. Incidentally, the proposed method has a temporal advantage over the response variance. Verification was performed using an example by assuming that the program running time was 1 min at a time. A total of 100,000 \((= 1000 \times 1 \times 100)\) minutes of program running time is required in order to analyze 1000 samples per correlation distance for COV from \( d = 1 \sim 100 \). This means a decrease in the number of interpretations of the Monte-Carlo simulation, and the program running time was reduced to a total of 1000 \((= 1000 \times 1 \times 1)\) minutes.

Future studies need to be conducted considering the application of Poisson’s ratio, cross-section \((A)\), thickness \((t)\), and uncertainty factors. Efforts to increase the accuracy of the estimates and actual values are also required in future study.
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