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Abstract—Video deblurring is still an unsolved problem due to the challenging spatio-temporal modeling process. While existing convolutional neural network (CNN)-based methods show a limited capacity of effective spatial and temporal modeling for video deblurring. This paper presents VDTR, an effective Transformer-based model that makes the first attempt to adapt pure Transformer for video deblurring. VDTR exploits the superior long-range and relation modeling capabilities of Transformer for both spatial and temporal modeling. However, it is challenging to design an appropriate Transformer-based model for video deblurring due to the complicated non-uniform blurs, misalignment across multiple frames and the high computational costs for high-resolution spatial modeling. To address these problems, VDTR advocates performing attention within non-overlapping windows and exploiting the hierarchical structure for long-range dependencies modeling. For frame-level spatial modeling, we propose an encoder-decoder Transformer that utilizes multi-scale features for deblurring. For multi-frame temporal modeling, we adapt Transformer to fuse multiple spatial features efficiently. Compared with CNN-based methods, the proposed method achieves highly competitive results on both synthetic and real-world video deblurring benchmarks, including DVD, GOPRO, REDS and BSD. We hope such a Transformer-based architecture can serve as a powerful alternative baseline for video deblurring and other video restoration tasks. The source code will be available at https://github.com/ljzycmd/VDTR.

Index Terms—Video deblurring, vision transformer, spatio-temporal modeling.

I. INTRODUCTION

Undesired blurs are often unavoidable due to fast-moving objects or the shaking camera when trying to acquire a video with hand-held devices. The blurs significantly deteriorate the visual quality and the video information. Video deblurring that tries to restore the latent sharp frames from a blurry video has many practical applications [1], [2], [3]. It remains a challenge since the blurs vary both spatially and temporally. A large receptive field is required to handle the non-uniform blurs within each frame. Meanwhile, modeling the temporal variations among consecutive frames is essential for video deblurring, which can utilize the complementary information from adjacent frames for high-quality reconstruction.

Most existing methods adopt specific architectural designs for long-range spatial modeling to model the frame-level spatial relationships for deblurring. For example, the works of [4], [5], [6], [7] exploited the multi-stage architecture to get a large receptive field relatively with a coarse-to-fine strategy. Yet these methods often hold a long processing time because they gradually restore the latent image from the smaller scale images. With the help of dilated convolution [8] and deformable convolution [9], the works of [10] and [11] proposed to deal with the blurs caused by large motion by modeling the long-range dependencies more efficiently. Nevertheless, these models often suffer from an unstable training process, which greatly deteriorates deblurring performance. For temporal modeling, which tries to utilize the information from neighboring frames, the difficulty is to build effective correspondence among the misaligned frames or features. Many methods try to ease this problem by first aligning these frames with optical flow [12], [13], [14], deformable convolution [15], or dynamic convolution [16], then aggregating the aligned features for latent frame reconstruction. However, it is still challenging to align multiple frames, especially when incredibly blurry.

Recently, Transformer [17] has shown powerful long-range and relation modeling capabilities in natural language processing (NLP) and is gradually introduced into computer vision (CV), showing impressive performance in object detection [18], [19] and image classification [20], [21], served as Vision Transformer. The superior long-range and relation modeling capacities of Transformer inspire us to explore it for video deblurring. However, directly applying the architecture of Vision Transformer designed for detection or classification may not be effective for video deblurring for the following reasons: 1) The large patch partition is inappropriate for deblurring, which requires finer-grained details for high-quality image reconstruction; 2) The non-uniform blurs make it hard to handle by a single-scale representation; 3) The misalignment across multiple frames is challenging for temporal modeling; 4) The computational complexity of Vision Transformer grows quadratically corresponding to the frame size. The high costs prevent self-attention operations from the application in high-resolution scenarios.

To move beyond these limitations, in this paper, we propose a novel Video Deblurring TRansformer (VDTR) that takes advantage of the long-range and relation modeling
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attention mechanisms are also adopted [38] to capture complementary information from neighboring frames. In [14] and [39], self-attention [17] or non-local [40] is utilized to perform temporal modeling. These methods continuously improved deblurring performance. However, the alignment operation performed among multiple frames is inaccurate when the video is extremely blurry. Our method adopts Transformer to directly build the correspondence among consecutive temporal features, which can model the spatio-temporal information for deblurring adaptively.

B. Vision Transformer

Transformers are transferred from NLP to CV in many vision tasks by integrating the attention mechanism or the full Transformer as a powerful module and have achieved much success [18], [40], [41]. For example, DETR [18] adopted a full Transformer architecture for relationship building and refining, which can directly output the detection results without any post-process. The pure Transformer-based architecture is also designed for classification [20], [21], [42], [43], [44], [45], achieving highly competitive accuracy compared to CNNs. A recent breakthrough in Vision Transformer is the hierarchical design in Pyramid Vision Transformer (PVT) [46] and Swin Transformer [22]. They developed general pyramid-like architecture backbones for various downstream tasks, e.g., detection and segmentation. This architecture can extract hierarchical features of the input image, like the CNN-based backbones done before.

These Transformer-based backbones surpass the existing CNN-based backbone, inspiring researchers to explore the application of Transformer in the restoration field. Chen et al. utilized Vision Transformer for image restoration [47], which adopts multi-heads and multi-tails to adapt for different image restoration tasks. However, it needs a large amount of data for pretraining. Further, SwinIR [48] modified the Swin Transformer block for image super-resolution, denoise, etc. achieving a new state-of-the-art with much fewer parameters. However, there are only a few explorations for video restoration tasks. In this paper, we propose VDTR, making the first attempt to adopt a pure Transformer for video deblurring to the best of our knowledge.

III. VIDEO DEBLURRING WITH TRANSFORMER

In this section, we elaborate on exploring the Transformer introduced to the video deblurring task. Specifically, we first introduce the overall architecture of VDTR, then present its critical designs in detail.

A. Overall Architecture

We aim to utilize the long-range and relation modeling of Transformer to effectively model the spatially and temporally varying blurs in the blurry videos. The overall architecture of the proposed VDTR model is presented in Fig. 2, which mainly consists of three parts: (1) frame-level spatial feature extraction; (2) temporal modeling across multiple frames; (3) latent frame reconstruction. More details are introduced as follows.

To better exploit the sharp information existing in the neighboring frames, VDTR takes $2N + 1$ ($N$ is the number of future and past frames at current time $t$) consecutive blurry frames $\{B_{t+i}\}_{i=-N}^{N}$ as input, and output the central latent frame $L_t$ corresponding to the reference frame $B_t$ with an end-to-end manner. Following the image-to-patch method in ViT [20], each blurry frame $B_{t+i}$ $\in \mathbb{R}^{H \times W}$ ($H$ and $W$ are the height and width of input frames) is decomposed into non-overlapping patches first, then they are flattened and linear projected to embedding vectors with dimension $d$ ($d = 256$ in VDTR) by a Patch-Embedding operation. Thus the blurry frame embedding $B_{t+i}^{r}$ are with the shape of $\mathbb{R}^{d \times \frac{H}{p} \times \frac{W}{p}}$, where $p$ is the patch size during patch embedding. We employ a $4 \times 4$ patch partition to generate finer-grained representations for high-quality restoration.

After obtaining the initial frame-level embedding $B_{t+i}^{r}$, the frame-level features are further extracted by the well-designed feature extractor $G_f$. To better perform effective frame-level spatial modeling for non-uniform motion blurs removal, the extractor with large-range and multi-scale representative capacity is required. To achieve so, we design a Transformer-based encoder-decoder network to extract multi-scale frame-level spatial representations as:

$$F_{t+i} = G_f(B_{t+i}^{r})$$

Fig. 2. Main architecture of proposed VDTR. $2N + 1$ consecutive blurry frames are fed into VDTR and output one sharp frame corresponding to the central blurry frame. The proposed Transformer-based encoder-decoder network first extracts the hierarchical features of each frame. Then multiple frame-level features are fused by the temporal Transformer, which aggregates sharp information from neighboring frames. Last, the temporal-fused feature is reconstructed into a high-quality latent frame with local Transformer blocks. VDTR fully exploits pure Transformer for video deblurring and achieves favorable performance against state-of-the-art CNN-based methods.
where $F_{t+i}$ is the extracted feature corresponding to the $i$-th neighboring blurry frame. $G_f$ learns multi-scale representations to adapt the non-uniform blurs in the video. In addition, to reduce the computational costs, we exploit the local Transformer blocks in $G_f$, which will be introduced later. All input blurry frames share the same feature extractor.

Next, the extracted frame-level spatial features $\{F_{t+i}\}_{i=-N}^N$ are fed into a well-designed temporal Transformer $G_t$ to extract complementary information existing in neighboring frames as:

$$F_{fused} = G_t(\{F_{t+i}\}_{i=-N}^N),$$  \hspace{1cm} (2)

where $F_{fused}$ is the feature aggregated from multiple frames.

At last, the temporally fused features are reconstructed to the latent sharp frame $L_t$ with a global residual learning strategy:

$$L_t = G_r(F_{fused}) + B_t,$$  \hspace{1cm} (3)

where $G_r$ is the reconstruction process, containing $M$ local Transformer blocks ($M = 20$ in our experiment), two pixel-shuffle layers for upsampling, and a linear projection layer to project the upsampled features into an RGB map.

B. Frame-Level Feature Extraction With Transformer

1) Transformer-Based Encoder-decoder Network: We propose a Transformer-based encoder-decoder network with a multi-scale design shown in Fig. 3, which utilizes multi-scale features to handle the non-uniform blurs caused by different degrees of movement. Specifically, this feature extractor contains an encoder and a decoder sub-network with symmetrical architecture. In each stage of the encoder, the input features are first modeled by local Transformer blocks; then, they are spatial downsampled two times by an Embedding-Reduction operator. The embedding-reduction operator reshapes the input features with shape $\mathbb{R}^{d \times H \times W}$ to the shape $\mathbb{R}^{4d \times \frac{H}{4} \times \frac{W}{4}}$ and then linearly projects it to $\mathbb{R}^{d \times \frac{H}{4} \times \frac{W}{4}}$. All stages are stacked to extract the hierarchical features. For the decoder branch, each stage consists of an Embedding-Expansion operator followed by the local Transformer blocks. Similarly, the Embedding-Expansion first increases the number of the input feature map channels four times by linear projection and then reshapes it to a spatial upsampled feature map. These features from the previous decoder stage are then fused with the feature maps in the corresponding encoder stage for further feature refinement by the local Transformer blocks.

The decoder would output multi-scale hierarchical representations. We upsample the smaller ones to the largest spatial size, then concatenate the upsampled features and linearly project them to the output features $F_{t+i}$, which are later used for temporal modeling. The detailed process is shown in Fig. 3. Through this Transformer-based encoder-decoder network, the output features contain multi-scale information, which is beneficial for dealing with the blurs caused by different degrees of motion.

2) Local Transformer Block: The original Vision Transformer performs multi-head attention across all spatial positions, owning a quadratic computational complexity corresponding to the image size: $O = 2(HW)^2d$, making it unacceptable to handle high-resolution frames, especially video deblurring tasks. To design the Transformer blocks for video deblurring, we advocate performing local attention in non-overlapping windows. Let the feature $F \in \mathbb{R}^{d \times H \times W}$ be the input of a certain local Transformer block, it is first partitioned into the non-overlapping windows with spatial size $m \times m$. After that, a multi-head self-attention is executed within each window. For the features $X \in \mathbb{R}^{m \times m \times d}$ in a local window, a 2D learnable positional encoding is added to it firstly, then generating the Query, Key and Value by linear projection with transformation matrices $W_q, W_k, \text{and } W_v$:

$$Q = ZW_q, \text{ } K = ZW_k, \text{ } V = ZW_v.$$  \hspace{1cm} (4)

where $Z =$ Flatten($X + LPE$), and $LPE$ denotes 2D learnable positional encoding which concatenates two 1D positional encoding corresponding to the height and width of the window. Then the attention is performed as:

$$\text{Attention}(Q, K, V) = \text{SoftMax} \left( \frac{QK^T}{\sqrt{d}} \right)V.$$  \hspace{1cm} (5)

The computational complexity of local window-based attention (W-MSA) is $O(W-MSA) = 2m^2HWd$, which grows linearly related to the image size $H \times W$. A local Transformer block further integrates a feed-forward network (FFN) successively. In this way, the Transformer can maintain the high-resolution representations by vastly reducing computational costs without severely down-sampling the frames or feature maps. We also utilize the shift window operation in Swin Transformer [22] to enhance the long-range dependency modeling capacities of Transformer for latent frame reconstruction. Specifically, we shift the features circularly in the successive Transformer block and remove the shift masking strategy [22] for efficient global information interaction.

C. Temporal Modeling With Transformer

Seeking complementary sharp information existing in adjacent frames can primarily improve deblurring performance. Unlike previous methods estimating the optical flows across...
multiple blurry frames, we exploit Transformer to build correspondence between reference and neighboring frames and aggregate these frame-level features for the latent frame reconstruction by temporal attention. The basic approach would be performing temporal attention at the same position across multiple frames (shown in the first row of Fig. 4(a)) to gather sharp information from neighboring frames. However, we cannot obtain pleased restored results since the features of different frames are spatially misaligned. Without any aligning process, the misaligned features corresponding to blurry input frames may introduce some artifacts and deteriorate the deblurring performance. To tackle this problem, we try to build the correspondence with its spatial-temporal neighborhoods, performing temporal attention at patch level (shown in the second row of Fig. 4(a)) across frames. So the misaligned temporal features can be modeled and aggregated by the temporal Transformer effectively.

Our temporal Transformer consists of temporal attention-and temporal cross-attention-based Transformers, and these two modules are performed in a successive way. Specifically, the temporal attention module is illustrated in Fig. 4(b). We first divide the multiple frame-level features \( \{F_t\}_{t \in \mathbb{N}} \) into spatio-temporal window feature \( \{F_{t+i}\}_{i \in \mathbb{N}} \) with spatial size \( m \times m \), and \( k \) is the spatial window location index. So \( k \)-th window feature \( \{F_{t+i}\}_{i \in \mathbb{N}} \) contains \( m \times m \times (2N + 1) \) tokens, and these tokens are used to generate Query, Key and Values with linear transformation. Then the attention is performed according to Eq. 5. The successive temporal cross-attention is shown in Fig. 4(c). Unlike temporal attention perform attention across all tokens, in temporal cross-attention, only the tokens in the central reference feature map \( F_{t+i} \) are used to generate Query, and the tokens in the spatio-temporal window \( \{F_{t+i}\}_{i \in \mathbb{N}} \) are used to generate the corresponding Keys and Values. Then these embeddings are used to perform multi-head attention according to Eq. 5 to generate the temporal aggregated features.

The temporal attention is performed to build correspondence mutually across all frames, enabling better information interaction across frames. At the same time, the temporal cross-attention can aggregate neighboring features to reference one effectively.

D. Loss Function

We employ the combination of Charbonnier loss \( L_c \) in [15] and the Perceptual loss \( L_p \) in [49] and [16] as our optimization objective to obtain visual-friendly restored results. In which,

\[
L_c = \sqrt{\|I_t - L_t\|^2 + \epsilon},
\]

where \( L_t \) is the restored latent frame, and \( I_t \) is the corresponding ground truth frame. We empirically set \( \epsilon = 0.001 \) for stable training. For the perceptual loss, which can generate more realistic results, we adopt a pretrained VGG19 [50] to extract the intermediate features and adopt mean squared error (MSE) to evaluate the distance of the features:

\[
L_p = \text{MSE}(VGG_j(I_t), VGG_j(L_t)),
\]

where \( VGG_j \) means the output features of \( j \)-th layer. So the total loss are as follows:

\[
L = L_c + \lambda L_p,
\]

where \( \lambda \) is default as \( 10^{-4} \) in our experiments.

IV. EXPERIMENTS

A. Experimental Settings

1) Datasets: We conduct experiments on the popular video deblurring datasets DVD [12], GOPRO [4], REDS [23] and BSD [24]. The details of the data configurations are shown in Tab. I. DVD contains 71 blurry videos and the corresponding sharp videos. In which, 61 videos are used for training and 10 videos for validation. We follow the same configuration in [12], which evaluates 10 frames in each test video. GOPRO contains 2,103 training frames from 22 sequences and 1,111 evaluation samples from 11 sequences. REDS is a large-scale dataset for both video super-resolution and deblurring. It contains 300 videos (30000 frames) in total, and 240 for training, 30 for validation and the left 30 for testing. While the aforementioned datasets are all synthesized, we also evaluate VDTR on the recently proposed real-world video deblurring dataset BSD, where 60, 20 and 20 videos are used for training, validation and testing, respectively.

2) Implementation Details: During training, the input of VDTR is a short video clip consisting of 5 consecutive blurry frames (i.e., \( N = 2 \)) in RGB format. We perform random crop (patch size is \( 256 \times 256 \)) and flip (both horizontal and vertical) for the data augmentation. We employ the ADAM [52] optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \). The initial learning-rate is \( 4 \times 10^{-4} \). All experiments are conducted on 8 NVIDIA Tesla V100 GPU with 32G memory.
3) Evaluation Metrics: We compared VDTR with state-of-the-art convolution-based networks, including single image deblurring methods SRN [5], video deblurring methods DBN [12], DBLRNet [33], IFIRNN [32], EDVR [15], STFAN [16], ESTRNN [24], CDVDTSP [13], PVDNet [51] quantitatively and qualitatively. We adopt public available source codes for evaluation. Both Peak signal-to-noise ratio (PSNR) and structure similarity (SSIM) are adopted as evaluation metrics. For some methods that do not have results on some datasets (e.g., REDS, BSD) in their original paper, we have retrained these models to calculate the metrics with the same training strategy described in their original papers.

B. Results on Synthesized Dataset

1) Quantitative Comparison: Tab. II shows the quantitative comparisons on the popular synthesized datasets. Thanks to the superior spatio-temporal information modeled by Transformer, VDTR achieves higher performance on these datasets than state-of-the-art CNN-based approaches in terms of both PSNR and SSIM. We note that PVDNet, CDVDTSP, and EDVR achieve state-of-the-art metrics on DVD, GOPRO, and REDS, respectively. However, the proposed VDTR model surpasses them with a significant margin. Taking the results on DVD into consideration, VDTR gets 0.7dB higher PSNR than the most competitive models, CDVD-TSP and PVDNet. Both two models adopt optical flow for temporal modeling. Compared to the IFIRNN, STFAN, and ESTRNN that adopt a recurrent architecture to restore the latent frame, VDTR reaches near 2.2dB, 1.9dB, and 2.4dB higher in terms of PSNR, respectively. However, the proposed VDTR model surpasses them with a significant margin. Taking the results on DVD into consideration, VDTR gets 0.7dB higher PSNR than the most competitive models, CDVD-TSP and PVDNet. Both two models adopt optical flow for temporal modeling. Compared to the IFIRNN, STFAN, and ESTRNN that adopt a recurrent architecture to restore the latent frame, VDTR reaches near 2.2dB, 1.9dB, and 2.4dB higher in terms of PSNR, respectively. These RNN-based models adopt fewer frames for temporal modeling, making the sharp information limited. VDTR also obtains 1.2dB higher PSNR compared to EDVR, which utilizes deformable convolution to align multiple frames. As for the quantitative results on GOPRO, VDTR provides the same excellent performance as on DVD, achieving 1.3dB higher PSNR than the previous state-of-the-art method CDVDTSP. Though EDVR obtains much higher PSNR than other methods, our VDTR still surpasses it with 0.56dB PSNR. These superior quantitative comparisons significantly demonstrate the effectiveness of VDTR.

2) Qualitative Comparison: In addition to the superior performance on the evaluation metrics, we also provide some visual comparison results. Fig. 5, Fig. 6 and Fig. 7 shows the deblurred results in the test set of DVD, GOPRO, and REDS4 [15], and Fig. 8 shows the results on the real blurry videos provided by DVD. VDTR obtains high-quality results which look much clearer than other methods, for that long-range modeling for spatial modeling and relation modeling for temporal modeling are enabled by Transformer. In the extremely blurry scenarios, e.g., the car in the GOPRO shown in Fig. 6, both CDVDTSP and PVDNet failed to restore the satisfying results though they obtained high average PSNRs and SSIMs in GOPRO dataset. We analyze the reasons for this as follows. CDVDTSP proposed a temporal sharpness prior to improving the deblurring performance, in which the optical flow estimation is not accurate when the input frames are blurry. Moreover, this temporal prior only focuses on a local blurry area, making it hard to handle the blurs caused by large motion. On the contrary, PVDNet introduces blur-invariant motion estimation and pixel volume-based motion compensation approaches to resolve the inaccurate optical flow estimation. Thus, it achieves better performance than CDVD-TSP, but some artifacts still exist in the restored results. We think such results come from the inefficient long-range dependencies modeling. Since VDTR adopts Transformer for both spatial and temporal modeling, the long-range dependencies and temporal variations can be extracted effectively.

C. Results on Real-World Dataset

Compared to synthetic blurry video, the real-world blurry video contains more complicated blurs caused by various of motions, making real-world video deblurring more challenging. We evaluate VDTR on the recently proposed real-world video deblurring dataset BSD. Tab. III shows the results of different data acquisition configurations, i.e., 1ms-8ms, 2ms-16ms, 3ms-24ms means different exposure times for capturing the paired sharp and blurry video. Usually, the videos in 3ms-24ms are more blurry with various motions and more challenging. VDTR achieves the best performance metrics in terms of PSNR and SSIM under different data acquisition
Fig. 5. Visual quality comparison to the classical CNN-based method DBN [12] and the state-of-the-art CNN-based video deblurring methods CDVDTSP [13] and PVDNet [51] (these two methods achieved highest PSNRs and SSIMs) on DVD [12] datasets. VDTR demonstrates strong competitiveness. For those highly blurry videos, the proposed VDTR can restore more details with the help of long-range modeling capacity and efficient temporal modeling with the Transformer. The frames are zoomed in for the best view.

Fig. 6. Visual quality comparison to the classical CNN-based method DBN [12] and state-of-the-art CNN-based video deblurring methods CDVDTSP [13] and PVDNet [51] (these two methods achieved highest PSNRs and SSIMs) on GOPRO [4] datasets. VDTR demonstrates strong competitiveness. The frames are zoomed in for the best view.

Fig. 7. Visual quality comparison to the classical CNN-based method DBN [12] and state-of-the-art CNN-based video deblurring methods PVDNet [51] and EDVR [15] (these two methods achieved highest PSNRs and SSIMs) on REDS [23] datasets. The frames are zoomed in for the best view.
Fig. 8. Quality comparisons to state-of-the-art CNN-based video deblurring methods on the real blurry video [12]. The frames are zoomed in for the best view.

**TABLE III**

| Methods   | 1ms-8ms | 2ms-16ms | 3ms-24ms |
|-----------|---------|----------|----------|
|           | PSNR    | SSIM     | PSNR     | SSIM     | PSNR     | SSIM     |
| SRN       | 31.84   | 0.917    | 29.95    | 0.891    | 28.92    | 0.882    |
| STRCNN    | 32.20   | 0.924    | 30.33    | 0.902    | 29.42    | 0.893    |
| DBN       | 33.22   | 0.935    | 31.75    | 0.922    | 31.21    | 0.922    |
| STFAN     | 32.78   | 0.9219   | 32.19    | 0.9187   | 29.47    | 0.8716   |
| IFIRNN    | 33.00   | 0.933    | 31.53    | 0.919    | 30.89    | 0.917    |
| ESTRNN    | 33.36   | 0.937    | 31.95    | 0.925    | 31.39    | 0.926    |
| EDVR      | 33.16   | 0.9325   | 32.06    | 0.9158   | 31.93    | 0.9261   |
| CDVD-TSP  | 33.54   | 0.9415   | 32.16    | 0.9261   | 31.58    | 0.9258   |
| PVDNet    | 33.34   | 0.9371   | 32.22    | 0.9264   | 31.35    | 0.9226   |
| VDTR (ours) | **34.12** | **0.9436** | **32.69** | **0.9307** | **32.53** | **0.9363** |

These quantitative and qualitative results on both synthesized and real-world datasets shown before reveal that VDTR surpasses the existing CNN-based video deblurring model and is worthy of further exploration.

**D. Ablation Study**

To analyze the superior performance in quantitative and qualitative evaluation of VDTR, we conduct ablation studies on a more compact model, which follows the same architectural design and only contains a half number of channels and layers of VDTR. All the experiments in the following are conducted on the DVD dataset.

1) **Transformer-Based Encoder-Decoder Network**: The proposed Transformer-based encoder-decoder network can extract the spatial features with multi-scale information. We evaluate its effectiveness on Tab. IV, where net4 and net5 are without and with the proposed Transformer-based encoder-decoder network, respectively. We see that a near 0.3dB performance gain in terms of PSNR is obtained when adding the Encoder-decoder network for feature extraction with increasing appropriate parameters and computational cost. This is because multi-scale features are extracted that can further adapt to different degrees of blurs.

2) **Temporal Transformer**: VDTR utilizes Transformer to build the correspondence across multiple temporal features and aggregate temporal information adaptively. To validate its effectiveness, we conduct different temporal attention-based experiments in Tab. IV, including single-frame deblurring without temporal modeling (Net1), video deblurring with temporal Transformer $G_t$ of different configurations (Net2, Net3, Net5). $G_t^1$ contains only the temporal cross-attention-based Transformer with spatial window size $4 \times 4$ for temporal modeling. $G_t^2$ and $G_t^3$ consist of both temporal attention-
cross-attention-based Transformer with window sizes $1 \times 1$ and $4 \times 4$, respectively. As for the ablation results, we see that the single frame deblurring strategy obtains the lowest PSNR because of the lack of complementary sharp information. The deblurring performance increases sharply when $G^1_t$ is added to model multiple temporal features. Furthermore, performing temporal attention and cross-attention can further successively boost the performance. The model with $G^3_t$ achieves the best performance among all strategies, because it can ease the misalignment problem across multiple frames by performing temporal aggregation in the spatio-temporal window rather than the same position across all frames.

We further visualize the intermediate features of VDTR in Fig. 10. Intuitively, the features are re-organized and focus more on the most blurry regions. For example, the car in the yellow rectangle is dark before temporal modeling. It becomes lighter after temporal modeling, which means more changes will be added to this blurry region in the blurry frame. In contrast, the area in the red rectangle obtains fewer changes after temporal modeling because it is not as blurry as the car.
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Fig. 10. Visualizations of the intermediate features before and after temporal fusion \( G_f \) in VDTR. **Left**: the reference blurry input frame. **Middle**: the features before temporal modeling (the output of \( G_f \)). **Right**: the features after temporal modeling. Lighter regions indicate more significant changes. Obviously, the features are re-organized and focus on the most blurry areas after temporal modeling.

| Strategy | Size-P | Size-W | PSNR | SSIM | Param. (M) | GFLOPs |
|----------|--------|--------|------|------|------------|--------|
| Global   | 16     | N/A    | 29.51| 0.8700| 2.94       | 88.17  |
|          | 4      | N/A    | 30.03| 0.8830| 2.95M      | 29.26  |
| Local    | 4      | 2      | 31.24| 0.9063| 2.72M      | 276.02 |
|          | 4      | 4      | 31.42| 0.9096| 2.72M      | 278.68 |
|          | 4      | 8      | 31.44| 0.9101| 2.73M      | 294.41 |

**Global Transformer**: To evaluate the effectiveness of the local attention mechanism, we conduct some experiments to explore local and global one. Tab. V shows the quantitative results with different configurations, and the visual quality comparisons are shown in Fig 11. As analyzed before, global attention cannot be directly used in the deblurring task because the high-resolution property of inputs results in unacceptable computational costs. So it is out of memory when a fine-grained frame embedding (i.e., patch embedding with size \( 4 \times 4 \)) inputs the model. When the patch embedding size increases to 16, the global attention-based Transformer can work. However, it obtains the lowest metrics because it loses many details when the large patch partition severely downsamples the input frames during patch embedding.

Moreover, the edges in the feature map become sharper, which can be reconstructed as a clearer latent frame.

3) **Local Transformer**: To evaluate the effectiveness of the local attention mechanism, we conduct some experiments to explore local and global one. Tab. V shows the quantitative results with different configurations, and the visual quality comparisons are shown in Fig 11. As analyzed before, global attention cannot be directly used in the deblurring task because the high-resolution property of inputs results in unacceptable computational costs. So it is out of memory when a fine-grained frame embedding (i.e., patch embedding with size \( 4 \times 4 \)) inputs the model. When the patch embedding size increases to 16, the global attention-based Transformer can work. However, it obtains the lowest metrics because it loses many details when the large patch partition severely downsamples the input frames during patch embedding.

As for the local attention, high-resolution inputs can be handled. We perform patch embedding with patch size \( 4 \times 4 \) to generate high-resolution image embedding. The qualitative result of local Transformer in Tab. V shows a significant performance gain of 1.9dB in terms of PSNR than the global one. We think this performance gain comes from three parts: (1) The high-resolution inputs can maintain as much as high-frequency information for better restoration. (2) The local attention can better model the local-varying blurs in the blurry frames as CNNs have done, but the global attention is hard to model these local blur patterns. (3) It is easier to train a local attention-based model than a global one. We also analyze the influence of the size of non-overlapping windows shown in Tab. V. The performance will sharply rise when the window size increases from 2 to 4, then remain stable when it further increases to 8. So taking the computational cost and performance into consideration, we choose 4 as the window size.

4) **Model Efficiency**: We also compare the model efficiency (number of parameters, GFLOPs, runtime and memory consumption) between VDTR and existing CNN-based video deblurring methods shown in Tab. VI. VDTR achieves the best PSNR and SSIM on multiple popular video deblurring datasets while owning moderate parameters and GFLOPs compared to the state-of-the-art approaches. Specifically, VDTR has about the same number of parameters compared to EDVR but has 20% fewer GFLOPs. Though ESTRNN and PVDNet possess fewer GFLOPs than VDTR, there is still a certain performance gap between them. Compared to CDVD-TSP, which obtained competitive video deblurring performance on the GOPRO dataset, VDTR surpasses more than 1.3dB with only 60% less GFLOPs. As for the runtime and memory cost, VDTR is not superior since existing computational architectures are better suited for CNN-based models.

**E. Discussions**

We also note that PVDNet, GOPRO and EDVR achieves state-of-the-art PSNR and SSIM on DVD, GOPRO, REDS, and BSD, shown in Tab. II and Tab. III. However, these CNN-based methods show a limited capacity to deal with different blurs well. We take the results in the real-world deblurring as an example. In Tab. III, PVDNet obtains the second-best in 2ms-16ms, but it ranks 5th in 3ms-24ms, the same as EDVR. Compared to these CNN-based methods, the proposed VDTR achieves the best PSNR and SSIM on all acquisition conditions due to the powerful spatio-temporal modeling capacities of Transformer.

However, there still exist some open problems in video deblurring Transformer. For instance, we follow the patch embedding method and position encoding strategy designed for image classification in the original ViT, which may be
sub-optimal for video deblurring. We believe it could be possible and more efficient to design task-specific embedding and position encoding for better performance. Meanwhile, as CNN is good at extracting shallow features, a combination of CNN and Transformer can further improve the model performance.

V. Conclusion

In this paper, we propose to utilize Transformer for video deblurring. In contrast to previous CNN-based methods, the proposed VDTR utilizes superior long-range and relation modeling capacities for both spatial and temporal modeling, showing impressive improvements in learning spatio-temporal representations for video deblurring. We conduct extensive evaluations on both popular synthetic and real-world video deblurring benchmarks, and VDTR outperforms previous state-of-the-art with a significant performance gain in terms of both evaluation metrics and visual quality. Besides, the ablation study demonstrates the design of each module in VDTR. In the future, we plan to exploit novel Transformer architectures for more efficient video deblurring. We hope the proposed VDTR can be served as an alternative baseline model for video deblurring by utilizing the powerful modeling capabilities of Transformer for spatial and temporal modeling.
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