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Abstract: Irregularities in electron density usually correlate with ionospheric plasma perturbations. These variations causing radio signal fluctuations, in response, generate ionospheric scintillations that frequently occur in low-latitude regions. In this research, the combination of an artificial neural network (ANN) with the genetic algorithm (GA) was implemented to predict ionospheric scintillations. The GA method was considered for obtaining the ANN model’s initial weights. This procedure was applied to GNSS observations at GUAM (13.58°E, 144.86°N, 201.922H) station for the daily prediction of ionospheric amplitude scintillations via predicting the signal-to-noise ratio (S4) or via prediction of the rate of TEC index (ROTI). Thirty-day modeling was carried out for three months in January, March, and July, representing different seasons of the winter solstice, equinox, and summer solstice during three different years, 2015, 2017, and 2020, with different solar activities. The models, along with ionospheric physical data, were used for the daily prediction of ionospheric scintillations for the consequent day after the modeling. The prediction results were evaluated using S4 derived from GNSS observations at GUAM station. The designed model has the ability to predict daily ionospheric scintillations with an accuracy of about 81% for the S4 and about 80% for the ROTI.
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1. Introduction

The sun’s activities’ variations can cause ionospheric electron density irregularities and, thereupon, plasma perturbations, in turn creating fluctuations within this region known as ionospheric scintillation. This phenomenon originates destructive effects on radio signals transmitted from global navigation satellite systems (GNSS) [1]. Ionospheric scintillation can generate fluctuations in the signal intensity transmitted from the satellite by decreasing the signal-to-noise ratio of the transmitted wave. This is known as amplitude ionospheric scintillation. Additionally, scintillation can cause extreme fluctuations in the phase of the transmitted signals. This is referred to as phase scintillation [2].

This phenomenon usually occurs in the latitude range of 15 degrees–20 degrees from the magnetic equator, which is called the equatorial ionospheric anomaly (EIA), and usually has an electron density greater than that of other regions [3]. In general, ionospheric scintillation can appear at equatorial latitudes besides the mentioned low latitudes because the plasma bubbles responsible for scintillations are initially generated around the magnetic equator. Ionospheric plasma bubbles are initially generated (generally after sunset) at the F region bottom side around the magnetic equator, which rise to higher altitudes and
extend along magnetic field lines to low latitudes [4,5]. This increase is related to an unstable process called Rayleigh–Taylor, which leads to disturbances in the ionosphere [6]. The depleted plasma, which contributes to the bubbling process, is combined with the condensed and non-reacted plasma produced in the equatorial ionosphere, creating a strong gradient in the ionospheric structure [7]. This process results in severe perturbations in the region and begins to increase the ionospheric scintillation in the equatorial regions of the ionosphere [8–11].

Amplitude ionospheric scintillation can reduce the level of the transmitted signal’s lock threshold or cause deep signal fades from the satellite in the case of severe ionospheric scintillation. During ionospheric scintillation, this phenomenon causes a signal deviation in random directions around the main axis of the wave propagation by creating disturbances in the refractive index of the medium. The effect of the ionospheric scintillation on the carrier phase causes cycle slips, disconnects the receiver signal, and leads to the loss of lock. Phase ionospheric scintillation can create a frequency shift in the signal and increase the amount of bandwidth, which locks the receiver’s phase and reduces the accuracy of the receiver’s ability to connect and lock on to the signal transmitted from the satellite [12]. Accordingly, this process increases the accuracy of the geometric dilution of the precision parameter and thus raises the error rate in determining the position of the receiver, consequently reducing the ability of the receiver to receive and track the transmitted signals [13].

Generally, modeling and predicting ionospheric scintillation can reduce the effects of its error in the observations of GNSS and, therefore, increase the accuracy of satellite communication and navigation application [14]. Thus far, different empirical models have been published to estimate the amount of amplitude and phase ionospheric scintillation [15–18]. The prediction of this phenomenon using mathematical models is of great importance as these methods can be used to model these phenomena by empirical parameters. Although some empirical models have used parameters such as latitude and longitude, seasons, and time of observation as input, the ionospheric scintillation phenomenon is affected by physical parameters of the ionosphere, in addition to spatial parameters [17].

The percentage of an ionospheric scintillation occurrence was modeled by Das et al. [19] for an eleven-year period, and they computed a numerical value from the mean of the ionospheric scintillation of a day as an input to the model. In this model, an artificial neural network (ANN) was used, and parameters such as solar flux and the occurrence time were considered as other inputs of the model; accordingly, they developed a model for ionospheric scintillation.

A model for predicting ionospheric scintillation events was developed [20] using the machine learning and decision tree methods, as well as considering most observations of ionospheric scintillation at São José dos Campos station with 1.5-h time intervals. This model used geophysical data such as solar flux, the magnetic activity parameter, vertical plasma drift velocity, and amplitude scintillation.

In another study, a prediction model was presented by Redmon et al. [21] for ionospheric scintillation based on ionospheric height variations for the highest F2 layer altitude, and the authors believed that this parameter had the most significant effect on the creation of ionospheric plasma bubbles and thus used this parameter to predict the ionospheric scintillation phenomena. However, this model did not utilize other physical parameters related to the ionospheric scintillation, i.e., vertical drift velocity, solar flux, and geomagnetic index. Consequently, its prediction was limited only to the height variation parameter of the F2 layer. Sivavaraprasad et al. [11] presented a novel adaptive reassignment time–frequency analysis method. Synthetic and real-time GNSS data examined the synchrosqueezing transform (SST) performance to investigate ionospheric scintillation effects in the low latitudes. SST contributes a time–frequency representation of ionospheric scintillation effects on GNSS signals with sufficient resolution, representing multiple localized oscillating features.
A model was proposed by de Lima et al. [22] to describe the correlation of ionospheric scintillation with physical ionospheric data, as well as data associated with the sun, using the decision tree method. In this model, physical parameters such as solar flux, geomagnetic activity level, maximum F2 layer height, and velocity of this layer, and the amplitude ionospheric scintillation parameter were used. The time range of the ionospheric scintillation data was higher than that of the data used in [20]. Furthermore, the article mentioned used weak and moderate ionospheric scintillations from 18:30 to 22:00 for 38 days. Due to the correlation analysis and the relation between ionospheric scintillation data, their method obtained higher accuracy compared to previous research. In another study, de Lima et al. [22] applied an ANN to predict the amplitude of ionospheric scintillation of GPS signals, by using physical parameters. In this study, amplitude ionospheric scintillation was classified into two types of severe and non-severe hours for a 1.5-h interval, based on the S4. Sridhar et al. [13] implemented an NN-based forecasting algorithm trained using the particle swarm optimization technique (NN-PSO) for forecasting the S4 values at Darwin station (12.4634°S, 130.8456°E), Australia.

In this research, an ANN is used and integrated with the genetic algorithm (GA) to obtain optimal values of initial weights by introducing preliminary data for modeling and, ultimately, predicting ionospheric scintillation. The ANN method is a mathematical method with higher efficiency compared to other mathematical modeling methods [23] and is used for modeling and predicting nonlinear problems such as ionospheric parameters. Furthermore, this method is a suitable approach for modeling and predicting data containing noise, which have high variations over a short period, such as the amplitude ionospheric scintillation parameter.

The paper is organized as follows: Section 2 describes ionospheric scintillation detection using S4 and ROTI values. Physical parameters affecting ionospheric scintillation are then presented. Section 3 introduces the research methodology, such as an ANN, the GA, and a combination of an artificial neural network with the genetic algorithm (GANN). In Section 4, the study area and the database used for modeling the S4 and ROTI parameters are described. Modeling and prediction results are presented and discussed in Section 5. The results of this study are evaluated in Section 5. Section 6 concludes and elaborates on the accuracy of modeling and predicting ionospheric scintillation.

2. Data Collection
2.1. Scintillation Detection

In the present study, the S4 parameter was used for detecting ionospheric amplitude scintillation. The types of ionospheric irregularities are derived from the C/N0 parameter obtained from GNSS receiver observations [24]. The C/N0 parameter is obtained from S1 and S2 provided within the GNSS observation file. The signal-to-noise ratio (S/N0) is estimated by C/N0 using Equation (1), and then using the detrending method mentioned in Equation (2). The S/N0 detrended values (SI\textsubscript{detrended}\textsuperscript{S/N0}) are calculated as follows [25,26]:

\[
S/N_0 = 10^{0.1(C/N_0)}
\]  
(1)

\[
SI_{\text{detrended}}^{S/N_0} = \frac{(S/N_0)_k}{\sum_{i=1}^{60/f_s} (S/N_0)_{k-1}}
\]  
(2)

where \(f_s\) represents the sampling interval, and the SI represents the detrended signal intensity measured by S/N0 values. According to Equations (1) and (2), the parameter is obtained from the following equation:

\[
S4 = \sqrt{\frac{\langle SI_{\text{detrended}}^{S/N_0} \rangle^2 - \langle SI_{\text{detrended}}^{S/N_0} \rangle^2}{\langle SI_{\text{detrended}}^{S/N_0} \rangle^2}}
\]  
(3)
The S4 is equal to the standard deviation of the SI in each epoch of interest, which is normalized with the average SI at the specified interval and thus has no unit. These two parameters demonstrate the intensity of the signal-to-noise ratio of the wave transmitted on both frequencies L1 and L2 from the satellite [27,28]. The parameter S4 is used for periods ranging from a few seconds to a few hours, based on the type required by the model. Within our study, the average values over a period of five minutes were used to calculate the S4 observations [29].

2.2. Rate of TEC Index

The rate of TEC (ROT) index and its standard deviation, known as ROTI, can also identify small-scale ionospheric irregularities. The unit of the rate of TEC (ROT) is TECU/min, where 1 TECU refers to $10^{16}$ electrons/m$^2$. Different research works [30–32] pointed out that the existence of some correlations between ROTI and ionospheric scintillation indices such as the S4 and ROTI index can be employed for predicting the occurrence of ionospheric scintillation created by ionospheric irregularities [33]. The fundamental formula for ROT measurement is as follows [34]:

$$\text{ROT}(i) = \frac{L_{\text{GF}}(i) - L_{\text{GF}}(i - 1)}{\Delta t \times 10^{16} \times 40.3 \times \left(\frac{1}{f_1^2} - \frac{1}{f_2^2}\right)}$$

where $f_1$ and $f_2$ represent the L1 and L2 GPS signal frequencies, respectively; $\Delta t$ indicates the time interval in minutes; and $L_{\text{GF}}$ shows the wavelength of a geometry-free linear combination, which can be calculated as shown below:

$$L_{\text{GF}} = L_1(i) \times \lambda_1 - L_2(i) \times \lambda_2$$

where $\lambda_1$ and $\lambda_2$ represent the signal wavelength of L1 and L2. The ROTI estimated within a time interval is represented as follows:

$$\text{ROTI} = \sqrt{<\text{ROT}^2> - <\text{ROT}>^2}$$

ROTI values employed in this research were averaged in five minutes, using the mean of the ROTI [31]. For the same satellite receiver link, plasma bubble irregularities can cause both TEC fluctuation and scintillation. ROTI values have a positive correlation with S4 values; therefore, the ROTI is implemented to identify the occurrence of ionospheric scintillation. Previous studies showed that ROTI values are positively correlated with the S4 in different longitude sectors, although the ROTI and scintillation represent the irregularities with different scale sizes [33,35].

2.3. Physical Parameters Affecting Ionospheric Scintillation

In this research, the parameters affecting the ionosphere, which can cause ionospheric scintillation, are used as inputs of the GANN. In order to study the ionospheric scintillation, different parameters such as the maximum F2 layer height (in Km) and vertical drift velocity (in Km/s) should be used along with other parameters such as solar flux F10.7, the sunspot number, and the international geomagnetic index $K_p$.

The behavior of ionospheric phenomena throughout the year can be divided into three seasons, i.e., the summer solstice, winter solstice, and equinox. Months can be categorized as follows: January, February, November, and December as the months of the winter solstice, May, June, July, and August as the months of the summer solstice, and March, April, September, and October as the equinox months. Therefore, we tried to select a month from each of the seasons and perform modeling and prediction for a thirty-day period. In the present study, January, March, and June in 2017 were used as input data for the initial GANN modeling.

Among these parameters, the two parameters of the maximum height and the vertical drift velocity of the F2 layer directly affect the F2 layer, which is the main layer of the
ionospheric scintillation phenomenon [22]. In fact, the plasma instability growth rate, which can cause ionospheric scintillations, is due to factors such as the neutral ion collision frequency \((V_{in})\), the intensity of the electric field \((E)\), and the electron density gradient \((\Delta n)\) of the F2 layer. The plasma instability growth rate can be represented as follows [36]:

\[
\gamma = \frac{\Delta n}{n} \left( \frac{E}{B} + \frac{g}{V_{in}} \right) - \beta
\]

where \(B\) represents the intensity of the magnetic field of the earth, \(g\) indicates the gravity of the earth, and \(\beta\) denotes the rate of ion recombination in the ionosphere. These parameters create conditions or factors that increase the growth rate of instability in the ionosphere [6].

The F2 peak electron density height, \(hmF2\), and the vertical drift velocity of the F2 layer used in this study were derived from the GUAM Ionosonde Portable Sounder (13.58 E, 144.86 N, 201.922 H) with a 15-min observation time interval. Ionosonde data used in this research are employed with 25 kHz as the obtained frequency. The information related to this station can be obtained from the NOAA site at https://www.ngdc.noaa.gov/stp/ (access on 27 March 2021). The vertical drift velocity of the F2 layer can be calculated by computing the variation in the F2 layer with respect to the measured time interval as follows:

\[
vdF = \frac{\Delta hF}{\Delta t}
\]

where \(\Delta hF\) is the difference in height in two successive observation epochs, \(vdF\) is the vertical drift velocity of the F2 layer in km/s, and \(\Delta t\) is the time observation interval, which is five minutes in this study.

The input parameter F10.7 indicates the solar flux measured at the wavelength of 10.7 cm, which is used to determine the solar activity [1]. Severe ionospheric scintillations occur in periods in which solar activity is at the highest level. However, ionospheric scintillations have lower values in periods with low solar activity [22]. These values are available at the National Geophysical Data Center at https://www.ngdc.noaa.gov (access on 27 March 2021).

The sunspot number is another parameter used in modeling, which is directly related to the magnetic field of the sun. The obtained data imply that the magnetic field created around the sunspots is 1000 times stronger than that of the sun’s magnetic field [37]. An increase in the number of sunspots increases the intensity of the earth’s magnetic field, and as a result, a large amount of energy is sent to the atmosphere known as solar flares [38]. The number of sunspots is measured by a parameter called the Wolf number and published daily on the National Geophysical Data Center at https://www.ngdc.noaa.gov (access on 27 March 2021).

The international geomagnetic index \(K_p\) is a parameter for measuring the geomagnetic activity of the earth. The \(K_p\) index is another factor affecting ionospheric scintillation. The \(K_p\) index is the mean of the astronomical \(K\) index. The \(K\) index is the result of viewing elements such as H, D, and Z over eight 3-h periods for one day. The \(K_p\) index can be used to evaluate the quiet days or days with geomagnetic perturbations [37]. Values of less than 3 for this index indicate a quiet condition in terms of geomagnetic conditions [39]. Ionospheric irregularities and scintillations can be enhanced or inhibited during geomagnetically disturbed days which depends on geomagnetic parameters such as the \(K_p\) index, and the maximum \(d(Dst)/dt\) determined local time sector [40]. Furthermore, recent observations showed that plasma bubble irregularities and scintillations could be enhanced and inhibited at different longitude sectors during the same geomagnetic storms [41]. The \(K_p\) index values are published daily, as well as in 3-h intervals, and can be downloaded, for instance, from the website of Kyoto University at http://wdc.kugi.kyoto-u.ac.jp/kp (access on 27 March 2021).

Other possible predictive attributes such as FoF2 and Dst related to the occurrence of ionospheric scintillation were used in the GANN input parameter. When adding the FoF2 parameter to GANN modeling, the results did not change dramatically. The sensitivity
analysis demonstrated that FoF2 has a robust correlation with hmF2 and has a similar trend. These results were represented in the observations of other researchers such as Tilahun et al. 2019 [42]. Furthermore, adding the Dst parameter to GANN modeling reduces the accuracy of the modeling and reduces the R-square parameter. The sensitivity analysis demonstrated that Dst has a weak correlation with the S4 and ROTI parameters. These results were represented in the observations of other researchers such as de Lima et al. 2019 as well [8]. The sensitivity analysis demonstrated a moderate correlation between each one of these five attributes and the measured ionospheric irregularity parameters, S4 and ROTI indices, with Pearson’s correlation coefficients of around 0.5.

3. Methodology

3.1. Artificial Neural Network

An artificial neural network (ANN) is regarded as one of the machine learning methods which can be used to model or predict linear and nonlinear parameters, such as the ionosphere parameters. This method is less influenced by noise-infected data and has the ability to use noisy data for large amounts of observations [43]. By processing the observations entered as experimental data, the ANN detects the relationship or the law between them and transfers it to the network. Each ANN consists of a number of nodes, which are neurons, and the communication weights that connect the nodes together [44]. The input data are multiplied by their corresponding weights, and their sum is entered into neurons. Each neuron has a transfer function, which passes this input value and specifies the output value of the neuron. Then, the obtained values of neurons, which create an initial response by combining together, enter a process known as back-propagation and begin to modify the primary weights by comparing the error rate and calculating the impact of each entry in all layers. Reaching the least error rate between the output data of the model and the target data entered as input into the model is the stop condition of the process [45].

3.2. Genetic Algorithm

The genetic algorithm (GA) is a numerical search algorithm based on the Darwin survival theory [46]. The relationship between genetic science and the GA is that the genes are located as a quantity and problem variable in the form of a string within the chromosomes, which are the main variables of the problem. The population index known as the set of chromosomes of a generation is another important concept in this algorithm. The purpose of solving an optimization problem is to find the best solution among all possible solutions. In fact, the GA searches in the general problem space to find the minimum values as problem solutions [47]. This algorithm randomly generates a population of initial solutions, and then these solutions turn into a binary state of the 0 and 1 chains, called the chromosome. Using a random process, competent chromosomes are selected as parents, involved in reproduction, and thus children are produced. Children who are more competent than their parents will replace their parents in the new population. In this way, the evolutionary process continues to reach the optimal global or most competent chromosome in the most developed population. In this method, evolution, like many processes, is random. However, a criterion should be considered for stopping the algorithm and obtaining the final evolved population [48].

In every generation, chromosomes enter the algorithm as inputs of the objective function, and this is the main function which we seek for its absolute minimum. The chromosomes in each generation are the algorithm population. Generally, these chromosomes are the main solutions to the problem, which change in each generation regarding the changes in its genes. Then, the best weight is attributed to each of the chromosomes in the scaling process. Consequently, the more competent chromosomes are randomly selected in a population and combined together, and as a result, chromosomes or new solutions are generated [49].
The population of competent chromosomes for reproduction and the combination operator will be applied at a specified combination rate, aiming to produce better binary strings on the reproductive pool. By making random changes in the genes, the chromosomes are genetically dispersed and scattered in the mutation process, and thus a broader range of the search space is investigated for the population in order to find more competent chromosomes. Utilizing a broader numerical search space in this method is the apparent distinguishing aspect between this method and repetition methods such as least squares. After implementing the GA, the chromosomes converge to an optimal response in which the GA is stopped and that chromosome is selected as the optimal solution to the problem. The degree of convergence accuracy depends on the optimal selection of the algorithm parameters [49]. The optimization technique in the GA provides setting random levels and levels of control. This method is known as a comprehensive and strong algorithm [50].

3.3. Combining ANN and GA

For training the ANN, the Levenberg–Marquardt method was used as a quadratic least-squares method. This method has various advantages, i.e., it finds the best fit among the observations and the model response by estimation of initial conditions [51], but also a significant disadvantage, i.e., finding local minima as the optimal solution of the problem, while methods such as the GA can calculate the absolute minimum when defining the optimal components of the GA [49]. By combining these two methods and using the GA for the primary education of weights and finding the initial weights, the GA covers the major disadvantage of iterative methods in training ANN weights [49], and a combination will provide higher accuracy than that of the GA and the ANN alone. By using iterative methods, the ANN attempts to optimize the solution, which is derived from genetics because the genetic method has the ability to reach the optimal solution. Reaching the specified threshold of difference in initial chromosomes with optimal chromosomes is the end condition of the GA [52]. In fact, using an iterative method in training the ANN increases the accuracy in the process of finding the relative minimum for a defined function, as well as providing a test to ensure the solutions obtained from the GA [48]. In addition to reducing the processing time required in the ANN, the network can reach the desired accuracy with the least amount of processing. The method of GANN is summarized as follows [52].

1. Network Design

The network design includes defining the network input data, the number of intermediate layers, the number of neurons in the middle layer, the selection of the transfer function type, and the choice of the method type for network training such as Levenberg–Marquardt.

2. Finding the Best Initial Weights by Using the Genetic Algorithm

In an ANN, the initial weights are given randomly. However, in the case of using the GA, these weights are entered into the ANN as initial weights in absolute minimum. An objective function is defined for the initial weights trained by this method. The comparison of the weights of each round with the next round of processing is achieved based on their least difference. In the first step, the inputs, the number of neurons and outputs, and the initial random weights are entered into the ANN. Consequently, the GA is defined, and the interval and the number of its generations are specified. These weights are calculated in each round by the algorithm, and the mean square error is computed in each round. Additionally, the results are optimized in each round to reach the optimal solution, which is the absolute minimum of the objective function that was mentioned before at the GA part. The end condition for the GA is to reach the specified difference between the initial chromosomes with optimal chromosomes [43].

3. Network Training

Comparison and assessment of combined ANN models such as GANN, PSO-ANN (particle swarm optimization), ICA-ANN (imperialist competitive algorithm), and ABC-ANN (artificial bee colony) showed that the GA provided the highest performance in
optimizing the ANN model [50]. The network trained by the GA is retrained with the Levenberg–Marquardt method, which increases the chance of achieving optimal weights for this type of ANN. This method is essential because it is a test to ensure the accuracy of the solutions resulting from the GA [52].

4. Results and Discussion

The data related to the modeling and prediction of ionospheric scintillation in this study include observations with time steps unified for use as input and target data in the ANN. For this purpose, the S4 data were derived from the GNSS observations at GUAM station in Guam, Dededo City, with a longitude of 144.8683 degrees, a latitude of 13.5893 degrees, and a height of 201.922 m higher than the mean sea level. The JAVAD GNSS receiver was used in this station. The RINEX data received from this station with an observation rate of 30 s can be downloaded from the IGS site at ftp://cddis.gsfc.nasa.gov (access on 27 March 2021). Figure 1 shows the location of the two stations with ionosonde and GNSS receivers in Guam near the equatorial ionization anomaly (EIA).

In this research, an ANN is used and integrated with the genetic algorithm (GA) to obtain optimal values of initial weights by introducing preliminary data for modeling and, ultimately, predicting ionospheric scintillation. Additionally, combining the GA with an NN plays a vital role in increasing the accuracy of the modeling and, finally, the daily prediction of ionospheric scintillation. The initial layer has five neurons and includes the network inputs, which combine two subnetworks, while the first hidden layer contains five neurons that are connected to a single neuron in the second hidden layer, sequentially. The sigmoid function is implemented by the first and second hidden layers as a transfer function, while the second hidden layer employs a linear function. The last layer contains a single neuron, which is the output of this model. The implemented ANN uses the weights determined by the GA as the initial weight required by the network [52]. Therefore, for the GANN training process, 80% of the entire dataset was selected randomly to improve the models, and 20% of the whole dataset was applied for the testing process used for the performance evaluation of GANN. Figure 2 presents the architecture of the proposed neural network model for the prediction of ionospheric scintillation parameters (S4 and ROTI).

The implemented ANN uses the weights determined by the GA as the initial weight required by the network [52]. In this designed network, we introduced five types of data as input. These data include the F2 peak electron density height, F2 vertical drift velocity, solar flux parameter (F10.7), sunspot number, and international geomagnetic index \( K_p \). On the other hand, the effect of ionospheric phase–amplitude scintillation, which can be expressed in terms of the parameter S4, is entered into the network as target data. The satellite elevation cut-off angle is assumed to be 20 degrees to reduce tracking errors such as multipath. In another approach, we enter these physical parameters as input data and enter the ROTI parameters as target data into the network. In the ANN, a set of data is entered as initial weights, which are introduced to the network with the primary training in the GA,
which was discussed in detail in Section 3.2. The average S4 and ROTI data are computed in five-minute time intervals, which is a conventional interval [24], for 24 h for three complete months in three different seasons of the winter solstice, equinox, and summer solstice in 2015 (maximum solar activity), 2017 (moderate solar activity), and 2020 (minimum solar activity). Input data in months January, March, and July in 2017 were used for the initial modeling of the ANN. The prediction was accomplished on the day after each 30-day period, i.e., on 31 January, 31 March, and 31 July. The results of modeling the averaged S4 and ROTI data indicate the application of 30-day modeling for this phenomenon. The input data for the designed GANN contain a two-dimensional matrix where each column represents the five types of geophysical parameters for the 8640 time step. The network then integrates these data into the training process and performs the modeling based on the GA integrated into the ANN (GANN).

![Diagram of the proposed neural network model for the prediction of ionospheric scintillation parameters (S4 and ROTI).](image)

Figure 2. The architecture of the proposed neural network model for the prediction of ionospheric scintillation parameters (S4 and ROTI).

In the first step, we compared the results of S4 modeling by GANN for the modeling period of 30 days with the observations of these data at the same time interval. In order to measure the accuracy of the modeling, the parameters of root mean square error (RMSE) and R-square were used for measuring error rates and calculating regression, respectively. In addition, another parameter can be used to evaluate the accuracy of the model trained by the GANN model, by drawing the absolute vector of residuals between the performed modeling and the observational data. Table 1 presents the values of these parameters for the modeled S4 values. Additionally, the percentage of occurrence of ionospheric scintillation was used during the 30-day modeling period, which indicates the number of epochs with S4 > 0.2, thus indicating the occurrence of ionospheric scintillation.

According to the values in Table 1, it can be seen that percentage of ionospheric scintillation that occurred in 2015 (maximum solar activity) is more than that in 2017 (moderate solar activity) and 2020 (minimum solar activity). S4 observation values for the 30-day interval of January, March, and July show that the percentage of ionospheric scintillation occurrence in March is higher than in January and July. According to the obtained values from modeling in Table 1, by considering RMSE and R-square values, it can be seen that the accuracy of modeling the 30-day interval of July is better than that of the other two 30-day intervals of January and March. The lowest modeling accuracy was observed for the 30 days of March 2020, and the highest accuracy was observed for the 30 days of July 2015. Concerning the modeling values implemented in three months in three years with different solar activities, it can be shown that the modeling presented with GANN was less accurate at times when strong ionospheric scintillations occurred. When there are more irregularities, there are more changes in physical parameters that are used as the input of the GANN, and as a result, the modeling accuracy is reduced. However, in times with less ionospheric perturbations, the physical parameter change is less which
increases the modeling accuracy. For example, 2020 is more accurate than the other years, and July is more accurate than the other months of that year. Additionally, in 2015 and March, each year has less accuracy in modeling.

Table 1. The difference between observed and GANN-modeled S4 during the 30 days for January, March, and June in 2015, 2017, and 2020.

| Period of Time | 2015 | 2017 | 2020 |
|----------------|------|------|------|
|                | 1–30 January | 1–30 March | 1–30 July | 1–30 January | 1–30 March | 1–30 July | 1–30 January | 1–30 March | 1–30 July |
| Mean S4        | 0.22 | 0.24 | 0.20 | 0.19 | 0.21 | 0.17 | 0.15 | 0.16 | 0.14 |
| Max S4         | 0.42 | 0.51 | 0.38 | 0.44 | 0.49 | 0.41 | 0.41 | 0.43 | 0.36 |
| RMSE           | 0.009 | 0.008 | 0.009 | 0.008 | 0.007 | 0.008 | 0.007 | 0.006 | 0.007 |
| R-Squared      | 0.92 | 0.91 | 0.92 | 0.92 | 0.92 | 0.93 | 0.93 | 0.92 | 0.94 |
| Scintillation Occurrence (S4 > 0.2) | 56% | 61% | 53% | 45% | 51% | 41% | 25% | 28% | 21% |

In the second step, we predict the S4 for the first day after the modeling period, i.e., for the 31 January, 31 March, and 31 July in 2015, 2017, and 2020, by using the GANN model. Table 2 presents the difference between the predicted and observed S4 values. According to [23], S4 values greater than 0.2 are considered as an ionospheric scintillation occurrence. Figure 3 depicts the S4 value for three specified days for detecting ionospheric scintillation. In this plot, the threshold limit of S4 = 0.2 was used to determine the occurrence time of ionospheric scintillation. Table 2 shows that the percentage of ionospheric scintillation in 2015 is clearly more than that in 2017 and 2020. The S4 values for 31 March are higher than those for 31 January, and also 31 July has the lowest S4 value during the 24-h prediction period in these three years.

As it can be seen in Table 2, the highest percentage of ionospheric scintillation was in 2015 and on 31 March. For 31 January and 31 July 2015, it can be seen that ionospheric scintillation occurs during about half of the day. In 2017, the percentage of ionospheric scintillation and the average and maximum S4 decrease compared to 2015. On 31 March 2017, the percentage of ionospheric scintillation reached 43%, which is ten percent less than the same day in 2015. The percentage of ionospheric scintillation and S4 on 31 July and 31 January 2017 also decreased compared to the same day in 2015. By the reduction in solar activity in 2020, the percentage of ionospheric scintillation and S4 values decline during these three years. In 2020, the percentage of ionospheric scintillation during these three days reached a quarter of that on the same day in 2017, meaning that on 31 March, the percentage of ionospheric scintillation occurrence decreased to 10%. The lowest average S4 is 0.12, and the lowest percentage of ionospheric scintillation is 7% on 31 July 2020. RMSE and R-square values in Table 2 show that the 24-h forecast accuracy for 2020 was higher than that in 2017 and 2015. This can be seen by the trend for the 30-day modeling accuracy during these three years. On 31 July 2020, the highest R-square and the lowest RMSE values are obtained among these nine observation days in 2015, 2017, and 2020. On 31 January and then on 31 March of the same year, the highest accuracy is recorded after 31 July 2020. In 2015, the prediction’s accuracy decreases compared to 2020, and this descending trend is repeated for 2015. The prediction accuracy on 31 March 2015 is the lowest prediction accuracy among these three years with a value of 0.80 for R-square and 0.022 for RMSE. Figure 3 demonstrates these values in which the observed and predicted values of S4 are presented for the three 24-h intervals.
In the next step, we consider ROTI values to identify and better predict the ionospheric scintillation phenomenon. The ROTI values are considered in the same period as the previous study of the $S_4$, i.e., the three months of January, March, and June in 2015, 2017, and 2020. The highest mean ROTI observed in March 2015 is equal to 1.14, followed by January (0.97) and July (0.96). The average observational values of the ROTI in 2017 decrease compared to 2015, and this descending trend continues in 2020.

In 2017, the average observational ROTI occurred in March, January, and July, in that order. The lowest average observational ROTI value among these three years observed in July 2020 is equal to 0.74. The ROTI modeling accuracy increases when geomagnetic activity decreases over 30-day intervals. Similar to the first step, parameters such as RMSE, R-square, and residuals were considered by GANN for modeling the ROTI. Table 3 presents the data from the modeling conducted in the present study. According to the R-square and RMSE values, it can be seen that the accuracy of modeling for the 30-day interval in 2020 is better compared to the 30 days in 2015 and 2017. Therefore, 2020 is the most accurate in
modeling compared to 2015 and 2017. The lowest ROTI modeling accuracy among these three years belongs to the 30 days of March 2015, and the highest modeling accuracy is for the 30 days of July 2020.

Table 3. The difference between observed and GANN-modeled ROTI during the 30 days for January, March, and June in 2015, 2017, and 2020.

| Period of Time | 1–30 January | 1–30 March | 1–30 July | 1–30 January | 1–30 March | 1–30 July | 1–30 January | 1–30 March | 1–30 July |
|----------------|--------------|------------|-----------|--------------|------------|-----------|--------------|------------|-----------|
| Mean ROTI      | 0.97         | 1.14       | 0.96      | 0.81         | 0.91       | 0.79      | 0.77         | 0.78       | 0.74      |
| Max ROTI       | 9.47         | 11.42      | 7.39      | 7.91         | 8.43       | 7.12      | 7.63         | 7.78       | 6.71      |
| RMSE           | 0.008        | 0.009      | 0.008     | 0.007        | 0.008      | 0.007     | 0.007        | 0.007      | 0.006     |
| R-Squared      | 0.91         | 0.90       | 0.91      | 0.91         | 0.90       | 0.92      | 0.92         | 0.92       | 0.93      |

In the next step, ROTI values are predicted using the GANN model for the day after the 30-day modeling period. For this purpose, the physical parameters related to the ionospheric irregularities mentioned in the previous sections are used for the prediction day as input data. Then, the ROTI is predicted for the desired time interval using the GANN-trained model. Table 4 represents the predicted values for 31 January, 31 March, and 31 July for the ROTI parameter in 2015, 2017, and 2020. As stated in Table 4, the highest observed ROTI is in 2015, followed by 2017 and 2020, respectively. This trend is similar to the average trend of the S4 observed at the same time. According to the average of VTEC observed, it can be seen that mean VTEC values in 2015 were higher than those in the other two years, which indicates the higher solar magnetic activity of that year. Furthermore, 2015, 2017, and 2020 have the highest maximum VTEC and the highest average VTEC. Among the months of each year, March has the highest ROTI and observed VTEC. The highest average ROTI and VTEC observed for these three years are equal to 1.67 and 39.95 TECU, on 31 March 2015. On 31 January and then 31 July, the next highest observed ROTI and VTEC are recorded. The VTEC and ROTI observed in 2020 represent the lowest observed ROTI and VTEC among all predicted days. The lowest means of the ROTI and VTEC observed on 31 July 2020 are equal to 0.73 and 9.78, respectively. Regarding the accuracy of the prediction and the accuracy of modeling, as it can be seen, the accuracy trend for the prediction phase is similar to the modeling stage, i.e., the accuracy of the prediction for the intervals with more accurate modeling is higher. The average observed ROTI value is similar to the modeling trend. Similar to the S4 and ROTI, the R-square and RMSE decrease with a reduction in solar magnetic activity.

Table 4. The difference between predicted and observed ROTI and observed VTEC values during 24 h on 31 January, 31 March, and 31 July in 2015, 2017, and 2020.

| Period of Time | 31 January | 31 March | 31 July | 31 January | 31 March | 31 July | 31 January | 31 March | 31 July |
|----------------|------------|----------|---------|------------|----------|---------|------------|----------|---------|
| Mean ROTI      | 0.92       | 1.67     | 0.91    | 0.76       | 0.79     | 0.75    | 0.74       | 0.75     | 0.73    |
| Max ROTI       | 1.30       | 2.18     | 1.24    | 1.10       | 1.03     | 0.94    | 1.18       | 1.05     | 1.03    |
| RMSE           | 0.021      | 0.032    | 0.021   | 0.018      | 0.020    | 0.018   | 0.018      | 0.018    | 0.017   |
| R-Squared      | 0.82       | 0.80     | 0.82    | 0.83       | 0.82     | 0.83    | 0.83       | 0.83     | 0.84    |
| Mean VTEC      | 35.33      | 39.95    | 18.37   | 15.74      | 19.21    | 12.71   | 12.48      | 16.29    | 9.78    |
| Max VTEC       | 66.83      | 77.16    | 40.25   | 31.66      | 47.72    | 25.41   | 25.58      | 33.51    | 18.42   |
Consequently, prediction accuracy parameters are improved. The accuracy of the predicted values for the days of 2020 is higher than that of 2015 and 2017. By referring to the RMSE and R-square, it can be seen that the maximum accuracy is measured on 31 July 2020, with an R-square and RMSE equal to 0.84 and 0.017, respectively. However, the lowest accuracy of prediction is measured on 31 March 2015, where the ROTI and VTEC have their maximum values. The R-square and RMSE are equal to 0.80 and 0.032 on 31 March 2015. According to accuracy parameters for a year, it can be said that 31 July of every year is more accurate than 31 January and 31 March of the same year. These values can be observed in Figure 4. The observed and predicted values of the ROTI are given for the three 24-h intervals. In Figure 4, the mean of VTEC GNSS is observed for GUAM station to obtain additional information on the ROTI and TEC fluctuation intensity.

5. Evaluation of Results

In order to evaluate the GANN modeling and prediction, residual values from the difference between the predicted and observed S4 and ROTI parameters are calculated. The mean and maximum residual values for the S4 and ROTI are given in Table 5. As it can be seen from Table 5, the highest average of S4 residuals is obtained for 2015, 2017, and 2020, in that order. It can be seen that the GANN prediction for the S4 in 2020 is higher than that in 2017 and 2015. This is due to less ionospheric perturbations and solar magnetic
activity occurring in 2020, compared to 2015 and 2017. The maximum residual value on 31 July is equal to 0.04, which is less than the residuals on all other days, indicating that 31 July has the highest accuracy among the other days of each year. The highest value observed for residuals was measured on 31 March 2015, equal to 0.07, indicating that the prediction accuracy is lower on this day compared to the other days. Figure 5 depicts the residuals between the observed versus predicted values for the S4, along with the values of the vector of residuals.

![Residuals for each day](image)

**Figure 5.** The residual vectors of observed minus predicted S4 values during 24 h on 31 January, 31 March, and 31 July in 2015, 2017, and 2020.

**Table 5.** The residual values of observed minus predicted S4 and ROTI during 24 h on 31 January, 31 March, and 31 July in 2015, 2017, and 2020.

| Period of Time | 2015 | 2017 | 2020 |
|---------------|------|------|------|
| 31 January    | 0.03 | 0.04 | 0.03 |
| 31 March      | 0.03 | 0.03 | 0.02 |
| 31 July       | 0.03 | 0.03 | 0.02 |
| Mean Absolute Residual S4 | 0.06 | 0.07 | 0.06 |
| Max Absolute Residual S4 | 0.04 | 0.05 | 0.05 |
| Mean Absolute Residual ROTI | 0.18 | 0.19 | 0.16 |
| Max Absolute Residual ROTI | 0.16 | 0.17 | 0.16 |

The maximum and average residual versus the observed and predicted ROTI is presented in Table 5 for 31 January, 31 March, and 31 July in 2015, 2017, and 2020. From Table 5, it can be seen that the ROTI prediction for 2020 compared to 2017 and 2015 has the lowest calculated residual value, which indicates the higher accuracy of the ROTI prediction for this year. The maximum residual value was calculated on 31 March 2015, which is equal to 0.19. Figure 6 represents the vector of residuals for the observed minus predicted ROTI.
6. Conclusions

The current research was conducted to predict ionospheric scintillation for GUAM station, with a longitude of 144.86° and a latitude of 13.58°. For this purpose, the data from the GNSS permanent station and the data from the ionosonde were used to obtain the ionospheric physical data. This region is located in the magnetic equator region, which has a high ionospheric scintillation occurrence rate. In this research, five types of ionospheric physical data were used as the input data in the ANN integrated with the GA for modeling and predicting S4 values. We used the input data in five-minute time intervals to predict the occurrence of ionospheric scintillation using S4 and ROTI parameters at the consequent day after the 30-day modeling period. The use of data related to S4 and ROTI parameters is related to the type of intrinsic noise structure; thus, severe changes in their values in the short time intervals are inevitable, and modeling this type of data seems relatively complicated. However, using the ANN method and integrating it with the GA made it possible to create flexibility in modeling this dataset. The data were selected in three different months from different seasons of winter, spring equinox, and summer during three different years, 2015 (maximum solar activity), 2017 (moderate solar activity), and 2020 (minimum solar activity). The modeling performed for the S4 parameter in the 30-day intervals had a regression value greater than 91% and an RMS error of about 0.01. In addition, the regression of this parameter was more than 80% for the one-day prediction. For the ROTI parameter, the regression value of modeling was above 90%, and the RMS error was 0.03, although the regression of the daily prediction was more than 80%. According to the R-square and RMSE parameters for modeling and predicting the S4 and ROTI, when solar magnetic activity decreases, ionospheric irregularities reduce, and consequently, the accuracy of the predicted parameter is improved. This can be clearly seen from the results, where the accuracy of predicted values for 31 January, 31 March, and 31 July 2020 are higher than the same days in 2015 and 2017. The presented results are limited to the applied database but show that an operational evaluation of the recommended method.
would be worthwhile. Concluding, the ANN method integrated with the GA can detect and predict ionospheric scintillation occurrence near real time on a daily basis, which is critical for reducing the error of the ionospheric scintillation impact on satellite-based communication and navigation system performance. This method can play a precautionary role for alerting GNSS users that the observation epoch might be disturbed by ionospheric scintillation, and GNSS users can eliminate error-infected observations from the dataset.
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