Lean Database: An Interdisciplinary Perspective Combining Lean Thinking and Technology
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Abstract: The continuous improvement approach is key to achieve a sustainable competitive advantage for organizations in their business processes. Nowadays, organizational business processes are seen through an automated function under the umbrella of organizational information systems. The huge amount of automated business processes produces data embedded with a part of messy data that could provide corrupt data. This study uses a lean thinking concept integrated with the data cleaning approach to reduce the waste of data according to business requirements and to enhance continuous improvement as part of a data defect reduction strategy. A new approach of improving and cleaning data waste is proposed by combining data cleaning algorithm and lean thinking concepts. After testing the quality and scalability of the algorithm, along with the evaluation of a corrupt dataset, the results showed improvement in the corrupt dataset reduction, leading to higher organizational performance in business processes. This integration can help researchers and technologists to fully understand and benefit from interdisciplinary capabilities while building bridges between different fields.
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1. Introduction

Lean thinking is a business approach that uses “unconventional methods” [37], aiming at delivering superior value for customers by removing “non-value-adding” activities [11]. Lean is the concept firstly adapted by Toyota production system by focusing on the operational excellence on the one hand and eliminating the waste on the other hand [44]. The main goal for such a system is to maximize outputs while using minimum inputs. Outputs are the products with minimum faults and maximum quality whereas inputs are the human effort, inventory space, or the investment amount. However, the lean philosophy can be integrated in any field if the processes are mapped, the goals are measured, and the resources are managed [51]. Lean management has been successfully adopted and implemented in different fields and disciplines such as healthcare [42], sustainable business [11], environment [3], and construction [20].

Lean thinking has been applied into software engineering and software development. Software engineers applied the concepts of lean management to software engineering [37] to produce what is called “Agile Manifesto” [9]. In fact, Janes and Succi [37] stressed the importance of communication and collaboration between the “lean” as a concept and the “agile” as an approach. Different perspectives were suggested to implement and adapt the lean thinking concept into the software development. As examples, [47] have tackled the “lean” concept from several business side principles (i.e., eliminate waste, build quality, create knowledge, defer commitment, deliver fast, and respect people). Whereas [33] addressed the coding issues (such as scripted builds, automated testing, continuous integration, less code, short iterations, and user participation) as a main source of “Lean” development, [37] developed Lean software development process that avoided three issues:

a) Skepticism.
b) The guru approach.
c) Agile extremists.

In the same vein, Agile Manifesto was focused on the IT functions and technology in adopting agile principles and lean thinking concepts to benefit many companies such as Facebook, Microsoft, IBM, Google, Adobe, Spotify, Netflix, etc., [9, 52]. For example, [34] utilized the lean concept to improve the information to support the overall information systems infrastructure. He developed five key principles of a lean approach for information management in which the traditional elements are included: value, value stream, flow, pull, and continuous improvement. He also identified the main sources of “waste” in information flow: failure demand, flow demand, flawed flow, and flow excess. Redeker et al. [51] highlighted lean communication flow as a result (do you mean “as a result of or for?
The meaning is different) for the lean information based on the classification of [35].

Nowadays, the emergence of digital information, communication and technologies generate more and more complex and heterogeneous data flowing from anywhere, anytime, and any device [7]. Many studies use practical and systematic approaches to apply the process improvement techniques, such as lean thinking that focuses on waste reduction through resource optimization [22, 23], and to sustain performance in organizations according to the available data used [7]; [21, 40]. The accumulated data in these organizations may include some corrupt data (wastes) that need to be cleaned. According to the saying “Garbage In, Garbage Out” (GIGO) in the computer science [45], these corrupt data will produce nonsense output or “garbage” in the organizational business processes that can negatively affect organizational performance.

However, there are no previous studies experimentally establishing the integration between lean thinking approach and technological algorithms to improve the quality of these data. Nevertheless, few researchers have tackled the use of lean thinking concept from the data side instead of the development side.

The core idea of lean thinking is doing more and more with less and less input to produce a value to the customer as an approach to foster innovation in software products [52]. Therefore, the main objective of this study is to integrate lean concepts into the database capabilities in order to enhance the value of data by eliminating the related wastes, along with understanding how the lean approach can be applied in software improvements. This study presents the concept of “Lean Database” based on the general lean thinking approach, which enhances the quality requirements in terms of data storage, access and retrieval. As we mentioned above, the critical integration point of technology and the lean thinking approach is a “value” from an interdisciplinary point of view, which is created by the provider to reach the customer and to guide technical decisions in the context of data cleaning that can be used as a means to gain business advantage in organizations.

In this setting, the present study contributes to the existing field of the interdisciplinary literature through establishing a linkage between lean thinking and data cleaning techniques. A conceptual framework was developed from the literature based on the integration between both of them to reduce the nonsense output (waste). With a similar purpose, relevant data cleaning algorithms were developed and tested, by considering lean thinking concepts to reduce the courted data to improve organizational business processes. As a result, this integration offers researchers and technologists an in-depth thinking out of the traditional box of creating a bridge between fields from both theoretical and practical sides. Furthermore, this integration paves the way for future studies exploring how lean thinking approach and technology capabilities can be used together to achieve higher performance in organizations within different settings.

Section 2 will explore the literature review in terms of data quality, building a bridge between lean thinking and data cleaning to reduce the waste sources in databases. Section 3 employs the technology capabilities to clean one or more of these wastes by applying an experimental algorithm as a measurement tool to evaluate the cleaning degree of these wastes. The final section will present some discussion and conclusion remarks.

2. Literature Review

2.1. Data Quality

Two quality dimensions have been shown in the literature: data quality, which refers to “dimensions, models, and techniques strictly related to structured data” and information quality when these models and techniques are related to “wider spectrum of information types” [4]. High-quality data refers to data that is “fit for use by data consumers” in terms of its usefulness and usability [56]. As a result, the value of data depends on its quality, which is considered as an intangible asset for modern organizations that reflects the reliability of their data [53, 54] as well as their trustworthiness [28, 36]. On the other hand, poor data quality will cost organizations and affect their profitability, such as problems in data quality may cause up to 40-60% of the revenue loss because of unclean data [1]. In addition, the quality of data affects the decisional and operational processes [4] and inter-organizational cooperation requirements in any organization [6]. Hence, statistical approaches have been linked to quality to reduce the defects and wastes in data and to provide a useful potential for its usage [28, 53, 54]. Some of these approaches, for example, have focused on detecting a “minimal number of updates to the data to correct the underlying inconsistencies [36].

The rule of data quality has been expanded to include numerous categories, including business entity rule, business attribute rule, data dependency rule, and data validity rule [48]. Poor data quality is a result of “dirty” data [16, 43]. The dirty data expression was coined in the 1990s literature to indicate poor data quality in large databases due to a range of problems from different sources [32, 43] classified three types of dirty data: missing data, noisy data, and inconsistent data. As well, a fourth category exists particularly when different data is integrated from different sources [1, 49], such as social media [36], multiple databases from the same [46] or different sources [15], inconsistent entries [46], changing data over time [15], real-time sensors (such as OCR or scanner readers)
Several issues affect the quality of data and make it unclean (dirty). The following are some examples increasing the waste in data according to the literature [16]. These waste sources may exist in information to form the next lean phase related to unclean database management, as mapped in Figure 1.

- **Lack of Integrity Constraints**: Integrity constraints mean that all instances of a database schema should follow the same procedures at all-time [4]. Lack of input standardization and details will result in poor identified constraints, which will affect the quality of the database and its integrity. For example, in the case of a company, person or city name, the lack of standard entry through specific constraints will lead to incorrect, weak, or misleading information. This problem will be connected to waste in queries and reports as main services in the database management.

- **Out-of-Date Values**: One of the most important features for the data is timeliness [4]. When integrating data from multiple data sources, different data sources might enter data about the same entity at different points in time. Some data entries will lead to obsolete values. Changing the address of an employee over time is a good example of out-of-date values. Al-janabi and Janicki [1] stated that 2% of the data might become outdated in one month for customers and suppliers. This problem will affect the services for the database management in terms of queries, reports, and/or views.

- **Heterogeneous Schemas**: In multiple data sources, different schemas are used to represent entities. In such heterogeneous multi-database systems, values and entities may be inconsistent or suffer from “a loss of a clear identity” [4]. For example, one schema might contain a product dimension while another does not. When integrating those schemas, the missing attribute values could be padded with NULL values. This problem will be connected to waste in database design, which affects data models.

- **Different Data Entry Rules/Format**: This issue occurs when integrating data from multiple data sources; hence, multiple sources might have different data entry requirements, rules or formats [34]. For instance, a person’s full name might be entered starting with the first name in one data source, while starting with the last name in another one. This problem will be connected to both waste in data design and services since it will affect data models and reports respectively.

- **Duplicate Data**: duplicate entities will cause a variety of problems affecting the database services such as:
  - **Contradictory data**: Refers to multiple representations that may yield different information. For example, the telephone number of a customer may have the area code that reveals the territory of residence. If the city does not reflect the same area, then contradicting data occurs. In this case, the dependency of an attribute value is determined by another attribute [34].
  - **Overlapping data**: Occurs when integrating data from multiple data sources, the multiple representations may cover different or redundant data from different properties [46]. For example, a customer’s telephone number may have the area code that reveals the geographical area. In reality, there is no need to add the area entity; however, if it exists, there is overlapping data.
  - **Semantic structure**: This may occur in the domains that have rich semantic structures (i.e., cultural systems, religious data, etc.) in which multiple thesauri are used with kinds of relations between them [8].
  - **Entry Errors**: This issue occurs when considering different modes of data entry (manual or automatic); errors may occur while typing, scanning, or Optical Character Recognition (OCR). Although the aim is to automate processes, software could be confused between the characters with similar outlook such as “1” and “T”. This can also include the automated entry for a GPS, which can be inaccurate especially inside indoor environment. This problem will affect the services for the database management in terms of queries, reports, and/or views.

![Figure 1](image-url)  
Figure 1. The leading causes of unclean database.

### 2.3. Lean Database

Several causes of waste have been shown in the literature that may affect the quality of database in any information system [34, 51] recently classified these waste under six categories regarding information systems. The first is the stock, which refers to a waste that could occur due to excessive information available in the database. The second is the motion; this waste requires manual intervention due to the lack of integration between systems. The third is the waiting,
waiting for intervention when the information does not flow in the information system. The fourth is the processes; this waste results from the delay in changing information, particularly when we have inaccurate information in the system. The fifth is the defect, which refers to flawed/inaccurate information that occurs in different information formats through lack of compatible standards in the information systems. The final one is the overproduction, which occurs through the excessive number of systems and multiple data sources. However, the role of lean thinking is reducing or eliminating the wastes not just in the database, but also in all kinds of information that cause these wastes [34]. Generally, lean thinking under its transformation concept employs several techniques “in order to remove waste and deliver improvements in specific areas” [34].

Therefore, lean thinking as a concept has been adopted in several sectors; it can be applied to data and information management to add value through a clean database. It “provides a way to do more and more with less and less human effort, less equipment, less time, and less space” [60]. In other words, it provides a way to reduce the “loss” which points at managing the processes to eliminate any process that “does not lead to the ultimate goal” [51]. It is a fact that technology techniques through data cleaning algorithms also reduce the waste and increase the value in several industries. Databases are the heart of any technological system in the modern businesses [51]. However, providing customers with a messy data (waste data) in these databases will not meet the required expectations and the value from using these systems. There are three waste dimensions (services, design and hybrid) that cause unclean database based on lean information management [34, 51, 55]. Table 1 summarizes the waste dimensions for a database management based on the lean information proposed in the literature. These dimensions affect many parts in the database, which could be a result of dirty data and unclean database as mentioned above.

| Waste dimension | Affected part | Waste example |
|-----------------|---------------|---------------|
| Services        | Queries       | Lack of Integrity |
|                 | Reports       | Constraints    |
|                 | Forms         | Out-of-Date Values |
|                 |               | Duplicate Data |
|                 |               | Entry Errors   |
| Design          | Data models   | Heterogeneous Schemas |
| Hybrid dimension| Different parts| Different Data Entry |
|                 |               | Rules/ Format |

Cleaning the dirty data and applying the lean concept will lead to a clean database. Therefore, the present study tried to achieve the quality to fit more than one application in terms of managing waste time and cost resulting from dirty data. It suggested a new concept called a “lean database management” as an approach to improve the organizational database by reducing waste and increasing value utilizing a lean standardized way guided by two of the main lean principles and empowered by the continuous improvement pillar.

2.4. Data Cleaning Techniques/ Lean Database

Data cleaning has been known as a technique to improve the quality of data [4, 48, 55], through detecting and removing errors, wastes and inconsistencies from the database. It has several terms with the same meaning in the literature such as data cleansing [32] or data scrubbing [53, 54]. On the other hand, several data repairing approaches exist such as tuple deletion [14] and value modification [10, 59]. Another approach is also based on the modification by using Conditional Functional Dependencies (CFDs) [50]. This approach employs users’ interaction in which a user manually cleans a small set of unclean data only at the start of the algorithm. Constraints underlying those repairs would be inferred.

Another approach is related to data currency; it has been studied in various settings aiming to identify how promptly data are updated [5, 25]. In this domain for example, reliable timestamps may not be available in data [61], thus, data could be outdated or unclean. Another factor that may affect the quality of data is duplicate tuples. Data deduplication is the process grouping the tuples from one relation or more than one relation referring to the same real-world entity. Several approaches have been proposed for data deduplication such as probabilistic approach [26, 39], distance-based [29], rule-based [31], supervised learning [17], unsupervised learning [57], and active learning [18].

As a result, these technological approaches have been transforming its processes from/through following the basic lean concepts to complementing them with data cleaning principles to produce a value. As Figure 2 shows, lean thinking supports IT through reducing the waste (e.g., duplication), which can be done by utilizing the lean concepts through automated techniques that provide clean data. The transformation was driven by the need of IT companies to remain innovators in the highly competitive industry. As a result, this provides value for the data in the decision making process, which could benefit the customer in the end. All in all, this mixture makes technology act as the main enabler to improve performance and productivity, reduce costs and create value [12].
3. Experimental Study: Integration of Data Cleaning Algorithm into Lean Database

This section presents a technique that may reduce the waste in the information system database in order to increase its efficiency and productivity and to enhance the value through a lean database concept. To determine the effectiveness of this technique in terms of the quality and performance, we conducted experiments to clean dirty data. The data-cleaning algorithm of our approach is based on the algorithm Corroborating Quality of Data Through Density Information (CURET) of [1] that cleans the dataset based on utilizing the density of the data. Algorithm 1 describes the cleaning steps. It starts by clustering the unclean dataset into sets of clusters, where each cluster contains related tuples that represent the same real-world entity. The representative tuple is found based on most current tuples and the weight of representatives of the attribute values that have no currency information in the clusters by utilizing density of data. The tuples are merged on the basis of the most trustworthy representatives and the most current attribute values. After that, the outliers that do not belong to any cluster are inserted into the cleaned data.

Algorithm 1: Data Cleaning Algorithm

Input: Unclean data D
Output: Clean data D’
1: Cluster D into sets of candidates
2: for each cluster do
3: Infer the most current tuples
4: Calculate the weight of the representatives
5: Calculate the trust scores of the representatives
6: Coalesce the tuples
7: insert outliers
8: return D’

3.1. Datasets

Using synthetic dataset, we evaluate our proposed techniques.

- **Synthetic Dataset.** We used the tool in [2] to generate a Workers dataset with 2000 records. We eliminated the duplicates using manual check and algorithm. For our experiments, we generated a dataset with twelve attributes: last name (LastName), first name (FirstName), company (Company), city (City), department (Dept), bank account number (BankAccount), social security number (SSN), phone (Phone), car (Car), salary (Salary), rank (Rank), and Date Of Birth (DOB). The dataset contains NULL values without timestamps available in it. It has been used to test the quality and performance of the techniques.

- **Hardware Setup.** For the experiments, we used Windows machine with 2.2GHz Intel Core 2 Duo CPU and 8GB of RAM.

- **Parameters.** Let dup_rate be the rate of duplicates. Let dup_num be the number of duplicates. Let N be the size of data D’, including the duplicates. Let error be the rate of error (i.e. the fraction of the tuples in the duplicated tuples that are modified to have errors).

4. Experimental Results

Table 2 illustrates an instance of the corrupt dataset that contains data about workers. Tuples t2-t5 are grouped in one cluster as they refer to the same real-world entity. However, in order to merge duplicate tuples into one tuple, we need to find the correct attribute values in the cluster because the attribute values in these tuples are not all the same. For example, we need to decide what is the most accurate value of the last name. That is, whether it is “Jose”, “Jowse”, or “Joes”. Also, there is more than one value in the company, social security number, car, salary, rank, and date of birth. So we have more than data quality issue in this dataset including data deduplication of a dataset that contains outdated and inaccurate values in the duplicate tuples. In terms of determining which attribute values are the most current, the algorithm could decide that “2237” and “c” are the most current values of the salary and rank, respectively since salary and rank are generally increasing over time. In addition, assuming that tuples t2 and t3 are core tuples and t3 and t4 are border tuples, the algorithm could decide that “Jose” is the most accurate value of the last name by utilizing the density information.
Similarly, the algorithms could decide about the most accurate values of other attribute values. Finally, the algorithm could identify that ‘Jose’, ‘Randall’, ‘Congue A Industries’, ‘Freeport’, ‘dept4’, ‘ dept4’

4.1. Quality Measuring

We adopted the F-measure that is commonly used in information retrieval, and it is used to evaluate the quality of the techniques. F-measure is defined as:

\[
F\text{-}measure = \frac{2 \times Precision \times Recall}{Precision + Recall}
\]

where precision is the ratio of true positives correctly retrieved to all the duplicates found, and recall is the ratio of true positives correctly retrieved to all the true duplicates in the ground truth.

Figure 3 illustrates the F-measure values for the Workers dataset at various values of the parameter error. We set dup\_rate = 25%, dup\_num = 4, and N = 3500. The error rates are 3%, 6%, 9%, 12%, and 15%, and the results for F-measure values are 0.89, 0.88, 0.86, 0.84, and 0.81, respectively. We observe that F-measure value decreases moderately as error increases. For error = 15%, the F-measure is 0.81. This indicates that cleaning quality is still good even with higher error rates.

4.2. Scalability Measuring

Figure 4 depicts the performance at various values of the parameter dup\_rate. We set dup\_num = 4, and N = 3500, and error =15%. As duplicates rate increases from 10% to 70%, the running time increases moderately.

Figure 5 depicts the performance at various values of the parameter N. We set dup\_rate = 25%, dup\_num =4, and error=15%. The running time increases more rapidly with the increase of N from 1000 to 5000, as expected, due to increasing number of the duplicate tuples. As for run time complexity in terms of big O notation, the density-based clustering algorithm Density Based Spatial Clustering of Applications with Noise (DBSCAN) [24] is used in the clustering of step 1. DBSCAN is efficient as well as robust for outliers and arbitrary shaped clusters [38]. The worst case is when it

| tid | Last Name | First Name | Company           | City     | Dept | Bank/Account | SSN       | Phone | Car      | Salary | Rank | DOB     |
|-----|-----------|------------|-------------------|----------|------|--------------|-----------|-------|----------|--------|------|---------|
| 1   | Shane     | Jill       | Vulgrate LLC      | Florence | dept4| 3-483-2545555 | 517-311-694 | +13991-678-7764 | Dodge  | 807   | e      | 25-10-91 |
| 2   | Jose      | Randall    | Congue A Industries | Freeport | dept4| 6-382-435716 | 590-663-625 | +1(664)-739-1342 | Audi   | 2237  | c      | 20-08-67 |
| 3   | Jowse     | Randall    | Congue A Industries | Freeport | dept4| 6-382-4358761 | 517-313-822 | +1(664)-739-1342 | Ford   | 1218  | c      | 20-08-67 |
| 4   | Jose      | Randall    | Congue A Industries | Freeport | dept4| 6-382-4358761 | 590-663-625 | +1(664)-739-1342 | Ford   | 807   | b      | 25-02-93 |
| 5   | Jose      | Randall    | Congue A Industries | Freeport | dept4| 6-382-435716 | 590-663-625 | +1(664)-739-1342 | Audi   | 2237  | c      | 20-08-67 |
| 6   | Rami      | Kim        | Nibh Dolor LLP    | Charleston | dept4| 2-771-1477737 | 572-233-861 | +1(631)-486-1074 | Kia     | 1876  | b      | 17-12-50 |
| 7   | Lucas     | Alexa      | Id Associates     | Ruby Valley | dept2| 2-363-2855057 | 541-645-496 | +1(523)-473-7521 | Lotus   | 807   | e      | 14-05-69 |
| 8   | Kennedy   | Brittany   | Risus In Foundation | Mc Clelland | dept5| 5-842-7912313 | 569-263-793 | +1(462)-522-2794 | Mazda   | 2331  | a      | 08-02-66 |

**Table 2. Instance of corrupted Workers table.**

| tid | Last Name | First Name | Company           | City     | Dept | Bank/Account | SSN       | Phone | Car      | Salary | Rank | DOB     |
|-----|-----------|------------|-------------------|----------|------|--------------|-----------|-------|----------|--------|------|---------|
| 1   | Shane     | Jill       | Vulgrate LLC      | Florence | dept4| 3-483-3245555 | 514-731-694 | +13991-678-7764 | Dodge  | 807   | e      | 25-10-91 |
| 2   | Jose      | Randall    | Congue A Industries | Freeport | dept4| 6-382-435716 | 590-663-625 | +1(664)-739-1342 | Audi   | 2237  | c      | 20-08-67 |
| 3   | Rami      | Kim        | Nibh Dolor LLP    | Charleston | dept4| 2-771-1477737 | 512-233-861 | +1(631)-486-1074 | Kia     | 1876  | b      | 17-12-50 |
| 4   | Lucas     | Alexa      | Id Associates     | Ruby Valley | dept2| 2-363-2855057 | 541-645-496 | +1(523)-473-7521 | Lotus   | 807   | e      | 14-05-69 |
| 5   | Kennedy   | Brittany   | Risus In Foundation | Mc Clelland | dept5| 5-842-7912313 | 569-263-793 | +1(462)-522-2794 | Mazda   | 2331  | a      | 08-02-66 |

**Table 3. Instance of cleaned workers table.**

**Figure 3. F-measures: Workers dataset.**

**Figure 4. Scalability with the rate of duplications.**

**Figure 5. Scalability with the rate of duplications.**
has to visit all the data records to decide whether they are core data points or not. In this case, the run time complexity is $O(n^2)$, where $n$ is the total number of database records that need to be cleaned. The result of Figure 5 indicates practically this complexity.

5. Discussion

The integration of lean thinking in data cleaning and quality techniques requires advanced understanding of interdisciplinary studies [27] to build a bridge between fields and to solve the messy data problem as a part that hinders continuous improvement. In brief, data cleaning is an essential process to minimize inconsistency (e.g., duplications, errors, false outcomes), reduce waste and improve quality, which is the core of lean thinking that we need in technology. Nevertheless, we have to accept that quality aspects may differ from one application to another [49]. Therefore, several algorithms and methods were introduced in the literature to clean data, for example, “one-shot fix-ups and reconciliations” [43], which aims to fix the problems in a database when a problem occurs or if a fall-down was already there. However, some problems are temporarily solved -without solving the roots of the problem [15]. The second example is the automated rule-based taxonomy to select dirty data [34]; this taxonomy has led to a new classification of dirty data. In this direction, this approach is working on the idea of forming a relationship between the dimensions of data quality and types of dirty data according to the rule-based taxonomy of dirty data technique. The final example proposed by Cheng et al. [13] has several combinations for data cleaning strategies, which were built on four indicators: data volume, completeness, timeliness, and correctness. To that purpose, he put forth an equation for computing data quality between the indicators, assuming that each indicator has a specific weight.

However, these examples and others discussed data quality techniques in databases by focusing on integrity constraints, duplicate rows, missing values, and inconsistencies [13, 19]. While these techniques can be categorized from diverse viewpoints, “detection of similar duplicate records of structured data is an important issue in data cleaning research” [30]. Duplicate records will increase the storage of large amounts of data, hinder the traffic of data that is coming from several devices [41] and slow the aggregate query processing [58]. However, avoiding these issues will provide lean data in the database system [41], which is considered the core objective of the present study. In terms of data de-duplication, the present technique differentiates itself by utilizing the density of data to find the representative records between different data values in data sets that contain duplicated records with outdated and inaccurate data. It handles a variety of errors such as different data entry standards and transcriptions errors and uses an unsupervised learning algorithm that does not require a training set with pre-labeled duplicates. In addition, many data cleaning techniques need human interaction [58], while our technique handles cleaning issues efficiently without human interaction.

From an organizational perspective, the study implies that having clean data sources is essential for any organization to execute their strategic objectives successfully and to monitor the performance effectively. All the applications and its business processes (e.g., budgeting and forecasting, and modelling) that are used by different users such as executives, managers, supervisors, and operators, depend completely on the availability of clean data sources that accessible at the operational level. Clean data will improve these business processes, accelerate the decision making process, allocate organizational resources and improve the reporting process.

From a technical perspective, the study also implies that the suggested cleaning algorithm is essential in data warehouse as a repository of data that is intended to support decision-making. For example, ETL process (extraction, transformation, and load) is one of the most important steps in data warehousing. It starts by extracting or reading data from a variety of data sources such as Online Transaction Processing system (OLTP) databases and spreadsheets. In the transformation step, the data is transformed from its original format into another format that it is ready to be loaded into the data warehouse. Therefore, the algorithm will be valuable in the stage of data transformation so that the data warehouse can be loaded with cleaned data. Then, users such as business analysts can work with this data to perform tasks such as data mining and produce clean reports.

Finally, clean data algorithms are important for researchers, engineers, and data scientists alike because their work requires data with high quality to build on and to evaluate their algorithms and techniques. Errors in the data such as typographical errors, duplicates,
integrity constraints violations, and outdated data, would affect the effectiveness of the different algorithms they are using.

6. Conclusions

This study was an attempt to contribute to database management system by maintaining the best and most sustainable efficiency with the highest customer satisfaction at a minimum cost and time. The two main principles guiding the lean thinking are to act as a general concept to accelerate the flow of data value and information to the customer through reducing human interventions and allow the technology to accomplish the routine tasks in the database management system. However, database management system may look at data as input from different angles, which requires more attention from scholars and developers through working on cleaning processes of this data from theoretical and technical backgrounds. The cleaning process aims to reduce as much as possible all types of waste that cover delay in the processing of data through its duplication or changing information (out-of-date values), its loaded inaccurate information (entry errors), its lack of consistency and others.

Therefore, the contribution of the present paper suggested a new approach to clean partially these wastes through focusing on the lean concept in order to arrive at a more accurate database through decreasing human intervention and improving business process in organizations. Finally, our experiments led to an approach that cleaned the data through the duplication, which enhanced the value of information in the database. Finally, our experiments indicate that the waste represented by the unclean data can be reduced and thus turning the data in to more valuable asset to the decision maker that, for example, may take a managerial decision based on this cleaned data.
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