Induced Gravity from Quantum Spacetime by Twisted Deformation of the Quantum Poincaré Group
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We investigate a quantum geometric space in the context of what could be considered an emerging effective theory from Quantum Gravity. Specifically we consider a two-parameter class of twisted Poincaré algebras, from which Lie-algebraic noncommutativities of the translations are derived as well as associative star-products, deformed Riemannian geometries, Lie-algebraic twisted Minkowski spaces and quantum effects that arise as noncommutativities. Starting from a universal differential algebra of forms based on the above mentioned Lie-algebraic noncommutativities of the translations, we construct the noncommutative differential forms and Inner and Outer derivations, which are the noncommutative equivalents of the vector fields in the case of commutative differential geometry. Having established the essentials of this formalism we construct a bimodule, required to be central under the action of the Inner derivations in order to have well defined contractions and from where the algebraic dependence of its coefficients is derived. This again then defines the noncommutative equivalent of the geometrical line-element in commutative differential geometry. We stress, however, that even though the components of the twisted metric are by construction symmetric in their algebra valuation, this is not so for their inverse and thus to construct it we made use of Gel’fand’s theory of quasi-determinants, which is conceptually straightforward but computationally becoming quite complicated beyond an algebra of 3 generators. The consequences of the noncommutativity of the Lie-algebra twisted geometry are further discussed.
I. INTRODUCTION

Reductionism is an essential concept in Physics and in this spirit the Quantization of Relativity, at distances of the order of the Planck length, still remains to be one of the main great problems in the field. It is then not surprising that there is a great deal of work going on in this area. Thus, for instance, in it is proposed that a quantum geometry appears from a higher degree version of the Heisenberg commutation relations. On the other hand in a theory of Poisson-Riemannian geometry an analysis is introduced on the constraints on the classical geometry in such a way that the quantization exists. A natural path to define a noncommutative geometry is to extend the Gel’fand-Naimark-Segal duality to noncommutative algebras, where the noncommutative geometry of spacetime can be described by using an associative algebra $A$, with unit, and the derivations $\text{Der}(A)$ of $A$ are graded differential Lie algebras and also $A$-modules, with $\text{Der}(A)$ playing the role of the Lie algebra vector fields. This approach has appeared in several publications, for a review of it see for example. An extension of this work, consisting in considering that the metric is a two-form central to the algebra $A$ implies that the metric is fixed, up to some free parameters.

As pointed out in, in the case of Quantum Gravity the conjunction of the principles of Quantum Mechanics and Classical General Relativity imposes limits on the joint precision allowed in the measurement of the space-time coordinates of an event, due to the fact that the concentrated energy required by the Heisenberg Uncertainty Principle in order to localize an event should not be so strong as to hide the event itself to any distant observer - distant compared to the Planck length scale. These limitations lead to the space-time uncertainty relations

$$\Delta x^0 \sum_{i=1}^{3} \Delta x^i \geq \lambda_P^2 \sum_{j \leq 1 < k \leq 3} \Delta x^j \Delta x^k \geq \lambda_P^2,$$  \hspace{1cm} (I.1)

It has also been shown that the above uncertainty relations were exactly implemented by Commutation Relations of the form

$$[\hat{x}^\mu, \hat{x}^\nu] = \frac{i}{\kappa^2} \theta^{\mu\nu}(\kappa \hat{x}),$$  \hspace{1cm} (I.2)

where $\kappa$ is identified with the inverse of the Planck length $\lambda_P = (G\hbar/c^3)^{1/2}$, and the limit in this case corresponds to $\zeta \to 0$, or $\kappa \to \infty$, while

$$\theta^{\mu\nu}(\kappa \hat{x}) = \theta^{\mu\nu}_{(0)} + \kappa \theta^{\mu\nu}_{(1)} \hat{x}_\rho + \kappa^2 \theta^{\mu\nu\rho\tau}_{(2)} \hat{x}_\rho \hat{x}_\tau + \ldots,$$  \hspace{1cm} (I.3)
with \( \theta^{\mu\nu} \) an antisymmetric tensor of units \( \lambda_p^2 \) (which can be set equal to 1 by adopting the absolute units \( h = c = G = 1 \)). Under certain requirements such as Lorentz invariance, this tensor has to satisfy certain “quantum conditions” that imply that the Euclidean distance operator has a spectrum bounded from below by a constant of the order of the Planck length. However, if the classical Poincaré symmetries are not modified then the numerical constant tensors \( \theta^{\mu\nu\rho_1\ldots\rho_n} \) break the Lorentz invariance, so a quantum deformation is needed in order that the commutator \((1.2)\) remains invariant\(^9\).

Other models lead to different space-time uncertainties and involve limitations that do not pose restrictions in the measurement of a single coordinate, although they suggest, however, minimal uncertainties in the measurements of area and volume operators. Thus, even though the various different models so far considered in the literature (see \( e.g. \)\(^{10,12} \) and references therein) lead to different quantum conditions that the tensor \( \theta^{\mu\nu} \) is required to satisfy, they all point out to the concept that, due to limitations in localizability for events below the Planck scale, space-time rather than appearing as a smooth manifold is expected to be more appropriately described as a mathematical object (the quantum space), where “coordinates” are self-adjoint operators acting on some Hilbert space, such that the spectrum of space-time observables, constructed from them, is bounded from below by dimensions in the orders of powers of the Planck length. So, from a qualitative and operational meaningful point of view, their common denominator suggests a sort of discrete cellular structure for describing physical space\(^{13,14} \).

In particular, a Physical-Mathematical directrix that summarizes the great advances in unification of the Fundamental Interactions are the Yang-Mills and Gravitation theories, founded on the notion of a connection (gauge or linear) on fiber bundles. This has opened the possibility to extend these notions to the field of Noncommutativity Geometry, based on a new classical duality: the Theorem of Serre-Swan\(^{15} \) that establishes a complete equivalence between the category of vector bundles over a smooth and compact space and its maps, with the category of projective modules of a finite type over commutative algebras and their module morphisms. The above, together with the Gel’fand-Naimark Theorem which states that, given any commutative \( C^* \)-algebra, a Hausdorff topological space can be reconstructed so that the algebra can be isometrically and \( * \)-isomorphically reconstructed as an algebra of complex valued continuous functions and therefore implies that, for a noncommutative algebra as a starting ingredient, the analogy to vector bundles is the projective modules of
Thus, even though a complete and final Quantum Gravity is still beyond reach, it is reasonable to expect that, as an Ontologically more fundamental category, Noncommutative Geometry constitutes a promising effective theory approach to Quantum Gravity at distances of an order of the Planck length, whereby, in some emerging limit of the full theory, General Relativity would be recovered when $\kappa \to \infty$. Such an effective theory would be Quantum Geometry, as it seems naturally suggested by the arguments above which lead to the hypothesis that quantum space-time is an effect of Quantum Gravity. Such a theory would of course be a bridge between the possibly combinatorial Quantum Gravity and the geometry of the classical continuum which should be obtained in some limit. Hence, for the present, we must consider Noncommutative Geometry as a more general notion that, because of its noncommutativity, it must be a correct scenario for the phenomenology and test of the first quasi-classical corrections to quantum gravity, but beyond that, in the realm of strong emergence, it would indicate the mathematical constrictions on the structure of quantum gravity itself that would have to emerge naturally from the complete and final theory.

The plan of the paper is as follows. In Section 2 we introduce our spacetime algebra $\mathcal{A}$ as a Lie-algebraic deformation of the Minkowski spacetime, based on the work in [9]. In Section 3, to fix notation and for self-consistency and we present a brief summary of the elements of noncommutative differential forms and derivation algebras on which the paper is based and derive the quantum metric components required in order to have a central metric bimodule; we also compute the quantum determinant and the quantum inverse metric based on the work in [19]. In Sections 4 and 5, we apply the previously outlined elements on the theory of Inner and Outer derivations as well as of noncommutative differential geometry to derive the covariant derivative and noncommutative connection symbols, in general. We then consider the case of no-torsion and metricity that, although contrary to what happens in the classical Levi-Civita differential geometry, the connection is not unique but allows us to establish further relations between the connection symbols in order to provide a somewhat more tractable noncommutative Riemannian Geometry for the metric central bimodule and a more computationally viable approach to the inverse matrix presented in Section 3, which could be implemented in the contractions of the noncommutative Riemannian geometry. We conclude finally with some observations concerning the effect of the noncommutativity.
on the twisted geometry and give an outlook on quantization by the addition of a Hermitian structure to the formalism, as well as Appendices A and B where some of the more extensive details needed are included in order to make the derivations of the twisted determinant and metricity in the text more tractable.

II. QUANTUM POINCARÉ ALGEBRAS AND QUANTUM POINCARÉ GROUPS

Now, in order to construct a plausible Quantum Geometry we first need to construct a quantum isometry that leaves invariant a deformed metric. For this purpose we need to consider first, as mentioned in the Introduction, the appropriate quantum deformations of Poincaré symmetries such that Lorentz invariance of the commutator (I.2) is preserved. Making use of the results in \cite{9} and \cite{20}, which we summarize here, we have that an arbitrary four-dimensional Poincaré algebra of r-matrices can be split as

\[ r = \frac{1}{2\kappa^2} \theta_{(0)}^{\mu\nu} P_\mu \wedge P_\nu + \frac{1}{2\kappa} \theta_{(1)}^{\mu\nu\rho} P_\mu \wedge M_{\nu\rho} + \frac{1}{2} \theta_{(2)}^{\mu\nu\rho\sigma} M_{\mu\nu} \wedge M_{\rho\sigma}. \]  

(II.1)

However, since the twist-deformed Hopf Poincaré algebra, generated by the Abelian carrier algebra \([P_\mu, P_\nu] = 0\), does not agree with the translation sector of the dual \(\theta_{(0)}^{\mu\nu}\) deformed Poincaré group, we shall consider in this work the case of the Lie-algebraic deformation where

\[ \theta_{(1)}^{\mu\nu\rho} = \epsilon^{\mu\nu\rho\tau} v_\tau, \quad \theta_{(0)}^{\mu\nu} = \theta_{(2)}^{\mu\nu\rho\sigma} = 0, \]  

(II.2)

and the indices \(\nu, \rho\) are fixed while \(v_\tau\) is a numerical four-vector with two vanishing components associated with the \(\nu, \rho\) indices. Here the r-matrix describes an Abelian deformation with carrier algebra described by the generators \(M_{\alpha\beta}, P_\lambda\).

Using the 5 \(\times\) 5-matrix representation for the Poincaré generators:

\[ (M_{\mu\nu})^a_b = \delta^a_\mu \eta_{\nu b} - \delta^a_\nu \eta_{\mu b}, \quad (P_\mu)^a_b = \delta^a_\mu \delta^0_b, \]  

(II.3)

where \(\eta\) stands for the Minkowski metric tensor, it can be shown that in the universal matrix \(R_{(1)} = F_\zeta^T F_\zeta^{-1}\), where

\[ F_\zeta^{-1} = \exp \left( -\frac{i}{2\kappa} (\zeta^\lambda P_\lambda \wedge M_{\alpha\beta}) \right) \]  

(II.4)
is the twist function of the Hopf algebra $\mathcal{U}_\zeta(\mathcal{P})$, with $\alpha \neq \beta$ and fixed. In the above expression only the term linear in $\frac{i}{\kappa}$ is non-vanishing. Thus
\[
\mathcal{R}_{(1)} = 1 \otimes 1 - \frac{i}{\kappa} \left( \zeta^\lambda P_\lambda \wedge M_{\alpha\beta} \right)
\]
Moreover, letting
\[
\mathcal{R}_{(1)} \mathcal{T}_1 \mathcal{T}_2 = \mathcal{T}_2 \mathcal{T}_1 \mathcal{R}_{(1)},
\]
with
\[
(\mathcal{T})^a_b = \left( \hat{\Lambda}^\mu_\nu \hat{a}^\mu \\ 0 \ 1 \right),
\]
where $\mathcal{T}_1 = \mathcal{T} \otimes 1$, $\mathcal{T}_2 = 1 \otimes \mathcal{T}$, $\hat{\Lambda}^\mu_\nu$ parameterizes the quantum Lorentz rotation and $\hat{a}^\mu$ denotes quantum translations, yields the $\zeta^\lambda$-deformed matrix Poincaré quantum group $\mathcal{G}_\zeta$.

The translation sector of this group, resulting from the above relations, is given by
\[
[\hat{a}_\mu, \hat{a}_\nu] = \frac{i}{\kappa} \zeta_\nu (\eta_{\mu\alpha} \hat{a}_\beta - \eta_{\mu\beta} \hat{a}_\alpha) + \frac{i}{\kappa} \zeta_\mu (\eta_{\nu\beta} \hat{a}_\alpha - \eta_{\nu\alpha} \hat{a}_\beta),
\]
with the $\alpha$, $\beta$ indices fixed and the vector $\zeta$ has vanishing components $\zeta^\alpha, \zeta^\beta$.

Consider now the Lie-algebraic deformation $\mathcal{M}_\zeta$ of the Minkowski space when resorting to the Hopf module algebra $\mathcal{U}_\zeta(\mathcal{P})$, dual to $\mathcal{G}_\zeta$. We have that
\[
f(x) \star g(x) := m_\mathcal{F} \circ (f(x) \otimes g(x)) = m \circ (\mathcal{F}^{-1} \triangleright f(x) \otimes g(x)),
\]
in general, and for the twist $\mathcal{F}$:
\[
f(x) \star g(x) = m \circ \left( \exp(-\frac{i}{\kappa} (\zeta^\lambda P_\lambda \wedge M_{\alpha\beta}) f(x) \otimes g(x)) \right),
\]
where the Schwartz functions $f(x)$ and $g(x)$ are Weyl symbols. Specifically, the resulting commutator for the $\zeta$-deformed Minkowski space-time coordinates is:
\[
[x_\mu, x_\nu] = C^\rho_{\mu\nu} x_\rho,
\]
with
\[
C^\rho_{\mu\nu} = \frac{i}{\kappa} \zeta_\nu (\eta_{\mu\alpha} \delta^\rho_\alpha - \eta_{\mu\alpha} \delta^\rho_\beta) + \frac{i}{\kappa} \zeta_\mu (\eta_{\nu\beta} \delta^\rho_\alpha - \eta_{\nu\alpha} \delta^\rho_\beta),
\]
where indices of the structure constants are lowered or raised with the flat Minkowski metric $\eta_{\mu\nu}$. In addition, the fact that the $\alpha, \beta$ components of the vector $\xi$ are zero in the structure constants $\mathcal{F}$, allows us to re-express the space-time algebra $\mathcal{F}$ as :
\[
[X_\alpha, X_\lambda] = 2i \xi_\lambda \eta_{\alpha\beta} X_\beta, \quad [X_\beta, X_\lambda] = -2i \xi_\lambda \eta_{\beta\alpha} X_\alpha,
\]
To simplify the algebra, we will analyze the case of $\alpha = 1, \beta = 2$. Note first that since $X_0, X_3$ and $X_1, X_2$ commute among themselves, we can immediately write the Lie algebra as

$$[X_1, X_\lambda] = -2i\xi_\lambda X_2,$$
$$[X_2, X_\lambda] = 2i\xi_\lambda X_1,$$

(II.14)

where $\lambda = 0, 3$. Namely

$$[X_1, X_0] = -2i\xi_0 X_2, \quad [X_1, X_2] = 0,$$
$$[X_1, X_3] = -2i\xi_3 X_2, \quad [X_2, X_0] = 2i\xi_0 X_1,$$
$$[X_2, X_3] = 2i\xi_3 X_1, \quad [X_0, X_3] = 0,$$

with the center elements of the algebra $O_1, O_2 \in \mathcal{Z}(A)$ given by

$$O_1 := \xi_3 X_0 - \xi_0 X_3, \quad O_2 := (X_1)^2 + (X_2)^2.$$  

(II.15)

It is also interesting and noteworthy to point out an isomorphism of the reduced algebra.

**Proposition II.1.** The reduced algebra generated by $X_1, X_2$ and $X_3$, i.e.

$$[X_1, X_2] = 0, \quad [X_1, X_3] = -2i\xi_3 X_2, \quad [X_2, X_3] = 2i\xi_3 X_1$$

is isomorphic to the two-dimensional Poincaré group, where the isomorphism is given by the following identification

$$X_1 = i\beta P_0, \quad X_2 = \beta P_1, \quad X_3 = 2i\xi_3 M_{01}.$$  

(II.16)

**Proof.** The proof is straightforward by using the commutator relations

$$[P_0, P_1] = 0, \quad [P_0, M_{01}] = iP_1, \quad [P_1, M_{01}] = iP_0,$$

and the identifications (II.16).

Thus, by comparing equation (II.11) with (II.8), we note that the deformed Minkowski space can be identified with the translation sector of the Poincaré quantum group $\mathcal{G}_\zeta$. We shall make use of this identification in the next section.
III. THE QUANTUM METRIC AS THE CENTER OF THE DEFORMED POINCARÉ LIE ALGEBRA AND ITS INVERSE

A. The Graded Universal Differential Forms and Derivation Algebras

As pointed out in the Introduction, it is well known that the Serre-Swan theorem\textsuperscript{15} establishes a central link between projective finite modules and vector bundles so that an equivalence of categories exists between the vector bundle and the projective module of its smooth sections. It is thus pertinent to consider that the natural generalization of the notion of a vector bundle, which is an essential ingredient in the formulation of field theories, should be a finite projective module. Hence, having an appropriate noncommutative generalization of the algebra of differential forms $\Omega^n$ there is a natural connection on modules which generalizes the notion of connection on vector bundles\textsuperscript{3,13,14,21,22,23}. Briefly, let $\Omega(U(A)) = \bigoplus_n \Omega^n(U(A))$ be the differential graded algebra of forms defined by $\Omega^0 = U(A)$, where $U(A)$ is the associative universal enveloping algebra of the $C$-Lie algebra (II.14). The smallest subalgebra space $\Omega^n_D(U(A))$ is defined by $\Omega^n_D(U(A)) = \Omega_U(U(A))\Omega_U(U(A))\cdots\Omega_U(U(A))\Omega_U(U(A))$, with its elements being finite linear combinations of monomials of the form $\omega = A_0dA_1dA_2\ldots dA_n$. The linear exterior differential $d : \Omega^n_D(U(A)) \rightarrow \Omega^{n+1}_D(U(A))$ is defined by 

$$d(\omega_1 \otimes_A \cdots \otimes_A \omega_n) = \sum_{i=1}^n (-1)^{i+1} \omega_1 \otimes_A \cdots \otimes_A d\omega_i \otimes_A \cdots \otimes_A \omega_n, \quad \forall \omega_j \in \Omega^1_D(U(A)), \quad (III.1)$$

and satisfies the basic relations $d^2 = 0$ and the extended Leibnitz rule with respect to the product $\otimes_A$. The algebra $\Omega^n_D(U(A))$ as defined here is a left $(U(A))$-module but its right structure makes it also a bimodule. The noncommutative universality of the differential $d$ is constructed by means of a submodule $\Omega^1(U(A)) = Ker(A \otimes A \xrightarrow{m} A)$, such that $m(a \otimes b) = ab$, generated by the Karoubi differential: $da = 1 \otimes a - a \otimes 1, \quad \forall a \in A$. Defining now an anti-derivation operator $i_{\hat{X}_k}$ of degree -1, which is a unique homomorphism $i_{\hat{X}_k} : \Omega^1_D(U(A)) \rightarrow E$ on a bimodule $E$, restricted to $\Omega_D(U(A))$ by $i_{\hat{X}_k} \circ \sigma \Omega^n_D(U(A)) \rightarrow \Omega^{n-1}_D(U(A))$, and where $\hat{X}_i := D_i = i_{\hat{X}_i} \circ d$ is a derivation (we shall be using indistinctly the notation $\hat{X}_i := D_i$ to denote Outer-derivations), on the algebra $A$ such that 

$$i_{\hat{X}_k} \circ \omega(\hat{X}_1, \ldots, \hat{X}_n) = (-1)^{k+1} \omega(\hat{X}_1, \ldots, \hat{X}_{k-1}, \hat{X}_k, \hat{X}_{k+1}, \ldots, \hat{X}_n), \quad (III.2)$$
here $\tilde{X}_k$ means removal of $\hat{X}_k$ from the $n$-form $\omega$. In addition we have that for the noncommutative case the Lie-algebra relations

\begin{align}
i_{\tilde{X}_i} \circ i_{\tilde{X}_j} + i_{\tilde{X}_j} \circ i_{\tilde{X}_i} &= 0, \\
L_{\tilde{X}_i} \circ i_{\tilde{X}_j} - i_{\tilde{X}_j} \circ L_{\tilde{X}_i} &= i_{[\tilde{X}_i, \tilde{X}_j]}, \\
L_{\tilde{X}_i} \circ L_{\tilde{X}_j} - L_{\tilde{X}_j} \circ L_{\tilde{X}_i} &= L_{[\tilde{X}_i, \tilde{X}_j]},
\end{align}

are satisfied with $L_{\tilde{X}_i}$ and $i_{\tilde{X}_i}$ being noncommutative derivation and antiderivation generalizations of the Lie derivative and inner multiplication of forms by vector fields, respectively, and where

\[ L_{\tilde{X}_i} = i_{\tilde{X}_i} \circ d + d \circ i_{\tilde{X}_i} \]

is a Lie algebra derivation of degree zero of $\Omega_D(U(A))$.

The adjoint action $\mathfrak{a}_X = [X_\rho, \cdot]$ is an element of the **Inner** (or Interior) invariant subalgebra $\mathfrak{a}_A \in Int(U(A)) \subset Der(U(A))$. All other derivations are elements of the **Outer** derivations such that the differential subalgebra $\Omega_{Out}$ is determined by

\[ \Omega_{Out}(U(A)) = (\omega \in \Omega_{Out}(U(A)) \mid i_{\tilde{X}_\rho} \triangleright \omega = 0 \text{ and } L_{\tilde{X}_\rho} \omega = 0 \forall \ X_\rho \in Int(A)) \].

Hence the space of all derivations $Der(U(A))$ is the direct sum

\[ Der(U(A)) = Int(U(A)) \oplus Out(U(A)), \]

where $Int(U(A))$ is a Lie-Ideal and $Out(U(A)) = Der(U(A))/Int(U(A))$.

Now a derivation on an arbitrary associative algebra is a linear map satisfying the Leibnitz rule

\[ D_{X_\rho}(X_\alpha X_\beta) = D_{X_\rho}(X_\alpha)X_\beta + X_\alpha D_{X_\rho}(X_\beta). \]

Thus for $D_{X_\rho}, D_{X_\sigma} \in Der(U(A))$ it follows readily that

\[ [D_{X_\rho}, D_{X_\sigma}]X_\alpha X_\beta = [(D_{X_\rho} \circ D_{X_\sigma} - D_{X_\sigma} \circ D_{X_\rho}) X_\alpha]X_\beta + X_\alpha [(D_{X_\rho} \circ D_{X_\sigma} - D_{X_\sigma} \circ D_{X_\rho}) X_\beta], \]

so $(D_{X_\rho} \circ D_{X_\sigma} - D_{X_\sigma} \circ D_{X_\rho})$ is itself a derivation which is also a $\mathcal{Z}(U(A))$-module and can be written in general as

\[ (D_{X_\rho} \circ D_{X_\sigma} - D_{X_\sigma} \circ D_{X_\rho}) = B_{[\rho, \sigma]}(\mathcal{Z}(U(A))) D_{X_\tau}, \]

and

\[ D_{X_\rho}X_\lambda = \mathcal{N}_{\rho, \lambda}^{\sigma}(\mathcal{Z}(U(A))) X_\sigma. \]
B. Centrality of the Metric Bimodule

Now in order to have well-defined contractions in noncommutative Riemannian geometry we require that the metric two-form \( g = g_{\mu\nu}(U(A)) \otimes \omega^\mu \otimes \omega^\nu \in \Omega_D^2 \) be in the center of the Lie algebra. We thus take the adjoint action of the subalgebra of Inner derivations on it as an isometry which leaves it invariant. Hence, by virtue of (III.5), the metric 2-form is projected into the subalgebra \( \Omega_{Int}(U(A)) \) of Inner derivations and, consequently,

\[
\mathfrak{ad}_{X_\rho} \triangleright (g_{\mu\nu}(U(A)) \otimes \omega^\mu \otimes \omega^\nu) = [X_\rho, g_{\mu\nu}(U(A))] \otimes \omega^\mu \otimes \omega^\nu + g_{\mu\nu}(U(A)) [X_\rho, \omega^\mu \otimes \omega^\nu] = 0,
\]

(III.11)

where the 1-forms \( \omega^\mu \) are chosen here as dual to the Inner-derivations \( \hat{X}_\mu = \mathfrak{ad}_{X_\mu}. \) It then follows by (3.3b) that

\[
0 = L_{\hat{X}_\rho} \triangleright \omega^\mu(\hat{X}_\nu) = (L_{\hat{X}_\rho} \circ i_{\hat{X}_\nu}) \triangleright \omega^\mu = i_{\hat{X}_\nu} \circ L_{\hat{X}_\rho} \omega^\mu + i_{C_{\rho\nu}(\mathfrak{ad}_{X_\lambda})} \triangleright \omega^\mu
\]

\[
= (L_{\hat{X}_\rho} \omega^\mu)(\hat{X}_\nu) + C_{\rho\nu}^{\mu}.
\]

(III.12)

The above is clearly satisfied with

\[
L_{\hat{X}_\rho} \omega^\mu = -C_{\rho\sigma}^{\mu} \omega^\sigma.
\]

(III.13)

Consequently (III.11) results in

\[
[X_\rho, g_{\mu\nu}(U(A)) \otimes \omega^\mu \otimes \omega^\nu] = \left( [X_\rho, g_{\mu\nu}(U(A))] - g_{\sigma\nu}(U(A))C_{\rho\mu}^{\sigma} - g_{\mu\sigma}(U(A))C_{\rho\nu}^{\sigma} \right) \otimes \omega^\mu \otimes \omega^\nu = 0,
\]

(III.14)

where the \( g_{\mu\nu} = g_{\nu\mu} \) are matrix elements with entries from the translation sector subalgebra (generated by (II.8)), of the associative unitary enveloping Universal Poincaré algebra \( U(P) \).

In order to evaluate the first term on the right of (III.14) we represent the linear derivation operator \( L_{\hat{X}_\rho} \) by the adjoint action on the matrix element \( g(X_\mu, X_\nu) \), i.e. by \( [X_\rho, g(X_\mu, X_\nu)] \), and evaluate this operator commutator by assuming, as an ansatz, that \( g_{\mu\nu} \) is a polynomial series of \( X_\rho \) of second order. Thus, writing

\[
g(X_\mu, X_\nu) = a_{(\mu\nu)} + a^\sigma_{(\mu\nu)}X_\sigma + a^\sigma^\tau_{(\mu\nu)}X_\sigma X_\tau
\]

(III.15)
and, applying (II.12) we get

\[
[X_\rho, g(X_\mu, X_\nu)] = 2ia^\sigma_{(\mu\nu)} [\xi_\sigma(\eta_{\sigma 2} X_1 - \eta_{\sigma 1} X_2) + \xi_\sigma(\eta_{\rho 1} X_2 - \eta_{\rho 2} X_1)]
\]

\[
+ 2ia^{\sigma \tau}_{(\mu\nu)} \left( [\xi_\sigma(\eta_{\sigma 2} X_\tau - \eta_{\sigma 1} X_2 X_\tau) + \xi_\sigma(\eta_{\rho 1} X_2 X_\tau - \eta_{\rho 2} X_1 X_\tau)] +
\]

\[
[\xi_\rho(\eta_{\tau 2} X_\sigma X_1 - \eta_{\tau 1} X_\sigma X_2) + \xi_\tau(\eta_{\rho 1} X_\sigma X_2 - \eta_{\rho 2} X_\sigma X_1)] \right). \quad (\text{III.16})
\]

To complete the calculation of an equation for the metric as the center of the algebra, we observe that the two last terms in the right of (III.14) are given by

\[
g([X_\rho, g(X_\mu), X_\nu]) = C^\tau_{\rho\mu} g_{\tau\nu}, \quad g(X_\mu, [X_\rho, X_\nu]) = g_{\mu\tau} C^\tau_{\rho\nu}. \quad (\text{III.17})
\]

Therefore, combining (III.16) with (III.17) and (II.13) we obtain, as a condition for centrality, that the coefficients of the universal enveloping algebra should be satisfied by the coefficients in the following set of equations:

\[
2ia^\sigma_{(\mu\nu)} [(\xi_0 + \xi_3)(\eta_{\sigma 2} X_1 - \eta_{\sigma 1} X_2) + \xi_\sigma(1 - X_2)] +
\]

\[
2ia^{\sigma \tau}_{(\mu\nu)} \left( \xi_\sigma(X_1 - X_2) X_\tau + \xi_\tau X_\sigma(X_1 - X_2) +
\]

\[
(\xi_0 + \xi_3) \left( (\eta_{\sigma 2} X_1 - \eta_{\sigma 1} X_2) X_\tau + X_\sigma(\eta_{\tau 2} X_1 - \eta_{\tau 1} X_2) \right) \right] \quad (\text{III.18})
\]

\[
= 2i\xi_\rho [\eta_{\mu 2} g_{1\nu} - \eta_{\mu 1} g_{2\nu} + \eta_{\nu 2} g_{\mu 1} - \eta_{\nu 1} g_{\mu 2}].
\]

It readily follows from the above equation that the commutator of $X_1$ and $X_2$ with the components $g_{00}, g_{03}, g_{33}$ is zero. Then the commutation relations are

\[
[X_0, g_{\mu\nu}] = 2i\xi_0(\eta_{\mu 2} g_{1\nu} - \eta_{\mu 1} g_{2\nu} + \eta_{\mu 1} \eta_{\nu 2} - \eta_{\mu 2} \eta_{\nu 1}), \quad (\text{III.19a})
\]

\[
[X_1, g_{\mu\nu}] = -2i(\xi_\mu g_{2\nu} + \xi_\nu g_{\mu 2}), \quad (\text{III.19b})
\]

\[
[X_2, g_{\mu\nu}] = 2i(\xi_\mu g_{1\nu} + \xi_\nu g_{\mu 1}), \quad (\text{III.19c})
\]

\[
[X_3, g_{\mu\nu}] = 2i\xi_3(\eta_{\mu 2} g_{1\nu} - \eta_{\mu 1} g_{2\nu} + \eta_{\mu 1} \eta_{\nu 2} - \eta_{\mu 2} \eta_{\nu 1}). \quad (\text{III.19d})
\]

**Proposition III.1.** The metric components $g_{00}, g_{03}$ and $g_{33}$ depend on polynomials in $X_0$ and $X_3$ to the second order at most.
Proof. The proof is done by \textit{reductio ad absurdum}. So first let us write the algebra needed to prove this for \( \hat{g}_{00} \), i.e.

\[
[X_2, g_{00}] = 2i\xi_0(g_{01} + g_{10}),
\]

\[
[X_2, g_{01}] = 2i\xi_0g_{11},
\]

\[
[X_2, g_{11}] = 0.
\]

Now let us assume that the metric component has a third degree polynomial term depending on \( X_0 \), i.e. \( \epsilon X_0^3 \). Due to the algebra and the above commutator relations this would imply that \( g_{01} \) is of polynomial order two in \( X_0 \), this on the other hand implies that \( g_{11} \) is of order one in \( X_0 \). Moreover this would also mean that the last commutator relation only holds if and only if \( \epsilon = 0 \). Similar arguments hold for the polynomial degree of \( X_3 \) and for the metric components \( g_{03} \) and \( g_{33} \).

Thus from the previous proposition we can write:

\[
g_{00} := g_{00}(x_0, x_3) = \gamma_0 + \gamma_1X_0 + \gamma_2X_3 + \gamma_3X_0X_3 + \gamma_4X_0^2 + \gamma_5X_3^2, \quad (III.20a)
\]

\[
g_{03} := g_{03}(x_0, x_3) = \rho_0 + \rho_1X_0 + \rho_2X_3 + \rho_3X_0^2 + \rho_4X_3^2, \quad (III.20b)
\]

\[
g_{33} := g_{03}(x_0, x_3) = \kappa_0 + \kappa_1X_0 + \kappa_2X_3 + \kappa_3X_0X_3 + \kappa_4X_0^2 + \kappa_5X_3^2, \quad (III.20c)
\]

where \( \gamma_i, \rho_i \) and \( \kappa_i \forall i = 0, 1, 2, 3, 4, 5 \) are constants. Moreover we can make use of equation (II.15) to express \( X_0 \) in terms of \( X_3 \) as

\[
X_0 = \frac{1}{\xi_3}(O_1 + \xi_0X_3), \quad (III.21)
\]

which, when substituted into (III.20a)-(III.20c), results in

\[
g_{00} := g_{00} = a_0 + a_1X_3 + a_2X_3^2, \quad (III.22a)
\]

\[
g_{03} := g_{03} = b_0 + b_1X_3 + b_2X_3^2, \quad (III.22b)
\]

\[
g_{33} := g_{33} = c_0 + c_1X_3 + c_2X_3^2. \quad (III.22c)
\]

Note that in this way the above three components of the metric are formally self-adjoint and from here on self-adjoint components of the metric will be denoted by the symbol \( \hat{g}_{\mu\nu} \).
with their coefficients explicitly given by

\[
a_0 = \gamma_0 + \frac{\gamma_1}{\xi_3}O_1 + \frac{\gamma_4}{\xi_3^2}O_1^2, \quad a_1 = \frac{\xi_0 \gamma_1}{\xi_3} + \gamma_2 + \frac{\gamma_3}{\xi_3}O_1 + \frac{2\xi_0 \gamma_4}{\xi_3^2}O_1, \quad a_2 = \frac{\xi_0 \gamma_3}{\xi_3} + \frac{\xi_0^2 \gamma_4}{\xi_3^2} + \gamma_5,
\]

(III.23a)

\[
b_0 = \rho_0 + \frac{\rho_1}{\xi_3}O_1 + \frac{\rho_4}{\xi_3^2}O_1^2, \quad b_1 = \frac{\xi_0 \rho_1}{\xi_3} + \rho_2 + \frac{\rho_3}{\xi_3}O_1 + \frac{2\xi_0 \rho_4}{\xi_3^2}O_1, \quad b_2 = \frac{\xi_0 \rho_3}{\xi_3} + \frac{\xi_0^2 \rho_4}{\xi_3^2} + \rho_5,
\]

(III.23b)

\[
c_0 = \kappa_0 + \frac{\kappa_1}{\xi_3}O_1 + \frac{\kappa_4}{\xi_3^2}O_1^2, \quad c_1 = \frac{\xi_0 \kappa_1}{\xi_3} + \kappa_2 + \frac{\kappa_3}{\xi_3}O_1 + \frac{2\xi_0 \kappa_4}{\xi_3^2}O_1, \quad c_2 = \frac{\xi_0 \kappa_3}{\xi_3} + \frac{\xi_0^2 \kappa_4}{\xi_3^2} + \kappa_5.
\]

(III.23c)

The remaining metric components are then derived from the commutation relations (III.19a-III.19d) and the last two sets of relations to yield

\[
g_{01} = \alpha X_1 + \beta (X_1 X_3 + X_3 X_1),
\]

(III.24a)

\[
g_{02} = \alpha X_2 + \beta (X_2 X_3 + X_3 X_2),
\]

(III.24b)

\[
g_{13} = \alpha' X_1 + \beta' (X_1 X_3 + X_3 X_1),
\]

(III.24c)

\[
g_{23} = \alpha' X_2 + \beta' (X_2 X_3 + X_3 X_2),
\]

(III.24d)

\[
g_{11} = \delta X_1^2,
\]

(III.24e)

\[
g_{22} = \delta X_2^2,
\]

(III.24f)

\[
g_{12} = \frac{\delta}{2} (X_1 X_2 + X_2 X_1) = \delta X_1 X_2,
\]

(III.24g)

where

\[
g_{ji} = g_{ij}^\dagger, \quad g_{ij} := \frac{1}{2} (g_{ij} + g_{ij}^\dagger) \quad \text{for} \quad i \leq j
\]

(III.25)

and

\[
\alpha = \frac{\xi_3}{2\xi_0} a_1, \quad \beta = \frac{\xi_3}{2\xi_0} a_2, \quad \alpha' = \frac{c_1}{2}, \quad \beta' = \frac{c_2}{2}, \quad \delta = \left(\frac{\xi_3}{\xi_0}\right)^2 a_2
\]

(III.26)

Next note that, due to the commutations relations, we will have relations between the coefficients \(a_i, b_i\) and \(c_i\). Indeed from (III.19b) and (III.19c), we have

\[
[X_1, g_{03}] = -2i(\xi_0 g_{23} + \xi_3 g_{02})
\]

\[
[X_2, g_{03}] = -2i(\xi_0 g_{13} + \xi_3 g_{01}),
\]
which, together with (III.22b), (III.24a-III.24d) and (III.26), results in

\[ b_1 = \left[ \left( \frac{\xi_3}{2\xi_0} \right) a_1 + \left( \frac{\xi_0}{2\xi_3} \right) c_1 \right] \]

(III.27)

\[ b_2 = \left[ \left( \frac{\xi_3}{2\xi_0} \right) a_2 + \left( \frac{\xi_0}{2\xi_3} \right) c_2 \right]. \]

(III.28)

In a similar fashion, making use of (III.19b) for \( \mu = 1, \nu = 3 \) and (III.24g), we obtain

\[ c_2 = a_2 \left( \frac{\xi_3}{\xi_0} \right)^2 = \delta. \]

(III.29)

Replacing (III.29) in (III.28) yields

\[ b_2 = \left( \frac{\xi_3}{\xi_0} \right) a_2 = 2\beta, \]

(III.30)

with which we obtain a relation between the coefficients that are independent of \( O_1 \).

In this way the full expression for the metric is given by

\[
\mathbf{g}_{\mu\nu} = \begin{pmatrix}
  a_0 + a_1 Z + a_2 Z^2 & \alpha X + \beta (XZ + ZX) & \alpha Y + \beta (YZ + ZY) & b_0 + b_1 Z + b_2 Z^2 \\
  \alpha X + \beta (XZ + ZX) & \delta X^2 & \delta XY & \alpha' X + \beta' (XZ + ZX) \\
  \alpha Y + \beta (YZ + ZY) & \delta XY & \delta Y^2 & \alpha' Y + \beta' (YZ + ZY) \\
  b_0 + b_1 Z + b_2 Z^2 & \alpha' X + \beta' (XZ + ZX) & \alpha' Y + \beta' (YZ + ZY) & c_0 + c_1 Z + c_2 Z^2
\end{pmatrix},
\]

where for simplicity we have put \( X_1 = X, X_2 = Y \) and \( X_3 = Z \).

In order to analyze whether the quantum metric \( g_{\mu\nu} \) is non-singular, let us now consider the determinant of the matrix \( \mathbf{g} = [\mathbf{g}_{\mu\nu}]_{\mu,\nu=0,1,2,3} \) with non-commuting entries, defined as the sum\(^{23}\):

\[
\det \mathbf{g} = \sum_{\sigma \in \mathfrak{S}_4} \mathbf{g}_{\sigma(0)0} \cdot \mathbf{g}_{\sigma(1)1} \cdot \mathbf{g}_{\sigma(2)2} \cdot \mathbf{g}_{\sigma(3)3} \cdot \text{sign} \sigma,
\]

(III.31)

where \( \sigma \) are the permutations of the antisymmetrizer \( \mathfrak{A}_4 \). Note that this preserves the appropriate ordering of the noncommutative entries of the matrix and is equivalent to summing sequentially the product of the elements of the first columns by their corresponding cofactors.

Explicitly this determinant is given, factoring similar terms, by

\[
\det \mathbf{g} = g_{00}[(g_{11}g_{22} - g_{21}g_{12})g_{33} + (g_{31}g_{12} - g_{11}g_{32})g_{23} + (g_{21}g_{32} - g_{31}g_{22})g_{13}] \\
+ g_{30}[(g_{11}g_{02} - g_{01}g_{12})g_{23} + (g_{01}g_{22} - g_{21}g_{02})g_{13} - (g_{11}g_{22} - g_{21}g_{12})g_{03}] \\
+ g_{10}[(g_{01}g_{32} - g_{31}g_{02})g_{23} - (g_{01}g_{22} - g_{21}g_{02})g_{33} - (g_{21}g_{32} - g_{31}g_{22})g_{03}] \\
- g_{20}[(g_{11}g_{02} - g_{01}g_{12})g_{33} + (g_{01}g_{32} - g_{31}g_{02})g_{13} + (g_{31}g_{12} - g_{11}g_{32})g_{03}].
\]

(III.32)
Our essential objective is to show that this determinant is non-singular. Towards this end we make use of the equations (III.22a-III.22c), (III.24a-III.24g) and the commutation relations to get

\[
J_1 := g_{11}g_{22} - g_{21}g_{12} = 0, \quad (\text{III.33a})
\]
\[
J_2 := g_{31}g_{12} - g_{11}g_{32} = -\xi_3\xi_0^{-1}J_4, \quad (\text{III.33b})
\]
\[
J_3 := g_{21}g_{32} - g_{31}g_{22} = -\xi_0\xi_3^{-1}J_5, \quad (\text{III.33c})
\]
\[
J_4 := g_{11}g_{02} - g_{01}g_{12} = 2i\xi_3\beta X_1(4X_1^2 - 3O_2), \quad (\text{III.33d})
\]
\[
J_5 := g_{01}g_{22} - g_{21}g_{02} = 2i\xi_3\beta X_2(O_2 - 4X_1^2), \quad (\text{III.33e})
\]
\[
J_6 := g_{01}g_{32} - g_{31}g_{02} = 2i\xi_3(\alpha' - \xi_0^{-1}\xi_3\alpha)(O_2 - X_1^2), \quad (\text{III.33f})
\]

Using the equations (III.33a-III.33f) and applying the commutation repeatedly (see details in the Appendix A) we have shown that the determinant is nonsingular and it is given by

\[
\det g_{\mu\nu} = K_0 + X_1^2K_1 + X_1X_2K_2, \quad (\text{III.34})
\]

with \(K_i = K_i(\mathcal{Z}(A), X_3)\) for \(i = 0, 1, 2\).

C. Inverse of Quantum Metric

Next in order to derive the inverse of the above metric matrix we make use of the concept of quasi-determinants discussed in \(^{10}\). Thus we express the matrix metric in (III B) in terms of the following \(2 \times 2\) blocks

\[
G = \begin{pmatrix}
  g_{00} & g_{01} & g_{02} & g_{03} \\
  g_{10} & g_{11} & g_{12} & g_{13} \\
  g_{20} & g_{21} & g_{22} & g_{23} \\
  g_{30} & g_{31} & g_{32} & g_{33}
\end{pmatrix} = \begin{pmatrix}
  G_{11} & G_{12} \\
  G_{21} & G_{22}
\end{pmatrix}. \quad (\text{III.35})
\]

If in addition we let

\[
Y = \begin{pmatrix}
  Y_{11} & Y_{12} \\
  Y_{21} & Y_{22}
\end{pmatrix}, \quad (\text{III.36})
\]
where

\[ Y_{11} = (G_{11} - G_{12}G_{22}^{-1}G_{21})^{-1} \]
\[ Y_{12} = -G_{11}^{-1}G_{12}Y_{22} \]
\[ Y_{21} = -G_{22}^{-1}G_{21}Y_{11} \]
\[ Y_{22} = (G_{22} - G_{21}G_{11}^{-1}G_{12})^{-1}, \]

it can be readily shown that these also 2×2 block matrices are such that (III.36) is the right-inverse matrix \( Y = G^{-1} \), i.e. \( GY = \begin{pmatrix} I_2 & 0 \\ 0 & I_2 \end{pmatrix} \). Substituting the inverses of the above metric blocks into (III.37) one obtains after a rather lengthy calculation an explicit expression for the right inverse \( Y \) of the metric.

Let \( \eta^{\mu\nu} \) be the components of the matrix \( Y \) defined above, our goal is to find these components explicitly. For this purpose, we start by finding the components of the matrices \( G_{11} - G_{12}G_{22}^{-1}G_{21} \) and \( G_{22} - G_{21}G_{11}^{-1}G_{12} \) in the following way:

\[
G_{11} - G_{12}G_{22}^{-1}G_{21} = \begin{pmatrix} g_{00} & g_{01} \\ g_{10} & g_{11} \end{pmatrix} - \begin{pmatrix} g_{02} & g_{03} \\ g_{12} & g_{13} \end{pmatrix} \begin{pmatrix} s_{22} & s_{23} \\ s_{32} & s_{33} \end{pmatrix} \begin{pmatrix} g_{20} & g_{21} \\ g_{30} & g_{31} \end{pmatrix} = \begin{pmatrix} l_{00} & l_{01} \\ l_{10} & l_{11} \end{pmatrix},
\]
\[
G_{22} - G_{21}G_{11}^{-1}G_{12} = \begin{pmatrix} g_{22} & g_{23} \\ g_{32} & g_{33} \end{pmatrix} - \begin{pmatrix} g_{20} & g_{21} \\ g_{30} & g_{31} \end{pmatrix} \begin{pmatrix} s_{00} & s_{01} \\ s_{10} & s_{11} \end{pmatrix} \begin{pmatrix} g_{02} & g_{03} \\ g_{12} & g_{13} \end{pmatrix} = \begin{pmatrix} l_{22} & l_{23} \\ l_{32} & l_{33} \end{pmatrix},
\]

where \( s_{\mu\nu} \) are the components of the inverse matrices \( G_{11}, G_{22} \) obtained by applying the Gel’fand algorithm and are given by

\[
s_{00} = (g_{00} - g_{01}g_{11}^{-1}g_{10})^{-1}, \quad s_{22} = (g_{22} - g_{23}g_{33}^{-1}g_{32})^{-1},
\]
\[
s_{01} = -g_{01}^{-1}g_{01}s_{11}, \quad s_{23} = -g_{22}^{-1}g_{23}s_{33}, \quad \text{(III.38)}
\]
\[
s_{10} = -g_{11}^{-1}g_{10}s_{00}, \quad s_{32} = -g_{33}^{-1}g_{32}s_{22},
\]
\[
s_{11} = (g_{11} - g_{10}g_{00}^{-1}g_{01})^{-1}, \quad s_{33} = (g_{33} - g_{32}g_{22}^{-1}g_{23})^{-1};
\]

while the explicit expressions for \( l_{\mu\nu} \) are:

\[
l_{\kappa\lambda} = g_{\kappa\lambda} - (g_{\kappa 2} - g_{\kappa 3}g_{33}^{-1}g_{32})s_{22}g_{22} - (g_{\kappa 3} - g_{\kappa 2}g_{22}^{-1}g_{23})s_{33}g_{33},
\]
\[
l_{r\sigma} = g_{r\sigma} - (g_{r 0} - g_{r 1}g_{11}^{-1}g_{10})s_{00}g_{00} - (g_{r 1} - g_{r 0}g_{00}^{-1}g_{01})s_{11}g_{11}, \quad \text{(III.39)}
\]

for \( \kappa, \lambda = 0, 1 \) and \( \tau, \sigma = 2, 3 \).
Finally, we can calculate the inverse of the blocks given by the equations \((\text{III.37})\) by applying again the method of Gel’fand to obtain the blocks \(Y_{11}\) and \(Y_{22}\), with which we obtain the rest by means of the matrix multiplication. Therefore the components of the right inverse read:

\[
Y = \begin{pmatrix}
\eta^{00} & \eta^{01} & \eta^{02} & \eta^{03} \\
\eta^{10} & \eta^{11} & \eta^{12} & \eta^{13} \\
\eta^{20} & \eta^{21} & \eta^{22} & \eta^{23} \\
\eta^{30} & \eta^{31} & \eta^{32} & \eta^{33}
\end{pmatrix}
= \begin{pmatrix}
\eta^{00} & -\eta^{-1}_{01} \eta^{11} & \mathcal{N}_1 \eta^{22} & \mathcal{N}_2 \eta^{33} \\
-\eta^{-1}_{10} \eta^{00} & \eta^{11} & \mathcal{N}_3 \eta^{22} & \mathcal{N}_4 \eta^{33} \\
\mathcal{R}_1 \eta^{00} & \mathcal{R}_2 \eta^{11} & \eta^{22} & -\eta^{-1}_{23} \eta^{33} \\
\mathcal{R}_3 \eta^{00} & \mathcal{R}_4 \eta^{11} & -\eta^{-1}_{33} \eta^{22} & \eta^{33}
\end{pmatrix},
\tag{\text{III.40}}
\]

where we have defined the quantum operators \(\mathcal{N}_i\) as:

\[
\mathcal{N}_1 = -(g_{00} g_{02} - g_{00}^{-1} g_{01} g_{11} g_{12}) + (g_{00} g_{03} - g_{00}^{-1} g_{01} g_{11} g_{13}) l_{23}^{-1} l_{32},
\]

\[
\mathcal{N}_2 = -(g_{00} g_{03} - g_{00}^{-1} g_{01} g_{11} g_{13}) + (g_{00} g_{02} - g_{00}^{-1} g_{01} g_{11} g_{12}) l_{22}^{-1} l_{23},
\]

\[
\mathcal{N}_3 = -(g_{11} g_{12} - g_{11}^{-1} g_{10} g_{00} g_{02}) + (g_{11} g_{13} - g_{11}^{-1} g_{10} g_{00} g_{03}) l_{33}^{-1} l_{32},
\]

\[
\mathcal{N}_4 = -(g_{11} g_{13} - g_{11}^{-1} g_{10} g_{00} g_{03}) + (g_{11} g_{12} - g_{11}^{-1} g_{10} g_{00} g_{02}) l_{22}^{-1} l_{23},
\]

and \(\mathcal{R}_i\) as:

\[
\mathcal{R}_1 = -(g_{22} g_{20} - g_{22}^{-1} g_{23} g_{33} g_{30}) + (g_{22} g_{21} - g_{22}^{-1} g_{23} g_{33} g_{31}) l_{11}^{-1} l_{10},
\]

\[
\mathcal{R}_2 = -(g_{22} g_{21} - g_{22}^{-1} g_{23} g_{33} g_{31}) + (g_{22} g_{20} - g_{22}^{-1} g_{23} g_{33} g_{30}) l_{30}^{-1} l_{01},
\]

\[
\mathcal{R}_3 = -(g_{33} g_{30} - g_{33}^{-1} g_{32} g_{22} g_{20}) + (g_{33} g_{31} - g_{33}^{-1} g_{32} g_{22} g_{21}) l_{11}^{-1} l_{10},
\]

\[
\mathcal{R}_4 = -(g_{33} g_{31} - g_{33}^{-1} g_{32} g_{22} g_{21}) + (g_{33} g_{30} - g_{33}^{-1} g_{32} g_{22} g_{20}) l_{00}^{-1} l_{01},
\]

and where the diagonal independent components of the inverse \((\text{III.40})\) are given, as stated earlier, by:

\[
\eta^{00} = (l_{00} - l_{01} l_{11}^{-1} l_{10})^{-1}, \quad \eta^{22} = (l_{22} - l_{23} l_{33}^{-1} l_{32})^{-1},
\]

\[
\eta^{11} = (l_{11} - l_{10} l_{00}^{-1} l_{01})^{-1}, \quad \eta^{33} = (l_{33} - l_{32} l_{22}^{-1} l_{23})^{-1},
\]

\tag{\text{III.43}}

Note that it is easy to show by a fairly straightforward calculation, that \(g_{\mu\rho}(Y^T)^{\rho\nu} = \delta^\nu_\mu\) and by \((\text{III.40})\) it is clearly seen that the inverse of the metric is not symmetric in its entries while the metric \(G\) itself is. Thus to derive the left action of \(Y\) on \(G\), \textit{i.e.} \(Y^T G = \begin{pmatrix} I_2 & 0 \\ 0 & I_2 \end{pmatrix}\), we need to take the transpose of the matrix blocks in \(Y\) and transpose each of these blocks.
Explicitly:

\[
Y^T = \begin{pmatrix}
Y_{11}^T & Y_{12}^T \\
Y_{12}^T & Y_{22}^T
\end{pmatrix} = \begin{pmatrix}
(y^T)^{00} & (y^T)^{10} & (y^T)^{20} & (y^T)^{30} \\
(y^T)^{01} & (y^T)^{11} & (y^T)^{21} & (y^T)^{31} \\
(y^T)^{02} & (y^T)^{12} & (y^T)^{22} & (y^T)^{32} \\
(y^T)^{03} & (y^T)^{13} & (y^T)^{23} & (y^T)^{33}
\end{pmatrix},
\]

(III.44)

and where in \((y^T)^{\rho\nu}\) the \((T)\) upper index means the transpose of the entries in the components of the inverse in \((\text{III.40})\) while the \((\rho\nu)\)-Leibnitz indices refer to the column and row position, respectively, of the inverse in that matrix.

As an illustration of how the inverse of the elements of the metric matrix act on the Lorentzian indices of a tensor, consider a covariant two-tensor \(R_{\mu\nu}\) which has been defined. To construct a mixed tensor from it, start with the intrinsic equation \(R_{\mu\nu} =: g_{\mu\sigma} R^\sigma_{\nu}\). Using now the inverse metric components displayed in \((\text{III.44})\) and acting with these from the left on both sides of the previous definition we get

\[
(y^T)^{\lambda\mu} R_{\mu\nu} = (y^T)^{\rho\nu} g_{\mu\sigma} R^\sigma_{\nu} = \delta^\lambda_\rho R^\sigma_{\nu} = R^\lambda_{\nu}.
\]

(III.45)

Note, by analogy, that

\[
R_{\mu\lambda} \eta^{\lambda\nu} = R_{\mu}^{\sigma} g_{\sigma\lambda} \eta^{\lambda\nu} = R_{\mu}^{\sigma} \delta^\nu_\sigma = R^\nu_{\mu}.
\]

(III.46)

In the next section we shall implement the above results in the consideration of the Pseudo-Riemannian tensor associated with our algebra.

### IV. NONCOMMUTATIVE RIEMANNIAN GEOMETRY FROM THE METRIC CENTRAL BIMODULE

From the theory of Derivations and Noncommutative Differential Calculus \(13, 22, 25\), we have that the Leibnitz rule action of the linear mapping \((\nabla, \hat{X}_i) \mapsto \nabla_{X_i}\) is a linear connection endomorphism (from here on, without risk of confusion and in order to simplify our notation, we shall denote the associative enveloping universal algebra with unit \((U(\mathcal{A}))\) simply by \(\mathcal{A}\)).

In particular, making use of \((\text{III.9})\)

\[
\nabla_{X_i}(X_\alpha \psi) = D_i X_\alpha \psi + X_\alpha \nabla_{X_i}(\psi), \quad \forall X_\alpha \in \mathcal{A},
\]

(IV.1)

where \(\psi\) is a left \(\mathcal{A}\)-module, we can equally consider

\[
\nabla_{X_\rho}(X_\alpha \psi) = \hat{X}_\rho(X_\alpha) \psi + X_\alpha \nabla_{X_\rho}(\psi), \quad \forall X_\alpha \in \mathcal{A}.
\]

(IV.2)
Now, when acting with this covariant derivation on the metric two-form \( g := g_{\mu\nu}(A) \omega^\mu \otimes \omega^\nu \in \Omega^2(A) \) the latter is projected into the subspace of \textbf{Outer}-derivations so

\[
\nabla_{X^\rho}(g_{\mu\nu}(A) \omega^\mu \otimes \omega^\nu) = D_{X^\rho}(g_{\mu\nu}(A)) \omega^\mu \otimes \omega^\nu + g_{\mu\nu}(A) \nabla_{X^\rho}(\omega^\mu \otimes \omega^\nu), \tag{IV.3}
\]

where the differential subalgebra \( \Omega_{Out} \) is determined by (III.5). Thus \( D_{X^\rho} \in Out(A) = Der(A)/Int(A) \) is the outer-derivation associated with the Lie algebra basis \( X^\rho \), as defined in Sec.(3.1).

Note also that because we are using the directional covariant derivation we do not require a flip factor in (IV.3) to preserve operator ordering. Hence, in particular, we have from (IV.2)

\[
\nabla_{X^\rho}(X^\nu \omega^\mu) = D_{X^\rho}(X^\nu) \omega^\mu + X^\nu \nabla_{X^\rho}(\omega^\mu). \tag{IV.4}
\]

Now, by linearity, we can set

\[
\nabla_{X^\rho} \omega^\mu = -\Gamma^\mu_{\rho\sigma} \omega^\sigma, \tag{IV.5}
\]

where, in order to preserve stability in the \( \Omega_D \) cochains we require that \( \Gamma^\mu_{\rho\sigma} \) be in the center \( (Z(A)) \) of the algebra, as it can be easily shown that \( Der(A) \) maps \( Z(A) \) into itself\(^{26} \), so \( D_{X^\rho}(Z(A)) \in Z(A) \) and \( Der Z(A) \subset Out(A) \).

To further specify these connection symbols and relate to the Levi-Civita connection of Pseudo-Riemannian Geometry, we next consider the following two properties which will result in a noncommutative generalization of:

1) **Metricity.** The covariant derivative of the metric tensor \( g \) is required to vanish, so that

\[
\nabla_{X^\rho}(g_{\mu\nu} \omega^\mu \otimes \omega^\nu) = 0. \tag{IV.6}
\]

2) **Zero torsion.** Given a connection \( \nabla_{X^\rho} \) on \( \Omega_{Der}(A) \), torsion is defined as the bimodule homomorphism \( T : \Omega^1_{Der}(A) \to \Omega^2_{Der}(A) \) by setting\(^{27} \)

\[
\nabla X^\rho = d\omega(X^\alpha, X^\beta) = d\omega(X^\alpha, \hat{X}_\beta) - \nabla X^\alpha(\omega)(\hat{X}_\beta) + \nabla X^\beta(\omega)(\hat{X}_\alpha), \quad \hat{X}_\alpha, \hat{X}_\beta \in Der(A) \tag{IV.7}
\]

In order to further solve (IV.7) for zero torsion, recall first that the differential \( d \) of \( \Omega^1_D \) in (III.1) can be expressed equivalently as

\[
\quad (d\omega)(\hat{X}_1, \ldots, \hat{X}_{n+1}) = \sum_{k=1}^{n+1} (-1)^{k+1} \hat{X}_k \omega(\hat{X}_1, \ldots, \hat{X}_k, \ldots, \hat{X}_{n+1})
\quad + \sum_{k<l}^{n+1} (-1)^{k+l} \omega([\hat{X}_k, \hat{X}_l], \hat{X}_1, \ldots, \hat{X}_k, \ldots, \hat{X}_l, \ldots, \hat{X}_{n+1}), \quad \tag{IV.8}
\]


from where, in particular, it follows that

\[(d\omega)(\dot{X}_\alpha, \dot{X}_\beta) = \dot{X}_\alpha(\omega(\dot{X}_\beta)) - \dot{X}_\beta(\omega(\dot{X}_\alpha)) - \omega([\dot{X}_\alpha, \dot{X}_\beta]). \tag{IV.9}\]

Writing now the general 1-form as \(\omega = \sum_\sigma X_\sigma \omega^\sigma\) and making use of the duality \(\omega^\sigma(\dot{X}_\gamma) = \delta^\gamma_\sigma\) and \(\text{(III.10)}\), yields

\[\omega(\dot{X}_\beta) = i_{\dot{X}_\beta} \omega = \left(\sum_\sigma X_\sigma \omega^\sigma\right) = X_\beta, \tag{IV.10}\]

and

\[\dot{X}_\alpha(\omega(\dot{X}_\beta)) = D_{\dot{X}_\alpha}X_\beta = \mathcal{N}^\sigma_{\alpha\beta}(\mathcal{Z}(\mathcal{U}(\mathcal{A})))X_\sigma. \tag{IV.11}\]

Moreover, recalling now \(\text{(III.9)}\), we get

\[\omega([\dot{X}_\alpha, \dot{X}_\beta]) = \omega(B_{[\alpha, \beta]}\dot{X}_\lambda) = B^\sigma_{[\alpha, \beta]}X_\sigma. \tag{IV.12}\]

As a next step consider the covariant derivative terms in \(\text{(IV.7)}\) by making use of \(\text{(IV.5)}\). By a similar procedure as before we get

\[\nabla_{\dot{X}_\alpha}(\omega)(\dot{X}_\beta) = [D_{\dot{X}_\alpha}X_\beta - X_\sigma \Gamma^\sigma_{\alpha\beta}]. \tag{IV.13}\]

Hence replacing the terms \(\text{(IV.11)}\) and \(\text{(IV.12)}\) we can calculate the exterior derivative in \(\text{(IV.9)}\) and substituting these together with \(\text{(IV.13)}\) in \(\text{(IV.7)}\) results in

\[\left(\Gamma^\sigma_{\mu\nu} - \Gamma^\sigma_{\nu\mu}\right) = B^\sigma_{[\mu\nu]}(\mathcal{Z}(\mathcal{U}(\mathcal{A}))). \tag{IV.14}\]

Consequently zero torsion implies that the antisymmetric part of the symbols \(\Gamma^\nu_{\nu\sigma}(\mathcal{Z}(\mathcal{A}))\) are determined by the \(B^\sigma_{[\alpha, \beta]}\) in \(\text{(III.9)}\).

All this, of course, reflects the fact that while in ordinary differential geometry the Levi-Civita connection is uniquely determined when torsion is set to zero and metricity is satisfied, this is not so for the case of noncommutativity, as may be inferred from the discussion above.

We also consider interesting to remark at this point the relation between Lie algebras on fibers of Principal Fiber Bundles and covariant derivative diffeomorphisms on their base spaces and the corresponding Inner and Outer derivations in Noncommutative Geometry, as described above. This may also be seen when relating torsion in the noncommutative context to the perhaps more familiar definition in the classical differential geometry\(^2\) by identifying it with the \(\mathcal{Z}(\mathcal{A})\)-bilinear antisymmetric mapping \(T : \text{Der}(\mathcal{A}) \times \text{Der}(\mathcal{A}) \to \text{Der}(\mathcal{A})\) as:

\[T(\dot{X}_\mu, \dot{X}_\nu) = \nabla_{\dot{X}_\mu}(\dot{X}_\nu) - \nabla_{\dot{X}_\nu}(\dot{X}_\mu) - [\dot{X}_\mu, \dot{X}_\nu], \quad \forall \dot{X}_\mu, \dot{X}_\nu \in \text{Der}(\mathcal{A}), \tag{IV.15}\]
and observing that the metricity condition (IV.6) together with zero torsion are equivalent to a bilinear mapping \( g \) of \( \text{Der}(\mathcal{A}) \times \text{Der}(\mathcal{A}) \) into \( \mathcal{A} \) such that:

\[
D_{X_{\rho}} g(\hat{X}_\mu, \hat{X}_\nu) = g(\nabla_{X_{\rho}}(\hat{X}_\mu), \hat{X}_\nu) + g(\hat{X}_\mu, \nabla_{X_{\rho}}(\hat{X}_\nu)).
\] (IV.16)

Therefore, summing over the cyclic permutations of the later, while making use of (IV.15) and the symmetry of the metric components, one arrives at the following noncommutative expression for the connection symbols:

\[
2g(\nabla_{X_\mu}(\hat{X}_\nu), \hat{X}_\kappa) = \hat{X}_\mu(g(\hat{X}_\nu, \hat{X}_\kappa)) + \hat{X}_\nu(g(\hat{X}_\mu, \hat{X}_\kappa)) - \hat{X}_\kappa(g(\hat{X}_\mu, \hat{X}_\nu)) + g([\hat{X}_\mu, \hat{X}_\nu], \hat{X}_\kappa).
\] (IV.17)

The above is formally analogous to the one resulting in ordinary differential geometry based on a non-coordinate basis. Note however that the derivations here are Outer-derivations.

Hence in order to proceed further in determining the connection symbols in these equations within the Levi-Civita context, we recall first that they are valued in the center of the algebra \( \mathcal{Z}(\mathcal{A}) \) and so are their derivations. Thus, making use of (III.10) where \( N^\alpha_{\rho\mu} \in \mathcal{Z}(\mathcal{A}) \), so that

\[
D_{X_\rho} X_\mu = N^\lambda_{\rho\mu} X_\lambda,
\] (IV.18)

and by further substituting (IV.18) into

\[
D_{X_\rho} O_1 = \xi_3 D_{X_\rho} X_0 - \xi_0 D_{X_\rho} X_3,
\] (IV.19)

we obtain the relations

\[
\begin{align*}
N^i_{\rho3} &= \xi_3 \xi_0^{-1} N^i_{\rho0}, & i &= 1, 2, \\
\phi_\rho &= N^0_{\rho0} - \xi_0 \xi_3^{-1} N^0_{\rho3} = N^3_{\rho3} - \xi_3 \xi_0^{-1} N^3_{\rho0},
\end{align*}
\] (IV.20a,b)

from where

\[
D_{X_\rho} O_1 = \phi_\rho(\mathcal{Z}(\mathcal{A})) O_1.
\] (IV.21)

Next, in analogy with (IV.19) we have

\[
D_{X_\rho} O_2 = D_{X_\rho} ((X_1)^2 + (X_2)^2) = \sum_{k=1}^2 (D_{X_\rho} X_k) X_k + \sum_{k=1}^2 X_k (D_{X_\rho} X_k),
\] (IV.22)

that yields the relations

\[
\begin{align*}
N^1_{\rho1} &= N^2_{\rho2}, & N^2_{\rho1} &= -N^1_{\rho2}, & N^0_{\rho1} &= N^3_{\rho1} = N^0_{\rho2} = N^3_{\rho2} = 0,
\end{align*}
\] (IV.23)
so (IV.18) for \( \mu = 1, 2 \) becomes

\[
D_{X_\mu}X_1 = N^1_{\rho_1}X_1 + N^2_{\rho_1}X_2, \quad D_{X_\mu}X_2 = -N^2_{\rho_1}X_1 + N^1_{\rho_1}X_2, \tag{IV.24}
\]

from where

\[
D_{X_\rho}O_2 = 2N^1_{\rho_1}O_2. \tag{IV.25}
\]

Moreover, from the Leibnitz rule and, by acting with the derivations on the algebra commutator (i.e. on \([X_\mu, X_\nu] = C^\lambda_{\mu\nu}X_\lambda\)) we have that

\[
[X_\mu, D_{X_\rho}X_\nu] + [D_{X_\rho}X_\mu, X_\nu] = C^\lambda_{\mu\nu}D_{X_\rho}X_\lambda, \tag{IV.26}
\]

which when making use again of (IV.18) leads to the conditions

\[
C^\tau_{\mu\sigma}N^\sigma_{\rho\nu} + C^\tau_{\sigma\nu}N^\sigma_{\rho\mu} - C^\sigma_{\mu\nu}N^\tau_{\rho\sigma} = 0. \tag{IV.27}
\]

These, in turn, imply that \( N^3_{\rho_0} = -\xi_0\xi_3^{-1}N^0_{\rho_0} \) and \( N^3_{\rho_3} = -\xi_0\xi_3^{-1}N^0_{\rho_3} \). Note however that when substituting these relations into the second equality in (IV.20b) results in its first equality. Thus the independent relations from those two sets are

\[
N^3_{\rho_\tau} = -\xi_0\xi_3^{-1}N^0_{\rho_\tau}, \quad \tau = 0, 3. \tag{IV.28}
\]

Therefore for \( \mu = 0, 3 \) the equation (IV.18) takes the form

\[
D_{X_\rho}X_0 = \xi_3^{-1}O_1N^0_{\rho_0} + N^1_{\rho_0}X_1 + N^2_{\rho_0}X_2, \quad D_{X_\rho}X_3 = \xi_3^{-1}O_1N^0_{\rho_3} + \xi_3\xi_0^{-1}(N^1_{\rho_0}X_1 + N^2_{\rho_0}X_2) \tag{IV.29}
\]

Finally, it would be apparently reasonable that additional relations would result from a double commutator polynomial of the form

\[
[X_\mu, [X_\nu, D_{X_\rho}X_\lambda]] + [X_\nu, [D_{X_\rho}X_\mu, X_\lambda]] + [D_{X_\rho}X_\lambda, [X_\mu, X_\nu]].
\]

Nonetheless making use once more of (IV.18) and noting that

\[
[X_\mu, [X_\nu, D_{X_\rho}X_\lambda]] = [X_\mu, [X_\nu, N^\sigma_{\rho\lambda}X_\sigma]] = N^\sigma_{\rho\lambda}[X_\mu, [X_\nu, X_\sigma]] \tag{IV.30}
\]

and observing also that the commutator in the second equality has to satisfy the Jacobi identity, we have that

\[
N^\sigma_{\rho\lambda}[X_\mu, [X_\nu, X_\sigma]] = -N^\sigma_{\rho\lambda}([X_\nu, [X_\sigma, X_\mu]] + [X_\sigma, [X_\mu, X_\nu]])
\]

\[
= -[X_\nu, [N^\sigma_{\rho\lambda}X_\sigma, X_\mu]] - [N^\sigma_{\rho\lambda}X_\sigma, [X_\mu, X_\nu]]
\]

\[
= -[X_\nu, [D_{X_\rho}X_\lambda, X_\mu]] - [D_{X_\rho}X_\lambda, [X_\mu, X_\nu]].
\]
of (IV.23), (IV.28) and (B.10b), we thus get

\[ [X_\mu, [X_\nu, D_{X_\rho} X_\lambda]] + [X_\nu, [D_{X_\mu} X_\lambda, X_\rho]] + [D_{X_\mu} X_\lambda, [X_\mu, X_\nu]] = 0, \quad (IV.31) \]

and this in turn implies the condition

\[ \mathcal{N}_{\rho \lambda}^\sigma \left( C_{\nu \sigma}^\kappa C_{\mu \kappa}^\tau + C_{\sigma \mu}^\kappa C_{\nu \kappa}^\tau + C_{\mu \nu}^\kappa C_{\sigma \kappa}^\tau \right) = 0, \quad (IV.32) \]

which as an identity leads to no additional relations between the components of the \( \mathcal{N}_{\rho \mu}^\lambda \).

We still have one more condition that comes from the explicit application of (III.9) over the algebra elements \( X_\lambda \) by means of (IV.18) which results in

\[ D_{X_\mu} (\mathcal{N}_{\rho \lambda}^\tau) - D_{X_\nu} (\mathcal{N}_{\nu \lambda}^\tau) + \mathcal{N}_{\nu \lambda}^\sigma \mathcal{N}_{\mu \sigma}^\tau - \mathcal{N}_{\mu \lambda}^\sigma \mathcal{N}_{\nu \sigma}^\tau = B_{[\mu, \nu]}^\sigma \mathcal{N}_{\sigma \lambda}^\tau. \quad (IV.33) \]

It is fairly straightforward to obtain the conditions implied by this equation by making use of (IV.23), (IV.28) and (B.10b), we thus get

\[
\begin{align*}
D_{X_\mu} (\mathcal{N}_{\rho \nu}^0) - D_{X_\nu} (\mathcal{N}_{\rho \mu}^0) &= B_{[\mu, \nu]}^\sigma \mathcal{N}_{\sigma 0}^0, \quad (IV.34a) \\
D_{X_\mu} (\mathcal{N}_{\rho 0}^1) - D_{X_\nu} (\mathcal{N}_{\rho \mu}^1) &= B_{[\mu, \nu]}^\sigma \mathcal{N}_{\sigma 1}^1, \quad (IV.34b) \\
D_{X_\mu} (\mathcal{N}_{\rho 0}^2) - D_{X_\nu} (\mathcal{N}_{\rho \mu}^2) &= B_{[\mu, \nu]}^\sigma \mathcal{N}_{\sigma 2}^2, \quad (IV.34c)
\end{align*}
\]

We can now apply the above results and expressions to the metricity condition in (IV.6) to get explicit expressions for the action of the derivations on the metric components previously displayed in (III B). Thus recalling (IV.3) we have

\[ 0 = \nabla_{X_\mu} (\varrho_{\mu \sigma} \omega^\mu \otimes \omega^\nu) = (D_{X_\mu} \varrho_{\mu \nu}) \omega^\mu \otimes \omega^\nu + \varrho_{\mu \nu} \nabla_{X_\mu} \omega^\mu \otimes \omega^\nu + \varrho_{\mu \nu} \omega^\mu \otimes \nabla_{X_\mu} \omega^\nu, \quad (IV.35) \]

and further making use of (IV.5) we get:

\[ D_{X_\mu} \varrho_{\mu \nu} - \varrho_{\sigma \nu} \Gamma_{\rho \mu}^\sigma - \varrho_{\mu \rho} \Gamma_{\rho \nu}^\sigma = 0. \quad (IV.36) \]

From here we can get an explicit expression for the connection symbols by first taking cyclic permutations of the free three lower indices on the terms in (IV.36), and making use of (IV.14), yields

\[ 2 \varrho_{\sigma \nu} \Gamma_{\rho \mu}^\sigma = D_{X_\mu} \varrho_{\mu \nu} + D_{X_\nu} \varrho_{\rho \mu} - D_{X_\nu} \varrho_{\rho \mu} - \varrho_{\sigma \nu} B_{[\mu \rho]}^\sigma + \varrho_{\sigma \mu} B_{[\nu \rho]}^\sigma + \varrho_{\rho \sigma} B_{[\nu \mu]}^\sigma. \quad (IV.37) \]
In addition to the fact that this result makes more evident our previous remarks on the equivalence between the formalism leading to (IV.17) and the above approach, we could arrive at a more manageable approach for considering explicit scenarios for calculating the $64 \Gamma^\mu_{\rho\kappa}$’s; either by making use of the left or right inverse metric matrix discussed in Section (3.3) or by an alternate approach that would make use of the previously derived expressions of the metric components as shown in (III B), together with the equations for the derivations in (IV.24), (IV.29), followed by a match of the resulting monomials on each side of (IV.36).

Furthermore, note that in order to preserve the metricity condition we need the derivations of the metric components explicitly. We can obtain them by using the derivations (IV.24) and (IV.29), followed by a match of the resulting monomials on each side of (IV.36) (see the Appendix B). This results in the following relations that the connection symbols must satisfy:

\begin{align*}
\Gamma^0_{\rho 1} &= \Gamma^0_{\rho 2} = 0, \quad \text{(IV.38a)} \\
\Gamma^1_{\rho 1} &= \Gamma^2_{\rho 2} = \mathcal{N}^1_{\rho 1}, \quad \text{(IV.38b)} \\
\Gamma^1_{\rho 3} &= \xi_3 \xi_0^{-1} \Gamma^1_{\rho 0} = \xi_3 \xi_0^{-1} \mathcal{N}^1_{\rho 0}, \quad \text{(IV.38c)} \\
\Gamma^2_{\rho 1} &= -\Gamma^1_{\rho 2} = \mathcal{N}^2_{\rho 1}, \quad \text{(IV.38d)} \\
\Gamma^2_{\rho 3} &= \xi_3 \xi_0^{-1} \Gamma^2_{\rho 0} = \xi_3 \xi_0^{-1} \mathcal{N}^2_{\rho 0}, \quad \text{(IV.38e)} \\
\Gamma^3_{\rho 0} &= -\xi_0 \xi_3^{-1} \Gamma^0_{\rho 0} = -\xi_0 \xi_3^{-1} l_2 \mathcal{O}_1 \mathcal{N}^0_{\rho 0}, \quad \text{(IV.38f)} \\
\Gamma^3_{\rho 1} &= \Gamma^3_{\rho 2} = 0, \quad \text{(IV.38g)} \\
\Gamma^3_{\rho 3} &= -\xi_0 \xi_3^{-1} \Gamma^0_{\rho 3} = -\xi_0 \xi_3^{-1} l_3 \mathcal{O}_1 \mathcal{N}^0_{\rho 0}, \quad \text{(IV.38h)}
\end{align*}

with the additional constraint on the so far undetermined coefficients of the metric components:

\begin{equation}
a_1 = \xi_0 \xi_3^{-1} b_1 = \xi_0^2 \xi_3^{-2} c_1. \quad \text{(IV.39a)}
\end{equation}

On the other hand, by making use of the torsionless condition (IV.14) and the equations
(IV.38a-IV.38h) derived in the Appendix B, we obtain that the $B'$s are given by:

\[
B_{[\mu, \rho]}^1 = \mathcal{N}_{\mu\rho}^1 - \mathcal{N}_{\mu\rho}^1, \quad \mu \neq \rho, \quad \mu, \rho = 0, 1, 2, 3 \tag{IV.40a}
\]
\[
B_{[\mu, \rho]}^2 = \mathcal{N}_{\mu\rho}^2 - \mathcal{N}_{\mu\rho}^2, \tag{IV.40b}
\]
\[
B_{[1,2]}^3 = B_{[1,2]}^0 = 0, \tag{IV.40c}
\]
\[
B_{[0,\rho]}^3 = \xi_0 \xi_3^{-1} B_{[0,\rho]}^0 = \xi_0 \xi_3^{-1} l_2 \mathcal{O}_1 \mathcal{N}_{\rho 0}^0 - \xi_0 \xi_3^{-1} l_3 \mathcal{O}_1 \mathcal{N}_{00}^0 \delta_{\rho}, \tag{IV.40d}
\]
\[
B_{[1, \rho]}^3 = -\xi_0 \xi_3^{-1} B_{[1, \rho]}^0 = -\xi_0 \xi_3^{-1} (l_2 \mathcal{O}_1 \delta_{\rho}^0 \mathcal{N}_{10}^0 + l_3 \mathcal{O}_1 \delta_{\rho}^3 \mathcal{N}_{10}^0), \tag{IV.40e}
\]
\[
B_{[2, \rho]}^3 = -\xi_0 \xi_3^{-1} B_{[2, \rho]}^0 = -\xi_0 \xi_3^{-1} (l_2 \mathcal{O}_1 \delta_{\rho}^0 \mathcal{N}_{20}^0 + l_3 \mathcal{O}_1 \delta_{\rho}^3 \mathcal{N}_{20}^0), \tag{IV.40f}
\]
\[
B_{[3, \rho]}^3 = \xi_0 \xi_3^{-1} B_{[3, \rho]}^0 = \xi_0 \xi_3^{-1} l_3 \mathcal{O}_1 \mathcal{N}_{1 \rho}^0 - \xi_0 \xi_3^{-1} l_2 \mathcal{O}_1 \mathcal{N}_{30}^0 \delta_{\rho}. \tag{IV.40g}
\]

From the above it readily follows that

\[
(\text{IV.40d}) \quad \implies \mathcal{N}_{00}^0 = 0,
\]
\[
(\text{IV.40g}) \quad \implies (l_3 - l_2) \mathcal{N}_{30}^0 = 0, \tag{IV.41}
\]
\[
(\text{B.10a}) \quad \implies \mathcal{N}_{03}^0 = 0,
\]
\[
(\text{B.10b}) \quad \implies \phi_{\rho} = l_1 \mathcal{N}_{\rho 0}^0.
\]

Moreover, since the $\Gamma$'s are neither symmetric nor antisymmetric in the lower indices we make use of (IV.14) and (IV.40a-IV.40h) to get for components with indexes exchanged:

\[
\Gamma_{\mu\rho}^1 = \mathcal{N}_{\mu\rho}^1, \tag{IV.42a}
\]
\[
\Gamma_{\mu\rho}^2 = \mathcal{N}_{\mu\rho}^2, \tag{IV.42b}
\]
\[
\Gamma_{0\rho}^3 = \Gamma_{0\rho}^0 = 0, \tag{IV.42c}
\]
\[
\Gamma_{1\rho}^3 = -\Gamma_{1\rho}^0 = -\xi_0 \xi_3^{-1} (l_2 \mathcal{O}_1 \mathcal{N}_{10}^0 \delta_{\rho}^0 + l_3 \mathcal{O}_1 \mathcal{N}_{10}^0 \delta_{\rho}^3), \tag{IV.42d}
\]
\[
\Gamma_{2\rho}^3 = -\Gamma_{2\rho}^0 = -\xi_0 \xi_3^{-1} (l_2 \mathcal{O}_1 \mathcal{N}_{20}^0 \delta_{\rho}^0 + l_3 \mathcal{O}_1 \mathcal{N}_{20}^0 \delta_{\rho}^3), \tag{IV.42e}
\]
\[
\Gamma_{3\rho}^3 = -\xi_0 \xi_3^{-1} \Gamma_{3\rho}^0 = -\xi_0 \xi_3^{-1} l_2 \mathcal{O}_1 \mathcal{N}_{30}^0 \delta_{\rho}^3. \tag{IV.42f}
\]

these relations, together with

\[
(\text{4.20a}) \quad \implies \mathcal{N}_{\rho i}^0 = \xi_3 \xi_0^{-1} \mathcal{N}_{\rho 0}^i, \quad i = 1, 2,
\]
\[
(\text{4.20b}) \quad \implies \phi_{\rho} = \mathcal{N}_{\rho 0}^0 - \xi_0 \xi_3^{-1} \mathcal{N}_{\rho 0}^0 = \mathcal{N}_{\rho 3}^3 - \xi_3 \xi_0^{-1} \mathcal{N}_{\rho 0}^3,
\]
\[
(\text{4.25}) \quad \implies \mathcal{N}_{\rho 1}^1 = \mathcal{N}_{\rho 2}^1, \quad \mathcal{N}_{\rho 2}^2 = -\mathcal{N}_{\rho 2}^1, \quad \mathcal{N}_{\rho 1}^0 = \mathcal{N}_{\rho 3}^3, \quad \mathcal{N}_{\rho 2}^0 = \mathcal{N}_{\rho 2}^3, \quad \mathcal{N}_{\rho 2}^0 = 0, \tag{IV.43}
\]
\[
(\text{IV.28}) \quad \mathcal{N}_{\rho \tau}^\gamma = -\xi_0 \xi_3^{-1} \mathcal{N}_{\rho \tau}^0, \quad \tau = 0, 3,
\]
and (see Appendix B)

\[
\begin{align*}
    l &= \gamma_3 + 2\xi_0\xi_3^{-1}\gamma_4, \\
    l_1 &= 2a_2(2a_2 - \xi_0\xi_3^{-1}l)^{-1}, \\
    l_2(O_1) &= \frac{1}{2}(\xi_3a_0 - \xi_0\xi_2)^{-1}[(\gamma_1 + 2\gamma_4\xi_3^{-1}O_1)l_1 + \xi_0\xi_2a_1l(\xi_0\xi_3^{-1}l - 2a_2)^{-1}], \\
    l_3(O_1) &= \frac{1}{2}(\xi_3a_0 - \xi_0\xi_2)^{-1}[(\kappa_1 + 2\kappa_4\xi_3^{-1}O_1)l_1 + \xi_0^2\xi_2^2a_1l(\xi_0\xi_3^{-1}l - 2a_2)^{-1}],
\end{align*}
\]

which were previously derived along this section and summarized here, constitute the basic material required for our next discussion.

A. The Pseudo-Riemannian Curvature of \(\nabla_X\)

Recall now that in a general basis the Pseudo-Riemann curvature of \(\nabla\) is the bilinear antisymmetric mapping

\[
(\tilde{X}_\mu, \tilde{X}_\nu) \mapsto R(\tilde{X}_\mu, \tilde{X}_\nu) = (\nabla_{X_\mu} \circ \nabla_{X_\nu} - \nabla_{X_\nu} \circ \nabla_{X_\mu} - \nabla_{[D_{X_\mu}, D_{X_\nu}]})
\]

where \(\nabla_{X_\mu}\) is as defined in (IV.4).

The Pseudo-Riemannian curvature tensor is the given by

\[
R(\tilde{X}_\mu, \tilde{X}_\nu, \omega^\sigma, \tilde{X}_\rho) := i_{\tilde{X}_\rho} \lbrack R(\tilde{X}_\mu, \tilde{X}_\nu) \lbrack \omega^\sigma \rbrack.
\]

When substituting the covariant derivation (IV.5) and (IV.14) in the above expression it immediately follows that the quantum Non-Commutative Pseudo-Riemannian tensor components are given by

\[
R^\sigma_{\nu\rho\mu} := -D_{X_\mu}(\Gamma^\sigma_{\nu\rho}) + D_{X_\nu}(\Gamma^\sigma_{\mu\rho}) - \Gamma^\lambda_{\nu\rho}\Gamma^\sigma_{\mu\lambda} + \Gamma^\lambda_{\mu\rho}\Gamma^\sigma_{\nu\lambda} + \Gamma^\sigma_{\lambda\rho}(\Gamma^\lambda_{\mu\nu} - \Gamma^\lambda_{\nu\mu})
\]

where the curvature is clearly antisymmetric in the \(\mu, \nu\) indices.

Now in order to get explicit relations for the terms on the right hand of the above equation, recall first that the exterior derivations are Lie derivations defined by (III.4) and making use of (IV.21) and (IV.25) we have that

\[
D_{X_\mu}(\Gamma^\sigma_{\nu\rho}) := i_{\tilde{X}_\mu} \circ d(\Gamma^\sigma_{\nu\rho}(O_1, O_2)) = i_{\tilde{X}_\mu} \circ (\frac{\partial \Gamma^\sigma_{\nu\rho}}{\partial O_1}dO_1 + \frac{\partial \Gamma^\sigma_{\nu\rho}}{\partial O_2}dO_2)
\]

\[
= \frac{\partial \Gamma^\sigma_{\nu\rho}}{\partial O_1}D_{X_\mu}O_1 + \frac{\partial \Gamma^\sigma_{\nu\rho}}{\partial O_2}D_{X_\mu}O_2 = \frac{\partial \Gamma^\sigma_{\nu\rho}}{\partial O_1}\phi_\mu(Z)O_1 + 2\frac{\partial \Gamma^\sigma_{\nu\rho}}{\partial O_2}N^\lambda_{\mu\lambda}O_2.
\]
Consequently (IV.47) reads
\[ R^\sigma_{\rho\mu} = \frac{\partial \Gamma^\sigma_{\mu\rho}}{\partial \mathcal{O}_1} \phi_\nu(Z) \mathcal{O}_1 + 2 \frac{\partial \Gamma^\sigma_{\mu\rho}}{\partial \mathcal{O}_2} \mathcal{N}_{\nu_1} \mathcal{O}_2 - \frac{\partial \Gamma^\sigma_{\nu_2}}{\partial \mathcal{O}_1} \phi_\mu(Z) \mathcal{O}_1 - 2 \frac{\partial \Gamma^\sigma_{\nu_2}}{\partial \mathcal{O}_2} \mathcal{N}_{\mu_1} \mathcal{O}_2 - \Gamma^\lambda_{\nu_2} \Gamma^\sigma_{\mu_1} + \Gamma^\lambda_{\mu_2} \Gamma^\sigma_{\nu_1} + \Gamma^\sigma_{\nu_2} \mathcal{B}^\lambda_{\mu \nu_1}, \] (IV.49)

and, making use of (IV.14), the quantum Ricci tensor is given by
\[ R_{\rho\mu} = \frac{\partial \Gamma^\sigma_{\mu\rho}}{\partial \mathcal{O}_1} \phi_\sigma(Z) \mathcal{O}_1 + 2 \frac{\partial \Gamma^\sigma_{\mu\rho}}{\partial \mathcal{O}_2} \mathcal{N}_{\nu_1} \mathcal{O}_2 - \frac{\partial \Gamma^\sigma_{\nu_2}}{\partial \mathcal{O}_1} \phi_\mu(Z) \mathcal{O}_1 - 2 \frac{\partial \Gamma^\sigma_{\nu_2}}{\partial \mathcal{O}_2} \mathcal{N}_{\mu_1} \mathcal{O}_2 + \Gamma^\lambda_{\mu_2} \Gamma^\sigma_{\nu_1} - \Gamma^\sigma_{\nu_2} \Gamma^\lambda_{\mu_1}. \] (IV.50)

To obtain a scalar from the above, would be apparently simple by tracing with the inverses of the metric components derived in the previous section. Recall however that even-though the inverses commute with (IV.50), due to the fact that all its Lie-algebraic entries are in the center of the algebra, the tensor \( R_{\rho\mu} \) is not symmetric since, as we have shown previously, the connection symbols are neither symmetric nor antisymmetric. Thus acting with the inverses from the right or from the left, as shown in (III.45 and III.46), leads to different traces. This is of course a reflection of the intrinsic noncommutativity of the quantum geometry of the problem and, although it is not our goal here to delve into the detailed quantization of the above field equations, we consider interesting to comment next on some possible implications of our results as well as possible further developments based on our results.

V. QUANTIZATION

Assume now that the covariant connection in (IV.1) is compatible with a Hermitian-Hilbert structure. We can then consider the quantization of the quantum curvature (IV.50) or the quantization of the Poincaré Lie algebra space itself. For the first case we shall describe the essentials of Radial Quantization (see e.g.\(^\text{29}\)), based on the Hilbert space and quantum mechanical evolution.

A. Radial quantization

According to the algebraic structure given in (II.14), the center of the algebra \( \mathcal{Z}(\mathcal{A}) \) can be written in terms of the operators \( \mathcal{O}_1, \mathcal{O}_2 \). Moreover, since \( \mathcal{O}_2 \) is a positive definite operator we can consider that it can be chosen to play the role of the time operator in our geometry. Namely, we will use a foliation of \( S^1 \) spheres of different radii. Usually this procedure is
called the “radial quantization”. In this context, we assume that the center of the circle is located at $X_1 = 0, X_2 = 0$, since according to our algebra these coordinates commute. However, in the true four dimensional space generated by the algebra, this center is not well defined as the $X_1$ and $X_2$ coordinates fluctuate with respect to the $X_0$ and $X_3$ coordinates. We note though, that we could equally well quantize our geometry with respect to any other point and that this should give the same physics. Now, the generator that moves us from one circle to the other in the radial quantization formalism is the dilatation generator $D$, that in our case will be the conjugate variable associated to $O_2$. It will thus play the role of the Hamiltonian which, in the context of Noncommutative Gravity, defines the time-lapse function $N$. If we further recall that our generalization of vector fields corresponds to the derivations $D_{X_\mu}$ and, taking into account that in classical mechanics $H = -p_t$, then in our case the corresponding Hamiltonian operator will be

$$\hat{H} = iD_{O_2}. \quad (V.1)$$

In addition, the states living on the circles will be classified according to their scaling dimension

$$\hat{H} |\Delta\rangle = i\Delta |\Delta\rangle, \quad (V.2)$$

and since the only generator that commutes with $\hat{H}$ is the momentum conjugate to $O_1$, which in our case will be $\hat{M}_{O_1} = -iD_{O_1}$, we get that our states will be classified by

$$\hat{M}_{O_1} |\Delta, m\rangle = m_{O_1} |\Delta, m\rangle. \quad (V.3)$$

Notice that the eigenvalues of $\hat{H}$ and $\hat{M}_{O_1}$ are continuous since we don’t have a quantization condition. Furthermore, from (IV.50) our quantum Ricci tensor is defined only in terms of $O_1, O_2$, then acting on the basis defined by (V.3) we will get a derivative action. Under this action, the resulting classical space will have the topology of a cylinder with the universe expanding in the radial time direction.

**B. Quantization of the Geometry**

From the algebraic point of view, given the algebra (II.14) we can, together with the $O_1, O_2$ operators, introduce the operators $X_3$ and $X_0$ in order to conform a complete set of commuting operators and eigenkets $|o_1, o_2, j, k\rangle$, where the entries in the bracket are the eigenvalues
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of the corresponding quantum operators, on which the Hilbert space will be based. Consider now the so-called ladder operators $X_\pm = X_1 \pm iX_2$ which satisfy the algebra

$$[X_+, X_-] = 0, \quad [X_3, X_\pm] = \pm 2\xi_3 X_\pm, \quad [X_0, X_\pm] = \pm 2\xi_0 X_\pm,$$

acting as raising and lowering operators for the eigenvalues $j, k$, of $X_3$ and $X_0$ respectively. Thus

$$X_3(X_\pm)|o_1, o_2, j, k> = (j \pm 2\xi_3)(X_\pm)|o_1, o_2, j, k>,$$
$$X_0(X_\pm)|o_1, o_2, j, k> = (k \pm 2\xi_0)(X_\pm)|o_1, o_2, j, k>,$$

so the kets $(X_\pm)|o_1, o_2, j, k>$ are simultaneous eigenvectors of $X_3$ and $X_0$, with eigenvalues $(j \pm 2\xi_3)$ and $(k \pm 2\xi_0)$. Note, however, that since $X_+X_- = X_-X_+ = O_2$ the only condition that we get for the eigenvalues of $O_2$ is $o_2 \geq 0$. It is interesting to note that the operators $X_\pm$ induce a lattice structure on the geometry, with a of length $2\xi_3$ in the $X_3$ direction and $2\xi_0$ in the $X_0$ direction. This structure\textsuperscript{30} is similar to the one introduced in Polymer Quantum Mechanics. However, in this case the lattice is induced by the noncommutativity, whereas in the case of Polymer Quantum Mechanics it appears as discrete holonomies of
fiber bundles in an effective theory evolving from what it will be an ontologically more fundamental Quantum Gravity.

Moreover, consider now the diagram in Figure 1 above, where we have tried to represent schematically the 4-dimensional space generated by the Lie-algebra considered here. The height of the ordinates is determined by the value of $O_1$ in the $(X_0, X_3)$ hyperplane, while the width of the abscissas represent the diameter of the cylinders determined by the value of $O_2$ in the $(X_1, X_2)$ hyperplane. Noting also that $O_1 = 0 \Rightarrow X_0 = \frac{\xi_0}{\xi_3}X_3$ and $O_1 > 0 \Rightarrow X_0 = \frac{\xi_0}{\xi_3}X_3 + \frac{\alpha_I}{\xi_3}$, where $\alpha_I$ has dimensions of $\lambda^2_P$ (the square of the Planck length) and, although at this point it would be possible to take it as an uncountable set we could, by a Bayesian reasoning consistent with the arguments in the Introduction, take it so that the magnitude of the quotient $\frac{\alpha_I}{\xi_3}$ be also of the order of a Planck length. Hence, since the elements of these two hyperplanes do not commute, the intersections of those equations of constant slope that determine the different “points” of crossing of the $(X_1, X_2)$ and $(X_0, X_3)$ hyperplanes, are actually fuzzy points over discrete intervals. Note in particular, that this applies to the origin, where $O_1 = 0, \ O_2 = 0$, and in this sense noncommutativity solves the singularity problem of space-time and induces the possibility of discreteness of the eigenvalues of (V.2, V.3).

VI. THE TWISTED METRIC DEFORMATION REVISITED

The main objective of this section is to relate our results of Secs. 3 and 4 to the twisted deformation formalism discussed in Sec.2, in order to obtain the Weyl symbols for the quantum metric to further investigate the formula for the curvature in (IV.47). For this purpose we recall that the Weyl symbol of a product of operators $(\hat{f}\hat{g})_W$ is the twisted product of their associated Weyl symbols, (c.f. (II.10))

$$f_W \star g_W = m \circ \left( \exp (i\xi^\lambda \partial_\lambda \wedge \bar{M}_{\alpha\beta}) f_W \otimes g_W \right), \quad \bar{M}_{\alpha\beta} := \alpha \partial_\beta - x_\beta \partial_\alpha. \quad (VI.1)$$

Thus, to derive the Weyl symbols of the quantum metrics (c.f. equations (III.22a-III.22c) and (III.24a-III.24g)) we need first to calculate the Weyl symbols of products such as $X_\mu X_\nu$, while from (III.23a-III.23c) we need the Weyl symbols of $O_1, O_1^2, O_1 X_\mu$ and $O_1^2 X_\mu$. To this
end using the equation (VI.1) it is straightforward to arrive at

\[(X_\mu)_W = x_\mu, \quad (X_\mu X_\nu)_W = x_\mu x_\nu + \frac{1}{2} C_{\mu\nu}^\sigma x_\sigma,\]

\[(O_1)_W = O_1, \quad (O_1 X_\mu)_W = O_1 x_\mu, \quad (O_1^2)_W = O_1^2, \quad (O_1^2 X_\mu)_W = O_1^2 x_\mu.\]  

Moreover, having these results the Weyl symbols for the quantum metric components, in their general form (III.15), is readily shown to be given by

\[(g_{\mu\nu})_W = a_{(\mu\nu)} + a_{(\mu\nu)}^\sigma x_\sigma + a_{(\mu\nu)}^{\sigma\tau}(x_\sigma x_\tau + \frac{1}{2} C_{\sigma\tau}^\lambda x_\lambda),\]  

where it should be noted that both \(a_{(\mu\nu)}\) and \(a_{(\mu\nu)}^\sigma\) are functions of \(O_1\) while \(a_{(\mu\nu)}^{\sigma\tau}\) is independent of it.

Consequently the Weyl symbols of the quantum metric components can be summarized by

\[(g_{00})_W = a_0 + a_1 x_3 + a_2 x_3^2, \quad (g_{12})_W = \delta x_1 x_2,\]

\[(g_{01})_W = \alpha x_1 + 2\beta x_1 x_3, \quad (g_{13})_W = \alpha' x_1 + 2\beta' x_1 x_3,\]

\[(g_{02})_W = \alpha x_2 + 2\beta x_2 x_3, \quad (g_{22})_W = \delta x_2^2,\]

\[(g_{03})_W = b_0 + b_1 x_3 + b_2 x_3^2, \quad (g_{23})_W = \alpha' x_2 + 2\beta' x_2 x_3,\]

\[(g_{11})_W = \delta x_1^2, \quad (g_{33})_W = c_0 + c_1 x_3 + c_2 x_3^2.\]

It is interesting to note also that in these deformed Weyl-metric components the vectors \(\xi_\lambda\) appear only as quotients and hence are independent of the inverse Planck length \(\kappa\). To further show that this twisted metric is non-singular we use the quantum determinant expression (III.32) and, in order to find the star deformed determinant we replace the metric operators for their corresponding Weyl-symbols together with their deformed star multiplication. To this end we first observe that because of the previously derived relations (III.26, III.27, III.28, III.29, III.30), together with the additional relations (IV.39a) due to the metricity condition outlined in Sec.4, the quantum determinant (III.34) is considerably simplified to

\[\det(g_{\mu\nu}) = (b_0 - \xi_3 \xi_0^{-1} a_0) \Sigma_2 + \xi_3 \xi_0^{-1} (b_0 - \xi_0 \xi_3^{-1} c_0)[g_{10} J_5 + g_{20} J_4],\]  

\[\text{(VI.5)}\]
where

\[ J_4 = -2i\xi_3\delta X_1(3\mathcal{O}_2 - 4X_1^2) \]  
\[ J_5 = 2i\xi_3\delta X_2(\mathcal{O}_2 - 4X_1^2) \]  
\[ \Sigma_2 = (2i\xi_3\delta)\xi_3^{-1}[2i\xi_3\delta\mathcal{O}_2^2 - 2\mathcal{O}_2 X_1 X_2(\alpha + 2\beta X_3) - 4i\xi_3\delta\mathcal{O}_2 X_1] \]  
\[ \xi_3\xi_0^{-1}(g_{10}J_5 + g_{20}J_4) = 2i\xi_3\delta(\xi_3\xi_0^{-1})[-10i\xi_3\delta\mathcal{O}_2^2 - 2\mathcal{O}_2 X_1 X_2(\alpha + 2\beta X_3) + 20i\xi_3\mathcal{O}_2\beta X_1^2]. \]

Substituting these expressions in (VI.5) we obtain

\[ \det(g_{\mu\nu}) = \xi_3 X_1 X_2 K_2 + \xi_3^2(K_0 + X_1^2 K_1), \]  

where

\[ K_0(\mathcal{O}_1, \mathcal{O}_2) = -4\beta^2\delta\mathcal{O}_2^2[5(c_0 - \xi_3\xi_0^{-1}b_0) + \xi_3\xi_0^{-1}(b_0 - \xi_3\xi_0^{-1}a_0)], \]  
\[ K_1(\mathcal{O}_1, \mathcal{O}_2) = 8\beta^2\delta\mathcal{O}_2[5(c_0 - \xi_3\xi_0^{-1}b_0) + \xi_3\xi_0^{-1}(b_0 - \xi_3\xi_0^{-1}a_0)], \]  
\[ K_2(\mathcal{O}_1, \mathcal{O}_2, X_3) = 4i\beta\delta\mathcal{O}_2[(c_0 - \xi_3\xi_0^{-1}b_0) - \xi_3\xi_0^{-1}(b_0 - \xi_3\xi_0^{-1}a_0)(\alpha + 2\beta X_3)]. \]

Notice that the result is in agreement with the expression (A.19) of the Appendix A, where if we put the restriction \( a_1 = \xi_0\xi_3^{-1}b_1 = \xi_0^2\xi_3^{-2}c_1 \) that comes from the metricity, we obtain that these operators coincide with the \( K_i \) found there.

The corresponding Weyl functions of the above quantum operators can be now readily obtained by repeated application of the deformation \( \star \)-product to the products of the algebra. The final result of such a procedure is that we get

\[ \det(g_{\mu\nu})_W = \xi_3(x_1 x_2 k_2) + \xi_3^2(r_1 + r_2 x_1^2), \]

where \( k_i \) are the Weyl functions of \( K_i \) and \( r_1, r_2 \) are combinations of the \( k_0, k_1 \) with additional terms that come from their star product with the elements of the algebra, so that

\[ k_2 = \alpha_1 + \alpha_2 x_3 = 4i\beta\delta\mathcal{O}_2[(c_0 - \xi_3\xi_0^{-1}b_0) - \xi_3\xi_0^{-1}(b_0 - \xi_3\xi_0^{-1}a_0)(\alpha + 2\beta x_3)] \]  
\[ r_1 = k_0 - i\alpha_2 \mathcal{O}_2 = -12\beta^2\delta\mathcal{O}_2^2[(c_0 - \xi_3\xi_0^{-1}b_0) + \xi_3\xi_0^{-1}(b_0 - \xi_3\xi_0^{-1}a_0)] \]  
\[ r_2 = k_1 + 2i\alpha_2 = 24\beta^2\delta\mathcal{O}_2[(c_0 - \xi_3\xi_0^{-1}b_0) - \xi_3\xi_0^{-1}(b_0 - \xi_3\xi_0^{-1}a_0)]. \]
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Appendix A: QUANTUM METRIC DETERMINANT

In this appendix, we briefly review the explicit calculation of the quantum determinant found at the end of section 3.2 of this paper. For this purpose we will use the relation between the coefficients of the metric given by

\[ a_2 = \xi_0^{-1}b_2 = \xi_0^2\xi_3^{-2}c_2, \quad \beta' = \xi_3\xi_0^{-1}\beta, \]  

(A.1)

through these expressions we find that some components of the metric are related to each other in the following way

\[ g_{03} = (b_0 - \xi_3\xi_0^{-1}a_0) + (b_1 - \xi_3\xi_0^{-1}a_1)X_3 + \xi_3\xi_0^{-1}g_{00}, \]
\[ g_{33} = (c_0 - \xi_3^2\xi_0^{-2}a_0) + (c_1 - \xi_3^2\xi_0^{-2}a_1)X_3 + \xi_3^2\xi_0^{-2}g_{00}, \]  

(A.2)
\[ g_{13} = (\alpha' - \xi_3\xi_0^{-1}\alpha)X_1 + \xi_3\xi_0^{-1}g_{01}, \]
\[ g_{23} = (\alpha' - \xi_3\xi_0^{-1}\alpha)X_2 + \xi_3\xi_0^{-1}g_{02}. \]

Now, with the purpose of simplifying the notation we can then express the determinant as:

\[ \det g_{\mu\nu} = g_{00}\Sigma_1 + g_{30}\Sigma_2 + g_{10}\Sigma_3 - g_{20}\Sigma_4, \]  

(A.3)

with the operators \( J_i \) defined by equations

\[ J_1 := g_{11}g_{22} - g_{21}g_{12} = 0, \]
\[ J_2 := g_{31}g_{12} - g_{11}g_{32} = -\xi_3\xi_0^{-1}J_4, \]
\[ J_3 := g_{21}g_{32} - g_{31}g_{22} = -\xi_0\xi_3^{-1}J_5, \]
\[ J_4 := g_{11}g_{02} - g_{01}g_{12} = 2i\xi_3\beta\delta X_1(4X_1^2 - 3O_2), \]
\[ J_5 := g_{01}g_{22} - g_{21}g_{02} = 2i\xi_3\beta\delta X_2(O_2 - 4X_1^2), \]
\[ J_6 := g_{01}g_{32} - g_{31}g_{02} = 2i\xi_3\beta(\alpha' - \xi_0^{-1}\xi_3\alpha)(O_2 - X_1^2), \]  

(A.4)

where we have used the relations (A.2) and the algebra to explicitly calculate each of them, whereas that operators \( \Sigma_i \) are

\[ \Sigma_1 := J_1g_{33} + J_2g_{23} + J_3g_{13}, \]
\[ \Sigma_2 := J_4g_{23} + J_5g_{13} - J_1g_{03}, \]
\[ \Sigma_3 := J_6g_{23} - J_5g_{33} - J_3g_{03}, \]
\[ \Sigma_4 := J_4g_{33} + J_6g_{13} + J_2g_{03}, \]  

(A.5)
In order to further calculate these four terms we use las relaciones (A.2) to obtain

\[ \Sigma_1 = -\xi_3 \xi_0^{-1} \Sigma_2, \]
\[ \Sigma_2 = (\alpha' - \xi_3 \xi_0^{-1} \alpha)(J_4 X_2 + J_5 X_1) + \xi_3 \xi_0^{-1} (J_4 g_{02} + J_5 g_{01}), \]
\[ \Sigma_3 = \xi_3 \xi_0^{-1} J_5 \left( (b_0 - \xi_0 \xi_3^{-1} c_0) + (b_1 - \xi_0 \xi_3^{-1} c_1) X_3 \right) + (\alpha' - \xi_3 \xi_0^{-1} \alpha) J_6 X_2 + \xi_3 \xi_0^{-1} J_6 g_{02}, \]
\[ \Sigma_4 = -\xi_3 \xi_0^{-1} J_4 \left( (b_0 - \xi_0 \xi_3^{-1} c_0) + (b_1 - \xi_0 \xi_3^{-1} c_1) X_3 \right) + (\alpha' - \xi_3 \xi_0^{-1} \alpha) J_6 X_1 + \xi_3 \xi_0^{-1} J_6 g_{01}. \]

(A.6)

using (A.6) the determinant becomes

\[ \det g_{\mu\nu} = \Sigma_2 R_1(X_3) + (b_1 - \xi_3 \xi_0^{-1} a_1)[X_3, \Sigma_2] + (g_{10} J_5 + g_{02} J_4) R_2(X_3) + g_{01} J_6 g_{23} - g_{02} J_6 g_{13} \]

(A.7)

where we have defined the following operators

\[ R_1(X_3) = (b_0 - \xi_3 \xi_0^{-1} a_0) + (b_1 - \xi_3 \xi_0^{-1} a_1) X_3, \]
\[ R_2(X_3) = \xi_3 \xi_0^{-1} \left[ (b_0 - \xi_0 \xi_3^{-1} c_0) + (b_1 - \xi_0 \xi_3^{-1} c_1) X_3 \right]. \]

(A.8)

It is straightforward to find the value of \( \Sigma_2 \), simply by substituting the values of \( J_4 \) and \( J_5 \) obtained in (A.4) together with the components of the metric \( g_{01} \) and \( g_{02} \), while we calculate its commutator with the element \( X_3 \) by using our algebra. In this way it is easy to see that the result is

\[ \Sigma_2 = -4i \xi_3 \beta \delta (\alpha' - \xi_3 \xi_0^{-1} \alpha) O_2 X_1 X_2 + 4i \xi_3 \beta \delta O_2 (\xi_3 \xi_0^{-1}) \left( i \xi_3 \beta O_2 - X_1 X_2 (\alpha + 2 \beta X_3) - 2i \xi_3 \beta X_1^2 \right), \]

\[ [X_3, \Sigma_2] = S_1 - 2X_1^2 S_1 + X_1 X_2 S_2, \]

with operators \( S_1 \) defined by

\[ S_1(X_3) = 8 \xi_3^2 \beta \delta O_2^2 \left[ (\alpha' - \xi_3 \xi_0^{-1} \alpha) + \xi_3 \xi_0^{-1} (\alpha + 2 \beta X_3) \right], \]
\[ S_2 = 32i \xi_3^3 \beta \delta O_2 (\xi_3 \xi_0^{-1}) \]

(A.9)

Thus, by combining these two expressions we can write the first two terms of the determinant (A.7) as follows

\[ \Sigma_2 R_1(X_3) + (b_1 - \xi_3 \xi_0^{-1} a_1)[X_3, \Sigma_2] = A_1(X_3) + X_1^2 A_2(X_3) + X_1 X_2 A_3(X_3), \]

(A.10)
with the operators $A_i$ defined by the expressions

\[
A_1(X_3) = -4\xi_3^2\beta^2\delta O_2(\xi_3\xi_0^{-1})R_1(X_3) + (b_1 - \xi_3\xi_0^{-1}a_1)S_1(X_3),
\]
\[
A_2(X_3) = 8\xi_3^2\beta^2\delta O_2(\xi_3\xi_0^{-1})R_1(X_3) - 2(b_1 - \xi_3\xi_0^{-1}a_1)S_1(X_3),
\]
\[
A_3(X_3) = -4i\xi_3\beta\delta O_2[(\alpha' - \xi_3\xi_0^{-1}\alpha) + \xi_3\xi_0^{-1}(\alpha + 2\beta X_3)]R_1(X_3) + (b_1 - \xi_3\xi_0^{-1}a_1)S_2.
\]

(A.11)

Now we will focus on calculating the third term in (A.7), which we can write as

\[
g_{10}J_5 + g_{02}J_4 = [g_{01}, J_5] + [g_{02}, J_4] + J_5g_{01} + J_4g_{02},
\]

(A.12)

it is easily computed from the relations

\[
[g_{10}, J_5] = 8\xi_3^2\beta^2\delta O_2X_1^2 - 32\xi_3^2\beta^2\delta X_1^4 + 64\xi_3^2\beta^2\delta X_1^4 X_2^2,
\]
\[
[g_{02}, J_4] = 24\xi_3^2\beta^2\delta O_2X_2^2 - 96\xi_3^2\beta^2\delta X_1^2 X_3^2,
\]
\[
J_5g_{10} = 2i\xi_3\beta\delta O_2X_1X_2(\alpha + 2\beta X_3) - 8i\xi_3\beta\delta X_2X_2(\alpha + 2\beta X_3) - 4\xi_3^2\beta^2\delta O_2X_2^2 - 16\xi_3^2\beta^2\delta X_1^2 X_2^2,
\]
\[
J_4g_{02} = -6i\xi_3\beta\delta O_2X_1X_2(\alpha + 2\beta X_3) + 8i\xi_3\beta\delta X_3X_2(\alpha + 2\beta X_3) - 12\xi_3^2\beta^2\delta O_2X_2^2 + 16\xi_3^2\beta^2\delta X_1^4.
\]

In this way we have already calculated the third summing of the determinant (A.7), which we can write as follows

\[
(g_{10}J_5 + g_{02}J_4)R_2(X_3) = A_4(X_3) + X_1^2A_5(X_3) + X_1X_2A_6(X_3)
\]

(A.13)

where, in the above formula

\[
A_4(X_3) = 20\xi_3^2\beta^2\delta O_2^2R_2(X_3),
\]
\[
A_5(X_3) = -40\xi_3^2\beta^2\delta O_2R_2(X_3),
\]
\[
A_6(X_3) = -4i\xi_3\beta\delta O_2(\alpha + 2\beta X_3)R_2(X_3).
\]

(A.14)

Finally in order to simplify the calculation, we can rewrite the last two terms in (A.7) as

\[
g_{01}J_6g_{23} = ([g_{10}, J_6] + J_6g_{10})\left(\left(\alpha' - \xi_3\xi_0^{-1}\alpha\right)X_2 + \xi_3\xi_0^{-1}g_{02}\right) + \alpha' - \xi_3\xi_0^{-1}\alpha]J_6([g_{10}, X_2] + X_2g_{10}) + \xi_3\xi_0^{-1}J_6g_{10}g_{20},
\]
\[
g_{02}J_6g_{13} = ([g_{20}, J_6] + J_6g_{20})\left(\left(\alpha' - \xi_3\xi_0^{-1}\alpha\right)X_1 + \xi_3\xi_0^{-1}g_{01}\right) + \alpha' - \xi_3\xi_0^{-1}\alpha]J_6([g_{20}, X_1] + X_1g_{20}) + \xi_3\xi_0^{-1}J_6g_{20}g_{10},
\]
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thereby we have that its difference is
\[
g_{01}J_6 g_{23} - g_{02}J_6 g_{13} = [g_{10}, J_6] (\alpha' - \xi_3 \xi_0^{-1} \alpha) X_2 + \xi_3 \xi_0^{-1} g_{02} - [g_{20}, J_6] (\alpha' - \xi_3 \xi_0^{-1} \alpha) X_1 + \xi_3 \xi_0^{-1} g_{01}
\]
\[
+ (\alpha' - \xi_3 \xi_0^{-1} \alpha) J_6 ([g_{10}, X_2] - [g_{20}, X_1] + X_2 g_{10} - X_1 g_{20}) + \xi_3 \xi_0^{-1} J_6 [g_{10}, g_{20}].
\]
(A.15)

Moreover, one can check by straightforward calculations that the commutators in the above expression are
\[
[g_{10}, J_6] = 16 \xi_3^2 \beta^2 (\alpha' - \xi_3 \xi_0^{-1} \alpha) X_1^2 X_2,
\]
\[
[g_{20}, J_6] = 16 \xi_3^2 \beta^2 (\alpha' - \xi_3 \xi_0^{-1} \alpha) X_1 X_2^2,
\]
\[
[g_{10}, X_3] = -4 i \xi_3 \beta X_1^2,
\]
\[
[g_{20}, X_1] = 4 i \xi_3 \beta X_2^2,
\]
\[
[g_{10}, g_{20}] = -4 i \xi_3 \beta O_2 (\alpha + 2 \beta X_3),
\]
substituting this into (A.15) we obtain that this expression has the simple form
\[
g_{01}J_6 g_{23} - g_{02}J_6 g_{13} = A_7 (X_3) - X_1^2 A_7 (X_3) + X_1 X_2 A_8,
\]
(A.17)
where their coefficients are given by the following expressions
\[
A_7 (X_3) = 4 \xi_3^2 \beta^2 O_2^2 (\alpha' - \xi_3 \xi_0^{-1} \alpha) [(\alpha' - \xi_3 \xi_0^{-1} \alpha) + 2 \xi_3 \xi_0^{-1} (\alpha + 2 \beta X_3)],
\]
\[
A_8 = -32 i \xi_3^3 \beta^3 O_2 (\alpha' - \xi_3 \xi_0^{-1} \alpha) \xi_3 \xi_0^{-1}.
\]
(A.18)
Therefore, by substituting the expressions (A.10), (A.13) and (A.17) in (A.7) we obtain that the quantum determinant reads
\[
\det g_{\mu \nu} = K_0 (X_3) + X_1^2 K_1 (X_3) + X_1 X_2 K_2 (X_3),
\]
(A.19)
where, the operators $K_\mu$ are defined in terms of the $A_i$ as follows
\[
K_0 (X_3) = A_1 (X_3, \xi_3^2) + A_4 (X_3, \xi_3^2) + A_7 (X_3, \xi_3^2),
\]
\[
K_1 (X_3) = A_2 (X_3, \xi_3^2) + A_5 (X_3, \xi_3^2) - A_7 (X_3, \xi_3^2),
\]
\[
K_2 (X_3) = A_3 (X_3, \xi_3^2) + A_6 (X_3, \xi_3) + A_8 (\xi_3^3);
\]
(A.20)
we note that in these expressions $K_i = K_i (Z(A), X_3)$ for $i = 0, 1, 2$.

Also note that this determinant is expressed in terms of powers of $\xi_3$, so one could calculate in principle the inverse of $g_{\mu \nu}$ to some order in $\xi_3$. On the other hand, since $\xi_3$ is the only
element in the above determinant that depends on the Planck length, setting it equal to zero would make (A.19) singular. It would appear at first sight that the limit of the metric, when (A.11), (A.14), (A.15) and (A.20) \( \to 0 \), is the classical metric of our system. This is of course obviously wrong, since the classical limit \( \kappa \to 0 \), in (II.11-II.12) would lead to a total commutativity of the generators, \textit{i.e.} not a Lie-algebra and no Inner derivations. Therefore no centrality conditions at all and the problem would then be reduced to one of standard differential geometry.

Appendix B: METRICITY CONDITION

Beginning with the metricity condition:

\[
D_{X_\rho} g_{\mu\nu} = \Gamma^\sigma_{\rho\mu} g_{\sigma\nu} + \Gamma^\sigma_{\rho\nu} g_{\sigma\mu},
\]

with \( \Gamma^\sigma_{\mu\nu} \in \mathcal{Z}(\mathcal{A}) \) as given in Section 4, we illustrate here with some explicit calculations the results obtained there to derive the relations for the connection symbols in order to satisfy the conditions of metricity and zero torsion. Consider first the case when \( \mu = \nu \) so the equation (B.1) becomes

\[
D_{X_\rho} g_{\mu\mu} = 2\Gamma^\sigma_{\rho\mu} g_{\sigma\mu}.
\]

Let us start from \( \mu = \nu = 1 \) the equation (B.2) implies that

\[
D_{X_\rho} g_{11} = 2\Gamma^\sigma_{\rho1} g_{\sigma1},
\]

we can calculate both sides in the last equation by means of the relations (III.24a-III.24g) and (IV.24), we thus have

\[
\delta N^1_{\rho1} X_1^2 + \delta N^2_{\rho1} X_1 X_3 = (\alpha \Gamma^0_{\rho1} + \alpha' \Gamma^3_{\rho1}) X_1 + \delta \Gamma^1_{\rho1} X_1^2 + \delta \Gamma^2_{\rho1} X_1 X_3 + (\beta \Gamma^0_{\rho1} + \beta' \Gamma^3_{\rho1})(X_1 X_3 + X_3 X_1),
\]

in order to this equation holds we need that \( a_1 = \xi_0 \xi_3^{-1} b_1 = \xi_0^2 \xi_3^{-2} c_1 \) and

\[
\Gamma^3_{\rho1} = -\xi_0 \xi_3^{-1} \Gamma^0_{\rho1}, \quad \Gamma^1_{\rho1} = N^1_{\rho1}, \quad \Gamma^2_{\rho1} = N^2_{\rho1}.
\]

In the same way we obtain for \( \mu = \nu = 2 \)

\[
\Gamma^3_{\rho2} = -\xi_0 \xi_3^{-1} \Gamma^0_{\rho2}, \quad \Gamma^1_{\rho2} = -N^2_{\rho2}, \quad \Gamma^2_{\rho2} = N^1_{\rho2}.
\]
and in a similar manner, resorting to (III.22a) and (IV.24) for \( \mu = \nu = 0 \), the left side of (B.2) yields

\[
D_{X_\rho} g_{00} = D_{X_\rho} (a_0 + a_1 X_3 + a_2 X_3^2)
\]

\[
= D_{X_\rho} a_0 + (D_{X_\rho} a_1) X_3 + a_1 (D_{X_\rho} X_3) + a_2 (D_{X_\rho} X_3) X_3
\]

\[
= (D_{X_\rho} a_0 + a_1 \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1) + a_1 \xi_3 \xi_0^{-1} N_{\rho \delta}^1 X_1 + a_1 \xi_3 \xi_0^{-1} N_{\rho \delta}^2 X_3 + (D_{X_\rho} a_1 + 2a_2 \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1) X_3
\]

\[
+ a_2 \xi_3 \xi_0^{-1} N_{\rho \delta}^0 (X_1 X_3 + X_3 X_1) + a_2 \xi_3 \xi_0^{-1} N_{\rho \delta}^2 (X_3 X_3 + X_3 X_3),
\]

while, on the other hand, using (III.22a), (III.23a), (III.24a) and (III.24b), the right side can be written as

\[
2 \Gamma_{\rho \delta}^\rho g_{\sigma \tau} = 2(a_0 \Gamma_{\rho \delta}^0 + b_0 \Gamma_{\rho \delta}^3) + 2a_1 \Gamma_{\rho \delta}^1 X_1 + 2a_1 \Gamma_{\rho \delta}^2 X_3 + 2(a_1 \Gamma_{\rho \delta}^0 + b_1 \Gamma_{\rho \delta}^3) X_3 + 2(a_2 \Gamma_{\rho \delta}^0 + b_2 \Gamma_{\rho \delta}^3) X_3^2
\]

\[
+ 2 \beta \Gamma_{\rho \delta}^1 (X_1 X_3 + X_3 X_1) + 2 \beta \Gamma_{\rho \delta}^2 (X_3 X_3 + X_3 X_3).
\]

We thus arrive at the following relations

\[
\Gamma_{\rho \delta}^1 = N_{\rho \delta}^1, \quad \Gamma_{\rho \delta}^2 = N_{\rho \delta}^2, \quad (B.5a)
\]

\[
\Gamma_{\rho \delta}^3 = -\xi_0 \xi_3^{-1} \Gamma_{\rho \delta}^0, \quad (B.5b)
\]

\[
D_{X_\rho} a_1 + 2a_2 \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1 = 0, \quad (B.5c)
\]

\[
2(a_0 - b_0 \xi_0 \xi_3^{-1}) \Gamma_{\rho \delta}^0 = D_{X_\rho} a_0 + a_1 \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1, \quad (B.5d)
\]

To deal with the case \( \mu = \nu = 3 \) we use an approach analogous that the one described above and obtain the following conditions:

\[
\Gamma_{\rho \delta}^1 = \xi_3 \xi_0^{-1} N_{\rho \delta}^1, \quad \Gamma_{\rho \delta}^2 = N_{\rho \delta}^2, \quad (B.6a)
\]

\[
\Gamma_{\rho \delta}^3 = -\xi_0 \xi_3^{-1} \Gamma_{\rho \delta}^0, \quad (B.6b)
\]

\[
D_{X_\rho} c_1 + 2c_2 \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1 = 0, \quad (B.6c)
\]

\[
2(b_0 - c_0 \xi_0 \xi_3^{-1}) \Gamma_{\rho \delta}^0 = D_{X_\rho} c_0 + c_1 \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1. \quad (B.6d)
\]

Now, for the case \( \mu = 0, \nu = 1 \) in (B.1), we can calculate the left side explicitly by making use of (III.24a), (IV.24) and (IV.29). Thus we get

\[
D_{X_\rho} g_{01} = D_{X_\rho} [\alpha X_1 + \beta (X_1 X_3 + X_3 X_1)]
\]

\[
= (D_{X_\rho} \alpha) X_1 + \alpha (D_{X_\rho} X_1) + \beta [(D_{X_\rho} X_3) X_1 + X_3 (D_{X_\rho} X_1) + (D_{X_\rho} X_1) X_3 + X_1 (D_{X_\rho} X_3)]
\]

\[
= (D_{X_\rho} \alpha + \alpha N_{\rho \delta}^1 + 2 \beta \xi_3^{-1} N_{\rho \delta}^0 \mathcal{O}_1) X_1 + \alpha N_{\rho \delta}^2 X_3 + 2 \beta \xi_3 \xi_0^{-1} N_{\rho \delta}^1 X_3^2 + \beta N_{\rho \delta}^1 (X_1 X_3 + X_3 X_1)
\]

\[
+ \beta N_{\rho \delta}^2 (X_3 X_3 + X_3 X_3) + 2 \beta \xi_3 \xi_0^{-1} N_{\rho \delta}^2 X_1 X_3,
\]
while the right side yields

$$
\Gamma_{\rho \sigma_1}^\sigma \mathbf{g}_{\sigma_0} + \Gamma_{\rho \sigma_1}^\sigma \mathbf{g}_{\sigma_0} = \Gamma_{\rho \sigma_0}^0 \mathbf{g}_{01} + \Gamma_{\rho \sigma_0}^1 \mathbf{g}_{11} + \Gamma_{\rho \sigma_0}^2 \mathbf{g}_{21} + \Gamma_{\rho \sigma_0}^3 \mathbf{g}_{31} + \Gamma_{\rho \sigma_0}^0 \mathbf{g}_{00} + \Gamma_{\rho \sigma_0}^1 \mathbf{g}_{10} + \Gamma_{\rho \sigma_0}^2 \mathbf{g}_{20} + \Gamma_{\rho \sigma_0}^3 \mathbf{g}_{30}
$$

$$
= (a_0 \Gamma_{\rho_1}^0 + b_0 \Gamma_{\rho_1}^3) + \alpha (\Gamma_{\rho_0}^0 + \Gamma_{\rho_1}^1 + \Gamma_{\rho_0}^3) X_1 + \alpha \Gamma_{\rho_1}^2 X_3 + (a_1 \Gamma_{\rho_1}^0 + b_1 \Gamma_{\rho_1}^3) X_3
$$

$$
+ \delta \Gamma_{\rho_1}^1 X_1^2 + \Gamma_{\rho_1}^2 X_1 X_3 + (a_2 \Gamma_{\rho_1}^0 + b_2 \Gamma_{\rho_1}^3) X_3^2 + \beta (\Gamma_{\rho_0}^0 + \Gamma_{\rho_1}^1 + \Gamma_{\rho_0}^3) (X_1 X_3 + X_3 X_1)
$$

$$
+ \beta \Gamma_{\rho_1}^2 (X_3 X_3 + X_3 X_3).\]

When matching both sides and using the expressions in (B.3) we obtain the following restriction

$$
(a_0 - \xi_0 \xi_3^{-1} b_0) \Gamma_{\rho_1}^0 = 0. \tag{B.7}
$$

Finally applying the same procedure for $\mu = 1, \nu = 3$ where the derivation of $\mathbf{g}_{13}$ can be written as

$$
D_{X_{\rho_1}} \mathbf{g}_{13} = \xi_3 \xi_0^{-1} (D_{X_{\rho_1}} \alpha + \alpha \Gamma_{\rho_1}^1 + 2 \beta \xi_3^{-1} \Gamma_{\rho_3}^0 \mathbf{O}_{11}) X_1 + \xi_3 \xi_0^{-1} \alpha \Gamma_{\rho_1}^2 X_3 + 2 \beta \xi_3 \xi_0^{-2} \Gamma_{\rho_1}^2 X_1^2
$$

$$
+ \xi_3 \xi_0^{-1} \beta \Gamma_{\rho_1}^2 (X_3 X_3 + X_3 X_3) + \xi_3 \xi_0^{-1} \beta \Gamma_{\rho_3}^1 (X_1 X_3 + X_3 X_1) + 2 \beta \xi_3 \xi_0^{-2} \Gamma_{\rho_1}^2 X_1 X_3
$$

$$
= (b_0 \Gamma_{\rho_1}^0 + c_0 \Gamma_{\rho_1}^3) + \xi_3 \xi_0^{-1} \alpha (\Gamma_{\rho_1}^1 + \Gamma_{\rho_3}^3 + \xi_0 \xi_3^{-1} \Gamma_{\rho_0}^3) X_1 + \xi_3 \xi_0^{-1} \alpha \Gamma_{\rho_1}^2 X_3 + (b_1 \Gamma_{\rho_1}^0 + c_1 \Gamma_{\rho_1}^3) X_3
$$

$$
+ (b_2 \Gamma_{\rho_1}^0 + c_2 \Gamma_{\rho_1}^3) X_3^2 + \delta \Gamma_{\rho_1}^1 X_1^2 + \delta \Gamma_{\rho_3}^1 X_1 X_3 + \xi_3 \xi_0^{-1} \beta (\Gamma_{\rho_1}^1 + \Gamma_{\rho_3}^3 + \xi_0 \xi_3^{-1} \Gamma_{\rho_0}^3) (X_1 X_3 + X_3 X_1)
$$

$$
+ \xi_3 \xi_0^{-1} \beta \Gamma_{\rho_1}^2 (X_3 X_3 + X_3 X_3),
$$

and making use of the coefficient relations in equations (B.3), (B.4), we get the condition

$$
(b_0 - \xi_0 \xi_3^{-1} c_0) \Gamma_{\rho_1}^0 = 0. \tag{B.8}
$$

Furthermore, following a procedure analogous to that described above for $\mu = 0, \nu = 2$ and $\mu = 2, \nu = 3$ we obtain the last two constraints

$$
(a_0 - \xi_0 \xi_3^{-1} b_0) \Gamma_{\rho_2}^0 = 0, \quad (B.9a)
$$

$$
(b_0 - \xi_0 \xi_3^{-1} c_0) \Gamma_{\rho_2}^0 = 0. \quad (B.9b)
$$

The remaining indices in (B.1) do not provide new constraints.

Note now that we have two possible solutions for the equations (B.7, B.9b), one of them involves taking $a_0 = \xi_0 \xi_3^{-1} b_0 = \xi_3 \xi_0^{-2} c_0$. This however we discard because it will imply metric components such that the quantum determinant (A.19) would become zero. Thus the only admissible solution is $\Gamma_{\rho_1}^0 = \Gamma_{\rho_2}^0 = 0$. 
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On the other hand, from (B.5b-B.5d) and (B.6b-B.6d), further relations between the remaining $\Gamma$’s must exist. Indeed using the equations (B.5c) (or (B.6c) which are the same because of the condition $a_i = \xi_0 \xi_3^{-1} b_i = \xi_0^2 \xi_3^2 c_i$), together with equation (IV.20b), which relates the $\phi_\rho$ function to the $\mathcal{N}$’s, and the expressions for the coefficients of the metric (III.23a-III.23c) as well as the derivation of the central element (IV.21) to obtain the following relations

$$\mathcal{N}_{\rho\beta}^0 = l(\xi_0 \xi_3 - 1 l - 2 a_2)^{-1} \mathcal{N}_{\rho\beta}^0,$$

(B.10a)

$$\phi_\rho = l_1 \mathcal{N}_{\rho\beta}^0,$$

(B.10b)

and using these equations in addition to the (B.5b), (B.5d), (B.6b) and (B.6d) we arrive at

$$\Gamma_{\rho\beta}^0 = l_2(\mathcal{O}_1)\mathcal{O}_1 \mathcal{N}_{\rho\beta}^0,$$

$$\Gamma_{\rho\beta}^3 = -\xi_0 \xi_3^{-1} l_2(\mathcal{O}_1)\mathcal{O}_1 \mathcal{N}_{\rho\beta}^0,$$

$$\Gamma_{\rho\beta}^0 = l_3(\mathcal{O}_1)\mathcal{O}_1 \mathcal{N}_{\rho\beta}^0,$$

$$\Gamma_{\rho\beta}^3 = -\xi_0 \xi_3^{-1} l_3(\mathcal{O}_1)\mathcal{O}_1 \mathcal{N}_{\rho\beta}^0,$$

where we have defined

$$l = \gamma_3 + 2 \xi_0 \xi_3^{-1} \gamma_4,$$

$$l_1 = 2 a_2(2 a_2 - \xi_0 \xi_3^{-1} l)^{-1},$$

$$l_2(\mathcal{O}_1) = \frac{1}{2}(\xi_3 a_0 - b_0 \xi_0)^{-1}(\gamma_1 + 2 \gamma_4 \xi_3^{-1} \mathcal{O}_1) l_1 + a_1 l(\xi_0 \xi_3^{-1} l - 2 a_2)^{-1},$$

$$l_3(\mathcal{O}_1) = \frac{1}{2}(\xi_3 b_0 - c_0 \xi_0)^{-1}(\kappa_1 + 2 \kappa_4 \xi_3^{-1} \mathcal{O}_1) l_1 + \xi_0^{-2} \xi_3^{-2} a_1 l(\xi_0 \xi_3^{-1} l - 2 a_2)^{-1}.$$

It therefore follows readily that by using the conditions

$$\Gamma_{\rho\beta}^0 = \Gamma_{\rho\beta}^0 = 0,$$

(B.12a)

$$\Gamma_{\rho\beta}^1 = \Gamma_{\rho\beta}^2 = \mathcal{N}_{\rho\beta}^1,$$

(B.12b)

$$\Gamma_{\rho\beta}^1 = \xi_3 \xi_0^{-1} \Gamma_{\rho\beta}^1 = \xi_3 \xi_0^{-1} \mathcal{N}_{\rho\beta}^1,$$

(B.12c)

$$\Gamma_{\rho\beta}^2 = -\Gamma_{\rho\beta}^2 = \mathcal{N}_{\rho\beta}^2,$$

(B.12d)

$$\Gamma_{\rho\beta}^3 = \xi_3 \xi_0^{-1} \Gamma_{\rho\beta}^2 = \xi_3 \xi_0^{-1} \mathcal{N}_{\rho\beta}^2,$$

(B.12e)

$$\Gamma_{\rho\beta}^0 = -\xi_0 \xi_3^{-1} \Gamma_{\rho\beta}^0 = -\xi_0 \xi_3^{-1} l_2 \mathcal{O}_1 \mathcal{N}_{\rho\beta}^0,$$

(B.12f)

$$\Gamma_{\rho\beta}^3 = \Gamma_{\rho\beta}^3 = 0,$$

(B.12g)

$$\Gamma_{\rho\beta}^3 = -\xi_0 \xi_3^{-1} \Gamma_{\rho\beta}^3 = -\xi_0 \xi_3^{-1} l_3 \mathcal{O}_1 \mathcal{N}_{\rho\beta}^0,$$

(B.12h)

the metricity condition is completely satisfied with these connection symbols valued in $\mathcal{Z}(A)$. 
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