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Abstract: Motivated by the recently developed distillation approaches that aim to obtain small and fast-to-execute models, in this paper a novel Layer Selectivity Learning (LSL) framework is proposed for learning deep models. We firstly use an asymmetric dual-model learning framework, called Auxiliary Structure Learning (ASL), to train a small model with the help of a larger and well-trained model. Then, the intermediate layer selection scheme, called the Layer Selectivity Procedure (LSP), is exploited to determine the corresponding intermediate layers of source and target models. The LSP is achieved by two novel matrices, the layered inter-class Gram matrix and the inter-layered Gram matrix, to evaluate the diversity and discrimination of feature maps. The experimental results, demonstrated using three publicly available datasets, present the superior performance of model training using the LSL deep model learning framework.
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1. Introduction

Convolutional neural networks (CNN) of deep learning have proved to be very successful in many applications in the field of computer vision, such as image classification [1], object detection [2–4], semantic segmentation [5], and others. However, the large network structure also brings high computational complexity and memory cost. This problem motivates researchers to develop model compression methods for neural networks. Model compression methods can be roughly divided into two categories: network pruning [6–10] and knowledge distillation (KD) methods [11–15]. Network pruning methods reduce the number of weights or neurons during neural network training, whereas knowledge distillation methods train a small model linked to a large model, which is also called a teacher–student network. The core idea of knowledge distillation is to consider not only the supervision of information from the large model that can be transferred to the neurons of the small model, but also the output of the small network, which should be as similar as possible to the output of the large network.

Applications of network pruning and knowledge distillation include reducing power consumption on mobile devices [16–18], object detection [19], visual relationship detection [20,21], and character recognition [22]. One-shot whole network compression [16] compresses the CNN network to deploy deep CNNs on mobile devices. However, model compression methods learn compact models, but with reduced accuracy. In [19], a new framework was proposed to learn compact and fast object detection networks with improved accuracy using knowledge distillation and hint learning.

In this paper, we propose a new Layer Selectivity Learning (LSL) framework to tackle the knowledge distillation method to transfer information from a well-trained large CNN model to a
smaller CNN model in a layer-level manner. This leads to a compact and small model with higher accuracy than one that is trained alone. We exploit a teacher–network framework called Auxiliary Structure Learning (ASL) to link a well-trained large model, such as AlexNet [23], with a small new model within one unified learning framework. This can be achieved by projection layers and alignment layers. Then, two novel operators are proposed to select the corresponding intermediate layers automatically to link both models: the layered inter-class Gram matrix and the inter-layered Gram matrix. The former matrix uses feature maps within the same layer to obtain the relationships between classes. Each entry in the layered inter-class Gram matrix indicates the relationship of two classes to be highly correlated or irrelevant. The latter matrix calculates the Gram matrix using all feature vectors of two adjacent layers. The matrix represents whether the network can learn more diverse features than those in the previous layer. The contribution of the LSL framework is two-fold:

- Auxiliary Structure Learning (ASL) is proposed to improve the performance of a target model by distilling knowledge from a well-trained model;
- The Layer Selectivity Procedure (LSP) includes two novel operators, the layered inter-class Gram matrix and the inter-layered Gram matrix, which are proposed for the selection and linkage of the intermediate layers of both target and source models.

The experimental results are demonstrated on three publicly available datasets, and show significant improvement in classification accuracy compared to other recently developed transfer learning methods. The rest of paper is organized as follows. The literature review of model compression and knowledge distillation is introduced in Section 2. In Section 3, the proposed Auxiliary Structure Learning (ASL) and the Layer Selectivity Procedure (LSP) are presented. The experimental settings and the results are demonstrated in Section 4. Lastly, Section 5 concludes our paper.

2. Related Work

2.1. Model Compression by Network Pruning

Large neural networks have a large number of weights. This means that large models are usually computationally expensive and require high memory and storage costs. So, it is important to reduce the model sizes. As wearable devices have become more and more popular in recent years, deep learning models are likely to be deployed in environments with limited memory and computation power in many applications. Model compression is critical for deep models applied in mobile devices and embedded systems.

Han et al. [24] proposed a model compression method to reduce the number of weights based on the idea of learning only the important connections in neural networks. In addition, Han et al. [13] propose pruning, quantization, and Huffman encoding methods to reduce the computational consumption of large networks. They first pruned the network by learning only the important connections. Then, weights were clustered to generate the code book. This approach aimed to enforce a weight sharing scheme. Lastly, Huffman encoding was applied to the weights and indices for further compression.

2.2. Knowledge Distillation

Deep convolutional neural networks are successful in many computer vision tasks. However, deep models contain a large number of weights and introduce high computational complexity for training. Therefore, researchers are dedicated to developing smaller network architectures while maintaining good performance. Knowledge distillation introduces the concept of distilling the knowledge of a well-trained large model and being able to transfer the knowledge to a relatively small model. In other words, it mimics a complex network by learning a simpler network with a similar performance. In the literature, the large model is usually called the source model or teacher model, whereas the small model is referred to as the target model or student model. The knowledge distillation methods can be divided into three categories: (1) knowledge distillation from output, (2) knowledge distillation from a
single layer, and (3) knowledge distillation from multiple layers. We introduce these methods in the following sub-sections.

2.2.1. Knowledge Distillation from Output

Hinton et al. [7] proposed a knowledge distillation method by learning the soft target. The soft target is the class probabilities provided by the output of the final softmax function from the source model. On the contrary, the hard target is the output of the classifier. It is the final class label with the highest probability.

The soft target provides more information for model training. It can be used to restore intra-class variance and inter-class distance. To obtain the soft target, a new softmax function is defined with an additional parameter $T$. The parameter $T$ is used to control the size difference between the different classes. They use the source model to generate probabilities of classes as soft target so that the small model can learn not only hard target but also the soft target to obtain the distribution of the input data. Finally, the small model is trained to minimize the cross-entropy loss of the hard target and the soft target. The weights are adjusted by the two targets to achieve knowledge distillation.

Model distillation methods help transfer the knowledge of large networks to small networks. However, it can be applied to a classification task only. Later, Huang et al. [8] proposed a knowledge distillation method called Neuron Selectivity Transfer (NST). This method accelerates the learning of neural networks and compresses the number of parameters. In addition, it helps in learning features of other computer vision tasks, such as object detection. However, it is still crucial to determine which layer is to be used as the intermediate presentation.

2.2.2. Knowledge Distillation from a Single Layer

Although the above knowledge distillation method can transfer knowledge from source models to target models, it only considers the output of the source model. In the case that the target model is very deep, it meets the difficulty of convergence problems. Romero et al. [9] proposed an improved method by introducing intermediate-level hints. In addition to the knowledge distillation of the final output of the model, their method also considers the output of one middle layer of the model. The core idea of the method is to enable the target model to learn the intermediate representation from the source model. The middle layer of the source model is called the hint layer and that of the target model is called the guided layer. To link both intermediate layers of the source and target models, it must be taken into account that the dimensions of the intermediate output of both models are usually different. A mapping function is introduced to ensure that the two dimensions can be projected to be the same dimension. Lastly, knowledge distillation is carried out by minimizing the loss function of the middle layer and output layer. However, these methods are limited and can be only applied to classification tasks.

2.2.3. Knowledge Distillation from Multiple Layers

Yim et al. [10] proposed another concept of knowledge distillation which employs the relationship between layers. The relationship between layers is considered to be more representative of the knowledge than the model output. Therefore, the extracted feature maps from two layers are used to generate the Flow of Solution Procedure (FSP) matrix. This represents the relationship between layers. By minimizing the distance between both FSP matrices of the source network and target network, this approach enforces the knowledge of source model to be transferred to the target model.

2.3. Alignment Layers

The concept of the alignment layer is firstly introduced in the cross-domain adaptation problem. Chen et al. [25] proposed a double-path deep domain adaptation network (DDAN) with fine-grained clothing attributes. The top path is defined by images from clothing shops as a source domain. The bottom path is employed for clothing images from streets as the target domain. An alignment layer
The top path is defined by images from clothing shops as a source domain. The bottom path is employed for clothing images from streets as the target domain. An alignment layer is proposed between the two paths to enforce similarity between the parameters of both models. This means that this method can effectively make the features of two different domains similar. This motivated us to apply alignment layers to the transfer learning problem as the bridge between two deep learning models. Our method is different from previous works. By using the Layer Selectivity Procedure (LSP), knowledge can be transferred from one or more layers based on the analysis of the diversity and discrimination of feature maps in a layer-wise manner.

3. Proposed Method

We propose a novel Layer Selectivity Learning (LSL) framework, as shown in Figure 1. The LSL framework consists of two parts: (1) Auxiliary Structure Learning (ASL)—a new deep model learning scheme to train the target model with the help of a source model; (2) Layer Selectivity Procedure (LSP)—a scheme that can determine the corresponding intermediate layers of the source and target models automatically by two matrices, the layered inter-class Gram matrix and the inter-layered Gram matrix. We introduce both parts in the next sub-sections in detail.

**Figure 1.** Complete architecture of the Layer Selectivity Learning (LSL) framework.

### 3.1. Auxiliary Structure Learning (ASL)

Inspired by Chen et al. [25], we propose the Auxiliary Structure Learning framework [14]. It is an asymmetric dual-path learning framework, consisting of four components: (1) teacher network, (2) student network, (3) alignment layers, and (4) projection layers.

- **Teacher network.** The teacher network is also known as the source network, and is a well-trained deep learning model. In the ASL framework, the teacher network is supplied with pre-trained weights before the student network starts to train.
- **Student network.** The student network is also known as the target network. A student network is a new deep learning model without pre-trained weights.
- **Alignment layer.** The alignment layer is used to bridge the dual path deep learning models. It is designed to be the loss function that enforces similarity between two corresponding intermediate layers of both models.
- **Projection layer.** Since any two intermediate layers of both the teacher and student models are not likely to have the same feature dimensions, they cannot align directly. Before the representation layer connects to the alignment layer, it needs to connect to one additional fully connected layer, which is called the projection layer. This ensures that the two intermediate layers are projected to the same dimension.

In the ASL framework, the teacher network can be considered as auxiliary architecture to train the student network. The choice of the teacher network is flexible, since we can choose any well-known deep model according to the requirement of our task, such as AlexNet [11] or VGGNet [16]. For the student network, it can be any new model without pre-trained weights. To link the layer of the teacher model to the layer of the student model, projection layers are required to project both layers to the same dimension. In fact, the fully connected layer is exploited as the projection layer in the ASL framework. After connecting to the projection layers, the alignment layer is introduced to build dependencies of both models. Alignment loss is in following form:

$$L_{\text{Align}}^{(k)}(t, s) = \|X^{(i)}_t - X^{(j)}_s\|_2$$  \hspace{1cm} (1)

where \(t\) and \(s\) represent the teacher network and the student network, respectively. \(X^{(i)}_t\) and \(X^{(j)}_s\) are the feature representations from the \(i\)-th and \(j\)-th layers of the teacher network and the student network, respectively. \(k\) is the index of the alignment layer. By minimizing \(L_{\text{Align}}^{(k)}(t, s)\), it enforces the \(j\)-th intermediate layer of the student model to be similar to the \(i\)-th intermediate layer of the teacher model. This transfers knowledge from the teacher network to the student network. The benefits to the student network are accuracy improvement and fast convergence, compared to the network when it is trained alone.

The total loss function of the ASL framework can be defined as follows:

$$L_{\text{total}} = \sum_{k=1}^{n} L_{\text{Align}}^{(k)}(t, s) + \sum_{p=1}^{m} L_{\text{model}}^{(p)}(y, z)$$  \hspace{1cm} (2)

where \(L_{\text{Align}}^{(k)}(t, s)\) is alignment loss, \(n\) is the total number of alignment layers. If \(n = 3\), it means that the teacher model and the student model are linked by three intermediate layers. \(L_{\text{model}}^{(p)}(y, z)\) is the model loss term. \(p\) is the index of the deep models. \(m\) represents the total number of models in the ASL framework. In our dual-path deep model framework, there are two models, the teacher model and the student model. Therefore, \(m = 2\). The model loss term is defined as follows:

$$L_{\text{model}}^{(p)}(y, z) = \log\left(\sum_{j=1}^{c^p} e^{z_j}\right) - y$$  \hspace{1cm} (3)

where \(z_j\) is the \(j\)-th prediction result and \(y\) is the label for input data. \(L_{\text{total}}\) represents the total loss by considering the loss of the teacher and student models and the loss of all alignment layers. This indicates that the teacher and student models are trained simultaneously in the training stage.

### 3.2. Layer Selectivity Procedure (LSP)

One issue remains in the ASL framework. The intermediate layer of the teacher model is linked to the layer of the student model via the projection layer and alignment layer. How can we select
the intermediate layer from the teacher network and one corresponding intermediate layer from the student network to link both models? In this section, a novel scheme, the Layer Selectivity Procedure (LSP), is proposed to determine the intermediate layers and bind the two models. Two matrices, the layered inter-class Gram matrix and the inter-layered Gram matrix, are proposed to help select the appropriate layers from the teacher and student models. Then, the projection layers and alignment layers can be later deployed to build the ASL framework.

3.2.1. Inter-Layered Gram Matrix

Inspired by Gatys et al. [10], the Gramian matrix is capable of representing the texture information of the input image, because it is generated by calculating the inner product of feature vectors. The directionality between features can be considered as the similarity of texture information. The Gramian matrix that computes the inner product of features from adjacent layers is referred to as the inter-layered Gram matrix. The value in the entry of the inter-layered Gram matrix \((i, j)\) is equal to the inner product of the \(i\)-th channel and the \(j\)-th channel in the deep learning model. The large value of the inner product means two feature vectors are more aligned to the same direction. Features extracted from that layer are considered to carry less information. We use the inter-layered Gram matrix to represent the relationship between feature maps between two layers and consider the layer diversity. The layer with more diversity, between the inter-layered Gram matrix and its previous layer, is more likely to be chosen as the alignment layer. The illustration of the procedure employed to determine the inter-layered Gram matrix is depicted in Figure 2.

![Inter-layered Gram Matrix Diagram](image)

Figure 2. Illustration of the calculation for the inter-layered Gram matrix.

For a given trained CNN model, feature maps can be extracted from the convolutional and fully-connected layers. Then, we compute the inner product of feature vectors from two layers to obtain the inter-layered Gram matrix \(G_{m,n}^l \in \mathbb{R}^{M \times N}\). For a given layer \(l\) and its previous layer \(l-1\), the feature maps can be denoted as \(F_{m,n}^{l-1} \in \mathbb{R}^{K \times M}\) and \(F_{m,n}^l \in \mathbb{R}^{K \times N}\), where \(M\) and \(N\) are the number of channels in layer \(l-1\) and layer \(l\). \(m\) and \(n\) are the index of the channels in layer \(l-1\) and layer \(l\), respectively. \(K\) is the 1D feature dimension of the feature map. In practice, reshaping the feature maps into one dimension with zero padding is required to ensure that the feature vectors are in the same dimension. The \((m, n)\) entry of the inter-layered Gram matrix \(G_{m,n}^l\) can be defined as follows:

\[
G_{m,n}^l = \frac{F_{m,n}^{l-1} \cdot F_{m,n}^l}{K}.
\] (4)
The feature diversity can be calculated for a given layer $l$ by:

$$G_{\text{diversity}}^l = \frac{\sum_m \sum_n G_{m,n}^l}{M \times N}. \quad (5)$$

The entry of the inter-layered Gram matrix represents the relationship between two layers. A value close to zero indicates that features learned through the adjacent layers are not aligned and thus more diverse. A smaller value of $G_{\text{diversity}}^l$ indicates that layer $l$ contains more distinctive features. Note that the values of feature maps obtained by the activation function ReLu are non-negative. Therefore, the values of the inter-layered Gram matrix range from 0 to 1. Then, the layer with minimal values of $G_{\text{diversity}}^l$ is chosen as the representative intermediate layer. The optimization can be represented as follows:

$$l^* = \arg \min_l G_{\text{diversity}}^l. \quad (6)$$

### 3.2.2. Layered Inter-Class Gram Matrix

The layered inter-class Gram matrix models the relationship between two classes within the same layer. When a teacher network is pre-trained, training images can be fed into the model class by class to extract feature maps of each class. Then, the feature representation of each class can be obtained by calculating the average feature using all features of the same class. Once we have the feature representation of each class, the layered inter-class Gram matrix computes the inner product between two class features. An entry value close to zero indicates that two class features are different. This means that the trained class features are more diverse and discriminative. An illustration of the layered inter-class Gram matrix is depicted in Figure 3.

![Figure 3. Illustration of the layered inter-class Gram matrix.](image)

Given class $c$ in a dataset and layer $l$ in a pre-trained CNN model, denote the average feature by $f^l_c \in \mathbb{R}^K$. $K$ is the feature dimension. Then, the layered inter-class Gram matrix $H$ can be defined by:

$$H^l(c, \hat{c}) = \frac{\langle f^l_c, f^l_{\hat{c}} \rangle}{K}. \quad (7)$$
where \( \forall c, \hat{c} \in C \) and \( c \neq \hat{c} \). This means that only entries of the upper triangle matrix in \( H^l \) without the diagonal entries are counted, since \( H^l \) is symmetric and the diagonal entries are all 1. The class diversity can be calculated for a given layer \( l \) by:

\[
H^l_{\text{class}} = \frac{\sum_{c, \hat{c} \in C, c \neq \hat{c}} H^l(c, \hat{c})}{\binom{C}{2}}. 
\]

By jointly considering the inter-layered Gram matrix and the layered inter-class Gram matrix, the objective function can be defined as:

\[
L_{\text{LSP}}(l) = C^l_{\text{diversity}} + H^l_{\text{class}}. 
\]

To select the representative intermediate layer, we find the layer index \( l \) that minimizes the objective function.

\[
l^* = \arg\min_l L_{\text{LSP}}(l). 
\]

### 3.2.3. Layer Selectivity Procedure (LSP)

In the Layer Selectivity Procedure (LSP), the teacher network can be chosen from well-known CNN models, such as AlexNet or VGGNet. The training dataset is first fed into the teacher network to collect the feature maps of all layers. Then, the inter-layered Gram matrix and the layered inter-class Gram matrix are calculated to determine the most representative layers. This can be applied to find one or more of the most informative convolutional layers and fully connected layers. For student network training, one can empirically choose the last convolutional layer or the first fully connected layer as corresponding layers to bind both models. Otherwise, the training set can be used to train the student network alone, and the same steps can be followed to find the most important intermediate layers as the teacher network does. Lastly, with an additional project layer and alignment layer, the ASL framework can be trained by minimizing the total loss function, defined by Equation (2).

### 4. Experimental Results

#### 4.1. Datasets

Three datasets were employed in our experiments, including the People Playing Musical Instruments (PPMI) dataset [26], the Willow dataset [27], and the UIUC-Sports dataset [28], to verify the effectiveness of our method. The PPMI dataset contains images of human interaction with 12 kinds of musical instruments. Each instrument contains two different interactions, play or without play. It consists of 2.4 K training images and 2.4 K testing images. Each class has 100 images. The Willow dataset contains seven different action classes, including interacting with computer, photographing, playing music, riding bike, riding a horse, running, and walking. It contains 991 still images. We took 430 images for training and 481 images for testing. The UIUC-Sports Dataset contains eight sports event classes, including rowing, badminton, polo, bocce, snowboarding, croquet, sailing, and rock climbing. It contains 1579 still images. In our experiment, 789 images were used for training and 790 images for testing.

#### 4.2. Experiment Settings

Our ASL framework was implemented by Caffe [29]. All neural network models used the same hyper-parameter settings with a learning rate of 0.0001, a momentum of 0.9, a weight decay of 0.0002, and \( \alpha \) was set to 1. The input of image our teacher network was resized to 227 x 227. The input image of our student network was resized into 57 x 57. The teacher network exploited AlexNet and the student network employed user-defined architecture. The definitions of both models are listed in
Tables 1 and 2. For the ASL framework, the dimension of the projection layer was set to 2048 based on our previous results [14]. During the training of the ASL framework, the weights of the convolutional layers in the teacher network were fixed. Only the weights of two fully connected layers were allowed to be updated.

Table 1. Configuration of teacher network using AlexNet. Each convolutional layer and fully connected layer was followed by ReLU, which is not shown in the table for brevity.

| Layer Name | Type    | Kernel | Stride | # Channels |
|------------|---------|--------|--------|------------|
| Conv1      | conv    | 11     | 4      | 96         |
|            | maxpool | 3      | 2      | 96         |
| Conv2      | conv    | 5      | 1      | 256        |
|            | maxpool | 3      | 2      | 256        |
| Conv3      | conv    | 3      | 1      | 384        |
| Conv4      | conv    | 3      | 1      | 384        |
| Conv5      | conv    | 3      | 1      | 256        |
|            | maxpool | 3      | 2      | 256        |
| FC1        |         |        |        | 4096       |
| FC2        |         |        |        | 4096       |

Table 2. Configuration of student network. Each convolutional layer and fully connected layer was followed by ReLU, which is not shown for brevity.

| Layer Name | Type    | Kernel | Stride | # Channels |
|------------|---------|--------|--------|------------|
| Conv1      | conv    | 3      | 1      | 96         |
|            | maxpool | 3      | 2      | 96         |
| Conv2      | conv    | 3      | 2      | 384        |
| Conv3      | conv    | 3      | 1      | 256        |
|            | maxpool | 3      | 2      | 256        |
| FC1        |         |        |        | 512        |
| FC2        |         |        |        | 512        |

4.3. Results of ASL Framework and LSP

In this section, we would like to verify: (1) whether or not the ASL framework helps the student model to improve the model performance and (2) if the layered inter-class Gram matrix and the inter-layered Gram matrix are able to select the best intermediate layers to bind the teacher model and the student model.

We firstly trained the teacher network and the student network separately on the PPMI dataset, Willow dataset, and UIUC-Sports dataset as the baseline method. The LSP loss (defined by Equation (7)) was calculated for the teacher network and the student network using the PPMI dataset. As shown in Table 3, the best convolutional layer is marked in blue and the best fully connected layer is marked in green. In the teacher network, Conv5 of the teacher network had the minimal LSP value and Conv3 reached the minimal LSP in student network. For the fully connected layer, FC1 in both models reached the minimal LSP. These results somehow followed the concept of deep learning models in which the first fully connected layer contains the richest features and the deeper convolutional layers carry more high-level and discriminative features.
Table 3. LSL loss for teacher network and student network on the People Playing Musical Instruments (PPMI) dataset. The best convolutional layer and the best fully connected layer are marked in bold.

| Layer Name | Teacher Net | Student Net |
|------------|-------------|-------------|
| Conv2      | 0.00588     | 0.00193     |
| Conv3      | 0.00322     | 0.00143     |
| Conv4      | 0.00316     | N/A         |
| Conv5      | 0.00307     | N/A         |
| FC1        | 0.00015     | 0.00028     |
| FC2        | 0.00023     | 0.00037     |

Following the results of Table 3, Conv5 of the teacher network is a better choice to bind Conv3 of the student network for training. Based on the selection of Conv3 of the student network, we tested the binding of each layer of the teacher network to verify if the layer binding configuration (teacher, student) = (Conv5, Conv3) is the best choice. Table 3 shows other alternatives by (X, Conv3). The variable X indicates other possible convolutional layers. It was found that the highest classification accuracies of the PPMI and UIUC-Sports datasets support the configuration (Conv5, Conv3). It was also interesting to see that all results of the ASL framework outperform the baseline method for the student network learning. The classification accuracies are reported in the first two rows of Table 4. Compared to the baseline method—Student Only, at most, 12.6%, 5.1%, and 6.5% improvement of classification accuracy was achieved using the three datasets, respectively. In fact, all classification accuracies were boosted by ASL in this experiment. Note that although the accuracies of the teacher network decreased, it does not matter at all, since our goal was to train the student network. Once the training by ASL is complete, the teacher network is discarded. Only student network is used.

Table 4. Classification accuracy (%) of the Auxiliary Structure Learning (ASL) network. For each dataset, the first column is for the teacher network and the second column is for the student network. Different layers of the teacher network are bound to the Conv3 layer in the student network. (X, Conv3) indicates that X layer of the teacher network is used to bind Conv3 of the student network. The number marked in bold indicates the layer with the highest accuracy.

| Configuration (X, Conv3) | PPMI  | Willow | UIUC-Sports |
|--------------------------|-------|--------|-------------|
| Student Only             | –     | 24.1   | –           | –           | 74.6 |
| Teacher Only             | 60.7  | –      | 75.5        | –           | –    |
| Conv2                    | 38.7  | 36.1   | 48.0        | 41.4        | 80.2 | 79.9 |
| Conv3                    | 39.3  | 35.9   | 49.4        | 42.2        | 80.0 | 79.7 |
| Conv4                    | 40.1  | 36.3   | 49.1        | 46.1        | 79.1 | 79.0 |
| Conv5                    | 40.8  | 36.7   | 47.7        | 43.4        | 80.5 | 81.1 |

Table 5 shows the results of another configuration of binding Conv3 and FC1 of the student network. Most cases support the use of Conv5 and FC1 of the teacher network to bind Conv3 and FC1 of the student network, respectively. This validates the suggestion made in Table 3 again. To observe the results of binding three alignment layers, we set the intermediate layers of the student network as Conv3, FC1, and FC2. Different convolutional layers Conv*, FC1, and FC2 were used in the teacher network for layer binding. Table 6 shows that using Conv5, FC1, and FC2 as intermediate layers in the teacher network is the best choice. In our last experiment in Table 7, we fixed Conv5, FC1, and FC2 layers in the teacher network. When Conv3, FC1, and FC2 were selected in the student network, most cases achieved the highest classification accuracy.
Table 5. Classification accuracy (%) of the ASL network. For each dataset, the first column is for the teacher network and the second column is for the student network. Two layers of the teacher network are bound to Conv3 and FC1 layers in the student network.

| Layer Combination | PPMI  | Willow | UIUC-Sports |
|-------------------|-------|--------|-------------|
| Conv2-Conv3       | 38.4  | 36.4   | 42.5        | 41.1 | 78.2 | 77.8 |
| Conv3-Conv4       | 39.5  | 36.0   | 48.2        | 42.8 | 78.6 | 77.0 |
| Conv4-Conv5       | 38.5  | 36.2   | 46.5        | 43.1 | 79.5 | 80.5 |
| Conv5-FC1         | 40.0  | 37.0   | 48.8        | 45.4 | 80.6 | 81.9 |
| FC1-FC2           | 37.5  | 35.5   | 46.0        | 43.1 | 82.1 | 81.0 |

Table 6. Classification accuracy (%) of the ASL network. For each dataset, the first column is the teacher network and the second column is the student network. Three layers of the teacher network are bound to Conv3, FC1, and FC2 layers in the student network.

| Layer Combination | PPMI  | Willow | UIUC-Sports |
|-------------------|-------|--------|-------------|
| Conv2-FC1-FC2     | 41.0  | 36.1   | 48.2        | 42.2 | 82.0 | 80.5 |
| Conv3-FC1-FC2     | 38.5  | 35.7   | 48.0        | 44.8 | 81.5 | 80.8 |
| Conv4-FC1-FC2     | 40.6  | 36.4   | 45.4        | 42.8 | 80.6 | 80.4 |
| Conv5-FC1-FC2     | 39.8  | 37.6   | 47.1        | 46.0 | 82.4 | 82.2 |

Table 7. Classification accuracy (%) of the teacher and student networks. For each dataset, the first column is for the teacher network and the second column is for the student network. Three layers of the student network are bound to Conv5, FC1, and FC2 layers in the teacher network.

| Layer Combination | PPMI  | Willow | UIUC-Sports |
|-------------------|-------|--------|-------------|
| Conv2-Conv3-FC1   | 38.8  | 36.2   | 46.8        | 45.7 | 79.2 | 78.1 |
| Conv2-Conv3-FC2   | 39.0  | 36     | 48.5        | 46.2 | 80.2 | 79.3 |
| Conv3-FC1-FC2     | 39.0  | 36.8   | 48.8        | 46   | 78.4 | 79.8 |

4.4. Comparison of Knowledge Distillation by Auxiliary Structure Learning

In this section, we follow our Auxiliary Structure Learning (ASL) method and choose the configuration Conv4-Conv5-FC1 as intermediate layers in the teacher network and Conv2-Conv3-FC1 in the student network to deploy alignment layers. Two recent knowledge distillation methods, that of Hinton et al. [7] and FSP (Flow of Solution Procedure) [10], are used to train the same student network for comparison. As presented in Table 8, all knowledge distillation methods outperform the baseline. The results of the proposed ASL are superior to the other methods using three datasets.

Table 8. Comparison of classification accuracy on PPMI, Willow, and UIUC-Sports datasets. In ASL, the alignment layers are deployed on Conv4, Conv5, and FC1 in the teacher network and Conv2, Conv3, and FC1 in the student network.

| Methods             | Accuracy (%) |
|---------------------|--------------|
|                     | PPMI | Willow | UIUC-Sports |
| Teacher Only        | 60.7 | 75.5   | 94.2        |
| Student Only        | 24.1 | 41.0   | 74.6        |
| Hinton et al. [7]    | 27.8 | 42.4   | 77.2        |
| FSP [10]            | 37.9 | 44.2   | 85.5        |
| LSL                 | 41.0 | 48.0   | 87.2        |

5. Conclusions

In this paper, we proposed a novel Layer Selectivity Learning (LSL) framework. It consists of two parts. Firstly, we proposed a novel asymmetric dual-model learning framework, Auxiliary Structure
Learning (ASL), to train the target model with the help of a larger and well-trained source model. Then, we proposed the intermediate layer selection scheme, the Layer Selectivity Procedure (LSP), to determine the corresponding intermediate layers of the source and target models automatically by two matrices, the layered inter-class Gram matrix and the inter-layered Gram matrix. Experimental results were demonstrated using three open datasets to show the significant improvement of the proposed method over other recent knowledge distillation methods. In the future, there are some potential research directions. For example, we would like to see if a smaller teacher network is likely to help the training of a larger student model. In addition, some deep learning models are built based on modules, such as an Inception Module or Residue Block. It will be interesting to see whether ASL is able to help the training of deep learning modules so that the entire network can be further improved.
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