Progenitor Mass Distribution for 22 Historic Core-Collapse Supernovae
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ABSTRACT

We infer the progenitor mass distribution for 22 historic core-collapse supernovae (CCSNe) using a Bayesian hierarchical model. For this inference, we use the local star formation histories to estimate the age for each supernova (SN). These star formation histories often show multiple bursts of star formation; our model assumes that one burst is associated with the SN progenitor and the others are random bursts of star formation. The primary inference is the progenitor age distribution. Due to the limited number of historic SNe and highly uncertain star formation at young ages, we restrict our inference to the slope of the age distribution and the maximum age for CCSNe. Using single-star evolutionary models, we transform the progenitor age distribution into a progenitor mass distribution. Under these assumptions, the minimum mass for CCSNe is \( M_{\text{min}} = 8.60^{+0.37}_{-0.41} \, M_\odot \) and the slope of the progenitor mass distribution is \( \alpha = -2.61^{+1.05}_{-1.18} \). These values are consistent with previous estimates using precursor imaging and the age-dating technique, further confirming that using stellar populations around SN and supernova remnants is a reliable way to infer the progenitor masses.
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1 INTRODUCTION

Stellar evolution predicts that single massive stars with initial masses \( \gtrsim 8-11 \, M_\odot \) likely end their lives with core collapse, and a large fraction of them likely explode as a core-collapse supernova (CCSN; Woosley et al. 2002; Eldridge & Tout 2004; Smartt 2009). While there is some theoretical progress in understanding which stars explode and which collapse to form black holes, predicting which stars actually explode remains uncertain (Burrows & Goshy 1993; Murphy & Burrows 2008; Murphy & Dolenec 2017; Mananta & Murphy 2018; Ugiano et al. 2012; Sukhbold et al. 2016; Ebinger et al. 2018). Hence, it is important to constrain the theory by using observations to infer the progenitor mass distribution for these explosions.

Díaz-Rodríguez et al. (2018, hereafter DR18) used the stellar populations associated with 94 supernova remnants (SNRs) to infer the progenitor mass distribution. DR18 found that the minimum mass \( (M_{\text{min}}) \) for CCSNe is \( 7.33^{+0.02}_{-0.06} \, M_\odot \), the maximum mass \( (M_{\text{max}}) \) for explosion is greater than \( 59 \, M_\odot \), and the power-law slope in between is \( \alpha = -2.96^{+0.45}_{-0.25} \); these represent the tightest constraints on the progenitor mass distribution to date. The analysis assumed that SNRs are unbiased tracers of recent supernovae (SNe). However, SNe and SNRs represent two different tracers of SN location and using SNRs as SN tracers may lead to a biased sample. As a preliminary test of this bias, we infer the progenitor age distribution and progenitor mass distribution of 22 historic SNe.

Generally, there are two basic techniques to infer SNe progenitor masses. The first involves the direct identification of the precursor that led to an SN (e.g. Smartt et al. 2002a,b, 2004, 2009; Van Dyk et al. 2003a,b; Maund et al. 2004; Van Dyk et al. 2011, 2012a,b; Li et al. 2005, 2006, 2007; Maund et al. 2005, 2011, 2014; Hendry et al. 2006; Gal-Yam & Leonard 2009; Smartt 2009; Smith et al. 2011; Fraser et al. 2014); the other is age-dating the stellar populations associated with the SN. Estimating the initial mass of an SN precursor requires inferring the bolometric luminosity and temperature of the precursor and comparing to stellar evolution models to infer the progenitor mass (see Van Dyk 2017). While it is important to image the star that actually exploded, the direct imaging technique relies on the last, most uncertain stages of stellar evolution (Farrell et al. 2020).

Directly imaging the precursor has led to new constraints on the progenitors of CCSNe. One of the earliest progenitor
studies found a minimum mass of $M_{\text{min}} = 8.5^{+1.0}_{-1.5} M_\odot$ and a maximum mass of $M_{\text{max}} = 16.5 \pm 1.5 M_\odot$ for 8 direct Type IIP SN progenitor detections and 12 upper limits (Smartt et al. 2009), assuming a progenitor distribution that matches the slope of the Salpeter initial mass function ($\alpha$ IIP SN progenitor detections and 12 upper limits (Smartt et al. 2009; Badenes et al. 2009; Murphy et al. 2011, 2018; Williams et al. 2014; Williams et al. 2018; Auchettl et al. 2019). This second technique to infer progenitor masses has the advantage in that it does not need a precursor image of the star before it exploded. Instead, it relies on age-dating the stellar populations in the vicinity of the star that exploded, which can be performed after the explosion.

The age-dating technique has been used to infer the progenitor masses of SNe (Panagia et al. 2000; Murphy et al. 2011; Williams et al. 2014; Williams et al. 2018) and SNRs (Badenes et al. 2009; Jennings et al. 2012, 2014; Díaz-Rodríguez et al. 2018; Auchettl et al. 2019). Previous studies includes deriving the progenitor mass for specific SNe (see Murphy et al. 2011; Williams et al. 2014; Murphy et al. 2018), whereas other studies used bigger samples to derive the overall progenitor mass distribution using the age-dating technique. For example, Jennings et al. (2012) studied 53 SNRs in M31 and found a $M_{\text{min}}$ between 7.0 – 7.8 $M_\odot$ for a $M_{\text{max}}$ of $\sim 26$ $M_\odot$ and standard Salpeter IMF slope of $\alpha = -2.35$. In a later study, Jennings et al. (2014) used 115 SNRs in M31 and M33, and derived a progenitor mass distribution for CCSNe with a maximum mass of $M_{\text{max}} = 35^{+5.0}_{-4.0}$ $M_\odot$ and slope $\alpha = -2.35$; while assuming a minimum mass of $M_{\text{min}} = 7.3 M_\odot$ as found previously in Jennings et al. (2012). On the other hand, they found a slope of $\alpha = 4.2^{+0.3}_{-0.2}$ when fixing the $M_{\text{max}}$ to 90 $M_\odot$. DR18 used Bayesian inference to infer all three parameters simultaneously using the SFHs for M3 (Jennings et al. 2014) and the SFHs for M31 (Lewis et al. 2015). DR18 found that the $M_{\text{min}} = 7.33^{+0.02}_{-0.16}$ $M_\odot$, the $M_{\text{max}} > 59 M_\odot$, and the power-law slope in between is $\alpha = -2.96^{+0.45}_{-0.25}$ for 94 SNRs in M31 and M33. Using a similar age-dating technique, Auchettl et al. (2019) found a mass distribution that is consistent with a Salpeter IMF distribution using the stellar populations around 23 known SNRs in the Small Magellanic Cloud. Together, these age-dating techniques have increased the number of progenitor mass estimates by roughly a factor of ten.

While age-dating SNRs allows for a larger sample of progenitor mass estimates, there remains the possibility that the SNR catalogs are biased tracers of SNe. For example, DR18 found that the power-law slope for the progenitor mass is $\alpha = -2.96^{+0.45}_{-0.25}$, which is steeper than the standard Salpeter IMF. There are two interpretations of this steeper slope. Either the most massive stars are exploding less frequently, or there is a bias against finding SNRs in the youngest star formation (SF) regions. Comparing the progenitor mass distribution for SNe and SNRs would help to address whether SNR catalogs are biased.

In this paper, we infer the progenitor age distribution using the star formation histories (SFHs) around 22 historic SNe. We use a Bayesian inference framework previously derived in DR18 to infer the parameters of the distribution. In contrast to our previous study (DR18), we only infer the maximum
age ($t_{\text{max}}$) and slope of the age distribution ($\beta$), while fixing the minimum age ($t_{\text{min}}$) to 5.62 Myr. We then use stellar evolution models (Marigo et al. 2017) to translate the progenitor age distribution parameters to its counterpart in mass space.

An outline of the paper is as follows. In Section 2.1, we describe the SN sample used in this study. We then provide a summary of our Bayesian inference technique to infer the CCSN progenitor age distribution in sections 2.3 and 2.4. In section 3, we present the statistical results. In section 4, presents the conclusions and a discussion of our results in the context of previous progenitor analyses.

2 METHODS

2.1 SN Sample

We infer the age distribution for a total of 22 historic CCSNe within \(~8\) Mpc that also have high quality overlapping HST imaging (see Table 1). 11 of the supernovae (SNe) presented in this manuscript were published initially by Williams et al. (2014, hereafter W14) and the other 11 SNe are from an extended and updated study in Williams et al. (2018, hereafter W18). These historical CCSNe have of order arcsecond accuracy in their positions and modest foreground extinction. The authors used the HST archive to determine which CCSNe have imaging in two or more broadband filters in ACS, WFPC2 (WFC3 for the most recent SNe sample), or UVIS to cover as much region as possible of the host galaxies.

In Table 1, we include the SN names considered in this study, SN spectral type, host galaxy, number of stars in the photometry, etc. W14 and W18 used a combination of HSTphot and DOLPHOT (updated HSTphot (Dolphin 2000, 2016)) to obtain the photometry for each SN. See W14 and W18 for more information about exposure dates, durations, and depths for the SN sample.

2.2 Star Formation Histories

To infer the progenitor age distribution for these 22 SNe, we need to estimate the age of the stellar populations near each SN. We use the SFH for the surrounding stellar population as this age estimate. The technique used to obtain the SFH for the sample in this study has been described and tested in several other studies. For example, Murphy et al. (2011) showed that applying this technique to SN2011dh is consistent with direct-imaging estimates, Jennings et al. (2014) derived the age and mass for an unusual transient in NGC 300, W18 inferred the progenitor masses for 25 Historic SNe, Murphy et al. (2018) estimated the age and mass for the black hole candidate N6946-BH1 and Williams et al. (2019) inferred the SFHs for 237 optically identified SNRs in M83.

Figures 1 and 2 show the SFHs for the 22 historic SNe sample used in this study. W18 inferred the SFH for each SN using Match 2.7 (Dolphin 2002, 2012, 2013). Match infers SFHs from observed color-magnitude diagrams (CMDs). W18 used the DOLPHOT package to calculate the photometry of all resolved stars within 50 pc of each SN. The same photometry package, in combination with HSTphot, was used to obtain the photometry for each SN from W14. Essentially, Match derives these SFHs by generating a set of theoretical grids in color and magnitude using stellar evolution models of Girardi et al. (2010) and Marigo et al. (2017).

Match generates SFHs that most accurately represent the observed CMD of the region while taking into account the effects of observational errors, foreground extinction, and distance. While it is possible to fit a single isochrone to an observed CMD, due to the small numbers of massive stars and poor Poisson sampling of the upper end of the IMF, one can underestimate the turnoff mass (Williams et al. 2018). Essentially, Match fit superpositions of stellar populations to reproduce the observed CMD (Dolphin 2002; Gogarten et al. 2009; Jennings et al. 2012). As a result, the estimated recent SFH fits the turnoff and full luminosity function of the main sequence. Fitting the entire CMD and not just the turnoff adds significant statistical weight in age-dating the stellar population. The technique of using this fitting package and models has been tested against direct pre-cursor measurements and has shown to have a good agreement (e.g., Dolphin et al. 2003; Gallart et al. 2005; Williams et al. 2014; Williams et al. 2018, and many others). The work in this manuscript consists of using these SFHs to draw conclusion about the CCSNe theory, for more details about the CMD fitting see W18 and references therein. For a comparison of the 22 historic progenitor mass estimates used in this study, with those inferred using the direct imaging technique, see Figure 2 of W18.

The age-dating technique relies on the fact that the majority of stars are born clustered (Lada & Lada 2003) hence they have a common age ($\Delta t \lesssim 3 - 5$ Myr) and metallicity (Bovy 2016). This is important, because stars that formed in common events remain physically nearby up to \(~100\) pc during the 100 Myr lifetimes. Hence, even after a star has exploded, the remaining stars still provide information about the age population and hence its mass. Previous similar studies has shown that this assumption is appropriate (e.g., Gogarten et al. 2009; Murphy et al. 2011; Jennings et al. 2014; Badenes et al. 2015; Sarbadhicary et al. 2017; Williams et al. 2019; Auchettl et al. 2019).

As DR18 note, there are three principal sources of uncertainty when inferring the age for each SN. First, the resolution of the SFH affects the accuracy for each age bin. The resolution for the SNe sample published in W14 is $\Delta \log_{10}(t/\text{Myr}) = 0.1$ and for the SNe in W18 is $\Delta \log_{10}(t/\text{Myr}) = 0.05$. Second, it is common to have multiple bursts of SF associated with the stellar population and we do not know which burst is due to the actual SN explosion (see Figure 1 and 2). These multiple bursts usually contribute the most to the uncertainty in inferring the age for each object. Lastly, there is an uncertainty associated with the SF rate for each age bin. In a previous analysis, DR18 developed a technique to model the first two uncertainties: uncertainty due to resolution and due to multiple bursts. In this manuscript, we expand upon that work and develop a technique that models all three sources of uncertainties. In particular, we use a re-sampling method (Jackknife) to model the uncertainty in the SFH.

2.3 Hierarchical Bayesian Inference

To calculate the age distribution for the 22 historic SNe, we use Bayes’ theorem to compute the posterior joint probability, $P(\theta|\text{Data})$, where $\theta$ represents the parameters of the
In this manuscript, we present a hierarchical Bayesian in-ference, the formal hierarchical posterior distribution 

\[ P(\theta | \text{CMD}) = \frac{L(\text{Data} | \theta) P(\theta)}{P(\text{Data})} \propto L(\text{Data} | \theta) P(\theta), \]  

where \( L(\text{Data} | \theta) \) is the probability of observing the data, or also known as the likelihood function. \( P(\theta) \) is the prior distribution and \( P(\text{Data}) \) is the posterior distribution normalization.

The primary source of data are a collection of CMDs of the resolved stars, one for each region surrounding an SN. Hence, our goal is to use Bayes’ theorem to find the joint posterior distribution of the model parameters given the set of CMDs, \( P(\theta | \text{CMD}) \).

In this manuscript, we present a hierarchical Bayesian inference; the primary nuisance parameters are the SFHs derived by Match. For each CMD, Match infers the best-fit SFH and it uses a hybrid Monte Carlo (MC) algorithm to estimate a posterior distribution for the SFH, i.e. \( P(\text{SFH}_k | \text{CMD}_k) \). Where the index \( k \) represents each SN. In this context, the formal hierarchical posterior distribution is

\[ P(\theta | \{\text{CMD}_k\}) = \prod_k \int P(\theta | \text{SFH}_k) P(\text{SFH}_k | \text{CMD}_k) d\text{SFH}_k. \]  

In principle, the basic steps to infer the age distribution parameters includes estimating \( P(\theta | \text{SFH}_k) \), using the posterior distribution given by Match, \( P(\text{SFH}_k | \text{CMD}_k) \), and marginalizing over these results via equation 2.

In DR18, \( P(\text{SFH}_k | \text{CMD}_k) \) was essentially a delta function \( \delta(\text{SFH}_k - \text{SFH}_k) \), where \( \text{SFH}_k \) is the best fit SFH. Ideally, one would use the \text{hybridMC} results of Match for the distribution of SFH, \( P(\text{SFH}_k | \text{CMD}_k) \). However, the approximate results of the \text{hybridMC} method and the highly uncertain SFHs presented problems in using this technique. For example, we calculated the median of the best-fit SFH and compared it to the distribution of medians from the \text{hybridMC} distribution. We found that the median best-fit was often an outlier in the \text{hybridMC} results. This shows that while the \text{hybridMC} results are an estimate for the distribution of SFH, for the low number of stars in our CMDs, they do not adequately represent \( P(\text{SFH}_k | \text{CMD}_k) \).

Since we do not have an accurate estimate for \( P(\text{SFH}_k | \text{CMD}_k) \), we use the data itself and a re-sampling method to estimate the effects of the uncertainties in the SFH. Two common re-sampling methods include the bootstrap and jackknife methods. The bootstrap method tends to work better for skewed distributions, while the jackknife tends to work better for small samples. Since the bootstrap double counts sources, this can affect the accuracy in inferring the posterior distribution for small samples. Alternatively, the jackknife method involves removing one data point exactly \( R \) times, where \( R \) is the number of data points, or in this case, the number of SNe. Therefore, the jackknife avoids the doubling counting problem.

For this analysis, the jackknife re-sampling method is as follows. The \( r \)th estimator for the posterior is

\[ P_r(\theta | \{\text{CMD}_{r'}\}) = \int P(\theta | \text{SFH}_{k'}) P(\text{SFH}_{k'} | \text{CMD}_{k'}) d\text{SFH}_{k'}, \]  

\[ (3) \]  

Table 1. SN sample used for this analysis.

| SN       | Type | R.A.  | Dec.  | Galaxy     | Mpc | \( N_{\text{stars}} \) | Reference |
|----------|------|-------|-------|------------|-----|----------------|-----------|
| SN1917A  | II   | 308.69542 | 60.12472 | NGC6946 | 6.8 | 52             | W18       |
| SN1923A  | II   | 204.28833 | -29.85111 | NGC5236 (M83) | 5.0 | 142            | W14       |
| SN1948B  | II   | 308.83958 | 60.17111 | NGC6946 | 6.8 | 201            | W18       |
| SN1951H  | II   | 210.98042 | 54.36139 | NGC5457 (M101) | 7.2 | 11            | W14       |
| SN1954A  | Ib   | 183.944833 | 36.263556 | NGC4214 | 3.0 | 31            | W18       |
| SN1968D  | II   | 308.74333 | 60.15956 | NGC6946 | 6.8 | 86            | W18       |
| SN1978K  | II   | 49.41083 | -66.55128 | NGC1313 | 4.1 | 19            | W18       |
| SN1980K  | II   | 48.887592 | 60.106597 | NGC1313 | 4.1 | 19            | W18       |
| SN1985F  | Ib   | 190.38754 | 41.15164 | NGC4018 | 7.9 | 203           | W18       |
| SN1987A  | II   | 83.86675 | -69.26974 | LMC | 0.05 | 11800          | W14       |
| SN1993J  | IIb  | 148.85323 | 60.02047 | NGC3031 (M81) | 4.0 | 143           | W18       |
| SN1994I  | Ic   | 202.74530 | 47.19181 | NGC5194 | 8.3 | 42            | W14       |
| SN2002ap | Ic   | 24.099375 | 15.753611 | NGC0628 | 10.0 | 5             | W14       |
| SN2004h  | II   | 308.68454 | 60.12194 | NGC6946 | 6.0 | 66            | W14       |
| SN2003gdl| II   | 24.177708 | 15.738611 | NGC6946 | 6.0 | 66            | W14       |
| SN2004am | II   | 148.94421 | 69.67725 | NGC3034 (M82) | 4.0 | 37            | W14       |
| SN2004dj | II   | 114.32092 | 65.59939 | NGC2403 | 4.0 | 127           | W14       |
| SN2004et | II   | 308.85541 | 60.12158 | NGC6946 | 6.8 | 18            | W14       |
| SN2005cs | II   | 202.47237 | 47.17450 | NGC5194 | 8.3 | 33            | W14       |
| SN2008bk | II   | 359.46008 | -32.55597 | NGC7793 | 4.0 | 248           | W14       |
| SN2008iz | II   | 148.96479 | 69.67939 | NGC3034 (M82) | 4.0 | 56            | W14       |
| SN2017eaw| II   | 308.684333 | 60.19306 | NGC6946 | 6.8 | 136           | W18       |

Note. Columns are (1) name of SN, (2) SN spectral type, (3) right ascension of the SN, (4) declination of the SN, (5) host galaxy of the SN, (6) distance to the galaxy in Mpc, (7) the number of stars in the photometry for the SN, and (8) article reference. For more information about the SN sample see W18.
where $k'$ represents the $k'$th SN of a subsample of SNe, and $P(\text{SFH}_{k'} | \text{CMD}_{k'}) = \delta(\text{SFH}_{k'} - \text{SFH}_k) (\text{CMD}_{k'})$. Each re-sample $r$ has a one less SN than the full sample, i.e. $N_{k'} = N_{\text{SN}} - 1$. There are $N_{\text{SN}}$ unique subsamples for jackknife re-sampling, in other words $N_r = N_{\text{SN}}-1$. To find the final posterior distribution, we marginalize over all of the jackknife estimators for the posterior.

$$P(\theta | \{\text{CMD}_k\} \approx \sum_{r} P_r (\theta | \{\text{CMD}_{k'}\}).$$

(4)

The next section discusses the final piece, calculating $P(\theta | \{\text{SFH}_k\})$.

2.4 Inferring the Progenitor Age Distribution

The method to calculate the posterior distribution of $\theta$ given a set of SFHs, $P(\theta | \{\text{SFH}_k\})$ is described in DR18. First, we convert each SN SFH into a probability density function (PDF) for the age, $P_k(t)$. Match returns a discrete SFH, and the set of age bins is $\{i\}$, where $i$ indexes each age bin. Given this discrete version of the SFH, the probability of a star being associated with age bin $i$ is:

$$P_{\text{SFH}}(i) = P_k(i) \cdot \Delta t_{k,i} \cdot \frac{\text{SFR}_k(i)}{M_{\star,k}(T_{\text{max}})} \cdot \Delta t_{k,i}.$$  

(5)

This PDF is proportional to the stellar population SFR, the total amount of stars ($M_\star$) formed in the last $T_{\text{max}}$ Myr, and $\Delta t_i$ represents the width of each age bin $i$.

To accurately model and estimate the parameter $t_{\text{max}}$, we include ages above the predicted canonical value ($\sim 8 M_\odot$, this corresponds to an age of $\sim 45 M_\odot$) in the single-star sce-
nario. To allow the algorithm to explore the parameter space fully, we consider ages from 5.62 Myr up to $T_{\text{max}} = 80$ Myr. Figures 1 and 2 show the best-fit SFH with its corresponding uncertainties for our SN sample. In most cases, the best-fit SFH shows more than one burst of SF. Since it is not clear which burst is associated with the progenitor that exploded, one needs to model these unassociated bursts of SFH properly.

Figure 3, shows the stacked age distribution for all 22 SNe. To produce this stacked distribution, we sum the PDFs for each SN ($\sum_i P_i (i)$). In a previous analysis of 94 SNRs (DR18), the stacked age distribution clearly exhibited two distributions: one associated with the progenitors and one associated with random unassociated bursts of star formation. The stacked distribution of DR18 also showed similar features in the progenitor age distribution, namely a clear $t_{\text{max}}$ (hence $M_{\text{min}}$) and a clear smooth distribution below that $t_{\text{max}}$. While the number of SNe in this sample is lower than the DR18 study (e.g., 22 SNe vs. 94 SNRs), the stacked distribution in Figure 3 shows similar features to those in DR18, although a little less clear. The most obvious feature is a reduction in the stacked distribution around 35-45 Myr; which likely reflects the maximum age (i.e., minimum mass) of the progenitor distribution.

Section 2.4 of DR18 derived the progenitor age distribution model considering the SF in each age bin, i, as independent bursts of SF. For simplicity, DR18 considered a power-law distribution ($dN \propto t^\beta$) with $t_{\text{min}}$, $t_{\text{max}}$, and slope ($\beta$) in between. Since the stacked distribution in Figure 3 seems consistent with the stacked distribution in DR18, we adopt the same power-law model as in DR18. The primary difference is that we set $t_{\text{min}}$ to a fixed value in this study. Hence, our model only depends upon two parameters, $t_{\text{max}}$ and power-law slope $\beta$.

We fixed the $t_{\text{min}}$ parameter because the SFR for the younger age bins are highly uncertain, and these uncertainties are estimates based upon a hybridMC (Dolphin 2013). The large uncertainties on the younger age bins limit the accuracy in inferring $t_{\text{min}}$. The approximate nature of the hybridMC compounds this problem. Hence, there is not enough information in this sample to effectively constrain both $t_{\text{min}}$ and the power-law slope $\beta$ simultaneously. For simplicity, we
only infer $t_{\text{max}}$ and $\beta$ because we are more certain about the uncertainties for the higher age bins.

Figures 1 and 2 often show multiple bursts of SF for each SN. Presumably one is associated with the progenitor of the minimum age bin, which suggests that $t_{\text{min}}$ should not be less than 5.62 Myr. Hence, for the rest of the analysis, we fix $t_{\text{min}}$ to $5.62 \text{ Myr}$.

It is impossible to do a $t_{\text{min}}$ sensitivity analysis with the SFH associated with SN192M and SN2005af. In the range between 0 – 50 Myr, both only have one burst of SF in the youngest age bin. Omitting age bins younger than 5.62 Myr for those two cases and calculating the likelihood gives precisely zero. Therefore, it is impossible to do the $t_{\text{min}}$ sensitivity study when including these two SNe. For that reason, we omit these two SNe for our entire analysis resulting in $N_{\text{SNe}} = 22$.

The marginalized values for the age distribution parameters are as follows. The $t_{\text{max}}$ is $35.1^{+4.1}_{-3.0}$ Myr and the power-law slope for the age distribution is $\beta = 0.13^{+0.83}_{-0.74}$. The uncertainties reported for both parameters correspond to the narrowest 68 % confidence interval.

3.1 Age-to-$M_{\odot}$

The main scientific goal for this paper is to understand which stars explode. However, our data is the SFH of the resolved stars within 50 pc around the location of each SN. Hence, we first infer the progenitor age distribution given the SFHs, which then must be translated into a progenitor mass distribution. We do this by applying an age-to-$M_{\odot}$ mapping to obtain the progenitor mass distribution shown in Figure 6. In mass space, $t_{\text{max}}$ translates to a $M_{\text{min}}$ and $\beta$ translates to a power-law slope of $\alpha$.

The mapping from age to mass requires a few assumptions. We assume solar metallicity and that these progenitors are single-stars. Hence, to map the progenitor age distribution to a progenitor mass distribution, we use stellar evolution models from Marigo et al. (2017). To obtain the distributions for the $M_{\text{min}}$ in Figure 6, we first use the stellar evolution models to find an age vs. mass relationship; see Figure 8 of DR18. We then use this age vs. mass to find an $M_{\text{min}}$ for each $t_{\text{min}}$ in the MCMC step distribution. To infer the power-law slope in mass, we use the chain rule to convert the age distribution to a mass distribution. In terms of $\beta$ (the power-law slope in age) and $\gamma$ (the power-law slope in the age to mass function), the power-law slope in mass is 

\[ \alpha = -2.61^{+1.05}_{-1.18} \gamma. \]

To find the distribution of $\alpha$, we evaluate this formula for each $\beta$ in the MCMC chain. See section 3 of DR18 for details.

Assuming that all these historic SNe resulted from the explosion of single stars, the marginalized mass distribution model parameters are $M_{\text{min}} = 8.60^{+0.37}_{-0.41} M_{\odot}$ and the slope of the progenitor distribution is $\alpha = -2.61^{+1.05}_{-1.18}$. The posterior distributions for the mass distribution parameters are in Figure 6.
Myr and a power-law slope for the progenitor age distribution of $\beta = 0.13^{+0.83}_{-0.74}$, while fixing the minimum age to $t_{\text{min}} = 5.62$ Myr (see Figure 4). Under the assumption that all progenitors were single stars, the age distribution translates to a progenitor mass distribution with a minimum mass of $M_{\text{min}} = 8.60^{+0.37}_{-0.41} M_\odot$ and a slope of $\alpha = -2.61^{+1.05}_{-1.18}$ (see Figure 6). Both the $M_{\text{min}}$ and power-law slope $\alpha$ are consistent within uncertainty with previous studies using the direct-imaging and age-dating techniques (see Figure 7). This study is also consistent with progenitor studies using metal abundance study of Galactic SNRs (Katsuda et al. 2018).

4.1 Minimum Mass for CCSNe

Predicting the exact value for the $M_{\text{min}}$ is not trivial and it depends upon a variety of factors such as metallicity, binary interactions, mixing processes, rotation, etc. (e.g., Eldridge & Tout 2004; Ibeling & Heger 2013; Doherty et al. 2015; Zapartas et al. 2017). Ibeling & Heger (2013) studied the minimum initial mass as a classical CCSNe as a function of metallicity, $Z$, using non-rotating models. In this study, they found a mass limit of $\sim 8.35 M_\odot$ at $Z = -2.3$ and a limit of $\sim 9.5 M_\odot$ at $Z = 0$. Moreover, they found that the initial mass limit continued to rise with higher metallicity. They also found that for a fixed initial mass function, the SN rate is 20% - 25% higher at low metallicity. In addition to this, various studies have shown that the convective overshooting parameter can affect the minimum initial mass values for an SN. This extra mixing is used to simulate any mixing process and not just convective overshooting, like rotation or gravity wave mixing (Eldridge & Tout 2004). Essentially, a higher convective overshooting parameter and low metallicity will generally shift the $M_{\text{min}}$ to lower values (Eldridge & Tout 2004; Podsiadlowski et al. 2004).

It is difficult to constrain the progenitors of CCSNe, because only a few of them have been discovered directly, making the statistical constraints quite loose. W18 inferred the progenitor masses for 25 historic CCSNe (SN sample used in this work + 3 SN) using the SFHs near each SN. They found that the sample is consistent with a $M_{\text{min}}$ for CCSNe of $< 9.5 M_\odot$ (90% confidence). In this study, we determine an initial mass of $M_{\text{min}} = 8.60^{+0.37}_{-0.41} M_\odot$ for 22 historic SNe. The RSG sample (Smartt 2015) and the Historic SN sample from this study gives consistent results within a 68% confidence interval (see Figure 7). On the other hand, the SNR sample (DR18) is only consistent at the 2-sigma level. More upcoming data will determine whether this slight inconsistency is a result due to a small sample size or some physical bias. If the inconsistency persists, then it could be due to several factors. For one, the $M_{\text{min}}$ might be a function of metallicity as other studies have shown (e.g. Eldridge & Tout 2004; Podsiadlowski et al. 2004). The Historic SN and
for including binary evolution in inferring ages, we use single star models in this analysis to provide a baseline for comparison.

4.2 Mass Distribution Power-Law Slope

We find a power-law slope of $\alpha = -2.61_{-1.18}^{+1.05}$ for the progenitor mass distribution. This value is consistent with the standard Salpeter IMF ($dN/dM \propto M^{-2.35}$, where $\alpha = -2.35$). Both our inferred parameters, $M_{\text{min}}$ and $\alpha$, are consistent within the uncertainties of previous progenitor estimates using direct detections and the age-dating technique (Smartt 2015; Jennings et al. 2014; Williams et al. 2018). W18 estimated the masses for 25 CCSNe (22 of these are consider in this study) and found that the progenitor mass distribution is consistent with a Salpeter IMF distribution as well. DR18 found a steeper slope of $\alpha = -2.96_{-0.25}^{+0.45}$ using 94 SNRs in M31 and M33 (see Figure 7). The results of DR18 suggest that either the most massive stars are not exploding as frequently as lower mass stars, or there is a bias against observing SNRs in the youngest regions. While those results prefer a slight steeper distribution, and the results of this paper are consistent with a Salpeter IMF, both are consistent with one another. For the most part, this is because the confidence interval of this study is larger.
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