Donning/Doffing and Arm Positioning Influence in Upper Limb Adaptive Prostheses Control
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Abstract: New upper limb prostheses controllers are continuously being proposed in the literature. However, most of the prostheses commonly used in the real world are based on very old basic controllers. One reason to explain this reluctance to change is the lack of robustness. Traditional controllers have been validated by many users and years, so the introduction of a new controller paradigm requires a lot of strong evidence of a robust behavior. In this work, we approach the robustness against donning/doffing and arm position for recently proposed linear filter adaptive controllers based on myoelectric signals. The adaptive approach allows to introduce some feedback in a natural way in real time in the human-machine collaboration, so it is not so sensitive to input signals changes due to donning/doffing and arm movements. The average completion rate and path efficiency obtained for eight able-bodied subjects donning/doffing five times in four days is 95.83% and 84.19%, respectively, and for four participants using different arm positions is 93.84% and 88.77%, with no statistically significant difference in the results obtained for the different conditions. All these characteristics make the adaptive linear regression a potential candidate for future real world prostheses controllers.
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1. Introduction

In spite of the continuous improvement in the amputation rehabilitation and prosthetic restoration [1], living without a limb limits the daily life activities leading to a lower quality of life. Many people in the world suffer from the loss of a limb. As an example, Ziegler-Graham et al. estimated that 1.6 million people in the USA were suffering this situation in 2005 and predicted to double this number by 2050 [2]. Upper limb amputation is the removal of any part of the arm or forearm. Amputations at or above the wrist are considered as a major one, being the most common case the amputation at the transradial level. In the same study [2], 540,000 people living in the USA were estimated to have an upper limb loss, of which around 40,000 correspond to amputations above the wrist.

In the last years the upper limb prostheses control has become a growing research field [3]. The prosthetic industry has been developing new prostheses to mitigate the effects of losing a limb. However, despite of all the research and efforts carried out, there is a gap between the newer developments in the academia and the available commercial prostheses. The main problems the research faced have been a low user satisfaction and high prosthesis rejection due to a non-functional
use [4–8]. Because of that, nowadays a primary goal in this field is to find prostheses control protocols robust enough to be used in real life.

Different biosignals can be used as inputs for the control system. Electromyography (EMG), the measurement of superficial electric potentials during muscle contractions, is the most established input source for predicting the user’s intent. Its easy access and processing makes EMG a better option than other input sources such as electroencephalogram (EEG). EMG signals allow to infer the neuromuscular activity information sent to perform a specific movement. Multiple studies show the good performance of EMG signals to predict the user’s intent [9–17]. The control system extracts the most important information from the data and maps it into a feature space. The extracted features are used to train an algorithm that learns to predict the user’s intent. This output is presented to the user through some feedback channel, and the whole system is tested in unknown situations. During the last years, there have been developments in all processes of the control loop: new features and feature extraction methods [18,19], new algorithms based on classification [20–22] and regression models [23,24], new feedback procedures [25–31] and new prostheses technology [32]. Nevertheless, most of these improvements have never been implemented in real life devices. One of the reasons is the lack of usability in real world scenarios. Thus, although these new systems have a high performance in controlled environments, they exhibited a lack of robustness when tested in daily life situations on realistic environments [3,9,33]. Several factors could generate non-stationarities in the EMG signals that fed the system limiting a robust performance. The most common problems are: limitations of EMG signal acquisition process [34–37], arm positioning [38,39], electrode shifting [39–41], skin conditions [25], fatigue [42] or time degradation [43]. These factors affected the reliability of modern prosthesis control methods over time and conditions of use. A lot of work is being done in this direction in order to obtain controllers that behave in a more natural and robust way [44–48].

We have previously proposed an adaptive auto-regressive proportional myoelectric control system [49], which showed a much effective performance in controlled environments, such as laboratory experiments, than today’s state of the art regression models. The goal in this new work is to analyze whether this higher performance is maintained under real life “noisy” conditions, i.e., to study the robustness of the system against external disturbances while performing the virtual task. Firstly, we analyze the effect of time degradation and small electrode shifting; to do this, the participants simulate the real life use of prostheses by a donning/doffing experiment during a four-day period. Secondly, we study the robustness and generalization of the model for different configuration environments; to do this, the participants carried out a consecutive series of tasks while the arm position is changing. Our results demonstrate the algorithm capabilities to overcome non-stationary inputs without any re-adjustment. These capabilities are essential for a comfortable real prosthesis control and open the possibility that the proposed method could be implemented in the future in a test stage with real patients in a clinically supervised experiment.

2. Materials and Methods

2.1. Data Acquisition

A Myo Armband from Thalmics was used for the data acquisition process. The sensor is a flexible hardware that can be used in upper limbs with 7.5 to 13 inches forearm circumference. It includes 8 bipolar EMG electrodes sampling at 200 Hz with an 8 bit resolution. With these specifications, simple signal amplitude features are obtainable. A Bluetooth connection is opened to send the data and process it in a MATLAB environment. We used MATLAB 16a 64 version running on a 2.6 GHz personal laptop with 8 GB RAM. The Myo Armband was always placed in the right forearm of the participant, as in Figure 1, in the same location and orientation for all participants (LED light of the sensor pointing to the hand).
Figure 1. Myo Armband positioning in the forearm of an able bodied participant.

This experimentation would be reproducible in patients with limb deficiencies with a stump of at least 3 inches from the elbow to place the armband. In our previous work [49], the system was used in amputees that satisfied that specification. The armband is placed to measure the superficial EMG of the flexor carpi radialis and ulnaris muscles, extensor carpi radialis longus and the brachioradialis muscle, among other residual EMG measurements. In that paper the experiment was only conducted with forearm EMG activity so there are no evidences for EMG signals obtained from other muscles.

The feature used as the input vector \( x(t) \) is the moving root mean square (RMS) of the digitized EMG signals \( \hat{x}(t) \):

\[
x(t) = \sqrt{\frac{1}{N} \sum_{k=t_1}^{t} \hat{x}^2(k)}
\]

where \( t_1 = t - N + 1 \), \( \hat{x}(k) \in \mathbb{R}^{8 \times 1} \) is the eight dimensions digitized muscular activity, and \( N \) is the sample size. This is the discrete version counterpart of the continuous moving RMS value:

\[
x(\tau) = \sqrt{\frac{1}{T} \int_{\tau-T}^{\tau} \hat{x}^2(t) \, dt}
\]

where \( N = T \cdot f_s \) and \( f_s \) is the sampling frequency. In our case, \( f_s = 200 \text{ Hz} \), \( T = 200 \text{ ms} \) and \( N = 40 \). A new feature vector is calculated every 40 ms, resulting in a 25 Hz feature rate with 160 ms overlapping between consecutive input vectors.

The two studies were conducted independently with different participants, so we can guarantee that there was no learning contamination from one experiment to the other; 8 able-bodied participants (5 males and 3 females) executed the donning/doffing experiment and 4 participants (2 males and 2 female) the arm position experiment. Participants were in between 20–50 years old. All individuals provided written informed consent before the experiment. The experiments were performed in accordance with the declaration of Helsinki and were approved by the UPV ethics committee, approval number P11-23-03-18.

2.2. Method

Our model controlled two independent degrees of freedom (DoF). Since we used a regression model, all movements (single DoF activation or combined) were allowed at any time instead of the classical classification approaches where the input signals are mainly mapped into discrete movements [9,10,20–22,50]. In this scenario, both degrees of freedom correlate independent movements, so we modeled each one separately. The current position is estimated based on the previous one and the myoelectric input signal generated by the user during forearm muscle contractions. Mathematically, the problem can be stated as an ARMA(1,q) linear system:

\[
y_i(t) = a_i(t)y_i(t - 1) + \sum_{k=0}^{q} b_{i,k}(t)x(t - k), \quad i = 1, 2
\]
where \( y_i(t), i = 1, 2 \) are the current position in each direction, \( y_i(t - 1) \) the previous ones, \( a_i(t) \) the two feedback coefficients to be estimated, \( b_{ij}(t) \) the input signal filters that must also be estimated and \( x_i(t) \) the input signals, i.e., the RMS feature vector obtained from the myoelectric activity using Equation (1).

The order \( q \) of the FIR filter must be chosen according to the sampling frequency and the signal to noise level. In this study, we used the simplified equation where the input has no memory, i.e., \( q = 0 \), since the signals have enough power and the reaction time between the visual stimulus and the muscular response is almost immediate [51].

Assuming \( q = 0 \), the final model reads:

\[
y_i(t) = a_i(t) y_i(t - 1) + \sum_{j=1}^{M} b_{ij}(t) x_j(t), \quad i = 1, 2
\]  

where \( M \) is the number of myoelectric channels, in our case \( M = 8 \).

The goal in Equation (4) is to obtain the coefficients \( a_i(t) \) and the filters \( b_i(t) \) that minimize the mean squared error between the real target position \( d_i(t) \) and the estimated one \( y_i(t) \):

\[
\varepsilon_{MSE}(t) = \frac{1}{2} \sum_{i=1}^{2} E \left\{ (d_i(t) - y_i(t))^2 \right\}
\]

This is a regression problem where the system is modeled by an ARMA(1,0) filter with unknown AR part \( a_i(t) \) and MA part \( b_i(t) \). The filters were learned by the algorithm during a real-time training session.

To solve Equation (4), we need an adaptive solution since it must work in real time, i.e., for each new input signal, we must obtain an estimated output position. As the actual position depends recursively on previous estimated positions, the error is a non linear function of the parameters. In [49], we presented an adaptive algorithm with a recursive Gauss–Newton updating rule. We summarize here the algorithm (see [49] for details about the derivation for the general ARMA(\( p, q \)) case). To simplify the notation, we concatenated in one column vector \( \beta(t) \) all the coefficients to be estimated. Each movement direction has one coefficients vector: \( \beta_i(t) = \begin{bmatrix} a_i(t), b_{i,1}(t), \ldots, b_{i,M}(t) \end{bmatrix}^T, \quad i = 1, 2 \).

First, all parameters were initialized; the initial coefficients were set to zero: \( a_1(0) = a_2(0) = 0 \), and \( b_1(0) = b_2(0) = [0, 0, \ldots, 0]^T. \) The initial position was considered at the origin \( (y_1(0), y_2(0)) = (0, 0) \), and two matrices used for the coefficients update were initialized randomly, \( P_1(0) = P_2(0) = a I \), with \( a \) a small value and \( I \) the identity matrix. Two additional auxiliary filtered versions of the input \( x_i(t) \) and output \( y_i(t) \) signals for each movement are defined and concatenated in a column vector \( \tilde{x}_i(t) = [\tilde{y}_i(t-1), \tilde{x}_{i,1}(t), \ldots, \tilde{x}_{i,M}(t)]^T \).

Each sample \( x(t) = [x_1(t), \ldots, x_M(t)]^T \) obtained as it is explained in the Data Acquisition section fed the algorithm. For each observation and direction, the following calculations were carried out:

1. Estimate the new predicted position \((y_1(t), y_2(t))\):

\[
y_i(t) = a_i(t) y_i(t - 1) + \sum_{j=1}^{M} b_{ij}(t) x_j(t), \quad i = 1, 2
\]

2. Calculate the error between the real position and the estimated one for each direction:

\[
e_i(t) = d_i(t) - y_i(t)
\]

3. Update the \( \tilde{x}_i(t) \) vectors filtering the output and input signals with the AR part of the model, obtaining the new signals \( \tilde{y}_i(t) \) and \( \tilde{x}_{i,j}(t) \):

\[
\tilde{y}_i(t) = y_i(t) + a_i(t) \tilde{y}_i(t - 1)
\]

\[
\tilde{x}_{i,j}(t) = x_j(t) + a_i(t) \tilde{x}_{i,j}(t), j = 1, \ldots, M
\]
\[ \tilde{z}_i(t) = [\tilde{y}_i(t-1), \tilde{x}_{i,1}(t), \ldots, \tilde{x}_{i,M}(t)]^T \]  

(10)

4. Update the \( P_i \) matrices and the model parameters:

\[
P_i(t+1) = \lambda^{-1} \left( P_i(t) - \frac{P_i(t) \tilde{z}_i(t) \tilde{z}_i^T(t) P_i(t)}{\lambda/(1-\lambda)} + \tilde{z}_i^T(t) P_i(t) \tilde{z}_i(t) \right) \]

(11)

\[
\beta_i(t+1) = \beta_i(t) + \mu P_i(t+1) \tilde{z}_i(t) e_i(t) \]

(12)

where \( \lambda \) is a forgetting factor, typically \( 0.9 \leq \lambda < 1 \), that establishes the importance of previous observations when obtaining the new estimate. In terms of the cost function:

\[
\varepsilon_{ERLS}(T) = \sum_{t=1}^{T} |d(t) - y(t)|^2
\]

(13)

If \( \lambda = 1 \), the algorithm has an everlasting memory, and all samples are considered to estimate the present coefficients. The parameter \( \mu \) is the convergence factor, and usually \( \mu = \lambda \).

The previous steps were run iteratively for every new input sample until the end of the training session.

2.3. Study Design

All participants were asked to sit in a pleasant position so that they could perform the entire experiment in a comfortable way, minimizing the movement of different parts of the body other than the desired arm movements. Two wrist DoFs were used in this study: wrist flexion/extension and radial/ulnar deviation measuring the forearm EMG activity of those movements. The flexion/extension movements were mapped into the vertical axis and radial/ulnar deviation into the horizontal axis of a 2D interface. To guarantee that the participant run the experiment naturally, no more instructions were given about how to move. Few additional instructions regarding the experiment and the user interface used were given. In this way, we ensured that the subject knew the objective function and understood the procedure to achieve the goal. Henceforth, the device was initialized, and the experiment started. Experimentation had two procedures: training and testing. Depending on the experiment purpose, the protocol of the procedure execution was different.

2.3.1. Training Phase

During the training, the machine and the user collaborated to achieve a common goal: minimize the error between estimation and target. The proposed co-adaptive system set both agents (machine and user) as active learners. The machine learning algorithm obtained the model coefficients grouped in the \( \beta_i(t) \) vector for each direction, while the user adapted his behavior to the estimated machine output. As feedback, a visual interface was prompted to represent the machine’s performance in a natural and understandable environment for the user.

The displayed interface had several elements (Figure 2a). In the background, there was a coordinate system centered on a resting position with two axis (mapping the movements as mentioned above). These two axis represented the DoFs controlled by the algorithm. As moving elements, there was a green circle indicating the target position \( d(t) \), three small circles indicating upcoming target direction, a red cross (cursor) for the current estimated position \( y(t) \), and a orange arrow indicating the current direction from the cursor to the target, i.e., the error. The UI was updated every 40 ms (25 Hz), same rate as the adaptive filter (feature vector rate). Before the experiment, the participants tested the feedback system until they got familiarized with the information given by each element.
Figure 2. (a) Training UI. The user position is displayed as a red cross. The target is the big green circle that moves around the space. The anticipated movement of the target is represented by the three small green circles. The orange arrow shows the direction of the error. (b) Test UI. Similar to the training UI with small changes. The targets are switched to orange to differentiate the test phase from the training phase. The trace circles are no more displayed as the targets are now static. The error direction is not shown since we are testing not training.

The training process consisted in 4 laps of the same trajectory. Each lap was composed by 4 movements. Starting in an initial position, the target moved until reaching the up-top position in 4 s, rebounded and came back to the center in another 4 s. Once the movement was completed, the same was repeated for the other three directions: left, down and right. A lap was completed when the 4 direction movements were conducted. One lap was 32 s long, 8 s each movement. Therefore, the complete training (4 laps) lasted 128 s. The training phase was equal for every participant independently of the experiment. The purpose of the training was to generate the model coefficients for each participant. They were requested to try to follow the target with the cursor controlled by their wrist movements.

Since we were using a velocity control model, what was being learned was the direction of the movement, with large deviations between the target and the cursor position. Therefore, we explained the subjects to keep contracting the muscles in the correct way even if the algorithm was not learning properly or there was some offset between the target and the estimated user position.

2.3.2. Test Phase

The test phase evaluates the performance of the coefficients learned during the training. With a fixed model, the participants controlled a cursor in a visual interface used as feedback.

The interface background was the same as in the training phase, but the moving objects were altered (Figure 2b). Now the targets were presented as static orange circles. The red cursor was kept removing the orange arrow, letting the user decide the direction to reach the target without external indications.

The test consisted in a total of 36 targets that covered the full space. Targets in every direction were displayed testing in untrained positions and the ability to avoid overfitting. The participant had to reach and stay in a target for two consecutive seconds before a 10 s timer expired. Once accomplished the task, the next target was displayed, and a new 10 s timer started. If the user did not achieve the task, it was considered a miss, and a new target was prompted with the corresponding new timer. The 36 targets were shown in the same random order for all participants. The user was requested to reach each target as fast and straight as possible.
2.4. Experimental Paradigm

2.4.1. Donning and Doffing Protocol

Eight participants were used to analyze the effects of donning and doffing the armband on the system performance. The right arm was set in the same position for all sessions, with the elbow flexed 90 degrees so not to add more variables. All participants executed the experimental protocol shown in Figure 3 (testing and resting days) in the same schedule to obtain comparable results.

![Figure 3](image-url)  
**Figure 3.** Donning/Doffing experimental protocol scheme. All test sessions used the same model learned on day 1 training session. Five tests were performed after the training session. First, a baseline test is executed immediately after completing the training, so the differences between testing and training conditions are minimal. Afterwards, starting at the same day, one test per day is performed. The donning and doffing of the Myo Armband was carried out on the first day between the baseline test 1 and test 2 and between experimental days.

The first day the participants completed a training phase. The model learned during the training was used in all the tests sessions in order to study its degradation through time and donning/doffing. The first test after the training was performed without any electrode shifting and without removing the sensor. This was considered the baseline test. Once the first test was completed, the Myo Armband was removed, and the participant had a 5-min break. Afterwards, a second test phase was performed relocating the Myo Armband.

The positioning was done in realistic and manual conditions without any technical procedures. The researcher photographed the initial position to place the sensor as similar as possible in further sessions. No other re-positioning considerations were taken into account trying to reproduce a realistic environment where a daily-based prosthesis user places it without absolute precision.

The following days the participants performed one test phase per day, with the same trained model, completing three more tests. At the end of the entire process, each participant had carried out one training session and five test sessions.

2.4.2. Arm Position Protocol

Three arm positions were adopted to analyze the effects of arm postures variation: straight arm pointing aligned with the torso (P1), elbow flexed 90 degrees (P2) and straight arm at a 90 degree angle to the torso (P3) (see Figure 4).
Figure 4. The three arm positions used as training arm positions. Each position involves different muscle activation and has different effects from gravity and fatigue. P1: Arm fully extended pointing down with the wrist. P2: Arm pointing front with the wrist and elbow flexed 90 degrees. P3: Arm fully extended pointing front.

The experiment protocol was divided in three sessions conducted in one day. A single session had one training and four tests. First, the training was carried out in one of the three arm positions P1, P2 and P3 and then tested in all of them. The fourth test evaluates the robustness in a less controlled environment. During this test (P4), the participant was requested to variate the arm posture at his will after three consecutive targets without constrains. This was repeated two more times, until all the arm postures (P1, P2 and P3) were used as the training arm position. The test in each session using the trained position was considered the baseline to compare with the results of the other positions. The order of the training position was permuted between patients to cover all combinations.

2.5. Performance Metrics

To quantify the performance during the online test phase, we measured four quantitative metrics. The completion rate (CR) was defined as the number of hits $H$ over the total amount of targets $N$ expressed in a percentage scale $\%$:

$$CR(\%) = 100 \cdot \frac{H}{N} \hfill (14)$$

We defined previously a hit such as reaching the target and staying inside for two seconds, everything in less than 10 s.

The path efficiency (PE) indicated if the distance traveled by the participant during the experiment was close to the optimal path, i.e., the shortest one. The PE was defined as the ratio in $\%$ of the sum of distances between targets and the real distance traveled by the subject:

$$PE(\%) = 100 \cdot \frac{\sum_{i=1}^{N} \|d_i - d_{i-1}\|}{\sum_{i=1}^{N} \sum_{j=1}^{J_i} \|y_i(j) - y_i(j-1)\|} \hfill (15)$$

where $N$ is the number of targets, and $J_i$ is the number of samples to get from target $i$ to target $i+1$. For the first target $i = 1$, we assumed that $d_0 = (0,0)$ and $y_1(0) = (0,0)$ (the starting point for all the test experiments was the origin of coordinates). The starting point for the next segment was equal to the final position of the actual one, i.e., $y_{i+1}(0) = y_i(J_i)$. A larger value of PE implies a more linear trajectory in the 2D space. Linear trajectories in the 2D space are directly correlated with the activation of combined DoFs movements. Therefore, the PE can be used also as an indirect measurement of the simultaneous multiple degree of freedom control.
The completion time (CT) metric measured the efficiency in the time domain. It was calculated as the time average in seconds to reach a target:

\[ CT = \frac{\sum_{i=1}^{N} t_i}{N} \]  

where \( t_i \) is the time in seconds to travel from target \( i-1 \) to target \( i \). For the missed targets (the subject was not able to reach the target before 10 s and kept into the target for at least two consecutive seconds), \( t_i = 10 \) in Equation (16).

To measure the stability of the system to accomplish the targets hit condition, we defined the attempt ratio (AR). It was defined as the average ratio between the number of times the subject enters the hit targets \( E \) and the number of hits \( H \).

\[ AR = \frac{E}{H} \]  

By definition, \( AR \geq 1 \); the lower the AR value, the lower the attempts needed to hit the targets. A value close to 1 means that the system was very stable, since the first time that he got into the target he was able to stay for the two required seconds to be considered a hit.

3. Results

3.1. Donning and Doffing Experiment

The obtained metrics (mean and variance) of the five donning/doffing experiments for each subject are shown in Table 1. They are shown graphically in a box and whisker plot in Figure 5.

Table 1. Performance metrics for the eight participants in the donning/doffing experiment. The metrics tabled are completion rate as the completed targets over the total targets, path efficiency as the shortest distance over the total distance traveled, the completion time as seconds per target and the attempt ratio as number of attempts to hit a target. Each row presents the results for one participant showing the value and the variance for each metric. Last row is the average of all subjects.

| Participant | Completion Rate (%) | Path Efficiency (%) | Completion Time (s) | Attempt Ratio |
|-------------|---------------------|---------------------|---------------------|---------------|
| 1           | 99.44 ± 1.24        | 90.75 ± 1.86        | 5.338 ± 0.387       | 1.017 ± 0.025 |
| 2           | 97.78 ± 3.62        | 87.20 ± 1.95        | 5.554 ± 0.230       | 1.046 ± 0.034 |
| 3           | 95.00 ± 2.32        | 75.32 ± 4.00        | 6.153 ± 0.321       | 1.212 ± 0.076 |
| 4           | 98.33 ± 2.49        | 92.28 ± 2.40        | 6.151 ± 0.230       | 1.049 ± 0.066 |
| 5           | 92.22 ± 3.62        | 73.42 ± 3.07        | 5.673 ± 0.388       | 1.151 ± 0.087 |
| 6           | 95.55 ± 4.65        | 82.56 ± 7.85        | 5.740 ± 0.499       | 1.121 ± 0.116 |
| 7           | 95.00 ± 3.62        | 79.90 ± 4.03        | 5.568 ± 0.257       | 1.070 ± 0.060 |
| 8           | 93.33 ± 2.48        | 92.14 ± 1.98        | 5.994 ± 0.217       | 1.053 ± 0.047 |
| **Avg**     | **95.83 ± 3.00**    | **84.19 ± 3.39**    | **5.771 ± 0.316**   | **1.090 ± 0.064** |

Figure 5 shows that the completion rate metric had a consistent high value for all subjects. In our previous work [49], we showed that the IIR adaptive algorithm had a 95% CR when the training and test armband position were the same. In this study, it was observed that the high completion rate was not diminished by the donning/doffing effect. Three participants achieved a median 100% accuracy, and the worst result was a value of 90% for subject #3 one day. Figure 5 also shows that the variance is small for all participants and metrics. It means that after training the first day, the system was robust enough to maintain the same performance the next days both in space and time efficiency.
Figure 5. Box and whisker plot for the Completion Rate (CR), Path Efficiency (PE), Attempt Ratio (AR) and Completion Time (CT) for each participant. Except for patient 6’s PE value, the rest of the boxes show a small variance. This is proof of a consistent behavior through time.

Only one participant showed a wider variance in path efficiency, subject #6. Looking into the time evolution of the results for that subject, we discovered a continuous learning trend during the experiment. This was the only patient that showed an accentuated learning behavior as the others kept a more robust performance.

Analyzing our results in depth, Figure 6 shows the PE for subject #6 (blue line) compared to the average value of all participants (black line) vs. the test number. It reveals that the PE performance of subject #6 improved during the training sessions, while the other participants had a steady performance, with an approximately 84% PE value. Thus, his higher variance in the PE metric is not due to a lack of robustness but to a learning process.

A repeated measures ANOVA ($p < 0.05$) confirms that not one metric was changing with time, reassuring the robustness of the initial training: CR $p = 0.8397$, PE $p = 0.3152$, AR $p = 0.8096$ and CT $p = 0.5311$. To confirm the robust behavior, we run a MANOVA test that restates the results obtained with the previous ANOVA analysis: There was not statistically sufficient evidence to reject the hypothesis that all metrics come from the same distribution ($p < 0.05$).
Figure 6. PE for subject #6 (blue line) and average PE value between all participants (black line) vs. the day of experiment. This figure explains that the larger variance of the PE value for that participant is not due to instability problems of the algorithm but to his learning process (his performance improved significantly from test 1 to 5). Once the learning saturates (as we can see in the last two tests), the behavior started to be more stable like the other participants results.

The values in Figure 5 and Table 1 provide a visual and quantitative performance analysis of the adaptive filtering algorithm in donning/doffing experiments but do not show the dynamics of the experiments, i.e., the user experience.

To show this behavior in a more intuitive and visual way, we included some videos where the dynamics of the system are appreciated. We show the trajectories for each test for five tests for the first seven participants in https://youtu.be/whB_6Ci76oM (participant 1), https://youtu.be/2GKJ48c0ClI (participant 2), https://youtu.be/iFICd62Shw (participant 3), https://youtu.be/DzmafnQnKcQ (participant 4), https://youtu.be/5T5iZiTOWA (participant 5), https://youtu.be/DESTv4Euikc (participant 6) and https://youtu.be/Yj2aIcLStl0 (participant 7). In the videos, every test is represented by a different color: red, green, blue, cyan and magenta for test 1, 2, 3, 4 and 5, respectively. The next target for a corresponding test is displayed with the same color code at any given time. For a visual purpose, targets are plotted as circles with different diameters. Note that in the real experiments all the circles (targets) had the same size. In addition, to avoid that the plots become too cumbersome because cross crossing trajectories, only a few samples are plotted. Analyzing the videos, if lines are far away, it means that some target was missed or the path efficiency was changing from test to test. The way to check the simplicity from the user point of view is to check if the trajectories are close to the straight lines joining the previous and next target. A curve that is moving around a target means that the attempt ratio was poor (AR much greater than 1), since it means that the user was entering and leaving the target in an unstable way. This behavior of the system will be translated from the user point of view, first, as an insecure experience, and later, if he finds out that this instability is persistent in time, in a disaffection to the system.

In order to show a visual interpretation of some trajectory patterns examples that determine the global PE values, Figure 7a shows the paths traveled by two users: participant #1 (red curve) and participant #5 (green curve) for targets 1 to 5. It is clear that the path between targets 2 and 3 was smoother for subject #1. The longer path traveled by subject #5 translated into a lower PE compared to subject #1 PE. There were other trajectory behaviors in this timespan that were related to the path efficiency. Note that the red trajectory was smoother not only between targets but also in the transition (when one target was achieved and the next one was shown to the user). On the contrary, the green line is slightly advanced than the red line; the user chose between a faster movement with the risk of a potential instability or at least more attention since muscle activity translates into more erratic trajectories and a smooth movement where inertia can be sometimes an annoying issue depending on the subject perception.
Figure 7. (a) Path for test 5 for subjects 1 (red) and 5 (green) for the first five targets. This is a comparison between a high PE and a lower PE value. Green path shows a more erratic behavior reaching a lower PE value as the red path follows an almost straight trajectory from target to target with a high PE value. (b) This is an attempt ratio value example showing the stability of the controller to maintain a position. Red line corresponds to subject 1; green line corresponds to subject 3. The subject 1 entered the target 2 and remained inside at the first try. Opposed to this, subject 3 entered and left the target two times until the target was missed. The participant, in this occasion, was not able to maintain the position having a less stable control measured by the attempt ratio value.

In Figure 7b, we show the trajectories for subjects #1 (red line) and #3 (green line) moving from target 1 to 2 and then to target 3 on test 5. The performance in this timespan gives us a visual example of the AR metric values. It is clear that subject #3 had difficulty maintaining the position in target 2. He achieved target 2 easily from target 1 but could not remain into the circle for two consecutive seconds. He left and entered the circle several times. As a consequence, the attempt ratio was increased indicating a less stable position control; also, the completion time metric was increased, i.e., it was delayed with respect the path defined by subject #1. As we can see in Figure 7, subject #1 was able to arrive to the third target while subject #3 was still in between. This effect seems to be repeated occasionally as we can see in Table 1 comparing the AR and CT values for both participants.

Analyzing statistical relationships between the different performance metrics, we found a positive correlation between the CR and PE and a negative correlation between the CR and AR. This is in accordance with the expected values. A high CR means that few targets were missed, so the subject was accomplishing the task; i.e., the path efficiency must be high and the attempt ratio must be low in those cases. We also obtained a negative correlation between the path efficiency and the attempt ratio. However, the time required to complete the experiments is independent of the other metrics.

3.2. Arm Position Experiment

The arm position experiment was developed to test the robustness of a model in unknown arm positions (different to the trained one) and also to study if any of the training positions obtains better results. The mean values for each metric, training and testing position are shown in Figure 8. The free arm positioning was called P4 to simplify the notation.
Figure 8. Mean CR (top-left), PE (top-right), AR (bottom-left) and CT (bottom-right). The horizontal axes are the training positions. The color bars represent the arm position during the test: P1 for the red bars, P2 for the green bars, P3 for the blue bars and yellow when there were no restrictions in the arm position P4. The height of the bar indicates the corresponding metric average value between all participants.

The exact mean values are shown in Tables 2–5.

Table 2. Average Completion Rate metric among all users for different training and test arm positions. Each row indicates the arm position used to train the model. Each column indicates the arm position used to test the model.

| Training | Test P1 | Test P2 | Test P3 | Test P4 |
|----------|---------|---------|---------|---------|
| P1       | 96.53   | 93.75   | 93.75   | 91.67   |
| P2       | 95.83   | 92.36   | 91.67   | 88.89   |
| P3       | 95.14   | 89.58   | 95.84   | 90.28   |

Table 3. Average Path Efficiency metric among all users for different training and test arm positions. Each row indicates the arm position used to train the model. Each column indicates the arm position used to test the model.

| Training | Test P1 | Test P2 | Test P3 | Test P4 |
|----------|---------|---------|---------|---------|
| P1       | 92.91   | 89.85   | 86.87   | 81.32   |
| P2       | 89.78   | 88.06   | 83.50   | 78.22   |
| P3       | 91.30   | 86.34   | 90.31   | 80.84   |

Table 4. Average Attempt Ratio metric among all users for different training and test arm positions. Each row indicates the arm position used to train the model. Each column indicates the arm position used to test the model.

| Training | Test P1 | Test P2 | Test P3 | Test P4 |
|----------|---------|---------|---------|---------|
| P1       | 1.022   | 1.045   | 1.022   | 1.159   |
| P2       | 1.045   | 1.094   | 1.118   | 1.104   |
| P3       | 1.038   | 1.074   | 1.076   | 1.128   |
Table 5. Average Completion Time metric among all users for different training and test arm positions.
Each row indicates the arm position used to train the model. Each column indicates the arm position used to test the model.

| Training | Test P1 | Test P2 | Test P3 | Test P4 |
|----------|--------|--------|--------|--------|
| P1       | 5.573  | 5.632  | 5.590  | 5.776  |
| P2       | 5.643  | 5.950  | 5.536  | 5.908  |
| P3       | 5.690  | 6.001  | 5.549  | 6.037  |

Figure 8 plots the data for every test. Our results clearly show that the performance is high regardless the learning position or the training position. The minimum CR = 89.58% is obtained for the model trained in P3 when tested in P2; the rest of the CR values are above 91%. The PE values are also high independently of the combination, with PE ≥ 83%. The system was robust against arm positioning variations. Figure 8 also shows that the trend inside each training arm position is consistent with all the different training options, i.e., the bars follow a similar pattern for all the training arm positions. This confirms that the results were independent of the training position.

The results in Figure 8 indicate that P1 was the best testing position. Position P1 (red bars) performed slightly better than P2 (green bars) and P3 (blue bars) in almost all metrics, independently of the training arm position.

We applied the non-parametric Friedman test for repeated measures to each training position. The results revealed a statistically significant difference for the PE metric with values of \( p = 0.0112, 0.0129, 0.0194 \) for the three different training positions. A posterior multiple comparison test indicated that the difference was between testing in P1 and testing in P4 (free movements) in all cases. After ranking the PE for the different training positions, P1 was always ranked in the first place and P4 in the last position in all experiments except one.

We also observed qualitative results related to the effect of fatigue and usability. All the patients reported ending up very tired after performing the test in P3. Holding the arm straight generated shoulder fatigue that did not allow the patients to keep a consistent performance. Some participants even stopped at some point to relax the arm. This observation is related to the quantitative results seen before, where P3 tests have lower PE values training in P1 an P2. This effect was mitigated when P3 was the training arm position because the fatigue was included in the training information.

The yellow bars in Figure 8 give information about the system robustness against arm position changes within short periods of time (P4). These tests were performed allowing the users to move the arm with no restrictions at all, making every test unique and, therefore, not comparable with any other test. In any case, the results showed that all the metrics had an expected drop in this dynamic and uncertain scenario. The user adaptation was proven to be essential in this case. The participants managed to maintain a high performance (CR = 90.28% and PE = 80.13% on average). However, the system and the user needed a moment after changing the arm position to adapt to the EMG variations of it. Changing the arm position generated a transitory state in the EMG where the muscle activation was the result of changing the arm position and not due to the controller. Added to this effect, because of having a new arm position, the EMG patterns differ from one position to the other, so the user has to find again the correct activation patterns for the control. This process would take a small amount of time but enough to generate an unavoidable decay of the metrics. After this, the users performed consistently again until the next arm change.

An example of this is illustrated in Figure 9. In order to prove the robustness against the disturbance, we can analyze the behavior in these situations. Figure 9 demonstrates how the participant presents a high PE before changing the arm position (before reaching A3 and B3). After moving the arm to the new position, there was a drop in the PE (after leaving A3 and B3) followed by the user reaction against the drop, successfully recovering the high PE.
Figure 9. Trajectories during free arm position test. During this test, the participants were asked to change the arm position every three targets. Each color represents the estimations for the period of time (three targets) that one arm position was held. Three sets of three targets and the trajectories that followed between them are plotted: Set A (green), Set B (blue) and Set C (red). Starting from A1, after reaching the last target of each set, A3 and B3 (which means changing the arm position), the plot shows how the trajectories became more erratic. Once the user adapted to the new position, the behavior returned to a smooth control.

4. Discussion

An important handicap of the current myoelectric prostheses controls is the performance degradation suffered facing daily EMG pattern alterations. These effects emerge as a result of “noisy” factors that alter the input data. An ideal control should overcome these disturbances and last for a long time under different real-life scenarios before the performance starts to degrade and a re-calibration is necessary. In this manuscript, we have analyzed whether the adaptive IIR linear filtering control previously described [49] satisfies these robustness requirements for an optimal prostheses control. The results demonstrate that the performance of this recently proposed method was not affected by the time elapsed since training or the small electrode shifting deviations due to donning/doffing the armband in consecutive days that alter the EMG patterns. Moreover, we also show that the models trained in a specific arm position kept the high performance in other arm positions and that this position can be changed at any time. Thus, the important novelty of this work relies on the capabilities of the algorithm to stay stable through different disturbances without any re-adjustment. In spite of the encouraging results, a larger number of subjects must be tested in order to enhance the statistical confidence in the results reported in this paper. In addition, we have to experiment with limb deficiency subjects in order to analyze if the robustness is maintained in real patients.

It has to be noted that in this study we used wrist movements to control the active DoFs. This is not a restrictive choice. As far as there are enough independent patterns, any muscle activation could be used as input even if the EMG patterns do not perform a natural movement as it could happen in participants with limb deficiencies. For some patients, such as amputees, the limitation in the EMG signals that they can generate will limit the number of DoFs and the pattern selection. At the end, EMG patterns will be mapped to the available movements in the prosthesis no matter which is the biological origin. If desired, the EMG patterns could be selected to match the prosthesis functions. In summary, the algorithm performance relies only on the independence of the EMG signal patterns and not on the biological movement related to them. Of course, the larger the signal to noise ratio, the better the system will be able to map the EMG signals into the desired movements.

In order to exploit the benefits of the algorithm, the training protocol was implemented as a co-adaptive task in real-time. Due to the IIR adaptive algorithm characteristics (the previous estimated output is used to estimate the next output in addition to the new EMG signals), the system was able to learn the dynamics of the user-computer interaction in real time, avoiding any post processing and allowing to obtain a velocity controller in a natural way. If one of the agents does not operate properly, the other part will become confused, affecting its learning and performance.
In practice, it means that the user must try to generate similar EMG patterns for a given movement. This is the main advantage of using an adaptive filtering approach: the learning of a continuous and dynamic environment enhances the capability to overcome small variances in the input data.

A first approach focused on the effect of small electrode shifting and the time that alters the EMG patterns. The donning/doffing experiment proved that the models learned in a short training (128 s) are usable for at least four days, keeping a high performance. Neither the removal of the sensor nor the long-term use affected the system behavior. In some ongoing tests, some patients have been using the same model for months without significant degradation. These observations strongly support that the model is robust enough to overcome these two real life disturbances. Previously, the FIR version of the model [51] was tested against similar disturbances in [39] being significantly affected by the donning/doffing of the electrodes. Overcoming these disturbances is another benefit of the novel IIR version.

Another important aspect of the study is the analysis of the influence of arm position. Modifying the arm posture introduces other disturbance sources as gravity, fatigue or EMG offsets that alter the initial EMG patterns. The results proved that the model was able to generalize from single arm positions to unknown situations keeping a high and stable performance. This is essential for a natural prosthesis control where the user has to be able to control the hand movement with similar EMG patterns no matter the position of the arm.

Other interesting observations came out from this experiment. Note that P1 position gave better results regardless of the training position used to learn the controller. Initially, one could expect that the best results during the test would be achieved by the same position used while training. One possible reason for these results is the effect that external conditions as fatigue or other muscle activity can generate in the system performance. In P1 position the arm is completely relaxed except for the active muscles used to perform the desired movement. Other positions (P2 and P3) require strength to hold the arm position, involving phenomena like gravity, fatigue or tension. These factors will generate and offset in the EMG patterns, non-related to the control task. The absence of this needless information and effort in P1 would be evidenced in a slight improvement on the performance metrics. Our findings also show that the algorithm is robust and efficient even in dynamic situations as the test P4, where participants reproduced a more realistic use. The change of the arm position every three targets generated a transient period where control became erratic since the signal to noise ratio became very low. However, this was quickly overcome by user adaptation, recovering the control and the high performance in a short time. On the other hand, none of the tested training positions seemed to be significantly better for training the model as we could have expected. This makes us think that the clue is again the consistency of the EMG patterns. As far as this is accomplished, this algorithm will learn a high performance model. This is possible thanks to the natural way in which the system learns that a velocity control is the best strategy. Note that in a system where the learning procedure is based on position control and during post-processing the velocity control is enforced, the system lacks the ability to respond in real time to changes in the input signal patterns. The observations proved that the model was robust enough against the EMG variations generated by different arm positions. This is strictly necessary for a natural prosthesis control where the users arm movements should not affect the prosthesis behavior.

In summary the new model has a high and robust performance in all the real life conditions presented for our able-bodied participants. After facing different types of disturbances that alter the EMG signals, we found out a general benefit of the new model applied to all of them. Since the robustness of the adaptive system is increased with respect to other controllers, it is also remarkable that the model does not need any adaptation or special training further than a basic and short initial training. This helps the user to understand and to increase the acceptance of this controller. The capability to overcome daily disturbances without re-calibrating or re-training the model is a great advantage for the user.
Our future work will replicate and extend in time these experiments in real patients to test if the system is also robust for end users with limb deficiencies in real life scenarios and to increase the number of participants. This future work is initially supported by the results shown in this paper for healthy subjects in real conditions and the fact that in [49] the behavior of the adaptive algorithm was similar for healthy and real patients in controlled conditions.
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