Parallel Machine Learning for Forecasting the Dynamics of Complex Networks
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Forecasting the dynamics of large complex networks from previous time-series data is important in a wide range of contexts. Here we present a machine learning scheme for this task using a parallel architecture that mimics the topology of the network of interest. We demonstrate the utility and scalability of our method implemented using reservoir computing on a chaotic network of oscillators. Two levels of prior knowledge are considered: (i) the network links are known; and (ii) the network links are unknown and inferred via a data-driven approach to approximately optimize prediction.

Machine learning (ML) has played a vital role in recent scientific advances in many disciplines. A key problem in these contexts is time series prediction of a dynamical system for which a first-principles, knowledge-based description is unavailable [1]. By using ML in combination with measured time-series data, one can hope to construct a faithful model of a system’s dynamics and then use this model to predict the future evolution of the system’s state. Our aim in this paper is to address this goal for large systems of interacting components with measured time-series data, one can hope to construct a faithful model of a system’s dynamics and to use this model to predict the future evolution of the system’s state. Our aim in this paper is to address this goal for large systems of interacting components with measured time-series data, one can hope to construct a faithful model of a system’s dynamics and to use this model to predict the future evolution of the system’s state. Our aim in this paper is to address this goal for large systems of interacting components with measured time-series data, one can hope to construct a faithful model of a system’s dynamics and to use this model to predict the future evolution of the system’s state.
the dynamics of the oscillator network, where

\[ R(t) = \sum_{i=1}^{N} \sum_{j=1}^{N} A_{ij} e^{i\theta_j} \]  

(3)

For our frequency assortative network, with \( N = 50 \), a nodal degree of 3, \( \delta = 0.8 \), \( \gamma = 5 \) and \( K = 0.5 \) (our standard parameter set for most of our subsequent numerical experiments), we observe chaotic behavior, which is confirmed by the positive value of \( \lambda_{max} \), the largest Lyapunov exponent of the system (Fig. 1).

**Background on non-parallel Reservoir Computing prediction.** In this paper we use Reservoir Computing (RC) [8, 9] as our ML scheme, because of its demonstrated utility for time series prediction [1, 10, 11]. We consider a reservoir computer constructed with an artificial high dimensional dynamical system, known as the reservoir, which is coupled to an input through an input layer, specified by a matrix \( W_{in} \) which maps the input vector, \( u \), at discrete time \( t \), to the reservoir state variables, which are collectively expressed as the scalar components of the reservoir state vector \( r \). In our RC implementation, the reservoir is a network (not to be confused with the network, e.g., Eq. (1), whose state we desire to predict), and the \( k \)th component of the vector \( r \) is the scalar state of reservoir node \( k \). The RC network is directed, sparse, and random with \( N_r \) nodes having average input degree, \( \kappa = 3 \). The RC adjacency matrix is denoted \( B \), with matrix elements \( B_{kk} = 0 \), and \( B_{kl} \) for \( k \neq l \) chosen randomly and uniformly from \( [-\beta, \beta] \) where \( \beta \) is chosen to yield a maximum eigenvalue of \( B \) denoted \( \rho \) (known as the spectral radius). Each input to the reservoir is sent to \( N_r/N_{in} \) reservoir nodes, where \( N_{in} \) is the number of inputs to the RC (Note: \( N_r \) is chosen to be an integer multiple of \( N_{in} \)). The input matrix, \( W_{in} \), is then a \( N_r \times N_{in} \) dimensional matrix. The elements of \( W_{in} \) are chosen so that every node in the reservoir receives exactly one input from \( u(t) \) while each input in \( u(t) \) is connected to \( N_r/N_{in} \) nodes in the reservoir network (see Supplementary Material for further discussion). The non-zero elements are drawn from a uniform random distribution from \([ -\sigma, \sigma ]\), where \( \sigma \) is the input scaling. The reservoir state, \( r(t) \), is taken to evolve according to

\[ r(t + \Delta t) = \alpha r(t) + (1 - \alpha) \tanh[B r(t) + W_{in} u(t)], \]  

(4)

where the \( \tanh \) function is applied component-wise to its vector argument. Here \( \alpha \) is the leak rate which controls the timescale of the reservoir nodes. The output of the system, \( \tilde{u} \), is defined through the output layer and is given by

\[ \tilde{u}(t) = W_{out} r(t). \]  

(5)

For the task of time-series prediction, the reservoir computer is used in two different modes: a training mode and a prediction mode. In the training mode, the reservoir computing system, represented by Eqs. (4) and (5), is run for the time interval over which training data \( u(t) = u(n \Delta t) \) \( (n = -n_t, (1 - n_t), (2 - n_t), ..., 0) \) is available, \( r(n \Delta t) \) is computed, and the output matrix \( W_{out} \) is adjusted (‘trained’) so that the output of the reservoir computer \( \tilde{u}(t) \) best approximates \( u(t) \). This is done through a ridge regression procedure, wherein we minimize the error summed over the training times \( t = n \Delta t \) for \( n \) running from \( 1 - n_t \) to 0,

\[ \min_{W_{out}} \left\{ \| W_{out} r(t) - u(t) \|^2 \right\} + \beta \text{Tr} \left( W_{out} W_{out}^T \right) \]  

(6)

Here \( \beta \) is the Tikhonov regularization parameter that is used to prevent over-fitting. The quantities \( (N_r, \rho, \sigma, \alpha \) and \( \beta ) \), referred to as hyperparameters of the reservoir computing setup, are collectively used to control the performance of system. In this paper we chose the hyperparameters by a subsequent iterative process approximately maximizing the valid prediction time (See Eq. (8)) over the hyperparameters via a coarse grid search (See Supplementary Material Section III). In the prediction mode, the reservoir state now evolves autonomously in “closed-loop” mode; i.e., the output at time \( t \), now serves as the input at time \( t + \Delta t \),

\[ r(t + \Delta t) = \tanh[B r(t) + W_{in} W_{out} r(t)]. \]  

(7)

This procedure generates a predicted time series \( \tilde{u}(n \Delta t) = W_{out} r(t) \) that is assumed to approximate the true future evolution of the state of the system, \( u(t) \) at a time \( n \Delta t \) for \( n > 0 \) (we choose \( \Delta t \) small compared to the time scale for variation of \( u \) so that \( u(n \Delta t) \) essentially specifies the continuous time function \( u(t) \)).

**Parallel ML scheme for network prediction.** In order to address the high computational complexity of predicting large networks, we introduce a parallel network RC architecture (see the schematic in Fig. 2). Each node, \( i \), in the predicted network is assigned its own reservoir, \( R_i \). The inputs to this reservoir are the signal of node \( i \) itself, as well as that of the nearest network neighbors.
of node $i$. The number of such neighbors is equal to the network degree. The reservoir $R_i$ is then trained on these inputs to predict the signal of node $i$. Because each $R_i$ predicts just one node, its size $N_r$ can be relatively small. In addition, since our parallel scheme uses an interconnected network of independently trained reservoirs, we can efficiently parallelize our training process, making the system scalable to large networks.

![Figure 2. A schematic diagram for the parallel network ML architecture. Here we show Reservoir 2 ($R_2$), which receives input from its assigned node (node 2), plus inputs from nodes connected to node 2 (i.e., nodes 1 and 3). $R_2$ is then is then trained to predict its assigned node (node 2). This process is the same for each node in the network, such that the connectivity among the reservoirs mimics the network to be predicted.](image)

**Results.** To compare the parallel, multiple RC scheme with the single RC approach, we use a $N_o = 50$ node frequency assortative Kuramoto oscillator ($\delta = 0.8$, $\gamma = 5$) network with a coupling constant of $K = 0.5$. We study the magnitude of the global order parameter $|R|$ which tells us about network-level activity (see Fig. 3) and the prediction of the evolution of individual node states (see Supplementary Figure 3), both of which show the same main qualitative behavior. For the purpose of forming inputs to the reservoir, we specify the state of the oscillator $i$ as $[\sin \theta_i(t), \cos \theta_i(t)]$. The input matrix is generated as described above and in Supplementary Material, Section 2.

**Single non-parallel reservoir prediction.** The single reservoir computer prediction can fail as the size of the network we want to forecast increases. This is clearly demonstrated in Fig. 3(a), where the prediction breaks down in a fraction of a Lyapunov time, $\lambda_{max}t$. We quantify the duration of an accurate prediction by a metric that we call the “valid prediction time”. This metric is defined as the amount of time elapsed before the normalized root mean squared prediction error (NRMSE), $E(t)$, exceeds some chosen value $f$, $0 < f < 1$, for the first time, where

$$E(t) = \frac{\|u(t) - \bar{u}(t)\|}{\langle \|u(t)\|^2 \rangle^{1/2}}.$$  

(8)

The valid prediction time for $f = 0.1$ is marked in Fig. 3 by a vertical dotted lines. Even for the very large reservoir ($N_r=10000$), close to the limit of our computer resources, that is used in Fig. 3(a), the system is still not able to predict past a fraction of a Lyapunov time.

**Parallel scheme with known links.** In cases where the network structure is known *a priori*, such as in certain social networks, and we can construct our parallel reservoir architecture by using the known network links. In the case of our Kuramoto oscillator network, we demonstrate our results on the 50 node network by using 50 separate reservoirs each having modest size ($N_r = 200$), (c) Parallel prediction with unknown network links, using 50 separate reservoirs each having modest size ($N_r = 200$). The network structure is estimated by using transfer entropy as a metric to draw network edges.

![Figure 3. Prediction of the order parameter in 3 different cases of ML implementations. The blue curves are the data (the truth) and red curves are predictions. The dotted lines in each plot denote the valid prediction time. (a) Single, non-parallel RC prediction using a large reservoir ($N_r = 10000$), (b) Parallel prediction with known network links, using 50 separate reservoirs each having modest size ($N_r = 200$), (c) Parallel prediction with unknown network links, using 50 separate reservoirs each having modest size ($N_r = 200$).](image)
(mainly due to the difference in \( N_r \), \( N_r = 10000 \) for the nonparallel case versus \( N_r = 200 \) in the parallel case).

**Parallel scheme with unknown links.** In many cases of interest, one may not have information about the underlying network structure. Using nodal time-series data for finding links in networks, such as metabolic [12] and gene-regulatory networks [13], is an active area of current research. Many heuristic-based [14] and statistics-based tools like conditional mutual information [15], and correlation [16], as well as a machine learning technique [17], have been used for link inference and might give useful approximations of the underlying network structure. These methods could then potentially be used in our parallel network scheme. As an example, we now demonstrate the performance of our parallel method combined with the use of Transfer Entropy [18] for link inference. Transfer entropy is a statistical method to infer causal relationships between variables by using conditional probabilities: If a signal \( A \) has a causal effect on signal \( B \), then the probability of \( B \) conditioned on its past is different from the probability of \( B \) conditioned on both its past and the past of \( A \). Transfer entropy can also be expressed in terms of the conditional mutual information as

\[
T_{X \rightarrow Y} = I(Y_t; X_{t-1, t-L} | Y_{t-1, t-L}).
\]

(9)

Considering the problem of network state prediction, we use past measured nodal state time-series to calculate the transfer entropy between each pair of nodes in the network using Eq. (9) and then pick a threshold. Pairs of nodes with transfer entropy values above the threshold are assigned a link between them. As we decrease this threshold, we draw more links and hence increase the average number of supposed neighbors for each node. Initially, decreasing the threshold, or in other words increasing the number of supposed neighbors, increases the number of true positive links and improves the predictive performance of our reservoir scheme. But if this threshold is decreased too much, the number of false positives increases drastically degrading the predictions. Since our goal is prediction, we view the link-inference threshold on the transfer entropy as an additional hyperparameter and chose it (along with the other hyperparameters), so as to optimize the valid prediction time. By this procedure, we effectively bootstrap our prediction process to determine the link threshold criterion. An example set of results for \( N_r \approx 200 \) (See Supplementary Material Section II for details) is shown in Fig. 3(c). Again, in marked contrast with the results in Fig. 3(a) for a large single RC \( (N_r = 10000) \), we obtain good predictions, e.g., a valid time between 3 and 4 Lyapunov times for \( |R| \).

**Dependence on the size of the predicted network.** Fig. 4 shows a plot of the valid prediction time as a function of the oscillator network size, \( N_o \). As we increase the size of the oscillator network, the prediction using a single reservoir \( (N_r = 10000) \) quickly degrades even further and becomes unable to capture the network dynamics at all. Since the parallel method assigns a reservoir to each oscillator in the network, for the case with known links, as expected it maintains constant performance to within the estimated uncertainty of the valid times. However, when we do not know the links, the ability of our parallel scheme to predict the network dynamics is limited by its ability to make accurate link predictions. The reduction in performance incurred by missing real links (i.e. false negatives) far outweighs that associated with false positive links. As we increase the oscillator network size, the accuracy of link determination gets worse which ultimately affects the predictive performance of this method. For small oscillator network size of \( N_o = 10 \), our true positive rate is 100%, while our false discovery rate is 37.5%, but as the network science increases to \( N_o = 500 \), our true positive rate drops to 96% and our false discovery rate becomes 69.6%. That the prediction degradation is more sensitive to a false negative link inference than to a false positive link inference can be understood as follows. The false negative inference of a link to node \( i \) deprives reservoir \( R_i \) of vital information needed for prediction of the state of node \( i \). In contrast, reservoir \( R_i \) can compensate for a false positive link from node \( j \) to node \( i \) by learning, through its training, to ignore its time series input from node \( j \). However, if there are too many false positive links to node \( i \), reservoir \( R_i \) becomes overburdened, and its state prediction accuracy degrades.
Conclusion. We are able to construct accurate, data-driven forecasts for the dynamics of large complex networks using a parallel ML architecture that reflects the topology of the network to be predicted. In cases for which a non-parallel approach with comparable resources fails, our scheme is successful when the network links are either known or unknown a priori. The parallel nature makes our approach scalable for extremely large networks, creating potential applications to many fields.
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I. FREQUENCY ASSORTATIVE KURAMOTO OSCILLATOR NETWORK

Supplementary Figure 1. Frequency assoratative network structure with 50 nodes displaying the natural frequencies of the individual oscillators, with nodes colored by frequency. Similar frequencies are connected with higher probability.

II. GENERATING THE RESERVOIR INPUT MATRIX, \( W_{in} \)

In this section, we provide more details on how we generated the input matrix, \( W_{in} \), that feeds into the reservoir for predicting our Kuramoto oscillator network. Here the state of each oscillator, \( i \), is specified as a tuple \( [\sin \theta_i(t), \cos \theta_i(t)] \). The \( N_{osc} \) input oscillators to a particular reservoir are collapsed into a single input vector, \( u \), with \( N_{in} (N_{in} = 2N_{osc}) \) elements such that \( u_i(t) = \sin \theta_i(t), u_{(N_{osc}+i)}(t) = \cos \theta_i(t) \) for \( 1 \leq i \leq N_{osc} \). The elements of \( W_{in} \) are chosen so that each of the \( N_r \) nodes in the reservoir receives exactly one input from amongst the \( 2N_{osc} \) components of the vector \( u(t) \). In the parallel scheme with known neighbors, all the \( N_{tot} \) inputs to a reservoir are treated equally; i.e. each input in \( u(t) \) is connected to the same number \( (N_r/N_{in}) \) of reservoir nodes (Note: \( N_r \) is chosen to be an integer multiple of \( N_{in} \)). The non-zero elements of \( W_{in} \) are then randomly drawn from a uniform distribution in \([-\sigma, \sigma]\), where \( \sigma \) is the input scaling.

We compare the performance of an all-to-all input matrix to one that is generated as mentioned above, with the input scaling, \( \sigma \), optimized separately for each case \( (\sigma = 0.3 \) for an all-to-all input matrix, for other hyperparameters see Table I). Supp. Fig. 2 clearly highlights the superior performance of the latter method for a Kuramoto oscillator network with all nodes having degree 3, where each reservoir in the parallel scheme (with known neighbors) receives 8 inputs from exactly 4 oscillators: 1 “assigned” + 3 neighbors. The assigned oscillator is the oscillator the reservoir is trained to predict. As we increase the number of inputs to a reservoir, it might be beneficial for each input to be connected to a non-exclusive subset of the reservoir. This would mean each input is still connected to a fixed number of reservoir nodes, but we can relax the criteria that each node in the reservoir is connected to exactly one input.

For parallel prediction with unknown neighbors, we must slightly alter our scheme. In this case, each of the input oscillators to a reservoir are not treated equally. Of the \( N_{in} \) input oscillators, we only know 1 “true” input oscillator-
the assigned oscillator that reservoir is intended to predict. We cannot distinguish the true neighbors from the false positives in the remaining \(N_{in}^{resc} - 1\) input oscillators. We can account for this by “reserving” a larger part of the reservoir for the assigned oscillator and dividing the rest of the reservoir equally between all the inferred neighbors. This means, each of the 2 inputs from the assigned oscillator are connected to \(N_{in}^{assign} / 2\) reservoir nodes, while the remaining \(N_{in}^{tot} - 2\) inputs are each connected to \((N_r - N_{in}^{assign})/(N_{in}^{tot} - 2)\) reservoir nodes. Here \(N_r - N_{in}^{assign}\) is chosen to be an integer multiple of \(N_{in}^{tot} - 2\) and hence the number of reservoir nodes used in this case can only be set approximately equal to one with known neighbors. For example, in our system with known neighbors we set \(N_r = 200\). But for the case with unknown neighbors, where we set \(N_{assign} = 50\), if we have 7 inferred neighbors for a particular oscillator, the \(N_r\) for the corresponding reservoir must be set to 204 to satisfy the criteria.

![Supplementary Figure 2](image_url)

Supplementary Figure 2. Parallel prediction of Kuramoto system with known neighbors. The blue curves are the data and red curves are predictions. The dotted lines in each plot denote the valid prediction time. (a) Using an all-to-all input matrix, i.e., all inputs map to all reservoir nodes. (b) Using an input matrix where each input is sent to a different disjoint set of reservoir nodes.

### III. RC HYPERPARAMETERS

We list the RC hyperparameters (Table I) used to plot the results shown in the paper. These hyperparameters were chosen by a subsequently iterative coarse grid search which approximately maximized the valid prediction time.

|                      | Number of reservoir nodes | Spectral radius | Input scaling | Leak rate | Regularization parameter |
|----------------------|---------------------------|-----------------|---------------|-----------|--------------------------|
| Single Reservoir     | \(N_r\)                   | \(\rho\)        | \(\sigma\)    | \(\alpha\) | \(\beta\)                |
| Parallel Scheme      |                           |                 |               |           |                          |
| a) Known Neighbors   | 200                       | 0.9             | 0.6           | 0.1       | \(10^{-9}\)              |
| b) Unknown Neighbors | \(\approx 200^*\)        | 0.9             | 0.5           | 0.1       | \(10^{-8}\)              |

*Reservoir size set approximately to 200, for details see Section II.

TABLE I. Values of reservoir hyperparameters obtained via a coarse grid search for a single reservoir prediction as well as for the parallel reservoir scheme.
IV. NODE-LEVEL PREDICTIONS

While we study the predictive performance of our ML scheme, it is also important to note the node-level details. Supp. Fig. 3(a), shows that a single large reservoir ($N_r = 10000$) is unable to capture the dynamics of individual oscillators in the network. However, our parallel schemes with known edges [Supp. Fig. 3(b)], as well as unknown edges [Supp. Fig. 3(c)], are able to capture the dynamics of the individual oscillators. The parallel schemes, also give good predictions of the system “climate” (i.e. the prediction still seems to resemble the original dynamics) even after the marked valid prediction time (vertical dotted lines in Supp. Fig. 3).

Supplementary Figure 3. Prediction of the dynamics of three representative individual oscillators. The natural frequency of the oscillators is noted above. The blue curves are the data and red curves are predictions. The vertical dotted lines in each plot denote the valid prediction time. (a) Single, non-parallel RC prediction using a large reservoir ($N_r = 10000$), (b) Parallel prediction (with known network links) using 50 separate reservoirs each having modest size ($N_r = 200$), (c) Parallel prediction (with unknown network links) using 50 separate reservoirs each having modest size ($N_r \approx 200$). For row (c) the network structure is estimated by using transfer entropy as a metric for inferring network edges.