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Abstract: Agriculture is an significant source of income and much of an Indian economy depends on agricultural production. Early detection of plant leaf illnesses is essential to boost crop output and profit. Agricultural specialists diagnose most illnesses through the examination of external symptoms. Farmers, however, have restricted access to professionals. This article proposes a fresh method for diagnosing and classifying rice illnesses. Four diseases were detected and categorized as bacterial blight of rice, rice blast, tungro of rice and false smut. By developing an algorithm that different features such as shape, color of the Diseased leaf part were extracted. Diseases have been Classified using SVM (Support vector machine) and classifier k-Nearest Neighbor (k-NN) after extracting all features. Our suggested solution also provides farmers with Diagnosis of plant disease through a scalable cooperative platform based on the Cloud. This is available via a mobile application allowing customers to send photos from various areas of the leaves that automatically diagnose real-time plant diseases.
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I. INTRODUCTION

Rice crop is one of India's major plants. Most of the land region is under rice crop cultivation and is one of the primary economic development sources. Farmers face annual yield losses and economic losses owing to pests and illnesses in rice plants. The primary causes of rice diseases are bacteria, fungi, and viruses. There are various rice diseases, four were researched in this article, namely bacterial rice blight (RBB), blast disease, tungro and false smut diseases. These illnesses have some comparable signs that cannot be understood by a common farmer eye. Farmers cannot detect signs of certain illnesses. Farmers must take help by specialists to find health of plant which is very costly and time taken to diagnose is very high. This generates the need for image processing methods to automatically detect illnesses. Generally speaking, Processing of any image follow the order of steps in identifying the illnesses: (a)Plant Image collection (b)Processing of Image to reduce size (c) Image Segmentation (d)Extraction of Feature values (e)Classifying process. Different methods for segmentation, extraction of features and different classifiers are available for classification.

II. DISEASE SYMPTOMS

- Bacterial Blight of rice (RBB)
  Xanthomonas Oryza pm is the creation of bacterial blight. Initial symptoms of bacterial blight may include dark brown necrotic (dead) leaf spots with yellow halos. More advanced symptoms include necrotic blotches starting at the leaf margins and advancing inward, as well as black streaking on twigs.

- Rice Blast disease (RB)
  This is a fungal disease. Different color spots or lesions at an initial stage with dark green boundaries. More established leaf injuries are Spindle or elliptical, whitish to gray centers shown in Fig.1(b) with red to brown or necrotic border. Spots at each end are usually lengthened and pointed.

- Rice Tungro
  It causes discoloration of the leaf, stunted growth, decreased numbers of tiller and sterile or partially filled grains. Leafhoppers that feed on tungro-infected crops transmit tungro disease viruses from one plant to another. The green leafhopper is the most effective vector. By feeding on it, even for a short time, leafhoppers can obtain viruses from any portion of the infected plant. It can then convey the viruses within 5-7 days to other crops instantly. The viruses do not stay in the body of the leafhopper unless it feeds on an infected plant again and acquires the viruses again.

- False smut
  False smut causes grain chalkiness, leading to reduced grain weight. It also reduces germination of seeds. The disease can happen in regions of elevated relative humidity and 25-35 degree temperatures.
Gases like high levels of nitrogen content soils also promote the growth of disease. Wind can spread plant-to-plant fungal spore.
False smut is only noticeable after exertion of panicle. During the flowering phase, it can infect the plant. Plants infected with fake smut are converted into a mass of spore balls by individual rice grain.

Fig.1 Rice disease signs (a) RBB, (b) RB, (c) rice tungro and (d) false smut

III. PROPOSED METHODOLOGY
Rice disease identification and classification methodology includes processing of image to reduce size, Thresholding method of segmentation, Finding feature values, classification of disease using different algorithms. By calculating the feature values and saving in database, some amount of pictures were taught in the training stage. This trained images is now used to classify the input or test pictures as reference data for the classifier. Unknown image or test image is processed during the testing phase and its function values are given to the classifier as incoming variables. During the training stage, the classifier utilizes the characteristics stored in the dataset to classify them. In detail different steps involved in plant rice diseases detection are given as below.

- Plant image collection and processing
In this work we have taken some images of plant in real time. We took some other internet pictures to make up for this situation that has various sizes compared to collected pictures. It collects a total of 115 pictures of diseased rice leaves. Images sizes are reduced to a standard size which enables further processing. Standardize the image to eliminate the impact of lightning while capturing a image.

- Image Segmentation
Thresholding method of segmentation is simple most effective way of dividing an image into two sets which becomes easy while processing the image. This process converts grey scale into binary images. Different methods like Histogram equalization can be performed on images.

- Extraction of Features
After the leaves of rice become exposed with illness, the leaf color changes and various sizes spots are produced on the leaves. Therefore, the color and spots geometry of the unhealthy leaves is selected to define the diseases.

- Classification of Diseases
Two classifiers were used for the disease classifying, namely SVM and k-NN. Due to easy usage and slight output time, SVM classifier is preferable. 75% of the information is used to evaluate the efficiency of the suggested method for training purposes and 25% of the information to test data.

- Design of Mobile Application
The mobile application provides the farmer with a streamlined frontend, simple and removes the variations of the storage capacity. This allows the farmer to capture plant pictures (live mode) or select current pictures for evaluation. Generally the mobile app has few options namely authentication field, new image field, load current image, disease name field, precautions of disease by experts. The mobile app uses AWS Mobile SDK for Android for communication involving database and various mobile networks.

Fig 2 Overview of Plant Disease Architecture.
In the process of training the plant images which decides the disease type we use different algorithms namely convolutional neural networks. During training of images different techniques were employed. In the process of CNN, first we perform convolution and then pooling. There will be many hidden layers which are all connected to suitable filter values of various images we considered for training. Generally in the process of training we do forward propagation of the set of images where the objective is to reduce errors each time and finally reach with least number of errors. We also perform backpropagation in which we revert back to the correct filter values which suits the particular image plant. In every step we save activation value which is the basis for image classification.
From the plant disease architecture it is observed that we implement the whole work using Raspberry pi3. Here in a mobile application we can enter our plant image and find out whether it is healthy or not. If the disease is unhealthy it displays the disease name and also displays the precautions to be taken immediately for diseased images.

IV. RESULTS

The suggested technique is applied using raspberry pi3 where an output can be seen through a cloud-based mobile application whether a plant is infected or not.

| Classifiers     | SVM   | KNN   |
|-----------------|-------|-------|
| Diseases        |       |       |
| RBB             | 91.23%| 85.23%|
| RB              | 89.26%| 89.24%|
| False Smut      | 88.86%| 87.58%|
| Rice Tungro     | 90.23%| 89.54%|

The used database is occupied with 120 images of various diseased rice plants. 75 percent were used to train the classifier and 25% of which were used to test. For each image, pre-processing, segmentation, extraction of features and classification steps were performed. The accuracy of classification for plant illness detection is carried out with various classifiers.

V. CONCLUSION AND FUTURE SCOPE

The monitoring method has been developed for bacterial blight of rice, blast disease, tungro and false smut illness of rice in this paper. To establish the classification algorithm, image processing techniques such as segmentation, extraction of features and two classifiers were used. Color along with shape characteristics were considered and taken as an input variables to the classifier which classifies the disease. Precision with two classifiers was 91.23 percent, 89.54 percent, respectively. The proposed method is compared with other algorithms and found to be superior than others. Extraction of color and shape features was performed in this work. In the future we can also consider various features of the leaves and can extend our work. Other rice illnesses are discussed in this job except of four mentioned diseases. Other rice diseases may be covered by future work. With few changes, the same methods can be applied to other plants.
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