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Abstract

Humans and many animals exhibit a robust capability to manipulate diverse objects, often directly with their bodies and sometimes indirectly with tools. Such flexibility is likely enabled by the fundamental consistency in underlying physics of object manipulation such as contacts and force closures. Inspired by viewing tools as extensions of our bodies, we present Tool-As-Embodiment (TAE), a parameterization for tool-based manipulation policies that treat hand-object and tool-object interactions in the same representation space. The result is a single policy that can be applied recursively on robots to use end effectors to manipulate objects, and use objects as tools, i.e. new end-effectors, to manipulate other objects. By sharing experiences across different embodiments for grasping or pushing, our policy exhibits higher performance than if separate policies were trained. Our framework could utilize all experiences from different resolutions of tool-enabled embodiments in a single generic policy for each manipulation skill. Videos at https://sites.google.com/view/recursivemanipulation

1. Introduction

For humans and many animals, interaction with the environment often involves the use of hands or feet. More intelligent species can even grasp and use tools to expand their range of the control over the environment [7,41,43]. Similarly, a robot system which can control both grippers and tools can empower it to handle different kinds of problems [54], especially if it is on the fly.

In existing learning paradigms for robotics, gripper use (e.g. grasping [22], door opening [12], and throwing [52]) and tool use (e.g. hammering [10] and sweeping [46]) are often studied in isolation, such as works which train the tool grasp policy separately from the tool use policy [10]. However, using a robot gripper or using a tool to push an object is intrinsically similar, as they share consistent laws of physics, such as friction, inertia, contacts, and force closures. In comparative psychology, it is also widely recognized that humans and animals tend to view tools as mere extensions of their own body/embodiment [3].

Inspired by this phenomenon, we propose Tool-As-Embodiment (TAE) as a new learning paradigm for mastering both gripper use and tool use with a single policy. We adopt an existing framework [51] for efficient vision-based manipulation learning and make it work regardless of if the embodiment is body or tool. The result is a universal manipulation policy that can be applied recursively. For example, using grippers to pick up objects and using those objects as tools to pick up other objects as shown in Fig. 1.

We apply TAE to simulated KUKA iiwa robots on a series of grasping and pushing problems involving one or two arms and objects of different shapes and sizes. When presented with tasks which require both gripper use and tool use, our policy can successfully utilize all past experiences to learn more efficiently and outperforms baselines in which the policies are trained separately. We also curate and publish Recursive Manipulation (ReMa) datasets with benchmarking scores of our architecture and baseline methods, allowing future researchers to test better architectures in this unique manipulation problem.

Our work builds toward recent works for learning a generalizable continuous control policy that is morphology-agnostic [19, 42] or object-agnostic [5, 18]. Contrary to
these works, our method enables diverse morphologies or embodiments through tool use, arguably a more natural way to build up rich manipulation capabilities in the real world. We hope that this can help lead to a single policy that masters all hierarchies and embodiments of manipulation.

2. Related Work

Learning methods for a single end effector. Deep learning methods have been shown to be applicable to robot manipulation [12,24]. Grasping is a common topic, as it is often an essential step in many robotic tasks. Learning-based methods can generalize to grasp objects with various shapes and configurations [2,28,33,53], though they often assume a single type of gripper (i.e. a parallel gripper).

A line of research in image-based robot manipulation learning relevant to our work involves the use of fully convolutional networks (FCNs). These works take advantage of dense, per-pixel calculations of convolutions and their robustness toward translation shifts of the input. Given an image of the workspace (often in top down view), the FCN outputs a dense, pixelwise action-value map, in which each output pixel corresponds to an input pixel in the same location, which in turn corresponds to a specific location in the workspace. Action-values typically represent the probability of task success in supervised learning or Q-values in reinforcement learning, and usually the action with the highest value is selected in evaluation. This approach has been used in works involving picking [48,54], pushing [53], throwing [52], placing [50], various other manipulation actions [36,51], navigation [44,45], and language instruction [38]. Our work follows this line with a focus on tool use.

Generalization across different hardware. Strong assumptions about the robotic task setup and insufficient generalization abilities of trained models remain problems in data-driven robotics. Compared to some tasks in vision [16,17] or natural language [27,35], the realization of pretrained models that work reasonably well off-the-shelf is still a challenge for robotics.

Inspired by progress catalyzed by datasets like ImageNet [23], there have been efforts to collect large datasets for robot manipulation [6,9,13,21,29]. However, most do not fully address the problem of different robot hardware, and often collect data with only one type of robot model.

Other works have focused on proposing methods that generalize across different hardware settings. For example, policies conditioned on representations of agent body morphologies [4,19,42] have been demonstrated to handle varying body types. Another way to handle embodiment differences involve training policies which can quickly adapt to changes in hardware or environment feedback using domain randomization [1,25] or meta-learning [32]. Other methods optimize not only control but also the robot hardware itself [14,47], allowing for even more flexibility and potential competence in a given task.

Some works focus specifically on the end effector. For example, UniGrasp [37] and AdaGrasp [48] train policies which can handle various 2 and 3-fingered grippers including those not seen in training. UniGrasp learns to output contact points (which correspond to fingertip locations) for stable grasps given gripper and object point clouds. AdaGrasp, which takes the FCN action-value map approach, takes advantage of cross-correlation (or “cross convolution” [49]) using voxel representations of the gripper and scene; our architecture also uses cross convolution but focuses on unifying gripper and tool use.

Learning methods for tool use. Tool use can be a powerful ability for robot manipulation as it can be viewed as on-the-fly changing of end effector hardware. However, research in data-driven learning for tool use has been relatively limited due to the extra challenges it brings on top of gripper-based control.

Action-conditioned video prediction has been used to grasp and sweep with novel tools [46] in a visual MPC framework [11]. TOG-Net [10] trains a task-oriented grasp policy based on DexNet [28] by predicting the probability of task success (such as hammering or sweeping) given a grasp pose. A separate tool use policy is trained with the policy gradient algorithm. KETO [34] learns to generate keypoints from point clouds and uses quadratic programming for tool control. Grasping is dependent on outputs from a pretrained GraspNet [31] model. GIFT [40] also learns to generate keypoints for tool use but is also dependent on a separate DexNet-like model for grasping. Lastly, other works [39] have shown that a combination of differentiable physics and hierarchical mixed-integer planning can optimize complex tool use trajectories without detailed reward shaping, followed up by recent work expanding its applicability [8].

3. Tool as Embodiment

Our method unifies gripper and tool use by representing them in the same input space (Sec. 3.1). Inspired by prior work [48,51], we take advantage of fully convolutional architectures and cross-convolutions which provide an inductive bias that leads to more efficient learning (Sec. 3.2). The model takes as input an image representation of the end effector (“end effector” can refer to the gripper and/or the grasped tool). and the scene (i.e. the workspace) and outputs a dense action-value map in which each pixel value represents the likelihood of task success with a corresponding action. An overview of the model is visualized in Fig. 2. We also describe how we collected the data (Sec. 3.3) and trained the model (Sec. 3.4) in an offline fashion, enabling
Figure 2. Given a manipulation task, we obtain an end effector representation and scene heightmap. Each is processed by a convolutional encoder to extract respective feature maps. The end effector features and scene features are processed together by cross convolution, and the result is decoded to produce the dense action-value map. In robot execution, the action taken corresponds to the index with the highest value in this map.

Figure 3. Examples of the proposed end effector representation (in grasping). (a) The parallel gripper (here a WSG-50) in gripper use yields simple images that looks like 2 rectangles apart and together. (b) For tool use, an example from tool-based grasping is shown. To indicate the desire for the tool to be used and not the grippers, only they are highlighted in the masks. Note the resemblance between (a) and (b).

easier benchmarking for future work.

3.1. Unified Representation of Grippers and Tools

While the scene containing the target object is represented by a single-channel heightmap \( s \in \mathbb{R}^{H \times W} \), end effectors are represented by a 4-channel map \( e \in \mathbb{R}^{H \times W \times 4} \). \( e \) represents 2 states of the end effector in which each state corresponds to a pair of channels. This is especially useful for grasping, in which the 2 states refer to the open and closed configuration of the gripper [48]. Examples are shown in Fig. 3.

Each pair of channels for a state \( s \) consists of a depth image \( d_s \in \mathbb{R}^{H \times W} \) and a mask image \( m_s \in \mathbb{R}^{H \times W} \), both in top down view (we use “top down depth image” and “heightmap” interchangeably). \( d_s \) may be obtained by capturing the end effector with one or more depth cameras, recovering a point cloud, and projecting it into a predefined plane corresponding to the workspace [51]. Multiple views may be necessary if there is heavy visual occlusion of the end effector.

Mask image \( m_s \) represents the areas of the end effector which is allowed to come into contact with the object to be interacted with. For example, in gripper use, pixels corresponding to the gripper fingers are assigned a value of 1 while all other pixels are 0. For tool use, we want the robot to use the tool so pixels corresponding to the tool are assigned a value of 1 while those corresponding to the gripper or anything else remain 0. \( m_s \) can be obtained in a similar fashion to \( d_s \) using segmentation images. Segmentation images can be obtained using a variety of approaches (e.g., using URDF data and forward kinematics, a learned segmentation model, etc.). In simulation, we simply access the ground truth segmentation image.

As end effector representation \( e \) can represent both grippers and tools, the same network, described in Sec. 3.2, can be used to obtain dense action-value maps for both gripper use and tool use.

3.2. Model Architecture

End effector representation \( e \) is processed by a convolutional encoder \( \psi \) which outputs end effector features \( \psi(e) \). Scene heightmap \( s \) is similarly processed by a different convolutional encoder, \( \phi \), resulting in scene features \( \phi(s) \).

Similar to AdaGrasp [48] and Transporter [51], we use cross convolution to do feature-level matching between the scene and end effector. \( \psi(e) \) is used as a convolutional kernel translated across \( \phi(s) \). This results in a feature map which is further processed by a convolutional decoder that outputs the dense action-value map. Encoder and decoder architecture details are based on those of AdaGrasp, but 3D convolutions are converted to 2D convolutions for simplicity and efficiency. This is repeated \( K = 16 \) times as the end effector image is rotated in \( \theta = 2\pi/K \) intervals around its center for each possible action orientation. The final stacked output is a map \( Q \in \mathbb{R}^{H \times W \times K} \), where \( Q(i, j, k) \) corresponds to the score of specific pose parameters for an action primitive: \( ij \) corresponds to an action position and \( k \) corresponds to an action orientation.

Specifically, when executing an action using the trained model, we calculate the index with the highest value in \( Q \),
creating a form of a policy improvement loop. Its predecessor model details are described in prior work [48].

The model is trained with supervised learning. Given the inputs described in Sec. 3.1, the model is trained such that the index corresponding to the sampled action outputs a value of 0 or 1 depending on if the action succeeded. More details are described in prior work [48].

Figure 4. The environment with its 2 arms. The red square visualizes the boundaries of the scene heightmap. The green square visualizes the boundaries of the end effector representation. Each blue circle visualizes the reachable area for each arm.

During training, minibatches are sampled so that examples of success and failure are balanced on average. This is crucial because in the beginning, when there are much fewer positive examples than negative examples and the dataset is imbalanced, the model may converge to a sub-optimal solution in which all values in the output are close to 0. This technique is also used in other work with similar problems [30, 48]. We use a similar strategy for balancing data across different tasks.

Additionally, we found data augmentation to be important. For example, random translation was crucial for stable outputs, possibly because convolutional layers are not completely translationally equivariant due to padding [20].

4. Experiments

In this section, we describe the simulation environment and tasks we created, involving both gripper use and tool use, and the dataset collected from it, which we call the ReMa (Recursive Manipulation) dataset. We also describe evaluation results for TAE on these tasks by comparing its performance to that of several baselines.

4.1. Environment Setup

The simulation environment consists of 2 KUKA iiwa robot arms spaced 1m apart, each with a WSG-50 gripper (Fig. 4). All target objects are in the shape of a rectangle (an "I"), an "L", or a "T" (Fig. 5), unless otherwise stated. They are rotated and scaled randomly when spawned.

Before every action, the end effector is captured from 4 different views around the center, while the scene is captured from a single top down view. The captured images are then processed into input maps as described in Sec. 3.1. Resolutions and other parameters in this process are listed in Tab. 1.
4.2. Tasks

Here we describe the tasks which involve 2 types of actions and 2 categories of embodiment (i.e. gripper use and tool use). Examples of successful outcomes are shown in Fig. 6. In our experiments, we focus on the first 4 tasks listed (we leave grasp→grasp→push out of the experiments due to difficulties in physics simulation stability).

**grasp:** Grasping with a gripper. The gripper must grasp the object spawned in the workspace (Fig. 6a).

**push:** Pushing with a gripper. The gripper, which is in a closed state, must push the object in the +x direction by at least 10cm (Fig. 6b).

**grasp→grasp:** Grasping with tools. A 3-step task. Two arms are used. Each arm sequentially grasps a stick-shaped object (the tools). If both arms successfully do so, a third object is spawned. This third object is to be grasped using the 2 tools. Only the 2 tools can touch the final object; if either gripper touches it, the task is considered to have failed (Fig. 6c).

**grasp→push:** Pushing with a tool. A 2-step task. The gripper first grasps an object (the tool). If successful, a second object is spawned which is to be pushed in the +x direction by at least 10cm using the tool. Only the tool can touch the final object; if the gripper touches it, the task is considered to have failed (Fig. 6d).

**grasp→grasp→push:** Pushing with a tool². A 4-step task. A pushing action followed by the 3 steps in
to each “fingertip”. The arms sync and mirror each other as they move to pincer around \( p \). The relative pose between the 2 grippers are fixed; learning to optimize this is left to future work. The similarity between grasping with gripper use and tool can be seen in Fig. 3.

### 4.3. Recursive Manipulation (ReMa) Dataset

Tasks which involve tool use first require success with grasping the tool, so we trained a policy for only grasping before collecting data for other tasks. The sequence of rounds of data collection is visualized in Fig. 7.

Specifically, we first collected data for grasp with a random policy for 12K episodes: 10K for training and 2K for validation. The resulting dataset (Fig. 7, round 1) is used to train a TAE model. This model can already achieve grasp success rates considerably higher than a random policy (6\% vs 51\%). This model is deployed to collect another 12K grasping episodes, creating a grasping dataset of size 24K (Fig. 7, round 2). At this point, there are over 5K positive and 15K negative grasp examples. A grasping model \( \pi^g \) trained on this dataset produces a grasp success rate of 88\%, which we find to be sufficiently high to start collecting episodes for other tasks.

When data is collected in a tool use task for the first time, \( \pi^g \) is used for grasping the tool(s). For tool use steps, a random policy is used. We produced 12K grasp→grasp episodes and 12K grasp→push episodes with this process. 12K push episodes were also collected using a random policy. The dataset at this point corresponds to round 3 in Fig. 7.

At this point, we have a dataset of at least 12K episodes in each of the 4 tasks. With this dataset, a new TAE model is trained from scratch. This trained model is then deployed to collect some more data. The final dataset that we obtain consists of 36K episodes for grasp and 24K episodes each for push, grasp→grasp, and grasp→push, totaling 108K episodes across all 4 tasks. This dataset, corresponding to round 4 in Fig. 7, is used to train TAEs in Sec. 4.4.

### 4.4. Comparison to Baseline Methods

We compare success rates against some baseline methods. The first baseline policy is one which samples random positions and orientations over the workspace (the red square in Fig. 4) from a uniform distribution. Orientation range is halved for bi-manual tool use grasping.

To further assess task difficulty, we also created a scripted policy with access to ground truth object positions. This policy simply outputs the target object position for grasping and adds a constant offset for pushing. Orientation is still sampled from a uniform distribution.
Table 2. Recursive Manipulation (ReMa) dataset specifications and benchmarking performances. Top rows show number of examples in the final dataset accumulated from 4 rounds of data collection as described in Sec. 4.3. Bottom rows show success rates across the tasks for each method, each derived from the results of over 10K episodes of that task.

|               | grasp | push | grasp→grasp | grasp→push |
|---------------|-------|------|-------------|------------|
| +ve data      | 28533 | 5165 | 307         | 4118       |
| -ve data      | 22129 | 18835| 22243       | 17540      |
| % +ve          | 56.32 | 21.52| 1.36        | 19.01      |
| random        | 5.53  | 18.23| 1.77        | 6.87       |
| scripted      | 72.77 | 99.87| 23.47       | 22.78      |
| separate      | 92.00 | 69.05| 18.48       | 45.96      |
| joint         | 93.53 | 94.91| 21.17       | 45.49      |

Results are summarized in Tab. 2, for which we compute success rates from over 10K episodes for each method-task combination. For multi-step tool use tasks, we only evaluate episodes that made it to the last step (i.e., we calculate success rate given the tools were successfully picked up). For fairer comparison against baselines in tool use tasks, we used the best learned policy for picking up tools in evaluating the baseline methods.

The low performance of the random policy over all tasks indicate that they are not trivial. Even the scripted policy, which uses the ground truth position of the target object, is far from perfect (with the exception of hand push). This indicates that position information alone is not enough to perform well in most tasks. Instead, to succeed, the geometry and interactions between the end effector and target object must be considered.

The drops in success rate of tool use tasks compared to their gripper-only counterparts for all methods indicate that the tool use tasks are more difficult. This is possibly due to the larger variety of end effector geometry that holding a tool creates and the more complex contact dynamics that emerges from tool use.

Despite the low percentage of positive data in ReMa (“% +ve” in Tab. 2), TAE is able to achieve success rates higher than the data it was trained on. They are able to compete with or even surpass the scripted policy, which may indicate that they have learned meaningful features related to the end effectors and objects. Furthermore, Fig. 7 and Fig. 8 show a trend of increased performance with more rounds of data collection and training, suggesting success rates for TAE could go even higher.

In addition, a model that is jointly trained on both gripper and tool use is competitive with or surpasses models trained separately, suggesting that there may be some feature transfer between the embodiments, leading to better generalization. In our results, there is especially a large improvement for push, with more than a 20 point improvement.

4.5. Failure Cases

TAE can compete with or surpass the baseline methods as described in Sec. 4.4, but its performance is still far from perfect, especially in the tool use tasks. We present one notable way it can fail in tool use tasks and discuss ways to address it.

Besides occasionally missing the target object, TAE can fail in tool use tasks from touching the object with the gripper. Fig. 9 shows 3 examples of this. As described in Sec. 4.2, as a way to encourage tool use, any contact between the gripper and target object in tool use tasks is considered a failure. In real settings, this may arise in cases in which the robot is discouraged to directly handle the target due to potential harm to itself or others.

Since the mask channel in the end effector representation encodes relevant information to avoid this (Sec. 3.1), collecting more training data may reduce this failure mode. However, this failure mode also relates to one important ability that we have not addressed in this work: task-oriented grasping [10]. For example, the grasp TAE is optimized to successfully grasp the presented object/tool but does not consider how to grasp tools to maximize success in successive steps. Inspired by relevant methods [10, 53], we may be able to reformulate the target value to address this (e.g., replace or multiply the success label from the current action with that of the last action in the episode), but we leave this to future work.
5. Conclusion

We introduced Tool as Embodiment (TAE), a robot manipulation approach for both gripper use and tool use tasks. Viewing tool use as an embodiment generalization problem, we also introduced the Recursive Manipulation benchmark, a new environment and an offline dataset featuring both grippers and tools. We have shown that TAE allows for feature sharing between embodiments, and hope that the presented work motivates more progress toward bridging the gap between body and tool.

Limitations and Future Work The environment and tasks we introduce present challenging problems but also make some simplifications which should be addressed. For instance, target objects are spawned into the workspace out of thin air, one at a time before each action, which is only possible in simulation. In a more realistic setting, all objects of concern would be present from the beginning. For example, in RGB-Stacking [26], each episode begins with 3 color-coded objects in which one is only present as a distractor. For tool use, an interesting problem would be to present multiple potential tools and make the robot select the most appropriate one given the task. The approach we propose builds toward generic robot policies but has limitations (besides the one discussed in Sec. 4.5), some of which come from the usage of FCN-generated action-value maps. Despite its benefits in sample efficiency, it is known that methods using these often rely on 4DoF, open-loop, predefined action primitives, and our approach is no exception. Although it would come with its own set of challenges, 6DoF, closed-loop control policies would allow for more flexible and dynamic robotic behavior, which may be especially necessary for more dexterous tool use.
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