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ABSTRACT

As audio-visual systems are being deployed for safety-critical tasks such as surveillance and malicious content filtering, their robustness remains an under-studied area. Existing published work on robustness either does not scale to large-scale dataset, or does not deal with multiple modalities. This work aims to study several key questions related to multi-modal learning through the lens of robustness: 1) Are multi-modal models necessarily more robust than uni-modal models? 2) How to efficiently measure the robustness of multi-modal learning? 3) How to fuse different modalities to achieve a more robust multi-modal model? To understand the robustness of the multi-modal model in a large-scale setting, we propose a density-based metric, and a convexity metric to efficiently measure the distribution of each modality in high-dimensional latent space. Our work provides a theoretical intuition together with empirical evidence showing how multi-modal fusion affects adversarial robustness through these metrics. We further devise a mix-up strategy based on our metrics to improve the robustness of the trained model. Our experiments on AudioSet [1] and Kinetics-Sounds [2] verify our hypothesis that multi-modal models are not necessarily more robust than their uni-modal counterparts in the face of adversarial examples. We also observe our mix-up trained method could achieve as much protection as traditional adversarial training, offering a computationally cheap alternative.

1. INTRODUCTION

Nowadays, uploading a clip of video or audio to social media platforms such as Facebook or YouTube will trigger a multi-modal content filtering algorithm to proactively search for potentially policy-violating content; home monitoring devices such as Nest-Cams or RingCams are presumably using audio-visual models to identify events in the monitored area. Multi-modal classification in safety critical, audio-visual tasks therefore calls for a thorough understanding of its robustness, besides its accuracy.

Many recent researches have documented neural network models could be vulnerable to adversarial attacks, manipulations of the input to a classifier specifically crafted to be inconspicuous to humans, but which cause the classifier to predict incorrectly [3] [4]. Concerns about potential adversarial examples have sparked a huge interest in the research community to study how can we train robust models that defend against potential perturbations [4][5]. However, building such adversarially robust models is challenging [5]. A smaller but still substantial line of work has emerged to show that we could have formal verification of the robustness of neural network models [6][7]. However, such methods are subjected to very tight constraints and are notoriously difficult to scale. So far, despite some successful large-scale empirical evaluations [3][9] on image-only datasets, robustness of multi-modal learning has not been fully understood. As illustrated in Fig. 1, the major challenge to analyzing multi-modal models is the high non-convexity and non-linearity of the decision boundaries in high dimensional latent spaces.

In this work, we discuss robustness of multi-modal neural network models for classification tasks in the large-scale setting. We first measure point-wise robustness through the empirical maximum allowable perturbation in $\ell_p$ norm. Based on point-wise robustness, we show there exist counter examples to the general claim that multi-modal models are more robust compare to the uni-modal models. Due to the limitation of point-wise robustness in terms of scalability and generalizability, class-wise robustness is a necessary and practical compliment to tackle large-scale multi-modal robustness problems. Instead of measuring the accuracy drop caused by running universal adversarial perturbation in different magnitude and $\ell_p$ norm [1], we define the class-wise metric by using 1) the density of samples within the high-dimensional ball centered at the centroid of each class with a certain $\ell_p$ radius; 2) the convexity of samples in the high dimensional latent space. We evaluate our metric on the AudioSet [1] and Kinetics-Sounds dataset [2]. The results indicate that multi-modal models are only more robust measured by class-wise metrics for a limited number of classes. We also observe the point-wise robustness of classification results vary greatly depending on the variance of the data with specific class label.

Inspired by our observations, we propose a density-convexity-based mix-up fusion technique to smooth the decision boundary and add robustness to the fused model. Our proposed mixup could both improve class-wise robustness and point-wise robustness upon our baseline fusion model while increasing the accuracy compared to vanilla fusion methods. We also compare it to traditional adversarial training, where we also see competitive robust accuracy. These advances allow us to address adversarial robustness in large-scale multi-modal settings for the first time.

2. RELATED WORK

Previous works such as [7][8][10] focused on point-wise robustness, studying the maximum allowable radius of centered Chebyshev ball: a $\ell_p$ ball centered at an input point, within which the output class of a given neural network with remains unchanged, treating the decision boundary of the model as a convex or non-convex polytope. This formulation certainly provide a safe threshold to defend against adversarial attacks, whereas it involves expensive iterative computations on each anchor point, resulting in huge difficulty to scale [7][6]. Most of them depend their claims on small-scale datasets like MNIST or CIFAR-10. For the large-scale multimodal datasets such as AudioSet, such a verification would hardly be feasible.

Some recent works are try to study defence methods in large scale, including adversarial training [9][11], randomization [8], and model ensemble [12]. Most of them measured robustness by point-wise accuracy or attack success rate for specific attack budget $\epsilon$ and number of iterations. However, these metrics are often too general to reflect the classifier’s behavior under the influence of adversarial perturbation. This motivates us to look into both class-wise accuracy changes along with point-wise accuracy change in order to have
a better chance of understanding potential reasons of label change caused by adversarial perturbations.

Audio-visual learning \[13\] itself is more complicated than image classification, and the current focus still seems to be improving accuracy \[14\]. The robustness of multimodal classification models involving large-scale video-audio dataset has never been studied rigorously. \[10\] considered the robustness of deep neural networks on videos and experimented on UCF101 dataset \[15\] which is a relatively small dataset. They measured robustness by the maximum safe radius (point-wise), which computes the minimum distance from the optical flow sequence obtained from a given input to that of an adversarial example in the neighbourhood of the input. To our knowledge, our work is the first to comprehensively study the robustness of multi-modals models both consist of video and audio against adversarial perturbation cause changes to both modalities.

3. BACKGROUND

3.1. Universal Adversarial Perturbations

The problem of computing universal adversarial perturbation to attack a classification model \(f\) by maximizing the following \[9\]:

\[
E(x,y) \rightarrow \max_{x' \in \mathcal{C}(x)} \mathbb{E}(L(f(x'), y))
\]

subject to \(C(x) = \{a \in \mathbb{R} : ||a - x||_p \leq \epsilon\} \)

where \(L\) is the loss function, \(x\) is input and \(y\) is label, \(\mathcal{D}\) is the dataset, and \(x' = x + \delta\) is our perturbed input. We want to find some perturbation \(\delta\) from \(x\) that looks “indistinguishable” from \(x\), yet is classified incorrectly by \(f\) even when \(x\) is classified correctly.

To solve such a constrained optimization problem, one of the most common methods utilized to circumvent the non-exact-solution issue is the Projected Gradient Descent (PGD) method \[9\]:

\[
\delta := \mathcal{P}_x \left( \delta - \alpha \frac{\nabla_{\delta} L(f(x + \delta), y)}{||\nabla_{\delta} L(f(x + \delta), y)||_p} \right)
\]

where \(\mathcal{P}_x\) is the projection onto the \(\ell_p\) ball of radius \(\epsilon\), and \(\alpha\) is the gradient step size.

3.2. Multi-Modal Adversarial Perturbations

Under audio-visual multimodal learning setting, we formulate our loss as \(L_{multis} = L(f(\mathbf{x}_A) \oplus h(\mathbf{x}_V)), y)\), over the classification function \(f\), which can however readily be expanded to additional modalities. \(g(\mathbf{x}_A)\) denotes the encoding of audio features into a bottleneck representation with audio encoding networks (CSN) depicted in Figure 2 while \(h(\mathbf{x}_V)\) similarly represents the (R2+1)D CNN \[16\] encoded video representation, and \(\oplus\) indicates concatenation of features. \(D_A\) and \(D_V\) indicating their individual dataset. This more complicated setting requires us to study the adversarial perturbation computed against both the audio input \(\delta_A\) and the video input \(\delta_V\) and can be written out as:

\[
E(x_A, y) \rightarrow \max_{x_V \sim \mathcal{D}_V} \max_{\delta_A \in \mathcal{C}(x_A), \delta_V \in \mathcal{C}(x_V)} \mathbb{E}[L(f(x_A, \delta_A \oplus h(x_V)), y)]
\]

subject to \(C(x) = \{a \in \mathbb{R} : ||a - x||_p \leq \epsilon\} \)

Here, \(x' = g(\mathbf{x}_A + \delta_A) \oplus h(\mathbf{x}_V + \delta_V)\). The set \(C(x)\) is usually defined as a ball of small radius of the perturbation size \(\epsilon\) (of either \(\ell_\infty, \ell_2\) or \(\ell_1\)) around \(x\). Thus, to compute uni-modal audio perturbation to attack the multimodal model, our PGD step could be rewritten out as:

\[
\delta_A := \mathcal{P}_x \left( \delta_A - \alpha \frac{\nabla_{\delta_A} L(f(\mathbf{x}_A + \delta_A \oplus h(x_V)), y)}{||\nabla_{\delta_A} L(f(\mathbf{x}_A + \delta_A \oplus h(x_V)), y)||_p} \right)
\]

Accordingly, to compute video perturbation against video classifier \(g(x)\), we perform the following PGD step:

\[
\delta_V := \mathcal{P}_x \left( \delta_V - \alpha \frac{\nabla_{\delta_V} L(f(h(x_V + \delta_V) \oplus g(x_A)), y)}{||\nabla_{\delta_V} L(f(h(x_V + \delta_V) \oplus g(x_A)), y)||_p} \right)
\]

In the more complicated multi-modal case, we jointly optimize \(\delta_A\) and \(\delta_V\) where:

\[
\begin{align*}
\delta_A, \delta_V & := \mathcal{P}_x \left( \delta_{(V,A)} - \alpha \frac{\nabla_{\delta_{(V,A)}} L(f(h(x_V + \delta_V) \oplus g(x_A + \delta_A)), y)}{||\nabla_{\delta_{(V,A)}} L(f(h(x_V + \delta_V) \oplus g(x_A + \delta_A)), y)||_p} \right) \\
& := \mathcal{P}_x \left( \delta_{(V,A)} - \alpha \frac{\nabla_{\delta_{(V,A)}} L(f(h(x_V + \delta_V) \oplus g(x_A + \delta_A)), y)}{||\nabla_{\delta_{(V,A)}} L(f(h(x_V + \delta_V) \oplus g(x_A + \delta_A)), y)||_p} \right)
\end{align*}
\]

4. CHALLENGE COMMON ASSUMPTIONS IN MULTIMODAL LEARNING

There is a vague notion that multimodal systems are generally more robust compared to unimodal models \[12\]. “Having access to multiple modalities that observe the same phenomenon may allow for more robust predictions.” From an information retrieval perspective, this statement is theoretically true since the same information was captured twice in different modality, improving the robustness of multimodal models. However, this is not always true if we rigorously consider how adversarial perturbations affect the neural network model as follows.

**Theorem 1** There exists a sample \(x_i \in \mathcal{D}\), and a unimodal sample-wise attack \(||\delta_{A,i}||_p \leq \epsilon_A\) or \(||\delta_{V,i}||_p \leq \epsilon_V\) that can break a multimodal fusion network \(f((x_{A,i} \oplus x_{V,i}), y_i)\), changing its prediction label \(y\).

Here, \(\mathcal{D}\) is the dataset, and \(\epsilon_A\) and \(\epsilon_V\) are the point-wise robustness threshold for each uni-modal of sample \(x_i\). Therefore, as a conjecture, a unimodal attack can break a multimodal model, which we empirically verified the existence of such cases in our experiments. The proof of Theorem 1 can be found in the appendix page.
5. METRICS FOR CLASS-WISE ROBUSTNESS

Point-wise robustness is limited in terms of scalability and generalizability. Class-wise robustness metric is a more efficient for a large-scale dataset. Instead of exhaustively running universal adversarial perturbation we define two metrics to capture the main robustness property of each class.

5.1. Centroid-based density metric

We calculate the class-wise density of the class’s high dimensional \( l_p \) norm ball by a function of number of samples \( n_c \) in the class \( c \) and the volume of the \( l_p \) norm ball. In this work, \( n_c \) is the number of samples of each class in Audioset.

The centroid of a class \( \Theta_c \) is the mean of bottleneck features \( l = g(x) \) of samples \( x \) in the class \( c \): \( \Theta_c = \frac{\sum_{i=1}^{n_c} x_i}{n_c} \), where \( n_c \) is the number of samples in the class. In our case, it is \( l = g(x_A) \) for audio modality or \( l = g(x_V) \) for video modality. For each class, we calculate the distance of samples in \( c \) to the centroid \( \Theta_c \). The radius of a class \( R_{r,c} \) of \( l_p \) norm ball is the maximum distance of all samples in \( c \) to the centroid \( \Theta_c \): \( R_{r,c} = \max \| l_i - \Theta_c \|_{p,i=1,...,n_c} \).

We define the robustness of a class \( \tau_{c,p} \) as the density in the outer crust of a ball as is shown in Fig. 1(b). Generally, the higher the density of the crust, the more robust the samples within/below the crust are.

\[ \tau_{c,p} = \frac{|\{ x \in C \mid \| x - \Theta_c \|_p < R_{r,c} \} |}{|\{ x \in C \mid 0 < \| x - \Theta_c \|_p < R_{r,c} \} |} \]

We calculate the class-wise density of the class’s high dimensional \( l_p \) norm ball by a function of number of samples \( n_c \) in the class \( c \) and the volume of the \( l_p \) norm ball. In this work, \( n_c \) is the number of samples of each class in Audioset.

The radius of first \( \tau \) quantile of all class sample’s \( x \)'s distance to the centroid \( \Theta_c \) of the class \( c \) by:

\[ \tau_{c,p} = \frac{n_c - n_{r,c}}{n_c} \]

where the numerator is the number of class samples whose \( l_p \) distance to centroid larger than \( \tau \) quantile of samples in \( c \); \( R_{r,c} \) is the \( \tau \) quantile of all class sample’s \( l_p \) distance to the class’s centroid. We perform the log operation on the volume to reduce the scale of \( \Gamma \) function for the ease of computation. This can be intuitively interpreted as the density in the outer crust of a ball as is shown in Fig. 1(b).

Generally, the higher the density of the crust, the more robust the samples within/below the crust are.

5.2. Convexity-based metric

The convex set \( C \) in geometry is defined as a set where given any two points \( x_1, x_2 \in C \) in the set, the whole line segment \( x = \theta x_1 + (1 - \theta) x_2, 0 \leq \theta \leq 1 \). Based on our observations and conjecture, we propose the convexity-based metric as one of the robustness measurement of the class. We construct the convex set \( S = \{ \tilde{x} | \tilde{x} = \theta x_1 + (1 - \theta) x_2, \theta \sim U \{0, 1\}, \forall x_1, x_2 \in C \} \), and sample \( n \) points from it \( \{ \tilde{x}_1, ..., \tilde{x}_n | \tilde{x}_i \in S \} \). The metric is as follows:

\[ \kappa_c = \frac{\sum_{i=1}^n \mathbb{1} \{ f(\tilde{x}_i) = y_c \} }{n} \]

where \( y_c \) is the class label. The higher the \( \kappa_c \) is, the more convex the decision boundary of class \( c \) is. In this work, we set \( n = 2000 \).

6. DENSITY-CONVEXITY BASED MIX-UP

As is noted by [19], mix-up techniques could potentially smoothen the decision boundary via generating virtual training samples by weighted sum of existing training samples, which improves generalizability. Inspired by our density-based and convexity-based metric, we employ a simple adjustment to mixup:

\[ \tilde{x}_A = \alpha x_{A_1} + (1 - \alpha) x_{A_2} \]
\[ \tilde{x}_V = \alpha x_{V_1} + (1 - \alpha) x_{V_2} \]

where \( \alpha \in [0, 1] \). 

7. EXPERIMENTS

7.1. Dataset and Model Setup

AudioSet [1] contains 2 Million 10-second YouTube video clips, summing up to 5,800 hours annotated with 527 types of sound events. We train and test the models according to the train (1998099 samples) and test split (20126 samples) described in [20]. The input for the audio branch are matrices of Mel filter bank features. For the visual branch, we employ a (R2+1D)CNN + transformer backbone [15] to encode the spatial-temporal context. The clean performance (with no data augmentation) of our unimodal audio model and audio-visual model are listed in Table 1 (italic font). Kinetics-Sounds [2] is a subset of Kinetics [21] that contains 34 classes of audio-related events (22,107 train, 1,504 validation). We preprocess the Kinetic-sound dataset in the similar fashion. Our clean multimodal baseline: 86.5%. We use Kinetic-sounds only for audio-visual performance since its audio-unimodal performance is low and thus not representative.

![Fig. 2: The overall architecture, the audio branch (left) uses Convolution self-attention architecture, video branch is on the right. Mid fusion involves the concatenation step described in Sec 7.2.](https://wikipedia.org/wiki/Gamma_Function)
We could also see the benefit of our proposed mixup, which could help minimize the accuracy loss significantly on both AudioSet and Kinetics-Sounds, compared to vanilla mid fusion and traditional adversarial training (AT). Interestingly, among AudioSet where audio event classification should be the dominant task, audio modality showed on-par robustness compared to video. While in Kinetics-Sounds dataset where video event classification is the dominant task, audio attacks did not affect the classifier at all, video modality dominantly decides the robustness.

### 7.2. Adversarial Perturbation & Adversarial Training

All of the adversarial perturbations in this work are computed with the PGD method [9], with $\epsilon = 0.1, \ell_2$, trained over 20 iterations. Attack budget ($\epsilon$ and # of iteration) are constrained to be the same across unimodal, multimodal experiments. Adversarial Training is performed by the methods mentioned in [22].

### 7.3. Results and Discussion

As we can see from Tables 1 and 2, we find empirical evidence supporting Theorem 1 as uni-modal attacks (Video-only, Audio-only) can successfully break the multimodal network. Multimodal attacks are however more potent than unimodal attacks given the same attack budget, with the same $\epsilon$ and # iterations causing more accuracy drop compared to a unimodal attack.

![Fig. 3](Image)

**Fig. 3**: Convex hull of samples. Left: TSNE of the vanilla fusion feature. Right: TSNE of the mixup fusion feature. Three classes: Red $\rightarrow$ Siren; Blue $\rightarrow$ Civil Siren (subclass of Siren); Green $\rightarrow$ Pig.
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A. PROOF OF THEOREM 1

Let’s consider a binary classification task as an example for simplicity. Let \((x_{A,i}, x_{V,i})\) be a point with different prediction results for audio modality \(A\) and video modality \(V\). Assume \(\exists a, b\), such that \(a^T g(x_{A,i}) = -s < 0\) and \(b^T h(x_{V,i}) = t > 0\) where \(s, t > 0\), and the correct label is \(-1\). For the point-wise robustness threshold \(\epsilon_{A,i}\) of this point, where an attack \(\{\delta_{A,i} : ||\delta_{A,i}||_p \leq \epsilon_{A,i}\}\) changes the prediction label. By definition, we know \(a^T g(x_{A,i} + \delta_{A,i}) \geq 0\) and \(a^T g(x_{A,i} + \delta) \leq 0\) for all \(0 \leq \delta \leq \epsilon_{A,i}\). If \(s < t\), then the fused network predicted the wrong label even without any noise.

\[
f(x_{A,i}, x_{V,i}) = (a, b)^T (g(x_{A,i}) \oplus h(x_{V,i}))
\]

\[
= a^T g(x_{A,i}) + b^T h(x_{V,i})
\]

\[
= -s + t > 0
\]

Otherwise, in the case of \(s \geq t\), by applying Intermediate Value Theorem to \(g(x)\), there exists a point \(0 \leq \delta \leq \epsilon_A\) such that \(a^T g(x_{A,i} + \delta) = -t/2\):

\[
f(x_{A,i} + \delta, x_{V,i}) = (a, b)^T (g(x_{A,i} + \delta) \oplus h(x_{V,i}))
\]

\[
= a^T g(x_{A,i} + \delta) + b^T h(x_{V,i})
\]

\[
= -\frac{t}{2} + t > 0
\]

In both cases, we could find a noise \(0 \leq \delta < \epsilon_{A,i}\) within the original unimodal robustness threshold to attack the multimodal network successfully. Vise versa for video. Thus, a unimodal attack can break a multimodal model, which we also empirically verified the existence of such cases in our experiments. (see Table 2 of the main paper).

We postulate that such phenomenon is like the McGurk Effect, where multimodal fusion would further distort the already non-convex decision boundary (Figure 1 of the main paper), making the fused decision boundary very different than the original ones and unpredictable.