Development of Monitoring Robot System for Tomato Fruits in Hydroponic Greenhouses
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Abstract: Crop monitoring is highly important in terms of the efficient and stable performance of tasks such as planting, spraying, and harvesting, and for this reason, several studies are being conducted to develop and improve crop monitoring robots. In addition, the applications of deep learning algorithms are increasing in the development of agricultural robots since deep learning algorithms that use convolutional neural networks have been proven to show outstanding performance in image classification, segmentation, and object detection. However, most of these applications are focused on the development of harvesting robots, and thus, there are only a few studies that improve and develop monitoring robots through the use of deep learning. For this reason, we aimed to develop a real-time robot monitoring system for the generative growth of tomatoes. The presented method detects tomato fruits grown in hydroponic greenhouses using the Faster R-CNN (region-based convolutional neural network). In addition, we sought to select a color model that was robust to external light, and we used hue values to develop an image-based maturity standard for tomato fruits; furthermore, the developed maturity standard was verified through comparison with expert classification. Finally, the number of tomatoes was counted using a centroid-based tracking algorithm. We trained the detection model using an open dataset and tested the whole system in real-time in a hydroponic greenhouse. A total of 53 tomato fruits were used to verify the developed system, and the developed system achieved 88.6% detection accuracy when completely obscured fruits not captured by the camera were included. When excluding obscured fruits, the system’s accuracy was 90.2%. For the maturity classification, we conducted qualitative evaluations with the assistance of experts.
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1. Introduction

The field of robotics is broad and covers many diverse technological areas, and over the last decades, the use of robotic systems has increased in many fields as a result of the technological advancements that have occurred in the areas of visual identification and 3D reconstruction, positioning and fault tolerance, and so on [1,2]. In particular, robotic and automated systems are widely used in the industrial, medical, and military fields, and recently, a number of studies were conducted on the application of robotic and automated systems in agriculture [2]. In the past, the main area of application of robots in agriculture was at the harvesting stage [3], but emerging areas of application of robots in agriculture at present include planting [4,5], spraying [6–9], harvesting [10–15], and monitoring [16–19]. In particular, crop monitoring is highly important in terms of the efficient and stable performance of tasks such as planting, spraying, and harvesting, and for this reason, several studies are being conducted to develop and improve crop monitoring robots. In addition, there are some studies that utilize monitoring robots in the context of hydroponic greenhouses.

The concept of smart farming relates to the use of information and communications technologies (ICT) in farms to enable the remote and automatic monitoring of crop conditions and the control of growth environments in greenhouses, orchards, livestock barns,
and so on [20]. Smart farming aims to increase productivity and improve the quality of products while reducing production costs, and is growing in importance due to the increasing demand for higher crop yields, the aging of farmers, the reduction in agricultural workers as a proportion of the population, the increasing use of ICT, and so on [20–22]. For this reason, several studies were conducted to apply agricultural robots for harvesting [11,12,23] in hydroponic greenhouses. However, most of these studies focused on the development of harvesting robots, and thus, there are only a few studies that improve and develop the application of monitoring robots in hydroponic greenhouses through the use of deep learning algorithms.

Meanwhile, the development of artificial intelligence (AI) techniques has led to more studies being conducted on the application of machine learning algorithms in computer vision tasks in agriculture [24]. The application of deep learning algorithms in the development of agricultural robots is increasing since deep learning algorithms that use convolutional neural networks (CNNs) have been proven to show outstanding performance in image classification, segmentation, and object detection tasks [24,25]. For example, several deep learning algorithms that use CNNs, such as YOLOv3 [24], modified YOLOv3, Mask R-CNN [26], Faster R-CNN [27], and so on, were applied to detect fruits. In particular, Faster R-CNN was confirmed to be suitable for the recognition of fruits of different sizes, and its strong performance in the detection of tomato fruits was confirmed [28].

Tomato (Solanum lycopersicum L.) was produced at a quantity of approximately 180.8 million tons worldwide in 2019, and it is one of the most economically important crops in the world [29]. Tomato undergoes both vegetative and generative growth. Vegetative growth includes the growth of the roots, stems and leaves, and generative growth includes growth of the flowers and fruits. During generative growth, tomato fruits undergo several changes such as increases in their size, color changes, and so on. In particular, tomato fruits undergo changes in their skin color from green to red, and these changes are closely related to the maturity and production quality of tomatoes [30]. For this reason, several studies attempted to quantitatively classify the maturity of tomatoes using image processing [31–33]. However, it was found to be very difficult to consistently determine the maturity of tomatoes because of their abundance at the time of harvest, which then leads to problems during their distribution and export to faraway places [31]. Furthermore, farmers harvest tomatoes based on practical experience and/or maturity classification charts, and these methods are easily influenced by the environment and mistakes commonly occur [31].

Therefore, we studied the development of a robot that can monitor a large number of tomatoes in real-time following objective criteria. First, we developed the tomato detection model using Faster R-CNN, and the counting model was developed using a centroid-based tracking algorithm. Second, we investigated the use of a color model that is robust to external light changes, and developed an image-based maturity standard for tomato fruits. Subsequently, tomato fruits were classified into six maturity levels using the aforementioned newly developed maturity standard. Third, the number of tomatoes was counted for each maturity stage by tracking the centroid measurements of the detected bounding boxes.

2. System Configuration

Figure 1 shows an image of the general hydroponic greenhouse in Korea. In the sections in which crops are planted, there are rails that are used as hot water pipes, and the other sections are concrete surfaces. For this reason, the drive-wheels of the robot are produced as a double structure. For automatic driving of the robot in the section where crops are planted, two proximity sensors are installed at the bottom of the robot to recognize the start and the end positions of the crop section. On the concrete surface, the robot recognizes the magnetic line on the floor using a magnetic sensor and drives along this line. Figure 2 shows the schematic and actual images of the robot used in this study.
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Figure 1. The general hydroponic greenhouse in Korea.

Figure 2. The schematic and the actual image of the monitoring robot.

For image-based detection, we set up a system that consisted of a high-performance computer and a camera. The industrial computer, Nuvo-8108 (Neousys tech.), was used with NVIDIA GTX 2080 ti GPU and a ELP 4K USB webcam was installed.

3. Detection and Classification System

In this part, we present the method used for the monitoring of the generative growth of tomato fruits, which involved deep learning-based object detection, object tracking...
using a centroid tracker, and maturity classification using image processing. The architecture of our approach is shown in Figure 3. When the object detector outputs bounding boxes, the tomato fruit region for each bounding box is clustered using the k-means clustering algorithm. The fruit region is converted from the RGB (Red, Green, and Blue) to the HSV (hue, saturation, and value) color model and the hue channel image is extracted. The maturity of tomato fruits is classified into six levels using the hue values. The boxes are tracked and obtain an ID using centroid-based object tracking to prohibit duplicate counting.

Figure 3. The architecture of the proposed system.

3.1. Tomato Detection

3.1.1. Dataset and Training

There are several state-of-the-art object detection models that use CNNs, such as R-CNN [34], YOLO (Real-time object detection) [35], Faster R-CNN [36], SSD (Single-shot detector) [37] and so on. R-CNN and Faster R-CNN are two-stage networks that propose bounding box regions and then classify the object; YOLO and SSD are one-stage networks that classify and localize the object simultaneously. In object detection, there is a trade-off between processing time and performance. One-stage methods are fast, but their accuracy is lower than two-stage methods; two-stage methods have better performance, but they take a much longer time to process.

In this study, we apply Faster R-CNN for the real-time detection of tomato fruits from frames taken in the greenhouse by a robot. Faster R-CNN with a ResNet backbone shows better mAP (mean average precision) than other networks [38]. Thus, ResNet-101 [38] was used as the backbone CNN.

To train and validate the detection model, we used the Tomato open dataset [39]. It contains 895 images with single class bounding box annotations provided in PASCAL VOC format. The dataset was randomly divided into two sets: the training set (90%, 805 images) and the validation set (10%, 90 images).

We trained the Faster R-CNN with ResNet-101 on an RTX Titan GPU and an Intel Core i9-9940X CPU. The TensorFlow deep learning framework was used; the learning rate was 0.04 and the number of epochs was 10,000. A momentum optimizer was used with a momentum value of 0.9 and a cosine learning-rate decay. It achieved a 0.0149 loss for classification and a 0.005 loss for detection. The total loss was 0.0299. Figure 4a shows the validation total loss graph provided by TensorBoard. The x-axis tracks the epoch and the y-axis measures the total loss. The graph shows that training was terminated well without overfitting and that it achieved a low error rate. Figure 4b shows how the learning rate was scheduled.
3.1.2. Postprocess

Since the outputs of the detection model, Faster R-CNN, are in a rectangular shape, including the background area, only the tomato fruit area should be separated to classify its maturity. The k-means clustering algorithm was used to separate tomato areas from the background area, and the k value was set as 2 in this study. There are several object segmentation methods such as Mask R-CNN [40], but the object cannot be processed in real-time because it takes about 200 milliseconds to process one frame [40]. However, Faster R-CNN takes 55 milliseconds when using the ResNet-101 backbone. Since the processing time can also be increased with more objects, we detected bounding boxes using Faster R-CNN and then separated the fruit using k-means clustering.

To track and count detected objects without duplication in the real-time video, centroid-based object tracking was used. The center point of the bounding box, the centroid, was computed and assigned a unique ID (Identification). When the video frame was updated and new points were given, the point that minimized the Euclidean distance between the original point was chosen as an associate centroid. If the point was not associated with any other points, it was given a new ID.

3.2. Maturity Classification

In this section, the tomato maturity level and the image space analysis for maturity classification are described. The correlations between maturity and harvesting time are detailed in Section 3.2.1. To investigate the color changes on the surfaces of tomatoes, we considered several image pre-processing methods, the details of which are described in Section 3.2.2.

3.2.1. Maturity

In this study, tomato maturity was divided into six levels (Green, Breakers, Turing, Pink, Light Red, and Red) according to the USDA (United States Department of Agriculture) standard [32]. Table 1 shows the maturity levels of the tomatoes referenced in this study; the maturity levels are classified by the ratio of the red region. Thus, we considered the quantitative classification of tomato maturity through the use of both the USDA standard for tomato maturity and image processing; this process is detailed in Section 3.2.
Table 1. Maturity levels of tomato fruits.

| Maturity | Description                                    |
|----------|-----------------------------------------------|
| Green    | Entirely green                                |
| Breakers | First appearance of external pink or red color; not more than 10% |
| Turning  | Over 10% but not more than 30% red or pink    |
| Pink     | Over 30% but not more than 60% pinkish or red |
| Light Red| Over 60% but not more than 90% red             |
| Red      | Over 90% red                                  |

In general, the color changes in tomato fruits are closely related to the accumulated temperature, and the accumulated temperature is the integrated excess or deficiency of temperature for fixed data. In particular, the accumulated temperature could be used in crop growth models, and it may prove increasingly important for assessing the impact of climate change [41]. The maturity levels for tomato fruits may be estimated using the accumulated temperature, and it is known that the accumulated temperatures in the light red and red stages are approximately 1000 and 1100 °C·day, respectively [42].

3.2.2. Image Acquisition and RGB Channels

As mentioned in Section 3.1, the USDA provides the maturity level but specific information regarding the image is not included, such as which color channel is used. A quantitative standard that uses image characteristics is required for image-based maturity classification. We first tried to investigate the correlation between the maturity level and the RGB image.

A temperature sensor was used to measure the atmospheric temperature in a greenhouse, and temperature data were measured every five minutes. Temperature data acquired over a day were averaged to calculate the accumulated temperature. The accumulated temperature was calculated from the time of flowering, and when the green stage was reached, the accumulated temperature was 366.84 °C. We started to acquire the images and count the accumulated temperature from the green stages of the tomatoes.

The images for two tomato groups (including nine tomato objects) were obtained for forty days, not including weekends, to investigate the changes in skin color of the tomato fruits using a digital camera (D5, Canon, Tokyo, Japan). The shutter speed and ISO were fixed at 1/20 s and 200, respectively. The camera was fixed at 550 mm in front of the tomatoes (the distance between the lens and the tomatoes was 500 mm). The images were captured with a color checker (SpyderCheckr 24, Datacolor, Lucerne, Switzerland) to compare brightness information. Finally, we selected 21 and 22 images without noise for group 1 and 2, respectively. Examples of the images are shown in Figure 5. There were five tomatoes in each group, but after the tomatoes grew, only four tomatoes ultimately remained in group 2.
The region of interest (ROI) for each tomato was segmented, and the pixel values for the red, green, and blue (RGB) channels were extracted from each tomato. For each channel of the RGB image, the pixel values within the area $x_i$ were averaged. Then, the averaged values $\bar{x}_i$ for nine images were averaged again to represent each RGB color characteristic in relation to the accumulated temperature of the day: $c$. Equation (1) describes this process. Note that the value of $n$ was 9 in our case, because $n$ refers to the number of target fruits. Correlations between the accumulated temperature and $c$ values of each channel are shown in Figure 6. As shown in Figure 6, there was no significant difference between RGB values and the accumulated temperature. The RGB color model is considered to be an additive color model, in which the temperature of "light" produces corresponding colors [43]. It produces colors by mixing the primary colors of light, red, green, and blue, and then it is affected by lightness.

$$c = \frac{1}{n} \sum_{i=0}^{n} \bar{x}_i$$

Equation (1)

Figure 5. Examples of the acquired images.

The light in the greenhouse was unstable due to the sunlight and the shading system. In this case, the image brightness needed to be changed according to several environmental factors such as the weather, the circumstances of the greenhouse, and so on. Thus, RGB values were not suitable for the analysis of skin color changes in tomatoes growing in the greenhouse, because RGB values are significantly affected by these factors. For this reason, to figure out the relationship between the maturity level (the accumulated temperature) and the image characteristics, it was necessary that some image pre-processing, such as gamma correction, be conducted, in addition to finding robust features that are resistant to changes in brightness.
3.2.3. Color Space Analysis

As mentioned above, the brightness can differ for each image due to the greenhouse environment. Thus, we considered checking the brightness distribution of the entire dataset. The pixel value, when the image is converted into grayscale, simply denotes the brightness at each location. For the above reasons, the mean of the pixel values in grayscale images can represent the average brightness of the image. A color checker is an appropriate reference since it is an invariable feature in acquired images. The grayscale areas of the color checker are segmented for consistent brightness comparison as shown in Figure 7. We measured the mean brightness of the grayscale blocks, and Figure 8 shows their distribution. The mean was 82.86 and the standard deviation of the overall distribution was 32.78. This indicates that the image was significantly affected by light conditions, resulting in variations in the brightness of the image. The images were divided into three groups using the average brightness distribution of our target tomatoes, which also had a large standard deviation. Figure 8 also describes the group classification. Since the standard range was from 50.07 to 115.64, the groups included images in following ranges: under 50.07, from 50.07 to 115.64, and over 115.64.

![Figure 7. The grayscale area of the color checker obtained from the image.](image)

![Figure 8. The brightness distribution in the greenhouse.](image)

Table 2 indicates the changes in the color model of tomatoes according to brightness. Although all tomatoes were at a similar maturity stage, the brightness differed up to 93.68. The fact that each pixel could contain values from 0 to 255 ensured that the light conditions were not too unstable in the greenhouse. The red and green values also did not show any tendency. This difference could have affected RGB values that contained color and lightness information simultaneously, in which case the quantification of maturity through the image would have become difficult. In Table 2, red and green values also differed significantly, and their standard deviations were as high as 26.24 and 39.35.
Table 2. Comparisons of the color models.

| Brightness (Accumulated Temperature) | 37.82 (982.0 °C·Day) | 68.92 (1115.1 °C·Day) | 131.50 (1066.6 °C·Day) | Standard Deviation |
|--------------------------------------|----------------------|-----------------------|------------------------|-------------------|
| Red                                  | 8.45                 | 26.75                 | 70.95                  | 26.24             |
| Green                                | 27.53                | 49.80                 | 119.88                 | 39.35             |
| Blue                                 | 78.02                | 144.80                | 233.1                  | 63.51             |
| Hue                                  | 11.18                | 8.28                  | 10.475                 | 1.23              |
| Saturation                           | 223.90               | 205.13                | 175.23                 | 20.04             |
| Value                                | 78.45                | 145.23                | 233.33                 | 63.43             |
| L *                                   | 46.08                | 90.43                 | 162.00                 | 47.76             |
| a *                                   | 149.53               | 165.13                | 167.38                 | 7.94              |
| b *                                   | 150.68               | 163.40                | 174.80                 | 9.85              |

To find color features that could overcome the influence of external light, we converted the RGB color model to an HSV and $L^*a^*b^*$ model and the obtained average values of each channel are shown in Table 2. When the standard deviations between three images were configured, the hue value showed the least difference as being 1.23. Figure 9 shows the correlation between hue values and the accumulated temperature; the linear regression model was fitted, and the R-squared value was 0.96. It can be seen that the hue channel value was robust to external light changes and had a linear relationship with the accumulated temperature. For these reasons, the HSV color model was applied to classify the maturity level.

![Figure 9](image_url)  
Figure 9. The change in hue color model at different accumulated temperatures.

Using our temperature–hue data, we divided the maturity into six levels. The point at which the hue value became lower was set as the “green” standard. The “red” standard was set at the point at which the hue stopped changing and the accumulated temperature reached about 1100 °C per day. Then, the range was divided into four sections. Figure 10 shows the relationship between the hue color model and the maturity levels for tomato fruits, and image-based maturity standard for tomato fruits was defined by this relationship.
In addition, we confirmed the relationship between the color model and the maturity levels with the assistance of three experts who run tomato farms. Twenty tomato fruits were classified into six levels of maturity by the three experts, and the \( a^* \) value of each tomato fruit was measured using a portable colorimeter (CR20, Konica Minolta, Tokyo, Japan). The \( a^* \) values obtained from the images were calculated as average values. As a result, it was confirmed that the calculated \( a^* \) values from the images were within the range of each maturity level, as classified by the three experts (Figure 11).

![Image of color model and maturity levels](image_url)

**Figure 10.** The relationship between hue color model and maturity level for the tomato fruits.

![Graph showing comparison of measured and calculated a* values](image_url)

**Figure 11.** Comparison of the measured \( a^* \) value through expert classification, and the \( a^* \) values calculated from images.

Figure 11 shows the relationship between the measured and calculated \( a^* \) values. The hue values obtained from the images were used for monitoring.

4. **Field Test and Results**

The proposed method was tested in the test bed greenhouse. The robot and the system mentioned in Section 2 were used as shown in Figure 12a. The camera took a real-time video of the tomatoes that had reached the fully vegetative stage of growth; the shooting area is shown in Figure 12b. To prevent the inclusion of fruit on the other side, the camera was tilted 30° at 600 mm from the target. Figure 13 shows the example output frame. Each bounding box was given a class name (the maturity stage) and a unique ID, and was labelled with the mean hue value of the fruit region.
Figure 12. The test environments: (a) the robot on the rail in the greenhouse; (b) the detection area.

Figure 13. Example of the output images.

The test was repeated 10 times in the same area to evaluate the detection and counting performance. We scored the system with a degree of accuracy that represents the ratio of true predictions to the total number of objects. The developed system achieved 88.6% detection accuracy when including fruits that were not captured by the camera because they were completely obscured. The actual value of the number of tomatoes was 53 and the average of 10 predictions was 54.4. As a result of the test, fewer than 53 objects were measured two times, 53 objects were measured four times, and 54 objects were measured more than four times. Meanwhile, when excluding the completely obscured fruits, the system accuracy was 90.2%. Duplicate detections sometimes occurred for 4 to 6 objects, and one case occurred in which the same value was counted twice, leading to a duplicate error. As mentioned in the above section, we verified the image-based maturity standard through comparison with expert classification, and we confirmed that the maturity standard could be used to monitor the maturity level of tomato fruits in hydroponic greenhouses. However, the maturity standard in the field may differ depending on the expert, farm, and so on. Thus, it will be necessary to collect more classification data from experts in order to achieve more comprehensive classification in the future. This method has the potential to predict the harvest times of tomato fruits according to their maturity levels.

As mentioned in Section 2, a GPU was included in our hardware system, which meant that the processing time was sufficiently low to process deep learning-based programs in real-time. Table 3 describes the processing time during the field test. For a given frame, the
inference of object detection using Faster R-CNN took 0.16 s and the total processing time was 0.18 s in average. The robot in Figure 12a moved at 0.16 m/s; therefore, the processing time was appropriate for the monitoring of tomato fruits in real-time. In fact, the processing time could be longer with the presence of too many objects, as shown in Figure 13, since, in general, inference takes a significantly longer time and each output bounding box should perform the process from the k-means clustering to the centroid-tracking stage. However, with these shortcuts, a speed of at least 2 FPS was achieved with the measurement of 10 objects.

Table 3. Processing speed of monitoring with the NVIDIA GTX 2080 ti GPU.

| Inference Time | 0.16 s |
|----------------|--------|
| Maturity classification time | 0.003 s |
| Total processing time | 0.18 s |
| (FPS up to 5.5) |        |

5. Conclusions

This article presents a real-time robotic system for monitoring the generative growth of tomato fruits. The system photographed tomato fruits in real-time with a RGB camera, detected their presence, and classified their maturity into six levels. It also counted the number of tomato fruits at each maturity level. Tomatoes grown under the hydroponic conditions were detected by deep learning-based object detection and Faster R-CNN, and the tomato fruit regions were separated from the background region using the k-means clustering algorithm. We converted the frame image from an RGB to an HSV color model and the maturity was classified into six levels using the mean hue values of the fruit regions. In general, the one-step method of deep learning algorithms is used to detect and classify the maturity levels of fruits. However, this method might not be suitable for the uniform classification of maturity levels, because there is no quantitative standard for classifying these maturity levels. Thus, we considered the use of a two-step method that separates the detection and classification, and we found that the developed system has the potential to monitor the maturity levels of tomato fruits in hydroponic greenhouses. Each object was identified for counting purposes using the centroid-based object tracking algorithm.

The presented system was able to monitor the numbers and maturity levels of tomato fruits with appropriate accuracy. Thus, we conclude that the presented system could be useful in the prediction of the harvest times and production levels of tomatoes, and that it could also be applied to develop a tomato harvesting robot. However, to ensure greater accuracy in the detection and counting of tomato fruits in hydroponic greenhouses, the detection performance of the model must be improved, and the occlusion and duplicate problems need to be solved.
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