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Abstract
Acoustic word embeddings (AWEs) are discriminative representations of speech segments, and learned embedding space reflects the phonetic similarity between words. With multi-view learning, where text labels are considered as supplementary input, AWEs are jointly trained with acoustically grounded word embeddings (AGWEs). In this paper, we expand the multi-view approach into a proxy-based framework for deep metric learning by equating AGWEs with proxies. A simple modification in computing the similarity matrix allows the general pair weighting to formulate the data-to-proxy relationship. Under the systematized framework, we propose an asymmetric-proxy loss that combines different parts of loss functions asymmetrically while keeping their merits. It follows the assumptions that the optimal function for anchor-positive pairs may differ from one for anchor-negative pairs, and a proxy may have a different impact when it substitutes for different positions in the triplet.

We present comparative experiments with various proxy-based losses including our asymmetric-proxy loss, and evaluate AWEs and AGWEs for word discrimination tasks on WSJ corpus. The results demonstrate the effectiveness of the proposed method.

Index Terms: acoustic word embeddings, multi-view learning, deep metric learning, word discrimination

1. Introduction
Deep metric learning is an approach to nudge a deep neural network to represent the desired embedding space where similar samples are guided to be embedded closer and dissimilar ones to be pushed away from each other. Depending on the criterion to judge whether given pair is similar or dissimilar, deep metric learning can be categorized into various tasks and have a different meaning of embeddings accordingly.

Here, unlike the terminology learning contextual semantics for natural language processing [1], word embeddings that reflect the phonetic similarity between words are called acoustic word embeddings (AWEs). With its discriminative property, AWEs are mainly employed to word discrimination tasks such as query-by-example spoken term detection [2, 3, 4, 5] and open-vocabulary wake-up word detection [6].

For learning AWEs, there have been several works that explored Siamese networks based on Triplet loss. In [4, 7, 8], authors used convolutional neural networks (CNNs) to transform variable-length of speech segments into fixed-dimensional embeddings. Soon, a benchmark study [5] found that types of recurrent neural networks (RNNs), such as long short-term memory (LSTM) and gated recurrent unit (GRU), are more suitable as they utilize a mechanism for selectively retaining or discarding temporal features [9, 10]. A hierarchical structure of LSTMs connected by an attention layer [6] was also introduced to consider local and global contexts.

These single-view approaches, meaning that only speech segments are considered as input, are inevitably constrained in available amounts of information. To overcome this problem, a pioneering study [11] adopted multi-view learning where the networks are trained with two types of data, speech segment and its corresponding text label. As well as the network for AWEs, another network is jointly trained to transform text labels into acoustically grounded word embeddings (AGWEs) [12, 13]. The fact that the orthography of text labels naturally reflects the phonetic similarity between their pronunciations allows AWEs and AGWEs to be projected onto the same embedding space. By drawing complex information from supplementary data, the multi-view approaches have shown superior performance.

In our prior work [14], we analyzed the grounds for improvement of the multi-view approaches by focusing on the uniqueness of AGWEs. Given one word, its verbalized instances appear differently so that the network produces slightly different AWEs, which can bring about potential intra-class variance. In contrast, its written word is always unique, resulting in only one AGWE for each word class. Then the AGWE plays a key role in training as a pivot point for the positive AWEs to be easily centralized. From these characteristics, we found some analogies between AGWEs and proxies in deep metric learning.

Introduced in [15], a proxy is an element of a concise set that approximates all data points. As a representative of each data class, a proxy can replace the relationship between data-to-data as one between data-to-proxy, which leads to a significant reduction in training complexity. For example, pair-based losses such as NCA [16], N-pair [17], and Multi-Similarity (MS) [18] losses were reformulated into proxy-based losses respectively in [15, 19, 20] by simply modifying the ways to construct a batch and to compute a similarity matrix.

In this paper, we expand the multi-view approach into a proxy-based framework for deep metric learning by equating AGWEs with proxies. Based on the general pair weighting (GPW) [18], we systematize the proxy-based framework according to the composing functions, the position of proxies in a triplet, and whether to apply the prior two factors in asymmetrically. Most works following the GPW have used the same formula for both anchor-positive and anchor-negative terms. On the contrary, we argue that the optimal function making anchor and positive closer may differ from one for anchor and negative to be farther. Also, we assume that proxies have different impacts when they substitute for anchor, positives, or negatives in a triplet. So, we propose an Asymmetric-Proxy loss that combines different parts of loss functions asymmetrically while keeping their merits and considers the position of proxies differently in computing the similarity matrix.

We evaluate learned AWEs and AGWEs on Wall Street Journal corpus for word discrimination tasks. Under the proxy-based framework, we present comparative experiments with various deep metric learning losses, including proposed Asymmetric-Proxy loss and its possible candidates. The results demonstrate the effectiveness of the proposed method.
2. Pair-based framework

2.1. Problem setting

Let \( \{(x_i, c_i) | 1 \leq i \leq N \} \) be a batch of \( N \) data, where \( x_i \) is a speech segment and \( c_i \) is a word class. An acoustic encoder \( f(\cdot; \theta) \) projects \( x_i \) onto a \( d \)-dimensional embedding space, resulting in AWE \( f(x_i; \theta) \). For each data index \( i \), batch indices divide into the set of positives \( P_i = \{ j | c_j = c_i, 1 \leq j \leq N \} \) and the set of negatives \( N_i = \{ j | c_j \neq c_i, 1 \leq j \leq N \} \). We use the cosine similarity matrix \( S \in \mathbb{R}^{N \times N} \) of all embedding pairs. Then a pair-based framework has the following objective for all \( 1 \leq i \leq N, j \in P_i, \) and \( k \in N_i \):

\[
S_{ij} > S_{ik}. \tag{1}
\]

2.2. General pair weighting

The general pair weighting (GPW) [18] is a generalized pair-based framework, where various pair-based losses to optimize the objective in Eq. (1) can be formulated as a summation of anchor-positive term \( F(S, P) \) and anchor-negative term \( F(S, N) \) as follows:

\[
L = \sum_{i=1}^{N} \left( F(S, P_i) + F(S, N_i) \right). \tag{2}
\]

Here, \( F \) is a function of similarities and their gradients have to satisfy the following condition:

\[
\frac{\partial F(S, P)}{\partial S_{ij}} \leq 0 \quad \text{and} \quad \frac{\partial F(S, N)}{\partial S_{ik}} \geq 0. \tag{3}
\]

Unfortunately, there are so many functions that meet the condition. Among them, we introduce two functions that have been widely used in recent works. So rather than handling all functions in generalities, we compromise our research scope within them.

2.3. Mean softplus function

The first one is Mean-SoftPlus (MSP) function. Softplus [21] is a kind of activation function that optimizes the binomial log-likelihood [22], and is adopted in Binomial Deviance (BD) loss [23] for deep metric learning. When we organize the loss like in Eq. 2, it is formulated as summation of two MSP functions:

\[
L = \sum_{i=1}^{N} \left( \frac{1}{|P_i|} \sum_{j \in P_i} \log \left( 1 + e^{\alpha(S_{ij} - \lambda)} \right) + \frac{1}{|N_i|} \sum_{k \in N_i} \log \left( 1 + e^{\beta(S_{ik} - \lambda)} \right) \right) \tag{4}
\]

where \( \alpha \) and \( \beta \) are scaling hyper-parameters, and \( \lambda \) is a margin. Due to the linear combination of softplus functions, MSP expresses the self-hardness shown in the following gradients:

\[
\begin{align*}
\frac{\partial L}{\partial S_{ij}} &= \frac{1}{|P_i|} \frac{e^{-\alpha S_{ij}}}{e^{-\alpha S_{ij}} + e^{\alpha S_{ij}}} , & j \in P_i \\
\frac{\partial L}{\partial S_{ik}} &= \frac{\beta}{|N_i|} e^{\beta S_{ik}} , & k \in N_i.
\end{align*} \tag{5}
\]

From the sigmoidal form of gradients, the higher weight is assigned to the more violating pair, where the similarity itself determines the magnitude in Eq. (5).

2.4. Extended LogSumExp function

The next is Extended-LogSumExp (ELSE) function. ELSE is a modified LSE by adding an extra zero argument as:

\[
\text{ELSE}(z) = \frac{\log(1 + \sum_{x \in Z} e^x)}{1 + \sum_{x \in Z} e^x} - \frac{\log(1 + \sum_{x \in Z} e^x)}{1 + \sum_{x \in Z} e^x} z = \log(1 + \sum_{x \in Z} e^x). \tag{6}
\]

Since ELSE can be seen as a composite function of softplus and LSE taking their advantages simultaneously, it is adopted in various losses [17, 18, 19, 20] with the following formulation:

\[
L = \sum_{i=1}^{N} \left( \frac{1}{\alpha} \log \left( 1 + \sum_{j \in P_i} e^{\alpha(S_{ij} - \lambda)} \right) + \frac{1}{\beta} \log \left( 1 + \sum_{k \in N_i} e^{\beta(S_{ik} - \lambda)} \right) \right) \tag{7}
\]

Then the gradients are given as:

\[
\begin{align*}
\frac{\partial L}{\partial S_{ij}} &= \frac{-e^{-\alpha S_{ij}}}{\alpha e^{\alpha S_{ij}} + \sum_{j' \in P_i} e^{\alpha S_{ij'}}, \quad j \in P_i} \\
\frac{\partial L}{\partial S_{ik}} &= \frac{\beta e^{\beta S_{ik}}}{\beta e^{\beta S_{ik}} + \sum_{k' \in N_i} e^{\beta S_{ik'}}, \quad k \in N_i}.
\end{align*} \tag{8}
\]

When we ignore terms of \( \lambda \) in denominators, then the gradients turn into the softmax form. It means that ELSE utilizes the relative-hardness within pairs of the same set as opposed to MSP, so that the softly graded weight is assigned to each pair.

3. Proxy-based framework

In this section, we explain a systematized methodology to expand the pair-based framework into a proxy-based framework.

3.1. Multi-view learning and proxy assignment

A static proxy assignment method used in [15, 20] is to define proxies as much as the number of word classes with randomly initialized vectors. As they are small enough to be stored in memory, sampling the corresponding proxies is quite simple and becomes efficient for batch construction. However, because of independence among the vectors, it is hard to directly learn the complex relationship existing in the original embedding space. Also, the fixed number of proxies cannot cope with unseen data classes, which is a critical issue in our field.

In contrast, we adopt multi-view learning [11, 14] for the proxy assignment into our task, where proxies are generated from another network. With a newly defined multi-view batch, \( \{(x_i, t_i, c_i)\} \), a text label \( t_i \) is projected onto the embedding space by text encoder \( g(\cdot; \phi) \), resulting in AGWE \( g(t_i; \phi) \). The AGWEs are discrete and exist as much as the same number of word classes, since the input text label is unique for each word class [14]. So, we equate these generated AGWEs with proxies, and also we can still follow the static proxy assignment.

3.2. Similarity matrix

To establish the proxy-based framework, we have to formulate the data-to-proxy relationship. It can be achieved by simple modification in computing the similarities between pairs.
When we substitute one element from a single-view pair \( (f(x_i; \theta), f(x_j; \theta)) \) with an AGWE, then there can be two possible multi-view pairs as \( (f(x_i; \theta), g(t_j; \phi)) \) and \( (g(t_i; \phi), f(x_j; \theta)) \). In accordance, there can be defined two types of the multi-view similarity matrix as below:

\[
\text{Type P/N: } S \triangleq \{ S_{PN}^{ij} | \cos(\phi(x_i; \theta), g(t_j; \phi)) \}.
\]

\[
\text{Type A: } S \triangleq \{ S_{A}^{ij} | \cos(g(t_i; \phi), f(x_j; \theta)) \}.
\]

The first type uses the proxies as positives or negatives (type P/N), whereas the second type uses the proxies as anchors (type A). As shown in Eq. (9), the resulting matrices are transposed form each other. It means that they can share the same matrix.

### 3.3. General formulation with proxy

We have presented constituents for establishing the proxy-based framework. However, function \( \mathcal{F} \) and multi-view similarity matrix \( S \) are insufficient to generalize the proxy-based framework.

We assume that the optimal function making anchor and positive closer may differ from one for anchor and negative to be farther. It conflicts with most works that have used the symmetric formula like in Eq. (2). For example, in the case of MSP and ELSE introduced in Sec. 2, they show opposite characteristics of self-hardness and relative-hardness. If we apply them together, they can create synergy while keeping their merits.

Another assumption is that proxies have different impacts when they substitute for anchor, positives, or negatives. So, depending on which type of multi-view similarity in Eq. (9) is adopted and whether it is applied to anchor-positive pairs or anchor-negative pairs, the role of the proxies in the training process can change.

In sum, following the above assumptions, we argue that \( \mathcal{F} \) and \( S \) should be chosen in asymmetric combinations for the anchor-positive and anchor-negative terms. Then, the generalized formulation for proxy-based losses is defined as:

\[
L = \sum_{i=1}^{N} \left( F_{\mathcal{F}}(S^{P^i}, P_i) + F_{\mathcal{X}}(S^{A^i}, N_i) \right),
\]

where \( F_{\mathcal{F}}(\cdot, P) \) and \( F_{\mathcal{X}}(\cdot, N) \) can be different functions that meet Eq. (3), and \( S^{P^i} \) and \( S^{A^i} \) can be one of types in Eq. (9).

### 3.4. Asymmetric-proxy loss

Under the proxy-based framework, a question arises of which asymmetric combination can give better performance.

From the comparative study in Sec. 4.6, we propose to choose ELSE function of type A similarities for the anchor-positive terms and MSP function of type P/N similarities for the anchor-negative terms. The resulting loss, which we call as Asymmetric-Proxy loss, is given as:

\[
L^* = \sum_{i=1}^{N} \left( \frac{1}{\alpha} \text{ELSE} \alpha \lambda - S_{A}^{ij} + \text{MSP} \beta(S_{PN}^{ij} - \lambda) \right),
\]

### 4. Experiments

#### 4.1. Dataset

We employ Wall Street Journal (WSJ) [24] corpus where all utterances are segmented into word-level samples by forced alignment. For training, we use SI-284 subset composed of 639,501 samples from 13,386 words. For evaluation, we merge several subsets: \{dev93, dev93-5k\} into development set and \{eval92, eval92-5k, eval93, eval93-5k\} into test set. Each has 16,839 and 18,274 samples, where the number of words is 3,289 and 3,239.

#### 4.2. Implementation details

We use PyTorch [25] for implementation. Speech segments are transformed into 40 log-mel filterbank energies every 25 ms window with a 10 ms stride. Given a text label as a character one-hot sequence, it is further transformed into 26-dimensional feature sequence by a trainable dictionary. For the acoustic and text encoders, we use the same network architecture [11, 14] that is 2-layer bi-LSTM with 512 units per direction. And the last bidirectional outputs are concatenated to form an embedding \((d = 1024)\). Dropout of 0.4 is applied only for the acoustic encoder. We use the Adam [26] optimizer with learning rate of 0.0001. The batch size is set to 256 and two GTX 1080 Ti GPUs are used. Models are trained for 150 epochs and we choose the model resulting the highest development set performance. We set the hyper-parameters \( \alpha = 2, \beta = 50, \) and \( \lambda = 0.5 \). All experiments are repeated 5 times and averaged for reliability.

#### 4.3. Evaluation tasks

We evaluate learned AWEs and AGWEs on two word discrimination tasks: acoustic and cross-view. Acoustic word discrimination task determines whether a pair of AWEs belongs to the same word, while cross-view word discrimination determines whether given AWE and AGWE correspond to the same word. The decision is made by thresholding cosine similarities between embeddings. For the evaluation metric, we use average precision (AP) that measures the area under the precision-recall curve computed by varying the threshold.

#### 4.4. Baselines

We compare the results of the following baselines in our setting. Similarities between raw speech features are measured by the dynamic time warping (DTW) algorithm. We consider the fundamental baselines such as Contrastive, Triplet, and MV Triplet \((obj^2 + obj^2 \text{ in [11]}\)). For Triplet and MV Triplet, we sample positives and negatives from the entire dataset.

We also compare symmetric proxy-based losses such as Proxy-NCA, Proxy-BD, and Proxy-MS which are reformulated from conventional pair-based losses [16], [23], and [18], respectively. We present two results for each loss according to the types of \( S \), which include recent proxy-based works [15, 20].

#### 4.5. Results

The evaluation results are summarized in Table 1. Our proposed Asymmetric-Proxy loss outperforms all baselines on acoustic word discrimination task. Although we observe that proxy-based methods except for one of Proxy-NCA surpass the state-of-the-art MV Triplet method in large margins, our method exceeds MV Triplet by 0.088 and the best score of baselines by 0.013 in acoustic AP. Furthermore, our method achieves competitive performance on cross-view word discrimination task showing little difference against the best score of baselines in cross-view AP even to three decimal places. These results demonstrate the superiority of our Asymmetric-Proxy loss.

In the case of Proxy-NCA based on LSE function, it shows relatively low performance compared to other proxy-based losses. This implies that it is effectual to expand the triplet into the \( N \)-tuple using \( F(t, N) \), but it is also crucial to choose functions that can utilize the margin \( \lambda \). In Eq. (8), the margin term acts as a regularization that lowers the variance of gradients and
Table 1: Word discrimination results on WSJ corpus.

| Methods   | $F_P$ | $F_N$ | $S_P$ | $S_N$ | Acoustic AP | Cross-view AP |
|-----------|-------|-------|-------|-------|-------------|---------------|
| DTW       | -     | -     | .999  | -     | -           | -             |
| Contrastive| -   | -     | .479  | -     | -           | -             |
| Triplet   | -     | -     | .812  | -     | -           | -             |
| MV Triplet| -     | -     | .833  | -     | 910         | -             |
| Proxy-NCA | LSE  | P/N   | .969  | .927  | -           | -             |
| Proxy-BD  | MSP   | P/N   | .905  | .954  | -           | -             |
| Proxy-MS  | ELSE  | P/N   | .908  | .963  | -           | -             |
| Ours      | ELSE  | A P/N | .921  | .963  | -           | -             |

Figure 1: Acoustic AP on development set along training epochs. All methods are plotted up to their convergence points.

Table 2: Effect of asymmetry on $F_P$ and $F_N$.

| $F_P$ | $F_N$ | $S$ | Acoustic AP | Cross-view AP |
|-------|-------|-----|-------------|---------------|
| MSP   | ELSE  | P/N | .910        | .960          |
| ELSE  | MSP   | A   | .911        | .957          |
| MSP   | ELSE  | A   | .874        | .959          |
| ELSE  | MSP   | A   | .917        | .962          |

Table 3: Effect of asymmetry on $S_P$ and $S_N$.

| $F$  | $S_P$ | $S_N$ | Acoustic AP | Cross-view AP |
|------|-------|-------|-------------|---------------|
| MSP  | P/N   | A     | .909        | .956          |
| ELSE | P/N   | A     | .911        | .958          |
| ELSE | A P/N | .875  | .962        |               |
| ELSE | P/N   | A     | .915        | .962          |

Table 4: Effect of asymmetry on all constituents.

| $F_P$ | $F_N$ | $S_P$ | $S_N$ | Acoustic AP | Cross-view AP |
|-------|-------|-------|-------|-------------|---------------|
| MSP   | ELSE  | P/N   | A     | .872        | .956          |
| MSP   | ELSE  | A P/N | .906  | .958        |               |
| ELSE  | MSP   | P/N   | A     | .911        | .957          |
| ELSE  | MSP   | A P/N | .921  | .963        |               |

4.6. Comparative study

To find out the optimal asymmetric combination, we conduct a comparative study. We investigate all possible candidates for Asymmetric-Proxy loss by alternating the constituents in Sec. 3.

In Table 2, we analyze the effect of asymmetry on functions $F_P$ and $F_N$, while fixing the type of S. In the cases of type P/N, there is little difference in acoustic AP and cross-view AP, whereas the cases of type A show a large gap in acoustic AP. This is because improvement with $(F_P, F_N) = (ELSE, MSP)$ and degradation with $(MSP, ELSE)$ occur at the same time. The improvement to 0.917 nonetheless exceeds the baselines in Table 1, so it is better to choose (ELSE, MSP) than other combinations including the symmetric ones.

Conversely in Table 3, we fix the function $F$ to analyze the effect of asymmetry on types of multi-view similarity matrices $S_P$ and $S_N$. In the cases of using MSP function, there is a slight improvement in acoustic AP and cross-view AP when $S_P$ is type A and $S_N$ is type P/N. However, the cases of using ELSE function show a large gap in both tasks. Like the results of Table 2, this is because of the simultaneous improvement and degradation in performance. Including the improvement to 0.915, $S_P$ of type A and $S_N$ of type P/N present consistently better aspect.

We can confirm the same trends in Table 4 where all constituents are considered asymmetrically. When suggested combinations following the findings from Tables 2 and 3 are applied together, we get the best results as mentioned in Sec. 4.5.

In the cases about the performance degradations reported in entire experiments, they show a common feature. We presume that combinations arouse adverse effects accidentally when using $F_N$, as ELSE function of type A similarities regardless of whether their formulations are symmetric or asymmetric.

4.7. Convergence speed

Since there is no additional parameters to be implemented, all methods under the proxy-based framework have the same training complexity. Figure 1 compares the convergence speed of the proposed method and some baselines. Our Asymmetric-Proxy enables to achieve the highest performance and also converges as faster as Proxy-MS with type P/N similarities, followed by Proxy-BD with type A similarities.

5. Conclusion

Beyond expanding the multi-view learning of AWEs and AG-WEs, we have established a proxy-based framework that systematizes existing proxy-based metric learning losses according to the composing functions and the types of similarity matrices. We have further generalized the formulation based on the argument that asymmetry in combining these constituents has a meaningful effect. Using different functions and similarity matrices for anchor-positive terms and anchor-negative terms presents a direction to improve various losses which were confined to symmetric forms. As a result of finding the optimal combination, we proposed an Asymmetric-Proxy loss. Our method has achieved new state-of-the-art performance on word discrimination tasks and shows consistent trends in the comparative study. In the next work, we will investigate embedding distributions along the training progress to improve generalization performance for unseen words.
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