Programming of Industrial Robots Using Virtual Reality and Digital Twins
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Featured Application: The results of the work may find application in robot programming.

Abstract: The article presents a method of programming robots using virtual reality and digital twins. The virtual environment is a digital twin of a robotic station, built based on CAD models of existing station elements. The virtual reality system is used to record human movements in a virtual environment, which are then reproduced by a real robot. The method developed is dedicated mainly to such situations in which it is necessary for the robot to reproduce the movements of a human performing a process that is complicated from the point of view of robotization. An example of using the method for programming a robot implementing the process of cleaning ceramic casting moulds is presented.
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1. Introduction

1.1. Digital Twins

The digital twin [1] is an idea related to the concept of a virtual, digital equivalent of a physical product. The digital twin is used to reproduce a real, physically existing environment, process or single object. Its role is to map the main features of the physical object or process enabling simulation, prediction and optimization in the areas of system servicing [2,3], product design and manufacturing systems [4–6] and processes [7]. The main features of the digital twin, such as its form, upgradeability, the degree of precision with which it maps reality, and many others, depend on the purpose it serves [8]. Figure 1 shows an object and its digital twin, whose role is to map geometric features. In addition to areas such as: Big data analytics, cloud computing, the Internet of Things, Artificial intelligence, automation and integration of systems, additive manufacturing and augmented reality, digital twins are one of the elements of the Industry 4.0 concept [9,10].

Robotics, and mainly robotic manufacturing systems [11], is a specific area of the digital applications of twins. Numerous works relate to the use of digital twins in robotic assembly tasks [12–15], in issues of cooperation with people [16], or in issues related to predictive maintenance [17]. Robotics also falls under the Industry 4.0 area due to the flexibility of solutions, the ability to adapt and reconfigure systems and their interaction with the environment through extensive sensory systems.
Virtual reality is one of the components of the Industry 4.0 idea. Virtual reality is a representation of reality created using information technology. It involves multimedia creation of a computer vision of space, objects, and events. The virtual image can reproduce elements of both the real and fictional worlds. In virtual reality it is possible to simulate the user’s presence and his impact on the virtual environment. Feedback from the environment is sent to one or more senses in such a way that the user has a sense of immersion in the simulation [18].

The virtual reality system presents objects to the user with the help of image, sound and sensory stimuli, and allows for interaction, giving the impression of being in a simulation. Sensor-based feedback provides the user with direct sensory information depending on their location in the environment. Sensory information is sent via computer generated stimuli such as visual, sound, or tactile information. Most often, most feedback is done through visual information. In addition to the possibility of simulating the real environment, the virtual reality system requires the use of an interface that allows the user to “enter” the virtual reality.

Examples of the use of virtual reality are flight simulators [19] and surgical simulators [20], which have been known for years. They were among the first applications of virtual reality due to the particularly responsible tasks of pilots and surgeons.

1.3. Applications of Digital Twins and Virtual Reality in Robotics

In recent years, the use of virtual reality and digital twins covers increasingly wider areas of engineering. In robotics, for example, they are robotic station simulators used to train operators [21–23] or for design of robotic stations [24]. Another area of application of modern techniques is the issue of human-robot collaboration. The article [25] describes the use of virtual reality and digital twins in the analysis of the quality of human-robot cooperation, which allowed for safe implementation of the cooperation strategy. In [26] virtual reality was used to train the desired behavior of people in the presence of robots. It contributes to increasing the safety and mental comfort of employees in real conditions of cooperation with robots. The next area of application of virtual reality is systems optimization. An example is work [27], which presents a solution to the problem of optimizing robot movement in order to increase production efficiency. In recent years, virtual reality techniques have been increasingly used in robot programming [23,28]. This contributes to the simplification
and shortening of this activity, which affects the speed of implementing new solutions and reduces production costs, especially in areas with high production variability.

1.4. Robot Programming Methods

Robot programming methods are a field that has been rapidly developing in recent years. The purpose of the newly developed methods is mainly to speed up the programming process and facilitate its implementation by unqualified personnel. The reduction of programming time, which is a preparatory step for robotic production and implementation of programming by low skills personnel, is a source of savings, and therefore of great importance for businesses.

A detailed description of some methods of programming robots is described in [29,30]. These are the following methods: The lead-through programming method, walk-through programming method and its extension called programming by demonstrating. The work [31] describes the offline programming method that consists in generating robot paths using a virtual environment. CAD models of robots and auxiliary devices are imported into the environment. Robot paths are generated to track the indicated contours of CAD models or connecting the indicated points of the environment. Another method is programming using augmented reality. Augmented reality is a technology derived from virtual reality and consists of computer generated 3D objects that are immersed in a real world scene. This enables programming of robots without having to model all of the elements in a virtual environment [32]. For example, virtual elements can be robot arms whose CAD models are easily available. Robot models can be superimposed on the view of the real environment in which the objects with which the robots interact are located [30]. In this way, robots can be programmed to track the appropriate contours of the object [33]. Examples of applications implemented with the use of augmented reality programming are: Robotic welding process [34], painting [32], packing [35], and polymer manufacturing process [36].

This article presents a method developed for programming robots using virtual reality and digital twins. The method developed is dedicated mainly to such situations in which it is necessary for the robot to reproduce the movements of a human performing a process that is complicated from the point of view of robotization. Section 2 describes the method of programming robots developed. Section 3 presents an example of using the method for programming a robot implementing the process of cleaning ceramic casting moulds. The work ends with a summary.

2. Programming Robots Using Virtual Reality and Digital Twins

This section proposes a developed robot programming method based on the operator’s interaction with elements of the virtual environment. It is a method developed to replace a human being with a robot when performing an operation, during which an experienced employee performs a sequence of movements that are difficult to copy without direct measurements of the movements. Such situations occur when the sequence of movements leading to the achievement of a specific goal was selected by the employee based on many years of experience. Examples include painting, manually grinding turbine blades, cleaning casting moulds, moving bulky components, and complicated assembly of components. This approach is particularly advantageous when it is necessary to move objects that are in fact large in mass and the operator can easily manoeuvre them in a virtual environment.

The virtual environment is a digital twin of a robotic station, built based on CAD models of existing station elements. With the help of a virtual visualization system, the operator is placed in a virtual robotic station. His role is to perform such manoeuvres with a selected object or tool as is the case during the implementation of real processes.

The digital twin of the robot was created on the basis of the CAD model offered by the robot manufacturer. This model accurately determines the mass of links and mass distribution, which is important for modeling dynamic properties. In this model, the geometrical features of the robot are sufficiently represented, because the robot does not come into contact with a rigid environment. Other
robot features such as deformability under load or temperature changes in the described application do not have a significant impact on the robot’s movement.

The virtual reality system was built based on the Oculus Rift (Facebook, Inc., Menlo Park, CA, USA) solution and an efficient PC. The system (Figure 2) consists of goggles, two controllers for hand control (Oculus Touch), two vision position sensors, and a computer with appropriate software. The goggles are equipped with two displays—one for each of the user’s eyes. In the case of VR goggles, specialized lenses placed in each of the screens, whose task is to maximize image curvature, are the key. This is necessary to create the impression that the virtual reality is as realistic as possible. For a good reception of virtual reality, a smooth image at a level of at least 90 frames per second is also needed. After the user puts the goggles on their head, they display in front of the user’s eyes a computer-generated image of a world or a film recorded in 360 degrees. In the environment the user can look around in a natural way, i.e., by moving their head or whole body. This is possible thanks to the acceleration sensor and gyroscope placed in the goggles and diodes generating infrared radiation, whose position is tracked by external sensors that are part of the system.

![Figure 2. The idea of functioning of the virtual reality system.](image)

Each of the diodes located on the goggles and hand controllers sends a unique pulse signature. Thanks to this, vision sensors record information on the position of the diodes and on this basis the position and orientation of the goggles and hand controllers are determined. The Oculus Touch is a small size device that surrounds the user’s hands, which are constantly tracked by an external vision sensor system. The devices detect all movements of the wrists and simultaneously track the fingers: Thumbs, index and middle, which significantly improves immersion and allows the user, for example, to grasp objects in a three-dimensional environment. The option of grasping objects was used to program the robot’s movements during the cleaning of casting moulds.

The work [37] presents data on the accuracy of the Oculus Rift system. These data are summarized in Table 1.
The use of integral steering apparatuses is a competitive solution in terms of quality compared to the performance of multilayer ceramic casting moulds and the acceptable content of undesirable impurities properly arranged on the internal and/or external bearing flanges (Figure 3). Castings of steering apparatuses are among the most difficult parts that are made using casting methods due to the extremely high requirements in terms of the complexity of the structure, accuracy of execution, and operational requirements. They are operated under the conditions of complex stress and vibration fields at a temperature exceeding 1000 °C, in a highly aggressive environment of corrosive flue gases. The use of integral steering apparatuses is a competitive solution in terms of quality compared to the collars composed of blade segments and simultaneously perfecting the design of the aircraft engine to increase its reliability and durability. At the same time, it results in a significant complication of the casting process.

| Translational Accuracy Based on Goggles | Translational Accuracy Based on Hand Controllers | Rotational Accuracy Based on Goggles | Rotational Accuracy Based on Hand Controllers |
|--------------------------------------|-----------------------------------------------|-----------------------------------|-----------------------------------------------|
| 1.66 ± 0.74 mm                       | 4.36 ± 2.91 mm                                 | 0.34 ± 0.38 deg                  | 1.13 ± 1.23 deg                              |

Such system parameters are sufficient for the analyzed task.

3. Example of Using the Programming Method

The application of the robot programming method is presented based on the example of robotization of the cleaning process for casting moulds for the production of steering apparatus in the aviation industry.

3.1. Description of the Problem

The axial turbine steering apparatuses of an aircraft engine are precision castings of nickel superalloys, made as one invisible part with complex shapes, consisting of a set of steering blades properly arranged on the internal and/or external bearing flanges (Figure 3). Castings of steering apparatuses are among the most difficult parts that are made using casting methods due to the extremely high requirements in terms of the complexity of the structure, accuracy of execution, and operational requirements. They are operated under the conditions of complex stress and vibration fields at a temperature exceeding 1000 °C, in a highly aggressive environment of corrosive flue gases. The use of integral steering apparatuses is a competitive solution in terms of quality compared to the collars composed of blade segments and simultaneously perfecting the design of the aircraft engine to increase its reliability and durability. At the same time, it results in a significant complication of the casting process.

![Figure 3. Integral steering apparatus.](image)

The quality of axial turbine steering apparatuses is determined, among others, by the quality of performance of multilayer ceramic casting moulds and the acceptable content of undesirable impurities in these moulds. Therefore, the mould cleaning process to remove all contaminants is an extremely important part of the casting production process.

Until now, cleaning of moulds was performed by an employee and consisted in appropriate shaking and rotation of a casting mould with washing liquid. Rinsing time is extremely important because the moulds become soaked and damaged when the cleaning process is too long.

3.2. Solution to the Problem

The programming of a robot to perform the mould cleaning process is part of a larger task also including the construction of the station, the schematic diagram of which is shown in Figure 4.
The individual stages of this task are as follows:

1. Design and implementation of a robotic station with its digital twin. The station consists of an industrial, six-axis robot with a load capacity of 80 kg, compressed warm air supply system, washing liquid supply system, water and dirt suction system, drying chamber, loading and receiving station and auxiliary devices such as fencing and a safety system (Figure 5).

2. Making a digital twin casting bowl and a ceramic casting mould combined with it (Figure 1b) based on existing real objects (Figure 1a).

3. Design and implementation of a device for grasping the casting bowl together with a digital twin. The precision instrument for the robot to grasp the casting bowl is equipped with connections for supplying washing liquid and drying air and connection for extracting washing liquid, air, and dirt (Figure 6).

4. Configuration of the virtual environment consisting in placing digital twins of all of the elements in RobotStudio (Version 6.08, ABB Asea Brown Boveri Ltd., Zurych, Switzerland, 2019).

5. Connection of the VR system with RobotStudio.

6. Placing a human in the virtual environment via the VR system interface.

7. Data acquisition during virtual cleaning of the mould, which consists in the human performing typical movements of actual mould coupled with virtual mould with simultaneous tracking of movements by a sensory system integrated with VR.

8. Programming a robotic station in offline mode to perform the process of cleaning casting moulds based on the collected data.

9. Tests of the mould cleaning process.
Figure 5. Digital twin of a robotic station: 1—Robot, 2—Drying chamber, 3—Compressor, 4—Suction device, 5—Heating ultrathermostat, 6—Loading and receiving station, 7—Safety elements.

Figure 6. Device for grasping the casting bowl.

Figure 5 shows a view of a digital twin of a robotic station. The flow of information regarding the position and orientation of the bowl with the mould is shown in Figure 7.

Figure 7. Flow of information regarding the position and orientation of the bowl with the mould.
The subsequent robot targets, consisting of position and orientation and collected during virtual cleaning are included in a program generated by RobotStudio software. The program code for the programmed task is attached in Supplementary Materials (Text file S3: Program Code). The robot targets are presented in Figure 8 in the form of square markers. They are not evenly distributed in time, their average sampling time is 0.1333 s. The robot’s position and orientation coordinates (Figure 8) have been generated in virtual environment based on robot targets. These coordinates are marked with solid lines in Figure 8. Additionally, the joint coordinates corresponding to the coordinates of the position and orientation of the robot end-effector are shown in Figure 9. Coordinates presented in Figures 8 and 9 are calculated with taking into account dynamical properties of robot and they correspond to real performance in the assumed operating conditions.

![Figure 8. Coordinates of tool center point (TCP) of robots: (a) Position; (b) orientation expressed in quaternions.](image)

During programming of the robotic station, three restrictions were noted: Singular configurations, movement restrictions in robot joints, and mould collisions. To avoid the first two situations, RobotStudio software was used, which at the programming stage returns information to the programmer in the event of reaching singular configurations or joint restrictions, just like it is in other programming methods. In order to avoid collision of the mould with other elements of the cell, in a virtual environment seen by the programmer, a rectangular block with a contour larger than the dimensions
of the mould was used. Thanks to this, it is guaranteed that if the rectangular contour does not collide with other elements of the cell, then the mould collision will not occur.

![Figure 9. Robot coordinates in joint space.](image)

During programming the station, there were no messages about singular configurations or about restrictions on the movement of robot links. There were also no collisions. The subsequent positions and orientations of the robot were saved, so the programming task was successful. Movies showing the programming process and the programming effect are also included in Supplementary Materials (Video S1: Robot Programming, Video S2: Robot Path).

4. Conclusions

The article presents a method of programming industrial robots. Its novelty lies in the fact that data generated during the virtual experiment is used to generate a given robot path. The experiment consists in the implementation of the task by a human interacting with a digital twin of one of the physical elements of the station. During this time, information about the position and orientation of the manipulated object is obtained. This is a different situation to the previously known solutions, in which a human guides a virtual robot along the desired path of movement. Instead, the human acts on the selected object, his movements are recorded, and the task of the robot is to recreate the human movements.

Table 2 compares programming methods due to their time-consuming, as well as advantages and disadvantages. The most difficult to determine is time needed for programming, because it depends largely on the experience of the programmer in a given method. The “programming time consuming” column has the most subjective nature. The authors used their knowledge resulting from numerous applications in the aviation industry. However, time consumption is to some extent related to the described advantages and disadvantages.

Further work will include the implementation of a mould cleaning system at the foundry plant. The next element will be a series of trainings for foundry plant personnel who will be able to program the robotic station themselves when new elements are introduced to production.
Table 2. Comparison of programming methods.

| Programming Method                      | The Main Steps Necessary to Robot Programming | Advantages of Programming Methods | Disadvantages of Programming Methods | Programming Time Consuming |
|-----------------------------------------|----------------------------------------------|-----------------------------------|--------------------------------------|---------------------------|
| Lead-through programming                | - Configuring the real robot station          |                                   | - Inability to quickly program the reference motion path | Very high                |
|                                         | - Inability to quickly program the reference motion path | Time-consuming and nonintuitive manual selection of all points on the robot path |
| Walk-through programming                | - Configuring the real robot station          | - Possibility of quick programming of reference path | - High cost of the system for measuring the robot-programmer interaction force | Very low                 |
| Offline programming                     | - Equipping the robot with a programming system with force measuring system | Ability to quickly check the effects of programming in a virtual environment | - Inability to quickly program the reference motion path | Very high                |
| Programming using virtual reality and digital twins | - Configuring the real robot station          | - Relatively low cost of the VR system | - Time-consuming and nonintuitive manual selection of all points on the robot path | Very low                 |
|                                         | - Configuring the VR system                  |                                   |                                      |                           |
|                                         | - Creating a station model in a virtual environment |                                   |                                      |                           |

1 In relation to the described process of mould cleaning.
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