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Abstract

We study the critical $O(3)$ model using the numerical conformal bootstrap. In particular, we use a recently developed cutting-surface algorithm to efficiently map out the allowed space of CFT data from correlators involving the leading $O(3)$ singlet $s$, vector $\phi$, and rank-2 symmetric tensor $t$. We determine their scaling dimensions to be $(\Delta_s, \Delta_\phi, \Delta_t) = (0.518942(51), 1.59489(59), 1.20954(23))$, and also bound various OPE coefficients. We additionally introduce a new “tip-finding” algorithm to compute an upper bound on the leading rank-4 symmetric tensor $t_4$, which we find to be relevant with $\Delta_4 < 2.99056$. The conformal bootstrap thus provides a numerical proof that systems described by the critical $O(3)$ model, such as classical Heisenberg ferromagnets at the Curie transition, are unstable to cubic anisotropy.
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1 Introduction

Numerical bootstrap methods [1, 2] (see [3, 4] for recent reviews) have led to powerful new results in the study of conformal field theories (CFTs). In [5, 6] we developed an approach to large-scale bootstrap problems which allowed for precise determinations of the CFT data of the 3d critical $O(2)$ model. In this work, we continue the exploration of large-scale bootstrap problems by applying the technology introduced in [5] to the study of the 3d critical $O(3)$ model.

Concretely, we apply these methods to study correlation functions of the lowest-dimension singlet, vector, and rank-2 scalars in the three-dimensional critical $O(3)$ model. Using the “cutting surface” algorithm introduced in [5], we compute the allowed region for the CFT data of these leading scalar operators. Our results, together with comparisons to results from Monte Carlo simulations, are summarized in table 1. We also introduce a new algorithm and software implementation called tiptop, which allows us to efficiently test allowed gaps for other operators across this region. We use it to determine an upper bound on the dimension of the lowest-dimension rank-4 scalar.

The 3d $O(3)$ model is a well-studied renormalization group (RG) fixed point, and its critical exponents have been computed using many methods, both theoretical and experimental. This model describes the critical behavior of isotropic magnets, such as the Curie transition in isotropic ferromagnets, and antiferromagnets at the Néel transition point. Moreover, since disorder corresponds to an irrelevant perturbation, the model also describes isotropic magnets with quenched disorder.

One of the main open questions about the $O(3)$ model is its stability under cubic deformations. The majority of magnets present in nature are indeed not isotropic: this means that the microscopic Hamiltonian describing the system in the ultraviolet (UV) is not invariant under the full $O(3)$ symmetry group but only under a discrete subgroup, such as the cubic symmetry group. This implies that additional terms will be generated at the microscopic level that are invariant under cubic symmetry but transform in a non-trivial representation of $O(3)$. If any of those deformations turn out to be relevant, the $O(3)$ fixed point would be unstable and could not be reached without further tuning in the UV theory. The attractive, stable, fixed point would instead be the 3d cubic model. Field theory computations and Monte Carlo simulations have shown that these two models have very similar critical exponents: hence, if the cubic perturbation is relevant, it should be very close to marginality and the RG flow connecting the two theories is very short. We will come back to this point in section 1.1.1.

We give a definite answer to the above question: the $O(3)$ model is unstable under cubic deformations. This information is encoded in the dimension of the lowest rank-4 scalar $t_4$, which in the $O(3)$ model satisfies $\Delta t_4 < 3$. As we will discuss, this implies that the $O(3)$ model is also unstable with respect to the biconal fixed point with $Z_2 \times O(2)$ symmetry. Relevance of $t_4$ has been previously suggested by Monte Carlo [9] and perturbative expansions [11], but the proximity to marginality and near degeneracy of the critical exponents between the cubic, biconal, and $O(3)$ fixed points makes this a subtle question ideal for the precision and rigor of the conformal bootstrap.

$^1$This is the case in any $O(N)$ model with $N \geq 2$. 
| CFT data method | value ref |
|-----------------|-----------|
| $\Delta_s$      | MC        | $1.5948(2)$ [7]  |
|                 | CB        | $1.5957(55)$ [8]  |
|                 | CB        | $1.59488(81)$ this work |
| $\Delta_\phi$   | MC        | $0.518920(25)$ [7]  |
|                 | CB        | $0.51928(62)$ [8] |
|                 | CB        | $0.518936(67)$ this work |
| $\Delta_t$      | MC        | $1.2094(3)$ [9]  |
|                 | CB        | $1.2095(55^*)$ [10]  |
|                 | CB        | $1.20954(32)$ this work |
| $\Delta_{s4}$   | MC        | $2.987(4)$ [9]  |
|                 | CB        | $< 2.99056$ this work |
| $\lambda_{\phi\phi s}$ | CB       | $0.5244(11^*)$ [8] |
|                 | CB        | $0.524261(59^*)$ this work |
| $\lambda_{sss}$ | CB        | $0.499(12^*)$ [8]  |
|                 | CB        | $0.5055(11^*)$ this work |
| $\lambda_{ttt}$ | CB        | $0.98348(39^*)$ this work |
| $\lambda_{\phi\phi t}$ | CB       | $0.87451(22^*)$ this work |
| $\lambda_{ttt}$ | CB        | $1.49957(49^*)$ this work |

**Table 1**: Comparison of conformal bootstrap (CB) results with previous determinations from Monte Carlo (MC) simulations. We denote the leading rank-0, rank-1, rank-2, and rank-4 scalars by $s$, $\phi$, $t$, $t_4$, respectively. Bold uncertainties correspond to rigorous intervals from bootstrap bounds. Uncertainties marked with a * indicate that the value is estimated non-rigorously by sampling points.

### 1.1 Theoretical approaches to the 3d $O(3)$ model

We start by briefly reviewing past approaches to the 3d $O(3)$ model, including field theory studies, Monte Carlo, and past results obtained by conformal bootstrap techniques. We also describe related models and motivate the calculations in this work.

The simplest continuum field theory in the $O(3)$ universality class is the theory of a scalar field $\tilde{\phi}$ transforming in the fundamental representation of $O(3)$ with Lagrangian

$$
\mathcal{L} = \frac{1}{2} |\partial \tilde{\phi}|^2 + \frac{1}{2} m^2 |\tilde{\phi}|^2 + \frac{g}{4!} |\tilde{\phi}|^4 .
$$

(1)

A large negative mass-squared for the scalar induces spontaneous symmetry breaking and leads to the ordered phase, while a large positive mass-squared leads to the disordered phase. The critical point is achieved by tuning the UV mass so that the infrared (IR) correlation length diverges. The $\beta$ function of the coupling $g$ has been computed in the $\varepsilon$–expansion and in a fixed-dimension scheme. After a Borel-resummation, both methods predict the existence of an IR stable fixed point. We will review these results in the next sections.

The IR limit of the above field theory captures the same physics as the Heisenberg model.
This model consists of a lattice of classical spins $\vec{S}_i$, which can take values on a three-dimensional sphere. The Hamiltonian has only nearest-neighbor interactions:

$$\mathcal{H} = -J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j + H \sum_i S_i^3,$$

where we also introduced an external magnetic field $H$ in the third ($z$)-direction. When the parameter $J$ is positive, the ground state corresponds to all spins aligned, corresponding to ferromagnets. When $J < 0$, the energy is minimized when neighboring spins are anti-aligned, corresponding to antiferromagnets.

For small $J$, the line $H = 0$ separates a ferromagnetic phase from the paramagnetic one. This line represents a first-order transition and terminates at a value $J = J_c$, where the correlation length of the system diverges, and the transition becomes second order. For $J > J_c$, there is only a disordered phase. At $J = J_c$, the theory in the IR is in the same universality class of the field theory defined in (1). The critical exponents are related to operator dimensions at the fixed point as

$$\Delta_\phi = \frac{1 + \eta}{2}, \quad \Delta_s = 3 - \frac{1}{\nu}, \quad \Delta_t = 3 - Y_2.$$  \hspace{1cm} (3)

Here, $s \sim |\vec{\phi}|^2$ denotes the lowest-dimension singlet scalar, while $t_{ij} \sim (\phi_i \phi_j - \text{trace})$ denotes the lowest rank-2 scalar. More generally the exponents $Y_r$ are associated to the dimensions of the lowest rank-$r$ scalar operator.\(^2\) In the $O(N)$ model, the dimension of the lowest traceless symmetric operator $t$ describes the instability of the theory against anisotropic perturbations. Because of this, it plays an important role in the description of multicritical phenomena. For instance, the critical behavior near a bicritical point where two critical lines with $O(n_1)$ and $O(n_2)$ symmetry meet gives rise to a critical theory with enlarged $O(n_1 + n_2)$ symmetry.

The Hamiltonian (2) is a simplified model of magnetic interactions, since in a real crystalline solid other interactions are present. For instance, the crystal lattice structure could give rise to magnetic anisotropy. In cubic-symmetric lattices this effect produces an interaction localized at each lattice point $i$ of the form $\sum_{k=1}^3 (S_i^k)^4$. This perturbation breaks the $O(3)$ global symmetry of the Heisenberg Hamiltonian, and therefore it cannot be generated by an RG transformation. As such, the IR fixed point of (2) will be described by an $O(3)$ invariant CFT.

### 1.1.1 $O(N)$ vs. multi-critical models

The $O(3)$ model described above can be generalized to $O(N)$ by promoting $\vec{\phi}$ to an $N$ component field. We can also consider the closely related cubic model, which describes the continuum limit of the Hamiltonian (2) with the addition of the $O(N)$ breaking term $\sum_{k=1}^N (S_i^k)^4$. This interaction is indeed invariant under the symmetries of a hyper-cubic lattice, namely permutations and reflection of the three axes. The field $\phi_i$, $i = 1, \ldots, N$, transforms in the fundamental representation of the permutation group $S_N$. Moreover, each component is odd under a reflection of the corresponding axis. The composition of these transformations gives rise to the hypercubic symmetry group $C_N = Z_N \rtimes S_N$.

\(^2\)Sometimes in the literature they are replaced by the crossover exponents $\phi_r = \nu Y_r$.\]
Compared to (1), the Lagrangian of the hypercubic model has an additional term in the potential:

\[ \mathcal{L} = \frac{1}{2} \sum_{i=1}^{N} \left( (\partial_{\mu} \phi_i)^2 + m^2 \phi_i^2 \right) + \frac{g}{4!} \left( \sum_{i=1}^{N} \phi_i^2 \right)^2 + \frac{h}{4!} \sum_{i=1}^{N} \phi_i^4. \] (4)

The computation of the two \( \beta \)-functions \( \beta_g \) and \( \beta_h \) reveals the existence of four fixed points \cite{12}:

- the trivial fixed point \((g = h = 0)\),
- the \( N \) decoupled copies of the Ising model \((h \neq 0, g = 0)\),
- the \( O(N) \) fixed point \((g \neq 0, h = 0)\) and
- the cubic model \((g \neq 0, h \neq 0)\).

It is straightforward to see that the first two are unstable since the quartic operator parametrized by \( g \) is relevant in both theories.\(^3\) Determining which one of the other two fixed points is stable is a more complicated issue, and it turns out to be \( N \) dependent.

One way to rephrase the above question is to notice that the additional term in (4) can be rewritten as

\[ \sum_{i=1}^{N} \phi_i^4 = \sum_{i=1}^{N} t_{4ijkl}^{iii} + \frac{3}{N+2} \left( \sum_{i=1}^{N} \phi_i^2 \right)^2, \] (5)

where \( t_{4ijkl}^{iii} \) is the traceless symmetric combination of four fields. The added term in the potential, in \( O(N) \) notation, can be written as a combination of a rank-4 field and a singlet. We know that the singlet is irrelevant at the \( O(N) \) fixed point, by definition. Thus the stability of the \( O(N) \) fixed point or the cubic point is linked to the value of the dimension of the operator \( t_4 \).

In the \( O(2) \) model the operator \( t_4 \) is irrelevant. A simple proof of this is to notice that for \( N = 2 \), as long as \( h \neq 0 \), the cubic Lagrangian can be mapped in the Lagrangian of two decoupled Ising models. This cubic fixed point coincides with the decoupled Ising fixed point, which is unstable. Field theory and Monte Carlo determinations of the dimension of \( t_4 \) agree with this argument. This is also consistent with the assumptions made in \cite{5}.

On the contrary, at large \( N \), the operator \( t_4 \) is relevant, and the cubic fixed point is stable. Thus, it is important to know at which value \( N = N_c > 2 \) the operator \( t_4 \) becomes relevant.

A second closely related model is the multi-critical point with \( O(n_1) \times O(n_2) \) symmetry \cite{13}. A field theory description is given in terms of two sets of scalar fields \( \vec{\phi}_1 \) and \( \vec{\phi}_2 \), transforming respectively in the fundamental representation of \( O(n_1) \) and \( O(n_2) \), with Lagrangian:

\[ \mathcal{L} = \frac{1}{2} \sum_{i=1}^{2} \left( |\partial_{\mu} \vec{\phi}_i|^2 + \frac{g_1}{4!} \left( |\vec{\phi}_1|^2 \right)^2 + \frac{g_2}{4!} \left( |\vec{\phi}_2|^2 \right)^2 + \frac{h}{4} |\vec{\phi}_1|^2 |\vec{\phi}_2|^2 \right), \] (6)

where we have already set to zero all the mass terms. The analysis of the perturbative \( \beta \) functions shows the existence of six fixed points. Some we already know: the free one \((g_1 = 0, h = 0)\), the two Wilson Fisher fixed points \((g_1 \neq 0, g_2 = h = 0 \text{ and same with } 1 \leftrightarrow 2)\), the decoupled fixed point \( \text{DFP}, \ g_1 \neq 0, h = 0 \)\), the symmetry enhanced \( O(n_1 + n_2) \) Wilson Fisher fixed point, and lastly the biconal fixed point \( \text{BFP} \). The latter one also has all couplings nonvanishing, but the global symmetry is not enhanced.

\(^3\)The case of \( N \) decoupled Ising model corresponds to products of operators \( \epsilon_i \sim \phi_i^2 \) belonging to different copies where \( 2\Delta_\epsilon < 3 \) in the Ising model.
The problem of understanding the stable fixed point can be again reduced to studying the (ir)relevance of given deformations in the various CFTs. For instance, by inspecting the dimension of the composite operator built out of the lowest dimension scalar singlets in $O(n_1)$ and $O(n_2)$ theories, one can conclude that the DFP is stable for any $N = n_1 + n_2 \geq 4$. It is unstable for $N \leq 3$, although the perturbation is close to being marginal.\footnote{The most precise bootstrap determination \cite{8, 5} gives $\Delta_{s_{Z2}}(O(2)) = \Delta_{s_{Z2}} + \Delta_{s_{O(2)}} = 2.92398(23) < 3$.}

The issue of stability of $O(N)$ vs. the BFP is again related to the dimension of a certain operator. In the Lagrangian formulation, this is a combination of quartic interactions. At the $O(N)$ fixed point this term is mapped in a combination of the second-lowest rank-0 ($S'$), second-lowest rank-2 ($t'_2$) and leading rank-4 scalar operator $t^4$. If any of these operators is relevant, then the $O(N)$ fixed point is unstable. While the former two are known to be always irrelevant for any $N$, the latter is the object of investigations. In particular, if $\Delta_{t^4} < 3$ for $N = 3$, then among the fixed points, the BFP will be the stable one.

### 1.1.2 Field theory results

| CFT data | method     | value          | ref     |
|----------|------------|----------------|---------|
| $\Delta_s$ | $d = 3$ exp | 1.5840(14)     | \cite{14} |
|          | $\varepsilon$-exp | 1.580(11)     | \cite{15} |
|          | HT         | 1.603(4)       | \cite{16} |
| $\Delta_\phi$ | $d = 3$ exp | 0.5175(4)       | \cite{14} |
|          | $\varepsilon$-exp | 0.5188(23)     | \cite{15} |
|          | HT         | 0.5180(35)     | \cite{16} |
| $\Delta_t$ | $d = 3$ exp | 1.20(3)         | \cite{17} |
|          | $\varepsilon$-exp | 1.210(3)       | \cite{17} |
|          | HT         | 1.24(2)         | \cite{18} |
| $\Delta_{t^4}$ | $d = 3$ exp | 2.987(6)         | \cite{11} |
|          | $\varepsilon$-exp | 2.997(4)       | \cite{11} |

**Table 2:** Comparison of field theory results using various techniques: fixed-dimensional expansion in three dimensions ($d = 3$ exp), epsilon expansion ($\varepsilon$-exp) and high temperature expansion (HT). We denote the leading rank-0, rank-1, rank-2, and rank-4 scalars by $s, \phi, t, t^4$, respectively. Another estimate of $\Delta_t$ in the fixed-dimensional expansion can be found in \cite{19} in terms of the crossover exponents $\phi_T = Y_2 \nu$, with $Y_2 = 3 - \Delta_t$. We do not report it here because the errors depend on the value of $\nu$ used.

Both the $O(3)$ model and the cubic model have been extensively studied using different expansion techniques. $\beta$-functions for these models are known up to high order in both the $\varepsilon$-expansion and fixed-dimension expansion, and critical exponents have been computed by Borel resumming the respective series.\footnote{Both approaches are based on a perturbative expansion in the quartic interaction $g$ up to a certain loop order. In the fixed dimension approach one works directly in $d = 3$ dimension and looks for solutions of the Borel resummed $\beta$-function $\beta_{BR}(g_\nu) = 0$. Critical exponents are then computed as $\nu_{BR}(g_\nu)$. In order to remove the divergences one imposes suitable renormalization conditions. Historically the term “fixed dimension” refers to renormalization schemes that are held fixed at a certain order in the perturbation theory.} We report in table 2 the latest results obtained with field theory techniques.

---

\textsuperscript{4}The most precise bootstrap determination \cite{8, 5} gives $\Delta_{s_{Z2}}(O(2)) = \Delta_{s_{Z2}} + \Delta_{s_{O(2)}} = 2.92398(23) < 3$.

\textsuperscript{5}Both approaches are based on a perturbative expansion in the quartic interaction $g$ up to a certain loop order. In the fixed dimension approach one works directly in $d = 3$ dimension and looks for solutions of the Borel resummed $\beta$-function $\beta_{BR}(g_\nu) = 0$. Critical exponents are then computed as $\nu_{BR}(g_\nu)$. In order to remove the divergences one imposes suitable renormalization conditions. Historically the term “fixed dimension” refers to renormalization schemes that are held fixed at a certain order in the perturbation theory.
The question of stability of fixed points has also been discussed in the literature. As we discussed in the previous section, this question can be addressed in two ways: by computing the dimension of the lowest dimension rank-4 scalar in the $O(3)$ model, or by computing the value $N_c$ at which the dimension of the second-lowest rank-0 scalar in the cubic model becomes exactly marginal. Results from both methods support the conclusion that $O(3)$ is unstable while the cubic model is stable. The formula for $N_c$ in the $\varepsilon$-expansion is \[ N_c = 4 - 2\varepsilon + 2.58847559\varepsilon^2 - 5.87431189\varepsilon^3 + 16.82703902\varepsilon^4 + O[\varepsilon^5], \] (7) and after resummation gives $N_c = 2.89(2)$.

Analysis of the $\varepsilon$-expansion or fixed-dimension perturbative series in the cubic model \[22, 17, 23\] shows that the critical exponents of the two models are very close:

\[ \nu_{O(3)} - \nu_{\text{cubic}} = 0.0003(3), \quad \eta_{O(3)} - \eta_{\text{cubic}} = 0.0001(1). \] (8)

These differences are much smaller than the typical experimental error (e.g., \[26\]). This makes distinguishing the two models experimentally very challenging. Curiously, the first few terms in the of the $\varepsilon$-expansion of the critical exponents in (8) are quite different, and it is only after the Borel resummation that the two values appear quite close.

Similarly, also the biconal $Z_2 \times O(2)$ model and the $O(3)$ critical exponents are very close, as the flow connecting the two is driven by the same almost marginal operator as in the cubic case:

\[ |\nu_{O(3)} - \nu_{\text{BFP}}| \lesssim 0.001, \quad |\eta_{O(3)} - \eta_{\text{BFP}}| = 0.0005, \quad |\eta_{O(3)} - \eta'_{\text{BFP}}| = 0.0001, \] (9)

where $\eta_{\text{BFP}}$ and $\eta'_{\text{BFP}}$ correspond to the two relevant order parameters charged respectively under $Z_2$ or $O(2)$.

1.1.3 Monte Carlo results

Using Monte Carlo (MC) techniques, it is possible to obtain precise estimates of the critical exponents for both the $O(3)$ model and the cubic model, as well as information about their stability. Such determinations can also be improved when combined with finite-size scaling (FSS) or high-temperature expansion (HT) methods. A precise determination of the $\nu$ and $\eta$ critical exponents was made using MC and FSS methods in \[27\]. A more precise analysis combining MC with HT techniques was carried out in \[28\], while a more precise MC and FSS study was performed in \[9\]. A very precise MC and FSS analysis of an icosahedral model, as well as improved MC and HT analyses were recently presented in \[7\]. Several other less precise determinations can be found in \[26\]. The dimensions relevant to anisotropic perturbations of rank-2,3,4 were computed in \[9, 29\] using MC and FSS methods, and support the conjecture that the $O(3)$ model is unstable under cubic deformations. These results are summarized in table 1.
1.1.4 The conformal bootstrap

Three dimensional $O(3)$ models have been studied with bootstrap methods in a series of papers [30, 10, 8], first by considering the correlation function $\langle \phi_i \phi_j \phi_k \phi_l \rangle$, where $\phi_i$ is the lowest-dimension scalar transforming in the vector representation of $O(N)$, and then by also including correlation functions involving the lowest-dimension singlet scalar $s$. The most precise determination of the critical exponents was obtained in [8], which isolated a three dimensional region in the space $\{\Delta_\phi, \Delta_s, \lambda_{sss}/\lambda_{\phi\phi s}\} = \{0.51928(62), 1.5957(55), 1.205(9)\}$, under the assumption that $\phi_i$ and $s$ are the unique relevant scalar operators in their representations. In addition, by scanning over this island, [8] determined the magnitude of the leading OPE coefficient to be $\lambda_{\phi\phi s} = 0.5244(11)$.

Theories invariant under the cubic symmetry group were also studied using bootstrap methods using single correlators [31, 32], and mixed correlators [33, 34]. In particular [32] analyzed the bootstrap equations assuming the hypercubic symmetry group $C_N = \mathbb{Z}_N \rtimes S_N$ and observed a series of kinks for various values of $N$. However, the locations of the kinks in the singlet sector were degenerate with the $O(N)$ kinks (and hence compatible with (8)), likely reflecting a symmetry enhancement in the extremal bootstrap solutions [35–39], while the bounds in other sectors did not seem to be saturated by the cubic model. The mixed-correlator analysis of [33, 34] also did not manage to isolate the cubic model but rather found evidence of a new theory, called the “Platonic CFT," with cubic symmetry and operator dimensions not matching any known CFT.

In this work, we study the $O(3)$ model with numerical bootstrap techniques using a larger system of correlation functions than before: in addition to $\phi_i$ and $s$, we incorporate the lowest-dimension rank-2 scalar $t_{ij} \sim \phi_i \phi_j$. This setup is similar to the one leading to the successful results obtained in [5] for the $O(2)$ model. Following the strategy detailed in [5], we first scan over the three operator dimensions $\{\Delta_\phi, \Delta_s, \Delta_t\}$ and the OPE coefficients $\{\lambda_{sss}, \lambda_{\phi\phi s}, \lambda_{ttt}, \lambda_{\phi\phi t}, \lambda_{\phi t t}\}$ (or more precisely their ratios) and we determine a three dimensional island in the space of operator dimensions, along with an associated allowed set of OPE coefficient ratios. Next, we compute upper and lower bounds on the magnitude $\lambda_{\phi\phi s}$, as well as on the current and stress-tensor central charges $C_J$ and $C_T$. Finally, we enlarge the parameter space to include one more parameter: the dimension of the lowest rank-4 scalar $\Delta_{t4}$. Using the new \texttt{tiptop} algorithm, which we describe in section 3, we carve out the allowed region in the enlarged four-dimensional space and obtain an upper bound on $\Delta_{t4}$.

1.2 Structure of this work

The remainder of this work is structured as follows. In section 2 we describe the crossing equations and relevant $O(3)$ representation theory. In section 3 we describe the new \texttt{tiptop} algorithm that we use in order to bound $\Delta_{t4}$. In section 4 we describe the results of our numerical bootstrap calculations and in section 5 we describe directions for future research. Various appendices describe the code availability, software setup, details about our tensor structures, and give a list of allowed and disallowed points that we have computed.
2 The $O(3)$ model

2.1 Crossing equations

We begin by describing the representation theory of $O(3) = \mathbb{Z}_2 \times SO(3)$. We label the irreducible representations $q^\pm$ of $O(3)$ by the usual $SO(3)$ rank $q$ tensor of dimension $2q + 1$ for $q \in \frac{1}{2}\mathbb{Z}_{\geq 0}$, as well as the $\mathbb{Z}_2$ parity $\pm$. Tensor products of these irreps are given by

$$q_1^\pm \otimes q_2^\pm = \bigoplus_{q_a=|q_1-q_2|} q_a^\pm, \quad q_1^\pm \otimes q_2^{\mp} = \bigoplus_{q_a=|q_1-q_2|} q_a^{-}, \quad (10)$$

where if $q_1^\pm = q_2^\pm$, then the even/odd $q_a$ are in the symmetric/antisymmetric part of the tensor product.

Operators $O_{q^\pm}(x)$ in the irrep $q^\pm$ can be written in terms of $SO(3)$ fundamental indices $i = 1, 2, 3$ as rank-$q$ symmetric traceless tensors $O_{i_1 \ldots i_q}^j(x)$ with the extra $\mathbb{Z}_2$ labels $\pm$. Four-point functions of scalar operators $\varphi_{i_1 \ldots i_q}^j(x)$ can be expanded in the $s$-channel in terms of conformal blocks as\(^8\)

$$\left\langle \varphi_{i_1 \ldots i_q}^j(x_1) \varphi_{j_1 \ldots j_q}^{k_1 \ldots k_q}(x_2) \varphi_{l_1 \ldots l_q}^{m_1 \ldots m_q}(x_3) \varphi_{n_1 \ldots n_q}^{o_1 \ldots o_q}(x_4) \right\rangle$$

$$= \frac{(x_{14} x_{14})^{\Delta_{12}} (x_{14} x_{14})^{\Delta_{34}}}{x_{12}^{\Delta_{12}} + x_{34}^{\Delta_{34}}} \sum_{O} (-1)^\ell \lambda_{\varphi_1 \varphi_2} O \lambda_{\varphi_3 \varphi_4} O T_{R_1 R_2 R_3 R_4}^{R, i_1 \ldots i_q, j_1 \ldots j_q, k_1 \ldots k_q, l_1 \ldots l_q} g_{\Delta, \ell}^{\Delta_{12}, \Delta_{34}}(u, v), \quad (11)$$

where $\Delta_{ij} \equiv \Delta_i - \Delta_j$, the conformal cross ratios $u, v$ are

$$u \equiv \frac{x_{12}^2 x_{34}^2}{x_{14}^2 x_{23}^2}, \quad v \equiv \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2}, \quad (12)$$

and the operators $O$ that appear both OPEs $\varphi_1 \times \varphi_2$ and $\varphi_3 \times \varphi_4$ have scaling dimension $\Delta$, spin $\ell$, and transform in an irrep $R$ that appears in both the tensor products $R_1 \otimes R_2$ and $R_3 \otimes R_4$. For each $R$, the $SO(3)$ structure $T^R$ can be constructed using the $SO(3)$ Casimir and normalized to give consistent OPE coefficients under crossing using the free theory as described in appendix C. The $\mathbb{Z}_2$ irrep of $O$ follows from trivial multiplication of $\pm_1$ and $\pm_2$, and so does not require a structure. If $\varphi_1 = \varphi_2$ (or $\varphi_3 = \varphi_4$), then Bose symmetry requires that $O$ have only even/odd $\ell$ for $R$ in the symmetric/antisymmetric product of $R_1 \otimes R_2$ (or $R_3 \otimes R_4$).

We are interested in four-point functions of the lowest dimension scalar operators transforming in the $0^+$, $1^-$, and $2^+$ representations, which we will denote following $[30, 10, 8]$ as $s$, $\phi$, and $t$, respectively.\(^9\) These operators are normalized via their two point functions as

$$\left\langle s(x_1)s(x_2) \right\rangle = \frac{1}{x_{12}^{2\Delta_s}}, \quad \left\langle \phi^i(x_1)\phi^j(x_2) \right\rangle = \frac{\delta^{ij}}{x_{12}^{2\Delta_\phi}}, \quad \left\langle t^{i_1 i_2}(x_1)t^{j_1 j_2}(x_2) \right\rangle = \frac{\delta^{i_1 j_1}\delta^{i_2 j_2}}{x_{12}^{2\Delta_t}}, \quad (13)$$

\(^8\)Our conformal blocks are normalized as in the second line of table 1 in [3].

\(^9\)The singlet $S$, traceless symmetric $T$, vector $V$, and antisymmetric $A$ irreps considered in previous $O(N)$ bootstrap papers $[30, 10, 8]$ correspond for $O(3)$ to the $0^+$, $2^+$, $1^-$, and $1^-$ irreps, respectively, where now $A \cong V$. 

Table 3: Four-point function configurations that give independent crossing equations under equating their s- and t-channels, along with whether even or odd spins $\ell^\pm$ appear for each irrep in each channel, and the number of crossing equations that each configuration yields.

| Correlator | s-channel | t-channel | Eqs |
|------------|-----------|-----------|-----|
| $\langle \phi\phi\phi\phi \rangle$ | $(\ell^+,0^+), (\ell^-,1^+), (\ell^+,2^+)$ | same | 3 |
| $\langle tttt \rangle$ | $(\ell^+,0^+), (\ell^-,1^+), (\ell^+,2^+), (\ell^-,3^+), (\ell^+,4^+)$ | same | 5 |
| $\langle t\phi t\phi \rangle$ | $(\ell^+,1^-), (\ell^+,2^-), (\ell^+,3^-)$ | same | 3 |
| $\langle tt\phi\phi \rangle$ | $(\ell^+,0^+), (\ell^-,1^+)$ | $(\ell^+,1^-), (\ell^+,2^-), (\ell^+,3^-)$ | 6 |
| $\langle sssss \rangle$ | $(\ell^+,0^+)$ | same | 1 |
| $\langle \phi s\phi s \rangle$ | $(\ell^+,1^-)$ | same | 1 |
| $\langle tsts \rangle$ | $(\ell^+,2^+)$ | same | 1 |
| $\langle ttss \rangle$ | $(\ell^+,0^+)$ | $(\ell^+,2^+)$ | 2 |
| $\langle \phi\phi ss \rangle$ | $(\ell^+,0^+)$ | $(\ell^+,1^-)$ | 2 |
| $\langle \phi s\phi t \rangle$ | $(\ell^+,1^-)$ | same | 1 |
| $\langle sttt \rangle$ | $(\ell^+,2^+)$ | $(\ell^+,1^-)$ | 2 |

where $x_{12} \equiv |x_1 - x_2|$ and all indices of the same letter should be symmetrized with their trace removed. In table 3 we list the 4-point functions of s, $\phi$, and t that are allowed by $O(3)$ symmetry and whose s and t-channel configurations lead to independent crossing equations, along with the irreps and spins of the operators that appear in the OPE, and the number of crossing equations that they yield. These 4-point functions can be written explicitly as in (11), where the explicit $SO(3)$ structures $T^R$ are computed in appendix C. Equating each of these s-channel 4-point functions

\[ \langle s\phi\phi\phi \rangle, \langle stt\phi \rangle, \langle t\phi\phi \rangle, \text{ and } \langle \phi tt \rangle, \] which can be constructed using the $SO(3)$ invariant tensor $\epsilon_{ijk}$. These correlators give an additional 9 crossing equations for 37 total. As discussed in [10], to distinguish between $SO(3)$ and $O(3)$, one needs to set some of the OPE coefficients in these additional correlators to be nonzero. Otherwise, the extra crossing equations have no effect.

\[ \text{If we had just } SO(3) \text{ symmetry, then in addition to these 4-point functions we would also have } \langle s\phi\phi\phi \rangle, \langle stt\phi \rangle, \langle t\phi\phi \rangle, \text{ and } \langle \phi tt \rangle, \] which can be constructed using the $SO(3)$ invariant tensor $\epsilon_{ijk}$. These correlators give an additional 9 crossing equations for 37 total. As discussed in [10], to distinguish between $SO(3)$ and $O(3)$, one needs to set some of the OPE coefficients in these additional correlators to be nonzero. Otherwise, the extra crossing equations have no effect.
with their respective $t$-channels yields the crossing equations

\begin{align}
0 &= \sum_{\sigma_{0+},\lambda^+} \left( \lambda_{\sigma\sigma} \sigma_{0+} \right. \\
&\quad\times \left. \lambda_{\phi\phi} \sigma_{0+} \lambda_{tt} \sigma_{0+} \right) \vec{V}_{0+\Delta,\lambda^+} \left( \lambda_{\phi\phi} \sigma_{0+} \right. \\
&\quad\times \left. \lambda_{tt} \sigma_{0+} \right) \\
&\quad+ \sum_{\sigma_{1+},\lambda^+} \left( \lambda_{\phi\phi} \sigma_{1+} \lambda_{tt} \sigma_{1+} \right) \vec{V}_{1+\Delta,\lambda^+} \left( \lambda_{\phi\phi} \sigma_{1+} \right. \\
&\quad\times \left. \lambda_{tt} \sigma_{1+} \right) \\
&\quad+ \sum_{\sigma_{2+},\lambda^+} \left( \lambda_{\phi\phi} \sigma_{2+} \lambda_{tt} \sigma_{2+} \right) \vec{V}_{2+\Delta,\lambda^+} \left( \lambda_{\phi\phi} \sigma_{2+} \right. \\
&\quad\times \left. \lambda_{tt} \sigma_{2+} \right) \\
&\quad+ \sum_{\sigma_{3+},\lambda^+} \left( \lambda_{\phi\phi} \sigma_{3+} \lambda_{tt} \sigma_{3+} \right) \vec{V}_{3+\Delta,\lambda^+} \left( \lambda_{\phi\phi} \sigma_{3+} \right. \\
&\quad\times \left. \lambda_{tt} \sigma_{3+} \right) \\
&\quad+ \sum_{\sigma_{4+},\lambda^+} \left( \lambda_{\phi\phi} \sigma_{4+} \right. \\
&\quad\times \left. \lambda_{tt} \sigma_{4+} \right)
\end{align}

(14)

where $\ell^\pm$ denotes which spins appear, and the $V$'s are 28-dimensional vectors of matrix or scalar crossing equations that are ordered as table 3 and written in terms of $F_{ij,kl}(u,v)$.

\begin{equation}
F_{ij,kl}^\pm_{\Delta,\lambda}(u,v) = v^{\Delta_k + \Delta_j} g_{\Delta,\lambda}^\pm (u,v) \mp u^{\Delta_k + \Delta_j} g_{\Delta,\lambda}^\pm (v,u).
\end{equation}

(15)

The explicit form of the $V$'s is given in the attached Mathematica notebook.\textsuperscript{11}

### 2.2 Ward identities

The OPE coefficients of $J^\mu$ and $T^{\mu\nu}$ are constrained by Ward identities in terms of the two-point coefficients $C_J$ and $C_T$. In our conventions, we have

\begin{equation}
\lambda_{\sigma\sigma} = \frac{\Delta_2}{2C_T/C_{T,\text{free}}}, \quad \lambda_{\phi\phi} = \frac{q_0^2}{2C_J/C_{J,\text{free}}},
\end{equation}

(16)

where $C_{J,T,\text{free}}$ are the two-point coefficients of $J$ and $T$ in the free $O(3)$ model described in appendix C. Thus, the contribution of these operators to the crossing equation can be parametrized purely in terms of $C_T$ and $C_J$, together with the dimensions and charges of the external scalars $\phi, s, t$.

### 3 The tiptop algorithm

While our primary search for the $O(3)$ bootstrap island will follow the same methods and software tools used for the $O(2)$ model described in [5], we will also need to compute the maximum value of the scaling dimension $\Delta_4$ over this island. This employs a new search strategy and software implementation that we describe in this section.

\textsuperscript{11}These crossing equations can also be derived using the software package autoboot [40].
3.1 Software and algorithm

**tiptop** is a program to assist in finding the maximum value of a coordinate achieved in a region in \((N + 1)\)-dimensional space, where testing whether a point is in the region is computationally expensive. Given a set of inside (allowed), outside (disallowed), and unknown points, **tiptop** generates successive points to narrow down the boundary of the top of the region. It is meant to be invoked by a driver that takes these points, computes whether they are allowed, and then asks for more points to check. **tiptop** is freely available (see Appendix A).

The number of dimensions is arbitrary but fixed at compile time. For concreteness and ease of visualization, we assume that \(N + 1 = 3\) for the rest of this discussion, where the dimensions are \(\Delta\phi, \Delta_s,\) and \(\Delta\text{gap}.\) The algorithm operates unchanged for higher dimensions.

We start with at least one allowed point, a cloud of disallowed points, a cloud of points that are in-progress, and a maximum gap \((\Delta_{\text{max,}\text{gap}})\). In-progress points are points that the driver already knows about and is working on, but does not yet know if they are allowed. For example, those calculations may have been submitted as calculations to an HPC cluster but not yet completed.

We assume that there are no allowed points with \(\Delta\text{gap} \geq \Delta_{\text{max,}\text{gap}}.\) We also assume that islands only shrink at larger gaps. This allows us to assert that if a point is disallowed at one gap, it will continue to be disallowed at larger gaps.

The last assumption is that each \(N\)-dimensional island at a fixed value of \(\Delta\text{gap}\) is convex and simply connected, so each island never becomes a horseshoe or splits into two pieces. We have observed this behavior for a wide variety of theories, as long as the theory is well approximated.

The basic outline of the algorithm for generating points is:

- Set \(\Delta_{\text{allowed}}\) to the largest \(\Delta\text{gap}\) with an allowed point.
- Explore parameters at \(\Delta_{\text{allowed}}\) to find the size of the island there. If there are any corners of parameter space left to map out, return one point from there (Section 3.2).
- If the island at \(\Delta_{\text{allowed}}\) is thoroughly mapped out, generate one point at a higher gap (Section 3.3).

The non-gap dimensions \((\Delta\phi, \Delta_s)\) are represented as regular floating-point numbers, while the gap dimension \((\Delta\text{gap})\) has been rescaled to a 64 bit integer. This reduces numerical errors where two points at very similar gaps are mistakenly considered to be at the same gap.

**tiptop** will not return a point in two cases:

- The current gap \(\Delta_{\text{allowed}}\) might be fully explored, but it needs to know the outcome of some in-progress points to be sure.
- There are no valid larger gaps left. For example, consider the case where \(\Delta_{\text{allowed}} = 10000\) and **tiptop** has ruled out any jumps to \(\Delta\text{gap} = 10001.\) There are no integers between 10000 and 10001, so the algorithm terminates.
Figure 1: The max coordinates \( \Delta_{\text{max}} \) for a collection of allowed, disallowed, and in-progress points.

Figure 2: Different types of allowed points. Only the points allowed at \( \Delta_{\text{gap}} = \Delta_{\text{previous}} \) are used for rescaling.

3.2 Exploring the current gap

3.2.1 Rescaling

The islands often have extreme aspect ratios in the 'natural' coordinates. This causes difficulties when exploring an island, so tiptop rescales the coordinates. The first step in rescaling is to get an overall scale for all of the points (allowed, disallowed, and in-progress) from all gaps. We define \( \Delta_{\text{max}} \) as a scalar equal to the largest absolute coordinate value in all dimensions, as shown in figure 1.

For a given \( \Delta_{\text{allowed}} \), we define \( \Delta_{\text{previous}} \) as the largest gap with allowed points but less than \( \Delta_{\text{allowed}} \). This is usually a previous value for \( \Delta_{\text{allowed}} \). Figure 2 shows an example of allowed points at \( \Delta_{\text{allowed}}, \Delta_{\text{previous}}, \) and lower gaps.

Using the \( m \) allowed points at \( \Delta_{\text{previous}} \), we scale the points using a principle component analysis. Specifically, we construct the matrix

\[
M = \begin{pmatrix}
\Delta_{\phi_0} & \Delta_{s_0} \\
\Delta_{\phi_1} & \Delta_{s_1} \\
\Delta_{\phi_2} & \Delta_{s_2} \\
\Delta_{\phi_3} & \Delta_{s_3} \\
\vdots & \vdots
\end{pmatrix}.
\]

We then compute the singular value decomposition (SVD) of this matrix

\[
M = U\Sigma V^*,
\]

where \( \Sigma \) is a rectangular \( m \times N \) diagonal matrix with non-negative real numbers \( \sigma_i = \Sigma_{ii} \) on the diagonal ranging from the smallest \( (\sigma_{\text{min}}) \) to the largest \( (\sigma_{\text{max}}) \). \( U \) is an \( m \times m \) unitary matrix, and \( V \) is an \( N \times N \) (here \( 2 \times 2 \)) unitary matrix.

We define the \( N \times N \) matrix \( \Omega \) as the first \( N \) rows of \( \Sigma \). This is a diagonal matrix with the entries \( \sigma_i \), so the inverse is trivial. Putting this all together, we define the rescaling matrix

\[
R \equiv \sigma_{\text{min}}\Omega^{-1}V^T / (1.75 \times \Delta_{\text{max}}).
\]
Figure 3: Points from figure 1 after rescaling.

Figure 4: Points from figure 3 with an adapted mesh. Points that are allowed at $\Delta_{\text{gap}} < \Delta_{\text{allowed}}$ have been removed. The blue spiral indicates an empty candidate cell. The other empty cells are not diagonal from an allowed cell, so they are not considered.

It may be that there are so few points at $\Delta_{\text{previous}}$ that they are not linearly independent. For example, in the beginning, there may not be any points at $\Delta_{\text{previous}}$. If the ratio between the smallest ($\sigma_{\text{min}}$) and largest ($\sigma_{\text{max}}$) of these singular values is less than a tolerance (we use $10^{-8}$), then we only scale by $\Delta_{\text{max}}$

$$R \equiv I / (1.75 \times \Delta_{\text{max}}),$$

where $I$ is the identity.

Everything is scaled by the largest coordinate value $\Delta_{\text{max}}$ to guarantee that all points are mapped into a box with extents (-1,1) in every dimension. The factor of 1.75 (about $\sqrt{3}$) is to ensure that all points will fit into the unit box even after rotation.

The transformation has the effect of a rotation and then rescaling of the rotated coordinates, so the allowed region remains convex. However, the allowed points should outline a more circular shape than the extended ellipse we started with, as shown in figure 3.

One concern with this rescaling algorithm is that it weighs dense regions with more points more than equivalently sized regions with fewer points. So it may not produce an optimal transform. In practice, the later steps spread out the points very evenly, so this concern turns out not to be a problem in practice.

3.2.2 Adaptively meshing the box

While the distribution of points in figure 3 no longer has extreme aspect ratios, the points are still clustered in a small region of the unit box.

Based on the assumption that the allowed island only shrinks as the gap increases, we now only consider three sets of points: allowed at the current $\Delta_{\text{allowed}}$, disallowed at $\Delta_{\text{gap}} \leq \Delta_{\text{allowed}}$,
and in-progress. For the rest of this step, we will be treating in-progress and disallowed points identically.

The strategy is to place points in regions that are empty. To quantify this emptiness, we create a hierarchy of meshes covering all the points. Empty regions are then cells that have no points.

The mesh hierarchy starts with a single coarse cell covering the entire unit box. The next level has $2^N$ cells (4 for our example), the level after that has $2^{2N}$ cells, and so on. This subdivision continues up to our predefined limit of 47 levels. This implies a relative minimum cell width of $2^{-47}$. This is quite small, but still significantly larger than the minimum resolution of an IEEE-754 double-precision number ($2^{-53}$). This helps reduce errors as points get rotated and scaled.

Next, we compute the coordinate extents of the allowed points in the transformed frame. For example, the extents in the transformed horizontal direction is the difference between the smallest and largest horizontal coordinates for the allowed points. This gives us a list of $N$ numbers. In figure 3, these extents are about 0.2 in both vertical and horizontal directions.

We then define a minimum cell size as the minimum of these $N$ extents multiplied by a fixed fraction $f_{\text{cutoff}}$. We use $f_{\text{cutoff}} = 2$, which is deliberately very coarse. This tends to double the size of the allowed region at each step. Also, if $f_{\text{cutoff}}$ is too small, then the algorithm will completely fill in internal regions, even though, by assumption, the internal spaces do not need to be checked. This minimum cell size corresponds to a level $l_{\text{max}}$ in the hierarchy of meshes.

Just after a jump to a higher gap, there is only one allowed point at $\Delta_{\text{allowed}}$. In this case, the extents are zero, so we set $l_{\text{max}} = 47$, the finest level.

Restricting our search to cells at level $l < l_{\text{max}}$, we look for any empty cells adjacent to the allowed points. There will, in general, be multiple empty cells at multiple levels. We choose the largest empty cell.

If there are multiple candidates, we choose the cell adjacent to the first allowed point given to $\text{tiptop}$. So when driving $\text{tiptop}$, we always list the allowed points in the same order. If there are multiple candidates for a single point, then we select a new cell in the order $(+,+),(-,-),(+,+),(-,+)$.

We only check diagonals, so points get laid out in a checkerboard pattern as in figure 4.

The new point is not placed at the center of the new cell, but rather simply offset from the existing allowed point. So if the allowed point is in a corner of a cell, the new point will be in the same corner of the empty cell.

In practice, the implementation does not explicitly create the mesh at all levels. Rather, the points are stored in a tree. A node in the tree can have up to $2^N$ leaves, but leaves are only created if there is a point in that leaf. Adding a point to the tree adds it at all levels, so that it is easy to determine if a cell is occupied at any level.

The observed behavior of this algorithm is that it quickly finds a rough estimate for the boundary between allowed and disallowed, but can spend a lot of effort finding the exact boundaries. In-progress points are treated as disallowed, so too many in-progress points will lead to extra work. In practice, we have up to 16 points in-progress at any one time.
3.3 Jumping to a larger gap

If the previous section does not yield a new point, and there are no in-progress points at that gap, then we try to jump to a larger gap.

We start by rescaling the points as in section 3.2.1. We draw a coordinate box around all of the points allowed at $\Delta_{\text{allowed}}$ and shrink it by a factor of 2. Then we find the largest gap $\Delta_{\text{ceiling}}$ that can accommodate this box without containing any disallowed or in-progress points with $\Delta_{\text{gap}} \leq \Delta_{\text{ceiling}}$. At the beginning, there are no disallowed points at large gaps, so $\Delta_{\text{ceiling}} = \Delta_{\text{max}\_\text{gap}}$.

Defining $\Delta_{\text{diff}} \equiv \Delta_{\text{ceiling}} - \Delta_{\text{allowed}}$, we return the center of the box at $\Delta_{\text{gap}} = \Delta_{\text{allowed}} + \Delta_{\text{diff}}/2$, thus bisecting the range of allowed gaps. This underscores the need for a good estimate of $\Delta_{\text{max}\_\text{gap}}$. If the estimate is too high, then the algorithm will recommend too many points that are far too large.

One thing to note is that when running with multiple in-progress points, each subsequent point will be at a smaller $\Delta_{\text{gap}}$. So if there are 3 points running concurrently, they will be placed at $\Delta_{\text{allowed}} + \Delta_{\text{diff}}/2$, $\Delta_{\text{allowed}} + \Delta_{\text{diff}}/4$, and $\Delta_{\text{allowed}} + \Delta_{\text{diff}}/8$. If the first point at $\Delta_{\text{allowed}} + \Delta_{\text{diff}}/2$ succeeds, then any effort towards verifying the latter two points will be wasted.

This partition procedure means that a rough estimate for the upper bound is $\Delta_{\text{ceiling}}$. This assumes both that the island itself is convex and that the allowed region near the tip of the allowed region is convex, as in Figure 7.

Overall, we have found this approach to work reasonably well. More importantly, it is very robust. It is very easy to be too clever, resulting in odd failures.

4 Results

4.1 Dimension bounds with OPE scans

Next we present our conformal bootstrap island computed using SDPB [41, 42], along with its comparison with various Monte Carlo results. Computing the conformal bootstrap island requires scanning over the three operator dimensions $\{\Delta_\phi, \Delta_s, \Delta_t\}$ using the Delaunay search algorithm described in [5], and for each point using the “cutting surface” algorithm presented in [5] to decide if there exists an allowed point in the space of OPE coefficient ratios $\{\lambda_{\phi\phi s}, \lambda_{\phi s t}, \lambda_{s t t}, \lambda_{\phi \phi s}\}$.

When computing the island we make the following assumptions about the spectrum unless stated otherwise. We assume that $\phi$, $s$, and $t$ are the only relevant operators in their respective symmetry representations, so that $\Delta_{\phi', s', t'} \geq 3$. In addition, we assume that the leading rank-4 scalar has a dimension satisfying $\Delta_{t_4} \geq 2$. We assume an $O(3)$ current with $\Delta_J = 2$ and stress tensor with $\Delta_T = 3$, with coefficients satisfying the Ward identity constraints. We also impose a twist gap above them, as well as in all other sectors not mentioned above, of size $10^{-6}$.

In figure 5 we show the conformal bootstrap island we have computed at $\Lambda = 43$ using these assumptions, compared to the Monte Carlo results of [7, 9]. In figure 6 we show various 2d projections of the bootstrap island. In appendix D we give the full set of allowed and disallowed points we computed at $\Lambda = 43$, along with figure 9 which shows the convergence of the allowed
Figure 5: The $\Lambda = 43$ conformal bootstrap dimension island (black) compared with the Monte Carlo results [7, 9] (green).
Figure 6: Comparison between the conformal bootstrap islands at $\Lambda = 19, 27, 35, 43$ projected to the $\{\Delta_\phi, \Delta_s\}$, $\{\Delta_\phi, \Delta_t\}$, and $\{\Delta_s, \Delta_t\}$ planes and the Monte Carlo results of [7, 9].
points as a function of $\Lambda$ after performing an affine transformation to make the allowed regions roughly spherical.

In these plots we show our best determination of the allowed region at a given $\Lambda$, constructed by computing a Delaunay triangulation of the tested points, choosing triangles that contain both allowed and disallowed points, and plotting the convex hull of the points that are midway between the allowed and disallowed vertices in these triangles. At $\Lambda = 43$, this “best-fit” region gives

$$
\begin{align*}
\Delta_\phi &= 0.518942(51^s), \\
\Delta_s &= 1.59489(59^s), \\
\Delta_t &= 1.20954(23^s).
\end{align*}
$$

A more rigorous determination can be made by taking the convex hull of the disallowed points in these boundary Delaunay triangles. This region gives the rigorous error bars

$$
\begin{align*}
\Delta_\phi &= 0.518936(67^s), \\
\Delta_s &= 1.59488(81^s), \\
\Delta_t &= 1.20954(32^s),
\end{align*}
$$

which we have quoted in table 1.

The allowed points at $\Lambda = 43$ are associated with OPE coefficient ratios which live in the ranges\(^{12}\)

$$
\begin{align*}
\frac{\lambda_{sss}}{\lambda_{\phi\phi s}} &= 0.9643(20^s), \\
\frac{\lambda_{tts}}{\lambda_{\phi\phi s}} &= 1.87593(53^s), \\
\frac{\lambda_{\phi\phi t}}{\lambda_{\phi\phi s}} &= 1.66808(23^s), \\
\frac{\lambda_{ttt}}{\lambda_{\phi\phi s}} &= 2.86034(61^s).
\end{align*}
$$

These should be viewed as an approximation to the full allowed region of OPE coefficients, which may be slightly larger.

### 4.2 Central charges and $\lambda_{\phi\phi s}$

Next, we compute upper and lower bounds on the magnitude of the OPE coefficient $\lambda_{\phi\phi s}$, the central charge $C_T$, and the current central charge $C_J$. We compute these bounds over a small sample of points in our allowed region so the results will be inherently non-rigorous. However, we believe that this treatment gives reasonable estimates for these quantities that are more precise than previous results.

\(^{12}\)Note that there is an ambiguity in the signs of these coefficients, related to performing the operator redefinitions $s \to -s$ and $t \to -t$. This freedom can be used to fix $\lambda_{\phi\phi s}$ and $\lambda_{\phi\phi t}$ to be positive, after which all other signs in (24) are determined to be positive by the conformal bootstrap.
The strategy is similar to the method we employed in [5]. We take seven primal points in the $\Lambda = 43$ island, consisting of the scaling dimensions and allowed OPE coefficients. The points are chosen to be sufficiently symmetrized and sparse across the $\Lambda = 43$ island we have computed. For each of these points, we extremize $C_T$, $C_J$, and the external OPE norm parameterized by $\lambda_{\phi\phi s}$, to obtain upper and lower bounds. This calculation was limited to $\Lambda = 35$ due to our available computational resources. The data points and SDPB parameters we used are summarized in tables 8 and 5, respectively.

There is an important comment we want to make about the upper bound computation on $C_T$ and $C_J$ (a similar comment was made in [5]). For computing upper bounds on $C_T$ and $C_J$, we have to assume a gap $\Delta_{T',J'}$ above the unitarity bound for the next operators in the $T$ or $J$ sectors. Note that this gap was not assumed in our OPE scan, so this extra constraint might turn an allowed point into a disallowed point. If we do not have such a gap, the upper bound is loose and may not give reasonable results. On the other hand, large gaps can make SDPB unable to find a solution.

In table 8, we summarize the gaps $\Delta_{T',J'}$ we assume in the upper bound calculations. From spectrum determinations using the extremal functional method (see [43, 44]), we have noticed that a gap $\Delta_{T',J'} = \Delta_{T,J} + 1$ above $T$ and $J$ is generally favored. We were able to compute bounds with this gap for three of the points, but for the other four we could not find solutions. For those points, we adopted the weaker assumption $\Delta_{\text{ext},T(J)} = \Delta_{T/J} + 0.1$.

Following this procedure, we obtain our estimates of $C_T$, $C_J$, and $\lambda_{\phi\phi s}$ in the critical $O(3)$ model,

$$C_J/C_J^{\text{free}} = 0.90632(16^*) ,$$

$$C_T/C_T^{\text{free}} = 0.944524(28^*) ,$$

$$\lambda_{\phi\phi s} = 0.524261(59^*) .$$

(25)

These results agree with and are more precise than previous determinations of these quantities (see [30, 10, 8]).

### 4.3 Upper bound on $\Delta_{t_4}$

Our last result is the maximum value of the rank-4 scalar dimension $\Delta_{t_4}$. In conjunction with the tiptop algorithm described in section 3, we computed points at $\Lambda = 19$, 27, and 35. Allowed points at lower values of $\Lambda$ were used to initiate the search at larger values of $\Lambda$. Figure 7 shows a projection of a subset of the 1311 disallowed points and 172 allowed points at $\Lambda = 35$, and Figure 8 shows how the island shrinks as we approach the maximum $\Delta_{t_4}$.

The largest allowed value of $\Delta_{t_4}$ was a single point at 2.99052 with the scaling dimensions $\{\Delta_\phi, \Delta_s, \Delta_t\} = \{0.518962, 1.59527, 1.20969\}$. The limit from $\Delta_{\text{ceiling}}$ (see Section 3.3) is

$$\Delta_{t_4} < 2.99056 .$$

(26)

This implies that the leading rank-4 tensor in the critical $O(3)$ model is relevant, in agreement with other studies.
Figure 7: Two-dimensional projection of the results of the tiptop search at $\Lambda = 35$. The $x$ coordinate is related to the three scalar dimensions via (35). Projections in $y$ and $z$ look similar. We have superimposed a convex hull encompassing the allowed points on top, obscuring some of the disallowed points. We can see the behaviour of the tiptop algorithm, exploring the island at one $\Delta t_4$ before jumping to a larger $\Delta t_4$. The jumps become progressively smaller, indicating convergence. We computed 16 points simultaneously, and this calculation took several months during which the tiptop algorithm was being developed. So the points reflect occasional crashes and small inefficiencies in the set of computed points.

5 Future directions

In this work we have applied the methods developed in [5, 6] for large-scale bootstrap problems to the critical $O(3)$ model in three dimensions. This has led to results for scaling dimensions which are competitive with the most precise Monte Carlo simulations, and results for OPE coefficients which are significantly more precise than previous determinations. In addition, we have computed a rigorous bound on the scaling dimension of the leading rank-4 tensor, showing that it is relevant. Thus, any $O(3)$ system with cubic anisotropy should flow to the cubic fixed point (discussed in section 1.1.1) instead of the Heisenberg fixed point.

An interesting direction for future research will be the application of conformal perturbation theory to this flow. The cubic model can be reached by perturbing the $O(3)$ CFT with the operator $X \equiv \sum_{i=1}^{3} t_4^{i i i i}$, which breaks $O(3)$ symmetry to the discrete symmetry $Z_3 \rtimes S_3$. From the $O(3)$ point of view, this term is a certain component of the $O(3)$ rank-4 tensor with dimension $\Delta t_4 \simeq 2.99$. On the other hand, in the cubic fixed point conformal perturbation theory predicts $\Delta_X \simeq 3.01$. Because this term is marginally irrelevant with $\delta = \Delta_X - 3 \simeq 0.01$, if we want to reach the cubic fixed point by a Monte Carlo simulation, the size of the lattice has to be around the order of $2^{1/\delta}$, which is impractical to implement.
Figure 8: Three-dimensional islands of allowed points at different $\Delta_{t_4}$ at $\Lambda = 35$, demonstrating how the islands shrink as we approach the maximum $\Delta_{t_4}$. The $x$, $y$, and $z$ coordinates are related to the three scalar dimensions via (35). The values for $\Delta_{t_4}$, from the largest region to smallest, are 2.989, 2.99025, and 2.9905, with smaller values including all allowed points at larger values.

An alternative way to estimate the cubic CFT data is using conformal perturbation theory. We start with the perturbed action $S = S_{O(3)} + g \int d^3 x X$. Using the formalism in [45], one finds the beta function to be

$$ \beta_g = -\delta g - \frac{\text{vol} S_{d-1}}{2} \lambda_{XXX} g^2. \quad (27) $$

The dimension of an operator $O$ at the cubic fixed point is then given at linear order in $\delta$ by $\Delta_O = \Delta_0 + 2\delta \lambda_{OOXX}/\lambda_{XXX}$, where $\Delta_0$ is the dimension of corresponding operator in the $O(3)$ CFT. Specifically one obtains $\Delta_X = \Delta_0 + 2\delta$, which justifies the estimate $\Delta_X \approx 3.01$.

The OPE coefficient $\lambda_{XXX}$ is proportional to $\lambda_{tt_4tt_4}$. Unfortunately, using the setup of the present paper, we don’t have access to $\lambda_{tt_4tt_4}$. To access $\lambda_{tt_4tt_4}$, one needs to bootstrap all four-point functions involving $\{\phi, s, t, t_4\}$, which is a concrete task for future research. Here we can estimate that the correction to $\Delta_t$ in the cubic fixed-point is of order $\delta = 0.01$. On the other hand, the corrections to $\Delta_\phi, \Delta_s$ start at order $\delta^2 \approx 0.0001$ since $\lambda_{\phi\phi t_4} = \lambda_{sst_4} = 0$. Note that in this work the error bar for $\Delta_t$ is much smaller than $\delta$. Therefore a careful study of the $\{\phi, s, t, t_4\}$ system should yield a solid prediction for the correction to $\Delta_t$ in the cubic model.
Of course, it will also be interesting to understand how to isolate the cubic fixed point more directly using the conformal bootstrap, perhaps using a larger system of correlators than was considered in [31, 33, 34]. One can also straightforwardly apply the large-scale bootstrap techniques we have developed to other $O(N)$ models, as well as to 3d CFTs with fermions (using the newly developed software [46]) or to study conserved currents [47–49]. Using these methods one can also continue exploring larger systems of correlators that may help us to isolate CFTs containing gauge fields, such as 3d QED [50, 51] and 4d QCD.

Now that we have precisely isolated the $O(3)$ model, we are also in position to do a more detailed study of its low-twist trajectories of operators as a function of spin, which can be compared to analytical calculations using the Lorentzian Inversion formula [52, 53], following the approach of [54, 6, 55]. Such analytical techniques can also be used to estimate the leading Regge intercepts and related Lorentzian data of the $O(3)$ model. In future work it will also be important to understand how to better incorporate insights from the analytical bootstrap, such as our precise understanding of the large spin asymptotics, into making large-scale numerical methods even more powerful.
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A Code availability

All code used in this work is available online. This includes the various codes described in appendix A of [5], as well as tiptop, available at https://gitlab.com/bootstrapcollaboration/tiptop. tiptop is implemented in C++17 and uses the Boost [56], Eigen [57], and VTK [58] libraries. The version used in this paper has the Git commit hash 24.
Table 4: Parameters used for the computations of the conformal bootstrap islands in section 4.1. The sets $S_{\Lambda}$ are defined in (28).

B Software setup and parameters

The computations of the $O(3)$ model islands described in section 4.1 with $\Lambda = 19, 27$ were performed on the Caltech HPC Cluster, the Yale Grace Cluster, and the EPFL SCITAS cluster. For the computations with $\Lambda = 35, 43$, we tested possible primal points using the Caltech and Yale clusters. After finding a few initial primal points, the main Delaunay triangulation search was performed on the XSEDE Comet Cluster [59] at the San Diego Supercomputing Center through allocation PHY190023. Together, the computations of the $\Lambda = 35$ island, the $\Lambda = 43$ island, and the $\Lambda = 35$ tiptop search took 2.94M CPU hours on the Comet Cluster. The optimization computations of section 4.2 were performed at $\Lambda = 35$ and completed on the Caltech and Yale clusters.

We used the following choices for the set of spins at each value of $\Lambda$:

\[
S_{19} = \{0, \ldots, 26\} \cup \{49, 50\},
S_{27} = \{0, \ldots, 31\} \cup \{49, 50\},
S_{35} = \{0, \ldots, 44\} \cup \{47, 48, 51, 52, 55, 56, 59, 60, 63, 64, 67, 68\},
S_{43} = \{0, \ldots, 64\} \cup \{67, 68, 71, 72, 75, 76, 79, 80, 83, 84, 87, 88\}.
\] (28)

The SDPB parameters used in our computations are given in tables 4 and 5.
### Table 5: Parameters used for the optimization computations in section 4.2. The set $S_{35}$ is defined in (28).

| Parameter                        | Value |
|----------------------------------|-------|
| $\Lambda$                        | 35    |
| keptPoleOrder                    | 30    |
| order                            | 60    |
| spins                            | $S_{35}$ |
| precision                        | 768   |
| dualityGapThreshold              | $10^{-20}$ |
| primalErrorThreshold             | $10^{-50}$ |
| dualErrorThreshold               | $10^{-60}$ |
| initialMatrixScalePrimal         | $10^{50}$ |
| initialMatrixScaleDual           | $10^{50}$ |
| feasibleCenteringParameter       | 0.1   |
| infeasibleCenteringParameter     | 0.3   |
| stepLengthReduction              | 0.7   |
| maxComplementarity               | $10^{160}$ |

#### C Tensor structures

In this appendix we compute the $SO(3)$ tensor structures $T^R$ that appear in the conformal block expansions (11) for the 4-point functions listed in table 3. We start by defining a basis of tensors
for each configuration in table 3:

\[
B^{I}_{\phi\phi\phi\phi} = \begin{pmatrix}
\delta_{ij} \\
\delta_{ik} \\
\delta_{ij} \\
\delta_{il} \end{pmatrix},
\]

\[
B^{I}_{tttt} = \begin{pmatrix}
\delta_{i1} & \delta_{i1} & \delta_{i1} & \delta_{i1} \\
\delta_{i2} & \delta_{i2} & \delta_{i2} & \delta_{i2} \\
\delta_{k1} & \delta_{k1} & \delta_{k1} & \delta_{k1} \\
\delta_{k2} & \delta_{k2} & \delta_{k2} & \delta_{k2} \\
\end{pmatrix},
\]

\[
B^{I}_{t\phi t\phi} = \begin{pmatrix}
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\end{pmatrix},
\]

\[
B^{I}_{tt\phi\phi} = \begin{pmatrix}
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\delta_{i1} & \delta_{i2} & \delta_{k1} & \delta_{k2} \\
\end{pmatrix},
\]

\[
B_{ssss} = 1,
\]

\[
B^{I}_{\phi s\phi s} = \delta_{ik},
\]

\[
B^{I}_{tsts} = \delta_{i1k1}\delta_{i2k2},
\]

\[
B^{I}_{ttss} = \delta_{i1j1}\delta_{i2j2},
\]

\[
B^{I}_{\phi s\phi t} = \delta_{il}\delta_{kl},
\]

\[
B^{I}_{\phi \phi st} = \delta_{il}\delta_{jl},
\]

\[
B_{sttt} = \delta_{j1k1}\delta_{j2k2},
\]

where the indices for each of the four operators are labeled as \(i, j, k, l\) respectively, all indices with the same letter should be symmetrized with the trace removed, and for simplicity we suppress the indices on the left-hand side. For the first four configurations with non-trivial bases, we can find the tensor structure using the rank-2 \(SO(3)\) Casimir \(C\) acting on a basis \(B\) with \(n, m\) number of \(i, j\) indices, respectively, as:

\[
CB^{I} = \sum_{J} M^{IJ} B^{J},
\]

\[
C \equiv (G^{i}_{i} + \cdots + G^{i}_{n} + G^{j}_{j} + \cdots + G^{j}_{m})^{2},
\]

where \(G\) are the usual \(SO(3)\) generators. The \(K\) eigenvectors \((T_{K})^{I}\) of \(M^{IJ}\) are eigenvectors of \(C\):

\[
(CT_{K})^{I} = \sum_{J} M^{IJ} (T_{K})^{J} = c_{K}(T_{K})^{I},
\]

where the eigenvalue \(c\) for a rank \(q\) \(SO(3)\) irrep is \(q(q+1)\), which allows us to identify each \(T_{K}\) with an irrep. Up to an overall normalization, these \(T_{K}\) are then the desired tensor structures. For the last 8 configurations there is only one basis element, so the tensor structure is simply that
element also up to an overall normalization. The final list of tensor structures is then

\[
\langle \phi \phi \phi \phi \rangle : \quad T_{1-1-1-1}^{0+} = B_{\phi \phi \phi \phi}^1,
\]

\[
T_{1+1-1-1}^{1+} = B_{\phi \phi \phi \phi}^2 - B_{\phi \phi \phi \phi}^3,
\]

\[
T_{1-1-1-1}^{2+} = B_{\phi \phi \phi \phi}^2 + B_{\phi \phi \phi \phi}^3 - \frac{2}{3} B_{\phi \phi \phi \phi}^1,
\]

\[
\langle tttt \rangle : \quad T_{2+2+2+2}^{0+} = B_{tttt}^1,
\]

\[
T_{2+2+2+2}^{1+} = B_{tttt}^1 - B_{tttt}^5,
\]

\[
T_{2+2+2+2}^{2+} = B_{tttt}^4 + B_{tttt}^5 - \frac{2}{3} B_{tttt}^1,
\]

\[
T_{2+2+2+2}^{3+} = B_{tttt}^2 - B_{tttt}^4 - \frac{5}{4} B_{tttt}^3 + \frac{5}{4} B_{tttt}^2,
\]

\[
T_{2+2+2+2}^{4+} = -B_{tttt}^5 - B_{tttt}^4 + \frac{7}{12} B_{tttt}^3 + \frac{7}{12} B_{tttt}^2 + \frac{13}{30} B_{tttt}^1,
\]

\[
\langle t\phi t\phi \rangle, \langle \phi tt\phi \rangle : \quad T_{2-2+1-1}^{1-} = 2B_{t\phi t\phi}^1,
\]

\[
T_{2+1-2+1}^{-1} = 4B_{t\phi t\phi}^1 + 2B_{t\phi t\phi}^2 + 4B_{t\phi t\phi}^3,
\]

\[
T_{2-1+2-1}^{-1} = 10B_{t\phi t\phi}^1 - 8B_{t\phi t\phi}^2 + 20B_{t\phi t\phi}^3,
\]

\[
\langle tt\phi \phi \rangle : \quad T_{2+2+1-1}^{0+} = B_{tt\phi \phi}^1,
\]

\[
T_{2+2+1-1}^{1+} = B_{tt\phi \phi}^2 - B_{tt\phi \phi}^3,
\]

\[
T_{2+2+1-1}^{2+} = B_{tt\phi \phi}^2 + B_{tt\phi \phi}^3 - \frac{2}{3} B_{tt\phi \phi}^1,
\]

\[
\langle ssss \rangle : \quad T_{0+0+0+0}^{0+} = B_{ssss},
\]

\[
\langle \phi \phi \phi \phi \rangle, \langle \phi \phi \phi \phi \rangle : \quad T_{1-0+1-2}^{-1} = B_{\phi \phi \phi \phi},
\]

\[
\langle tsts, \langle stts \rangle : \quad T_{2+0+2+0}^{2+} = B_{tsts},
\]

\[
\langle ttss \rangle : \quad T_{2+2+0+0}^{0+} = B_{ttss},
\]

\[
\langle \phi \phi ss \rangle : \quad T_{0+1-0+0}^{0+} = B_{\phi \phi ss},
\]

\[
\langle \phi \phi t\phi \rangle, \langle \phi \phi t\phi \rangle : \quad T_{1-0+1-2}^{-1} = \sqrt{2} B_{\phi \phi t\phi},
\]

\[
\langle \phi \phi st \rangle, \langle \phi \phi st \rangle : \quad T_{1-1+0+2}^{2+} = \sqrt{2} B_{\phi \phi st},
\]

\[
\langle sttt, \langle ttst \rangle : \quad T_{0+2+2+2}^{2+} = \sqrt{2} B_{sttt}.
\]

The overall normalization of these tensor structures has been chosen so that the OPE coefficients \(\lambda_{\phi_1 \phi_2 \phi_3 \phi_4}\) and \(\lambda_{\phi_1 \phi_2 \phi_3 \phi_4}\) in (11) are consistent under permutation of their subscripts. This can be checked using the free theory, where we have the operators

\[
s(x) \equiv \frac{1}{\sqrt{6}} \phi^i(x) \phi^i(x), \quad t_{ij}(x) \equiv \frac{1}{\sqrt{2}} \phi^i(x) \phi^j(x) - \text{trace},
\]

which have been normalized consistent with the 2-point function normalization in (13). We can then compute all the 4-point functions in table 3 using Wick contractions and expand in blocks as
Table 6: Allowed points in the Λ = 43 island.

in (11) using the tensor structures in (32) to verify this consistency.\textsuperscript{13}

\section*{D Computed points}

In table 6 we list the 38 primal points we have computed in the Λ = 43 island and in table 7 we list the 270 dual points we computed at Λ = 43. In table 8 we list the 7 primal points we use for the optimization computations described in section 4.2.

In figure 9 we show a plot of the allowed regions at Λ = 19, 27, 35, 43 after performing an affine transformation which makes the Λ = 19 region roughly spherical. The precise affine transformation is given by:

\begin{align*}
x &= 228.67 - 107.177\Delta_s - 43.8661\Delta_t - 8.77302\Delta_φ, \\
y &= -1061.39 - 694.406\Delta_s + 1612.44\Delta_t + 420.885\Delta_φ, \\
z &= 2590.87 - 221.685\Delta_s + 2629.52\Delta_t - 10439.6\Delta_φ.
\end{align*}

\textsuperscript{13}Note that there is another convention generated by the package \texttt{autoboot} \cite{40}. Our results for scanned external OPEs are different from the \texttt{autoboot} (ab) convention by

\begin{equation}
(\lambda_{ss}^{\text{us}}, \lambda_{tt}^{\text{us}}, \lambda_{ss}^{\text{odd}}, \lambda_{tt}^{\text{odd}}, \lambda_{uu}^{\text{sc}}) = \left( \lambda_{ss}^{\text{ab}} \frac{1}{\sqrt{3}}, \lambda_{tt}^{\text{ab}} \frac{1}{\sqrt{5}}, \lambda_{ss}^{\text{odd}} \frac{1}{\sqrt{10}}, \lambda_{tt}^{\text{odd}} \frac{1}{\sqrt{6}}, \lambda_{uu}^{\text{ab}} \frac{1}{\sqrt{35}} \right). \tag{34}
\end{equation}
Figure 9: The convex hulls of the allowed points in the affine space (35) at derivative orders \( \Lambda = 19, 27, 35, 43 \). The red and black data points are the allowed points at derivative orders \( \Lambda = 35, 43 \).
Table 7: Disallowed points computed at $\Lambda = 43$. 

| $\Delta_0$ | $\Delta_1$ | $\Delta_2$ | $\Delta_3$ |
|-----------|-----------|-----------|-----------|
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |

| $\phi$ | $\phi$ | $\phi$ | $\phi$ |
|--------|--------|--------|--------|
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
| 0.51897698 | 0.51897698 | 0.51897698 | 0.51897698 |
Table 8: Allowed points in the $\Lambda = 43$ island used to obtain bounds on $\lambda_{\phi\phi s}$, $C_T$, and $C_J$, along with the gaps above $\Delta T$ and $\Delta J$ that were assumed.

| $\Delta_0$ | $\Delta_1$ | $\Delta_t$ | $\lambda_{\phi\phi s}$ | $\lambda_{\phi\phi s}$ | $\lambda_{\phi\phi s}$ | $\lambda_{\phi\phi s}$ | $\Delta T - \Delta T$ | $\Delta J - \Delta J$ |
|------------|------------|------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|-------------------------|
| 0.5189121284 | 1.594549456 | 1.209933217 | 0.9632182869 | 1.875499951 | 1.667897184 | 2.85729507 | 1.0 | 0.1 |
| 0.5189445338 | 1.594741102 | 1.209948248 | 0.9650247103 | 1.875940772 | 1.668036679 | 2.860240239 | 1.0 | 1.0 |
| 0.5189374064 | 1.595015462 | 1.209510720 | 0.9646177852 | 1.875578443 | 1.668107872 | 2.860397307 | 1.0 | 0.1 |
| 0.5189318222 | 1.595079966 | 1.209709653 | 0.9660928358 | 1.876158357 | 1.668310587 | 2.860788145 | 1.0 | 0.1 |
| 0.5189415373 | 1.594941048 | 1.209557043 | 0.9646178424 | 1.875978443 | 1.668107872 | 2.860397307 | 1.0 | 1.0 |
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