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ABSTRACT

Covid-19 pandemic has caused major out-break all around the world. This pandemic out-break requires lot of testing, which is a tedious process. Deep learning is a successful method that has evolved in image category in the past few years. In this work to detects the presence of coronavirus by using deep learning approach. Here, convolutional neural networks with specific focus on to classify Covid-19 chest radiography images. The database comprises Covid-19, normal and viral pneumonia chest X-ray images with 800 different samples under each class. We evaluated the model on 500 images and the networks has achieved a sensitivity rate of 95% and specificity rate of 97%. The DenseNet121 Architecture performed slightly better, compared to other state of art networks. The performance achieved by the method proposed is very encouraging and the accuracy rates can be improved further with larger datasets. Apart from sensitivity and specificity rates, the proposed model is also compared on receiver operating characteristic (ROC), and area under the curve (AUC) of each model. The model is implemented on the TensorFlow framework with the datasets that are publicly available for research community.

1. Introduction

Last few months, we have come across a deadly virus named as coronavirus which is affecting many people worldwide. In this paper, we propose an algorithm for identifying the presence of coronavirus based on chest X-ray medical images. In this paper, the deep learning algorithms [1,2] are employed for disease identification. This work has been carried out with a focus to identify presence of Covid-19 virus and classify the chest X-ray medical images as healthy, pneumonia, covid19 [3]. We have approached the problem of identifying Covid-19 by utilizing deep learning architectures like VGGNet19 and DenseNet121.

The convolutional neural network with its promising accuracy in image classification problem have attracted many researchers towards it. Apurva A. Desai [4] has used a neural network type of classification and compared it with other machine learning approaches. This literature shows that neural network-based approach gives a better result when compared to other approaches. Apurva A. Desai has done this comparison for optical character recognition. Hidden Markov Model and fuzzy logic algorithm has been used on Urdu scripts by Muhammad Imran Razzak [5] for character recognition. The approach was evaluated on Nastaliq and Nasakh script-based languages. With around 26 time-invariant features and statistical features, the approach provided 87.4% and 74.1% of accuracy for Nastaliq and Nasakh scripts respectively. An effective optical character recognition system to recognize and identify the Persian character using Support Vector Machine (SVM) was proposed by Abdelhak Boukharaouba [6]. Using chain code algorithm, a transition table in vertical and horizontal direction is extracted. The extracted feature is used for classification using an SVM classifier. Parshuram M. Kamble [7] have used a Feed Froward Artificial Neural Network (FFANN) for Marathi character recognition. Yang, Xu Lijia [8], combined statistical and structural features to improve the accuracy when compared to other features. Additionally, they have utilized 184 epochs in CNN for increasing the accuracy. Amit Choudhary [9], describes binarization feature extraction for English characters which increases the prediction rate in a Back Propagation Neural Network (BPNN).

Several researchers have geared up their research for the recently arrived pandemic Covid-19. The author Chaolin Huang [10] and his colleagues have reported that, 41 infected people are admitted to the...
hospital in Wuhan City, which is confirmed to be infected with 2019-covid. Covid-19 [11] has some symptoms like fever, dry cough, malaise and some nonspecific symptoms. The respiratory system in human body is infected slowly. So, we have taken the Chest X-Ray medical images from infected patients as well as normal patients [12,15].

The paper progresses with a detail description of the dataset in section 2. Section 3 talks about the overview of layers present in Convolution neural networks. In Section 4 different CNN architectures with their advantages and disadvantages are discussed in brief. The result and discussions are done in section 5. The conclusion of the paper is given in section 6.
2. Dataset description

The dataset used in this paper combines two different datasets. The total data for training and testing was around 3700. For training the model, 2200 images have been used and for validation 1500 images were used. The data is split between three different classes Covid-19, Normal and Viral pneumonia. which is shown in Fig. 1. Here, we used our learning rate is 0.0001, number of epochs is 20, and batch size will be 50 for tuning convolutional neural networks. Data augmentation (by rotation, zoom, flipping, shifting) is performed to increase the dataset while training the model. ImageNet mean value (in RGB order) is used to during augmentation. The data was obtained from IEEE802.3 collected by Joseph Paul Cohen, which contains data of two classes including Covid-19 images. Remaining data are obtained from Covid-19 radiography database. There are 219 Covid-19 positive images, 1341 normal images, 1345 viral pneumonia images. Three different architectures like, VGGNet19 [13], and DenseNet121 [14], ResNet50 were used for diagnosis which is shown in Fig. 2. The following section shows, overview of convolution layer, pooling, ReLU (Rectified Linear Unit) layers.

3. Overview of layers present in convolution neural networks

Convolution neural network (CNN) is like a regular neural network with several layers stacked in between the input and output layer. The
CNN is comprised of alternative layers like convolution layer, pooling layer, activation layers etc [17].

The convolution layer (conv layer) [23] is named since it performs mathematical convolution operation between the input matrix and filters. The dimension of the feature maps \((W \times W)\) produced by these conv layers depends on the dimension of the input matrix \((M \times M)\), filter size \((F)\), padding \((P)\), stride\((S)\) and number of filters \((K)\). The dimension can be computed with the equation no. 1.

\[
W = \frac{M - F + 2P}{S} + 1
\] (1)

Pooling layer [21] generally used for lessening the aspect of the feature maps. This decreases the number of learnable parameters to a greater extent [22]. The pooling function can be either max pooling or average pooling. The max pooling chooses the maximum value from the selected window and the average pooling chooses the average value from the selected window. Activation layers are inserted between the layers to introduce nonlinearity in between the layers [25]. The ReLU function is preferred in most of the networks as it is simple and efficient to implement.

4. Deep learning architectures

4.1. VGGNet19 architecture

Image classification and detection is one of the difficult tasks when it comes to real time applications. The deep learning approach with the state-of-the-art predefined architectures eases this task. One such architecture is VGGNet19 (Visual Geometry Group). The input image size to the architecture is \([224 \times 224]\). VGGNet19 has 19 layers that includes 16 convolutional layers, 2 fully connected layers and a softmax layer [24], [25]. The first two layers are conv layers with \([3 \times 3]\) filters with stride of 1. This outputs 64 feature maps with a size of \([224 \times 224]\), which is then passed to the max pooling layer with a size of \([2 \times 2]\) and stride of 2. This will reduce the size to \([112 \times 112 \times 64]\). Then the feature maps are passed through a couple of conv layers. The number of filters used at this stage is 128 and the dimension is of \([112 \times 112]\). Then a pooling layer is added that results in feature map of dimension \([56 \times 56]\). Then it is passed through 2 conv layers with 256 filters and a pooling layer, this reduces the size to \([28 \times 28]\) with 256 filters. Then it is passed through 4 conv layers with 512 filters and then pooling layer, that outputs a feature map of size \([14 \times 14]\). Further it is passed through 4 conv layers. The size of the last conv layer is \([7 \times 7]\) with 512 filters. Now, they are connected to a two fully connected layers with size of 4096. The FC layer is then connected to a softmax layer of size 1000. The softmax layer will classify the image based on the threshold and the features stored in the neurons.

4.2. DenseNet121 architecture

DenseNet121 [16,22] is a simple and efficient network that is constructed by stacking dense block and pooling layers alternatively. Table 1 shows the summary of the architecture. In DenseNet121 architecture a feed-forward connection is established from each layer to every other layer directly. A regular convolutional network with N layers has N connections between each subsequent layer, whereas the DenseNet121 has \(N(N+1)/2\) straight connections. The DenseNet121 adopts a shorter connection between the initial and final layers that results in notable improvement in the accuracy and efficiency of the network. As the input progress through the subsequent layers, the feature maps from each layer is concatenated with the previous one. This enables the access of feature.
maps of any layer by the subsequent layers. The number of parameters is minimum when compared to a traditional convolutional neural network. The DenseNet121 reduces the vanishing gradient problem and implements feature reusing. The regularization effect of the network reduces the overfitting problem to a greater extent even for a smaller dataset which is shown in Table 2.

4.3. ResNet-50 architecture

ResNet50, or Residual Networks is a popular neural network used in many computer vision tasks. This model has won the ImageNet challenge in 2015. Prior to ResNet50, training a deep neural network was difficult due to the problem of vanishing gradients. ResNet50 uses 150+ layers, which made it more successful than other networks [18]. ResNet50 has outperformed many models on ImageNet task with its depth in number of layers. Deeper the layers, the network must learn more parameters that will lead to the problem of overfitting or underfitting.

5. Results and discussion

The chest X-ray images are used to detect the occurrence of corona-virus [26]. Here, three different algorithms are compared based on the classification performance. DenseNet121 has performed better than VGGNet19 and ResNet50 architecture. In DenseNet121, each layer obtains additional inputs from the previous layers and passes it to the subsequent layers. Thus, each layer receives a ‘collective knowledge’ from all preceding layers. Which leads to more dense architecture with less parameters to train on, compared to other state of the art architectures. The performance metrics like precision, recall, accuracy, sensitivity and specificity are considered for measuring the performance of the architecture [20].

5.1. Model parameters

The batch size is set to 50, and the epochs was limited to 20 as the accuracy and loss function saturates after 20 epochs. All our implementations are done in TensorFlow with publicly available dataset.

5.2. Evaluation metrics

There are various metrics like testing accuracy, sensitivity, specificity, precision, and F1-score which can be used for evaluating the performance of classification models. The current dataset used to train and test the model is imbalanced with few numbers of covid19 images. Sensitivity and specificity will provide a better insight to compare the performance of different models.

5.3. Model sensitivity and specificity

Sensitivity is the proportion of identifying truly positive Covid-19 cases that were classified as positive. Thus, it measures how well the classifier identifies positive cases. Specificity is the proportion of truly negative non Covid-19 cases that were classified as negative. It measures the ability of the classifier to identify the negative cases. The sensitivity and specificity average score of all the three models is 92 % and 90%. This shows that all the models have well performed on the test data, but DenseNet has slightly better results than other two models. DenseNet121 has less parameters for training than other two networks, even though it has more layers. Regularization has been used in all the models to overcome the problem of generalization. ResNet50 and VGGNet19 performed well on validation data without overfitting or underfitting. The below equation gives the formula for sensitivity and specificity, where TP and FN refer to true positive and false negative. TN and FP refer to true negative and false positive based on the confusion matrix obtained for model on test data which is shown in equation 2 & 3.

\[
\text{SENSITIVITY} = \frac{TP}{(TP + FN)} \tag{2}
\]

\[
\text{SPECIFICITY} = \frac{TN}{(TN + FP)} \tag{3}
\]

5.4. Model confusion matrix

Confusion matrix or contingency table is a table that is often used to describe the performance of a classification model on a set of test data for which the true values are known. It is used to compare different models.
based on their performance on the test data. To understand that the model has well generalized for the test data and to tackle the problem of overfitting and underfitting. The confusion matrix shows the way in which your classification model is confused when it makes predictions. A confusion matrix is used to calculate recall, precision, true positive and false positive rates etc. The confusion matrix of three models are shown in Fig. 3. Compared to VGGNet19 and ResNet50 the confusion matrix of DenseNet121 has better results on the test data. It means it predicts the correct labels for Covid-19 and non Covid-19 X-ray images. This shows that the model is well generalized on the training data. Amount of data used for testing is 1/3 of the total Covid-19 data. Fig. 3 shows the confusion matrix of all the three models on the test dataset.

5.5. Model ROC curve

The receiver operating characteristic curve (ROC) is a graph that compares the performance of a classification model with different classification threshold values. It compares the calculated true positive rate and false positive rate from the confusion matrix. AUC stands for 'Area under the ROC curve'. This measures the entire 2-dimensional area underneath the ROC curve from (0,0) to (1,1). The quality of the model, irrespective of the chosen classification threshold is obtained by the AUC [19]. AUC ranges from 0 to 1. A model whose predictions are 100% correct has an AUC of 1. The macro average of VGGNet19 and ResNet50 is 98% and 97%. To overcome the problem of overfitting, L2 regularization technique is used. Fig. 4 shows the ROC of DenseNet121 which is applied on the test data.

Among the 3700 images 2200 images are used for training and 1500 used for validation. Performance metrics are plotted in Fig. 5 & Fig. 6. From the confusion matrix it is evident that the true positive and true negative are high. The hypothesis is considered as to identify the disease. The true positive is to identify the affected person and true negative is to identify a normal patient. False negative is when a corona affected person is identified as normal and false positive is to identify a normal patient as corona affected person. The performance metrics shows that the accuracy rate of DenseNet121 is more compared to other models. For we have obtained an accuracy of 97% for DenseNet121 and for VGGNet19 it is 94%. Specificity and sensitivity are also high for DenseNet121 when compared to the other architectures. Precision obtained for DenseNet121 is 97% which is shown in Fig. 7.

6. Conclusion

A computer vision system for automatic diagnosis of Covid-19 disease using chest radiographic images is proposed in this paper. Chest X-Ray images of healthy individuals and individuals with specific pathological conditions like Covid-19 and pneumonia are considered for training and testing the performance of the model. DenseNet121 has performed better than other two models. Adam optimizer with a learning rate of 0.0001 and decay rate for 20 epochs is used. The predefined weights of ImageNet model are used. DenseNet121 model with 121 layers need fewer parameters for training rather than other two models. The increased number of learning parameter in Resnet and VGGNet19 leads to overfitting. An optimum value for the number of parameters and layers were arrived to achieve better accuracy. The improvement in accuracy is obtained by increasing the data size and by providing ground truth information for inter class images. The accuracy of the model can be further improved by a bigger dataset and fine tuning the network parameters.
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