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Abstract

Binary Sidel’nikov-Lempel-Cohn-Eastman sequences (or SLCE sequences) over \( \mathbb{F}_2 \) have even period and almost perfect autocorrelation. However, the evaluation of the linear complexity of these sequences is really difficult. In this paper, we continue the study of [1]. We first express the multiple roots of character polynomials of SLCE sequences into certain kinds of Jacobi sums. Then by making use of Gauss sums and Jacobi sums in the “semiprimitive” case, we derive new divisibility results for SLCE sequences.
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1 Introduction

Let \( \mathbb{F} \) be a finite field and \( \mathbf{s} = (s_0, s_1, s_2, \cdots) \) be a sequence over \( \mathbb{F} \). \( \mathbf{s} \) is called periodic if there exists a positive integer \( T \) such that \( s_i = s_{i+T} \) for any \( i \geq 0 \). The smallest such \( T \) is called the period of \( \mathbf{s} \).

Periodic sequences applied in stream ciphers should have some good properties, such as good balance property, low autocorrelation, large period and large linear complexity [10]. In this paper, we focus on linear complexity.

For a sequence \( \mathbf{s} \), if there exists a positive integer \( L \) and \( c_1, c_2, \cdots, c_L \in \mathbb{F} \) such that

\[
s_i = -(c_1 s_{i-1} + c_2 s_{i-2} + \cdots + c_L s_{i-L}) \quad \text{for each } i \geq L
\]

then the smallest such \( L \) is called the linear complexity of \( \mathbf{s} \), and corresponding polynomial \( c(X) := 1 + c_1 X + c_2 X^2 + \cdots + c_L X^L \) is called the minimal polynomial of \( \mathbf{s} \).

SLCE sequences were introduced by Sidel’nikov [21] and Lempel, Cohn and Eastman [17] (the binary case, i.e., \( d = 2 \)) independently. The sequence \( \mathbf{s} \) has even period \( T = q - 1 \), perfect balance property and almost optimal autocorrelation [21, 17]. A natural problem is to study the linear complexity of SLCE sequences.

Let \( S(X) = s_0 + s_1 X + s_2 X + \cdots + s_{T-1} X^{T-1} \). It is a basic result [10] that the minimal polynomial of \( \mathbf{s} \) is given by

\[
c(X) = \frac{X^T - 1}{\gcd(X^T - 1, S(X))}
\]

Therefore, the linear complexity of \( \mathbf{s} \) is given by

\[
L = \deg c(X) = T - \deg(\gcd(X^T - 1, S(X)))
\]

\(^1d = 2\) implies \( p \) is a odd prime number.
So it is enough to decide \( \gcd(X^T - 1, S(X)) \). We emphasize that these are polynomials over \( \mathbb{F}_d \) whose characteristic is a divisor of \( T \), which means we should not only determine the common roots but also compute the multiplicities of these roots.

Let \( \beta \) be a root of \( X^T - 1 \). Then \( \beta \) is a \( k \)th primitive root of unity over \( \mathbb{F}_d \), where \( k \mid T \) and \( d \nmid k \). Let \( I_\beta(X) \) denote the minimal polynomial of \( \beta \) over \( \mathbb{F}_d \). We need to determine whether \( I_\beta(X) \mid S(X) \), i.e., \( S(\beta) = 0 \). Furthermore, we have to compute the multiplicities. This results are called “divisibility results” \([1]\).

\([13, 16, 20]\), and \([1]\) studied the linear complexity of binary SLCE sequences. \([5]\) studied the linear complexity of \( d \)-ary SLCE sequences. \([6]\) generalized the definition of SLCE sequences to the case \( d \) is a prime power and studied the linear complexity of generalized SLCE sequences over nonprime finite fields. Since it seems difficult to compute the linear complexity of \( d \)-ary SLCE sequences over \( \mathbb{F}_d \), some researchers studied the linear complexity and \( k \)-error linear complexity of SLCE sequences over \( \mathbb{F}_p \). We refer the reader to \([12, 11, 9, 8, 15, 22, 3, 7]\) and \([2]\).

In this paper, we continue the study of the linear complexity of binary SLCE sequences in \([1]\). \([1]\) gave a necessary and sufficient condition of \( S(\beta) = 0 \), which is a congruence of Jacobi sums. Since Jacobi sums can be evaluated in some specific cases, authors of \([1]\) were able to give new divisibility results. In this paper, we focus on the multiplicities of \( \beta \). By making use of Hasse derivative and Lucas’s congruence, we can generalize the condition in \([1]\). Finally, we prove that a root must be multiple root in semiprimitive case, which is a new divisibility result.

This paper is organized as follows. Section 2 briefly reviews the mathematical tools which are useful in the sequel. Section 3 gives the main results. Section 4 applies the main results to semiprimitive case. Section 5 concludes this paper.

## 2 Preliminaries

### 2.1 Multiplicative Characters

A multiplicative character \( \chi \) of a finite field \( \mathbb{F}_q \) is defined to be a group homomorphism from \( \mathbb{F}^*_q \) to \( \mathbb{C}^* \). Since \( \mathbb{F}^*_q = \langle \alpha \rangle \), \( \chi \) is completely determined by \( \chi(\alpha) \). It is easy to see \( \chi(\alpha)^{q-1} = \chi(\alpha^{q-1}) = \chi(1) = 1 \), so \( \chi(\alpha) \) must be a \((q - 1)\)th root of unity, i.e., the image of \( \chi \) is \( \langle \zeta_q \rangle \), where \( \zeta_q \) denotes \( \exp(2\pi \sqrt{-1}/n) \).

The set of all multiplicative characters of \( \mathbb{F}_q \) is denoted by \( \hat{\mathbb{F}}^*_q \). It is well-known that

\[
\hat{\mathbb{F}}^*_q = \{ \eta_{\frac{i}{q-1}} : 0 \leq i \leq q - 1 \}
\]

where \( \eta_j \) is determined by \( \eta_j(\alpha) = \exp(2\pi \sqrt{-1}j) \) for rational number \( j \). Moreover, \( \hat{\mathbb{F}}^*_q \) forms a group isomorphic to \( \mathbb{F}^*_q \) under the point-wise multiplication. The identity element \( \varepsilon \) is defined by \( \varepsilon(x) = 1 \) for each \( x \in \mathbb{F}^*_q \). The inverse element of \( \chi \) is \( \overline{\chi} \), where \( \overline{\chi}(x) = \chi(x) \) for each \( x \in \mathbb{F}^*_q \).

For convenience, we extend the domain of a multiplicative character \( \chi \) to \( \mathbb{F}_q \) by setting \( \chi(0) := 0 \).

We need following results of multiplicative characters.

**Lemma 1.** For \( d \mid (q - 1) \) and \( x \in \mathbb{F}^*_q \), we have

\[
\frac{1}{d} \sum_{i=0}^{d-1} \eta_{\frac{i}{d}}(x) = \begin{cases} 1 & \text{if } x \in \langle \alpha^d \rangle \\ 0 & \text{if } x \notin \langle \alpha^d \rangle \end{cases}
\]

**Lemma 2.** Let \( d_1, d_2 \mid (q - 1) \), \( \chi \) a multiplicative character of order \( d_1 \). If \( \gcd(d_1, d_2) = 1 \) and \( d_1 > 1 \), then

\[
\sum_{x \in \langle \alpha^{d_2} \rangle} \chi(x) = 0
\]

Furthermore, for each \( i = 0, 1, \ldots, d_2 - 1 \)

\[
\sum_{x \in \langle \alpha^{d_2} \rangle} \chi(x) = 0
\]
2.2 Gauss sums

Let $\chi$ be a multiplication character of $\mathbb{F}_q$. The Gauss sum is defined as follows

$$G(\chi) := \sum_{x \in \mathbb{F}_q} \chi(x) \zeta_p^{\text{Tr}(x)}$$

where Tr is the trace mapping from $\mathbb{F}_q$ to $\mathbb{F}_p$.

Gauss sums are extremely difficult to evaluate in general. But there are several special cases in which we can get the explicit formula for Gauss sums. We need Gauss sums in quadratic case and semiprimitive case in the sequel.

**Lemma 3** ([4], Theorem 11.5.4). Let $\rho = \eta_{1/2}$ be the quadratic multiplicative character of $\mathbb{F}_q$. Then

$$G(\rho) = \begin{cases} 
(-1)^{m-1} \sqrt{q} & \text{if } p \equiv 1 \pmod{4} \\
(-1)^{m-1} i^{m} \sqrt{q} & \text{if } p \equiv 3 \pmod{4}
\end{cases}$$

**Lemma 4** ([4], Theorem 11.6.3). Let $\chi$ be a multiplicative character of $\mathbb{F}_q$, $N = \text{ord}(\chi) > 2$. Suppose there exists a positive integer $v$ such that $p^v \equiv -1 \pmod{N}$, with $v$ chosen minimal. Then $m = 2vw$ for some positive integer $w$ and

$$G(\chi) = (-1)^{w-1 + pw^{v+1}}$$

### 2.3 Jacobi sums

Let $\chi_1, \chi_2$ be multiplicative characters of $\mathbb{F}_q$. The Jacobi sum is defined by

$$J(\chi_1, \chi_2) := \sum_{x \in \mathbb{F}_q} \chi_1(x) \chi_2(1-x)$$

We also denote $J(\rho, \chi)$ by $K(\chi)$ where $\rho$ is a quadratic character.

Jacobi sums are closely related to Gauss sums according to following lemma.

**Lemma 5** ([4], Theorem 2.1.3). If $\chi_1 \chi_2 \neq \varepsilon$, then

$$J(\chi_1, \chi_2) = \frac{G(\chi_1) G(\chi_2)}{G(\chi_1 \chi_2)}$$

### 2.4 Cyclotomic Fields

Let $k$ be an odd positive integer, $K = \mathbb{Q}(\zeta_k)$ the $k$th cyclotomic field, $\mathcal{O}_K = \mathbb{Z}[\zeta_k]$ the ring of algebraic integers in $K$. We need some results about the prime ideal factorization of $(2)$ in $\mathcal{O}_K$.

**Lemma 6** ([14]). Let $f = \text{ord}_2(2)$, i.e., $f$ is the smallest positive integer such that $k \mid 2^f - 1$. Let $\mathcal{P}$ be any prime ideal of $\mathcal{O}_K$ over 2. We have

- $\mathcal{O}_K/\mathcal{P} \cong \mathbb{F}_{2^f}$
- $1, \zeta_k, \ldots, \zeta_k^{k-1}$ are mutually distinct modulo $\mathcal{P}$
- $\forall \gamma \in \mathcal{O}_K - \mathcal{P}$, there exists a unique $k$th root of unity $\zeta$ such that $\gamma \zeta^{\frac{k}{\mathcal{P}}} \equiv \zeta \pmod{\mathcal{P}}$

### 2.5 Hasse Derivative

Hasse derivative is a powerful tool to study the multiplicities of a root in a polynomial over a field of finite characteristic. Let $f(X) = a_0 + a_1 X + \cdots + a_n X^n \in \mathbb{F}[X]$, where $\mathbb{F}$ is a finite field. The $t$th Hasse derivative of $f(X)$ is defined by

$$f(X)^{(t)} := \binom{t}{t} a_t + \binom{t+1}{t} a_{t+1} X + \cdots + \binom{n}{t} a_n X^{n-t}$$

Hasse derivative has following similar property to normal derivative.
Lemma 7 ([18], Lemma 6.51). Let $f(X) \in \mathbb{F}[X]$ be a nonzero polynomial, $\xi \in \mathbb{F}$. Then the multiplicities of $\xi$ in $f(X)$ is $t$ if and only if $f(\xi)^{(0)} = f(\xi)^{(1)} = \cdots = f(\xi)^{(t-1)} = 0$, $f(\xi)^{(t)} \neq 0$.

2.6 Lucas’s Congruence

Lucas’s congruence deals with binomial coefficients modulo a prime number.

Lemma 8 ([19]). Let $n, k$ be positive integers. Then

$$\binom{n}{k} \equiv \binom{n_0}{k_0} \binom{n_1}{k_1} \cdots \binom{n_l}{k_l} \pmod{2}$$

where $n = n_0 + n_1 2 + \cdots + n_l 2^l$ and $k = k_0 + k_1 2 + \cdots + k_l 2^l$ are 2-adic representation of $n$ and $k$, respectively.

3 Main Results

From now on, we always assume $d = 2$, which implies $p$ is odd. Let $\beta$ be a root of $X^T - 1$ over $\mathbb{F}_2$, $k = \text{ord}(\beta)$, $f$ the smallest positive integer such that $k \mid (2^f - 1)$. Then $k$ is odd divisor of $T = q - 1$ and $\mathbb{F}_2(\beta) = \mathbb{F}_{2^f}$. We further assume $k > 1$ since $k = 1$ implies $\beta = 1$ which was already studied in details [20]. Let $T = q - 1 = 2^f T'$ where $u \geq 1$ and $T'$ is odd. Then $\beta$ is $2^u$th multiple root of $X^T - 1$. Our aim is to determine the multiplicities of $\beta$ in $S(X)$. According to lemma 7, it is enough to decide whether $S(\beta)^{(t)} = 0$ for $0 \leq t \leq 2^u - 1$.

Theorem 1. Let notations be as above. For any $t \in \{0, 1, \cdots, 2^u - 1\}$,

$$S(\beta)^{(t)} = 0 \iff \left(\frac{T}{t}\right) + \sum_{n=0}^{T-1} \binom{n}{t} \rho(\alpha^n + 1) \chi(\alpha^n) \equiv 0 \pmod{2^u}$$

Proof. Let $K = \mathbb{Q}(\zeta_k), \mathcal{O}_K = \mathbb{Z}[\zeta_k]$ and $\mathcal{P}$ be a stipulated prime ideal of $K$ over 2. By lemma 6, $\mathbb{F}_2(\beta) = \mathbb{F}_{2^f} \cong \mathcal{O}_K/\mathcal{P}$. Thus we can introduce a field isomorphism $\phi : \mathbb{F}(\beta) \to \mathcal{O}_K/\mathcal{P}$ and

$$S(\beta)^{(t)} = 0 \iff \beta^t S(\beta)^{(t)} = 0 \iff \sum_{n=0}^{T-1} \binom{n}{t} s_n \beta^n = 0$$

$$\iff \phi\left(\sum_{n=0}^{T-1} \binom{n}{t} s_n \beta^n\right) = 0 \iff \sum_{n=0}^{T-1} \binom{n}{t} s_n \phi(\beta)^n = 0$$

Notice that $\beta$ has order $k$, i.e., $\beta = \theta^{\frac{2^f - 1}{k}}$ for some $\theta \in \mathbb{F}_{2^f}^*$. It follows from lemma 6 that there exists a unique $k$th primitive root of unity $\zeta$ such that $\phi(\beta) \equiv \zeta^i \pmod{\mathcal{P}}$. Define the function $\chi : \mathbb{F}_q^* \to \mathbb{K}^*$ by $\chi(\alpha^n) := \zeta^i$ for arbitrary $i$. It is simple to verify that $\chi$ is a multiplicative character of $\mathbb{F}_q$ and $\text{ord}(\chi) = k$. Then we have

$$S(\beta)^{(t)} = 0 \iff \sum_{n=0}^{T-1} \binom{n}{t} s_n \zeta^n \equiv 0 \pmod{\mathcal{P}}$$

$$\iff \sum_{n=0}^{T-1} \binom{n}{t} s_n \chi(\alpha^n) \equiv 0 \pmod{\mathcal{P}}$$

Recall that $s_n = \begin{cases} 1 & \text{if } \alpha^n + 1 \in \alpha(\alpha^2) \\ 0 & \text{if } \alpha^n + 1 \not\in \alpha(\alpha^2) \end{cases}$. We introduce the quadratic character $\rho = \eta_2$ and $s_n$ can be expressed as $\frac{1 - \rho(\alpha^n + 1) - s_n \theta^{nT/2}}{2}$. Thus,

$$S(\beta)^{(t)} = 0 \iff \sum_{n=0}^{T-1} \binom{n}{t} 2 s_n \chi(\alpha^n) \equiv 0 \pmod{2^u}$$
Observe that \( \binom{n}{t} \equiv 1 \pmod{2} \) if and only if \( n \) is congruent to some specific numbers modulo \( 2^h \) where \( h \) is the length of binary representation of \( t \) by lemma 8. The first summation can be divided into several summations. Each summation has the form \( \sum_{\alpha \in \chi(a^n)} \chi(a^n) \). Since \( t \leq 2^h \), we have \( 2^h | 2^h \) and \( \sum_{\alpha \in \chi(a^n)} \chi(a^n) = \sum_{\alpha \in \chi(a^n)} \chi(x) \), which is equal to 0 due to lemma 2. On the other hand, \( \chi(a^{T/2}) = \chi(-1) = 1 \) follows from the fact \( \chi \) has odd order. Therefore,

\[
S(\beta)^{(t)} = 0 \iff -\sum_{n=0}^{T-1} \binom{n}{t} \rho(a^n + 1) \chi(a^n) - \left( \frac{T/2}{t} \right) \chi(a^{T/2}) \equiv 0 \pmod{2P}
\]

which completes the proof.

As we already mentioned in the proof, the summation \( \sum_{n=0}^{T-1} \binom{n}{t} \rho(a^n + 1) \chi(a^n) \) can be divided into several summations, where each is summed over a cyclotomic coset. Let \( h = \begin{cases} 0 & \text{if } t = 0 \\ \min\{i \geq 1 : t \leq 2^i\} & \text{if } t > 0 \end{cases} \) be the length of binary representation of \( t \) and

\[
I_t = \{0 \leq i \leq 2^h - 1 : i \geq t\}
\]

where \( a \geq b \) means each binary bit of \( a \) is great than or equal to that of \( b \), i.e., \( \binom{n}{t} \equiv 1 \pmod{2} \) due to Lucas’s congruence. Note that, \( \binom{n}{t} \equiv 1 \pmod{2} \) if and only if \( n \) is congruent to some number in \( I_t \) modulo \( 2^h \). Now we can use \( I_t \) and lemma 1 to write previous theorem into an expression involving Jacobi sums.

**Theorem 2.** Under the notations above, \( S(\beta)^{(t)} = 0 \) is equivalent to

\[
2^h \left( \frac{T/2}{t} \right) + \sum_{i \in I_t} \sum_{j=0}^{2^h-1} \eta_{\frac{T}{2^k}}(-1)\zeta_{2^h}^{ij} K(\eta_{\frac{T}{2^k}} \chi) \equiv 0 \pmod{2^{h+1}PZ[\zeta_{2^h}^k]}
\]

**Proof.** For a proposition \( Q \), put

\[
\delta_Q = \begin{cases} 1 & \text{if } Q \text{ is true} \\ 0 & \text{if } Q \text{ is false} \end{cases}
\]

It follows that

\[
S(\beta)^{(t)} = 0 \iff \left( \frac{T/2}{t} \right) + \sum_{n=0}^{T-1} \binom{n}{t} \rho(a^n + 1) \chi(a^n) \equiv 0 \pmod{2P}
\]

\[
\left( \frac{T/2}{t} \right) + \sum_{n=0}^{T-1} \delta_{n \equiv i \pmod{2^h}} \rho(a^n + 1) \chi(a^n) \equiv 0 \pmod{2P}
\]

\[
\left( \frac{T/2}{t} \right) + \sum_{i \in I_t} \sum_{n=0}^{T-1} \delta_{n \equiv i \pmod{2^h}} \rho(a^n + 1) \chi(a^n) \equiv 0 \pmod{2P}
\]

\[
2^h \left( \frac{T/2}{t} \right) + \sum_{i \in I_t} \sum_{n=0}^{T-1} 2^h \delta_{n \equiv i \pmod{2^h}} \rho(a^n + 1) \chi(a^n) \equiv 0 \pmod{2^{h+1}PZ[\zeta_{2^h}^k]}
\]

\[
2^h \left( \frac{T/2}{t} \right) + \sum_{i \in I_t} \sum_{n=0}^{T-1} \sum_{j=0}^{2^h-1} \eta_{\frac{T}{2^k}}(\alpha_{n-1}) \rho(a^n + 1) \chi(a^n) \equiv 0 \pmod{2^{h+1}PZ[\zeta_{2^h}^k]}
\]

\[
2^h \left( \frac{T/2}{t} \right) + \sum_{i \in I_t} \sum_{n=0}^{T-1} \zeta_{2^h}^{ij} \sum_{n=0}^{T-1} \rho(a^n + 1) \eta_{\frac{T}{2^k}} \chi(a^n) \equiv 0 \pmod{2^{h+1}PZ[\zeta_{2^h}^k]}
\]
\[
\begin{array}{c}
\Leftrightarrow 2^h \left(\frac{T}{2}/t\right) + \sum_{i \in I_t} \sum_{j=0}^{2^{h-1}} \zeta_{2^h}^{-ij} \sum_{x \in \mathbb{F}_q} \rho(x + 1) \eta_{2^h} \chi(x) \equiv 0 \pmod{2^{h+1} \mathcal{P}[\zeta_2, k]}
\end{array}
\]

\[
\Leftrightarrow 2^h \left(\frac{T}{2}/t\right) + \sum_{i \in I_t} \sum_{j=0}^{2^{h-1}} \eta_{2^h} \chi(-1) \zeta_{2^h}^{-ij} \sum_{x \in \mathbb{F}_q} \rho(-x + 1) \eta_{2^h} \chi(x) \equiv 0 \pmod{2^{h+1} \mathcal{P}[\zeta_2, k]}
\]

\[
\Leftrightarrow 2^h \left(\frac{T}{2}/t\right) + \sum_{i \in I_t} \sum_{j=0}^{2^{h-1}} \eta_{2^h} \chi(-1) \zeta_{2^h}^{-ij} J(\rho, \eta_{2^h}) \equiv 0 \pmod{2^{h+1} \mathcal{P}[\zeta_2, k]}
\]

It completes the proof. \(\square\)

For specific \(t\), one can obtain explicit condition by theorem 2. We give several examples to show this and omit the details of the proof.

**Proposition 1** ([1], Theorem 3.1). Keep the notations as above. \(S(\beta) = 0\) is equivalent to \(1 + K(\chi) \equiv 0 \pmod{2\mathcal{P}}\).

**Proposition 2.** Keep the notations as above. \(S(\beta)^{(1)} = 0\) is equivalent to

\[
\begin{cases}
K(\chi) - K(\eta_{2^h} \chi) \equiv 0 \pmod{4\mathcal{P}} & \text{if } q \equiv 1 \pmod{4} \\
2 + K(\chi) + K(\eta_{2^h} \chi) \equiv 0 \pmod{4\mathcal{P}} & \text{if } q \equiv 3 \pmod{4}
\end{cases}
\]

**Proposition 3.** Keep the notations as above. If \(q \equiv 1 \pmod{4}\), then \(S(\beta)^{(2)} = 0\) is equivalent to

\[
\begin{cases}
2K(\chi) - (1 - \zeta_4)K(\eta_{2^h} \chi) - (1 + \zeta_4)K(\eta_{2^h} \chi) \equiv 0 \pmod{8\mathcal{P}[\zeta_4k]} & \text{if } q \equiv 1 \pmod{8} \\
4 + 2K(\chi) + (1 - \zeta_4)K(\eta_{2^h} \chi) + (1 + \zeta_4)K(\eta_{2^h} \chi) \equiv 0 \pmod{8\mathcal{P}[\zeta_4k]} & \text{if } q \equiv 5 \pmod{8}
\end{cases}
\]

**Proposition 4.** Keep the notations as above. If \(q \equiv 1 \pmod{4}\), then \(S(\beta)^{(3)} = 0\) is equivalent to

\[
\begin{cases}
K(\chi) + \zeta_4 K(\eta_{2^h} \chi) - K(\eta_{2^h} \chi) \equiv 0 \pmod{8\mathcal{P}[\zeta_4k]} & \text{if } q \equiv 1 \pmod{8} \\
K(\chi) - \zeta_4 K(\eta_{2^h} \chi) - K(\eta_{2^h} \chi) + \zeta_4 K(\eta_{2^h} \chi) \equiv 0 \pmod{8\mathcal{P}[\zeta_4k]} & \text{if } q \equiv 5 \pmod{8}
\end{cases}
\]

It seems difficult to give a simple criteria to determine whether \(\beta\) is \(t\)th multiple root of \(S(X)\) for general \(t\). But we can obtain a relatively simple condition when \(t = 2^h\).

**Theorem 3.** With the notations above, \(\beta\) has multiplicities at least \(2^h\) as root of \(S(X)\) if and only if

\[
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & \zeta_{2^h}^{-1} & \cdots & \zeta_{2^h}^{-(2^h-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \zeta_{2^h}^{-(2^h-1)} & \cdots & \zeta_{2^h}^{-(2^h-1)(2^h-1)}
\end{bmatrix}
\begin{bmatrix}
\eta_{2^h} (-1)K(\eta_{2^h} \chi) \\
\eta_{2^h} (-1)K(\eta_{2^h} \chi) \\
\vdots \\
\eta_{2^h} (-1)K(\eta_{2^h} \chi)
\end{bmatrix}
\equiv -2^h\begin{bmatrix}
\delta_0 \\
\delta_1 \\
\vdots \\
\delta_{2^h-1}
\end{bmatrix} \pmod{2^{h+1} \mathcal{P}[\zeta_{2^h}, k]}
\]

where \(\delta_i = \begin{cases} 1 & \text{if } T/2 \equiv i \pmod{2^h} \\ 0 & \text{if } T/2 \not\equiv i \pmod{2^h} \end{cases}\).

**Proof.** Consider the summation

\[
E_i = \sum_{n=0}^{T-1} s_n \beta^n_{\text{mod } 2^h}
\]

Recall that \(S(\beta)^{(i)} = 0\) if and only if \(\sum_{n=0}^{T-1} \binom{n}{i} s_n \beta^n = 0\). The summation of the left hand side can break up into several \(E_i\), and the equation becomes

\[
\sum_{i=0}^{2^h-1} E_i = 0 \quad (D_t)
\]
From lemma 7, \( \beta \) has multiplicities at least \( 2^h \) if and only if \( D_t \) holds for every \( t \in \{0, 1, \cdots, 2^h - 1\} \).

Next, we prove that equations \( D_t \) where \( t = 0, 1, \cdots, 2^h - 1 \) are equivalent to equations \( E_{t,8} \). It is trivial that equations \( E_{t,8} \) implies \( D_{t,8} \). We only need to prove that \( E_{t,8} \) can be derived from \( D_{t,8} \). Notice that \( D_{2^h - 1} \) is actually the same as \( E_{2^h - 1} \). Since these equations are all over a field of characteristic 2, we can add \( D_{2^h - 1} \) to other \( D_{t,8} \) to cancel the sumation \( E_{2^h - 1} \) occurring in other \( D_{t,8} \). After the process, the equation \( D_{2^h - 2} \) becomes \( E_{2^h - 2} = 0 \) and we can use the same method to cancel \( E_{2^h - 2} \) occurring in other \( D_{t,8} \) where \( 0 \leq t \leq 2^h - 3 \). Then \( D_{2^h - 3} \) becomes \( E_{2^h - 3} = 0 \). Repeat these elementary operations until \( D_1 \) becomes \( E_1 = 0 \) and it completes the proof.

Finally, we use the same techniques in proof of theorem 1 and 2.

\[
E_t = 0 \iff T - 1 \sum_{n=0}^{T-1} \delta_n \equiv (\mod 2^h) s_n \beta^n = 0
\]

\[
\iff \sum_{n \equiv i (\mod 2^h)} s_n \chi(\alpha^n) \equiv 0 \quad (\mod P)
\]

\[
\iff \sum_{n \equiv i (\mod 2^h)} 2s_n \chi(\alpha^n) \equiv 0 \quad (\mod 2P)
\]

\[
\iff \sum_{n \equiv i (\mod 2^h)} \left(1 - \rho(\alpha^n + 1) - \delta_{n,T/2}\right) \chi(\alpha^n) \equiv 0 \quad (\mod 2P)
\]

\[
\iff \sum_{n \equiv i (\mod 2^h)} \left(-\rho(\alpha^n + 1) - \delta_{n,T/2}\right) \chi(\alpha^n) \equiv 0 \quad (\mod 2P)
\]

\[
\iff \delta_t + \sum_{n \equiv i (\mod 2^h)} \rho(\alpha^n + 1) \chi(\alpha^n) \equiv 0 \quad (\mod 2P)
\]

\[
\iff 2^h \delta_t + 2^h \sum_{n \equiv i (\mod 2^h)} \rho(\alpha^n + 1) \chi(\alpha^n) \equiv 0 \quad (\mod 2^{h+1}P\mathbb{Z}[\zeta_{2^h}])
\]

\[
\iff 2^h \delta_t + \sum_{n=0}^{T-1} \eta_x \chi(x) \equiv -2^h \delta_t \quad (\mod 2^{h+1}P\mathbb{Z}[\zeta_{2^h}])
\]

\[
\iff \sum_{j=0}^{2^h-1} \zeta_{2^h}^{ij} \rho(x + 1) \eta_{\frac{x}{2^h}} \chi(x) \equiv -2^h \delta_t \quad (\mod 2^{h+1}P\mathbb{Z}[\zeta_{2^h}])
\]

\[
\iff \sum_{j=0}^{2^h-1} \zeta_{2^h}^{ij} (-1) K(\eta_{\frac{x}{2^h}}) \chi(x) \equiv -2^h \delta_t \quad (\mod 2^{h+1}P\mathbb{Z}[\zeta_{2^h}])
\]

It completes the proof. \( \square \)

**Theorem 4.** With the notations above, a necessary condition for \( \beta \) having multiplicities at least \( 2^h \) is \( 1 + K(\eta_{\frac{x}{2^h}}) \equiv 0 \quad (\mod 2P\mathbb{Z}[\zeta_{2^h}]) \) for any \( j \in \{0, 1, \cdots, 2^h - 1\} \).

**Proof.** Let

\[
C = \begin{bmatrix}
1 & 1 & \cdots & 1 \\
1 & \zeta_{2^h} & \cdots & \zeta_{2^h}^{(2^h-1)} \\
1 & \zeta^{(2^h-1)} & \cdots & \zeta^{(2^h-1)(2^h-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & \zeta^{-(2^h-1)} & \cdots & \zeta^{-(2^h-1)(2^h-1)}
\end{bmatrix}
\]

Observing \( C^*C = 2^h I \), left multiply \( C^* \) to the congruence in theorem 3 and we obtain

\[
2^h \begin{bmatrix}
\eta_{\frac{x}{2^h}} (-1) K(\eta_{\frac{x}{2^h}}) \\
\eta_{\frac{x}{2^h}} (-1) K(\eta_{\frac{x}{2^h}}) \\
\vdots \\
\eta_{\frac{x}{2^h}} (-1) K(\eta_{\frac{x}{2^h}})
\end{bmatrix} \equiv -2^h C^* \begin{bmatrix}
\delta_0 \\
\delta_1 \\
\vdots \\
\delta_{2^h-1}
\end{bmatrix} \quad (\mod 2^{h+1}P\mathbb{Z}[\zeta_{2^h}])
\]
\[\begin{bmatrix}
\eta_{2h-1}(-1)K(\eta_{2h-1}^{2})
\eta_{2h}(-1)K(\eta_{2h}^{2h})
\vdots
\eta_{2h-1}(-1)K(\eta_{2h-1}^{2h})
\end{bmatrix} \equiv -C^* \begin{bmatrix}
\delta_0
\delta_1
\vdots
\delta_{2h-1}
\end{bmatrix} \pmod{2^h \mathbb{Z}[\zeta_{2h}^k]}\]

If \( h = u \), then \( \eta_{2h}(-1) = -1 \) and \( \delta_i = \delta_{i,2h-1} \). If \( h < u \), then \( \eta_{2h}(-1) = 1 \) and \( \delta_i = \delta_{i,0} \). In any of these two cases, the congruence can be simplified to

\[\begin{bmatrix}
K(\eta_{2h}^{2h})
K(\eta_{2h}^{2h})
\vdots
K(\eta_{2h-1}^{2h})
\end{bmatrix} \equiv -1 \begin{bmatrix}
-1
-1
\vdots
-1
\end{bmatrix} \pmod{2^h \mathbb{Z}[\zeta_{2h}^k]}\]

It completes the proof. \( \square \)

### 4 Divisibility Results in Semiprimitive Case

In this section, we apply the theorem we get to semiprimitive case. Throughout this section, we assume that there exists a positive integer \( v \) such that \( 2^h k \mid (p^v + 1) \). It follows that \( m = 2vw \) for some \( w \). In addition, it must be the case \( h < u \) because \( 2^h \mid p^v + 1 \) and \( \frac{p^v}{p^v + 1} \) is even.

**Lemma 9.** With the notations and assumptions above, \( K(\eta_{2h}^{2h}) = G(\rho) \) for any \( i \in \{0, 1, \ldots, 2^h - 1\} \).

**Proof.** Using lemma 5, we have

\[K(\eta_{2h}^{2h}) = J(\rho, \eta_{2h}^{2h}) = \frac{G(\rho)G(\eta_{2h}^{2h})}{G(\rho \eta_{2h}^{2h})}\]

We only need to prove \( G(\eta_{2h}^{2h}) = G(\rho \eta_{2h}^{2h}) \).

If \( i = 0 \) or \( i = 2h - 1 \), then we need to prove \( G(\chi) = G(\rho \chi) \). Note that both two are semiprimitive Gauss sum. The smallest positive integers \( v_1, v_2 \) such that \( k \mid (p^{v_1} + 1), 2k \mid (p^{v_2} + 1) \) are equal. Hence, \( G(\chi) = G(\rho \chi) \) follows from lemma 4.

Otherwise, the order of \( \eta_{2h}^{2h} \) is the equal to that of \( \rho \eta_{2h}^{2h} \). Thus it trivially follows from lemma 4. \( \square \)

**Lemma 10.** With the notations and assumptions above, if \( \beta \) is a root of \( S(X) \), then the multiplicities of \( \beta \) is \( \geq 2^h \).

**Proof.** Notice that \( h < u \), which implies \( \eta_{2h}^{2h}(-1) = 1 \) and \( \delta_i = \delta_{i,0} \). By theorem 3, \( \beta \) has multiplicities \( \geq 2^h \) if and only if

\[\begin{bmatrix}
1 & 1 & \cdots & 1
1 & \zeta_{2h} & \cdots & \zeta_{2h}^{2h-1}
\vdots & \vdots & \ddots & \vdots
1 & \zeta_{2h}^{2h-1} & \cdots & \zeta_{2h}^{2h(2h-1)}
\end{bmatrix} \begin{bmatrix}
K(\eta_{2h}^{2h})
K(\eta_{2h}^{2h})
\vdots
K(\eta_{2h-1}^{2h})
\end{bmatrix} \equiv -2^h \begin{bmatrix}
1
0
\vdots
0
\end{bmatrix} \pmod{2^{h+1} \mathbb{Z}[\zeta_{2h}^k]}\]

From lemma 9, we know \( K(\eta_{2h}^{2h}) = K(\chi) = G(\rho) \) for arbitrary \( i \). Thus,

\[\text{l.h.s} = \begin{bmatrix}
1 & 1 & \cdots & 1
1 & \zeta_{2h}^1 & \cdots & \zeta_{2h}^{2h-1}
\vdots & \vdots & \ddots & \vdots
1 & \zeta_{2h}^{2h-1} & \cdots & \zeta_{2h}^{2h(2h-1)}
\end{bmatrix} \begin{bmatrix}
K(\chi)
K(\chi)
\vdots
K(\chi)
\end{bmatrix} = \begin{bmatrix}
2^h K(\chi)
0
\vdots
0
\end{bmatrix}\]
And the condition becomes

\[ 2^h K(\chi) \equiv -2^h \pmod{2^{h+1} P \mathbb{Z}[\zeta_{2^h}]} \]
\[ \iff K(\chi) \equiv -1 \pmod{2 P \mathbb{Z}[\zeta_{2^h}]} \]
\[ \iff K(\chi) \equiv -1 \pmod{2 P} \]

The last step is because \( K(\chi) = G(\rho) = \pm p^{v w} \) is an integer under our assumptions. Finally, note that \( K(\chi) \equiv -1 \pmod{2 P} \) if and only if \( S(\beta) = 0 \) by proposition 1.

**Theorem 5.** Keep the notations and assumptions as above. Suppose \( v' \) is the smallest positive integer such that \( k \mid (p^{v'} + 1) \) and \( m = 2 v' w' \). We have

- If \( p \equiv 1 \pmod{4} \), then \((1 + X + \cdots + X^{k-1})^{2^h} \mid S(X) \iff w' \) is even.
- If \( p \equiv 3 \pmod{4} \), then \((1 + X + \cdots + X^{k-1})^{2^h} \mid S(X) \iff w' \) is even or \( v' w' \) is odd.

**Proof.** It simply follows lemma 10 and theorem 4.1 of [1].

5 Conclusion

In this paper, we generalize the main result of [1] by considering the multiplicities of character values of SLCE sequences. And we apply our results to semiprimitive case and prove that a root must be multiple root in semiprimitive case.

There are still many open problems to be tackled in this research area. For example, can we use evaluations of Gauss sums in other cases to get more divisibility results? Is the necessary condition strong enough to derive a contradiction which implies the multiplicities is small? Can we derive a better bound for linear complexity of SLCE sequences than [20]? How can we generalize this work to study linear complexity of \( d \)-ary SLCE sequences? Is there any method to study 1-error or even \( k \)-error linear complexity of SLCE sequences?
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