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ABSTRACT: We develop the technology for Polyakov-Mellin (PM) bootstrap in one-dimensional conformal field theories (CFT1). By adding appropriate contact terms, we bootstrap various effective field theories in AdS2 and analytically compute the CFT data to one loop. The computation can be extended to higher orders in perturbation theory, if we ignore mixing, for any external dimension. We develop PM bootstrap for O(N) theories and derive the necessary contact terms for such theories (which also involves a new higher gradient contact term absent for N = 1). We perform cross-checks which include considering the diagonal limit of the 2d Ising model in terms of the 1d PM blocks. As an independent check of the validity of the results obtained with PM bootstrap, we propose a suitable basis of transcendental functions, which allows to fix the four-point correlators of identical scalar primaries completely, up to a finite number of ambiguities related to the number of contact terms in the PM basis. We perform this analysis both at tree level (with and without exchanges) and at one loop. We also derive expressions for the corresponding CFT data in terms of harmonic sums. Finally, we consider the Regge limit of one-dimensional correlators and derive a precise connection between the latter and the large-twist limit of CFT data. Exploiting this result, we study the crossing equation in the three OPE limits and derive some universal constraints for the large-twist limit of CFT data in Regge-bounded theories with a finite number of exchanges.
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1 Introduction

Conformal symmetry puts stringent constraints on the structure of the correlators. One interesting fact about all unitary Conformal Field Theories (CFTs) is that the local operators in the theory, which are labeled by their scaling dimension ($\Delta$) and spin ($\ell$), satisfy an algebra, called the Operator Product Expansion (OPE). The structure constants of this algebra are commonly referred to as OPE coefficients, and together with the set of the quantum numbers ($\Delta$, $\ell$) of all local operators they are collectively known as CFT (or OPE) data. The CFT data contain all the dynamical information of a CFT, and therefore they characterize the theory uniquely. The conformal bootstrap is an approach to CFTs which is based on unitarity, crossing symmetry and associativity of the OPE, whose goal is to extract the OPE data non-perturbatively. After the seminal work [1], there has been significant progress in constraining the solution space of CFT data, in particular putting stringent bounds on the spectrum of low dimension operators present in the theory [2–5].

In [6], an inversion formula was derived for CFTs in $d \geq 2$, which allows to extract the CFT data using only the so-called double discontinuity of the four-point function. This also puts large spin perturbation theory [7] on a firm footing by showing that the CFT data are analytic in spin, except for a finite number of low spins. In a series of papers [8, 9]
the CFT data for the Wilson-Fisher and the critical $O(N)$ model was analytically obtained using this method, in a perturbative expansion in a suitable small parameter. Crucially, the inversion formula of [6] relies on a suitable Regge behaviour of the correlator, and in general it does not apply to scalar exchanges.

An alternative to the above scenario, following [10], was proposed in [11–14], where correlators are expanded in a crossing-symmetric basis. Then, demanding consistency with the OPE gives rise to constraints on the CFT data — following [15], we will refer to this approach as the Polyakov-Mellin (PM) bootstrap.¹ These constraint equations can be solved to find the OPE data of operators of all spins, including scalars. The crossing symmetric basis consists of exchange Witten diagrams and contact terms, and in order to have completeness of this basis, it is important to know which contact terms one has to add [15, 21, 22]. Recently, in a series of papers [23–27], the contact terms issue was resolved in one-dimensional CFTs. There, the authors started with the crossing equations and acted with suitable functionals on these equations in order to find a sum rule, which turns out to coincide with the PM bootstrap. In terms of the equations presented in [12, 13], the key difference was to add a constant contact term [15].

In this paper, we consider one-dimensional CFTs dual to scalar effective field theories (EFTs) on a fixed AdS$_2$ background, via the celebrated AdS/CFT correspondence. We work on a setup which can be seen as the 1d analogue of [28], where bootstrap techniques were applied to study scalar contact terms at tree level in $d = 2$ and $d = 4$. Hence, the CFTs we consider are toy models with only one “single-trace” scalar primary operator ² $\phi$ of finite dimension $\Delta_\phi$, while all the other single-trace operators of the theory are considered to be decoupled due to their large dimension. This model has proven useful to address both conceptual and technical questions about the nature of the AdS/CFT duality, such as the emergence of bulk locality from the dual CFT [28], or whether at loop level new constraints arise on the CFT data to guarantee that a given CFT has a bulk dual [29].

Specializing to one dimension allows for remarkable technical simplifications: 1d conformal four-point correlators are functions of one cross-ratio only ($z$), as opposed to two ($z, \bar{z}$) in $d > 1$. In fact, 1d CFTs can be seen as arising in the so-called diagonal limit ($z = \bar{z}$) of higher-dimensional theories, i.e. the kinematical configuration in which the four operators of the correlator all lie on the same line. Additionally, there is no spin in one dimension, and therefore the study of scalars essentially comprises all possible cases.³ On the other hand, techniques that have proven extremely powerful in higher dimension, such as large spin perturbation theory [7] or the inversion formula [6], do not apply to the case of $d = 1$, and therefore it seems a very suitable problem for the application of PM bootstrap, as shown by recent work on the analytic functional bootstrap [23–27]. Furthermore, one can wonder whether new techniques can be developed that are tailored for the one-dimensional case, but which may have potential ramifications for higher dimensions.

¹In general Mellin space techniques have proven very effective in various different contexts [16–20].
²When turning to the study of exchanges, we shall consider the existence of a second operator, $O_E$, which appears in the $\phi \times \phi$ OPE.
³One can also consider one-dimensional fermions, which however are simply Grassmann variables with no spin indices, and therefore they introduce no technical complications - for instance, the fermionic conformal blocks are the same as the bosonic ones.
As an additional motivation for this study, let us stress that there are inherently one-dimensional models that one can consider, and that have been only partially explored using the conformal bootstrap. To begin with, a well-known instance in which the diagonal limit of higher-dimensional CFTs is interesting is that of line defects, such as the monodromy line defect in the 3D Ising model \cite{30, 31}, Wilson lines in four-dimensional $\mathcal{N} = 4$ SYM \cite{32-38} and Wilson lines in the ABJM theory \cite{39, 40}. One can also consider purely one-dimensional theories, such as the SYK model \cite{41, 42} or its conformal version \cite{43, 44}, whose gravitational dual is not well-understood. Both for applications to line defect theories and to the SYK model, it is also interesting to consider extensions of the setup of \cite{28}, in which one has a multiplet of primary fields and an $O(N)$ global symmetry that rotates them. Finally, another reason of interest in 1d CFT’s is related to recent work on the $I$-extremization principle in the context of black hole entropy and the AdS/CFT correspondence, for AdS$_4$ black holes with AdS$_2$ near horizon limit (see \cite{45} for a recent review). However, in the latter case, it is not clear whether the conformal bootstrap can provide new insights from the field theory side of the correspondence.

In this paper, we develop the technology for 1d PM bootstrap, achieving several technical simplifications in the process. For starters, since we are in one dimension, there will be only one Mellin variable. We accomplish this reduction by starting with the two variable ($s$ and $t$) expression in general dimensions, performing the $t$-integral and setting $d = 1$. This approach will also be useful for future work on the diagonal limit of the PM bootstrap. While the series of papers \cite{23-26} relied on unitarity, in the form of Regge boundedness of the four-point functions, we drop this assumptions and consider generic EFTs in AdS$_2$, where interactions can have an arbitrarily high number of derivatives — see \cite{22, 46} for studies in higher dimensions using the AdS/CFT correspondence. We also consider PM bootstrap for unitary scalar theories with $O(N)$ global symmetry since, as mentioned, it is interesting for some physical theories in one dimension. We shall fix the contact terms for such theories, and it turns out that in addition to the constant contact term considered in \cite{23-26}, we also need to add a gradient contact term. As an application, we bootstrap $O(5)$ and $O(3)$, and we are able to reproduce the tree-level CFT data found in \cite{32} for a half-BPS Wilson line in $\mathcal{N} = 4$ SYM. We also perform two non-trivial consistency checks — a) we show that the diagonal limit of the 2d Ising model can be expanded in terms of the 1d PM blocks and b) we show that the fermionic GFF correlator in one dimension (which is a bona fide CFT quantity to consider) can be expanded in terms of the bosonic 1d PM blocks. Both these consistency checks serve as non-perturbative evidence for the correctness of the 1d PM basis.

We also adopt an independent approach and discuss the possibility to fix the correlators only relying on simple constraints and a transcendentality principle. To be more precise, for every problem we consider, we shall provide suitable ansätze in terms of functions up to some fixed transcendentality and rational functions. Then we use crossing symmetry, combined with properties of the one-dimensional OPE, to fix the rational functions, and this allows to find correlators up to one loop with only a finite number of ambiguities, which correspond precisely to the contact terms that one needs to add to the sum over Witten exchange diagrams in order to build a complete basis of Polyakov blocks. We were also able
to find closed-form expressions for the corresponding CFT data, in terms of generalized harmonic sums. Interestingly enough, a given transcendentality in the correlators directly translates into that of the CFT data, which are also found to always satisfy the reciprocity principle \cite{47–49}. Transcendentality principles\footnote{There is a vast literature on transcendentality principles that appear in various contexts, and our references do not provide an exhaustive bibliography. We are only citing a few papers, and we refer the interested reader to the references therein.} were already employed in many contexts, including $\mathcal{N} = 4$ super Yang-Mills \cite{50–52} up to seven loops \cite{53}, splitting functions in QCD \cite{54, 55}, and other CFT problems \cite{8, 9, 56}, and our findings show that one-dimensional CFT’s that arise as duals of AdS$_2$ EFT’s provide a simplified setup where one can further investigate their origin. The CFT data extracted using this approach match with the PM bootstrap results exactly, and this serves as an independent check on the validity of our results as well as on the contact terms we have added to the exchange Witten diagrams basis to form the PM basis. A minor shortcoming of the transcendentality approach is the requirement of integer external operator dimensions, however, since the PM bootstrap approach agrees exactly with this, we take it as non-trivial evidence for the validity of PM bootstrap for any external operator dimension.

In the study of exact correlators, a strong connection has become apparent between the Regge (or $u$-channel OPE) limit considered in \cite{25} for one-dimensional theories, and the large-twist limit of CFT data. First, we shall make this link more precise using the observation that the Regge limit OPE is dominated by operators with large dimension, and provide a formula that relates the expansion of correlators in the Regge limit to that of the CFT data for large twist, as an expansion in $1/\Delta$ ($\Delta = 2\Delta_{\phi} + 2n + \gamma_n$ being the physical dimension of double trace operators). Then, we shall consider the crossing equation in all the three OPE limits (namely $s$-, $t$- and $u$-channel), and observe that in two out of three the OPE is controlled by operators with large dimension ($\Delta$), while the third is dominated by the identity. This allows, exploiting the Regge-limit expansions previously derived, to put some constraints on the CFT data order by order in $1/\Delta$. Although this is not enough to completely fix the CFT data, and some of the expansions are only asymptotic, one can still learn some useful lessons from this analysis. Most notably, under the assumptions of Regge-boundedness and a finite number of exchanges, we find for the anomalous dimensions of double-trace operators a universal expansion of the type\footnote{Here we imagine that our theory has only one coupling constant, which controls all the interactions. Alternatively, if one adopts the point of view of an effective field theory (EFT), the functions $f_i$ will in general depend on many arbitrary couplings.}

$$
\gamma(\Delta) = \lambda \left( \frac{1}{J^2} + \frac{2\Delta_{\phi} (\Delta_{\phi} - 1)}{J^4} \right) + f_1(\lambda) \frac{1}{J^6} + \cdots
$$

$$
+ \log J \left( 2\lambda^2 \left( \frac{1}{J^6} + \frac{2 (3\Delta_{\phi}^2 - 3\Delta_{\phi} - 2)}{J^8} \right) + f_2(\lambda) \frac{1}{J^{10}} + \cdots \right)
$$

$$
+ \log^2 J \left( 24\lambda^3 \left( \frac{1}{J^{10}} + \frac{10 (\Delta_{\phi}^2 - \Delta_{\phi} - 2)}{J^{12}} \right) + f_3(\lambda) \frac{1}{J^{14}} + \cdots \right) + \cdots,
$$

where $J^2 = \Delta(\Delta - 1)$ is the so-called \textit{conformal spin} (eigenvalue of the quadratic Casimir),
and \( f_i(\lambda) \) are arbitrary functions of the coupling constant \( \lambda \) that we are not able to fix with this analysis.

The paper is organized as follows. In section 2, we begin by setting up the PM bootstrap equations in 1d. This will also clarify the conventions used in our work. We will also set up the equations for the \( O(N) \) case. Since the contact terms needed for the \( O(N) \) case are somewhat different than for the \( N = 1 \) case, this is not just a trivial exercise. In section 3, we will turn to implementing the bootstrap constraints. In sections 4 and 6, we will implement the idea based on pure transcendentality to completely fix the four point functions perturbatively for many choices of integer external operator dimensions, up to one loop and both with and without \( O(N) \) symmetry. The CFT data extracted from this agrees perfectly with the PM bootstrap method. In section 5, we shall discuss the Regge limit for one-dimensional CFTs, and the implication of crossing symmetry in such regime. In section 7, we briefly address issues in higher dimensions before concluding in section 8. The appendices supplement many computational details we used in the main text.

## 2 Polyakov-Mellin bootstrap

We will consider four-point functions of identical scalar primary operators with conformal dimension \( \Delta_\phi \). Our conventions are the same as [15], which we will review below. As is the usual convention in many CFT papers, we will use \( h = d/2 \) where \( d \) is the number of spacetime dimensions in which the CFT lives. Since our approach in the case \( d = 1 \) can be applied to the diagonal limit of CFTs in any dimension, for the moment we shall work with arbitrary \( d \). In a CFT, the four-point function of scalar primaries has the form

\[
\langle \phi(x_1)\phi(x_2)\phi(x_3)\phi(x_4) \rangle = \frac{1}{x_{12}^{2\Delta_\phi} x_{34}^{2\Delta_\phi}} A(u, v),
\]

where the cross ratios \( u \) and \( v \) are given by

\[
u = \frac{x_{12}^2 x_{34}^2}{x_{13}^2 x_{24}^2} = \bar{z}, \quad v = \frac{x_{14}^2 x_{23}^2}{x_{13}^2 x_{24}^2} = (1 - z)(1 - \bar{z}).
\]

\( A(u, v) \) admits a Mellin representation [57]

\[
A(u, v) = \int [ds][dt] u^s v^t M(s, t) \Gamma^2(\Delta_\phi - s) \Gamma^2(-t) \Gamma^2(s + t).
\]

The reduced Mellin Amplitude \( M(s, t) \) can be expanded in the s-channel conformal blocks as

\[
M(s, t) = \sum \Delta, \ell c_{\Delta, \ell} B_{\Delta, \ell}(s, t),
\]

where

\[
B_{\Delta, \ell}(s, t) = \frac{\Gamma(\Delta - \ell - s) \Gamma(2h - \Delta - \ell - s) \tilde{P}_{\Delta - h, \ell}(s, t)}{\Gamma^2(\Delta_\phi - s)}.
\]

\[ dx \] means \[ \frac{dx}{2\pi i} \].
where \( \hat{P}_{\Delta-h,\ell}(s,t) \) are the Mack polynomials, given in appendix (B.1). In the context of PM bootstrap, we expand \( \mathcal{M}(s,t) \) as

\[
\mathcal{M}(s,t) = \sum_{\Delta,\ell} c_{\Delta,\ell} \left( W_{\Delta,\ell}^{(s)}(s,t) + W_{\Delta,\ell}^{(t)}(s,t) + W_{\Delta,\ell}^{(u)}(s,t) \right) + c(s,t),
\]

(2.6)

where

\[
W_{\Delta,\ell}^{(s)}(s,t) = \frac{\Gamma^2(\frac{\Delta+\ell}{2}+\Delta_\phi-h)}{(\frac{\Delta-\ell}{2}+s)\Gamma(\Delta-h+1)}
\times\left[ 3F_2 \left( \frac{\Delta-\ell}{2} - s, 1 + \frac{\Delta-\ell}{2} - \Delta_\phi, 1 + \frac{\Delta-\ell}{2} - \Delta_\phi; 1 + \frac{\Delta-\ell}{2} - s, \Delta-h+1; 1 \right) \right],
\]

(2.7)

is the Witten diagram for the exchange of a primary operator of dimension \( \Delta \) and spin \( \ell \) in the s-channel, whose OPE coefficient squared is given by \( c_{\Delta,\ell} \). The term \( c(s,t) \) is a polynomial in \( s, t \) and represents the potential set of contact terms that one needs to add (in principle for each \( \Delta, \ell \)) to have a well-defined basis of PM blocks [15]. The other channels are given by the following transformations from the s channel.

- \( t \) channel: \( s \to t + \Delta_\phi, t \to s - \Delta_\phi; \)
- \( u \) channel: \( s \to \Delta_\phi - s - t, t \to t. \)

(2.8)

The difference between this approach and the traditional approach to the conformal bootstrap is that this basis is manifestly crossing symmetric. Furthermore, \( W_{\Delta,\ell}^{(s)}(s,t) \) does not have double zeros at \( s = \Delta_\phi + n, n \in \mathbb{Z} \), unlike the conformal block \( B_{\Delta,\ell}^{(s)}(s,t) \). Hence, performing the integration in eq. (2.3), one finds powers of \( u \) which are physical, of the type \( u^{\Delta_\phi+n} \), along with spurious powers \( u^{\Delta_\phi+n} \log(u) \) and \( u^{\Delta_\phi+n} \). Explicitly, we have

\[
A(u,v) = 1 + u^{\Delta_\phi} + \left( \frac{u}{v} \right)^{\Delta_\phi} + A_c(u,v),
\]

(2.9)

where the first part represents the disconnected part of the correlator, given by a generalized free theory, while \( A_c(u,v) \) is the connected contribution. The latter admits a conformal blocks decomposition

\[
A_c(u,v) = \sum_{\Delta,\ell} c_{\Delta,\ell} \sum_n u^{\Delta_\phi+n} f_{\Delta,\ell,n}(v)
+ \sum_n u^{\Delta_\phi+n} \log(u) \sum_{\Delta,\ell} c_{\Delta,\ell} f_{\Delta,\ell,n}(v)
+ \sum_n u^{\Delta_\phi+n} \sum_{\Delta,\ell} c_{\Delta,\ell} g_{\Delta,\ell,n}(v).
\]

(2.10)

The first line of eq. (2.10) is the usual s-channel conformal blocks decomposition of the four-point function, while the second line represents unphysical spurious contribution. As explained in detail in appendix E, the consistency conditions exploited in the PM bootstrap

\footnote{Eq. (2.10) is to be seen as an expansion around small \( u \). So, \( f_{\Delta,\ell,0}(v) \) is the so-called collinear block and one can use recursion relations of conformal blocks to find the correction to this block as an expansion in powers of \( u \), i.e. \( f_{\Delta,\ell,n}(v) \), in terms of \( _2F_1 \) hypergeometric functions [81]. The compact expression of \( f_{\Delta,\ell,n}(v) \) and \( g_{\Delta,\ell,n}(v) \) is given by a non-trivial expression which involves a sum over \( \tau F_6 \) Hypergeometric functions and their derivatives, as we explain in appendix A.}
come from the requirement that the contribution of the second line in eq. (2.10) vanishes when summed with the disconnected contribution to $A(u, v)$. One crucial criterion for these conditions to hold is that the summand should decay at large $\Delta$ and large $\ell$ sufficiently fast, only then there is a hope of canceling the second line of eq. (2.10). In the expansion of the four point function eq. (2.6), we know the explicit expressions of exchange Witten blocks, but it is not completely clear how to fix the contact terms $c(s, t)$ in an effective manner. In [12-14], this method was implemented successfully for the Wilson-Fisher fixed point and for the $O(N)$ model up to $O(c^5)$ and to the first non-trivial order in $1/N$. In [15, 21, 22], the issue of the contact terms was addressed perturbatively. Following [15], we can parametrize $c(s, t)$ as

$$c(s, t) = \sum_{\{m,n\}=0}^{m+n=L/2} a_{mn} \left( [s(t - \Delta_\phi)(t + \Delta_\phi)]^m [t(s + t) + s(s - \Delta_\phi)]^n \right),$$

which also gives us the correct number of contact terms for a specific $L$, i.e., $(L+2)(L+4)/8$, as discussed in [28]. In this paper we shall make an alternative choice of contact terms, given by\(^8\)

$$c(s, t) = \sum_{\{m,n\}=0}^{m+n=L} c_{mn} \left[ (-t)_n (s + t)_m + (\Delta_\phi - s)_m (s + t)_n + (-t)_m (\Delta_\phi - s)_n \right],$$

where $c_{mn}$ are constants, symmetric in their indices $c_{mn} = c_{nm}$. The functions $c(s, t)$ are arbitrary crossing-symmetric polynomials of $s$ and $t$. We should note that eq. (2.11) and eq. (2.12) are not equivalent, as the latter provides an overcomplete basis in AdS\(_2\). Moreover, since there is only one independent cross-ratio, the contact terms are linear combinations of terms of the type $s^{2q}$ with $q$ being a non-negative integer. One can now see from equation (2.12) that we can get these crossing symmetric polynomials by choosing $L = 2q$. We also elaborate on this in detail in section 4.1. In practice, we find that the presence of contact terms in eq. (2.6) is required in order to ensure convergence of the sum over the spectrum. In all cases that we have encountered, when convergence of this sum fails, it does so in a similar manner for all constraint equations. To fix this problem, we have to choose the contact terms in such a way that the divergences cancel out. Then we can solve the rest of the equations completely. In [15], it was found that this procedure leads to identical constraints to those in [25], where the contact term in 1d was fixed by demanding consistency with Regge boundedness. In what follows, we will focus our attention on the 1d problem, deriving a new contact term for the $O(N)$ case as well as extracting analytic results from the constraint equations.

2.1 Bootstrapping with no global symmetry

Let us now turn our attention to the main subject of this paper, i.e. 1d CFTs. For a four-point function in one dimension there is only one independent cross ratio,\(^9\) and we\(^8\)

---

8This notation will be useful in the $O(N)$ case considered later and also has a nice decomposition in the continuous Hahn basis.

9From the point of view of higher dimensional CFTs, we can recover the case $d = 1$ by placing all operators on the same line, which corresponds to the “diagonal limit” $z = \bar{z}$ of the cross ratios.
can express a correlator of identical scalars as
\[
\langle \phi(x_1) \phi(x_2) \phi(x_3) \phi(x_4) \rangle = \frac{1}{|x_{12}|^{2\Delta} |x_{34}|^{2\Delta}} A(z). \tag{2.13}
\]

The function \( A(z) \) has singularities for values of \( z \) corresponding to those configurations in which two points are coincident, i.e. \( z = 0, 1 \) and \( \infty \). In fact, \( A(z) \) is not analytic on the complex \( z \)-plane — rather, it reduces to three different functions in three different regions of the real \( z \) line:
\[
A(z) = \begin{cases} 
A^{-}(z) & \text{for } z \in (-\infty, 0), \\
A^{0}(z) & \text{for } z \in (0, 1), \\
A^{+}(z) & \text{for } z \in (1, +\infty). 
\end{cases} \tag{2.14}
\]

These functions are related to \( A^{0}(z) \) because of Bose symmetry of four-point function, and although they can independently be analytically continued to the complex \( z \) plane, they are not analytical continuations of each other [26]. Physically, this is related to the fact that in one dimension one cannot move operators around each other. \( A^{0}(z) \) also admits an expansion in conformal blocks
\[
A(z) = \sum_{\Delta} C_{\Delta} G_{\Delta}(z), \tag{2.15}
\]
with
\[
G_{\Delta}(z) = z^{\Delta} F_{1}(\Delta, \Delta; 2\Delta; z). \tag{2.16}
\]

To get the constraint equations for this case, it is enough to set \( d = 1 \) in our previous equations, as those results hold for general dimension. Furthermore, one needs to set \( \ell = 0 \) as there are only scalars in one dimension. We also set \( z = \bar{z} \) and find
\[
A_{c}(z) = \int [ds][dt] z^{2s}(1 - z)^{2t} M(s, t) \Gamma^{2}(\Delta_{\phi} - s) \Gamma^{2}(-t) \Gamma^{2}(s + t), \tag{2.17}
\]
where
\[
M(s, t) = \sum_{\Delta} c_{\Delta}(W_{\Delta,0}^{(s)}(s, t) + W_{\Delta,0}^{(t)}(s, t) + W_{\Delta,0}^{(u)}(s, t)) + c(s, t). \tag{2.18}
\]

Let us study the above equation more carefully, without the contact terms \( c(s, t) \). This will be instructive since unlike the discussions in the literature so far, which focus on higher-dimensional cases, we will perform the \( t \)-integral before writing down the consistency conditions. There exist many definitions of Polyakov blocks in the literature, depending on how one modifies the exchange Witten diagrams by adding contact terms. For our purposes, we define Polyakov blocks to be simply sum of exchange Witten diagrams in all

\[\text{References:}\]
\[\text{10}\] From now onwards when we write \( A(z) \), we actually mean \( A^{0}(z) \).
\[\text{11}\] Here \( c_{\Delta} \) are the squared OPE coefficients which come from 1d conformal blocks decomposition, i.e. \( c_{\Delta} = C_{\Delta} N_{\Delta,0} \) (or more generally \( c_{\Delta,\ell} = C_{\Delta,\ell} N_{\Delta,\ell} \) ) and \( N_{\Delta,0} \) is given below in eq. (2.27) and \( C_{\Delta} \) are the standard OPE coefficients — see [12].
three channels. In Mellin space, the Polyakov block $\mathcal{PB}_{\Delta, \ell}(u, v)$ in general dimension can be written as

$$\mathcal{PB}_{\Delta, \ell}(u, v) = \int_{-\infty}^{\infty} [ds][dt] u^s v^t \Gamma^2(\Delta_\phi - s) \Gamma^2(s + t) \Gamma^2(-t)$$

$$\times \left[ \sum_{\ell'} \left( q^{(s)}_{\Delta, \ell'|\ell}(s) + q^{(u)}_{\Delta, \ell'|\ell}(s) \right) Q^{2s+\ell}_{\ell',0}(t) \right],$$

where we have decomposed the exchange Witten block in orthogonal continuous Hahn polynomials (see B.2):

$$W^{(i)}_{\Delta, \ell}(s, t) = \sum_{\ell'} q^{(i)}_{\Delta, \ell'|\ell}(s) Q^{2s+\ell}_{\ell',0}(t),$$

and $i$ represents $s$, $t$ or $u$ channel. Since $(-1)^{\ell'} q^{(u)}_{\Delta, \ell'|\ell}(s) = q^{(u)}_{\Delta, \ell'|\ell}(s)$, we have

$$\mathcal{PB}_{\Delta}(z) = \int_{-\infty}^{\infty} [ds][dt] z^{2s} (1 - z)^{2t} \Gamma^2(\Delta_\phi - s) \Gamma^2(s + t) \Gamma^2(-t)$$

$$\times \left[ \sum_{\ell'} \left( q^{(s)}_{\Delta, \ell'|0}(s) \delta_{\ell',0} + \left( 1 + (-1)^{\ell'} \right) q^{(u)}_{\Delta, \ell'|0}(s) \right) Q^{2s+\ell}_{\ell',0}(t) \right].$$

In order to perform the $t$-integral, we write $(1 - z)^{2t} = \sum_{r=0}^{\infty} (-1)^r 2t C_r z^r$, and expand $2t C_r$ in a basis of continuous Hahn polynomial $Q^{2s+\ell'}_{\ell',0}(t)$ (see appendices B.2 and C),

$$2t C_r = \sum_{\ell''=0}^{r} d_{r, \ell''}(s) Q^{2s+\ell''}_{\ell'',0}(t),$$

where $d_{r, \ell''}(s)$ is given in eq. (C.4). We can now perform the integral over $t$ using orthogonality of the continuous Hahn polynomials, and we get

$$\mathcal{PB}_{\Delta}(z) = \int_{-\infty}^{\infty} [ds] z^{2s} \left( \sum_{r=0}^{\infty} \sum_{\ell''=0}^{r} (-1)^r d_{r, \ell''}(s) \right) \Gamma^2(\Delta_\phi - s)$$

$$\times \left[ \sum_{\ell'} \left( q^{(s)}_{\Delta, \ell'|0}(s) \delta_{\ell',0} + \left( 1 + (-1)^{\ell'} \right) q^{(u)}_{\Delta, \ell'|0}(s) \right) \kappa_{\ell'}(s) \delta_{\ell', \ell''} \right],$$

where $\kappa_{\ell'}(s)$ is given in eq. (B.5). Making a change of variable $s \to s - r/2$, then performing the sum over $\ell''$ and relabelling $\ell'' \to \ell'$, we can express the final result as

$$\mathcal{PB}_{\Delta}(z) = \int_{-\infty}^{\infty} [ds] z^{2s} \Gamma^2(\Delta_\phi - s) \left[ \left( \sum_{r=0}^{\infty} \sum_{\ell''=0}^{r} (-1)^r (\Delta_\phi - s)^2 \frac{1}{2} d_{r, \ell'} \left( s - \frac{r}{2} \right) \right) Q^{2s+\ell}_{\ell',0}(t) \right]$$

$$\times \left( q^{(s)}_{\Delta, \ell'|0} \left( s - \frac{r}{2} \right) \delta_{\ell',0} + \left( 1 + (-1)^{\ell'} \right) q^{(u)}_{\Delta, \ell'|0} \left( s - \frac{r}{2} \right) \right) \kappa_{\ell'} \left( s - \frac{r}{2} \right).$$

\[12\] Note there is a free parameter $s$ in the right hand, while the left hand side is independent of $s$. Indeed, the $s$-dependence drops when performing the underlying sum over $\ell''$. This is just the decomposition of a polynomial in a basis of orthogonal Hahn polynomials, which come with a free parameter $s$, hence the coefficients in the expansion have an explicit $s$-dependence.
Notice that the shift $s \to s - r/2$ moves some poles inside the contour of integration, even though these were not giving any contribution before the shift. Therefore, we do not include the contribution from these poles in the calculation, as it would contradict the initial result. We can think of this procedure as a modification of the contour, where any spurious poles from the point of view of the original contour before the shift are excised.

The term within the square bracket in eq. (2.24) can be taken as the crossing symmetric PM block in $1d$. Then, the consistency conditions come from demanding that the contributions of the spurious poles, coming from $\Gamma^2(\Delta_\phi - s)$, are zero. This gives the constraint equations of the $1d$ PM bootstrap, which we shall repeatedly use in the rest of the paper to determine the CFT data in various cases. Such constraints read,

$$
\sum_\Delta C_{\Delta} N_{\Delta,0} f_{\Delta}(\Delta_\phi + n) = 0; \quad n = 0, 1, 2, 3 \ldots; \quad \text{(2.25)}
$$

where

$$
\begin{align*}
q_{\text{dis}}(s) &= \left(\frac{1}{s \Gamma^2(\Delta_\phi - s)} + \frac{1}{(s - \Delta_\phi) \Gamma^2(\Delta_\phi - s)} - \frac{2 \Gamma(1 - 2 \Delta_\phi) \Gamma(2 \Delta_\phi - 2s)}{\Gamma(1 - 2s) \Gamma^2(\Delta_\phi - s)}\right), \\
N_{\Delta,0} &= \frac{(\Delta - 1) \Gamma(\Delta - 1) \Gamma(\Delta + \frac{1}{2})}{\Gamma^4(\frac{\Delta}{2}) \Gamma^2(\Delta_\phi - \frac{\Delta}{2}) \Gamma^2(\Delta_\phi - \frac{1 - \Delta}{2})}, \\
f_{\Delta}(s) &= \left[\sum_{r=0}^{\infty} \sum_{r'=0}^{r} (-1)^r (\Delta_\phi - s)^{r/2} \delta_{r',0} \left(s - \frac{r}{2}\right)\right] \\
&\times \left\{ q_{\Delta,0}^{(s)} \left(s - \frac{r}{2}\right) \delta_{r',0} \left(1 + (-1)^{r'}\right) q_{\Delta,0}^{(s)} \left(s - \frac{r}{2}\right) \right\} \kappa_{r'} \left(s - \frac{r}{2}\right) \right].
\end{align*}
$$

Detailed calculations for $q_{\text{dis}}(s)$ are given in appendix E. $q_{\text{dis}}(s)$ represents the contribution of the identity exchange, which is the sum of the disconnected contributions in all three channels. It can be seen that the identity exchange only has single poles at $s = \Delta_\phi + n$, where $n$ is a non-negative integer, and therefore it only appears in equation (2.26). We have expanded the four-point function in exchange Witten blocks and we pick the residue at $s = \frac{\Delta}{2}$, which contributes to the four point function, and this residue is given by $C_{\Delta}(N_{\Delta,0})^{-1}$, $C_{\Delta}$ being the square of the OPE coefficient. So we multiply our equations with $N_{\Delta,0}$ to have an agreement of OPE coefficients with what appear in the conventional conformal blocks expansion (also see [15, eq 5.3]). Eq. (2.25) is the coefficient of $z^{2\Delta_\phi + 2n} \log z$ and eq. (2.26) is the coefficient of $z^{2\Delta_\phi + 2n}$.

We now check if the $\Delta$ sum of equation (2.25) is convergent when one replaces the GFF OPE coefficients. We get the following asymptotics in the large $\Delta$ limit for the coefficient of $z^{2\log(z)}$, i.e. the case $n = 0$ of eq. (2.25) for $\Delta_\phi = 1$:

$$
C_{\Delta} N_{\Delta,0} f_{\Delta}(\Delta_\phi) \sim -\frac{24 \Delta}{\pi^2} + \frac{12}{\pi^2} - \frac{64}{\pi^2 \Delta^3}. \quad \text{(2.28)}
$$

The coefficient of $z^{4\log(z)}$, i.e. the case $n = 1$ of eq. (2.25) for $\Delta_\phi = 1$ is

$$
C_{\Delta} N_{\Delta,0} f_{\Delta}(\Delta_\phi + 1) \sim -\frac{24 \Delta}{\pi^2} + \frac{12}{\pi^2} - \frac{288}{\pi^2 \Delta^3}. \quad \text{(2.29)}
$$
It is clear that the individual expressions grow with $\Delta$ but if we subtract one from the other, the result falls off as $\frac{1}{\Delta^2}$. We find that for any arbitrary $\Delta_\phi$ this is the general picture: with only one subtraction we can make the sum over $\Delta$ convergent, so that the constraint equations are well-defined. This is equivalent to choosing a contact term $c(s, t) = c_{00}$ (see equation (2.12)), hence sacrificing the $n = 0$ equation (which is used to fix $c_{00}$ in such a way to make the sum convergent). An important point to note is the following. We could just try to remove the divergent piece from individual equations by suitably choosing $c(s, t)$, without losing the $n = 0$ condition. However, we would still have the freedom to add an arbitrary finite piece, e.g. a constant, to $c(s, t)$. Then all the OPE data would be expressed in terms of this unknown constant. This is equivalent to expressing all the anomalous dimension $\gamma_n$ in terms of one undetermined quantity (say $\gamma_0$) — this is easy to see since taking pairwise differences of the constraint equations would get rid of the unknown constant. Although in the main text of this paper we choose the $n = 0$ equation to get rid of the divergences, it must be stressed that this choice is completely arbitrary. This procedure is equivalent to a redefinition of the Polyakov blocks. More precisely, we defined the Polyakov blocks as the crossing symmetric sum of exchange Witten diagrams, without any contact term. The procedure outlined above is equivalent to redefining the blocks, adding a contact term (e.g. $\phi^4$) with an arbitrary coefficient, say $c_{00}$. The introduction of this arbitrary coefficient is equivalent, in practice, to the idea of “sacrificing” the equation for $n = 0$, which we subtract from all the other equations in order to have convergent sums.\footnote{In our examples we subtract the equation with $n = 0$, but note that this is an arbitrary choice, and in principle any equation would serve the purpose.} Note that it is non-trivial that such a simple modification of our Polyakov blocks, i.e. the addition of a contact term, is enough to guarantee convergence of our sums: this is due to the detailed structure of the contact terms as functions of $z$. An interesting observation is that our motivation for the addition of contact terms to the original basis of Polyakov blocks was to guarantee convergence of the sums over the spectrum ($\Delta$), and therefore we required every term to decay at least with $\Delta^{-2}$ for large $\Delta$. However, we could in principle add two contact terms, with two undetermined coefficients, and require an even stronger decay of the summand.\footnote{Interestingly, we find that the conditions that are necessary for convergence also kill the $\Delta^{-2}$ terms, and the terms in the sum decay with $\Delta^{-3}$. Then, if we add another contact term, and require (in principle) a decay with $\Delta^{-4}$, other terms automatically cancel, and the behaviour is $\Delta^{-7}$. The pattern goes on, and with the addition of $k$ contact terms we find a decay with $\Delta^{1-4k}$.} This is equivalent to the subtraction of two equations, say for $n = 0$ and $n = 1$. In the language of the analytic functionals, this corresponds to demanding a softer Regge behaviour. Finally, the consistency conditions take the following form

\begin{align}
\sum_{\Delta} C_{\Delta N_{\Delta,0}} f_{\Delta}(\Delta_\phi + n) &= 0 ; \quad n = 0, 1, 2, 3 \ldots ; \quad (2.30) \\
\sum_{\Delta} (C_{\Delta N_{\Delta,0}} f'_{\Delta}(\Delta_\phi + n)) + q_{\text{dis}}(\Delta_\phi + n) &= 0 ; \quad n = 0, 1, 2, 3 \ldots ; \quad (2.31)
\end{align}
where

\[ f_\Delta(s) = \left[ \left( \sum_{r=0}^{\infty} \sum_{r'=0}^{r} (-1)^r (\Delta_\phi - s)^{r/2} d_{r,r'} \left( s - \frac{r}{2} \right) \right) \right. \]

\[ \times \left\{ q_\Delta^{(s)} \left( s - \frac{r}{2} \right) \delta_{r,0} + c_{00} \delta_{r,0} + \left( 1 + (-1)^{r'} \right) q_\Delta^{(t)} \left( s - \frac{r}{2} \right) \kappa_{r'} \left( s - \frac{r}{2} \right) \right\} , \]

(2.32)

where \( c_{00} \) is a constant. In the language of an AdS effective field theory this simply corresponds to a \( \phi^4 \) contact interaction, with no derivatives. An important observation is that, as shown in [15], the \( n = 0 \) equation does not converge. We will use the equation for \( n = 0 \) to determine \( c_{00} \), and this leads to the same results of [24]. More explicitly, looking at the case \( n = 0 \), we have

\[ \sum_\Delta C_\Delta N_\Delta,0 \left( q_\Delta^{(s)} (\Delta_\phi) + 2q_\Delta^{(t)} (\Delta_\phi) + c_{00} \right) \kappa_{0}(\Delta_\phi) = 0 , \]

(2.33)

which gives

\[ c_{00} = - \left( q_\Delta^{(s)} (\Delta_\phi) + 2q_\Delta^{(t)} (\Delta_\phi) \right) . \]

(2.34)

For a generic contact term of the type in eq. (2.12) (corresponding to quartic derivative interactions in an AdS effective field theory), \( f_\Delta(s) \) gets slightly modified to

\[ f_\Delta(s) = \left[ \left( \sum_{r=0}^{\infty} \sum_{r'=0}^{r} (-1)^r (\Delta_\phi - s)^{r/2} d_{r,r'} \left( s - \frac{r}{2} \right) \right) \right. \]

\[ \times \left\{ q_\Delta^{(s)} \left( s - \frac{r}{2} \right) \delta_{r,0} + a_{r'} \left( s - \frac{r}{2} \right) + \left( 1 + (-1)^{r'} \right) q_\Delta^{(t)} \left( s - \frac{r}{2} \right) \kappa_{r'} \left( s - \frac{r}{2} \right) \right\} , \]

(2.35)

where \( a_{r'}(s)^{15} \) is given in appendix (D). Note that in the consistency conditions of eqs. (2.30) and (2.31), only even \( r \) contributes.

### 2.2 Bootstrapping \( O(N) \) global symmetry

Now we consider the case of a 1d CFT with \( O(N) \) global symmetry. The four-point function of scalar fields \( \phi_i \) can be expanded as a sum over three irreducible representations of \( O(N) \)

\[ \langle \phi_i \phi_j \phi_k \phi_l \rangle = \delta_{ij} \delta_{kl} G_S + \left( \frac{\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}}{2} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) G_T + \left( \frac{\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}}{2} \right) G_A, \]

(2.36)

where \( G_S \) corresponds to the singlet, \( G_T \) to the symmetric traceless and \( G_A \) the antisymmetric representation.

---

{12 \{ 15} Any generic contact term \( c(s,t) \) can be expanded in Continuous Hahn Polynomial basis, i.e. \( c(s,t) = \sum_{r=0}^{\infty} a_{r'}(s)q_\Delta^{(s)} ( t ) \), and we denote the expansion coefficient as \( a_{r'}(s) \).
The sum of exchange Witten diagrams in a certain channel can be decomposed accordingly into three channels, as

\[ \sum_{\Delta, \ell} c_{\Delta, \ell} W^{(i)}(u, v) = \int [ds][dt] u^a v^b \Gamma^2(\Delta\phi - s) \Gamma^2(-t) \Gamma^2(s + t) \]

\[ \times \left( \delta_{ij} \delta_{kl} M^{S, (i)}(s, t) + \left( \frac{\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}}{2} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) M^{T, (i)}(s, t) \right. \]

\[ \left. + \frac{1}{2} \left( \frac{\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}}{2} \right) M^{A, (i)}(s, t) \right) , \]

where \( i \) can stand for either of \( s, t, u \) channels, and the total crossing symmetric amplitude is be given by

\[ A(u, v) = \int [ds][dt] u^a v^b \Gamma^2(\Delta\phi - s) \Gamma^2(-t) \Gamma^2(s + t) \]

\[ \times \left[ \delta_{ij} \delta_{kl} \left( M^{S, (u)}(s, t) - \frac{1}{N} M^{T, (u)}(s, t) + \frac{1}{2} (M^{T, (t)}(s, t) + M^{A, (t)}(s, t) \right. \]

\[ - M^{A, (u)}(s, t) \right) + \delta_{il} \delta_{jk} \left( M^{S, (t)}(s, t) - \frac{1}{N} M^{T, (u)}(s, t) + \frac{1}{2} (M^{T, (s)}(s, t) + M^{A, (s)}(s, t) \right. \]

\[ + M^{A, (u)}(s, t) \left. + M^{A, (t)}(s, t) \right) + \delta_{ik} \delta_{jl} \left( M^{S, (s)}(s, t) - \frac{1}{N} M^{T, (u)}(s, t) + \frac{1}{2} (M^{T, (s)}(s, t) \right. \]

\[ + M^{T, (t)}(s, t) - M^{A, (s)}(s, t) - M^{A, (t)}(s, t) \right) \]. \]

Again, we decompose the above equation in three irreducible sectors and perform the integral over \( t \). The constraint equations for each sector are

\[ \sum_{\Delta} f^{(i)}_{\Delta}(\Delta\phi + n) = 0, \]  \hspace{2cm} (2.39)

\[ \sum_{\Delta} f^{(i)'}_{\Delta}(\Delta\phi + n) - q^{(i)}_{\text{dis}}(\Delta\phi + n) = 0, \]  \hspace{2cm} (2.40)

where \( i \) stands for \( S, T, A \) and the corresponding modified blocks take the form

\[ f^{(S)}_{\Delta}(s) = \sum_{r=0}^{N} \sum_{\ell'=0}^{N} (-1)^{r} (\Delta\phi - s)^2 \frac{d_{s, \ell'}(s - \frac{r}{2}) \kappa_{\ell'}(s - \frac{r}{2}) \left[ c_{\Delta}^{(S)} q_{\Delta, \ell'}^{(s)}(s - \frac{r}{2}) \delta_{\ell', 0} \right. \]

\[ + \frac{1}{N} \frac{(1 + (-1)^{\ell'})}{N} c_{\Delta}^{(S)} q_{\Delta, \ell'}^{(u)}(s - \frac{r}{2}) + \frac{(1 + (-1)^{\ell'})}{2} \left. \right] + \left( \frac{1 + (-1)^{\ell'}}{N} \right) c_{\Delta}^{(T)} q_{\Delta, \ell'}^{(t)}(s - \frac{r}{2}) - \left( \frac{1 + (-1)^{\ell'}}{N} \right) c_{\Delta}^{(A)} q_{\Delta, \ell'}^{(t)}(s - \frac{r}{2}) \right] , \]  \hspace{2cm} (2.41)
\( f^{(T)}_\Delta (s) = \sum_{r=0}^r \sum_{r'=0}^r (-1)^r (\Delta_\phi - s)^2 d_{r,r'} \left( s - \frac{r}{2} \right) \kappa_{r'} \left( s - \frac{r}{2} \right) \left[ (1 + (-1)^{r'}) c^{(S)}_{\Delta} q^{(t)}_{\Delta, r'} |0 (s - \frac{r}{2}) \right]
\]
\( + c^{(T)}_{\Delta} q^{(s)}_{\Delta, r'} |0 (s - \frac{r}{2}) \delta_{r,0} \left( \frac{1}{2} + \frac{1}{N} \right) c^{(T)}_{\Delta} q^{(t)}_{\Delta, r'} |0 (s - \frac{r}{2}) \right)
\]
\( + c^{(A)}_{\Delta} \frac{1 + (-1)^{r'}}{2} c_{\Delta} q^{(t)}_{\Delta, r'} |1 (s - \frac{r}{2}) \right] \), \( (2.42) \)

\[ f^{(A)}_\Delta (s) = \sum_{r=0}^r \sum_{r'=0}^r (-1)^r (\Delta_\phi - s)^2 d_{r,r'} \left( s - \frac{r}{2} \right) \kappa_{r'} \left( s - \frac{r}{2} \right) \left[ (1 - (-1)^{r'}) c^{(S)}_{\Delta} q^{(t)}_{\Delta, r'} |0 (s - \frac{r}{2}) \right]
\]
\( + \frac{1 - (-1)^{r'}}{2} c^{(T)}_{\Delta} q^{(t)}_{\Delta, r'} |0 (s - \frac{r}{2}) + c^{(A)}_{\Delta} q^{(s)}_{\Delta, r'} |1 (s - \frac{r}{2}) \delta_{r,1} \right)
\]
\( + \frac{1 - (-1)^{r'}}{2} c^{(A)}_{\Delta} q^{(t)}_{\Delta, r'} |1 (s - \frac{r}{2}) \right] \). \( (2.43) \)

The functions \( q^{(S)}_{\text{dis}} (s) \), \( q^{(T)}_{\text{dis}} (s) \) and \( q^{(A)}_{\text{dis}} (s) \) are given in appendix E.1.

Now let us look at the form of the large \( \Delta \) expansion of the consistency conditions arising from the singlet sector, inserting the GFF OPE coefficients as before. The coefficient of \( z^2 \log(z) \) (for \( \Delta_\phi = 1 \)) gives the behaviour

\[ f^{(S)}_\Delta (\Delta_\phi) \sim -\frac{8\Delta(N + 2)(2N - 1)}{\pi^2 N^2} + \frac{4(N + 2)(2N - 1)}{\pi^2 N^2} - \frac{16(N - 1)(2N - 1)}{\pi^2 \Delta N^2} . \] \( (2.44) \)

and from the coefficient of \( z^4 \log(z) \) we get

\[ f^{(S)}_\Delta (\Delta_\phi + 1) \sim -\frac{8\Delta(N + 2)(2N - 1)}{\pi^2 N^2} + \frac{4(N + 2)(2N - 1)}{\pi^2 N^2} - \frac{24(N - 1)(2N - 1)}{\pi^2 \Delta N^2} . \] \( (2.45) \)

These equations have terms proportional to \( \Delta \) as well as \( \frac{1}{\Delta} \), unlike in the case when there was no \( O(N) \) global symmetry, where there was no \( \frac{1}{\Delta} \) term. Therefore, with one subtraction we cannot make the terms in the series fall off as \( \frac{1}{\Delta^2} \), as required for convergence. So let us look at the summand arising from the cancellation of coefficient of \( z^6 \log(z) \) given by

\[ -\frac{8\Delta(N + 2)(2N - 1)}{\pi^2 N^2} + \frac{4(N + 2)(2N - 1)}{\pi^2 N^2} - \frac{40(N - 1)(2N - 1)}{\pi^2 \Delta N^2} . \] \( (2.46) \)

Now we can take linear combinations of equations \( (2.44) \), \( (2.45) \) and \( (2.46) \) to cancel the divergent term in the expansion. This turns out to be the feature for general \( \Delta_\phi \). Again, this cancellation introduces undetermined parameters and in this case there are two such ambiguities. This is equivalent to removing divergences from all equations by adding two contact terms, and this procedure introduces two undetermined parameters. These two parameters are fixed in terms of any of the two bootstrap equations. Since we need two subtractions, the contact term \( c(s, t) \) turns out to be

\[ c(s, t) = \delta_{ij} \delta_{kl} \sum_{m+n=0}^1 c_{mn} (-t) m(s + t)_n + \delta_{ij} \delta_{jk} \sum_{m+n=0}^1 c_{mn} (-s + \Delta_\phi) m(s + t)_n + \delta_{ik} \delta_{jl} \sum_{m+n=0}^1 c_{mn} (-t) m(\Delta_\phi - s)_n . \] \( (2.47) \)
We decompose these contact terms in the irreducible sectors and our new equation becomes
\[ \sum_{\Delta} f^{(i)}_{\Delta}(\Delta_\phi + n) = 0, \]  
and the corresponding modified blocks would take the following modified form compared to eqs. (2.41), (2.42), (2.43):
\[ f^{(i)}_{\Delta}(s) \rightarrow f^{(i)}_{\Delta}(s) + \sum_{r=0}^{\infty} \sum_{\ell=0}^{\infty} (-1)^r (\Delta_\phi - s)^{2r} d_{r,\ell} \left( s - \frac{r}{2} \right) \kappa_{\ell r} \left( s - \frac{r}{2} \right) \left[ a^{(i)}_{\ell r} \left( s - \frac{r}{2} \right) \right], \]
where \( i \) stands for \( S, T, A \) respectively (see appendix D).

**Expanding generalized free fermion as a check.** As a sanity check, we consider the \( O(N) \) generalized free fermion model and show that the bootstrap equations are satisfied by the spectrum of this model. Since we have constructed the PM basis for the \( O(N) \) model where the double zeros are at the location of \( n = 2 + 2n \) the fermionic model serves as a non perturbative example as the dimensions are far away from \( \Delta_n \). The four-point function of the \( O(N) \) generalized free fermion model is given by
\[
\langle \psi(x_1) \psi(x_2) \psi(x_3) \psi(x_4) \rangle = \delta_{ij} \delta_{kl} A^S(z) + \left( \frac{\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}}{2} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) A^T(z) + \frac{\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}}{2} A^A(z),
\]
where
\[
\begin{align*}
z^{-2\Delta_\phi} A^S(z) &= \frac{1}{N} (-1 + (1 - z)^{-2\Delta_\phi} + Nz^{-2\Delta_\phi}), \\
z^{-2\Delta_\phi} A^T(z) &= (-1 + (1 - z)^{-2\Delta_\phi}), \\
z^{-2\Delta_\phi} A^A(z) &= (-1 - (1 - z)^{-2\Delta_\phi}).
\end{align*}
\]
We can decompose this in 1d conformal blocks as,\(^\text{16}\)
\[ A^i(z) = \sum_{\Delta} C^{MFT}_{\Delta} z^{\Delta-2\Delta_\phi} {}_2F_1(\Delta, \Delta, 2\Delta, z), \]
and \( \Delta = 2\Delta_\phi + 2n + 1 \) for singlet and traceless symmetric part and \( \Delta = 2\Delta_\phi + 2n \) for the antisymmetric sector. The OPE coefficients are given by
\[
\begin{align*}
C_n^T &= \frac{2\Gamma^2(2n + 2\Delta_\phi + 1)\Gamma(2n + 4\Delta_\phi)}{\Gamma^2(2\Delta_\phi)\Gamma(2n + 2)\Gamma(2(2n + 2\Delta_\phi + 1) - 1)}', \\
C_n^S &= \frac{1}{N} C_n^T, \\
C_n^A &= -\frac{2\Gamma(2n + 2\Delta_\phi)^2 \Gamma(2n + 4\Delta_\phi - 1)}{\Gamma(2n + 1)\Gamma(2\Delta_\phi)\Gamma(2(2n + 2\Delta_\phi) - 1)}.
\end{align*}
\]
\(^\text{16}\)The spin-1 block is related to this 1d scalar block by a factor of \((-\frac{1}{2})\). The antisymmetric block is derived setting \( d = 1 \) and \( \ell = 1 \), then integrating out \( t \) from the higher dimensional blocks. In the second half of the paper we find the OPE coefficients of all channels using the scalar block. Therefore, we have multiplied the antisymmetric block by \((-\frac{1}{2})\) to make the normalizations same.
Here we explicitly show how to solve for the constraint equations coming from double poles in \( s \). The same procedure will be followed to find the results of section 3.2. Let us start with eq. (2.48) for the singlet exchange in the \( s \)-channel at \( s = \Delta_\phi \), and for illustration purpose we set \( \Delta_\phi = 1 \). In this case, eq. (2.48) gives

\[
\begin{align*}
& c^S_{\Delta} 4\sqrt{\pi} \left( \frac{1}{-\Delta^2 + \Delta + 2} + \frac{\psi^{(1)}(\Delta + 1) - \psi^{(1)}(\frac{3}{2})}{\frac{\pi}{N}} \right) + c^T_{\Delta} \sqrt{\pi} \left( - \frac{4}{N^2} + \frac{2}{N} + 2 \right) \left( \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) \right) \\
& - \psi^{(1)} \left( \frac{\Delta}{2} \right) - c^A_{\Delta} \left( 1 - \frac{1}{N} \right) \sqrt{\pi} \left( \frac{(\Delta - 1)^2 \Delta^2 (\psi^{(1)}(\frac{3}{2}) - \psi^{(1)}(\Delta + 1)) - 2(\Delta - 1)\Delta - 4}{8(\Delta - 1)\Delta} \right) \\
& - \frac{2(c_{00}(N + 2) + c_{01}(N + 1))}{N} = 0,
\end{align*}
\tag{2.55}
\]

where the last line is coming from the contact term

\[
\begin{align*}
\sum_{r=0}^{r} \sum_{r'=0}^r (-1)^r (\Delta_\phi - s)^2 \frac{d_{r,r'}}{2} \kappa_{r'} \left( s - \frac{r}{2} \right) \left[ a^{(s)}_{\phi} \left( s - \frac{r}{2} \right) \right]_{s=\Delta_\phi},
\end{align*}
\tag{2.56}
\]

and \( a^{(s)}_{\phi} \) is given by\(^{17}\)

\[
a^{(s)}_{\phi} = \sum_{m+n=0} c_{mn} \left( \Omega^{(m,n)}_{\phi}(s) + \frac{1}{N} ((\Delta_\phi - s)_m \Omega^{(0,n)}_{\phi}(s) + (\Delta_\phi - s)_n \Omega^{(m,0)}_{\phi}(s)) \right).
\tag{2.57}
\]

For \( s = \Delta_\phi + 1 \), eq. (2.48) gives

\[
\begin{align*}
\frac{2}{5\sqrt{\pi}} \sum_{\Delta} c^S_{\Delta} \left\{ \pi \left( \frac{9}{-\Delta^2 + \Delta + 2} - \frac{1}{-\Delta^2 + \Delta + 12} + \frac{5((\Delta - 1)\Delta + 3)}{N} \right) + \frac{5\pi((\Delta - 2)\Delta + 3)}{2N} \right\} \\
\times (\Delta^2 + 2) \left( \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) - \psi^{(1)} \left( \frac{\Delta}{2} \right) \right) \\
+ \left( (\Delta - 2)\Delta + 3 \right) (\Delta^2 + 2) \left( \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) - \psi^{(1)} \left( \frac{\Delta}{2} \right) \right) \\
- \sum_{\Delta} c^A_{\Delta} \left( 1 - \frac{1}{N} \right) \left\{ \sqrt{\pi} \frac{(\Delta - 1)}{32} \right\} \\
\times \Delta ((\Delta - 2)\Delta + 3) (\Delta^2 + 2) \left( \psi^{(1)} \left( \frac{\Delta}{2} \right) - \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) \right) - \frac{\sqrt{\pi}((\Delta - 1)\Delta + 3)}{16(\Delta - 1)\Delta} \\
\times ((\Delta - 1)^2 \Delta^2 + 4) \left( - \frac{6c_{00}(N + 2) + c_{01}(7N + 5)}{3N} \right) = 0.
\tag{2.58}
\end{align*}
\]

\(^{17}\)For details of contact terms and explicit expression of \( \Omega^{(m,n)}_{\phi}(s) \) we refer the readers to equation (D.3).
Finally, for $s = \Delta_\phi + 2$ l.h.s. of eq. (2.48) gives

$$
\sum_\Delta - \frac{\sqrt{\pi} c_\Delta}{288N^2} \left( -2((\Delta - 1)\Delta((\Delta - 1)\Delta((\Delta - 1)\Delta + 19) + 490) + 1300) \\
+ ((\Delta - 1)\Delta((\Delta - 1)\Delta + 4)((\Delta - 1)\Delta((\Delta - 1)\Delta + 16) + 444) + 1440) \left( \psi^{(1)} \left( \frac{\Delta}{2} \right) \right) \right.
$$

$\left. - \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) \right) + \sum_\Delta \frac{\sqrt{\pi}}{144} \left( 2\frac{((\Delta - 1)\Delta((\Delta - 1)\Delta((\Delta - 1)\Delta + 19) + 490) + 1300)}{N} \right.
$ 

$\left. - \frac{576((\Delta - 1)\Delta((\Delta - 1)\Delta - 39) + 274)}{(\Delta - 6)(\Delta - 4)(\Delta - 2)(\Delta + 1)(\Delta + 3)(\Delta + 5)} + \frac{1}{N} \left( \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) - \psi^{(1)} \left( \frac{\Delta}{2} \right) \right) \right)
$ 

$\times ((\Delta - 1)\Delta((\Delta - 1)\Delta + 4)((\Delta - 1)\Delta((\Delta - 1)\Delta + 16) + 444) + 1440) - \sum_\Delta c_\Delta^4 \left( 1 - \frac{1}{N} \right)
$ 

$\times \frac{\sqrt{\pi}}{4608(\Delta - 1)\Delta} \left( -2((\Delta - 1)\Delta((\Delta - 1)\Delta((\Delta - 1)\Delta((\Delta - 1)\Delta + 19) + 490) + 1300)
$ 

$+ 576) + 2880) + (\Delta - 1)^2 \Delta^2((\Delta - 1)\Delta((\Delta - 1)\Delta + 4)((\Delta - 1)\Delta((\Delta - 1)\Delta + 16) + 444)
$ 

$+ 1440) \left( \psi^{(1)} \left( \frac{\Delta}{2} \right) - \psi^{(1)} \left( \frac{\Delta + 1}{2} \right) \right) - \frac{2c_{00}(N + 2) + c_{01}(3N + 1)}{N} \right). \tag{2.59}
$ 

Now we use eq. (2.55) and (2.58) to fix the two unknown parameters $c_{00}, c_{01}$ which come from two contact terms. Unlike the $N = 1$ case, here we lose two equations. Although here we have used constraint equations arising from $(s = \Delta_\phi)$ and $(s = \Delta_\phi + 1)$, one can use any pair of equations. Now we substitute $c_{00}, c_{01}$ in eq. (2.59) and find

$$
\sum_n \left[ \frac{1}{18\pi^2 N^2} (n + 1) \left( (N - 1)N(2n + 1)(4n + 3)\left( -n(2n + 3)(n(2n + 3)(4n^2 + 6n + 25) + 73
$ 

$- 51) + 2(2n + 3)(4n + 5) \left( - \frac{36N}{8n^6 + 60n^5 + 98n^4 - 135n^3 - 313n^2 + 30n + 72} + 1 + (n + 1)
$ 

$\times (2n + 3)(n(2n + 5)(2n(2n + 5) + 31) + 104) \right) - (2n + 3)(4n + 5)(-313 - n(2n + 5)(197 + n
$ 

$(2n + 5)(2n(2n + 5) + 37))(N^2 + N - 2) \right) - \frac{(N + 1)(2n + 3)^2(4n + 5)(2n + 5) + 5}{9\pi^2 N}
$ 

$\times (n(2n + 5)(2n + 5) + 14) + 36) + \frac{2(1 + n)^2}{9\pi^2 N} \left( 2n(n + 2)(n + 2)(8n(n + 2)(22n(n + 2)
$ 

$+ 193) + 4395) + 5022) + 3996 + N(n + 1)(n(n + 2)(16n(n + 2)(n(n + 2)(8n(n + 2) + 97)
$ 

$+ 366) + 8469) + 4104) \left( \psi^{(1)}(n + 1) - \psi^{(1)} \left( n + \frac{3}{2} \right) \right) \right]\right] \tag{2.60}
$$
Quite remarkably, this sum identically vanishes\footnote{We can use these formulas and derivatives of these to perform the sums}
and thereby shows the correctness of our basis. Now we can also look at the equation for antisymmetric sector at $s = \Delta_\phi$:

\[
\begin{align*}
c_{01} + \sum_{\Delta} 3\sqrt{\pi} c_\Delta^4 \left( \frac{4}{-\Delta^2 + \Delta + 6} - \frac{2((\Delta - 1)^2 \Delta^2 + 2)}{(\Delta - 1)\Delta} + (\Delta - 1)\Delta((\Delta - 1)\Delta + 1) \right) \\
\times \left( \psi^{(1)}\left( \frac{\Delta}{2} \right) - \psi^{(1)}\left( \frac{\Delta + 1}{2} \right) \right) + 6\sqrt{\pi} \sum_{\Delta} \left( c_\Delta^T \left( \frac{1}{N} + \frac{1}{2} \right) - c_\Delta^S \right) \left( 2 + (1 + \Delta - 1)\Delta \right) \\
\times \psi^{(1)}\left( \frac{\Delta + 1}{2} \right) - \psi^{(1)}\left( \frac{\Delta}{2} \right) \right)
\end{align*}
\] (2.62)

Again, the sum can be shown to vanish.

3 Implementing bootstrap

In this section, we will derive solutions for the CFT data for a variety of cases. First, we shall focus on deformation of generalised free field (GFF) theories, corresponding to contact interactions in an effective field theory (EFT) on AdS$_2$. As we solve for the CFT data at higher orders in perturbation theory, we shall find new divergences in our equations, which are completely analogous to the need for new counterterms in the perturbative expansion of non-renormalizable theories. Later we shall consider the case of exchanged operators, and observe the resonance-like behaviour of anomalous dimensions, when the dimension of the double trace operators becomes comparable with that of the exchanged operator. A similar behaviour was observed in higher dimensions in [46].

3.1 Deforming away from GFF

We begin by writing the OPE coefficients as

\[ C_\Delta = C_n = C_n^{(0)} + C_n^{(1)} g + C_n^{(2)} g^2 + \ldots, \] (3.1)

and the deformations away from the GFF dimensions

\[ \Delta = \Delta_n = 2\Delta_\phi + 2n + \gamma_n^{(1)} g + \gamma_n^{(2)} g^2 + \ldots. \] (3.2)

In what follows we will ignore operator mixing.
3.1.1 Contact term without derivatives

Throughout the discussion in this section, we take $\Delta_0 = 2\Delta_\phi + g$ as definition of the coupling $g$. First of all, we aim to solve for the leading order $O(g^0)$ of eq. (2.31), which will give us the OPE coefficient at leading order, i.e. $C_n^{(0)}$. For the case $n = 0$, eq. (2.31) reads

$$-2 + k_0(\Delta_\phi) \partial_s \left[ q_{\Delta,0,0}^{(s)}(\Delta_\phi) + 2q_{\Delta,0,0}^{(t)}(\Delta_\phi) \right] = 0.$$  \hspace{1cm} (3.3)

We expand eq. (3.3) in powers of $g$ and the leading order $O(g^0)$ in eq. (3.3) is

$$-2 + C_0^{(0)} = 0,$$  \hspace{1cm} (3.4)

which enables us to solve for the OPE coefficient of the operator $\Delta_0$ at leading order:

$$C_0^{(0)} = 2.$$  \hspace{1cm} (3.5)

Similarly we now consider $n = 1$ case in eq. (2.31), and at leading order $O(g^0)$ we have

$$\frac{\Delta_\phi(2\Delta_\phi + 1)(2\Delta_\phi(C_0^{(0)} - 4) + C_0^{(0)} - 2)}{8\Delta_\phi + 2} + C_1^{(0)} = 0,$$  \hspace{1cm} (3.6)

which gives

$$C_1^{(0)} = \frac{2\Delta_\phi^2(2\Delta_\phi + 1)}{4\Delta_\phi + 1}.$$  \hspace{1cm} (3.7)

One can solve eq. (2.31) for any $n$ at leading order $O(g^0)$. The OPE coefficient of the operator $\Delta_n$ at leading order reads

$$C_n^{(0)} = \frac{2\Gamma^2(2n + 2\Delta_\phi) \Gamma(n + 4\Delta_\phi - 1)}{(2n + 1)\Gamma^2(2\Delta_\phi) \Gamma(4n + 4\Delta_\phi - 1)}.$$  \hspace{1cm} (3.8)

After deriving the leading order OPE coefficients $C_n^{(0)}$, we now proceed towards solving for the leading order anomalous dimension $\gamma_n^{(1)}$. For example, we first consider the $n = 1$ case of eq. (2.30)

$$\sum_\Delta C_\Delta N_{\Delta,0} \left( \left[q_{\Delta,0,0}^{(s)}(\Delta_\phi + 1) + 2q_{\Delta,0,0}^{(t)}(\Delta_\phi + 1) \right] - \left[q_{\Delta,0,0}^{(s)}(\Delta_\phi) + 2q_{\Delta,0,0}^{(t)}(\Delta_\phi) \right] \right) \kappa_0(\Delta_\phi + 1) + q_{\Delta,2,0}^{(t)}(\Delta_\phi) \kappa_2(\Delta_\phi) = 0,$$  \hspace{1cm} (3.9)

which will give the anomalous dimension of the operator $\Delta_1$. Now if we use eq. (3.8) to replace in eq. (3.9), and expand in power of $g$, at $O(g)$ we find

$$g \frac{2^{2\Delta_\phi - 1} \left[ 2\gamma_1^{(1)}(2\Delta_\phi + 1)^2 - 4\Delta_\phi^2 + \Delta_\phi \right] \Gamma(\Delta_\phi + \frac{1}{2})}{\sqrt{\pi}\Delta_\phi (4\Delta_\phi + 1) \Gamma^3(\Delta_\phi)} = 0,$$  \hspace{1cm} (3.10)

which immediately gives the anomalous dimension at $O(g)$ of the operator $\Delta_1$

$$\gamma_1^{(1)} = \frac{\Delta_\phi (4\Delta_\phi - 1)}{2(2\Delta_\phi + 1)^2}.$$  \hspace{1cm} (3.11)
One can solve eq. (2.30) for any \( n \) at leading order \( O(g) \) with the help of eq. (3.8) which will give the anomalous dimension of the operator \( \Delta_n \) at order \( O(g) \). We get a general formula

\[
\gamma_n^{(1)} = \frac{\left( \frac{1}{2} \right)_n \left( \Delta_\phi \right)_n^2 \left( 2 \Delta_\phi - \frac{1}{2} \right)_n}{(1)_n \left( 2 \Delta_\phi \right)_n^2 \left( \frac{1}{2} \right)_n^2}.
\]

(3.12)

Now we are in a position to solve for the first perturbative correction to the OPE coefficients, namely \( C_n^{(1)} \). To this end, we have to expand eq. (2.31) in powers of \( g \) with the help of eqs. (3.8) and (3.12). For the operator \( \Delta_n \), there is an enhancement in \( n \)-th case of eq. (2.30) which comes from the \( s \)-channel Witten block. One can solve eq. (2.31) for any \( n \) at \( O(g) \). We give the results for general \( n \)

\[
C_n^{(1)} = \frac{1}{2} \frac{\partial}{\partial n} \left( C_n^{(0)} \gamma_n^{(1)} \right).
\]

(3.13)

\( O(g^2) \) calculations. We now outline the computation of anomalous dimensions at order \( O(g^2) \). To this end, we use eqs. (3.8), (3.12), (3.13) to replace in (2.30). Again, the operator \( \Delta_n \) will cause an enhancement in \( n \)-th case of eq. (2.30). This allows to find the anomalous dimension at \( O(g^2) \), which we call \( \gamma_n^{(2)} \), in terms of sum of specific combinations of \( \gamma_j^{(1)} \), \( C_j^{(0)} \) and \( C_j^{(1)} \). Let us explain this procedure looking, for simplicity, at the case \( n = 1 \). At \( O(g^2) \), none of the \( \gamma_j^{(2)} \) appears in eq. (3.9), except for \( \gamma_1^{(2)} \), as there is an enhancement due to a pole in the \( s \)-channel exchange coefficient. This allows to extract \( \gamma_1^{(2)} \) in terms of the CFT data known from the previous orders. One can then find \( \gamma_1^{(2)} \), provided that the sum over all operator contributions in eq. (3.9) is of \( O(g^2) \). For illustration purpose, we show the key steps for \( n = 1 \). From equation (3.9) we find, at order \( O(g^2) \),

\[
\frac{1}{300} \left( 10331 - 1050 \pi^2 \right) g^2 + \frac{\left( 22680 \gamma_1^{(2)} - 712950 \pi^2 + 7036049 \right)}{37800} g^2 + g^2 \sum_{j=2}^\infty S_j = 0 ; \Delta_\phi = 1,
\]

(3.14)

where we have used eq. (3.8), (3.12), (3.13). For general \( \Delta_\phi \), \( S_j \) has a complicated expression in terms of \( \gamma F_6 \), but for \( \Delta_\phi = 1 \) it simplifies and is given by

\[
S_j = \frac{4j + 3}{4(j-1)^2 j^2 (j+1)(2j+1)(2j+3)(2j+5)}
\times \left( -5(j(j(2j(2j(2j(2j+11)+22)+85)+79)+24)+105)+105) + 42 \right) + 2(j-1)^2 j^2 (2j+3)(2j+5)(2j(2j+3)(2j+3)(2j+3) + 4) + 7 \left( \psi^{(1)}(j-1) - \psi^{(1)} \left( j + \frac{3}{2} \right) \right).
\]

(3.15)

It is possible to evaluate the sum \( \sum_j S_j \) exactly. In order to get a 5 decimal place accuracy,\(^\text{19}\) we truncate the sum over \( j \) at \( j = 15 \), i.e. including 15 operators, we find \( \sum_{j=2}^{15} S_j = \)

\(^\text{19}\)It is sufficient to take only 4 operators in the sum for 4 decimal place accuracy, since after adding one more i.e. including 5 operators the effect is on 5th decimal place and again after 5 more operators, i.e. total 10 operators the effect is on 6th decimal place.
0.001015, which gives the anomalous dimension of $\Delta_1$ at order $O(g^2)$

$$\gamma_1^{(2)} = 0.19796; \quad \Delta_\phi = 1.$$  \hspace{1cm} (3.16)

Proceeding in a completely analogous way, one can find $\gamma_n^{(2)}$ for any $\Delta_\phi$. We tabulate numerical calculations taking only 15 operators in the sum, up to 5 decimal place accuracy (for $\gamma_2^{(2)}, \gamma_3^{(2)}$ the conclusion is same as described in footnote 19) in the sum over operators

| $\Delta_\phi$ | $\gamma_1^{(2)}$ | $\gamma_2^{(2)}$ | $\gamma_3^{(2)}$ |
|---------------|------------------|------------------|------------------|
| $\frac{3}{4}$ | 0.13299          | 0.04740          | 0.02383          |
| 1             | 0.19796          | 0.08273          | 0.04471          |
| $\frac{15}{10}$ | 0.24196         | 0.11792          | 0.06877          |
| $\frac{25}{10}$ | 0.25656         | 0.13774          | 0.08483          |
| $\frac{35}{10}$ | 0.26362         | 0.15128          | 0.09709          |
| $\frac{45}{10}$ | 0.26795         | 0.16138          | 0.10696          |
| $\frac{55}{10}$ | 0.27103         | 0.16931          | 0.11515          |
| $\frac{65}{10}$ | 0.27341         | 0.17576          | 0.12208          |
| $\frac{75}{10}$ | 0.27534         | 0.18112          | 0.12806          |

Using a similar method, solving $O(g^2)$ of eq. (2.31) up to 3 decimal place accuracy\textsuperscript{20} we find

$$\begin{array}{cccccc}
\Delta_\phi = 1 & \Delta_\phi = \frac{15}{10} & \Delta_\phi = 2 & \Delta_\phi = \frac{25}{10} & \Delta_\phi = 3 \\
C_0^{(2)} & 4.186 & 1.955 & 1.419 & 1.375 & 1.518 \\
C_1^{(2)} & -0.249 & -0.443 & -0.518 & -0.4563 & -0.215 \\
\end{array} \hspace{1cm} (3.17)$$

In principle, one can go to higher orders but one will need to work harder by retaining more operators. Here we tabulate the $O(g^3)$ anomalous dimension i.e. $\gamma_1^{(3)}$ for various $\Delta_\phi$ up to 3 decimal place accuracy.

$$\begin{array}{cccccc}
\Delta_\phi = 1 & \Delta_\phi = \frac{15}{10} & \Delta_\phi = 2 & \Delta_\phi = \frac{25}{10} & \Delta_\phi = 3 \\
\gamma_1^{(3)} & 0.257 & 0.193 & 0.182 & 0.179 & 0.178 \\
\end{array} \hspace{1cm} (3.18)$$

Our results agree with [25] for $\Delta_\phi = 1$ and for other integer values of $\Delta_\phi$, say $\Delta_\phi = 2, 3, 4 \ldots$, we verified our results with the transcendentality method which described below in sections 4 and 6.

**Non-perturbative bound.** We can also give non-perturbative bounds on the dimension of the leading operator, i.e., $\Delta_0$ numerically. In order to do so, we plot the r.h.s. of eq. (2.30) for the case $n = 1$, i.e. $f_\Delta(\Delta_\phi + 1)$, as a function of $\Delta$ for various values of $\Delta_\phi$. From figure (1), it is clear that beyond $\Delta = 2\Delta_\phi + 2$ the function $f_\Delta(\Delta_\phi + 1)$ is always positive. Hence, if we assume that the leading operator has dimension of the form $\Delta = 2\Delta_\phi + g$ with $g > 0$, in order to satisfy eq. (2.30) its dimension must range from $2\Delta_\phi$ and $2\Delta_\phi + 2$. One immediate conclusion is that $g < 2$.

\textsuperscript{20}It is sufficient to take only 3 operators in the sum over operators for $C_0^{(2)}, \gamma_1^{(3)}$ and 4 operators for $C_1^{(2)}$ for the same reason we described in footnote 19.
Below we consider an example where we analytically show that $f_\Delta(\Delta_\phi + 1)$ is always positive for $\Delta \geq 2\Delta_\phi + 2$, in the case $\Delta_\phi = 1$. In this case we have

$$f_\Delta(2) = \frac{\Gamma(2\Delta)}{10\pi^2 \Gamma(\Delta)^2} \sin^2 \left( \frac{\pi\Delta}{2} \right) \left[ 2 \left( 15 + 5\Delta - 1 + \frac{1}{12 + \Delta - \Delta^2} + \frac{1}{-2 - \Delta + \Delta^2} \right) + 5(2 + \Delta(\Delta - 1)(4 + \Delta(\Delta - 1))) \left( \psi^{(1)} \left( \frac{1 + \Delta}{2} \right) - \psi^{(1)} \left( \frac{\Delta}{2} \right) \right) \right]. \quad (3.19)$$

To show that $f_\Delta(2)$ is positive we have to show that the expression inside the square bracket above is negative (notice the overall minus sign). First, we show that the absolute value of the of the second term inside the square bracket is greater than the absolute value of the first term, that is

$$\frac{|(\Delta - 4)(\Delta - 2)(\Delta + 1)(\Delta + 3) (\Delta^4 - 2\Delta^3 + 5\Delta^2 - 4\Delta + 2) \left( \psi^{(1)} \left( \frac{\Delta+1}{2} \right) - \psi^{(1)} \left( \frac{3}{2} \right) \right)|}{2(\Delta^6 - 3\Delta^5 - 8\Delta^4 + 21\Delta^3 - 29\Delta^2 + 18\Delta + 70)}$$

$$> \frac{|(\Delta - 4)(\Delta - 2)(\Delta + 1)(\Delta + 3) (\Delta^4 - 2\Delta^3 + 5\Delta^2 - 4\Delta + 2) \left( -\frac{2}{\Delta^2} - \frac{2}{\Delta^4} \right)|}{2(\Delta^6 - 3\Delta^5 - 8\Delta^4 + 21\Delta^3 - 29\Delta^2 + 18\Delta + 70)}. \quad (3.20)$$

If one considers the term in the second line of the equation above, i.e.,

$$-\frac{(\Delta - 4)(\Delta - 2)(\Delta + 1)^2(\Delta + 3) (\Delta^4 - 2\Delta^3 + 5\Delta^2 - 4\Delta + 2)}{\Delta^3 (\Delta^6 - 3\Delta^5 - 8\Delta^4 + 21\Delta^3 - 29\Delta^2 + 18\Delta + 70)} \quad (3.21)$$

it can be shown that its magnitude (not absolute value) starts below -1 for $\Delta > 4$ and then asymptotes -1 for large $\Delta$. Therefore we showed that

$$\frac{|(\Delta - 4)(\Delta - 2)(\Delta + 1)(\Delta + 3) (\Delta^4 - 2\Delta^3 + 5\Delta^2 - 4\Delta + 2) \left( \psi^{(1)} \left( \frac{\Delta+1}{2} \right) - \psi^{(1)} \left( \frac{3}{2} \right) \right)|}{2(\Delta^6 - 3\Delta^5 - 8\Delta^4 + 21\Delta^3 - 29\Delta^2 + 18\Delta + 70)} > 1. \quad (3.22)$$

Now note that the numerator in the equation above is negative,21 while the denominator is positive for $\Delta > 4$, and they do not change sign as they have no positive roots beyond $\Delta = 4$. So, the expression inside the square bracket in equation (3.19) is negative beyond $\Delta = 4$ and hence $f_\Delta(2)$ stays positive in that region. In general it is easy to check by looking at the large $\Delta$ expansion that the leading term is positive and therefore it cannot change sign at sufficiently large $\Delta$.

### 3.1.2 Generic contact interactions

**Contact term with at most four derivatives.** We now consider an AdS EFT with interactions involving at most up to four derivatives, i.e. vertices of the type $\phi^4$ and $(\nabla \phi)^4$.22 Since each power of $s$ and $t$ accounts for two derivatives, the contact term in this particular case will be given by eq. (2.12) with $L = 2$. Hence, we have to solve eq. (2.30) and eq. (2.31)

---

21 One can use the identity, $\left( \psi^{(1)} \left( \frac{\Delta+1}{2} \right) - \psi^{(1)} \left( \frac{3}{2} \right) \right) = -\sum_{m=0,\text{even}}^{\infty} \frac{4m+1}{(\Delta+m+1)^2}$.  

22 As it can be seen from the transcendentality-based approach, from the bootstrap perspective one always has the freedom to add interactions with softer Regge behaviour than the one considered, so rather than bootstrapping a particular diagram one always has combinations of contact terms up to a given number of derivatives.
with four unknowns \(c_{00}, c_{01}, c_{11}, c_{02}\). Although we have four unknowns, it turns out that only two of them are independent and fixed in terms of \(\Delta_0 = 2\Delta_\phi + \gamma_0^{(1)} g\), \(\Delta_1 = 2\Delta_\phi + 2 + \gamma_1^{(1)} g\). In other words, we can solve the equations \(n = 0, 1\) and these equations will fix the unknown coefficients coming from the contact term. Then, we can solve the \(n = 2\) equation for the anomalous dimension of \(\Delta_2 = 6 + \gamma_2^{(1)} g + \gamma_2^{(2)} g^2 + \ldots\) up to \(O(g^2)\).

If we chose the normalization \(\gamma_0^{(1)} = 0\) and \(\gamma_1^{(1)} = 1\), then at \(O(g)\) eq. (2.30) for \(n = 0\) reads

\[
\frac{\sqrt{\pi} 2^{-2\Delta_\phi^{-1}}(\Delta_\phi ((c_{11} + 4c_{02})\Delta_\phi + c_{11} + 8(c_{01} + c_{02})) + 4(3c_{00} + c_{01} + c_{02})) + 6c_{00})\Gamma^3(\Delta_\phi)}{\Gamma(\Delta_\phi + \frac{3}{2})} = 0, \tag{3.23}
\]

while for \(n = 1\) it reads

\[
\frac{1}{4}\Delta_\phi \left( -\frac{8g\Delta_\phi (2\Delta_\phi + 1)}{4\Delta_\phi + 1} - \frac{\sqrt{\pi} 4^{-\Delta_\phi}\Gamma^3(\Delta_\phi)}{\Gamma(\Delta_\phi + \frac{3}{2})} \right) \left\{ 6c_{00} (2\Delta_\phi + 3) (\Delta_\phi (3\Delta_\phi + 2) + 1) \\
+ \Delta_\phi \left[ 4c_{01} (2\Delta_\phi + 3) (\Delta_\phi (3\Delta_\phi + 2) + 1) \\
+ (\Delta_\phi + 1) (4c_{02} (\Delta_\phi (3\Delta_\phi + 10) + 11) + 3) + 3c_{11}\Delta_\phi (\Delta_\phi^2 + \Delta_\phi - 1) \right] \right\} = 0. \tag{3.24}
\]

From these two equations we find

\[
c_{11} = \frac{g^2 2^{\Delta_\phi + 3} (\Delta_\phi + 1) (2\Delta_\phi + 1)}{\sqrt{\pi} (4\Delta_\phi + 1) (4\Delta_\phi + 3) \Gamma(\Delta_\phi) 2^3 \Gamma(\Delta_\phi + 3)} \frac{6c_{00} + 4c_{01}\Delta_\phi}{\Delta_\phi^2 + \Delta_\phi}, \tag{3.25}
\]

\[
c_{02} = -\frac{1}{2(\Delta_\phi + 1)} \left( \frac{3c_{00}}{\Delta_\phi} + 2c_{01} + \frac{g4^{\Delta_\phi + 1} (2\Delta_\phi + 1) \Gamma(\Delta_\phi + \frac{5}{2})}{\sqrt{\pi} (\Delta_\phi + 2) (4\Delta_\phi + 1) (4\Delta_\phi + 3) \Gamma(\Delta_\phi)^3} \right).
\]
We can then replace the values of $c_{11}$ and $c_{02}$ in eqs. (2.30), (2.35), and following a similar method to that of section 3.1.1, we can solve for the anomalous dimensions. At $O(g)$ we find

$$\gamma_2^{(1)} = \frac{3(4\Delta_\phi + 3)(\Delta_\phi(4\Delta_\phi + 21) + 29) + 10}{(2\Delta_\phi + 1)(2\Delta_\phi + 3)(2\Delta_\phi + 5)(4\Delta_\phi + 1)}.$$  \hspace{1cm} (3.26)

One can in general solve for any $n$, for example we give here general formula for $\Delta_\phi = 1$

$$\gamma_n^{(1)} = \frac{6n(2n + 3)(2n^2 + 3n + 2)}{35(n + 1)(2n + 1)}; \quad \Delta_\phi = 1.$$  \hspace{1cm} (3.27)

Similarly, at $O(g^2)$ one has to solve for $c_{11}$ and $c_{02}$. However, there are now infinite sums in both direct and crossed channel. The final expression for $\Delta_\phi = 1$ is

$$\gamma_2^{(2)} = \frac{1}{1039500}\left(-780516(\gamma_0^{(1)})^2 - 160380\gamma_0^{(1)} - 123234734766(\gamma_1^{(1)})^2 - 73920\gamma_1^{(1)} - 374220\gamma_0^{(2)} + 2661120\gamma_1^{(2)} + 1248647400n^2(\gamma_1^{(1)})^2 + 114875560800n^2(\gamma_2^{(1)})^2 - 11337763363365(\gamma_2^{(1)})^2 + 1230020(\gamma_1^{(1)})^2 + 4365900\tilde{S}\right),$$  \hspace{1cm} (3.28)

where $\tilde{S}$ is given by

$$\tilde{S} = \sum_{n=3}^{\infty} \frac{-(n+1)(2n+1)(4n+3)}{252(n-2)(n-1)n(2n+3)(2n+5)(2n+7)}756 - n(2n+3)\times \left(n(2n+3)\left(n(2n+3)\left(7n(2n+3)\left(4n^2 + 6n - 13 \right)\right) - 1978 \right) + 5274 \right) + 25747 - 174 \right) + 2(n-2)(n-1)n^2(2n+3)^2(2n+5)(2n+7)n(2n+3)(7n(2n+3)(2n+3) + 14) + 313 + 258(\psi_1^{(1)}(n+1) - \psi_1^{(1)}(n + \frac{3}{2}) \right) (\gamma_n^{(1)})^2$$

$$\frac{7128000\zeta(3) - 733149980362800\pi^2 + 7235899768502069}{424462500}.$$  \hspace{1cm} (3.29)

Assuming there is no correction to $\Delta_0$ and $\Delta_1$, or in other words that $\gamma_0^{(2)} = 0 = \gamma_1^{(2)}$, we find

$$\gamma_2^{(2)} = \frac{6019}{10500} + \frac{432\zeta(3)}{6125}.$$  \hspace{1cm} (3.30)

We can solve other equations as well to get the loop corrections to dimensions of operators with higher $n$ values, e.g. solving $n = 3$ equation will give

$$\gamma_3^{(2)} = \frac{575916557}{240100000} + \frac{10692\zeta(3)}{6025}.$$  \hspace{1cm} (3.31)

These expressions match with eq. (H.13) which we derived using the transcendentality method that we shall describe later.
Contact terms with at most eight derivatives. Now we turn to a theory where we have interactions which can involve at most eight derivatives, so with vertices $\phi^4$, $(\nabla \phi)^4$ and $(\nabla^2 \phi)^4$. Hence, we have $L = 4$ in (2.12). In this case it turns out that there are only 3 independent $c_{mn}$, therefore we use the $n = 0, 1, 2$ equations to fix these unknown parameters. Then normalizing $\Delta_0 = 2\Delta_\phi + \gamma_0^{(1)} g$, $\Delta_1 = 2\Delta_\phi + 2 + \gamma_1^{(1)} g$, $\Delta_2 = 2\Delta_\phi + 4 + \gamma_2^{(1)} g$ to be $\gamma_0^{(1)} = 0$, $\gamma_1^{(1)} = 0$, $\gamma_2^{(1)} = 1$, we find

$$\gamma_3^{(1)} = \frac{5(4\Delta_\phi + 7)(\Delta_\phi(4\Delta_\phi + 43) + 126) + 108}{2(\Delta_\phi + 1)(2\Delta_\phi + 5)(2\Delta_\phi + 9)(4\Delta_\phi + 3)}.$$  (3.32)

One can solve for any $n$, for example

$$\gamma_n^{(1)} = \frac{5(n-1)n(2n+3)(2n+5)}{108108(n+1)(2n+1)} \cdot \Delta_\phi = 1. \quad (3.33)$$

Now let us consider the equation for $n = 3$ with $\Delta_\phi = 1$, and expand it to $O(g^2)$. It turns out that at this order the infinite sum is divergent. Then we have to use add a multiple, of say, the $n = 4$ equation, in order for the sum to converge. Since by doing so we lose the $n = 4$ equation, we have another undetermined parameter. If we evaluate loop corrections to the anomalous dimension of $\Delta_4$, normalizing the loop corrections to $\Delta_0$, $\Delta_1$, $\Delta_2$, $\Delta_3$ to be 0, we find

$$\gamma_4^{(2)} = \frac{5026048484863939}{1781670021120} + \frac{1700\zeta(3)}{91091}.$$  (3.34)

The appearance of another undetermined parameter at loop level is a feature of effective field theory and can be understood in terms of the usual perturbative renormalisation. It is indeed equivalent to the necessity of adding a new counter-term at this order, since we started with a non-renormalisable interaction.

3.2 Theories with $O(N)$ global symmetry

In this subsection, we shall study the bootstrap problem for a theory of $N$ scalars, with $O(N)$ global symmetry.

3.2.1 With contact term degree 1 in $s$ and $t$

We now consider the addition of a contact term which is a polynomial of degree 1 in $s$ and $t$. There are two independent unknowns, which we fix using the equations for $n = 0, 1$ in terms of unknowns $\gamma_0^{(1)}, \gamma_1^{(1)}$ where $\Delta_0 = 2\Delta_\phi + \gamma_0^{(1)} g$, $\Delta_1 = 2\Delta_\phi + 2 + \gamma_1^{(1)} g$. For illustration purposes, we solve here for singlet sector of the consistency conditions at tree level. A similar method is applicable for the symmetric traceless and the anti-symmetric sector. From the identity contribution, we immediately find the OPE at leading order
(similarly to what discussed in section (3.1.1)):}

\[
C_{n}^{S(0)} = \frac{\sqrt{\pi} 2^{-4\Delta_\phi - 4n + 3} \Gamma(2(n + \Delta_\phi)) \Gamma(2n + 4\Delta_\phi - 1)}{N \Gamma(2n + 1) \Gamma^2(2\Delta_\phi) \Gamma(2n + 2\Delta_\phi - \frac{1}{2})},
\]

\[
C_{n}^{T(0)} = \frac{\sqrt{\pi} 2^{-4\Delta_\phi - 4n + 3} \Gamma(2(n + \Delta_\phi)) \Gamma(2n + 4\Delta_\phi - 1)}{\Gamma(2n + 1) \Gamma^2(2\Delta_\phi) \Gamma(2n + 2\Delta_\phi - \frac{1}{2})},
\]

\[
C_{n}^{A(0)} = -\frac{\sqrt{\pi} 2^{-4\Delta_\phi - 4n + 1} \Gamma(2n + 4\Delta_\phi) \Gamma(2(n + \Delta_\phi) + 1)}{\Gamma(2n + 2) \Gamma^2(2\Delta_\phi) \Gamma(2n + 2\Delta_\phi + \frac{1}{2})}.
\]

From \( n = 0, 1 \) of eq. (2.48) at \( O(g) \), one can solve for \( c_{00}, c_{01} \). Then replacing \( c_{00}, c_{01} \) in the case \( n = 2 \) of eq. (2.48) and solving for \( \gamma_2^{(1)} \), we find (in the singlet sector)

\[
\gamma_2^{S(1)} = \frac{3(\Delta_\phi + 1)^2 (4(2\Delta_\phi + 1)^2 (4\Delta_\phi + 3) \gamma_1^{S(1)} - \Delta_\phi (4\Delta_\phi - 1)(4\Delta_\phi + 5) \gamma_0^{S(1)})}{4(2\Delta_\phi + 1)^3 (2\Delta_\phi + 3)^2}.
\]

Similarly, replacing \( c_{00}, c_{01} \) in the case \( n = 0 \) of eq. (2.49), and solving for \( C_0^{(1)} \), we find (in the singlet sector)

\[
C_0^{S(1)} = \frac{\Delta_\phi \gamma_0^{S(1)} + 2(2\Delta_\phi + 1)^2 \gamma_1^{S(1)}}{N \Delta_\phi (4\Delta_\phi + 1)} \times \left(-4(1 + \log(4)) \Delta_\phi + 3(4\Delta_\phi + 1) \left(\psi(0)(\Delta_\phi) + \gamma\right) + (-4\Delta_\phi - 1) H_{\Delta_\phi - \frac{1}{2}} + 1 - \log(4)\right).
\]

With this method, one can solve the equations (2.48) and eq. (2.49) for general \( n \) and \( \Delta_\phi \), and the results are found to agree with those of section 4.2, where we compute the same quantities using the transcendentality method.

**\( O(g^2) \) calculations.** Let us now consider the following perturbative order. We start again with eq. (2.48), and consider the singlet sector, using the OPE data derived in the previous section. Once again, we have two contact terms; therefore, we can use the first three equations to get,\(^{23}\)

\[
\gamma_2^{S(2)} = \frac{-3600 \gamma_0^{S(2)} + 33600 \gamma_1^{S(2)} + 9056 N^2 - 55927 N + 33362}{30000},
\]

while in the traceless symmetric operator we find

\[
\gamma_2^{T(2)} = \frac{-3600 \gamma_0^{T(2)} + 33600 \gamma_1^{T(2)} - 18669 N + 33362}{30000}.
\]

The anomalous dimensions for the other double-trace operators and in the antisymmetric sector can be found in a very similar way, in terms of two unknowns parameters. Instead of repeating the results here, we refer to section 6.2 for a closed form expression of these quantities.

\(^{23}\)Here all the infinite sums can be evaluated as before, since they also involve PolyGamma functions.
3.2.2 Contact term of degree 2 in $s$ and $t$

Let us now consider the addition of a contact term which is a polynomial of degree 2 of $s$ and $t$. There are three independent unknowns which we fix by using the equations (2.48) corresponding to singlet sectors for $n = 0, 1, 2$. We fix them in terms of unknowns $\gamma_0^{(1)}, \gamma_1^{(1)}, \gamma_2^{(1)}$, where $\Delta_0 = 2\Delta_0 + \gamma_0^{(1)} g$, $\Delta_1 = 2\Delta_0 + 2 + \gamma_1^{(1)} g$, $\Delta_2 = 2\Delta_0 + 4 + \gamma_2^{(1)} g$. For illustration purpose, we solve here for the singlet sector of the consistency conditions at tree level. A similar method is applicable for the symmetric traceless and anti-symmetric sector. From the identity contribution, we immediately find the OPE at leading order, with the same result as in eq. (3.35). In the singlet sector, the consistency conditions for $n = 0, 1, 2$ at order $O(g)$ allow to solve for $c_{11}, c_{01}, c_{02}$ in terms of the unknowns $S_0^{(1)}, S_1^{(1)}, S_2^{(1)}, c_{00}$.

Then replacing this values into the equation for $n = 3$, we get for instance (for $\Delta_0 = 1$)

$$
\gamma_3^{S(1)} = \frac{1}{980} \left( 143\gamma_0^{S(1)} - 1638\gamma_1^{S(1)} + 2475\gamma_2^{S(1)} \right), \quad \Delta_0 = 1.
$$

(3.40)

For general $\Delta_0, N$, we find after substituting $\gamma_0^{S(1)} = 0, \gamma_1^{S(1)} = 0, \gamma_2^{S(1)} = 1$,

$$
\gamma_3^{S(1)} = \frac{5(\Delta_0 + 2)(4\Delta_0 + 7)(\Delta_0 (2\Delta_0 + 2(N + 3)\Delta_0 + 13N + 41) + 51N + 173) + 3(9N + 37))}{2(2\Delta_0 + 5)(2\Delta_0 + 7)(\Delta_0 (2\Delta_0 (2(N + 3)\Delta_0 + 9N + 29) + 25N + 87) + 9N + 39)}.
$$

(3.41)

For an application of the PM bootstrap in $O(N)$ theories, let us consider the case $N = 5$. This is relevant for the 1/2-BPS Wilson-Maldacena line in $\mathcal{N} = 4$ super Yang-Mills, considered for instance in [32] and, from the bootstrap perspective, in [35]. To compare the results we set $\gamma_0^{S(1)} = -5, \gamma_1^{S(1)} = -10, \gamma_2^{S(1)} = -19$. Then at tree level we find, for $\Delta_0 = 1$,

$$
\gamma_n^{S(1)} = -2n^2 - 3n - 5, \\
\gamma_n^{T(1)} = -2n^2 - 3n, \\
\gamma_n^{A(1)} = -2n^2 - 5n - 4.
$$

(3.42)

Similarly one can find $O(g)$ OPE coefficient and this is exactly same as given in [32].

3.3 Effective field theory — exchange interaction

In this section we consider an interaction of the following form

$$
\mathcal{L} = \lambda_4 \phi^4 + \lambda_6 \phi^2 \mathcal{O},
$$

(3.43)

and we solve the corresponding PM bootstrap equations:

$$
\sum_{\Delta} C_{\Delta} N_{\Delta,0} f_{\Delta}(\Delta_0 + n) = 0; \quad n = 0, 1, 2, 3 \ldots
$$

(3.44)

$$
\sum_{\Delta} \left( C_{\Delta} N_{\Delta,0} f'_{\Delta}(\Delta_0 + n) + q'_{\text{dis}}(\Delta_0 + n) \right) = 0; \quad n = 0, 1, 2, 3 \ldots
$$

(3.45)
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where

$$f(s) = \frac{1}{r/2} \left( \sum_{r=0}^{\infty} \sum_{r'=0}^{\infty} (-1)^r (\Delta \phi - s)^{r/2} \right)$$

$$\times \left\{ q_{\Delta,\ell_0}^{(s)} \left( s - \frac{r}{2} \right) \delta_{\ell,0} + \lambda_4 \delta_{\ell,0} + \left( 1 + (-1)^\ell \right) \kappa_{\Delta,\ell} \left( s - \frac{r}{2} \right) \right\},$$

(3.46)

Unlike the previous cases, where the spectrum contains only double trace operators, now we have the exchange of an operator of dimension $\Delta$. Therefore in the leading order this operator will contribute in both the channels. In our normalization, we take the OPE coefficient of $O$ in the $\phi \times \phi$ OPE to be $\pi^2$, and choose $\Delta = 3$. Then, we get the following leading anomalous dimension for the double field operators:

$$\gamma_n^{(1)} = \frac{1}{4(1-2n)^2(n+1)(2+n)(1+2n)} \left( 60(3+2n)(9+2n(21+2n(27+n(5+2n) \right. \right.$$}

$$\left. \times (11+4n(2+n))) \right) - 40(n+1)^2(n+2)(1-4n)^2 \left( 3+6n+4n^2 \right) \left( \psi^{(1)} \left( n - \frac{1}{2} \right) - \psi^{(1)} \left( n+1 \right) \right) - \pi \lambda_4(1-2n)^2(n+2).$$

(3.47)

In the large-$n$ limit, this falls off as $1/n^2$, which is expected since $\gamma_n^{(1)}$ should depend on the dimensionless combination $(\lambda O/n)^2$. We can also demand a softer fall of for large $n$, and that will fix the undetermined coefficient $\lambda_4$. With this requirement, the final expression is

$$\gamma_n^{(1)} = \frac{5(n+1)(2n(6n(2n(2n+9)+29)+43)+97)+65)+90}{(1-2n)^2(n+1)(n+2)}$$

$$- 10(2n+1)(2n^2+n-1)^2(4n^2+6n+3)(\psi^{(1)} \left( n - \frac{1}{2} \right) - \psi^{(1)} \left( n+1 \right)).$$

(3.48)

A similar exercise for $\Delta = 5$ gives us,

$$\gamma_n^{(1)} = \frac{7}{2} \left( - \frac{1}{n+3} + \frac{2}{2n-3} + \frac{38880}{2n-1} + \frac{15120}{(1-2n)^2} + \frac{18}{n+1} + 11316 \right.$$}

$$+ (n+1)((n+1)(42n(4n(n(2n+9)+23)+149)+7279)+6442)$$

$$- 7(n+1)(2n+1)(2n+3)(7n(2n+3)(n(2n+3)+8)+130)+90)$$

$$\times \left( \psi^{(1)} \left( n - \frac{1}{2} \right) - \psi^{(1)} \left( n+1 \right) \right).$$

(3.49)

It can be seen from figure 2 that the anomalous dimension blows up when $n$ is such that one of the double trace operators has dimension of order $\Delta$, this is analogous to a resonance for scattering amplitudes. We also checked that if we solve the equations in large $\Delta$ limit, each order in $1/\Delta$ grow with higher powers of $n$. This is consistent with the fact that in large $\Delta$ limit we get an effective theory where at each order we generate new derivative contact diagrams. We shall discuss this in more detail in section 4.3.

---

The couplings $\lambda_4$ and $\lambda O$ both appear at the same order as anomalous dimension.
3.4 Tower of exchange operators

In this section, we consider a scenario where, in addition to the “double-trace” operators, an infinite number of “single-trace” operators is exchanged in the OPE. The goal is to understand whether the requirement of convergence of the infinite sums over these exchanged operators gives sum constraints on their OPE coefficients.

In order to do so, we solve the PM bootstrap equations, and compute the contribution of this tower of exchanged operators to the anomalous dimensions of the double-trace operators. If we let $C_\Delta$ be the OPE coefficients of the exchange with dimension $\Delta$, from (3.44) we find

$$
\gamma_0^{(1)} = -\sum_\Delta \frac{1}{4(\Delta - 2)(\Delta + 1)} \left( \pi \lambda_4 (\Delta^2 - \Delta - 2) + \frac{C_\Delta 4^{2-\Delta} \Gamma(2\Delta)}{\Gamma^2 \left(1 - \frac{\Delta}{2}\right) \Gamma^4 \left(\frac{\Delta}{2}\right) \Gamma^2 \left(\frac{\Delta+1}{2}\right)} \right) \times \left( \pi (\Delta^2 - \Delta - 2) \left( \psi^{(1)} \left( \frac{\Delta}{2} \right) - \psi^{(1)} \left( \frac{\Delta+1}{2} \right) \right) + \pi \right),
$$

$$
\gamma_1^{(1)} = \frac{1}{24(\Delta - 4)(\Delta + 3)} \left\{ -\pi \lambda_4 (\Delta^2 - \Delta - 12) + \frac{C_\Delta 4^{2-\Delta} \Gamma(2\Delta)}{\Gamma^2 \left(1 - \frac{\Delta}{2}\right) \Gamma^4 \left(\frac{\Delta}{2}\right) \Gamma^2 \left(\frac{\Delta+1}{2}\right)} \left[ \pi \left( 5\Delta^4 - 10\Delta^3 - 40\Delta^2 + 45\Delta - 181 \right) + \frac{1}{2} \pi \left( 5\Delta^6 - 15\Delta^5 - 25\Delta^4 + 75\Delta^3 - 268\Delta^2 + 228\Delta - 144 \right) \right. \\
\times \left. \left( \psi^{(1)} \left( \frac{\Delta+1}{2} \right) - \psi^{(1)} \left( \frac{\Delta}{2} \right) \right) \right\}.
$$

In the previous expressions, $\lambda_4$, comes from the contact term that we added to the basis of Polyakov blocks in order to have a complete basis with convergent sums. In order to understand the behaviour of $C_\Delta$ that is required for convergence of the sum of eq. (3.44), we use for $C_\Delta$ the values of the mean field theory OPE coefficients. If we expand for large
\Delta$, we find

\[ \gamma_0^{(1)} \sim \sum_{\Delta} \left( \frac{48}{\pi^2 \Delta^4} - \frac{32}{\pi^2 \Delta^3} - \frac{12\Delta}{\pi^2} + \frac{6}{\pi^2} \right) \sin^2 \left( \frac{\pi \Delta}{2} \right), \tag{3.51} \]

which grows linearly in \( \Delta \). Hence, the sum over \( \Delta \) is divergent. However, so far we have neglected the presence of the free parameter \( \lambda_4 \), which multiplies the contact term added to the basis of Polyakov blocks.\(^{25}\) What can we say about the convergence irrespective of \( \lambda_4 \)? We find that the sum here converges if \( C_\Delta \sim C^{MFT}_\Delta / (\Delta^{2+\epsilon}) \), with \( \epsilon \) being any small positive number. Now as already done previously, we work with subtracted equations in such a way that the dependence on \( \lambda_4 \) cancels. Doing so, we find

\[
\frac{1}{6} \gamma_0^{(1)} - \gamma_1^{(1)} = \sum_{\Delta} \frac{5C_\Delta \Gamma(2\Delta)}{12\pi^2(\Delta-4)(\Delta-2)(\Delta+1)(\Delta+3)\Gamma(\Delta)^2} \left( -2(70+(\Delta-1)\Delta(-18+(\Delta-1)\Delta(-11 \right.

\left. + (\Delta-1)\Delta)) \right) \times \left( \psi'(1) \left( \frac{\Delta}{2} \right) - \psi'(1) \left( \frac{1+\Delta}{2} \right) \right) \sin^2 \left( \frac{\pi \Delta}{2} \right).
\]

If we expand this in the large \( \Delta \) limit, using again the MFT OPE coefficients for \( C_\Delta \), we find

\[
\frac{1}{6} \gamma_0^{(1)} - \gamma_1^{(1)} \sim \sum_{\Delta} \left( \frac{280}{\pi^2 \Delta^4} + \frac{560}{3\pi^2 \Delta^3} \right) \sin^2 \left( \frac{\pi \Delta}{2} \right), \tag{3.52}
\]

which falls off faster than (3.51), thus leading to a convergent expression. This turns out to be true for the anomalous dimensions of all double-trace operators. Hence, from equation (3.52), we conclude that if there is a tower of exchanged operators, then their OPE coefficients \( C_\Delta \) must grow slower than \( C^{MFT}_\Delta \Delta^2 \) for the sum in eq (3.48) to be finite.

### 4 Transcendentality ansatz — tree level

In this section, we implement an alternative technique, which allows to find analytic expressions for one-dimensional correlators \( A(z) \) up to \( O(g^2) \), under certain assumptions. While working only for integer values of the (external) operators dimension \( \Delta_\phi \), this provides an independent check of the validity of some results obtained with PM bootstrap. Furthermore, this approach will enable us to find analytical results for the anomalous dimensions and OPE coefficients up to \( O(g^2) \) for some values of \( \Delta_\phi \). Our work also extends and generalises the approach of [35, 37] to one loop and more general types of interactions.\(^{26}\)

The strategy, which will be described in more detail in the next subsections, is to make an ansatz for the correlator \( A(z) \) in terms of products of rational and transcendental

\(^{25}\)This is the same ambiguity that we found in PM bootstrap.

\(^{26}\)In both [35] and [37] supersymmetric theories were considered, and this puts restrictions on the type of vertices and the relations between themselves. In particular, in [35] a one-loop correlator was computed, but the high amount of supersymmetry of their model notably simplifies the transcendentality structure, allowing at most transcendentality two (as opposed to four, for generic one-loop correlators with integer external dimensions).
functions, up to some maximal transcendentality which is fixed order by order in perturbation theory. The idea that in some theories the perturbative expansion is governed by transcendentality principles dates back to [50], where drawing from some massive Feynman diagrams computations such as [61, 62], such principles were first observed in the case of $\mathcal{N} = 4$ super Yang-Mills (SYM) in four dimensions. The idea was later expanded in [51, 52], and it enabled computations to be carried out up to seven loops for the anomalous dimensions of twist-two operators in the planar version of $\mathcal{N} = 4$ SYM [53]. One may argue that $\mathcal{N} = 4$ SYM is a rather special theory, being the maximally supersymmetric theory in four dimensions and supposed to be integrable. However, it was then found in [54, 55, 63] that the QCD splitting function can be expressed, in perturbation theory, in terms of harmonic sums of given weight, that appear in the expansion of harmonic polylogarithms. Interesting observations about transcendentality in a CFT context were made in [8, 9], where the Lorentzian inversion formula of [6] was applied, which in $d > 2$ allows to reconstruct the CFT data from the double discontinuity of correlators. One of the upshots of [8, 9] is that there is a dictionary between the transcendentality of the double discontinuity and that of the corresponding CFT data. Finally, let us also mention that interesting structures related to the transcendentality of AdS$_3$ correlators were recently found in [64] at one loop, from a computation of individual Witten diagrams.  

In the present paper, we shall observe that similar ideas apply to weakly-coupled one-dimensional CFTs dual to scalar Effective Field Theories (EFTs) on a fixed AdS$_2$ background. In particular, we shall find that for integer dimension $\Delta_\phi$ of the external operators, and order by order in perturbation theory, the class of functions that can appear in a correlator is rather restricted: it amounts to products of rational functions and harmonic polylogarithms, with a maximal transcendentality that is fixed by the perturbative order. This is found to be true at tree level and at one loop both in theories with only one, self-interacting field, and in theories with a multiplet of fields and an $O(N)$ global symmetry. In all cases that we consider, we were also able to express the CFT data corresponding to these correlators in terms of harmonic sums, and the upshot is that a very similar transcendentality principle is satisfied by the CFT data.

The strategy. Let us now illustrate the principles that we use to bootstrap correlators using this principle of maximal transcendentality. First, based on some external input or on guesswork, one has to establish the maximal transcendentality of the correlator under inspection. Then, an ansatz is given in terms of products between rational functions and a basis of suitable transcendental functions. Once an appropriate ansatz is established, the following principles are employed to fix the correlator:

- **Crossing symmetry.** Very much like in higher dimensions, we demand that the correlator $\mathcal{A}(z)$ of four scalars with identical scaling dimension $\Delta_\phi$ satisfies

$$ (1 - z)^2 \Delta_\phi \mathcal{A}(z) = z^{2 \Delta_\phi} \mathcal{A}(1 - z), \quad (4.1) $$

---

27Note that the technique applied in this case is very different from that of the present paper: for instance, individual Witten diagrams are not crossing-symmetric.

28Up to some ambiguities, whose meaning will be discuss later and is completely analogous to the contact terms that one needs to add to the PM basis.
when \( z \) is in the so-called “crossing region”, where both sides are analytic \([25]\). While being one of the pillars of the conformal bootstrap, this alone is not sufficient to fix the correlator.

- **Symmetry of the conformal blocks.** We shall exploit that the one-dimensional conformal blocks
  \[ G_\Delta(z) = z^\Delta \, _2F_1(\Delta, \Delta; 2\Delta; z), \]  
  \[ (4.2) \]
  satisfy
  \[ G_\Delta \left( \frac{z}{z-1} \right) = \frac{(1-z)^\Delta}{(z-1)^\Delta} \, G_\Delta(z). \]  
  \[ (4.3) \]
  Note that since the argument of the first conformal block is on the branch cut for \( z \in (0,1) \), one has to specify an analytical continuation in \( z \). In particular, we have
  \[ \begin{aligned}
  & z = x + i \varepsilon \rightarrow \frac{(1-z)^\Delta}{(z-1)^\Delta} = e^{-i\pi \Delta}, \\
  & z = x - i \varepsilon \rightarrow \frac{(1-z)^\Delta}{(z-1)^\Delta} = e^{+i\pi \Delta},
  \end{aligned} \]
  \[ (4.4) \]
  We will only be able to find analytic expressions for the correlators when \( \Delta_\phi \) is integer, and the relevant operators in the OPE are double trace operators of dimension \( \Delta = 2\Delta_\phi + 2n + \gamma_n \). Hence, for integer \( \Delta_\phi \), we actually have \( e^{\pm i\pi \Delta} = e^{\pm i\pi \gamma_n} \). Then, we have to expand this in perturbation theory, and if we choose for instance the continuation \( z = x - i \varepsilon \), we get\(^{29}\)
  \[ e^{+i\pi \gamma_n} = 1 + g \left( i \pi \gamma_n^{(1)} \right) + g^2 \left( i \pi \gamma_n^{(2)} - \frac{\pi^2}{2} \left( \gamma_n^{(1)} \right)^2 \right) + \mathcal{O}(g^3). \]  
  \[ (4.5) \]
  Therefore, we can constrain the correlator using
  \[ A \left( \frac{z}{z-1} \right) = A(z) + \sum_n C_n \left[ e^{i\pi \gamma_n} - 1 \right] \, G_{2\Delta_\phi + 2n + \gamma_n}(z), \]  
  \[ (4.6) \]
  expanded order by order in perturbation theory.

- **“AdS unitarity method”.** That is, we recall that, at least in a small \( z \) expansion, at fixed order \( \mathcal{O}(g^{L+1}) \) (\( L \) loops in AdS) in perturbation theory, the terms proportional to \( \log^{L+1}(z) \) are fixed by the solution at tree level (\( L = 0 \)). This can be easily seen with a perturbative expansion of the sum over conformal blocks around MFT. In particular, at one loop (\( L = 1 \)) the part of the correlator that is proportional to \( \log^2(z) \) is
  \[ \mathcal{A}(z) \mid_{\log^2(z)} = \frac{1}{2} \sum_{n=0}^{\infty} C_n^{(0)} \left( \gamma_n^{(1)} \right)^2 \, G_{2\Delta_\phi + 2n}(z), \]  
  \[ (4.7) \]
  which is entirely fixed in terms of MFT OPE coefficients and tree-level anomalous dimensions. This was first employed in \([29]\) to find some one-loop correlators in \( d = 2 \) and \( d = 4 \), and later applied to \( \mathcal{N} = 4 \) SYM in \([65, 66]\), allowing to compute one-loop superstring amplitudes via the AdS/CFT correspondence.

\(^{29}\)We shall express the four-point functions in terms of harmonic polylogarithms, and the analytical continuations around the branch cuts of these functions must agree with the choice that one makes for this expansion.
• **OPE expansion.** It must be possible to write the correlator \( A(z) \) as a sum over conformal blocks. In particular, since the sum over conformal blocks is done perturbatively around the GFF double trace dimensions \( 2 \Delta_\phi + 2n \), we shall use that in a small \( z \) expansion of \( A(z) \) the lowest power of \( z \) that can be present is \( z^{2 \Delta_\phi} \).

In the remainder of this section, we shall apply this method to tree-level correlators, both in the case of one single trace operator and of models with \( O(N) \) global symmetry. Finally, we will also consider the exchange of one single trace operator at tree level.

### 4.1 Contact terms, single field

At tree-level, a correlator \( A^{(1)}(z) \) can be written as

\[
A^{(1)}(z) = \sum_n \left( C_n^{(1)} \frac{1}{2} C_n^{(0)} \gamma_n^{(1)} \frac{\partial}{\partial n} \right) G_{2 \Delta_\phi + 2n}(z)
\]

\[
= \sum_n z^{2 \Delta_\phi + 2n} \left( (C_n^{(1)} + \frac{1}{2} C_n^{(0)} \gamma_n^{(1)} \frac{\partial}{\partial n}) + C_n^{(0)} \gamma_n^{(1)} \log(z) \right) F_{2 \Delta_\phi + 2n}(z),
\]

where we have introduced the notation \( F_\beta(z) = 2F_1(\beta, \beta; 2\beta; z) \).

We want to construct contact term solutions, and in \( d > 2 \) these correspond to solutions whose singularities at \( z = 0 \) and \( z = 1 \) are not enhanced with respect to that of a single conformal block [28]. In fact, these are often referred to as truncated solutions, as the corresponding CFT data have compact support in the spin, and therefore the sum over spin actually truncates. In \( d = 2 \) and \( d = 4 \), the conformal blocks are found to be essentially products of hypergeometric functions, and for integer external dimensions, twist and spin they reduce to functions of transcendentality two. In \( d = 1 \), the conformal blocks contain only one hypergeometric function, and therefore we propose an ansatz of transcendentality one, of the form

\[
A^{(1)}(z) = \frac{1}{1-z} \frac{1}{z^k (1-z)^k} \left( p_1(z) + p_2(z) \log(z) + p_3(z) \log(1-z) \right),
\]

where \( p_m(z) \) \( (m = 1, 2, 3) \) are polynomials in \( z \), and \( k \in \mathbb{Z} \). With this, one can implement the strategy outlined above, and fix the polynomials varying the integer \( k \) and their degree.

For any integer \( \Delta_\phi > 0 \), we find an infinite number of solutions. This is expected, since an AdS effective field theory can have contact terms with arbitrarily high number of derivatives. To classify such solutions, we note that the values of the exponent \( k \) allowed by our constraints are \( k = 2q - 1 \), with \( q \in \mathbb{N} \). The corresponding anomalous dimensions \( \gamma_n^{(1)} \) have the following behaviour for \( n \to \infty \):

\[
\gamma_n^{(1)} \sim n^{4q-2} \quad (n \to \infty).
\]

As we shall discuss at length in section 5, this is closely related to the behaviour of the correlator in the Regge limit, as defined in [25], and we find that for solutions with \( k = 2q - 1 \) the Regge limit of the correlator is

\[
\left( \frac{1}{2} + i t \right)^{-2 \Delta_\phi} A \left( \frac{1}{2} + i t \right) \sim t^{2q-1} \quad (t \to \infty).
\]
This, however, does not fix all the free parameters. In particular, at
fixed $q = Q$, there are still exactly $Q + 1$ free parameters. This comes from the possibility to add any
linear combinations of solutions with $q < Q$ without affecting the large $n$ behaviour of the anomalous dimensions. It also corresponds to the number of contact terms that one has to add to the PM basis for contact terms with derivatives at tree level. To fix this ambiguity, as a convention we set to zero the anomalous dimensions of the first $q$ double trace operators

$$\gamma^{(1)}_n|_q = 0 \, \quad (0 \leq n \leq q - 1).$$

(4.12)

This amounts to fixing $q$ free parameters, while the last one can be seen as an overall normalization, which we fix in such a way that

$$\gamma^{(1)}_n|_q = 1 \, \quad \text{for} \, \quad n = q.$$  

(4.13)

With these conventions, we can express the correlators for any integer $1 \leq q \leq Q$ as

$$\mathcal{A}^{(1)}(z) = \frac{1}{(1-z)^{\Delta_\phi}} \left\{ \frac{z^{2\Delta_\phi+2q}}{(1-z)^{2q-1}} p_1^{2\Delta_\phi+2q-2} \log(z) + \frac{(1-z)^{2\Delta_\phi+2q}}{z^{2q-1}} p_2^{2\Delta_\phi+2q-2} \log(1-z) \right.\left. + \frac{1}{(z(1-z))^{2q-2}} p_3^{4\Delta_\phi+6q-6} \right\},$$

(4.14)

where $p_i^n$ are polynomials of degree $n$ in the variable $z$.

We shall not write such polynomials explicitly here, but we can observe that they are closely related to the $D$-functions introduced in [67]. Indeed, the analogous problem was studied in [28], for $d = 2$ and $d = 4$. The tree-level solutions that result from their analysis can be expressed in terms of $D$ functions, corresponding to tree-level Witten diagrams. The authors found that only quartic interactions with even spin $L$ are allowed, and for fixed spin $L = 2a$ there are $a + 1$ solutions, given by interactions with $2k$ derivatives for $k = 2a, 2a + 1, \ldots, 3a$. We can then study the diagonal limit ($z = \bar{z}$) of those solutions, and we find that in the diagonal limit the $L/2 + 1$ solutions with spin $L$ all collapse to a unique solution in $d = 1$, with $L/2$ corresponding to our label $q$. This can be explained in terms of two-dimensional scattering in AdS$_2$. Indeed, in higher dimensions a basis of solution for scalar scattering amplitudes is given in terms of

$$\sigma_2^p \sigma_3^q,$$

(4.15)

where

$$\sigma_2 = s^2 + t^2 + u^2, \quad \sigma_3 = s^3 + t^3 + u^3,$$

(4.16)

and $s, t, u$ are Mellin space variables, analogous to the Mandelstam variables for four-particles scattering. The spin $L$ of the solution is then given by $2(p + q)$, so that for a given

---

30The $D$-functions include a kinematical prefactor that serves to guarantee conformal invariance. One can then define $D$-functions, which can be computed following [68], which are only functions of conformal invariant cross ratios.
even spin $L = 2a$ there are indeed $a + 1$ solutions. However, in $D = 2$ one finds that $u = 0$, hence the variables $s$ and $t$ are not independent. In particular, we have

$$
\begin{cases}
    s + t + u = 4m^2, \\
    u = 0,
\end{cases}
\Rightarrow t = 4m^2 - s,
$$

(4.17)

and therefore

$$
\sigma_3 = s^3 + t^3 + u^3 = s^3 + (4m^2 - s)^3 = 4m^2 \left(16m^4 - 12m^2s + 3s^2\right),
$$

(4.18)

which is actually of degree two in $s$, like $\sigma_2$. Therefore, in $D = 2$, a basis of solutions can be simply written in terms of $s^{2q}$, and the condition $l = 2(p + q)$ is now $L = 2q$, which gives $q = L/2$ as claimed above. Furthermore, having only one solution per each value of the spin, we can limit ourselves to consider interactions with exactly $2L = 4q$ derivatives, which act symmetrically on the fields, so that the Lagrangian contact terms are written as

$$
\left( (\partial^{\mu_1} \ldots \partial^{\mu_q} \phi) (\partial^{\nu_1} \ldots \partial^{\nu_q} \phi) \right)^2,
$$

(4.19)

and the corresponding $\tilde{D}$ functions are

$$
\lim_{z \to \bar{z}} (z\bar{z})^{\Delta\phi} \left(1 + (z\bar{z})^q + ((1 - z)(1 - \bar{z}))^q\right) \tilde{D}_{\Delta\phi + q + q, \Delta\phi + q + q} \Delta\phi(z, \bar{z}).
$$

(4.20)

We have checked that this choice reproduces, in the diagonal limit, all the solutions that we have found. In particular, eq. (4.20) for $q = Q$ is a linear combination of our solutions with $0 \leq q \leq Q$. Also, on a technical note, we can observe that the $\tilde{D}$ functions have transcendentality two, which is however reduced to one upon taking the diagonal limit $\bar{z} \to z$: this acts as a derivative, and lowers by one unit the transcendentality of the functions.

We can now turn to examine the CFT data corresponding to these solutions. Having found results for enough values of $\Delta\phi$, we were able to guess closed-form expressions for the anomalous dimensions corresponding to $q = 0, 1, 2, 3$ as analytical functions of $n$ and $\Delta\phi$, that agree with the results obtained with PM bootstrap. We can express the anomalous dimensions in terms of the functions

$$
\eta(n, q, \Delta\phi) = \frac{(n - q + 1)\Delta\phi - 1}{(n + \frac{1}{2})\Delta\phi} \left(\Delta\phi + q + \frac{1}{2}\right)\Delta\phi - 1,
$$

(4.21)

and

$$
\mathcal{N}(q, \Delta\phi) = 2^{2q}(\Delta\phi)3^q \left(2\Delta\phi + q - \frac{1}{2}\right)2^q,
$$

(4.22)

as

$$
\gamma_n^{(1)} = \frac{\eta(n, q, \Delta\phi)}{\mathcal{N}(q, \Delta\phi) \mathcal{N}(q, \Delta\phi)} P_q(n, \Delta\phi),
$$

(4.23)

where $P_q(n, \Delta\phi)$ are polynomials of degree $4q$ in $n$, whose coefficients are polynomials in $\Delta\phi$. Note that the denominator in the previous formula does not depend on $n$, and is therefore simply due to our choice of normalisation. The polynomials $P_q(n, \Delta\phi)$ are collected in appendix F, and for instance

$$
P_{q=0}(n, \Delta\phi) = 1.
$$

(4.24)
For cases in which the same anomalous dimensions have been computed with PM bootstrap (such as \(q = 0\) in (3.12), \(q = 1\) for \(\Delta_\phi = 1\) in (3.27) and \(q = 2\) for \(\Delta_\phi = 1\) in (3.33)), we have found exact agreement. For the OPE coefficients, we found that the derivative relation of [28] holds, that is
\begin{equation}
C_n^{(1)} = \frac{1}{2} \frac{\partial}{\partial n} \left( C_n^{(0)} \gamma_n^{(1)} \right), \tag{4.25}
\end{equation}

We also observe that the anomalous dimensions given in (4.23) are rational functions of \(n\) for integer \(\Delta_\phi\). This will be the first entry of our dictionary: a correlator with transcendentality one translates into anomalous dimensions that are rational functions, i.e. have transcendentality zero. Via the derivative relation (4.25), the ratio \(C_n^{(1)}/C_n^{(0)}\) is then found to have transcendentality one, since it contains harmonic numbers.

As a concluding remark, let us justify why higher powers of \((1 - z)\) in the denominator of \(A^{(1)}(z)\) correspond to a more divergent behaviour of \(\gamma_n^{(1)}\) as \(n \to \infty\), since this is a common feature of all the solutions we have found, including results at one loop and for the \(O(N)\) model. This can be seen looking at the action of the Casimir operator \(C\) on the correlator: in the limit \(z \to 1\): if in this limit the correlator has a singularity \(\sim (1 - z)^{-k}\), the action of the Casimir gives
\begin{equation}
C \left( \frac{1}{(1 - z)^k} \right) \sim \frac{1}{(1 - z)^{k+1}} \quad (z \to 1), \tag{4.26}
\end{equation}

so that the singularity is enhanced. On the other hand, when the Casimir hits a conformal block it multiplies the CFT data with the corresponding eigenvalue, that for double trace operators is \((2\Delta_\phi + 2n)/(2\Delta_\phi + 2n - 1)\), and therefore grows \(\sim n^2\) as \(n \to \infty\). As a result, we can associate to the Casimir an action on the anomalous dimensions in this limit, that is
\begin{equation}
C(\gamma_n) \sim n^2 \gamma_n \quad (n \to \infty), \tag{4.27}
\end{equation}

and comparing with the action in the limit \(z \to 1\) we can deduce that increasing by one unit the power of \(1 - z\) in the denominator of \(A^{(1)}(z)\) results in increasing by two units the power of \(n\) in the behaviour of \(\gamma_n\) as \(n \to \infty\). Hence, it is natural to find higher powers of \(1 - z\) in the denominator of solutions with higher \(q\).

### 4.2 Contact terms, \(O(N)\) global symmetry

Let us now consider a model with \(N\) scalar fields \(\phi_i\) and global \(O(N)\) symmetry. Now intermediate states in the OPE of two fields decompose into irreducible representations of \(O(N)\). Therefore, the four-point function of identical scalars with dimension \(\Delta_\phi\) reads
\begin{equation}
\langle \phi_i(x_1) \phi_j(x_2) \phi_k(x_3) \phi_l(x_4) \rangle = \frac{1}{x_{12}^{2\Delta_\phi} x_{34}^{2\Delta_\phi}} A_{ijkl}(z), \tag{4.28}
\end{equation}

---

\[31\]There is a caveat: for integer \(\Delta_\phi\), one must first take the derivative, then choose the desired value of \(n\) and only at the end fix \(\Delta_\phi\). Otherwise, the first \(q + 1 - \Delta_\phi\) values of \(a_n^{(1)}\) would not reproduce the correct result.

\[32\]When acting on a four-point function in one dimension, the conformal Casimir can be written as \(C = (1 - z)^2 \partial_z^2 - z^2 \partial_z\).
where
\[
A_{ijkl}(z) = \left( \frac{\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}}{2} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) A_T(z) + \frac{\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}}{2} A_A(z) + \delta_{ij} \delta_{kl} A_S(z),
\]
and we denote with $T$ the two-indices symmetric traceless representation of $O(N)$, with $A$ the two-indices antisymmetric representation and with $S$ the singlet.

The MFT solution for this model is
\[
\begin{align*}
A_T^{(0)}(z) &= z^{2\Delta_\phi} + \left( \frac{z}{1 - z} \right)^{2\Delta_\phi}, \\
A_A^{(0)}(z) &= z^{2\Delta_\phi} - \left( \frac{z}{1 - z} \right)^{2\Delta_\phi}, \\
A_S^{(0)}(z) &= 1 + \frac{1}{N} G_T(z),
\end{align*}
\]
corresponding to double trace operators of dimension $\Delta_n^{T,S} = 2\Delta_\phi + 2n$ for the $T$ and $S$ representations and $\Delta_n^A = 2\Delta_\phi + 2n + 1$ for the $A$ representation. The MFT OPE coefficients can be derived from
\[
C_n^{(0)} = \frac{2(-1)^n \Gamma^2(2\Delta_\phi + n) \Gamma(4\Delta_\phi + n - 1)}{\Gamma^2(2\Delta_\phi) \Gamma(n + 1) \Gamma(4\Delta_\phi + 2n - 1)},
\]
via
\[
C_{n,T}^{(0)} = C_{2n}^{(0)}, \quad C_{n,A}^{(0)} = C_{2n+1}^{(0)}, \quad C_{n,S}^{(0)} = \frac{1}{N} C_{2n}^{(0)},
\]
where we have removed from the singlet the contribution of the identity operator.

As in the case of a single field, to find perturbative solutions, we formulate an ansatz and require the conditions outlined at the beginning of the present section. However, there are a few differences due to the presence of the $O(N)$ symmetry, that we are now going to discuss. Most importantly, let us notice that since crossing symmetry corresponds to the exchange of operators 1 and 3, and now the fields carry a “flavour” index, in addition to the exchange of the positions $x_1$ and $x_3$, but we also have to swap the indices $i$ and $k$ in eq. (4.29). The full crossing equation then reads
\[
(1 - z)^{2\Delta_\phi} A_{ijkl}(z) = z^{2\Delta_\phi} A_{kjl}(1 - z),
\]
and it can be decomposed requiring the equality of independent tensor structure. The result is better read in terms of
\[
f_i(z) = (1 - z)^{2\Delta_\phi} A_i(z),
\]
for $i = T, A, S$. We get only two independent equations, that are
\[
\begin{align*}
&f_T(z) + f_A(z) = f_T(1 - z) + f_A(1 - z), \\
&f_T(z) - f_A(z) = 2f_S(1 - z) - \frac{2}{N} f_T(1 - z),
\end{align*}
\]
or equivalently
\[
\begin{align*}
f_T(z) &= f_S(1-z) + \frac{N-2}{2N} f_T(1-z) + \frac{1}{2} f_A(1-z), \\
f_A(z) &= -f_S(1-z) + \frac{N+2}{2N} f_T(1-z) + \frac{1}{2} f_A(1-z), \\
f_S(z) &= \frac{1}{N} f_S(1-z) + \frac{N^2 + N - 2}{2N^2} f_T(1-z) + \frac{1-N}{2N} f_T(1-z),
\end{align*}
\]  
(4.38)

where the last equation is not independent.

Another slight difference with the case of one single field comes from the study of the transformation \( z \to \frac{1}{z_\ell} \). Again, the conformal blocks will get a factor of \( e^{\pm iz_\ell} \Delta \) under this transformation, but now we must make an important distinction between the antisymmetric and the other two representation. Indeed, for integer \( \Delta \), we still have
\[
e^{\pm iz_\ell} \Delta^T \equiv e^{\pm iz_\ell} \gamma^T, \tag{4.39}
\]

but now since the double trace operators in the antisymmetric representation have an odd number of derivatives, and so
\[
e^{\pm iz_\ell} \Delta^A = -e^{\pm iz_\ell} \gamma^A. \tag{4.40}
\]

Apart from these observations, the methods employed in the previous section still apply in a very similar way. To find tree-level solutions to the \( O(N) \) model, we make an ansatz for the functions \( f_i(z) \) defined in eq. (4.36), very much like the case with a single field:
\[
\begin{align*}
f_T(z) &= \frac{1}{z_\ell^k (1-z)^k} \left( P_i^T(z) + P_2^T(z) \log(z) + P_3^T(z) \log(1-z) \right), \\
f_A(z) &= \frac{1}{z_\ell^k (1-z)^k} \left( P_i^A(z) + P_2^A(z) \log(z) + P_3^A(z) \log(1-z) \right), \\
f_S(z) &= \frac{1}{z_\ell^k (1-z)^k} \left( P_i^S(z) + P_2^S(z) \log(z) + P_3^S(z) \log(1-z) \right).
\end{align*}
\]  
(4.41)

Again, our constraints fix the polynomials \( P_i^x \) for \( x = T, A, S \) and \( i = 0, 1, 2 \) up to a finite number of ambiguities, which play a very similar role as in the case of a single field, discussed in the previous section.

Having found a certain number of solutions, we observe the possibility of disentangling two distinct families, which correspond to

- Solutions where all the functions \( f_T, f_A \) and \( f_S \) are different from zero. These can be labeled with an integer \( p = 0, 1, 2, \ldots \), and they have anomalous dimensions with a behaviour
  \[
  \gamma^T_1 \sim \gamma^A_1 \sim \gamma^S_1 \sim n^{2p} \quad (n \to \infty).
  \]  
  \( \tag{4.42} \)

  Correspondingly, the value of the exponent in the denominators is \( k = p \).

- Solutions with \( f_A(z) = 0 \).\(^{33}\) Then, the symmetry requirements of eqs. (4.37) demand that \( f_T(z) \) and \( f_S(z) \) be self-crossing symmetric \( (f_T(z) = f_T(1-z), f_S(z) = f_S(1-z)) \)

\(^{33}\)While \( f_A = 0 \) is allowed, there are no non-trivial solutions with either \( f_T = 0 \) or \( f_S = 0 \). Take for instance \( f_T = 0 \): crossing symmetry then requires both \( f_S \) and \( f_A \) to be self-crossing symmetric, and proportional to each other. However, given the different transformation under \( z \to \frac{1}{z_\ell} \) (see (4.39) and (4.40)), this is not possible.
and proportional to each other \((f_S(z) = \frac{N+2}{2N} f_T(z))\). Hence, there is actually only one independent function, which satisfies the same constraints as those of a model without \(O(N)\) symmetry. Therefore, these solutions can be labeled as in section 4.1, with an integer \(q = 0, 1, 2, \ldots\), and the only independent anomalous dimension is

\[
\gamma^1_T \sim n^{4q-2} \quad (n \to \infty).
\]

This situation can be easily understood looking at \(\text{AdS}_2\) contact terms. For instance, consider an interaction with two derivatives. Without \(O(N)\) symmetry, we can integrate by parts and we get

\[
(\partial_\mu \phi)^2 \phi^2 = -\phi^3 \Box \phi - 2(\partial_\mu \phi)^2 \phi^2 \implies (\partial_\mu \phi)^2 \phi^2 = -\frac{1}{3} \phi^3 \Box \phi,
\]

and using the equations of motion (or, equivalently, with a field redefinition) we can see that this interaction is actually trivial. However, when we add a flavour index to the fields, this is no longer true. For an arbitrary tensor structure \(T^{ijkl}\), we have an interaction

\[
T^{ijkl}(\partial_\mu \phi_i \partial^\mu \phi_j \phi_k \phi_l) = -T^{ijkl}(\Box \phi_i \phi_j \phi_k \phi_l + \partial_\mu \phi_i \partial_\mu \phi_j \phi_k \phi_l + \phi_i \partial^\mu \phi_j \phi_k \partial_\mu \phi_l),
\]

and the second and third term on the l.h.s. are in general not dependent on the r.h.s. interaction. Hence, we can conclude that in the case with \(O(N)\) symmetry there are more types of interactions to be taken into account, and the family of solutions that we labeled with \(p\) corresponds precisely to those interactions that would not be independent in the \(N = 1\) case. Again, all solutions can be written as a sum over the diagonal limit of appropriate \(D\) functions.

Let us now discuss general expressions for the solutions in the family that we labeled with \(p\), since the other solutions have already been discussed. For given \(p = P\), we find ambiguities corresponding to solutions with \(p < P\) or \(q \leq P/2\), much like in the case without \(O(N)\) symmetry. Again, these ambiguities precisely match the contact terms that one must add to the PM bootstrap basis. In order to fix them we make an arbitrary choice, and we use the solutions with \(p < P\) to set

\[
\gamma^{(1),A}_n = 0 \quad (0 \leq n \leq P - 1),
\]

and then the solutions with \(q \leq P/2\) to set

\[
\gamma^{(1),T}_n = 0 \quad (0 \leq n \leq \lceil P/2 \rceil),
\]

and finally we normalise the diagram with

\[
\gamma^{(1),T}_{n=1+\lfloor P/2 \rfloor} = 1.
\]

With these conventions, we can express our results for the functions \(f_x(z)\) introduced in (4.36) for any integer \(\Delta \phi \geq 1\) and \(p \geq 0\), and to do so we distinguish two cases:
• $p = 2k$. In this case, we found
\[
f_T(z) = \frac{z^{2\Delta_\phi + p + 2}}{(1 - z)^p} T_1^{2\Delta_\phi + p - 2} \log(z) + \frac{(1 - z)^{2\Delta_\phi}}{z^{p-1}} T_2^{2\Delta_\phi + 2p - 1} \log(1 - z) \\
+ \frac{T_3^{4\Delta_\phi + 3p - 4}}{z^{p-2}(1 - z)^{p-1}},
\]
\[
f_A(z) = \frac{z^{2\Delta_\phi + 2p + 1}}{(1 - z)^p} A_1^{2\Delta_\phi - 2} \log(z) + \frac{(1 - z)^{2\Delta_\phi}}{z^{p-1}} A_2^{2\Delta_\phi + 2p - 1} \log(1 - z) \\
+ \frac{(z - 2) A_3^{4\Delta_\phi + 3p - 4}}{(z(1 - z))^{p-1}},
\]
\[
f_S(z) = \frac{1}{N} f_T(z) + \frac{z^{2\Delta_\phi}}{(1 - z)^p} S_1^{2\Delta_\phi + 2p} \log(z) + \frac{(1 - z)^{2\Delta_\phi + p + 2}}{z^{p-1}} S_2^{2\Delta_\phi + p - 3} \log(1 - z) \\
+ \frac{S_3^{4\Delta_\phi + 3p - 4}}{z^{p-2}(1 - z)^{p-1}}.
\]

• $p = 2k + 1$. In this case, we found
\[
f_T(z) = \frac{z^{2\Delta_\phi + p + 3}}{(1 - z)^p} T_1^{2\Delta_\phi + p - 3} \log(z) + \frac{(1 - z)^{2\Delta_\phi}}{z^{p-1}} T_2^{2\Delta_\phi + 2p} \log(1 - z) \\
+ \frac{T_3^{4\Delta_\phi + 3p - 3}}{z^{p-2}(1 - z)^{p-1}},
\]
\[
f_A(z) = \frac{z^{2\Delta_\phi + 2p + 1}}{(1 - z)^p} A_1^{2\Delta_\phi - 2} \log(z) + \frac{(1 - z)^{2\Delta_\phi}}{z^{p-1}} A_2^{2\Delta_\phi + 2p - 1} \log(1 - z) \\
+ \frac{(z - 2) A_3^{4\Delta_\phi + 3p - 5}}{z^{p-2}(1 - z)^{p-1}},
\]
\[
f_S(z) = \frac{1}{N} f_T(z) + \frac{z^{2\Delta_\phi}}{(1 - z)^p} S_1^{2\Delta_\phi + 2p} \log(z) + \frac{(1 - z)^{2\Delta_\phi + p + 3}}{z^{p-1}} S_2^{2\Delta_\phi + p - 3} \log(1 - z) \\
+ \frac{S_3^{4\Delta_\phi + 3p - 3}}{(z(1 - z))^{p-1}}.
\]

As for the CFT data, we find that the derivative relation for the OPE coefficients is always satisfied, and for instance we provide the anomalous dimensions in closed form for the $p = 0$ case:
\[
\gamma_{n,T}^{(1)}|_{p=0} = \frac{1}{N(\Delta_\phi)} \frac{(n)_{\Delta_\phi} (\Delta_\phi + n + \frac{1}{2})_{\Delta_\phi}}{(\Delta_\phi + n)_{\Delta_\phi} (n + \frac{1}{2})_{\Delta_\phi}},
\]
\[
\gamma_{n,A}^{(1)}|_{p=0} = -\frac{1}{N(\Delta_\phi)} \frac{(n + 1)_{\Delta_\phi - 1} (\Delta_\phi + n + \frac{3}{2})_{\Delta_\phi - 1}}{(\Delta_\phi + n + 2 - 1)_{\Delta_\phi - 1} (n + \frac{3}{2})_{\Delta_\phi - 1}},
\]
\[
\gamma_{n,S}^{(1)}|_{p=0} = \left(\gamma_{n,T}^{(1)}|_{p=0}\right) + \frac{N}{4} \frac{1}{N(\Delta_\phi)} \frac{(n + 1)_{\Delta_\phi - 1} (\Delta_\phi + n + \frac{1}{2})_{\Delta_\phi - 1}}{(\Delta_\phi + n)_{\Delta_\phi} (n + \frac{1}{2})_{\Delta_\phi}} \\
\times (\Delta_\phi(1 - 4\Delta_\phi) + 2(1 - 4\Delta_\phi)n - 4n^2),
\]
\[\]
where
\[ N(\Delta_\phi) = \frac{(1)_{\Delta_\phi} (\Delta_\phi + \frac{3}{2})_{\Delta_\phi}}{(\frac{3}{2})_{\Delta_\phi} (\Delta_\phi + 1)_{\Delta_\phi}}. \] (4.53)

The OPE coefficients are found to satisfy the derivative relation in all cases. As in the case of a single field, for integer \( \Delta_\phi \) the anomalous dimensions are rational functions of \( n \), for every value of \( p \).

Finally, let us observe that the results of [32] for tree-level correlators on the 1/2-PBS Wilson-Maldacena loop in \( \mathcal{N} = 4 \) SYM, already reproduced in section 3.2 using the PM bootstrap, correspond in the language of this section to a linear combination of the solutions with \( p = 0 \) and \( p = 1 \).

### 4.3 Exchanges

In this section we turn to the study of tree-level exchange diagrams: we consider a new single-trace primary operator \( \mathcal{O} \) of dimension \( E \), which appears in the OPE of \( \phi \times \phi \). This problem was already considered, from the point of view of bootstrap, in [69], where the double-trace CFT data due to a single-trace exchange at tree level in \( d = 4 \) were considered. Exchange Witten diagrams in any dimension were also studied in [70], where recursion relations were given for the coefficients in the conformal blocks expansion of such diagrams in every channel.

In the presence of an exchanged operator with dimension \( E \), the conformal blocks decomposition of a tree-level correlator reads
\[ A^{(1)}_E(z) = C_{\Delta E} G_{\Delta E}(z) + A^{(1)}_{DT}(z) \]
\[ = C_{\Delta E} G_{\Delta E}(z) + \sum_n \left( C^{(1)}_n + \frac{1}{2} C^{(0)}_n \gamma^{(1)}_n \frac{\partial}{\partial n} \right) G_{2\Delta_\phi+2n}(z) \]
\[ = C_{\Delta E} G_{\Delta E}(z) + \sum_n z^{2\Delta_\phi+2n} \left( C^{(1)}_n + \frac{1}{2} C^{(0)}_n \gamma^{(1)}_n \left( 2 \log(z) + \frac{\partial}{\partial n} \right) \right) F_{2\Delta_\phi+2n}(z), \] (4.54)

where \( G_{\Delta E}(z) \) is a conformal block of dimension \( \Delta E \). Again, the constraints that we are going to apply are completely analogous to the case of the contact diagrams for a single field, but there are a few important differences, which are listed below.

- We will still consider integer values for the conformal dimensions, both for the external and for the exchanged operators. However, we notice that when the dimension of the exchanged operator satisfies \( \Delta E \geq 2\Delta_\phi \) and is even, there is one double trace operator with the same dimension at the MFT level. Therefore, there is mixing between the two operators, and we cannot solve for the correlator. Therefore, we shall consider only odd values of \( \Delta E \) when \( \Delta E \geq 2\Delta_\phi \).

- We recall that under the transformation \( z \to \frac{\bar{z}}{z-1} \) the conformal blocks transform as
\[ G_{\Delta} \left( \frac{z}{z-1} \right) = e^{\pm i \pi \Delta} G_{\Delta}(z). \] (4.55)

\[ {\text{\textsuperscript{34}}\text{Recall that the sign in } e^{\pm i \pi \Delta} \text{ is fixed by the choice of analytical continuation.}} \]
Hence, we must take into account the different transformation properties of $G_{\Delta E}(z)$ and $G_{DT}(z)$ under this symmetry.

- $C_{\Delta E}$ is the (square of the) OPE coefficient of the exchanged primary $\mathcal{O}$ with two fields $\phi$, and in the AdS theory it is proportional to the coupling $\lambda_{\mathcal{O}}$ in the three-point interaction $\lambda_{\mathcal{O}} \phi^2 \mathcal{O}$. It is therefore the only free parameter, and all the double trace CFT data should be fixed in terms of $\lambda_{\mathcal{O}}$ and a finite number of contact-terms ambiguities. We will make the convenient choice $C_{\Delta E} = \pi^2$, that simplifies the structure of the CFT data. Note, however, that this choice is completely arbitrary.

- The transcendentality of the correlator is, in principle, not fixed by any constraint. To have an idea of what this might be, we make two observations. The first is that when

$$\frac{2\Delta_{\phi} - \Delta_{E}}{2} \in \mathbb{N},$$

it is known that the exchange correlator is given by a finite sum of $D$-functions, with known coefficients [71]. Since, as discussed, in $d = 1$ the $D$-functions have transcendentality one (corresponding to tree-level interactions, possibly with derivatives), we expect the exchange correlator to have transcendentality one as well in this case. To develop some intuition for the other cases (still with integer dimensions), we solved the recursion relation of [70] in the simplest case that does not respect (4.56), that is $\Delta_{\phi} = \Delta_{E} = 1$. It turns out that in this case the transcendentality of the correlator is three,\footnote{Despite the high degree of transcendentality, we are still dealing with a tree-level correlator. Hence, the solution cannot contain powers of $\log(z)$ higher than one in the small $z$ expansion, as dictated by (4.54).} so we proceed with an ansatz of the same transcendentality for general exchanges. This also justifies our choice of $C_{\Delta E} = \pi^2$: $G_{\Delta E}(z)$ has transcendentality one for integer $\Delta_{E}$, and multiplication by $\pi^2$ gives transcendentality three, i.e. the maximal one for this type of correlator, according to our ansatz.

Hence, we take the ansatz for $A_{DT}^{(1)}$ to be

$$A_{DT}^{(1)} = \frac{1}{(1-z)^{2\Delta_{\phi}}} \frac{1}{z^k (1-z)^k} \left( \sum_{i=1}^{12} p_i(z) T_i(z) \right),$$

where $p_i(z)$ are polynomials in $z$ and $T_i(z)$ are transcendental functions from the following basis:

- Transc. 0: 1.
- Transc. 1: $\log z$, $\log(1-z)$.
- Transc. 2: $\text{Li}_2(z)$, $\log(z) \log(1-z)$, $\log^2(1-z)$.
- Transc. 3: $\text{Li}_3(z)$, $\text{Li}_3(1-z)$, $\text{Li}_2(z) \log(z)$, $\text{Li}_2(z) \log(1-z)$, $\log(z) \log^2(1-z)$, $\log^3(1-z)$.

This guarantees that there are no terms in $\log^2(z)$ in the small $z$ expansion.
Once again, we first of all characterize our solutions with the power $k$ that appears in the denominator of (4.57). It turns out that to find solutions we need at least $k = \Delta_E - 1$. Higher values of $k$ would still lead to non-trivial solutions, which however all differ by the addition of derivative contact terms.\footnote{From the point of view of crossing symmetry, one could always add self-crossing symmetric terms to $A_{\text{DT}}^{(1)}$ and get a new solution.} We can therefore restrict to $k = \Delta_E - 1$. Once this is fixed, there are still parameters corresponding to tree-level derivative contact terms with $q < \Delta_E/2$. We can fix these terms simply by requiring that the correlator is Regge-bounded, which sets to zero all the coefficients of the derivative contact terms. At this point, one is left with the only ambiguity of adding a $\phi^4$ contact term, which cannot be fixed in general.

In order to discuss the corresponding corrections to the double-trace CFT data, let us first define the OPE coefficients in terms of a deviation from the derivative rule, as

$$C_n^{(1)} = \frac{1}{2} \frac{\partial}{\partial n} \left( C_n^{(0)} \gamma_n^{(1)} \right) + C_n^{(0)} \delta C_n^{(1)}. \quad (4.58)$$

We distinguish two cases, according to whether $\Delta_E$ is smaller or larger than $2\Delta_\phi$, that is the dimension of the lowest double trace operator built out of two primaries $\phi$.

- $\Delta_E < 2\Delta_\phi$. In this case we can find the result for both even and odd $\Delta_E$. When the condition (4.56) is satisfied, which is possible only for even $\Delta_E < 2\Delta_\phi$, the solution is a sum of D-functions, and the anomalous dimensions are rational functions of $n$. Their behaviour as $n \to \infty$ is generically $\sim n^{-2}$, but (except for a finite number of cases) it is possible to fix the coefficient of the $\phi^4$ contact term in such a way that $\gamma_n^{(1)} \sim n^{-6}$. On the other hand, when $\Delta_E$ is odd the correlator has transcendentality three, and correspondingly the anomalous dimensions are more complicated. In general, they are of the form

$$\gamma_n^{(1)} = Q(n) + R(n) H_{2n+2\Delta_\phi-1} + P(n) \left( 2\zeta(2) + \psi^{(1)}(n+\Delta_\phi) - \psi^{(1)}(n+\frac{1}{2}+\Delta_\phi) \right), \quad (4.59)$$

where $H_n$ is the $n$-th harmonic number, and $\psi^{(1)}(z)$ is the first derivative of the polygamma function $\psi(z) = \frac{d}{dz} \Gamma(z)$. $Q(n)$ and $R(n)$ are rational functions, whereas $P(n)$ is a polynomial. In this case, the OPE coefficients do not satisfy the derivative rule, and we find

$$\delta C_n^{(1)} = \frac{\Gamma(2n+1)}{\Gamma(4\Delta_\phi + 2n - 1)} P_{4\Delta_\phi-2\Delta_E-2}(n), \quad (4.60)$$

where $P_{4\Delta_\phi-2\Delta_E-2}(n)$ is a polynomial of degree $4\Delta_\phi - 2\Delta_E - 2$ in $n$. Let us observe that in the large $n$ limit these corrections to the derivative rule satisfy

$$\delta C_n^{(1)} \sim \frac{1}{n^{2\Delta_E}} \quad (n \to \infty), \quad (4.61)$$

for any $\Delta_\phi$. This was already observed in higher dimensions, at tree level, in [69], and will be justified (to all orders) by a careful analysis of the Regge limit for one-dimensional CFTs in section 5.
• $\Delta_E > 2\Delta_\phi$. In this case it turns out that we can always fix the coefficient of the non-derivative contact term in such a way that

$$\lim_{n \to \infty} \gamma_n^{(1)} \sim n^{-6}. \quad (4.62)$$

Using this criterion to fix the only free parameter left, the general expression for $\gamma_n^{(1)}$ is of the form

$$\gamma_n^{(1)} = Q(n) + P(n) \left( 2\zeta(2) + \psi^{(1)}(n + \Delta_\phi) - \psi^{(1)} \left( n + \frac{1}{2} + \Delta_\phi \right) \right), \quad (4.63)$$

where $Q(n)$ is a rational function, while $P(n)$ is a polynomial. On the other hand, in this case the OPE coefficients do satisfy the derivative rule, and we simply have $\delta C_n^{(1)} = 0$.

Let us comment on the transcendentality of these results. What we have observed is that an ansatz of transcendentality three (4.57) leads to anomalous dimensions which contain at most $\gamma_n^{(1)}$, and have therefore transcendentality two. For the CFT data, if we consider the ratio $C_n^{(1)}/C_n^{(0)}$, we can argue that the transcendentality is three, the same as the correlator.

Finally, we can justify the large $n$ behaviour of $\gamma_n^{(1)}$ for the exchange diagrams looking at the Mellin transformed correlators in higher dimensions (or equivalently, given the similarity in the structure, at flat space scattering). For a scalar exchange, we have schematically

$$M_E(s, t, u) \sim \frac{1}{s - M^2} + \frac{1}{t - M^2} + \frac{1}{u - M^2}, \quad (4.64)$$

where $M$ is the mass of the exchanged field and $s, t$ are independent (Mandelstam) variables. In the high energy limit $s \to \infty$, we have

$$\lim_{s \to \infty} M_E(s, t) \sim a + \frac{b}{s}, \quad (4.65)$$

for some constants $a$ and $b$, whereas for the non-derivative contact term $\phi^4$

$$\lim_{s \to \infty} M_{\phi^4}(s, t, u) \sim c, \quad (4.66)$$

for some constant $c$. As we also discussed in the study of the tree level solutions, every derivative increases the power of $n$ in $\lim_{n \to \infty} \gamma_n^{(1)}$ by one unit, and therefore every inverse derivative (like the propagator) decreases it by one unit. Therefore, we expect the contribution of the constant term proportional to 1 in (4.65) to give a contribution that is $\sim n^{-2}$, and the term proportional to $\frac{1}{s}$ to give a contribution that is further suppressed by $n^{-2}$, and therefore that is $\sim n^{-4}$. However, in two dimensions (looking at scattering in AdS$_2$ for the Mandelstam variables) $s$ and $t$ are not independent, and in particular $s + t = 4m^2$, with $m$ the mass of the external fields. Therefore, for a CFT$_1$ we actually have to study

$$\lim_{s \to \infty} M_E(s, 4m^2 - s, 0) \sim a + \frac{b}{s^2}, \quad (4.67)$$

and therefore, after the addition of an appropriate constant term, there is a further suppression by two powers of $n$ in the anomalous dimensions, so that (4.62) is actually justified. This fact was already observed in [26] in the study of the one-dimensional Lorentzian inversion formula.
4.3.1 Large $\Delta_E$: EFT expansion

As it is well-known, in QFT one can see a tree-level exchange diagram as arising from the sum of an infinite number of contact interactions, with an increasing number of derivatives. This comes, intuitively, from the expansion of the Feynman propagator when the mass of the exchanged particle is very large, and leads to the usual notion of Effective Field Theories (EFTs), in which one integrates out the heavy modes and focuses on the low-energy physics. As it was already argued in [72] using Mellin space techniques, the situation in AdS is very similar. However, in one dimension the Mellin transform is not uniquely defined since the two cross ratios are not independent, and one would like to recover the EFT expansion with other techniques. One option would be to find closed-form expressions as functions of $\Delta_E$ for the correlators that we have just discussed, but we were not able to do so. On the other hand, we can consider the recursion relation of [70], and solve it order by order in a $1/\Delta_E$ expansion. Looking at (B.21) in [70], we can see that the large $\Delta_E$ expansion of the recursion relation itself is trivial, with all the non-trivial dependence on $\Delta_E$ encoded in the $n=0$ value, given in (C.31). Such expression is however very hard to expand in $1/\Delta_E$, given that it contains the sum of two terms, both singular for even $\Delta_E$, while the sum of the two is regular. However, we observe that eq. (C.31) of [70] can be re-written as

$$C_0(t) = \frac{-\sqrt{\pi} \Gamma(\Delta_E) \Gamma^2(\Delta_\phi + \frac{\Delta_E}{2} - \frac{1}{2})}{\Delta_E \Gamma(\Delta_E + \frac{3}{2}) \Gamma^2(\Delta_\phi + \frac{\Delta_E}{2})} \times {}_5F_4 \left( \begin{array}{c} \frac{1}{2}, \Delta_E, -\Delta_\phi + \frac{\Delta_E}{2} + 1, -\Delta_\phi + \frac{\Delta_E}{2} + 1, \Delta_E + 1, \Delta_\phi + \frac{\Delta_E}{2}, \Delta_\phi + \frac{\Delta_E}{2} ; 1 \end{array} \right).$$

(4.68)

This expression is obtained looking at the expression for the Witten exchange diagram in the $t$-channel given in [15]. The hypergeometric function can be evaluated at integer values of $\Delta_E$ for every fixed integer $\Delta_\phi$, and analytically continuing on the positive even integers the result can be expressed in terms of

$$S_{-2}(x) = \frac{1}{4} \left( \psi^{(1)} \left( \frac{x+1}{2} \right) - \psi^{(1)} \left( \frac{x+2}{2} \right) \right) - \frac{1}{2} \zeta(2).$$

(4.69)

For instance, for $\Delta_\phi = 1$, we find

$$S_{-2}(x) = \frac{1}{4} \left( \psi^{(1)} \left( \frac{x+1}{2} \right) - \psi^{(1)} \left( \frac{x+2}{2} \right) \right) - \frac{1}{2} \zeta(2).$$

(4.70)

and this allows to find an expansion in $1/\Delta_E$, that for every $\Delta_\phi$ starts with $1/\Delta_E^3$. Alternatively, we can make an ansatz for $C_0^{(t)}$ as

$$C_0^{(t)} = \sum_{n=0}^{\infty} \frac{a_n}{\Delta_E^{2+n}},$$

(4.71)
and fix the coefficients $a_n$ requiring that all the $C_n^{(t)}$ have an expansion in $1/\Delta_E$ starting with $1/\Delta_E^2$, as in (4.71). Indeed, given the structure of the recurrence relation, for general $C_0^{(t)}$, $C_n^{(t)}$ also contains positive powers of $\Delta_E$, with coefficients that depend on $C_0^{(t)}$. Requiring the coefficients of undesired powers to cancel, we get conditions that constrain $C_0^{(t)}$. This allows to solve both for the coefficients $a_n$ and for $C_n^{(t)}$, order by order in $1/\Delta_E$, to arbitrarily high order. The resulting expansion for $C_0^{(t)}$ precisely matches the result coming from (4.68). Now, $C_n^{(t)}$ represents a contribution to the conformal blocks expansion of a $t$-channel exchange Witten diagram, which contains operators with dimension $2\Delta_\phi + n$. For the $u$-channel, we have $C_n^{(t)} = (-1)^n C_n^{(t)}$, so that when we sum them only even values of $n$ contribute and we get the usual sum over double trace operators. Once we sum with $C_n^{(s)}$, which was given in closed form in [70], we get

$$C_n^{(s)} + 2C_n^{(t)} = C_n^{(1)} \gamma_n^{(1)},$$

therefore expanding $C_n^{(s)}$ and $C_n^{(t)}$ in powers of $1/\Delta_E$ we can find the large $\Delta_E$ expansion of the anomalous dimensions. This is expected to reproduce the usual EFT expansion of exchange amplitudes for large value of the exchanged mass, and therefore each term in the expansion should correspond to a linear combination of contact term anomalous dimensions. Qualitatively, this can be seen from the expansion of the propagator:

$$1 - \Delta_E (\Delta_E - 1) = -\frac{1}{\Delta_E^2} - \frac{1}{\Delta_E^4} + \frac{-\Box - 1}{\Delta_E^2} + O\left(\frac{1}{\Delta_E^4}\right).$$

We found that all the contact terms with arbitrarily high number of derivatives indeed contribute to the expansion of $\gamma_n^{(1)}$ in $1/\Delta_E$, but contact terms with higher number of derivatives enter the expansion at higher orders, as expected from (4.73). In particular, the expansion reads

$$\gamma_n^{(1)}|_E = \frac{1}{\Delta_E^2} \sum_{k=0}^\infty \frac{\alpha_{0,k}}{\Delta_E^k} \gamma_n^{(1)}|_{q=0} + \frac{1}{\Delta_E^4} \sum_{k=0}^\infty \frac{\alpha_{1,k}}{\Delta_E^k} \gamma_n^{(1)}|_{q=1} + \frac{1}{\Delta_E^6} \sum_{k=0}^\infty \frac{\alpha_{2,k}}{\Delta_E^k} \gamma_n^{(1)}|_{q=2} + \cdots.$$ (4.74)

The power of $\Delta_E$ at which a given contact term enters the expansion can be read from (4.73), recalling that some derivative interactions are equivalent up to integration by parts and field redefinitions.

If we now consider a limit where both $n$ and $\Delta_E$ are large (and of the same order), each group of terms is dominated by the first, which contains the lowest power of $\Delta_E$ in the denominator, and recalling that $\gamma_n^{(1)}|_q \sim n^{-2+4q}$ we find an expansion of the type

$$\gamma_n^{(1)}|_E \sim \frac{1}{\Delta_E^2} f\left(\frac{n}{\Delta_E}\right).$$

(4.75)

We were able to find the coefficients in the expansion and re-sum it exactly in all cases in which we computed $\gamma_n^{(1)}|_E$. The result is that for large $n$ and $\Delta_E$, with $n/\Delta_E$ fixed, we have (up to the addition of a non-derivative contact term)

$$\gamma_n^{(1)}|_E = \frac{c(\Delta_\phi)}{\Delta_E n^2} \frac{1}{1 - \left(\frac{2n}{\Delta_E}\right)^4},$$

(4.76)
where \( c(\Delta_\phi) \) is a constant that only depends on the external dimension. This result diverges when the twist \( \tau = 2n \) of the double trace operators is of order \( \Delta_E \), as expected.

5 Intermezzo: Regge limit in 1d CFTs

As we have discussed in the previous section, the Regge limit plays an important role in the study and classifications of solutions to the bootstrap equation in one dimension. For the moment, we have only heuristically implied a connection, at tree level, between the Regge limit of correlators and the large \( n \) behaviour of anomalous dimensions. In this section we will be more precise about this link, systematically studying the Regge limit in one dimension. One can also wonder whether looking at the crossing equation in the Regge limit can put some constraint on the CFT data. Unfortunately, it will turn out that this is not enough to completely fix the correlators, but we will still be able to make some universal statements which hold at all orders in perturbation theory, provided some assumptions are satisfied.

The Regge limit of CFTs was already considered for dimensions \( d > 1 \), both from the CFT and from the AdS perspective. The case of CFTs dual to pure Einstein gravity was first considered in [73, 74], and an extension to more general gravity duals was provided in [75, 76]. While in \( d = 1 \) we shall find that the position space Regge limit corresponds to a large twist \( (n) \) limit of the CFT data, in higher dimensions this is related to a limit in which both \( n \) and the spin \( j \) are large, with their ratio \( n/j \) being kept fixed.

5.1 The Regge limit of conformal blocks

Let us first recall that, following [25], we have defined the Regge limit of a correlator of identical scalars with scaling dimension \( \Delta_\phi \) in a 1d CFT to be

\[
\lim_{t \to \infty} \left( \frac{1}{2} + i t \right)^{-2\Delta_\phi} \mathcal{A} \left( \frac{1}{2} + i t \right).
\]  

(5.1)

To motivate the present discussion let us recall that, at least for tree-level correlators, a Regge behaviour of the type

\[
\lim_{t \to \infty} \left( \frac{1}{2} + i t \right)^{-2\Delta_\phi} \mathcal{A} \left( \frac{1}{2} + i t \right) \sim t^n
\]  

(5.2)

implies that the anomalous dimensions satisfy

\[
\lim_{n \to \infty} \gamma_n^{(1)}(1) \sim n^{2a}.
\]  

(5.3)

Therefore, we can see that at least in this case the large \( t \) behaviour of the correlator and the large \( n \) behaviour of the anomalous dimensions are closely related. In particular, one can also argue that \( n^2 \sim t \): while for the moment this is just heuristic, we shall soon derive this relation.

To make this connection more precise, let us study the behaviour of a single conformal block in the Regge limit. To this end, let us first redefine for convenience the CFT data, in terms of the MFT ones. We shall write the OPE as

\[
\mathcal{A}(z) = \sum_n \hat{C}_\Delta \hat{C}_\Delta^{(0)} G_\Delta(z),
\]  

(5.4)
Figure 3. Plots of $|F_\Delta(1/2 + it)|$ vs $\Delta$ for $\Delta_\phi = 1$ and two values of $t$. One can see that the plot is peaked for a value of $\Delta$ that increases roughly with $\sqrt{t}$.

where $G_\Delta(z)$ are the conformal blocks, $\hat{C}_\Delta$ are rescaled OPE coefficients and $C_\Delta^{(0)}$ are the MFT OPE coefficients written in terms of the physical dimension $\Delta$ of the intermediate operators:

$$C_\Delta^{(0)} = \frac{2 \Gamma^2(\Delta) \Gamma(2\Delta_\phi + \Delta - 1)}{\Gamma^2(2\Delta_\phi) \Gamma(2\Delta - 1) \Gamma(-2\Delta_\phi + \Delta + 1)}.$$  

(5.5)

Now, we can define rescaled blocks to be

$$F_\Delta := C_\Delta^{(0)} G_\Delta(z),$$

(5.6)

and study their behaviour in the Regge limit. To begin with, we can study the behaviour of $|F_\Delta(1/2 + it)|$ at fixed $\Delta_\phi$ and $t$ as a function of $\Delta$, for increasing $t$ (in the end, we want $t \rightarrow \infty$). As it is clear from figure 3, for fixed $t$ and $\Delta_\phi$ this is peaked at some value of $\Delta$, which increases as one increases $t$. In particular, it is possible to show that the peak is for $\Delta \sim \alpha \sqrt{t}$, for some real number $\alpha$. This means that in the Regge limit the contribution of conformal blocks with large scaling dimension is enhanced with respect to the others. Since double-trace operators have dimension $\Delta = 2\Delta_\phi + 2n + \gamma_n$, we can argue that operators with large $n$ dominate the Regge limit, with $n$ being of order $\sqrt{t}$, as claimed at the beginning of this section.

To explicitly compute the large $t$ expansion of the conformal blocks, we use a well-known integral representation of hypergeometric functions, and we get

$$F_\Delta(z) = \int_0^1 ds \frac{2(2\Delta - 1)((1 - s)s)^{-\Delta} \Delta \Gamma(2\Delta_\phi + \Delta - 1)(1 - sz)^{-\Delta}}{\Gamma^2(2\Delta_\phi) \Gamma(-2\Delta_\phi + \Delta + 1)}.$$  

(5.7)

Studying the integrand as a functions of $s$, one can argue that when $z = 1/2 + it$ for large $t$, the main contribution comes from the region with $s \sim 1/\sqrt{t}$. Hence, we can make a change of variable $s = \lambda/\sqrt{t}$, as well as $\Delta = \alpha \sqrt{t}$. Now, we can expand the integrand in $1/t$ and integrate order by order, with the result

$$F_\Delta(1/2 + it) = e^{i\pi \Delta} \mathcal{K}(\alpha, t),$$

(5.8)

where

$$\mathcal{K}(\alpha, t) = t^{2\Delta_\phi} \left( \frac{8}{\sqrt{t} \Gamma^2(2\Delta_\phi)} K_0 \left( 2e^{i\pi/4} \alpha \right) + \cdots \right).$$

(5.9)
The expansion is in half-integer powers of $1/t$, and we have defined the kernel $K(\alpha, t)$ collecting an overall factor of $e^{i\pi \Delta}$, which will be crucial in the following. Finally, $K_0(z)$ is a modified Bessel function, and our expansion is well-defined provided $t$ has a large and positive real part.

Now that we have an expansion for the individual conformal blocks in the Regge limit, and we know that in such a limit the OPE is dominated by operators with large dimension, we can also find an expansion for the OPE itself. To this end, we convert the sum over $n$ in (5.4) into an integral over $\alpha$. If we think of the anomalous dimensions as functions of $\alpha$ (rather than $n$), we can write

$$\sum_n = \int [d\alpha], \quad [d\alpha] = d\alpha \frac{\sqrt{\Gamma(1 - \gamma'(\Delta))}}{2}.$$  \hfill (5.10)

This allows to express (5.4) in the Regge limit as

$$A(1/2 + it) = e^{2i\pi \Delta_{\phi}} \int_0^\infty [d\alpha] \hat{C}(\alpha\sqrt{t}) e^{i\pi \gamma(\alpha\sqrt{t})} K(\alpha, t),$$  \hfill (5.11)

and if we think the CFT data $\hat{C}(\Delta)$ and $\gamma(\Delta)$ in a $1/\Delta$ expansion this gives a $1/t$ expansion for the correlator $A(z)$.

Before proceeding, as a consistency check of our expansion, let us notice that if we insert the MFT CFT data $\hat{C}(\Delta) = 1$ and $\gamma(\Delta) = 0$, we get

$$e^{2i\pi \Delta_{\phi}} \int_0^\infty [d\alpha] K(\alpha, t) = \left( \frac{1}{2} + it \right)^{2\Delta_{\phi}}.$$  \hfill (5.12)

When compared with the MFT correlator

$$A(z) = 1 + z^{2\Delta_{\phi}} + \left( \frac{z}{1 - z} \right)^{2\Delta_{\phi}},$$  \hfill (5.13)

this result correctly reproduces the divergent term $z^{2\Delta_{\phi}}$, but not the first and the last term of (5.13), which are regular in the Regge limit. This allows us to highlight an important fact about our Regge limit expansions: they are only sensitive to the divergent part of correlators, i.e. the part that scales with $t^{2\Delta_{\phi}-n}$, with $n$ an integer number. All terms that are suppressed by non-analytic factors of $t^{-2\Delta_{\phi}}$ with respect to the latter, like the contribution of the identity in (5.13), cannot be reproduced by the expansion (5.11), which is therefore only asymptotic.

5.2 OPE limits and crossing symmetry

A key fact for the development of the analytic bootstrap was the observation that the light-cone OPE is dominated by operators with large spin [77–80]. As we briefly discussed, this has allowed to systematically constrain the CFT data expanded in inverse powers of the

\begin{itemize}
  \item [37] Despite this, correlators admit an expansion in integer powers of $1/t$ (times $t^{2\Delta_{\phi}}$). The absence of half-integer powers can be seen as a constraint on the CFT data.
  \item [38] We have $2n = \Delta - \gamma(\Delta) - 2\Delta_{\phi}$, hence $\sum_n \sim \int d\alpha = \int d\Delta \frac{dn}{d\Delta} = \int d\alpha \frac{\sqrt{\Gamma(1 - \gamma'(\Delta))}}{2} := \int [d\alpha]$.
\end{itemize}
spin, using crossing symmetry \[7, 49, 81\]. In one dimension, \(z\) and \(\bar{z}\) actually coincide, and there is no notion of light-cone limit. However, one can wonder whether a limit exist, in the cut \(z\) plane where \(A(z)\) is analytic \[25, 82\], in which the OPE is dominated by some specific kind of operators. As we have discussed in the previous section, at least one such a limit exists: the Regge limit, where the OPE is dominated by operators with large dimension.

The Regge limit can be seen as a special case of the so-called OPE limits, in which two operators become arbitrarily close to each other. In particular, from the definitions

\[
z = \frac{x_{12} x_{34}}{x_{13} x_{24}}, \quad 1 - z = \frac{x_{14} x_{23}}{x_{13} x_{24}}
\]

we can distinguish three OPE limits\(^{39}\)

- **s-channel OPE**, where operators 1 and 2 become close. This corresponds to \(x_{12} \to 0\), and therefore \(z \to 0\).
- **t-channel OPE**, where operators 1 and 4 become close. This corresponds to \(x_{14} \to 0\), and therefore \(z \to 1\).
- **u-channel OPE**, where operators 1 and 3 become close. This corresponds to \(x_{13} \to 0\), and therefore \(z \to \infty\).

Hence, we can see that the Regge limit is actually a \(u\)-channel OPE limit. But then, a question naturally arises: can we put constraints on the CFT data of 1d CFTs by inspecting these three OPE limits?

Let us first discuss the constraints arising from the Regge limit. We can write the crossing equation in such regime as

\[
\left(\frac{1}{2} - it\right)^{2\Delta_\phi} A \left(\frac{1}{2} + it\right) = \left(\frac{1}{2} + it\right)^{2\Delta_\phi} A \left(\frac{1}{2} - it\right), \quad (5.15)
\]

which, for \(t \in \mathbb{R}\), can be seen as the condition

\[
\left(\frac{1}{2} - it\right)^{2\Delta_\phi} A \left(\frac{1}{2} + it\right) \in \mathbb{R}, \quad (5.16)
\]

For large \(t\), we can use our expansion (5.11) and get our first Regge limit constraint, to be interpreted order by order in \(1/t\):

\[
\left(\frac{1}{2} - it\right)^{2\Delta_\phi} e^{2z \Delta_\phi} \int_0^\infty [d\alpha] \hat{C}(\alpha\sqrt{t}) e^{i\alpha} \gamma(\alpha\sqrt{t}) K(\alpha, t) \in \mathbb{R}. \quad (5.17)
\]

\(^{39}\)Note that in one dimension operators live on a line, or its compactified version, i.e. a circle. Therefore, while starting from an ordering “1234” one can bring 2 close to 1 (s-channel) or to 3 (t-channel), physically it is not possible to bring 1 close to 3. This is also related to the exchange of 1 and 2 not being an actual symmetry (due to the factor of \(e^{\pm i\Delta}\) in (4.3)). Nonetheless, one can consider the analytical continuation to complex \(z\) and find a regime where 1 and 3 are close: we shall call this configuration u-channel limit, but it does not imply the existence of a standard u-channel OPE (precisely due to the aforementioned \(e^{\pm i\Delta}\)).
Now, let us turn to the $t$-channel OPE limit.\textsuperscript{40} In order to study this limit still using our expansion (5.11), we note that when $z = 1/2 + it$ and $t \to \infty$, we have

$$\frac{z}{z - 1} = \frac{it + 1/2}{it - 1/2} \to 1 \quad (t \to \infty).$$

(5.18)

Therefore, we can reach the $t$-channel OPE limit looking at $A(z/(z - 1))$ with $z = 1/2 + it$ and large $t$, which is very reminiscent of the Regge limit. Furthermore, as already discussed, the conformal blocks in one dimension have a very simple transformation property under $z \to (z/(z - 1))$, given by\textsuperscript{41}

$$G_{\Delta} \left( \frac{z}{z - 1} \right) = e^{-i\pi \Delta} G_{\Delta}(z).$$

(5.19)

Therefore, we can write the OPE as

$$A \left( \frac{z}{z - 1} \right) = \sum_{\Delta} \hat{C}_{\Delta} e^{-i\pi \Delta} F_{\Delta}(z),$$

(5.20)

and if we plug in $z = 1/2 + it$ we get

$$A \left( \frac{it + 1/2}{it - 1/2} \right) = \int_{0}^{\infty} [d\alpha] \hat{C}(\alpha \sqrt{it}) K(\alpha, t).$$

(5.21)

Therefore, we can conclude that the $t$-channel OPE limit is also dominated by operators with large dimension, and leads to an expansion of the type $t^{2\Delta_{\phi} - n}$, for integer $n$. Now, we can use again crossing symmetry, which relates $z/(z - 1)$ to $1/(1 - z)$. When $z = 1/2 + it$ for large $t$, we have that $1/(1 - z) = 1/(1/2 - it) \to 0$, and therefore we get the $s$-channel OPE limit, as expected. As opposed to the two previous ones, this limit is dominated by the contribution of the identity operator, and we have\textsuperscript{42}

$$A \left( \frac{1}{1/2 - it} \right) = 1 + O \left( t^{-\Delta_{\text{min}}} \right),$$

(5.22)

where $\Delta_{\text{min}}$ is the scaling dimension of the operator with lowest dimension in the $\phi \times \phi$ OPE. We can relate (5.21) and (5.22) using crossing symmetry, and taking into account only terms of the type $t^{2\Delta_{\phi} - n/2}$ we get the new constraint

$$A \left( \frac{it + 1/2}{it - 1/2} \right) = e^{-2i\pi \Delta_{\phi}} \left( \frac{1}{2} + it \right)^{2\Delta_{\phi}} \left( 1 + O \left( t^{-\Delta_{\text{min}}} \right) \right).$$

(5.23)

To sum up, by looking at the crossing equation in the three OPE limits for one-dimensional CFTs, we were able to derive two equations that the CFT data must satisfy. Since,\textsuperscript{40} This is related by crossing symmetry to the $s$-channel limit, and therefore the latter will give no new constraints.

\textsuperscript{41} Note that we are choosing $z$ to have a positive imaginary part ($t$), and the sign in $e^{-i\pi \Delta}$ is fixed by this choice, as discussed in section 4.

\textsuperscript{42} We are assuming that, as in unitary CFTs in $d > 2$, there is a gap between the dimension of the identity operator ($\Delta_{\phi} = 0$) and all the other operators of the theory.
as explained, our expansions only reproduce term of the type $t^{2\Delta_\phi - n/2}$, we can neglect $O(t^{-\Delta_{\text{min}}})$ and write the constraints as

$$\left(\frac{1}{2} - it\right)^{2\Delta_\phi} e^{2i\pi \Delta_\phi} \int_0^\infty [d\alpha] \hat{C}(\alpha \sqrt{t}) e^{i\pi \gamma(\alpha \sqrt{t})} K(\alpha, t) \in \mathbb{R},$$  
(5.24)

$$\int_0^\infty [d\alpha] \hat{C}(\alpha \sqrt{t}) K(\alpha, t) = e^{-2i\pi \Delta_\phi} \left(\frac{1}{2} + it\right)^{2\Delta_\phi}.$$  
(5.25)

At this point, one would like to solve these equations in terms of the CFT data. To this end, we consider $\hat{C}(\Delta)$ and $\gamma(\Delta)$ to be given as expansions in $1/\Delta$ with arbitrary coefficients, and solve for the coefficients. It turns out that (5.25) admits a rather simple solution, if we recall from (5.12) that the MFT data $\hat{C}(\Delta) = 1, \gamma(\Delta) = 0$ are a solution of (5.25). Since the r.h.s. of (5.25) does not receive perturbative corrections, while the CFT data do, we conclude that $\hat{C}(\Delta)$ must completely cancel the contribution of the measure $[d\alpha]$, in such a way that the r.h.s. of (5.25) coincide with the r.h.s. of (5.12) at every order, therefore giving the expected result. Therefore, the solution is

$$\hat{C}(\Delta) = \frac{1}{1 - \gamma'(\Delta)} + O(\Delta^{-2\Delta_{\text{min}}}),$$  
(5.26)

which generalises the derivative relation of [28] to every order in perturbation theory. Note, however, that there are corrections of $O(\Delta^{-2\Delta_{\text{min}}})$: while these are absent for tree-level contact diagrams, they are generically present. For instance, already in the case of tree-level exchange diagrams studied in section 4.3, we have found that the derivative relation receives corrections when $\Delta_E < 2\Delta_\phi$. In particular, we can see that eq. (4.61) agrees with the prediction of (5.26): corrections to the derivative rule appear at $O(n^{-2\Delta_E})$, and when $\Delta_E < 2\Delta_\phi$ we have that $\Delta_{\text{min}} = \Delta_E$. As we shall discuss in section 6, something similar happens for one-loop solutions corresponding to contact terms: the function expressing the correction to the derivative rule, that we call $\delta C_n^{(2)}$, scales with $n^{-4\Delta_\phi}$ at large $n$, stemming from the fact that without exchanges $\Delta_{\text{min}} = 2\Delta_\phi$. Finally, let us observe that a similar generalisation of the derivative relation in the Regge limit was already conjectured in [73], and then proven in [74], for CFTs in $d > 1$.

Plugging this solution into (5.24), we can simplify such equation and get the condition

$$\left(\frac{1}{2} - it\right)^{2\Delta_\phi} e^{2i\pi \Delta_\phi} \int_0^\infty d\alpha e^{i\pi \gamma(\alpha \sqrt{t})} K(\alpha, t) \in \mathbb{R},$$  
(5.27)

which is a constraint for the anomalous dimensions only.

### 5.3 Solutions to crossing symmetry in the Regge limit

Summarising, we have derived a constraint, given by eq. (5.27), which must be satisfied by the anomalous dimensions order by order in a $1/\Delta$ expansion. Once such an expansion is found, the OPE coefficients can be obtained using (5.26). As explained, however, these expansions are only asymptotics, and receive corrections of order $\Delta^{-2\Delta_{\text{min}}}$.

We now want to solve for the anomalous dimensions, and to do so we must make an ansatz for their large $\Delta$ behaviour. We shall consider first Regge bounded solutions, i.e.
anomalous dimensions that are not divergent for large $n$. We can therefore make an ansatz of the type
\[
\gamma(\Delta) = p_0(\log \Delta) + \frac{p_1(\log \Delta)}{\Delta} + \frac{p_2(\log \Delta)}{\Delta^2} + \ldots ,
\]
(5.28)
where the $p_i$'s are polynomials in $\log \Delta$, and solve (5.27) for the coefficients of such polynomials. It turns out that the answer can be expressed in terms of the conformal Casimir $J^2 = \Delta(\Delta - 1)$, in agreement with the result found in [49] in higher dimension, which is often referred to as the reciprocity principle. The result reads
\[
\gamma(\Delta) = \lambda \left( \frac{1}{J^2} + \frac{2\Delta_\phi (\Delta_\phi - 1)}{J^4} \right) + f_1(\lambda) \frac{1}{J^6} + \ldots \\
+ \log J \left( 2\lambda^2 \left( \frac{1}{J^6} + \frac{2(3\Delta_\phi^2 - 3\Delta_\phi - 2)}{J^8} \right) + f_2(\lambda) \frac{1}{J^{10}} + \ldots \right) \\
+ \log^2 J \left( 24\lambda^3 \left( \frac{1}{J^{10}} + \frac{10(\Delta_\phi^2 - \Delta_\phi - 2)}{J^{12}} \right) + f_3(\lambda) \frac{1}{J^{14}} + \ldots \right) + \ldots
\]
(5.29)
where $\lambda$ is the coupling constant and $f_i(\lambda)$ are functions of $\lambda$ that cannot be fixed by our constraints.\footnote{We are thinking in terms of a theory with only one coupling constant, and so where all possible exchanges are controlled by the same coupling. If one wants to think of this in terms of an EFT with arbitrary couplings for every interaction, then the functions $f_i$ will in general depend on all these couplings.}

Several comments are in order. First, let us observe that we only assumed Regge boundedness and a gap in the anomalous dimensions from the identity operator. Hence, this solution describes, to all orders in perturbation theory, the anomalous dimensions coming from a $\phi^4$ interaction plus an arbitrary (but finite) number of exchanges. Furthermore, as we shall comment later, the same equations also apply to fermions, so in principle it also encompasses fermionic interactions. This is the reason for the ambiguities $f_i(\lambda)$: there is no way to tell whether or not there is an exchange, or if the operators are bosons or fermions. Therefore, eq. (5.29) contains enough arbitrary parameters to describe all these cases. Indeed, we have checked it against our analytical results, and we can always find solutions for the $f_i(\lambda)$ such that (5.29) reproduces the correct answer. Despite all this freedom, we can make some interesting remarks about the powers of $\log J$ that appear in the expansion. First, we notice that $\log^k J$ appears for the first time at order $\lambda^{k+1}/J^{4k+2}$, and the coefficient of $(\log^k J)/J^{4k+2}$ is always fixed. Therefore, this describes a universal behaviour of the kind of theories that we are studying in the Regge limit, independent on the number and type of exchanged operators (provided it is finite). Furthermore, the fact that a new power of $\log J$ appears with a new power of the coupling can be interpreted in terms of the transcendentality principle discussed in the introduction, and that we shall exploit heavily in section 6: higher powers of $\lambda$ correspond to higher loop orders, and at every loops order the transcendentality is increased.

On a technical note, we can observe that the fact that $\gamma(\Delta)$ admits an expansion in powers of $J^2$ (rather than simply in powers of $\Delta$, or of $J$) is quite non-trivial. As we mentioned, this can be seen as a one-dimensional analogue of the reciprocity principle
already observed in [47–49]. Given that such an expansion is possible, one could start from (5.7) and instead $\Delta = \alpha \sqrt{t}$, introduce a variable $j$ such that

$$J^2 = j^2 t = \Delta (\Delta - 1) = \alpha \sqrt{t} (\alpha \sqrt{t} - 1),$$

and write the kernel $K$ as a function of $j$ and $t$ rather than of $\alpha$ and $t$. In terms of $j$, we get an expansion of the type

$$C^{(0)}(1/2 + it) = e^{i\pi \Delta} K(j, t),$$

where

$$K(j, t) = t^{2\Delta} \left( \frac{8}{\sqrt{t} \Gamma^2(2\Delta)} K_0 \left( 2e^{i\pi/4} j \right) + \cdots \right),$$

which is very similar to (5.9). However, if we now choose as an ansatz for $\gamma(\Delta)$ an expansion in $1/J^2$ (rather than in $1/\Delta$), then eq. (5.24) contains only integer powers of $1/t$, even before imposing any constraint on $\gamma$. This shows that the Kernel $K(j, t)$, together with an ansatz in terms of powers of $J^2$, is in some sense more natural. Indeed, the half-integer powers of $t$ have to cancel in any case to guarantee analyticity of the correlator, but while with $K(\alpha, t)$ and $\gamma(\Delta)$ this happens only “on-shell”, i.e. after the solution is imposed, this is completely natural if we work with $K(j, t)$ and $\gamma(J)$.

Finally, let us comment on other possible applications of the same arguments. In this section we have been focused on Regge-bounded interactions, but one can generalize our equations to interactions that are not bounded in the Regge limit, such as derivative contact terms. It turns out that one can solve the crossing equation in the Regge limit also in this case, but only order by order in a perturbative expansion around MFT. In particular, at every order the anomalous dimensions will grow more and more as $n \to \infty$, but we can imagine a very small coupling constant $\lambda$ such that $\lambda$ times any power of $n$ is still small, and solve the algebraic constraints coming from eq. (5.27) order by order in $\lambda$. Furthermore, although we did not discuss fermions, it turns out that very similar equations apply to the case of fields with Fermi statistics, and one gets similar constraints. Finally, the whole procedure can be generalized to models with $O(N)$ symmetry, both in the bosonic and in the fermionic case.

6 Transcendentality ansatz — loop level

We now turn to the study of loop level solutions for integer $\Delta_\phi$, using again a transcendentality ansatz and the constraints outlined at the beginning of the previous section. The problem of loop-level AdS amplitudes was already considered in [29] from the point of view of the analytic bootstrap, where results where found in Mellin space, for $d = 2$ and $d = 4$. An interesting application to $N = 4$ SYM was considered in [65, 66], allowing to compute one-loop superstring amplitudes via the AdS/CFT correspondence. As it was observed in that paper, although the perturbative expansion of AdS amplitudes in terms of Witten diagrams is formally well-defined, already at one loop only a few results are available. Our construction of exact correlators in $d = 1$ is then to be seen as a step forward in this
direction, and it would be interesting to understand if it can be used as a constraint for higher dimensional theories, through the diagonal limit \( z = \bar{z} \), on correlators in \( d > 1 \).

Our intuition at one loop is based on the result for \( \Delta_\phi = 1 \) and \( \phi^4 \) interaction given in [25]; in that case, the correlator has transcendentality four, and we will find that this remains valid for all contact term interactions at one loop, with or without derivatives. In the remainder of this section we shall discuss our results for contact terms with arbitrary number of derivatives at one loop for theories with a single field, and provide an example of similar solutions for theories with \( O(N) \) symmetry.

### 6.1 Contact terms, single field

The conformal blocks expansion of a one-loop correlator \( A^{(2)}(z) \) can be written as

\[
A^{(2)}(z) = \sum_n \left( C_n^{(2)} + \frac{1}{2} \left( C_n^{(0)} \gamma_n^{(2)} + C_n^{(1)} \gamma_n^{(1)} \right) \frac{\partial}{\partial n} + \frac{1}{8} C_n^{(0)} \left( \gamma_n^{(1)} \right)^2 \frac{\partial^2}{\partial n^2} \right) G_{2\Delta_\phi+2n}(z)
\]

\[
= \sum_n z^{2\Delta_\phi+2n} \left[ C_n^{(2)} + \frac{1}{2} \left( C_n^{(0)} \gamma_n^{(2)} + C_n^{(1)} \gamma_n^{(1)} \right) \frac{\partial}{\partial n} + \frac{1}{8} C_n^{(0)} \left( \gamma_n^{(1)} \right)^2 \frac{\partial^2}{\partial n^2} \right. \\
+ \left. \frac{1}{2} C_n^{(0)} \left( \gamma_n^{(1)} \right)^2 \log^2(z) \right] F_{2\Delta_\phi+2n}(z),
\]

which determines the part proportional to \( \log^2(z) \) of \( A^{(2)}(z) \), has transcendentality two for every integer \( \Delta_\phi > 0 \). This justifies our choice to follow [25] and assume a maximal transcendentality of four. Schematically, we write the correlator as

\[
A^{(2)}(z) = \frac{1}{(1-z)^{2\Delta_\phi}} \sum_i R_i(z) T_i(z),
\]

where \( R_i(z) \) are rational functions whose denominators only contain powers of \( z \) and \( 1-z \), while \( T_i(z) \) are chosen from a basis for transcendental function of transcendentality less than or equal to four. A basis of transcendental functions with fixed transcendentality \( t \) contains exactly \( 2^t \) functions, therefore a basis of transcendental functions up to four contains \( \sum_{t=0}^{4} 2^t = 31 \) functions. However, as one can see from (6.1), a one-loop correlator cannot contain terms with \( \log^n(z) \) for \( n \geq 3 \) in its small \( z \) expansion. Therefore, we have to remove from our basis of transcendental functions the ones that contain \( \log^n(z) \) for \( n \geq 3 \) in the small \( z \) expansion. With this caveat, we reduce our basis to the following 28 functions:
• Transc. 0: 1.

• Transc. 1: $\log z, \log(1 - z)$.

• Transc. 2: $\text{Li}_2(z), \log^2(z), \log(z) \log(1 - z), \log^2(1 - z)$.

• Transc. 3: $\text{Li}_3(z), \text{Li}_3(1 - z), \text{Li}_2(z) \log(z), \text{Li}_2(z) \log(1 - z), \log(z) \log^2(1 - z), \log^3(1 - z)$.

• Transc. 4: $\text{Li}_4(z), \text{Li}_4(1 - z), \text{Li}_4 \left(\frac{1}{z-1}\right), \text{Li}_3(z) \log(z), \text{Li}_3(z) \log(1 - z), \text{Li}_3(1 - z) \log(z), \text{Li}_3(1 - z) \log(1 - z), \text{Li}_2(z)^2, \text{Li}_2(z) \log^2(z), \text{Li}_2(z) \log(z) \log(1 - z), \text{Li}_2(z) \log^2(1 - z), \log(z) \log^2(1 - z), \log(z) \log^3(1 - z), \log^4(1 - z)$.

We can now apply our constraints to this ansatz and find solutions at one loop. As in the other cases, we find a finite number of ambiguities, that corresponds to the addition of tree-level solutions, possibly with derivatives. To fix this, first of all we require the mildest possible Regge behaviour, but this is not enough. According to the number of derivatives in the tree-level interaction, we still have some number $f$ of free parameters, which we conventionally fix by setting to zero the first anomalous dimensions:

$$\gamma_n^{(2)} = 0 \quad (0 \leq n \leq f - 1). \quad (6.4)$$

### 6.1.1 Non-derivative $\phi^4$ interaction

We begin the analysis of loop-level solution with the case of a $\phi^4$ vertex with no derivatives, which we labelled $q = 0$ in section 4.1. In this case, it is always possible to fix the freedom of adding tree level solutions in such a way that

$$\lim_{n \to +\infty} \gamma_n^{(2)} \sim \frac{1}{n^2}, \quad (6.5)$$

and this leaves us with only one free parameter, which corresponds to a multiple of a tree level solution with $q = 0$. This is nothing else but the necessity to fix a renormalization condition (i.e. to fix the coupling constant at one loop), and since the interaction that we are considering is renormalizable, it suffices to add one tree level diagram with the same kind of interaction. We fix this freedom with the following choice of the coupling constant:

$$\gamma_{n=0}^{(2)} = 0. \quad (6.6)$$
With these caveats, we can completely fix all one-loop correlators for integer $\Delta_\phi$ and $q = 0$. We can express our result for the correlation function as

$$A^{(2)}(z)_{q=0} = \frac{1}{(1-z)^{2\Delta_\phi}} \left\{ \frac{(z-2)z^{2\Delta_\phi+1} P_1^{6(\Delta_\phi-1)}}{(1-z)^{2(\Delta_\phi-1)}} \text{Li}_4(1-z) ight. $$

$$+ \frac{(z+1)(1-z)^{2\Delta_\phi+1} P_2^{6(\Delta_\phi-1)}}{z^{2(\Delta_\phi-1)}} \text{Li}_4(z) + \frac{(2z-1) P_3^{6(\Delta_\phi-1)}}{(z(1-z)^{2(\Delta_\phi-1)})} \text{Li}_4 \left( \frac{z}{z-1} \right) $$

$$+ \frac{(z-2) z^{2\Delta_\phi+1} P_4^{6(\Delta_\phi-1)}}{(1-z)^{2(\Delta_\phi-1)}} \text{Li}_3(z) \log(z) + \frac{z^{2\Delta_\phi} P_5^{6\Delta_\phi-4}}{(1-z)^{2(\Delta_\phi-1)}} \text{Li}_3(z) \log(1-z) $$

$$+ \frac{(z-2) P_6^{10(\Delta_\phi-1)}}{(z(1-z))^{2(\Delta_\phi-3)}} \text{Li}_3(z) + \frac{(z-2) P_7^{10(\Delta_\phi-1)}}{z^{2(\Delta_\phi-3)}} \text{Li}_3(1-z) \log(z) $$

$$+ \frac{(z+1)(1-z)^{2\Delta_\phi+1} P_8^{6\Delta_\phi-6}}{z^{2(\Delta_\phi-1)}} \text{Li}_3(1-z) \log(1-z) $$

$$+ \frac{(z+1) P_9^{10(\Delta_\phi-1)}}{(z(1-z))^{2(\Delta_\phi-3)}} \text{Li}_3(1-z) + \frac{(z-2) P_{10}^{10(\Delta_\phi-1)}}{(z(1-z))^{2(\Delta_\phi-3)}} \text{Li}_2(z) \log(z) $$

$$+ \frac{(z+1) P_{11}^{10(\Delta_\phi-1)}}{(z(1-z))^{2(\Delta_\phi-3)}} \text{Li}_2(z) \log(1-z) + \frac{(2z-1) P_{12}^{6(\Delta_\phi-1)}}{(z(1-z))^{2(\Delta_\phi-1)}} \log^4(1-z) $$

$$+ \frac{(2z-1) P_{13}^{6\Delta_\phi-4}}{(z(1-z))^{2(\Delta_\phi-1)}} \log^3(1-z) \log(z) + \frac{(1-z)^{2\Delta_\phi} P_{14}^{6\Delta_\phi-4}}{z^{2(\Delta_\phi-1)}} \log^2(1-z) \log^2(z) $$

$$+ \frac{(1-z)^{2\Delta_\phi} P_{15}^{6\Delta_\phi-4}}{z^{2(\Delta_\phi-1)}} \log^2(1-z) \log(z) + \frac{P_{16}^{8\Delta_\phi-6}}{(z(1-z))^{2(\Delta_\phi-1)}} \log^2(1-z) $$

$$+ \frac{(z-2)(1-z)^{2\Delta_\phi} P_{17}^{2(\Delta_\phi-2)}}{z^{2(\Delta_\phi-3)}} \log(1-z) \log^2(z) $$

$$+ \frac{(1-z)^2 P_{18}^{10\Delta_\phi-8}}{(z(1-z))^{2(\Delta_\phi-1)}} \log(1-z) \log(z) + \frac{P_{19}^{10\Delta_\phi-7}}{(z(1-z))^{2(\Delta_\phi-1)}} \log(1-z) $$

$$+ \frac{(1-z)^2 P_{20}^{6\Delta_\phi-8}}{z^{2(\Delta_\phi-2)}} \log^2(z) + \frac{P_{21}^{10\Delta_\phi-8}}{(z(1-z))^{2(\Delta_\phi-1)}} \log(z) + \frac{z P_{22}^{10\Delta_\phi-7}}{(z(1-z))^{2(\Delta_\phi-1)}} \right\},$$

where $P_n(z)$ are polynomials of degree $n$ in $z$. The result for $\Delta_\phi = 1$ was already given in [25], and in appendix H we provide for instance the result for $\Delta_\phi = 2$.

Let us now discuss the one-loop CFT data corresponding to these solutions. First, we found useful to express our results in terms of harmonic sums, defined in appendix G. In particular, we introduce the following combinations of harmonic sums:

$$S_3(n) = S_{-3}(n) - 2S_{-2,1}(n),$$

$$\sigma_2(n) = 2S_{-2}(n) + \zeta(2),$$

$$\sigma_3(n) = S_3(n) - \zeta(3),$$

$$\sigma_4(n) = 8\zeta(2)S_{-2}(n) - 8S_3(n) + 16S_{-2,-2}(n) + 5\zeta(4),$$

(6.8)
that will prove useful to have more compact expressions. We make the reciprocity principle of [47–49] manifest by expressing our results in terms of the conformal Casimir\footnote{This is actually the bare value of the conformal Casimir, i.e. the conformal Casimir for double trace operators computed with the MFT dimension of the double-trace operators. Appropriate combinations of CFT data will take into account the difference between the bare and the full Casimir $(2\Delta + 2n + \gamma_n)(2\Delta + 2n - 1 + \gamma_n)$.}

\begin{equation}
J^2 = (2\Delta + 2n)(2\Delta + 2n - 1).
\end{equation}

In particular, for the case of one-dimensional CFTs, we find that the reciprocity principle can be expressed as the fact that,

\begin{equation}
\gamma_\Delta = f(\Delta + 2\gamma_\Delta),
\end{equation}

with $\Delta$ being the physical dimension $\Delta = 2\Delta + 2n + \gamma_\Delta$, and for some function $f$ which can be determined order by order in perturbation theory. In particular, up to one loop we have

\begin{equation}
f^{(1)}(n) = \gamma_n^{(1)}, \quad f^{(2)}(n) = \gamma_n^{(2)} - \frac{1}{2} \left. \gamma_n^{(1)} \frac{\partial}{\partial n} \right|_n \gamma_n^{(1)},
\end{equation}

and the reciprocity principle can be rephrased as the fact that the function $f$ admits (order by order in perturbation theory) an expansion in integer powers of the bare Casimir (6.9).

Moreover, we write the one-loop OPE coefficients as

\begin{equation}
C_n^{(2)} = \frac{1}{2} \partial \left( C_n^{(2)}(\gamma_n^{(2)}) + C_n^{(1)}(\gamma_n^{(1)}) \right) - \frac{1}{8} \frac{\partial^2}{\partial n^2} \left( C_n^{(0)}(\gamma_n^{(1)})^2 + C_n^{(0)} \delta C_n^{(2)},
\end{equation}

where $\delta C_n^{(2)}$ can be seen as a one-loop violation to the derivative relation. For general $\Delta$, we found that

\begin{equation}
\gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \left( \frac{\gamma_n^{(1)}}{\gamma_n^{(1)}} \right) + P_1^{2(\Delta - 1)} S_3(2n + 2\Delta - 1)
+ \frac{1}{\prod_{r=0}^{\Delta - 1} (J^2 - 2r(2r + 1))} \left[ \frac{P_1^{2(\Delta - 1)}}{\prod_{r=0}^{\Delta - 1} (J^2 - 2r(2r - 1))} S_2(2n + 2\Delta - 1) \right]
+ \frac{1}{\prod_{r=0}^{2(\Delta - 1)} (J^2 - r(r + 1))} \left( P_3^{2(\Delta - 1)} H_{2n + 2\Delta - 1} + P_4^{2(\Delta - 1)} H_{2n + 2\Delta - 1} \right) \zeta(3),
\end{equation}

while

\begin{equation}
\delta C_n^{(2)} = \frac{1}{\prod_{r=0}^{2(\Delta - 1)} (J^2 - r(r + 1))} \left( Q_1^{2(\Delta - 1)} + Q_2^{2(\Delta - 1)} \sigma_2(2n + 2\Delta - 1) \right)
+ Q_3^{2(\Delta - 1)} \sigma_3(2n + 2\Delta - 1) + Q_4^{2(\Delta - 1)} \sigma_4(2n + 2\Delta - 1),
\end{equation}

where the $P_n$ and $Q_n$ are polynomials of degree $n$ in the bare conformal Casimir $J^2$.

Our results extend those of [25] to higher (integer) values of $\Delta$, and in particular we were able to find results up to $\Delta = 9$. However, since the polynomials appearing in the correlation functions and in the CFT data get more and more complicated when $\Delta$
increases, we will only give some explicit results in appendix H. Here, we limit ourselves to express the CFT data found in [25] for \(\Delta_\phi = 1\) into the form given in eqs. (6.13) and (6.14):

\[
\gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \frac{\partial}{\partial n} \left( \gamma_n^{(1)} \right) + 4S_3(2n + 1) + \frac{1}{J^2} \left( 4S_{-2}(2n + 1) - \frac{4(J^2 - 1)}{J^2} H_{2n+1} - 2(J^2 - 2) \zeta(3) + 1 \right), \quad (6.15)
\]

\[
\delta C_n^{(2)} = \sigma_4(2n + 1) + \frac{4}{J^2} \left( \sigma_2(2n + 1) - 2\sigma_3(2n + 1) \right).
\]

We can also compare these results to those of section 5, and to this end let us compute the large \(J\) expansion of these CFT data. Using the formulas given in appendix G, we get

\[
\gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \frac{\partial}{\partial n} \left( \gamma_n^{(1)} \right) + \frac{12\zeta(3) - \pi^2 + 3}{3J^2} + \frac{2(4\log(J) + 4\gamma_E - 3)}{J^6} - \frac{4(24\log(J) + 24\gamma_E - 31)}{3J^8}
\]

\[
+ \frac{4(280\log(J) + 280\gamma_E - 447)}{5J^{10}} - \frac{64(11970\log(J) + 11970\gamma_E - 21767)}{315J^{12}}
\]

\[
+ \frac{8(1486800\log(J) + 1486800\gamma_E - 2967193)}{315J^{14}} + \mathcal{O}\left( \frac{1}{J^{16}} \right), \quad (6.16)
\]

where \(\gamma_E\) is the Euler-Mascheroni constant, and

\[
\delta C_n^{(2)} = \frac{2}{J^4} - \frac{2}{J^6} + \frac{10}{3J^8} - \frac{28}{3J^{10}} + \frac{632}{15J^{12}} - \frac{880}{3J^{14}} + \mathcal{O}\left( \frac{1}{J^{16}} \right). \quad (6.17)
\]

We can see that, as discussed in section 5 around eq. (5.26), the violation to the derivative relation has an expansion in \(J^2\) that begins with \(1/J^{4\Delta_\phi}\). As a final comment, let us note that one can find a coupling redefinition (corresponding to the addition of a \(q = 0\) tree-level solution with an appropriate normalization) such that the expansion of eq. (6.16) begins with \(\log(J)/J^6\). In the case at hand, corresponding to \(\Delta_\phi = 1\), this is particularly easy since there is no \(J^{-4}\) term and \(\gamma_n^{(1)}|_{q=0} = 2/J^2\), but it turns out that this was possible for all the solutions we have found, and therefore we can conjecture that the same happens for any \(\Delta_\phi\).

Finally, let us comment again on the transcendentality of the functions appearing in our solution. As we have discussed, all the one-loop correlators that we have found for integer \(\Delta_\phi\) have transcendentality four, and the corresponding anomalous dimensions contain harmonic sums of weight three at most. The corrections to the derivative rule, instead, contain harmonic sums of weight four, and have therefore the same transcendentality as the correlator. These relations are completely analogous to the ones found for tree-level exchanges. Let us also observe that not all the reciprocity-respecting harmonic sums for a given weight are present in eqs. (6.13) and (6.14). This might be due to the fact that not all weight four transcendental functions appear in \(A^{(2)}(z)\), but only those that do not contain powers of \(\log(z)\) higher than two.

---

45Here we showed it only for \(\Delta_\phi = 1\), but we found this to be true for every (integer) \(\Delta_\phi\) that we have studied.
6.1.2 Loop level — derivative interactions

We can now discuss loop-level interactions with \( q \geq 1 \). To study this kind of correlators, we found useful to observe that, for every \( q \geq 1 \) and integer \( \Delta_\phi \geq 1 \), there exists a number \( \alpha(q, \Delta_\phi) \) such that

\[
G(z) = A^{(2)}_q(z) - \alpha(q, \Delta_\phi) A^{(2)}_{q=0}(z)
\]  

(6.18)
is actually of transcendentality two only (as opposed to the transcendentality four of the general one-loop correlator), and since all these constraints are satisfied both by \( A^{(2)}_q(z) \) and by \( A^{(2)}_{q=0}(z) \), then also \( G(z) \) satisfies all the constraints.\(^{46}\) The conformal blocks decomposition of \( G(z) \) is easily read from the definition (6.18) and the one-loops decomposition (6.1).

As anticipated, however, the constraints that we are using are not enough to fix all the possible ambiguities that correspond to the addition of tree level diagrams. In particular, as anticipated we shall require the mildest possible Regge behaviour, that turns out to be

\[
\lim_{n \to \infty} \gamma^{(2)}_n \sim n^{8q-6} \log n,
\]  

(6.19)
or equivalently

\[
\lim_{t \to \infty} \left( \frac{1}{2} + it \right)^{-2\Delta_\phi} A^{(2)} \left( \frac{1}{2} + it \right) \sim t^{4q-2}.
\]  

(6.20)

Even after fixing this behaviour, we are left with \( 2q \) free parameters. Again, this can be interpreted as a renormalization condition: since we are dealing with non-renormalizable interactions, one-loop renormalization requires the inclusion of tree-level interactions with more derivatives (higher value of \( q \)) than the one considered in the one-loop diagram. In particular, comparing eq. (6.19) with eq. (4.10) one can easily read that there are precisely \( 2q \) tree diagrams with milder (or equal) Regge behaviour than a one-loop diagram at level \( q \). To fix these ambiguities, one can for instance require that

\[
\gamma^{(2)}_n |_{q} = 0 \quad (0 \leq n \leq 2q).
\]  

(6.21)

The general expression for the functions \( G(z) \) that we have found is

\[
G(z) = \frac{1}{(1-z)^2} \left\{ \frac{2\Delta_\phi P_1^{4\Delta_\phi+8q-6}}{(1-z)^2(2q-1)} \log^2(z) + \frac{P_2^{4\Delta_\phi+12q-8}}{(z(1-z))^{4q-3}} \log(z) \log(1-z) \right. \\
+ \frac{(1-z)^2 P_3^{4\Delta_\phi+8q-6}}{z^{2(2q-1)}} \log^2(1-z) + \frac{P_4^{4\Delta_\phi+12q-10}}{(1-z) (z(1-z))^{4q-11}} \log(z) \\
\left. + \frac{P_5^{4\Delta_\phi+12q-10}}{z (z(1-z))^{4q-11}} \log(1-z) + \frac{P_6^{4\Delta_\phi+12q-12}}{(z(1-z))^{4q-13}} \right\},
\]  

(6.22)

where the \( P_i^n \) are polynomials of degree \( n \) in \( z \).

\(^{46}\)The fact that \( G(z) \) has reduced transcendentality can be seen as consequence of the fact that, for every \( q \) and \( \Delta_\phi \), one can find a real number \( \alpha(q, \Delta_\phi) \) such that \( \left( \gamma^{(1)}_{n|q} \right)^2 - \alpha(q, \Delta_\phi) \left( \gamma^{(1)}_{0|q=0} \right)^2 \) is such that the sum \( \sum_n C_n^{(0)} \left[ \left( \gamma^{(1)}_{n|q} \right)^2 - \alpha(q, \Delta_\phi) \left( \gamma^{(1)}_{0|q=0} \right)^2 \right] G_{2\Delta_\phi+2n}(z) \) is a simple rational function, therefore giving transcendentality two for \( G(z) \) when multiplied by \( \log^2(z) \).
As for the anomalous dimensions, we can define
\[
\Gamma^{(2)}_n|_q = \gamma^{(2)}_n|_q - \alpha(q, \Delta_\phi) \gamma^{(2)}_n|_{q=0},
\]
which turns out to have a simpler expression than the full \(\gamma^{(2)}_n|_q\). For general (integer) \(\Delta_\phi\) we found, in terms of the bare conformal Casimir defined in eq. (6.9),
\[
\Gamma^{(2)}_n|_q = \frac{1}{2} \left( \gamma^{(1)}_n |_q \right) \frac{\partial}{\partial n} \left( \gamma^{(1)}_n |_q \right) - \frac{1}{2} \alpha(q, \Delta_\phi) \left( \gamma^{(1)}_n |_{q=0} \right) \frac{\partial}{\partial n} \left( \gamma^{(1)}_n |_{q=0} \right)
+ \frac{P_1^{4\Delta_\phi+8q-8}}{\prod_{r=0}^{\Delta_\phi-1} (J^2 - r(r+1))} H_{2n+2\Delta_\phi-1} + \frac{(2 - 2\Delta_\phi)(2\Delta_\phi - 1)}{\prod_{r=0}^{\Delta_\phi-1} (J^2 - 2r(2r+1))} P_2^{2\Delta_\phi+8q-8}
+ \frac{P_3^{4\Delta_\phi+8q-8}}{\prod_{r=0}^{\Delta_\phi-1} (J^2 - r(r+1))},
\]
where the \(P^n_i\) are polynomials of degree \(n\) in \(J^2\).

Similarly, for the OPE coefficients it is useful to define
\[
C^{(0)}_n \Delta C^{(2)}_n = \left[ C^{(2)}_n |_q - \frac{1}{2} \frac{\partial}{\partial n} \left( C^{(0)}_n \phi^{(2)}_n |_q + C^{(1)}_n |_q \gamma^{(1)}_n |_q \right) - \frac{1}{8} \frac{\partial^2}{\partial n^2} \left( C^{(0)}_n \left( \gamma^{(1)}_n |_q \right)^2 \right) \right]
- \alpha(q, \Delta_\phi) \left[ C^{(2)}_n |_{q=0} - \frac{1}{2} \frac{\partial}{\partial n} \left( C^{(0)}_n \phi^{(2)}_n |_{q=0} + C^{(1)}_n |_{q=0} \gamma^{(1)}_n |_{q=0} \right) - \frac{1}{8} \frac{\partial^2}{\partial n^2} \left( C^{(0)}_n \left( \gamma^{(1)}_n |_{q=0} \right)^2 \right) \right],
\]
which amounts to \(C^{(0)}_n\). For general (integer) \(\Delta_\phi\) we found, again in terms of the bare conformal Casimir,
\[
\Delta C^{(2)}_n = \frac{Q_1^{4\Delta_\phi+8q-8}}{\prod_{r=1}^{2(\Delta_\phi-1)} (J^2 - r(r+1))} \sigma_2(2n + 2\Delta_\phi - 1)
+ \frac{Q_2^{4\Delta_\phi+16q-10}}{\prod_{r=0}^{2(\Delta_\phi-1)} (J^2 - r(r+1)) \prod_{s=0}^{2q-1}(J^2 - s(s+1))},
\]
which amounts to the quantity \(C^{(0)}_n \left( \delta C^{(2)}_n |_q - \delta C^{(2)}_n |_{q=0} \right)\) where the \(Q^n_i\) are polynomials of degree \(n\) in \(J^2\).

Interestingly, we have observed that the function \(\delta C^{(2)}_n |_q\) expressing the violation of the derivative rule for interactions with \(4q\) derivatives is more suppressed than \(\delta C^{(2)}_n |_{q=0}\) for large \(n\). In particular, as we also show with some examples in appendix H.2, we find
\[
\delta C^{(2)}_n |_q \sim n^{-4\Delta_\phi-4q}.
\]
Finally, as we shall discuss in appendix H.2, our results are found to agree with the one found in section 3.1.2 using the PM bootstrap.

### 6.2 Contact terms, \(O(N)\) global symmetry

In this section we consider one-loop solutions to models with \(O(N)\) global symmetry. Essentially, we have to combine the machinery developed in the previous section for loop-level
solutions, using an ansatz of transcendentality four, with the observations of section 4.2 about crossing symmetry in the $O(N)$ model. The computations are very similar to those of the previous section, but the results are more complicated due to the presence of three different representations. Therefore, for simplicity we shall limit to consider the case $\Delta_\phi = 1$ and $p = 0$ (in the notation of section 4.2).

In the case at hand, we find two ambiguities, which precisely correspond to the contact terms that one needs to add to the PM basis in the $O(N)$ case. In the language of section 4.2, they correspond to the addition of a solution with $q = 0$ and one with $p = 0$. We fix these in such a way that

$$\gamma_n^{(2), T} = 0 \quad (n = 0, 1). \tag{6.28}$$

We give for instance the $T$-channel expression, from which the other two channels can be extracted using crossing symmetry:

$$A^{(2), T}(z) = \frac{1}{(1-z)^2} \left\{ \frac{72}{25} (z-1)^2 (3z^2 - 2) \text{Li}_4(z) + \frac{216}{25} (z-2) z^3 \text{Li}_4(1-z) + \frac{72}{25} (z^2 + 4z - 2) \text{Li}_4 \left( \frac{z}{z-1} \right) - \frac{108}{25} z^2 ((z-2)z \log(z) + (z^2 - 2z + 3) \log(1-z)) \right\}$$

$$+ \frac{36}{25} ((z^2 - 2z + 3) \log(1-z)) \text{Li}_3(z) - \frac{36}{25} (z-1)^2 ((3z^2 + 4) \log(z) + (3z^2 - 2) \log(1-z))$$

$$+ \frac{3}{25} (z^2 + 4z - 2) \log(1-z) - 4 \log(z) \log^3(1-z) + \frac{6}{25} ((z^2 + 4z - 2) \pi^2 - 3(z-1)^2 (z^2 + 2) \log^2(1-z))$$

$$+ \frac{6}{25} ((z-1)^2 (3z^2 + 4) \pi^2 - 6z^2 (2z - 1)) \log(z) \log(1-z)$$

$$+ \frac{18}{25} z^2 (2z^2 + 2z - 2) \log^2(z) + \frac{9}{50} ((z-1)z (43z^2 + 59z - 94))$$

$$- 8(3z^4 - 6z^3 - z^2 - 4z + 2) (\zeta(3)) \log(1-z) - \frac{9}{50} (z^2 (43z^2 + 24z - 24))$$

$$- 8(z-1)^2 (3z^2 + 4) (\zeta(3)) \log(z) \frac{1}{125} (-3z^2 (z^2 - 2z - 6) \pi^4)$$

$$- \frac{108}{25} (z-1) z^2 \zeta(3) + \frac{387}{50} (z-1) z^2$$

$$+ \frac{36}{25} ((z-1)^2 z^2 \text{Li}_4(z) + \frac{36}{25} (z-2) z^3 \text{Li}_4(1-z) + \frac{36z^2}{25} \text{Li}_4 \left( \frac{z}{z-1} \right)$$

$$- \frac{18}{25} (z-2) z^2 (z \log(z) + (z^2 - 2z + 3) \log(1-z)) \text{Li}_3(z)$$

$$- \frac{18}{25} (z-1) z^2 (log(z) + \log(1-z)) \text{Li}_3(1-z)$$

$$+ \frac{3}{25} z^2 (\log(1-z) - 4 \log(z)) \log^3(1-z) - \frac{9}{25} (z-1)^2 z^2 \log^2(1-z) \log^2(z)$$

$$+ \frac{3}{25} (z^2 \pi^2 + 6(z-1)^2 (z+1)^2) \log^2(1-z) + \frac{3}{25} ((z-1)^2 z^2 \pi^2$$

$$- 6(z-2) z (z^2 + 2z - 2) \log(1-z) \log(z) - \frac{3}{50} ((z-1)z (5z^2 + 41z - 34))$$

$$+ \frac{3}{25} ((z-1)^2 z^2 \pi^2$$
there is no power-law divergence in \( j \) corresponding double-trace operators.

Notice that for the \( T \) and \( S \) representation we have \( J^2 = (2\Delta_\phi + 2n)(2\Delta_\phi + 2n - 1) \), while for \( A \) \( J^2 = (2\Delta_\phi + 2n + 1)(2\Delta_\phi + 2n) \), due to the difference in the (bare) dimension of the corresponding double-trace operators.

In the Regge (large \( J \)) limit, we find that all anomalous dimensions scale with \( \log(J) \): there is no power-law divergence in \( j \) as \( J \to \infty \), and this stems from the fact that the
interaction with $p = 0$ is still renormalizable. The corrections to the derivative rule, instead, all scale with $J^4$, in agreement with the fact that in this case the operator with lowest dimension in the OPE is the double trace $\phi \phi$, with dimension $\Delta_{\text{min}} = 2\Delta = 2$ at the MFT level. Finally, we can observe that the type of functions appearing in the correlators is the same as in the $N = 1$ case, and therefore we find the same combinations of harmonic sums as for $N = 1$ in the CFT data.

7 Comments on higher dimensions

In this section, we will briefly comment on what happens in higher dimensions. While the results so far are very encouraging for 1d PM bootstrap, at this stage it is not entirely clear what light they shed on the higher dimensional case. A proposal for a Mellin basis was recently put forward in [83] but in the context of dispersion relations which are not crossing symmetric.\footnote{Also see [84] for another interesting approach to find analytic functionals in higher dimensions.}

Let us begin by considering the diagonal limit of the 2d Ising model. Can it be expanded in terms of the 1d PM blocks? In the diagonal limit, the 2d ising model reduced correlation function takes the form

$$A(z) = \sqrt{1 - z},$$

which can be expanded in 1d conformal block where the OPE coefficients are given by

$$C_\Delta = \frac{\sqrt{\pi}(-1)^{\Delta}2^{-2(\Delta+1)}\Gamma\left(-\frac{1}{4}\right)\text{$_3$F$_2$}\left(\frac{3}{4}, 1 - \Delta, 2 - \Delta; 2, \frac{7}{4} - \Delta; 1\right)}{\Gamma\left(\frac{1}{4} - \Delta\right)\Gamma\left(\Delta - \frac{1}{2}\right)},$$

and scaling dimensions are integers

$$\Delta = 1, 2, 3, \ldots .$$

To guarantee the expansion of diagonal 2d Ising amplitude in the 1d Poyakov-Mellin basis, it is necessary and sufficient to show that eq. (2.30), (2.31) holds for given $C_\Delta$ and $\Delta$. In order to show that, we truncate the sum over $\Delta$ as follows

$$F(m,n) = \sum_{\Delta=1}^m C_{\Delta} N_{\Delta,0} f_\Delta(\Delta_\phi + n), \quad G(m,n) = \left(\sum_{\Delta=1}^m C_{\Delta} N_{\Delta,0} f'_\Delta(\Delta_\phi + n)\right) + q_{\text{dis}}(\Delta_\phi + n).$$

So as $m$ goes to $\infty$ we have $F(\infty,n) = 0$ and $G(\infty,n) = 0$. We illustrate this in the plots given below figure (4). In the plots we show the $n = 1$ of eq. (2.30) and $n = 0$ of eq. (2.31). Note that $q_{\text{dis}}(\Delta_\phi) = 2$. One can easily see that as $m$ increases $F(m,n = 1)$ goes to 0, also $G(m,n = 0)$ goes to 0 which is expected.

In light of this encouraging finding, we ask what are the key considerations in our approach which can generalize to higher dimensions.
While [25] have argued the requirement for adding contact terms by demanding good Regge boundedness, this was not the argument we used in the PM bootstrap set up considered in this paper. The way we approached the contact term addition to the basis can be summarized as follows: we checked whether the sum over the spectrum was convergent or not and whenever we found that this was not the case we added appropriate contact terms to get rid of the divergence. In higher dimensions, there are two quantum numbers for each operators, spin and conformal dimension, unlike in 1d. So, we have to make sure that for different limits our basis expansion has nice convergence properties. We will examine our basis in two extreme limits: a) fixed spin and large twist and b) fixed twist and large spin. For fixed spin and large twist (see also [15]), we find with MFT coefficients the blocks grow as $\frac{1}{\Delta^{2h-2}}$. Therefore, only spin zero will have a problem and it would be necessary to add a scalar contact term to the basis to cure it. For MFT, the fixed twist, large spin limit can be shown to be nicely convergent. If we were only considering CFTs with OPEs growing like MFT or slower, this then would be the punchline of our story — we just add the scalar contact term to fix the divergence problem. Now notice that since the fall off for fixed spin, large twist is $1/\Delta^{2h-2}$ for $\ell = 0$, naively it would appear that for $d > 3$, there would be no convergence issue. However, for the $\epsilon$-expansion, we need formulas that are analytic in $d$ and as such it is important to still add the scalar contact term. In [15], this was shown to fix a mismatch with the $\phi^2$ anomalous dimension at $\epsilon^3$ order.

As another extreme example, we take the 2d Ising model spectrum and study the $s-$channel behaviour in the fixed twist, large spin limit. As a concrete example, let us take twist zero operators. Our $s$-channel becomes (for $s = \Delta_{\phi}$)

$$C_{\ell,\ell} N_{\Delta,\ell} q_{\Delta,\ell}|_{\ell} = C_{\ell,\ell} \frac{2^{-\ell-1}(\ell-1)^2(2\ell-1)\sin(\frac{\pi}{8})\Gamma\left(\frac{5}{8}\right)\Gamma\left(\frac{3}{8}\right)\Gamma\left(\frac{\ell}{2} - \frac{1}{8}\right)\Gamma(\ell - \frac{3}{2})\Gamma^2\left(\frac{\ell-1}{2}\right)\Gamma^2(2\ell - 1)}{\pi^{3/2}\Gamma^2\left(\frac{1}{8}\right)\Gamma\left(\frac{1}{2} + \frac{5}{8}\right)\Gamma\left(\ell - \frac{1}{8}\right)\Gamma\left(\ell - \frac{3}{2}\right)\Gamma^4(\ell)} \tag{7.5}.$$
and the OPE coefficients are given by

\[
C_{\ell, \ell} = \frac{2^{1-2\ell} \Gamma \left( \frac{\ell}{2} \right) \Gamma \left( \frac{\ell}{2} - \frac{1}{2} \right) \Gamma^2(\ell) \, \mathcal{F}_2 \left[ \frac{1}{2}, \frac{\ell}{2} - \frac{1}{2}, \ell; \frac{\ell}{2} + \frac{3}{2}, \ell + \frac{1}{2}; 1 \right]}{\pi \Gamma \left( \frac{\ell}{2} + \frac{3}{4} \right) \Gamma \left( \ell - \frac{1}{2} \right) \Gamma \left( \ell + \frac{3}{2} \right)} \quad (7.6)
\]

Now in the large spin limit this behaves as

\[
C_{\ell, \ell} N_{\ell, \ell} q_{\ell, 0}(s = \Delta_\phi) = \frac{3 \left( 2 - \sqrt{2} \right)^{3/2} \Gamma \left( \frac{3}{2} \right) \Gamma \left( \frac{3}{4} \right)}{16 \pi^2 \ell^{7/8} \Gamma^2 \left( \frac{1}{4} \right)} \quad (7.7)
\]

Clearly, if we sum over spin this channel is going to diverge as it falls off as \( \frac{1}{\ell^{7/8}} \). So it seems we have to systematically study this limit and take linear combinations of equations to get rid of these divergences. Since this is a power law divergence, we believe appropriate linear combinations killing such divergences should exist. Thus we add another caveat to the list for the existence of the PM basis: divergences should be power law type for an appropriate linear combination (equivalent to adding a finite set of contact terms) of divergence free consistency equations to exist.\footnote{To make the case for the correctness of PM bootstrap in higher dimensions stronger, we note that there are applications of PM bootstrap in higher dimensions, where it has been shown to work at higher orders in perturbation theory whenever we can make sure that the basis is free from any kind of divergences, e.g. if one considers \( \lambda \phi^4 \) theory in the AdS then adding this contact term to the basis we can work out the CFT data to one loop order of all double trace operators (including spin zero) in terms of one ambiguity which is equivalent to one renormalization condition in AdS [22]. Also, we can produce correct anomalous dimensions to first order in perturbation theory due to exchange of a singlet in the crossed channel and agrees with the answer found in [60, 85, 86]. As can be noticed, in none of the situations we have to do the spin sum, and we believe that this is the reason for the nice matches we have found so far. Recently there was also an application of Polyakov Mellin Bootstrap to show there are no perturbatively interacting CFTs with only fundamental scalars in \( d > 6 \) [87].}

We hope to return with a systematic exploration of these issues in the future.

8 Discussion

In this paper, we have developed the technology of the Polyakov-Mellin bootstrap in one dimension, where the contact term ambiguity can be completely fixed. As a proof that the machinery works, we have compared the results obtained using PM bootstrap with an independent method based on transcendentality — we have found exact agreement in cases where the calculations can be performed in the latter approach. We were also able to reproduce effective field theory intuition by using both PM bootstrap and the transcendentality based approach.

The findings of this paper are quite encouraging from the perspective of fixing the crossing symmetric basis, including the contact terms, in higher dimensions. In particular, we found that the diagonal limit of the 2d Ising model can be expanded in terms of the 1d PM blocks. We proposed a potential strategy to extend this to fix the contact terms in the higher dimensional basis.
In [12, 13, 15], without adding contact terms, agreement was found to \(O(\epsilon^2)\) order for \(\phi^2\) and \(O(\epsilon^3)\) for higher spins in the Wilson-Fisher epsilon expansion. In [15] it was realized that without adding contact terms, the higher order results would start disagreeing with the Feynman diagram results. With the strategy outlined above, it should be possible now to test the new basis with the contact terms to see if we can recover the higher order results. This itself does not appear straightforward since at higher orders, higher twist operators start contributing which will also lead to mixing with the twist-2 operators. Nonetheless, it appears possible that for the scalar \(\phi^2\), the \(O(\epsilon^3)\) term can be computed from this single correlator — for the epsilon expansion, it is very likely that only the constant contact term is sufficient to this order. Since for condensed matter applications, it is the lowest scalar that is of the most interest, taking this to fruition will be of utmost interest.

As far as the transcendentality method is concerned, let us stress that all the techniques we have developed also apply to models with one-dimensional fermions, both with and without the \(O(N)\) global symmetry. In that case, it is possible to find exact correlators in perturbation theory only for half-integer external dimensions (as opposed to integer, as in the bosonic case), and the arguments regarding transcendentality are essentially unaltered. While this method of course has its limitations, both due to the requirement that the operators have integer (or half-integer) dimension, and because these ansätze become more and more complicated at higher orders in perturbation theory, this technique has proven to be quite powerful at loop level. A possible application of these ideas is to correlators of protected operators in defect CFT’s arising as Wilson lines in supersymmetric gauge theories, such as the one considered in [32, 35, 37]. Interestingly enough, the tree-level CFT data for such model are particularly simple, and ignoring the mixing between double trace operators we were able to compute the correlators up to three loops. Therefore, as an extension of this work, we plan to attack the mixing problem and extend the results of [32, 35] to higher orders in perturbation theory. Similarly, one can consider 1\(d\) superconformal theories arising from Wilson lines in the ABJM theory (see [88] for a recent review).

As another possible application of these studies, one can consider the SYK model. This model can be described with a one-dimensional Hamiltonian for \(N\) Majorana fermions and a \(q\)-fermions interaction (with \(1/q\) being the scaling dimension of the fermions), and it can be studied in its nearly conformal [41, 42] or conformal [43, 44] version, according to the choice of the kinetic term. Despite its simplicity, the SYK is an interesting toy model for holography: it is known that its bulk dual contains a tower of massive particles, which suggests a string-like formulation, but no concrete model has been proposed. One could then wonder how such a model fits into our study of 1\(d\) CFT’s, and perhaps not surprisingly the answer is that it does not: a tower of massive particles in the bulk dual corresponds to an infinite tower of exchanges, which is a case we have not considered in detail, except to touch on it using the PM bootstrap formalism. It would be therefore very interesting to consider this model from the point of view of the conformal bootstrap, in order to understand a complicated setup with an infinite number of exchanged operators.

Finally, let us mention that in dimensions \(d > 1\) there are two possible limits that one can consider when taking the twist \((n)\) to be large. One is the Regge limit, in which both the twist and the spin \((j)\) are large, with fixed ratio \(n/j\), and was considered in [73–76].
This led to very similar results to the ones that we found in one dimension. The other is the bulk-point limit, in which $n$ is taken to infinity at fixed $j$, which allows to extract local information about the bulk, such as flat space scattering amplitudes [89–91] and the presence of extra dimensions [92]. In our one-dimensional setting, it looks like only the former limit is possible, and the question remains open whether one can use our considerations about the Regge limit to compute two-dimensional flat-space amplitudes or to study the emergence of extra dimensions for AdS$_2$ String (or M) Theory compactifications. It would also be interesting to consider Froissart like bounds for the 1d Mellin amplitudes [93]—in higher dimensions, the flat space limit led to nontrivial constraints on the number of subtractions needed to write a dispersion relation. The absence of spin in 1d would make the analogous derivation very different.
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A Crossing kernel

In this appendix, we explicitly compute the analogue of the crossing kernel for PM bootstrap, in other words the decomposition into $s$–channel partial waves of exchange Witten diagrams. First, we consider the $s$–channel Witten diagram $W^{(s)}_{\Delta,\ell}(s,t)$ and expand the $t$ dependence in orthogonal Continuous Hahn polynomials $Q_{\ell',0}^{2s+\ell'}(t)$:

$$W^{(s)}_{\Delta,\ell}(s,t) = \sum_{\ell'} q^{(s)}_{\Delta,\ell'|\ell}(s) Q_{\ell',0}^{2s+\ell'}(t).$$

Similarly, for the crossed channel we get

$$W^{(t)}_{\Delta,\ell}(s,t) = \sum_{\ell'} q^{(t)}_{\Delta,\ell'|\ell}(s) Q_{\ell',0}^{2s+\ell'}(t).$$

The explicit expressions for $q^{(s)}_{\Delta,\ell'|\ell}(s)$ and $q^{(t)}_{\Delta,\ell'|\ell}(s)$ were derived in closed form in [15], where it was shown how to express it as a sum of $\gamma F_6$ hypergeometric functions. However, see B.2 for the definition of these polynomial and the orthogonality relations that they satisfy.

We call $q^{(t)}_{\Delta,\ell'|\ell}(s)$ the crossing kernel. To connect this to more familiar notion of crossing kernel for exchange Witten diagrams let us note here that knowledge of these $q^{(t)}_{\Delta,\ell'|\ell}(s)$ will enable us to find the $\alpha_{n,\ell}$ and $\beta_{n,\ell}$ defined as $W^{(t)}_{\Delta,\ell}(u,v) = \sum_{\ell=0}^{\infty} \alpha_{n,J} g_{\Delta,J}(u,v) + \sum_{\ell=0}^{\infty} \beta_{n,J} g_{\Delta,J}(u,v)$.

See also [58–60].
as pointed out in [15], these formulas are not complete and whenever the exchanged spin in the crossed channel is greater than spin exchanged in direct channel, there are a finite number of corrections which need to be added to the answer. Therefore, we first briefly revisit the derivation of the crossing kernel for this case and then diagnose the problem in the derivation. We will then propose a systematic prescription to cure it. Our formulas will be valid down to spin zero in the direct channel. In particular, this correction will be important in our discussion of $O(N)$ model and will have potential future applications as well. The crossed channel, when decomposed in continuous Hahn basis, becomes [15]

$$
q_{\Delta, \ell'}(s) = \frac{2^{-\ell'} \Gamma(2s + 2\ell') \Gamma(2\Delta_{\phi} + \ell - h)}{\ell'! \Gamma^2(s + \ell') \Gamma(a_{\ell})} \left( a_{\ell} + \ell + 2\Delta_{\phi} - h - 1 \right) \\
\times \sum_{p=0}^{\ell'} \sum_{n=0}^{\ell-n} \sum_{m=0}^{\ell-n} \frac{\Gamma^2(s + m + a_{\ell} - 1)}{\Gamma(2s + p + m + a_{\ell} - 1)} \frac{(-\ell')_p (2s + \ell' - 1)_p}{p!} \int_0^1 dy y^{s-1}(1-y)^{a_{\ell}-1} \\
\times {}_2F_1[1, a_{\ell}; a_{\ell} + \ell + (2\Delta_{\phi} - h); y] {}_2F_1[s + p, s + m + a_{\ell} - 1; 2s + p + m + a_{\ell} - 1, 1 - y].
$$

Now we can use Mellin-Barnes representation for $2F_1$ and $3F_2$ and perform the $y$-integral to finally arrive at

$$
q_{\Delta, \ell'}(s) = \frac{2^{-\ell'} \Gamma(2s + 2\ell') \Gamma(2\Delta_{\phi} + \ell - h)}{\ell'! \Gamma^2(s + \ell') \Gamma(a_{\ell})} \left( a_{\ell} + \ell + 2\Delta_{\phi} - h - 1 \right) \\
\times \sum_{n=0}^{\ell} \sum_{m=0}^{\ell-n} \frac{\Gamma^2(s + m + a_{\ell} - 1)}{\Gamma(2s + m + a_{\ell} - 1)} \Gamma_m^m(s + m + a_{\ell} - 1, 1 - y) I_{\Delta, \ell'}(s).
$$
where $I_{\Delta,\ell'|\ell}(s)$ is given by,

$$
I_{\Delta,\ell'|\ell}(s) = \sum_{k=0}^{m} \binom{m}{k} \frac{\Gamma(a_\ell - h + \ell + 2\Delta_\phi)}{\Gamma^2(a_\ell + m + s - 1)\Gamma(-h + \ell + 2\Delta_\phi)} \int [d\sigma] \Gamma(-\sigma) \Gamma(a_\ell + m + \sigma)
\times \frac{\Gamma(a_\ell - k + m + \sigma)\Gamma(1 - a_\ell + k - m - \sigma)}{\Gamma(a_\ell + m - \ell' + \sigma)} \frac{\Gamma^2(a_\ell + m + s + \sigma - 1)}{6\Gamma^2(s+3)\Gamma(a_\ell)\Gamma(-h + \ell + 2\Delta_\phi - 1)\Gamma(-h + \ell + a_\ell + 2\Delta_\phi)\Gamma(-h + \ell + a_\ell + 2\Delta_\phi - 1)}
$$

(A.3)

The contour of integration is shown in figure 1.

Now to write it in a form so that we can identify this as an integration which will give us a $\gamma F_6$ hypergeometric function, we use the reflection formula first to write

$$
\frac{\Gamma(a_\ell - k + m + \sigma)\Gamma(1 - a_\ell + k - m - \sigma)}{\Gamma(a_\ell + m - \ell' + \sigma)} = (-1)^{k+\ell'} \Gamma(1 - a_\ell - m + \ell' - \sigma)
$$

(A.4)

and then perform the $k$ sum to get the final form,

$$
I_{\Delta,\ell'|\ell}(s) = (-1)^{\ell'+m} \frac{(a_\ell)_m \Gamma(2\Delta_\phi - h + \ell + a_\ell)}{\Gamma^2(a_\ell + s + m - 1)\Gamma(2\Delta_\phi - h + \ell)\int_{-i\infty}^{i\infty} [d\sigma] \Gamma(-\sigma)}
\times \frac{\Gamma(1 - a_\ell + \ell' - m - \sigma)\Gamma(a_\ell + m + \sigma)\Gamma(a_\ell + m + s - 1 + \sigma)^2\Gamma(2\Delta_\phi - h + \ell - 1 + a_\ell + \sigma)}{\Gamma(a_\ell + \ell' + m + 2s - 1 + \sigma)\Gamma(2a_\ell + \ell + m + 2\Delta_\phi - h - 1 + \sigma)}
$$

(A.5)

Using the integration given in section B.6 we can write it as a $\gamma F_6$ Hypergeometric function. This formula does not give the correct decomposition for $\ell' < \ell$, because in such cases the contour gets shifted to the left for certain values of $m$ and if we look back at eq. (A.4), we can see that for given $m$, certain combinations of $k$ do not have these poles. Instead, the poles we considered came from the series of poles left to our actual contour, so for these cases we have to subtract off their contribution.\footnote{In practice we have to add them back as we are closing the contour on right so the original answer was negative in sign.} One can easily figure out...
the general pattern for \( \ell > \ell' \). In general, we have to add the following quantity\(^5\)

\[
I_{\Delta, \ell'\ell}(s) = \sum_{k=1}^{\ell-1} \sum_{q=0}^{k-1+\ell'} (-1)^{k+q+\ell'+1} \left( \frac{p+\ell'}{k} \right) \Gamma(p-q+a_\ell-1) \Gamma(-h+\ell+a_\ell+2\Delta_\partial) \]

\[
\times \frac{q! \Gamma(-h+\ell+2\Delta_\partial) \Gamma(q+2s+2\ell') \Gamma(p+s+a_\ell+\ell'-1)^2 \Gamma(q+\ell'+1) \Gamma(q+s+\ell')^2 \Gamma(-h-k+q+\ell+2\Delta_\partial+\ell')}{\Gamma(-h-k+q+\ell+a_\ell+2\Delta_\partial+\ell')}. \tag{A.6}
\]

Let us give some explicit example for certain cases,

\[
T_{\Delta, \ell'\ell}^1(s) = \frac{\Gamma(s)^2 \Gamma(a_\ell) \Gamma(-h+\ell+2\Delta_\partial-1) \Gamma(-h+\ell+a_\ell+2\Delta_\partial)}{\Gamma(2s) \Gamma(s+a_\ell) \Gamma(-h+\ell+2\Delta_\partial) \Gamma(-h+\ell+a_\ell+2\Delta_\partial-1)},
\]

\[
T_{\Delta, \ell'\ell}^2(s) = \frac{s \Gamma^2(s) \Gamma(a_\ell) (a_\ell+2\Delta_\partial-h+\ell-1) (2a_\ell(2\Delta_\partial-h+\ell-2)-2a_\ell^2+s(2\Delta_\partial-h+\ell-2))}{\Gamma(2s+1) \Gamma^2(s+\ell) \Gamma(-2\Delta_\partial+h+\ell+1) \Gamma(-2\Delta_\partial+h+\ell+2)}.
\tag{A.7}
\]

So for \( \ell' < \ell \), the correct cross channel decomposition is given by,

\[
q_{\Delta, \ell'\ell}^{(t)}(s) = \frac{2^{-\ell'}}{\ell'} \frac{\Gamma(2s+2\ell')}{\Gamma(s+\ell') \Gamma(a_\ell+2\Delta_\partial-h-1)} \frac{\Gamma(2\Delta_\partial+h-h)}{\Gamma(a_\ell+2\Delta_\partial-h-1)} \left( \frac{\ell-n}{\ell} \right) \sum_{n=0}^{\ell-n} \mu_{m,n}^{(t)}(\Delta_\partial-s) \Gamma^2(s+m+a_\ell-1) \]

\[
\times (I_{\Delta, \ell'\ell}^1(s)+I_{\Delta, \ell'\ell}^2(s) \Theta(m-\ell'-1)),
\]

where \( \Theta(x) \) is Heaviside step function. \( T_{\Delta, \ell'\ell}^1(s) \) will be required in our discussion of the \( O(N) \) model.

### B Explicit expressions for \( q_{\Delta, \ell'\ell}^{(s)}(s), q_{\Delta, \ell'\ell}^{(t)}(s) \) and \( q_{\Delta, \ell'\ell}^{(u)}(s) \)

In this appendix we write down explicitly the expressions of the exchange scalar Witten diagrams in all three channels which we used in the discussion of Polyakov-Mellin bootstrap. We also defined other quantities such as Mack polynomial, Continuous Hahn Polynomial and its orthogonality property which was important in our discussion.

#### B.1 Mack polynomials

In our convention Mack Polynomial is given below,

\[
\tilde{P}_{\Delta-h, \ell}(s,t) = \sum_{m,n} \mu_{m,n}^{(t)} (\Delta - \ell - s) (s+t), \tag{B.1}
\]

with

\[
\mu_{m,n}^{(t)} = 2^{-\ell} \frac{(-1)^{m+n} \ell!}{m!n!(\ell-m-n)!} (\lambda_1-m)_m (\lambda_2+n)_{\ell-n} (\lambda_2+m+n)_{\ell-m-n} (\ell-h-1)_{m} (\ell+\Delta-1)_{n-\ell} \]

\[
\times 4 \bar{F}_3[-m-1-h+\lambda_2,1-h+\lambda_2,-1+\Delta;2-2h+2\lambda_2,1-m,\lambda_2+n;1]. \tag{B.2}
\]

Here \( \lambda_1 = (\Delta + \ell)/2, \lambda_2 = (\Delta - \ell)/2 \) and \( h = d/2 \) where \( d \) is the number of spacetime dimensions. Further, the last \( 4 \bar{F}_3 \) is a well-balanced one.

\(^5\)In this formula we have put \( m = \ell' + p \) and \( p \geq 1 \). If \( p = 0 \) then there is no correction as discussed before. For a given \( \ell \), \( m \leq \ell \) and \( p 's \) highest value is \( (\ell - \ell') \).
B.2 Continuous Hahn polynomials

Continuous Hahn polynomial $Q_{\ell,0}^{2s+\ell}(t)$ given by

$$Q_{\ell,0}^{2s+\ell}(t) = \frac{2^\ell ((s)_{\ell})^2}{(2s+\ell-1)_{\ell}} \, \, _3F_2 \left[ \begin{array}{c} -\ell, 2s + \ell - 1, s + t \\ s, s \end{array} \right] ,$$

they satisfy the orthogonality relations

$$\frac{1}{2\pi i} \int_{-i\infty}^{i\infty} \Gamma^2(s + t) \Gamma^2(-t) Q_{\ell,0}^{2s+\ell}(t) Q_{\ell',0}^{2s+\ell'}(t) = \kappa_\ell(s) \delta_{\ell,\ell'},$$

with

$$\kappa_\ell(s) = \frac{4^\ell(-1)^\ell \ell! \Gamma^4(\ell + s) \Gamma(2s + \ell - 1)}{\Gamma(2s + 2\ell) \Gamma(2s + 2\ell - 1)} .$$

B.3 $\gamma F_6$ integral

We introduce the notation $W(a, b, c, d, e, f)$ and various parameters here which we referred in the main text and later part of appendix as well,

$$W(a; b, c, d, e, f) \equiv \gamma F_6 \left( \frac{a}{\ell}, 1 + \frac{1}{\ell} a, b, c, d, e, f; 1 \right)$$

$$= \frac{\Gamma(1 + a - b) \Gamma(1 + a - c) \Gamma(1 + a - d) \Gamma(1 + a - e) \Gamma(1 + a - f)}{\Gamma(1 + a) \Gamma(b) \Gamma(c) \Gamma(d) \Gamma(1 + a - c - d) \Gamma(1 + a - b - d) \Gamma(1 + a - b - c) \Gamma(1 + a - e - f)} \times \frac{\Gamma(-s) \Gamma(1 + a - b - c - d - e) \Gamma\left(\frac{\Delta}{2} + \Delta \phi + h + m + \ell' - \ell\right)}{\Gamma(1 + a - e + \sigma) \Gamma(1 + a - f + \sigma)} .$$

We use the $W$ notation of Bailey’s [94] where

$$a = \ell' + 2(a\ell + m + s - 1), \quad b = e = a\ell + m,$$

$$c = d = a\ell + m + s - 1, \quad f = 2(s - \Delta \phi) + h + m + \ell' - \ell ,$$

with $a\ell = 1 + \frac{\Delta - \ell}{\ell} - \Delta \phi$.

B.4 s-channel coefficient

In this section we write down the explicit form of a $s-$channel exchange Witten diagram after expanding it in continuous Hahn basis,

$$W_{\Delta, \ell}(s, t) = \sum_{\ell'} q_{\Delta, \ell'|\ell}(s) Q_{\ell',0}^{2s+\ell'}(t)$$

where,$^{54}$

$$q_{\Delta, \ell'|\ell}(s) = \sum_{m,n} \mu_{m,n}^{(\ell)} \left( \frac{\Delta - \ell}{2} - s \right) \chi_m^{(n)}(s) \frac{\Gamma^2(\frac{\Delta + \ell + \Delta \phi - h}{2})}{(\frac{\Delta - \ell}{2} - s) \Gamma(\Delta - h + 1)}$$

$$\times \, \, _3F_2 \left[ \frac{\Delta - \ell}{2} - s, 1 + \frac{\Delta - \ell}{2} - \Delta \phi, 1 + \frac{\Delta - \ell}{2} - \Delta \phi; 1 + \frac{\Delta - \ell}{2} - s, \Delta - h + 1; 1 \right] .$$

$^{54}$See [15, eq 3.6].
where
\[ (-t)_n = \sum_{\ell' = 0}^{n} \chi_{\ell'}^{(n)}(s)Q_{\ell',0}^{2s+\ell'}(t), \]
with
\[ \chi_{\ell'}^{(n)}(s) = (-1)^{\ell'} 2^{-\ell'} \frac{\Gamma(2s + 2\ell') \Gamma^2(s + n)}{\ell'! \Gamma^2(\ell' + s) \Gamma(2s + n)} \frac{(-n)^{\ell'}}{(2s + n)^{\ell' + s}}. \]

Here we also give the expression of normalization which we have to multiply with the Witten block,
\[ N_{\Delta, \ell} = \frac{(-2)^{\ell}(\Delta - h)(\Delta + \ell - 1) \Gamma(\Delta - h) \Gamma^2(\ell + \Delta - 1)}{\Gamma(\Delta - 1)^4(\ell + \frac{\Delta - \ell}{2}) \Gamma \left( \frac{1}{2}(\ell - \Delta + 2\Delta_s) \right) \Gamma^2 \left( \frac{1}{2}(-2h + \ell + \Delta + 2\Delta_s) \right)} \]

**B.5 t-channel coefficient**

The \( t \)-channel exchange Witten diagram is given as,
\[ W_{\Delta, \ell}(s,t) = \sum_{\ell'} q_{\Delta, \ell'|\ell}(s)Q_{\ell',0}^{2s+\ell'}(t) \]

where,
\[ q_{\Delta, \ell'|\ell}(s) = \sum_{m,n} (-1)^{\ell'} 2^{-\ell'} Q_{m,n}^{\ell'}(\Delta_s - s)(a_{\ell'})^2 \Gamma(2s + 2\ell') \Gamma^2(d) \Gamma \left( \frac{a}{2} \right) \Gamma(a + 1) \Gamma^2(1 + a - f - b) \times \tilde{W}(a; b, c, d, e, f), \]

where the parameters are given in eq. (B.7) and the \( \tilde{W} \) is the regularized version of \( W \).

**B.6 u-channel coefficient**

Similarly the coefficient of \( u \)-channel exchange Witten diagram in continuous Hahn basis is given by,
\[ q_{\Delta, \ell'|\ell}(s) = (-1)^{\ell'+\ell} q_{\Delta, \ell'|\ell}(s). \]

**Note.** One has to set \( h = \frac{1}{2}, \ell = 0 \) in order to use the expressions in 1d.

**C Explicit formula for \( d_{r,\ell}(s) \)**

In this appendix we essentially give details which we use to perform the \( t \)-integral in the main text (2.21) and find the blocks in one dimension. Wewrite
\[ (1 - z)^{2t} = \sum_{r=0}^{\infty} (-1)^r 2^t C_r z^r = \sum_{k_1, k_2 = 0}^{\infty} \frac{(-t)^{k_1}}{k_1!} \frac{(-t)^{k_2}}{k_2!} z^{k_1 + k_2}. \]

So we see that \( (-1)^r 2^t C_r = \sum_{k_1, k_2} \frac{(-t)^{k_1}}{k_1!} \frac{(-t)^{k_2}}{(r-k_1)!} z^{k_1 + k_2} \). Now using
\[ (-t)^{m}(-t)^{n} = \sum_{\ell=0}^{m+n} \chi_{\ell}^{(m,n)}(s)Q_{\ell,0}^{2s+\ell'}(t), \]

\[ ^{55}\text{See [15, eq D.22 of appendix D]}. \]
with
\[
\chi^{(m,n)}_{\ell}(s) = (-1)^{\ell+1} \frac{\Gamma(2s + 2\ell)\Gamma^2(m + s)\Gamma^2(n + s)}{\ell!\Gamma^2(s)\Gamma^2(\ell + s)\Gamma(m + n + 2s)} \\
\times 4 \quad F_3[-\ell, m + s, n + s, 2s + \ell - 1; s, s, 2s + m + n; 1].
\]

So plugging (C.2) in (C.1) and comparing with (2.22) finally we have
\[
d_{r,\ell}(s) = (-1)^{-r} \sum_{k_1=0}^{r} \frac{\chi^{(k_1,r-k_1)}_{\ell}(s)}{k_1!(r-k_1)!}. \tag{C.4}
\]

### D Explicit calculations for \( a_\ell(s) \)

Here we want to write the contact terms and expand the \( t \) dependence in continuous Hahn polynomial basis which we use in the main text,
\[
c(s, t) = \sum_{\ell=0}^{\infty} a_\ell(s) Q_{\ell,0}^{2s+\ell}(t). \tag{D.1}
\]

Using
\[
(-t)_n(s + t)_p = \sum_{\ell=0}^{p+n} \Omega^{(n,p)}_{\ell}(s) Q_{\ell,0}^{2s+\ell}(t), \tag{D.2}
\]
with
\[
\Omega^{(n,p)}_{\ell}(s) = (-1)^{\ell+1} \frac{\Gamma(2s + 2\ell)\Gamma(n + s)\Gamma(p + s)\Gamma(n + p + s)}{\ell!\Gamma^2(s)\Gamma^2(\ell + s)\Gamma(n + p + 2s)} \\
\times 4 \quad F_3[-\ell, s, n + s, 2s + \ell - 1; s, s, 2s + n + p; 1].
\]

We begin by writing the contact term as,
\[
c(s, t) = \sum_{m+n=0}^{L} c_{mn}(-t)_m(s + t)_n + \sum_{m+n=0}^{L} c_{mn}(\Delta_\phi - s)_m(s + t)_n \\
+ \sum_{m+n=0}^{L} c_{mn}(-t)_m(\Delta_\phi - s)_n \\
= \sum_{\ell=0}^{\infty} \left[ \sum_{m+n=0}^{L} \left( c_{mn} \Omega^{(m,n)}(s) + c_{mn}(\Delta_\phi - s)_m \Omega^{(0,n)}(s) + c_{mn}(\Delta_\phi - s)_n \Omega^{(m,0)}(s) \right) \right] Q_{\ell,0}^{2s+\ell}(t). \tag{D.4}
\]

We immediately identify that
\[
a_\ell(s) = \left[ \sum_{m+n=0}^{L} \left( c_{mn} \Omega^{(m,n)}(s) + c_{mn}(\Delta_\phi - s)_m \Omega^{(0,n)}(s) + c_{mn}(\Delta_\phi - s)_n \Omega^{(m,0)}(s) \right) \right]. \tag{D.5}
\]
D.1 Contact term in a theory with O(N) global symmetry

We can write down any crossing symmetric contact term in a theory with O(N) global symmetry in the following way,

\[
c(s, t) = \delta_{ij} \delta_{kl} \sum_{m+n=0}^{L} c_{mn}(-t)m(s + t)_n + \delta_{il} \delta_{jk} \sum_{m+n=0}^{L} c_{mn}(-s + \Delta_\phi)m(s + t)_n
\]

\[
+ \delta_{ik} \delta_{jl} \sum_{m+n=0}^{L} c_{mn}(-t)m(\Delta_\phi - s)_n,
\]

where \(c_{mn} = c_{nm}\) are constant. One can write \(c(s, t)\) as an expansion in Continuous Hahn polynomials as

\[
c(s, t) = \sum_{\ell=0}^{\infty} a_\ell(s) Q^{2s+\ell}_\ell(t).
\]

where \(a_\ell\) is given by (calculations are the same as in appendix (D))

\[
a_\ell(s) = \left[ \sum_{m+n=0}^{L} \left( \delta_{ij} \delta_{kl} c_{m,n} \Omega^{(m,n)}_\ell(s) + \delta_{il} \delta_{jk} c_{mn} (\Delta_\phi - s)_m \Omega^{(0,n)}_\ell(s) \right.ight.

\[
+ \delta_{ik} \delta_{jl} c_{mn} (\Delta_\phi - s)_n \Omega^{(m,0)}_\ell(s)) \left. \right] ,
\]

where \(\Omega^{(m,n)}_\ell(s)\) given in eq. (D.3). We can break it into three irreducible sector,

\[
a_\ell(s) = \delta_{ij} \delta_{kl} a_\ell^{(S)}(s) + \left( \frac{\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}}{2} - \frac{1}{N} \delta_{ij} \delta_{kl} \right) a_\ell^{(T)}(s) + \frac{\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}}{2} a_\ell^{(A)}(s),
\]

where

\[
a_\ell^{(S)}(s) = \sum_{m+n=0}^{L} c_{mn} \left( \Omega^{(m,n)}_\ell(s) + \frac{1}{N} ((\Delta_\phi - s)_m \Omega^{(0,n)}_\ell(s) + (\Delta_\phi - s)_n \Omega^{(m,0)}_\ell(s)) \right) ,
\]

\[
a_\ell^{(T)}(s) = \sum_{m+n=0}^{L} c_{mn} \left( (\Delta_\phi - s)_m \Omega^{(0,n)}_\ell(s) + (\Delta_\phi - s)_n \Omega^{(m,0)}_\ell(s) \right) ,
\]

\[
a_\ell^{(A)}(s) = \sum_{m+n=0}^{L} c_{mn} \left( (\Delta_\phi - s)_n \Omega^{(m,0)}_\ell(s) - (\Delta_\phi - s)_m \Omega^{(0,n)}_\ell(s) \right) .
\]

E Identity contributions and determination of \(q_{\text{dis}}(s)\)

In this appendix we elaborate on how to find the Polyakov block corresponding to contribution of identity operator. The amplitude corresponding to Identity contribution is given by,

\[
P B_{\Delta=0}(z) = 1 + z^{2\Delta_\phi} + \left(\frac{z}{1-z}\right)^{2\Delta_\phi}.
\]
For the last term we write
\[
\left(\frac{z}{1 - z}\right)^{2\Delta_\phi} = \sum_m (-1)^m z^{2\Delta_\phi + m - 2\Delta_\phi} C_m
\]
\[= \sum_m z^{2\Delta_\phi + m} \frac{(-1)^m \Gamma (1 - 2\Delta_\phi)}{(m + 1) \Gamma (-m - 2\Delta_\phi + 1)}.\]  
(E.2)

Therefor we write the $PB_{\Delta=0}$ in Mellin space
\[
PB_{\Delta=0}(z) = - \int_{-\infty}^{\infty} [ds] z^{2s} \Gamma^2(\Delta_\phi - s) \left( \frac{1}{s \Gamma^2(\Delta_\phi - s)} + \frac{1}{(s - \Delta_\phi) \Gamma^2(\Delta_\phi - s)} - \frac{2 \Gamma (1 - 2\Delta_\phi) \Gamma (2\Delta_\phi - 2s)}{\Gamma (1 - 2s) \Gamma^2(\Delta_\phi - s)} \right). 
\]  
(E.3)

Therefore we define the Mellin amplitude corresponding to the amplitude of identity operator to be $q_{\text{dis}}(s)$ and find,
\[
q_{\text{dis}}(s) = - \left( \frac{1}{s \Gamma^2(\Delta_\phi - s)} + \frac{1}{(s - \Delta_\phi) \Gamma^2(\Delta_\phi - s)} - \frac{2 \Gamma (1 - 2\Delta_\phi) \Gamma (2\Delta_\phi - 2s)}{\Gamma (1 - 2s) \Gamma^2(\Delta_\phi - s)} \right). 
\]  
(E.4)

### E.1 Calculations for $q_{\text{dis}}^{(S)}(s)$, $q_{\text{dis}}^{(T)}(s)$ and $q_{\text{dis}}^{(A)}(s)$

Now we define the mellin amplitude corresponding to the amplitude of identity operator for $O(N)$ theories.
\[
q_{\text{dis}}(s) = - \left( \delta_{ij} \delta_{kl} q_{\text{dis}}^{(S)}(s) + \frac{\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}}{2} \right) q_{\text{dis}}^{(T)}(s) + \left( \frac{\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}}{2} \right) q_{\text{dis}}^{(A)}(s), 
\]  
(E.5)

We can write
\[
q_{\text{dis}}^{(S)}(s) = - \left( \frac{1}{s \Gamma^2(\Delta_\phi - s)} + \frac{1}{(s - \Delta_\phi) \Gamma^2(\Delta_\phi - s)} - \frac{2 \Gamma (1 - 2\Delta_\phi) \Gamma (2\Delta_\phi - 2s)}{\Gamma (1 - 2s) \Gamma^2(\Delta_\phi - s)} \right), 
\]  
(E.6)

\[
q_{\text{dis}}^{(T)}(s) = \left( \frac{1}{(s - \Delta_\phi) \Gamma^2(\Delta_\phi - s)} + \frac{2 \Gamma (1 - 2\Delta_\phi) \Gamma (2\Delta_\phi - 2s)}{\Gamma (1 - 2s) \Gamma^2(\Delta_\phi - s)} \right), 
\]  
(E.7)

\[
q_{\text{dis}}^{(A)}(s) = - \left( \frac{1}{(s - \Delta_\phi) \Gamma^2(\Delta_\phi - s)} + \frac{2 \Gamma (1 - 2\Delta_\phi) \Gamma (2\Delta_\phi - 2s)}{\Gamma (1 - 2s) \Gamma^2(\Delta_\phi - s)} \right). 
\]  

### F Anomalous dimensions for derivative contact terms

In this appendix we collect the explicit expressions for the polynomials $P_q(n, \Delta_\phi)$ that appear in the tree level anomalous dimensions for derivative contact terms, as in eq. (4.23).

Recall that for $q = 0$ we have $P_0(n, \Delta_\phi) = 1$. For higher values of $q$:
\[
P_1(n, \Delta_\phi) = (\Delta_\phi - 1) \Delta_\phi^2 (4\Delta_\phi + 1)(4\Delta_\phi + 3) + (64\Delta_\phi^4 - 28\Delta_\phi^2 - 2\Delta_\phi + 2) n
\]
\[+ 2(2\Delta_\phi - 1)(2\Delta_\phi + 1)(12\Delta_\phi + 1)n^2 + 8(2\Delta_\phi + 1)(4\Delta_\phi - 1)n^3 + 8(2\Delta_\phi + 1)n^4,\]  
(F.1)
\[ P_2(n, \Delta_\phi) = (\Delta_\phi - 2)(\Delta_\phi - 1)\Delta_\phi^2(\Delta_\phi + 1)^2(4\Delta_\phi + 3)(4\Delta_\phi + 5)(4\Delta_\phi + 7)(4\Delta_\phi + 9) \] (F.2)
\[ + 4(2\Delta_\phi + 3)(4\Delta_\phi - 1)(64\Delta_\phi^7 + 208\Delta_\phi^6 - 36\Delta_\phi^5 - 605\Delta_\phi^4 + 554\Delta_\phi^3 \\
- 30\Delta_\phi^2 + 243\Delta_\phi + 90) n + 4(2\Delta_\phi - 1)(2\Delta_\phi + 3)(448\Delta_\phi^6 + 1392\Delta_\phi^5 \\
+ 84\Delta_\phi^4 - 2183\Delta_\phi^3 - 2091\Delta_\phi^2 - 1134\Delta_\phi - 105) n^2 + 8(2\Delta_\phi + 3)(4\Delta_\phi - 1) \\
\times (224\Delta_\phi^5 + 576\Delta_\phi^4 - 158\Delta_\phi^3 - 572\Delta_\phi^2 - 243\Delta_\phi - 160) n^3 \\
+ 4(2\Delta_\phi + 3)(2240\Delta_\phi^5 + 4800\Delta_\phi^4 - 2924\Delta_\phi^3 - 2156\Delta_\phi^2 + 246\Delta_\phi - 415) n^4 \\
+ 32(2\Delta_\phi + 3)(2\Delta_\phi + 5)(4\Delta_\phi - 1)(28\Delta_\phi^2 - 5\Delta_\phi - 5) n^5 \\
+ 32(2\Delta_\phi + 3)(2\Delta_\phi + 5)(56\Delta_\phi^2 - 22\Delta_\phi - 1) n^6 \\
+ 128(2\Delta_\phi + 3)(2\Delta_\phi + 5)(4\Delta_\phi - 1)n^7 + 64(2\Delta_\phi + 3)(2\Delta_\phi + 5)n^8, \]

\[ P_3(n, \Delta_\phi) = (\Delta_\phi - 3)(\Delta_\phi - 2)(\Delta_\phi - 1)\Delta_\phi^2(\Delta_\phi + 1)^2(\Delta_\phi + 2)^2(4\Delta_\phi + 5)(4\Delta_\phi + 7)(4\Delta_\phi + 9) \\
\times (4\Delta_\phi + 11)(4\Delta_\phi + 13)(4\Delta_\phi + 15) \] (F.3)
\[ + 2(2\Delta_\phi + 5)(4\Delta_\phi - 1)(3072\Delta_\phi^{12} + 36096\Delta_\phi^{11} + 132224\Delta_\phi^{10} - 3360\Delta_\phi^9 \\
- 1214676\Delta_\phi^8 - 2926395\Delta_\phi^7 - 970776\Delta_\phi^6 + 6196080\Delta_\phi^5 + 10143424\Delta_\phi^4 \\
+ 51280592\Delta_\phi^3 - 1542528\Delta_\phi^2 - 3028860\Delta_\phi - 907200) n \\
+ 6(2\Delta_\phi - 1)(2\Delta_\phi + 5)(11264\Delta_\phi^{11} + 125184\Delta_\phi^{10} + 437120\Delta_\phi^9 + 118880\Delta_\phi^8 \\
- 2771604\Delta_\phi^7 - 6808095\Delta_\phi^6 - 4248981\Delta_\phi^5 + 6860955\Delta_\phi^4 + 13140919\Delta_\phi^3 \\
+ 9496058\Delta_\phi^2 + 4002384\Delta_\phi + 360360)n^2 \\
+ 8(2\Delta_\phi + 5)(4\Delta_\phi - 1)(14080\Delta_\phi^{10} + 142080\Delta_\phi^9 + 423840\Delta_\phi^8 + 8160\Delta_\phi^7 \\
- 2172753\Delta_\phi^6 - 4187481\Delta_\phi^5 - 1812050\Delta_\phi^4 + 3606930\Delta_\phi^3 + 3965596\Delta_\phi^2 \\
+ 1661325\Delta_\phi + 791091)n^3 \\
+ 4(2\Delta_\phi + 5)(253440\Delta_\phi^{10} + 2327040\Delta_\phi^9 + 5816640\Delta_\phi^8 - 1506240\Delta_\phi^7 \\
- 22985970\Delta_\phi^6 - 33151830\Delta_\phi^5 - 9079800\Delta_\phi^4 \\
+ 25792815\Delta_\phi^3 + 10370477\Delta_\phi^2 - 446534\Delta_\phi + 2131794)n^4 \\
+ 24(2\Delta_\phi + 5)(2\Delta_\phi + 7)(4\Delta_\phi - 1)(8448\Delta_\phi^7 + 45504\Delta_\phi^6 + 2212\Delta_\phi^5 - 79708\Delta_\phi^4 \\
- 143680\Delta_\phi^3 - 114082\Delta_\phi^2 + 529856\Delta_\phi + 27645)n^5 \\
+ 8(2\Delta_\phi + 5)(2\Delta_\phi + 7)(118272\Delta_\phi^7 + 556416\Delta_\phi^6 - 8736\Delta_\phi^5 - 656280\Delta_\phi^4 \\
- 661308\Delta_\phi^3 + 560400\Delta_\phi^2 + 371392\Delta_\phi + 17415)n^6 \\
+ 96(2\Delta_\phi + 5)(2\Delta_\phi + 7)(4\Delta_\phi - 1)(2112\Delta_\phi^5 + 9792\Delta_\phi^4 + 268\Delta_\phi^3 - 544\Delta_\phi^2 \\
- 4628\Delta_\phi - 5493)n^7 \\
+ 96(2\Delta_\phi + 5)(2\Delta_\phi + 7)(5280\Delta_\phi^5 + 22080\Delta_\phi^4 - 8610\Delta_\phi^3 - 4790\Delta_\phi^2 \\
- 798\Delta_\phi - 2931)n^8 \\
+ 640(2\Delta_\phi + 5)(2\Delta_\phi + 7)(2\Delta_\phi + 9)(4\Delta_\phi - 1)(44\Delta_\phi^2 - 7\Delta_\phi - 3)n^9 \\
+ 128(2\Delta_\phi + 5)(2\Delta_\phi + 7)(2\Delta_\phi + 9)(264\Delta_\phi^2 - 102\Delta_\phi + 5)n^{10} \\
+ 1536(2\Delta_\phi + 5)(2\Delta_\phi + 7)(2\Delta_\phi + 9)(4\Delta_\phi - 1)n^{11} \\
+ 512(2\Delta_\phi + 5)(2\Delta_\phi + 7)(2\Delta_\phi + 9)n^{12}.
G Harmonic sums

For many of the computations involving harmonic sums that were presented in this paper, we used the Mathematica package “HarmonicSums” [95–101].

The harmonic sums employed in the body of the present paper are defined as

\[
S_{k_1, k_2, k_3, \ldots}(n) = \sum_{m_1=1}^{n} \frac{\text{sgn}(k_1)}{m_1^{k_1}} \sum_{m_2=1}^{m_1} \frac{\text{sgn}(k_2)}{m_2^{k_2}} \sum_{m_3=1}^{m_2} \frac{\text{sgn}(k_3)}{m_3^{k_3}} \cdots .
\]  

(G.1)

For some values of \(k_1, k_2, k_3, \ldots\), the harmonic sums admit an expression in terms of generalised harmonic numbers

\[
H_n^{(m)} = \sum_{k=1}^{n} \frac{1}{k^m},
\]

such as

\[
S_{k_1 n} = H_n^{(m)},
\]

or

\[
S_{-k, n} = \left(\frac{-1}{2^n}\right)^{n} \left(H_n^{(k)} - H_{n-1}^{(k)}\right) - \left(1 - 2^{1-k}\right) \zeta(k),
\]

which involve harmonic sums encountered in the present paper.

When studying the analytic expressions of one-loop CFT data, a part of the result was written in terms of a generalized derivative relation (6.12), involving the derivative of the one-loop anomalous dimensions \(\gamma_n^{(2)}\). This involves taking the derivative of harmonic sums, and while most of the ones that we used can be written in terms of generalized harmonic numbers, we also exploited the following result:

\[
\frac{\partial}{\partial n} S_{-2,1}(2n) = -4 S_{-3,1}(2n) - 2 S_{-2,2}(2n) + \frac{1}{2} \zeta(2) \left(H_n^{(2)} - H_{n-1}^{(2)}\right) - \frac{37\pi^4}{720}.
\]

(G.5)

In order to study the Regge limit of CFT data, one needs to expand the latter for large \(n\). To do so, we have used the following expansions\(^{56}\)

\[
S_{-2,1}(n) = -\frac{5}{8} \zeta(3) - (-1)^n \left[ \left(\log(n) + \gamma\right) \left(\frac{38227}{2n^{18}} - \frac{2073}{2n^{19}} + \frac{155}{2n^{17}} - \frac{17}{2n^{9}} + \frac{3}{2n^7} - \frac{1}{2n^5}\right) + \frac{1}{2n^3} - \frac{1}{2n^2}\right] - \frac{19348413013}{480480n^{15}} + \frac{220713001}{65520n^{14}} - \frac{5001819}{2464n^{13}} + \frac{28133}{132n^{12}} - \frac{1393813}{10080n^{11}} - \frac{9181}{480n^{10}} + \frac{67379}{5040n^9} + \frac{331}{126n^8} - \frac{469}{240n^7} - \frac{151}{240n^6} + \frac{11}{24n^5} + \frac{5}{12n^4} - \frac{1}{2n^3} \right] + O\left(\frac{1}{n^{16}}\right),
\]

(G.6)

\(^{56}\)One has two different analytic continuations of the harmonic sums according to whether \(n\) is even or odd, due to the factors of \((-1)^n\). However, we do not have to worry about it because we are always interested in the case where the argument of the harmonic sums is \(2\Delta_\phi + 2n - 1\), with integer \(\Delta_\phi\), and so everything follows without arbitrary choices.
\[ S_{-2,2}(n) = \frac{13\pi^4}{1440} + (-1)^n \pi^2 \left[ \frac{38227}{24n^{15}} - \frac{691}{8n^{13}} + \frac{155}{24n^{11}} - \frac{17}{8n^9} + \frac{1}{24n^7} + \frac{1}{24n^5} - \frac{1}{24n^3} \right] \\
+ \frac{23494}{45n^{15}} + \frac{353}{8n^{14}} - \frac{475}{12n^{14}} - \frac{5}{2n^{12}} + \frac{7}{8n^{10}} + \frac{31}{36n^9} - \frac{1}{4n^8} + \frac{1}{3n^7} + \frac{1}{8n^6} \\
- \frac{5}{12n^5} + \frac{3}{8n^4} - \frac{1}{6n^3} + O \left( \frac{1}{n^6} \right), \tag{G.7} \]

which we derived following [102, 103].

Finally, to justify our claim that the CFT data we have obtained satisfy the reciprocity principle, they must admit in expansion in powers of \( J^2 \). While this is not true for generic harmonic sums, it is for specific combinations, defined in [104].\footnote{Relations between ordinary and reciprocity-respecting harmonic sums can be found in the ancillary files of [53].} As an example, we note that the combination

\[ S_\Delta(2n + 2\Delta - 1) = S_{-\Delta}(2n + 2\Delta - 1) - 2S_{-2,1}(2n + 2\Delta - 1), \tag{G.8} \]

that appears in the one-loop anomalous dimensions, admits an expansion in \( 1/J^2 \).

\section{One-loop results}

\subsection{\( \phi^4 \) interaction}

Here we collect some of the results for one-loop correlators and CFT data in the \( \phi^4 \) case, i.e. the solution with \( q = 0 \) in the notation of section 4.1. The expressions for the correlators are rather involved, therefore we shall limit to consider \( \Delta_\phi = 2 \) (\( \Delta_\phi = 1 \) was already discussed in [25]). In such case, we found:

\[ A^{(2)}(z) = \frac{1}{(1-z)^4} \left( \frac{144}{25} \left[ (z-2)z^5(16z^6 - 80z^5 + 179z^4 - 220z^3 + 165z^2 - 66z + 22) \text{Li}_4(1-z) \right. \right. \\
+ \left. \left. \frac{(z-1)^5(z+1)(16z^6 - 16z^5 + 19z^4 - 16z^3 + 19z^2 - 16z + 16)}{z^2} \text{Li}_4 \left( \frac{z}{z-1} \right) \right] \right. \\
+ \left. \frac{(2z-1)(22z^6 - 66z^5 + 165z^4 - 220z^3 + 179z^2 - 80z + 16)}{(z-1)^2z^2} \text{Li}_4(z) \right) \\
- \frac{72}{25} \text{Li}_3(z) \left[ (z-2)z^5(16z^6 - 80z^5 + 179z^4 - 220z^3 + 165z^2 - 66z + 22) \log(z) \right. \\
\left. + (z-1)^5(z+1)(16z^6 - 112z^5 + 339z^4 - 578z^3 + 605z^2 - 396z + 36) \log(z) \right] \\
+ \frac{8}{(z-2)(2z^{10} - 7z^9 + 11z^8 - 8z^7 + 4z^6 - 2z^5 + 10z^4 - 20z^3 + 20z^2 - 10z + 2)} \right) \\
+ \left. \text{Li}_3(1-z) \left( \frac{(z-1)^4(16z^8 - 16z^7 + 3z^6 + 6z^2 - 32z + 32)}{z^2} \log(z) \right. \right. \\
\left. + (z-1)^5(z+1)(16z^6 - 16z^5 + 19z^4 - 16z^3 + 19z^2 - 16z + 16) \log(1-z) \right) \]
\[-8 (z+1) \left( 2z^{10} - 13z^9 + 38z^8 - 68z^7 + 88z^6 - 92z^5 + 88z^4 - 68z^3 + 38z^2 - 13z + 2 \right) \right) \right] \\
+ \frac{576}{25(z-1)^2} Li_2(z) \left[ (z-2) \left( 2z^{10} - 7z^9 + 11z^8 - 8z^7 + 4z^6 - 2z^5 - 10z^4 - 20z^3 + 20z^2 - 10z + 2 \right) \log(z) \right] + (z+1) \left( 2z^{10} - 13z^9 + 38z^8 - 68z^7 + 88z^6 - 92z^5 + 88z^4 - 68z^3 + 38z^2 - 13z + 2 \right) \log(1-z) \right] \\
+ \frac{6(2z-1)}{25(z-1)^2} \pi \left( \log(1-z)^3 \right)^2 \log(1-z) - 4 \log(z) \right] \\
\times \left( 2z^6 - 66z^5 + 165z^4 - 220z^3 + 179z^2 - 80z + 16 \right) \\
- \frac{36(z+1)}{25z^2} \log(1-z) \log(z)^2 \\
+ \frac{576(z-2)(z-1)^4}{25z^2} \log(1-z) \log(z)^2 \\
+ \frac{12(z-1)(2z^6 - 66z^5 + 165z^4 - 220z^3 + 179z^2 - 80z + 16)}{25(z-1)^2} \pi^2 \\
+ \frac{36}{25} \left( 16z^8 - 64z^7 + 96z^6 - 64z^5 - 17z^4 + 66z^3 - 97z^2 + 64z - 16 \right) \log(1-z) \log(z) \\
+ \frac{1}{150} \left( 1728z^8 - 8374z^7 + 15593z^6 - 14870z^5 + 8390z^4 - 14870z^3 + 15593z^2 - 8374z + 1728 \right) \\
- \frac{96(z+1)}{25(z-1)^2} \left( 2z^{10} - 13z^9 + 38z^8 - 68z^7 + 88z^6 - 92z^5 + 88z^4 - 68z^3 + 38z^2 - 13z + 2 \right) \pi^2 \\
+ \frac{72}{125(z-1)^2} \left( 12z^{11} - 66z^{10} + 156z^9 - 207z^8 + 510z^7 - 977z^6 + 2136z^5 - 3091z^4 + 2902z^3 - 1695z^2 + 560z - 80 \right) \log(1-z) \\
+ \frac{18}{25} \left( z-1 \right)^2 \left( z^4 - 2z^3 + 3z^2 - 6z + 3 \right) \log(z)^2 \\
+ \frac{72}{125(z-1)^2} \left( 12z^{11} - 66z^{10} + 156z^9 - 207z^8 + 510z^7 - 1585z^6 + 3960z^5 - 6050z^4 + 5780z^3 - 3390z^2 + 1120z - 160 \right) \log(1-z) \\
+ \frac{1}{150} \left( 1728z^8 - 5450z^7 + 5359z^6 + 398z^5 + 4195z^4 + 14472z^3 - 20952z^2 + 13824z - 3456 \right) \log(z) \\
+ \frac{2z^4 \left( 16z^8 - 112z^7 + 339z^6 - 578z^5 + 605z^4 - 396z^3 + 136z^2 - 104z - 18 \right)}{125(z-1)^2} \pi^4
\[ + \frac{288(3 z^8 - 12 z^7 + z^6 + 39 z^5 - 188 z^4 + 297 z^3 - 250 z^2 + 110 z - 20)}{125(z-1)z} \zeta(3) \]
\[ + \frac{1}{75}(z^2 - z + 1)(64 z^6 - 2592 z^5 + 1213 z^4 + 1894 z^3 + 1213 z^2 - 2592 z + 864) \} \text{.} \] (H.1)

The corresponding anomalous dimensions are, in terms of harmonic sums,
\[ \gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \frac{\partial}{\partial n} \left( \gamma_n^{(1)} \right) + \frac{72}{625} \left( J^4 - 7J^2 + 15 \right) \mathcal{S}_3(2n+3) \]
\[ + \frac{1}{J^2(J^2-6)} \left( \frac{30(5J^4 - 20J^2 + 12)}{J^2 - 2} \right) \mathcal{S}_3(2n+3) \]
\[ - \frac{1}{J^2(J^2-6)(J^2-2)} \left( \frac{J^2}{24} \left( 24J^8 + 10475J^6 - 105854J^4 + 325940J^2 - 265800 \right) \right) \]
\[ + 2(J^{12} - 22J^{10} + 196J^8 - 925J^6 + 2226J^4 - 4356J^2 + 1800) H_{2n+3} \]
\[ - (J^2 - 12)(J^6 - J^4 + 45J^2 - 90) \zeta(3) \right] . \] (H.2)

and the function expressing the violation to the derivative relation is
\[ \delta C_n^{(2)} = \frac{36}{625} \left[ - (J^4 - 7J^2 + 15) \sigma_4(2n+3) \right. \]
\[ + \frac{1}{J^2(J^2-6)(J^2-2)} \left( - 120(5J^4 - 20J^2 + 12) \sigma_3(2n+3) \right. \]
\[ + 4(J^{12} - 16J^6 + 100J^4 - 100J^2 + 276) \sigma_2(2n+3) + 2(J^6 - 17J^4 - 32J^2 + 660) \left. \right] . \] (H.3)

For large \( J \), one gets the following expansions:
\[ \gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \frac{\partial}{\partial n} \left( \gamma_n^{(1)} \right) - \frac{3(-2592\zeta(3) + 60\pi^2 + 2215)}{125J^2} - \frac{12(-2592\zeta(3) + 60\pi^2 + 2215)}{125J^4} \]
\[ + \frac{144(90\log(J) + 1296\zeta(3) - 28\pi^2 + 90\gamma_E - 1295)}{125J^6} \]
\[ + \frac{288(360\log(J) + 3888\zeta(3) - 82\pi^2 + 360\gamma_E - 4065)}{125J^8} \]
\[ + \frac{144(12600\log(J) + 46656\zeta(3) - 976\pi^2 + 12600\gamma_E - 62913)}{125J^{10}} \]
\[ + \frac{2304(12600\log(J) + 122472\zeta(3) - 2555\pi^2 + 12600\gamma_E - 116140)}{875J^{12}} + \mathcal{O}\left( \frac{1}{J^{14}} \right) , \] (H.4)

and
\[ \delta C_n^{(2)} = \frac{72}{J^8} + \frac{432}{J^{10}} + \frac{394272}{125J^{12}} + \frac{574573824}{4375J^{16}} + \mathcal{O}\left( \frac{1}{J^{18}} \right) . \] (H.5)

Note that the expansion of \( \delta C_n^{(2)} \) begins with \( J^{-8} = J^{-2(2\Delta_q)} \), as discussed around eq. (5.26). Let us also observe that one can perform a coupling redefinition by adding
a tree-level $\phi^4$ solution with an appropriate constant in such a way that the expansion starts with $J^{-6}$:

$$\gamma^{(2)}_n = \frac{1}{2} \gamma^{(1)}_n \frac{\partial}{\partial n} (\gamma^{(1)}_n) + \frac{72 (180 \log(J) + 4\pi^2 + 180\gamma_E - 375)}{125J^6} + \frac{144 (720 \log(J) + 16\pi^2 + 720\gamma_E - 1485)}{125J^8} + \frac{144 (12600 \log(J) + 104\pi^2 + 12600\gamma_E - 23043)}{125J^{10}} + \frac{576 (10080 \log(J) + 224\pi^2 + 10080\gamma_E - 9185)}{175J^{12}} + O\left(\frac{1}{J^{14}}\right). \tag{H.6}$$

For $\Delta_\phi = 3$ we only give the CFT data:

$$\gamma^{(2)}_n = \frac{1}{2} \gamma^{(1)}_n \frac{\partial}{\partial n} (\gamma^{(1)}_n) + \frac{25}{43218} \left[ 2(J^8 - 38J^6 + 444J^4 - 1752J^2 + 3024) + \frac{1}{J^2} \frac{1}{(J^2 - 20)(J^2 - 6)(J^2 - 2)} \left( 10080 (7J^8 - 196J^6 + 1588J^4 - 3744J^2 + 1728) \right) S_3(2n + 5) \right]$$

$$- \frac{1}{J^2} \frac{1}{(J^2 - 20)(J^2 - 12)(J^2 - 6)(J^2 - 2)} \left( \frac{J^2}{15} (15J^{18} - 1620J^{16} + 75870J^{14} + 31287716J^{12} - 1764932904J^{10} + 36039913872J^8 - 34387332736J^6 + 1575058355328J^4 - 3201515606016J^2 + 2303304837120) + 2(J^{22} - 105J^{20} + 4726J^{18} - 119588J^{16} + 1879728J^{14} - 19221824J^{12} + 130870656J^{10} - 603476736J^8 + 1873904256J^6 - 3955889664J^4 + 6135367680J^2 - 243853600) H_{2n+5} \right) \tag{H.7}$$

$$- (J^2 - 30) (J^{12} - 34J^{10} + 532J^8 - 1896J^6 + 44976J^4 - 854784J^2 + 1532160) \zeta(3) \right],$$

and the function expressing the violation to the derivative relation is

$$\delta C^{(2)}_n = \frac{25}{86436} \left[ - (J^8 - 38J^6 + 444J^4 - 1752J^2 + 3024) \sigma_4(2n + 5) \right.$$

$$\left. + \frac{1}{J^2 (J^2 - 20)(J^2 - 12)(J^2 - 6)(J^2 - 2)} \left( -40320 (7J^8 - 196J^6 + 1588J^4 - 3744J^2 + 1728) \sigma_3(2n + 5) + 4(J^{16} - 79J^{14} + 552J^{12} - 43756J^{10} + 435832J^8 - 2463072J^6 + 7122144J^4 - 6308352J^2 + 1565824J^0) \sigma_2(2n + 5) + 2(J^{14} - 80J^{12} + 2633J^{10} - 46474J^8 + 414820J^6 - 824504J^4 + 9362688J^2 + 47859840) \right) \right]. \tag{H.8}$$
For large $J$, one gets the following expansions:

\[
\gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \frac{\partial}{\partial n} \left( \gamma_n^{(1)} \right) - \frac{10 \left( -1026000 \zeta(3) + 3150 \pi^2 + 1190117 \right)}{9261 J^2} \\
\quad - \frac{40 \left( -1026000 \zeta(3) + 3150 \pi^2 + 1190117 \right)}{3087 J^4} \\
\quad + \frac{40 \left( 3500 \log(J) + 2052000 \zeta(3) - 5800 \pi^2 + 3500 \gamma_E - 2393359 \right)}{343 J^6} \\
\quad + \frac{80 \left( 56000 \log(J) + 19836000 \zeta(3) - 52900 \pi^2 + 56000 \gamma_E - 23225637 \right)}{343 J^8} \\
\quad + \frac{80}{9033} \left( 6951000 \log(J) + 1177848000 \zeta(3) - 3022800 \pi^2 + 5000 \log(J) \right) \\
\quad + 17612316000 \zeta(3) - 44118900 \pi^2 + 153594000 \gamma_E - 20877432697 \right) + O \left( \frac{1}{J^6} \right). 
\]

(H.9)

\[
\delta C_n^{(2)} = \frac{28800}{J^{12}} + \frac{14852498225}{14406 J^{14}} + O \left( \frac{1}{J^{16}} \right). 
\]

(H.10)

Note that the expansion of $\delta C_n^{(2)}$ begins with $J^{-12} = J^{-2(2\Delta_\phi)}$, as discussed around eq. (5.26). Let us also observe that one can perform a coupling redefinition by adding a tree-level $\phi^4$ solution with an appropriate constant in such a way that the expansion starts with $J^{-6}$:

\[
\gamma_n^{(2)} = \frac{1}{2} \gamma_n^{(1)} \frac{\partial}{\partial n} \left( \gamma_n^{(1)} \right) + \frac{5000 \left( 28 \log(J) + 4 \pi^2 + 28 \gamma_E - 105 \right)}{343 J^6} \\
\quad + \frac{10000 \left( 1344 \log(J) + 192 \pi^2 + 1344 \gamma_E - 5201 \right)}{1029 J^8} \\
\quad + \frac{2000 \left( 92680 \log(J) + 7912 \pi^2 + 92680 \gamma_E - 294189 \right)}{343 J^{10}} \\
\quad + \frac{8000 \left( 6143760 \log(J) + 398160 \pi^2 + 6143760 \gamma_E - 17915371 \right)}{3087 J^{12}} + O \left( \frac{1}{J^{16}} \right). 
\]

(H.11)

H.2 Derivative interactions

Here we list some of our results for derivative interactions in the case of a single field, i.e. the solutions with $q > 0$ in the notation of section 4.1. As discussed in section 6.1.2, we can express the difference from loop correlators with $q > 0$ and that with $q = 0$ in terms of a function $\mathcal{G}(z)$ of reduced transcendentality. Here we provide results for that function, and the corresponding CFT data, for $\Delta_\phi = 1$ and $1 \leq q \leq 2$. All of our results are found to agree with those obtained using the PM bootstrap, as one can check for example comparing them to eqs. (3.30), (3.31), (3.34).
\[ \Delta = 1, \; q = 1. \] We have \( \alpha(q = 1, \Delta = 1) = \frac{36}{1225}, \) and the function \( G(z) \) is

\[
G(z) = \frac{1}{(1 - z)^{2\Delta}} \left\{ \frac{18z^2(9z^6 - 44z^5 + 85z^4 - 80z^3 + 35z^2 + 6z - 2)}{1225(z - 1)^2} \log^2(z) - \frac{18(18z^5 - 72z^4 + 107z^6 - 69z^5 + 17z^4 - 3z^3 + 9z^2 - 7z + 2)}{1225(z - 1)^2} \log(z) \log(1 - z) + \frac{3(120z - 1)^2(2z^2 - 7z + 1)}{1225z^2} \left( 774z^6 + 2499z^5 - 3374z^4 + 2170z^3 - 2135z^2 + 1260z - 420 \right) \log(z) + \frac{3}{42875} \left( 120(z - 1)^4(2z^2 + 3z + 2) \zeta(3) + 774z^6 - 2145z^5 + 2489z^4 - 1816z^3 + 2489z^2 - 2145z + 774 \right) \log(1 - z) - \frac{3348(z^2 - z + 1)^2}{42875} \right\},
\]

(H.12)

and the corresponding differences between CFT data given in (6.24) and (6.25) can be expressed as

\[
\Gamma_n^{(2)}|_{q = 1} = \frac{1}{2} \gamma_n(1)|_{q = 1} \left( \frac{1}{2} \gamma_n(1)|_{q = 1} \right) - \frac{1}{2} \frac{36}{1225} \gamma_n(1)|_{q = 0} \left( \frac{1}{2} \gamma_n(1)|_{q = 0} \right) - \frac{18J^2}{1225} H_{2n+1} + \frac{36(J^2 - 2)(J^2 + 2)}{8575J^2} \zeta(3) - \frac{3(873J^4 - 2722)}{8575J^2}.
\]

(H.13)

and

\[
\Delta C_n^{(2)}|_{q = 1} = \frac{9(J^2 - 2)(J^2 + 4)}{1225} \sigma_2(2n+1) + \frac{9(J^{10} - 7J^8 - 4J^6 + 72J^4 - 32J^2 - 96)}{1225J^4(J^2 - 6)(J^2 - 2)}.
\]

(H.14)

This means that, using eqs. (6.24) and (6.25) to reconstruct the CFT data for \( q = 1, \) we have the following large \( J \) expansions:

\[
\gamma_n^{(2)}|_{q = 1} = \frac{1}{2} \gamma_n(1)|_{q = 1} \left( \frac{1}{2} \gamma_n(1)|_{q = 1} \right) - \frac{9J^2(140\log(J) - 40\zeta(3) + 140\gamma_E + 291)}{85750} - \frac{12(-360\zeta(3) + 557^2 - 447)}{42875J^2} - \frac{8(1680\log(J) + 1680\gamma_E - 1259)}{42875J^4} + \frac{48(9240\log(J) + 9240\gamma_E - 11933)}{471625J^8} + O\left( \frac{1}{J^{12}} \right),
\]

(H.15)

and

\[
\delta C_n^{(2)}|_{q = 1} = \Delta C_n^{(2)}|_{q = 1} + \frac{36}{1225} \delta C_n^{(2)}|_{q = 0} = \frac{24}{5J^8} - \frac{48}{875J^{12}} + \frac{1172832}{875J^{12}} - \frac{898752}{25J^{12}} + O\left( \frac{1}{J^{16}} \right).
\]

(H.16)

The last equation agrees with the prediction of (6.27) for \( \Delta = 1 \) and \( q = 1. \)
\[ \Delta_\phi = 1, q = 2. \] We have \( \alpha(q = 2, \Delta_\phi = 1) = \frac{225}{1002001}, \] and we shall give only the CFT data, still in terms of the quantities defined in eqs. (6.24) and (6.25):

\[
\Gamma_{n}^{(2)}|_{q=2} = \frac{1}{2} \left( \gamma_{n}^{(1)}|_{q=2} \right) \frac{\partial}{\partial n} \left( \frac{1}{2} \gamma_{n}^{(1)}|_{q=2} \right) - \frac{1}{2} \frac{225}{1002001} \left( \gamma_{n}^{(1)}|_{q=0} \right) \frac{\partial}{\partial n} \left( \frac{1}{2} \gamma_{n}^{(1)}|_{q=0} \right) - \frac{25J^2 \left( 49J^8 + 980J^6 + 1652J^4 - 5936J^2 + 58848 \right)}{13851661824} H_{1+2n} + \frac{(J^2 - 2)}{242346366624J^2} \left( 13J^{10} + 286J^8 - 72624J^6 - 441360J^4 + 9059040J^2 \right) + 181180800(3) + \frac{1}{241842286219742208000} \left( 43266897946747J^{12} - 737011060234940J^{10} + 2955217554271876J^8 + 5889841900120272J^6 - 336513215167931520J^4 + 117566350748870400 \right) \]

and

\[
\Delta C_{n}^{(2)}|_{q=2} = \frac{25(J^2 - 2)}{747989738496} \left( 49J^{10} + 3136J^8 + 40656J^6 + 93240J^4 + 1842912J^2 \right) + 7153920(1 + 2n \log(Je^E)) + \frac{25}{747989738496J^2} \prod_{s=0}^{\infty} (J^2 - s(s + 1)) \left( 49J^{26} - 2499J^{24} - 75572J^{22} + 597652J^{20} - 7750248J^{18} + 80781046J^{16} + 25470218304J^{14} - 24090490816J^{12} + 131839239168J^{10} - 2730286994688J^8 - 9721849319424J^6 + 4102329782400J^4 - 7417184256000J^2 - 5192028979200 \right) \]

This means that, using eqs. (6.24) and (6.25) to reconstruct the CFT data for \( q = 1, \) we have the following large \( \mathcal{J} \) expansions:

\[
\gamma_{n}^{(2)}|_{q=2} = \frac{1}{2} \gamma_{n}^{(1)}|_{q=1} \frac{\partial}{\partial n} \left( \frac{1}{2} \gamma_{n}^{(1)}|_{q=1} \right) = \frac{J^{10} \left( -21387816450000 \log(Je^{\mathcal{J}E}) + 1297296000 \zeta(3) + 34266897946747 \right)}{241842286219742208000} + \frac{J^{8} \left( -21387816450000 \log(Je^{\mathcal{J}E}) + 1297296000 \zeta(3) + 36672321207997 \right)}{12092114310987110400} + \frac{J^{6} \left( -180268738650000 \log(Je^{\mathcal{J}E}) - 18260938080000 \zeta(3) + 721159439996719 \right)}{60460571554935552000} + \frac{J^{4} \left( 5997641650000 \log(Je^{\mathcal{J}E}) - 684018720000 \zeta(3) + 1338807795371 \right)}{559820106990144000} + \frac{J^{2} \left( -107026379460000 \log(Je^{\mathcal{J}E}) + 380345232960000 \zeta(3) - 1400260738625923 \right)}{10076767192582259200} - \frac{6198755 \left( 7544275200000 \zeta(3) - 75424789440000 \pi^2 + 512858389080461 \right)}{342828630144} + \frac{11254325 \left( 25(19054683648 \log(Je^{\mathcal{J}E}) - 14279372279 \right))}{779935135776J^4} - \frac{5 \left( 543058439680 \log(Je^{\mathcal{J}E}) - 7013396580973 \right)}{377878572183472J^8} + \mathcal{O} \left( \frac{1}{J^9} \right), \quad (H.17)
\]
and

$$\delta C^{(2)}_n|_{q=2} = \Delta C^{(2)}_n|_{q=2} + \frac{25}{1002001}\delta C^{(2)}_n|_{q=0} = \frac{960}{7J^{12}} - \frac{4800}{J^{14}} + \frac{3761376480}{3773J^{16}} + O\left(\frac{1}{J^{18}}\right).$$

(H.20)

The last equation agrees with the prediction of (6.27) for $\Delta = 1$ and $q = 2$.
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