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Abstract—This work addresses the finite-time enclosing control problem where a set of followers are deployed to encircle and rotate around multiple moving targets with a predefined spacing pattern in finite time. A novel distributed and continuous estimator is firstly proposed to track the geometric center of targets in finite time using only local information for every follower. Then a pair of decentralized control laws for both the relative distance and included angle, respectively, are designed to achieve the desired spacing pattern in finite time based on the output of the proposed estimator. Through both theoretical analysis and simulation validation, we show that the proposed estimator is continuous and therefore can avoid dithering control output while still inheriting the merit of finite-time convergence. The steady errors of the estimator and the enclosing controller are guaranteed to converge to some bounded and adjustable regions around zero.
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I. INTRODUCTION

ENCIRCLING formation has been found very popular in natural swarms for its potential advantages in predation and protection [1]–[4], which draws more and more attention to the surrounding or enclosing control problems in recent years. The objectives of these problems usually involve attaining a formation for a group of followers to orbit around a common point with a predefined spacing pattern such that single or multiple targets (or leaders) can always be contained within the formation.

Early researches mainly concentrate on enclosing a single target due to its potential applications of attacking, entrapping, or protecting a target object [5], [6]. Results on the single-static-target enclosing problem can be found in [7]–[9]. In [7], a balanced enclosing pattern with uniform circular formation around the target at equal angular distances is studied for the unicycle-type mobile followers. Assuming only bearing measurements are available to the followers, the control methods to enclose a stationary target are investigated in [8]. Moving on, the enclosing control has been extended to nonlinear Euler-Lagrange dynamics with collision avoidance in [9].

More works attempt to enclose a single moving target. When the followers are assumed to have access to the target’s velocity, The cyclic pursuit strategy is developed where each agent simply pursues its predecessor to achieve the target-capturing task in 3D space, for holonomic agents in [10] and more general MIMO agents in [11], respectively. Later on, a local information control law is proposed in [12] for the moving-target-enclosing problem where the velocity of the target is bounded but not known a priori. More recent works on the moving-target-enclosing problem are developed regarding the linear dynamics of agents with input saturation in [13], regarding the nonholonomic agents using feedback linearization control method in [14], regarding mobile target with time-varying velocity under the consideration of collision avoidance in [15] and so on.

In the single-target case, the center of circular formation can be directly fixed on the target as its position is generally assumed to be observed by followers. However, enclosing multiple targets is more challenging because the followers must rotate around the targets’ geometrical center, and in practice, the followers can hardly make direct observations of this center. Instead, an extra estimator should be maintained by every follower to estimate the targets’ geometrical center using only local information, for example, the local measurements to a subset of targets and the exchanged messages from its neighbors. Enclosing multiple static leaders is investigated in [16], [17] for both the first- and second-order followers. The designed estimators can exponentially converge to the geometrical center using only their initial measurements to the targets. Then traditional enclosing control approaches for enclosing a single target case can be directly applied to multiple targets case given the output of estimators.

However, the exponentially convergent estimator cannot be applied to enclosing multiple moving targets because the accumulated tracking error between the output of the estimator and the time-varying geometrical center will lead to fatal divergence on the enclosing controller, which results in the development of a finite-time convergent estimator in [18]–[21]. Such an estimator can ensure to exactly track the targets’ geometrical center in finite time such that the accumulated error is tolerable by the enclosing controller. However, it currently still suffers from the dithering phenomenon (see Figure 3 in [18]) when either the estimator is converging or the adjacent estimators are similar due to the presence of discontinuous term. Although a smoothing function is suggested in [18] to relieve such a problem, no further evidence has been provided to guarantee that the smoothed estimator is still of finite-time convergence and its impact on enclosing control also waits for further investigation. Besides, current finite-time enclosing controllers in [19]–[21] mostly only consider the balanced spacing pattern and can only guarantee the finite-time convergence on the relative distance channel, while the included angle is still exponentially convergent.

Regarding the aforementioned problems, this paper ad-
dresses the finite-time enclosing control problem for multiple moving targets. A continuous estimator is designed to exactly track the targets’ geometrical center without dithering. Rigorous derivations are presented to show that the tracking error can be stabilized into a bounded and controllable stable region in finite time. Hereafter, two finite-time enclosing control laws are developed based on the output of the continuous estimator, which drive both the relative distance and the included angle to the predefined spacing pattern. Therefore, the steady enclosing formation is not necessarily a balanced one as considered in [18], [19].

The contributions of the proposed method are mainly three-fold,

1) A continuous estimator for the track of the targets’ geometrical center, which doesn’t cause dithering phenomenon and is still of finite-time convergence.
2) A pair of finite-time enclosing controllers, driving the errors of both relative distance and included angle to be stabilized into a small region in finite time. The steady spacing pattern can be arbitrarily specified and therefore the balanced cases in [18], [19] are included.
3) The principles for tuning the parameters in controller and estimator to adjust the tracking and controlling accuracy (i.e. the size of bounded stable regions)

II. PRELIMINARIES

Generally, there are two methods to prove the finite-time stability of a nonlinear system. The first one is by applying the following theorem [22].

**Theorem 1.** Consider the nonlinear system \( \dot{x} = f(x) \) with \( f(0) = 0 \), suppose that there exist a \( C^1 \) function \( V(x_0) \) defined on a neighborhood of the origin and two real numbers \( c > 0, \alpha \in (0, 1) \), such that

\[
V(x) \leq -cV^\alpha(x),
\]

then the origin of the system is finite-time stable and the upper bound of the settling time is

\[
T \leq \frac{V(0)}{c(1-\alpha)}.
\]

In addition, given a real constant \( \gamma < V(0) \), then the settling time \( T_1 \) guaranteeing \( V(t) < \gamma, \forall t > T_1 \) is

\[
T_1 \leq \frac{V(0) - \gamma}{c(1-\alpha)}.
\]

Another method utilizes the merit of homogeneous system, which can be defined by the following definitions,

**Definition 1.** A function \( V : \mathbb{R}^n \rightarrow \mathbb{R} \) is homogeneous of degree \( l \) with respect to the "standard dilation":

\[
\Delta_l(x_1, x_2, \cdots, x_n) = (\lambda x_1, \lambda x_2, \cdots, \lambda x_n)
\]

if and only if:

\[
V(\lambda x_1, \lambda x_2, \cdots, \lambda x_n) = \lambda^l V(x_1, x_2, \cdots, x_n)
\]

**Definition 2.** Considering the following system \( \dot{x} = f(x), x \in \mathbb{R}^n \), it is called to be homogeneous of degree \( q \) with respect to the standard dilation if and only if the \( i \)-th component \( f_i \) is homogeneous of degree \( q+1 \) with respect to the standard dilation, i.e. \( \dot{f}_i(\lambda x_1, \lambda x_2, \cdots, \lambda x_n) = \lambda q+1 f_i(x_1, \cdots, x_n) \), \( \lambda > 0, i = 1, 2, \cdots, n \).

Then the following theorem [23] can guarantee the finite-time stability of the homogeneous system,

**Theorem 2.** Let \( f(x), x \in \mathbb{R}^n \) be a homogeneous vector field of degree \( q \) with respect to the standard dilation, then the nonlinear system \( \dot{x} = f(x), x \in \mathbb{R}^n \) is finite-time stable if and only if it is asymptotically stable and \( q < 0 \).

In addition, the following two lemmas are instrumental to simplify the derivations of our main results,

**Lemma 1.** Given a vector \( x \in \mathbb{R}^n \) and a positive \( 0 < p < 1 \), then we have \( \sum_{i=1}^{n} |x_i|^p \leq \sum_{i=1}^{n} |x_i|^p \leq n^{1-p} \sum_{i=1}^{n} |x_i|^p \)

**Lemma 2.** Given two sets of functions \( \{b_i(t), b_j(t), \cdots, b_n(t), c_i(t), c_j(t), \cdots, c_n(t)\} \) and a symmetric matrix \( A = [a_{ij}] \in \mathbb{R}^{n \times n} \), then

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \left| a_{ij} (c_i(t) - c_j(t)) \right| |b_i(t) - b_j(t)|^q = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left| a_{ij} (c_i(t) - c_j(t)) \right| |b_i(t) - b_j(t)|^q
\]

where \( p, q > 0 \) are two odd positives. In addition, if \( c_i(t) = b_i(t), \forall i \in \{1, 2, \cdots, n\} \),

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \left| a_{ij} (c_i(t) - c_j(t)) \right| |b_i(t) - b_j(t)|^q = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \left| a_{ij} b_i(t) - b_j(t) |^q \right|
\]

And especially when \( c_i(t) = 1, \forall i \in \{1, 2, \cdots, n\},

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \left| a_{ij} b_i(t) - b_j(t) |^q \right| = 0
\]

III. PROBLEM FORMULATION

Consider a group of moving targets \( i, j \in \mathcal{V}_F = \{1, 2, \cdots, m\} \), called the leaders, that can move freely in a 2-D plane. Their dynamics can be formulated by,

\[
\dot{p}_l^i = v_i, \forall i \in \mathcal{V}_L
\]

In the same plane exists another group of moving agents, \( i, j \in \mathcal{V}_F = \{1, 2, \cdots, n\} \), called the followers, that are deployed to enclose the leaders with a predefined spacing pattern. The followers are also governed by

\[
\dot{p}_F^i = u_i, \forall i \in \mathcal{V}_F
\]

where \( p_l^i = [p_{i,x}, p_{i,y}]^T, p_F^i = [p_{i,x}, p_{i,y}]^T \) are the positions of leaders and followers, respectively. \( v_i \in \mathbb{R}^2 \) is the velocity of leader \( i \) and \( u_i \in \mathbb{R}^2 \) is the control input of follower \( i \). We firstly have the following assumptions regarding the communication and observation topology.

**Assumption 1.** The communication topology among followers is undirect and connected. The communication weights are either 0 or 1.
Assumption 2. Each leader is assumed to be observed by at least one follower during the enclosing. The follower can only observe its neighboring leaders’ positions while the velocities are unknown.

In addition, we further assume that,

Assumption 3. There exists a known positive constant β, such that

\[ \|v_i\|_2 \leq \beta, \forall i \in \mathcal{V}_k. \]

The enclosing problem is demonstrated in Fig. 1, where the neighbor strategy taken in this work is the same as that in [12], [15] and thus is omitted. Specifically, the targets’ geometrical center is equally represented as the leader’s average position (LAP) in the following sections. Formally, it can be computed by:

\[ \tilde{p}_i = \frac{1}{m} \sum_{j \in N_i} p'_i. \]  

(4)

Given the LAP, we can define the relative position between follower \( i \) and the LAP as:

\[ \Delta p_i = p_i - \tilde{p}_i = [\Delta p_i^x, \Delta p_i^y]^T. \]

Then the relative angle between the follower \( i \) and the LAP in the global frame is be denoted by

\[ \theta_i = \arctan(\frac{\Delta p_i^y}{\Delta p_i^x}). \]

As a result, the included angle from follower \( i \) to its successor \( i^+ \) is defined by:

\[ \hat{\theta}_i = \theta_{i^+} - \theta_i + \zeta_i \]

(5)

where

\[ \zeta_i = \begin{cases} 0, & \text{if } \theta_{i^+} - \theta_i \geq 0 \\ 2\pi, & \text{if } \theta_{i^+} - \theta_i < 0 \end{cases} \]

(6)

A predefined spacing pattern is encoded by \( \mathcal{P} = \{w_d, \rho_d, a\} \), which contains a set of desired included angles \( a = [a_1, a_2, \cdots, a_n]^T \), a desired circling radius \( \rho_d \) and a desired angular velocity \( w_d \) of followers when they finally rotate around the LAP. The pattern is said to be admissible if and only if \( \sum_{i=1}^{n} a_i = 2\pi, w_d > 0, \) and \( \rho_d > \max_{i \in \mathcal{V}_k}(\|p_i'' - \tilde{p}_i''\|_2) \).

Problem 1: Given Assumptions 1 - 3 and the MAS composed of leaders in (2) and followers in (3), design a distributed controller for all followers such that they encircle the leaders (i.e. move along a common circle centered at the LAP) and the desired admissible spacing pattern \( \mathcal{P} \) is achieved in finite time.

IV. CONTINUOUS FINITE-TIME ESTIMATOR

Acquiring the exact LAP is the key for every follower to distributively accomplish the Problem 1. One intuitive method is to collect all leaders’ positions in each follower and then make the calculation directly according to its definition in (4). However, it is usually difficulty or impossible in reality due to various practical limitations. A more meaningful approach is to maintain an estimator for the LAP using only local information, for example, the observations to a subset of neighboring leaders and the exchanged messages from other neighboring followers. A well-studied estimator is designed as:

\[
\begin{aligned}
\dot{r}_i &= \Phi_i + \tilde{p}_i, \\
\dot{\tilde{p}}_i &= \frac{n}{m} \sum_{j \in N_i} \frac{1}{|N_j|} p_j, \\
\Phi_i &= k_{sgn} \sum_{j \in N_i} \frac{r_j - r_i}{|r_j - r_i|}.
\end{aligned}
\]

(7)

It has been investigated in [18][19][20][21] that the output of this estimator \( r_i \) can exactly track the real LAP in finite time if Assumptions 1 - 3 hold and the estimator gain has \( k_{sgn} > \beta(n - 1) \).

However, such estimator consists of the discontinuous term \( \frac{r_j - r_i}{|r_j - r_i|} \), which can result in dithering when either the estimator is getting converging or the adjacent estimators are similar. Regarding this problem, we propose a continuous estimator as following,

\[
\begin{aligned}
\dot{r}_i &= \Phi_i + \tilde{p}_i, \\
\dot{\tilde{p}}_i &= \frac{n}{m} \sum_{j \in N_i} \frac{1}{|N_j|} p_j, \\
\Phi_i &= k_e \sum_{j \in N_i} a_{ij} \frac{(r_j - r_i)}{\alpha_i}.
\end{aligned}
\]

(8)

where \( a_1 = \frac{p_i}{\alpha_i} \), and \( p_1 > q_1 > 0 \) are two positive odds. \( k_e > 0 \) is the estimator gain. To show its effectiveness, we present the following theorem.

Theorem 3. Given Assumptions 1 - 3, considering the system in (2) and (3), then if each follower in the MAS maintains an estimator (8), there exist a settling time \( T_1 \) and a positive threshold \( \epsilon \), such that,

\[ \|r_i - \tilde{p}_i\|_2 \leq \epsilon, \forall t \geq T_1 \]

(9)

where the threshold can be adjusted by tuning the parameters in estimator.

Proof. Considering a Lyapunov candidate \( V_1 = \frac{1}{2} \sum_{i,j=1}^{n} \|r_i - r_j\|_2^2 = \frac{1}{2} \sum_{i,j=1}^{n} (r_i - r_j)^T (r_i - r_j) \), its derivative has

\[
\dot{V}_1 = \frac{1}{2} \sum_{i,j=1}^{n} \left[ (\dot{r}_i - \dot{r}_j)^T (r_i - r_j) + (r_i - r_j)^T (\dot{r}_i - \dot{r}_j) \right] \\
= \sum_{i,j=1}^{n} \left[ (r_i - r_j)^T (\Phi_i - \Phi_j) + (r_i - r_j)^T (\tilde{p}_i - \tilde{p}_j) \right].
\]

(10)
Substituting the estimator in (8) yields
\[
\dot{V} = \sum_{i,j=1}^{n} \left[ -k_e \left( r_i - r_j \right)^T \frac{a_{ijs_i}}{nk_e} \right] (r_i - r_j) + \sum_{i,j=1}^{n} \frac{k_e}{2} \left( a_{ijs_i} \right)^2
\]
which means the Lyapunov function will converge to the set \([0, f(\beta, k_e, \alpha_1)]\) in finite time
\[
T_1 \leq \frac{V_{i}^{\frac{1}{2}}(0) - \frac{f(\beta, k_e, \alpha_1)}{\eta}}{\eta}
\]
and will stay within the set, i.e. \(V_1(t) \in [0, f(\beta, k_e, \alpha_1)]\), \(\forall t > T_1\).

Since \(V_1 = \sum_{i,j=1}^{n} (r_i - r_j)^2\), for any two followers \(i, j\), the difference between their estimates has
\[
||r_i - r_j|| \leq \sqrt{V_1} \leq f(\beta, k_e, \alpha_1)
\]
before the settling time \(T_1\). In addition,
\[
\sum_{i=1}^{n} r_i(t) = k_e \int_{0}^{t} \sum_{i=1}^{n} a_{ij} (r_i - r_j)^{\frac{1}{2}} dt + \sum_{i=1}^{n} \tilde{p}_i
\]
Since
\[
\sum_{i=1}^{n} \sum_{j \in N_i} a_{ij} (r_i - r_j)^{\frac{1}{2}} = 0
\]
and
\[
\sum_{i=1}^{n} \tilde{p}_i = \sum_{i=1}^{n} \sum_{j \in N_i} \frac{1}{m} ||p_j|| = \frac{m}{n} \sum_{i=1}^{m} p_j = n \bar{p}
\]
Therefore,
\[
\frac{1}{n} \sum_{i=1}^{n} r_i = \bar{p}
\]
For any follower \(i \in V_i\), the error between the real LAP and the output of the estimate in (8) is
\[
||r_i - \bar{p}|| = ||r_i - \frac{1}{n} \sum_{j=1}^{n} r_j||
\]
\[
= \frac{1}{n} \sum_{j=1}^{n} ||r_i - r_j||
\]
\[
\leq \frac{1}{n} \sum_{j=1}^{n} ||r_i - r_j||
\]
\[
\leq f(\beta, k_e, \alpha_1)
\]
Let define \(\epsilon = f(\beta, k_e, \alpha_1)\), then this ends the proof of Theorem 3.

Remark that Theorem 3 ensures that the proposed continuous estimator can achieve a bounded accuracy in finite time. The upper bound of accuracy can be adjusted by tuning the parameters \(k_e, \alpha_1\) in the estimator. In practice, the preferred principles for determining \(k_e\) and \(\alpha_1\) could be:

1. choose a large \(k_e > 0\) such that \(nk_e > \eta + 2n\beta\).
2. given the desired accuracy \(\epsilon_d\) and settling time \(T_{1,d}\), \(\alpha_1\) should satisfy:

\[
\alpha_1 > \frac{\ln \epsilon_d}{\ln(\eta + 2n\beta) - \ln(nk_e)}
\]
and

\[
\alpha_1 > \frac{\ln \left[ \frac{V_{i}^{\frac{1}{2}}(0) - T_{1,d}a(nk_e - 2\beta)}{2} \right]}{\ln(\eta + 2n\beta) - \ln(nk_e)}
\]
V. CONTROLLER DESIGN

In this section, a controller is designed for Problem 1 to form the desired encircling formation. Firstly, we will show the property of finite-time convergence in Subsection V-A for the proposed controller without considering the estimated errors of the continuous estimators in (8). Then, the impact of estimated errors is analyzed in Subsection V-B.

A. Finite-time enclosing controller

After obtaining the estimate of LAP in each follower, we can define the estimated relative distance error:

\[ z_i = \rho'_i - \rho_d \]  

(14)

where \( \rho_i = |\Delta \rho'_i| \) and \( \Delta \rho'_i = p_i - r_i \) are the relative position vector between the follower and the estimated LAP. Similar to the definition of \( \theta_i \), we can further define the estimated included angle using \( \Delta \rho'_i \) as

\[ \theta'_i = atan2(\Delta \rho'^y_i, \Delta \rho'^x_i). \]

Then the error of estimated included angle is defined as:

\[ \hat{\delta}_i = \hat{\theta} - 1, \quad \hat{\theta} = \frac{\hat{\theta}'_i}{a_i}, \quad \hat{\delta}_i = \hat{\theta}'_i - \theta'_i + c_i \]

It's easy to verify that \( \sum_{i=1}^{n} a_i \hat{\delta}_i = \sum_{i=1}^{n} \hat{\theta}_i - \sum_{i=1}^{n} a_i = 2\pi - 2\pi = 0 \), i.e. \( a^T \delta = 0 \). The derivative of relative error is:

\[ \dot{z}_i = \dot{\rho}'_i, \quad \dot{\theta}'_i = \frac{d}{dt} \theta'_i \]

\[ = \frac{d}{dt} \sqrt{(\Delta \rho'^x_i)^2 + (\Delta \rho'^y_i)^2} \]

\[ = \frac{1}{2 \rho_i} \Delta \rho'^x_i \Delta \rho'^x_i + \Delta \rho'^y_i \Delta \rho'^y_i \]

\[ = \frac{1}{2 \rho_i} \Delta \rho'^T \Delta \rho_i = \frac{1}{2 \rho_i} \Delta \rho'^T \Delta \rho'_i \]

Regarding the included angle error, one has:

\[ \ddot{\delta}_i = \frac{\dot{\theta}'_i}{a_i} - 1, \quad \dot{\theta}'_i = \dot{\theta}'_i - \dot{\theta}'_i \]

Further, we have:

\[ \dot{\theta}'_i = \frac{1}{\rho_i} \frac{d}{dt} \frac{\Delta \rho'^y_i}{\Delta \rho'^x_i} \]

\[ = \frac{1}{\rho_i} [-\Delta \rho'_m \Delta \rho'_m] [-\Delta \rho'_m \Delta \rho'_m] ^T \frac{1}{\rho_i} \]

\[ = \varphi'^T \Delta \rho'_i \frac{1}{\rho_i} \]

Let \( \Delta \rho'_i = [\Delta \rho'_1, \Delta \rho'_2, \cdots, \Delta \rho'_n]^T, z = [z_1, z_2, \cdots, z_n]^T, \delta = [\delta_1, \delta_2, \cdots, \delta_n]^T \) be the compact vector of these variables respectively. Then we have

\[ \begin{cases} \dot{z} = \frac{1}{2} \text{diag}([\varphi'^T]) \Delta \rho'_i = \frac{1}{2} \phi \Delta \rho'_i \\ \dot{\delta} = -D^{-1} \Lambda^{-1} L_0 \phi \Delta \rho'_i \end{cases} \]

(19)

where \( D = \text{diag}(|\rho'_i|) \in \mathbb{R}^{n \times n}, L_0 \in \mathbb{R}^{n \times n} = \text{diag}(|\rho|) \) and \( L_{i,i} = 1, L_{i,i+1} = -1, \) and other elements are all zeros. The newly introduced matrices are defined as \( \Lambda = \text{diag}(\alpha) \in \mathbb{R}^{n \times n}, \phi = \text{diag}(|\varphi'^T|) \in \mathbb{R}^{n \times 2n}, \) and \( \phi_2 = \text{diag}(|\varphi'^T|) \in \mathbb{R}^{n \times 2n} \).

Then we design the following finite-time enclosing controller as:

\[ \begin{cases} u_i = \varphi'^T w_{z,i} + \varphi'^T \hat{w}_{s,i} + \hat{r}_i \\ w_{z,i} = -k_z \zeta^2_i \\ \hat{w}_{s,i} = k_\delta \hat{\delta}^3_i + w_d \end{cases} \]

(20)

It can be rewritten into a compact form as

\[ \begin{cases} \dot{u} = \phi^T w_z + \varphi'^T w_h + \hat{r} \\ w_z = -k_z \zeta^2 w_h \\ w_h = k_\delta \hat{\delta}^3 + w_d \end{cases} \]

(21)

where \( k_z, k_\delta \) are two positive control gains, \( \alpha_2 = \frac{p_2}{q_2}, \alpha_3 = \frac{p_3}{q_3}, \) \( p_2 > q_2 > p_3 > q_3 > 0 \) are all positive odds, \( \hat{r} \) is the derivative of the continuous estimator in (8), \( w_d \) is a constant indicating the desired rotating velocity for the enclosing formation.

Observing that \( \Delta \rho' = u - \hat{r} \) and \( L_0 u_{z,i} = 0 \), we can substitute the controller in (21) into the error dynamics (19), which yields

\[ \begin{cases} \dot{z} = -k_z \zeta^2 \frac{1}{2} \\ \dot{\delta} = -k_\delta D^{-1} \Lambda^{-1} L_0 \delta \end{cases} \]

(22)

Firstly, we show that the dynamic of the estimated included angle error \( \delta \) is globally asymptotically stable by the following lemma.

Lemma 3. Let \( \alpha_3 = \frac{p_3}{q_3} \) and \( p_3 > q_3 > 1 \) be two positive odds, then the origin of

\[ \ddot{\delta} = -k_\delta D^{-1} \Lambda^{-1} L_0 \delta \]

is globally asymptotically stable.

Proof. Considering the Lyapunov candidate function \( V_2 = \frac{a_3^2+1}{a_3} \delta^T \delta - \frac{a_3}{a_3} \sum_{i=1}^{n} \delta^T_3 = \frac{a_3^2+1}{a_3} \sum_{i=1}^{n} \delta^T_3 \), its derivative has:

\[ V_2 = \frac{n}{a_3} \delta^T_3 \delta_3 - \frac{n}{a_3} \sum_{i=1}^{n} \delta^T_3 \delta_3 - \frac{n}{a_3} \delta^T_3 \delta_3 \]

\[ = -\frac{1}{2} \sum_{i=1}^{n} \frac{k_\delta}{a_i \rho_i} \sum_{j=1}^{n} a_j (\delta^T_3 - \delta^T_3) \leq 0 \]

(23)

The equality holds if and only if \( \delta = e_1 \), where \( e \) is a constant. Since the error vector has the relationship of \( a^T \delta = 0 \), then the only solution for the equality is \( e = 0 \). Thus, we have \( V_2 \leq 0 \) with \( V_2 = 0 \) if and only if \( \delta = 0 \). Therefore, the origin is globally asymptotically stable.

Next, the fact that dynamic of the estimated included angle error \( \delta \) is a homogeneous system can be guaranteed by.

Lemma 4. Define the vector field \( H(\delta) = -k_\delta D^{-1} \Lambda^{-1} L_0 \delta \), then it is homogeneous of degree \( \frac{1}{a_3} - 1 \) with respect to the standard dilation.
Proof. Firstly, we show that $\delta_i^{\alpha_3}$ is homogeneous of degree $\frac{1}{\alpha_3}$ with respect to the standard dilation, i.e. for a $\lambda > 0$:

$$(\lambda \delta_i)^{\alpha_3} = \lambda^{\frac{1}{\alpha_3}} \delta_i^{\alpha_3}$$

Then, let’s denote the $i$-th component of the vector field $H(\delta)$ as $H_i(\delta) = -\frac{1}{a_i \rho_i} \sum_{j=1}^{n} a_{ij} (\delta_i^{\alpha_3} - \delta_j^{\alpha_3})$, whereby we can get:

$$H_i(\lambda \delta) = -\frac{1}{a_i \rho_i} \sum_{j=1}^{n} a_{ij} \left( (\lambda \delta_i)^{\alpha_3} - (\lambda \delta_j)^{\alpha_3} \right)$$

$$= -\lambda^{\frac{1}{\alpha_3}} \frac{1}{a_i \rho_i} \sum_{j=1}^{n} a_{ij} (\delta_i^{\alpha_3} - \delta_j^{\alpha_3})$$

$$= \lambda^{\frac{1}{\alpha_3}} H_i(\delta)$$

Therefore, we say that the vector filed is homogeneous of degree $\frac{1}{\alpha_3} - 1$ with respect to the standard dilation. □

Finally, we can conclude our main results of the finite-time controller as

**Theorem 4.** Given Assumptions 1 - 3, consider the MAS composed of $m$ leaders in (2) and $n$ followers in (3), then if each follower maintains an estimator in (8) and take the control input as (20), then the origin of the estimated error dynamics in (19) are finite-time stable, i.e. there exist settling time $T_2, T_3$ such that:

$$\begin{align*}
|\rho_i' - \rho_d| &= 0, \forall t > T_2 \\
|\delta_i' - a_i| &= 0, \forall t > T_3
\end{align*} (24)$$

**Proof.** On the one hand, given the results from Lemma 3 - 4, we can immediately derive the property of finite time convergence for the estimated included angle errors $\delta$ by recalling Theorem 2. Therefore, there exists a settling time $T_3$ such that $|\delta_i' - a_i| = 0, \forall t > T_3$.

On the other hand, regarding the estimated relative distance errors $z$, let consider the Lyapunov function $V_2 = \frac{1}{2} z^T z = \frac{1}{2} \sum_{i=1}^{n} z_i^2$. According to lemma 1, its derivative has:

$$\dot{V}_2 = -\sum_{i=1}^{n} z_i \dot{z}_i = -k_2 \sum_{i=1}^{n} z_i^{1+\frac{1}{\alpha_2}}$$

$$= -k_2 \sum_{i=1}^{n} \left( z_i^{\frac{\alpha_1+1}{\alpha_2}} \right)^{\frac{\alpha_2}{\alpha_1+1}} \leq -k_2 \left( \sum_{i=1}^{n} z_i^2 \right)^{\frac{2}{\alpha_2+1}} = -k_2 \frac{2}{2^{\alpha_2+1}} V_2$$

Therefore, the estimated relative distance errors $z$ will converge to zeros in finite time $T_2 \leq \frac{2^{\alpha_2+1}}{k_2} V_2(0) \frac{2^{\alpha_2+1}}{2^{\alpha_2+1}}$. This ends the proof of Theorem 4. □

**B. Bounded error**

The previous subsection shows that the proposed controller in (20) can achieve the desired spacing pattern $\mathcal{P}$ in finite time if the estimator can exactly track the real LAP in finite-time. However, the estimator designed in (8) can only guarantee a bounded accuracy in finite time. Therefore, the impact of the bounded accuracy on the controller is discussed in this subsection. Let define the real errors of both relative distance and the included angle as

$$\begin{align*}
&\{e_{\rho,i} = \rho_i - \rho_d \} \\
&\{e_{\delta,i} = \delta_i - \hat{\delta}_i - 1, \}
\end{align*} (26)$$

Then we present our analysis as following theorem,

**Theorem 5.** Given Assumptions 1 - 3, consider the MAS composed of $m$ leaders in (2) and $n$ followers in (3), then if each follower maintains an estimator in (8) and take the control input as (20), then there exist positive constants $e_{\rho}$ and $e_{\delta}$, such that:

$$\begin{align*}
|e_{\rho,i}| &< e_{\rho}, \forall t > T_1 + T_2 + T_3 \\
|e_{\delta,i}| &< e_{\delta}, \forall t > T_1 + T_2 + T_3
\end{align*} (27)$$

**Proof.** Firstly, it’s obvious that

$$e_{\rho,i} = z_i + \rho_i - \rho_i'$$

and

$$\begin{align*}
&e_{\delta,i} = \delta_i + \frac{\hat{\delta}_i - \delta_i'}{a_i} \\
&= \delta_i + \frac{\left( \theta_i + \hat{\theta}_i' \right) - \left( \theta_i - \delta_i' \right) }{a_i}
\end{align*}$$

where $\gamma_i = \theta_i - \delta_i'$ is the error between the real included angle and the estimated one as depicted in Fig. 2. Then, we can derive,

$$|e_{\rho,i}| < |\rho_i - \rho_i'| < \epsilon, \forall t > T_1 + T_2 + T_3$$

(28)
(a) The error of estimated relative distance

(b) The error of estimated included angle

(c) The estimated error between real LAP and the output of estimator

(d) The error of real relative distance

(e) The error of real included angle

(f) The control commands for all followers

Fig. 4: The errors of both relative distances and included angles

\[
\tan(\gamma_i) = \frac{e_z}{\rho_d} 
\]

\[
\Rightarrow |e_{\delta,i}| = \left| \gamma_{i+1} - \gamma_i \right| \leq 2 \max |\gamma_i| \frac{2 \arctan \frac{e_z}{\rho_d}}{a_i}, \quad \forall t > T_1 + T_2 + T_3. 
\]

Therefore, we can define \( e_{\rho} = \epsilon \) and \( e_{\delta} = \frac{2 \arctan \frac{e_z}{\rho_d}}{a_i} \).

This ends the proof of Theorem 5.

VI. SIMULATION

In the simulation, we consider the case with four followers and two leaders moving in 2-D plane. The network topology is demonstrated in Fig. 3, which meets the requirements of the Assumption 1 and 2. The leaders are moving across the plane with bounded velocities that are unknown to all followers, which are respectively,

\[
\begin{align*}
\nu_1 &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}, & \nu_2 &= \begin{bmatrix} 1 \\ \sin(\frac{1}{2} \pi + \frac{\pi}{4}) \end{bmatrix}.
\end{align*}
\]

The desired spacing pattern \( P \) is configured as follows. The desired relative distance between each agent and the real LAP is set to \( \rho_d = 8 \) m. The desired included angles between any pair of consecutive agents are fixed by \( a_i = \begin{bmatrix} \frac{2 \pi}{5}, \frac{4 \pi}{5}, \frac{6 \pi}{5}, \frac{8 \pi}{5} \end{bmatrix} ^T \).

Through simple calculation, we derive that

\[
\left\{ \begin{array}{l}
\inf_{\eta \to 0} (\epsilon, e_{\rho}) = \left( \frac{2n\beta}{nk_{e}} \right)^{2a_1} \approx 0.099949 \\
\inf_{\eta \to 0} e_{\delta} = \frac{2 \arctan \frac{e_z}{\rho_d}}{\min a_i} \approx 0.0199
\end{array} \right.
\]

TABLE I: Initial positions for the simulation case

| Nodes       | Followers | Leaders |
|-------------|-----------|---------|
| Pos(m)      | \([10; -20]\) | \([18; 12]\) | \([4; 12]\) | \([-2; 16]\) | \([0; 0]\) | \([1; 1]\) |

TABLE II: Parameters for the designed controller

|              |     |     |     |     |     |
|--------------|-----|-----|-----|-----|-----|
| \( k_e \)    | 6   | 2   | 3   | 2   | 3   |
| \( a_1 \)    |     |     |     |     |     |
| \( a_2 \)    |     |     |     |     |     |
| \( a_3 \)    |     |     |     |     |     |

The simulation results are demonstrated from Figs. 4 - 5. Specifically, Fig. 4 shows the performance of the controller in (21) and estimator in (8), where Fig. 4a and Fig. 4b are the evolution of the estimated errors of both the relative distances \( z_i, \forall i \in \mathcal{V}_F \) and included angles \( \delta_i, \forall i \in \mathcal{V}_F \). As proven by Theorem 4, they are exactly stabilized in finite-time. The real errors \( e_{z,i} \) and \( e_{\delta,i} \) demonstrated in Fig 4d and Fig. 4e,
however, converge to their theoretical accuracy in finite time as shown in Theorem 5. Fig. 4c shows the error between the real LAP and the output of continuous estimators that are maintained by all followers. We can see that the errors of all four estimators quickly converge into the stable region $[0, ε]$, which validates the correctness of Theorem 3. Although these errors are not exactly zeros in finite time, they become quite smaller than the theoretical accuracy $ε$. Fig. 4f presents the control commands of all followers over the simulation, which validate that the designed controller and estimator don’t cause dithering during the enclosing process. Lastly, Fig. 5 gives the trajectories of all followers up to 200s. From Figs. 4 - 5, we can see that the desired spacing pattern is achieved in finite time and can be maintained within the theoretical accuracy.

VII. CONCLUSION

The finite-time enclosing control problem using a multi-agent system for multiple moving targets is investigated in this paper. The proposed distributed estimator can track the geometrical center of multiple moving targets in finite time using only local information and the tracking accuracy is shown to be bounded and adjustable. Based on the output of this estimator, a pair of decentralized enclosing control laws are developed to achieve the desired spacing pattern in finite time. The steady errors of both the relative distance and included angle is bounded and can be adjusted by tuning the parameters in both estimator and controller. Future works may focus on reducing the tracking and controlling errors, extending the results to more general vehicles and so on.
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