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Abstract

In this paper we prove the strong averaging principle for a slow-fast system of rough differential equations. The slow and the fast component of the system are driven by a rather general random rough path and Brownian rough path, respectively. These two driving noises are assumed to be independent. A prominent example of the driver of the slow component is fractional Brownian rough path with Hurst parameter between 1/3 and 1/2. We work in the framework of controlled path theory, which is one of the most widely-used frameworks in rough path theory. To prove our main theorem, we carry out Khas’minskiĭ’s time-discretizing method in this framework.

1 Introduction

We study the averaging principle for slow-fast systems of stochastic differential equations (SDEs). Although a few different limit theorems are called by the same name, the one we focus on in this paper is most typically formulated in the following way.

Let \((w_t)\) and \((b_t)\) be two independent standard (finite-dimensional) Brownian motions (BMs). A slow-fast system of (finite-dimensional) SDEs are given by

\[
\begin{align*}
X^\varepsilon_t &= x_0 + \int_0^t f(X^\varepsilon_s, Y^\varepsilon_s)\,ds + \int_0^t \sigma(X^\varepsilon_s, Y^\varepsilon_s)\,db_s, \\
Y^\varepsilon_t &= y_0 + \varepsilon^{-1} \int_0^t g(X^\varepsilon_s, Y^\varepsilon_s)\,ds + \varepsilon^{-1/2} \int_0^t h(X^\varepsilon_s, Y^\varepsilon_s)\,dw_s,
\end{align*}
\]

where \(0 < \varepsilon \ll 1\) is a small parameter. The processes \(X^\varepsilon\) and \(Y^\varepsilon\) are called the slow component and the fast component, respectively. Suitable conditions are imposed on \(g\) and \(h\) so that the following frozen SDE satisfies certain ergodicity for every \(x\).

\[
Y^{x, y}_t = y + \int_0^t g(x, Y^{x, y}_s)\,dt + \int_0^t h(x, Y^{x, y}_s)\,dw_t,
\]

∗2020 Mathematics Subject Classification. Primary 60L90; Secondary 70K65, 70K70, 60F99.
†Key words and phrases. Slow-fast system, averaging principle, rough path theory.
‡The author thanks Professor Pei Bin for helpful comments. The author is supported by JSPS KAKENHI Grant No. 20H01807.
An associated unique invariant probability measure is denoted by $\mu^x$. Set $\bar{f}(x) = \int f(x, y)\mu^x(dy)$ and $\bar{\sigma}(x) = \int \sigma(x, y)\mu^x(dy)$ and consider the following averaged SDE:

$$\bar{X}_t = x_0 + \int_0^t \bar{f}(\bar{X}_s)ds + \int_0^t \bar{\sigma}(\bar{X}_s)db_s.$$ 

The averaging principle of this type, which was initiated by Khas’minskii [17], claims that $X^\varepsilon$ converges to $\bar{X}$ in an appropriate sense as $\varepsilon \searrow 0$. Even though the history is old and many papers have been written (see [7, 11, 12, 13, 21, 23, 26, 29, 33] for example), this research topic seems still quite active.

It should also be recalled that this averaging principle was generalized to various kind of stochastic equations. Examples include jump-type SDEs [10, 22, 28, 35, 36], distribution-dependent SDEs [27, 34], manifold-valued SDEs [19], functional-type SDEs such as SDEs with delay [1, 16, 31, 32] among others. (After a pioneering work [5], the case of stochastic partial differential equations has also been studied extensively. But, we do not discuss it in this paper.)

In all the preceding works mentioned above, the driving noises are (semi)martingales. One naturally wonders what happens to the averaging principle when the driving noise does not have (semi)martingale property. A prominent example of such noises is fractional Brownian motion (fBM). This research direction is fairly new and there are not many papers at the moment of writing.

When $(b_t)$ is fBM with Hurst parameter $H \in (1/2, 1)$ and $(w_t)$ is the usual BM, the averaging principle for slow-fasts systems like (2.1) was recently proved in [14, 24, 30, 15] under various settings. In these works, the integral $db_s$ is understood as a Young (i.e. a generalized Riemann-Stieltjes) integral. Concerning this kind of slow-fast systems driven by fBM with $H \in (1/2, 1)$ and BM, a few related problems have already been studied in [2, 3, 4]. Though it looks quite difficult to study the case where $(w_t)$ is also fBM, a recent preprint [20] made a first attempt in that direction.

When $(b_t)$ is fBM with Hurst parameter $H < 1/2$, the problem becomes quite difficult, mainly because neither Young integration nor Itô integration is available. In [25] the authors proved the averaging problem when $(b_t)$ is fBM with $1/3 < H \leq 1/2$ by using rough path (RP) theory. In the above mentioned paper, $db_s$ is actually understood as a RP integral along a fractional Brownian RP.

The present paper is a continuation of [25] and generalizes its main theorem to a considerable extent (see Remark 2.2 below for details). The framework of RP theory adopted in this paper and that in [25] are different. In this paper the controlled path (CP) theory is exclusively used, while in [25] a fractional calculus approach to RPs is mainly used.

The organization of this paper is as follows: In Section 2, we introduce assumptions on the coefficients and on the driving RP and then state our main theorem. A comparison with preceding works and examples are also given. In Section 3, following the textbook [8], we review CP theory. We also slightly generalize well-known results on the well-posedness of a rough differential equation (RDE) so that we can deal with the slow
component of the slow-fast system (2.1) of RDEs and the averaged RDE (2.2). All arguments in this section are deterministic. The first half of Section 4 is devoted to an rigorous introduction of the slow-fast system of RDEs in a deterministic way. An Itô-Stratonovich correction formula for the fast component is also given. The second half is devoted to showing non-explosion of the slow-fast system of RDEs when the driving RP is random. Some moment estimates of the solution, which will be used in the proof of our main theorem, are also obtained. In Section 5 we prove our main theorem by carrying out Khasʼminskii’s time-discretizing method in the framework of CP theory. In appendices some important known results are summarized. The most important ones among them are basic facts on the frozen SDE associated with (the fast component of) the slow-fast system.

Before closing Introduction, we introduce the notation which will be used throughout the paper. We denote the set of integers by \( \mathbb{N} \). The slow-fast system.

\[ \Delta \]

Appendices some important known results are summarized. The most important ones among them are basic facts on the frozen SDE associated with (the fast component of) the slow-fast system.

Below, \( \mathcal{V} \) and \( \mathcal{W} \) are (real) Banach spaces. The set of bounded linear maps from \( \mathcal{V} \) to \( \mathcal{W} \) is denoted by \( L(\mathcal{V}, \mathcal{W}) \). When \( \mathcal{V} = \mathbb{R}^n \) and \( \mathcal{W} = \mathbb{R}^m \), \( L(\mathcal{V}, \mathcal{W}) \) coincides with the set of all real \( m \times n \) matrices and is equipped with Hilbert-Schmidt norm instead of the operator norm.

- The set of all continuous paths \( \varphi: [a, b] \to \mathcal{V} \) is denoted by \( \mathcal{C}([a, b], \mathcal{V}) \). With the usual sup-norm \( \| \varphi \|_{\infty, [a,b]} \) on the \( [a, b] \)-interval, \( \mathcal{C}([a, b], \mathcal{V}) \) is a Banach space. The difference of \( \varphi \) is denoted by \( \varphi^1 \), that is, \( \varphi^1_{s,t} := \varphi_t - \varphi_s \) for \( (s, t) \in \Delta_{[a,b]} \).

- Let \( 0 < \gamma \leq 1 \). For a path \( \varphi: [a, b] \to \mathcal{V} \), the \( \gamma \)-Hölder seminorm is defined by

\[
\| \varphi \|_{\gamma, [a,b]} := \sup_{a \leq s < t \leq b} \frac{|\varphi_t - \varphi_s|_\mathcal{V}}{(t-s)^{\gamma}}.
\]

If the right hand side is finite, we say \( \varphi \) is \( \gamma \)-Hölder continuous on \( [a, b] \). The space of all \( \gamma \)-Hölder continuous paths on \( [a, b] \) is denoted by \( \mathcal{C}^\gamma([a, b], \mathcal{V}) \). The Banach norm on this space is \( |\varphi_a|_\mathcal{V} + \| \varphi \|_{\gamma, [a,b]} \).

- Let \( 0 < \gamma \leq 1 \). For a continuous map \( \eta: \Delta_{[a,b]} \to \mathcal{V} \), we set

\[
\| \eta \|_{\gamma, [a,b]} := \sup_{a \leq s < t \leq b} \frac{|\eta_{s,t}|_\mathcal{V}}{(t-s)^{\gamma}}.
\]

If this is finite, then \( \eta \) vanishes on the diagonal. The set of all such \( \eta \) with \( \| \eta \|_{\gamma, [a,b]} < \infty \) is denoted by \( \mathcal{C}^\gamma([a, b], \mathcal{V}) \), which is a Banach space with \( \| \eta \|_{\gamma, [a,b]} \).

- When \( [a, b] = [0, T] \), we write \( \mathcal{C}(\mathcal{V}) \), \( \mathcal{C}^\gamma(\mathcal{V}) \), \( \mathcal{C}^\gamma(\mathcal{V}) \) for these spaces and \( \| \cdot \|_{\infty} \), \( \| \cdot \|_{\gamma} \), \( \| \cdot \|_{\gamma} \) for the corresponding (semi)norms for simplicity of notation.
Let $U$ be an open set of $\mathbb{R}^m$. For $k \in \mathbb{N}$, $C^k(U, \mathbb{R}^n)$ stands for the set of $C^k$-functions from $U$ to $\mathbb{R}^n$. (When $k = 0$, we simply write $C(U, \mathbb{R}^n)$ instead of $C^0(U, \mathbb{R}^n)$.) The set of bounded $C^k$-functions $f: U \to \mathbb{R}^n$ whose derivatives up to order $k$ are all bounded is denoted by $C^k_b(U, \mathbb{R}^n)$, which is a Banach space with the norm $\|f\|_{C^k_b} := \sum_{i=0}^k \|\nabla^i f\|_{\infty}$. (Here, $\| \cdot \|_{\infty}$ stands for the usual sup-norm on $U$.)

## 2 Assumptions and main result

In this section we first introduce natural assumptions on the coefficients and driving random RP of the following slow-fast system. Then, we state our main theorem.

Our slow-fast system of RDEs, defined on the time interval $[0, T]$, is given by

$$
\begin{cases}
X_t^\varepsilon &= x_0 + \int_0^t f(X_s^\varepsilon, Y_s^\varepsilon)ds + \int_0^t \sigma(X_s^\varepsilon)dB_s, \\
Y_t^\varepsilon &= y_0 + \varepsilon^{-1} \int_0^t g(X_s^\varepsilon, Y_s^\varepsilon)ds + \varepsilon^{-1/2} \int_0^t h(X_s^\varepsilon, Y_s^\varepsilon)dW_s.
\end{cases}
$$

Here, $0 < \varepsilon \leq 1$ is a small constant and (the first level path of) $(X^\varepsilon, Y^\varepsilon)$ takes values in $\mathbb{R}^m \times \mathbb{R}^n$. The starting point $(x_0, y_0)$ is always deterministic and arbitrary. At the first stage, (2.1) is a deterministic system of RDEs driven by an $(d + e)$-dimensional RP which is denoted by $(B, W)$. A precise definition of the system (2.1) will be given in Section 4.

When we consider this slow-fast system of RDEs, we always impose the following conditions:

- $\sigma \in C^3_b(\mathbb{R}^m, L(\mathbb{R}^d, \mathbb{R}^m))$ and $h \in C^3(\mathbb{R}^m \times \mathbb{R}^n, L(\mathbb{R}^e, \mathbb{R}^n))$,
- $f \in C(\mathbb{R}^m \times \mathbb{R}^n, \mathbb{R}^m)$ is locally Lipschitz continuous and so is $g \in C(\mathbb{R}^m \times \mathbb{R}^n, \mathbb{R}^n)$.

These guarantee that the slow-fast system of RDEs always has a unique local solution. (This fact is well-known. See also Remark 3.4 below.) Since we show the strong version of the averaging principle in this work, we assume that $\sigma$ depends only on the slow variable.

To formulate our main result, we introduce several more assumptions on these coefficients.

(H1) $\sigma$ is of $C^3_b$.

(H2) $f$ is bounded and globally Lipschitz continuous.

(H3) $h$ is globally Lipschitz continuous.

(H4) There exist constants $\eta_1 \geq 0$ and $C > 0$ such that, for all $x \in \mathbb{R}^m$ and $y \in \mathbb{R}^n$,

$$
|g(x, y)| \leq C(|x|^\eta_1 + |y|^\eta_1 + 1).
$$

We set the following condition for $r \geq 0$: 
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(H5) There exist constants \( \eta_2 \geq 0 \) and \( C > 0 \) such that, for all \( x_1, x_2 \in \mathbb{R}^m \) and \( y \in \mathbb{R}^n \),

\[
|g(x_1, y) - g(x_2, y)| \leq C|x_1 - x_2|(1 + |x_1|^q_2 + |x_2|^q_2 + |y|^r).
\]

Next, we set the following condition for \( q \geq 2 \). If \( q' > q \), then (H6) \( q' \) obviously implies (H6) \( q \) without changing the constants \( \gamma_1, \eta_3, C \).

(H6) There exist constants \( \gamma_1 > 0 \), \( C > 0 \) and \( \eta_3 \geq 0 \) such that, for all \( x \in \mathbb{R}^m \) and \( y \in \mathbb{R}^n \),

\[
2\langle g(x, y) \rangle + (q - 1)|h(x, y)|^2 \leq -\gamma_1|y|^2 + C(|x|^q_3 + 1).
\]

(H7) There exists a constant \( \gamma_2 > 0 \) such that, for all \( x \in \mathbb{R}^m \) and \( y_1, y_2 \in \mathbb{R}^n \),

\[
2\langle y_1 - y_2, g(x, y_1) - g(x, y_2) \rangle + |h(x, y_1) - h(x, y_2)|^2 \leq -\gamma_2|y_1 - y_2|^2.
\]

Let \( T \in (0, \infty) \) and \( \frac{1}{3} < \alpha_0 \leq \frac{1}{2} \). Let \( (\Omega, F, \mathbb{P}; \{F_t\}_{0 \leq t \leq T}) \) be a filtered probability space satisfying the usual condition. On this probability space, the following two independent random variables \( w \) and \( B = (B^1, B^2) \) are defined. The former, \( w = (w_t)_{0 \leq t \leq T} \), is a standard \( d \)-dimensional \( \{F_t\} \)-BM. The Itô RP lift of \( w \) is denoted by \( W = (W^1, W^2) \).

The latter, \( B = \{ (B_{s,t}^1, B_{s,t}^2) \}_{0 \leq s \leq t \leq T} \), is an \( \Omega_\alpha(\mathbb{R}^d) \)-valued random variable (i.e., random RP) for every \( \alpha \in (1/3, \alpha_0) \). Here, \( \Omega_\alpha(\mathbb{R}^d) \) is the space of \( \alpha \)-Hölder RPs over \( \mathbb{R}^d \). We assume that \( (B_{s,t}^1, B_{s,t}^2) \) is \( F_t \)-measurable for every \((s, t)\) with \( 0 \leq s \leq t \leq T \). Note that \( B \) need not be (weakly) geometric.

We assume the following condition on the integrability of \( B \). Below, \( \|B\|_\alpha := \|B^1\|_\alpha + \|B^2\|_\alpha^{3/2} \) denotes the \( \alpha \)-Hölder homogeneous RP norm over the time interval \([0, T]\).

(A) For every \( \alpha \in (1/3, \alpha_0) \) and \( p \in [1, \infty) \), we have \( \mathbb{E}[\|B\|_\alpha^p] < \infty \).

Under this assumption, the mixed random RP \( (B, W) \) and the slow-fast system \((2.1)\) of RDEs driven by it can be defined in a natural way (see Section 4 for precise definitions). We will show the averaging principle for \((2.1)\) when it is driven by this random RP.

Before we provide our main theorem, we introduce the frozen SDE and the averaged RDE associated with the slow-fast system \((2.1)\) in the usual way. The frozen SDE is given as follows:

\[
Y^x_{t,y} = y + \int_0^t g(x, Y^x_{t,y}) dt + \int_0^t h(x, Y^x_{t,y}) d^d w_t,
\]

Here, \((x, y) \in \mathbb{R}^m \times \mathbb{R}^n\) are deterministic and arbitrary and \( d^d w_t \) stands for the standard Itô integral with respect to a standard \( d \)-dimensional BM \((w_t)\). (A more precise definition will be given in Eq. \((C.1)\).) Under suitable conditions, the Markov semigroup \((P^x_t)_{t \geq 0}\) defined by \( P^x_t \varphi(y) = \mathbb{E}[\varphi(Y^x_{t,y})] \) has a unique invariant probability measure, which is denoted by \( \mu^x \) (see Lemma \((C.3)\) below for details). It should be noted that we are only interested in the law of \( Y^x_{t,y} \) and hence any realization of BM will do.
Define the averaged drift by \( \bar{f}(x) = \int_{\mathbb{R}^n} f(x, y) \mu^x(dy) \) for \( x \in \mathbb{R}^m \). The averaged RDE is given as follows:

$$\begin{align*}
\bar{X}_t &= x_0 + \int_0^t \bar{f}(\bar{X}_s) ds + \int_0^t \sigma(\bar{X}_s) dB_s
\end{align*}$$

Here, \( x_0 \in \mathbb{R}^m \) is the same as in (2.1). It will be shown that under suitable conditions, this RDE has a unique global solution (see Propositions 3.6 and C.5 below for details).

Now we are in a position to state our main result. It claims that (the first level path of) the slow component of the slow-fast system (2.1) of RDEs converges as \( \varepsilon \to 0 \) to (the first level path of) the averaged RDE (2.2) in \( L^p \)-sense. This generalizes the main result of [25]. Here, \( \| \cdot \|_\beta \) stands for the \( \beta \)-Hölder (semi)norm of a usual path over the time interval \([0, T]\).

**Theorem 2.1.** Assume (A), (H1)–(H4), (H5)\(_r\), (H6)\(_q\) and (H7) for some \( q \geq 2 \) and \( r \geq 0 \) such that \( q > 2r \). Then, for every \( p \in [1, \infty) \) and \( \beta \in (\frac{1}{3}, \alpha_0) \), we have

$$\lim_{\varepsilon \to 0} \mathbb{E}[\|X^\varepsilon - \bar{X}\|^p_\beta] = 0.$$ 

**Remark 2.2.** (1) In this paper Brownian RP which drives the fast component of the slow-fast RDEs is of Itô type, while in [25] it is of Stratonovich type. However, as will be explained in Lemma 4.3 and Remark 4.4, one can easily switch between the two formulations by adding or subtracting a standard correction term (even at the deterministic level). So, this is just a superficial difference.

(2) Our main theorem above is stronger than [25, Theorem 1.2]. The main differences are as follows:

- In [25], \( B \) is fractional Brownian RP with \((\frac{1}{3}, \frac{1}{2}]\). In this paper, \( B \) is a much more general random RP. (See also Example 2.4)

- The conditions on the coefficients \( \sigma, h, f, g \) are relaxed in this paper. (See also Example 2.5)

- In [25, Theorem 1.2], \( L^1 \)-convergence of \( \|X^\varepsilon - \bar{X}\|_\infty \) was proved. In this paper, \( L^p \)-convergence of \( \|X^\varepsilon - \bar{X}\|_\beta \) is proved for every \( 1 \leq p < \infty \).

Also, as was mentioned earlier, the framework of RDE theory used in this paper is different from that in [25].

**Remark 2.3.** The law of \( X^\varepsilon - \bar{X} \) is uniquely determined by the law of \( B = (B^1, B^2) \) and the \( e \)-dimensional Wiener measure. So, the choice of a filtered probability space that carries \( B \) and \( w \) does not matter.

Verifying the existence of such a filtered probability space is not difficult. First, a complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) that supports independent \( B \) and \( w \) clearly exists. Then, we set \( \mathcal{F}_t = \sigma\{w_u \mid 0 \leq u \leq t\} \vee \sigma\{B\} \vee \mathcal{N}, 0 \leq t \leq T \), for example. Here, \( \mathcal{N} \) is the collection of \( \mathbb{P} \)-zero sets. Then, \( w \) is an \( \{\mathcal{F}_t\}\)-BM. The standard proof of the right continuity of Brownian filtration still works for \( \{\mathcal{F}_t\} \) after trivial modifications. Thus, \( \{\mathcal{F}_t\} \) satisfies the usual condition and \((\Omega, \mathcal{F}, \mathbb{P}; \{\mathcal{F}_t\}_{0 \leq t \leq T}) \) is a desired example.
Example 2.4. We provide some examples of $B = (B^1, B^2)$ satisfying Assumption (A) in Theorem 2.1.

1. A deterministic RP $B \in \Omega_{\alpha_0}(\mathbb{R}^d)$ with $\frac{1}{3} < \alpha_0 \leq \frac{1}{2}$. (In this case, we can actually take $\beta = \alpha_0$ in Theorem 2.1.)

2. Fractional Brownian RP $B^H$ with Hurst parameter $\frac{1}{3} < H \leq \frac{1}{2}$. In this case $\alpha_0 = H$. Note that when $H = 1/2$, $B^H$ is Brownian RP of Stratonovich type.

3. Brownian RP $\tilde{B}$ of Itô type. In this case $\alpha_0 = 1/2$.

4. Mixture of fractional Brownian RP and Brownian RP of Itô type. Let $B^H$ and $\tilde{B}$ be as in (2) and (3) above, respectively and assume they are independent. Then, the mixed RP $(B^H, \tilde{B})$ becomes an example with $\alpha_0 = H$. (The precise definition of mixture will be given in Definition 4.5.) It should also be noted that mixture of $(B^H, \tilde{B})$ and $W$ equals mixture of $B^H$ and $(\tilde{B}, W)$. Here, $W$ is another Brownian RP of Itô type and $\{B^H, \tilde{B}, W\}$ are assumed to be independent.

5. In [9, Chapter 15] and [8, Chapters 10–11], there are examples of Gaussian RP whose Hölder regularity is between $1/3$ and $1/2$. Since they satisfy an integrability theorem of Fernique type, their RP norms have moments of all orders. So, these Gaussian RP are nice examples.

A slow-fast system of usual SDEs basically corresponds to (3). The driving process of a slow-fast system in [25] is that of (2). In [30], the slow component is driven by BM and fBM with Hurst parameter $H \in (\frac{1}{2}, 1)$. So, the case (4) above can be viewed as a generalization of [30] to a RP setting.

The conditions on the coefficients $\sigma, h, f, g$ in Theorem 2.1 are strictly weaker than those in the main theorem of the preceding work [25, Theorem 1.2]. For example, the following “superlinear” example satisfies the conditions of the former, but does not satisfy those of the latter.

Example 2.5. Let $\kappa > 0$ and $\lambda, \phi : \mathbb{R}^m \to [\kappa, \infty)$ be $C^1$-functions such that $\nabla \lambda$ and $\nabla \phi$ are of at most polynomial growth in $x$. Set

$$g(x, y) = -\lambda(x)y|y|^2 - \phi(x)y, \quad x \in \mathbb{R}^m, y \in \mathbb{R}^n.$$

Let $\sigma, h, f$ satisfy (H1)–(H3). Then, (H4), (H5), for some $r \geq 0$, and (H6) for every $q \geq 2$ are all satisfied. If we assume in addition that $\|\nabla_y h\|_{\infty} < 2\kappa$, then (H7) is also satisfied. Here, $\nabla_y h$ is the partial gradient of $h$ in the $y$-variable. Therefore, these $\sigma, h, f, g$ satisfy the condition of Theorem 2.1.

3 Review of controlled path theory

This section is devoted to recalling CP theory. We basically follow the exposition in [8]. However, we slightly generalize the setting and improve some of the results for our
purpose. Note that everything in this section is deterministic. Throughout this section, \( \mathcal{V} \) and \( \mathcal{W} \) are Euclidean spaces and we assume \( \frac{1}{2} < \alpha \leq \frac{3}{2} \).

### 3.1 Rough paths and controlled paths

First, we recall the definition of \( \alpha \)-Hölder rough path (\( \alpha \)-RP or RP). A continuous map \( X = (X^1, X^2) : \Delta_T \rightarrow \mathcal{V} \otimes (\mathcal{V} \otimes \mathcal{V}) \) is called \( \mathcal{V} \)-valued \( \alpha \)-RP if \( \|X^i\|_{\alpha i} < \infty \) for \( i = 1, 2 \) and

\[
X_{s,t}^1 = X_{s,u}^1 + X_{u,t}^1, \quad X_{s,t}^2 = X_{s,u}^2 + X_{u,t}^2 + X_{s,u}^1 \otimes X_{u,t}^1, \quad s \leq u \leq t.
\]

The set of all \( \mathcal{V} \)-valued \( \alpha \)-RPs is denoted by \( \Omega_\alpha(\mathcal{V}) \), which is a complete metric space with the natural distance \( d_\alpha(X, \hat{X}) := \sum_{i=1}^{2} \|X^i - \hat{X}^i\|_{\alpha i} \). (Note that \( X^1 \) and \( X^2 \) vanish on the diagonal.) The homogeneous norm of \( X \) is denoted by \( \|X\|_\alpha := \|X^1\|_\alpha + \|X^2\|_{2\alpha/3} \). Obviously, \( \Omega_\alpha(\mathcal{V}) \subset \Omega_\beta(\mathcal{V}) \) if \( \frac{1}{2} < \beta \leq \alpha \leq \frac{3}{2} \). The dilation by \( \delta \in \mathbb{R} \) is defined by \( \delta X = (\delta X^1, \delta^2 X^2) \). Clearly, \( \|\delta X\|_\alpha = |\delta| \cdot \|X\|_\alpha \).

Now we recall the definition of a controlled path (CP) with respect to a reference RP \( X = (X^1, X^2) \in \Omega_\alpha(\mathcal{V}) \). Let \( [a, b] \subset [0, T] \) be a subinterval. We say that \( (Y, Y^\dagger, Y^\ddagger) \) is a \( \mathcal{W} \)-valued CP with respect to \( X \) on \( [a, b] \) if

\[
(Y, Y^\dagger, Y^\ddagger) \in C^\alpha([a, b], \mathcal{W}) \times C^\alpha([a, b], L(\mathcal{V}, \mathcal{W})) \times C^{2\alpha}_2([a, b], \mathcal{W})
\]

and

\[
Y_{t} - Y_{s} = Y_{s}^\dagger X_{s,t}^1 + Y_{s}^\ddagger, \quad (s, t) \in \Delta_{[a, b]}.
\]

The set of all such CPs with respect to \( X \) is denoted by \( \mathcal{Q}_X^\alpha([a, b], \mathcal{W}) \). For simplicity, \( (Y, Y^\dagger, Y^\ddagger) \) will often be written as \( (Y, Y^\dagger) \). A natural seminorm of a CP is defined by

\[
\|(Y, Y^\dagger, Y^\ddagger)\|_{\mathcal{Q}_X^\alpha[a, b]} = \|Y^\dagger\|_{\alpha, [a, b]} + \|Y^\ddagger\|_{2\alpha, [a, b]}
\]

\( \mathcal{Q}_X^\alpha([a, b], \mathcal{W}) \) is a Banach space with the norm \( \|Y_a\|_\mathcal{W} + |Y_a^\dagger|_{L(\mathcal{V}, \mathcal{W})} + \|(Y, Y^\dagger, Y^\ddagger)\|_{\mathcal{Q}_X^\alpha[a, b]} \).

When \( [a, b] = [0, T] \), we simply write \( \mathcal{Q}_X^\alpha(\mathcal{W}) \) and \( \| \cdot \|_{\mathcal{Q}_X^\alpha} \) instead.

**Example 3.1.** Here are a few typical examples of CPs for a given RP \( X \in \Omega_\alpha(\mathcal{V}) \). (In the first three examples the time interval is \( [0, T] \) just for simplicity. It can be replaced by any subinterval \( [a, b] \).)

1. For \( \xi \in \mathcal{W} \) and \( \sigma \in L(\mathcal{V}, \mathcal{W}) \), \( t \mapsto (\xi + \sigma X_{0,t}^1, \sigma) \) belongs to \( \mathcal{Q}_X^\alpha(\mathcal{W}) \). Note that \( \mathcal{Q}_X^\alpha \)-seminorm of this element is zero.

2. If \( \varphi \in C^{2\alpha}(\mathcal{W}) \), then obviously \( (\varphi, 0) \in \mathcal{Q}_X^\alpha(\mathcal{W}) \) with \( \|\varphi\|_{2\alpha} = \|(\varphi, 0)\|_{\mathcal{Q}_X^\alpha} \). In this way, we have a natural continuous embedding \( C^{2\alpha}(\mathcal{W}) \hookrightarrow \mathcal{Q}_X^\alpha(\mathcal{W}) \).
3. Suppose that \((Y, Y^\dagger) \in Q^2_X(W)\) and \(g: W \to W'\) is a \(C^2\)-function to another Euclidean space \(W'\). Then \((g(Y), g(Y)^\dagger) \in Q^2_X(W')\) if we set \(g(Y)_t := g(Y_t)\) and \(g(Y)^\dagger_t := \nabla g(Y_t)Y^\dagger_t\), where the right hand side is the composition of the two linear maps \(\nabla g(Y_t) \in L(W, W')\) and \(Y^\dagger_t \in L(V, W)\). Using Taylor’s expansion, we can verify this fact as follows:

\[
(3.3) \quad g(Y_t) - g(Y_s) = \nabla g(Y_s)\langle Y^1_s, t \rangle + \int_0^1 d\theta (1 - \theta) \nabla^2 g(Y_s + \theta Y^1_s)\langle Y^1_s, Y^1_s, t \rangle
\]

with

\[
(3.4) \quad Z_{s,t}^\dagger = Z_t - Z_s - Z^1_{s,t}X^1_{s,t},
\]

\[
= (Y_b - Y_s - Y^1_sX^1_{s,t}) + (\hat{Y}_t - \hat{Y}_b - \hat{Y}^1_tX^1_{b,t}) + (Y^1_t - Y^1_s)X^1_{b,t}
\]

\[
= Y^2_{s,t} + \hat{Y}^2_{b,t} + (Y^1_t - Y^1_s)X^1_{b,t}.
\]

The right hand side is clearly dominated by a constant multiple of \((t - s)^{2\alpha}\).

3.2 Rough path integration of controlled paths

Now we discuss integration of a CP \((Y, Y^\dagger) \in Q^2_X([a, b], L(V, W))\) against a RP \(X \in \Omega_{\alpha}(V)\). It should be noted that \(Y^\dagger\) takes values in

\[
L(V, L(V, W)) \cong L^{(2)}(V \times V, W) \cong L(V \otimes V, W),
\]

where \(L^{(2)}(V \times V, W)\) stands for the vector space of bounded bilinear maps from \(V \times V\) to \(W\).

First, we define

\[
J_{s,t} = Y_sX^1_{s,t} + Y^\dagger_sX^2_{s,t}, \quad (s, t) \in \Delta_{[a, b]}.
\]

From (3.1) and (3.2) we can easily see that

\[
(3.5) \quad J_{s,u} + J_{u,t} - J_{s,t} = Y^2_{s,u}X^1_{u,t} + Y^1_{s,u}X^2_{u,t}, \quad a \leq s \leq u \leq t \leq b,
\]
where we set \( Y_{s,t}^1 = Y_u^1 - Y_s^1 \). Let \( \mathcal{P} = \{ s = t_0 < t_1 < \cdots < t_N = t \} \) be a partition of \([s, t] \subset [a, b]\). Its mesh size is denoted by \(|\mathcal{P}|\). We define \( J_{s,t}(\mathcal{P}) = \sum_{i=1}^{N} J_{t_{i-1},t_{i}} \) and

\[
\int_s^t Y_u dX_u = \lim_{|\mathcal{P}| \downarrow 0} J_{s,t}(\mathcal{P}), \quad (s, t) \in \Delta_{[a,b]}.
\]

The limit above is known to exist. This is called the RP integration. It will turn out in the next proposition that the RP integral against \( X \) is again a CP with respect to \( X \). By the way it is defined, this RP integral clearly has additivity with respect to the interval \([s, t]\).

**Proposition 3.2.** Let \( \frac{1}{3} < \alpha \leq \frac{1}{2} \) and \([a, b] \subset [0, T]\). Suppose that \( X \in \Omega_\alpha(\mathcal{V}) \) and \((Y, Y^1) \in \mathcal{Q}^\alpha_X([a, b], L(\mathcal{V}, \mathcal{W}))\). Then, the limit in (3.6) converges for all \((s, t)\). Moreover, we have

\[
\left( \int_a^t Y_u dX_u, Y \right) \in \mathcal{Q}^\alpha_X([a, b], \mathcal{W})
\]

with the following estimate:

\[
\left| \int_s^t Y_u dX_u - (Y_s X_{s,t}^1 + Y_s X_{s,t}^2) \right|_{\mathcal{W}} \\
\leq \kappa_\alpha (t-s)^{2\alpha} (\| Y^2 \|_{2\alpha, [a,b]} \| X^1 \|_{\alpha, [a,b]} + \| Y^1 \|_{\alpha, [a,b]} \| X^2 \|_{2\alpha, [a,b]}), \quad (s, t) \in \Delta_{[a,b]}.
\]

Here, we set \( \kappa_\alpha = 2^{3\alpha} \zeta(3\alpha) \) with \( \zeta \) being the usual Riemann zeta function.

**Proof.** In this proof the norm of \( \mathcal{W} \) is denoted by \( \cdot \) for brevity. First we prove the convergence. For \( \mathcal{P} \) given as above, we can find \( i \) \((1 \leq i \leq N - 1)\) such that \( t_{i+1} - t_{i-1} \leq 2(t-s)/(N-1) \) (see [8] p. 52) for instance). Then, we see from (3.5) that

\[
|J_{s,t}(\mathcal{P}) - J_{s,t}(\mathcal{P} \setminus \{t_i\})| = |J_{t_{i-1},t_i} + J_{t_i,t_{i+1}} - J_{t_{i-1},t_{i+1}}| \\
= |Y_{t_{i-1},t_i} X_{t_{i-1},t_i}^1 + Y_{t_{i-1},t_i} X_{t_{i-1},t_i}^2| \\
\leq (\| Y^2 \|_{2\alpha, [a,b]} \| X^1 \|_{\alpha, [a,b]} + \| Y^1 \|_{\alpha, [a,b]} \| X^2 \|_{2\alpha, [a,b]}) \left( \frac{2(t-s)}{N-1} \right)^{3\alpha}.
\]

Extracting points one by one from \( \mathcal{P} \) in this way until it becomes the trivial partition \( \{s, t\} \), we have

\[
|J_{s,t}(\mathcal{P}) - J_{s,t}| \leq \kappa_\alpha (\| Y^2 \|_{2\alpha, [a,b]} \| X^1 \|_{\alpha, [a,b]} + \| Y^1 \|_{\alpha, [a,b]} \| X^2 \|_{2\alpha, [a,b]})(t-s)^{3\alpha}.
\]

Note that the condition \( 3\alpha > 1 \) is used here. By a standard argument, (3.9) implies that \( \{J_{s,t}(\mathcal{P})\}_{\mathcal{P}} \) is Cauchy as \( |\mathcal{P}| \downarrow 0 \). Therefore, the limit in (3.6) exists and (3.8) holds. Since

\[
|Y_{s,t}^1 X_{s,t}^2| \leq (|Y_s^1| + \| Y^1 \|_{\alpha, [a,b]}(b-a)) \| X^2 \|_{2\alpha, [a,b]}(t-s)^{2\alpha},
\]

(3.8) implies (3.7).
Averaging for slow-fast RDEs

3.3 Rough differential equations: The case of bounded and globally Lipschitz drift vector field

Now we discuss RDEs in the framework of controlled path theory. In this subsection we assume that \( \frac{1}{3} < \beta < \alpha \leq \frac{1}{2} \) and \( X \in \Omega_\alpha(\mathcal{V}) \subset \Omega_\beta(\mathcal{V}) \).

We set conditions on the coefficients of our RDE. Let \( \sigma : \mathcal{W} \rightarrow L(\mathcal{V}, \mathcal{W}) \) be of \( C^3_\beta \) and let \( f : \mathcal{W} \times \mathcal{S} \rightarrow \mathcal{W} \) be a continuous map, where \( \mathcal{S} \) is a metric space, satisfy the following condition:

\[
\sup_{y \in \mathcal{W}, z \in \mathcal{S}} |f(y, z)|_\mathcal{W} + \sup_{y, y' \in \mathcal{W}, y \neq y', z \in \mathcal{S}} \frac{|f(y, z) - f(y', z)|_\mathcal{W}}{|y - y'|_\mathcal{W}} < \infty.
\]

The first and the second terms will be denoted by \( \|f\|_\infty \) and \( L_f \), respectively.

For an \( \mathcal{S} \)-valued continuous path \( \psi : [0, T] \rightarrow \mathcal{S} \), we consider the following RDE driven by \( X \) with the initial point \( \xi \in \mathcal{W} \):

\[
Y_t = \xi + \int_0^t f(Y_s, \psi_s)ds + \int_0^t \sigma(Y_s)dX_s, \quad Y^\dagger_t = \sigma(Y_t), \quad t \in [0, T].
\]

For every \( (Y, Y^\dagger) \in \mathcal{Q}_X^\beta(\mathcal{W}) \), the right hand side of this system of equations also belongs to \( \mathcal{Q}_X^\beta(\mathcal{W}) \), due to Example 3.1 and Proposition 3.2. Therefore, (3.11) should be understood as an equality in \( \mathcal{Q}_X^\beta(\mathcal{W}) \). (Following [8, Sections 8.5–8.6], we slightly relax the Hölder topology of the space of CPs for quick proofs. The estimate of \( \|Y\|_\beta \) in the next proposition will be improved in Proposition 3.6.)

**Proposition 3.3.** Let the assumptions be as above. Then, for every \( X \in \Omega_\alpha(\mathcal{V}) \), \( \xi \in \mathcal{W} \) and \( \psi \), there exists a unique global solution \( (Y, Y^\dagger) \in \mathcal{Q}_X^\beta(\mathcal{W}) \) of RDE (3.11). Moreover, it satisfies the following estimate: there exist positive constants \( c \) and \( \nu \) independent of \( X, \xi, \psi, \sigma, f \) such that

\[
\|Y\|_\beta \leq c((K + 1)(\|X\|_\alpha + 1))^\nu, \quad X \in \Omega_\alpha(\mathcal{V}).
\]

Here, we set \( K := \|\sigma\|_{C^3_\beta} \vee \|f\|_\infty \vee L_f \).

**Proof.** In this proof the norm of \( \mathcal{W} \) is denoted by \( | \cdot | \) for brevity. Without loss of generality we may assume \( T = 1 \). Let \( \tau \in (0, 1] \) and \( \xi \in \mathcal{W} \).

We define \( \mathcal{M}^\xi_{[0, \tau]}, \mathcal{M}^1_{[0, \tau]}, \mathcal{M}^2_{[0, \tau]} : \mathcal{Q}_X^\beta([0, \tau], \mathcal{W}) \rightarrow \mathcal{Q}_X^\beta([0, \tau], \mathcal{W}) \) by

\[
\mathcal{M}^1_{[0, \tau]}(Y, Y^\dagger) = \left( \int_0^\tau \sigma(Y_s)dX_s, \ \sigma(Y) \right), \quad \mathcal{M}^2_{[0, \tau]}(Y, Y^\dagger) = \left( \int_0^\tau f(Y_s, \psi_s)ds, \ 0 \right),
\]

and \( \mathcal{M}^0_{[0, \tau]} = (\xi, 0) + \mathcal{M}^1_{[0, \tau]} + \mathcal{M}^2_{[0, \tau]} \). If \( (Y, Y^\dagger) \) starts at \( (\xi, \sigma(\xi)) \), so does \( \mathcal{M}^\xi_{[0, \tau]}(Y, Y^\dagger) \).

A fixed point of \( \mathcal{M}^\xi_{[0, \tau]} \) is a solution of RDE (3.11) on the interval \([0, \tau]\).

We also set

\[
B^\xi_{[0, \tau]} = \{(Y, Y^\dagger) \in \mathcal{Q}_X^\beta([0, \tau], \mathcal{W}) \mid \|(Y, Y^\dagger)\|_{\mathcal{Q}_X^\beta([0, \tau], \mathcal{W})} \leq 1, \ Y_0 = \xi, Y^\dagger_0 = \sigma(\xi)\}.\]
This is something like a ball of radius 1 centered at \( t \mapsto (\xi + \sigma(\xi)X_{1,t}^1, \sigma(\xi)) \). Since the initial point \((Y_0, Y_0^1)\) is fixed, \( \| \cdot \|_{Q_X^{\kappa}(0,\tau)} \) works as a distance on this set.

For a while from now, we will work only on \([0, \tau]\) and therefore omit \([0, \tau]\) from the subscript for notational simplicity. We will often write \( Y_{s,t}^1 \) for notational simplicity. We can see that

\[
\text{item of Example 3.1. First, } v \Y, \tau \text{ for } (Y, \tilde{Y}) \in B^\kappa, \text{ the following estimates hold:}
\]

\[
\|Y^\tau\|_\infty \leq \|\sigma(\xi)\| + \sup_{s \leq \tau} \|Y^\tau_s - Y_0^1\| \leq K + \|Y^\tau\|_{\beta} \tau^\beta \leq K + 1,
\]

\[
\|Y^\tau - \tilde{Y}^\tau\|_\infty \leq \|Y_0^1 - \tilde{Y}_0^1\| + \|Y^\tau - \tilde{Y}^\tau\|_\beta \leq K|\xi - \tilde{\xi}| + \|Y^\tau - \tilde{Y}^\tau\|_\beta,
\]

\[
|Y_{s,t}^1| \leq |Y_s^1X_{s,t}^1| + |Y_{s,t}^2| \leq (K + 1)\|X_1\|_\alpha(t - s)^\alpha + \|Y^\tau\|_{2\beta}(t - s)^{2\beta} \leq (K + 1)(\|X_1\|_\alpha + 1)(t - s)^\alpha, \quad (s, t) \in \Delta_\tau,
\]

\[
|Y_{s,t}^1 - \tilde{Y}_{s,t}^1| \leq (\|Y_0^1 - \tilde{Y}_0^1\|X_{s,t}^1| + |Y_{s,t}^2| - \tilde{Y}_{s,t}^2| \leq (K|\xi - \tilde{\xi}| + \|Y^\tau - \tilde{Y}^\tau\|_\beta)\|X_1\|_\alpha(t - s)^\alpha + \|Y^\tau - \tilde{Y}^\tau\|_{2\beta}(t - s)^{2\beta} \leq \|X_1\|_\alpha|\xi - \tilde{\xi}| + (1 + \|X_1\|_\alpha)\|(Y, Y^\tau) - (\tilde{Y}, \tilde{Y}^\tau)\|_{Q_X^{\kappa}}(t - s)^\alpha, \quad (s, t) \in \Delta_\tau.
\]

Note that \( Y \) is in fact \( \alpha \)-Hölder continuous. Hence, if \( \tau \) is small, \( \beta \)-Hölder seminorms of \( Y \) and \( Y - \tilde{Y} \) can be made small. From (3.15) we can easily see that

\[
\|Y - \tilde{Y}\|_\infty \leq |Y_0 - \tilde{Y}_0| + \|Y_{0,t}^1 - \tilde{Y}_{0,t}^1\|_\infty \leq (1 + K\|X_1\|_\alpha \tau^\alpha)|\xi - \tilde{\xi}| + (1 + \|X_1\|_\alpha)\|(Y, Y^\tau) - (\tilde{Y}, \tilde{Y}^\tau)\|_{Q_X^{\kappa}} \tau^\alpha.
\]

Let us consider \((\sigma(Y), \sigma(Y)^1, \sigma(Y)^2)\), whose precise definition is given in the third item of Example 3.1. First, \( \sigma(Y)^1_t = \nabla \sigma(Y_t)Y_t^1 \in L(\mathcal{V} \otimes \mathcal{V}, \mathcal{W}) \). More precisely, it is defined by

\[
\nabla \sigma(Y_t)Y_t^1(v \otimes v') := \nabla \sigma(Y_t)\langle Y_t^1v, v' \rangle \quad \text{for } v, v' \in \mathcal{V}.
\]

Then, we can see that

\[
\sigma(Y)_{t}^1 - \sigma(Y)_{s}^1 = \int_{0}^{1} d\theta \nabla^2 \sigma(Y_s + \theta Y_s^1)\langle Y_{s,t}^1, Y_t^1 \rangle + \nabla \sigma(Y_s)(Y_t^1 - Y_s^1).
\]

The second term on the right hand side is defined as in (3.17). Similarly, the precise meaning of the first term is given by \( v \otimes v' \rightarrow \int_{0}^{1} d\theta \nabla^2 \sigma(Y_s + \theta Y_s^1)\langle Y_{s,t}^1, Y_t^1v, v' \rangle \).

The remainder part reads:

\[
\sigma(Y)_{s,t}^2 = \nabla \sigma(Y_s)(Y_{s,t}^2, \cdot) + \int_{0}^{1} d\theta(1 - \theta)\nabla^2 \sigma(Y_s + \theta Y_s^1)\langle Y_{s,t}^1, Y_{s,t}^1, \cdot \rangle \in L(\mathcal{V}, \mathcal{W}).
\]
From (3.12), (3.14), (3.18) and (3.19), we can easily see that
\[ \|\sigma(Y)\|_\beta \leq (K + 1)^3(\|X^1\|_\alpha + 1), \]
\[ \|\sigma(Y)\|_\beta \leq (K + 1)^3(\|X^1\|_\alpha + 1)^2. \]

Next, we calculate the RP integral \( \int_0^\tau \sigma(Y) dX, \sigma(Y) \) using Proposition 3.2. It is easy to see that
\[ \|\sigma(Y)\|_\beta \leq (K + 1)^2(\|X^1\|_\alpha + 1)^{\tau^{\alpha-\beta}}. \]

We can see from (3.8) and the above two estimates that
\[ \left\| \int_0^\tau \sigma(Y) dX \right\|_{2\beta} \leq \|\sigma(Y)\|_\infty \|X^2\|_{2\beta} \]
\[ + \kappa_\beta(\|\sigma(Y)\|_{2\beta} \|X^1\|_\beta + \|\sigma(Y)\|_\beta \|X^2\|_{2\beta}) \]
\[ \leq (1 + 2\kappa_\beta)(K + 1)^{3}(\|X\|_\alpha + 1)^{3\tau^{\alpha-\beta}}. \]

Thus, we have an estimate of \( \|\mathcal{M}^1(Y, Y^\dagger)\|_{Q_X^3} \). It is almost obvious from Example 3.1 that
\[ \|\mathcal{M}^2(Y, Y^\dagger)\|_{Q_X^3} \leq \left\| \int_0^\tau f(Y_s, Y_s^\dagger) ds \right\|_{2\beta} \leq K\tau^{1-2\beta} \leq K\tau^{\alpha-\beta}. \]

Combining these three estimates we obtain that
\[ \|\mathcal{M}^3(Y, Y^\dagger)\|_{Q_X^3} \leq (2 + 2\kappa_\beta)(K + 1)^{3}(\|X\|_\alpha + 1)^{3\tau^{\alpha-\beta}}. \]

Hence, if
\[ \tau \leq \lambda \quad \text{with} \quad \lambda := \{8\kappa_\beta(K + 1)^{3}(\|X\|_\alpha + 1)^{3}\}^{-1/(\alpha-\beta)}, \]

then \( \mathcal{M}^3 \) leaves \( B^3 \) invariant. Note also that \( \kappa_\beta \geq 2 \). (For the rest of the proof we will assume \( \tau \) satisfies this inequality. The constant \( "8" \) in (3.20) has no particular meaning.)

Now we will prove that \( \mathcal{M}^3 \) is a contraction on \( B^3 \) for \( \tau \) as in (3.20). We will calculate \( (\sigma(Y) - \sigma(\tilde{Y}), (\sigma(Y)^\dagger - \sigma(\tilde{Y})^\dagger) \) for \( (Y, Y^\dagger) \in B^3 \) and \( (\tilde{Y}, \tilde{Y}^\dagger) \in B^3 \).

By straightforward (and slightly cumbersome) computations we obtain from (3.12)–(3.16) and (3.18) that
\[ \left\{ \sigma(Y)\| - \sigma(\tilde{Y})\| \right\} - \{\sigma(Y)^\dagger - \sigma(\tilde{Y})^\dagger \}
\[ \leq \int_0^1 d\theta \left| \nabla^2 \sigma(Y_s + \theta Y_{s,t^1}, Y_{t^1}) - \nabla^2 \sigma(\tilde{Y}_{s,t} + \theta \tilde{Y}_{s,t^1}, \tilde{Y}_{t^1}) \right|
\[ + |\sigma(Y_s)| (Y_{t^1} - Y_{t^1}) - \sigma(\tilde{Y}_{s,t^1}) (\tilde{Y}_{t^1} - \tilde{Y}_{t^1})| \]
\[ \leq \{2(K + 1)^{3}(\|X\|_\alpha + 1)^2 \tau^{\alpha-\beta}(\|\xi - \tilde{\xi}\| + \|Y^\dagger - \tilde{Y}^\dagger\|_{Q_X^3}) \]
\[ + K(\|\xi - \tilde{\xi}\| + \|Y^\dagger - \tilde{Y}^\dagger\|_{\beta})(t - s)^\beta. \]

This estimate and (3.20) imply that
\[ \|\sigma(Y)^\dagger - \sigma(\tilde{Y})^\dagger\|_\beta \leq (K + 1)(\|\xi - \tilde{\xi}\| + \|Y^\dagger - \tilde{Y}^\dagger\|_{Q_X^3}). \]
In a very similar way, using (3.12)–(3.10) and (3.19), we can estimate the difference of the remainder parts as follows:

\[
|\sigma(Y)_{s,t}^2 - \sigma(\tilde{Y})_{s,t}^2| \leq |\nabla \sigma(Y_s)(Y_{s,t}^2, \cdot) - \nabla \sigma(\tilde{Y}_s)(\tilde{Y}_{s,t}^2, \cdot)| + \int_0^1 d\theta |\nabla^2 \sigma(Y_s + \theta Y_{s,t}^1)(Y_{s,t}^1, \cdot) - \nabla^2 \sigma(\tilde{Y}_s + \theta \tilde{Y}_{s,t}^1)(\tilde{Y}_{s,t}^1, \cdot)|
\]

\[
\leq (K + 1)(|\xi - \tilde{\xi}| + \|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi}(t-s)^{2\beta}),
\]

which immediately implies

\[
(3.22) \quad \|\sigma(Y)^\dagger - \sigma(\tilde{Y})^\dagger\|_{2\beta} \leq (K + 1)(|\xi - \tilde{\xi}| + \|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi}).
\]

Using Proposition 3.2 again, we estimate \((\int_0^1 \{\sigma(Y) - \sigma(\tilde{Y})\} dX, \sigma(Y) - \sigma(\tilde{Y}))\). From (3.21), (3.22), (3.15) and the fact \(\sigma(Y) - \sigma(\tilde{Y}) = \int_0^1 d\theta \nabla \sigma(Y_s + \theta Y_{s,t}^1)(Y_{s,t}^1, \cdot)\), we have

\[
\|\sigma(Y) - \sigma(\tilde{Y})\|_{\beta} \leq (K + 1)^2(\|X\|_{\alpha} + 1)^2\tau^{\alpha-\beta}(\|\xi - \tilde{\xi}| + \|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi})
\]

and

\[
\left\| \left(\int_0^1 \{\sigma(Y) - \sigma(\tilde{Y})\} dX\right)^\dagger \right\|_{2\beta} \leq \|\sigma(Y)^\dagger - \sigma(\tilde{Y})^\dagger\|_{\infty} \|X^2\|_{2\beta} + \kappa_\beta(\|\sigma(Y)^\dagger - \sigma(\tilde{Y})^\dagger\|_{\beta} \|X^2\|_{2\beta}) \leq 2(1 + \kappa_\beta)(K + 1)(\|X\|_{\alpha} + 1)^2\tau^{\alpha-\beta}(\|\xi - \tilde{\xi}| + \|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi}).
\]

Using (3.20) we obtain from the above estimates that

\[
\|\mathcal{M}^1(Y, Y^\dagger) - \mathcal{M}^1(\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi} \leq \frac{1}{2}(\|\xi - \tilde{\xi}| + \|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi}).
\]

Since \(f\) is Lipschitz in the first argument, we can easily see from (3.16) that

\[
\|\mathcal{M}^2(Y, Y^\dagger) - \mathcal{M}^2(\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi} \leq \frac{1}{4}(\|\xi - \tilde{\xi}| + \|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi}).
\]

Summing up, we have

\[
(3.23) \quad \|\mathcal{M}^\xi(Y, Y^\dagger) - \mathcal{M}^\xi(\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi} \leq \frac{3}{4}(\|\xi - \tilde{\xi}| + \|\frac{3}{4}\|(Y, Y^\dagger) - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q^a_\chi}).
\]
If $\xi = \tilde{\xi}$ in particular, this estimate implies that $\mathcal{M}^\xi$ is a contraction on $B^\xi = B_{[0,\lambda]}^\xi$ and has a unique fixed point in this set, which is a local solution of the RDE. Thus, we have obtained a solution on $[0, \lambda]$. Note that $\tau$ (and $\lambda$) is determined by $\|X\|_\alpha$ and $K$, but is chosen independent of $\xi$ and $\psi$.

Next, we do the same thing on the second interval $[\lambda, 2\lambda]$ with the initial condition $\xi$ at time 0 being replaced by $Y_{\lambda}$ at time $\lambda$. Since all the estimates above is independent of $\xi$ and $\psi$, $(Y_s, Y^\dagger_s)_{s \in [\lambda, 2\lambda]}$ satisfies the same estimates as those for $(Y_s, Y^\dagger_s)_{s \in [0, \lambda]}$. Concatenating them as in Example 3.1 we obtain a solution on $[0, 2\lambda]$.

We can continue this procedure to obtain a global $(Y_s, Y^\dagger_s)_{s \in [0, 1]}$. There are $\lfloor \lambda^{-1} \rfloor + 1$ subintervals, where $\lfloor \cdot \rfloor$ stands for the integer part. Except the last one, the length of each interval equals $\lambda$. On each subinterval, $(Y, Y^\dagger)$ satisfies the same estimates. In particular, Inequality (3.14) implies that $\beta$-Hölder norm of $Y$ on each subinterval is dominated by $\{8\kappa_\beta (K + 1)^2 (\|X\|_\alpha + 1)^2\}^{-1}$. By Hölder’s inequality for finite sums, we can easily see that

$$
\|Y\|_{\beta, [0, 1]} \leq \{8\kappa_\beta (K + 1)^2 (\|X\|_\alpha + 1)^2\}^{-1} (\lfloor \lambda^{-1} \rfloor + 1)^{1-\beta} 
\leq c_{\alpha, \beta} ((K + 1)(\|X\|_\alpha + 1))^{-\nu},
$$

where $\nu := 3(1 - \beta)/(\alpha - \beta) - 2 > 0$ and $c_{\alpha, \beta} > 0$ is a constant which depends only on $\alpha, \beta$.

The uniqueness for this type of RDEs is well-known. So we just give a quick explanation. The uniqueness is a time-local issue, so it suffices to prove that any two solutions, $(Y, \sigma(Y))$ and $(\tilde{Y}, \sigma(\tilde{Y}))$, of RDE (3.11) must coincide near $t = 0$. Take any $\beta' \in (1/3, \beta)$ and we work in $\beta'$-Hölder topology instead of $\beta$-Hölder topology. If $\tau$ is small enough, both $(Y, \sigma(Y))$ and $(\tilde{Y}, \sigma(\tilde{Y}))$ restricted to $[0, \tau]$ belong to $B^\xi_{[0, \tau]}$. But, we have already proved that there is only one fixed point of $\mathcal{M}^\xi_{[0, \tau]}$ in this ball. Hence, $(Y, \sigma(Y))$ and $(\tilde{Y}, \sigma(\tilde{Y}))$ must be identically equal on $[0, \tau]$. \hfill $\Box$

**Remark 3.4.** (i) By examining the proof of Proposition 3.3 one naturally realize the following: Just to prove the existence of a unique global solution RDE (3.11) for any given $\psi$, $X$ and $\xi$, it suffices to assume that $\sigma$ is of $C^3_b$ and $f$ satisfies that

$$
sup_{y \in \mathcal{W}, t \in [0, T]} |f(y, \psi_t)|_W + \sup_{y, y' \in \mathcal{W}, y \neq y', t \in [0, T]} \frac{|f(y, \psi_t) - f(y', \psi_t)|_W}{|y - y'|_W} < \infty.
$$

(ii) By a standard cut-off argument, it immediately follows from (i) above that if $\sigma$ is of $C^3$ and $f$ is locally Lipschitz continuous in the following sense

$$
sup_{|y| \leq N, y \neq y', t \in [0, T]} \frac{|f(y, \psi_t) - f(y', \psi_t)|_W}{|y - y'|_W} < \infty, \quad N \in \mathbb{N},
$$

then RDE (3.11) has a unique local solution for any given $\psi$, $X$ and $\xi$. Hence, a unique solution exists up to either the explosion time or the time horizon $T$. 

**Averaging for slow-fast RDEs**
Together with RDE (3.11), we also consider the following RDE with the same $X$ and $\xi$:

\begin{equation}
\tilde{Y}_t = \xi + \int_0^t \tilde{f}(\tilde{Y}_s, \tilde{\psi}_s) ds + \int_0^t \sigma(\tilde{Y}_s) dX_s, \quad \tilde{Y}_t^1 = \sigma(\tilde{Y}_t), \quad t \in [0, T].
\end{equation}

We assume that $\tilde{f} : W \times S \to W$ is also continuous and satisfies Condition (3.10). Let $\tilde{\psi} : [0, T] \to S$ be another continuous path in $S$.

**Proposition 3.5.** Let $\sigma, f, \xi$ be as above. For $X \in \Omega_\alpha(\mathcal{V})$, $\xi \in \mathcal{W}$ and $\psi, \tilde{\psi}$, denote by $(Y, \sigma(Y))$ and $(\tilde{Y}, \sigma(\tilde{Y}))$ the unique solutions of RDEs (3.11) and (3.24) on $[0, T]$, respectively. For a bounded, globally Lipschitz map $g : W \to W$, set

\begin{equation}
M_t := (Y_t - \tilde{Y}_t) - \int_0^t \{g(Y_s) - g(\tilde{Y}_s)\} ds - \int_0^t \{\sigma(Y_s) - \sigma(\tilde{Y}_s)\} dX_s, \quad t \in [0, T].
\end{equation}

Then, $M \in \mathcal{C}^1(W)$ and we have the following estimate for every $\beta \in (\frac{1}{3}, \alpha)$: there exist positive constants $c$ and $\nu$ such that

\begin{equation}
\|Y - \tilde{Y}\|_\beta \leq c \exp\left[c(K' + 1)^\nu (\|X\|_\alpha + 1)^\nu\right] M_{2\beta}.
\end{equation}

Here, we set $K' = \max\{\|\sigma\|_{C_b}^3, \|f\|_\infty, L_f, \|\tilde{f}\|_\infty, L_f, \|g\|_\infty, L_g\}$ and the constants $c$ and $\nu$ are independent of $X, \xi, \psi, \tilde{\psi}, \sigma, f, \tilde{f}, g, M$.

**Proof.** Without loss of generality we assume $T = 1$. For simplicity we write $(Y, Y^\dagger)$ and $(\tilde{Y}, \tilde{Y}^\dagger)$ for $(Y, \sigma(Y))$ and $(\tilde{Y}, \sigma(\tilde{Y}))$, respectively. It is easy to see that $M \in \mathcal{C}^1(W)$. Hence, (3.25) is in fact an equality in $Q_X^a(\mathcal{W})$ with the $\dagger$-parts being clearly equal.

Mimicking (3.20), we set $\lambda' := (8c_\beta (K' + 1)^3 (\|X\|_\alpha + 1)^3)^{-1/(\alpha - \beta)}$. Set $s_j := j \lambda'$ for $0 \leq j \leq \lfloor 1/\lambda' \rfloor$ and $s_N := 1$ with $N := \lfloor 1/\lambda' \rfloor + 1$. Then, on each subinterval $[s_{j-1}, s_j]$, $(Y, Y^\dagger) \in B_{[s_{j-1}, s_j]}^\lambda(\tilde{Y}, \tilde{Y}^\dagger) \in B_{[s_{j-1}, s_j]}^\lambda$ and the estimates in the proof of Proposition 3.3 are available (with $K$ being replaced by $K'$). From (3.23) we have for all $j$ that

\[
\left\| \int_{s_{j-1}}^{s_j} \{g(Y_s) - g(\tilde{Y}_s)\} ds - \int_{s_{j-1}}^{s_j} \{\sigma(Y_s) - \sigma(\tilde{Y}_s)\} dX_s \right\|_{Q_{X^a}[s_{j-1}, s_j]}^a \leq \frac{3}{4} |\xi_j - \tilde{\xi}_j| + \frac{3}{4} \|Y, Y^\dagger - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q_{X^a}[s_{j-1}, s_j]}^a,
\]

where we write $\xi_j = Y_{s_j}$ and $\tilde{\xi}_j = \tilde{Y}_{s_j}$. Taking the seminorms of both sides of (3.25) on each subinterval, we can easily see that

\begin{equation}
\|Y, Y^\dagger - (\tilde{Y}, \tilde{Y}^\dagger)\|_{Q_{X^a}[s_{j-1}, s_j]} \leq 4 \|M\|_{2\beta} + 3 |\xi_{j-1} - \tilde{\xi}_{j-1}|.
\end{equation}

Plugging this into (3.15), we obtain for all $j$ that

\begin{equation}
|Y_{s_{j-1}}^1 - \tilde{Y}_{s_{j-1}}^1| \leq K' \|X^1\|_\alpha |\xi_{j-1} - \tilde{\xi}_{j-1}|
\end{equation}
In this subsection we continue to study RDE (3.11), where

\[ (1 + \|X^1\|_\alpha)(4\|M\|_{2\beta} + 3|\xi_{j-1} - \tilde{\xi}_{j-1}|)\} (t - s)^\alpha \]

\[ \leq |\xi_{j-1} - \tilde{\xi}_{j-1}| + \|M\|_{2\beta}, \quad (s, t) \in \Delta_{[s_{j-1}, s_j]} \]

and in particular

\[ |\xi_j - \tilde{\xi}_j| \leq 2|\xi_{j-1} - \tilde{\xi}_{j-1}| + \|M\|_{2\beta}. \]

By mathematical induction we have

\[ |\xi_j - \tilde{\xi}_j| \leq (1 + 2^1 + \cdots + 2^{j-1})\|M\|_{2\beta} = (2^j - 1)\|M\|_{2\beta}, \quad 1 \leq j \leq N. \]

Then, we see from (3.28) that

\[ \|Y^1 - \tilde{Y}^1\|_{\beta,[s_{j-1}, s_j]} \leq \{ K'\|X^1\|_\alpha |\xi_{j-1} - \tilde{\xi}_{j-1}| \]

\[ + (1 + \|X^1\|_\alpha)(4\|M\|_{2\beta} + 3|\xi_{j-1} - \tilde{\xi}_{j-1}|)\} (\lambda')^{(j)} \]

\[ \leq 4(1 + K')(1 + \|X^1\|_\alpha)2^N (\lambda')^{(j)} \|M\|_{2\beta}, \quad 1 \leq j \leq N. \]

By Hölder’s inequality for finite sums and the trivial inequality \( N^{1-\beta}2^N \leq 2^N \), we see that

\[ \|Y^1 - \tilde{Y}^1\|_{\beta, [0,1]} \leq 4(1 + K')(1 + \|X^1\|_\alpha)2^N (\lambda')^{(j)} \|M\|_{2\beta} N^{1-\beta} \]

\[ \leq c_{\alpha,\beta}(K' + 1)(\|X\|_\alpha + 1) \]

\[ \times \exp\left[ c_{\alpha,\beta}\{(K' + 1)(\|X\|_\alpha + 1)\}^{3/(1-\beta)}\right] \|M\|_{2\beta}, \]

where \( c_{\alpha,\beta} > 0 \) is a constant which depends only on \( \alpha, \beta \). By adjusting the constant \( c_{\alpha,\beta} \), we can easily obtain (3.26) from (3.30).

### 3.4 Rough differential equations: The case of bounded and locally Lipschitz drift vector field

In this subsection we continue to study RDE (3.11), where \( \psi : [0, T] \to \mathcal{S} \) is a continuous path in \( \mathcal{S} \). We still assume that \( \frac{1}{2} < \beta < \alpha \leq \frac{1}{2} \) and \( \sigma \) is of \( C^3_b \), but relax the global Lipschitz condition (3.10) on \( \sigma \).

**Proposition 3.6.** Suppose that \( \sigma \) is of \( C^3_b \), \( \|f\|_\infty := \sup_{y \in W, z \in S} |f(y, z)|_W < \infty \) and

\[ \sup_{|y|^{1/\beta} \leq N, y \not= y', t \in [0,T]} \frac{|f(y, \psi_t) - f(y', \psi_t)|_W}{|y - y'|_W} < \infty, \quad N \in \mathbb{N}, \]

then RDE (3.11) has a unique global solution \((Y, Y^1) \in Q^2_X(W)\) for every \( X \in \Omega_\alpha(\mathcal{V}) \), \( \xi \in W \) and \( \psi \). Moreover, there exists a constant \( C > 0 \) such that

\[ \|Y\|_\beta \leq C\{ (\|\sigma\|_{C^2_b} \|X\|_\alpha)^{1/\beta} + \|\sigma\|_{C^2_b} \|X\|_\alpha + \|f\|_\infty \}, \quad X \in \Omega_\alpha(\mathcal{V}). \]

Here, \( C \) is independent of \( X, \xi, \psi, f, \sigma \).
Proof. We mimic the proof of a priori estimates in [3, Section 8.4]. In this proof positive constants \( c_i \)'s are independent of \( X, \xi, \psi, f, \sigma \). Without loss of generality we may assume \( T = 1 \). We will write \( L := \| f \|_\infty \) and \( L' := \| \sigma \|_{C^2} \) for simplicity. The norms of finite dimensional vector spaces are simply denoted by \( | \cdot | \).

By Remark 3.4, a unique local solution exists, which is denoted by \( \{ (Y_t, Y_t') \}_{0 \leq t \leq S}, S \in (0, 1] \). If \( \| Y \|_{\beta, [0, S]} \) is dominated by the right hand side of (3.31), which is independent of \( S \), then \( Y \) does not explode and therefore extends to a global solution.

First, we consider the case \( L' \leq 1 \). For \( (s, t) \in \Delta_S \),

\[
|Y^2_{s,t}| = |Y_{s,t} - \sigma(Y_s)X^1_{s,t}|
\leq \int_s^t \sigma(Y_u)dX_u - \sigma(Y_s)X^1_{s,t} - \nabla \sigma(Y_s)\sigma(Y_s)X^2_{s,t}
+ |\nabla \sigma(Y_s)|\sigma(Y_s)X^1_{s,t} + \int_s^t f(Y_u, \psi_u)du|
\leq \kappa_\beta(\|\sigma(Y)\|_{2\beta, [s,t]}X^1_{\beta, [s,t]} + \|\sigma(Y)\|_{\beta, [s,t]}X^1_{\beta, [s,t]}X^2_{\beta, [s,t]})(t - s)^{3\beta}
+ \|X^2\|_{2\beta, [s,t]}(t - s)^{2\beta} + L(t - s),
\]

where Proposition 3.2 is used for the last inequality. Note that \( \|\sigma(Y)\|_{\beta, [s,t]} \leq \|Y\|_{\beta, [s,t]} \). For \( h \in (0, S] \), we set \( \| \cdot \|_{\beta, h} := \sup_{0 < t - s \leq h} \| \cdot \|_{\beta, [s,t]} \). Then, it immediately follows that

\[
(3.32) \quad \|Y^2\|_{2\beta, h} \leq \kappa_\beta(\|\sigma(Y)\|_{2\beta, h}X^1_{\beta, h} + \|Y\|_{\beta, h}X^2_{\beta, h})h^\beta
+ \|X^2\|_{2\beta, h} + Lh^{1-2\beta}.
\]

Next we calculate \( \sigma(Y)' \). By definition, we have

\[
\sigma(Y)_{s,t} = \sigma(Y_t) - \sigma(Y_s) - \nabla \sigma(Y_s)Y^1_{s,t}X^1_{s,t}
= \sigma(Y_t) - \sigma(Y_s) - \nabla \sigma(Y_s)Y^1_{s,t} + \nabla \sigma(Y_s)\langle Y^2_{s,t} \rangle,
\]

From this and Taylor’s formula,

\[
\|\sigma(Y)\|_{2\beta, h} \leq \frac{1}{2}\|Y\|^2_{\beta, h} + \|Y^2\|_{2\beta, h}.
\]

We put the above inequality back into (3.32). Then we can easily see that

\[
(3.33) \quad \|Y^2\|_{2\beta, h} \leq \kappa_\beta\left( \frac{1}{2}\|Y\|^2_{\beta, h} + \|Y^2\|_{2\beta, h} \right)X^1_{\beta, h}h^\beta
+ \|X^2\|_{2\beta, h} + \frac{1}{2}h^{1-2\beta}.
\]

Hence, if \( h \) is so small that \( \kappa_\beta\|X\|_{\beta, h}h^\beta = \kappa_\beta(\|X^1\|_{\beta} + \|X^2\|_{2\beta}h^\beta) \leq 1/2 \) holds, we see from (3.33) that

\[
(3.34) \quad \|Y^2\|_{2\beta, h} \leq \kappa_\beta\|Y\|^2_{\beta, h}X^1_{\beta, h}h^\beta + 2\kappa_\beta\|Y\|_{\beta, h}X^2_{\beta, h}h^\beta + 2\|X^2\|_{2\beta, h} + 2Lh^{1-2\beta}
\]
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\[
\frac{1}{2} \|Y\|_{\beta,h}^2 + \|Y\|_{\beta,h} \|X^2\|_{2\beta,h}^{1/2} + 2 \|X^2\|_{2\beta,h} + 2Lh^{1-2\beta}
\leq \|Y\|_{\beta,h}^2 + 3 \|X^2\|_{2\beta,h} + 2Lh^{1-2\beta}.
\]

Since \(Y_{s,t}^1 = Y_s^1X_{s,t}^1 + Y_{s,t}^2 = \sigma(Y_s)^X_{s,t}^1 + Y_{s,t}^2\) by definition, we see from (3.34) and \(\kappa_\beta \geq 2\) that

\[
\|Y\|_{\beta,h}h^\beta \leq \|X\|_{\beta,h}h^\beta + \|X^2\|_{2\beta,h}h^{2\beta} \leq \|X\|_{\beta,h}h^\beta + 2Lh + (\|Y\|_{\beta,h}h^\beta)^2.
\]

If we set \(\lambda_h = \|X\|_{\beta,h}h^\beta + 2Lh\) and \(\varphi_h = \|Y\|_{\beta,h}h^\beta\) for \(h \in (0, S]\), then we have

\[
(3.35) \quad 0 \leq \varphi_h \leq \lambda_h + \varphi_h^2 \quad \text{if } \|X\|_{\beta,h}h^\beta \leq 1/(2\kappa_\beta).
\]

Note that \(\varphi_h\) is left-continuous and non-decreasing in \(h\). Moreover, \(\lim_{h \searrow 0} \varphi_h = 0\). So, \(\varphi_h \leq 1/4\) if \(h \in (0, \eta)\) for some very small \(\eta > 0\). However, this \(\eta\) seems to depend on \(Y\). We will show that there exists \(\eta > 0\) which depends only on \(\|X\|\).

It is easy to see that \((1/2) - \sqrt{(1/4) - \bar{u}} \leq 2\bar{u}\) for \(u \in [0, 1/2]\). Hence, it immediately follows from (3.35) that one and only one of the following two conditions, (3.36) and (3.37), must hold if \(\lambda_h \leq 1/8\):

\[
(3.36) \quad \varphi_h \geq \frac{1}{2} + \sqrt{\frac{1}{4} - \lambda_h} \geq \frac{3}{4},
\]

\[
(3.37) \quad \varphi_h \leq \frac{1}{2} - \sqrt{\frac{1}{4} - \lambda_h} \leq 2\lambda_h \leq \frac{1}{4}.
\]

If \(0 < \delta < h\), then \(\|Y\|_{\beta,h+\delta} \leq 2^{1-\beta}\|Y\|_{\beta,h}\). This implies that the relative jump size of \(\varphi\) is at most \(2^{1-\beta}\), i.e. \(\lim_{\delta \searrow 0} \varphi_{h+\delta} \leq 2^{1-\beta}\varphi_h\). Hence, as \(h\) increases from 0 under the conditions that \(\lambda_h \leq 1/8\) and \(\|X\|_{\beta,h}h^\beta \leq 1/(2\kappa_\beta)\), \(\varphi_h\) cannot jump from \([0, 1/4]\) to \([3/4, \infty)\). So \(\varphi_h\) must always satisfy (3.37) for all such \(h\). By the above argument, we see that if

\[
h \leq \Lambda, \quad \text{where we set } \Lambda := \min\{[16 \vee (2\kappa_\beta)]^{-1/\beta}\|X\|^{-1/\beta}, (32L)^{-1}, S\}
\]

(this includes the case \(\|X\|_\beta = 0\) or \(L = 0\)), then (3.37) holds and hence

\[
(3.38) \quad \|Y\|_{\beta,h} \leq \varphi_h h^{-\beta} \leq 2\lambda_h h^{-\beta} \leq 2\|X\|_\beta + 4Lh^{1-\beta}
\]

\[
\leq \begin{cases} 
2\|X\|_\beta + c_1 L \min\{\|X\|_{\beta}^{-(1-\beta)/\beta}, 1\} & \text{if } L \leq 1, \\
2\|X\|_\beta + c_1 L \min\{\|X\|_{\beta}^{-(1-\beta)/\beta}, 1/L^{1-\beta}\} & \text{if } L \geq 1,
\end{cases}
\]

also holds.

Set \(s_j := j\Lambda\) for \(0 \leq j \leq [S/\Lambda]\) and \(s_N := S\) with \(N := [S/\Lambda] + 1\). Then,

\[
N \leq c_2 \max\{\|X\|_\beta^{1/\beta}, L, 1\} + 1 \leq \begin{cases} 
c_3(\|X\|_\beta^{1/\beta} + 1) & \text{if } L \leq 1, \\
c_3(\|X\|_\beta^{1/\beta} + L) & \text{if } L \geq 1.
\end{cases}
\]
On each subinterval \([s_{j-1}, s_j]\), Inequality (3.38) is available.

First we calculate the case \(L \leq 1\). Using (3.38), (3.39) and Hölder’s inequality for finite sums again, we have

\[
\|Y\|_{\alpha, [0, s]} \leq \|X\|_{\alpha} N^{1-\beta},
\]

\[
\leq c_4(\|X\|_{\beta} + L \min\{\|X\|_{\beta}^{-1}(1-\beta)/\beta, 1\})(\|X\|_{\beta}^{1/\beta} + 1)^{1-\beta}
\]

\[
\leq c_5(\|X\|_{\beta}^{1/\beta} + \|X\|_{\beta} + L).
\]

The case \(L \geq 1\) is quite similar;

\[
\|Y\|_{\beta, [0, s]} \leq \|X\|_{\beta} N^{1-\beta}
\]

\[
\leq c_6(\|X\|_{\beta} + L \min\{\|X\|_{\beta}^{-1}(1-\beta)/\beta, 1/L^{1-\beta}\})(\|X\|_{\beta}^{1/\beta} + L)^{1-\beta}
\]

\[
\leq c_7(\|X\|_{\beta}^{1/\beta} + \|X\|_{\beta} L^{1-\beta} + L)
\]

\[
\leq c_8(\|X\|_{\beta}^{1/\beta} + L) \leq c_8(\|X\|_{\beta}^{1/\beta} + \|X\|_{\beta} + L).
\]

In the second to the last inequality, we used Young’s inequality. Either way, we have proved that \(Y\) does not explode and

\[
(3.40) \quad \|Y\|_{\beta, [0, 1]} \leq c_9(\|X\|_{\beta}^{1/\beta} + \|X\|_{\beta} + L).
\]

Thus, the case \(L' \leq 1\) is done.

Finally, we consider the general case. Since the \(L' = 0\) is trivial, we may assume \(L' > 0\). Note that \((Y, \sigma(Y))\) solves RDE (3.11) if and only if \((Y, \sigma(Y)/L')\) solves RDE (3.11) with \(\sigma, X\) being replaced by \(\sigma/L'\) and \(L'X\), respectively. Here, \(L'X\) is the dilation of \(X\) by \(L'\). Therefore, we have

\[
\|Y\|_{\beta, [0, 1]} \leq c_9\{(L'\|X\|_{\beta})^{1/\beta} + L'\|X\|_{\beta} + L\}.
\]

Noting that \(\|X\|_{\beta} \leq \|X\|_{\alpha}\) since \(\beta < \alpha\), we complete the proof.

Next we generalize Proposition 3.5 to the case of bounded and locally Lipschitz drift vector fields. We consider RDEs (3.11) and (3.24) again and then define \(M\) as in (3.25) for a continuous map \(g: \mathcal{W} \to \mathcal{W}\). This time we do not impose the global Lipschitz property on \(f, \tilde{f}, g\), however. For \(N \in \mathbb{N}\), we set

\[
L_f^N := \sup_{|y|\leq N, g \neq g', z \in S} \frac{|f(y, z) - f(y', z)|_{\mathcal{W}}}{|y - y'|_{\mathcal{W}}}
\]

In the essentially same way we set \(L_{\tilde{f}}^N\) and \(L_g^N\), too.

**Proposition 3.7.** For \(X \in \Omega_\alpha(\mathcal{V})\), \(\xi \in \mathcal{W}\) and continuous paths \(\psi\) and \(\tilde{\psi}\), we denote by \((Y, \sigma(Y))\) and \((\tilde{Y}, \sigma(\tilde{Y}))\) the unique solutions of RDEs (3.11) and (3.24) on \([0, T]\), respectively. We assume that \(\sigma\) is of \(C^3_e\) and that \(f, \tilde{f}, g\) are all bounded and satisfy

\[
L_f^N + L_{\tilde{f}}^N + L_g^N = O(N^r) \quad \text{as } N \to \infty
\]
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for some \( r > 0 \). Here, \( O \) stands for Landau’s large \( O \).

Then, \( M \in C^1(W) \) and we have the following estimate for every \( \beta \in \left( \frac{1}{3}, \alpha \right) \): there exist positive constants \( C \) and \( \nu \) such that

\[
\| Y - \tilde{Y} \|_{\beta} \leq C \exp(C\|X\|_{\alpha}^{1/\beta}) \| M \|_{2\beta}.
\]

Here, \( C \) and \( \nu \) are independent of \( X, \xi, \psi, \tilde{\psi}, M \). Recall that \( M \) was defined in (3.25).

**Proof.** In this proof, \( c_i \)'s are positive constants independent of \( X, \xi, \psi, \tilde{\psi}, M \).

We use Proposition 3.6. From (3.31) we see that

\[
\| Y \|_{\beta} \vee \| \tilde{Y} \|_{\beta} \leq c_1\left(\|X\|_{\alpha}^{1/\beta} + \|X\|_{\alpha} + 1\right)
\]

for some constant \( c_1 \geq 1 \). We denote the right hand side by \( R_X \geq 1 \).

Take a Lipschitz continuous function \( \chi : W \to [0, 1] \) such that (i) \( \chi(y) = 1 \) if \( |y| \leq R_X \), (ii) \( \chi(y) = 0 \) if \( |y| \geq 2R_X \) and (iii) the Lipschitz constant of \( \chi \) is at most 1. Then, \( \chi f \) is globally Lipschitz (in \( y \)) since

\[
|\chi(y)f(y, z) - \chi(y')f(y', z)| \leq |\chi(y)||f(y, z) - f(y', z)| + |\chi(y) - \chi(y')||f(y', z)| \\
\leq \{c_2(R_X)^r + \|f\|_{\infty}\}|y - y'|_W \\
\leq c_3\{(R_X)^r + 1\}|y - y'|_W.
\]

It is obvious that \( \chi \tilde{f} \) and \( \chi g \) also satisfy the same property.

Noting that \( Y \) (resp. \( \tilde{Y} \)) solves RDEs (3.11) (resp. (3.24)) whose drift vector field is replaced by \( \chi f \) (resp. \( \chi \tilde{f} \)). Hence, we can use Inequality (3.26) in Proposition 3.5 with

\[
K' \leq c_3\{(R_X)^r + 1\} \leq c_4\left(\|X\|_{\alpha}^{1/\beta} + 1\right).
\]

This proves our assertion. \( \square \)

**Remark 3.8.** In a recent preprint [6], well-posedness of an RDE with globally Lipschitz drift is proved (in the framework of CP theory). If one uses this result, one may be able to drop the boundedness assumption on \( f \) in this section and in our main theorem (Theorem 2.1). Though this problem looks interesting, we do not pursue it in this paper.

4 Slow-fast system of rough differential equations

In this section we define the slow-fast system (2.1) of RDEs precisely and study it in details. In this and the next sections, we always assume that \( \sigma \) and \( h \) are of \( C^3 \) and \( f \) and \( g \) are locally Lipschitz continuous. Under these assumptions, the slow-fast system always has a unique time-local solution.
4.1 Deterministic aspects

As before, $1/3 < \beta < \alpha \leq 1/2$ is assumed. Respecting the direct sum decomposition $\mathbb{R}^{d+e} = \mathbb{R}^d \oplus \mathbb{R}^e$, a generic path taking values in this space is denoted by $(b, w) = (b_t, w_t)_{0 \leq t \leq T}$. Similarly, a generic element $\Xi = (\Xi_1, \Xi_2)$ of $\Omega_\alpha(\mathbb{R}^{d+e})$ is denoted by

$$\Xi^1 = (B^1, W^1), \quad \Xi^2 = \begin{pmatrix} B^2 & I[B, W] \\ I[W, B] & W^2 \end{pmatrix}.$$

It is clear that $B = (B^1, B^2) \in \Omega_\alpha(\mathbb{R}^d)$ and $W = (W^1, W^2) \in \Omega_\alpha(\mathbb{R}^e)$. $I[B, W]$ takes values in $\mathbb{R}^d \otimes \mathbb{R}^e$ and, loosely speaking, plays the role of the iterated integral $(s, t) \mapsto \int_s^t B_{s,u}^1 \otimes d_u W_{s,u}^1$. Also, $I[W, B]$ can be explained in an analogous way.

In the same manner, respecting the direct sum decomposition $\mathbb{R}^{m+n} = \mathbb{R}^m \oplus \mathbb{R}^n$, a generic element of $\mathbb{R}^{m+n}$ is denoted by $z = (x, y)$. We set

$$F_\varepsilon(x, y) = \begin{pmatrix} f(x, y) \\ \varepsilon^{-1} g(x, y) \end{pmatrix}, \quad \Sigma_\varepsilon(x, y) = \begin{pmatrix} \sigma(x) & O \\ O & \varepsilon^{-1/2} h(x, y) \end{pmatrix}.$$

Then, $F_\varepsilon : \mathbb{R}^{m+n} \to \mathbb{R}^{m+n}$ and $\Sigma_\varepsilon : \mathbb{R}^{m+n} \to L(\mathbb{R}^{d+e}, \mathbb{R}^{m+n})$.

Let $(Z, Z^\dagger) \in Q_\alpha^2(\mathbb{R}^{m+n})$ be a CP with respect to $\Xi \in \Omega_\alpha(\mathbb{R}^{d+e})$. We write $Z = (X, Y)$. Since $Z^\dagger$ takes values in $L(\mathbb{R}^{d+e}, \mathbb{R}^{m+n})$, it can be written as a block matrix;

$$Z^\dagger = \begin{pmatrix} Z^\dagger_{11} & Z^\dagger_{12} \\ Z^\dagger_{21} & Z^\dagger_{22} \end{pmatrix}.$$

Using this notation, we can write the remainder part $Z^\sharp$ as follows;

$$Z^\sharp_{s,t} = \begin{pmatrix} Y^\dagger_{s,t} \\ X^\dagger_{s,t} \end{pmatrix} - \begin{pmatrix} Z^\dagger_{11} & Z^\dagger_{12} \\ Z^\dagger_{21} & Z^\dagger_{22} \end{pmatrix} \begin{pmatrix} B^1_{s,t} \\ B^2_{s,t} \end{pmatrix}.$$

The precise definition of the slow-fast system (2.1) of RDEs (in the deterministic sense) is given by

$$Z^\epsilon_t = z_0 + \int_0^t F_\epsilon(Z^\epsilon_s)ds + \int_0^t \Sigma_\epsilon(Z^\epsilon_s)d\Xi_s, \quad (Z^\epsilon)^\dagger_t = \Sigma(Z^\epsilon), \quad t \in [0, T].$$

We consider this RDE in the $\beta$-Hölder topology.

**Remark 4.1.** An element of a direct sum space is denoted by both a “column vector” and a “row vector.” These are not precisely distinguished.

If $Z^\epsilon$ solves the above slow-fast system (4.2), then its slow component $X^\epsilon$ solves an RDE driven by $B$ alone on $\mathbb{R}^m$ with $Y^\epsilon$ viewed as a parameter. (See (4.3) below. This type was introduced in (3.11) and discussed in Subsection 3.3.) Since a solution of an RDE is not a usual path, this fact is not obvious.
Lemma 4.2. Let \((Z^\varepsilon, \Sigma(Z^\varepsilon)) \in \mathcal{Q}_\Sigma^\beta([0, \tau], \mathbb{R}^{m+n}), 0 < \tau \leq T\), be a unique solution of RDE \((1.2)\) on \([0, \tau]\). Then, \((X^\varepsilon, \sigma(X^\varepsilon))\) belongs to \(\mathcal{Q}_\Sigma^\beta([0, \tau], \mathbb{R}^m)\) and is a unique local solution of the following RDE driven by \(B\) on \([0, \tau]\):

\[
(4.3) \quad X^\varepsilon_t = x_0 + \int_0^t f(X^\varepsilon_s, Y^\varepsilon_s) ds + \int_0^t \sigma(X^\varepsilon_s) dB_s, \quad (X^\varepsilon)_t^1 = \sigma(X^\varepsilon_t), \quad t \in [0, T].
\]

**Proof.** Applying Proposition 3.2 to the right hand side of RDE \((1.2)\), we see that

\[
\sum_{s,t} Z^{\varepsilon,1}_{s,t} - \Sigma(Z^\varepsilon)\Xi^1_{s,t} = \left( X^{\varepsilon,1}_{s,t} Y^\varepsilon_{s,t} \right) - \left( \sigma(X^\varepsilon_s) O \right) \varepsilon^{-1/2} h(X^\varepsilon_s, Y^\varepsilon_s) \left( B^1_{s,t} W^1_{s,t} \right)
\]

is of \(2\beta\)-Hölder as a function of \((s, t) \in \triangle\) and so is its first component \(X^{\varepsilon,1}_{s,t} - \sigma(X^\varepsilon_s) B^1_{s,t}\). This means \((X^\varepsilon, \sigma(X^\varepsilon)) \in \mathcal{Q}_\Sigma^\beta([0, \tau], \mathbb{R}^m)\).

It suffices to show that the first component of \(\int_0^t \Sigma_{\varepsilon}(Z^\varepsilon_s) d\Xi_s\) equals \(\int_0^t \sigma(X^\varepsilon_s) dB_s\). A straightforward but slightly cumbersome computation of block matrices yields that

\[
\sum_{s,t} \Xi^1_{s,t} + \{\sum_{s} \Xi^1_{s}\} \Xi^2_{s,t} \left( \sigma(X^\varepsilon_s) B^1_{s,t} + \nabla_x \sigma(X^\varepsilon_s) \sigma(x) (B^2_{s,t}) \right) \varepsilon^{-1/2} h(X^\varepsilon_s, Y^\varepsilon_s) (W^1_{s,t} + \star)
\]

where we set

\[
\star = \varepsilon^{-1/2} \nabla_x h(X^\varepsilon_s, Y^\varepsilon_s) \sigma(x) (I[B, W]_{s,t}) + \varepsilon^{-1} \nabla_y h(X^\varepsilon_s, Y^\varepsilon_s) h(X^\varepsilon_s, Y^\varepsilon_s) (W^2_{s,t}).
\]

In above, \(\nabla_x\) and \(\nabla_y\) stands for the partial gradient operator in \(x\) and \(y\), respectively. The precise meaning of \(\nabla_x \sigma(x)\) was already essentially explained in \((3.17)\). Also, \(\nabla_x h(x, y) \sigma(x)\) and \(\nabla_y h(x, y) h(x, y)\) should be understood in a similar way.

The left hand side of \((4.3)\) is a summand in the modified Riemann sum that approximates \(\int_a^b \Sigma_{\varepsilon}(Z^\varepsilon_s) d\Xi_s\), \((a, b) \in \triangle\). The first component of the right hand side of \((4.4)\) equals a summand in the modified Riemann sum that approximates \(\int_a^b \sigma(X^\varepsilon_s) dB_s\). This verifies our assertion. \(\square\)

Now we calculate the Itô-Stratonovich correction at a deterministic level. Set \(\text{Id}_c := \sum_{i=1}^\varepsilon a_i \otimes a_i\), for an orthonormal basis \(\{a_i\}_{i=1}^\varepsilon\) of \(\mathbb{R}^\varepsilon\). Note that this definition is independent of the choice of \(\{a_i\}\). For \(\lambda \in \mathbb{R}\), we set

\[
\hat{g}(x, y) = g(x, y) - \lambda \nabla_y h(x, y) h(x, y) (\text{Id}_c)
\]

\[
= g(x, y) - \lambda \text{Trace} [\nabla_y h(x, y) h(x, y) (\bullet, \bullet)]
\]

and \(\hat{F}_c(x, y) = (f(x, y), \varepsilon^{-1} \hat{g}(x, y))^T\). We also define \(\hat{\Xi} = (\hat{\Xi}^1, \hat{\Xi}^2)\) by \(\hat{\Xi}^1 = \Xi^1\) and \(\hat{\Xi}^2_{s,t} = \left( \begin{array}{c} B^2_{s,t} \\ I[B, W]_{s,t} \end{array} \right) \). Where \(W^2_{s,t} := W^2_{s,t} + \lambda \text{Id}_c(t-s)\).

Since the definition of CP depends only on the first level of the reference RP, \((Y, Y^\dagger)\) belongs to \(\mathcal{Q}_\Xi^\beta([a, b], W)\) if and only if it belongs to \(\mathcal{Q}_\Xi^\beta([a, b], W)\).
Lemma 4.3. Let the notation be as above and let \( \tau \in (0,T] \). Then, the following are equivalent:

1. \((Z_\varepsilon, \Sigma_\varepsilon(Z_\varepsilon)) \in Q^2_\Xi([0,\tau], \mathbb{R}^{m+n}) \) and it solves RDE (4.2) on \([0, \tau]\).
2. \((Z_\varepsilon, \Sigma_\varepsilon(Z_\varepsilon)) \in Q^2_\xi([0,\tau], \mathbb{R}^{m+n}) \) and it solves the following RDE on \([0, \tau]\):

\[
Z_\varepsilon^t = z_0 + \int_0^t \tilde{F}_\varepsilon(Z_\varepsilon^s)ds + \int_0^t \Sigma_\varepsilon(Z_\varepsilon^s)d\tilde{\Xi}_s, \quad (Z_\varepsilon^t)_{t}^1 = \Sigma(Z_\varepsilon^t).
\]

Proof. We only prove (1) implies (2). (The proof of the converse is essentially the same.)

The second term on the right hand side of (4.5) equals

\[
\varepsilon^{-1} \nabla_y h(X_\varepsilon^s, Y_\varepsilon^s)h(X_\varepsilon^s, Y_\varepsilon^s)\langle \tilde{W}^2_{s,t} \rangle + \varepsilon^{-1} \nabla_y h(X_\varepsilon^s, Y_\varepsilon^s)h(X_\varepsilon^s, Y_\varepsilon^s)\langle \text{Id} \rangle (t-s).
\]

The second term above is a summand in the Riemann sum which approximates

\[
\varepsilon^{-1} \int_0^t \nabla_y h(X_\varepsilon^s, Y_\varepsilon^s)h(X_\varepsilon^s, Y_\varepsilon^s)\langle \text{Id} \rangle ds.
\]

Thus, we have proved that (1) implies (2). \(\square\)

Remark 4.4. If \(\tilde{W}^2\) and \(W^2\) are the second level paths of Stratonovich and Itô Brownian RP, respectively, then it is well-known that \(\tilde{W}^2_{s,t} = W^2_{s,t} + (1/2)\text{Id}_e(t-s)\) and Lemma 4.3 can be used with \(\lambda = 1/2\). Therefore, we can also use Stratonovich Brownian RP to formulate the slow-fast system (2.1) of random RDEs. (Indeed, in the previous paper [25], the Stratonovich-type formulation is used.)

4.2 Probabilistic aspects

Let \(\Omega\) be a probability space. Let \(w = (w_t)_{0 \leq t \leq T}\) be a standard \(e\)-dimensional Brownian motion and let \(B = \{(B_1^t, B_2^t)\}_{0 \leq s \leq t \leq T}\) be an \(\Omega_\alpha(\mathbb{R}^d)\)-valued random variable (i.e., random RP) defined on \((\Omega, \mathcal{F}, \mathbb{P})\) for every \(\alpha \in (1/3, \alpha_0)\). We assume that \(w\) and \(B\) are independent. As for the integrability of \(B\), Condition (A) is assumed. Let \(\{\mathcal{F}_t\}_{0 \leq t \leq T}\) be a filtration satisfying the usual condition as well as the following two conditions: (i) \(w\) is an \(\mathcal{F}_t\)-BM and (ii) \(t \mapsto (B_{0,t}^1, B_{0,t}^2)\) is \(\mathcal{F}_t\)-adapted.

Our random RP \(\Xi\) is defined in the following way. The symbols for the components of \(\Xi\) were set in (4.1).

Definition 4.5. \(B = (B^1, B^2)\) is given a priori in our assumptions. First, define \(W = (W^1, W^2)\) as the Itô-type Brownian RP, that is,

\[
W_{s,t}^1 = w_t - w_s, \quad W_{s,t}^2 = \int_s^t (w_u - w_s) \otimes d^i w_u,
\]
Proof. We use a RP-version of Kolmogorov-Čentsov’s continuity criterion (see [8, Theorem 3.1]). Take any \( \alpha > 0 \) for every sufficiently small \( \delta > 0 \) holds that \( \Xi \). Suppose Lemma 4.6.
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\[
I[B,W]_{s,t} = \int_s^t B_{s,u}^1 \otimes d^1 w_u, \quad I[W,B]_{s,t} = W_{s,u}^1 \otimes B_{s,u}^1 - \int_s^t (d^1 w_u) \otimes B_{s,u}^1.
\]

Thus, we have set all components of \( \Xi = (\Xi^1, \Xi^2) \).

Lemma 4.6. Suppose \( \alpha \in (1/3, \alpha_0) \) and let \( \Xi \) be as in Definition 4.5. Under (A) it holds that \( \Xi \in \Omega_{a}(\mathbb{R}^{d+e}), \) a.s. Moreover, \( \mathbb{E}[||\Xi||_a] < \infty \) for every \( q \in [1, \infty) \).

Proof. We use a RP-version of Kolmogorov-Čentsov’s continuity criterion (see [8, Theorem 3.1]). Take any \( \alpha' \in (\alpha, \alpha_0) \). By the criterion it suffices to show that for every sufficiently large \( q \geq 1/\alpha' \), there exists a constant \( C = C_q > 0 \) such that

\[
\mathbb{E}[||\Xi^1||_q^q]^{1/q} \leq C(t-s)^{\alpha'}, \quad \mathbb{E}[||\Xi^2||_q^q]^{1/q} \leq C(t-s)^{2\alpha'}, \quad (s,t) \in \triangle_T
\]

holds. We will verify (4.7) componentwise.

Due to (A), \( B = (B^1, B^2) \) clearly satisfies (4.7). It is well-known that Brownian \( \mathbb{R}_+ \)-valued \( W = (W^1, W^2) \) satisfies (4.7), too. Now, we estimate the \( (i,j) \)-component of \( I[B,W] \) \( (1 \leq i \leq d, 1 \leq j \leq e) \). By Burkholder’s inequality, we see that

\[
\mathbb{E}
\left[
\left|
\int_s^t B_{s,u}^{1,i} d^1 w_u^j
\right|^q
\right] \leq C_1 \mathbb{E}
\left[
\left|
\int_s^t (B_{s,u}^{1,i})^2 du
\right|^q
\right]^{1/2}
\leq C_1 \mathbb{E}[||B^1||_q^q] \int_s^t (u-s)^{2\alpha'} du \leq C_2 (u-s)^{(1+2\alpha')q/2}
\]

for certain positive constants \( C_1, C_2 \) independent of \((s,t)\). Hence, \( I[B,W] \) satisfies (4.7).

Due to (4.6), the proof for \( I[W,B] \) is essentially the same.

In the sequel we work under (A) and assume that \( 1/3 < \beta < \alpha < \alpha_0(\leq 1/2) \). For the rest of this section, \( \Xi \) is as in Definition 4.5. The precise meaning of the random RDE in our main theorem is RDE (4.2) driven by this \( \Xi \).

We extend the time interval of the filtration \{\( \mathcal{F}_t \)\} by setting \( \mathcal{F}_t = \mathcal{F}_{t+T} \) for \( t \geq 0 \). Denote by \( \mathbb{R}^{m+n} = \mathbb{R}^{m+n} \cup \{\infty\} \) the one-point compactification of \( \mathbb{R}^{m+n} \). If a global solution \( (Z^\varepsilon_t)_{t \in [0,T]} \) exists, then we set \( Z^\varepsilon_t = Z^\varepsilon_{t+T} \) for \( t \geq 0 \). Otherwise, denote by \( (Z^\varepsilon_t)_{t \in [0,\infty)} \), \( 0 < \infty \leq T \), be a maximal local solution and set \( Z^\varepsilon_t = \infty \) for \( t \in [\infty, \infty) \). Either way, \( Z^\varepsilon_t \) is constant in \( t \) on \([T, \infty)\), a.s.

Define \( \tau_N^\varepsilon = \inf\{t \geq 0 \mid |Z^\varepsilon_t| \geq N\} \) for each \( N \in \mathbb{N} \) and \( \tau_\infty^\varepsilon = \lim_{N \to \infty} \tau_N^\varepsilon \). (As usual \( \inf \emptyset := \infty \)) These are \{\( \mathcal{F}_t \)\}-stopping times. Then, the following are equivalent:

- A global solution \( (Z^\varepsilon_t)_{t \in [0,T]} \) of RDE (4.2) exists.
- \( (Z^\varepsilon_t)_{t \in [0,T]} \) defined as above is bounded in \( \mathbb{R}^{m+n} \).
- \( \tau_N^\varepsilon = \infty \) for some \( N \).
\[ \bullet \tau^\varepsilon_\infty > T. \]

It should be noted that while a solution of RDE (1.2) moves in a bounded set, its trajectory is uniformly continuous in \( t \) (because its Hölder norm is bounded). Hence, if \((Z^\varepsilon_t)_{t \in [0,s]}\), \(0 < s \leq T\), is bounded, then \((Z^\varepsilon_t)_{t \in [0,s]}\) solves RDE (1.2).

On the other hand, if no global solution exists, then we have \( u^\varepsilon = \tau^\varepsilon_\infty \in (0,T] \) and \( \lim_{t \nearrow \tau^\varepsilon_\infty} |Z_t| = \infty \). Moreover, \( \lim_{t \nearrow \tau^\varepsilon_\infty} |Z_t| = \infty \) because of the uniform continuity mentioned above. Therefore, \((Z^\varepsilon_t)_{t \geq 0}\) is a continuous process that takes values in \( \mathbb{R}^{m+n} \).

**Proposition 4.7.** Let the notation be as above and assume (A). Then, for every \( \varepsilon \in (0,1] \), \( Y^\varepsilon \) satisfies the following Itô SDE up to the explosion time of \( Z^\varepsilon = (X^\varepsilon, Y^\varepsilon) \):

\[
Y^\varepsilon_t = y_0 + \frac{1}{\varepsilon} \int_0^{\Lambda(t)} g(X^\varepsilon_s, Y^\varepsilon_s) \, ds + \frac{1}{\sqrt{\varepsilon}} \int_0^{\Lambda(t)} h(X^\varepsilon_s, Y^\varepsilon_s) \, dw_s, \quad 0 \leq t < \tau^\varepsilon_\infty.
\]

**Proof.** Let \( \mathcal{P} = \{ 0 = t_0 < t_1 < \cdots < t_K = t \} \) be a partition of \([0,t]\) for \(0 < t \leq T\). The summand of the Riemann sum for the RP integral in RDE (1.2) was given in (1.4) and (1.5).

First, we prove the lemma when \( h, \sigma \) are of \( C^3_b \) and \( f, g \) are bounded and globally Lipschitz continuous. In this case the solution never explodes, i.e. \( \tau^\varepsilon_\infty = \infty \), a.s. It is easy to see that

\[
\lim_{|\mathcal{P}| \to 0} \sum_{i=1}^K h(X^\varepsilon_{t_{i-1}}, Y^\varepsilon_{t_{i-1}}) W^1_{t_{i-1}, t_i} = \int_0^t h(X^\varepsilon_s, Y^\varepsilon_s) \, dw_s \quad \text{in} \ L^2(\mathbb{P}).
\]

Denote by \( \{ e_k \}_{k=1}^e \) and \( \{ f_p \}_{p=1}^n \) the canonical orthonormal basis of \( \mathbb{R}^e \) and \( \mathbb{R}^n \), respectively. We write \( A^{k,l}_s := \nabla_y h(X^\varepsilon_s, Y^\varepsilon_s) h(X^\varepsilon_s, Y^\varepsilon_s) (e_k \otimes e_l), \) \( A^{p,k,l}_s := \langle A^{k,l}_s, f_p \rangle_{\mathbb{R}^n} \) and \( W^2_{s,t} = \sum_{k,l=1}^e \sum_{s,t} W^{2,k,l}_{s,t} e_k \otimes e_l \). Then, we obviously see that the \( p \)th component of \( \nabla_y h(X^\varepsilon_s, Y^\varepsilon_s) h(X^\varepsilon_s, Y^\varepsilon_s) (W^2_{s,t}) \) equals \( \sum_{k,l=1}^e A^{p,k,l}_{s,t} W^{2,k,l}_{s,t} \). Noting that \( \mathbb{E}[W^{2,k,l}_{s,t} | \mathcal{F}_{s}] = 0 \) for all \( k, l \) and \( s \leq t \), we have for all \( i \neq j \) and \( p \) that

\[
\sum_{k,l=1}^e \sum_{k',l'} \mathbb{E}[A^{p,k,l}_{s,t} W^{2,k,l}_{s,t} A^{p,k',l'}_{s,t} W^{2,k',l'}_{s,t} | \mathcal{F}_{s}] = 0.
\]

Using \( \mathbb{E}[(W^{2,k,l}_{s,t})^2] = (t-s)^2/2 \), we can easily see from (4.9) that

\[
\sum_{i=1}^K \mathbb{E} \left[ \left( \sum_{i=1}^K \nabla_y h(X^\varepsilon_{t_{i-1}}, Y^\varepsilon_{t_{i-1}}) h(X^\varepsilon_{t_{i-1}}, Y^\varepsilon_{t_{i-1}}) (W^2_{t_{i-1}, t_i}) \right)^2 \right] = \sum_{p,k,l} \sum_{i=1}^K \mathbb{E} \left[ \left( A^{p,k,l}_{t_{i-1}, t_i} W^{2,k,l}_{t_{i-1}, t_i} \right)^2 \right]
\]
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\[ \leq \frac{1}{2} \sum_{p,k,l} \sum_{i=1}^{K} \| h \|_{\infty} \| \nabla h \|_{\infty} (t_i - t_{i-1})^2 \leq \frac{1}{2} ne^2 \| h \|_{\infty} \| \nabla h \|_{\infty} |P| \to 0 \]

as the mesh size \(|P|\) tends to 0.

In a similar way, we write \( A_{s,t}^{k,l} := \nabla_y h(X_s^x, Y_s^y) \sigma(X_s^x, Y_s^y) \langle \hat{e}_k \otimes \hat{e}_l \rangle \), \( \hat{A}_{s,t}^{p,k,l} := \langle \hat{A}_{s,t}^{k,l}, f_p \rangle_{\mathbb{R}^n} \) and \( I[B, W]_{s,t} = \sum_{k=1}^{d} \sum_{l=1}^{e} I[B, W]_{s,t}^{k,l} \). Then, the \( p \)th component of \( \nabla_y h(X_s^x, Y_s^y) \sigma(X_s^x, Y_s^y) \langle I[B, W]_{s,t} \rangle \) equals \( \sum_{k=1}^{d} \sum_{l=1}^{e} \hat{A}_{s,t}^{p,k,l} I[B, W]_{s,t}^{k,l} \). Since \( I[B, W]_{s,t} \) is an Itô integral, \( \mathbb{E}[I[B, W]_{s,t}^{k,l}] = 0 \) for all \( k, l \) and \( s \leq t \). Hence, in the same way as in (4.9) we have

\[ \mathbb{E} \left[ \sum_{k,l} \hat{A}_{s,t}^{p,k,l} I[B, W]_{s,t}^{k,l} \cdot \sum_{k',l'} \hat{A}_{s,t}^{p',k',l'} I[B, W]_{s,t}^{k',l'} \right] = 0 \]

for all \( i < j \) and \( p \). Since \( \mathbb{E}[(I[B, W]_{s,t}^{k,l})^2] = (t-s)^{2\alpha'+1}/(2\alpha + 1) \), we can calculate in the same way as in (4.10) to see that

\[ \sum_{k,l} \hat{A}_{s,t}^{p,k,l} I[B, W]_{s,t}^{k,l} \]

\[ \leq \sum_{p,k,l} \sum_{i=1}^{K} \| \sigma \|_{\infty} \| \nabla h \|_{\infty} (t_i - t_{i-1})^{2\alpha' + 1} \leq \frac{ne^2}{2\alpha' + 1} \| \sigma \|_{\infty} \| \nabla h \|_{\infty} |P|^{2\alpha'} \to 0 \]

as the mesh size \(|P|\) tends to 0.

Combining (4.8), (4.10) and (4.11), we have shown that

\[ Y^\varepsilon_t = y_0 + \frac{1}{\varepsilon} \int_0^{t \wedge T} g(X^\varepsilon_s, Y^\varepsilon_s) ds + \frac{1}{\sqrt{\varepsilon}} \int_0^{t \wedge T} h(X^\varepsilon_s, Y^\varepsilon_s) d\hat{w}_s, \quad t \geq 0 \]

holds almost surely in this case.

From here only the standing assumption is assumed on the coefficients \( h, \sigma, f, g \). Take any sufficiently large \( N \). Let \( \phi_N : \mathbb{R}^{m+n} \to [0,1] \) be a smooth function with compact support such that \( \phi_N \equiv 1 \) on the ball \( \{ z \in \mathbb{R}^{m+n} \mid |z| \leq N \} \) and set \( \hat{h} := h \phi_N \). Also, \( \hat{\sigma}, \hat{f}, \hat{g} \) are defined in the same way. We replace the coefficients of RDE (4.2) by these corresponding data with “hat” and denote a unique solution by \( \hat{Z}^\varepsilon = (\hat{X}^\varepsilon, \hat{Y}^\varepsilon) \). Then, (4.12) holds with \( \hat{X}^\varepsilon, \hat{Y}^\varepsilon, \hat{h}, \hat{g} \) in place of \( X^\varepsilon, Y^\varepsilon, h, g \). By the uniqueness of the RDE, it holds that \( \hat{Z}_{t \wedge \tau_N} = Z_{t \wedge \tau_N} \) for all \( 0 \leq t \leq T \). Therefore, we almost surely have

\[ Y^\varepsilon_{t \wedge \tau_N} = \hat{Y}^\varepsilon_{t \wedge \tau_N} \]

\[ = y_0 + \frac{1}{\varepsilon} \int_0^{t \wedge \tau_N} \hat{g}(\hat{X}^\varepsilon_s, \hat{Y}^\varepsilon_s) ds + \frac{1}{\sqrt{\varepsilon}} \int_0^{t \wedge \tau_N} \hat{h}(\hat{X}^\varepsilon_s, \hat{Y}^\varepsilon_s) d\hat{w}_s, \quad t \geq 0 \]
Since $\tau_N^\varepsilon \nearrow \tau_\infty^\varepsilon$ as $N \to \infty$ a.s. on the set $\{\tau_\infty^\varepsilon \leq T\}$, we finish the proof by letting $N \to \infty$. \hfill \Box

**Proposition 4.8.** Assume (A), (H1)–(H4) and (H6)$_q$ for some $q \geq 2$. Then, the probability that $Z^\varepsilon = (X^\varepsilon, Y^\varepsilon)$ explodes on $[0, T]$ is zero. Moreover, we have

\begin{align}
(4.14) & \quad \sup_{0<\varepsilon \leq 1} \mathbb{E}[\|X^\varepsilon\|_{\beta, \varepsilon, Y}^p] < \infty, \quad 1 \leq p < \infty, \\
(4.15) & \quad \sup_{0<\varepsilon \leq 1} \sup_{0 \leq t \leq T} \mathbb{E}[|Y^\varepsilon|^q] < \infty.
\end{align}

**Proof.** In this proof, $c_i$ ($i \geq 1$) denotes a positive constant independent of $\varepsilon$, $N$, $s$, $t$ and the sample $\omega \in \Omega$.

Set $\lambda_N^\varepsilon = \inf\{t \geq 0 \mid |Y^\varepsilon_t| \geq N\}$ for each $N \in \mathbb{N}$ and $\lambda_\infty^\varepsilon = \lim_{N \to \infty} \lambda_N^\varepsilon$. Clearly, $\lambda_N^\varepsilon \geq \tau_N^\varepsilon$, a.s. We first show $\lambda_\infty^\varepsilon \geq \tau_\infty^\varepsilon$, a.s. (In other words, $X^\varepsilon$ does not explode before $Y^\varepsilon$ does.) Suppose that $\lambda_\infty^\varepsilon > \tau_\infty^\varepsilon$ holds for some RP $\Xi$, which automatically implies $\tau_\infty^\varepsilon \leq T$ and $Y^\varepsilon$ stay bounded on $[0, \tau_\infty^\varepsilon)$. Due to Lemma 4.2 and Proposition 3.6, $X^\varepsilon$ also stay bounded on $[0, \tau_\infty^\varepsilon)$ and hence so does $Z^\varepsilon$. However, this is a contradiction.

Lemma 4.2 and Proposition 3.6 also imply the following. If $\tau_\infty^\varepsilon \leq T$ (i.e. $Z^\varepsilon$ explodes), then $X^\varepsilon$ stay bounded on $[0, \tau_\infty^\varepsilon)$ and hence $\lim_{t \uparrow \tau_\infty^\varepsilon} |Y^\varepsilon_t| = \infty$. In particular, there exists $c_1, c_2 > 0$ such that $\|X^\varepsilon\|_{\beta, [0, \tau_\infty^\varepsilon)} \leq c_1 (\|B\|_\alpha^2 + 1)$.

For a while we use (H6)$_2$ instead of (H6)$_q$. First, we prove non-explosion for any fixed $\varepsilon$ by using Proposition 4.7 in particular (4.13). Lemma B.2 (with $q = 2$) and (H6)$_2$ yield that

\begin{equation}
\mathbb{E}[|Y^\varepsilon_t|^2] = |y_0|^2 + \varepsilon^{-1}\mathbb{E}\left[\int_0^{t \wedge \tau_N^\varepsilon} \{2\langle Y^\varepsilon_s, g(X^\varepsilon_s, Y^\varepsilon_s) \rangle + |h(X^\varepsilon_s, Y^\varepsilon_s)|^2\} ds \right] \\
\leq |y_0|^2 + \varepsilon^{-1}\mathbb{E}\left[\int_0^t \{-\gamma_0|Y^\varepsilon_s|^2 + C|X^\varepsilon_s|^m + C\} 1_{\{s \leq \tau_N^\varepsilon\}} ds \right] \\
\leq |y_0|^2 + \varepsilon^{-1}C T \{c_3^m \mathbb{E}[(\|B\|_\alpha^2 + 1)^m] + 1\} \\
\leq |y_0|^2 + \varepsilon^{-1}c_3, \quad t \in [0, T].
\end{equation}

Since we stopped the time by $\tau_N^\varepsilon$, the martingale part in the Itô formula is a true martingale and its expectation vanishes. Recall that, as $N \to \infty$, $|Y^\varepsilon_t| \to \infty$ if $\tau_\infty^\varepsilon \leq T$ and $|Y^\varepsilon_t| \to \infty$ if $\tau_\infty^\varepsilon = \infty$. Applying Fatou’s lemma to (4.16) with $t = T$, we see that $\{\tau_\infty^\varepsilon \leq T\}$ is a zero set, i.e. explosion never occurs. From this (4.14) immediately follows. Again by Fatou’s lemma, $\sup_{t \leq T} \mathbb{E}[|Y^\varepsilon_t|^2] \leq |y_0|^2 + \varepsilon^{-1}c_4$ holds.

In a similar way as above, we use Lemma B.2 again to obtain that, for every $p \geq 2$,

\begin{equation}
\mathbb{E}[|Y^\varepsilon_t|^p 1_{\{t \leq \tau_N^\varepsilon\}}] \leq \mathbb{E}[|Y^\varepsilon_{t \wedge \tau_N^\varepsilon}|^p] \\
= |y_0|^p + \varepsilon^{-1}\mathbb{E}\left[\int_0^{t \wedge \tau_N^\varepsilon} p\{Y^\varepsilon_s, g(X^\varepsilon_s, Y^\varepsilon_s)\} ds \right].
\end{equation}
Here, we have also used (H3), (H6)$_2$, (4.14) and Young’s inequality. Using Lemma A.1 (1) (Gronwall’s inequality), we have

\[
E[|Y^\varepsilon_t|^p 1_{t \leq \tau_N^\varepsilon}] \leq (|y_0|^p + \varepsilon^{-1}c_6)e^{\varepsilon^{-1}c_5T}, \quad t \in [0, T].
\]

Putting this inequality on the right hand side of (4.17), we have

\[
E[|Y^\varepsilon_t|^p] \leq C_\varepsilon, \quad t \in [0, T],
\]

where $C_\varepsilon > 0$ is a constant which depends on $\varepsilon$, but not on $N, t$. Since $p$ can be arbitrarily large, this implies that $\{Y^\varepsilon_{t \wedge \tau_N^\varepsilon}\}^\infty_{N=1}$ is uniformly integrable. Since $|Y^\varepsilon_{t \wedge \tau_N^\varepsilon}| \to |Y^\varepsilon_t|$ as $N \to \infty$, a.s., it follows that $E[|Y^\varepsilon_{t \wedge \tau_N^\varepsilon}|] \to E[|Y^\varepsilon_t|]$ as $N \to \infty$ and

\[
(4.18) \quad \sup_{0 \leq t \leq T} E[|Y^\varepsilon_t|^p] < \infty \quad \text{for every } \varepsilon \in (0, 1) \text{ and } 2 \leq p < \infty.
\]

On the other hand, it immediately follows from (H3), (H4) and (H6)$_2$ that

\[
\begin{align*}
&\left|Y^\varepsilon_s|^p - 2\langle Y^\varepsilon_s, g(X^\varepsilon_s, Y^\varepsilon_s) \rangle + \frac{1}{2}|Y^\varepsilon_s|^p - 2|h(X^\varepsilon_s, Y^\varepsilon_s)|^2 \\
&\quad + \frac{p-2}{2}|Y^\varepsilon_s|^p - 4 \langle (Y^\varepsilon_s)^\top h(X^\varepsilon_s, Y^\varepsilon_s), h(X^\varepsilon_s, Y^\varepsilon_s)^\top Y^\varepsilon_s \rangle 1_{t \leq \tau_N^\varepsilon} \\
&\quad \leq |Y^\varepsilon_s|^p - C(|X^\varepsilon_s|^m + |Y^\varepsilon_s|^m + 1) + \frac{p-1}{2}|Y^\varepsilon_s|^p - 2(|X^\varepsilon_s| + |Y^\varepsilon_s| + |h(0,0)|)^2 \\
&\quad \leq c_7(|Y^\varepsilon_s|^\gamma + |X^\varepsilon_s|^\gamma + 1).
\end{align*}
\]

The right hand side is independent of $N$ and integrable on $\Omega \times [0, t]$ with respect to the measure $\mathbb{P} \otimes ds$, thanks to (4.18). Hence, we can use the dominated convergence theorem to (4.17) to obtain that

\[
E[|Y^\varepsilon_t|^p] = \lim_{N \to \infty} E[|Y^\varepsilon_{t \wedge \tau_N^\varepsilon}|^p]
\]
5 Proof of main result

This section is devoted to proving our main result (Theorem 2.1).

First, we introduce a new parameter \( \delta \) with \( 0 < \varepsilon < \delta \leq 1 \). (In spirit, \( 0 < \varepsilon \ll \delta \ll 1 \). Later, we will set \( \delta := \varepsilon^{1/(4\beta)} \log \varepsilon^{-1} \). We divide \([0, T]\) into subintervals of equal length \( \delta \). For \( s \geq 0 \), set \( s(\delta) := \lfloor s/\delta \rfloor \delta \), which is the nearest breaking point preceding (or equal to) \( s \).

We set
\[
\hat{Y}_t^\varepsilon = y_0 + \frac{1}{\varepsilon} \int_0^t g(X_s, \hat{Y}_s^\varepsilon) ds + \frac{1}{\sqrt{\varepsilon}} \int_0^t h(X_s, \hat{Y}_s^\varepsilon) dw_s, \quad t \in [0, T].
\]
Note that $\hat{Y}^\varepsilon$’s dependence on $\delta$ is suppressed in the notation. This approximation process satisfies the following two estimates.

**Lemma 5.1.** Under the same assumptions as in Proposition 4.8, we have the following: For every $\delta$ and $\varepsilon$ with $0 < \varepsilon < \delta \leq 1$, the above process $\hat{Y}^\varepsilon$ does not explode and satisfies

\[ \sup_{0 < \varepsilon < \delta \leq 1} \sup_{0 \leq t \leq T} \mathbb{E}[|\hat{Y}_t^\varepsilon|] < \infty. \]

**Proof.** The proof is essentially the same as that of Proposition 4.8 (In fact, this one is easier because we already know $X_s^{\varepsilon(\delta)}$ exists and satisfies the estimate (4.14).) □

**Lemma 5.2.** Assume (A), (H1)-(H4), (H5)$_q$, (H6)$_q$ and (H7) for some $q \geq 2$ and $r \geq 0$ such that $q > 2r$. Then, there exists a positive constant $C$ independent of $\delta$ such that

\[ \sup_{\varepsilon \in (0, \delta)} \sup_{0 \leq t \leq T} \mathbb{E}[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] \leq C\delta^2\beta. \]

**Proof.** By Itô’s formula, we can easily see that

\[ \mathbb{E}[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] = \frac{2}{\varepsilon} \mathbb{E}\left[ \int_0^t \langle g(X_s^\varepsilon, Y_s^\varepsilon) - g(X_s^{\varepsilon(\delta)}, \hat{Y}_s^\varepsilon), Y_s^\varepsilon - \hat{Y}_s^\varepsilon \rangle ds \right] 
+ \frac{1}{\varepsilon} \mathbb{E}\left[ \int_0^t |h(X_s^\varepsilon, Y_s^\varepsilon) - h(X_s^{\varepsilon(\delta)}, \hat{Y}_s^\varepsilon)|^2 ds \right]. \]

Note that, due to (4.14), (4.18), (5.2) and (H3) the martingale part is actually a true martingale. (Therefore, stopping times are not needed here.)

By differentiating with respect to $t$, we get

\[ \frac{d}{dt} \mathbb{E}[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2] = \frac{2}{\varepsilon} \mathbb{E}\left[ \langle g(X_t^\varepsilon, Y_t^\varepsilon) - g(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon), Y_t^\varepsilon - \hat{Y}_t^\varepsilon \rangle \right] 
+ \frac{1}{\varepsilon} \mathbb{E}\left[ |h(X_t^\varepsilon, Y_t^\varepsilon) - h(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon)|^2 \right] 
= \frac{1}{\varepsilon} \mathbb{E}\left\{ 2\langle g(X_t^\varepsilon, Y_t^\varepsilon) - g(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon), Y_t^\varepsilon - \hat{Y}_t^\varepsilon \rangle \right. 
\left. + |h(X_t^\varepsilon, Y_t^\varepsilon) - h(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon)|^2 \right\} 
+ \frac{2}{\varepsilon} \mathbb{E}\left[ \langle g(X_t^\varepsilon, \hat{Y}_t^\varepsilon) - g(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon), Y_t^\varepsilon - \hat{Y}_t^\varepsilon \rangle \right] 
+ \frac{2}{\varepsilon} \mathbb{E}\left[ \langle h(X_t^\varepsilon, Y_t^\varepsilon) - h(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon), h(X_t^\varepsilon, \hat{Y}_t^\varepsilon) - h(X_t^{\varepsilon(\delta)}, \hat{Y}_t^\varepsilon) \rangle \right] 
\leq I_3 + I_2 + I_1 + I_4. \]

We will estimate $I_i$ (1 ≤ $i$ ≤ 4). Below $c_i$ (i ≥ 1) are positive constants independent of $t, \varepsilon, \delta$. We will often use Young’s inequality. It is clear from (H7) that

\[ I_1 \leq \frac{\gamma_2}{\varepsilon} \mathbb{E}[|Y_t^\varepsilon - \hat{Y}_t^\varepsilon|^2]. \]
Using (H3) and (4.14), we have

\begin{equation}
I_3 + I_1 \leq \frac{c_1}{\varepsilon} \text{Lip}(h)^2 E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\| \cdot |X_t^\varepsilon - X_{t_0(\delta)}^\varepsilon| + |X_t^\varepsilon - X_{t_0(\delta)}^\varepsilon|^2
\end{equation}

\begin{equation}
\leq \frac{\gamma_2}{4\varepsilon} E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 + \frac{c_2}{\varepsilon} E|X_t^\varepsilon - X_{t_0(\delta)}^\varepsilon|^2
\end{equation}

\begin{equation}
\leq \frac{\gamma_2}{4\varepsilon} E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 + \frac{c_3}{\varepsilon} \delta^{2\beta},
\end{equation}

where \text{Lip}(h) stands for the Lipschitz constant of \text{h}.

Next, using (H5), with \(2r < q\), Proposition 4.3 and Lemma 5.1 we estimate \(I_2\) as follows:

\begin{equation}
I_2 \leq \frac{2C}{\varepsilon} E[(1 + \|X^\varepsilon\|_\infty^2 + |\hat{Y}_t^\varepsilon|^2)|X_t^\varepsilon - X_{t_0(\delta)}^\varepsilon| \cdot |Y_t^\varepsilon - \hat{Y}_t^\varepsilon|]
\end{equation}

\begin{equation}
\leq \frac{\gamma_2}{4\varepsilon} E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 + \frac{c_4}{\varepsilon} E[(1 + \|X^\varepsilon\|_\infty^{2q})|\hat{Y}_t^\varepsilon|^2|X_t^\varepsilon - X_{t_0(\delta)}^\varepsilon|^2]
\end{equation}

\begin{equation}
\leq \frac{\gamma_2}{4\varepsilon} E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 + \frac{c_5}{\varepsilon} \delta^{2\beta}.
\end{equation}

Note that we also used Hölder’s inequality above.

Combining (5.3)–(5.5), we see that

\begin{equation}
\frac{d}{dt} E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 \leq -\frac{\gamma_2}{2\varepsilon} E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 + \frac{c_6}{\varepsilon} \delta^{2\beta}, \quad t \in [0, T].
\end{equation}

Applying the differential version of Gronwall’s inequality (Lemma A.1 (2)) with \(f_0 = 0\), \(b = -\gamma_2/(2\varepsilon)\) and \(c = c_6 \delta^{2\beta}/\varepsilon\), we have

\begin{equation}
E\|Y_t^\varepsilon - \hat{Y}_t^\varepsilon\|^2 \leq \frac{c_6 \delta^{2\beta}}{\gamma_2} \{1 - e^{-\gamma_2/(2\varepsilon)}\} \leq c_7 \delta^{2\beta}, \quad t \in [0, T].
\end{equation}

This completes the proof of the lemma. \(\Box\)

It is easy to see that, if we define

\begin{equation}
M_t = \int_0^t \{f(X_s^\varepsilon, Y_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, Y_{s(\delta)}^\varepsilon)\} ds + \int_0^t \{f(X_s^\varepsilon, Y_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, Y_{s(\delta)}^\varepsilon)\} ds
\end{equation}

\begin{equation}
+ \int_0^t \{f(X_s^\varepsilon, \hat{Y}_s^\varepsilon) - \hat{f}(X_{s(\delta)}^\varepsilon)\} ds + \int_0^t \{\hat{f}(X_{s(\delta)}^\varepsilon) - \hat{f}(X_{s(\delta)}^\varepsilon)\} ds,
\end{equation}

then

\begin{equation}
X_t^\varepsilon - \bar{X}_t = \int_0^t f(X_s^\varepsilon, Y_s^\varepsilon) ds + \int_0^t \sigma(X_s^\varepsilon) dB_s - \int_0^t \bar{f}(X_s^\varepsilon) ds - \int_0^t \sigma(\bar{X}_s) dB_s
\end{equation}
Averaging for slow-fast RDEs

Let \( \gamma(t) \) be an equality of CPs with respect to \( B \). We will apply Proposition 3.7 to (5.7). The sum of the first four terms on the right hand side of (5.7) corresponds to \( M \) in the proposition.

In the next lemma we estimate their Hölder norms.

**Lemma 5.3.** Assume the same condition as in Lemma 5.2. Then, there exists a positive constant \( C \) independent of \( \varepsilon, \delta \) such that

\[
\mathbb{E} \left[ \left\| \int_0^t \{ f(X_s^\varepsilon, Y_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, Y_s^\varepsilon) \} ds \right\|^2 \right] + \left\| \int_0^t \{ \tilde{f}(X_s^\varepsilon) - \tilde{f}(\tilde{X}_s^\varepsilon) \} ds \right\|^2 \leq C \delta^{2\beta}.
\]

Here, \( \| \cdot \|_1 \) stands for the 1-Hölder (i.e. Lipschitz) norm.

**Proof.** We use the globally Lipschitz property of \( f \). The first term on the left hand side is dominated by

\[
\mathbb{E} \left[ \left\| \int_0^t |f(X_s^\varepsilon, Y_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, Y_s^\varepsilon)| ds \right\|^2 \right] \leq T \sup_{0 \leq s \leq T} \mathbb{E} |X_s^\varepsilon - X_{s(\delta)}^\varepsilon|^2 \leq T^2 \text{Lip}(f)^2 \mathbb{E} \|X_s^\varepsilon - X_{s(\delta)}^\varepsilon\|_2^2 \leq C \delta^{2\beta}.
\]

Here, we used (1.14). Similarly, the third term is dominated by

\[
\mathbb{E} \left[ \left\| \int_0^t |f(X_{s(\delta)}^\varepsilon, Y_s^\varepsilon) - f(X_{s(\delta)}^\varepsilon, \tilde{Y}_s^\varepsilon)\} ds \right\|^2 \right] \leq T^2 \text{Lip}(f)^2 \mathbb{E} \|Y_s^\varepsilon - \tilde{Y}_s^\varepsilon\|_2^2 \leq C \delta^{2\beta}.
\]

Here, we used Lemma 5.2.

The estimate of the second term is more difficult since \( \tilde{f} \) may not be globally Lipschitz continuous. Since \( q \geq 2\eta_2 \), we see from Proposition C.5 that

\[
|\tilde{f}(X_{s(\delta)}^\varepsilon) - \tilde{f}(X_s^\varepsilon)| \leq C'|X_{s(\delta)}^\varepsilon - X_s^\varepsilon|(1 + |X_{s(\delta)}^\varepsilon|^\xi + |X_s^\varepsilon|^\xi)
\]

for certain positive constants \( C' \) and \( \xi \), which do not depend on \( \varepsilon, \delta, s \). (Below, the value of \( C' \) may change from line to line.) Then, the second term is dominated by

\[
\mathbb{E} \left[ \left\| \int_0^t |f(X_{s(\delta)}^\varepsilon) - f(X_s^\varepsilon)| ds \right\|^2 \right] \leq T^2 C' \sup_{0 \leq s \leq T} \mathbb{E} |X_s^\varepsilon - X_{s(\delta)}^\varepsilon|^2 (1 + |X_{s(\delta)}^\varepsilon|^\xi + |X_s^\varepsilon|^\xi)^2 \leq T^2 C' \mathbb{E} \|X_s^\varepsilon\|_{\beta}^{1/2} \delta^{2\beta} \sup_{0 \leq s \leq T} \mathbb{E} [1 + |X_s^\varepsilon|^{4\xi}] \leq C' \delta^{2\beta}.
\]

Here, we used (1.14) again. This completes the proof. \( \square \)
Lemma 5.4. Assume the same condition as in Lemma 5.2 and let $0 < \gamma < 1$. Then, there exists a positive constant $C$ independent of $\varepsilon, \delta$ such that

$$\mathbb{E}\left[\left\|\int_0^t \{f(X_s^\varepsilon, \hat{Y}_s^\varepsilon) - \bar{f}(X_s^\varepsilon)\}ds\right\|^2\right] \leq C(\delta^{2(1-\gamma)} + \delta^{-2\gamma}\varepsilon).$$

Proof. We write $G_t = \int_0^t \{f(X_s^\varepsilon, \hat{Y}_s^\varepsilon) - \bar{f}(X_s^\varepsilon)\}ds$ and $G_{s,t} = G_t - G_s$ for simplicity. It suffices to prove the case $1/2 < \gamma < 1$. Below, $c_i$ ($i \geq 1$) are positive constants independent of $s,t,\delta,\varepsilon,k$.

First, consider the case $0 < t - s \leq 2\delta$. Since both $f$ and $\bar{f}$ are bounded, we can easily see that

$$|G_{s,t}^1| \leq (\|f\|_\infty + \|\bar{f}\|_\infty)(2\delta)^{1-\gamma}(t-s)^\gamma. \tag{5.8}$$

Next, consider the case $t - s > 2\delta$. In this case, there exists $k \in \mathbb{N}$ such that $[k\delta, (k+1)\delta) \subset [s,t]$ in the following estimates, we suppose that $s\delta^{-1}, t\delta^{-1} \notin \mathbb{N}$ (because the other cases are actually easier to be dealt with). Using Schwarz’s inequality and noting that the number of subintervals that are contained in $[s,t]$ does not exceed $(t-s)/\delta$, we have

$$\begin{align*}
|G_{s,t}^1|^2 &\leq |G_{s,([s/\delta]+1)\delta}^1 + \sum_{k=([s/\delta]+1)}^{[t/\delta]-1} G_{k\delta,(k+1)\delta}^1 + G_{[t/\delta],t}^1|^2 \\
&\leq c_1 \delta^2 + 2 \sum_{k=([s/\delta]+1)}^{[t/\delta]-1} 1^2 \times \sum_{k=([s/\delta]+1)}^{[t/\delta]-1} |G_{k\delta,(k+1)\delta}^1|^2 \\
&\leq c_1 \delta^2 + \frac{2(t-s)}{\delta} \sum_{k=0}^{[T/\delta]-1} |G_{k\delta,(k+1)\delta}^1|^2,
\end{align*}$$

and therefore

$$|G_{s,t}^1|^2 \leq c_2 \delta^{2(1-\gamma)} + c_2 \delta^{-2\gamma} \sum_{k=0}^{[T/\delta]-1} |G_{k\delta,(k+1)\delta}^1|^2. \tag{5.9}$$

Combining (5.8) and (5.9), we obtain that

$$\mathbb{E}[\|G\|^2_{\gamma}] \leq c_2 \delta^{2(1-\gamma)} + c_2 T \delta^{-2(1+2\gamma)} \max_{0 \leq k \leq [T/\delta]-1} \mathbb{E}\left[\left\|\int_{k\delta}^{(k+1)\delta} \{f(X_s^\varepsilon, \hat{Y}_s^\varepsilon) - \bar{f}(X_s^\varepsilon)\}ds\right\|^2\right]. \tag{5.10}$$

As will be seen in (5.13) below, the expectation above is dominated by $c_3 \varepsilon \delta$. Hence, we have

$$\mathbb{E}[\|G\|^2_{\gamma}] \leq c_2 \delta^{2(1-\gamma)} + c_4 \delta^{-2\gamma} \varepsilon,$$
which is the desired estimate.

Now, using a result of the frozen SDE in Appendix [C] we estimate the expectation on the right hand side of (5.10). Let \( \tilde{w} = (\tilde{w}_t)_{t \geq 0} \) be another standard \( e \)-dimensional BM which is independent of \((B, w)\) and let \((Y_t^{x,y})_{t \geq 0}\) be a unique solution of the frozen SDE (C.1) driven by \((\tilde{w}_t)_{t \geq 0}\). As will be shown in Proposition C.6 it holds that

\[
\mathbb{E} \left[ \left| \int_0^t \{ f(x, Y_s^{x,y}) - \bar{f}(x) \} ds \right|^2 \right] \leq C'(1 + |x|^{\eta_3/2} + |y|)t, \quad (x, y) \in \mathbb{R}^{m+n}, \; t \geq 0
\]

for some constant \( C' > 0 \) independent of \( x, y, t \). Recall that \( \eta_3 \geq 0 \) is the constant in (H6)_q.

We define \( \tilde{Y}_t = Y_t^{x,y}|_{(x,y)=(X_{\delta},\tilde{Y}_{\delta})} \). (This means that \((X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon)\) is plugged into the superscript of \( Y_t^{x,y} \).) The starting point \((X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon)\) and \( \tilde{w} \) are independent. Then, \((\tilde{Y}_{t/\varepsilon})\) satisfies the following SDE:

\[
\tilde{Y}_{t/\varepsilon} = \tilde{Y}_{\delta}^\varepsilon + \int_0^{t/\varepsilon} g(X_{\delta}^\varepsilon, \tilde{Y}_s) ds + \int_0^{t/\varepsilon} h(X_{\delta}^\varepsilon, \tilde{Y}_s) d\tilde{w}_s
\]

\[
= \bar{Y}_{\delta}^\varepsilon + \frac{1}{\varepsilon} \int_0^t g(X_{\delta}^\varepsilon, \tilde{Y}_{s/\varepsilon}) ds + \frac{1}{\sqrt{\varepsilon}} \int_0^t h(X_{\delta}^\varepsilon, \tilde{Y}_{s/\varepsilon}) d(\sqrt{\varepsilon} \tilde{w}_{s/\varepsilon}).
\]

Note that \((\sqrt{\varepsilon} \tilde{w}_{s/\varepsilon})_{t \geq 0}\) is again a standard \( e \)-dimensional BM independent of \((X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon)\).

Compare SDE (5.12) with SDE (5.1). Then, we see that, restricted to the interval \([0, \delta]\), \((\tilde{Y}_{t/\varepsilon})\) and \((\tilde{Y}_{t/\varepsilon})\) satisfy the same SDE with the same starting point (and the same frozen variable). Hence, by the uniqueness of law of the frozen SDE, it holds that

\[
(X_{\delta}^\varepsilon, (\tilde{Y}_{t/\varepsilon})_{t \in [0, \delta]} = (X_{\delta}^\varepsilon, (\tilde{Y}_{t/\varepsilon})_{t \in [0, \delta]}) \quad \text{ in law.}
\]

Hence, we have

\[
\mathbb{E} \left[ \left| \int_{k\delta}^{(k+1)\delta} \{ f(X_{\delta}^\varepsilon, \tilde{Y}_s) - \bar{f}(X_{\delta}^\varepsilon) \} ds \right|^2 \right] = \mathbb{E} \left[ \left| \int_0^{\delta/\varepsilon} \{ f(X_{\delta}^\varepsilon, \tilde{Y}_{s/\varepsilon}) - \bar{f}(X_{\delta}^\varepsilon) \} ds \right|^2 \right]
\]

\[
= \varepsilon^2 \mathbb{E} \left[ \left| \int_0^{\delta/\varepsilon} \{ f(X_{\delta}^\varepsilon, \tilde{Y}_{s}) - \bar{f}(X_{\delta}^\varepsilon) \} ds \right|^2 \right].
\]

Under the conditional expectation \( \mathbb{E}[ \cdot | \sigma \{ X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon \} ] \), \( \tilde{w} \) is still a standard BM and \((X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon)\) can be viewed as constants, i.e. non-random. (Here, \( \sigma \{ X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon \} \) stands for the sub-\( \sigma \)-field generated by \((X_{\delta}^\varepsilon, \tilde{Y}_{\delta}^\varepsilon)\).) Hence, we can use (5.11) to see that the right hand side above is dominated by

\[
\varepsilon^2 \mathbb{E}[C'(1 + |X_{\delta}^\varepsilon|^{\eta_3/2} + |\tilde{Y}_{\delta}^\varepsilon|)(\delta/\varepsilon)] \leq c_3 \varepsilon \delta,
\]

where Proposition [4.8] and Lemma 5.1 were used. Thus, we have seen that

\[
\max_{0 \leq k \leq [T/\delta]-1} \mathbb{E} \left[ \left| \int_{k\delta}^{(k+1)\delta} \{ f(X_{\delta}^\varepsilon, \tilde{Y}_s) - \bar{f}(X_{\delta}^\varepsilon) \} ds \right|^2 \right] \leq c_3 \varepsilon \delta,
\]

which completes the proof of the lemma. \( \square \)
Now we prove our main theorem.

**Proof of Theorem 2.1.** Applying Proposition 3.7 to (5.6) and (5.7), we obtain that

\[ \|X^\varepsilon - \bar{X}\|_{\beta} \leq C \exp(C \|B\|_{\nu}^\varepsilon) \|M\|_{2\beta} \]

for certain positive constant \( C \) and \( \nu \) which are independent of \( \varepsilon, \delta \). (Below, \( C \) and \( \nu \) may vary from line to line.) By Lemmas 5.3 and 5.4, we have

\[ \mathbb{E}[\|M\|_{2\beta}^2] \leq C(\delta^{2\beta} + \delta^{2(1-2\beta)} + \delta^{-4\beta} \varepsilon) \]

Therefore, if we set \( \delta := \varepsilon^{1/(4\beta)} \log \varepsilon^{-1} \) for example, then \( \|M\|_{2\beta} \) converges to 0 in \( L^2 \)-sense as \( \varepsilon \downarrow 0 \). It immediately follows that \( \|X^\varepsilon - \bar{X}\|_{\beta} \) converges to 0 in probability as \( \varepsilon \downarrow 0 \) for every \( p \in [1, \infty) \).

On the other hand, we see from Proposition 3.6 that

\[ \sup_{0 < \varepsilon \leq 1} \mathbb{E}[\|X^\varepsilon - \bar{X}\|_{\beta}^p] \leq 2^{p-1} \sup_{0 < \varepsilon \leq 1} \mathbb{E}[\|X^\varepsilon\|_{\beta}^p] + 2^{p-1} \mathbb{E}[\|\bar{X}\|_{\beta}^p] \leq C(\mathbb{E}[\|B\|_{\nu}^\varepsilon] + 1) < \infty \]

for every \( p \in [1, \infty) \). This implies that \( \{\|X^\varepsilon - \bar{X}\|_{\beta}^p\}_{0 < \varepsilon \leq 1} \) are uniformly integrable for each fixed \( p \). Hence, we have \( \mathbb{E}[\|X^\varepsilon - \bar{X}\|_{\beta}^p] \to 0 \) as \( \varepsilon \downarrow 0 \). This completes the proof of the main theorem. \( \Box \)

### A Gronwall’s inequality

In this appendix we recall two versions of Gronwall’s inequality. Note that in the differential version, \( b \) can be negative.

**Lemma A.1.** Let \( T > 0 \).

1. If a Lebesgue-integrable Borel measurable function \( f : [0, T] \to [0, \infty) \) satisfies for \( a, b \in [0, \infty) \) that

\[ f_t \leq a + b \int_0^t f_s ds, \quad t \in [0, T], \]

then we have

\[ f_t \leq ae^{bt}, \quad t \in [0, T]. \]

2. Let \( f : [0, T] \to \mathbb{R} \) be an absolutely continuous function. Suppose that for \( b, c \in \mathbb{R} \) we have

\[ f'_t \leq bf_t + c, \quad \text{for almost all } t \in [0, T]. \]

Then, we have

\[ f_t \leq (f_0 + \frac{c}{b})e^{bt} - \frac{c}{b}, \quad t \in [0, T]. \]

**Proof.** (1) is well-known. See Kusuoka [18, p. 214] for example. We now prove (2). First, consider the case \( c = 0 \). For a.a. \( t \), we have \((f_t e^{-bt})' = (f'_t - bf_t) e^{-bt} \leq 0 \). By integrating, we have \( f_t e^{-bt} \leq f_0 \) for every \( t \). If \( c \neq 0 \), just set \( g_t = f_t + \frac{c}{b} \). Then, \( g'_t \leq bg_t \) and hence \( g_t e^{-bt} \leq g_0 \) for every \( t \). This proves (2). \( \Box \)
B A simple application of Itô’s formula

In this appendix we calculate $|Y_t|^q$, $q \in [2, \infty)$, for a multi-dimensional Itô process $(Y_t)$ by using Itô’s formula.

Set $F(y) = |y|^q = \{(y_1)^2 + \cdots + (y_n)^2\}^{q/2}$ for $y \in \mathbb{R}^n$ and $q \in [2, \infty)$. It is well-known $F \in C^2(\mathbb{R}^n, \mathbb{R})$. First, we calculate its first and second order partial derivatives. We write $\partial_i = \partial/\partial y^i$ for simplicity.

**Lemma B.1.** Let $F$ be as above. Then, for all $1 \leq i, j \leq n$ and $y \in \mathbb{R}^n$, we have the following:

- $\partial_i F(y) = q|y|^{q-2}y^i$;
- $\partial^2_i F(y) = q|y|^{q-2} + q(q-2)|y|^{q-4}(y^i)^2$;
- $\partial_i \partial_j F(y) = q(q-2)|y|^{q-4}y^i y^j$ for $i \neq j$.

(Note that the right hand sides are well-defined for every $q \geq 2$ and $y \in \mathbb{R}^n$. When $q > 2$, $\partial_i \partial_j F(0) = 0$ for all $(i, j)$. When $q = 2$, $(q-2)$ times “any quantity” is understood to be 0.)

**Proof.** The proof is quite straightforward and therefore is omitted.\]

Let $(\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}_{0 \leq t \leq T})$ be a filtered probability space satisfying the usual condition and $(w_t)_{0 \leq t \leq T}$ be an $e$-dimensional standard $\{\mathcal{F}_t\}$-BM defined on it. Let $(G_t)_{0 \leq t \leq T}$ and $(H_t)_{0 \leq t \leq T}$ be progressively measurable processes which take values in $\mathbb{R}^n$ and $L(\mathbb{R}^e, \mathbb{R}^n)$, respectively. ($L(\mathbb{R}^e, \mathbb{R}^n)$ is the set of $n \times e$ real matrices.) We assume that

$$\mathbb{P}\left(\int_0^T |G_s| ds < \infty \right) = 1 = \mathbb{P}\left(\int_0^T |H_s|^2 ds < \infty \right)$$

and define

$$Y_t = Y_0 + \int_0^t G_s ds + \int_0^t H_s dw_s, \quad t \in [0, T],$$

where $Y_0$ is an $\mathcal{F}_0$-measurable $\mathbb{R}^n$-valued random variable. Equivalently, in the component form, it reads

$$Y^i_t = Y^i_0 + \int_0^t G^i_s ds + \sum_{k=1}^e \int_0^t H^ik_s dw^k_s, \quad t \in [0, T], 1 \leq i \leq n.$$ 

One can easily see that $d(Y^i, Y^j)_t = (H_t H^T_t)^{ij} dt$ for all $i, j$. Here, $H^T$ stands for the transpose of $H$ and $(HH^T)^{ij}$ is the $(i, j)$-component of the matrix $HH^T$.

**Lemma B.2.** Let $(Y_t)_{0 \leq t \leq T}$ be as above and $q \geq 2$. Then, we almost surely have

$$|Y_t|^q = |Y_0|^q + \text{(a local martingale)}$$
\[ + q \int_0^t \left\{ |Y_s|^{q-2} \langle Y_s, G_s \rangle + \frac{1}{2} |Y_s|^{q-2} |H_s|^2 + \frac{q-2}{2} |Y_s|^{q-4} (Y_s^\top H_s H_s^\top Y_s) \right\} ds \]
\[ \leq |Y_0|^q + (\text{a local martingale}) \]
\[ + \frac{q}{2} \int_0^t |Y_s|^{q-2} \{ 2 \langle Y_s, G_s \rangle + (q-1) |H_s|^2 \} ds, \quad t \in [0, T]. \]

Here, $|H_s|$ stands for the Hilbert-Schmidt norm of the matrix $H_s$.

**Proof.** Since $0 \leq Y_s^\top H_s H_s^\top Y_s \leq |H_s|^2 |Y_s|^2$, the inequality is trivial. Now we prove the equality by Itô’s formula.

\[ dF(Y_t) = \sum_i \partial_i F(Y_t) dY_t^i + \frac{1}{2} \sum_{i,j} \partial_i \partial_j F(Y_t) d\langle Y^i, Y^j \rangle_t \]
\[ = \sum_i q |Y_t|^{q-2} Y_t^i \sum_k H_t^{i,k} dw_t^k + \sum_i q |Y_t|^{q-2} Y_t^i G_t^j dt \]
\[ + \frac{1}{2} \sum_i q |Y_t|^{q-2} \sum_k (H_t^{i,k})^2 dt + \frac{1}{2} \sum_{i,j} q(q-2) |Y_t|^{q-4} Y_t^i Y_t^j \sum_k H_t^{i,k} H_t^{j,k} dt. \]

The first term on the right hand side is clearly a local martingale. In the second term, $\sum_i Y_t^i G_t^i = \langle Y_s, G_s \rangle$. In the third term, $\sum_{i,k} (H_t^{i,k})^2 = |H_t|^2$. In the fourth term, $\sum_{i,k,j} Y_t^i H_t^{i,k} H_t^{j,k} Y_t^j = Y_t^\top H_t H_t^\top Y_t$. Noting these, we complete the proof. \(\square\)

## C Frozen SDE

In this appendix, we recall basic facts on the frozen SDE associated with the slow-fast system (C.1). We basically follow [23, Subsection 3.3]. Let $(\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}_{t \geq 0})$ be a filtered probability space satisfying the usual condition and $(w_t)_{t \geq 0}$ be an $e$-dimensional standard $\{\mathcal{F}_t\}$-BM defined on it. (The time interval is $[0, \infty)$. The setting in this appendix is not exactly the same as that in the main part of this paper.) Since we are interested only in the law of the frozen SDE, the choice of $(\Omega, \mathcal{F}, \mathbb{P}, \{\mathcal{F}_t\}_{t \geq 0})$ that supports $(w_t)$ does not matter. In this appendix, we simply write $dw_t$ for the standard Itô integral instead of $d^i w_t$.

For any given $x \in \mathbb{R}^m$, we consider the following $\mathbb{R}^n$-valued SDE on $[0, \infty)$:

\[ dY_t^{x,y} = g(x, Y_t^{x,y}) dt + h(x, Y_t^{x,y}) dw_t, \quad Y_0^{x,y} = y \in \mathbb{R}^n. \]

We assume throughout this appendix that $h \in C(\mathbb{R}^m \times \mathbb{R}^n, L(\mathbb{R}^e, \mathbb{R}^n))$ is globally Lipschitz continuous and $g \in C(\mathbb{R}^m \times \mathbb{R}^n, \mathbb{R}^n)$ is locally Lipschitz continuous.

Under (H6)$_2$, SDE (C.1) has a unique strong (global) solution $(Y_t^{x,y})_{t \geq 0}$ for every $x$ and $y$. (The proof of this fact is essentially the same as the corresponding part of Proposition [LS].) For every $x \in \mathbb{R}^m$, the family of processes $\{Y^{x,y}_{y \in \mathbb{R}^n}\}$ indexed by $y$
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becomes a diffusion process on $\mathbb{R}^n$. The corresponding semigroup is denoted by $(P^x_t)_{t \geq 0}$, that is,

$$P^x_t \varphi(y) := \mathbb{E}[\varphi(Y^x_{t,y})], \quad t \geq 0, \ y \in \mathbb{R}^n$$

for every bounded Borel-measurable function on $\varphi$ on $\mathbb{R}^n$. The next lemma (with $q = 2$) and the standard Krylov-Bogoliubov argument yield the existence of an invariant probability measure for $(P^x_t)_{t \geq 0}$ for every $x$.

**Lemma C.1.** Assume $(H_6)_q$ for some $q \geq 2$. Then, there exists a positive constants $C_q$ (which is independent of $t, x, y$) such that

$$\mathbb{E}[|Y^x_{t,y}|^q] \leq e^{-q\tau_1/4}|y|^q + C_q(1 + |x|^{q/2}), \quad t \geq 0, \ x \in \mathbb{R}^m, \ y \in \mathbb{R}^n.$$  

Here, $\tau_1 > 0, \eta_3 \geq 0$ are the constant in $(H_6)_q$.

**Proof.** This is a special case of [23, Lemma 3.6]. Alternatively, we can prove this lemma by slightly modifying the proof of Proposition 4.8. \hfill \Box

**Lemma C.2.** Assume $(H_6)_2$ and $(H_7)$. Then, it holds that

$$\mathbb{E}[(Y^x_{t,y_1} - Y^x_{t,y_2})^2] \leq e^{-\gamma_2 t}|y_1 - y_2|^2, \quad t \geq 0, \ x \in \mathbb{R}^m, \ y_1, y_2 \in \mathbb{R}^n.$$  

Here, $\gamma_2 > 0$ is the constant in $(H_7)$.

**Proof.** This is a special case of [23, Lemma 3.7]. Alternatively, we can prove this lemma by slightly modifying the proof of Proposition 4.8. \hfill \Box

**Lemma C.3.** Assume $(H_6)_q$ for some $q \geq 2$ and $(H_7)$. Then, for every $x \in \mathbb{R}^m$, the semigroup $(P^x_t)_{t \geq 0}$ has a unique invariant probability measure $\mu^x$. Furthermore, the following two estimates hold:

(i) There exists a positive constant $C_q$ (which is independent of $x$) such that

$$\int_{\mathbb{R}^n} |z|^q \mu^x(dz) \leq C_q(1 + |x|^{q/2}), \quad x \in \mathbb{R}^m.$$  

Here, $\eta_3 \geq 0$ is the constant in $(H_6)_q$.

(ii) There exists a positive constant $C'$ such that for every $t \geq 0, \ x \in \mathbb{R}^m, \ y \in \mathbb{R}^n$ and Lipschitz function $\varphi: \mathbb{R}^n \to \mathbb{R}$,

$$\left| P^x_t \varphi(y) - \int_{\mathbb{R}^n} \varphi(z) \mu^x(dz) \right| \leq C' \text{Lip}(\varphi)e^{-\gamma_2 t/2}(1 + |x|^{q/2} + |y|).$$  

Here, $\text{Lip}(\varphi)$ is the Lipschitz constant of $\varphi$ and $\gamma_2 > 0$ is the constant in $(H_7)$. The constant $C'$ is independent of $t, x, y, \varphi$.

**Proof.** This is a special case of [23, Proposition 3.8]. \hfill \Box
Lemma C.4. Assume \((H5)_r\) and \((H6)_{2(r+1)}\) for some \(r \geq 0\). Then, there exist positive constants \(C\) and \(\xi\) independent of \(t, x_1, x_2, y\) such that
\[
\mathbb{E}[|Y_{t}^{x_1,y} - Y_{t}^{x_2,y}|^2] \leq C|x_1 - x_2|^2(1 + |x_1|^{2\xi} + |x_2|^{2\xi} + |y|^{2(r+1)})
\]
for all \(t \geq 0, x_1, x_2 \in \mathbb{R}^m\) and \(y \in \mathbb{R}^n\).

Proof. This is a special case of [23, Lemma 3.10]. \qed

Under the assumptions of Lemma C.3 we set
\[
\bar{f}(x) = \int_{\mathbb{R}^n} f(x, y)\mu^x(dy), \quad x \in \mathbb{R}^m
\]
for \(f : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^m\) whenever the integral on the right hand side is well-defined.

Proposition C.5. We assume \((H2), (H5)_r\) and \((H6)_{2(r+1)}\) for some \(r \geq 0\). Then, the map \(\bar{f} : \mathbb{R}^m \to \mathbb{R}^m\) defined as above is bounded and locally Lipschitz continuous. More precisely, we have \(\|\bar{f}\|_\infty \leq \|f\|_\infty\) and
\[
|\bar{f}(x_1) - \bar{f}(x_2)| \leq C|x_1 - x_2|(1 + |x_1|^{\xi} + |x_2|^{\xi}), \quad x_1, x_2 \in \mathbb{R}^m
\]
for some constant \(C > 0\) independent of \(x_1, x_2\). Here, \(\xi > 0\) is the constant which appears in Lemma C.4.

Proof. Clearly, \(\|\bar{f}\|_\infty \leq \|f\|_\infty\) holds. We now show the local Lipschitz property. For every Lipschitz function \(\varphi : \mathbb{R}^n \to \mathbb{R}\), we see from Lemmas C.3 and C.4 that
\[
\left|\int_{\mathbb{R}^n} \varphi(y)\mu^{x_1}(dy) - \int_{\mathbb{R}^n} \varphi(y)\mu^{x_2}(dy)\right| \leq \lim_{t \to \infty} |P_t^{x_1}\varphi(0) - P_t^{x_2}\varphi(0)|
\]
\[
\leq \lim_{t \to \infty} \left|\mathbb{E}[\varphi(Y_{t}^{x_1,0})] - \mathbb{E}[\varphi(Y_{t}^{x_2,0})]\right|
\]
\[
\leq \text{Lip}(\varphi) \lim_{t \to \infty} \mathbb{E}[|Y_{t}^{x_1,0} - Y_{t}^{x_2,0}|]
\]
\[
\leq \text{Lip}(\varphi)C|x_1 - x_2|(1 + |x_1|^{\xi} + |x_2|^{\xi}).
\]

Then, we have
\[
|\bar{f}(x_1) - \bar{f}(x_2)| \leq \int_{\mathbb{R}^n} |f(x_1, y) - f(x_2, y)|\mu^{x_1}(dy)
\]
\[
+ \left|\int_{\mathbb{R}^n} f(x_2, y)\mu^{x_1}(dy) - \int_{\mathbb{R}^n} f(x_2, y)\mu^{x_2}(dy)\right|
\leq \text{Lip}(f)|x_1 - x_2| + \text{Lip}(f)C|x_1 - x_2|(1 + |x_1|^{\xi} + |x_2|^{\xi}).
\]

This completes the proof of the proposition. \qed
Proposition C.6. Assume (H2), (H7) and (H6)$_q$ for some $q \geq 2$. Then, we have
\[
\mathbb{E} \left[ \left\{ f(x, Y^x, y) - \bar{f}(x) \right\} ds \right]^2 \leq C(1 + |x|^q/2 + |y|)t, \quad (x, y) \in \mathbb{R}^{n+n}, \ t \geq 0
\]
for some constant $C > 0$ independent of $x, y, t$. Here, $\eta_3 \geq 0$ is the constant in (H6)$_q$.

Proof. The expectation with respect to the law of $Y^x, y$ is denoted by $\bar{\mathbb{E}}^x, y$. For $s \leq u$, we see from the Markov property that
\[
|\mathbb{E}\left[(f(x, Y^x, y) - \bar{f}(x), f(x, Y^x, y) - \bar{f}(x))\right]|
\geq |\bar{\mathbb{E}}^x, y\left[(f(x, Y^x, y), f(x, Y^x, y) - \bar{f}(x))\right]| \leq 2\|f\|_{\infty}^2 |\bar{\mathbb{E}}^x, y\left[f(x, Y_{u-s}) - \bar{f}(x)\right]| \leq 2\|f\|_{\infty} |C'\text{Lip}(f)e^{-\gamma_2(u-s)/2}(1 + |x|^q/2 + |Y_s|)| \leq 2\|f\|_{\infty} |C'\text{Lip}(f)e^{-\gamma_2(u-s)/2}\mathbb{E}[1 + |x|^q/2 + |Y^x, y|]|
\leq C_1 e^{-\gamma_2(u-s)/2}(1 + |x|^q/2 + |y|)
\]
for some constant $C_1 > 0$ which is independent of $x, y, t$. Here, we used Lemma C.3 (ii) to the third to the last inequality and Lemma C.1 to the last inequality.

A simple application of Fubini’s theorem yields that
\[
\mathbb{E} \left[ \left\{ f(x, Y^x, y) - \bar{f}(x) \right\} ds \right]^2
= 2 \int_0^t ds \int_s^t du \mathbb{E}\left[(f(x, Y^x, y) - \bar{f}(x), f(x, Y^x, y) - \bar{f}(x))\right] \leq C_2(1 + |x|^q/2 + |y|) \int_0^t ds \int_s^t du e^{-\gamma_2(u-s)/2} \leq C_3(1 + |x|^q/2 + |y|)t
\]
for some constant $C_3 > 0$ which is independent of $x, y, t$. \qed
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