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Abstract

Electric vehicle routing problems can be particularly complex when recharging must be performed mid-route. In some applications, such as e-commerce parcel delivery truck routing, however, mid-route recharging may not be necessary because of constraints on vehicle capacities and the maximum allowed time for delivery. In this study, we develop a mixed-integer optimization model that exactly solves such a time-constrained capacitated vehicle routing problem, especially of interest for e-commerce parcel delivery vehicles. We compare our solution method with an existing metaheuristic and carry out exhaustive case studies considering four U.S. cities—Austin, TX; Bloomington, IL; Chicago, IL; and Detroit, MI—and two vehicle types: conventional vehicles and battery electric vehicles (BEVs). In these studies we examine the impact of vehicle capacity, maximum allowed travel time, service time (dwell time to physically deliver the parcel), and BEV range on system-level performance metrics, including vehicle miles traveled (VMT). We find that the service time followed by the vehicle capacity plays a key role in the performance of our approach. We assume an 80-mi BEV range as a baseline without mid-route recharging. Our results show that the BEV range has a minimal impact on performance metrics because the VMT per vehicle averages around 72 mi. In a case study for shared-economy parcel deliveries, we observe that VMT could be reduced by 38.8% in Austin if service providers were to operate their distribution centers jointly.
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Vehicle routing problems (VRPs) are non-deterministic polynomial-time (NP)-hard problems that are fundamental in the transportation science field (1). Solving a VRP requires determining optimal routes for a set of vehicles so that each location in a set of places is visited at least once. Naturally, many VRP variants exist. A time-constrained (vehicle-load) capacitated VRP (TCVRP) is an important problem variant that is similar to the well-studied distance-constrained VRP (DVRP) (2–5). The TCVRP considers optimally routing vehicles through a network to deliver packages to a set of locations subject to constraints on the total travel time and the number of packages delivered by each vehicle. In small VRP instances (e.g., tens of delivery locations and vehicles), optimal solutions can be identified in a reasonable amount of time (6). These routing problems become challenging at large scales with hundreds of thousands of delivery locations and multiple depots (the unique starting and ending location for subsets of vehicles), although numerous heuristic and metaheuristic solution approaches exist in the literature. In this study, we formulate a mixed-integer program (MIP) to exactly solve small (e.g., 50 customers) TCVRP instances. Using validated simulation data for four cities, we conduct case studies investigating the impact of battery electric vehicles (BEVs) on energy consumption compared with
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conventional vehicles (CVs) in e-commerce parcel deliveries at an urban scale. We carry out sensitivity analyses to highlight the importance of service (i.e., package dropping) times and to determine whether BEV ranges play a role in the energy consumption of parcel delivery trucks.

Large-scale VRPs appear in many real-world and simulated transportation networks. Our work here is motivated by a study of the effects of optimal delivery truck tours in POLARIS, the Planning and Operations Language for Agent-based Regional Integrated Simulation (7). This software is frequently used to quantify the impact of emerging and existing vehicle and transportation technologies on a variety of metrics, such as vehicle miles traveled (VMT), energy consumed, and greenhouse gas emitted in large metropolitan areas. VRPs abound within POLARIS, but a common instance that is increasingly important to model accurately is the effect of package delivery (from Amazon, FedEx, UPS, USPS, etc.) at the system level. Solving the truck routing problem at a large scale allows estimating an average VMT per vehicle, which then informs what BEV range will be satisfactory in this application. Furthermore, the energy consumption of BEVs and CVs can be estimated to quantify the marginal benefit of using BEVs at a system level.

Compared with CV routing, BEV routing—namely, the electric VRP (EVRP)—is complex because of the en route charging need. Travel time to arrive at a charging station, waiting time caused by congestion at a station, time to recharge, and when to recharge complicate the EVRP. Apart from these factors, EVRP models are similar to VRP models. In this study, we consider a case where delivery BEVs leave a designated depot fully charged, make deliveries to customers, and return to the depot before running out of battery. Under such a setting, BEVs are not allowed en route charging, and therefore the problem becomes a TCVRP in which only vehicle capacities and service times are constrained. To account for the BEV distance range constraint, we use methodologies developed in the DVRP literature.

The contribution of this study is quantifying energy consumption (as a linear function of the VMT) of e-commerce delivery BEVs and CVs at a regional scale for large metropolitan areas supported by validated simulation data under various conditions (e.g., BEV range, service time, vehicle capacity, and work hours). By carrying out sensitivity analyses, we consider improvement in these conditions and reveal the ones that need more attention to improve the system-level performance metrics, such as the VMT, vehicle hours traveled (VHT), and the number of vehicles needed. For instance, our analyses show that the service time and vehicle capacity (maximum number of packages vehicles can deliver in a route) are the key determiners to improve the metrics. Moreover, we provide managerial insights into cases in which the BEV range is an impactful factor. Although we provide a MIP model to solve the TCVRP, most of its components already existed in the literature. Therefore, the key contribution is the application of this approach in an e-commerce delivery context to convey insights using validated simulation data for various areas.

**Literature Review**

Research in VRPs started in earnest with the 1959 paper “The Truck Dispatching Problem” of Dantzig and Ramser (8). The authors introduced the problem in detail and highlighted its resemblance to the traveling salesman problem (TSP) studied by Flood (9). Since then, numerous variants of the problem have been studied, and alternative solution approaches have been proposed (10–15). For further information, see recent surveys of the VRP literature (16–18).

We study the TCVRP with asymmetric travel costs, that is, when the cost of traveling from some location A to location B may not be the same as the cost of traveling from B to A. This asymmetry is a result of unidirectional links in the transportation network; the literature commonly uses the acronym ADVRP (asymmetric distance-constrained vehicle routing problem) for versions of this problem that do not consider vehicle capacities (2, 19). We use the flow-based ADVRP formulation introduced by Kara et al. (3) as an exact solution method by extending it to include vehicle capacity constraints. Although the resulting model can prove optimality for a set of deliveries of a depot, doing so can require considerable computational resources. On the other hand, both the literature and various open-source platforms contain numerous heuristic and metaheuristic techniques to solve almost any type of VRP to reasonable optimality bounds.

While the asymmetric TCVRP would seem to be the most natural model for a modern package delivery problem, relatively few studies can be found in the literature (2, 3, 20, 21). Yet, this is not surprising because possible methodological improvement to the VRP is limited, and existing solution methods can be adjusted to account for various emerging aspects of the problem. In Almoustafa et al. (2), the authors introduced an exact solution procedure for the ADVRP that can solve instances with 1000 customers. A similar arc-based formulation to the one presented in this study was developed by Kara and Derya (21) to solve a distance- and capacity-constrained VRP. The difference in this study is that routes are time constrained. In Hashimoto et al. (20), the authors studied a VRP with flexible time-windows and travel times, proved that the problem is NP-hard, and used the local search to solve the problem. One difference of their study...
Table 1. Sets, Parameters, and Variables Used in the Depot-Level Time-constrained (Vehicle-Load) Capacitated Vehicle Routing Problem

| Set     | Definition                                                                 |
|---------|-----------------------------------------------------------------------------|
| E       | A set of arcs that can be traversed, indexed by \((i, j)\).                 |
| V       | A set of vertices including a depot and customer locations, indexed by 0 \(i\), or \(j\). |
| \(V\)   | A subset of vertices representing customer locations to be visited; \(\{0\} \cup V = V\), where vertex 0 denotes the depot location. |

| Parameter | Definition                                                                 |
|-----------|-----------------------------------------------------------------------------|
| \(D\)    | Maximum allowed travel distance for each vehicle.                           |
| \(D_{ij}\) | Travel distance on arc \((i, j)\).                                         |
| \(N_i\)  | Number of packages to be delivered at vertex \(i\).                         |
| \(Q\)    | Package capacity of a vehicle.                                             |
| \(S_i\)  | Service time (i.e., dwell time) at vertex \(i\).                           |
| \(T\)    | Maximum allowed travel time for each vehicle.                              |
| \(T_{ij}\) | Travel time on arc \((i, j)\).                                             |

| Variable | Definition                                                                 |
|----------|-----------------------------------------------------------------------------|
| \(k\)   | Number of vehicles to be used.                                              |
| \(x_{ij}\) | \(1\), if a vehicle drives on arc \((i, j)\) \(\in E\), \(i \neq j\), \(0\), otherwise. |
| \(y_{ij}\) | Number of packages delivered at vertex \(i\) while en route to vertex \(j\), i.e., after leaving \(i\), where \(i \neq j\). |
| \(z_{ij}\) | Total travel time from the depot to vertex \(j\), where \(i\) is the predecessor of \(j\) and \(i \neq j\). |
| \(z'_{ij}\) | Total travel distance from the depot to vertex \(j\), where \(i\) is the predecessor of \(j\) and \(i \neq j\). |

is that they considered time-windows, that is, each customer should be visited within a predefined time interval. In our problem, however, we consider a single strict time constraint for the last customer visited in a route, that is, the last customer in a route should be served exactly at a certain time. In other words, the total time spent to serve all customers in a route should not exceed a predefined time that can be interpreted as work hours. Therefore, the VRP with time-windows (VRPTW) can also be viewed as relevant literature. See Bräysy and Gendreau (22, 23) and Kallehauge (24) for further information about the VRPTW.

Apart from the problem type considered, we also review the BEV routing literature. EVRPs are centered on en route charging and battery swapping (25–27). In Keskin and Çatay (26), the authors considered an EVRP with time-windows (EVRPTW) and fast charging. They developed two mathematical models and tested them on small and large problem instances. Since typical delivery routes do not require more than one recharge, heuristic methods were developed to solve the EVRPTW on a single charge (27). The average FedEx VMT in U.S. parcel deliveries was reported as 41.4 mi (28, 29). Therefore, an en route recharge may not be necessary for e-commerce deliveries in the real world. Our study simplifies the problem and assumes that vehicles are not recharged en route and that their routes are formed such that they can complete a route without the need for a recharge. Different scenarios comparing the routing of BEVs and CVs were studied by Davis and Figliozzi (30). The authors analytically estimated the average cost of serving routes using a continuous approximation of the VRP rather than solving it. They concluded that high VMT, frequent stops at customers, and tax incentives make BEVs competitive in the long term. For a comprehensive review, see Kucukoglu et al. (31).

**Methodology**

We now describe the TCVRP in detail and present a solution approach. Let the graph \(G = (V, E)\) represent a network, where \(V\) is the set of vertices and \(E\) is the set of arcs. Vertex 0 denotes a depot from where vehicles are deployed and need to return at the end of a planning horizon, typically one day. Therefore, we use \(V' = V \setminus \{0\}\) to denote a set of customer locations. Let \(Q\) and \(T\) be the capacity (maximum number of packages) and maximum allowed total travel time for each vehicle, respectively. Let \(S_i\) be the service time (also referred to as the dwell time [32]) to be spent at vertex \(i\). The parameter \(N_i\) indicates the number of packages delivered at vertex \(i\) while en route to vertex \(j\), i.e., \(x_{ij} = 1\). To track the number of packages delivered at vertex \(i\) while en route to \(j\) (after leaving \(i\) and \(i \neq j\)), we define \(y_{ij} \in \mathbb{R}_{\geq 0}\). Similarly, we define \(z_{ij} \in \mathbb{R}_{\geq 0}\) to track the total travel time from the depot to vertex \(j\), where \(i\) is the predecessor of \(j\).

The TCVRP is concerned with routing delivery vehicles so that their total travel distance is minimized while satisfying travel time and vehicle capacity constraints on each vehicle. The travel time includes both the time spent traveling on arcs and the service time that is needed to park a vehicle and physically conduct a delivery. At this point we may formulate a MIP to solve the TCVRP that minimizes the total travel time. The sets, parameters, and variables used in this section are provided in Table 1. We attempt to follow the notation used in the model of Almoustafa et al. (2) that we are extending to include vehicle capacity constraints. The MIP to solve the TCVRP is as follows:

\[
\min_{k, x, y, z, \sum_{i, j \in E}} D_{ij} x_{ij}, 
\]

subject to:
permitting a BEV to travel more miles on a single charge, we may additionally introduce constraints 13–17 to account for BEV range limitations:

\[
\sum_{j \in V'} z_{ij} - \sum_{j \in V'} z_{ji} = \sum_{j \in V} D_{ji} x_{ij} \quad \forall i \in V', \tag{13}
\]

\[
z_{ij} \leq (T - T_{0})x_{ij} \quad \forall i \in V', j \in V', \tag{9}
\]

\[
z_{ij} \geq (T_{0} + T_{0i} + S_{i})x_{ij} \quad \forall i \in V', j \in V', \tag{10}
\]

\[
z_{0i} \leq T_{0} x_{0i} \quad \forall i \in V', \tag{11}
\]

\[
z_{0i} = T_{0} x_{0i} \quad \forall i \in V', \tag{12}
\]

\[k \in \mathbb{Z} \geq 0, x_{ij} \in \{0, 1\}, y_{ij}, z_{ij} \in \mathbb{R} \geq 0 \quad \forall (i, j) \in E. \tag{15}
\]

Objective function 1 minimizes the total travel distance on arcs. Constraints 2–5 satisfy the connectivity of the vehicle routes and are standard VRP constraints. Constraints 6 and 7 impose the vehicle capacity limitations, that is, the number of packages delivered by each vehicle does not exceed \(Q\). Constraints 8–12 ensure that the total travel time for each vehicle does not exceed \(T\). (These constraints are illustrated and explained by Kara [4].)

Although total travel time is a natural constraint for CVs because of limited work hours, we need to further impose total distance constraints to consider BEV range limitations. Following the above model structure, this process is straightforward. Let \(\overline{D}\) represent the maximum allowed travel distance for each vehicle, and let \(z'_{ij} \in \mathbb{R} \geq 0\) denote the total travel distance from the depot to vertex \(j\), where \(i\) is the predecessor of \(j\) satisfying \(i \neq j\). We may

**Table 2. Network Topology and Other Parameters for the Areas Considered in Experiments**

| City   | Area (sq mi) | # Households | # Households ordering | # Arcs | # Vertices | # Depots | # Providers |
|--------|--------------|--------------|-----------------------|--------|------------|----------|-------------|
| Austin | 5377         | 830,000      | 158,172               | 40,891 | 17,231     | 22       | 4           |
| Bloomington | 74 | 16,605      | 2816                  | 7013   | 2540       | 8        | 3           |
| Chicago | 11,116       | 4,017,583    | 606,669               | 57,267 | 19,377     | 53       | 4           |
| Detroit | 4635         | 1,910,260    | 271,129               | 60,701 | 26,424     | 30       | 4           |

In this section, we first thoroughly explain the design of experiments, laying out all implementation details. We then describe computational experiments that show the quality of the solution method, and we compare it with an iterated tabu search (ITS) metaheuristic from the literature. We provide extensive sensitivity analyses to compare BEVs and CVs under various cases focusing on three large U.S. cities—Austin, TX; Chicago, IL; and Detroit, MI—and a small city, Bloomington, IL.

**Design of Experiments**

The POLARIS agent-based modeling framework was used to generate problem instances for four cities: Austin, Bloomington, Chicago, and Detroit (7). (We use the words city and area interchangeably except when we refer to the physical area of a region.) The National Household Travel Survey revealed that a household places approximately one order per week (33). Therefore, POLARIS assumes that nearly one-seventh of households (which we also refer to as customers) require an e-commerce delivery service on a typical day. It randomly draws their locations from the databases following a uniform distribution, that is, each household has an equal
probability to be selected. Since POLARIS assumes some customers do not receive a delivery service, they are exempted even if selected randomly. Table 2 tabulates network topology and other parameters for these cities. The first column denotes the number of households in the area. The second column indicates the number of households to be delivered to on the considered day. (We assume each household requests one delivery, although the assumption can be easily relaxed.) The third and the fourth columns show the number of arcs and vertices in the area’s road network, respectively. Here, arcs refer to unidirectional road segments in the road network, and vertices are connectors that are on both ends of arcs. Arcs and vertices are used to compute the shortest paths between any given points. The fifth and the sixth columns show the number of e-commerce delivery centers (i.e., depots) and service providers servicing these areas. These providers are Amazon, FedEx, UPS, and USPS. We identified the number of depots for these providers in the four areas from publicly available sources. Depots of these providers have different uses. Although we paid attention to include only the depots that allow parcel deliveries, some depots may not really serve this purpose in reality. In Bloomington, we could not locate any Amazon depots and therefore considered the three providers.

In the three cities, we randomly distributed customers to Amazon, FedEx, UPS, and USPS following 21%, 16%, 24%, and 39% shares, respectively (34). In Bloomington, we equally distributed 21% of Amazon’s shares to the three providers. Since solving the depot-to-customer assignments and the VRP in conjunction complicates the problem, we assume that providers solve assignment problems before the VRP to determine a set of customers to be served by each depot. The assignment problem minimizes the total travel distance between customers and depots while adhering to capacity and assignment constraints. The capacity here refers to a limit on the number of customers to be assigned to a single depot, and the assignment constraint ensures that each customer is assigned to exactly one depot. We do not present this model because we consider it to be outside the scope of this study. See Giosa et al. (35) for reference and Drexl and Schneider (36) and Laporte (37) for the location routing problem, which incorporates both routing and depot location decisions in a single model. Table 3 shows the statistics on the number of customers at depot-level problems in the four cities. For instance, Chicago depots have an average of 11,447 customers. Each depot-level problem is an instance of the TCVRP. Figure 1 illustrates resulting problem layouts for each city and demonstrates the area with a gray background.

Table 3 shows that some TCVRP instances are large, for example, 25,200 customers in one of the Chicago TCVRP instances. We cannot solve such large problems using the proposed MIP: it is prohibitive to compute and store the travel time and distance matrices. More importantly, since POLARIS is a mesoscopic traffic simulation tool, it does not contain microscopic network details, such as street-level minor roads. Instead, road networks within the tool are composed of interstates, principal and other arterials, and major collectors. To simplify the problem, we aggregated customers at midpoints of arcs that we call super-locations. In a depot-level problem, we found the closest super-location to each customer and the depot. The set of these super-locations is equivalent to $V$. We computed shortest paths in regard to travel time using Dijkstra’s algorithm with the network information in POLARIS (i.e., vertices, arcs, arc speeds, and arc lengths). These paths yielded $T_{ij}$ and $D_{ij}$ parameter values between all super-locations in a TCVRP instance.

We assume each customer requests one package; therefore, the total number of customers to be served at each super-location is equivalent to $N_i$ in the MIP. Since minor road data were unavailable and trucks drive at a low speed on minor roads, we estimated the customer-to-customer travel times by dividing Manhattan distances between customers by a constant speed of 15 mph. We solved TSPs with an objective of travel time minimization to optimize the sequence of visits at each super-location. We used the local search and the simulated annealing metaheuristics of the open-source python-tsp library (38). Best solutions obtained from these approximations were then pushed into Gurobi’s TSP solver (modified to account for asymmetry) as a warm start (39). Eventually, all TSPs were solved to optimality. The value of $S_i$ in the MIP is the sum of the super-location-level travel time and a predetermined $P$ minutes per customer that accounts for the dwell time. We also included the distance traveled at each super-location in the distance matrix entries, $D_{ij}$. Figure 2 illustrates an example road network layout along with super-locations, customer locations, and some routes. In this figure, black lines represent a super-location-level customer visit sequence and the blue dashed line shows the sequence of
super-locations. Note that these lines do not show the real link driving patterns.

Table 4 shows the statistics on the number of super-locations at the depot level for each area. Since some instances are still large, we use an ITS metaheuristic that was developed in a prior study. We refer the interested reader to Subramanyam et al. (40) for the implementation details of the ITS. To justify the quality of the ITS, we compare it with the MIP in the following section.

Unless otherwise noted, we used \( Q = 120 \) customers (i.e., packages since every customer is assumed to request one package), \( T = 10 \) h, and \( P = 2 \) min for both BEVs and CVs; we set \( D = 80 \) mi as the BEV range, as in Krok (41). To account for the energy consumption of diesel-powered CVs in electricity units, we assume a CV fuel efficiency of 8 mpg (42), where 1 gal of diesel is equivalent to 40.15 kWh energy (43). We assume BEVs consume 1.14 kWh per mile (44). Although we do not calculate the

---

**Figure 1.** Illustrative problem layouts. Customer locations are color-coded to match the colors of their assigned depots. Certain colors dominate the maps because of overlapping points: (a) Austin, TX, (b) Bloomington, IL, (c) Chicago, IL, and (d) Detroit, MI. (Color online only.)

**Figure 2.** An example network showing the relation of super-locations with road network components. (Color online only.)
energy consumption for all instances, these metrics can be used to observe the magnitude by multiplying the VMT by the kWh per mile.

All MIP computations were carried out on an Intel® Xeon® Gold 6138 CPU@2.0 GHz workstation with 128 GB of RAM and 40 cores. Problem instances were solved by using the Python 3.8.8 interface to the commercial solver Gurobi 9.1 (45). For instances considered in the next section, we used Windows Subsystems for Linux to run the ITS (once per instance) on this workstation. For all other instances, throughout we used four workstations identical to the aforementioned, ran the ITS 10 times each with a 1-h time limit, and reported the best outcome of the 10 runs.

Computational Performance of the MIP and the ITS Methods

We analyzed the computational performance of the MIP and compared it with the ITS method, focusing solely on CVs. We designed small TCVRP instances by randomly sampling super-locations from the original four city problems that are based on POLARIS outputs. Let \( V \) represent the number of super-locations. From the datasets of each depot, we randomly drew \( V \in \{25, 50, 100\} \). For each of these instances, we considered three scenarios. The first scenario assumes a baseline of \( Q = 60 \) and \( T = 8 \) h. In the second and the third, we set \( Q = 80 \) and \( T = 10 \) h, respectively. Since some depot-level problems have fewer than 100 super-locations, we have slightly less than (number of depots) × 3 × 3 TCVRP instances for each city in total. We have made 24 of these problem instances (six instances for each city) and a formulation of our MIP available at https://gitlab.com/tcokyasar/tcvrp. We carried out these analyses on all four cities to observe whether the outcomes were alike on different network configurations. We capped the computational time at 300 s for instances with 100 super-locations and 60 s for others in both the MIP solver and the ITS.

Table 5 summarizes the performance of both methods. The second column aggregates the results on a scenario basis. It first reports the three scenario statistics separately, then lists average results for each \( V \), and shows the average results for all instances. The third column denotes the number of instances in each scenario. Columns 4–7 and 8–10 categorize the results based on optimality and nonzero gap solutions, respectively. The MIP solver produces a lower bound, \( \lambda \), and an upper bound, \( \upsilon \), for the objective value. The percent MIP gap is defined by \( (1 - \upsilon / \lambda) \times 100 \). The optimality condition is met when the MIP gap is below a default threshold of Gurobi. In the ITS instances, we calculate a percent ITS gap by comparing the best-found solution, \( \omega \), with the MIP’s \( \upsilon \), that is, \( (1 - \omega / \upsilon) \times 100 \). For this reason, the number of optimal instances of the ITS shown in column 5 can be greater than the number of optimal instances of the MIP in column 4. Moreover, a positive ITS gap does not mean that the solution found by the method is not optimal because \( \upsilon \) of the MIP is not guaranteed to be optimal. Columns 6 and 7 indicate the average time to achieve optimality with the MIP solver and the ITS, respectively. In the nonzero gap portion of the table, we report the percent MIP gap followed by the percent ITS gap and the ITS time. Although the ITS runs during the whole allotted amount of time, the reported averages are based on the time when the best solutions are found. In the MIP case, however, the solver terminates once the optimality threshold is satisfied; it keeps running until the time limit is reached otherwise.

Table 5 shows that the ITS method outperforms the MIP method in all scenarios in regard to the solution time. Both methods were effective on approximately the same number of instances (see the number of optimal instances for both methods). Only one scenario (Bloomington’s \( V = 100 \)) provided a higher number of optimal solutions in the MIP compared with the ITS. We can conclude that the MIP is not scalable to large problem instances and that the ITS provides better solutions than the MIP does for most instances. On the other hand, the MIP provides a lower bound solution, using which we can ensure a confidence interval for the solutions gained from the ITS. Therefore, an exact solution method—although not guaranteed to perform well at the problem scales desired to be solved—is important to have on hand to assess the quality of alternative methods. We employ the ITS method for all experiments henceforth.

Impact of Vehicle Capacity on System-Level Metrics

Under the aforementioned experimental design, the vehicle capacity, \( Q \), refers to the number of customers who can be served by a vehicle. We considered a set of vehicle capacity values, \( Q \in \{120, 150, 180, 210, 240\} \), and solved all TCVRP instances in the four cities for BEVs and CVs. Figure 3 shows the system-level VMT, VHT, and the

| Table 4. Statistics on the Number of Super-locations at Depot-Level Problems |
|-----------------------------|---|---|---|---|
| City   | Avg. | Min. | Max. | SD  |
| Austin | 975  | 25   | 2663 | 712 |
| Bloomington | 191 | 83   | 269  | 68  |
| Chicago | 1346 | 93   | 3707 | 872 |
| Detroit | 1733 | 332  | 4290 | 835 |

Note: Avg. = average; Min. = minimum; Max. = maximum; SD = standard deviation.
number of vehicles for these cases. The first impression is that the BEV and CV metrics are almost the same in all cases. This is not surprising, because the average VMT per vehicle, \( \text{VMT/(number of vehicles)} \), is always below 80 mi. Therefore, BEV range constraints are not binding, and BEVs become equivalent to CVs. For example, in Chicago’s BEV case with \( Q = 240 \) (see Figure 3c), the average VMT per vehicle is 71.8 mi, which is also the maximum number across cities.

In Figure 3b we observe that most metrics are unaffected by the capacity increase. The reason is that time constraints are binding for the majority of the vehicle routes when \( Q = 120 \). Increasing \( Q \) to 150 allows vehicles whose routes have binding capacity constraints (but non-binding time constraints) at \( Q = 120 \) to serve more customers. Therefore, the number of vehicles drops by 2, and it plateaus for \( Q \geq 150 \). Yet, such a decrease does not affect the overall VMT and VHT.

In the large cities, the results yield the expected impact of increased \( Q \) (see Figure 3, a, c, and d), that is, (more or less) a decrease in all reported metrics. The system-level VMTs (and the energy consumption) in Austin, Chicago, and Detroit decrease by nearly 18%, 16%, and 14%, respectively, when \( Q \) doubles from 120 to 240. Similarly, fleet sizes decrease by 35%, 33%, and 27% in the same order. Overall, we find that vehicle capacity constraints are binding for the majority of these instances.

Impact of Maximum Allowed Travel Time on System-Level Metrics

Maximum allowed travel time is a realistic constraint representing the limited work hours of service providers. Using the baseline parameter settings, we considered \( T \in \{10, 11, 12, 13, 14, 15\} \) h in the four cities for both BEVs and CVs. The results, although not reported, show that an increase does not affect the VMT, the VHT, or the number of vehicles in the urban areas, and it has a minimal impact in the Bloomington case. This is because most of the vehicle routes have binding capacity constraints. To observe the expected impact, we changed \( P \) from 2 to 4 min in addition to testing the given values of \( T \). Once \( P = 4 \) min and \( T = 10 \) h, time constraints become the dominant binding constraint; therefore, relaxing \( T \) yields the expected improvement in the reported key metrics. Figure 4 shows the impact of

| City       | Scenario | # Inst. | # MIP inst. | # ITS inst. | MIP time (s) | ITS time (s) | MIP gap (%) | ITS gap (%) | ITS time (s) |
|------------|----------|---------|-------------|-------------|--------------|--------------|-------------|-------------|--------------|
| Austin     | 1        | 62      | 17          | 17          | 6.32         | 0.22         | 8.64        | 0.06        | 97.5         |
|            | 2        | 62      | 20          | 20          | 6.83         | 0.03         | 7.38        | 0.05        | 60.7         |
|            | 3        | 62      | 19          | 19          | 7.52         | 0.04         | 7.43        | 0.05        | 74.9         |
|            | \( V = 25 \) | 66      | 55          | 55          | 6.6          | 0.05         | 4.4         | 0.04        | 0.04         |
|            | \( V = 50 \) | 60      | 1           | 1           | 23.87        | 2.25         | 5.51        | 0.04        | 10           |
|            | \( V = 100 \) | 60     | 0           | 0           | na           | na           | 10.75       | 0.07        | 159.4        |
| All        | 186      | 56      | 56          | 56          | 6.91         | 0.09         | 7.83        | 0.05        | 78.1         |
| Bloomington| 1        | 23      | 17          | 17          | 26.9         | 15.4         | 4.1         | 0.03        | 112          |
|            | 2        | 23      | 17          | 19          | 39.1         | 51.8         | 1.4         | 0.01        | 40           |
|            | 3        | 23      | 18          | 17          | 19.6         | 0.8          | 2.19        | 0.01        | 169          |
|            | \( V = 25 \) | 24      | 23          | 24          | 0.9          | 0.01         | 0.01        | na          | na           |
|            | \( V = 50 \) | 24      | 20          | 21          | 14.5         | 1.5          | 1.65        | 0.02        | 3.1          |
|            | \( V = 100 \) | 21     | 9           | 8           | 129          | 154          | 3.11        | 0.02        | 141          |
| All        | 69       | 52      | 53          | 53          | 28.3         | 23.8         | 2.59        | 0.02        | 115          |
| Chicago    | 1        | 158     | 63          | 65          | 12.1         | 0.05         | 8.31        | 0.05        | 69.9         |
|            | 2        | 158     | 66          | 68          | 11.2         | 0.04         | 7.84        | 0.05        | 86.0         |
|            | 3        | 158     | 68          | 70          | 12.4         | 0.07         | 7.71        | 0.05        | 65.7         |
|            | \( V = 25 \) | 159      | 151         | 157         | 10.3         | 0.05         | 2.25        | 0.03        | 0.31         |
|            | \( V = 50 \) | 159     | 46          | 46          | 17.2         | 0.08         | 6.47        | 0.04        | 12.9         |
|            | \( V = 100 \) | 156    | 0           | 0           | na           | na           | 9.31        | 0.06        | 119.1        |
| All        | 474      | 197     | 203         | 203         | 11.9         | 0.05         | 7.95        | 0.05        | 73.9         |
| Detroit    | 1        | 90      | 30          | 31          | 8.08         | 0.78         | 9.41        | 0.06        | 79.0         |
|            | 2        | 90      | 34          | 34          | 9.48         | 0.58         | 8.57        | 0.05        | 86.5         |
|            | 3        | 90      | 26          | 26          | 4.84         | 0.01         | 9.05        | 0.06        | 81.7         |
|            | \( V = 25 \) | 90      | 84          | 84          | 5.4          | 0.02         | 3.58        | 0.04        | 0.01         |
|            | \( V = 50 \) | 90      | 6           | 7           | 39.9         | 6.2          | 6.09        | 0.04        | 8.4          |
|            | \( V = 100 \) | 90     | 0           | 0           | na           | na           | 12.12       | 0.07        | 156          |
| All        | 270      | 90      | 91          | 91          | 7.7          | 0.5          | 9.02        | 0.06        | 82.3         |

Note: na = not applicable; inst. = instances.
increased $T$ on these metrics. As expected, the VMT, the VHT, and the number of vehicles decrease as $T$ increases. VHT is the least impacted metric because it is an outcome of the minimized VMT, and a linear relation between the VMT and the VHT may not occur because arc travel speeds vary across the network.

### Impact of Service Time on System-Level Metrics

Service time plays a critical role in the number of customers served by each vehicle. Assume that $P = 5$ min and a vehicle’s route includes 120 deliveries. Then, the corresponding service time is 10 h, which forms an infeasible route in the current settings (i.e., $T = 10$ h). For this reason, vehicles end up serving fewer customers when $P = 5$. To investigate the impact of $P$ on system-level metrics, we considered $P \in \{0, 1, 2, 3, 4, 5\}$ min. Figure 5 shows that $P$ has an exponentially increasing impact on the VMT and the number of vehicles, whereas it has a linear impact on the VHT because the service time per customer—increased linearly—is the dominant time factor in the travel time of vehicles; in other words, the road travel time at the system level is far below the service time (especially when $P \geq 2$).

The results in the figure show that 5 min of service time per customer (compared with $P = 0$) increases the VMT by 27.1%, 10.9%, 28.4%, and 33.1% and the number of vehicles by 41.9%, 103.2%, 41.5%, and 58.1% in Austin, Bloomington, Chicago, and Detroit, respectively. These numbers indicate that urban areas are differently affected by a change in $P$ compared with Bloomington. For example, a 103.2% increase in the fleet size affects the VMT by only 10.9%, which yields an approximate 10-to-1 ratio. The ratio in large cities, however, is around 1.5-to-1.

### Impact of BEV Range on System-Level Metrics

Per the baseline parameter values and the earlier sensitivity analyses, the highest systemwide average VMT/vehicle was around 72 mi in Chicago’s case with $Q = 240$. Most cases had binding time or capacity constraints, and the impact of the BEV range constraints was limited. We considered longer BEV ranges than 80 mi and observed that the performance metrics remained almost unchanged. In the large cities, we discovered the parameter values that make the VMT/vehicle near 80 mi. We did not consider the Bloomington case because the maximum systemwide VMT/vehicle was around 30 mi, and altering parameters within realistic boundaries would not yield a solution with a VMT/vehicle of 80 mi. To maximize the VMT/vehicle, we should assume longer work hours, shorter service times, higher vehicle capacities, or a mix of these assumptions. For the three large
Figure 4. Impact of maximum allowed travel time on the vehicle miles traveled (VMT), the vehicle hours traveled (VHT), and the number of customers: (a) Austin, (b) Bloomington, (c) Chicago, and (d) Detroit. 
Note: CV = conventional vehicle; BEV = battery electric vehicle.

Figure 5. Impact of service time on the vehicle miles traveled (VMT), the vehicle hours traveled (VHT), and the number of customers: (a) Austin, (b) Bloomington, (c) Chicago, and (d) Detroit.
Note: CV = conventional vehicle; BEV = battery electric vehicle.
cities, we set \( P = 1 \) min per customer and kept \( T = 10 \) h (as in the baseline). By testing different values of \( Q \) for each city, we found that the VMT/vehicle approaches 80 mi when \( Q = 400 \) in Austin, \( Q = 240 \) in Chicago, and \( Q = 210 \) in Detroit. These numbers reveal that the BEV range becomes a dominant factor when vehicles possess such delivery capacities under the parametric design explored.

**Impact of Shared Economy on System-Level Metrics**

In a shared-economy environment, providers can use depots of each other under predetermined conditions and pricing policies. Such shared use of resources could also bring benefits in the e-commerce parcel delivery context. Assume a provider can rely on another one to make deliveries for customers that are geographically closer to their depots. Then, the overall VMT would be expected to decrease. This system can also be considered as a centrally controlled parcel delivery system. We therefore analyzed the magnitude of reduction in the VMT, the VHT, and the number of vehicles when all deliveries were controlled by a central mechanism. We selected Austin as the case area, distributed customers to depots without differentiating the service providers, and solved the resulting problem instance using the baseline parameter settings. Compared with its counterpart instance results, the centralized reduced the VMT and the VHT by 38.8% and 19.7%, respectively, and slightly (by 0.5%) increased the number of vehicles.

**Conclusion**

In this study, we developed a MIP as an exact solution method to solve the TCVRP of e-commerce parcel delivery BEVs and CVs. We compared our method with a previously developed ITS metaheuristic and presented the performance statistics. Although the ITS performed better in most instances, the MIP was found useful to prove optimality and ensure a confidence level for the solutions obtained by the ITS. Supported by validated simulation data of POLARIS, we designed an experimental layout and analyzed three large cities—Austin, Chicago, and Detroit—and the smaller city of Bloomington. Because of large problem sizes, we aggregated customers at arc midpoints called super-locations and solved all problem instances using the ITS metaheuristic.

We considered the impact of vehicle capacity, maximum allowed travel time, service time, and BEV range on the system-level metrics (i.e., VMT, VHT, and the number of vehicles). The results in the four cities showed that the service time followed by the vehicle capacity affects the system-level metrics the most. In Bloomington, increasing vehicle capacities did not affect the system-level metrics, while other areas showed considerable reduction in VMT, VHT, and the number of vehicles. On the other hand, the increase in the dwelling time affected Bloomington the most compared to the other cities. This can be related to low customer density in the area and the size of the city.

Simplifying the EVRP by omitting recharging decisions, we solved the BEV routing problem under service time, capacity, and BEV range constraints. Case studies illustrated that the BEV range is not a limiting factor since the maximum of the average VMT per vehicle across scenarios was around 72 mi. Yet, we also identified that increased vehicle capacities with a dwelling time of 1 min (per customer) can alter the picture and make the BEV range an important factor that affects system-level metrics. Based on our findings, vehicle capacities of 400, 240, and 210 for Austin, Chicago, and Detroit, respectively, are the breakpoints where the BEV range begins gaining importance. Technically, most BEV range constraints become binding when each vehicle has a higher capacity than the one denoted for each area.

We extended the analyses by accounting for a shared-economy scenario considering Austin as the case study area. In this scenario, we assumed that all deliveries can be made by any depot in the region regardless of the ownership of the depot. Although this analysis is not relevant to model parameters, it yields a significant reduction in the key metrics that is worth sharing. Under these assumptions, the results indicated that VMT and VHT decrease by 38.8% and 19.7%, respectively.

We provided an energy consumption estimate based on the multiplication of the VMT and the kWh per mile energy consumption of BEVs. Also, we denoted the CV fuel efficiency and the energy unit equivalence of the diesel to account for an approximate energy consumption of CVs. For each city, we identified the average VMT across the scenarios considered and found the following: BEVs consume 0.07, 0.001, 0.34, and 0.16 gWh, and CVs consume 0.32, 0.005, 1.51, and 0.71 gWh in Austin, Bloomington, Chicago, and Detroit, respectively.

Multiple possibilities remain for enhancement in the modeling and analyses. The exact method can certainly be improved by considering a route-based formulation as in Subramanyam et al. (46). A more comprehensive analysis could account for varying service times and other parameters simultaneously to better observe the impact of these parameters on the system-level performance metrics. The results showed that different outcomes can be observed based on the areas considered. For instance, BEVs may not be useful in small cities such as Bloomington because the average VMT per vehicle is low. Therefore, extending these analyses to other cities would better inform decision-makers about areas where BEVs could be suitable. Our findings can be interpreted
as follows: urban areas can benefit from BEVs more since the VMT per vehicle is higher compared with that of small cities. Yet, we should also state that VMT per vehicle could also be higher in small cities depending on the spatial distribution of customers and depots as well as their density.
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