Abstract: This paper examines the stability of the Bilson–Fama regression for a panel of 55 developed and developing countries. We find multiple break points for nearly every country in our panel. Subperiod estimates of the slope coefficient show a negative bias during some time periods and a positive bias during other time periods in nearly every country. The subperiod biases display two key patterns that shed light on the literature’s linear regression findings. The results point toward the importance of risk in currency markets. We find that risk is greater for developed country markets. The evidence undercuts the widespread view that currency returns are predictable or that developed country markets are less rational.
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1. Introduction

The forward rate anomaly is a long-standing puzzle in International Macroeconomics. The anomaly is based on a linear regression of the future change of the spot exchange rate on the forward premium. The assumptions of risk neutral investors, no capital controls, and the rational expectations hypothesis (REH) imply that the slope coefficient (hereafter $\beta$) should be unity. However, Bilson (1981) and Fama (1984) (BF) and many subsequent studies report that $\beta$ is less than unity and negative in the major currency markets. The negative bias from unity “suggests that one can make predictable profits by betting against the forward rate” Obstfeld et al. (1996), p. 589.

Macroeconomists have explored two main explanations for the predictable excess returns: a time-varying risk premium or systematic forecasting errors. REH risk premium models have encountered considerable difficulty in explaining the negative bias, which has given support to models in which market participants are less than fully rational.\(^1\) The cointegrated VAR (CVAR) studies of (Juselius 2017a, 2017b; Juselius and Assenmacher 2017; Juselius and Stillwagon 2018) provide evidence that the forward rate anomaly may originate from another source. These studies find that the process underpinning currency returns is not only unstable,
but the instability is triggered by novel historical developments such as German reunification and the 1985 Plaza Accord. The instability implies that market participants must cope with imperfect knowledge about the future and that returns are less predictable than widely reported. The CVAR findings also provide evidence of a time-varying risk premium, but one based on imperfect knowledge economics (IKE). In the IKE model, the market’s risk premium compensates participants for their loss aversion and downside risk. The model relates downside risk to the gap between the exchange rate and its benchmark value, rather than to the volatility of returns as with standard REH models. Juselius, Assenmacher, and Stillwagon use purchasing power parity (PPP) to define benchmark values. They find that excess returns are positively related to the gap from PPP at high significance levels as predicted by the IKE model. Taken as a whole, the CVAR findings suggest that forward rate biasedness may be better understood as a consequence of imperfect knowledge and risk, rather than a lack of rationality.

In this paper, we present additional evidence of this view. Our analysis examines a key finding in the literature: forward rate biasedness is less negative for developing countries than for developed countries. Most studies report that $\beta$, although less than unity, is positive for developing countries. However, these countries are generally thought to be riskier for investors than developed countries. They are characterized by greater political and macroeconomic instability, less liquid and more volatile financial markets, and greater vulnerability to commodity price and other terms of trade shocks. These countries’ currency markets should thus be characterized by larger and more volatile risk premiums and thus greater forward rate biasedness. The finding that they are not is taken by Frankel and Poonawala (2010) and others to imply a striking conclusion: currency markets in developed countries are less rational than those in developing countries.

We argue, however, that this conclusion, and the broader claim of predictable excess returns, misses what is arguably the key problem facing currency forecasters: instability in the process underpinning outcomes (Clements and Hendry (1999)). We go further than (Juselius 2017a, 2017b); Juselius and Assenmacher (2017), and Juselius and Stillwagon (2018), and others in documenting this structural change. Our structural change analysis is comprehensive; we examine the BF regression’s instability for a large panel of 20 developed and 35 developing countries. Our sample of monthly observations runs from the mid 1980s through January 2016 for most developed countries and the late 1990s (due to data availability) through January 2016 for many developing countries.

We find that the BF regression is characterized by multiple structural breaks for nearly all countries in the full sample. The breakpoints for each country, in turn, imply multiple subperiods or “regimes” that are characterized by a distinct $\beta$. In roughly half of all the subperiods for both groups of countries, $\beta = 1$ cannot be rejected. In the other subperiods, we find regimes in which $\beta > 1$ and other regimes in which $\beta < 1$ (and sometimes negative) for nearly all countries. The results show that there are prolonged time periods in which one would have earned profits on average by betting against the
forward rate \((\beta < 1)\) and other time periods in which one would have either earned profits by betting with the forward rate \((\beta > 1)\) or earned no profits at all \((\beta = 1)\).  

These results undercut the widespread view that currency returns are predictable on the basis of the linear BF regression. To predict returns, one would need to predict the structural change that underpins outcomes in these markets. As such, the literature’s linear-regression estimates provide little evidence, one way or the other that currency markets in developed countries are less rational than those in developing countries.

Nonetheless, the sharp difference in the linear-regression estimates for the two groups of countries is intriguing and raises two sets of questions. First, do the subperiod estimates of \(\beta\) display patterns that shed light on why the linear estimates show a greater negative bias for developed countries? In addition, second, are the patterns informative of the importance of imperfect knowledge and risk in currency markets? We find affirmative answers to both questions. A key result is that the size of the subperiod biases, negative and positive, are roughly two times larger for developed countries than for developing countries. As such, the structural changes that occur in developed-country markets are considerably larger and thus lead to greater capital losses when structural change occurs.

The remainder of the paper is structured as follows: Section 2 extends Frankel and Poonawala (2010)’s linear-regression analysis by updating the sample period and enlarging the panel to 55 countries. We find that Frankel and Poonawala’s main result of a smaller bias for developing countries is weakened in the extended panel. In Section 3, we test for instability in the BF regression for the countries in our panel. We rely on recursive procedures that leave open the timing, magnitude, and number of structural breaks in the data. The section reports two key patterns in the subperiod biases. Sections 4 and 5 discuss how these patterns point toward the importance of imperfect knowledge and risk in currency markets. Section 6 offers concluding remarks.

2. Updating the Linear Estimates: Evidence of Instability

The forward rate anomaly is based on the BF regression:

\[
\Delta s_{t+1} = \alpha + \beta f p_t + \epsilon_{t+1}
\]

where \(s_{t+1}\) denotes the log of the spot exchange rate at time \(t + 1\) (the domestic currency price of foreign exchange), \(f p_t\) is the forward premium on foreign exchange (the log of the forward rate minus the log of the spot rate), \(\epsilon_{t+1}\) is an error term, and \(\Delta\) is a first-difference operator.

Frankel and Poonawala (2010) consider the BF regression for a panel of 20 developed and 14 developing countries and a sample period that begins in December 1996 for most countries and runs through April 2004. We first reproduce their main results. We then consider a larger panel of 55 countries, consisting of the original 34 countries plus 21 additional developing economies. We also update the sample period so that it begins before December 1996 for most of the developed countries and some of the developing countries and runs through January 2016.  

There is clearly dependence in the data. Many of the countries in the original and extended panels had some type of pegged or managed exchange rate regime over most or all of the sample period.

---

8 Goldberg et al. (Forthcoming) also find this kind of pronounced instability in \(\beta\) for three developed countries. See also Bansal (1997); Clarida et al. (2009); Frydman and Goldberg (2007); Lothian and Wu (2011); Zhu (2002), and Baillie and Cho (2014).

9 The sample sizes are limited by the availability of forward rate data, which is more difficult to obtain.

10 Covered interest parity provides a very close proxy of the forward rate for economies without capital controls when eurocurrency interest rates are used. See Levich (1985).
The panels include countries that were in the European Exchange Rate Mechanism (ERM) until 1998, members of the euro area starting in 1999 and later, and non-European countries, such as Hong Kong and Saudi Arabia, which maintained tight U.S. dollar pegs. However, even for floating-rate regimes, we would expect U.S. macro news to impact all of the U.S. dollar exchange rates in our panel, often in the same direction.

Frankel and Poonawala include pegged-rate and managed-floating regimes in their analysis. They first present OLS results for all developed and developing countries, including the 11 individual euro countries. To account for the dependence in the data, they employ balanced seemingly unrelated regressions (SUR). The data for the euro countries is largely overlapping (from 1999–2004). Frankel and Poonawala thus drop individual euro countries in the SUR analysis and use single euro-area spot and forward rate series for the region. However, they continue to include other tightly pegged developed- and developing-country regimes in the SUR estimation (for example, Denmark, Hong Kong, and Saudi Arabia).

We reproduce Frankel and Poonawala’s OLS and main SUR results for their original panel of countries and sample periods. In order to fully exploit our extended data set, we also estimate an unbalanced SUR model that includes all developed and developing countries. We use single euro-area spot and forward rate series for the 11 developed euro countries in our panel, but, unlike Frankel and Poonawala, we treat Denmark as in the euro-area. Our extended panel includes five developing euro countries that joined after the single currency’s inception (Estonia, Latvia, Lithuania, Slovenia, and Slovakia). The samples for the first four of these countries begin in April 2004. By that date, their currencies were (or soon to be) tied to the euro in an ERM. We thus treat these countries like the other euro-area countries and drop their individual exchange rate series from the SUR analysis. Slovakia’s sample, however, begins in March 2002. The country had a floating currency until the end of November 2005, after which it tied its koruna to the euro as part of an ERM. We thus include Slovakia as an additional country in our SUR analysis, ending its sample in November 2005.

Frankel and Poonawala’s rationale for including some tightly pegged regimes, but not others in their analysis is unclear. Including them either makes sense economically or not. Pegged rate regimes are characterized by exchange rate fluctuations, albeit in a much more narrow range than managed floating rate regimes. Although small, the fluctuations should be consistent with forward rate unbiasedness under the assumptions of risk neutrality and REH, thereby providing economic rationale for including them. Any incipient deviation from unbiasedness would lead to large expected profits and massive capital flows that would quickly push rates back into line. Moreover, pegged and managed-rate regimes are characterized, on the whole, by smaller PPP deviations than their floating-rate counterparts. According to the IKE model, these regimes should be less prone to downside risk. The question is whether the many developing countries that have them are characterized by lower forward rate biasedness. Excluding these countries, therefore, may bias the analysis against such a finding, hindering attempts to uncover whether risk considerations or irrationality underpinned the pattern of forward rate biasedness across developed and developing countries.

However, the range of fluctuations in pegged rate regimes may be so narrow, and the expected exchange rate changes so small that the expected profits from exploiting deviations may be smaller

---

11 The estimation procedure follows McDowell (2004) and accounts for the unbalanced data by creating a block diagonal matrix of all the countries.

12 Six of the developed euro-area countries’ samples extend farther back in time than in Frankel and Poonawala’s dataset. We could include the individual spot and forward rate series in the unbalanced SUR model, ending the samples in December 1998. However, the individual European currencies were bound together in an ERM before 1999, which involved monetary policy cooperation among countries. These countries are thus best viewed as a single region for the developed country group. Denmark was tied to the ECU/euro in an informal ERM over the entire sample and so we treat it like a euro-area country.

13 In general, the exchange rate series for any of the ERM/euro countries could be used as our euro-area series. We chose the Austrian spot and forward rate series since this country’s sample period is the longest among the euro countries (extending back to 1976).
than the transactions costs (given by bid-asked spreads) and cost of capital. In this case, deviations from unbiasedness would not result in capital flows and thus not be a reflection of the importance of risk or irrationality.\textsuperscript{14} The Saudi Arabian riyal (SAR) is a case in point. Except for a few brief periods, the riyal was tightly pegged to the U.S. dollar (USD) at 3.7502 for nearly the entire sample (see Figure 1). The coefficient of variation of the spot rate over our sample is 0.0003, which is lower than the currency’s average bid-asked spread (0.0004) over the sample.\textsuperscript{15} Deviations from unbiasedness in the SAR market (and other tightly pegged regimes), therefore, may not be economically meaningful, thereby weakening the strength of the empirical results.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{SAR-USD Spot Exchange Rate 1990:06–2016:01.png}
\caption{SAR-USD Spot Exchange Rate 1990:06–2016:01.}
\end{figure}

In order to be conservative, we conduct the SUR analysis for a panel that also excludes the other tightly pegged regimes, which involve USD pegs. The group entails the following countries/time periods: Saudi Arabia, Hong Kong, Bahrain, China and Malaysia prior to August 2005, and Thailand before August 1997.\textsuperscript{16}

\textsuperscript{14} We are indebted to the editors for this argument and the SAR example that follows.
\textsuperscript{15} SAR bid-asked prices were taken from a Bloomberg terminal. Bid-asked spreads are larger in the forward market.
\textsuperscript{16} An earlier version of the paper included the tightly pegged USD regimes in the SUR analysis. The results of this analysis (which are available on request) are slightly more favorable to our main arguments.
2.1. Frankel and Poonawala’s Panel

Tables 1 and 2 (columns 3 and 4) report OLS results for Frankel and Poonawala’s original panel of countries and sample periods. The results suggest that forward rate biasedness is much greater for developed countries. The \( \hat{\beta} \) estimates (denoted by \( \hat{\beta} \)) for developed countries are all negative (save for Greece). In total, 17 of the 20 economies are characterized by negative biasedness at the 5% level (that is, \( \beta < 1 \)), which we indicate by bold figures in the table. By contrast, only four of the 14 original developing countries are characterized by a negative \( \hat{\beta} \), and only seven of the countries in this group have a negative bias at the 5% level. The average \( \hat{\beta} \) for the group of developed and developing countries is \(-4.12\) and 0.27, respectively.

Table 1. Linear individual country BF regressions for developed countries.

| Developed Country | Full-Sample Time Period | \( \hat{\beta} \) FP (2010) | Rob. SE | \( \hat{\beta} \) Full Sample | Rob. SE |
|-------------------|-------------------------|-----------------------------|--------|----------------------------|--------|
| Australia         | 12/84–01/16             | -6.5895                     | 2.0660 | -1.0790                    | 0.5862 |
| Austria           | 01/76–01/16             | -5.3837                     | 2.1372 | -0.3473                    | 0.5671 |
| Belgium           | 03/85–01/16             | -3.0095                     | 2.0691 | -0.1430                    | 0.0881 |
| Canada            | 12/84–01/16             | -3.1380                     | 1.6270 | -0.5385                    | 0.7371 |
| Denmark           | 12/84–01/16             | -5.5065                     | 2.0821 | -0.0773                    | 0.6478 |
| Finland           | 01/97–01/16             | -5.0479                     | 1.5597 | -2.5680                    | 1.5296 |
| France            | 01/97–01/16             | -4.9574                     | 2.1393 | -2.3726                    | 1.6716 |
| Germany           | 01/97–01/16             | -4.9477                     | 2.0923 | -2.3906                    | 1.6420 |
| Greece            | 01/97–01/16             | 2.8595                      | 1.4633 | 1.6651                     | 0.8928 |
| Ireland           | 08/86–01/16             | -5.5840                     | 2.2778 | 0.2311                     | 0.9550 |
| Italy             | 01/97–01/16             | -4.1536                     | 2.1424 | -1.8370                    | 1.7542 |
| Japan             | 10/83–01/16             | -1.5469                     | 2.0916 | -1.1362                    | 0.8807 |
| Netherlands       | 10/83–01/16             | -2.9514                     | 2.0315 | -0.5618                    | 0.7746 |
| Norway            | 01/75–01/16             | -7.7074                     | 1.9594 | -0.3427                    | 1.0636 |
| Portugal          | 12/84–01/16             | -3.4212                     | 1.2589 | -0.3790                    | 0.7459 |
| Spain             | 08/86–01/16             | -5.3954                     | 2.2810 | -0.9251                    | 0.6121 |
| Sweden            | 12/84–01/16             | -5.0888                     | 1.2093 | -0.1818                    | 1.1258 |
| Switzerland       | 10/83–01/16             | -3.8778                     | 2.2572 | -1.4289                    | 1.0171 |
| UK                | 10/83–01/16             | -2.3769                     | 2.8693 | -0.8198                    | 1.5206 |

Average \(-4.1219\) \(-0.6941\)

Equation (1) is estimated by ordinary least squares (OLS) with Newey-West robust standard errors to correct for possible heteroskedastic and serially correlated errors. Constant terms in the regression are not reported. Frankel and Poonawala (2010) denotes Frankel and Poonawala’s sample periods, which run from 1996/12 through 2004/04 for most countries. Column 2 shows some countries’ samples start at 1/97. Consequently, the number of observations for these countries is 87, whereas for the rest, it is 88 as in Frankel and Poonawala (2010). Figures in bold indicate rejections of the null that \( \beta = 1 \) at the 5% level, against the one-sided alternative \( \beta < 1 \).

The WMR forward rate data that we use for a few of the developed countries and many of Frankel and Poonawala’s developing countries start one or more observations after their sample begins in December 1996. The full sample dates for each country in our panel are reported in column 2 of Tables 1 and 2.
Table 2. Linear individual country BF regressions for developed countries.

| Developing Country | Full-Sample Time Period | $\hat{\beta}$ Frankel and Poonawala (2010) | Rob. SE | $\hat{\beta}$ Full Sample-FP Countries | $\hat{\beta}$ Full Sample-Non-FP Countries | Rob. SE |
|--------------------|-------------------------|------------------------------------------|--------|--------------------------------------|------------------------------------------|--------|
| Argentina          | 04/04–01/16             | 0.8784                                   | 0.0766 |                                      |                                          |        |
| Bahrain            | 05/00–01/16             | −0.0418                                  | 0.0726 |                                      |                                          |        |
| Brazil             | 07/00–01/16             | 0.1155                                   | 0.1471 |                                      |                                          |        |
| Bulgaria           | 04/04–01/16             | 0.4697                                   | 1.9372 |                                      |                                          |        |
| Chile              | 04/04–01/16             | 1.9463                                   | 1.1836 |                                      |                                          |        |
| China              | 03/02–01/16             | 0.5732                                   | 0.1673 |                                      |                                          |        |
| Colombia           | 03/99–01/16             | 1.4912                                   | 0.4180 |                                      |                                          |        |
| Czech Rep.         | 01/97–01/16             | 1.3479                                   | 1.2396 | 1.0205                               | 0.9551                                   |        |
| Estonia            | 04/04–01/16             | −0.9089                                  | 1.3922 |                                      |                                          |        |
| Hong Kong          | 10/83–01/16             | 0.0593                                   | 0.0840 | 0.1259                               | 0.0522                                   |        |
| Hungary            | 11/97–01/16             | 1.1647                                   | 1.3719 | −0.867                               | 0.7263                                   |        |
| India              | 11/97–01/16             | −0.8749                                  | 0.4741 | −0.2024                               | 0.5131                                   |        |
| Indonesia          | 01/97–01/16             | 0.2430                                   | 0.2579 | 0.2541                               | 0.2479                                   |        |
| Israel             | 07/96–01/16             | −0.2879                                  | 0.3174 |                                      |                                          |        |
| Kuwait              | 06/90–01/16             | 0.6315                                   | 0.8120 | 1.3529                               | 0.8039                                   |        |
| Latvia              | 04/04–01/16             | −1.6891                                  | 0.8128 |                                      |                                          |        |
| Lithuania          | 04/04–01/16             | 0.3618                                   | 1.7082 |                                      |                                          |        |
| Malaysia           | 11/97–01/16             | −0.0354                                  | 0.0123 |                                      |                                          |        |
| Mexico              | 01/97–01/16             | −0.4879                                  | 0.3188 | −0.1656                               | 0.2993                                   |        |
| Morocco            | 04/04–01/16             | 0.3165                                   | 0.5727 |                                      |                                          |        |
| Pakistan           | 05/98–01/16             | 0.0792                                   | 0.0877 |                                      |                                          |        |
| Peru               | 04/04–01/16             | 0.9109                                   | 0.4792 |                                      |                                          |        |
| Philippines        | 01/97–01/16             | 1.1688                                   | 1.3846 | 1.4306                               | 0.9886                                   |        |
| Poland             | 09/96–01/16             | 0.6004                                   | 0.4437 |                                      |                                          |        |
| Romania            | 04/04–01/16             | −0.6929                                  | 1.0140 |                                      |                                          |        |
| Russia             | 04/04–01/16             | 2.5016                                   | 0.2242 |                                      |                                          |        |
| S. Africa          | 06/90–01/16             | −3.3386                                  | 1.7908 | −1.6162                               | 1.0938                                   |        |
| S. Arabia          | 06/90–01/16             | −0.0435                                  | 0.0265 | −0.0871                               | 0.0539                                   |        |
| S. Korea           | 04/98–01/16             | 0.5351                                   | 0.5648 |                                      |                                          |        |
| Slovakia           | 03/02–01/16             | −2.7064                                  | 0.8820 |                                      |                                          |        |
| Slovenia           | 04/04–01/16             | 1.1925                                   | 2.2092 |                                      |                                          |        |
| Singapore          | 12/84–01/16             | 1.1711                                   | 0.7445 | 0.9057                               | 0.4659                                   |        |
| Taiwan             | 01/97–01/16             | 0.8770                                   | 0.7308 | 0.7942                               | 0.4810                                   |        |
| Thailand           | 03/95–01/16             | 1.8986                                   | 0.3806 | 1.5830                               | 0.5017                                   |        |
| Turkey             | 01/97–01/16             | 0.0200                                   | 0.0348 | −0.0047                               | 0.0225                                   |        |
| Average            |                        | 0.2734                                   | 0.3172 | 0.2671                               |                                          |        |

Equation (1) is estimated by ordinary least squares (OLS) with Newey-West robust standard errors to correct for possible heteroskedastic and serially correlated errors. Constant terms in the regression are not reported. Frankel and Poonawala (2010) denotes Frankel and Poonawalaa’s sample periods, which run from 1996/12 through 2004/04 for most countries. Column 2 shows some countries’s samples start at 1/97 Consequently, the number of observations for these countries is 87, whereas for the rest, it is 88 as in Frankel and Poonawala (2010). Figures in bold indicate rejections of the null that $\beta = 1$ at the 5% level, against the one-sided alternative $\beta < 1$.

The balanced SUR results in columns 2 and 3 of Table 3 also show greater negative biasedness for developed countries, although less so compared with the OLS estimates. Nineteen of the 10 developed country $\hat{\beta}$s are negative, whereas negative estimates are found for eight of the 13 developing countries. However, the percentage of developed countries that are characterized by a significant negative bias (again shown in bold in the tables) drops to 60 percent after accounting for data dependence, and we observe a similar percentage for developing countries. A pooled unbalanced SUR model shows that both groups of countries are characterized by negative forward rate bias (see Table 4, column 4).

---

18 As in Frankel and Poonawala (2010), the balanced sample starts in October 1997.
19 Frankel and Poonawala drop Indonesia from the SUR analysis because their sample ends in February 2002. In order to facilitate a direct comparison, we also drop Indonesia from the analysis.
20 We estimate the pooled model as unbalanced, unlike Frankel and Poonawala. This enables us to keep all developing countries in the analysis. The unbalanced SUR’s time period is the same as in Frankel and Poonawala (2010).
greater biasedness for developed countries: $\hat{\beta}$ for the group of developed countries is significantly less than zero, whereas the zero null cannot be rejected for the developing country group.

Table 3. Seemingly unrelated regression estimates.

| Developed      | FP-2010 | SE   | Full Sample | SE   |
|----------------|---------|------|-------------|------|
| Australia      | −0.6561 | 1.6124 | −0.4604    | 0.5696 |
| Canada         | −0.6173 | 1.9678 | −0.3907    | 0.5672 |
| Denmark        | −2.0294 | 1.0593 | −0.5107    | 0.7336 |
| Euro Area      | −1.938  | 0.8706 | 0.2353     | 0.4729 |
| Japan          | 1.7178  | 1.7425 | −0.5107    | 0.7336 |
| New Zealand    | −2.9392 | 1.9216 | −0.3512    | 0.8266 |
| Norway         | −1.4489 | 0.8016 | −0.2112    | 0.4926 |
| Sweden         | −2.2555 | 1.0263 | 0.0901     | 0.7325 |
| Switzerland    | −2.4694 | 1.1320 | −1.2431    | 0.6492 |
| UK             | −0.494  | 1.4048 | −0.7479    | 0.9238 |

| Developing     |          |      |             |      |
|----------------|----------|------|-------------|------|
| Argentina      |          |      | 0.8454      | 0.1237|
| Bahrain        |          |      | 0.1048      | 0.0552|
| Bulgaria       | 0.3218   |      | 1.5762      |      |
| Chile          | 1.0252   |      | 0.8838      |      |
| China          | 0.6377   |      | 0.1404      |      |
| Colombia       | 1.2850   |      | 0.3175      |      |
| Czech Rep.     | −0.3647  | 0.6256| 0.5578      | 0.7574|
| Hong Kong      | 0.0429   | 0.0775| 0.5578      | 0.7574|
| Hungary        | −0.2275  | 0.6461| 0.0323      | 0.2987|
| India          | −0.4344  | 0.3633| 0.2357      | 0.3175|
| Indonesia      | 0.2687   |      | 0.1831      |      |
| Israel         | −0.3092  |      | 0.3427      |      |
| Kuwait         | 0.7167   | 0.4929| 1.1272      | 0.4778|
| Malaysia       | −0.0312  |      | 0.0204      |      |
| Mexico         | −0.6581  | 0.4038| 0.0914      | 0.2384|
| Morocco        | 0.3793   |      | 0.3645      |      |
| Pakistan       | 0.1020   |      | 0.0699      |      |
| Peru           | 0.6066   |      | 0.3893      |      |
| Philippines    | −0.5521  | 0.6393| 1.0249      | 0.4946|
| Poland         |          |      | 0.2287      | 0.2664|
| Romania        | −0.0605  |      | 0.4791      |      |
| Russia         | 2.0476   |      | 0.5626      |      |
| S. Africa      | −1.6594  | 1.3968| 0.1044      | 0.4304|
| S. Arabia      | −0.073   | 0.0573| 0.5437      | 0.5122|
| S. Korea       | 0.5269   | 0.4559| 0.8214      | 0.5338|
| Singapore      | −2.3804  |      | 1.1016      |      |
| Slovakia       | 0.5754   | 0.4218| 0.5437      | 0.4397|
| Taiwan         | −1.1901  | 0.6349| 0.2413      | 0.9797|
| Thailand       | 0.0103   | 0.0272| 0.0059      | 0.0227|

The table presents estimates of the BF regression’s slope coefficient, denoted by $\hat{\beta}$. The $\hat{\beta}$ column reports $\hat{\beta}$ for the FP sample from a balanced SUR model including developed and developing countries. The $\hat{\beta}$ column reports $\hat{\beta}$ for the full sample from an unbalanced SUR model including developed and developing countries. The $p$-value presented at the bottom is for a Wald test comparing the two sample periods, where critical values come from a Chi. Sq. distribution. The test is conducted by estimating the unbalanced SUR model with intercept and interaction terms for the Frankel and Poonawala (2010) sample period and testing the joint significance of these interaction terms. Full sample estimates are from an unbalanced SUR regression, whereas the Frankel and Poonawala (2010) sample is balanced (at 78 observations) following Frankel and Poonawala (2010). Numbers in bold indicate rejections of the null that $\beta = 1$ at the 5% level, against the one-sided alternative $\beta < 1$. The FP vs. Full Sample $p$-value = 0.0000
Table 4. Pooled regressions via unbalanced SUR.

|                  | Frankel and Poonawala (2010) | Full Sample |
|------------------|-----------------------------|-------------|
|                  | \( p \)-Value (\( \beta = 0 \)) | \( p \)-Value (\( \beta = 1 \)) | \( p \)-Value (\( \beta = 0 \)) | \( p \)-Value (\( \beta = 1 \)) |
| \( \hat{\beta} \) Developed | -1.2612 | 0.0200 | 0.0000 | -0.0096 | 0.7140 | 0.0000 |
|                  | -0.5404 | -0.0262 |
| \( \hat{\beta} \) Developing | 0.0289 | 0.0000 | 0.0512 | 0.0000 |
|                  | -0.0405 | 0.0470 | -0.0221 | 0.0200 |

The table presents \( \hat{\beta} \) estimates from unbalanced SUR models of pooled developed and pooled developing countries. Both SUR models are unbalanced, even for the FP sample period, since the number of countries are different for the developed and developing countries. For the full sample, the time periods also differ.

The \( p \)-values in the table are for tests of the developed and developing country estimates. The null hypothesis of \( \beta = 1 \) is tested against the one-sided alternative that the bias is negative. The developing country group excludes Indonesia following Frankel and Poonawala.

2.2. The Extended Panel

The regression results reported in Tables 1–4, and those in most of the literature more broadly, should be viewed as descriptive at best. This is because the research disregards the problem of structural change.

The problem can already be seen in the results for the extended panel of countries and sample periods. When based on OLS regressions, we find that \( \hat{\beta} \) is considerably less negative in the extended samples for every developed country examined (see the last two columns in Table 1). Four of these countries now have positive estimates and the number of countries that are characterized by negative biasedness at the 5% level drops from 17 to 12. The average OLS estimate for the developed country group falls in magnitude from \(-4.19\) to \(-0.69\).

The OLS results for developing countries shows less evidence of structural change (see Table 2, last three columns). Frankel and Poonawala’s countries continue to be characterized largely by positive \( \hat{\beta} \)s (although the number falls from ten to eight) in the extended sample periods, with an average estimate for the group that is little changed at 0.32. The added 21 countries are also characterized by largely positive \( \hat{\beta} \)s (14 in total) with an average estimate for the added group that is little different than the original group at 0.27.

The unbalanced SUR results are suggestive of structural change for both groups of countries (see Table 3, the last two columns). Most developed and developing countries witness higher \( \hat{\beta} \)s compared with the original sample (seven of nine and nine of 11, respectively). All of the developing countries that remain from the original sample (recall that we drop Hong Kong and Saudi Arabia) are characterized by a positive full-sample \( \hat{\beta} \). A Wald test of the null that the original and extended sample results are the same is rejected at the 1% level (see the bottom of Table 3).

Full-sample slope estimates for the added 17 developing countries (recall that we also dropped four developing euro-area countries and Bahrain and added Indonesia) are similar in character to those for Frankel and Poonawala’s original group of countries; the \( \hat{\beta} \)s are largely positive (13 of 17 and 11 of 11, respectively). The added countries’ \( \hat{\beta} \)s are also mostly less than unity at the 5% level (10 of 17), although this is the case for only five of the original countries. The extended-panel results continue to show a greater number of negative slope estimates for developed countries. However, Frankel and Poonawala’s main finding—that developed countries are characterized by greater negative biasedness—is considerably weakened. The results are reported in the last three

---

21 The Wald test has finite sample limitations. However, it is a sensible choice here given that we do not have to estimate multiple models unlike other commonly employed multiple restriction tests. This is particularly advantageous because the unbalanced SUR model is computationally expensive compared to a balanced SUR model. The computational demands increase considerably in the model with subperiods as discussed below.

22 To carry out the test, we create a dummy variable for the Frankel and Poonawala sample period. We add this dummy, and interaction terms with the remaining regressors, and estimate another unbalanced SUR model. The Wald statistic provides a test of the joint significance of these terms. In order to distinguish the effects of the extended sample period and list of countries, we repeat the same procedure, but limit it to the Frankel and Poonawala (2010) countries only. We find a significant difference between the two samples. These results are available upon request.
columns of Table 4. They show that both developed and developing countries are still characterized by a negative forward rate bias. However, the difference between the two country groups is much smaller in the extended panel than in the original panel. Indeed, the developing-country slope estimate is no longer significantly less than zero.

Taken as a whole, the original and extended panel results suggest that the BF regression’s results depend on the time period examined.

3. The Changing Nature of Forward Rate Biasedness

We now investigate systematically the BF regression’s instability across developed and developing countries. Other studies examine this instability, but mostly for a sample of either developed or developing countries. Many studies test for one or more exogenously imposed breaks in a sample of developed countries and report strong evidence of structural change. Researchers have also used *ad hoc* procedures to identify subperiods in the data that are characterized by high or low volatility of returns (Clarida et al. (2009)) or money growth (Moore and Roche (2012)). They report β estimates that are negative during low volatility regimes and positive during high volatility regimes. Moore and Roche (2012) is one of the few studies that examines the instability for both developed and developing countries. They find that $\hat{\beta}$ varies with the volatility regime for both groups of countries.

Several studies employ endogenous structural change tests that allow for multiple break points at unknown dates. Bekaert and Hodrick (1993) and MacDonald and Nagayasu (2015) estimate a two-state Markov-switching model for the largest developed countries. They find that $\hat{\beta}$ varies with the volatility regime. Bai and Molllick (2010) and Baillie and Cho (2014) employ Bai and Perron’s (1998, 2003a, 2003b) sequential test procedure, the former for a sample of developing countries and the latter for a sample of developed countries. They find that financial crisis triggers shifts in $\hat{\beta}$ from negative to positive values. All of these studies find evidence of multiple break points.

In order to examine the instability of the BF regression, we make use of Bai and Perron’s (1998, 2003a, 2003b) sequential test approach. The test procedure has several advantages for our purposes over the Markov-switching approach. Bekaert and Hodrick’s (1993) and MacDonald and Nagayasu’s (2015) Markov-switching models assume that any structural change involves a switch between only two possible states, thereby assuming that all structural changes are of the same size. This model also assumes that the timing of these changes is governed by a fixed probability distribution. By contrast, the Bai and Perron procedure leaves open the timing and magnitude of the structural changes in the BF regression.

One limitation of Bai and Perron’s test is that its sequential procedure tends to stop too early in the search for breaks (Perron (2006)). To address this problem, we combine the sequential procedure with the double maximum tests proposed by Bai and Perron (1998), following the recommendations of Perron (2006) and Bai and Perron (2003b). We first employ the double maximum test. If the test indicates a break, we continue with the sequential procedure to look for additional break points, conditional on the break point found by the double maximum test. If neither of the two tests indicate a break for a country, we conclude with no breaks (this was the case only for Bahrain).

The estimated break points, in turn, give rise to multiple subperiods with distinct $\beta$s. The unbalanced SUR model that we estimate below implies a system in which the number of equations equals the number of countries times the number of distinct subperiods. Small subperiods decrease

23 For example, see Engel (1996); Frydman and Goldberg (2007); Lewis (1995); Mark and Wu (1998).
24 See also Ahmad et al. (2012), who finds that the Asian financial crisis triggered structural change in a panel of Asian-Pacific countries.
25 The testing procedure proceeds equation by equation and thus ignores cross-country correlations in the data.
26 We set the trimming level of the tests to 5%, as opposed to the commonly employed 15%. This decision allows for a wider portion of the sample to be considered in the test and relaxes the limit on the maximum number of allowed breaks. Relaxing this limit is important because we would expect many breaks for countries with the longest time series.
27 We also perform supF tests, which confirm our break number and dating results.
the accuracy of our estimates, while increasing the variance-covariance matrix’s size and thus the model’s computational demands. To address these problems, we restrict the size of a subperiod to twelve months or longer (with exceptions for the first and the last subperiods). As such, we drop any break point that falls within this minimum bound.28,29

In carrying out the structural change analysis, we augment the BF regression with lags of both the left- and right-hand side variables via an ADL(2,2) specification. The dynamic specification accounts for autocorrelated errors, which are typical with persistent variables like the forward premium.30

3.1. More Frequent Structural Change

Our structural change analysis examines the BF regression’s stability for nine developed countries (including the euro area) and 28 developing countries (Estonia, Latvia, Lithuania, and Slovenia are treated as part of the euro area), including Slovakia, whose sample period runs from March 2002 through November 2005 (recall that we dropped Hong Kong, Saudi Arabia, and Bahrain). Table 5a,b report summary results on the frequency of structural change in our panel. Column 2 of the tables shows the number of break points identified for each country. The full set of change dates is reported in Table A1 in the Appendix A. We find that the frequency of structural change in the BF regression is higher for both developed and developing countries than previously reported. The number of break points for both groups of countries varies considerably, in part because of variation in sample sizes. The number of break points ranges from a low of four to a high of 10 for developed countries and from a low of one to a high of 10 for developing countries. The average number of breaks is 8.67 and 5.32 for the developed and developing groups, respectively.

In order to account for differences in sample sizes, we compute the average number of break points per decade for each country (column 3 in the tables). We would have expected that developing countries would be characterized by considerably more structural change, given their greater vulnerability to macroeconomic and political instability. However, the average number of break points per decade for developed countries is not so different than the number for developing countries, at 2.59 and 3.35, respectively. Table 6 reports a difference in means test for these averages (column 2). The test compares the average number of breaks per decade for developed and developing countries via a two-sample $t$-test. Hence, this is a descriptive result. The test is suggestive that the difference is significant, with a $p$-value equal to 0.053.

28 We also estimate an unbalanced SUR model without the one-year subperiod restriction for the full panel. A few slope estimates become very large. However, the estimates for the common/comparable subperiods are close in magnitude. These results are available upon request.

29 Alternative solutions to this problem include increasing the trimming parameter and/or imposing restrictions on the estimated coefficients, neither of which is suitable for our economic application. The former would limit the number of breaks, whereas there is no obvious bound to impose with the latter.

30 Johansen et al. (2010) and Juselius (2014) find that interest rate differentials (and thus the forward premium) are near I(2). Bai and Perron (1998) suggest modeling a dynamic context by either adding lagged values to the regression or employing a nonparametric correction. Deng and Perron (2008) show in the context of other structural change tests that a dynamic specification helps address the autorrelated-errors problem.
Table 5. Linear individual country BF regressions for developed countries.

| Country       | # of Breaks | Ave # of Breaks Per Decade | Ave β < 1 | Ave β > 1 | Ave β < 1 Signif | Ave β > 1 Signif | Ave β < 1 Per Decade | Ave β > 1 Per Decade |
|---------------|-------------|-----------------------------|-----------|-----------|------------------|------------------|----------------------|----------------------|
| Australia     | 4           | 1.2869                      | 5         | 0         | 1                | 0                | 1.6086               | 0                    |
| Canada        | 10          | 3.2172                      | 7         | 4         | 4                | 1                | 2.252                | 1.2868               |
| Euro Area     | 10          | 2.5105                      | 9         | 2         | 3                | 0                | 2.2594               | 0.5021               |
| Japan         | 7           | 2.1762                      | 4         | 4         | 2                | 2                | 1.2435               | 1.2435               |
| Norway        | 10          | 3.2172                      | 5         | 5         | 4                | 1                | 1.6086               | 1.6086               |
| N. Zealand    | 10          | 2.4390                      | 8         | 3         | 3                | 2                | 1.9512               | 0.7317               |
| Sweden        | 10          | 3.2172                      | 7         | 4         | 3                | 1                | 2.2520               | 1.2869               |
| Switzerland   | 7           | 2.1762                      | 5         | 3         | 1                | 0                | 1.5544               | 0.9326               |
| UK            | 10          | 3.1088                      | 7         | 4         | 5                | 1                | 2.1762               | 1.2435               |
| **AVE**       | **8.6667**  | **2.5944**                  | **6.3333** | **3.2222** | **2.8889**        | **0.8889**        | **1.8784**           | **0.9817**           |

Columns 4 vs. 5, Columns 6 vs. 7, Columns 8 vs. 9

| Country       | # of Breaks | Ave # of Breaks Per Decade | Ave β < 1 | Ave β > 1 | Ave β < 1 Signif | Ave β > 1 Signif | Ave β < 1 Per Decade | Ave β > 1 Per Decade |
|---------------|-------------|-----------------------------|-----------|-----------|------------------|------------------|----------------------|----------------------|
| Argentina     | 6           | 5.1064                      | 6         | 1         | 4                | 0                | 5.1064               | 0.8511               |
| Brazil        | 4           | 2.5806                      | 3         | 0         | 2                | 0                | 1.9355               | 0.0000               |
| Bulgaria      | 5           | 4.2533                      | 4         | 2         | 1                | 1                | 3.4043               | 1.7021               |
| Chile         | 6           | 5.1064                      | 5         | 2         | 1                | 0                | 4.2353               | 1.7021               |
| China         | 5           | 4.7999                      | 4         | 2         | 3                | 0                | 3.8480               | 1.9200               |
| Colombia      | 3           | 1.7822                      | 1         | 3         | 1                | 1                | 0.5941               | 1.7822               |
| Czech Rep.    | 6           | 3.1579                      | 4         | 3         | 1                | 0                | 2.1053               | 1.5789               |
| Hungary       | 7           | 3.8532                      | 6         | 3         | 4                | 0                | 3.3028               | 1.1009               |
| India         | 8           | 4.4037                      | 8         | 1         | 3                | 0                | 4.4037               | 0.5505               |
| Indonesia     | 1           | 0.5263                      | 1         | 1         | 1                | 0                | 0.5263               | 0.5263               |
| Israel        | 1           | 0.5714                      | 2         | 0         | 1                | 1                | 1.1429               | 0.0000               |
| Kuwait        | 5           | 1.9544                      | 2         | 4         | 1                | 2                | 0.7818               | 1.5635               |
| Malaysia      | 6           | 0.9600                      | 2         | 0         | 1                | 1                | 1.9210               | 0.0000               |
| Mexico        | 7           | 3.6842                      | 6         | 2         | 2                | 1                | 3.1579               | 1.0526               |
| Morocco       | 6           | 5.1064                      | 4         | 3         | 3                | 0                | 3.4043               | 2.5532               |
| Pakistan      | 3           | 1.6981                      | 3         | 1         | 3                | 0                | 1.6981               | 0.5660               |
| Peru          | 6           | 5.1064                      | 5         | 2         | 2                | 0                | 4.2353               | 1.7021               |
| Philippines   | 7           | 3.6842                      | 5         | 3         | 5                | 1                | 2.6316               | 1.5789               |
| Poland        | 7           | 3.6207                      | 5         | 3         | 2                | 1                | 2.5862               | 1.5517               |
| Romania       | 6           | 5.1064                      | 4         | 3         | 2                | 1                | 3.4043               | 2.5532               |
| Russia        | 8           | 6.8085                      | 6         | 3         | 2                | 2                | 5.1064               | 2.5532               |
| South Africa  | 10          | 3.9088                      | 8         | 2         | 1                | 0                | 3.1270               | 0.7818               |
| South Korea   | 8           | 4.5070                      | 7         | 2         | 3                | 1                | 3.9437               | 1.1268               |
| Slovakia      | 2           | 1.4458                      | 2         | 0         | 2                | 0                | 1.4458               | 0.0000               |
| Singapore     | 5           | 1.6086                      | 4         | 2         | 0                | 0                | 1.2869               | 0.6434               |
| Taiwan        | 6           | 3.1579                      | 5         | 2         | 2                | 1                | 2.6316               | 1.0526               |
| Thailand      | 6           | 3.2579                      | 6         | 1         | 3                | 0                | 3.2579               | 0.5430               |
| Turkey        | 4           | 2.1053                      | 5         | 0         | 5                | 0                | 2.6316               | 0.0000               |
| **AVE**       | **5.3214**  | **3.3523**                  | **4.9292** | **1.7857** | **2.2433**        | **0.4643**        | **2.7917**           | **1.1263**           |

Columns 4 vs. 5, Columns 6 vs. 7, Columns 8 vs. 9

The table compares the number of breaks in β in total and on average per decade, respectively, using Bai and Perron’s (1998, 2003a, 2003b) sequential approach. The reported p-values are for two-sample t-tests based on structural break tests that do not account for dependence in the data.

### 3.2. β Is Not Always Less Than Unity

The break points reported in Table A1 imply multiple subperiods or regimes for which the hypothesis of no structural change cannot be rejected. We use these results and estimate the
BF regression in the distinct regimes for each country in our panel. In order to correct for correlation in the data, we make use of an unbalanced SUR model, which is estimated by the approach described by McDowell (2004). The regression estimates the subperiod $\hat{\beta}$s for all developed and developing countries as a system, thereby accounting for correlations across countries and making the model temporally nonlinear.

The subperiod estimates give rise to a piecewise linear specification of returns for each country. If the subperiod $\beta$s were uniformly less than unity, betting against the forward rate would continue to yield predictable profits despite the slope coefficient’s instability (assuming $\alpha = 0$). Bekaert and Hodrick’s (1993) and MacDonald and Nagayasu’s (2015) Markov-switching results suggest that this is the case; they find a $\beta < 1$ for both states of nature.

However, test procedures that leave open the number, timing, and magnitude of the structural changes show that $\beta$ is not always less than unity. The full set of subsample estimates for each country are reported in Table A1. We summarize the results in the last six columns of Table 5a,b. Columns 4 and 5 report the number of regimes for which the estimated bias is found to be less than and greater than unity, respectively. Columns 6 and 7 show the number of estimated biases that are significantly negative and positive (at the 5% level), respectively, while columns 8 and 9 report the number of negative and positive biases per decade.

We find that $\beta = 1$ cannot be rejected in roughly half of the regimes for most countries in both groups. This finding is not surprising given the much shorter subperiod samples. We also find that nearly all countries are characterized by multiple regimes in which $\hat{\beta} < 1$ and other regimes in which $\hat{\beta} > 1$.

The pronounced instability vitiates the view that forward rate biasedness is more negative for developed than developing countries. Moreover, assuming away the instability misses revealing patterns in the biasedness across the two groups of countries. These patterns shed light on the literature’s linear regression estimates. They also point towards the importance of risk in driving currency markets.

3.3. Two Key Patterns

Two key patterns emerge from the subperiod slope estimates. One pattern is shared by both developed and developing countries: regimes with a negative bias occur more frequently than those with a positive bias. The other pattern reveals an important difference across the two country groups: the size of the subperiod biases, both negative and positive, is much larger for developed countries.

3.3.1. Negative-Bias Subperiods Are More Frequent

Table 5a,b, columns 4 and 5, show that the regimes in which $\hat{\beta} < 1$ occur roughly twice as often in our sample on average as those in which $\hat{\beta} > 1$ for both country groups: 6.33 and 3.22, respectively, for developed countries and 4.39 and 1.79, respectively, for developing countries. Difference in means tests (which are reported at the bottom of the tables and again should be treated as descriptive) indicate that the number of negative biases is significantly higher than the number of positive biases for both groups of countries. Moreover, the average of the ratios of positive to negative estimated biases for developed countries is little different than that for developing countries, at 0.55 and 0.52, respectively. These averages are reported in Table 6, column 3, along with a difference in means test, which suggests a small difference. Again, the tests in Table 6 should be viewed only as descriptive since they do not account for the dependence across countries.

The greater number of negative estimated biases for both groups of countries could be a result of sample sizes. To check this possibility, we examine the number of positive and negative biases...
per decade for each country (columns 8 and 9 in the tables). We find that the scaled figures deliver a similar result: the number of negative biases on average is roughly twice the number of positive biases for developed and developing countries, respectively. We also examine the ratio of positive to negative estimated biases for each country per decade. Table 6 (column 4) reports the average ratio for developed and developing countries, along with a difference in means test. The test is suggestive that the difference is not large.

The higher frequency of negative-bias subperiods is suggestive that carry trade strategies, which bet against the forward rate, are profitable over prolonged stretches of time in both developed and developing countries. Burnside et al. (2007, 2011b), and others report such profitability. However, our structural change results imply that carry trade returns are time dependent and risky.32 Time periods that are characterized by $\hat{\beta} < 1$ and carry trade profits are eventually followed by a time period with $\hat{\beta} > 1$ and carry trade losses.

3.3.2. Developed Countries Have Larger Biases

Tables 7 and 8 (columns 2 and 3) report the average size of the estimated negative and positive subperiod biases for the two country groups. We find that the negative and positive biases for developed countries—are roughly 1.5 and 4 times larger on average, respectively, than the negative and positive biases for developing countries—are 2.94 and 1.85, respectively. We see similar patterns when we compute averages of only the significant $\hat{\beta}$s (columns 4 and 5 in the tables) or consider a weighted average of the $\hat{\beta}$s using as weights the number of observations in a subperiod (columns 6 and 7 in the tables). Statistical tests reported in Table 9 (columns 2–5) show that the size differences in both the negative and positive biases across developed and developing countries are largely significant. The tests take into account the variance–covariance matrix of the unbalanced nonlinear SUR regression.33

| Developed Country | Ave | Ave | Ave Signif | Ave Signif | WAve | WAve |
|-------------------|-----|-----|------------|------------|------|------|
|                   | $(\hat{\beta} - 1) < 0$ | $(\hat{\beta} - 1) > 0$ | $(\hat{\beta} - 1) < 0$ | $(\hat{\beta} - 1) > 0$ | $(\hat{\beta} - 1) < 0$ | $(\hat{\beta} - 1) > 0$ |
| Australia         | −2.9914 | NA   | NA         | NA         | −1.7228 | NA   |
| Canada            | −5.9271 | 6.7986 | −20.58     | 18.6943    | −3.9874 | 4.3990 |
| Euro Area         | −3.0035 | 2.0495 | −4.2737    | 1.8425     | −2.261 | 2.0519 |
| Japan             | −3.1326 | 22.4420 | −2.4243    | 43.5799    | −2.2822 | 12.4000 |
| Norway            | −1.8024 | 4.3062 | NA         | 14.1781    | −1.9779 | 3.7675 |
| N. Zealand        | −5.2393 | 3.7370 | −5.4428    | 4.7345     | −4.0872 | 3.9194 |
| Sweden            | −2.3979 | 5.6082 | −4.8378    | 18.3950    | −2.6548 | 5.3595 |
| Switzerland       | −8.4811 | 6.9277 | NA         | NA         | −3.9068 | 6.9442 |
| UK                | −4.0296 | 6.1613 | −6.5512    | 3.5790     | −3.9248 | 5.2884 |
| AVE               | −4.1117 | 7.2538 | −7.685     | 15.0005    | −3.0450 | 5.087 |

The table compares the developed and developing countries’ average number of breaks per decade, the mean ratio of positive to negative biases, and the mean ratio of positive to negative biases per decade. The reported $p$-values are for two-sample $t$-tests. The tests should be viewed as descriptive; they test the average number of the respective occurrences and are based on structural break tests that do not account for dependence in the data.

32 See Baillie and Cho (2014); Brunnermeier et al. (2008); Melvin and Taylor (2009), and Daniel et al. (2017) for additional evidence of this time dependency and riskiness.

33 The Wald tests in Table 9 consider the individual subsample biases, negative and positive, for developed and developing countries. The test is conducted under the null that the negative and positive biases for the two country groups are equal at mean.
characterized by large swings in dollar exchange rates. The developing-country samples miss this for developed countries stems from the much larger subperiod biases for this group.

3.3.3. Origins of Linear Regression Results

The two key patterns show the origins of the literature’s linear regression findings. The negative biasedness found for both developed and developing countries arises from the greater frequencies of regimes for which $\hat{\beta} < 1$. The larger negative bias that Frankel and Poonawala (2010) and others report for developed countries stems from the much larger subperiod biases for this group.

The results for the developed countries stem in part from the behavior of the 1980s, which were characterized by large swings in dollar exchange rates. The developing-country samples miss this

| Developing Country | Ave $\hat{\beta} - 1 < 0$ | Ave Signif $\hat{\beta} - 1 < 0$ | Ave Signif $\hat{\beta} - 1 < 0$ | Ave Signif $\hat{\beta} - 1 < 0$ | Ave Signif $\hat{\beta} - 1 < 0$ | Ave Signif $\hat{\beta} - 1 < 0$ |
|--------------------|--------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Argentina          | -0.5385                  | 0.1154                        | -0.427                        | 0.1154                        | -0.4789                      | 0.1154                        |
| Brazil             | -0.3912                  | NA                            | -0.5771                       | NA                            | -0.148                       | NA                            |
| Bulgaria           | -15.6032                 | 8.1199                        | NA                            | NA                            | -13.6887                     | 9.6010                        |
| Chile              | -9.5817                  | 0.4332                        | -18.2676                      | 0.3136                        | -10.0861                     | 0.3785                        |
| China              | -0.8983                  | 1.2445                        | -0.925                        | 0.6309                        | -0.8086                      | 1.0236                        |
| Colombia           | -2.014                   | 1.9693                        | -2.014                        | 1.9693                        | -2.014                       | 1.9566                        |
| Czech Rep.         | -8.9897                  | 3.1573                        | -5.9186                       | NA                            | -6.6408                      | 3.1830                        |
| Hungary            | -2.886                   | 0.3530                        | -2.4584                       | 0.0809                        | -2.1427                      | 0.2909                        |
| India              | -1.3612                  | 0.2974                        | -2.2732                       | NA                            | -1.2374                      | 0.2974                        |
| Indonesia          | -0.8434                  | 2.8981                        | NA                            | 2.8981                        | -0.8434                      | 2.8981                        |
| Israel             | -1.0081                  | NA                            | NA                            | NA                            | -1.0689                      | NA                            |
| Kuwait             | -1.4426                  | 1.8809                        | NA                            | 1.8809                        | -1.3513                      | 1.3770                        |
| Malaysia           | -3.1463                  | NA                            | NA                            | NA                            | -2.3838                      | NA                            |
| Mexico             | -0.9832                  | 3.1531                        | NA                            | 5.8058                        | -1.0102                      | 2.2689                        |
| Morocco            | -1.2506                  | 0.5352                        | NA                            | 0.4733                        | -1.2125                      | 0.5333                        |
| Pakistan           | -0.6239                  | 0.3600                        | NA                            | 0.4678                        | -0.4954                      | 0.3060                        |
| Peru               | -1.926                   | 0.9912                        | -3.1029                       | 0.5442                        | -2.263                       | 0.9142                        |
| Philippines        | -3.0746                  | 0.8712                        | -3.0746                       | 1.5622                        | -2.4908                      | 0.9241                        |
| Poland             | -1.8891                  | 4.6053                        | -0.3618                       | 8.3328                        | -1.4679                      | 4.6682                        |
| Romania            | -1.6979                  | 3.5425                        | NA                            | 9.5916                        | -1.6564                      | 3.3703                        |
| Russia             | -1.4876                  | 1.4999                        | NA                            | 1.8991                        | -1.6152                      | 1.7428                        |
| S. Africa          | -0.7914                  | 1.0140                        | NA                            | 1.8378                        | -0.5176                      | NA                            |
| S. Korea           | -2.2052                  | 1.0901                        | -9.541                        | 1.9395                        | -1.9658                      | 1.2115                        |
| Slovakia           | -4.0233                  | NA                            | -3.8608                       | NA                            | -4.0197                      | NA                            |
| Singapore          | -0.3186                  | 2.2261                        | NA                            | 1.0443                        | -0.3005                      | 1.5448                        |
| Taiwan             | -10.6036                 | 1.7152                        | -48.4316                      | 3.3931                        | -5.2055                      | 1.5626                        |
| Thailand           | -1.7939                  | 0.4889                        | -3.1215                       | 0.4889                        | -1.687                       | 0.4889                        |
| Turkey             | -0.8314                  | NA                            | -0.7207                       | NA                            | -0.8047                      | NA                            |
| AVE                | -2.9359                  | 1.8482                        | -5.8716                       | 2.2554                        | -2.4854                      | 1.8889                        |

The table presents the estimates from the unbalanced SUR model. Ave ($\hat{\beta} - 1$) is the straight average of the sub-period forward rate biases. Ave Signif takes into account only the 5% significant $\hat{\beta}$ estimates. WAve denotes a weighted average using the number of observations in each subperiod for weights. NA denotes not applicable due to lack of observations.

Table 9. Difference in means tests.

| Ave $\hat{\beta} - 1 < 0$ | Ave $\hat{\beta} - 1 > 0$ | Ave Signif $\hat{\beta} - 1 < 0$ | Ave Signif $\hat{\beta} - 1 > 0$ | Ave 1990s–2016 | Ave 2016 | Ave Signif 1990s–2016 | Ave Signif 2016 |
|--------------------------|--------------------------|-------------------------------|-------------------------------|---------------|------------|----------------------------|----------------|
| Developed                | -4.1117                  | 7.2538                        | -7.685                        | 15.0005       | -5.2049    | 7.7580                      | -8.7729        |
| p-value                  | 0.1581                   | 0.0006                        | 0.0002                        | 0.0000        | 0.0610     | 0.0000                      | 0.0540         |

The table presents the averages of the negative and positive biases for developed and developing countries. Ave is the straight average of the sub-period forward rate biases. Ave Signif takes into account only the 5% significant $\hat{\beta}$ estimates. The reported p-values are for Wald tests comparing the biases of developed and developing countries, where the critical values come from the ChiSq. distribution.
period, which may underpin the larger biases for developed countries. In order to check this possibility, we analyze the biases of the developed countries for truncated samples that start in the 1990s.

Table 10 reports these results. We find that the size of the estimated biases for developed countries is, for the most part, even greater than when the 1980s are omitted from the sample. They continue to show that the size of both negative and positive biases is larger for developed than developing countries. The last four columns of Table 9 show that the differences continue to be significant for this time period.

Table 10. Average forward rate bias across regimes: developed countries.

| Developed Country | Ave ($\hat{\beta} - 1 < 0$) | Ave ($\hat{\beta} - 1 > 0$) | Ave Signif ($\hat{\beta} - 1 < 0$) | Ave Signif ($\hat{\beta} - 1 > 0$) | WAve | WAve |
|-------------------|-------------------------------|-------------------------------|-----------------------------------|-----------------------------------|------|------|
| Australia         | −3.4122                       | NA                           | NA                                | NA                                | −1.1091 | NA |
| Canada            | −6.7085                       | 6.7986                       | −20.58                            | 18.6943                           | −3.8371 | 4.3390 |
| Euro Area         | −4.2955                       | 2.2566                       | −4.8451                           | NA                                | −2.3744 | 1.1410 |
| Japan             | −3.881                        | 22.4420                      | −2.4243                           | 43.5799                           | −1.9602 | 12.4000 |
| Norway            | −1.7755                       | 4.3062                       | NA                                | 14.1781                           | −1.5509 | 3.7675 |
| N. Zealand        | −8.6162                       | 5.6367                       | −5.4428                           | 5.6367                            | −3.2916 | 2.0733 |
| Sweden            | −3.0723                       | 5.6082                       | −6.216                           | 18.3950                           | −2.1244 | 5.3595 |
| Switzerland       | −13.1124                      | 6.9277                       | NA                                | NA                                | −3.5167 | 6.9442 |
| UK                | −3.3261                       | 6.1613                       | NA                                | 3.5790                            | −2.5905 | 5.2884 |
| AVE               | −5.3556                       | 7.5172                       | −7.9016                           | 17.3438                           | −2.4839 | 5.1641 |

The table presents the estimates from the unbalanced SUR model. Sample periods begin after the first break point in the 1990s for each country. Ave (($\hat{\beta} - 1$) is the straight average of the sub-period forward rate biases. Ave Signif takes into account only the 5% significant $\hat{\beta}$ estimates. WAve denotes a weighted average using the number of observations in each subperiod as weights. NA denotes not applicable due to lack of observations.

4. Unpredictability and Imperfect Knowledge

The pronounced instability of forward rate biasedness implies that currency returns are not predictable on the basis of the linear BF model. However, currency returns may nonetheless be predictable. The question turns on whether the instability can be modeled ex ante with a probability rule. Goldberg et al. (Forthcoming) examine this question for six developed-country markets. They consider the out-of-sample predictive performance of Markov-switching and other nonlinear regression models. They find that the nonlinear models have little or no predictive power.

This finding is supportive of the main premise of imperfect knowledge economics: the process underpinning economic outcomes undergoes change at points in time and in ways that cannot be characterized ex ante with the same probability rule at all points in time. Frydman and Goldberg (2013a, 2013b); Frydman et al. (2015) argue that this Knightian uncertainty arises because structural change in financial markets and the broader economy is triggered in part by historical developments that are to some extent novel. Examples include the appointment of a new central bank governor or Treasury Secretary, shifts in exchange rate policy, German reunification, and financial crises. The novelty of these events implies that they are to some extent non-repetitive and that their impact on returns “deal[s] with situations which are far too unique...[to rely solely on] statistical tabulations” Knight (1921), p. 198.

Consequently, the structural shifts that they trigger are unlikely to be characterized by a stable probability rule.

---

34 Bekaert and Hodrick (1993) report that the large negative biases found for developing countries stem largely from behavior in the 1980s.
35 Each country’s sample begins with the observation right after the first break date in the 1990s. For example, the first break date in the 1990s for Australia is September 1993 (see Table A1). The truncated sample for this country therefore begins in October 1993.
36 Goyal and Welch (2008) report similar results for linear models of stock returns.
The corpus of Johansen and Juselius’s empirical work on currency markets provides considerable evidence of a connection between structural change and novel historical developments. In nearly all of their CVAR studies, they have had to include equilibrium mean shifts, broken trends, and a series of various dummies to account for the impact of major policy changes and other novel historical developments. Juselius (2017b) is a case in point. The study estimates a CVAR for the German mark-U.S. dollar exchange rate. It finds that a well specified unrestricted model requires: (1) a broken trend and step dummy in January 1991 to control for German reunification; (2) an impulse dummy to account for three new German excise taxes to pay for reunification; and (3) intervention dummies to account for large shocks to U.S. goods and bond prices in the aftermath of the 1985 Plaza Accord.

There is also considerable evidence in the broader literature that structural change in financial markets is triggered by novel historical developments. These developments are not mere repetitions of events in the past. As such, no probabilistic rule that was estimated on ex post data are likely to enable one to predict their timing or character, let alone their quantitative impact on the process underpinning asset returns.

Our structural change results provide additional evidence of a connection between structural change and novel historical developments. The full set of break points for developed and developing countries (see Table A1) show that breaks are proximate to major historical developments. For example, one or more break points that are proximate to the 2008 global financial crisis are found for nearly all countries. In many cases, the instability involved a change in the sign of the forward rate bias. Not surprisingly, Baillie and Cho (2014) and Daniel et al. (2017) find that carry trade strategies produced large losses after 2008. Few economists or market participants predicted the financial crisis, let alone its impact on currency markets and forward rate bias.

5. Developed Countries Are More Risky Not Less Rational

The BF regression’s instability implies that conclusions based on the linear model about the rationality or irrationality of currency markets in general, or developed countries’ relative irrationality in particular, are unfounded. Moreover, the structural change results in Tables 5–9 point instead to the importance of risk in driving currency returns and in understanding forward rate biasedness across developed and developing countries.

A common measure of risk in financial markets is the volatility of returns. However, volatility measures suffer from the problem of structural change: the basic properties of market data are not the same during crisis and noncrisis periods (e.g., see Jorion (2009)). Indeed, market volatility tends to fall during large price upswings away from benchmark values. However, it is precisely during these periods that risk rises, as markets become more vulnerable to sudden structural change that is accompanied by large and sustained price reversals. This behavior lends support to IKE’s alternative risk premium model, which implies that growing departures from benchmark values lead to greater risk for investors who bet on even larger departures from benchmark values. The findings of Juselius and Assenmacher (2017), Juselius and Stillwagon (2018), Cavusoglu et al. (2020), and others provide strong support for this alternative measure of risk.

This research suggests that the frequency and magnitude of the instability in the BF regression provide useful additional measures of market risk. In terms of the forward rate puzzle, the carry trade’s ability to generate profits or losses depends on the sign and size of the bias. A negative bias implies profits on average, whereas a positive bias implies losses. In addition, the larger the size of the
bias, the greater are the positive or negative returns. Consequently, a greater frequency or magnitude of structural change in the BF regression implies greater risk in betting against (or with) the forward rate.

The instability results reported in Table 5a,b show that currency markets and carry trade strategies are riskier than what is suggested by the literature’s linear regression results. In terms of the prevalence of structural change, and the frequency with which negative- and positive-bias regimes occur, developed and developing countries are comparably risky.

However, as we saw in Tables 7–10, the size of both the negative and positive biases is larger for developed countries than developing countries. This finding implies greater profits to carry trade strategies in developed countries during regimes with a negative bias, but also greater losses during regimes with a positive bias. It also suggests that the magnitude of the structural changes that occur in developed-country markets is on average much greater than in developing-country markets.

We find that this is the case. The size difference is easy to spot in Figure 2, which provides frequency distributions of the absolute value of the changes in $\hat{\beta}$ that occurred across the distinct subperiods for each country, one for the developed countries (the solid blue line), and the other for developing countries (the dashed red line). We find that the mean of the structural changes for the group of developed countries (5.08) is roughly twice the mean change for the group of developing countries (2.59). A descriptive difference in means test is suggestive that the difference is large. We also employ an ks-test, which is suggestive that the distributions for the two country groups are different.

![Figure 2. Absolute changes in $\hat{\beta}$ across subperiods.](image)

The results imply that betting against (with) the forward rate in developed-country markets delivers higher profits than in developing-country markets during subperiods in which the forward
rate bias is negative (positive). However, they also imply that speculation in the major markets is much more risky relative to developing-country markets than previously thought.

6. Conclusions

The structural change results reported in this paper indicate that the literature’s linear-regression findings lead to spurious conclusions about the importance of rationality and risk in developed- and developing-country currency markets. The BF regression’s instability and lack of predictive power imply that the widespread claims of currency markets’ irrationality are premature at best. The connection between structural change and novel historical developments suggests that imperfect knowledge and not irrationality is key to understanding these markets. The instability findings also indicate that developed-country markets are riskier than those in developing countries.

An open question is whether any of the risk factors considered in the literature can explain (1) why subperiods with a negative forward rate bias occur nearly twice as often as subperiods with a positive bias; and (2) why the subperiod biases (both negative and positive) are on average much larger for developed countries. The findings of Juselius (1992, 1995, 2014, 2017a, 2017b); Johansen and Juselius (1992); Juselius and MacDonald (2004); Juselius and Assenmacher (2017); Johansen et al. (2010) and Juselius and Stillwagon (2018) suggest that the IKE gap measure of risk is a good place to start.
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Appendix A

| Country/Subperiod | Total # of Observations | Coefficient | Std. Error | Break Dates | Number of Months per Subperiod |
|-------------------|-------------------------|-------------|------------|-------------|------------------------------|
| Developed         |                         |             |            |             |                              |
| Australia         | 373                     | −0.3082     | 0.5984     | 1999-06     | 175                          |
|                   |                         | −8.6771     | 13.7382    | 2001-02     | 20                           |
|                   |                         | −0.6493     | 1.1689     | 2008-06     | 88                           |
|                   |                         | −0.7285     | 2.8214     | 2010-1      | 19                           |
|                   |                         | 0.4062      | 0.9101     |             | 71                           |
| Canada            | 373                     | −0.2389     | 0.9779     | 1987-04     | 29                           |
|                   |                         | −1.4654     | 1.0122     | 1989-11     | 31                           |
|                   |                         | 0.2372      | 0.6406     | 1993-08     | 45                           |
|                   |                         | −2.6832     | 2.1780     | 1995-04     | 20                           |
|                   |                         | −1.2089     | 1.5584     | 2001-10     | 78                           |
|                   |                         | −9.5507     | 5.0584     | 2003-04     | 18                           |
|                   |                         | 1.0208      | 3.9075     | 2006-02     | 34                           |
| Euro Area         | 478                     | 0.4528      | 0.7482     | 1978-11     | 33                           |
|                   |                         | 0.0321      | 0.9964     | 1981-09     | 34                           |
|                   |                         | −2.1309     | 0.9799     | 1984-05     | 32                           |
|                   |                         | 2.8425      | 1.1327     | 1988-1      | 44                           |
|                   |                         | 0.0923      | 0.8849     | 1991-07     | 42                           |
|                   |                         | 3.2566      | 4.2712     | 1995-04     | 45                           |
|                   |                         | −2.4436     | 1.1624     | 2000-12     | 68                           |
|                   |                         | −5.2466     | 2.1608     | 2005-1      | 49                           |
|                   |                         | 0.4328      | 1.5662     | 2008-12     | 47                           |
|                   |                         | −1.8837     | 5.8379     | 2014-03     | 63                           |
|                   |                         | −7.3366     | 8.4644     |             | 21                           |

Table A1. Subperiod coefficients and corresponding break dates.
| Country/Subperiod | Total # of Observations | Coefficient | Std. Error | Break Dates | Number of Months per Subperiod |
|-------------------|-------------------------|-------------|------------|-------------|-------------------------------|
| **Developed**     |                         |             |            |             |                               |
| Japan             | 386                     | 0.1118      | 1.0256     | 1990-09     | 83                            |
|                   |                         | 1.8277      | 2.5877     | 1995-03     | 54                            |
|                   |                         | −1.9918     | 1.1511     | 1998-07     | 40                            |
|                   |                         | 2.7793      | 1.8288     | 2000-02     | 19                            |
|                   |                         | −1.4243     | 0.6852     | 2007-05     | 87                            |
|                   |                         | 5.6131      | 2.6882     | 2012-10     | 65                            |
|                   |                         | 83.5468     | 30.6330    | 2014-05     | 19                            |
|                   |                         | −5.2268     | 9.2788     |             |                               |
| New Zealand       | 492                     | −2.2846     | 1.3259     | 1978-02     | 39                            |
|                   |                         | 4.8323      | 1.8153     | 1980-09     | 31                            |
|                   |                         | −1.0799     | 1.8461     | 1984-10     | 49                            |
|                   |                         | 2.7421      | 6.3360     | 1986-10     | 24                            |
|                   |                         | −0.6085     | 2.6035     | 1989-07     | 33                            |
|                   |                         | 0.5230      | 0.6438     | 1996-05     | 82                            |
|                   |                         | −3.7483     | 2.4294     | 1998-05     | 24                            |
|                   |                         | −4.4428     | 1.6941     | 2006-06     | 97                            |
|                   |                         | 6.6367      | 3.2458     | 2009-02     | 32                            |
|                   |                         | −20.5526    | 24.2922    | 2011-03     | 25                            |
|                   |                         | −1.7211     | 5.4291     |             | 56                            |
| Norway            | 373                     | −0.9166     | 1.0722     | 1986-11     | 24                            |
|                   |                         | −0.7687     | 0.6134     | 1989-12     | 37                            |
|                   |                         | 0.0000      | NA         | 1991-06     | 18                            |
|                   |                         | 0.5360      | 1.0065     | 1993-04     | 22                            |
|                   |                         | 2.7332      | 2.9482     | 1995-02     | 22                            |
|                   |                         | −1.7781     | 1.5888     | 2001-06     | 76                            |
|                   |                         | −1.0843     | 0.8722     | 2008-06     | 84                            |
|                   |                         | 5.1275      | 3.4849     | 2009-12     | 18                            |
|                   |                         | 1.6363      | 2.7222     | 2011-11     | 23                            |
|                   |                         | 1.8338      | 2.6974     | 2014-05     | 30                            |
|                   |                         | 15.1781     | 6.6951     |             | 19                            |
| Sweden            | 373                     | −2.4596     | 0.7969     | 1987-11     | 36                            |
|                   |                         | 0.7971      | 2.1823     | 1989-08     | 21                            |
|                   |                         | 0.1666      | 0.9902     | 1991-07     | 23                            |
|                   |                         | 2.5192      | 1.6961     | 1993-1      | 18                            |
|                   |                         | −1.0384     | 1.2543     | 1998-12     | 71                            |
|                   |                         | −2.9010     | 1.8458     | 2001-05     | 29                            |
|                   |                         | −5.2160     | 1.5676     | 2005-10     | 53                            |
|                   |                         | 2.6345      | 1.4783     | 2008-06     | 32                            |
|                   |                         | 19.3950     | 5.7027     | 2010-04     | 22                            |
|                   |                         | 0.8363      | 2.2597     | 2014-02     | 46                            |
|                   |                         | 1.8842      | 7.1255     |             | 22                            |
| Switzerland       | 386                     | −0.4233     | 0.9348     | 1986-08     | 34                            |
|                   |                         | −0.6516     | 1.2321     | 1990-07     | 47                            |
|                   |                         | 3.2036      | 3.0870     | 1992-03     | 20                            |
|                   |                         | −0.8667     | 0.7235     | 2007-05     | 182                           |
|                   |                         | 4.2475      | 4.1783     | 2009-03     | 22                            |
|                   |                         | 16.3319     | 12.9444    | 2010-12     | 21                            |
|                   |                         | −32.6304    | 27.5562    | 2012-07     | 19                            |
|                   |                         | −2.8336     | 6.4644     |             | 41                            |
| UK                | 386                     | −7.5512     | 2.8635     | 1985-06     | 20                            |
|                   |                         | −1.8967     | 1.3367     | 1987-05     | 23                            |
|                   |                         | −2.8908     | 2.3169     | 1988-12     | 19                            |
|                   |                         | −1.8905     | 1.2130     | 1990-09     | 21                            |
|                   |                         | 1.1869      | 1.2998     | 1992-07     | 22                            |
|                   |                         | 4.5790      | 1.5620     | 1994-06     | 23                            |
|                   |                         | −2.2244     | 1.3260     | 2003-04     | 106                           |
|                   |                         | −0.9053     | 2.4753     | 2004-11     | 19                            |
|                   |                         | 4.4470      | 2.3033     | 2008-06     | 43                            |
|                   |                         | 18.4322     | 10.6962    | 2010-01     | 19                            |
|                   |                         | −3.8585     | 6.7086     |             | 71                            |
| **Developing**    |                         |             |            |             |                               |
| Argentina         | 141                     | −0.0958     | 0.5646     | 2004-11     | 8                             |
|                   |                         | 0.7673      | 0.3107     | 2007-12     | 37                            |
|                   |                         | 0.2887      | 0.0363     | 2008-12     | 12                            |
|                   |                         | 0.4860      | 0.1059     | 2012-06     | 42                            |
|                   |                         | 1.1154      | 0.2744     | 2013-12     | 18                            |
|                   |                         | 0.3883      | 0.0672     | 2015-06     | 18                            |
|                   |                         | 0.9347      | 0.0776     |             | 6                             |
Table A1. Cont.

| Country/Subperiod | Total # of Observations | Coefficient | Std. Error | Break Dates | Number of Months per Subperiod |
|-------------------|-------------------------|-------------|------------|-------------|-------------------------------|
| Developed         |                         |             |            |             |                               |
| Brazil            | 186                     | 0.9088      | 0.0403     | 2002-12     | 30                            |
|                   |                         | 0.9866      | 0.1477     | 2004-06     | 18                            |
|                   |                         | 0.0000      | NA         | 2006-05     | 23                            |
|                   |                         | 0.0000      | NA         | 2014-06     | 97                            |
|                   |                         | −0.0648     | 0.0248     |             | 18                            |
| Bulgaria          | 141                     | −3.5688     | 2.9220     | 2004-11     | 8                             |
|                   |                         | 0.4379      | 1.4784     | 2008-06     | 43                            |
|                   |                         | 0.4148      | 2.4357     | 2009-11     | 17                            |
|                   |                         | 4.5024      | 5.9976     | 2011-05     | 18                            |
|                   |                         | 13.7375     | 7.3284     | 2014-04     | 35                            |
| Chile             | 141                     | −55.6967    | 30.6570    |             |                               |
|                   |                         | −13.8590    | 17.0886    | 2005-06     | 15                            |
|                   |                         | −10.0127    | 17.1859    | 2007-1      | 19                            |
|                   |                         | −17.2676    | 7.8673     | 2008-02     | 13                            |
|                   |                         | 0.7853      | 4.4646     | 2009-02     | 12                            |
|                   |                         | −2.3543     | 7.6903     | 2010-02     | 12                            |
|                   |                         | 1.5528      | 2.8893     | 2011-09     | 19                            |
|                   |                         | 1.3136      | 0.6464     |             | 51                            |
| China             | 125                     | 0.5924      | 0.1354     | 2007-08     | 25                            |
|                   |                         | 0.7990      | 0.1756     | 2010-08     | 36                            |
|                   |                         | 1.6309      | 0.5411     | 2012-1      | 17                            |
|                   |                         | −1.1263     | 0.3327     | 2013-12     | 23                            |
|                   |                         | 0.1817      | 0.4695     | 2015-04     | 16                            |
|                   |                         | 2.8581      | 1.6522     |             | 8                             |
| Colombia          | 202                     | 1.3873      | 0.3123     | 2006-07     | 89                            |
|                   |                         | −1.0140     | 0.4726     | 2008-06     | 23                            |
|                   |                         | 1.8736      | 0.5124     | 2014-02     | 68                            |
|                   |                         | 5.6470      | 2.7517     |             | 22                            |
| Czech Rep.        | 228                     | 0.8126      | 0.7866     | 1998-11     | 23                            |
|                   |                         | 5.4488      | 4.3751     | 2001-05     | 30                            |
|                   |                         | −4.9186     | 1.9831     | 2005-10     | 33                            |
|                   |                         | 2.7161      | 1.5110     | 2008-02     | 28                            |
|                   |                         | 4.3070      | 10.2054    | 2010-03     | 25                            |
|                   |                         | −23.3166    | 29.1053    | 2011-03     | 14                            |
|                   |                         | −4.5362     | 4.3501     |             | 55                            |
| Hungary           | 218                     | 1.0809      | 0.2567     | 2000-09     | 35                            |
|                   |                         | −1.4584     | 0.6682     | 2003-04     | 31                            |
|                   |                         | −0.7277     | 0.4705     | 2005-10     | 30                            |
|                   |                         | −6.9917     | 3.6187     | 2006-11     | 13                            |
|                   |                         | −2.9764     | 2.3553     | 2008-06     | 19                            |
|                   |                         | 1.6251      | 1.6403     | 2010-04     | 22                            |
|                   |                         | 0.2695      | 1.9366     | 2011-12     | 20                            |
|                   |                         | 0.4686      | 1.1248     |             | 48                            |
| India             | 218                     | 0.4456      | 0.1802     | 2002-05     | 55                            |
|                   |                         | −1.7245     | 0.4493     | 2004-03     | 22                            |
|                   |                         | −0.1465     | 0.9981     | 2006-06     | 27                            |
|                   |                         | −2.5408     | 0.9615     | 2008-03     | 21                            |
|                   |                         | 0.5489      | 1.3950     | 2009-03     | 12                            |
|                   |                         | 0.1722      | 2.2994     | 2010-03     | 12                            |
|                   |                         | −0.1679     | 0.7296     | 2011-03     | 12                            |
|                   |                         | 1.2974      | 0.7176     | 2013-02     | 23                            |
|                   |                         | 0.5237      | 0.5032     |             | 34                            |
| Indonesia         | 228                     | 3.8981      | 1.9813     | 1998-05     | 17                            |
|                   |                         | 0.1566      | 0.1551     |             | 211                           |
| Israel            | 210                     | −0.4982     | 0.3219     | 2008-04     | 118                           |
| Kuwait            | 307                     | 0.4819      | 0.7938     |             | 92                            |
|                   |                         | 1.7744      | 0.8420     | 1993        | 32                            |
|                   |                         | −0.3105     | 0.3083     | 2006-04     | 159                           |
|                   |                         | 4.3963      | 1.7924     | 2007-11     | 19                            |
|                   |                         | 3.7145      | 1.0172     | 2009-02     | 15                            |
|                   |                         | −0.5747     | 1.1904     | 2011-07     | 29                            |
|                   |                         | 1.6385      | 0.6491     |             | 53                            |
| Malaysia          | 125                     | −4.2645     | 8.0502     | 2008-11     | 40                            |
|                   |                         | −0.0281     | 0.0172     |             | 85                            |
Table A1. Cont.

| Country/Subperiod | Total # of Observations | Coefficient | Std. Error | Break Dates | Number of Months per Subperiod |
|-------------------|--------------------------|-------------|------------|-------------|-------------------------------|
| Developed         |                          |             |            |             |                               |
| Mexico            | 228                      | 0.6822      | 0.4218     | 1999-08     | 20                            |
|                   |                          | 0.1806      | 0.2365     | 2001-02     | 30                            |
|                   |                          | 0.3187      | 0.7664     | 2003-02     | 24                            |
|                   |                          | 0.1820      | 0.4709     | 2006-05     | 39                            |
|                   |                          | 1.5004      | 1.0725     | 2009-01     | 32                            |
|                   |                          | 1.0894      | 1.3735     | 2011-06     | 29                            |
|                   |                          | 0.5518      | 1.1641     | 2014-08     | 38                            |
|                   |                          | 6.8058      | 2.3260     |              | 16                            |
| Morocco           | 141                      | -0.1280     | 1.0689     | 2005-02     | 11                            |
|                   |                          | 0.1180      | 0.4491     | 2008-05     | 39                            |
|                   |                          | 0.1794      | 0.5143     | 2009-11     | 18                            |
|                   |                          | 1.8136      | 0.8844     | 2011-05     | 18                            |
|                   |                          | 1.6898      | 0.8872     | 2012-07     | 14                            |
|                   |                          | -0.8132     | 0.6044     | 2014-07     | 24                            |
|                   |                          | 1.1329      | 0.5115     |              | 17                            |
| Pakistan          | 212                      | 0.0638      | 0.0573     | 1999-04     | 12                            |
|                   |                          | 1.3060      | 0.4875     | 2000-07     | 15                            |
|                   |                          | 0.4743      | 0.2315     | 2002-08     | 91                            |
|                   |                          | 0.5902      | 0.1446     |              | 94                            |
| Peru              | 141                      | 0.0831      | 0.4122     | 2005-07     | 16                            |
|                   |                          | -2.2890     | 1.7241     | 2007-08     | 25                            |
|                   |                          | 2.4383      | 1.5624     | 2008-08     | 12                            |
|                   |                          | -0.8687     | 1.5976     | 2009-09     | 13                            |
|                   |                          | -2.1029     | 0.5409     | 2013        | 40                            |
|                   |                          | 0.5476      | 0.3679     | 2014-07     | 18                            |
|                   |                          | 1.5442      | 0.4653     |              | 17                            |
| Philippines       | 228                      | 2.5033      | 0.8389     | 1998-08     | 20                            |
|                   |                          | -0.9631     | 0.8221     | 2000-04     | 20                            |
|                   |                          | 1.4522      | 0.8622     | 2001-06     | 14                            |
|                   |                          | 0.3668      | 0.3465     | 2004-11     | 41                            |
|                   |                          | -2.0437     | 0.9682     | 2006-05     | 18                            |
|                   |                          | -6.1869     | 3.1264     | 2008-1      | 20                            |
|                   |                          | 1.6098      | 1.1308     | 2009-07     | 18                            |
|                   |                          | -1.1853     | 0.6464     |              | 77                            |
| Poland            | 232                      | 0.6382      | 0.2803     | 2003-09     | 49                            |
|                   |                          | -0.5078     | 0.5407     | 2004-04     | 43                            |
|                   |                          | -3.4396     | 1.9701     | 2005-06     | 14                            |
|                   |                          | -1.2795     | 3.8595     | 2008-06     | 36                            |
|                   |                          | 4.6760      | 2.9489     | 2010-11     | 29                            |
|                   |                          | 2.8072      | 3.2026     | 2011-12     | 13                            |
|                   |                          | 0.1432      | 1.4978     | 2014-06     | 30                            |
|                   |                          | 9.3328      | 3.6071     |              | 18                            |
| Romania           | 141                      | -1.0197     | 0.5550     | 2005        | 10                            |
|                   |                          | -0.4703     | 1.7485     | 2007-10     | 33                            |
|                   |                          | 1.6233      | 1.2055     | 2009-02     | 16                            |
|                   |                          | -0.1026     | 0.7470     | 2010-08     | 18                            |
|                   |                          | 1.4124      | 1.5923     | 2012-07     | 23                            |
|                   |                          | -1.1989     | 1.2713     | 2014-06     | 23                            |
|                   |                          | 10.5916     | 3.2499     |              | 18                            |
| Russia            | 141                      | 0.8047      | 0.4158     | 2005-06     | 15                            |
|                   |                          | -1.2333     | 1.1216     | 2006-10     | 16                            |
|                   |                          | -2.1772     | 1.7489     | 2008-06     | 20                            |
|                   |                          | 2.0998      | 0.5678     | 2009-07     | 13                            |
|                   |                          | -1.2113     | 1.9413     | 2010-08     | 13                            |
|                   |                          | 0.2709      | 3.1239     | 2011-09     | 13                            |
|                   |                          | 0.6228      | 1.4569     | 2012-10     | 13                            |
|                   |                          | 3.6984      | 1.4420     | 2014-10     | 24                            |
|                   |                          | 1.7015      | 1.5434     |              | 14                            |
| South Africa      | 307                      | 0.8543      | 0.2783     | 1995-12     | 67                            |
|                   |                          | 0.8414      | 0.7293     | 1997-03     | 15                            |
|                   |                          | 2.8378      | 1.2608     | 1998-06     | 15                            |
|                   |                          | 0.8760      | 0.7424     | 2001-08     | 38                            |
|                   |                          | -0.6895     | 1.2953     | 2003-04     | 20                            |
|                   |                          | -2.1292     | 1.5756     | 2004-11     | 19                            |
|                   |                          | 1.1902      | 3.2008     | 2006-04     | 17                            |
|                   |                          | 0.7352      | 2.2410     | 2007-11     | 19                            |
|                   |                          | 0.7370      | 1.8149     | 2009-02     | 15                            |
|                   |                          | 0.6433      | 0.7325     | 2013-08     | 54                            |
|                   |                          | 0.0000      | NA         |              | 28                            |
### Table A1. Cont.

| Country/Subperiod | Total # of Observations | Coefficient | Std. Error | Break Dates | Number of Months per Subperiod |
|-------------------|--------------------------|-------------|------------|-------------|--------------------------------|
| **Developed**     |                          |             |            |             |                                |
| South Korea       | 213                      | 1.2408      | 1.0681     | 1999-03     | 12                             |
|                   |                          | -8.5410     | 2.2965     | 2000-10     | 19                             |
|                   |                          | -0.3671     | 0.5255     | 2004-09     | 47                             |
|                   |                          | -0.4782     | 0.8521     | 2006-05     | 20                             |
|                   |                          | 0.8593      | 0.4506     | 2008-1      | 20                             |
|                   |                          | 0.6694      | 1.0405     | 2009-12     | 23                             |
|                   |                          | 2.9395      | 0.4449     | 2011-04     | 16                             |
|                   |                          | 0.4545      | 2.2550     | 2013-04     | 24                             |
|                   |                          | -1.0332     | 1.9164     | 2015-04     | 32                             |
| Slovakia          | 45                       | -2.8608     | 1.1622     | 2004-1      | 23                             |
|                   |                          | -3.1858     | 2.0160     | 2005-02     | 22                             |
|                   |                          | 0           | NA         |             |                                |
| Singapore         | 373                      | 0.5831      | 0.3100     | 1995-05     | 126                            |
|                   |                          | 0.7140      | 1.3990     | 1997-12     | 31                             |
|                   |                          | 0.9378      | 0.8768     | 2005-09     | 93                             |
|                   |                          | 0.4908      | 0.6365     | 2008-11     | 38                             |
|                   |                          | 2.0443      | 0.8051     | 2014-06     | 67                             |
|                   |                          | 4.4078      | 3.8367     |             |                                |
| Taiwan            | 228                      | 4.3931      | 1.4556     | 1998-08     | 20                             |
|                   |                          | 1.0372      | 0.9006     | 2000-08     | 24                             |
|                   |                          | 0.5288      | 0.9851     | 2002-06     | 22                             |
|                   |                          | 0.8003      | 0.4580     | 2008-02     | 68                             |
|                   |                          | -0.3337     | 0.6425     | 2010-12     | 34                             |
|                   |                          | -1.5819     | 2.7336     | 2014-08     | 44                             |
|                   |                          | -47.4316    | 15.4424    |             | 16                             |
| Thailand          | 221                      | -0.2435     | 0.7765     | 1998-12     | 17                             |
|                   |                          | -1.1262     | 1.1897     | 2001-06     | 30                             |
|                   |                          | -3.2605     | 2.2530     | 2002-06     | 12                             |
|                   |                          | -0.9522     | 0.4665     | 2007-06     | 60                             |
|                   |                          | 0.8642      | 1.1569     | 2008-10     | 16                             |
|                   |                          | -0.9202     | 0.4696     | 2013-03     | 53                             |
|                   |                          | 0.6895      | 0.6123     |             | 33                             |
| Turkey            | 228                      | 0.7387      | 0.0382     | 2001-1      | 49                             |
|                   |                          | -0.0219     | 0.0426     | 2002-1      | 12                             |
|                   |                          | 0.0671      | 0.0286     | 2010-1      | 96                             |
|                   |                          | 0.0322      | 0.0124     | 2014-1      | 48                             |
|                   |                          | 0.0269      | 0.0244     |             | 23                             |

Values in bold denote negative and significant biases (at a 0.05 level).
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