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Abstract: The COVID-19 has brought us unprecedented difficulties and thousands of companies have closed down. The general public has responded to call of the government to stay at home. Offline retail stores have been severely affected. Therefore, in order to transform a traditional offline sales model to the B2C model and to improve the shopping experience, this study aims to utilize historical sales data for exploring, building sales prediction and recommendation models. A novel data science life-cycle and process model with Recency, Frequency, and Monetary (RFM) analysis method with the combination of various analytics algorithms are utilized in this study for sales prediction and product recommendation through user behavior analytics. RFM analysis method is utilized for segmenting customer levels in the company to identify the importance of each level. For the purchase prediction model, XGBoost and Random Forest machine learning algorithms are used to build prediction models and 5-fold Cross-Validation method is utilized to evaluate their. For the product recommendation model, the association rules theory and Apriori algorithm are used to complete basket analysis and recommend products according to the outcomes. Moreover, some suggestions are proposed for the marketing department according to the outcomes. Overall, the XGBoost model achieved better performance and better accuracy with F1-score around 0.789. The proposed recommendation model provides good recommendation results and sales combinations for improving sales and market responsiveness. Furthermore, it recommend specific products to new customers. This study offered a very practical and useful business transformation case that assists companies in similar situations to transform their business models.
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1 Introduction

Rapid developments in the field of machine learning (ML) and advances in computational power have enabled the possibility of applying implementation and optimization of machine learning in all types of industries [1,2]. The retail industry tried to optimize sales forecasting engine...
and recommendation engine using advanced algorithms. Improved prediction and recommendation models based on user behavior analysis (UBA) provide many benefits for the retail industry. A start-up E-commerce company can find customers’ favorites, electronic equipment, books, or clothes from the historical shopping data. Furthermore, it is beneficial for a company to optimize its inventory, which is a meaningful way to decrease overstocking. Increasing popular items or similar goods with more features can maximize sales to avoid understocking, which can reduce sales due to lack of product availability [3]. Thus, a start-up E-commerce company must build and implement a system for predicting sales and goods recommendation.

The current common problems among companies are due to the company’s long-term B2B business model. Many of the companies faced (1) limited market, (2) long sale cycle, and (3) complicated sale process due to the current market situation affected by COVID-19. Most of the consumer purchase decisions involve one or two decision-makers, therefore, the total time for purchase decisions is often short. The decision-maker in the B2B buying process is usually a team composed of experts in different positions or different fields who utilize highly collaborative team activities. The B2B sales cycle involves a series of complex factors, involving multiple stakeholders and decision-makers; therefore, the total decision time may be several months. The long sales cycle creates issues for the capital turnover of enterprises and raises the capital cost. The typical sales process in B2B requires a lot of business negotiations and is driven by quantifiable factors, rather than qualitative and emotional factors that drive B2C sales.

In this paper, we developed a customer segmentation model, a sales prediction model and a product recommendation model using machine learning algorithms with good performance to help business transformation of traditional stores. The remaining part of this paper is organized as follows: Section 2 describes Related works in the Literature, Section 3 presents the methodology including the proposed data science life-cycle and process model, Section 4 discusses the result, and Section 5 includes conclusions and future studies.

2 Related Works

Sales prediction and product recommendation are considered as important topic in the field of big data and machine learning [3]. Therefore, existing studies are reviewed in this section to find the most relevant technologies and methods for sales prediction and product recommendation.

2.1 Customer Segmentation

Recency, Frequency, and Monetary (RFM) is a customer segmentation method based on online store customer consumption behavior data. This method segments customers based on present customer behavior characteristics. The Customer Value Matrix (CVM) is developed for the retail environment of small businesses based on the RFM method [4]. This method is used by Boston Consulting Group’s (BCG) Growth-Share Which is very easy-to-understand.

2.2 Sales Prediction

Sale prediction plays an essential role in modern business intelligence. Predictive analysis needs to be based on massive amounts of historical data. Sales can be regarded as a time series. Nowadays, many scholars have applied different time series models, such as ARIMA, GARCH, Holt-Winters, etc. Various time series methods can be found in some studies [5,6]. However, there are many sales forecasting cases that don’t use time series methods as they use supervised machine learning methods such as tree-based machine learning, such as Random Forest [7] Gradient
Boosting Machine [8]. Furthermore, Facebook Prophet, a forecasting tool, is published on GitHub in 2017 [9].

2.3 Product Recommendation

The goal of conducting a recommendation system is to suggest items to a particular user. Through historical sales data, the recommendation system predicts the ratings of an item that the user has not seen and purchased, then the system will recommend other similar items to the user [10]. There are mainly four common methods to conduct a recommendation system, (1) Content-Based Filtering, (2) Collaborative Filtering, (3) Hybrid Recommendation Systems, and (4) Association Rules [11,12]. However there are some important issues such as “The cold start problem” [13] and “Shilling attack detection” [14] which need to be addressed by designing recommendation system. The cold start problem refers to recommendations for novel users or new items and Shilling attack is related to the use of user-generated content data, such as user ratings and reviews by attackers to manipulate recommendation ranking [15]. These two important issues needs to be considered in the recommendation systems.

2.4 Evaluation Metrics

Evaluating and comparing the performance of models constructed using different algorithms is a crucial part of building machine learning models. Using many evaluation metrics can avoid model defects. For improving model performance, it is also crucial to choose the corresponding evaluation metrics such as Mean Absolute Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE), which have been used widely for solving regression problems such as stock prediction [16] and supply chain demand forecasting [17]. On the other hand, if it is a classification problem similar to this study, accuracy, precision, recall rate, F1-core, AUC and the evaluation metrics are preferred for evaluating the performance of the proposed model [15].

3 Methodology

The dataset used for this study is from public dataset based on a traditional E-commerce platform, from past October 2019 to April 2020. For instance, “time” attribute is used as numeric attribute for describing the time behavior happened. The attribute “behavior _type” is a categorical attribute to identify whether user viewed a product, user added product to shopping cart, or user purchase the product. Attribute “product_id” is numerical and it is used as the products ID. The attribute “category_id” is numeric which is used for category ID of the product whereas “category” is categorical attribute utilized for category of the product. Another categorical attribute is “brand” which describes the brand name. The rest of the attributes such as “price”, “user_id”, and “user_session” are numeric utilized for price of a product, user ID, and users’ session ID respectively. Description of the dataset attributes are shown in Tab. 1. 

Fig. 1 displays the counts of different user behaviors such as viewing the products, adding products to shopping card, and purchasing the product per month. The graph illustrates that the number of viewing the products is increased from October 2019 to December 2019. Then it decreases dramatically from December 2019 to March 2020. Finally, viewing behavior is increased from 4 to 5 on April 2020. Fig. 3 displays the conversion rate of purchase calculated according to results shown in Fig. 2.
### Table 1: Description of attributes

| Attribute       | Category    | Description                                                                 |
|-----------------|-------------|-----------------------------------------------------------------------------|
| Time            | Numeric     | Time of behavior happened                                                    |
| Behavior_type   | Categorical | Customer behavior: view (user viewed a product); cart (user added product to shopping cart); purchase (user purchased a product) |
| Product_id      | Numeric     | ID of product                                                               |
| Category_id     | Numeric     | Category ID of product                                                       |
| Category        | Categorical | Category of product                                                          |
| Brand           | Categorical | Brand name                                                                  |
| Price           | Numeric     | Price of a product                                                          |
| User_id         | Numeric     | User ID                                                                     |
| User_session    | Numeric     | Users’ session ID                                                           |

**Figure 1:** Counts of three different behaviour

**Figure 2:** Percentage of each event type
As shown in Fig. 3, since “cart” is a user behavior that determines purchase intentions between “view” and “purchase”, it can be seen that the conversion rate from “view” to “purchase” is only 4.77%. The results depicts that some users purchase directly without using “cart”, but it also shows that most of the users who browse the page more times use the shopping cart function less. The number of purchases accounted for 30.29% of the used shopping cart indicates that the stage from browsing to adding to the shopping cart is the key link in index improvement.

3.1 Proposed Data Science Life-Cycle

Fig. 4 shows the proposed data science life-cycle to address the problem and achieve the objectives of this study. The key phases of the proposed data science life-cycle are (1) understanding data, (2) data preprocessing, (3) modeling, (4) evaluation, and (5) developing the sales and marketing strategies, which are explained in details in the following sections.

3.2 Data Preprocessing

Before constructing the proposed model, many data preparation tasks are required to make the dataset suitable for machine learning algorithms. In this research, data preprocessing process includes (1) removing incomplete or duplicate instances and (2) feature engineering. There are some instances with the missing values in the dataset, which must be removed in the preprocessing stage as they will affect the performance of machine learning algorithms. Thus, the
training dataset contains non-duplicated transaction (within the same session, only one record for a particular product in the cart is retained) with new feature. Moreover, dataset is in low dimensional space with limited number of attributes in which only 9 attributes are included in original dataset. To overcome this problem, we extracted some new features into the training dataset for modeling as shown in Tab. 2. We used those features, including the original price and brand to predict whether customers will eventually purchase the item included in the cart. Within the same session, we only keep one record for a particular product in the cart.

| Extracted attributes   | Description                                                                 |
|------------------------|-----------------------------------------------------------------------------|
| Category_level1        | Category, such as electronic                                                |
| Category_level2        | Sub-category, such as computer                                              |
| Event_weekday          | Weekday of the event                                                        |
| Is_purchased           | Whether the item put into cart is purchased                                 |
| Activity_count         | Number of “cart + purchase” activity with same user_session                |
| View_count             | Counts of “view” with same “user_session”                                  |
| Cart_count             | Counts of “cart with same “user_session”                                   |
| Purchase_count         | Counts of “purchase” with same “user_session”                              |

3.3 Constructing the Proposed Model

The model development stage is divided into three parts: (1) The first part is to use RFM method to develop a customer segmentation model and to identify customer value for achieving the first objective of the study. (2) The second part is to conduct the sales prediction model, which can predict the next month whole sales performance, or individual sales of a certain type of product. (3) The third part is to get the association information of frequently purchased items by analyzing the results from association rules based on Apriori algorithm. This information helps assist us in decision making process. We can recommend products to customers based on basket rules. For E-commerce, we can also optimize the location of the warehouse where the goods are located to save costs and increase economic benefits.

3.3.1 Customer Segmentation

The most recent consumption (Recency), consumption frequency (Frequency) and consumption amount (Monetary) are regarded as important indicators to analyze and segment the customers. In RFM analysis, customers are sorted by the length of time from their last purchase to a given date in descending order (recency); by the number of transactions (frequency) in descending order; and by the amount of money spent in a given period (monetary) in descending order. The higher the total purchase amount of a customer over a period of time, the greater value the customer creates for the company [18].

The RFM score is defined as the follows:

\[ \text{RFM score} = \text{recency} \times \text{weight}_R + \text{frequency} \times \text{weight}_F + \text{monetary} \times \text{weight}_M \]  

where weights is discussed according to a particular problem and it is determined by experts. The high RFM scores represents high customer value.
RFM segmentation is an effective method to identify customer groups that are treated specially [19]. In this project, we conduct segmentation on customers with purchase experience. According to Tsai and Chiu [20], the sum of the weight of each RFM measure should be equal to 1. In various academic papers or industries, the weights of recency, frequency and monetary need to be determined by expert’s opinions according to research goals or actual business objectives. In the project, the main three weight values, and the final weight value for recency, frequency and monetary are from the experiments results and expert’s opinions. we set $weight_R$ to 0.4, $weight_F$ to 0.1, $weight_M$ to 0.5, which indicates the importance of three metrics, monetary > recency > frequency. As shown in Tab. 3, the customer levels are divided into 8 categories of major value, major develop, major maintain, major retention, general value, general develop, general maintain, and general retention.

**Table 3: The proposed customer value level**

| Customer level       | Classification | Description                                                                 |
|----------------------|----------------|-----------------------------------------------------------------------------|
| Major value          | $R \uparrow F \uparrow M \uparrow$ | The last time of consumption is close, the consumption frequency is high, and the consumption amount is high. |
| Major develop        | $R \uparrow F \downarrow M \uparrow$ | The last time of consumption is close, the consumption frequency is low, and the consumption amount is high. |
| Major maintain       | $R \downarrow F \uparrow M \uparrow$ | The last consumption time was long, the consumption frequency was high, and the consumption amount was high. |
| Major retention      | $R \downarrow F \downarrow M \uparrow$ | The last consumption time was long, the consumption frequency was low, and the consumption amount was high. |
| General value        | $R \uparrow F \uparrow M \downarrow$ | The last time of consumption is close, the consumption frequency is high, and the consumption amount is low. |
| General develop      | $R \uparrow F \downarrow M \downarrow$ | The last time of consumption is close, the consumption frequency is low, and the consumption amount is low. |
| General maintain     | $R \downarrow F \uparrow M \downarrow$ | The last consumption time is long, the consumption frequency is high, and the consumption amount is low. |
| General retention    | $R \downarrow F \downarrow M \downarrow$ | The last consumption time was long, the consumption frequency was low, and the consumption amount was low. |

### 3.3.2 Sales Prediction

XGBoost and Random Forest have been used widely in different kinds of research or Kaggle competition because of achieving higher accuracy. Another of advantages of XGBoost is that it is fast to execute, and it provides different hyperparameters like depth of trees, jobs etc. Random Forest can make use of more trees to give high accuracy and prevent overfitting. According to [6], and Wang et al. [15], XGBoost and Random Forest algorithms have achieved a good performance in sales recommendation field. In this project, these two algorithms are applied to the process of building sales prediction models to see the better performance and the better model to get final sales prediction results after comparison.
3.3.3 Product Recommendation

Association rule is a rule-based machine learning method that can find interesting relations among variables in large datasets. Agrawal et al. [21] introduced association rules for finding relations between products based on historical transaction data in supermarkets. For example, the rule \( \{\text{Beer}\} \rightarrow \{\text{Diapers}\} \) indicates that a customer who buys beer will buy diapers as well. Such interesting information is extremely useful for E-commerce or traditional stores to make the strategy about activities such as promotional price or product placements [22–25].

Transactions set is defined as \( D = \{T_1, T_2, \ldots, T_n\} \), items set as \( I = \{i_1, i_2, \ldots, i_m\} \), and each transaction is an item set. An association rule can be defined as an implied form of \( X \rightarrow Y \), \( Y \in I \) and \( X \cap Y = \emptyset \) [26]. The \( X \) refers to antecedent, and the \( Y \) refers to consequence. The following formula expression can reflect the theory of association rule more concretely. And the \( P(X) \) and \( P(Y) \) are the probability of the appearance of item set \( X \) and \( Y \) in \( D \), respectively. The \( P(X \cup Y) \) is the probability of the appearance of item sets \( X \) and \( Y \) in \( D \). The calculations are shown in Eqs. (2)–(6).

\[
\text{Support} (X) = P(X) \tag{2}
\]

\[
\text{Support} (Y) = P(Y) \tag{3}
\]

\[
\text{Support} (X \rightarrow Y) = \text{Support}(X \cup Y) = P(X \cup Y) \tag{4}
\]

\[
\text{Confidence} (X \rightarrow Y) = \frac{\text{Support} (X \cup Y)}{\text{Support}(X)} \tag{5}
\]

\[
\text{Lift}(X \rightarrow Y) = \frac{\text{Confidence} (X \rightarrow Y)}{\text{Support}(Y)} = \frac{\text{Support}(X \cup Y)}{\text{Support}(X) \times \text{Support}(Y)} \tag{6}
\]

Apriori is considered as the best algorithm for identifying association rules within historical transaction dataset. It is designed based on association rules to find the relationship between different items of dataset. Using Apriori algorithm, firstly, we find frequent item sets in the dataset and analyze them accordingly to establish association rules, then we evaluate the decision data based on these rules, finally, we select the rules with greater confidence and support than the minimum required one [27]. The algorithm is usually used in the decision support area. The main idea of the Apriori algorithm is to obtain the frequent item sets is a hierarchical search and iterative method, which uses a priori knowledge of infrequent item sets. K item sets are used to explore \((K + 1)\) item sets. There are few specific steps for finding frequent item sets as follows: The first step is to select the length \( K = 1 \), scan the database, and determine all frequent item sets when \( K = 1 \). Secondly, the step size increases based on the frequent item sets, the new item sets are calculated again, and a real frequent itemset is generated. Finally, the second step needs to be repeated until no new item sets can be found and the algorithm is terminated [28].

Association rule using Apriori knowledge provides the ability to capture the user preference. After identifying the user preferences, a valid product recommendation is developed; therefore, we can recommend products to customers to get better sales performance. And according to Fatoni et al. [29], the association rules can generate precise recommendations with confidence values 76.92%, which is a relatively satisfactory confidence. Fig. 5 displays the proposed model design process in this study for the sales prediction and product recommendation through user behavior.
analytics. The proposed model utilize RFM method for customer segmentation, XGBoost, Random Forest and Decision Tree algorithms are combined for sales prediction model, and Apriori algorithm is used to build the basket analysis for product recommendation system.

Figure 5: Model design process

3.4 Model Validation and Evaluation
In the process building models, we use K-fold Cross-Validation method to evaluate the performance of the purchase prediction model, where K is set to be 5.

3.5 Develop Strategy and Implementation
Based on the results of the sales prediction and product recommendation model, we can develop business strategy for sales and inventory management to improve the store profit. In the model development process, Jupyter Notebook and PyCharm are used as the main tools. Moreover, multiple libraries are utilized including Pandas, NumPy, Matplotlib, Scikit-learn, and the open-source software library XGBoost.

4 Results and Discussion
4.1 Customer Segmentation
In RFM method, we use the “purchase” data for October 2019 in the model. We need to determine which combination of columns information constitute the order, and transfer the “time” which is deal date time with the format of “%Y%m%d”. Among 742849 rows of data in dataset, 193342 rows are duplicated or incomplete data, thus, we remove them from the datasets. The total number of “purchase” data after removing noisy data became 549507. Tab. 4 illustrates the number of symbols used in each customer level. We set 8 customer levels and use the size of each number to indicate the importance of the customer level, 1, 2, 3, 4, 5, 6, 7 and 8 in the results.
respectively (Tab. 4). The higher the number of symbol, the more important the customer level become. For instance, the most important customer level is “Major Value” which is assigned as number 8. On the other hand, “General Retention” is the least important customer level that is illustrated as number 1 in Tab. 4.

| Customer level       | Symbol |
|----------------------|--------|
| Major value          | 8      |
| Major develop        | 7      |
| Major maintain       | 6      |
| Major retention      | 5      |
| General value        | 4      |
| General develop      | 3      |
| General maintain     | 2      |
| General retention    | 1      |

According to expert’s opinion, the data contains amount of durable goods such as phone, computer, air conditioner, etc. The results shown in Fig. 6 indicate that some electric companies such as Samsung, Apple, Xiaomi, Huawei, Oppo, LG, Acer, Indesit, Elenberg and Artel are among the top 10 popular brands based on money spent by customers. In RFM final analysis, we set weight\(_R\) to 0.4, weight\(_F\) to 0.1, weight\(_M\) to 0.5.

Fig. 7 demonstrates the RFM analysis results using data for the month October 2019, including the number of customers at each level and money spent by customers at each level. These information is essential for developing reliable and highly implementable sales strategies such as promotion price, whether to provide customers with trial products, vouchers, etc. It can also provide useful tips for prediction and recommendation systems, as shown in Figs. 7 and 8. As illustrated in Figs. 7 and 8, most of the customers belong to the “Major Value Customer” level (28.86%) with the highest rate of money spent around 40.29%. “Major Retention Customer” refers to the second highest group of customer who made the big purchase but did not buy anything else.
for a long time. This group of customer is already on the verge of leaving, and it is very likely to be lost. But this group of customers have the great value to the company’s actual contribution. Therefore, we can take the form of contacts or visits to survey the reasons for the low repurchase rate, thereby increasing the retention rate. For “Major Develop Customer” and “Major Maintain Customer”, we need to send messages of the new functions or features for the new products to attract them. However, they can decide whether they require any of these advertised products.

Figure 7: Number of customers in each level and percentage of different customer levels
For General Customer, their typical characteristic is that the consumption amount is not high enough, but they also have different categories. The “General Value Customer” group is around 10.97% of the total customers, but the amount of consumption only accounts for 8.64%. We can recommend higher-priced products of the same type for them, while introducing other good functions of new products and providing free trial to increase customer interest. For “General Develop Customer” and “General Maintain Customer”, we can appropriately give them vouchers to stimulate the purchase of products or recommend them to purchase accessories with a lower price to improve their experience, such as mobile phone cases. The “General Retention Customer”
4.2 Sales Prediction Model

We applied XGBoost, Random Forest and Decision Tree algorithms into the sales prediction model to compare their performance and get final prediction results through the final model which has the best performance in this project. In the process building models, we use K-fold Cross-Validation method to evaluate the performance of the purchase prediction model, where K is set to be 5. After the features engineering and parameters tuning, we conducted and compared these three models. The comparison results of three models including XGBoost, Random Forest and Decision Tree using evaluation metrics are shown in Table 5.

| Evaluation metrics | XGBoost  | Random forest | Decision tree |
|--------------------|----------|---------------|---------------|
| Accuracy           | 0.7782   | 0.7310        | 0.7006        |
| Precision          | 0.6967   | 0.6842        | 0.6666        |
| Recall             | 0.8858   | 0.7321        | 0.6518        |
| F1-score           | 0.7888   | 0.7327        | 0.7001        |
| AUC                | 0.8524   | 0.7311        | 0.6957        |

Due to the better performance of model using XGBoost algorithm, we make it as the final purchase prediction model. The detail parameters that were tested in grid search approach are shown in Table 6, where it also contains the best parameters used in the final prediction system. Then we conclude the output of the predicted sales through the system.

| Parameters                  | Possible values            | Best parameters |
|-----------------------------|----------------------------|-----------------|
| n_estimators                | 900, 1200, 1500, 2000      | 1500            |
| Max_depth                   | 3, 6, 9                    | 6               |
| Min_child_weight            | 1, 3, 5                    | 1               |
| Gamma                       | 0.1, 0.2, 0.3, 0.4, 0.5    | 0.1             |
| Subsample                   | 0.6, 0.7, 0.8, 0.9, 1      | 0.9             |
| Colsample_bytree            | 0.6, 0.7, 0.8, 0.9, 1      | 0.9             |
| Reg_alpha                   | 0.00001, 0.01, 0.1, 1, 100 | 1               |
| Reg_lambda                  | 0.05, 0.1, 1, 2, 3         | 0.05            |
| Learning_rate               | 0.01, 0.05, 0.1            | 0.1             |

Fig. 9 shows the ROC curve where we can calculate the value of the area under the curve. Based on the results, AUC value is considered as excellent for the values between 0.9 and 1, good for the values between 0.8 and 0.9 [30]. The results indicate that our prediction accuracy is
good. Hence, we can conclude that the proposed model can predict the purchase action with high accuracy.

**Figure 9**: ROC curve of final purchase prediction model

Fig. 10 displays the total amount of sales compared to the total predicted sales from 2019-10-01 to 2019-12-30.

**Figure 10**: Comparison of predicted and actual sales

We can use simple interactive interface to predict the purchase action for each product category. The result is presented according to the daily sales, which is the total number of product sales and not the total amount. For example, Fig. 11 illustrates a comparison chart for computers
actual sales and predicted sales. The total number of sales for computers was around 1500 units while the predicted sales was 2000 units on December 16, 2019.

### Product Category

- computers
- construction
- accessories
- electronics
- stationery
- appliances
- furniture
- sport
- medicine
- country_yard
- kids
- auto

#### Figure 11: Comparison of predicted and actual sales of computer

### 4.3 Product Recommendation Model

Market basket analysis is one of the key techniques used by large retailers to discover the associations between items. The market basket analysis starts with constructing shopping basket data, which is from the purchase combination dataset including user ID, purchase ID and product ID, summarized by user session of the same user ID. Fig. 12 displays the Top 15 popular products and the count of each one.

#### Figure 12: Top 15 popular products
For mining frequent itemsets and association rules, we use Apriori algorithm in Arules library. After some experiments, we set the minimum support value to 0.001 and the minimum confidence value to 0.1, and we sort the rules by decreasing lift, as shown in Fig. 13.

![Figure 13: Result of association rules](image)

From the marketing perspective, it is usually sufficient to focus only on support and confidence to obtain maximum marketing response, that means more customer may purchase the recommended products by the proposed system. For example for the product 1004565 shown in Fig. 14 we want to get the highest marketing response rate, which product should we recommend on this payment success page? The higher the confidence, the more likely the customer will buy the item on the right column. Fig. 14 displays the steps and results to get the highest marketing response and to sort them by confidence level. Furthermore, it depicts we should recommend the product 1004767 as the first product to the customer.

![Figure 14: Recommend from marketing perspective](image)
From the perspective of maximizing the sales, Fig. 15 shows that it is better to focus on lift. The bigger the lift, the better value will be gained, thus, we should recommend the product 1004785 as the first product for the customers because its lift value is the largest around 12. This results indicate that the relationship between product 1004565 and 1004785 is stronger than other products, that means customers will purchase product 1004785 after purchasing product 1004565 with the greatest probability.

![Figure 15: Recommend from the perspective of maximizing sales](image)

E-commerce platforms often face some new customers who have never purchased a product and we don’t have their transaction data to see their preferences, but we can still recommend products to them. For example, Fig. 16 shows that if we want to recommend product 1005203 to customers, using the right-hand rule, is better to find a high-frequency set that appears with product 1005203 and recommend them together. Hence, Fig. 17 shows that we should recommend the products 1005195, 1005256, 1005217, 1004904, 1004723 and 1005203 together to the new customers.

![Figure 16: Products recommendation for new customers](image)

For a specific customer, we can use the steps shown in Fig. 17 to recommend the products. The products recommended are sorted by lift value of association rules. For example, Fig. 17 shows the process of determining the specific customer, the steps, and interaction with the model which recommend the products through customer’s historical purchased products included in frequent itemsets and association rules. For example, the recommendation model can recommend product (product ID: 1004226, 1004249, 1005115, 1005105, 1002544) for user (user ID: 557642444) according to association rules with the lift value greater than 2 after the customer purchased the product 1004227.
Figure 17: Recommendation example for one specific customer

5 Conclusion and Future Works

In this research, we proposed a novel data science life-cycle and process model with RFM analysis method and the combination of various analytics algorithms are utilized for sales prediction and product recommendation through user behavior analytics. In order to propose a sales prediction and product recommendation model, we reviewed the important part and process of traditional store business transformation. We used customer segmentation through RFM methods, and we get clear customer levels from the results as it is a crucial base for E-commerce companies. We also used three machine learning methods in prediction system, and Apriori algorithm to build the basket analysis for recommendation system. In prediction system, we compared the performance of XGBoost and Random Forest in purchase prediction, then we utilized the better one for the final prediction model. This prediction system can judge with 77.82% accuracy whether customers will place orders after customer behaviors such as viewing and adding into cart, then count the results, which is roughly inventory amount required for various commodities. In recommendation system, we used the association rules to analyze the transaction datasets to get strong association rules of historical products purchased by customers. The system can demonstrate how the online shopping platform recommend products to customers. This research is also useful for an E-commerce company to improve its inventory management and to improve the company reputation.

Although the existing customer segmentation, prediction and recommendation systems can predict purchase and recommend suitable products, we believe that there are still a lot to do in order to get better performance. For instance, two important issues of “The cold start problem” [13] and “Shilling attack detection” [14] can be addressed in the recommendation systems. Here we focus on the limitations of these methods which can be resolved in the future work.
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