Color measurement: comparison of colorimeter vs. computer vision system
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Abstract The aim of this work was to compare two food color measurement techniques, the traditional tristimulus colorimeter and an image analysis system. In this sense a computer vision system was developed, consisting of a digital camera, a controlled illumination environment, and a software package to process the images. The conversion between color spaces was performed employing empirical mathematical models; a standard color chart was used for its calibration. The color of 40 samples of raw and processed foods was measured in the CIELAB color space with the computer vision system and a colorimeter. The equivalence between both techniques, for individual L*, a* and b* values, was determined using appropriate hypothesis tests. For most samples both systems provide equivalent results, although the total color difference ΔE was high enough to be noticeable. The average ΔE was 5.88 ± 3.32, with an average absolute ΔL* = 2.79 ± 2.42, Δa* = 3.02 ± 2.94; Δb* = 2.84 ± 2.53. In addition, the color measured by the image analyses technique seemed to be more similar to the real ones.
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Introduction

Food color, in both raw and processed products, is one of the main quality characteristics, since it is the first aspect that is perceived by consumers and it can determine the acceptance of a product [1, 2]. In the food science and technology field color is traditionally represented using the CIE 1976 L*a*b* or CIELAB color space [3]. Commonly the measurements are performed using tristimulus colorimeters [1, 2]. Although colorimeters are easy to use and calibrate, the measurement area is very small (only a few cm²), besides it must be in contact with the sample, limiting their use in industrial applications and on-line monitoring. Furthermore, its acquisition cost is relatively high, as well as its repair and replacement parts [2].

The use of digital images in food analysis has considerably increased in the last years, showing numerous and varied applications [4, 5]. In particular, many studies focused in determining food color in the CIELAB space make use of digital imaging. One key aspect of using digital images involves the information processing, since the cameras obtain RGB (red, green and blue) values, which need to be transformed to CIELAB color space. Recently, Wu and Sun [2] published a complete review on different aspects of food color measurement using digital images. Literature shows two general approaches, the first being direct theoretical conversion [6–17], and the second being empirical conversion models [18–25]; some authors employed and compared both approaches [26, 27].

In order to measure color from digital images in a standardized manner, a computer vision system (CVS) is required. This system consists of a digital camera, an image acquisition chamber, a controlled illumination system and software to process the obtained information. A system of such characteristics overcomes the colorimeter’s
limitations; in this sense very small as well as very large samples can be processed [28, 29], the CVS does not require direct contact with the sample, and can be used remotely which is very advantageous for on-line monitoring in industrial processing. In regards to digital cameras, the market offers a large variety of brands, models and price, being the latter considerably lower than that of colorimeters [2, 21, 27]. As for the software, we have found that, in spite of the great number of reported studies and the advantages of this technique, simple computational tools for the processing of the CVS information are scarce (see for instance [16, 20]). This fact restricts its spreading since the software development is a limiting constraint for many potential users.

A few studies compared the results obtained from digital images and colorimeters for particular foods. The work of Leon et al. [26] was focused on the conversion between color spaces and the calibration process; the authors validated the developed system with the color of a potato chip measured by a colorimeter, using the Hunter Lab color space. Yagiz et al. [30] measured irradiated salmon samples using CIELAB color space; they found deep differences between the colors predicted by both approaches. It is worth to note that the color of the analyzed samples has a narrow gamut, close to light-brown with the colorimeter and to salmon-pink with the computer vision system. Girolami et al. [31] measured the color of different kind of meat samples, also using CIELAB color space, and found substantial differences between both devices. The color of the analyzed samples also has low variability, close to red or pale-brown.

Hence, the objective of this work was to assess the equivalence between color values measured from a computer vision system and a traditional colorimeter, employing food samples of a wide gamut of colors and nature. For this aim, a CVS was constructed, which can be tested or calibrated using the classic X-Rite ColorChecker rendition chart, not requiring a colorimeter. For the image processing a software package, previously developed and free available, was used.

### Materials and methods

#### Computer vision system (CVS) development

**Image acquisition system**

The image acquisition system consisted of an image acquisition chamber, an illumination system and a digital camera (Fig. 1).

The image acquisition chamber was made of wood and painted in black in order to diminish internal light reflections. It was composed of four laterals walls (three fixed and one mobile) and a floor with adjustable height. The illumination system, consisting of four fluorescent tube holders, 60 cm in length (22 W Verbatim fluorescent tubes were used), was placed on the top of the chamber. A removable diffuser was located under the illumination system, to avoid the direct incidence of the light over the samples. Finally, a generic moving mount was used to hold the digital camera above the system. The distance between each pair of fluorescent tubes was of 70 cm, and the chamber floor height was regulated to provide a distance of 35 cm between the digital camera and the sample.

To analyze the influence of the digital camera characteristics on the goodness of the CVS performance, two cameras were used for image acquisition in this work; the details of their characteristics and settings are summarized in Table 1.

**Table 1** Basic characteristics and configuration of the employed digital cameras

| Digital camera | Mode | Maximum image size | Image size used in the experiments | ISO sensitivity | Flash | Diaphragm aperture | Exposure time | Focus | White balance | Zoom | Image format |
|----------------|------|--------------------|-----------------------------------|----------------|-------|--------------------|---------------|-------|---------------|-------|-------------|
| NIKON D3100    | Manual | 4608×3072         | 2304×1536                        | 100            | Off   | f/5.6              | 1/8           | Automatic | Daylight fluorescent | Manual | jpeg         |
| Samsung ST60   | Program, Macro on | 4000×3000         | 2048×1536                        | 100            | Off   | Automatic          | Automatic     | Automatic | White fluorescent lighting | Manual | jpeg         |

**Image processing**

The image processing was performed by a software package developed in the form of simple and user friendly...
graphics interfaces, using MATLAB® (The Mathworks Inc., Natick, Mass., USA). This software can be free download through the UNLP-SeDICI repository (http://hdl.handle.net/10915/45660); a detailed User Guide and also a brief guide for its installation are available.

Mainly, the software allows calibrating the CVS, and performing the RGB to L*a*b* color conversion and also the inverse conversion, from L*a*b* to RGB. Different color space conversion models were implemented.

**Direct conversion model**

This is the simplest conversion model, since it does not require calibration; it is good for ideal systems, i.e. with a correctly set camera and standard illumination conditions [32]. The steps involved are as follows:

1. Given a color image of \( n \) bits by color layer, scale it to the \([0.1]\) interval [Eq. (1)], where \( RGB_O \) and \( RGB_S \) contain the Red, Green and Blue components of each pixel of the original and scaled images, respectively. In this work images of eight bits were used.

\[
RGB_S = \frac{RGB_O}{2^n} \tag{1}
\]

2. The scaled image is converted to XYZ tristimulus values using the \( g \) function [33]:

\[
XYZ = \begin{pmatrix}
0.4124 \quad 0.3575 \quad 0.1804 \\
0.2126 \quad 0.7151 \quad 0.0721 \\
0.0193 \quad 0.1191 \quad 0.9504
\end{pmatrix} \cdot g(RGB_S) \tag{2}
\]

\[
g(x) = \begin{cases}
100 \left( \frac{x + 0.055}{1.055} \right)^{2.4}, & x > 0.04045 \\
\frac{x}{12.92}, & x \leq 0.04045
\end{cases} \tag{3}
\]

3. The XYZ tristimulus values are converted to \( L^*a^*b^* \) values using the \( h \) function [3, 35]:

\[
\begin{align*}
L^* &= 116h \left( \frac{Y}{Y_R} \right) - 16 \\
a^* &= 500h \left( \frac{X}{X_R} \right) - h \left( \frac{Y}{Y_R} \right) \\
b^* &= 200h \left( \frac{Y}{Y_R} \right) - h \left( \frac{Z}{Z_R} \right)
\end{align*} \tag{4}
\]

| Conversion model | Average \( |\Delta L^*| \) | Average \( |\Delta a^*| \) | Average \( |\Delta b^*| \) |
|------------------|-----------------|-----------------|-----------------|
| Nikon D3100, average error of ten calibration procedures | 1.84 ± 0.08 | 3.24 ± 0.08 | 5.72 ± 0.22 |
| Linear, Eq. (7) | 0.93 ± 0.02 | 2.71 ± 0.08 | 4.52 ± 0.17 |
| Quadratic plus interactions, Eq. (9) | 0.62 ± 0.05 | 2.08 ± 0.23 | 2.84 ± 0.22 |
| Samsung ST60, average error of five calibration procedures | 2.00 ± 0.05 | 4.22 ± 0.23 | 6.25 ± 0.54 |
| Linear, Eq. (7) | 1.47 ± 0.04 | 2.11 ± 0.08 | 3.34 ± 0.08 |
| Quadratic plus interactions, Eq. (9) | 0.95 ± 0.05 | 1.92 ± 0.12 | 2.28 ± 0.20 |
The used empirical conversion models were polynomial expressions, which relate the $L^*a^*b^*$ values with linear and quadratic relations, as well as interactions between the RGB color values, Eqs. (7–9) respectively:

\begin{align}
L^* , \ a^* , \ b^* &= \alpha_1 R + \alpha_2 G + \alpha_3 B + \alpha_4 \\
L' , \ a' , \ b' &= \alpha_1 R + \alpha_2 G + \alpha_3 B + \alpha_4 R^2 + \alpha_5 G^2 + \alpha_6 B^2 + \alpha_7 \\
L'' , \ a'' , \ b'' &= \alpha_1 R + \alpha_2 G + \alpha_3 B + \alpha_4 R^2 + \alpha_5 G^2 + \alpha_6 B^2 + \alpha_7 + \alpha_8 R G + \alpha_9 R B + \alpha_{10} G B + \alpha_{11} R G B
\end{align}

Empirical conversion models

In contrast to the direct models, the empirical models can be applied when the illumination conditions are not the standard ones, what is a clear advantage. However, they must be fitted through a calibration procedure using samples with known color values.
portable tristimulus colorimeter (Minolta CR-400), both using D₆₅ illuminant. Different foods were used, both raw and processed: vegetables (carrot, cassava, lettuce, potato, pumpkin, purple cabbage, sweet potato, and tomato), fruits (apple, banana, lemon, nectarine, and orange), pieces of meats (beef, chicken breast, and sausage), bakery products (jam filled and colored glazed cookies, muffin, and sponge cake), etc.

Each sample, sometimes using a white tray to contain it, others only the sample, was placed inside the CVS chamber, in the middle of the chamber floor in order to obtain uniform illumination. Once placed, it was photographed, and then its surface color measured with the colorimeter. For statistical comparison purposes, three measurements were performed with the colorimeter for each sample, whereas a single digital image of each sample was employed (with thousands of pixels). The difference between the measurements obtained with both systems was assessed in a statistical way. First, a test of hypothesis on the equality of the variances was done; then a test of hypothesis on the equality of the means of samples with equal or different variance (depending on the result of the first test) was done [36]. All the tests were performed with a significance level \( \alpha = 0.05 \). Also the difference between devices was determined using the average absolute residuals of \( L^*a^*b^* \) values [Eq. (10)] and the total color difference [Eq. (11)].

\[
\Delta c^i = \frac{1}{m} \sum_{i=1}^{m} \left| c_{Exp,i}^i - c_{Pred,i}^i \right| 
\]

\[
\Delta E = \frac{1}{m} \sum_{i=1}^{m} \sqrt{(L_{Exp,i} - L_{Pred,i})^2 + (a_{Exp,i} - a_{Pred,i})^2 + (b_{Exp,i} - b_{Pred,i})^2} 
\]

Finally, it is worth to note that the user does not need a colorimeter to calibrate the CVS, since the reference color values of the ColorChecker can be obtained from bibliography, for different illuminants.

**Color measurements**

The surface color of 40 food samples were measured using two devices: the CVS developed in this work and a traditional colorimeter measurement.

**CVS calibration**

Table 2 presents the results of the CVS calibration employing the three implemented empirical models [Eqs. (7–9)]. A total of 15 calibration procedures was done, ten of them with the Nikon camera, the other five tested the Samsung camera. As regards the quality of these predictions, we have found that the results are satisfactory, independently from the digital camera.

As it was expected, the quadratic plus interactions model [Eq. (9)] provides lesser error, since it has a larger number of parameters. Leon et al. [26] found similar tendencies, although in their work they proposed a neural network with better performance.

The theoretical conversion model [Eqs. (1–5)] presented higher errors than the empirical ones (results not shown). This fact was influenced for the particular setup of the CVS used in the tests, however, a better illumination system and fine tuning of white balance of the digital cameras could improve predictions of the theoretical conversion model.

Respect to the digital cameras compared in the calibration procedure, it is worth to mention that there is a key difference between them. The Nikon camera can be

---

Fig. 3 Correlation between \( L^*a^*b^* \) color values of the 40 food samples measured with the CVS and the colorimeter. Continuous error bars represent standard deviations of the CVS measurements. a \( L^* \) values. b \( a^* \) values. c \( b^* \) values. (Color figure online)
be laborious, but for occasional ones this aspect is not important. This feature demonstrates other strength of the developed methodology, that it provides accurate results although the camera setting changes from scene to scene. In this sense, the cited studies that employed empirical models and a calibration procedure [18–27], all of them developed using a particular digital camera, could potentially be used with any digital camera and different lighting conditions.

**Color measurement**

**CVS performance**

The superficial color of 40 foods, mentioned in “Color measurements” section, was measured with the system developed in this work. For these set of CVS measurements, the Nikon camera and the quadratic plus interactions model were used. In the image processing step, the region of interest of the image was defined by segmentation or was manually selected. Since the color conversion is performed pixel by pixel, a large quantity of information and details were obtained. For example, Fig. 2 depict a beef sample and the surface distribution of the \( L^*a^*b^* \) color parameters. As can be seen, the color of the different components (muscle, bone, fat) can be distinguished.

---

**Fig. 4** Small RGB color images estimated from colorimeter and CVS measurements for different samples. The images of the samples are segmented from the background, and the central regions of the images were used to measure it color. The chicken sample, with highest \( \Delta E \), is shown. (Color figure online)

**Table 1** \( L^*a^*b^* \) color values in different regions of the sponge cake surface measured using the colorimeter and the CVS. (Color figure online)

---

**Fig. 5** \( L^*a^*b^* \) color values in different regions of the sponge cake surface measured using the colorimeter and the CVS. (Color figure online)
As indicated in “Color measurements” section, the results provided by the CVS were compared with color values obtained with a traditional colorimeter. As can be seen in Fig. 3 good agreement was obtained for the whole set of food samples tested in this work, being the correlation coefficient equal to 0.971, 0.956 and 0.977, for $L^*$, $a^*$ and $b^*$, respectively. The test of hypothesis on the equality of the means was accepted in the 92.5, 87.5 and 80.0% of the cases, for $L^*$, $a^*$ and $b^*$, respectively. At first instance, these results indicate that both systems are equivalent to quantify the color parameters, for most samples. However, the average color difference between both methods, considering the 40 samples, was $\Delta L^*=2.79\pm2.42$, $\Delta a^*=3.02\pm2.94$, $\Delta b^*=2.84\pm2.53$, and the average total color difference was $\Delta E=5.88\pm3.32$, with 37 of 40 samples with $\Delta E$ greater than 2. These differences are high enough to be noticeable, and then both systems are not equivalent. The largest $\Delta E$ between the two systems was obtained for the breast chicken, $\Delta E=13.47$, and the smallest one was recorded for the white glazed cookie, $\Delta E=0.67$. In general, the glazed cookies presented the lowest color differences, probably due to that these samples are the less translucent, then the colorimeter light does not largely penetrate the food’s surface. Others researchers also informed color values measured by both approaches, from these values the total color difference $\Delta E$ was calculated in this work. Thus, a total color difference $\Delta E$ near 5.3 was obtained for a potato chip [26]; an average $\Delta E$ near 29.6 was calculated for different dose irradiated Atlantic salmon fillets [30]; and finally $\Delta E$ near 19.6 was obtained for samples of different meats [31].

In general the CVS led to color predictions more similar (visually) to the samples, which agrees with other reported results [30, 31]. To illustrate this fact, Fig. 4 depict the predicted color of different samples, obtained by inverting the measured $L^*a^*b^*$ values back to RGB values using the theoretical conversion model. As can be seen, the color predicted with the CVS is closer to the sample than the color read by the colorimeter. In general, the color obtained by the colorimeter was darker, which can be related to the penetration length of the light into the samples. Girolami et al. [31] provided a suitable explanation of the differences obtained between the two approaches. The solid foods are translucent in some extend, then a fraction of the light passes through the surface, and the remaining is reflected. The light that penetrates the sample is

![Fig. 6 Color values obtained with the CVS for the sponge cake sample. a Surface distributions of $L^*a^*b^*$ values. b Histogram of $L^*a^*b^*$ values. (Color figure online)](image-url)
then partially scattered out and diffused in the sample. This phenomenon is affected, among other factors, by the penetration length of the light, which is very different between a colorimeter and a lamp located far from the sample surface. So, the light reflected, which finally affects the measured $L^*, a^*, b^*$ values, is also different. In beef samples, Girolami et al. [31] found that the light from a colorimeter penetrates about 15–20 mm, and about 5 mm from the CVS, similarly Trinderup et al. [25] estimated that light penetrates about 20 mm from a colorimeter, and a few mm from the CVS.

An advantage of the CVS compared to the colorimeter, is the capability to measure a extend surface, with non uniform color, in a unique image. In this case, several measurements must be done with the colorimeter to obtain a representative color value. Figure 5 presents an image of a sponge cake sample (approx. 255 cm$^2$ top surface area), and the color values measured with the colorimeter at 10 selected points. At the same points the color was predicted with the software by selecting small regions of pixels. The average $L^*, a^*, b^*$ values obtained with the colorimeter were 64.79, 9.35 and 35.48,

### Table 3 Minimum and maximum $L^*, a^*, b^*$ values of food samples obtained with the colorimeter and the CVS (using the quadratic plus interaction model)

| Sample                   | Colorimeter | CVS |
|--------------------------|-------------|-----|
|                         | $L^*$       | $a^*$ | $b^*$ |
| Nectarine, dark region   | 27.0        | -19.2| 14.8  |
| Green apple              | 20.2        | 40.8  |
| Purple cabbage           | 8.5         | 44.2  |
| Nectarine, dark region   | 25.1        | -23.4| 36.1  |
| Green apple              | 18.6        | 36.1  |
| Purple cabbage           | 9.0         | 48.8  |
| Yellow glazed cookie     | 84.2        | 40.8  |
| Purple cabbage           | -8.8        | 4.01  |
| Lemon                    | 22.6        | 68.8  |
| Yellow glazed cookie     | 86.3        | 52.3  |
| Purple cabbage           | -6.5        | 36.5  |
| Lemon                    | 19.8        | 64.9  |
| Yellow glazed cookie     | 52.3        | 63.5  |
| Nectarine, light region  | 86.3        | 52.3  |
| Orange                   | 19.8        | 64.9  |

The values of interest of each column are highlighted in bold.
respectively, and for the CVS were 65.25, 7.70 and 36.70, respectively. Figure 6a show the surface color distribution for the sponge cake, while Fig. 6b shows the corresponding histograms. Besides, the CVS allows selecting the whole area as region of interest, being the average L*, a* and b* values equal to 65.59, 7.60 and 36.88, respectively (with standard deviation equal to 8.82, 5.12 and 4.33, for L*, a* and b*).

Table 3 presents the extreme values (minimum and maximum) obtained with the CVS as well as with the colorimeter, showing that almost always the results are concordant: the same foods present the minimum L*a*b* values as well as the maximum L* value, independently of the color measurement technique. In spite of this, ∆E between measurement systems were noticeable.

Sometimes, it is useful to follow the total color difference (measured respect to the initial state) vs. the processing time. Then, ∆E could be similar for both devices. As an example, Fig. 7a shows the color values of a muffin’s surface during its baking process. In this type of product, monitoring the browning kinetics helps to define process times [37]. L* and a* color values were similar for both devices, larger differences were found for b* values. Figure 7b shows ∆E values; important differences are observed at the start of baking, but the curves are similar at the end of baking. Figure 8 shows a sequence of images, obtained from both techniques, illustrating the evolution of muffin’s color during its baking process. Both image sequences satisfactorily represent the browning, although the color predicted from the colorimeter measurements seems darker, in agreement with the measured L* values.

Conclusions

In this work, the CIELAB color of foods samples of diverse nature was measured using a traditional tristimulus colorimeter and predicted with a computer vision system (CVS) and image analysis. The CVS allows obtaining the CIELAB color parameters from common RGB images, through a suitable calibration process. The main image processing was performed by means of software developed ad-hoc, in the form of simple and user friendly graphics interfaces, available for its free download.

The color obtained with both devices was highly correlated, and a great number of samples were considered equal based on suitable test of hypothesis. However the total color difference was high enough to be noticeable for most samples, concluding that both systems are not equivalent. On the other hand, the color predicted from CVS lead to color predictions that visually better resembles the samples.
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