Visibility graphs for robust harmonic similarity measures between audio spectra
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Abstract—Graph theory is emerging as a new source of tools for time series analysis. One promising method is to transform a signal into its visibility graph, a representation which captures many interesting aspects of the signal. Here we introduce the visibility graph for audio spectra. Such visibility graph captures the harmonic content whilst being resilient to broadband noise. We propose to use a structural distance between two graphs as a novel harmonic-biased similarity measure. We present experiments demonstrating the utility of this distance measure for real and synthesised audio data. The source code is available online.

I. INTRODUCTION

Graphs are a tool of growing interest in the signal processing community for data representation and analysis. Their structure offers a new perspective, often unveiling non-trivial properties on the data they represent. In particular, time series analysis has greatly benefited from graph representations as they provide a mapping able to deal with non-linearities and multi-scaling issues present in multiple applications [2], [14], [13], [3].

A popular mapping from time series to complex networks is the visibility graph [6]. Every node in such graph represents a datum of the time series, and two nodes are connected if they fulfil visibility criteria analogous to the visibility between points on a landscape. The visibility between data will only depend on their relative height and location, creating a graph structure capturing the links between data. The success of this simple visibility mapping is partly due to its powerful properties. Visibility graphs preserve characteristics of the time series such as periodicity [12], and are invariant to several transformations of the time series, such as vertical and horizontal rescaling. It was introduced as a time series analysis tool [6], [7] and has been successfully employed in several applications such as financial series analysis [11].

Here we introduce visibility graphs applied to magnitude spectra. Such graph will preserve all the properties of visibility graphs as its construction remains the same. Therefore, similarly to time series, the visibility graph of spectra may reveal hidden structures in the signal not apparent in the magnitude domain. In particular, we focus on musical audio signals, and we propose the spectral visibility graph degree as a novel representation for audio analysis.

In the spectrum of audio signals, peaks often correspond to harmonic events while percussive or burst-like events present a broadband nature. Broadband content can be a nuisance in music analysis tasks when the target is the harmonic content of the signal. In particular, tasks that require distances of harmonic content face a challenge when the broadband event out-powers the targeted harmonic one [4]. Conversely, we will show that the representation we propose has properties which preserve the harmonic peaks salience in presence of broadband events. Therefore, we propose such representation for robust harmonic similarity measures.

In experiments section we demonstrate that conventional distance metrics fail to recognise the harmonic content in the spectrum in presence of broadband noise, whereas the proposed visibility representation is loyal to its harmonic content. Furthermore we show how real world scenarios could also benefit from such visibility representation, in a final source specific query task to retrieve vocals within a musical mixture.

II. VISIBILITY GRAPHS

A graph consists of a non-empty finite set of elements called nodes and a finite set of edges joining pairs of nodes together. If the set of edges is comprised of ordered pairs of distinct nodes, the graph is called a digraph and it is said to be directed. On the other hand, if the connection between nodes is symmetric, the graph is said to be undirected [1]. The visibility graph described in [6] is associated to a time series although valid for any ordered sequence. Every datum is defined as a node in the graph and two pairs of nodes are joined by an edge if they are visible to each other. The visibility between two points \((t_a, y_a)\) and \((t_b, y_b)\) of a given time series \(y = f(t)\) of length \(N\), is determined by the following geometrical criterion:

\[
y_c < y_a + \frac{(y_b - y_a) (t_c - t_a)}{t_b - t_a}
\]

where \((t_c, y_c)\) is every intermediate point such that \(t_a < t_c < t_b\). In other words, two points of a given time series are said to ‘see’ each other if one can draw a straight line joining them without intercepting any intermediate data height.

This visibility is referred to as ‘natural’ visibility, as other kinds exist [10]. Here we will use the defined ‘natural’ visibility and simply refer to it as ‘visibility’. Since such visibility is symmetric (both points either see each other or do not) the visibility graph is an undirected graph. Visibility
graphs are always fully connected (i.e. every node has at least one edge) as every datum always sees at least its neighbours. Note that the visibility transformation is not reversible, finding a greater utility as an analysis tool.

We can represent a visibility graph in the form of a square binary matrix $A(i, j) \in \mathbb{B}^{N \times N}$ $(i, j = 1, 2, 3, ..., N)$ such that:

$$A(i, j) = 1 \iff \text{nodes } i \text{ and } j \text{ are visible}$$

$$A(i, j) = 0 \text{ otherwise}$$

This matrix $A$ is referred to as ‘adjacency’ matrix. Since the visibility graph is undirected, the corresponding adjacency matrix will be symmetric.

The degree $k(i)$ of a node $i$ is defined as the count of its edges, in other words, the number of nodes connected to it. In the case of visibility graphs, the degree of a node indicates the number of visible nodes or data points. For example, in Figure 1, the first value of the sequence only sees its neighbour and so its degree will be equal to 1. However, the maximum data point of the sequence in fifth position has a wider view and therefore has a larger degree value.

The degree of a node can easily be obtained from the adjacency matrix as it corresponds to the sum of either the row or column (indifferent in this symmetric case) storing the edges of that node. We can define a degree vector $k \in \mathbb{N}^N$ containing the degrees of all nodes $i = 1, 2, 3, ..., N$ of the visibility graph with adjacency matrix $A$ as follows:

$$k(i) = \sum_{j=1}^{N} A(i, j)$$

We also define the degree distribution $p$, indicating how often the different degree values appear in the degree vector (i.e. histogram). If the values are normalised by the total number of nodes in the graph, $p$ will represent the probability of the different degree values of existing in that graph.

Visibility graphs are invariant to horizontal and vertical translation as the absolute value of the data points have no effect on the visibility (only their relative values matter). For instance, as illustrated in Figure 1 the visibility of a signal with and without a DC offset is equal and so the degree value for each node remains the same in both cases. Furthermore, rescaling of both horizontal and vertical axes also has no effect on the visibility. If the signal is time stretched, the relative position of the points remains the same and so does the visibility.

III. SPECTRA VISIBILITY GRAPHS FOR AUDIO SIGNALS

Inspired by the invariant properties of visibility graphs, we propose to employ such mapping for magnitude spectra, introducing visibility graphs to spectral analysis. We define the visibility graph of a given magnitude spectrum $\bar{s} = f(\omega)$ of $s \in \mathbb{C}^F$, where $\omega$ is frequency, following the construction of visibility graphs for time series.

Every frequency bin corresponds to a node, and two nodes will be connected together if the associated frequency bins $(\omega_a, \bar{s}_a)$ and $(\omega_b, \bar{s}_b)$ see each other, fulfilling the visibility criterion:

$$\bar{s}_c < \bar{s}_a + (\bar{s}_b - \bar{s}_a) \frac{\omega_c - \omega_a}{\omega_b - \omega_a}$$

where $(\omega_c, \bar{s}_c)$ is every intermediate frequency bin such that $\omega_a < \omega_c < \omega_b$. Similarly to time series visibility graphs, we can analogously construct its associated adjacency matrix $A$.

![Fig. 1. Illustration of the visibility invariance to vertical translation.](image)

Fig. 1. Illustration of the visibility invariance to vertical translation.

![Fig. 2. The spectrogram (A) and the proposed representation (B) of 10 seconds of track 51 of the dataset DSD100. Both representations are normalised by their own maximum and compressed by a factor of 0.6. The spectral visibility graph degree enhances the harmonics components of the signal.](image)
and find the degree $k$ and degree distribution $p$ vectors, such that for $f = 1, 2, ..., F$ frequency bins in the spectrum

$$k(f) = \sum_{j=1}^{F} A(f, j)$$

Similarly to the degree vector of time series, this degree vector remains invariant under several transformations of the spectrum, including vertical and horizontal translation as well as vertical and horizontal rescaling.

In the case of audio signals, a horizontal rescaling of the spectrum would correspond to a change in pitch and a vertical translation to the presence of uniform broadband noise. Being resilient to such transformations is a major advantage in the audio analysis of applications where the relation between peaks (i.e. harmonic content) is the subject of interest. Therefore, we propose the degree vector $k$ as an alternative representation for magnitude spectra $\bar{s}$.

Taking a step further, let $S \in \mathbb{C}^{F \times T}$ be the spectrogram of an audio time signal $y$, and $\bar{S}$ its magnitude, where $F$ is the number of frequency bins and $T$ the number of time frames. Here, the proposed representation $K \in \mathbb{N}^{F \times T}$ will take a matrix form such that every column $t = 1, 2, ..., T$ will correspond to the degree vector $k_t$ of the visibility graph of frame $t$ of $S$ (Figure 2). More precisely, taking $A_t \in \mathbb{B}^{F \times F}$ as the visibility graph’s adjacency matrix of the time frame’s magnitude spectra $t$ (i.e. column) of the spectrogram $\bar{S}$, we define the degree matrix $K$ associated to $\bar{S}$ such that:

$$K(f, t) = \sum_{j=1}^{F} A_t(f, j)$$

where $f = 1, 2, ..., F$ and $t = 1, 2, ..., T$.

Even though spectral peaks tend to take high values in the proposed representation, their prominence will depend on their surroundings. In other words, peaks close to each other will have less height than sparse ones, such as the harmonics of a musical note. Looking at Figure 1 one may notice how the height at position 4 lost pertinence in the degree domain, going from being the second maxima to being equal to lesser heights (7 and 10); explained by its proximity to the maximum peak in 5. On the other hand, the heights at position 2 and 8 (equally spaced from the maximum) surrounded by smaller heights, gained relevance in the degree domain. Therefore, one can think the transformation into the degree domain, and so into the proposed representation, as a sort of compression enhancing sparse peaks (i.e. harmonics) visible in Figure 2.

As an audio analysis tool, the structure and properties of the proposed mapping directly relate to harmonic content analysis, and so we propose to examine the common case where both harmonic and broadband events overlap. In such scenario, the harmonic energy in the spectrum will remain prominent up to a certain signal-to-noise ratio (SNR), taking the harmonic event as the signal of interest and the broadband as noise. If the broadband event overpowers the harmonic content, it will overcast the harmonic contribution in the magnitude spectrum, complicating the analysis of its harmonic content.

A common task in audio analysis is the search for similar harmonic content between spectra (e.g. time frames in a spectrogram). In the presence of powerful additive broadband noise, most distance metrics fail to recognise the similarity of the harmonic content as they treat all spectral energy as equivalent. Such scenario relates to a vertical translation of the magnitude spectrum and so the harmonic event spectrum with and without additive broadband noise should present a comparable visibility graph and degree vector. Therefore, unlike in the magnitude spectrum (e.g. Figure 2A), the harmonic peaks in the proposed representation (e.g. Figure 2B) will remain salient in presence of additive broadband events, and so, one can now use standard distance metrics to reliably measure harmonic similarity. Hence we propose the spectral visibility graph degree as a novel domain for robust harmonic similarity measure in audio signals.

IV. EXPERIMENTS

To evaluate the proposed representation of audio signals for harmonic similarity measure we performed two experiments, one with synthesised data and a second one with real musical recordings. In both experiments the task is to find the correct nearest neighbour of a given harmonic event. We use three different representations of the audio signals: the magnitude spectrum, the spectral visibility graph degree and the spectral visibility graph degree distribution. Our proposed representation is the spectral visibility graph degree; however, we included the degree distribution in the experiments as it has an additional pitch invariance that could benefit the task (i.e. the absolute location of peaks information is ignored). Our goal is to compare these representations by using different distance metrics and conclude on which is more appropriate for harmonic similarity measurements. We use the mean reciprocal rank (MRR) as the evaluation metric, as we know before hand which is the correct nearest neighbour.

The basic computation\(^1\) of the visibility graph has a computation complexity of $O(n^2)$. For high frequency resolution spectra, such approach is not ideal in terms of computation time. Therefore, here we used an alternative visibility algorithm based on a ‘Divide & Conquer’ approach that significantly reduces the computation time with a computational complexity of $O(n \log n)$ for the average case \(^2\). Python source code for our implementation and our experiments is freely available online\(^\dagger\).

In the first experiment we used part of the synthesised data from \(^3\): 12 synthesised instruments with the same midi score of 14 notes (A2 to G4) sampled at 44100Hz. Each instrument signal was divided into the distinct midi notes and then individually transformed into the magnitude frequency domain with a Fourier transform of size 16384, ‘clean’ spectra. Only the first 2000 bins of the magnitude spectra were kept for the rest of the analysis.

\(^1\)Original visibility graphs Fortran 90/95 implementation can be found at http://www.maths.qmul.ac.uk/~tacas/Software.html
\(^2\)Available at https://github.com/delialia/vgspectra
\(^\dagger\)Available at https://github.com/delialia/vgspectra
Random normal noise was then added to the note signals at different SNR values and the result transformed to the frequency domain, ‘noisy’ spectra. The pair-wise distances between all spectra, both clean and noisy, were then computed and sorted in ascending order. For every clean track, the rank of its noisy version was found and used to compute the MRR. This procedure is repeated for the spectral visibility graph degree representation as well as for the degree distribution.

The average MRR across all notes of all instruments for different SNR is plotted in Figure 3. As expected the proposed method (orange line) achieves best results when the SNR is low. However we see a small dip in performance relative to the raw spectrum, using the Euclidean distance in the higher SNR cases. This can be explained by the bigger difference in value between the degree peaks of the clean and noisy signals than in the spectrum case. Even though the peaks remain prominent in the noisy case, the number of nodes the ‘peak node’ sees is reduced compared to the clean peak degree as there are new data heights induced by the noise. In the case of high SNR, the noise does not overpower the harmonic content and so it does not introduce too much of a difference in the Euclidean distance. However, the location of the peaks are better preserved in the proposed representation and so it always presents the best results whilst using the cosine distance metric.

In the second experiment we use the publicly available Demixing Secrets Dataset (DSD100), containing the stems and mixtures of 100 songs sampled at 44100 Hz [9]. In this case the query will be clean vocal frames and the goal
is to find their corresponding frames in the mixture. The magnitude spectrogram for both the vocal and mixture tracks is calculated, with a window size of 2046 samples with 50% overlap, and only the first 500 frequency bins will be considered in the following (i.e. low-pass filter cut-off at around 10kHz). Based on the spectrogram energy of the vocal stem, we select the frames with vocal activity and use them as query frames. The pair-wise distance between the clean vocal query frames and all the frames in the mixture spectrogram is then calculated and sorted. The rank of the corresponding mixture frame containing the clean vocal query is then processed and stored to calculate the MRR. This procedure is repeated for the spectral visibility graph degree representation as well as for the degree distribution.

Figure 4 shows the results for experiment 02. The proposed representation is, in both cases (Euclidean and cosine distance), visibly much more suitable than the magnitude spectrogram and the degree distribution for the given task. The fact that the degree distribution representation always achieved the worst results shows that the location of the harmonic peaks is a crucial piece of information for this type of harmonic similarity task. Even though the degree distribution was not advantageous in this case, there may be other audio analysis tasks for which it is useful.

V. CONCLUSION

Here we introduced the visibility graph for magnitude spectra. We propose to use the spectral visibility graph degree as an alternative representation for magnitude spectra. Such representation presents properties valuable in audio analysis. Here we focus on a translation invariance of the proposed representation as it directly relates to a harmonic event in presence of broadband noise. We further demonstrate its use for robust similarity measures of both synthetic and real harmonic events. Even though we have demonstrated one application of the proposed representation, we expect such graph-based approach for audio analysis to find other useful applications in the future.
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