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Abstract

We give new equations which characterize the generating functions of planar quadrangulations and planar triangulations, with zero, one or two boundaries. The proof is inspired by the Lackner–Panholzer last car decomposition of parking trees [15] and consists in applying a similar decomposition to the peeling trees of planar maps.

1 Introduction

Since their introduction by Tutte in his series of “census” papers [20, 21, 22, 23], maps are fundamental objects which have been extensively studied especially in combinatorics and in probability. The purpose of this work is to establish new recursive equations to enumerate particular types of maps which are inspired both by the well-known peeling procedure for maps [9] and by the last car decomposition of fully parked trees introduced first by Lackner and Panholzer in [15].

Enumeration of planar maps. In this paper, we will focus on planar maps, which are finite connected graphs (possibly with loops and multiple edges) properly embedded in the two-dimensional sphere, seen up to continuous deformation. To avoid symmetries, all planar maps will be rooted at a distinguished oriented edge. The number of edges incident to a face i.e. that of its underlying polygon, is called the degree (or sometimes the perimeter or length) of this face. We will particularly study the case of planar quadrangulations and triangulations which are maps where all faces are quadrangles (resp. triangles). Sometimes our maps will have a boundary i.e. a distinguished face which may have a different degree (but this degree has to be even in the case of quadrangulations), in which case the root edge lies on the boundary with the distinguished face lying to its right. This face will often be drawn and denoted as the external face.

One possible way to enumerate quadrangulations or triangulations is to use Tutte’s method based on a recursive decomposition which is obtained by removing the root edge. The point is that when removing an edge from a quadrangulation, it may not be a quadrangulation anymore but a quadrangulation with a boundary. More precisely, when erasing the root edge of a quadrangulation with a boundary with degree $2p$ with $p \geq 1$, one of these two possible events occurs:

- either the quadrangulation stays connected, which means that one discovers a new face of the initial quadrangulation, and one re-roots the quadrangulation at the left-most edge of the new face.

- or the deletion of the root edge disconnects the quadrangulation and one gets two quadrangulations with half-perimeter $p_1 \geq 0$ and $p_2 \geq 0$ such that $p_1 + p_2 = p - 1$, that one can re-root using the two endpoints of the removed edge, see Figure 1.
Figure 1: Tutte’s recursive decomposition for quadrangulations and below the local correspondence in the peeling tree. In the case when the removal of the root edge splits the quadrangulation (right), we put the component attached to the origin of the root edge on the left of the peeling tree.

Note that we considered here the half-perimeter since the quadrangulations are bipartite and we only encounter even boundaries during the exploration. In the case $p = 0$, the map is just a vertex map i.e. the map composed of one single vertex and no edge. One can iterate Tutte’s decomposition in each quadrangulation with a boundary until one obtains a collection of vertex maps. This edge-by-edge peeling exploration of a quadrangulation can be encoded in a so-called peeling tree by recursively labeling the vertices with the half-perimeters of the boundaries, see Figure 1. Conversely, given a labeled plane tree whose labeling follows the appropriate rules described above, one can recover the initial quadrangulation. Note that the vertices of the peeling tree with label 0 are the leaves and correspond to the vertices in the quadrangulation, whereas the other vertices correspond to the edges of the map, see Figure 2.

Tutte then obtained recursive equations for the number of quadrangulations using the boundary length as a catalytic variable which can be summarize into the following equation on $Q$ the bivariate generating function of quadrangulations with a boundary where the variable $x$ counts the number of vertices and $y$ counts the half-perimeter of the boundary

$$Q = x + yQ^2 + \frac{1}{y}(Q - x - y\Omega),$$

where $\Omega = [y^1]Q$ is the (univariate) generating function of quadrangulations with a boundary of length 2. On the right, the term $x$ stands for the vertex max, and the term $yQ^2$ encompasses the case when the removal of the root edge splits the quadrangulation. The remaining term corresponds to the case when the quadrangulation stays connected in which case the new quadrangulation has at least a boundary of length 4. This equation characterizes the power series $Q$ and has been solved

---

\footnote{In random map theory, we often consider different ways to re-root the components, or peeling algorithms, which may yield to different peeling trees, see [9]. For the sake of simplicity, we shall stick here to the rules presented above and do not use any other peeling algorithm.}
explicitly using the so-called “quadratic method” and then its generalization the kernel method introduced by Bousquet-Mélou and Jehanne [1].

Figure 2: Step-by-step example of the peeling process on a quadrangulation with \( n = 12 \) vertices and a boundary of degree \( 2p \) with \( p = 6 \) and its corresponding peeling tree. In blue, two vertices of the quadrangulation and the two corresponding leaves with label 0 in the peeling tree. In orange and rouge, two edges and their corresponding inner vertices in the peeling tree.

Since then, other methods have been developed to enumerate maps: via matrix integrals [2, 19], bijections with other labels trees “à la Schaeffer” [8, 18] or correspondence with the KP hierarchy [13]. Our work concentrates on peeling trees but uses another method to enumerate them which is based on Lackner–Panholzer last car decomposition of parking trees [15]. This link between parking models and maps was already suggested by Panholzer in [17, Remark 2] and by the author and Curien in [6, Section 8]. Panholzer found remarkable explicit enumeration formulas of parked trees for a large class of combinatorial models, one of which is linked to the enumeration of non-decomposable maps. The non-decomposable maps also have links with description trees [7] of Cori and Schaeffer whose construction shares similarities with that of parking trees which we explain now. The link between bipartite planar maps and “degree trees” pointed out by Fang in [11] also supports this strong link between parking trees and map models.

Parking on trees. Our decomposition uses an idea introduced by Lackner and Panholzer in [15] in the context of parking trees. Let us recall this model for the readers’ convenience although we
shall not use it in this paper. Let $t$ be a finite (plane) rooted tree which is our parking lot. Each vertex represents a parking spot which can accommodate at most one car. We let then cars arrive on the vertices of $t$. Each car tries to park on its arrival node but if the spot is already occupied, it drives towards the root and parks as soon as possible. An important property of this model is its Abelian property: the final configuration, the flux of cars which go through a given edge and the outgoing flux of cars do not depend upon the order chosen to park the cars. In particular, one can recover the initial configuration of cars from the final configuration of parked cars and flux on the edges. This model undergoes a phase transition and was first studied on a directed line \cite{14} and raised recently a growing interest, especially on random tree models with an increasing level of generality \cite{15, 12, 4, 10, 5}.

We will focus here on the connected components of parked vertices in the final configuration in this model, which are called \textit{fully parked trees}. They consist of plane trees with a decoration of cars so that all vertices accommodate a car and some cars possibly contribute to the outgoing flux. We can decorate the edges of those trees with the flux of cars and in a specific case of trees and car arrivals, the labeled trees obtained that way (pushing up the labeling from the edges to the vertices above) are very similar to our peeling trees since the rules for the labels are identical, see Figure 3. Specifically consider a fully parked tree where the vertices have $0$, $1$ or $2$ children and such that exactly one car arrives on each leaf (vertex with $0$ children), no car arrives on vertices with one child and two cars arrive on vertices with two children. Then the leaves will all get label $0$ since one car arrives and parks on each leaf and no car can come from above. If a vertex has one child with label $\ell \geq 1$ (and no car arriving on it), then one of the $\ell$ cars arriving from above parks and the vertex will get label $\ell - 1$. Lastly, a vertex with two children with label $\ell_1$ and $\ell_2 \geq 0$ has two cars arriving on it and $\ell_1 + \ell_2$ coming from above. One of them parks and it remains $\ell_1 + \ell_2 + 1$ cars contributing to the flux on the edge below. Those local rules are exactly the same as that of peeling trees of quadrangulations and we can thus match bijectively these fully parked trees (with prescribed car arrivals) with quadrangulations with a boundary.

To enumerate such plane general trees, Chen \cite{3} uses a method which is similar to Tutte’s since he decomposes the fully parked trees at their root using the outgoing flux of cars as a catalytic variable.

The technique introduced by Lackner \& Panholzer \cite{15} and deepened by Panholzer in \cite{17} is different: it consists in a decomposition of the initial fully parked tree according to the parking spot of a distinguished car seen as the “last” car. Thanks to the Abelian property, we can imagine that we first park all the cars but this distinguished car and that it arrives at last and parks on a vertex, which was empty before the last car arrived. And when removing this last car, the trees which are attached to this free spot are also fully parked trees. See also \cite[Section 8.2]{6} for the decomposition of fully parked trees with a different notion of components and with possibly a flux of outgoing cars.

The heart of this work is to adapt the “last car decomposition” to the enumeration of planar maps, more precisely of the peeling trees of planar maps. This new decomposition is explained in Section 2 in the case of quadrangulations and in Section 3 for triangulations with zero, one or two boundaries. In both cases, this decomposition enables us to establish new equations on the corresponding generating functions which we state now.
Figure 3: Left, an example of a fully parked tree with 16 vertices and 19 cars, three of which can not park. We put exactly one car arriving on every leaf, two cars on every vertex with two children, and no car on vertices with one child. In the middle, the corresponding final configuration where the edges are decorated with the flux of cars (when non-zero). When pushing up the labels to the above vertices, one obtains a labeled tree which follows the same local rules as the peeling tree of quadrangulations (right).

Quadrangulations. We introduce $Q_n$ be the number of rooted quadrangulations (without boundary) with $n$ vertices, and we denote by $\Omega$ its corresponding generating function

$$\Omega(x) := \sum_{n \geq 2} Q_n x^n = x^2 + 2x^3 + 9x^4 + 54x^5 + 378x^6 + \cdots.$$ 

We already encountered $\Omega$ as the generating function of quadrangulations with a boundary of perimeter 2. Indeed we will see later that we can transform the root edge of a quadrangulation without boundary to get (bijectively) a quadrangulation with boundary of degree 2. By convention, the map with two vertices linked by an edge is considered as a quadrangulation (without boundary) with 0 face, which explains the term $x^2$.

**Theorem 1.** Writing $\Omega^* = x\Omega'(x)$, the “last car decomposition” translates into the following equation

$$\Omega^* = 2x^2 + 6x \left( \frac{\Omega^* - \Omega}{1 - \Omega^*/x} \right),$$

which characterizes $\Omega$ and which is equivalent to the following recursive equation: $Q_2 = 1$ and for $n \geq 3$,

$$nQ_n = \sum_{k=2}^{n-1} k(n+1-k)Q_kQ_{n+1-k} + (4n-10)Q_{n-1}.$$ 

Notice that Equation (2) or equivalently (3) does not make use of quadrangulations with a boundary. They are fundamentally different from those of Tutte (1) which necessitated the introduction of a catalytic variable $y$ to write the equation on $Q$ and eventually characterize $Q$ alone. The form of the above equations may remind the knowledgeable reader the decomposition obtained
via the KP hierarchy, see for example [16, Corollary 1]. But it seems that those equations cannot be deduced one from another. Indeed with our notation, the equation coming for the KP hierarchy is
\[ \Omega^* - 2\Omega = 4x(2\Omega^* - 3\Omega) + 3(2\Omega^* - 3\Omega)^2 + x^2. \] (4)
Our decomposition also allows us to deduce a recursive decomposition of quadrangulations with a boundary. Let \( Q_n^{(p)} \) be the number of rooted quadrangulations with a boundary of length \( 2p \) and \( n \) vertices, and we denote by \( Q \) its corresponding bivariate generating function
\[ Q(x, y) := \sum_{n \geq 0} \sum_{p \geq 1} Q_n^{(p)} x^n y^p = x + y \left( x^2 + 2x^3 + 9x^4 + \cdots \right) + y^2 \left( 2x^3 + 9x^4 + 54x^5 + \cdots \right) + \cdots. \]
By convention, we consider the single isolated vertex as a planar quadrangulation with a boundary of perimeter 0 (and 0 face), which explains the term \( x \). The last car decomposition gives the following differential equation on \( Q \)
\[ Q^* = x + 6yQ^* \left( \frac{\Omega^* - \Omega}{1 - \Omega^*/x} \right) + 2xy \left( 3Q^* - 2Q - y\partial_y Q \right), \] (5)
where \( Q^* = x\partial_x Q \). This equation is not as “simple” as Tutte’s Equation (1) since it also involves the partial derivatives of the generating function \( Q \).
Lastly, we can also consider quadrangulations with multiple boundaries that are enumerated by Tutte’s slicing formula, see [9, Theorem 3.4]. We will only deal with the case of two boundaries at the end of Section 2 but the general case can be obtained by stacking and gluing the appropriate number of peeling trees with the same procedure.

**Triangulations.** An adaptation of the “last car” technique gives similar results in the case of triangulations. As above we start by the case without boundary, and the map with two vertices linked by an edge is considered as a triangulation with 0 face. We denote by \( T_n \) the number of rooted triangulations with \( n \) vertices without boundary and we denote its generating series by
\[ \Sigma(x) = \sum_{n \geq 2} T_n x^n = x^2 + 4x^3 + 32x^4 + 336x^5 + \ldots. \]

**Theorem 2.** The last car decomposition yields the following equation
\[ 3\Sigma^* - 4\Sigma = 2 \left( \frac{\Sigma^* - \Sigma}{1 - \Sigma^*/x} \right), \] (6)
where \( \Sigma^* = x\Sigma'(x) \). Assuming \( T_2 = 1 \), this equation characterizes \( \Sigma \) and is equivalent to the recursive equation which is similar to (3)
\[ T_n := \frac{1}{n-2} \sum_{k=2}^{n-1} (3k-4)(n+1-k)T_k T_{n+1-k}. \] (7)
As above, this equation may remind the reader the following equation coming from the KP hierarchy:
\[ \Sigma^* - \Sigma = (6\Sigma^* - 8\Sigma + x)^2, \] (8)
see [13, Theorem 5.4 and Equation 45]. However we were not able to deduce one from another by simple computations. We now let \( T_n^{(p)} \) be the number of rooted triangulations with a boundary of length \( p \) and \( n \) vertices in total, and we denote by \( T \) its corresponding generating function
\[ T(x, y) = \sum_{n \geq 1, p \geq 0} T_n^{(p)} x^n y^p = x + y\Sigma(x) + \cdots. \]
Then our last car decomposition shows that $T$ satisfies the following differential equation

$$
6T^* - 2y\partial_y T - 6T + y\partial_y(yT) = \frac{4y}{x}T^*\left(\frac{T^* - \xi}{1 - \xi/x}\right) + y(4T^* - 3T - y\partial_y T).
$$

(9)

where $T^* = x\partial_x T$, which is the analogue of Equation (5). We will see later that a small local transformation on the triangulations shows that $T^* = [y^1]T = [y^2]T = [y^3]T$. We can also adapt our decomposition in the case of triangulations with two boundaries, see the end of Section 3.
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2 “Last Car” decomposition of quadrangulations

We have given above an insight into the peeling exploration technique on quadrangulation with a boundary. Let us precisely explain the correspondence between quadrangulations with a boundary and their peeling tree. Recall that the removal of the root edge in a quadrangulation can produce two possible events: either it stays connected and the half-perimeter rises by 1, or it splits in two parts and the sum of the two half-perimeter is prescribed, see Figure 1.

Peeling tree of quadrangulations with one boundary. To each rooted quadrangulation with $n$ vertices and with a boundary of perimeter $2p$, we can match bijectively its peeling tree, which is a labeled plane tree whose vertices have between zero and two children including $n$ leaves. The labeling satisfies the following rules:

- The root vertex has label $p$.
- The leaves have label 0.
- (local rules) All inner vertices have a label $\ell \geq 1$ and either a child with label $\ell + 1$ or two children with labels $\ell_1, \ell_2 \geq 0$ such that $\ell_1 + \ell_2 - 1 = \ell$. See Figure 2.

Note that the labels of the vertices can be seen as the half-perimeter of the successive boundaries during the exploration, and that the local rules imply that it has $2n - p - 2$ inner vertices, which is also the number of edges of the quadrangulation.

We will now concentrate on such peeling trees and (almost) forget about their interpretation in terms of maps. We want to apply a “last car” decomposition to such a tree. Let us first explain the influence of removing a car from a parking tree or fully parked tree. Recall that a fully parked tree is a rooted tree together with a car configuration where all parking spots are occupied (eventually with an outgoing flux) and that we can label each vertex by the flux of cars that go through the edge just below (or the outgoing flux for the root vertex). Imagine now that one removes a distinguished car from this tree, or more precisely that we first park all the cars but this one and then try to park this distinguished car so that we can easily remove it. Take for example a car which contributed to the outgoing flux. Then the effect of this removal is that the flux in the edges of the branch between the arriving spot of this car and the root vertex has decreased by 1, see Figure 4.

In the next sections, we will try to subtract 1 to the labels in a branch of a peeling tree. We will see that in the inner vertices of the branch, this transformation preserves the local rules.
Figure 4: The effect of removing a car (seen as the last car) in a fully parked tree. We remove here the car in green on the left and imagine it parked last. On the right, it decreases by 1 the flux of the edges between the green point (location of the car arrival) and the root edge.

2.1 Quadrangulations without boundary or with a boundary of length 2.

To enumerate quadrangulations without boundary we actually first transform them into quadrangulations with a boundary of degree 2. To this end, the standard trick is to cut along the root edge and “open” it, see Figure 5. This transformation does not affect the number of vertices of the initial quadrangulation and is a bijection between quadrangulations without boundary and with a boundary of perimeter 2 with the same number of vertices. Since we only consider planar maps, Euler’s formula implies that a quadrangulation without boundary has $2n - 4$ edges (and $n - 2$ faces), and applying the root transform only increases the number of edges and faces by 1.

Figure 5: Root transform for quadrangulations (or more generally for bipartite maps). On the left the initial root edge and on the right the distinguished face of degree 2 together with the new root edge.

Thanks to this trick, we now only need to concentrate on peeling trees of quadrangulations with a boundary of length 2 i.e. those whose root has label 1.

Inspired by removing the last car in fully parked trees [15], we want to remove 1 to all labels in a “branch” of the peeling tree. To do this, we need to distinguish a leaf of the tree, which corresponds to a vertex in the initial quadrangulation and we consider the branch between this leaf and the root vertex. The key observation is that subtracting 1 to all labels of this branch preserves the local
rules of the tree which we described in (⋆), but two issues may appear.

- First, the initial distinguished leaf cannot get a label $-1$, but it has a parent with some label $k \geq 1$ and a sibling with label $k - 1$, so that we can just contract these three vertices into a vertex with label $k - 1$. We distinguish it to remember where we removed the distinguished leaf.
- The other possible issue is that the vertices with label 1 will get label 0 and therefore have to be leaves. This is also easily solved by cutting the edges just above the new 0’s and distinguishing them to remind the location of the cuts, see Figure 6.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Example of the last car decomposition on a peeling tree of quadrangulation with $n = 7$ leaves into $k = 3$ trees with $n + k - 2 = 8$ leaves in total. On the left, the initial peeling tree where the distinguished leaf is displayed in orange as well as the branch between this leaf and the root. In the middle, we point out the needed transformations when removing one in this branch to preserve the local rules: the father and sibling of the distinguished leaf are contracted into a (marked) vertex labeled 2, we remove the initial root (or cut just above), and we cut above the two vertices which get label 0. On the right, the resulting sequence of three trees.}
\end{figure}

Lastly, when $n \geq 3$, the root vertex of the tree has always a single child with label 2 so that we just remove the initial root and root the new tree at this child which gets label 1.

To summarize, our transformation converts a peeling tree starting from 1 with $n \geq 3$ leaves, marked at one leaf, into a sequence of $k$ trees for some $k \geq 1$, with root label 1, with $n + k - 2$ leaves in total and such that the first tree has a distinguished vertex (leaf or inner vertex) and the eventual following trees have a marked leaf. Conversely, given such a sequence, we can recover the initial peeling tree by gluing successively the root of a tree with the distinguished leaf of the next tree of
the sequence and add 1 to the labels in the appropriate branch. Noting that a quadrangulation with a boundary of perimeter 2 and \(n\) vertices has \(2n - 1 - 2\) edges hence its peeling tree has \(3n - 3\) vertices in total, we obtain the following differential equation on \(\Omega\):

\[
\Omega^* = 2x^2 + 2x \left( \frac{3\Omega^* - 3\Omega}{1 - \Omega^*/x} \right),
\]

which is Equation (2). Let us explain this in more details:

- The term \(2x^2\) stands for the map with two vertices connected by the root edge, which is a quadrangulation by convention.
- The factor \(2x\) comes from the fact that there are two possible ways to “reglue” the initial marked leaf with label 0 on the first tree of the transformed sequence (left or right).
- The factor \(3\Omega^* - 3\Omega\) comes from the first tree in the sequence, which has a distinguished vertex, and is divided by \(1 - \Omega^*/x\) for all possible cuts.

By identifying the coefficient in the above equation, we obtain Equation (3) which concludes the proof of Theorem 1. This is a new equation which characterizes A000168 in Sloane online encyclopedia for integer sequences.

2.2 Quadrangulations with a boundary of degree \(2p \geq 4\)

The transformation which we described above also works for quadrangulations with a boundary of perimeter \(2p \geq 4\). The only difference is that in that case, we do not remove the initial root of the tree. Starting from a peeling tree with \(n \geq 3\) leaves, a root labeled \(p \geq 2\) and a distinguished leaf, we apply our last car decomposition in the branch between the distinguished leaf and the root of the tree. We obtain a sequence of \(k \geq 1\) peeling trees for some \(k \geq 1\) such that:

- the first tree is marked at a vertex (leaf or not),
- all eventual following trees have a marked leaf,
- all but the last tree have a root label 1 and the last tree has a root labeled \(p - 1 \geq 1\),
- the trees have \(n + k - 2\) leaves with label 0 in total.

See Figure 7. Note that the first and the last tree can be confounded. We then get the differential Equation (5) on \(Q\) that we recall here:

\[
Q^* = x + 6yQ^* \left( \frac{\Omega^* - \Omega}{1 - \Omega^*/x} \right) + 2xy \left( 3Q^* - 2Q - y\partial_y Q \right),
\]

where \(Q^* = x\partial_x Q\) and \(\Omega = [y^2]Q\). (resp. \(\Omega^* = [y^2]Q^*\)). Indeed,

- The term \(x\) corresponds to the map composed of a single vertex and no edge whose peeling tree is simply the tree with one vertex labeled 0.
- The second term corresponds to the case when our transformation gives more than one tree (and in particular, the first and the last trees are not the same), including the case of quadrangulations with a boundary of perimeter 2 where the last tree after transformation is the tree with one vertex labeled 0. In that case, the last tree is a tree with root label \(p - 1\) and a marked leaf, which corresponds to the factor \(yQ^*\). The first tree has a distinguished vertex and its root has label 1, hence the factor \(3\Omega^* - 3\Omega\) as in the case of a boundary of perimeter 2.
Figure 7: Two examples of our transformation on the same tree with root labeled $p = 4$ and $n = 7$ leaves with two different distinguished leaves. On the top, the transformation produces $k = 2$ trees and have $n - k - 2 = 7$ leaves in total. The first one has a distinguished vertex and root labeled 1, and the second one has a distinguished leaf and root labeled $p - 1 = 3$. At the bottom, we get $k = 1$ tree with $n - k - 1 = 6$ leaves, a distinguished vertex and a root labeled $p - 1 = 3$. In particular, the first and last tree are the same.

The factor $1/(1 - \Omega^*/x)$ stands for the other possible cuts. There is also a factor 2 which comes from the fact that there are two possible ways to reglue the initial distinguished leaf labeled 0 on the first tree.

- The last term corresponds to the quadrangulations with $n \geq 2$ vertices where we get only one tree when applying our transformation on its peeling tree. In that case the resulting tree has $n - 1$ leaves, a root labeled $p - 1$ hence $2(n - 1) - (p - 1) - 2 = \text{inner vertices (edges in the quadrangulation)}$ and $3(n - 1) - 2 - (p - 1) = \text{vertices in total, one of them is distinguished}$ explaining the factor $3\Omega^* - 2\Omega - y\partial_y Q$. 
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2.3 Quadrangulations with two boundaries

We can also give a recursive equation for the number of quadrangulations with two boundaries. We interpret the first boundary as above but the second boundary as a distinguished face of perimeter $2q$, and denote by $Q_n^{(p,q)}$ the number of rooted quadrangulations with a boundary of length $2p$ and a distinguished face of perimeter $2q$ and $n$ vertices in total. In the peeling exploration, the discovery of the distinguished face corresponds to the event of seeing a boundary of half-perimeter $r \geq 1$ which becomes a boundary of half-perimeter $r + q - 1$ when removing an edge. This matches in the peeling tree to a vertex with label $r \geq 1$ which gives birth to a vertex labeled $r + q - 1$ when discovering this distinguished face. The rest of the local transitions are exactly the same as before, see Figure 8. Thus, we introduce $A_n^{(p,r)}$ the number of peeling trees of “quadrangulations” with $n$ leaves labeled 0, a distinguished leaf with label $r$ and a root labeled $p$.

![Figure 8: Step-by-step peeling exploration of a quadrangulation with a boundary of perimeter 8 = 2 \cdot 4 and a distinguished hexagon in green. The discovery of this face leads to a transition from a boundary of half-perimeter 3 to half-perimeter 3 + 3 − 1 = 5 (green edge in the peeling tree on the right). Removing this green edge in the peeling tree on the right, the above part is a usual peeling tree of a quadrangulation with a boundary of half-perimeter 5 and 6 leaves. The bottom part starts from a label 4, has 5 leaves with label 0 and a distinguished leaf with label 3.Indeed, if we decompose the peeling tree of a quadrangulation with two boundaries of length 2p and 2q according to this different transition, then for some $r \geq 1$, the above part is the usual]
peeling tree of a quadrangulation with one boundary of length \( r + q - 1 \) and the other one has root label \( p \) and a distinguished leaf with label \( r \). And the total number of leaves with label 0 should be \( n \) if the quadrangulation had \( n \) vertices. With this decomposition, we obtain

\[
Q_n^{(p,q)} = \sum_{r=1}^{n} \sum_{k=0}^{n-r-q} A_k^{(p,r)} \mathcal{Q}_{n-k}^{(r+q-1)}.
\] (10)

Knowing the \( A_n^{(p,q)} \)'s, this equation allows us to deduce the \( Q_n^{(p,q)} \). Note that the sum on \( r \) when \( k = 0 \) encompasses the case where the bottom part has only one leaf with label \( r \) and is just a straight vertical line (thus \( A_0^{(p,r)} \) equals 1 if \( r \geq p \) and 0 otherwise).

It only remains to enumerate peeling trees with a distinguished leaf with label \( r \geq 1 \). For this, we can use our last car decomposition and subtract 1 along the branch to the distinguished leaf. In that case, we do not need to transform the father and the sibling of the distinguished leaf. When \( r = 1 \), then removing 1 in the branch between this leaf and the root of the tree creates a leaf with label 0 and thus a usual peeling tree of a quadrangulation with one boundary. Hence we set \( A_n^{(p,0)} = (n+1) \mathcal{Q}_{n+1}^{(p,0)} \) when \( n \geq \max(1, p-1) \).

When \( r \geq 2 \), the distinguished leaf just get label \( r - 1 \geq 1 \). We then obtain the following recursive equation:

\[
\forall r \geq 1, \forall p \geq 1, \forall n \geq 1, \; A_n^{(p,r)} = A_n^{(\max(p-1,1),r-1)} + \sum_{k=0}^{n-1} A_k^{(1,r-1)} A_{n-k}^{(p,1)}.
\] (11)

The first term on the right corresponds to the case when there is no 1 in the branch so that there is no cut in the decomposition. When \( p = 1 \), we remove the initial root whereas we do not remove it when \( p \geq 2 \) so that the root of the new tree has label \( p - 1 \), which explained the index \( \max(p-1,1) \).

The last term considered the case when there is a cut and decompose the initial according to this high-most cut. In that case, we only subtract 1 in the above part, since the bottom part is just a smaller peeling tree with a distinguished leaf labeled 1. Notice that when \( k = 0 \), the only possibility to have no leaf labeled 0 is to have a straight-line from label 1 to label \( r - 1 \) so that \( A_0^{(1,r-1)} = 1 \) when \( r \geq 2 \).

### 3 "Last Car" decomposition of triangulations

We now apply our techniques to the case of triangulations. We first describe the encoding of triangulations by their peeling trees which is similar to the case of quadrangulations.

#### 3.1 Peeling triangulations

The peeling technique can be adapted in the case of triangulations. Indeed, we can also remove the edges one-by-one “à la Tutte” to get recursive equations on the number of triangulations with a boundary. As in the case of quadrangulations, two possible events can occur when erasing the root edge of a triangulation with a boundary \( p \geq 1 \):

- either the triangulation stays connected, which means that one discovered a new face of the initial triangulation, and one re-roots the triangulation at the left-most edge of the new face.
  - The new triangulation has then a boundary of length \( p + 1 \).
• or the deletion of the root edge disconnects the triangulation and one gets two triangulations with perimeter $p_1 \geq 0$ and $p_2 \geq 0$ such that $p_1 + p_2 + 2 = p$, that one can re-root easily using the two endpoints of the removed edge as in the case of quadrangulations, see Figure 9.

In that case, we will not consider the half-perimeter of the boundary since the triangulations are not bipartite. As for quadrangulations, we can encode this edge-by-edge peeling exploration in a peeling tree by recursively labeling the vertices with the perimeter of the boundaries, see Figure 9. Note in particular that when the removal of the root edge disconnects the triangulation, we put the component attached to the origin of the root to the left in the peeling tree. To fix ideas, the peeling process gives us the following correspondence between triangulations and trees.

| Peeling trees of triangulations with one boundary. | To each rooted triangulation with $n$ vertices and with a boundary of perimeter $p$, we can bijectively match its peeling tree which is a plane tree with labeled vertices with zero, one or two children encoding recursively the perimeter of the boundaries in the peeling exploration. The labeling is such that:

- the tree has $n$ leaves with label 0,
- its root has label $p$,
- (local rules) Each vertex with label $\ell \geq 1$ has either a child with label $\ell + 1$ or two children with label $\ell_1$ and $\ell_2$ such that $\ell_1 + \ell_2 + 2 = \ell$. See Figure 9.

In particular, the local rules imply that it has $3n - p - 3$ inner vertices. |

As for the case of quadrangulations, it will be convenient to see triangulations of the sphere as triangulations with a boundary. The most natural idea would be to see a triangulation of the sphere as a triangulation with a boundary of perimeter 2 after unzipping the root edge or 3 if we see the triangle lying on the right of the root edge as the external face. It implies $[y^2]T = [y^3]T$. But since the triangulations are not bipartite, the root edge can be a loop and it will be more convenient to use another root transform. We shall actually view triangulations without boundary as triangulations with a boundary of length 1 (i.e. a loop): we cut along the root edge and “open” it to get a double edge, and then insert a loop inside this double edge at the starting point of the initial root edge to obtain a triangle and root the new triangulation on this loop in clockwise direction so that new triangulation has the 1-gon to its right, see Figure 10. We also obtain $[y^1]T = [y^2]T = [y^3]T$. The choice of the clockwise orientation of the new root edge on the new loop is canonical since we imposed that the maps with a boundary have their distinguished face to their right.

In fact, we can apply this root-transformation on any distinguished oriented edge even in triangulations which already have a boundary. We will apply our decomposition to peeling trees of triangulations with a boundary and a distinguished loop. When the distinguished loop does not lie on the boundary, we can “inverse” the root transform and see the distinguished loop as coming from a distinguished oriented edge. To summarize, our decomposition will be based on the following trees.
Figure 9: Step-by-step peeling exploration of a triangulation with a boundary of perimeter $p = 5$, with $n = 6$ vertices and a distinguished loop. This loop in green matches in the tree with the green leaf labeled 1, which we can put indifferently left or right.

Peeling trees of triangulations with one boundary and a distinguished loop. To each rooted triangulation with $n$ vertices and with a boundary of perimeter $p$ and a distinguished loop, we can bijectively match its peeling tree which is a plane tree with labeled vertices with between 0 and 2 children encoding recursively the perimeter of the boundaries in the peeling exploration. The labeling satisfies:

- the tree has $n$ leaves with label 0,
- its root has label $p$,
- one inner vertex with label $\ell \geq 1$ has two children, one of which is a leaf with label 1 and the other one has label $\ell - 1$. For this leaf (and only for this leaf!), the planar ordering does not matter, see Figure 9.

- (local rules) All other vertices with label $\ell \geq 1$ has either a child with label $\ell + 1$ or two children with label $\ell_1$ and $\ell_2$ such that $\ell_1 + \ell_2 + 2 = \ell$. See Figure 9.

In particular, the local rules imply that it has $3n - p - 3$ inner vertices.

It will then be more convenient to apply our last car decomposition in the branch between this leaf with label 1 and the root of the tree.
Figure 10: Root transform for triangulations: on the right, the case when the initial root edge is a loop and on the left, the case when the two endpoints of the root edge are different. In both cases, the initial triangulation is on the left and on the right, we obtain a triangulation with a boundary of perimeter 1.

3.2 Triangulations without boundary

We first want to enumerate triangulations without boundary and to do this, we apply the above root-transform which gives a bijection between rooted triangulations without boundary and triangulations with a boundary of length 1 and preserves the number of vertices. Instead of distinguishing a vertex to apply our decomposition, we shall this time distinguish an oriented edge, to which we apply another time the above root transform to obtain a triangulation with a boundary of perimeter 1 (obtained from the transformation of the initial root edge) and with a distinguished loop (obtained from the additional distinguished oriented edge). Note in particular that the oriented distinguished edge can be the root edge, but will be different after applying the root transform for the second time. Therefore the distinguished loop can not lie on the boundary and its edge is part of an internal face so that we can inverse the root transform to recover the initial distinguished oriented edge.

We build then build its peeling tree to which we can apply our transformation i.e. subtract 1 in the whole branch between the distinguished leaf labeled 1 and the root of the tree. The transformation works then as in the case of quadrangulations: the local rules $\circ$ are preserved but two issues may appear.

- The initial distinguished leaf with label 1 has a parent with label $k \geq 1$ and a sibling with label $k - 1$, so that we just contract these three vertices into a single marked vertex with label $k - 1$.
- if a vertex labeled 1 becomes a vertex with label 0, then we cut the edge just above it; and we remove the initial root which had label 1.

The transformation then takes a tree as described above and maps it into a sequence of $k$ trees with root labeled 1 and such that the first tree has a distinguished vertex (leaf or not), each possible other tree has a distinguished leaf, and the trees have $n + k - 1$ leaves in total, see Figure 11.

This gives the following differential equation on $\mathfrak{F}$

$$6\mathfrak{F}^* - 8\mathfrak{F} = 4 \left( \frac{\mathfrak{F}^* - \mathfrak{F}}{1 - \mathfrak{F}^*/\mathfrak{F}} \right)$$

which is equivalent to Equation (6). Let us explain this equality:

- On the left, since a triangulation of the 1-gon has $3n - 4$ edges, the function $6\mathfrak{F}^* - 8\mathfrak{F}$ is the generating function of triangulations with a boundary of length 1 given with an oriented edge.
Figure 11: Example of our decomposition on a tree with $n = 6$ leaves labeled 0 into $k = 3$ trees with $n + k - 1 = 8$ leaves in total. On the left, the initial peeling tree where the distinguished 1-leaf is displayed in orange as well as the branch between this leaf and the root. After removing 1 on all labels of the orange branch (in the middle), we need to remove the initial root (or cut just above), cut above the two vertices which get label 0 and contract the father and sibling of the distinguished leaf into a (marked) vertex labeled 1. On the right, the resulting sequence of three trees.

- On the right, the first tree of our transformation is a tree which has $n_1$ leaves for some $n_1 \geq 1$ hence $3n_1 - 1 - 3$ inner vertices and $4n_1 - 4$ vertices in total, one of them is distinguished which gives the factor $4T - 4T$.
- The factor $1 / (1 - \Sigma^*/x)$ gives the potential other trees which are marked at a leaf.

By identifying the coefficients in the above equation, a straightforward computation gives Equation (7), which characterizes entry A002005 in Sloane online encyclopedia for integer sequences.

3.3 Triangulations with one boundary

As in the case of quadrangulations, the transformation which we described above can be adapted in the case of triangulations with a boundary of perimeter $p \geq 2$. More precisely, we consider peeling trees of triangulations with a boundary of length $p \geq 2$ and one distinguished loop that we described in Section 3.1. Such peeling trees have a distinguished leaf with label 1 coming from the distinguished loop for which we recall its local rule: if its father has label $\ell$, its sibling has label $\ell - 1$. We can apply now our “last car”-transformation on the branch between this leaf labeled 1 and the root of the peeling tree. The only difference with that of peeling trees starting from 1 is that we do not remove the root of the trees starting from $p \geq 2$. Our last car decomposition of a
peeling tree starting from \( p \) with \( n \) leaves labeled 0 produces then a sequence of \( k \) peeling trees of triangulations for some \( k \geq 0 \) such that:

- the first tree is marked at a vertex (leaf or not)
- all eventual following trees have a marked leaf
- all but the last tree have a root label 1 and the last tree has a root labeled \( p - 1 \geq 1 \)
- the trees have \( n + k - 1 \) leaves labeled 0 in total.

Conversely, given the sequence, we can recover the initial tree by stacking and gluing the trees and add 1 in the appropriate branch so that it is really a bijection, which gives Equation (9), which we recall here:

\[
6T^\bullet - 2y\partial_yT - 6T + y\partial_y(yT) = \frac{4y}{x}T^\bullet \left( \frac{T^\bullet - \xi}{1 - \frac{\xi}{x}} \right) + y \left( 4T^\bullet - 3T - y\partial_yT \right).
\]

where \( T^\bullet = x\partial_xT \). Let us explain this equation in more details:

- The left-hand side enumerates triangulations with a boundary of length \( p \geq 2 \) and one distinguished loop with a weight \( x \) per vertex and \( y \) per boundary length. If the loop is on the boundary, then we can map the triangulation to a triangulation with perimeter \( p - 1 \) and a distinguished vertex on the boundary where the initial loop is attached. Therefore, this type of triangulation are enumerated by the factor \( y\partial_y(yT) \). When the loop is not on the boundary, then this edge is really an edge of an inner triangle so that we can perform the converse of the root transform and obtain a distinguished oriented edge. Since there are \( 3n - p - 3 \) (unoriented) edges in a triangulation with \( n \) vertices and boundary of length \( p \), these are enumerated by the term \( 6T^\bullet - 2y\partial_yT - 6T \), which explained the left-hand side term.
- On the right, the first term corresponds to the case when our transformation gives more than a tree (and in particular, the first and the last tree are not the same), including the case of triangulation with boundary 1 where the last tree after transformation is the tree with one vertex labeled 0. The last tree is in that case a tree with root label \( p - 1 \) and a marked leaf, which corresponds to the factor \( y\partial_y(yT) \). The first tree has a distinguished vertex and its root has label 1, hence the factor \( 4T^\bullet - 4T \), and the division by \( (1 - \frac{T^\bullet}{x}) \) stands for the other possible cuts. There is no factor 2 in that case since the discovery of the marked loop can be indifferently put left or right in the tree, but a factor \( 1/x \) to obtain the appropriate total number of leaves.
- The last term corresponds to the triangulations where we get only one tree when applying our transformation on its peeling tree. In that case the resulting tree has \( n - 1 \) leaves, a root labeled \( p - 1 \) hence \( 3(n - 1) - (p - 1) - 3 \) inner vertices in the tree and \( 4(n - 1) - 3 - (p - 1) \) vertices in total, one of them is distinguished explaining the factor \( 4T^\bullet - 3T - y\partial_yT \).

### 3.4 Triangulations with two boundaries

As in the case of quadrangulations, we are also able to enumerate triangulations with two boundaries. Considering the second boundary as a distinguished face, we can do the same decomposition according to the discovery of this different face. The discovery of this distinguished face corresponds in the peeling tree to a transition from a vertex labeled \( r \geq 1 \) to a vertex labeled \( r + q - 2 \) since we consider here the perimeter (and not the half-perimeter).
We introduce for this purpose $B_n^{(p,r)}$ the number of peeling trees of triangulations with $n$ leaves and a distinguished leaf with label $r$ and boundary of length $p$. When $r = 0$, we set $B_n^{(p,0)} = (n+1)T_n^{(p)}$ when $n \geq 1$. The last car decomposition leads to the following recursive equations:

$$\forall r \geq 1, \forall p \geq 1, \forall n \geq 1, \quad B_n^{(p,r)} = B_n^{(\max(p-1,1),r-1)} + \sum_{k=0}^{n-1} B_k^{(1,r-1)}B_n^{(p,1)}.$$  

This equation are very similar to Equation (11). We only need to adapt the initial conditions in the $B_n^{(p,0)}$'s. Given the $B_n^{(p,r)}$'s, we are now able to deduce the number $T_n^{(p,q)}$ of rooted triangulations with $n$ vertices and with a boundary of length $p$ and a distinguished face of length $q$ from this equation

$$T_n^{(p,q)} = \sum_{r=1}^{2n-q} \sum_{k=0}^{\lfloor \frac{r+q}{2} \rfloor + 1} B_k^{(p,r)}T_{n-k}^{(r+q-2)},$$

which is the analog of Equation (10) in the case of quadrangulations with two boundaries. The only changes are that we replaced the initial conditions and adjusted the bounds of the sums. Notice that we already enumerated the the triangulation with one boundary and a distinguished loop (the $T_n^{(p,1)}$'s) by $T^* - 2y\partial_y T - 6T + y\partial_y(yT)$ the left-hand side term of (9).

4 Comments and perspectives

We mention here a few possible developments of this work.

Other models of maps. We applied here a “last car decomposition” in the case of quadrangulations and triangulations with zero, one or two boundaries. We believe that this decomposition can be adapted for other models of planar maps such as $p$-angulations (at least for $p$ even) or (bipartite) maps with Boltzmann weights.

Solving equations. We gave here new equations which characterize the enumeration of a certain type of maps. Some of them were already explicitly enumerated (quadrangulations with zero, one or two boundaries, triangulations without boundary...) so it can be easily checked that their generating functions satisfy our equations. But we may wonder if we can recover those coefficients directly by solving our equations explicitly. This is also a relevant question in the cases when no explicit formula is known: can we extract from these equations explicit formulas for the coefficients?

Decomposition of maps. Here we gave a decomposition of the peeling tree into smaller peeling trees i.e. peeling trees of “smaller” maps. We do not know if this decomposition can be easily interpreted on the maps. In particular, we choose a specific way to reroot the maps in the peeling exploration, but there are many ways to do it by choosing different peeling algorithm. There may be a choice of peeling algorithm for which the transformation on the maps is “natural”. We have no hope that it is local but it may have similarities with the cut and slice operation of Louf [16].
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