Basis function expansions for galactic dynamics: Spherical versus cylindrical coordinates
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ABSTRACT

\textbf{Aims.} The orbital structure of galaxies is strongly influenced by the accuracy of the force calculation during orbit integration. We explore the accuracy of force calculations for two expansion methods and determine which one is preferable for orbit integration.

\textbf{Methods.} We specifically compare two methods, one was introduced by Hernquist & Ostriker (HO), which uses a spherical coordinate system and was built specifically for the Hernquist model, and the other by Vasiliev & Athanassoula (CylSP) has a cylindrical coordinate system. Our comparisons include the Dehnen profile, its triaxial extension (of which the Hernquist profile is a special case) and a multicomponent system including a bar and disk density distributions for both analytical models and \textit{N}-body realizations.

\textbf{Results.} For the generalized Dehnen density, the CylSP method is more accurate than the HO method for nearly all inner power-law indices and shapes at all radii. For \textit{N}-body realizations of the Dehnen model, or snapshots of an \textit{N}-body simulation, the CylSP method is more accurate than the HO method in the central region for the oblate, prolate, and triaxial Hernquist profiles if the particle number is more than $5 \times 10^5$. For snapshots of the Hernquist models with spherical shape, the HO method is preferred. For the Ferrers bar model, the force from the CylSP method is more accurate than the HO method. The CPU time required for the initialization of the HO method is significantly shorter than that for the CylSP method, while the HO method costs subsequently much more CPU time than the CylSP method if the input corresponds to particle positions. From surface of section analyses, we find that the HO method creates more chaotic orbits than the CylSP method in the bar model. This could be understood to be due to a spurious peak in the central region when the force is calculated with the HO expansion.

\textbf{Conclusions.} For an analytical model, the CylSP method with an inner cutoff radius of interpolation $R_{\text{min}}$ as calculated by the AGAMA software, is preferred due to its accuracy. For snapshots or \textit{N}-body realizations not including a disk or a bar component, a detailed comparison between these two methods is needed if a density model other than the Dehnen model is used. For multicomponent systems, including a disk and a bar, the CylSP method is preferable.
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1. Introduction

Stellar orbits and their families are the fundamental building blocks for the dynamics of galaxies. They are also critical in constructing dynamical models of galaxies using the Schwarzschild method (e.g. Schwarzschild 1979; Rix et al. 1997; Thomas et al. 2004; van de Ven et al. 2006; van den Bosch et al. 2008; Wang et al. 2008; Wu et al. 2009, 2017; Breddels et al. 2013; Zhu et al. 2018; Magorrian 2019; Jin et al. 2019) or the made-to-measure method (e.g. Syer & Tremaine 1996; de Lorenzi et al. 2007, 2009; Long & Mao 2012; Hunt et al. 2013; Long et al. 2013; Zhu et al. 2014; Long 2016; Portail et al. 2017; Bovy et al. 2018). Moreover, orbits can be used to explain tidal streams (e.g. Price-Whelan et al. 2016; Pearson et al. 2017), the kinematics in the Solar neighborhood (e.g. Dehnen & Binney 1998a; Fux 2001), the origin of hypervelocity stars (e.g. Zheng et al. 2014; Kenyon et al. 2014; Erkal et al. 2019), the flow of gas in bars (Athanassoula 1992a,b) and the formation and structure of bars, including their boxy and peanut bulges (e.g. Patsis et al. 1997, 2002, 2003).

The studies mentioned above often require orbit integrations. For simple analytic potentials, the accuracy of orbit integration is high. However, most of these models are not sufficiently realistic for galactic studies. In more realistic models, for example for the bar in the Milky Way, the potential and force cannot be given directly in an analytical form, even for an analytic density profile. Therefore, methods for calculating the potential and force are needed even for analytical models.

A direct way to obtain the orbit properties is by using \textit{N}-body simulations. We note that \textit{N}-body simulations have successfully reproduced many properties of galaxies, but it is difficult to control the accuracy of the force calculation in a simulation. The advantage of \textit{N}-body simulations is that the potential models are self-consistent; therefore, the orbit properties can be studied in a frozen simulation potential as long as it varies slowly. One accurate method to calculate the force in such a potential is to sum the force contribution for each particle; however, this method is not realistic if the particle number is large. An alternative is to calculate density-potential pairs using basis-function expansion techniques (e.g. Rojas-Niño et al. 2016). The Poisson’s equation can be solved in spherical coordinates (e.g. Clutton-Brock 1973; Hernquist & Ostriker 1992; Zhao 1996; Rahmati & Jalali 2009; Lowing et al. 2011; Lilley et al. 2018) or in cylindrical coordinates.
coordinates (e.g. Clutton-Brock 1972; Kuijken & Dubinski 1995; Earn 1996; Dehnen & Binney 1998b; Cohl & Tohline 1999).

For each coordinate system, there are many different basis functions. One such expansion technique was proposed by Hernquist & Ostriker (1992, hereafter HO92). Hereafter we refer to this method as the HO method. This method has been widely used for galactic bars (e.g. Zhao 1996; Wang et al. 2012; Price-Whelan et al. 2016; Pearson et al. 2017) and for N-body potentials (e.g. Weinberg & Katz 2002; Bryan et al. 2012; Wang et al. 2013, 2019; Meiron et al. 2014; Zhu et al. 2017). For the expansion in cylinder coordinates, Vasiliev & Athanassoula (2015) have improved the speed and accuracy of the force calculation by using a spline interpolation technique. We refer to their method as the CyISP method.

Each of these expansion methods has its advantages and disadvantages, and some recent studies already gave comparisons between the spherical-harmonic expansion method and the CyISP method (Vasiliev & Athanassoula 2015; Vasiliev 2019). There are many parameters in each method, and the accuracy of each method depends on the values chosen for these parameters, as well as on the density distribution and the particle number. In this paper, we give here a more detailed comparison between the HO and CyISP methods. The accuracy of the force calculation can affect the orbit shape, and the resulting orbit families in the systems (e.g. Carpenter & Wachlin 2006). In this paper we also study how the expansion methods affect the orbit families. The outline of the paper is as follows. In Sect. 2 we describe the two expansion methods for the potential and accelerations. In Sect. 3 we compare their accuracy for a triaxial extension of the Dehnen models (Dehnen 1993). In Sect. 4 we present our comparisons for a multicomponent model which includes a Ferrers bar. In Sect. 5 we present the summary and discussions.

2. Potential and accelerations

Given a model density distribution, the potential can be calculated using Poisson’s equation. Then the accelerations of the model can be obtained from the derivatives of the potential. For complicated density distributions, the potential and density can be expanded on a set of simple orthogonal basis-function in spherical coordinates

\[ \rho(R, \theta, \phi) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=0}^{m_{\text{max}}} A_{l,m} \rho_l Y_{l,m}(\theta, \phi), \]

\[ \Phi(R, \theta, \phi) = \sum_{l=0}^{l_{\text{max}}} \sum_{m=0}^{m_{\text{max}}} B_{l,m} \Phi_{l,m}(\theta, \phi), \]

where \( n \) is the radial expansion parameter, and \( l \) and \( m \) are the usual angular parameters. There are many basis functions and different expansion formats in the spherical coordinates (e.g. Clutton-Brock 1973; Hernquist & Ostriker 1992; Zhao 1996; Weinberg 1999; Wang et al. 2012; Vasiliev 2013). Here we focus on the HO method. The potential and accelerations can be written as Eqs. (3.13) and (3.21)–(3.23) in HO92, respectively. In the HO method, the expansion coefficients are determined by three-dimensional integrals (see Eq. (3.14) in HO92). For a given system, the expansion coefficients are calculated only once, and the potential and force in any arbitrary position can be obtained using these coefficients.

For a nearly disk system, the density and potential pairs are naturally expanded in cylindrical coordinates \((R, z, \phi)\). The density and potential can be represented by the Fourier series

\[ \rho(R, z, \phi) = \sum_{m=0}^{m_{\text{max}}} \rho_m(R, z) \exp(im\phi), \]

\[ \Phi(R, z, \phi) = \sum_{m=0}^{m_{\text{max}}} \Phi_m(R, z) \exp(im\phi), \]

and each term in the expansion is given by

\[ \rho_m(R, z) = \frac{1}{2\pi} \int_0^{2\pi} \int_{-\infty}^{\infty} \rho(R, \theta, \phi) \exp(-im\phi) \, d\theta \, d\phi, \]

\[ \Phi_m(R, z) = -G \int_{-\infty}^{\infty} \int_0^{2\pi} \int_0^{2\pi} \rho(R', \phi') \exp(-k|z - z'|) \, d\phi' \, d\phi, \]

where \( m_{\text{max}} \) is the truncated number of azimuthal Fourier harmonic terms. For an axisymmetric model, only the \( m = 0 \) term is needed, while \( m_{\text{max}} \leq 12 \) is enough for typical asymmetric models (Vasiliev 2019). We note that \( J_m \) is an m-order Bessel function of the first kind, and can be expressed analytically by the half-integer degree Legendre function of the second kind \( \mathcal{Q}_{m-1/2} \) (Gradshteyn & Ryzhik 1965; Cohl & Tohline 1999; Holley-Bockelmann et al. 2005)

\[ \Xi = \frac{1}{\pi \sqrt{RR'}} \mathcal{Q}_{m-1/2}(R^2 + R'^2 + (z - z')^2), \]

\[ \Xi = [R^2 + R'^2 + (z - z')^2]^{1/2} \delta_{mn}, \text{ if } R = 0 \text{ or } R' = 0. \]

Equation (6) shows that the potential can be obtained by a two-dimensional integration, and this integration depends on the \( (R, z) \) coordinates of the system. Therefore, the calculation is time consuming if the input model is analytical. In order to increase the speed for the calculations of potential and forces, Vasiliev & Athanassoula (2015) improved this expansion using a spline interpolation. Therefore, the potential and forces can be obtained only in some fixed grids \((N_R \times N_z)\) within a fixed region \( R \in [R_{\text{min}}, R_{\text{max}}], z \in [z_{\text{min}}, z_{\text{max}}]\), and then the potential and forces in any position can be derived by the spline interpolation. There are two advantages in using the spline interpolation. First, the speed for the orbit integration can be improved by several orders of magnitude. Second, the unphysical noise for the force can be smoothed if the input model is a snapshot of an N-body simulation.

3. Generalized Dehnen models

3.1. General density

The density models we consider here are triaxial and their spherical analogs were first discussed by Dehnen (1993). The density model is (Merritt & Fridman 1996)

\[ \rho(m) = \frac{(3 - \gamma)M}{4abc m^{\gamma}} (1 + m)^{(4 - \gamma)}, \quad 0 \leq \gamma < 3, \]

with

\[ m^2 = \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2}, \quad a \geq b \geq c. \]
Fig. 1. Potential and forces for the Hernquist models. From left to right: the input density model is spherical, oblate, prolate, and triaxial, respectively. In each panel, the black line is the result for the model given by Merritt & Fridman (1996). The red, blue, and green lines are the results for the HO method with \((n_{\text{max}}, l_{\text{max}}) = (16,12), (12,12), \) and \((6,4)\), respectively. From top to bottom: the radius \(r\) was measured along the \(x\)-, \(x\)-, \(y\)-, and \(z\)-axes, respectively. The \(x\)-axis is the major axis and the \(z\)-axis is the minor axis of the density distribution.

Above, \(M\) is the total mass of the model and \(\gamma\) is the inner density profile index. We refer to this kind of density distribution as the generalized Dehnen models or simply as Dehnen models. Specifically, the \(\gamma = 1\) case is the same as the Hernquist (1990) model. The iso-density contours are ellipsoids with axis ratios of \(a:b:c\). We adopt four combinations of \(a:b:c = 1:1:1, 1:1:0.2, 1:0.2:0.2, \) and \(1:0.79:0.5\), corresponding to spherical, oblate, prolate, and triaxial models, respectively. Merritt & Fridman (1996) analytically reduced the triple integrals of the potential and force calculations to a single integral each. This is of course a considerable improvement as the corresponding calculations are much easier to perform numerically and, moreover, are much more accurate. We thus use them here, labeling them as “true” values.

For a spherical model, the potential and forces have analytical expressions (see Eqs. (4) and (6) in Merritt & Fridman 1996).

3.2. Comparisons for analytic potentials

In Fig. 1, we show the potential and accelerations of the Hernquist models, comparing the true values and the results from the HO method. It is seen that the HO method can approximate the potential well for a spherical system. For oblate and prolate systems, the HO method does not provide accurate forces in the central region. Naturally, larger values of \(n_{\text{max}}\) and \(l_{\text{max}}\) give more accurate expansions than smaller ones for most models and in most regions. For a spherical system, we find that large values of \(n_{\text{max}}\) and \(l_{\text{max}}\) generate larger errors in the force along the minor axis \((a_z)\) in the central region than those only using the lower order terms of coefficients, this is reasonable and consistent with that in HO92. In the HO method, the zeroth order terms in the expansion of the density and potential are the Hernquist distribution and its corresponding potential. Therefore, if only the zeroth terms are adopted in the spherical model, then the errors in both the forces and potential are zero. In order to give a consistent comparison for different shapes, we also kept the high-order terms in the expansion. Also, for the triaxial system, if \(n_{\text{max}} = 16\) and \(l_{\text{max}} = 12\), then the HO method can give accurate expansions.

In Fig. 2, we show the potentials and accelerations of the Hernquist models, comparing the true values and the results from the CylSP method. Here we consider different values of \(R_{\text{min}}\) in this method. In the AGAMA software implementation (Vasiliev 2019) of the CylSP method that we are using, the code automatically chooses the \(R_{\text{min}}\) value and in the case of our models gives a few times \(10^{-5}\). It is clear that this method can reproduce the potential well for spherical, oblate, prolate, and triaxial systems. For the forces from the CylSP method, the value of \(R_{\text{min}}\) that is given by the software can give accurate values in all cases except in the central-most region \((r < 2 \times 10^{-3})\) for the spherical, prolate, and triaxial models. For the forces from \(R_{\text{min}} = 0.01\)
and $R_{\text{min}} = 0.1$, obvious wiggles appear in the central region ($r < 0.1$).

We also consider different values of $m_{\text{max}}$ and $N_R$, $N_c$ for the CylSP method. It should be noted that $N_R = 40$ can give good accuracy as shown in Vasiliev & Athanassoula (2015). We then searched for the optimum $m_{\text{max}}$ value and found that there is hardly any improvement beyond $m_{\text{max}} = 12$, while the necessary CPU time is considerably increased. For $m_{\text{max}} \geq 12$, the accuracy for the force and potential is almost unchanged even when $m_{\text{max}}$ is further increased together with CPU time. Therefore, we adopt $N_R = N_c = 40$ and $m_{\text{max}} = 12$ in the CylSP method in this paper unless stated otherwise.

In Fig. 3, we show the relative error in the potential and forces for both the HO and CylSP methods for the analytical Hernquist models. We note that the CylSP method is more accurate than the HO method for nearly all cases, all shapes, and all radial ranges.

Figure 4 shows the relative errors in the potential and forces for the models with a different inner density profile index $\gamma$, using the HO method for the small radius $r = 0.01$. It is important to notice that the accuracy of the HO method depends on $\gamma$. In the spherical, oblate, and triaxial systems, the accuracy of $\gamma = 1$ is, in general, higher than for the other $\gamma$ values, with the exception of the $z$ component of the force in the triaxial model. This is not surprising since the HO method is designed for $\gamma = 1$. For models with another value for $\gamma$, the HO method is not accurate for either the potential or the force; this is especially the case for a low number of expansion coefficients. The deviation from the exact values is $10 \%-100 \%$ in the force for modes with $\gamma \neq 1$. This deviation is due to the HO method itself, and it was also presented in HO92. For the Hernquist model, the accuracy for the spherical distribution is higher than that for the prolate one. We note that there is a significant difference of the accuracy between $\gamma = 1.9$ and 2 for the triaxial model with $(m_{\text{max}}, l_{\text{max}}) = (16,12)$ in the potential. These relative errors depend on the accuracy of the true value and the HO results, and their accuracy depends on the density distribution of the model; even two models with similar values for $\gamma$ may exhibit a significant difference. Moreover, we also tested the relative errors in the force for the triaxial models with $\gamma = 1.9, 1.92, 1.94, 1.96$, and 2 with $(m_{\text{max}}, l_{\text{max}}) = (16,12)$, and we found that these errors between two values for $\gamma$ that are close can differ quite markedly.

Figure 5 shows the relative errors in the potential and forces for the models with a different value for $\gamma$, using the CylSP method for $r = 0.01$. It is seen that the CylSP method can approximate the potential and forces well with $\gamma = [0,2]$ if $R_{\text{min}} = 0.01$, or for the small value given by the AGAMA software. This shows that 0.01 and the value provided by AGAMA are the appropriate values for $R_{\text{min}}$ for the Dehnen models, while $R_{\text{min}} = 0.1$ is not. Compared with the accuracy from the HO method, the CylSP method performs considerably better at $r = 0.01$, that is, close to the center. In the spherical and oblate models, we found that there is a significant difference in the accuracy between $\gamma = 1.9$ and 2 for $R_{\text{min}}$ provided by AGAMA and 0.1, while this difference is small for $R_{\text{min}} = 0.01$. It is known that forces from the CylSP method are obtained by spline interpolation and that their values are strongly related to the positions of the grids. Moreover, the grids are divided by $R_{\text{min}}, R_{\text{max}}$ and $N_R$, and each grid cell has roughly the same mass (Vasiliev 2013). In other words, the grids depend on the mass distribution of the grids.
For the HO method, \((n_{\text{max}}, l_{\text{max}}) = (16, 12)\). For the CylSP method, \(R_{\text{min}}\) is given by the AGAMA software, \(N_R = 40, N_z = 40, z_{\text{min}} = 0, R_{\text{max}} = z_{\text{max}} = 100\).

---

**Fig. 3.** Relative error in the potential and forces for both the HO (red lines) and CylSP (blue lines) methods for the analytical Hernquist models. For the HO method, \((n_{\text{max}}, l_{\text{max}}) = (16, 12)\). For the CylSP method, \(R_{\text{min}}\) is given by the AGAMA software, \(N_R = 40, N_z = 40, z_{\text{min}} = 0, R_{\text{max}} = z_{\text{max}} = 100\).

**Fig. 4.** Relative errors of the potential and forces for models with a different \(\gamma\) value for \(r = 0.01\). From the left to right: the input density model is spherical, oblate, prolate, and triaxial, respectively. The red, blue, and green lines are the results for the HO method with \((n_{\text{max}}, l_{\text{max}}) = (16, 12), (12, 12), \) and \((6, 4)\), respectively.

Therefore, even when \(R_{\text{min}}, R_{\text{max}}, \) and \(N_R\) are the same for two different models, the grid positions can be quite different. This is the reason why we find significant differences in the forces for models \(\gamma = 1.9\) and \(2\) between \(R_{\text{min}} = 0.1\) and the value provide by AGAMA. Furthermore, we checked the relative errors in the forces for the spherical and oblate models with \(\gamma = 1.9, 1.92, 1.94, 1.96, \) and \(2\) with \(R_{\text{min}} = 0.1\) and the value given by AGAMA, and we found that the relative errors between two similar \(\gamma\) values can also be different. Although, both the HO and CylSP methods have sudden jumps from models with \(\gamma = 1.9\) to \(2\); the amplitude of the jump can be much bigger for the HO method than for the CylSP method. For the HO method, it can reach on the order of 100% for \(n_{\text{max}} = 6, l_{\text{max}} = 4\); whereas, in the CylSP method, it can go between \(10^{-3}\) and \(10^{-4}\), or, in the
worst case scenario, between $10^{-3}$ and $10^{-2}$. Thus, here as well the CylSP method performs much better than the HO method.

The left panels of Fig. 6 show the relative error of the potential and forces for prolate models with a different $c/a$ by using the HO method for the small radius $r = 0.01$. We find that the HO method can give a better estimation for the potential than for the forces. For the latter, the HO method gives more accurate values for larger values of $c/a$. The reason is that the model becomes more spherical with an increasing $c/a$ and that a spherical system has a higher accuracy than a prolate one, as is shown in Fig. 4.

The right panels of Fig. 6 show the relative error of the potential and forces for prolate models with a different $c/a$ by using the CylSP method for the small radius $r = 0.01$. It is found that the CylSP method can give accurate values for both the potential and forces in the prolate model at $r = 0.01$ and the accuracy is nearly the same with $c/a \geq 0.4$ in the potential, $a_x$ and $a_y$. We can thus conclude that the CylSP method is more accurate than the HO method at $r = 0.01$.

3.3. Comparisons for particle realizations of generalized Dehnen potentials

In order to study the accuracy of the two expansion methods for particle realizations of given potentials, we used the inverse function sampling method to generate the Dehnen models with spherical, oblate, prolate, and triaxial shapes as well as different particle numbers. Figure 7 shows the relative errors of the potential and forces for the Hernquist models with different particle numbers using the HO method at radius $r = 0.01$. We randomly generated 40 samples with different particle numbers. The filled circles in Fig. 7 are the mean value and the error bars are the standard error from these 40 samples. We also note that the error bar size in each point is different. One possible reason is that there is a high Poisson noise level if the particle number is smaller than $10^7$, particularly in the central region. In the central region $r \leq 0.01$, the density is high but the total enclosed mass is low, resulting in the Poisson noise due to the small number of particles sampled. The second reason is that the error bar size also

---

Fig. 5. Same as in Fig. 4, but for the CylSP method. The red, blue, and green lines represent the results with $R_{\text{min}} = 0.1, 0.01,$ and the value provided by AGAMA, respectively.

Fig. 6. Relative error in potential and forces for both the HO (left) and the CylSP methods (right) for the prolate models with a different $c/a$ at $r = 0.01$. Left panels: the red, blue, and green lines are the results for the HO method with $(n_{\text{max}}, l_{\text{max}}) = (16,12), (12,12),$ and $(6,4)$, respectively. Right panels: the red, blue, and green lines represent the results for the CylSP method with $R_{\text{min}} = 0.1, 0.01,$ and the value given by AGAMA, respectively. From top to bottom: the radius $r$ is along the $x$-, $y$-, and $z$-axes, respectively.
depends on the mean value of the deviation since we use a logarithmic scale for the $x$-axis.

It is seen that the forces obtained from the HO method deviate from the true value less than 2% if $N_p \geq 5 \times 10^7$, and this deviation is nearly independent of the number of expansion coefficients $n_{\text{max}}$ and $l_{\text{max}}$. For the oblate model, the force deviations for the HO method with $(n_{\text{max}}, l_{\text{max}}) = (16, 12)$ are smaller than $-9\%$ and these deviations weakly depend on the particle number. It is also noted that the forces along the $z$-axis with $(n_{\text{max}}, l_{\text{max}}) = (12, 12)$ are more accurate than those with $(n_{\text{max}}, l_{\text{max}}) = (16, 12)$. As shown in HO92, increasing the number of expansion terms can improve the accuracy of the system as a whole, the reconstructed acceleration with a higher number of expansion coefficients can deviate more from the corresponding exact values at the central region (HO92). This is one possible reason as to why we find the results from a lower number of expansion coefficients at $r = 0.01$ that are more accurate than those from a higher number of expansion coefficients. Another possible reason is that there is a high Poisson noise level in the central region. The prolate model has the largest force deviation of these four shapes. These deviations are $\sim 20\%$ for $(n_{\text{max}}, l_{\text{max}}) = (16, 12)$ and these values are nearly constant along the particle numbers. The triaxial model is more accurate than the oblate and prolate models, but less accurate than the spherical one. The force deviations are $\sim 3\%$ for $(n_{\text{max}}, l_{\text{max}}) = (12, 12)$ at $r \geq 0.01$ and they depend only weakly on the particle number.

Figure 8 shows the relative errors of the potential and forces for the Hernquist models with different particle numbers at $r = 0.01$ when using the HO method. In each panel, the red, blue, and green lines are the results for HO method with $(n_{\text{max}}, l_{\text{max}}) = (16, 12)$, $(12, 12)$, and $(6, 4)$, respectively. The filled circles are the mean value from 40 random samples, and the error bar is the standard error from these samples. We see that the force accuracy for the CylSP method with $R_{\text{min}}$ as given by the AGAMA software is equivalent to that of the HO method for the spherical and triaxial models, and higher than the HO method in the oblate and prolate models with $N_p \geq 5 \times 10^7$. Compared to the analytical model, we can see that the advantages of the CylSP method over the HO method are weakened for the particle samples, as was also found by Vasiliev & Athanassoula (2015). The reason is that, in the analytical models, the HO method expansion coefficients are determined by a three-dimensional integration while the expansion coefficients in the CylSP method are obtained from a two-dimensional integration. For particle realizations, however, the integration is unnecessary for both methods in calculating the expansion coefficients.

We also compared the accuracy for these two methods at a smaller inner radius, namely $r = 0.001$. We found that the accuracy for forces for the HO method is higher than that for the CylSP method in the spherical and triaxial models and this trend is independent of the particle number. For the oblate and prolate models, the CylSP method is more accurate than the HO method if $N_p \geq 10^6$.

Except for the force accuracy, the required CPU time is also important for the orbit integration. We consider both the initialization time, which was performed only once, and the subsequent time. In the HO method, the initialization part calculates the expansion coefficients, while both the expansion coefficients and the force on the grid are calculated in the CylSP method. For an analytical model, the expansion coefficients are determined by three-dimensional integrations in the HO method, while those are calculated by two-dimensional integrations in the CylSP method. If the CPU time for the force on the fixed grid is also considered, the initialization time for the CylSP method can be comparable to that in the HO method for the analytical model.
In this paper, we study both the initialization time for an $N$-body realization and the time after initialization to calculate the force and acceleration.

On the left side of Fig. 9, we show the dependence of the initialization CPU time on the particle number from the HO method. It is clear that the initialization time is proportional to the particle number and independent of the model shape. This is normal because the expansion coefficients in the HO method are the sum of a function of the particle position (see Eq. (3.17) in Hernquist & Ostriker 1992). In the HO method, the subsequent time is used to sum the expansion terms, which are related to the number of the expansion coefficients $N_{EC} = \frac{1}{2}(n_{\text{max}} + 1)(l_{\text{max}} + 2)(l_{\text{max}} + 1)$. For both the analytical model and $N$-body particles, once the expansion coefficients have been obtained, the subsequent CPU time is the same if the same $N_{EC}$ is adopted. The right panel of Fig. 9 shows the dependence of the subsequent CPU time on the number of the expansion coefficients for the HO method. We find that the subsequent time in the HO method increases significantly with the number of the expansion coefficients, which can be explained by Eq. (3.17) in HO92.

Figure 10 shows the dependence of the CPU time on the parameters of particle number $N_p$ (top left), and $N_R$ (top right) and $m_{\text{max}}$ (two bottom panels) for the CylSP method. The bottom right panel is for the subsequent calculation time while the other three panels are for the initialization CPU time. We find that the initialization CPU time increases significantly with the particle number $N_p$ and the grid number $N_R$. It is noted that the initialization CPU time in the oblate and spherical models is significantly smaller than that in the prolate and triaxial models. The reason is that only the $m = 0$ terms are needed for a disk system, with the spherical system being a special “disk” system. This is the reason why we find the initialization CPU time to be a constant in the spherical and disk models, which can be seen in the bottom left panel of Fig. 10.

Compared with the HO method, the initialization CPU time in the CylSP is high. However, the subsequent time in the CylSP method is much lower than that in the HO method. The reason is that the subsequent time in the HO method is the cost of summing $N_{EC}$ terms of the basis function; whereas for the CylSP method, it is only the time to use a two-dimensional interpolation routine (Vasiliev 2019). Therefore, if a large number of orbits need to be calculated, such as millions of orbits, this is something that should be kept in mind.

4. A multicomponent model with a Ferrers bar

Since nearly two-thirds of spiral galaxies in the Universe are barred (e.g. Lee et al. 2012; Buta et al. 2010, 2015), it is important to discuss the application of the different expansion methods to barred galaxies. Here we consider a fiducial barred galaxy
model, which consists of a Miyamoto (MN) disk (Miyamoto & Nagai 1975), a Plummer halo (Plummer 1911) and a Ferrers bar (Ferrers 1877). The parameters we used are those listed in Table 1 in Skokos et al. (2002) and, for reasons of continuity, we have the same bar orientation, that is, along the y-axis. The potential and force for this bar model can be obtained directly by following the appendix in Pfenniger (1984).

Figure 11 shows the potential and forces for the barred galaxy models using the HO method. The input model is an analytical model. It is seen that the HO method can reconstruct the potential well, except for the potential in the central region (r < 0.1) of the Ferrers bar and the MN disk. For the Plummer halo, the HO method can give a good approximation if a large number of expansion coefficients are used.

Figure 12 also shows the potential and forces for the models using the HO method, but now the input is an N-body realization of the model. It shows again that the HO method can provide large errors for the force in the central region, both for the Ferrers bar and the MN disk. It is also noted that the potential of the MN disk, as calculated by the HO method, significantly deviates from the true value. One possible reason was that our input N-body snapshot is sampled using the revised function method. We have compared the density from the sampled particles with the analytical model; the density at r < 1 has a 5% deviation for the sampled particles, as was also found by Vasiliev & Athanassoula (2015).

Figure 13 shows the potential and forces for the analytical barred galaxy models using the CyISP method. Clearly, CyISP can reproduce the potential and forces well for the Ferrers bar, MN disk, and the Plummer halo. We also find that the results from different R_{min} are nearly same; the reason is that the potential and accelerations vary slowly in the central region in these models.

Figure 14 shows the potential and forces for the barred galaxy models by using the CyISP method. The input is the particle realization with particle number N_p = 10^6. Generally, we find that the CyISP method is more accurate than the HO method, especially in the central region of the system. However, there are some wiggles in the force distribution in the Ferrers bar, MN disk, and Plummer halo, and the results from R_{min} = 0.01 and the R_{min} provided by AGAMA give larger wiggles than those from R_{min} = 0.1. These wiggles affect the orbit shape in the system, especially the box orbits. To determine the reason why these wiggles occur, we increased the number of particles in the N-body model. As is shown in Fig. 15, the wiggles become weaker with the increasing number of boxes and the wiggles vanish if the particle number is 10^7.

For the Ferrers bar model, we have found that the CyISP method is more accurate than the HO method along the radius even when the expansion coefficient terms with n_{max} = 16, l_{max} = 12 are adopted. As is shown in Fig. 16, the accuracy of the HO method can be comparable to the CyISP method at large radii (r > 0.1) if n_{max} = 40, l_{max} = 40 are used. However, the accuracy in the central region is not improved for the HO method.

Since the accuracy of the forces from the HO and CyISP methods is different, this will affect the accuracy of the orbit integration, and thus the orbit structure. One useful way to characterize the orbit structure is the surface of section (SOS). In the bar model, we follow Skokos et al. (2002) and consider the y-axis to be the longest major axis. Therefore, we consider the intersection of the orbit with the plane y = 0 and in particular those with v_y > 0. For each energy, we generated 25 initial conditions of orbits with x ≠ 0 and v_y ≠ 0.

Figure 17 shows the SOS for four Jacobi’s energies from the analytical potential, the HO method and the CyISP method, respectively. In order to focus on studying how the accuracy of the force from the bar affects the SOS, we use analytical force and acceleration calculations for the MN disk and the Plummer halo. We also consider two different particle numbers of the bar to probe the discreteness noise. It is seen that the overall framework of the SOS at each E_{J} from three methods are similar, but the differences in the details are also obvious.

For example, around the x1 orbit, more chaotic orbits are generated from the HO method than from the true and CyISP method. This can be due to higher numerical errors in the central region, which we already discussed above. This can introduce a discontinuity and therefore chaos. It is also clear that the discreteness noise can be reduced with increasing particle number in both methods. However, even when the particle number is 10^7, the HO method still has large errors in the central region, and thus more chaotic orbits appear in the central region than those in the true and CyISP method. For the CyISP method, the N-body bar model with N_p = 10^7 can reconstruct almost the same SOS as the true potential, which again shows that the CyISP method works better than the HO method for a bar. In Table 1, we show that the stability of x1 orbit at different E_1. We found that the stability of the x1 orbit at these E_1 are the same for the three methods. Since we fixed the disk and halo potential, and as the particle mass of the Ferrers bar only contributes 10% of the mass for the whole system, the effect of
Fig. 11. Potential and forces for the barred galaxy models and their individual components. From left to right: the input density model is the Ferrers bar, the MN disk, the Plummer halo, and the total, i.e., bar + disk + halo, respectively. In each panel, the black line corresponds to the results for the model given by the analytical method directly. The red, blue, and green lines are the results for the HO method with \((n_{\text{max}}, l_{\text{max}}) = (16,12), (12,12), \) and \((6,4), \) respectively.

Fig. 12. Same as in Fig. 11, but the only difference is that the input is an \(N\)-body realization of our barred galaxy model. The total particle number for the bar is \(2 \times 10^6\). The particle numbers for the bar, disk, and halo are 200 000, 1640 000, and 160 000, respectively.

stability due to the force accuracy for the three methods is not obvious. We also tested the stability of the \(x1\) orbit at \(E_J = -0.37\) and \(E_J = -0.35\), which could show considerable differences between the three methods if the disk and halo were also represented by particles.

5. Summary and discussions

The accuracy of the potential and force calculations directly affects the orbit properties in a model. In this paper, we present a detailed comparison of the Hernquist & Ostriker (1992, HO)
method in the spherical coordinate system with the CyLSP method (Vasiliev & Athanassoula 2015), which uses the two-dimensional spline interpolation for Fourier coefficients in the cylindrical coordinate system. We have compared these two methods for two kinds of density distribution: one has a Dehnen profile (Dehnen 1993), which is generalized to nonspherical shapes (see Eq. (10)). If the inner density power-law index $\gamma$ is equal to 1, this is the Hernquist model. The second kind of model that we consider is a multicomponent galaxy model, which consists of a Miyamoto disk, a Plummer halo, and a Ferrers bar.

For the Hernquist model (with $\gamma = 1$), we find that the CyLSP method is more accurate than the HO method. This is especially the case in the central region if the input model is an analytical density distribution and a reasonable parameter set is chosen in the CyLSP method. However, if the input density is an $N$-body realization, we find that the force accuracy in the CyLSP method
Fig. 15. Potential and forces for the Ferrers bar with different redistribution numbers of particles. In each panel, the black line is the results for the model given by the analytical method. The red, blue and green lines represent the result in the CylSP method with $R_{\text{min}} = 0.1$, $R_{\text{min}} = 0.01$ and the value provided by AGAMA, respectively. From left to right: the results for $N$-body realizations with particle number $2 \times 10^5$, $5 \times 10^5$, $10^6$, and $10^7$, respectively.

Fig. 16. Relative errors of potential and forces for the HO (red lines) and CylSP (blue lines) methods for snapshots of an $N$-body realization of a Ferrers bar with a particle number $N_p = 10^6$. From left to right: the results for the HO with $(n_{\text{max}}, l_{\text{max}}) = (16,12), (20,20), (30,30)$ and $(40,40)$, respectively. For the CylSP method, $R_{\text{min}} = 0.1$, $N_R = 40$, $N_z = 40$, $z_{\text{min}} = 0.1$, $R_{\text{max}} = z_{\text{max}} = 100$.

is more sensitive to the particle number than the HO method. The force accuracy from the CylSP method at the central region is equivalent to the HO method for the spherical and triaxial models, and it is only higher than the HO method in the oblate and prolate models if the particle number is $N_p \geq 5 \times 10^5$. If the particle number is smaller than $5 \times 10^5$, the HO method is better than the CylSP method for the spherical and triaxial models.

For the generalized Dehnen model with $\gamma \neq 1$, the force accuracy from the HO method is lower than that for the Hernquist model. The CylSP method is more accurate than the HO method if the input density is the analytical Dehnen model. For the snapshot of an $N$-body realization, we also checked the force accuracy for these two methods at the central region. The advantage of the CylSP method to the HO method is significant.
Fig. 17. Surfaces of section (SOS) for the bar model. Left column: results for the analytic potential. Second and third columns: results for the HO method with $N_p = 2 \times 10^5$ and $N_p = 10^7$, respectively. Fourth and fifth columns: results for the CylSP method with $N_p = 2 \times 10^5$ and $N_p = 10^7$, respectively. From top to bottom: the rows correspond to $E_J = -0.41, -0.39, -0.37,$ and $-0.35$, respectively. The red filled circle in each panel is the position of the x1 orbit.

Table 1. Four Jacobi energies $E_J$ in the bar potential.

| $E_J$, $L_{1,2}$ | True | HO ($N_p = 2 \times 10^5$) | HO ($N_p = 10^7$) | CylSP ($N_p = 2 \times 10^5$) | CylSP ($N_p = 10^7$) |
|------------------|------|-----------------------------|------------------|-----------------------------|------------------|
| $L_{1,2}$        | ±6.044056 | ±6.045628 | ±6.045613 | ±6.045552 | ±6.045552 |
| $E_{3,1} = -0.41$| Stable | Stable | Stable | Stable | Stable |
| $E_{3,2} = -0.39$| Stable | Stable | Stable | Stable | Stable |
| $E_{3,3} = -0.37$| Stable | Stable | Stable | Stable | Stable |
| $E_{3,4} = -0.35$| Unstable | Unstable | Unstable | Unstable | Unstable |
| $E_{3,1}/E_{1,L_{1,2}}$ | 2.097498 | 2.097509 | 2.097476 | 2.097433 | 2.097455 |
| $E_{3,2}/E_{1,L_{1,2}}$ | 1.995809 | 1.995191 | 1.995160 | 1.995120 | 1.995140 |
| $E_{3,3}/E_{1,L_{1,2}}$ | 1.892864 | 1.892874 | 1.892844 | 1.892806 | 1.892825 |
| $E_{3,4}/E_{1,L_{1,2}}$ | 1.7905469 | 1.790556 | 1.790529 | 1.790492 | 1.790510 |

Notes. Row (1): name of three methods. Row (2): position of the Lagrangian points $L_{1,2}$. Row (3): Jacobi energy at $L_{1,2}$. Rows (4)–(7): stability of the x1 orbit at these Jacobi’s energies. Rows (8)–(11): ratio of $E_J/E_{1,L_{1,2}}$.
for the oblate shapes. For the more prolate Dehnen model, the CylSP method is accurate than the HO method. For the spherical and triaxial models, the HO method is significantly better than the CylSP method if the particle number is smaller than $5 \times 10^3$. However, for the spherical and triaxial Dehnen models, the CylSP method is significantly more accurate than the HO method if the particle number is $5 \times 10^6$.

For the multicomponent galaxy model with a Ferrers bar, MN disk and the Plummer halo, the HO method has a significant cusp in the central region of the bar, while the CylSP method gives good results for both the analytical model and the $N$-body realization. If we consider the bar component of this $N$-body realization separately, the CylSP method can also generate some wiggles in the central region for the force if a small $R_{\text{min}}$ is used, but these wiggles vanish with increasing particle numbers. The force error in the central region from the HO method can affect the orbit structure significantly, especially for box orbits, which approach very closely to the center, thus affecting the SOS. We find more chaotic orbits if the HO method is used and also that the stability of the $x_1$ orbits from these two methods may be different. The effect on detailed orbit families and a frequency analysis of orbits from these two methods will be considered in a future study.

If the input model is an analytical model, the CylSP method with $R_{\text{min}}$ as provided by the AGAMA software is preferred. For models with snapshots of an $N$-body simulation, the initialization CPU time for the HO method is significantly smaller than that for the CylSP method, while the subsequent CPU time for the CylSP method is much lower than that for the HO method. For models with snapshots of an $N$-body simulation, if the model is a spherical or nearly spherical Hernquist model, the HO method can be preferentially used.

For a multicomponent model for a barred galaxy, as expected, the CylSP method works better. A detailed comparison between these two methods for the particle realization is still needed if a density model other than the Dehnen model studied here is used. If the CylSP method is selected for snapshots of an $N$-body simulation, a relatively large $R_{\text{min}}$ ($R_{\text{min}} = 0.1$) is suggested.
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