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ABSTRACT

The suitability of 2-dimensional Discrete Wavelet Transform (2D DWT) as a tool in image and video compression is nowadays indisputable. Wavelet based techniques such as JPEG2000 for image compression has a lot more to offer than conventional methods in terms of compression ratio. This paper presents DWT and the use of its compression properties in image processing and briefly describes convolutional implementation of the discrete wavelet transform. More specifically, it deals with lifting implementations of the discrete wavelet transform (LDWT). The main feature of the lifting scheme is that all constructions are derived in the spatial domain. LDWT does not require complex mathematical calculations unlike traditional methods and does not depend on Fourier transforms. The lifting scheme is used to generate second-generation wavelets, which are not necessarily translation and dilation of one particular function. This paper compares two most common types of implementation of LDWT, which are LDWT using a filter banks (FB) 5/3 and 9/7. Within the experiment, the compression properties of the LDWT implementations are compared.
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1. INTRODUCTION

It is estimated that up to 80% of information is received via sight. That is why images and their processing are naturally the area of top scientific interest. The onset of integrated circuits, the development of optoelectronics, microelectronics and computing also result in an increase in digital image processing. In practice, almost all of the signals have to be processed in order to be further exploited. The digital video input data may be of different kinds. In medical technology it can be, for example, ultrasound, CT or RTG imaging. In the automotive industry, various images of parking cameras, satellite images for navigation, etc. This paper deals with a relatively modern technique of digital image processing and image analysis [1, 2]. It is wavelet transform that is widely used in digital image processing. The paper describes one of the possible DWT uses in image processing which is compression of the image. Image compression is highly desirable nowadays, when multimedia content is on the rise and the demand for quality service is also increasing. By effective compression, it is possible to reduce the size of the data stream and thus save valuable bandwidth in the transmission channels, or to improve the quality of the data transmitted at the same bandwidth. There are several ways to reduce the amount of information in the image, and DWT is one of them [2, 3]. The following chapters briefly describe the DWT and its convolution implementation, more specifically describe the lifting implementation of the DWT (LDWT) using a filter banks (FB) 5/3 and FB 9/7 [4]. Chapter 4 compares the effectiveness of image compression LDWT with FB 5/3 and 9/7. The time consumption of both mentioned LDWT constructs is compared as well. The results of image compression effectiveness and time consumption are presented graphically at the end of the paper.

2. DISCRETE WAVELET TRANSFORM

The discrete wavelet transform is a transform derived from a continuous wavelet transform for discrete variables. The DWT uses a series of low-pass (LP) and high-pass (HP) filters that divide the input signal. LP filters release low frequency samples labelled “approximate”, and HP filters release frequency components with higher frequencies called “detail”. However, this procedure doubles the number of samples. By filtering, only the frequency spectrum is cut, not the number of samples. By omitting each second sample in both signal strings, we receive N/2 of detail and N/2 approximate samples. These samples are called detailed (H) and approximate (L) DWT coefficients. This process is called decimation [5, 6]. DWT is one of lossless transforms. It is recursive, i.e. the original image can be recovered using reconstruction filters inverse to the transformation filter. DWT by convolution implementation does not have integer coefficients, additional memory is needed for its realization, and it is necessary to deal with the amplification of the signal at its edges during the convolution itself. These and other disadvantages of the DWT by the convolution method remove the LDWT [7, 8].

3. LIFTING IMPLEMENTATION OF DWT

The Lifting Method is a tool for faster processing. Compared to the classical convolutional method, it is characterized by fewer memory and computational demands. It speeds up calculation and is therefore also called a fast DWT. The input discrete signal can be directly replaced by its DWT and reverse DWT can be obtained directly from the direct DWT only by changing the order of operation and signs. It allows lossless compression and has a simple technical implementation. Wavelets acquired
using the lifting method are also called wavelets of the second generation. As mentioned above, one of the drawbacks of the classic DWT is that its coefficients are represented as floating-point numbers. This failure results in filter coefficients, which are in most cases rational or real numbers. The integrity of the LDWT coefficients is very desirable, especially for its hardware implementation. Each DWT based on lifting implementations can be easily transformed into an integer DWT (IDWT) by adding a rounding operation [9]. When speaking about IDWT, it is obvious that we mean lifting implementation, because convolutional implementation DWT cannot be an integer.

3.1. IDWT with FB 5/3

Filter bank (FB) 5/3 belongs to the group of biorthogonal banks. FB 5/3 has a relatively simple implementation, but the highest compression is achieved by filter banks with coefficients that have a large decimal fraction. It is used for lossless compression in the JPEG2000 standard. It is a filter bank that is often used in the wavelet transform by the lifting method [9]. IDWT with FB 5/3 consists of four steps: split, prediction (P), correction (C) and rounding (symbol └ ┘). Its block diagram is shown in Fig. 1 [10-12].

![Fig. 1](image)

**Fig. 1** Block diagram of one level decomposition using IDWT with FB 5/3

The input sequence \( c_j(n) \) is divided into two parts. One part contains even samples \( c_j(k) \) and the other odd samples \( d_j(k) \). As the odd and even samples are highly correlated, the sequence of detail coefficients can be calculated as difference between data of odd part and the result of the P (prediction) unit. After prediction of even samples, a rounding operation is used. It is clear that if the input is an integer, after subtraction of the rounded predict samples from integer odd samples, the detail coefficients will be integers. This gives the detail coefficients \( d_{j,1}(k) \). Finally, based on the detail coefficients the value of the correction is computed, it is also rounded and added to even samples, thus we get the approximate coefficients \( c_{j-1}(k) \) \[10-13\]. The output of one step of decomposition of 2D IDWT with FB 5/3 is described by equations (1) a (2).

\[
\begin{align}
    d_{j-1}(k) &= d_j(k) \times 0.5 \left( c_j(k) + c_j(k + 1) \right) \\
    c_{j-1}(k) &= c_j(k) + 0.25 \left( d_{j-1}(k) + d_{j-1}(k - 1) \right)
\end{align}
\]

(1) (2)

By applying these steps separately to the lines and image columns, a two-dimensional image decomposition using IDWT is obtained. The process of such decomposition is shown in Fig. 2 and a block diagram in Fig. 3.

![Fig. 2](image)

**Fig. 2** The 2D IDWT decomposition achieved by application of 1D IDWT on rows and columns separately

![Fig. 3](image)

**Fig. 3** Block diagram of one level decomposition using 2D IDWT with FB 5/3

3.2. IDWT with FB 9/7

Filter bank 9/7 belongs as well as FB 5/3 to a biorthogonal group and is also often used for lifting wavelet transforms. It is used in the JPEG2000 standard for lossy compression. Its implementation is more complex compared to FB 5/3 and its computational demand is higher, but it achieves better results. IDWT with FB 9/7 is made up of the same steps as FB 5/3, but the predictive and correction steps are repeated twice [10-13]. The IDWT block diagram with FB 9/7 is shown in Fig. 4.

![Fig. 4](image)

**Fig. 4** Block diagram of one level decomposition using IDWT with FB 9/7

The input sequence \( c_j(n) \) is split into two branches. One contains even samples \( c_j(k) \) and the other odd samples \( d_j(k) \). In the second step, the predicted value is calculated based on the even samples. It is rounded and subtracted from odd samples. The corrected value is calculated and rounded using odd samples and is added to even samples. In this way, we get the approximate coefficients \( c_{j,1}(k) \) and detail coefficients \( d_{j,1}(k) \) \[10-13\]. The output of one step of decomposition 2D IDWT with FB 9/7 is described by equations (3) - (8).
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\[ d_{i+1}(k) = d_i(k) - 1.58613 \left( c_i(k) + c_i(k + 1) \right) \]
\[ c_{i+1}(k) = c_i(k) - 0.05298 \left( d_i(k) + d_i(k - 1) \right) \]
\[ d_{i+1}(k) = d_i(k) + 0.88291 \left( c_i(k) + c_i(k + 1) \right) \]
\[ c_{i+1}(k) = c_i(k) + 0.44351 \left( d_i(k) + d_i(k - 1) \right) \]
\[ D_{i+1}(k) = 1.149604 \quad d_{i+1}(k) \]
\[ C_{i+1}(k) = c_{i+1}(k) \frac{1}{1.149604} \]

4. EXPERIMENTAL RESULTS

For the simulation of 2D IDWT with FB 5/3 and FB 9/7, an algorithm was developed in the MATLAB R2015a programming environment. Four standard test pictures were used for simulations: Lena, Baboon, Barbara and Peppers shown in Fig. 5. All images were in 8-bit greyscale and resolution of 1024 x 1024 pixels.

For simulation of FB 5/3 and FB 9/7 compression properties, the measured factor was the amount of energy present in the LL subband in proportion to the total image energy expressed in percent. The selected standard images were sequentially decomposed using FB 5/3 and then using FB 9/7. The compression efficiency results for FB 5/3 are shown in Fig. 6 and Table 1 and the compression efficiency results for FB 9/7 are shown in Fig. 7 and Table 2.

The results above show that the compression level is different for each image. For both lifting implementations of IDWT, the tested images Lena and Peppers showed a higher level of compression than images Barbara and Baboon. This is due to the fact that images with fewer details and edges show a higher correlation and thus greater redundancy. Transformation (FB 5/3 used) of images Lena and Barbara are shown in Fig. 8 and normalized energy distribution of these transformed images are shown in Fig. 9. From these figures can be seen that in detail subimages of image Barbara is stored more energy than in the case of image Lena.

![Fig. 5 Pictures used in simulation.](a) Lena, (b) Baboon, (c) Barbara and (d) Peppers)

| Decomposition level | Lena [%] | Baboon [%] | Barbara [%] | Peppers [%] |
|---------------------|---------|------------|-------------|-------------|
| 1                   | 95.542  | 90.285     | 91.046      | 96.933      |
| 2                   | 78.391  | 64.224     | 64.306      | 84.636      |
| 3                   | 44.071  | 29.803     | 29.187      | 54.410      |
| 4                   | 15.347  | 9.445      | 9.022       | 21.852      |
| 5                   | 4.131   | 2.516      | 2.384       | 6.329       |
| 6                   | 1.065   | 0.606      | 0.575       | 1.556       |
| 7                   | 0.238   | 0.1431     | 0.143       | 0.401       |

![Fig. 6 Comparison of energy compression efficiency to LL subband for different pictures with FB 5/3]

![Fig. 7 Comparison of energy compression efficiency to LL subband for different pictures with FB 9/7]

![Table 2 Amount of energy in LL subband for IDWT with FB 9/7](Fig. 7)
To compare the compression properties of both FBs tested, the average of the energy values of 40 images was calculated. These images are mainly textures [14] and images mentioned in the beginning of this chapter. Table 3 shows average values and deviations.

Table 3: Average values of energy in the LL subband

| Level | FB(5,3) [%] | STD [%] | FB(9,7) [%] | STD [%] |
|-------|-------------|---------|-------------|---------|
| 1     | 89.1520     | 8.5585  | 89.5635     | 8.6468  |
| 2     | 64.1603     | 19.1225 | 70.7515     | 17.8382 |
| 3     | 33.8842     | 19.4911 | 46.3323     | 21.3147 |
| 4     | 12.9861     | 11.1896 | 24.6008     | 16.9905 |
| 5     | 3.8753      | 4.0242  | 10.7197     | 9.5518  |
| 6     | 1.0265      | 1.1503  | 4.0361      | 4.0992  |
| 7     | 0.2655      | 0.3097  | 1.4261      | 1.5579  |

The graph in Fig. 10 shows that the FB 9/7 achieves higher compression characteristics during the compression energy to LL subband compared with FB 5/3 for all tested levels of decomposition.

As stated in the theory above, the FB 5/3 algorithm consists of fewer steps and is therefore faster than the FB 9/7 algorithm. Simulation to compare the speed of algorithms ran 50 times for experimental images (Lena, Baboon, Barbara, Peppers) and both tested filter banks. The simulation was performed with a computer with these parameters: CPU - Intel Core i5-3210M 2.5GHz, RAM - 8GB, HDD - 1TB 5400 rpm and OS - Windows 10. Fig. 11 and Table. 4 give the average times, standard deviation and trend curves at both FB for different levels of decomposition. The graph shows that FB 9/7 at all levels of decomposition is actually slower than FB 5/3, and both curves have an increasing trend with the increasing levels of decomposition.

Table 4: Duration of algorithms

| Decomposition level | FB 5/3 [s] | Deviation [s] | FB 9/7 [s] | Deviation [s] |
|---------------------|------------|---------------|------------|---------------|
| 1                   | 0.0676     | 0.0098        | 0.0963     | 0.0128        |
| 2                   | 0.0636     | 0.0052        | 0.1111     | 0.0105        |
| 3                   | 0.0698     | 0.0064        | 0.1139     | 0.0047        |
| 4                   | 0.0754     | 0.0086        | 0.1337     | 0.0142        |
| 5                   | 0.0720     | 0.0051        | 0.1235     | 0.0091        |
| 6                   | 0.0818     | 0.0152        | 0.1327     | 0.0212        |
| 7                   | 0.0858     | 0.0107        | 0.1610     | 0.0180        |
| 8                   | 0.0805     | 0.0069        | 0.1235     | 0.0197        |
| 9                   | 0.0785     | 0.0060        | 0.1427     | 0.0225        |
5. CONCLUSIONS

The aim of this paper was to describe the structure and properties of DWT, its use in compressing images as well as to compare compression properties of the two most popular filter banks, FB 5/3 and FB 9/7. It provides a brief description of the convolution method of DWT and the detail is given to IDWT method, specifically to its integer form using the above-mentioned FB. In the simulations, four basic test images were gradually decomposed using 2D IDWT with FB 5/3 and FB 9/7: Lena, Baboon, Barbara and Peppers. The observed factor was the amount of energy in the LL subband in proportion to the total energy of the decomposed image. The results show that images with fewer details and edges show higher compression properties than more complex images. The compression properties of IDWT with FB 5/3 and 9/7 were also statistically evaluated by transformation of 40 images. It was shown that FB 9/7 achieved higher compression properties compared to FB 5/3. Finally, it was confirmed by the simulation that the more complicated FB 9/7 algorithm is actually slower than the FB 5/3 algorithm for all tested decomposition levels.
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