Abstract: Software-defined networking (SDN) architecture has provided well-known advantages in terms of network programmability, initially offering a standard, open, and vendor-agnostic interface (e.g., OpenFlow) to instruct the forwarding behavior of network devices from different vendors. However, in the last few years, data plane programmability has emerged as a promising approach to extend the network management allowing the definition and programming of customized and non-standardized protocols, as well as specific packet processing pipelines. In this paper, we propose an in-network key-based routing protocol called P4-KBR, in which end-points (hosts, contents or services) are identified by virtual identifiers (keys) instead of IP addresses, and where P4 network elements are programmed to be able to route the packets adequately. The proposal was implemented and evaluated using bmv2 P4 switches, verifying how data plane programmability offers a powerful tool to overcome continuing challenges that appear in SDN networks.
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1. Introduction

The idea of decoupling end-points (hosts, contents or services) from network addresses has been demanded in the last few years to provide support to enhanced services on networks. Different solutions have been proposed to adapt location-centric TCP/IP architecture to the content-centric paradigm.

In this way, Information Centric Networking (ICN) [1] was proposed as a way of solving the problems of the existing internet at the same time as moving the Internet towards a content distribution architecture. Named data networking (NDN) [2], one of the most popular ICN-based projects, allows the addressing in a packet to be keys/names/whatever, but it requires additional in-network infrastructure. NDN nodes maintain three specific data structures (cache memory or content store (CS), pending interest table (PIT) and forwarding information base (FIB). In addition, NDN defines specific routing mechanisms and implements the content retrieval using two new packet types: interest and data packets. Recently, the potential of SDN and the flexibility offered by programmable switches have provided new possibilities to the development of NDN solutions, moving the PIT and FIB structures to the programmable switches [3].

Achieving the rollout of NDN architectures in traditional IP networks is a slow and key challenge. However, the power of Software Defined Networking (SDN) and programmable switches such as P4 devices offer us new possibilities. In this work, we make use of the potential and flexibility of SDN and P4 to propose and implement a network-level key-based routing mechanism that does not require any additional data structures and that can co-exist with existing L2/L3 protocols. P4-KBR (P4 Key-Based Routing) defines a network-level routing protocol where end-points are identified by virtual identifiers (keys) instead of traditional IP addresses, and P4 network elements are configured to be able to route the packets adequately. This proposal is not a protocol just for content retrieval like NDN-based solutions. Neither it is an application-level key-based lookup solution, such as well-known p2p solutions, where forwarding tasks are implemented at the peers.
In fact, P4-KBR is a non-IP network-level routing protocol that can be used by higher level applications and systems. In addition, as said before, table entries generated by the P4-KBR solution can co-exist with table entries required for other routing/forwarding protocols based on IP or MAC addresses.

A previous version of P4-KBR called OFC-KBR was defined for OpenFlow-based networks [4]. OFC-KBR (OpenFlow Compatible Key-Based Routing) performance was evaluated in different topologies from real networks, validating the foundations of the solution. However, the analysis and evaluation of OF-KBR allowed us to identify a weakness related to the resource requirement in OpenFlow switches. Recent advances in data plane programmability has offered a workaround to solve this problem. P4 language [5] and P4-Runtime specification [6] reduce considerably the limitations of OpenFlow protocol by allowing more fine-grained and flexible programmability of device data planes. Thus, the proposed P4-KBR routing protocol implantation obtains an optimal use of network element resources.

P4-KBR continues to use the SDN architecture to enable the network management, using in this case the SDN ONOS controller [7] for the management of the P4-based devices. The description and review of the integration process of the ONOS controller and a P4-based networking solution is another contribution of this work. Most of the recent works focus directly on data plane programmability using P4, not paying special attention to the required integration of the control and data planes. The experimental results using the P4-KBR-based system demonstrate how P4 can be used to overcome limitations or give response to technical requirements of recent OpenFlow-based SDN networks.

The remainder of the paper is organized as follows. Some related works are introduced in Section 2. Section 3 provides background information on the elements of the P4 ecosystem. Section 4 defines the proposed P4-KBR solution and Section 5 describes the implementation of the P4-KBR system in detail. Section 6 validates and evaluates the implemented P4-KBR system. Finally, Section 7 concludes the paper.

2. Related Work

Almost two decades ago, key-based routing (KBR) solutions in conjunction with Distributed Hash Tables were highly used to create structured P2P networks such as Chord [8], Pastry [9], Tapestry [10] or Kademlia [11] offering content-sharing solutions in overlay networks. These networks implemented a routing service at application level where a message looking for a particular could be routed towards the node responsible for that key. More recently, key-based solutions have been focused on the proposal of key-value storage systems to give support to datacenter infrastructures or to implement web caching solutions [12–14].

Inspired by application level KBR/DHT solutions, we have proposed a key-based routing solution directly implemented at network layer that makes use of the potential of Software Defined Networking and the power and flexibility of programmable data planes. The keys, also named virtual identifiers, are obtained from textual names, whose format can be defined depending on the requirements of the service that is going to make use of the proposed routing solution. Routing tasks become independent from the IP addresses, offering service developers a named-based routing service.

VIRO (Virtual Id ROuting) [15] proposed a key-based routing solution in the context of SDN/Openflow networks. The idea behind VIRO is the introduction of a topology-aware, structured virtual id space onto which both physical identifiers (e.g., Ethernet MAC addresses) as well as higher layer addresses/names (e.g., IPv4/IPv6) are mapped. Taking advantage of such a topology-aware and structured vid space, VIRO employs a KBR algorithm to build routing tables, look up objects (names, addresses, vids, etc.) and forward packets. In order to implement a required address–name resolution mechanism, each host-node needs to maintain a local table that maps the physical identifiers to virtual identifiers. On the other hand, besides the remote SDN controller responsible for the management plane, VIRO implementation also requires that each node includes a local SDN controller to
run the VIRO packets forwarding functions. Another important drawback of this solution is the fact that the standard Ethernet frame structure must be modified to be able to include the ids and the required forwarding directives. Consequently, the authors needed to modify and extend the match and the actions of the Open vSwitch user and kernel spaces to be able to implement their solution.

Returning to key-value store solutions, the recent work TurboKV [3] presents a distributed key-value store architecture that leverages the power and flexibility of programmable switches. Implemented in P4 using bmv2 switches, this work designs an indexing scheme to manage the directory information records inside the programmable switches, and defines protocols and algorithms to route TurboKV client packets (search queries) to targeted storage nodes.

3. P4 Ecosystem

Programming Protocol-independent Packet Processor (P4) [5] is a representative data plane programming language that provides packet processing abstractions in networking elements in a target-independent way. The P4 language is used to program how packets are going to be processed by the data plane of programmable forwarding elements (e.g., hardware or software switches, network interface cards, routers, or network appliances), which are commonly known as P4 targets.

The P4 language offers end-users the ability to create custom protocols and algorithms in an agile and generic way. It allows the user to specify the format of packets (protocol’s headers) to be recognised by network devices and the actions to be performed on incoming packets (e.g., forwarding, headers modification, adding protocol header). In addition, P4 offers stateful programming [6] based on the use of memory registers that can be accessed when processing a packet. Thus, forwarding procedures can be defined based on the network state, variations, and history of flow statistics at node level, without requiring the intervention of a controller.

The definition of a memory register that stores the switch vid and the possibility of defining new actions to be applied during processing of a packet through the pipeline are the key aspects that have made possible the implementation of the solution described in Section 4.3.

The P4 source code is not directly consumed by the network elements. A P4 program must be compiled for a particular platform. These platforms can be hardware-based (e.g., Barefoot Tofino, FPGA) or software-based (e.g., bmv2, eBPF/XDF, PISCES or P4rt-OVS). P4c [16] is a reference P4 compiler, that supports both P4 language versions P4-14 [17] and P4-16 [18]. A survey of P4 compilers can be found in [19].

Figure 1 depicts a typical workflow when programming a P4 target, showing the different elements involved in the P4 ecosystem. Target manufacturers provide a model of a specific hardware or software implementation, an architecture definition (that is, the P4 programmable blocks and an API to program the target) and a P4 compiler for the target. The P4 compiler maps the P4 source code into the target model, and it then produces a data plane configuration that implements the forwarding logic and an API to manage the state of the data plane objects from the control plane.

Another important and useful component of the P4 ecosystem is P4Runtime [6]. P4Runtime is a standard, open and silicon-independent protocol that enables us to control the P4 forwarding plane at runtime. Once a P4 program is deployed, it does not offer functions to interact with the P4 switch, for example, to add or remove entries in tables or to read counters. P4Runtime API has been developed for this aim. It follows a client–server model. A client integrated within the control plane interacts with the server to load the P4 program, write and read pipeline information (e.g., table entries and meters) and send and receive packets. P4Runtime uses a gRPCprotobuf-based language to define the API called p4runtime.proto.
As specified in the figure labeled in red, we have used ONOS (Open Network Operating System) [7], an open source SDN controller that includes support for P4Runtime, offering useful features such as: device discovery, P4 pipeline provisioning, match–action table operations (via exiting ONOS APIs such as FlowRule, FlowObjective or Intent), controller packet-in and packet out, and counter reads.

Our proposal has been validated using the P4 reference software switch bmv2 [20] and Stratum [21], a open-source silicon-independent switch OS that exposes a set of next-generation SDN interfaces including P4Runtime. Bmv2 switches can also be controlled and programmed using a Thrift-based interface with a Command Line Interface (CLI).

Packet processing in bmv2 switches using P4 has the following phases. The input packets are first handled by the P4 programmable **Parser Stage** defined as a state machine. Each state extracts header fields (e.g., Ethernet, IPv4, TCP/UDP), which are declared in the P4 program and, depending on the field value, the state will change to another state.

Once the packet is parsed, it passes through the P4 programmable **Ingress pipeline** where match–action tables are used. A table compares the matching fields in flow entries with packet headers or metadata to determine the appropriate actions. These actions include the possibility of modifying the header fields of the current packet (stateless or transient information) and perform stateful operations that store state persistently, i.e., for more than a single packet. P4 allows the programmer to maintain stateful or persistent information in the form of counters (for counter events associated to entries in tables), meters (for data rate measurement) and registers (counters that can be operated from actions in a general way).

After the **Ingress pipeline**, the packet can be transferred to a non-P4 programmable block that represents the non-programmable traffic manager including fixed functions provided by the target vendor. Next, the packets pass through the **Egress pipeline**, which could define additional match–action tables for further modifications if necessary. Finally, the packets pass through the **Deparser** for serialization and then they exit the switch.

### 4. P4-KBR
#### 4.1. Key-Based Routing Mechanism

The P4-KBR routing mechanism is inspired by Chord [8], a widely used application level DHT (Distributed Hash Table) protocol. The forwarding information used by Chord and its lookup procedure have been the foundations to define the routing mechanism of P4-KBR that, unlike Chord, is totally implemented at network level.

By way of summary, the upper part of Figure 2 shows the basic concepts of Chord. In particular, the finger table of a node is shown, and how it is used by the Chord lookup mechanism to forward a packet to the node responsible for the searched key.

---

**Figure 1.** P4 ecosystem.
The Chord lookup procedure, which checks the finger table from bottom to top to locate the next node towards the one responsible for the searched key, can be adapted to become a network-level key-based routing mechanism totally implemented at network level in P4 networks (or in OpenFlow-based networks as the predecessor OFC-KBR). This network level implementation results in a set of Match–Action flow table entries that will be inserted into each network device. The match fields of each entry determine a range of virtual identifiers, and the action fields indicate what to do when a packet destined to a value included in the range is received.

The SDN controller makes use of its global knowledge of the network to identify the node responsible of each finger table entry and to perform the translation, configuring the flow table of each network element adequately.

![Figure 2](image)

**Figure 2.** The upper part of the figure depicts the Chord basics: the definition of the finger table and the lookup mechanism. At the bottom of the figure, the set of value ranges and associated actions after transforming the lookup mechanism into a network level solution is shown.

The table at the bottom of Figure 2 shows the set of key ranges that are obtained for a network element and the forwarding action that should be done depending on the key value the packet is destined for. For a node \( n \), \( \text{finger}_n \) refers to the value of the finger table entry \( n + 2^i \), that is, the network element responsible of key value \( n + 2^i \), and \( \rightarrow x \) means the action send to node \( x \). At the control plane, once the ranges and associated actions are obtained by the controller, it will instruct each network element to install the adequate flow entries.

Instead of defining a shim P4-KBR header to contain the source and destination key values (vids) of a packet, the proposed implementation of P4-KBR uses IPv4 address fields to store the vid values. Consequently, the destination IPv4 address is the matching field in the flow table entries used for routing tasks. Depending on the matched entry, a receive packet will be forwarded to the next network element towards the network element responsible for the destination vid.

As can be seen in the example shown in Figure 3, but without loss of generality, most of the obtained ranges cannot be expressed by bitmasked values directly. For example, the range \([303, 319] = [000100111111, 000100111110]\) cannot be expressed by one bitmasked value. This fact causes a technical difficulty in OpenFlow-based networks, as it was identified in [4], because OpenFlow specification only enables the use of bitmasks to express ranges of values in the IPv4 source and destination matching fields. To solve this problem in OpenFlow networks, proposed the use of the prefix expansion algorithm [22] was proposed, converting each obtained range into a set of bitmasked equivalent ranges.
Using the previous example, the range \([303, 319]\) would be expressed by the set of bitmasked ranges: \([303, 304, 311]\), \([312, 315]\), \([316, 317]\) and \([318]\). This is a practical solution, but it involves the insertion of a relatively high number of flow tables entries in the nodes.

Offering a greater potential and flexibility, P4Runtime does support the insertion of table entries where a specific match key field is defined for a RANGE match. A range is defined by a low bound and high bound, where the low bound must be less than or equal to the high bound [6]. Thus, the implementation of P4-KBR routing proposal in P4-based networks directly solves the problem of the high occupation of devices tables that was identified in OpenFlow-based networks.

4.2. Use of MPLS to Create the Virtual Links

As seen before, P4-KBR is based on the creation of a virtual space, where network elements and hosts/contents/services (from now, end-points) involved in the communication are identified by virtual identifiers (vids).

In a theoretical way, vids are defined as L-bits strings that comprise two parts of \(L/2\) bits. In the case of a network element, the first \(L/2\) bits are the result of applying a hash function to the device identifier and the last \(L/2\) are set to one. In the case of end-points, the first \(L/2\) are the result of applying the hash function to the device identifier to which the end-point is connected and the last \(L/2\) bits are the result of applying the hash function to its name (a flat or a hierarchical textual name, depending on the service that is going to use P4-KBR).

According to the vid assignment scheme, location of nodes in the virtual ring is not linked to the physical topology. For this reason, although the action \textit{send to node }x defined at node \(n\) establishes a virtual link between the node \(n\) and the node \(x\), it is likely that both nodes are not directly connected. On the other hand, this action has to be translated into a P4-compatible action. In particular, the action should indicate the adequate output port to forward the packet toward destination \(x\).

In order to translate a virtual link between two nodes not connected physically into a physical path, avoiding the appearance of loops during the forwarding process, we proposed the creation of a tunnel using the MPLS technology [23], as it is summarized by an example shown in Figure 4. This figure corresponds to the physical topology of the nodes that resulted in the virtual topology shown in Figure 3. As can be seen there, for example, the third of the wildcarded ranges defined at \(dp6\) is associated to the action \textit{send to node }703 (\(dp3\)). Due to the fact that there is not a direct link between \(dp6\) and \(dp3\), a MPLS tunnel is configured by the installation of adequate flow table entries in the involved nodes.
Figure 3. Ranges of dp6 cannot be expressed as bitmasked ranges, so a larger number of bitmasked subranges are obtained using the prefix algorithm. P4 and P4Runtime support the inserting of table entries using RANGE match as match field type. On the other hand, P4 language also allows the implementation of a solution based on the use of LPM matching. The “Translation of ranges solution” is also implemented and evaluated in this work.
Figure 4. Physical path implementation of a virtual link using MPLS technology.

4.3. Translation of Ranges Solution

The prefix extension algorithm was proposed as a useful tool that allows programmers to implement this key-based routing protocol in OpenFlow networks [4]. However, as described before (see the example in Section 4.1), this prefix extension algorithm involves the insertion of a relatively high number of flow table entries in the nodes.

A way to address this drawback, which we called the “translation of ranges solution”, was theoretically defined in [4]. However, its implementation was left pending awaiting new versions of the OpenFlow standard that would allow it.

Although the problem of non-bitmasked ranges is solved in P4 networks thanks to the definition of the RANGE matching format, it is interesting to point out that data plane programmability and P4 language do also offer us an adequate framework for implementing the “translation of ranges solution”, as described below.

“Translation of ranges solution” was deduced after analyzing the structure of the Chord finger table (see Figure 2) and how it affects the definition of the key value ranges. It can be concluded that the drawback of the bitmasked representation of the ranges does not exist if \( n = 0 \). In this case, each one of the last \((L - 1)\) ranges could always be represented by one bitmasked value. Making use of this feature, the problem of ranges that have to be expanded would not exist if, after obtaining the ranges associated to any node \( n \), they were moved or translated by subtracting the vid of the node to the limits of each range (see green box in Figure 3).

However, the use of these translated ranges instead of the original ranges makes two additional actions necessary during the routing mechanism (marked in red in Figure 3): one that must be applied when a packet is received, and other that must be applied before a packet is forwarded. In other words, because the value used in the matching field (that is, the destination address) has been shifted, when receiving a packet, and before looking up the matching entry, the destination address of the packet has to be modified by subtracting the vid of the node. Likewise, once the adequate sending action has been obtained from the matching entry, and before forwarding, the destination address of the packet must be restored by adding the vid value.

Unfortunately, the action set defined by OpenFlow standards does not include these specific actions, preventing the implementation of the “translation of ranges solution”. However, as is described below in Section 5.3, the P4 language provides an enhanced programmability of data planes offering new tools that do make its implementation possible.

5. P4-KBR Implementation
5.1. Data Plane

The design of the P4-KBR data plane is presented in Figure 5. After being parsed in the Ingress Parser module, packets are passed to the Ingress Pipeline module, where
four match-action tables are defined: the \textit{join\_process} table, the \textit{host\_name\_resolution} table, the \textit{key\_routing} table and the \textit{mpls\_forward} table, as described below.

**Figure 5.** Tables and actions in the ingress pipeline.

In addition to the key-based routing mechanism itself, we define a joining of end-points mechanism and a distributed name resolution service to implement a host/service/content-centric communication service that makes use of the P4-KBR routing mechanism. The \textit{join\_process} table and the \textit{host\_name\_resolution} table are used to implement both mechanisms. Regarding the first one, when an end-point wants to join the system, it sends a specific \textit{join\_packet} (a packet whose source key is the vid of the joining end-point, and the destination is the vid of the switch to which it is connected). By matching the \textit{join\_process} table, a \textit{join\_packet} will be identified, and then it will be sent to the controller (\textit{send\_to\_cpu()} action) so that it can install the \textit{host\_name\_resolution} table entries required by the name resolution mechanism. This second mechanism allows the communication between end-points just needing to know the end-point’s name and not its virtual identifier (see [4] for a detailed explanation of both mechanisms).

As detailed in Section 4.3, the key contribution of this paper is focused on the network-level key-based routing mechanism. The \textit{key\_routing} table and the \textit{mpls\_routing} table are used for this purpose, being populated by the controller after obtaining the set of equivalent ranges and forwarding actions. As can be seen in the figure, the set of possible actions as result of a \textit{key\_routing} table matching are the forwarding to the next virtual node by setting of the required egress\_port (if the next hop in the key-based routing path is a physically connected node) or the forwarding to the next virtual node through the corresponding mpls tunnel (if the next hop in the key-based routing path is not a physically connected node). As can be deduced, the \textit{mpls\_forwarding} table is used to maintain the required mpls tunnels.

Turning to the \textit{join\_process} table, the \textit{send\_to\_cpu} action invokes the forwarding of the \textit{join\_packet} to the controller using the P4Runtime API. Packets sent to the defined CPU\_PORT within the P4 device are used by the P4Runtime server to populate the PacketIn message that will be sent to the controller. Here, the standard annotation @\textit{controller\_header(“packet\_in”)} is used to defined the PacketIn message metadata fields, in this case just the original ingress port whereby the packet was received.
Any additional table is defined in the egress pipeline. During the egress pipeline, the egress parser serializes the header objects back into the packet, and then the packet is forwarded through the corresponding output port which is defined by the egress port value.

5.2. Control Plane

Our proposal uses ONOS to implement the SDN control plane. ONOS controller allows programmers to use existing pipeline-agnostic apps (apps that program the network using pipeline unaware abstractions known as FlowObjectives) but also to write and use new pipeline-aware apps (apps that are dedicated for a given dataplane).

In this work, we used the built-in network discovery service to obtain the network information, which is necessary to configure the P4 switches adequately. We also coded a pipeline-aware app called the P4-KBR-system app, which implements the P4-KBR-based communication system.

The P4-KBR-system app is described in Figure 6. The initialization module obtains an unique application ID and adds a packet processor to the list of packet processors in order to process the received PacketIns.

![Figure 6. Description of the pipeline-aware P4-KBR-SYSTEM app.](image)

The P4NodeDB maintains information about each network element (mainly, its virtual identifier, predecessor and finger table), information that is used by the P4-KBR module and the Inbound packet processing module to configure the tables defined in the ingress pipeline of each P4-switch.

The inbound packet processor module processes the incoming packets. In particular, this module processes the PacketIn messages containing the join_packets sent by the P4-switches during the end-point joint procedure. After obtaining the join_packet, this module will include an entry in the key_routing table of the P4-switch that generates the PacketIn to enable it to forward packets to the joined end-host. It will also include an entry in the host_name_resolution table of the P4-switch in charge of preforming the end-point name resolution.

The last module implements the core of the P4-KBR functionality. The following tasks are executed for each node in the network topology. Firstly, a join_process table entry is inserted to allow the network device to detect any join_packet sent by a connected end-point, leading to the sending of a PacketIn to the controller. Next, this module will make use of the discovered network topology (obtained by the build-in ONOS service) to update the P4Node database with the information required to obtain the wildcarded ranges and the associated actions. The last step is to translate the obtained ranges into the set of required mpls_forward table entries and key_routing table entries that are necessary to implement the forwarding actions associated to each range.

Although ONOS was designed considering fixed-function dataplanes and fixed and well-known forwarding behaviors, the integration of P4 programs with ONOS was possible thanks to the develop of the PI Framework (Program/Pipeline Independent Framework) (see Figure 7). In order to allow ONOS to manage and deploy a pipeline on the devices, it is necessary to define an element called ONOS pipeconf that, in fact, is an ONOS app (.oar,
ONOS app archive) that includes some required Java files, the P4 compiled output and the P4 Info file.

![Figure 7. ONOS and P4. Pipeline Independent (PI) framework allows the ONOS to manage and deploy a pipeline-aware app.](image)

The PipelineInterpreter is the ONOS driver behavior used to map ONOS internal data structures (i.e., OpenFlow-derived ONOS header/actions) to P4 program-specific entities. In our proposal, Packet-In messages are used to implement the join process. Therefore, by implementing `InterpreterImpl.java`, the ONOS metadata name of the inport is adapted to be consistent with our P4 program.

In addition, related to the pipeline-specific behaviour, `PipeconfLoader.java` and `PipelinerImpl.java` are included. The first one, `PipeconfLoader.java`, is a component that registers the pipeconf at app activation. `PipelinerImpl.java` is an implementation of Pipeliner driver behavior. The Pipeliner is a wrapper used to map forwarding objectives defined by built-in apps to pipeline-aware P4 tables.

As said before, we make use of the built-in lldpprovider app to discover the topology information. Therefore, in our case, Pipeliner implementation is used to map the forwarding objective used by the lldpprovider app to a P4 table called `link-discovery` table. Due to the fact that this table is not related to P4-KBR functionality, this table has not been represented in Figure 5. This table identifies the lldp (link layer discovery protocol) packets generated by the lldpprovider app, sending them to the controller along with certain local topological information.

### 5.3. Data Plane: “Translation of Ranges Solution”

The use of RANGE matching implemented by P4 enables the most efficient implementation of P4-KBR routing solution. However, we consider it might be of interest for readers the description of how the potential of P4 programming could offer an alternative solution to implement P4-KBR if only LPM matching (that is, value/mask matching) would be available.

Figure 8 shows the Ingress Parser module in this case. The main difference from the Ingress Pipeline defined in Section 5.1 is the inclusion of the `pre_key_routing`.
As detailed in Section 4.3, the “translation of ranges solution” requires the subtraction and the addition of a value to the destination address of a received packet. Neither of these actions are included into the set of available OpenFlow actions defined by the OpenFlow standard. However, the P4 programmable data plane allows us to implement the required translation of the keys by the definition of the pre_key_routing table and the subtraction_sw-vid_value action. This table will be in charge of executing the shift of the destination address of the packet, a necessary task before looking up in the key_routing table, which is populated by the controller after obtaining the adequate set of equivalent ranges and forwarding actions.

The shift of the destination address and the lookup in key_routing table are based on the use of a user-defined metadata field called local_metadata.subtracted_dst. This metadata field will store the shifted destination value generated during the execution of the P4 program, in particular as a consequence of the subtract_sw-vid_value action defined in the pre_key_routing table.

Summing up, the possibility offered by P4 of storing and manipulating data pertaining to each received packet as a user-defined structure, and the flexibility in the definition of tables (matching fields and actions) have made it possible to overcome the limitations associated with OpenFlow standard.

6. Testbed and Experimental Results

The P4-KBR system was implemented in a virtualized environment. We use Mininet to create network topologies that consist of bmv2 P4 switches and network hosts. Mininet is executed in a Docker container and ONOS controller is launched in other container. P4Runtime interface is used by ONOS to manage the network elements.

With this testbed, we want to verify the correct functionality of the P4 program and the P4-KBR system implementation as a whole and, also, to corroborate the improvement obtained by the P4-based solution compared with the previous OpenFlow-based solution.

As a first step, a python-based data plane test framework (PTF) [24] is used to validate the P4 program (see Figure 9). PTF allows programmers the definition of unity tests in devices with P4-Runtime support. For each test, a set of rule(s) is inserted in the bmv2 switch by the PTF. Then, using the Scapy library [25], synthetic packets are created and injected into the P4 bmv2 switch. Finally, PTF checks if packets are forwarded through the expected port according to the program behavior being tested. The main objective of our PTF tests was to verify the correct functionality of the key-based routing. The LPM matching-based implementation which involves the adequate programming of subtract_sw-vid_value action defined in the pre_key_routing table.
id_value action used in the pre_key_routing table was checked. The RANGE matching-based implementation was also checked.

**Figure 9.** Unity test environment using the Plane Test Framework (PTF).

Now, we focus on evaluating the performance of P4-KBR solution in a network controlled by ONOS. The tests were performed on the Abilene network topology (see Figure 10), a well-known topology from the Internet topology zoo [26].

**Figure 10.** Abilene network topology from the Internet topology zoo [26].

Bmv2 is meant to be used as a tool for developing, testing and debugging P4 data planes and control plane software written for them [20]. As such, the performance of bmv2 (in terms of throughput and latency) is significantly less than that of a production-grade software switch like Open vSwitch, and it also presents some constraints related to the amount of devices used in a virtualized network scenario using mininet and ONOS.

Even not being a large topology, results shown below let us to verify the functionality of P4-KBR system and to demonstrate the improvement provided by this proposal over OFC-KBR solution.

**Figure 11** shows the number of entries in the key_routing table and the mpls_forward table of each bmv2 device. A total of 10 simulations were carried out, assigning a different set of switch identifiers to the nodes for each simulation. The dark green values correspond to the optimal P4-KBR system implementation, that is, using RANGE matching. The light green values correspond to the "translation of ranges solution“ implementation, using LPM matching.
Figure 11. P4-KBR system. Occupancy of the device tables: number of entries in the key_routing and mpls_forwarding tables.

As expected, in the first case, the number of key_routing table entries is 32, being L = 32 the number of bits used to define the virtual id space. With the RANGE matching type, each of the obtained ranges (which are generally described in Figure 2) and their associated actions just require a table entry independently of the range limits.

In the second case, the number of the key_routing table’s entries is also close to 32, but it is a bit larger. The last \( L - 1 \) ranges (that is, from range \([n + 2^0, n + 2^1]\) to range \([n + 2^{L-2}, n + 2^{L-1}]\) range) are translated to an equivalent bitmasked range (that is, range \([2^0, 2^1]\) to range \([2^{L-2}, 2^{L-1}]\) range) which just require a table entry for each one. However, the first two ranges, which involve the node’s predecessor in their limits, cannot be expressed as bitmasked ranges despite the range movement. The prefix expansion algorithm is applied to convert them into a set of bitmasked ranges.

Regarding the occupancy of the mpls_forward table, this value depends on the physical location of the node in the topology. Bmv2 devices such as sw05, sw06, sw07, sw09, and sw10 are more likely to be included in mpls tunnels used to implement the virtual paths than others such as sw01 and sw04. The relation between the physical location of devices and the number of entries is shown in Figure 10. The mean number of entries in the mpls_forward table of the experiments with optimal P4-KBR system is shown next to each device.

Figure 12 compares the occupancy of the tables required by the P4-KBR routing system compared to the OpenFlow-based solution (OFC-KBR) [4]. In this case, trying to optimize even more the table occupation of the nodes, the implementation of P4-KBR and OFC-KBR systems merge the wildcarded ranges with the same forwarding action when possible. That is, if the action associated to more than one wildcarded range defines the forwarding to the same node, and the ranges can be merged using the adequate bitmask, just one table entry will be required. This merging process will be more likely in small topologies than in large topologies.
As can be seen, considering the Abilene topology, the number of entries in the \textit{key\_routing} table is reduced to an average value of 4.78 in the case of the optimal P4-KBR system implementation (using RANGE matching) and 12.17 in the case of “translation of ranges solution” P4-KBR (using LPM matching). The number of entries in the \textit{mpls\_forward} table is also reduced in both cases. As previously commented, the occupancy of the \textit{mpls\_forward} table also depends on the location of the device in the topology (see the values in green in Figure 10). In any case, it can be observed that P4-KBR system improves the occupation of tables substantially compared with the OpenFlow-based solution OFC-KBR. The obtained values indicate an average saving in the number of entries of 88.15% by the optimal P4-KBR (using RANGE matching). This saving is lightly reduced to 79.5% when LPM matching is used in the implementation.

7. Conclusions

In this paper, we propose, implement and evaluate an in-network key-based routing protocol called P4-KBR. This non-IP-based routing protocol extends SDN networks to the non-host centric paradigm, implementing all the forwarding tasks at network level without the need of any additional infrastructure.

An efficient implementation of this solution, in terms of requirements of device resources, was possible thanks to the potential and flexibility offered by data plane programmability. P4 and P4Runtime opened the data plane programmability, paving the way for new protocols, solutions and applications without restrictions linked to standardized interfaces.

The proposal was implemented and evaluated using Mininet, an ONOS controller and a network composed of bmv2 P4 switches. In addition, this work includes a detailed review and description of the integration process of the ONOS controller and a P4-based networking solution.
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