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Abstract

HOMFLY polynomials are one of the major knot invariants being actively studied. They are difficult to compute in the general case but can be far more easily expressed in certain specific cases. In this paper, we examine two particular knots, as well as one more general infinite class of knots.

From our calculations, we see some apparent patterns in the polynomials for the knots $9_{35}$ and $9_{46}$, and in particular their $F$-factors. These properties are of a form that seems conducive to finding a general formula for them, which would yield a general formula for the HOMFLY polynomials of the two knots.

Motivated by these observations, we demonstrate and conjecture some properties both of the $F$-factors and HOMFLY polynomials of these knots and of the more general class that contains them, namely pretzel knots with 3 odd parameters. We make the first steps toward a matrix-less general formula for the HOMFLY polynomials of these knots.

1 Introduction

HOMFLY polynomials are subcategory of knot polynomial, that generalizes the Jones and Alexander polynomials. In the fundamental representation, they satisfy the skein relation $\frac{1}{2}H(L_+) - A H(L_-) = (q - q^{-1})H(L_0)$.

HOMFLY polynomials can be generalized to non-fundamental representations of $SU(2)$, creating the “colored” HOMFLY polynomials. While the normal HOMFLY polynomials are relatively easy to compute and have been computed for hundreds of knots in repositories like [1], colored HOMFLY polynomials are difficult to compute in general for any non-(anti)symmetric representations, and computations even in the simplest such representation, namely that corresponding to the smallest L-shaped Young diagram, are difficult to do for more than a few knots.

The crossing changing formula (skein relation) of the HOMFLY polynomial in the fundamental representation, or the original HOMFLY polynomial, was initially constructed to concern variables $t$ and $\nu[2]$. However, when expanded to other representations, the HOMFLY polynomials are quantum invariants associated with irreducible representations of the quantum group $U_q(sl_N)$, and it is then possible to express it in terms of variables $q$ and $A = q^N[2]$. This is the formulation we use in this text.

Certain methods have been developed in the past that can compute general colored HOMFLY polynomials. However, each of these general methods relies on the use of matrix multiplication. The most general such method, using quantum R-matrices and braid diagrams is not feasible, despite working for all knots and all representations. This is because it involves the multiplication of square matrices with dimensions increasing as the product of the size of the representation and of the number of strands. The matrix entries are sufficiently complex that this multiplication takes on the order of minutes even for very small representations and knots, and increases very quickly from there. Even less general methods which rely on matrices, despite having smaller matrices, become infeasible at relatively low representation size, and often work only for (anti)symmetric representations or rectangular representations. Therefore, it is desirable to find some method of computing HOMFLY polynomials that does not involve matrix multiplication so that it is feasible to compare knots using these polynomials, even if only for specific knots or small classes of knots.

Certain classes of knots such as torus and twist knots already have short general formulas for (anti)symmetric representations and even for rectangular representations but a general, simple formula for HOMFLY polynomials in all representations is currently out of reach for most if not all knots. However, there are easier methods for computing the HOMFLY polynomial of a certain class of knot called an aborescent
knot, which allow us to compute many colored knot polynomials for these knots. Therefore, in this paper we examine the two smallest aborescent knots that are neither twist nor torus, and attempt to find a formula for their HOMFLY polynomials. Both of these knots, 9_{35} and 9_{46} in the Rolfsen table \[1\], are part of a more general class of knot called a pretzel knot, which we define later in this paper. In particular, they are both pretzel knots with 3 odd parameters, which are \((3,3,3)\) and \((3,3,-3)\) respectively.

One of the new methods, the techniques of which we use heavily in this paper, is the Racah matrix approach, which we use in this text to derive the non-fundamental knot polynomials of these two knots, and we use the general formula for pretzel knots, derived by this same approach, in the latter half of the paper.

We do not yet know a general formula for the HOMFLY polynomials of these knots that does not use matrices, which as mentioned before are slow to the point of computational infeasibility, but we begin to make progress towards such an explicit formula at least for symmetric and anti-symmetric representations, particularly using the differential expansion of \[3\].

2 Definitions

2.1 Representations and symmetric functions

We use the standard notation
\[
\{x\} = x - \frac{1}{x},
\]
\[
D_j = \{Aq^j\} / \{q\},
\]
and
\[
[n] = \{q^n\} / \{q\} = q^{n-1} + q^{n-3} + \ldots + q^{1-n},
\]
which is equal to the character of the \(n\)-dimensional representation of \(SL(2)\).

We also use the intuitive notation
\[
[n]! = \prod_{i=1}^{n} [i].
\]

Representations of \(GL(N)\) are parametrized by Young diagrams with at most \(n\) rows. Their characters are symmetric functions in \(x_1, \ldots, x_N\), which are called Schur functions \(s_{\lambda}(x_1, \ldots, x_N)\). We denote these Young diagrams as \([c_1, c_1, \ldots, c_n]\), where the \(c_i\) are the number of boxes in the \(i^{th}\) column.

Schur functions can be computed by the following determinantal identity:
\[
s_{\lambda} = \det_{i,j=1}^{n} (h_{\lambda_i-i+j}),
\]
where \(h_n = s_{[n]}\) can be computed using the identity
\[
\sum_n h_n t^n = e^{\sum_n \frac{p_n}{n+1} t^n}.
\]
It is often useful, in practice, by way of the Taylor series of \(e^x\), to express them more explicitly as
\[
h_n = \sum_{x_1 + 2x_2 + 3x_3 + \cdots = n} \frac{p_1^{x_1}}{1^{x_1}(x_1)!} \frac{p_2^{x_2}}{2^{x_2}(x_2)!} \frac{p_3^{x_3}}{3^{x_3}(x_3)!} \cdots.
\]
Here \(p_n\) are the power-sum polynomials
\[
p_k = \sum_i x_i^k.
\]
In order to consider stabilization in the limit \(n \to \infty\), it is convenient to introduce \(A\) such that
\[
A = q^N.
\]
HOMFLY polynomials are Laurent polynomials in $A$ and $q$, and the dependence on $N$ goes through this relation.

At the special point $p^*_i = \{q^i\}$, Schur functions have the hook-length factorization

$$s_\lambda(p^*_i) = \prod_{(i,j) \in \lambda} \frac{\{Aq^{i-j}\}}{\{q^{\text{hook}_{i,j}}\}},$$

and this expression coincides with the $\lambda$-colored HOMFLY polynomial of the unknot. Throughout the paper we divide all $\lambda$-colored HOMFLY polynomials by this quantity, so the unknot HOMFLY polynomials are always equal to 1.

### 2.2 Pretzel Knots

In this text, we primarily consider pretzel knots (discussed in Section 3) with 3 odd parameters $a, b, c$.

**Definition 2.1.** We denote the HOMFLY polynomial of a 3-parameter pretzel knot in some symmetric representation $[r]$ as $\mathcal{H}_r(a, b, c) = \mathcal{H}(a, b, c, r) = \chi_{[r,0]} \sum_{x=0}^{\infty} \frac{1}{s_{0,0}} (\mathcal{S} \cdot \mathcal{T}^a \cdot \mathcal{S})_{0,x} (\mathcal{S} \cdot \mathcal{T}^b \cdot \mathcal{S})_{0,x} (\mathcal{S} \cdot \mathcal{T}^c \cdot \mathcal{S})_{0,x}.$

This formula was derived using Racah matrices in equation 22 of [4] in terms of different Racah matrices, though we change conventions here and therefore modify the formula slightly to fit these new conventions.

We denote $\mathcal{H}_r(a, b, c)$ as $Q(c, r)$ for some arbitrary fixed $a, b$. In this text we typically set $a = b = 1$, but when we use the notation $Q(c, r)$ our only restriction on $a, b$ is that within a formula, they are always the same constants. We may also write $Q(a, b, c, r)$, when we wish to specify $a, b$.

**Definition 2.2.** We recursively define the $n^{\text{th}}$ difference of a genus-2 pretzel knot's HOMFLY polynomial $Q^n(c, r) = Q^{n-1}(c + 2, r) - Q^{n-1}(c, r)$ for positive integers $n$, and $Q^0(c, r) = Q(c, r)$. We may also write $Q^n(a, b, c, r)$, when we wish to specify $a, b$.

In particular, $c$ is always odd, and the “next” $n^{\text{th}}$ difference, where we talk about it, is actually $Q^n(c+2, r)$.

We denote by $X(P(x))$, for all $P(x) \in \mathcal{Z}[x]$, the factor of $P(x)$ that cannot be factored further with the highest degree. In this paper we use this only in the context of $X(Q^n(c, r))$.

**Remark 2.1.** We can alternatively define the $n^{\text{th}}$ difference as $X(Q^{n-1}(c+2, r)) - X(Q^{n-1}(c, r))$. We denote this expression $Q^{(n)}(c, r)$ in this text. When we list the computed differences, we use this definition (occasionally omitting the parentheses), however in our proofs we use the former for simplicity. Thus far it seems that the two definitions are related in that $Q^n(c, r) = Q^{(n)}(c, r) \prod_{j=1}^{n-1} \frac{Q'(c, r)}{X(Q^j(c, r))}.$

### 2.3 HOMFLY polynomials

When we refer to $F$-factors, we are referring to the factors in the differential expansion of the HOMFLY polynomial as used in [5]. While it is used there for twist knots, the formula

$$H_{[r]} = 1 + \sum_{s=1}^{r} \frac{[r]!}{[s]![r-s]!} F_s(A|g) \prod_{j=0}^{n-1} \{Aq^{r+j}\} \{Aq^{j-1}\}$$

applies more generally for defect-zero knots, which was used to derive them for the knots considered here.

Both of the knots considered in Section 4 are defect-zero and so we can find and analyze their $F$-factors given their HOMFLY polynomials, using the methods outlined in [6].
Also, we get from [3] that the defect $\delta^K$ of the differential expansion depends on the degree of the Alexander polynomial in a way that allows us to compute the $F$-factors examined in Section 4. If we denote the Alexander polynomial by $A^K$, then

$$\delta^K = \frac{1}{2} \text{Power}_{q^2}(A^K) - 1.$$  

This is very convenient because many Alexander polynomials are readily available from [1] (where we substitute $t = q^2$), and are also easily computed as $H^K_1(A = 1, q)$ from only the HOMFLY polynomial in the fundamental representation.

In particular, from this property, we can conclude that both 9_{35} and 9_{46} have defect 0, which allows us to use Formula (1).

**Example 2.1.** $A^{9_{35}} = 7q^2 - 13 + \frac{7}{q^2}$, hence $\text{Power}_{q^2}(A^{9_{35}}) = 2$ and $\delta^K = 0$.

**Example 2.2.** $A^{9_{46}} = -2q^2 + 5 - \frac{2}{q^2}$, hence $\text{Power}_{q^2}(A^{9_{46}}) = 2$ and $\delta^K = 0$.

**Example 2.3.** $A^{9_1} = q^8 - q^6 + q^4 - q^2 + 1 - \frac{1}{q^2} + \frac{1}{q^4} - \frac{1}{q^6} + \frac{1}{q^8}$, hence $\text{Power}_{q^2}(A^{9_1}) = 8$ and $\delta^K = 3$.

All of the pretzel knots we consider here can be trivially confirmed with the tables in [3] to be defect-zero, however whether this is true in general for genus 2 pretzel knots is not yet known.

### 3 Pretzel Knots

Pretzel knots of genus $g$ are knots created by connecting pairs of crossing strands as in Figure 2. We deal with genus 2 pretzel knots in this text (or equivalently, pretzel knots with 3 parameters). Each parameter $(n_i)$ determines the number of crossings in each pair.

![Figure 2: An illustration of a genus $g$ pretzel knot](image)

From [7], we have the following two formulas about $S$ and $\bar{S}$ Racah matrices, which are used in the general formula for computing HOMFLY polynomials of genus $g$ knots.

$$S_{km} = \frac{\text{min}(r+k+m,2r)}{\text{max}(r+m,r+k)} \sum_{j=\text{max}(r+m,r+k)}^{\text{min}(r+k+m,2r)} \sigma_{km}(j) \cdot \sqrt{\frac{[2m+1] \Delta_k}{[2k+1] \chi_{[r+m,r-m]}}} \cdot \frac{G(r-m)G(j+1)}{G(r-m)G(j-r-m)}; \quad (2)$$

and

$$\bar{S}_{km} = \frac{[r+1]!}{\prod_{i=0}^{r} D_i} \cdot \frac{\text{min}(r+k+m,2r)}{\text{max}(r+m,r+k)} \sum_{j=\text{max}(r+m,r+k)}^{\text{min}(r+k+m,2r)} \sigma_{km}(j) \cdot \sqrt{\frac{\Delta_k \Delta_m}{[2k+1][2m+1]}} \cdot \frac{G(r+1)G(j+1)}{G(r+k+1)G(r+m+1)G(r+k+m-j)}; \quad (3)$$

In these formulas,
\[
\sigma_{km}(j) = (-1)^{r+k+m} \sqrt{\frac{2k+1}{2m+1}} \cdot \frac{[k]![r-k]![r-m]!}{[r+k+1][r+m+1]} \cdot \frac{(-1)^{j+1}!}{[2r-j]!(j-r-k)!(j-r-m)!\sqrt{[r+k+m-j]!^2}}, \text{ for all } 0 \leq k, m \leq r,
\]

\[
G(n) = \prod_{j=1}^{n} \frac{\{Aq_{j}^{-2}\}}{\{q^{j}\}},
\]

\[
\Delta_{m} = \frac{D_{2m-1}}{D_{-1}} G(m)^2
\]

and

\[
\chi_{[r+m,r-m]} = \frac{G(r+m+1)G(r-m)}{D_{-1}} [2m+1].
\]

We also have that

\[
\bar{T}_{km} = \begin{cases} 
0 & k \neq m \\
(-q_{m-1}A)^m & k = m.
\end{cases}
\]
Therefore, we can permute the parameters of a genus-2 pretzel knot and the knot will remain the same.

**Remark 3.1.** This means also that the HOMFLY polynomial is invariant under these changes. Additionally, the components of this proof also hold for arbitrary genus but except in genus 2 do not prove the lemma.

## 4 9_{35} and 9_{46}

In this section we consider the smallest defect-zero knots that are neither twist knots nor torus knots, which are 9_{35} and 9_{46}. Both of these knots are pretzel knots with 3 parameters, for which an explicit F-factor formula is not yet known. F-factors here are parts of the differential expansion formula for HOMFLY polynomials, as described in [3]. Both of these knots are small enough to explicitly calculate some of the F-factors to make some conjectures as to their properties. We present limited examples of the conjectures in the text, and provide more F-factors in the ancillary files and in the GitHub repository for both knots.

### 4.1 9_{35}

We can use the formula for HOMFLY polynomials of pretzel knots in [6] to get the following F-factors. We find the F-factors by using Formula 1 after computing the HOMFLY polynomials. 9_{46} is the pretzel knot (3,3,3). We write $F_i(A \mid q)$ as $F_i$ throughout this text.

We get

$$F_1 = -A^2(A^6 + 3A^4 + 2A^2 + 1),$$

$$F_2 = A^4q^2(A^{12}q^{12} + 3A^{10}q^{10} + 3A^{10}q^8 + 5A^8q^8 + 5A^8q^6 +$$

$$+ 3A^8q^4 + 4A^6q^6 + 6A^6q^4 + 3A^6q^2 + A^6 + 3A^4q^4 + 4A^4q^2 + 3A^4 + 2A^2q^2 + 2A^2 + 1),$$

$$F_3 = -A^6q^6(A^{18}q^{36} + 3A^{16}q^{32} + 3A^{16}q^{30} + 3A^{16}q^{28} + 5A^{14}q^{28} +$$

$$8A^{14}q^{26} + 11A^{14}q^{24} + 6A^{14}q^{22} + 3A^{14}q^{20} + 7A^{12}q^{24} + 9A^{12}q^{22} + 18A^{12}q^{20} +$$

$$16A^{12}q^{18} + 12A^{12}q^{16} + 3A^{12}q^{14} + A^{12}q^{12} + 6A^{10}q^{20} + 10A^{10}q^{18} + 19A^{10}q^{16} +$$

$$19A^{10}q^{14} + 18A^{10}q^{12} + 9A^{10}q^{10} + 3A^{10}q^8 + 5A^8q^8 + 8A^8q^6 + 17A^8q^4 + 17A^8q^2 +$$

$$17A^8q^2 + 8A^8q^6 + 3A^8q^4 + 4A^6q^{12} + 6A^6q^{10} + 12A^6q^8 + 12A^6q^6 + 9A^6q^4 + 3A^6q^2 +$$

$$A^6 + 3A^4q^4 + 4A^4q^2 + 7A^4q^2 + 4A^4q^2 + 3A^4 + 2A^2q^2 + 2A^2 + 1).$$

For all positive integers $i$

$$F'_i = A^2q^{2i}F_i$$

When fully factored, we conjecture that the factors of $A$ and $q$ are the same for $F'_{i-1}$ and $F_i$ for all positive integer $i > 2$. It can be verified for all integers $2 \leq i \leq 7$ that $(1 + A^2q^{2(i-1)}) \mid F_i + F'_{i-1}$. (See ancillary files) This leads us to the following hypothesis.

**Conjecture 4.1.** For the knot 9_{35}, and positive integers $i > 1$, $(1 + A^2q^{2(i-1)}) \mid F_i + F'_{i-1}$.

### 4.2 9_{46}

9_{46} is the pretzel knot (3,3,-3). We get

$$F_1 = A^2(A^2 + 1),$$
Conjecture 4.2. For the knot \(9_{46}\), and odd positive integer \(i > 1\), \((1 + A^2q^{2(i-1)}) | F_i\).

After applying the transformation \(A \rightarrow Aq^2\) to \(F_i\), multiplying by \(\frac{A^2}{A^3}\), and denoting the result \(F_i^*\), we find that \(q^2(q^4 - 1) | \frac{F_i}{1 + A^2q^4} - F_{i+1}^*\), because \(F_3 - F_2^* = A^6q^6 - A^6q^{10}\). In particular, we can also verify that for odd integers \(3 \leq i \leq 7\), \(q^2(q^{2(i-1)} - 1) | \frac{F_i}{1 + A^2q^{i+1}} - F_{i+1}^*\). This leads to the following conjecture.

Conjecture 4.3. For the knot \(9_{46}\), and odd \(i > 1\), \(q^2(q^{2(i-1)} - 1) | \frac{F_i}{1 + A^2q^{i+1}} - F_{i+1}^*\).

If the above two conjectures are true, this could help in deriving a formula for arbitrary \(F\)-factors. For all 3 conjectures in this section, the result after dividing by the stated factor seems to begin similar for all \(i\) though they differ after some terms, and we suspect that for high \(i\), the remaining parts of each quantity may converge to some infinite polynomial.

5 Factorization Of General \(n\)th Differences

The \(n\)th differences for general pretzel knots have many properties making them useful for computing HOMFLY polynomials. In particular, these differences tend to factor nicely as products of quantum numbers, and they are constructed in a similar way to the differential expansion of [3]. As at least low-valued 3-parameter pretzel knots seem to all be defect-zero, as mentioned in 3, we can likely use the \(n\)th differences and the differential expansion formula to generate a relatively simple formula for HOMFLY polynomials in at least symmetric and anti-symmetric representations.

In this section, where applicable we fix \(a, b = (1, 1)\), however the first and second subsections outline some properties that hold regardless of \(a, b\). In these subsections \(a, b\) are arbitrary fixed constants.

Additionally, in this section we assume that \(a, b, c\) are all odd, as this guarantees a knot rather than a link.

5.1 Conjectures

Here we give some conjectures that are not proven here and while not integral to the main result, could be helpful in the future if proven.

Conjecture 5.1. \(\frac{Q^1(c,r)}{X(Q^1(c,r))} = \frac{Q^1(c+1,r)}{X(Q^1(c+1,r))}\).

Remark 5.1. Conjecture 5.1, if true, can easily be extended to show that every \(\frac{Q^1(c,r)}{X(Q^1(c,r))}\) is a constant with respect to \(c\), by repeated application.

Remark 5.2. There are simple counterexamples for higher differences; in a later section we address what occurs when we do not take the largest factor. All that results is that previous factors carry over, but it does turn out to be useful also to study what these factors are, despite corresponding less directly to \(F\)-factors.

5.2 General Properties

We begin by proving the following proposition. This provides a motivation for a general result about the first differences.

Proposition 5.1. For the representation \([1]\), \((A - q)(A + q)(Aq - 1)(Aq + 1) | Q^1(m, 1)\), for all \(a, b, m\).
Proof. The proposition is equivalent to the statements that
\[
Q(2m + 1, r) - Q(2m - 1, r) \ |_{A=q} = 0, \\
Q(2m + 1, r) - Q(2m - 1, r) \ |_{A=-q} = 0, \\
Q(2m + 1, r) - Q(2m - 1, r) \ |_{A=\frac{1}{q}} = 0, \\
Q(2m + 1, r) - Q(2m - 1, r) \ |_{A=-\frac{1}{q}} = 0
\]

based on our definition of \(Q^1(m, 1)\) and the fact that any polynomial is zero exactly when one if its polynomial factors are. We know that
\[
\mathcal{H}(a, b, c, r) = Q(c, r) = \chi_{[1, 0]} \sum_{x=0}^{r} \frac{1}{S_{0, x}} (S \cdot \mathcal{T}^a \cdot \mathcal{T}^b \cdot \mathcal{T}^c \cdot \mathcal{S})_{0, x} (S \cdot \mathcal{T}^a \cdot \mathcal{T}^b \cdot \mathcal{S})_{0, x}.
\]

Evaluating Equation (4) from [7], we get that with representation [1],
\[
S = \begin{pmatrix}
\sqrt{\frac{(A-q)(A+q)}{(A^2-1)(q^2+1)}} & \sqrt{\frac{(A-q)(A+q)}{(A^2-1)(q^2+1)}} \\
\sqrt{\frac{(A-q)(A+q)}{(A^2-1)(q^2+1)}} & \sqrt{\frac{(A-q)(A+q)}{(A^2-1)(q^2+1)}}
\end{pmatrix}.
\]

At \(A = \pm q\), \(S_{0,1} = 1\) and \(S_{0,0} = 0\), and similarly for \(A = \pm \frac{1}{q}\), \(S_{0,1} = 0\) and \(S_{0,0} = 1\). We consider first the case where \(A = \pm q\).

If \(A = \pm q\), then as \(S_{0,0} = S_{1,1}\) and \(S_{0,1} = S_{1,0}\), this means that \(S = \mathcal{I}\).

If \(A = \pm \frac{1}{q}\), \(S\) becomes the anti-diagonal identity matrix for the same reasoning.

By evaluating Equation (5) of [7], we get that
\[
\mathcal{S} = \begin{pmatrix}
\frac{A(q^2-1)}{(A^2-1)q} & \frac{A(q^2-1)}{(A^2-1)q} \\
\frac{(A-q)(A+q)(A^2-1)(q^2+1)}{(A^2-1)(A(q^2-1))^2} & \frac{(A-q)(A+q)(A^2-1)(q^2+1)}{(A^2-1)(A(q^2-1))^2}
\end{pmatrix}.
\]

Clearly \(\mathcal{S}_{0,1} = \mathcal{S}_{1,0} = 0\) at each of the 4 points. At \(A = \pm q\), it is trivial to verify that the diagonal entries are \(\pm 1\), and for \(A = \pm \frac{1}{q}\), they are \(\mp 1\).

Because \(\mathcal{T} = \begin{pmatrix} 1 & 0 \\ 0 & -A \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\), for \(A = \pm \frac{1}{q}\), we find that each of the terms of the form \(\mathcal{S} \cdot \mathcal{T}^m \cdot \mathcal{S}\) becomes exactly \(\begin{pmatrix} 0 & \mp 1 \\ \mp 1 & 0 \end{pmatrix}\). As \(m\) is odd, this is exactly \(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\). Because we are only looking at the elements \((1, x)\) of this matrix, we are left with only a contribution of \(\mp 1\) and \(0\) for \(x = 2, 1\) respectively. Combined with our previously computed values for \(S_{1,0}\) and \(S_{0,0}\) gives a final value for the entire polynomial of \(\mp 1\) completely regardless of \(a, b, c\).

For \(A = \pm q\), by going through the same process with our already computed values, we get that the final polynomial at this point is exactly \(\pm 1\) regardless of \(a, b, c\).

Regardless of what the constant value is, in all 4 cases the \(Q(c, r)\) are constant for all odd integers \(c\), and so it is also equal to this value for both \(c = 2m + 1\) and \(c = 2m - 1\). Therefore, upon subtracting the two polynomials, we get 0 as the 1st difference. Recalling that we chose the four points specifically because \((A+q)(A-q)(Aq-1)(Aq+1) | Q^1(m, 1)\) if and only if \(Q^1(m, 1)\) is zero at all of those points, we can conclude that in fact \((A+q)(A-q)(Aq-1)(Aq+1) | Q^1(m, 1)\), as desired. \(\square\)

Remark 5.3. Both of \((A-q)(A+q)\) and \((Aq+1)(Aq-1)\) are quantum numbers up to a monomial factor. In particular, they are \(\{\frac{A}{q}\} \) and \(\{A\q\}\), respectively. In particular, each of the \(\frac{Q(c, r)}{A\cdot Q(c, r)}\) seems to be a product of quantum numbers in a simple way outlined in Conjecture 5.1, though proving this is for a future work.

This proposition can be easily extended to all representations \([r]\), as outlined in Theorem 5.1. We first introduce two lemmas.
Lemma 5.1. The first row of the Racah matrix $S_{0,m} = \begin{cases} 1 & m = r \\ 0 & m \neq r \end{cases}$ at $A = \pm q$ and $A = \pm \frac{1}{q}$, and the first row of $S_{0,m} = \begin{cases} 1 & m = 0 \\ 0 & m \neq 0 \end{cases}$ at $A = \pm q$ and $A = \pm \frac{1}{q}$.

Proof. To prove this, we use Equation 2.

It is clear that

\[ A = \pm q \implies G(i) = \prod_{j=1}^{n} \frac{\{\pm q^{j-1}\}}{\{q\}} = \{\pm 1\} \prod_{j=2}^{n} \frac{\{q^{j-1}\}}{\{q\}} = \frac{\pm 1 - (\pm 1)^{-1}}{\{q\}} \prod_{j=2}^{n} \frac{\{q^{j-1}\}}{\{q\}} = 0, \text{ for all } i > 0. \]

We begin by considering $S$. As $\{\pm q^0\} = \{\pm 1\} = \pm 1 - (\pm 1)^{-1} = 0$, $D_{-1} = 0$. Additionally, $[2k + 1] = [1] = \frac{[q]}{[q]} = 1$.

At $A = \pm q$ in general, $D_j = [j + 1]$, and

\[ G(n) = \prod_{j=1}^{n} \frac{[j - 1]}{[j]} = \left[ \begin{array}{c} 0 \\ \frac{[q]}{[q]} \end{array} \right] \]

Also, at $k = 0$,

\[ S_{0,m} = \sigma_{0,m}(r + m) \sqrt{G(0)^2 \frac{D_{2m-1}}{G(r + m + 1)G(r - m)}} \frac{G(r - m)G(r + m + 1)}{G(r + 1)} = \sigma_{0,m}(r + m) \frac{\sqrt{D_{2m-1}G(r - m)G(r + m + 1)}}{G(r + 1)}, \]

by applying the above simplifications, without using $A = \pm q$.

$[x]$ is nonzero exactly when $x \neq 0$, so as

\[ \sigma_{0,m}(r + m) = (-1)^{r+m} \sqrt{\frac{[1][2m + 1]}{[r][r + 1][r + m + 1]}} \cdot \frac{([r]!)^2[r]!![r - m]!!}{[r + 1][r + m + 1]!!} \cdot \frac{(-1)^{r+m}[r + m + 1]!!}{[r-m]!!([r]!)^2}, \text{ for all } 0 \leq k, m \leq r, \]

and $r \geq m > 0$, $\sigma_{0,m}(r + m)$ is neither 0 and undefined for $0 < m < r$, and so can be ignored within these ranges. We examine $m = 0, m = r$ separately.

$G(i)$ always has exactly one factor that becomes 0 at $A = q$ for $i \in \mathbb{Z}$ unless $i \leq 0$, and otherwise is exactly 1, as nothing is being multiplied together. Additionally, this factor, $\{q^0\}$, is the same regardless of $i$. This means that at $r \neq m$, as $r, m \geq 0$, there are at least two factors in the numerator that become 0 at $A = \pm q$, and only 1 in the denominator, so the entire expression is zero at $m \neq r$.

At $m = r$,

\[ \sigma_{0,m}(r + m) = \sigma_{0,r}(2r) = (-1)^{2r} \sqrt{\frac{[2r + 1]}{[r + 1][2r + 1]}} \cdot \frac{([r]!)^2[r]!!}{[r + 1][2r + 1]!!} \cdot \frac{(-1)^{2r}[2r + 1]!!}{([r]!)^2} = \frac{[2r + 1]}{[r + 1]}, \text{ for all } 0 \leq k, m \leq r \]

As the $[0]$s in the $G(i)$ cancel out at $r = m$ as $G(0) = 1$, the remainder of the expression for $S_{k,m}$ simplifies to $\frac{[r+1]}{[2r+1]}$, which exactly cancels out with $\sigma_{0,m}(r + m)$, giving that $S_{0,0} = 1$. Therefore, $S_{0,m} = \begin{cases} 1 & m = r \\ 0 & m \neq r \end{cases}$ at $A = \pm q$

The other cases (with one or both of $A = \pm \frac{1}{q}$ rather than $A = \pm q$ and $S$ rather than $S$) follow in precisely the same way.

\[ \Box \]

Theorem 5.1. For all symmetric representations $[r]$, $(A - q)(A + q)(Aq - 1)(Aq + 1) | Q^1(m, r)$, for all $a, b, m \in \mathbb{Z}^+$. 
Proof. Much like the proof of the proposition, the theorem is equivalent to the statements that
\[
Q(2m + 1, r) - Q(2m - 1, r) |_{A = q} = 0,
\]
\[
Q(2m + 1, r) - Q(2m - 1, r) |_{A = -q} = 0,
\]
\[
Q(2m + 1, r) - Q(2m - 1, r) |_{A = \frac{1}{q}} = 0,
\]
\[
Q(2m + 1, r) - Q(2m - 1, r) |_{A = -\frac{1}{q}} = 0
\]
from the definition of \(Q^1(m, r)\). We know that
\[
\mathcal{H}(a, b, c, r) = Q(c, r) = \chi_{[r, 0]} \sum_{x=0}^r S_{0,x}^2(\mathcal{S} \cdot \mathcal{T} \cdot \mathcal{S})_{0,x} (\mathcal{S} \cdot \mathcal{T}^b \cdot \mathcal{S})_{0,x} (\mathcal{S} \cdot \mathcal{T}^c \cdot \mathcal{S})_{0,x}.
\]

We now recall Lemma 5.1. In particular, the formula only involves the first row of \(\mathcal{S} \cdot \mathcal{T}^n \mathcal{S}\), so we prove a simple form for this. By formula \(4\), \(T^n\) is a diagonal matrix with \(T_{0,0} = 1\). We consider each of \(A = \pm q\), \(A = \pm \frac{1}{q}\) together using the lemma. Therefore, \(\mathcal{S} \cdot \mathcal{T}^n\) has a first row equal to \((\mathcal{S} \cdot \mathcal{T}^n)_{0,m} = \begin{cases} S_{0,0} & m = 0 \\ 0 & m \neq 0 \end{cases}\) from the lemma. Then, again by the lemma, \(((\mathcal{S} \cdot \mathcal{T}^n) \cdot \mathcal{S})_{0,m} = S_{0,m}.\)

Therefore,
\[
Q(c, r) = \chi_{[r, 0]} \sum_{x=0}^r S_{0,x}^2 = \chi_{[r, 0]} \sum_{x=0}^r S_{0,x} = \chi_{[r, 0]},
\]
which is constant. Therefore, \(Q^1(m, r) = Q(2m + 1, r) - Q(2m - 1, r) = 0\), for all \(m \in \mathbb{Z}^+\), regardless of \(a, b\), as expected.

\(\square\)

Remark 5.4. This proof, with minimal modification, also works for any genus \(g\) pretzel knot, because regardless of the power of \(S_{0,x}\) in \(5\), so long as it is at least 1 (which it is because it is one more than the genus), it is still a constant for constant genus, and so the first differences are always zero at \(A = \pm q, \pm \frac{1}{q}\). In particular, for higher genus, we define differences such that all but the last parameter are constant.

5.3 Conjectured General Properties

In this section, we present some conjectured properties. Each property has been verified up to \(r = [5]\), \(c = 2\), \(a = b = 1\), unless otherwise specified. Some are also verified for higher \(c\) for lower \(r\).

Conjecture 5.2. \(Q^r(c, r) A^r q^{2(r)(r-1)} = Q^r(c+2, r)\) for all odd integers \(a, b, c\) and symmetric representations \([r]\).

Remark 5.5. This conjecture, in addition to Lemma \(3.1\), would allow for computing infinitely many HOMFLY polynomials with only a finite number computed using the Racah matrices, which would result in drastic time savings. In particular, as shown in Figure 4 for \(r = [2]\), only \(r + 1\) HOMFLY polynomials would need to be computed using Racah matrices to be able to compute recursively any HOMFLY polynomial with the same \(a, b\).

Figure 4: Assuming that the red values are known, we can compute all of the black values from top to bottom with very few computations using Conjecture 5.2.
Remark 5.6. This would also imply that $Q^r(a, b, c, r) \mid Q^r(a + 2, b, c, r)$ and $Q^r(a, b, c, r) \mid Q^r(a, b + 2, c, r)$, for all representations $[r]$ and $a, b, c$ odd integers. This would be very powerful as it would allow one to generate the $r$th difference for every odd integer $a, b, c$, from only $r + 1$ Racah matrix computations, relatively computationally inexpensively.
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