LHC and lepton flavour violation phenomenology of a left-right extension of the MSSM
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Abstract

We study the phenomenology of a supersymmetric left-right model, assuming minimal supergravity boundary conditions. Both left-right and (B-L) symmetries are broken at an energy scale close to, but significantly below the GUT scale. Neutrino data is explained via a seesaw mechanism. We calculate the RGEs for superpotential and soft parameters complete at 2-loop order. At low energies lepton flavour violation (LFV) and small, but potentially measurable mass splittings in the charged scalar lepton sector appear, due to the RGE running. Different from the supersymmetric “pure seesaw” models, both, LFV and slepton mass splittings, occur not only in the left- but also in the right slepton sector. Especially, ratios of LFV slepton decays, such as \[\text{Br}(\tilde{\tau}_R \rightarrow \mu \chi_1^0) / \text{Br}(\tilde{\tau}_L \rightarrow \mu \chi_1^0)\] are sensitive to the ratio of (B-L) and left-right symmetry breaking scales. Also the model predicts a polarization asymmetry of the outgoing positrons in the decay \[\mu^+ \rightarrow e^+ \gamma, \ A \sim [0,1],\] which differs from the pure seesaw “prediction” \[A = 1.\] Observation of any of these signals allows to distinguish this model from any of the three standard, pure (mSugra) seesaw setups.
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I. INTRODUCTION

The most popular explanation for the observed smallness of neutrino masses is certainly the seesaw mechanism \([1–4]\). Literally hundreds of theoretical papers based on “the seesaw” have been published since the discovery of neutrino oscillations \([5]\). The seesaw can be implemented at tree-level in exactly three realizations \([6]\): exchange of a fermionic singlet, a.k.a. the right-handed neutrino (type-I) \([1, 2]\); of a scalar triplet (type-II) \([2–4]\); or of a fermionic triplet (type-III) \([7]\). In any of these “seesaw mechanisms” neutrino masses are given by

\[
    m_\nu \sim \frac{v^2}{\Lambda},
\]

where \(v\) is the Higgs vacuum expectation value (vev) and \(\Lambda\) the scale of the seesaw. For coefficients \(\mathcal{O}(1)\) and \(\Lambda \sim (10^{14} – 10^{15})\) GeV one finds neutrinos with sub-eV masses, just as experimental data demands. Unfortunately, attractive as this idea might appear from the theoretical point of view, this estimate also implies that “the seesaw” will never be directly tested.

This situation might change slightly, if supersymmetry (SUSY) is found at the LHC, essentially because scalar leptons provide potentially additional information about seesaw parameters. Assuming SUSY gets broken at a high energy scale, the seesaw parameters leave their imprint on the soft parameters in the Renormalization Group Equation (RGE) running. Then, at least in principle, indirect tests of the seesaw become possible. Indeed, this has been pointed out already in \([8]\), where it was shown that lepton flavour violating (LFV) off-diagonal mass terms for sleptons are automatically generated in seesaw (type-I), even if SUSY breaking is completely flavour blind at the GUT scale as in minimal supergravity (mSugra) \([2]\).

Motivated by the above arguments, many authors have then studied LFV in SUSY models. For the seesaw type-I, low energy LFV decays such as \(l_i \rightarrow l_j \gamma\) and \(l_i \rightarrow 3l_j\) have been calculated in \([9–18]\); \(\mu \rightarrow e\) conversion in nuclei has been studied in \([19, 20]\). The type-II seesaw has received much less attention, although it has actually fewer free parameters than type-I. The latter implies that ratios of LFV decays of leptons can actually be predicted as a function of neutrino angles in mSugra, as has been shown in \([21, 22]\). Finally, for completeness we mention that LFV in SUSY seesaw type-III has been studied in \([23]\).

Measurements at colliders, once SUSY is discovered, can provide additional information. LFV decays of left sleptons within mSugra have been studied for type-I in \([24]\) and for type-II in \([22, 25]\). Precise mass measurements might also show indirect effects of the seesaw \([26–28]\). Most prominently, type-II and type-III seesaw contain non-singlet superfields, so gauge couplings run differently from pure MSSM. One then expects that sparticle spectra show a characteristic “deformation” with respect to mSugra predictions. From different combinations of masses one can form “invariants”, i.e. numbers which to leading order depend only on the seesaw scale \([29]\), although there are important corrections at 2-loop \([22, 23]\), which have to be included before any quantitative analysis can be done. Experimentally interesting is also that at the LHC the mass splitting between selectrons and smuons may

1 In the general minimal supersymmetric extension of the standard model (MSSM) all soft terms are free parameters, fixed at the electroweak scale and nothing can be learned about the high energy world.

2 It might be technically more correct to call this setup the “constrained MSSM” (CMSSM). We will stick to the terminology mSugra.
be constrained down to $\mathcal{O}(10^{-4})$ for 30 $fb^{-1}$ of integrated luminosity. In mSugra, one expects this splitting to be unmeasurably tiny, whereas in mSugra plus seesaw significantly different masses can be generated, as has been shown for type-I in [31].

Interestingly, in pure seesaw models with flavour blind SUSY boundary conditions all of the effects discussed above show up only in the left slepton sector. Naturally one expects that in a supersymmetric model with an intermediate left-right symmetric stage, also the right sleptons should contain some indirect information about the high energy parameters. This simple observation forms the main motivation for the current paper. Before entering in the details of our calculation, let us first briefly discuss left-right symmetric models.

Quite a large number of different left-right (LR) symmetric models have been discussed in the literature. Originally LR models were introduced to explain the observed left-handedness of the weak interaction as a consequence of symmetry breaking [32–34]. However, LR models offer other advantages as well. First, the particle content of LR models contains automatically the right-handed neutrino and thus the ingredients for generating a (type-I) seesaw mechanism. Second, the gauge group $SU(3)_c \times SU(2)_L \times SU(2)_R \times U(1)_{B-L}$ is one of the possible chains through which $SO(10)$ [35, 36] can be broken to the standard model gauge group [4]. In addition, it has been shown that they provide technical solutions to the SUSY CP and strong CP problems [37] and they give an understanding of the $U(1)$ charges of the standard model fermions. Interesting only for the supersymmetric versions of LR models, (B-L) is gauged and thus, potentially, the low energy theory conserves R-parity [38].

This last argument requires possibly some elaboration. R-parity, defined as $R_P = (-1)^{3(B-L)+2s}$ (where $B$ and $L$ stand for baryon and lepton numbers and $s$ for the spin of the particle), is imposed in the MSSM to avoid dangerous baryon and lepton number violating operators. However, the origin of $R_P$ is not explained within the MSSM. In early LR models $SU(2)_R$ doublets were used to break the gauge symmetry. The non-supersymmetric model proposed in references [33, 34] introduced two additional scalar doublets $\chi_L$ and $\chi_R$, where $\chi_L \equiv \chi_L(1,2,1,1)$ and $\chi_R \equiv \chi_R(1,1,2,-1)$ under $SU(3)_c \times SU(2)_L \times SU(2)_R \times U(1)_{B-L}$. Parity conservation implies that both, $\chi_L$ and $\chi_R$, are needed. When the neutral component of $\chi_R$ gets a vev, $\langle \chi_R^0 \rangle \neq 0$, the gauge symmetry is broken down to the SM gauge group. However, $\chi_R$ is odd under $U(1)_{B-L}$ and thus, in the SUSY versions of this setup, $R_P$ is broken at the same time. A possible solution to this problem is to break the gauge symmetry by $SU(2)_R$ fields with even charge under $U(1)_{B-L}$, i.e. by triplets. For a SUSY LR model, this was in fact proposed in reference [40], where four triplets were added to the MSSM spectrum: $\Delta(1,3,1,2)$, $\Delta^c(1,1,3,-2)$, $\bar{\Delta}(1,3,1,-2)$ and $\bar{\Delta}^c(1,1,3,2)$. Breaking the symmetry by the vev of $\Delta^c$ produces at the same time a right-handed neutrino mass via the operator $L^c \Delta^c L^c$, leading to a type-I seesaw mechanism. Depending on whether or not $\Delta$ gets a vev, also a type-II seesaw can be generated [41].

However, whether R-parity is conserved in this setup is not clear. The reason is that

---

3 Breaking the LR symmetry with triplets can generate also a type-II [2].
4 Not all $SO(10)$ breaking chains contain a seesaw. Neither does $SU(5)$. It is, of course, straightforward to add a seesaw to $SU(5)$.
5 This could be solved by imposing additional discrete symmetries on the model that forbid the dangerous $R_p$ operators [39], but this cannot be regarded as automatic R-parity conservation.
the minimum of the potential might prefer a solution in which also the right-handed scalar neutrino gets a vev, thus breaking $R_P$, as has been claimed to be the case in [42]. Later [43] calculated some 1-loop corrections to the scalar potential, concluding that $R_P$ conserving minima can be found. However, this contradicts the earlier claim [42] that 1-loop corrections can not eliminate the dangerous $R_P$ minima. Aulakh and collaborators [44, 45], on the other hand, showed that by the addition of two more triplets, $\Omega(1, 3, 1, 0)$ and $\Omega^c(1, 1, 3, 0)$, with zero lepton number one can achieve LR breaking with conserved $R_P$ guaranteed already at tree-level. Lacking a general proof that the model [40] conserves $R_P$ we will follow [44, 45] as the setup for our numerical calculations.

Finally, for completeness we mention the existence of left-right models with R-parity violation. For example, if the left-right symmetry is broken with the vevs of right-handed sneutrinos R-parity gets broken as well and the resulting phenomenology is totally different, as shown in [46, 47].

Compared to the long list of papers about indirect tests of the seesaw, surprisingly little work on the “low-energy” phenomenology of SUSY LR models has been done. One loop RGEs for two left-right SUSY models have been calculated in [48]. These two models are (with one additional singlet): (a) breaking LR by doublets a la [33, 34] and (b) by triplets following [40], but no numerical work at all was done in this paper. The possibility that right sleptons might have flavour violating decays in the left-right symmetric SUSY model of [40] was mentioned in [49]. A systematic study of all the possible signals discussed above for the seesaw case is lacking and to our knowledge there is no publication of any calculation of these signals for the model of [44, 45]. (For completeness we would like to mention that in GUTs based on SU(5) one can have the situation the LFV occurs only in the right slepton sector, as pointed out in [50]. However, this model [50] is in a different class from all the models discussed above, since it does not contain non-zero neutrino masses.)

The rest of this paper is organized as follows. In the next section we define the model [44, 45] and discuss its particle content and main features at each symmetry breaking scale. We have calculated the RGEs for each step complete at the 2-loop level following the general description by [51] using the Mathematica package SARAH [52–54]. A summary is given in the appendix, the complete set of equations and the SARAH model files can be found at [55]. Neutrino masses can be fitted to experimental data via a type-I seesaw mechanism and we discuss different ways to implement the fit. We then turn to the numerical results. The output of SARAH has been passed to the program package SPheno [56] for numerical evaluation. We calculate the SUSY spectra and LFV slepton decays, such as $\tilde{\tau}_{L/R} \rightarrow \mu \chi^0_1$ and $\tilde{\tau}_{L/R} \rightarrow e \chi^0_1$ and $\tilde{\tau}_{L/R} \rightarrow e \mu \chi^0_1$, as well as low-energy decays $l_i \rightarrow l_j \gamma$ for some sample points as a function of the LR and (B-L) scales. Potentially measurable signals are found in both, left and right slepton sectors, if (a) the seesaw scale is above (very roughly) $10^{13}$ GeV and (b) if the scale of LR breaking is significantly below the GUT scale. Since we find sizable LFV soft masses in both slepton sectors, also the polarization in $\mu \rightarrow e\gamma$ is different from the pure seesaw expectation. We then close with a short summary and outlook.
TABLE I. Matter content between the GUT scale and the $SU(2)_R$ breaking scale.

| Superfield generations | $SU(3)_c$ | $SU(2)_L$ | $SU(2)_R$ | $U(1)_{B-L}$ |
|------------------------|-----------|-----------|-----------|---------------|
| $Q$                    | 3         | 3         | 2         | 1             | $\frac{1}{3}$ |
| $Q^c$                  | 3         | 3         | 1         | 2             | $-\frac{1}{3}$ |
| $L$                    | 3         | 1         | 2         | 1             | -1            |
| $L^c$                  | 3         | 1         | 1         | 2             | 1             |
| $\Phi$                 | 2         | 1         | 2         | 2             | 0             |
| $\Delta$               | 1         | 1         | 3         | 1             | 2             |
| $\tilde{\Delta}$      | 1         | 1         | 3         | 1             | -2            |
| $\Delta^c$             | 1         | 1         | 1         | 3             | -2            |
| $\tilde{\Delta}^c$    | 1         | 1         | 1         | 3             | 2             |
| $\Omega$               | 1         | 1         | 3         | 1             | 0             |
| $\Omega^c$             | 1         | 1         | 1         | 3             | 0             |

II. LEFT-RIGHT SUPERSYMMETRIC MODEL

In this section we define the model, its particle content and give a description of the different symmetry breaking steps. The fit to neutrino masses and its connection to LFV violation in the slepton sector is discussed in some detail, to prepare for the numerical results given in the next section. We summarize briefly the free parameters of the theory.

The model essentially follows \cite{44,45}. We have not attempted to find a GUT completion. We will, however, assume that gauge couplings and soft SUSY parameters can be unified, i.e. implicitly assume that such a GUT model can indeed be constructed.

A. Step 1: From GUT scale to $SU(2)_R$ breaking scale

Just below the GUT scale the gauge group of the model is $SU(3)_c \times SU(2)_L \times SU(2)_R \times U(1)_{B-L}$. In addition it is assumed that parity is conserved, see below. The matter content of the model is given in table\ref{table1}. Here $Q$, $Q^c$, $L$ and $L^c$ are the quark and lepton superfields of the MSSM with the addition of (three) right-handed neutrino(s) $\nu^c$.

Two $\Phi$ superfields, bidoublets under $SU(2)_L \times SU(2)_R$, are introduced. They contain the standard $H_d$ and $H_u$ MSSM Higgs doublets. In this model, two copies are needed for a non-trivial CKM matrix. Although there are known attempts to build a realistic LR model with only one bidoublet generating the quark mixing angles at the loop level \cite{57}, we will not rely on such a mechanism. Finally, the rest of the superfields in table\ref{table1} are introduced to break the LR symmetry, as explained above.

Table\ref{table1} shows also the gauge charges for the matter content in the model. In particular, the last column shows the $B - L$ value for the different superfields. However, the following
definition for the electric charge operator will be used throughout this paper

\[
Q = I_{3L} + I_{3R} + \frac{B - L}{2}
\]

and thus the \( U(1)_{B-L} \) charge is actually \( \frac{B - L}{2} \).

With the representations in table I, the most general superpotential compatible with the gauge symmetry and parity is

\[
W = Y_Q Q \Phi Q^c + Y_L L \Phi L^c - \frac{\mu}{2} \Phi \Phi + f L \Delta L + f^* L^c \Delta^c L^c
\]
\[
+ a \Delta \Omega \tilde{\Delta} + a^* \Delta^c \Omega^c \tilde{\Delta}^c + \alpha \Omega \Phi + \alpha^* \Omega^c \Phi
\]
\[
+ M_\Delta \Delta \tilde{\Delta} + M^*_\Delta \Delta^c \tilde{\Delta}^c + M_\Omega \Omega \Omega + M^*_\Omega \Omega^c \Omega^c.
\]

Note that this superpotential is invariant under the parity transformations \( Q \leftrightarrow (Q^c)^* \), \( L \leftrightarrow (L^c)^* \), \( \Phi \leftrightarrow \Phi^\dagger \), \( \Delta \leftrightarrow (\Delta^c)^* \), \( \tilde{\Delta} \leftrightarrow (\tilde{\Delta}^c)^* \), \( \Omega \leftrightarrow (\Omega^c)^* \). This discrete symmetry fixes, for example, the \( L^c \Delta^c L^c \) coupling to be \( f^* \), the complex conjugate of the \( L \Delta L \) coupling, thus reducing the number of free parameters of the model.

Family and gauge indices have been omitted in eq. (2), more detailed expressions can be found in [4]. \( Y_Q \) and \( Y_L \) are quark and lepton Yukawa couplings. However, with two bidoublets there are two copies of them, and thus there are four \( 3 \times 3 \) Yukawa matrices. Conservation of parity implies that they must be hermitian. \( \mu \) is a \( 2 \times 2 \) symmetric matrix, whose entries have dimensions of mass, \( f \) is a \( 3 \times 3 \) (dimensionless) complex symmetric matrix, and \( \alpha \) is a \( 2 \times 2 \) antisymmetric matrix, and thus it only contains one (dimensionless) complex parameter, \( \alpha_{12} \). The mass parameters \( M_\Omega \) and \( M_\Delta \) can be exchanged for \( v_R \) and \( v_{BL} \), the vacuum expectation values of the scalar fields that break the LR symmetry, see below.

The soft terms of the model are

\[
- \mathcal{L}_{soft} = m^2_Q \hat{Q}^\dagger \hat{Q} + m^2_Q \hat{Q}^c \hat{Q}^c + m^2_L \hat{L}^\dagger \hat{L} + m^2_{L^c} \hat{L}^c \hat{L}^c
\]
\[
+ m^2_\Phi \Phi^\dagger \Phi + m^2_\Delta \Delta^\dagger \Delta + m^2_\Delta^c \Delta^c \dagger \Delta^c + m^2_\Delta \Delta^\dagger \Delta^c + m^2_\Delta^c \Delta^\dagger \Delta^c + m^2_\Omega \Omega^\dagger \Omega + m^2_\Omega^c \Omega^c \dagger \Omega^c
\]
\[
+ \frac{1}{2} [M_L \hat{B}^\dagger \hat{B} + M_2 (\hat{W}_L \hat{W}_L + \hat{W}_R \hat{W}_R) + M_3 \hat{g} \hat{g} + h.c.]
\]
\[
+ \frac{T_Q \hat{Q} \hat{Q}^c + T_L \hat{L} \hat{L}^c + T_f \hat{L} \hat{L}^c + T_f^* \hat{L}^c \hat{L}^c + T_e \hat{L} \hat{L}^c + T_e^* \hat{L}^c \hat{L}^c + h.c.]
\]
\[
+ [B_\mu \Phi \Phi + B_{M_\Delta} \Delta \tilde{\Delta} + B_{M_\Delta^c} \Delta^c \tilde{\Delta}^c + B_{M_\Omega} \Omega \Omega + B_{M_\Omega^c} \Omega^c \Omega^c + h.c.].
\]

Again, family and gauge indices have been omitted for the sake of simplicity. The LR model itself does not, of course, fix the values of the soft SUSY breaking terms. In the numerical evaluation of the RGEs we will resort to mSugra-like boundary conditions, i.e. \( m^2_0 \mathbb{T}_{3 \times 3} = m^2_Q = m^2_Q^c = m^2_L = m^2_{L^c}, m^2_0 \mathbb{T}_{2 \times 2} = m^2_\Phi, m^2_0 = m^2_\Delta = m^2_\Delta^c = m^2_\Omega = m^2_\Omega^c, M_{1/2} = M_1 = M_2 = M_3, T_Q = A_0 Y_Q, T_L = A_0 Y_L, T_f = A_0 f, T_a = A_0 a, T_a = A_0 a, B_\mu = B_0, B_{M_\Delta} = B_0 M_\Delta, B_{M_\Omega} = B_0 M_\Omega. \) The superpotential couplings \( f, Y_Q \) and \( Y_L \) are fixed by the low-scale fermion masses and mixing angles. Their values at the GUT scale are obtained by RGE running. This will be discussed in more detail in section [1114].
The breaking of the LR gauge group to the MSSM gauge group takes place in two steps: $SU(2)_R \times U(1)_{B-L} \to U(1)_R \times U(1)_{B-L} \to U(1)_Y$. In the first step the neutral component of the triplet $\Omega$ takes a vev:

$$\langle \Omega^c \rangle = \frac{v_R}{\sqrt{2}}$$ (4)

which breaks $SU(2)_R$. However, since $I_{3R}(\Omega^c) = 0$ there is a $U(1)_R$ symmetry left over.

Next, the group $U(1)_R \times U(1)_{B-L}$ is broken by

$$\langle \Delta^c \rangle = \frac{v_{BL}}{\sqrt{2}}, \quad \langle \tilde{\Delta}^c \rangle = \frac{\bar{v}_{BL}}{\sqrt{2}}.$$ (5)

The remaining symmetry is now $U(1)_Y$ with hypercharge defined as $Y = I_{3R} + B - L$.

The tadpole equations do not link $\Omega^c$, $\Delta^c$ and $\tilde{\Delta}^c$ with their left-handed counterparts, due to supersymmetry. Thus, the left-handed triplets can have vanishing vevs [44] and the model produces only a type-I seesaw.

Although a “hierarchy” between the two breaking scales may exist, $v_{BL} \ll v_R$, one cannot neglect the effects of the second breaking stage on the first one, since mass terms of $\Omega$ and $\Delta$ enter in both tadpole equations. If we assume $\bar{v}_{BL} = v_{BL}$ the tadpole equations of the model can be written

$$\frac{\partial V}{\partial v_R} = 4|\Omega|^2 v_R + \frac{1}{2}|a|^2 v_{BL}^2 v_R - \frac{1}{2} v_{BL}^2 [a^*(M_{\Delta} + M_\Omega) + c.c] = 0,$$ (6)

$$\frac{\partial V}{\partial v_{BL}} = |M_{\Delta}|^2 v_{BL} + \frac{1}{4}|a|^2 (v_{BL}^2 + v_R^2) v_{BL} - \frac{1}{2} v_{BL} v_R [a^*(M_{\Delta} + M_\Omega) + c.c] = 0.$$ (7)

In these equations (small) soft SUSY breaking terms have been neglected. Similarly, at this stage there are no electroweak symmetry breaking vevs $v_d$ and $v_u$. From equations (6) and (7) one sees that, in fact, there is an inverse hierarchy between the vevs and the superpotential masses $M_{\Delta}$, $M_\Omega$, given by

$$v_R = \frac{2M_{\Delta}}{a}, \quad v_{BL} = \frac{2}{a} (2M_{\Delta} M_\Omega)^{1/2}.$$ (8)

And so, $v_{BL} \ll v_R$ requires $M_{\Delta} \gg M_\Omega$, as has already been discussed in [44].

B. Step 2: From $SU(2)_R$ breaking scale to $U(1)_{B-L}$ breaking scale

At this step the gauge group is $SU(3)_c \times SU(2)_L \times U(1)_R \times U(1)_{B-L}$. The particle content of the model from the $SU(2)_R$ breaking scale to the $U(1)_{B-L}$ breaking scale is given in table [II].

Some comments might be in order. Despite $M_{\Delta}$ being of the order of $v_R$ (or larger), see eq.(8), not all components of the $\Delta$ superfields receive large masses. The neutral components of $\Delta^c$ and $\tilde{\Delta}^c$ lie at the $v_{BL}$ scale. One can easily check that the F-term contributions to their masses vanish in the minimum of the scalar potential eq. [8]. Moreover, $\Omega^c$ does not generate D-terms contributions to their masses. Therefore, contrary to the other components
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|   | 3  | 3 | 2 | 0 | 1/3 |
|---|----|---|---|---|-----|
| $Q$ | 3  | 3 | 1 | 1/2 | $-1/3$ |
| $d^c$ | 3  | 3 | 1 | $-1/2$ | $-1/3$ |
| $u^c$ | 3  | 1 | 2 | 0 | $-1$ |
| $L$ | 3  | 1 | 1 | 1/2 | 1 |
| $e^c$ | 3  | 1 | 1 | $-1/2$ | 1 |
| $\nu_c$ | 3  | 1 | 1 | $-1/2$ | 1 |
| $H_d$ | 1  | 1 | 2 | $-1/2$ | 0 |
| $H_u$ | 1  | 1 | 2 | $1/2$ | 0 |
| $\Delta$ | 1  | 1 | 3 | 1 | 2 |
| $\bar{\Delta}$ | 1  | 1 | 3 | 1 | $-2$ |
| $\Delta^{c0}$ | 1  | 1 | 1 | 1 | $-2$ |
| $\bar{\Delta}^{c0}$ | 1  | 1 | 1 | $-1$ | 2 |
| $\Omega$ | 1  | 1 | 3 | 0 | 0 |
| $\Omega^{c0}$ | 1  | 1 | 1 | 0 | 0 |

| TABLE II. Matter content from the $SU(2)_R$ breaking scale to the $U(1)_{B-L}$ breaking scale. |

of the $\Delta$ triplets, they only get masses at the $v_{BL}$ scale. On the other hand, one might guess that all components in the $\Omega, \Omega^c$ superfields should be retained at this stage, since their superpotential mass $M_\Omega$ is required to be below $v_{BL}$. However, some of their components get contributions from $SU(2)_R$ breaking, and thus they become heavy. The charged components of $\Omega^c$ do develop large masses, in the case of the scalars through D-terms, while in the case of the fermions due to their mixing with the charged gauginos $\tilde{W}_R$, which have masses proportional to $v_R$. However, the neutral components of $\Omega^c$ do not get $SU(2)_R$ breaking contributions, since they have $I_{3R}(\Omega^{c0}) = 0$, and then they must be included in this energy regime. See reference [45] for a more quantitative discussion.

After $SU(2)_R$ breaking the two bidoublets $\Phi_1$ and $\Phi_2$ get split into four $SU(2)_L$ doublets. Two of them must remain light, identified with the two Higgs doublets of the MSSM, responsible for EW symmetry breaking, while, at the same time, the other two get masses of the order of $v_R$. This strong hierarchy can be only obtained by imposing a fine-tuning condition on the parameters involved in the bidoublet sector.

The superpotential terms mixing the four $SU(2)_L$ doublets can be rewritten as

$$W_M = (H^f_d)^T M_H H^f_u$$  \hspace{1cm} (9)$$

where $H^f_d = (H^1_d, H^2_d)$ and $H^f_u = (H^1_u, H^2_u)$ are the *flavour eigenstates*. In this basis reads the matrix

$$M_H = \begin{pmatrix} \mu_{11} & \mu_{12} + \alpha_{12} M_R \\ \mu_{12} - \alpha_{12} M_R & \mu_{22} \end{pmatrix},$$  \hspace{1cm} (10)$$

where the relations $\mu_{ij} = \mu_{ji}$ and $\alpha_{ij} = -\alpha_{ji}$ have been used and $M_R = \frac{v_R}{2}$ has been defined.
In order to get two light doublets we impose the fine-tuning condition

$$\text{Det}(M_H) = \mu_{11} \mu_{22} - (\mu_{12}^2 - \alpha_{12}^2 M_R^2) = 0. \quad (11)$$

The result of eq. (11) is to split the two Higgs bidoublets into two pairs of doublets \((H_d, H_u)_L\) and \((H_d, H_u)_R\), where \((H_d, H_u)_L\) is the light pair that appears in table II and \((H_d, H_u)_R\) a heavy pair with mass of order of \(v_R\). In practice, equation (11) implies that one of the superpotential parameters must be chosen in terms of the others. Since this fine-tuning condition is not protected by any symmetry, the RGEs do not preserve it, and one must impose it at the \(SU(2)_R\) breaking scale. In our computation we chose to compute \(\mu_{11}\) in terms of the free parameters \(\mu_{12}, \mu_{22}, \alpha_{12}\) and \(v_R\).

In order to compute the resulting couplings for the light Higgs doublets one must rotate the original fields into their mass basis. Since \(M_H\) is not a symmetric matrix (unless \(\alpha_{12} = 0\)) one has to rotate independently \(H_d^f\) and \(H_u^f\), i.e. \(H_d^f = D H_m^d\), \(H_u^f = U H_m^u\), where \(D\) and \(U\) are orthogonal matrices and \(H_m^d = (H_L^d, H_R^d)\) and \(H_m^u = (H_L^u, H_R^u)\) are the mass eigenstates. This way one finds

\[ W_M = (H_d^f)^T M_H H_u^f = (H_d^m)^T D^T M_H U H_u^m = (H_d^m)^T \hat{M}_H H_u^m \]  \quad (12)

where \(\hat{M}_H\) is a diagonal matrix, with eigenvalues

\[ \hat{M}^2_{H,1} = 0, \]
\[ \hat{M}^2_{H,2} = \frac{1}{\mu_{22}^2} \left( \alpha_{12}^4 M_R^4 + 2 \alpha_{12}^2 M_R^2 (\mu_{22}^2 - \mu_{12}^2) + (\mu_{22}^2 + \mu_{12}^2)^2 \right). \quad (13) \]

The \(D\) and \(U\) rotations are, in general, different and we parametrize them as

\[ D = \begin{pmatrix} \cos \theta_1 & \sin \theta_1 \\ -\sin \theta_1 & \cos \theta_1 \end{pmatrix}, \quad U = \begin{pmatrix} \cos \theta_2 & \sin \theta_2 \\ -\sin \theta_2 & \cos \theta_2 \end{pmatrix} \]  \quad (14)

and get

\[ H_d^1 = \cos \theta_1 H_d^L + \sin \theta_1 H_d^R, \]
\[ H_d^2 = -\sin \theta_1 H_d^L + \cos \theta_1 H_d^R, \quad (15) \]

and similar for \(H_u\). In general the angles \(\theta_1\) and \(\theta_2\) are different. However, they are connected to the same matrix \(M_H\) and can be calculated by diagonalizing \(M_H (M_H)^T\) or \((M_H)^T M_H\) and one finds

\[ \tan \theta_{1,2} = \frac{\mu_{12} \pm \alpha_{12} M_R}{\mu_{22}}. \quad (16) \]

In these expressions \(\text{Det}(M_H) = 0\) has been used to simplify the result. Exact \(\text{Det}(M_H) = 0\) implies that the \(\mu\)-term of the MSSM is zero, so this condition can only be true up to small corrections, see the discussion below. Note that there are two interesting limits. First, \(\mu_{12} \gg \alpha_{12} M_R\): this implies \(\tan \theta_1 = \tan \theta_2\) and therefore \(D = U\). This is as expected, since
that limit makes $M_H$ symmetric. And, second, $\mu_{12} \ll \alpha_{12} M_R$ : this implies $\tan \theta_1 = - \tan \theta_2$ and therefore $D = U^T$.

The superpotential at this stage is
\[
W = Y_u Q H_u u^c + Y_d Q H_d d^c + Y_e L H_d e^c + Y_\nu L H_u \nu^c + \mu H_u H_d + f_e^1 \nu^c \Delta^{c0} + M_{\Delta_e}^1 \Delta^{c0} \Delta^{c0} + a \Delta \bar{\Delta} + a_e^1 \Delta^{c0} \bar{\Delta}^{c0} \Omega^0 \\
+ b \Omega H_u H_u + b_e \nu^c \bar{\nu}^c H_d H_u + M_{\Omega} \Omega + M_{\Omega_e} \Omega^c \bar{\Omega}^{c0} \Omega^0.
\]

Particles belonging to the same $SU(2)_R$ gauge multiplets split due to their different $U(1)_R$ charges. At this stage both the LR group, that symmetrizes the $SU(2)_L$ and $SU(2)_R$ gauge interactions, and the discrete parity symmetry that we imposed on the couplings are broken.

The soft terms are
\[
- \mathcal{L}_{soft} = m_{Q}^2 \bar{Q}^\dagger Q + m_{u}^2 \bar{u}^\dagger u^c + m_{d}^2 \bar{d}^\dagger d^c + m_{e}^2 \bar{e}^\dagger e^c + m_{\nu}^2 \bar{\nu}^\dagger \nu^c \\
+ m_{H_u}^2 H_u^\dagger H_u + m_{H_d}^2 H_d^\dagger H_d + m_{\Delta_e}^2 \Delta^{c0} \bar{\Delta}^{c0} + m_{\Delta_e^{c0}}^2 \Delta^{c0} \bar{\Delta}^{c0} \\
+ m_{\Omega}^2 \Omega^2 + m_{\Omega_e}^2 \Omega^c \bar{\Omega}^{c0} \Omega^0 + \frac{1}{2} [M_1 \bar{B}^0 B^0 + M_2 \bar{W}_L W_L + M_R \bar{W}_R W_R + M_3 \bar{g} \bar{g} + h.c.] \\
+ [T_u \bar{Q} H_u \bar{u}^c + T_d \bar{Q} H_d \bar{d}^c + T_e \bar{L} H_d \bar{e}^c + T_\nu \bar{L} H_u \bar{\nu}^c] \\
+ [T_{\Delta_e} \bar{\nu}^c \nu^c \Delta^{c0} + T_{\Omega_e} \Delta^{c0} \bar{\Omega}^{c0} \Omega^0 + T_{\Delta_e^{c0}} \Delta^{c0} \bar{\Delta}^{c0} \Omega^0 + T_{\Omega_e^{c0}} \Omega^c \bar{\Omega}^{c0} \Omega^0 + h.c.] \\
+ [B_\mu H_u H_d + B_{\Delta_e} \Delta^{c0} \bar{\Delta}^{c0} + B_{\Omega_e} \Omega^c \bar{\Omega}^{c0} \Omega^0 + h.c.].
\]

Again we suppress gauge and family indices.

We must impose matching conditions at the $SU(2)_R$ breaking scale. These are for superpotential parameters given by
\[
Y_d = Y_u^1 \cos \theta_1 - Y_u^2 \sin \theta_1, \quad Y_u = -Y_u^1 \cos \theta_2 + Y_u^2 \sin \theta_2, \\
Y_e = Y_L \cos \theta_1 - Y_L^2 \sin \theta_1, \quad Y_\nu = -Y_L^1 \cos \theta_2 + Y_L^2 \sin \theta_2, \\
f_e^1 = -f^*, \quad a_e^1 = -a^*/\sqrt{2}, \\
M_{\Delta_e} = M_{\Delta}^*, \quad M_{\Omega_e} = M_{\Omega}^*, \\
b = 2 \alpha_R, \quad b_e = \sqrt{2} \alpha^* R,
\]

where $R = \sin(\theta_1 - \theta_2)$. For the soft masses we have
\[
m_{u}^2 = m_{d}^2 = m_{Q}^2, \\
m_{d}^2 = m_{e}^2 = m_{\nu}^2, \\
m_{\Delta_e}^2 = m_{\Delta_e^{c0}}^2 = m_{\Delta_e^0}^2, \\
m_{\Omega_e}^2 = m_{\Omega_e^{c0}}^2 = m_{\Omega_e^0}^2, \\
M_L = M_R = M_2.
\]

Soft trilinears matching follow corresponding conditions. In addition, one has
\[
m_{H_d}^2 = \cos^2 \theta_1 (m_{\Phi}^2)_{11} + \sin^2 \theta_1 (m_{\Phi}^2)_{22} - \sin \theta_1 \cos \theta_1 [m_{\Phi}^2]_{12} + (m_{\Phi}^2)_{21}, \\
m_{H_u}^2 = \cos^2 \theta_2 (m_{\Phi}^2)_{11} + \sin^2 \theta_2 (m_{\Phi}^2)_{22} - \sin \theta_2 \cos \theta_2 [m_{\Phi}^2]_{12} + (m_{\Phi}^2)_{21},
\]
as obtained when the operator $m_{\Phi}^2 \Phi \dagger \Phi$ is projected into the light Higgs doublets operators $(H_d^L)^\dagger H_d^L$ and $(H_u^L)^\dagger H_u^L$. Gauge couplings are matched as $g_L = g_R = g_2$.

C. Step 3: From $U(1)_{B-L}$ breaking scale to EW/SUSY scale

We mention this stage only for completeness, since the last regime is just the usual MSSM. We need matching conditions in the gauge sector. Since $U(1)_R \times U(1)_{B-L}$ breaks to $U(1)_Y$, the MSSM gauge coupling $g_1$ will be a combination of $g_R$ and $g_{BL}$. The resulting relationship is

$$g_1 = \frac{\sqrt{5} g_R g_{BL}}{\sqrt{2g_R^2 + 3g_{BL}^2}}. \tag{21}$$

Analogously, the following condition holds for gaugino masses

$$M_1(\text{MSSM}) = \frac{2g_R^2M_1 + 3g_{BL}^2M_R}{2g_R^2 + 3g_{BL}^2}. \tag{22}$$

Note that in the last two equations the gauge couplings are GUT-normalized. Electroweak symmetry breaking occurs as in the MSSM. We take the Higgs doublet vevs

$$\langle H_d^0 \rangle = \frac{v_d}{\sqrt{2}}, \quad \langle H_u^0 \rangle = \frac{v_u}{\sqrt{2}}, \tag{23}$$

as free parameters and then solve the tadpole equations to find $\mu_{\text{MSSM}}$ and $B^\mu$. $\mu_{\text{MSSM}}$ must be different from zero, that is Det($M_H$) can not be exactly zero. Instead the tuning must be exact up to Det($M_H$) = $O(\mu_{\text{MSSM}}^2)$. As usual $\tan \beta = \frac{v_u}{v_d}$ is used as a free parameter. Also the sign of $\mu_{\text{MSSM}}$ is not constrained as usual.

D. Neutrino masses, LFV and Yukawa couplings

Neutrino masses are generated after $U(1)_{B-L}$ breaking through a type-I seesaw mechanism. The matrix $f^1_c$ leads to Majorana masses for the right-handed neutrinos once $\Delta_c^{c0}$ gets a vev. We define the seesaw scale as the lightest eigenvalue of

$$M_S \equiv f^1_c v_{BL}. \tag{24}$$

As usual, we can always rotate the fields to a basis where $M_S$ is diagonal. However, this will introduce lepton flavour violating entries in the $Y_L$ Yukawas, see discussion below. As mentioned above, contrary to non-supersymmetric LR models [2], there is no type-II contribution to neutrino masses.

Global fits to all available experimental data provide values for the parameters involved in neutrino oscillations, see table [III] for updated results and ref. [59, 60] for experimental results. As first observed in [61], these data imply that the neutrino mass matrix can be
diagonalized to a good approximation by the so-called tri-bimaximal mixing pattern:

$$U_{TBM} = \begin{pmatrix} \sqrt{\frac{2}{3}} & \sqrt{\frac{1}{3}} & 0 \\ -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{2}} \end{pmatrix}. \quad (25)$$

The matrix product $Y_{\nu} \cdot (f_{c}^{1})^{-1} \cdot Y_{\nu}^{T}$ is constrained by this particular structure. LFV entries can be present in both $Y_{\nu}$ and $f_{c}^{1}$, see also the discussion about parameter counting in the next subsection. However, in the numerical section we will consider only two specific kinds of fits:

- $Y_{\nu}$-fit: flavour structure in $Y_{\nu}$ and diagonal $f_{c}^{1}$.
- $f$-fit: flavour structure in $f_{c}^{1}$ and diagonal $Y_{\nu}$.

While at first it may seem either way of doing the fit is equivalent, $f_{c}^{1}$ and $Y_{\nu}$ in our setup can leave different traces in the soft slepton mass parameters if $v_{BL} \ll v_{R}$. This last condition is essential to distinguish between both possibilities, because otherwise one obtains the straightforward prediction that LFV entries in left and right slepton are equal, due to the assumed LR symmetry above $v_{R}$.

These two types of fit were already discussed in reference [62], which investigates low energy LFV signatures in a supersymmetric seesaw model where the right-handed neutrino mass is generated from a term of the form $f \Delta^{c} \nu^{c} \nu^{c}$. When the scalar component of $\Delta^{c}$ acquires a vev a type-I seesaw is obtained, generating masses for the light neutrinos. Therefore, this model has the ingredients to accommodate a $Y_{\nu}$-fit, named as Dirac LFV in [62], or a $f$-fit, named as Majorana LFV. Note, however, that the left-right symmetry, central in our work, is missing in this reference, thus implying different signatures at the electroweak scale.

The difference in phenomenology of the two fits can be easily understood considering approximated expressions for the RGEs for $m_{L}^{2}$ and $m_{e}^{2}$. In the first step, from the GUT scale to the $v_{R}$ scale RGEs at 1-loop order can be written in leading-log approximation as

| parameter | best fit | 2-σ |
|-----------|----------|-----|
| $\Delta m_{31}^{2} [10^{-5} \text{eV}^{2}]$ | $7.59^{+0.23}_{-0.18}$ | $7.22 - 8.03$ |
| $|\Delta m_{31}^{2} | [10^{-3} \text{eV}^{2}]$ | $2.40^{+0.12}_{-0.11}$ | $2.18 - 2.64$ |
| $\sin^{2} \theta_{12}$ | $0.318^{+0.019}_{-0.016}$ | $0.29 - 0.36$ |
| $\sin^{2} \theta_{23}$ | $0.50^{+0.07}_{-0.06}$ | $0.39 - 0.63$ |
| $\sin^{2} \theta_{13}$ | $0.013^{+0.013}_{-0.009}$ | $\leq 0.039$ |

TABLE III. Best-fit values with 1-σ errors and 2-σ intervals (1 d.o.f.) taken from the reference [58], which is updated continuously on the web.
\[
\Delta m^2_L = -\frac{1}{4\pi^2} \left( 3 f f^\dagger + Y_L^{(k)} Y_L^{(k)\dagger} \right) (3m_0^2 + A_0^2) \ln \left( \frac{m_{\text{GUT}}}{v_R} \right),
\]
\[
\Delta m^2_{Lc} = -\frac{1}{4\pi^2} \left( 3 f f^\dagger + Y_L^{(k)} Y_L^{(k)\dagger} \right) (3m_0^2 + A_0^2) \ln \left( \frac{m_{\text{GUT}}}{v_R} \right).
\]

(26)

Of course, also the \( A \) parameters develop LFV off-diagonals in the running. We do not give the corresponding approximated equations for brevity. After parity breaking at the \( v_R \) scale the Yukawa coupling \( Y_L \) splits into \( Y_e \), the charged lepton Yukawa, and \( Y_\nu \), the neutrino Yukawa. The latter contributes to LFV entries in the running down to the \( v_{BL} \) scale. Thus,

\[
\Delta m^2_L \sim -\frac{1}{8\pi^2} Y_\nu Y_\nu^\dagger \left( m^2_L|_{v_R} + A^2_e|_{v_R} \right) \ln \left( \frac{v_R}{v_{BL}} \right),
\]
\[
\Delta m^2_{e\ell} \sim 0,
\]

(27)

where \( m^2_L|_{v_R} \) is the matrix \( m^2_L \) at the scale \( v_R \) and \( A^2_e|_{v_R} \) is defined as \( T_e = Y_e A_e \) and also has to be taken at \( v_R \). In order to understand the main difference between the two fits, let us first consider the \( f \)-fit. This assumes that \( Y_\nu \) is diagonal at the seesaw scale and thus the observed low energy mismatch between the neutrino and charged lepton sectors is due to a non-trivial flavour structure in \( f \). Of course, non-diagonal entries in \( f \) generate in the running also non-diagonal entries in \( Y_\nu \) and \( Y_e \), but these can be neglected in first approximation. In this case, equations (26) and (27) show that the LR symmetry makes \( m^2_L \) and \( m^2_{e\ell} \) run with the same flavour structure and the magnitudes of their off-diagonal entries at the SUSY scale are similar. If, on the other hand, \( Y_\nu \) is non-trivial (\( Y_\nu \)-fit), while \( f \) is diagonal, the running from the GUT scale to the \( v_R \) scale induces again the same off-diagonal entries in \( m^2_L \) and \( m^2_{Lc} \). However, from \( v_R \) to \( v_{BL} \) the off-diagonals entries in \( m^2_L \) continue to run, while those in \( m^2_{e\ell} \) do not. This effect, generated by the right-handed neutrinos via the \( Y_\nu \) Yukawas, induces additional flavour violating effects in the L sector compared to the R sector. Seeing LFV in both left and right slepton sectors thus allows us to indirectly learn about the high energy theory. We will study this in some detail in the numerical section below.

E. Parameter counting

Let us briefly summarize the free parameters of the model. With the assumption of mSugra (or better: mSugra-like) boundary conditions, in the SUSY breaking sector we only have the standard parameters \( m_0 \), \( M_{1/2} \), \( A_0 \), \( \tan \beta \), \( \text{sign}(\mu_{\text{MSSM}}) \). Thus, we count 4+1 parameters in the soft terms. We note in passing that the soft terms of the heavy sector, of course, do not have to follow strictly the conditions outlined in equation (8), as long as these parameters are small compared to \( v_{BL} \) there are no changes compared to the above discussion.

In the superpotential we have \( a, \alpha, \mu, M_\Delta \) and \( M_\Omega \). This leaves, at first sight, 7 parameters free. However, we can reduce them to 4+2 parameters as follows. Since \( \alpha_{ij} = -\alpha_{ji} \), \( \alpha \) only
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contains one free parameter: $\alpha_{12}$. The matrix $\mu$ has 3 entries, but one of them, $\mu_{11}$, is fixed by the fine-tuning condition $\text{Det}(M_H) = \mathcal{O}(\mu^2_{\text{MSSM}})$. This leaves two free parameters, $\mu_{12}$, $\mu_{22}$. We have traded $M_\Delta$ and $M_\Omega$ for the vevs $v_R$, $v_{BL}$, since $\ln\left(\frac{v_R}{v_{BL}}\right)$ and $\ln\left(\frac{v_G}{v_R}\right)$ enter into the RGEs and thus can, at least in principle, be determined from low-energy spectra. There are then in summary 6 parameters, four independent of low-energy constraints and two which could be fixed from LFV data, see below.

In addition, in the superpotential we have the Yukawa matrices $Y_{Q_i}$, $Y_{L_i}$ and $f$. Let’s consider the quark sector first. Since we can always go to a basis in which one of the $Y_{Q_i}$ is diagonal with only real entries, there are 12 parameters. Ten of them are fixed by six quark masses, three CKM angles and the CKM phase, leaving two phases undetermined.

In the lepton sector we have the symmetric matrices, $Y_{L_1}$ and $Y_{L_2}$. As with the quark sector, a basis change shows that there are only 12 free parameters. $f$ is symmetric and thus counts as another 9 parameters. Going to a basis in which $f$ is diagonal does not reduce the number of free parameters, since in this basis we can no longer assume one of the $Y_{L_i}$ to be diagonal. In summary there are thus free 21 parameters in these three matrices.

In the simple, pure seesaw type-I with three generations of right-handed neutrinos the number of free parameters is 21. Only 12 of them can be fixed from low-energy data: three neutrino and three charged lepton masses, three leptonic mixing angles and three phases (two Majorana and one Dirac phase). However, as pointed out in [11], in principle, $m^2_L$ contains 9 observable entries and thus, if the normalization (i.e. $m_0$, $A_0$, $\tan\beta$ etc.) is known from other sfermion measurements, one could re-construct the type-I seesaw parameters.

How does the SUSY LR model compare to this? We have, as discussed above, also 21 parameters in the three coupling matrices, but neutrino masses depend also on $v_{BL}$. However, in principle, we have 9 more observables in $m^2_{\nu_e}$, assuming again that the soft SUSY breaking terms can be extracted from other measurements. Since in the RGEs also $v_R$ appears we have in total 23 parameters which need to be determined. The number of observables, on the other hand is fixed to 30 in total, as we have 12 (low-energy lepton sector) plus 9 (left sleptons) plus 9 (right sleptons) possible measurements.

### III. NUMERICAL RESULTS

#### A. Procedure for numerics

All necessary, analytical expressions were calculated with SARAH. For this purpose, two different model files for the model above the two threshold scales were created and used to calculate the full set of 2-loop RGEs. SARAH calculates the RGEs using the generic expressions of [51] in the most general form respecting the complete flavour structure. These RGEs were afterwards exported to Fortran code and implemented in SPheno. As starting point for the RGE running, the gauge and Yukawa couplings at the electroweak scale are

---

6 Of course, this discussion is slightly academic, since at least one of the Majorana phases will never be measured in praxis.
used. In the calculation of the gauge and Yukawa couplings we follow closely the procedure described in ref. [56]: the values for the Yukawa couplings giving mass to the SM fermions and the gauge couplings are determined at the scale $M_Z$ based on the measured values for the quark, lepton and vector boson masses as well as for the gauge couplings. Here, we have included the 1-loop corrections to the mass of $W$- and $Z$-boson as well as the SUSY contributions to $\delta_{V_B}$ for calculating the gauge couplings. Similarly, we have included the complete 1-loop corrections to the self-energies of SM fermions [63]. Moreover, we have resummed the $\tan\beta$ enhanced terms for the calculation of the Yukawa couplings of the $b$-quark and the $\tau$-lepton as in [56]. The vacuum expectation values $v_d$ and $v_u$ are calculated with respect to the given value of $\tan\beta$ at $M_Z$. Since we are working with two distinct threshold scales, not all heavy fields are integrated out at their mass and the corresponding 1-loop boundary conditions at the threshold scales are needed. It is known that these particles cause a finite shift in the gauge couplings and gaugino masses. The general expressions are [64]

\begin{align}
g_i & \rightarrow g_i \left( 1 \pm \frac{1}{16\pi^2} g_i^2 I_2^r(r) \ln \left( \frac{M^2}{M_T^2} \right) \right), \\
M_i & \rightarrow M_i \left( 1 \pm \frac{1}{16\pi^2} g_i^2 I_2^r(r) \ln \left( \frac{M^2}{M_T^2} \right) \right),
\end{align}

$I_2^r(r)$ is the Dynkin index of a field transforming as representation $r$ with respect to the gauge group belonging to the gauge coupling $g_i$, $M$ is the mass of this particle and $M_T$ is the threshold scale. When evaluating the RGEs from the low to the high scale, the contribution is positive, when running down, it is negative. The different masses used for calculating the finite shifts are the eigenvalues of the full tree-level mass matrix of the charged, heavy particles removed from the spectrum. The correct mass spectrum is calculated in an iterative way. The GUT scale is defined as the scale at which $g_{BL} = g_2 = g_{GUT}$ holds. Generally, there is difference with $g_3$ to $g_{GUT}$ in the percent range, the actual numerical mismatch depending on the scales $v_{BL}$ and $v_R$ and being larger for lower values of $v_{BL}$ and $v_R$. It has been stressed in particular in [65] that within supersymmetric LR models, the LR symmetry breaking scale has to be close to the GUT scale, otherwise this mismatch will grow too large. However, in [66] it was pointed out that, among other possibilities, GUT thresholds - unknown unless the GUT model, including the complete Higgs sector used to break the GUT symmetry, is specified - can lead to important corrections, accounting for this apparent non-unification. (For a discussion of these effects in the context of $SU(5)$ see [67].) We simply use $g_{BL} = g_2 = g_{GUT}$ and attribute departures from complete unification to (unknown) thresholds. After applying the GUT scale boundary conditions, the RGEs are evaluated down to the low scale and the mass spectrum of the MSSM is calculated. The MSSM masses are, in general, calculated at the 1-loop level in the $\overline{\text{DR}}$ scheme using on-shell external momenta. For the Higgs fields also the most important 2-loop contributions are taken into account. We note that the corresponding Fortran routines are also written by SARAH but they are equivalent to the routines included in the public version of SPheno.
FIG. 1. Example of spectra at the SUSY scale and its dependence on \(v_{BL}\) (left side) and \(v_R\) (right side). The masses of four states are shown: \(\tilde{\chi}_1^0\) (blue line), \(\tilde{\chi}_2^0\) (blue dashed line), \(\tilde{\mu}_L\) (red line) and \(\tilde{\mu}_R\) (red dashed line). In both panels the mSugra parameters have been taken as in the SPS3 benchmark point.

Based on [63]. The iteration stops when the largest change in the calculation of the SUSY and Higgs boson masses at \(M_{SUSY}\) is below one per-mille between two iterations.

### B. Mass spectrum

The appearance of charged particles at scales between the electroweak scale and the GUT scale leads to changes in the beta functions of the gauge couplings [21, 29]. This does not only change the evolution of the gauge couplings but also the evolution of the gaugino and scalar mass parameters [22, 29]. The LR model contains additional triplets, and similar to what is observed in the seesaw models [23] the mass spectrum at low energies is shifted with respect to mSugra expectations. Two examples of this behaviour are shown in figure 1. In this figure we show the two lightest neutralino masses and the masses of the left and right sleptons versus \(v_{BL}\) (left side) and \(v_R\) (right side). We note that also all other sfermion and gaugino masses show the same dependence and in general smaller values are obtained for lower values of \(v_{BL}\) and \(v_R\). One finds that gaugino masses depend stronger on \(v_{BL}\) and \(v_R\) than sfermion masses and that right sleptons are the sfermions for which the sensitivity to these vevs is smallest.

The change in the low energy spectrum, however, maintains to a good degree the standard mSugra expectation for the ratios of gaugino masses, as shown in figures 2 and 3. Here, figure 2 shows the ratios \(M_1/M_2\) and \(M_2/M_3\) versus \(v_{BL}\), while figure 3 shows the same ratios versus \(v_R\). Shown are the results for three different SUSY points, which in the limit of \(v_R, v_{BL} \rightarrow m_{GUT}\) approach the standard SPS points SPS1a’ [68], SPS3 and SPS5 [69]. For
FIG. 2. Gaugino mass ratios as a function of $v_{BL}$ for the fixed value $v_R = 10^{15}$ GeV. To the left, $M_1/M_2$, whereas to the right $M_2/M_3$. In both figures the three coloured lines correspond to three mSugra benchmark points: SPS1a’ (blue), SPS3 (green) and SPS5 (red). Note the small variation in the numbers on the Y axis.

example, the ratio $M_1/M_2$ is expected to be $(5/3) \tan^2 \theta_W \simeq 0.5$ at 1-loop order in mSugra. The exact ratio, however, depends on higher order corrections, and thus on the SUSY spectrum. The LR model will thus appear rather mSugra like, if these ratios are measured. Only with very high precision on mass measurements, possible only at a linear collider, can one hope to find any (indirect) dependence on $v_{BL}$ and $v_R$.

C. LFV of leptons

Lepton flavour violation in charged lepton decays has attracted a lot of attention for decades. Processes like $\mu \rightarrow e\gamma$ are highly suppressed in the standard model (plus non-zero neutrino masses) due to the GIM mechanism [70], and thus the observation of these rare decays would imply new physics. The MEG experiment [71] is currently the most advanced experimental setup in the search for $\mu^+ \rightarrow e^+\gamma$. This rare decay will be observed if its branching ratio is above the MEG expected sensitivity, around $Br(\mu \rightarrow e\gamma) \sim 10^{-13}$.

LFV decays like $l_i \rightarrow l_j \gamma$ are induced by 1-loop diagrams with the exchange of neutralinos and sleptons. They can be described by the effective Lagrangian, see for example the review [72],

$$\mathcal{L}_{eff} = \frac{e m_i}{2} \bar{l}_i \sigma_{\mu\nu} F^{\mu\nu} (A_{ij}^L P_L + A_{ij}^R P_R) l_j + h.c. \quad (30)$$

Here $P_{L,R} = \frac{1}{2}(1 \mp \gamma_5)$ are the usual chirality projectors and therefore the couplings $A_L$ and $A_R$ are generated by loops with left and right sleptons, respectively. In our numerical calculation we use exact expressions for $A_L$ and $A_R$. However, for an easier understanding of the numerical results, we note that the relation between these couplings and the slepton
FIG. 3. Gaugino mass ratios as a function of $v_R$ for the fixed value $v_{BL} = 10^{14}$ GeV. To the left, $M_1/M_2$, whereas to the right $M_2/M_3$. In both figures the three coloured lines correspond to three mSugra benchmark points: SPS1a’ (blue), SPS3 (green) and SPS5 (red). Note the small variation in the numbers on the Y axis.

soft masses is very approximately given by

$$A_L^{ij} \sim \frac{(m^2_L)^{ij}}{m^4_{SUSY}}, \quad A_R^{ij} \sim \frac{(m^2_{e^c})^{ij}}{m^4_{SUSY}},$$

(31)

where $m_{SUSY}$ is a typical supersymmetric mass. Here it has been assumed that (a) chargino/neutralino masses are similar to slepton masses and (b) A-terms mixing left-right transitions are negligible. Therefore, due to the negligible off-diagonal entries in $m^{e^c}_L$, a pure seesaw model predicts $A_R \approx 0$.

The branching ratio for $l_i \rightarrow l_j \gamma$ can be calculated from the previous formulas. The result is

$$Br(l_i \rightarrow l_j \gamma) = \frac{48\pi^3\alpha}{G_F^2} \left(|A_L^{ij}|^2 + |A_R^{ij}|^2\right) Br(l_i \rightarrow l_j \nu_i \bar{\nu}_j).$$

(32)

Figure 4 shows two examples for $Br(\mu \rightarrow e\gamma)$ in the $m_0, M_{1/2}$ plane. Here, we have fixed $v_{BL} = 10^{14}$ GeV and $v_R = 10^{15}$ GeV and show to the left $M_S = 10^{12}$ GeV, whereas to the right $M_S = 10^{13}$ GeV. Here we have assumed a degenerate spectrum right-handed neutrinos which we denote by $M_S = M_{Ri}$. Once Yukawas are fitted to explain the observed neutrino masses, the branching ratio shows an approximately quadratic dependence on the seesaw scale, with lower $M_S$ giving smaller $Br(\mu \rightarrow e\gamma)$. As expected, the branching ratio also strongly decreases as $m_0$ and/or $M_{1/2}$ increase. This is because the superparticles in the loops leading to $\mu \rightarrow e\gamma$ become heavier in these directions, suppressing the decay rate. In fact, from equations (31) and (32) one easily finds the dependence

$$Br(\mu \rightarrow e\gamma) \sim \frac{48\pi^3\alpha (m^2_{L,e})^{ij}_{ij}}{G_F^2 m_{SUSY}}.$$

(33)
FIG. 4. Contours of $Br(\mu \rightarrow e\gamma)$ in the $m_0, M_{1/2}$ plane for $v_{BL} = 10^{14}$ GeV and $v_R = 10^{15}$ GeV. To the left $M_S = 10^{12}$ GeV, whereas to the right $M_S = 10^{13}$ GeV. Neutrino oscillation data have been fitted with the $Y_\nu$ fit.

which shows that $Br(\mu \rightarrow e\gamma)$ decreases as $m_{SUSY}^{-8}$.

It is also remarkable that for a given seesaw scale, $Br(\mu \rightarrow e\gamma)$ is sizeably larger in the LR model than in a pure seesaw type-I model, see for example [25]. The explanation of this is that right sleptons contribute significantly in the LR model to $Br(\mu \rightarrow e\gamma)$ and these contributions are absent in seesaw models.

As already discussed, a pure seesaw model predicts simply $A_R \simeq 0$. However, in the LR model we expect a more complicated picture. Left-right symmetry implies that, above the parity breaking scale, non-negligible flavour violating entries are generated in $m_{\nu}^2$. Therefore, $A_R \neq 0$ is obtained at low energy. The angular distribution of the outgoing positron at, for example, the MEG experiment could be used to discriminate between left- and right-handed polarized states [73, 74]. If MEG is able to measure the positron polarization asymmetry, defined as

$$A(\mu^+ \rightarrow e^+\gamma) = \frac{|A_L|^2 - |A_R|^2}{|A_L|^2 + |A_R|^2}, \tag{34}$$

there will be an additional observable to distinguish from minimal seesaw models. In a pure seesaw model one expects $A \simeq +1$ to a very good accuracy. However, the LR model typically leads to significant departures from this expectation, giving an interesting signature of the high energy restoration of parity.

Figure 5 shows contours for $A(\mu^+ \rightarrow e^+\gamma)$ in the $m_0, M_{1/2}$ plane. For the corresponding branching ratios see figure 4. Note the rather strong dependence on $m_0$. The latter can be understood as follows. Since $v_{BL}$ in these examples is one order of magnitude smaller than $v_R$, and the $Y_\nu$ fit has been used, the LFV mixing angles in the left slepton sector are larger.
FIG. 5. Contours of $A(\mu^+ \to e^+\gamma)$ in the $m_0, M_{1/2}$ plane. To the left $M_S = 10^{12}$ GeV, whereas to the right $M_S = 10^{13}$ GeV. The parameters have been chosen as in figure 4.

than the corresponding LFV entries in the right sleptons. At very large values of $m_0$, were the masses of right and left sleptons are of comparable magnitude, therefore “left” LFV is more important and the model approaches the pure seesaw expectation. At smaller values of $m_0$, right sleptons are lighter than left sleptons, and due to the strong dependence of $\mu \to e\gamma$ on the sfermion masses entering the loop calculation, see eq. (31), $A_R$ and $A_L$ can become comparable, despite the smaller LFV entries in right slepton mass matrices. In the limit of very small right slepton masses the model then approaches $A \sim 0$. We have not explicitly searched for regions of parameter space with $A < 0$, but one expects that negative values for $A$ are possible if $v_{BL}$ is not much below $v_R$ and sleptons are light at the same time, i.e. small values of $m_0$ and $M_{1/2}$. Note that, again due to the LR symmetry above to $v_R$, the model can never approach the limit $A = −1$ exactly.

The positron polarization asymmetry is very sensitive to the high energy scales. Figure 6 shows $A$ as a function of $v_R$ for $M_S = 10^{13}$ GeV, $v_{BL} = 10^{14}$ GeV and the mSugra parameters as in the SPS3 benchmark point. The plot has been obtained using the $Y_\nu$ fit. This example shows that as $v_R$ approaches $m_{GUT}$ the positron polarization $A$ approaches $+1$, which means $A_L$ dominates the calculation. This is because, in the $Y_\nu$ fit, the right-handed LFV soft slepton masses, and thus the corresponding $A_R$ coupling, only run from $m_{GUT}$ to $v_R$.

$A(\mu^+ \to e^+\gamma)$ also has an important dependence on the seesaw scale. This is shown in figure 7, where $A$ is plotted as a function of the lightest right-handed neutrino mass. This dependence can be easily understood from the seesaw formula for neutrino masses. It implies that larger $M_S$ requires larger Yukawa parameters in order to fit neutrino masses which, in turn, leads to larger flavour violating soft terms due to RGE running. However,
FIG. 6. Positron polarization asymmetry $A(\mu^+ \rightarrow e^+\gamma)$ as a function of $v_R$ for the parameter choice $M_S = 10^{13}$ GeV and $v_{BL} = 10^{14}$ GeV. The mSugra parameters have been taken as in the SPS3 benchmark point and neutrino oscillation data have been fitted with the $Y_\nu$ fit, assuming degenerate right-handed neutrinos.

note that, for very small seesaw scales all lepton flavour violating effects are negligible and no asymmetry is produced, since $A_L \sim A_R \sim 0$.

In addition, figure 7 shows again the relevance of $v_R$, which determines the parity breaking scale at which the LFV entries in the right-handed slepton sector essentially stop running. Lighter colours indicate larger $v_R$. As shown already in figure 6 for a particular point, the positron polarization approaches $+1$ as $v_R$ is increased.

Below the $SU(2)_R$ breaking scale parity is broken and left and right slepton soft masses evolve differently. The approximate solutions to the RGEs in equations (26) and (27) show that, if neutrino data is fitted according to the $Y_\nu$ fit, the left-handed ones keep running from the $SU(2)_R$ breaking scale to the $U(1)_{B-L}$ scale. In this case one expects larger flavour violating effects in the left-handed slepton sector and a correlation with the ratio $v_{BL}/v_R$, which measures the difference between the breaking scales. This correlation, only present in the $Y_\nu$ fit, is shown in figure 8. On the one hand, one finds that as $v_{BL}$ and $v_R$ become very different, $v_{BL}/v_R \ll 1$, the positron asymmetry approaches $A = +1$. On the other hand, when the two breaking scales are close, $v_{BL}/v_R \sim 1$, this effect disappears and the positron polarization asymmetry approaches $A = 0$. Note that the $Y_\nu$ fit does not usually produce a negative value for $A$ since the LFV terms in the right slepton sector never run more than the corresponding terms in the left-handed sector. The only possible exception to this general rule is, as discussed above, in the limit of very small $m_0$ and $v_{BL}/v_R \sim 1$.

The determination of the ratio $v_{BL}/v_R$ from figure 8 is shown to be very inaccurate. This is due to the fact that other parameters, most importantly $m_{GUT}$ (which itself has an important dependence on the values of $v_{BL}$ and $v_R$), have a strong impact on the results.
FIG. 7. Positron polarization asymmetry $A(\mu^+ \rightarrow e^+\gamma)$ as a function of the seesaw scale, defined as the mass of the lightest right-handed neutrino, for the parameter choice $v_{BL} = 10^{15}$ GeV and $v_R \in [10^{15}, 10^{16}]$ GeV. Lighter colours mean higher values of $v_R$. The mSugra parameters have been taken as in the SPS3 benchmark point and neutrino oscillation data have been fitted with the $Y_\nu$ fit, assuming degenerate right-handed neutrinos.

FIG. 8. Positron polarization asymmetry $A(\mu^+ \rightarrow e^+\gamma)$ as a function of the ratio $v_{BL}/v_R$. The seesaw scale $M_S$ has been fixed to $10^{13}$ GeV, whereas $v_{BL}$ and $v_R$ take values in the ranges $v_{BL} \in [10^{14}, 10^{15}]$ GeV and $v_R \in [10^{15}, 10^{16}]$ GeV. Lighter colours indicate larger $v_{BL}$. The mSugra parameters have been taken as in the SPS3 benchmark point and neutrino oscillation data have been fitted with the $Y_\nu$ fit, assuming degenerate right-handed neutrinos.
FIG. 9. Positron polarization asymmetry \( A(\mu^+ \rightarrow e^+\gamma) \) as a function of \( \log(v_R/m_{GUT})/\log(v_{BL}/m_{GUT}) \). The parameters have been chosen as in figure 8.

FIG. 10. Positron polarization asymmetry \( A(\mu^+ \rightarrow e^+\gamma) \) as a function of \( v_R \) for three different mSugra benchmark points: SPS1a’ (blue line), SPS3 (green line) and SPS5 (red line). In this figure a fixed value \( v_{BL} = 10^{14} \) is taken. Neutrino oscillation data have been fitted with the \( f \) fit.

Therefore, although it would be possible to constrain the high energy structure of the theory, a precise determination of the ratio \( v_{BL}/v_R \) will require additional input. Figure 9 on the other hand, shows that the polarization asymmetry \( A(\mu^+ \rightarrow e^+\gamma) \) is much better correlated with the quantity \( \log(v_R/m_{GUT})/\log(v_{BL}/m_{GUT}) \). This is as expected from equations (26) and (27) and confirms the validity of this approximation.

We close our discussion on the positron polarization asymmetry with some comments on
the $f$ fit. Since this type of fit leads to $\Delta m^2_L \sim \Delta m^2_{ee} \sim 0$ in the $v_{BL} - v_R$ energy region, there is little dependence on these symmetry breaking scales. This is illustrated in figure~10 where the asymmetry $A$ is plotted as a function of $v_R$ for three different mSugra benchmark points: SPS1a’ (blue line), SPS3 (green line) and SPS5 (red line). One clearly sees that the dependence on $v_R$ is quite weak compared to the $Y_\nu$ fit. In fact, the variations in this figure are mostly due to the changes in the low energy supersymmetric spectrum due to different $v_R$ values. In the case of the $f$-fit one then typically finds $A \in [0.0 - 0.3]$.

D. LFV at LHC/ILC

Lepton flavour violation might show up at collider experiments as well. Although the following discussion is focused on the LHC discovery potential for LFV signatures, let us emphasize that a future linear collider will be able to determine the relevant observables with much higher precision.

Figure~11 shows $\text{Br}(\tilde{\tau}_i \to \tilde{\chi}^0_1 e)$ and $\text{Br}(\tilde{\tau}_i \to \tilde{\chi}^0_1 \mu)$ as a function of the seesaw scale. The dashed lines correspond to $\tau_1 \simeq \tau_R$ and the solid ones to $\tau_2 \simeq \tau_L$. As in the case of $\mu \to e\gamma$, see figure~4 lower seesaw scales imply less flavour violating effects due to smaller Yukawa couplings. Moreover, figure~11 presents the same results for two different benchmark points, SPS1a’ and SPS3. As already shown in figure~4, $\mu \to e\gamma$ is strongly dependent on the SUSY spectrum. For lighter supersymmetric particles, as in the benchmark point SPS1a’, $\mu \to e\gamma$ is still the most stringent constraint, but larger values of the seesaw scale and thus LFV violating branching ratios become allowed. Whether decays such as $\text{Br}(\tilde{\tau}_i \to \tilde{\chi}^0_1 e)$ and $\text{Br}(\tilde{\tau}_i \to \tilde{\chi}^0_1 \mu)$ are observable at the LHC or not, thus depends very sensitively on the unknown $m_0$, $M_{1/2}$ and $M_S$.

Furthermore, the right panel of figure~11 also shows that right staus can also have LFV decays with sizable rates. Of course, as emphasized already above, this is the main novelty of the LR model compared to pure seesaw models. This is direct consequence of parity restoration at high energies.

Moreover, as in our analysis of the positron polarization asymmetry, one expects to find that if the difference between $v_R$ and $v_{BL}$ is increased, the difference between the LFV entries in the L and R sectors gets increased as well. This property of the $Y_\nu$ fit is shown in figure~12 which shows branching ratios for the LFV decays of the staus as a function of $v_{BL}$ for $v_R \in [10^{15}, 5 \cdot 10^{15}]$ GeV. As the figure shows, the theoretical expectation is confirmed numerically: the difference between $\text{Br}(\tilde{\tau}_L)$ and $\text{Br}(\tilde{\tau}_R)$ strongly depends on the difference between $v_R$ and $v_{BL}$.

The question arises whether one can determine the ratio $v_{BL}/v_R$ by measuring both $\text{Br}(\tilde{\tau}_L)$ and $\text{Br}(\tilde{\tau}_R)$ at colliders. Figure~13 attempts to answer this. Here the ratio $\text{Br}(\tilde{\tau}_R \to \tilde{\chi}^0_1 e)/\text{Br}(\tilde{\tau}_L \to \tilde{\chi}^0_1 e)$ is plotted as a function of $v_{BL}/v_R$. A measurement of both branching ratios would allow to constrain the ratio $v_{BL}/v_R$ and increase our knowledge on the high energy regimes. For the sake of brevity we do not present here the analogous plots for
FIG. 11. $Br(\tilde{\tau}_i \to \tilde{\chi}^0_1 e)$ and $Br(\tilde{\tau}_i \to \tilde{\chi}^0_1 \mu)$ as a function of the seesaw scale, defined as the mass of the lightest right-handed neutrino, for the parameter choice $v_{BL} = 10^{15}$ GeV and $v_R = 5 \cdot 10^{15}$ GeV. The dashed lines correspond to $\tau_1 \simeq \tau_R$ and the solid ones to $\tau_2 \simeq \tau_L$. To the left, the mSugra parameters have been taken as in the SPS1a’ benchmark point, whereas to the right as in the SPS3 benchmark point. In both figures neutrino oscillation data have been fitted according to the $f$ fit, with non-degenerate right-handed neutrinos. The blue shaded regions are excluded by $\mu \to e\gamma$.

FIG. 12. $Br(\tilde{\tau}_L \to \tilde{\chi}^0_1 \mu)$ and $Br(\tilde{\tau}_R \to \tilde{\chi}^0_1 \mu)$ as a function of $v_{BL}$ for $M_S = 10^{13}$ GeV and $v_R \in [10^{15}, 5 \cdot 10^{15}]$ GeV. Red dots correspond to $\tau_1 \simeq \tau_R$, whereas the blue ones correspond to $\tau_2 \simeq \tau_L$. The mSugra parameters have been taken as in the SPS3 benchmark point and neutrino oscillation data have been fitted with the $Y_\nu$ fit, assuming degenerate right-handed neutrinos.
FIG. 13. $\text{Br}(\tilde{\tau}_R \to \tilde{\chi}^0_1 \mu)/\text{Br}(\tilde{\tau}_L \to \tilde{\chi}^0_1 \mu)$ as a function of $v_{BL}/v_R$. The seesaw scale $M_S$ has been fixed to $10^{13}$ GeV, whereas $v_{BL}$ and $v_R$ take values in the ranges $v_{BL} \in [10^{14}, 10^{15}]$ GeV and $v_R \in [10^{15}, 10^{16}]$ GeV. Lighter colours indicate larger $v_{BL}$. The rest of the parameters have been chosen as in figure 12.

FIG. 14. $\text{Br}(\tilde{\tau}_R \to \tilde{\chi}^0_1 e)/\text{Br}(\tilde{\tau}_L \to \tilde{\chi}^0_1 e)$ as a function of $\log(v_R/m_{\text{GUT}})/\log(v_{BL}/m_{\text{GUT}})$. The parameters have been chosen as in figure 13.

other LFV slepton decays and/or other lepton final states, since they show very similar correlations with $v_{BL}/v_R$. For example, in principle, one could also use the ratio $\text{Br}(\tilde{\mu}_R \to \tilde{\chi}^0_1 \tau)/\text{Br}(\tilde{\mu}_L \to \tilde{\chi}^0_1 \tau)$ to determine the ratio between the two high scales.

However, as observed also in the polarization asymmetry for $\mu \to e\gamma$ there is an important
dependence on other parameters of the model, especially the exact value of $m_{GUT}$. This implies that the determination of $v_{BL}/v_R$. Again, as for $\mathcal{A}$, a much better correlation with $\log(v_R/m_{GUT})/\log(v_{BL}/m_{GUT})$ is found, see figure [43]

In conclusion, to determine $v_{BL}$ and $v_R$ individually more theoretical input is needed, such as the GUT scale thresholds, which are needed to fix the value of $m_{GUT}$. Recall, that we did not specify the exact values of these thresholds in our numerical calculation. This leads to a “floating” value of $m_{GUT}$ when $v_R$ and $v_{BL}$ are varied. Also more experimental data is needed to make more definite predictions. Especially SUSY mass spectrum measurements, which may or may not be very precise at the LHC, depending on the SUSY point realized in nature, will be of great importance. Recall that, if in reach of a linear collider, slepton mass and branching ratio measurements can be highly precise.

So far only slepton decays have been discussed. This served to illustrate the most interesting signatures of the model, namely, lepton flavour violation in the right slepton sector. However, LHC searches for lepton flavour violation usually concentrate on the decay chain $\tilde{\chi}_2^0 \rightarrow \tilde{l}^\pm l^\mp \rightarrow \tilde{\chi}_1^0 l^\pm l^\mp$. This well known signature has been widely studied due to the accurate information it can provide about the particle spectrum [78–82]. Note that in this decay one assumes usually that the $\tilde{\chi}_1^0$ themselves stem from the decay chain $\tilde{\chi}_\mu \rightarrow q\tilde{\chi}_0$. If the mass ordering $m_{\tilde{\chi}_2^0} > m_{\tilde{l}_i} > m_{\tilde{\chi}_1^0}$ is realized, the dilepton invariant mass [80, 83], defined as $m^2(l_1^+l_-) = (p_{l_1^+} + p_{l_-})^2$, has an edge structure with a prominent kinematical endpoint at

$$[m^2(l_1^+l_-)]_{max} = m^2_{\tilde{l}_1} = \frac{(m^2_{\tilde{\chi}_2^0} - m^2_{\tilde{l}_i})(m^2_{\tilde{\chi}_1^0} - m^2_{\tilde{\chi}_0})}{m^2_{\tilde{l}_i}}$$

(35)

where the masses of the charged leptons have been neglected. The position of this edge can be measured with impressively high precision at the LHC [78–80], implying also an accurate determination of the intermediate slepton masses.

In fact, if two different sleptons $\tilde{l}_{i,2}$ have sufficiently high event rates for $\tilde{\chi}_2^0 \rightarrow \tilde{l}_{i,2}^\pm l_j^\mp \rightarrow \tilde{\chi}_1^0 l_i^\pm l_j^\mp$ and their masses allow these chains to be on-shell, two different dilepton edge distributions are expected [30, 84]. This presents a powerful tool to measure slepton mass splittings, which in turn allows to discriminate between the standard mSugra expectation, with usually negligible mass splittings for the first two generations, and extended models with additional sources of flavour violation.

The relation between the slepton mass splitting and the variation in the position of the kinematical is edge is found to be [30]

$$\frac{\Delta m_{\tilde{l}_i}}{m_{\tilde{l}_i}} = \frac{\Delta m_{\tilde{l}_i}}{m_{\tilde{l}_i}} \frac{m^2_{\tilde{\chi}_1^0} - m^2_{\tilde{l}_i}}{(m^2_{\tilde{l}_i} - m^2_{\tilde{\chi}_1^0})(m^2_{\tilde{l}_i} - m^2_{\tilde{\chi}_2^0})}.$$  

(36)

Here $\Delta m_{\tilde{l}_i}(i,j) = m_{\tilde{l}_i,j_i} - m_{\tilde{l}_i,j_j}$ is the difference between two edge positions, $\Delta m_{\tilde{l}_i} = m_{\tilde{l}_i} - m_{\tilde{l}_j}$ the difference between slepton masses and $\bar{m}_{\tilde{l}_i}$ and $\bar{m}_{\tilde{l}_i}$ average values of the corresponding
FIG. 15. $\frac{\Delta m_{\mu}}{m_{\mu}}$ (left-hand side) and $\frac{\Delta m_{\tau}}{m_{\tau}}$ (right-hand side) as a function of the seesaw scale, defined as the mass of the lightest right-handed neutrino, for the parameter choice $v_{BL} = 10^{15}$ GeV and $v_R \in [10^{15}, 10^{16}]$ GeV. Blue dots correspond to the mass distribution generated by intermediate left sleptons whereas red dots correspond to the mass distribution generated by the right ones. The mSugra parameters have been taken as in the SPS3 benchmark point and neutrino oscillation data have been fitted according to the $Y_\nu$ fit, with degenerate right-handed neutrinos.

quantities. Note that higher order contributions of $\frac{\Delta m_{\ell}}{m_{\ell}}$ have been neglected in equation (36).

A number of studies about the dilepton mass distribution have been performed [78–80], concluding that the position of the edges can be measured at the LHC with an accuracy up to $10^{-3}$. Moreover, as shown in reference [30], this can be generally translated into a similar precision for the relative $\tilde{e} - \tilde{\mu}$ mass splitting, with some regions of parameter space where values as small as $10^{-4}$ might be measurable. Since this mass splitting is usually negligible in a pure mSugra scenario, it is regarded as an interesting signature of either lepton flavour violation or non-universality in the soft terms. Furthermore, in the context of this paper, it is important to emphasize that pure seesaw models can have this signature only in the left slepton sector [31].

Figure 15 shows our results for the observables $\frac{\Delta m_{\mu}}{m_{\mu}}$ and $\frac{\Delta m_{\tau}}{m_{\tau}}$ as a function of the seesaw scale. Large values for $M_S$ lead to sizable deviations from the mSugra expectation, with a distinctive multi-edge structure in the dilepton mass distribution. Moreover, this effect is found in both left- and right- mediated decays. Observing this effect would clearly point towards a non-minimal seesaw model, such as the LR model we discuss.

As expected, these observables are correlated with other LFV signals [31, 85]. Figure 16 shows $Br(\mu \to e\gamma)$ as a function of $\left(\frac{\Delta m_{\mu}}{m_{\mu}}\right)_L$ (mass distribution with intermediate L sleptons) and $\left(\frac{\Delta m_{\mu}}{m_{\mu}}\right)_R$ (mass distribution with intermediate R sleptons). Again, the main
novelty with respect to the usual seesaw implementations is the correlation in the right sector, not present in the minimal case [31].

Furthermore, the process $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 l_i^+ l_j^-$ might provide additional LFV signatures if the rate for decays with $l_i \neq l_j$ is sufficiently high. Reference [86] has investigated this possibility in great detail, performing a complete simulation of the CMS detector in the LHC for the decay $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 e\mu$. The result is given in terms of the quantity

$$K_{e\mu} = \frac{Br(\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 e\mu)}{Br(\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 ee) + Br(\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 \mu\mu)},$$

which parametrizes the amount of flavour violation in $\tilde{\chi}_2^0$ decays. The study, focused on the CMS test point LM1 ($m_0 = 60$ GeV, $M_{1/2} = 250$ GeV, $A_0 = 0$ GeV, $\tan\beta = 10$, sign($\mu$) = +) [81], concludes that LFV can be discovered at the LHC at 5$\sigma$ level with an integrated luminosity of $10 fb^{-1}$ if $K_{e\mu} \geq K_{e\mu}^{min} = 0.04$.

Figure 17 shows our computation of $K_{e\mu}$ as a function of the lightest right-handed neutrino mass, for the parameter choice $v_{BL} = 10^{15}$ GeV and $v_R = 5 \cdot 10^{15}$ GeV. The results are shown splitting the contributions from intermediate left (blue) and right (red) sleptons. Although the selected mSugra parameters belong to the SPS3 point, and not to LM1 as in reference [86], a similar sensitivity for $K_{e\mu}^{min}$ is expected. This is because the reduction in the cross-section due to the slightly heavier supersymmetric spectrum is possibly partially compensated by the corresponding reduction in the SM background and thus a limiting value $K_{e\mu}^{min}$ of a similar order is expected. Moreover, [86] uses $10 fb^{-1}$ and with larger integrated luminosities even smaller $K_{e\mu}^{min}$ should become accessible at the LHC.

The main result in figure 17 is that for large $M_S$ values the rates for LFV $\tilde{\chi}_2^0$ decays are measurable for both left and right intermediate sleptons. In fact, for $M_S \gtrsim 10^{12}$ GeV

---

Footnote:

7 Moreover, the LM1 point, being very similar to SPS1a', is strongly constrained by $\mu \rightarrow e\gamma$. 

---

FIG. 16. $Br(\mu \rightarrow e\gamma)$ as a function of $\left(\frac{\Delta m_{ll}}{m_{ll}}\right)_L$ (left-hand side) and $\left(\frac{\Delta m_{ll}}{m_{ll}}\right)_R$ (right-hand side). The parameters are chosen as in figure 15.
FIG. 17. $K_{e\mu}$ as a function of the lightest right-handed neutrino mass, for the parameter choice $v_{BL} = 10^{15}$ GeV and $v_R = 5 \cdot 10^{15}$ GeV. The blue curve corresponds to contributions from intermediate L sleptons, whereas the red one corresponds to intermediate R sleptons. The mSugra parameters have been taken as in the SPS3 benchmark point, which satisfies $m(\tilde{\chi}_2^0) > m(\tilde{t}_i) > m(\tilde{\chi}_1^0)$, and thus the intermediate L and R sleptons can be produced on-shell. Neutrino oscillation data have been fitted according to the $f$ fit, with non-degenerate right-handed neutrinos. The blue shaded region is excluded by $\mu \rightarrow e\gamma$. The parameter $K_{e\mu}$ is above its minimum value for the $5\sigma$ discovery of $\tilde{\chi}_2^0 \rightarrow \tilde{\chi}_1^0 e\mu$. See references [86, 87] for more details on the LHC discovery potential in the search for LFV in this channel.

IV. CONCLUSIONS

We have studied a supersymmetric left-right symmetric model. Our motivation for studying this setup was twofold. First, LR models are theoretically attractive, since they contain all the necessary ingredients to generate a seesaw mechanism, instead of adding it by hand as is so often done. And, second, in a setup where the SUSY LR is supplemented by flavour blind supersymmetry breaking boundary conditions, different from all pure seesaw setups, lepton flavour violation occurs in both, the left and the right slepton sectors.

We have calculated possible low-energy signals of this SUSY LR model, using full 2-loop RGEs for all parameters. We have found that low-energy lepton flavour violating decays, such as $\mu \rightarrow e\gamma$ are (a) expected to be larger than for the corresponding mSugra points in parameter space of seesaw type-I models and (b) the polarization asymmetry $A$ of the
outgoing positron is found to differ significantly from the pure seesaw prediction of $A = +1$ in large regions of parameter space. We have also discussed possible collider signatures of the SUSY LR model for LHC and a possible ILC. Mass splittings between smuons and selectrons and LFV violating slepton decays should occur in both the left and the right slepton sector, again different from the pure seesaw expectations.

We think therefore that the SUSY LR model is a good example of a “beyond” minimal, pure seesaw and offers many interesting novelties. For example, the impact of the intermediate scales on dark matter relic density and on certain mass combinations and the influence of the right-handed neutrino spectrum on low energy observables, are topics that certainly deserve further studies.
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**Appendix A: RGEs**

We present in the following appendices our results for the RGEs of the model above the $U(1)_{B-L}$ breaking scale. We will only show the $\beta$-functions for the gauge couplings and the anomalous dimensions of all chiral superfields. We briefly discuss in this section how these results were calculated. Furthermore, we show how they can be used to calculate the other $\beta$-functions of the models and give as example the 1-loop results for the soft SUSY breaking masses of the sleptons. The complete results are given online on this site

http://theorie.physik.uni-wuerzburg.de/~fnstaub/supplementary.html

In addition, the corresponding model files for SARAH are also given on this web page.
1. Calculation of supersymmetric RGEs

For a general $N=1$ supersymmetric gauge theory with superpotential

$$W(\phi) = \frac{1}{2} \mu^{ij} \phi_i \phi_j + \frac{1}{6} Y^{ijk} \phi_i \phi_j \phi_k$$  \hspace{1cm} (A1)

the soft SUSY-breaking scalar terms are given by

$$V_{\text{soft}} = \left( \frac{1}{2} b^{ij} \phi_i \phi_j + \frac{1}{6} h^{ijk} \phi_i \phi_j \phi_k + \text{c.c.} \right) + (m^2)^j_i \phi_i \phi_j^*.$$  \hspace{1cm} (A2)

The anomalous dimensions are given by [51]

$$\gamma^{(1)}_{i} = -\frac{1}{2} Y_{ipq} Y^{ipq} - 2 \delta^i_j g^2 C_2(i),$$  \hspace{1cm} (A3)

$$\gamma^{(2)}_{i} = \frac{1}{2} Y_{imn} Y_{npq} Y_{mrq} + g^2 Y_{ipq} Y^{ipq}[2C_2(p) - C_2(i)]$$
$$+ 2 \delta^i_j g^4 [C_2(i)S(R) + 2 C_2(i)^2 - 3C_2(G)C_2(i)],$$  \hspace{1cm} (A4)

and the $\beta$-functions for the gauge couplings are given by

$$\beta^{(1)}_g = g^3 [S(R) - 3C_2(G)],$$  \hspace{1cm} (A5)

$$\beta^{(2)}_g = g^5 \left\{ -6[C_2(G)]^2 + 2C_2(G)S(R) + 4S(R)C_2(R) \right\} - g^3 Y^{ijk} Y_{ijk} C_2(k)/d(G).$$  \hspace{1cm} (A6)

Here, $C_2(i)$ is the quadratic Casimir for a specific superfield and $C_2(R), C_2(G)$ are the quadratic Casimirs for the matter and adjoint representations, respectively. $d(G)$ is the dimension of the adjoint representation.

The $\beta$-functions for the superpotential parameters can be obtained by using superfield technique. The obtained expressions are [88, 89].

$$\beta^{ij}_Y = Y^{p(i_j, \gamma_p^k)},$$  \hspace{1cm} (A7)

$$\beta^{ij}_\mu = \mu^{p(i_j, \gamma_p^l)}. $$  \hspace{1cm} (A8)

The (...) in the superscripts denote symmetrization. Most of the $\beta$-functions of the models can be derived from these results using the procedure given in [90] based on the spurion formalism [91]. In the following, we briefly summarize the basic ideas of this calculation for completeness.

The exact results for the soft $\beta$-functions are given by [90]:

$$\beta_M = 2\mathcal{O} \left[ \frac{\beta_g}{g} \right],$$  \hspace{1cm} (A9)

$$\beta^{ijk}_l = h^{l(jk, \gamma_{i_l})} - 2 Y^{l(jk, \gamma_{i_l})},$$
$$\beta^{ij}_b = b^{l(i, \gamma_{j_l})} - 2 \mu^{l(i, \gamma_{j_l})},$$
$$(\beta_{m^2})^i_j = \Delta^{i_j}.$$  \hspace{1cm} (A10)
where we defined
\[ O = Mg^2 \frac{\partial}{\partial g^2} - h^{lmn} \frac{\partial}{\partial Y_{lmn}}, \]  
(A11)
\[ (\gamma_1)^i_j = O \gamma^j_i, \]  
(A12)
\[ \Delta = 2OO^* + 2MM^* g^2 \frac{\partial}{\partial g^2} + \left[ \tilde{Y}^{lmn} \frac{\partial}{\partial Y_{lmn}} + \text{c.c.} \right] + X \frac{\partial}{\partial g}. \]  
(A13)

Here, \( M \) is the gaugino mass and \( \tilde{Y}^{ij k} = (m^2)^i_l Y^{jkl} + (m^2)^i_k Y^{jlk} + (m^2)^k_l Y^{ijl} \). Eqs. (A9)-(A10) hold in a class of renormalization schemes that includes the DRED'-one \[92\]. We take the known contributions of \( X \) from \[93\]:
\[ X^{\text{DRED}'(1)} = -2g^3 S, \]  
(A14)
\[ X^{\text{DRED}'(2)} = (2r)^{-1}g^3 \text{tr}[WC_2(R)] - 4g^5 C_2(G)S - 2g^5 C_2(G)QMM^*, \]  
(A15)
where
\[ S = r^{-1} \text{tr}[m^2 C_2(R)] - MM^* C_2(G), \]  
(A16)
\[ W^j_i = \frac{1}{2} Y^*_{ipq} Y^pq_{mn} (m^2)^j_i n + \frac{1}{2} Y^*_{ipq} Y^pq_{mn} (m^2)^i_n j + 2Y^*_{ipq} Y^*_{jpr} (m^2)^q_r + h_{ipq} h^{jq} - 8g^3 M^* C_2(R)^j_i. \]  
(A17)

With \( Q = T(R) - 3C_2(G) \), and \( T(R) = \text{tr} [C_2(R)] \), \( r \) being the number of group generators.

2. From GUT scale to \( SU(2)_R \) breaking scale

In the following sections we will use the definitions
\[ Y^*_{Q_k} = Y^{*ij}_Q, \quad Y^{ij}_L = Y^{ij}_L \]  
(A18)
and in the same way \( T^{ij}_{Q_k} \) and \( T^{ij}_{L_k} \). We will also assume summation of repeated indices.

a. Anomalous Dimensions

\[ \gamma_Q^{(1)} = 2Y^*_{Q_k} Y^T_{Q_k} - \frac{1}{12} \left( 18g^2 + 32g^2 + g^2_{BL} \right) \mathbf{1} \]  
(A19)
\[ \gamma_Q^{(2)} = + \frac{1}{144} \left( 18g^2 + 2052g^2 + 289g^2_{BL} + 36g^2 + 32g^2 + g^2_{BL} + 64g^2_{BL} \right) \mathbf{1} 
+ Y^*_{Q_m} \left( 6g^2 \delta_{mn} + \frac{27}{4} \text{tr} (\alpha \alpha^*) \delta_{mn} - 2 \text{tr} \left( Y^*_{Q_n} Y^T_{Q_m} \right) - 6 \text{tr} \left( Y^*_{Q_n} Y^T_{Q_m} \right) \right) Y^T_{Q_n} 
- 32Y^*_{Q_m} Y^T_{Q_n} Y^T_{Q_m} \]  
(A20)
\[ \gamma_Q^{(1)} = 2Y^*_{Q_k} Y^T_{Q_k} - \frac{1}{12} \left( 18g^2 + 32g^2 + g^2_{BL} \right) \mathbf{1} \]  
(A21)
\begin{align}
\gamma_{Q^c}^{(2)} &= + \frac{1}{144} \left( -128 g_3^4 + 2052 g_2^4 + 289 g_{BL}^4 + 36 g_2^2 \left( 32 g_3^2 + g_{BL}^2 \right) + 64 g_3^2 g_{BL}^2 \right) I_1 \\
&+ Y_{Q^*_m}^\dagger \left( 6 g_2^2 \delta_{mn} + \frac{27}{4} \mathrm{Tr} \left( \alpha \alpha^* \right) \delta_{mn} - 2 \mathrm{Tr} \left( Y_{L^*_m}^* Y_{L^n}^T \right) - 6 \mathrm{Tr} \left( Y_{Q^*_m}^* Y_{Q^n}^T \right) \right) Y_{Q^n} \\
&- 32 Y_{Q^*_m}^T Y_{Q^n}^* Y_{Q^*_m}^* Y_{Q^n}^T \\
\gamma_{L^1}^{(1)} &= 2 \left( 3 f^\dagger f + Y_{L^1_k}^* Y_{L^1_k}^T \right) - \frac{3}{4} \left( 2 g_2^2 + g_{BL}^2 \right) I_1 \\
\gamma_{L^2}^{(2)} &= \frac{3}{16} \left( 12 g_2^2 g_{BL}^2 + 76 g_2^4 + 99 g_{BL}^4 \right) I_1 + 3 f^\dagger f \left( -3 |a|^2 - 4 \mathrm{Tr} \left( f f^\dagger \right) + 6 g_{BL}^2 + 8 g_2^2 \right) \\
&+ Y_{L^*_m}^\dagger \left( 6 g_2^2 \delta_{mn} + \frac{27}{4} \mathrm{Tr} \left( \alpha \alpha^* \right) \delta_{mn} - 2 \mathrm{Tr} \left( Y_{L^*_m}^* Y_{L^n}^T \right) - 6 \mathrm{Tr} \left( Y_{Q^*_m}^* Y_{Q^n}^T \right) \right) \\
&- 11 f^\dagger f \delta_{mn} \right) Y_{L^n}^T - 4 Y_{L^*_m}^* Y_{L^n}^T Y_{L^*_m}^T Y_{L^n}^T - 2 f \left( 17 f^\dagger f + 3 Y_{L^1_k} Y_{L^1_k}^* \right) \right) f^\dagger \\
&- 6 f^\dagger Y_{L^1_k} Y_{L^1_k}^* f f^\dagger \tag{A24} \\
\gamma_{L^1_c}^{(1)} &= 2 \left( 3 f^\dagger f + Y_{L^1_k} Y_{L^1_k} \right) - \frac{3}{4} \left( 2 g_2^2 + g_{BL}^2 \right) I_1 \tag{A25} \\
\gamma_{L^2_c}^{(2)} &= \frac{3}{16} \left( 12 g_2^2 g_{BL}^2 + 76 g_2^4 + 99 g_{BL}^4 \right) I_1 + 3 f^\dagger f \left( -3 |a|^2 - 4 \mathrm{Tr} \left( f f^\dagger \right) + 6 g_{BL}^2 + 8 g_2^2 \right) \\
&+ Y_{L^*_m}^\dagger \left( 6 g_2^2 \delta_{mn} + \frac{27}{4} \mathrm{Tr} \left( \alpha \alpha^* \right) \delta_{mn} - 2 \mathrm{Tr} \left( Y_{L^*_m}^* Y_{L^n}^T \right) - 6 \mathrm{Tr} \left( Y_{Q^*_m}^* Y_{Q^n}^T \right) \right) \\
&- 11 f^\dagger f \delta_{mn} \right) Y_{L^n}^T - 4 Y_{L^*_m}^* Y_{L^n}^T Y_{L^*_m}^T Y_{L^n}^T - 2 f \left( 17 f^\dagger f + 3 Y_{L^1_k} Y_{L^1_k}^* \right) \right) f^\dagger \\
&- 6 Y_{L^1_k} Y_{L^1_k}^* f f^\dagger \tag{A26} \\
(\gamma_{Q^c}^{(1)})_{ij} &= -3 g_2^2 I_1 - \frac{3}{2} \left( \alpha \alpha^* + \alpha^* \alpha \right) \delta_{ij} - \delta_{im} \delta_{jn} \left( 3 \mathrm{Tr} \left( Y_{Q^*_m}^* Y_{Q^n}^T \right) + \mathrm{Tr} \left( Y_{L^*_m}^* Y_{L^n}^T \right) \right) \tag{A27} \\
(\gamma_{Q^c}^{(2)})_{ij} &= 33 g_2^4 I_1 - 9 \left( 2 (\alpha \alpha^* \alpha^* \alpha^* + \alpha^* \alpha^* \alpha \alpha) + 3 (\alpha \alpha^* \alpha^* \alpha^* + \alpha^* \alpha \alpha \alpha) \right) \\
&- 24 (\alpha \alpha^* + \alpha^* \alpha) \left( 2 g_2^2 + 2 \mathrm{Tr} \left( \alpha \alpha^* \right) - |a|^2 \right) \\
&- \frac{3}{2} \left( \alpha \alpha^* + \alpha^* \alpha \right) \left( 3 \mathrm{Tr} \left( Y_{Q^*_m}^* Y_{Q^n}^T \right) + \mathrm{Tr} \left( Y_{L^*_m}^* Y_{L^n}^T \right) \right) \tag{A28} \\
&- \frac{1}{2} \delta_{im} \delta_{jn} \left( -3 g_{BL}^2 \mathrm{Tr} \left( Y_{L^*_m}^* Y_{L^n}^T \right) - (32 g_3^2 + g_{BL}^2) \mathrm{Tr} \left( Y_{Q^*_m}^* Y_{Q^n}^T \right) \right) \\
&+ 2 \left( 5 \mathrm{Tr} \left( f f^\dagger Y_{L^1_k} Y_{L^1_k}^* \right) + \mathrm{Tr} \left( f Y_{L^1_k} Y_{L^1_k}^* f \right) + 6 \mathrm{Tr} \left( f Y_{L^1_k} Y_{L^1_k}^* f \right) \right) \tag{A29} \\
&+ 4 \left( 2 \mathrm{Tr} \left( Y_{L^*_m} Y_{L^n} Y_{L^*_m} Y_{L^n}^* \right) + \mathrm{Tr} \left( Y_{L^*_m} Y_{L^n} Y_{L^*_m} Y_{L^n}^* \right) + \mathrm{Tr} \left( Y_{L^*_m} Y_{L^n} Y_{L^*_m} Y_{L^n}^* \right) \right) \\
&+ 12 \left( 2 \mathrm{Tr} \left( Y_{Q^*_m} Y_{Q^n} Y_{Q^*_m} Y_{Q^n}^* \right) + \mathrm{Tr} \left( Y_{Q^*_m} Y_{Q^n} Y_{Q^*_m} Y_{Q^n}^* \right) + \mathrm{Tr} \left( Y_{Q^*_m} Y_{Q^n} Y_{Q^*_m} Y_{Q^n}^* \right) \right) \\
&+ \mathrm{Tr} \left( Y_{Q^*_m} Y_{Q^n} Y_{Q^*_m} Y_{Q^n}^* \right) \right) \\
\gamma_{L^1}^{(1)} &= 2 \left( f f^\dagger \right) - 3 g_{BL}^2 - 4 g_2^2 + \frac{3}{2} |a|^2 \\
\gamma_{L^2}^{(2)} &= 48 g_2^4 + 24 g_2^2 g_{BL}^2 + 81 g_{BL}^4 \\
&+ \frac{3}{2} |a|^2 \left( 4 g_2^2 + \mathrm{Tr} \left( \alpha \alpha^* \right) - \frac{7}{2} |a|^2 \right) - \left( 2 g_2^2 + 3 g_{BL}^2 \right) \mathrm{Tr} \left( f f^\dagger \right) \\
&+ 2 \left( f f^\dagger \right) - 3 g_{BL}^2 - 4 g_2^2 + \frac{3}{2} |a|^2 \\
\gamma_{L^2}^{(2)} &= 48 g_2^4 + 24 g_2^2 g_{BL}^2 + 81 g_{BL}^4 \\
&+ \frac{3}{2} |a|^2 \left( 4 g_2^2 + \mathrm{Tr} \left( \alpha \alpha^* \right) - \frac{7}{2} |a|^2 \right) - \left( 2 g_2^2 + 3 g_{BL}^2 \right) \mathrm{Tr} \left( f f^\dagger \right) \\
&+ 2 \left( f f^\dagger \right) - 3 g_{BL}^2 - 4 g_2^2 + \frac{3}{2} |a|^2 \\
&+ \left( 2 g_2^2 + 3 g_{BL}^2 \right) \mathrm{Tr} \left( f f^\dagger \right)
\[-24\text{Tr}(ff\dagger ff\dagger) - 6\text{Tr}(ff\dagger Y_{L_k} Y_{L_k}^\dagger) - 2\text{Tr}(fY_{L_k}^* Y_{L_k}^T f\dagger)\]

\[\gamma^{(1)}_\Delta = -3g_{BL}^2 - 4g_2^2 + \frac{3}{2}|a|^2\]

\[\gamma^{(2)}_\Delta = \frac{3}{4} \left(4 \left(16g_2^4 + 27g_{BL}^4 + 8g_2^2g_{BL}\right) + |a|^2 \left(2\text{Tr}(\alpha\alpha^*) - 3\text{Tr}(ff\dagger) - 7|a|^2 + 8g_2^2\right)\right)\]

\[\gamma^{(1)}_{\Delta c} = 2\text{Tr}(ff\dagger) - 3g_{BL}^2 - 4g_2^2 + \frac{3}{2}|a|^2\]

\[\gamma^{(2)}_{\Delta c} = 48g_4 + 24g_2^2g_{BL} + 81g_{BL}^4 + \frac{3}{2}|a|^2 \left(4g_2^2 + \text{Tr}(\alpha\alpha^*) - \frac{7}{2}|a|^2 - \left(2g_2^2 + 3g_{BL}^2\right)\text{Tr}(ff\dagger) - 24\text{Tr}(ff\dagger ff\dagger) - 8\text{Tr}(fY_{L_k}^T Y_{L_k}^* f\dagger)\right)\]

\[\gamma^{(1)}_\Omega = 2|a|^2 - 4g_2^2\]

\[\gamma^{(2)}_\Omega = 3\text{Tr}(\alpha(\alpha\alpha^* - \alpha^*\alpha)\alpha^*) + 48g_4^2 + |a|^2 \left(12g_{BL}^2 - 3\text{Tr}(ff\dagger) - 6|a|^2 + 8g_2^2\right)\]

\[\gamma^{(1)}_{\Omega c} = 2|a|^2 - 4g_2^2\]

\[\gamma^{(2)}_{\Omega c} = 3\text{Tr}(\alpha(\alpha\alpha^* - \alpha^*\alpha)\alpha^*) + 48g_4^2 + |a|^2 \left(12g_{BL}^2 - 3\text{Tr}(ff\dagger) - 6|a|^2 + 8g_2^2\right)\]

Note that the previous formulas are totally general and can be applied with any number of bidoublets. Nevertheless, if two bidoublets are considered \(\alpha\alpha^* = \alpha^*\alpha\) and further simplifications are possible.

\[b.\ \text{Beta functions for soft breaking masses of sleptons}\]

Using the procedure explained in sec. [A.1] we can calculate the soft breaking masses for the sleptons. The results are
\[
16\pi^2 \frac{d}{dt} m_L^2 = 6 f f^\dagger m_L^2 + 12 f m_L^2 f^\dagger + 6 m_L^2 f f^\dagger + 12 m_\Delta f f^\dagger \\
+ 2 Y_{Lk} Y_{Lk}^\dagger m_L^2 + 2 m_L^2 Y_{Lk} Y_{Lk}^\dagger + 4 Y_{Lk} m_L^2 Y_{Lk}^\dagger \\
+ 4 (m_\Phi^2)_{mn} Y_L^{(m)} Y_L^{(n)\dagger} + 12 T_f T_f^\dagger + 4 T_{Lk} T_{Lk}^\dagger \\
-(3 g_{BL}^2 |M_1|^2 + 6 g_{BL}^2 |M_2|^2 + \frac{3}{2} g_{BL}^2 S_1) 1 \tag{A41}
\]

\[
16\pi^2 \frac{d}{dt} m_{Lc}^2 = 6 f f^\dagger m_{Lc}^2 + 12 f^\dagger m_{Lc}^2 f + 6 m_{Lc}^2 f f^\dagger + 12 m_{\Delta c} f^\dagger f \\
+ 2 Y_{Lk}^\dagger Y_{Lk} m_{Lc}^2 + 2 m_{Lc}^2 Y_{Lk} Y_{Lk}^\dagger + 4 Y_{Lk}^\dagger m_{Lc}^2 Y_{Lk} \\
+ 4 (m_\Phi^2)_{mn} Y_L^{(m)\dagger} Y_L^{(n)} + 12 T_f T_f^\dagger + 4 T_{Lk} T_{Lk}^\dagger \\
-(3 g_{BL}^2 |M_1|^2 + 6 g_{BL}^2 |M_2|^2 - \frac{3}{2} g_{BL}^2 S_1) 1 \tag{A42}
\]

where

\[
S_1 = 3(m_\Delta^2 - m_\Delta^2 - m_{\Delta c}^2 + m_{\Delta c}^2) \\
+ \sum_{m,n} [(m_Q^2)_{mn} - (m_{Qc}^2)_{mn} - (m_L^2)_{mn} + (m_{Lc}^2)_{mn}] \tag{A43}
\]

\[c. \text{ Beta functions for gauge couplings}\]

\[
\beta_{g_{BL}}^{(1)} = 24 g_{BL}^3 \tag{A44}
\]

\[
\beta_{g_{BL}}^{(2)} = \frac{1}{2} g_{BL}^3 \left(- 192 |a|^2 - 93 \text{Tr} \left( ff^\dagger \right) + 2 \left( 115 g_{BL}^2 + 162 g_3^2 \right) - 2 \text{Tr} \left( Y_{Q_k}^* Y_{Q_k}^T \right) - 6 \text{Tr} \left( Y_{Lk}^* Y_{Lk}^T \right) + 8 g_3^2 \right) \tag{A45}
\]

\[
\beta_{g_2}^{(1)} = 8 g_2^3 \tag{A46}
\]

\[
\beta_{g_2}^{(2)} = \frac{1}{6} g_2^3 \left( 660 g_2^2 + 144 g_3^2 + 162 g_{BL}^2 - 192 |a|^2 + 108 \text{Tr} \left( a \alpha^* \right) - 73 \text{Tr} \left( f f^\dagger \right) - 24 \text{Tr} \left( Y_{Lk}^* Y_{Lk}^T \right) - 72 \text{Tr} \left( Y_{Q_k}^* Y_{Q_k}^T \right) \right) \tag{A47}
\]

\[
\beta_{g_3}^{(1)} = -3 g_3^3 \tag{A48}
\]

\[
\beta_{g_3}^{(2)} = g_3^3 \left( 14 g_3^2 + 18 g_2^2 - 8 \text{Tr} \left( Y_{Q_k}^* Y_{Q_k}^T \right) + g_{BL}^2 \right) \tag{A49}
\]
3. From $SU(2)_R$ breaking scale to $U(1)_{B-L}$ breaking scale

a. Anomalous Dimensions

$$\gamma_{Q}^{(1)} = -\frac{1}{12} \left(18g_L^2 + 32g_3^2 + g_{BL}^2\right) 1 + Y_d^* Y_d^T + Y_u^* Y_u^T$$  \hspace{1cm} (A50)

$$\gamma_{Q}^{(2)} = +\frac{1}{144} \left(109g_{BL}^4 - 128g_3^4 + 36g_{BL}^4g_L^2 + 64g_3^2 \left(18g_L^2 + g_{BL}^2\right) + 972g_L^4\right) 1$$
$$-2 \left(Y_d^* Y_d^T Y_d Y_d^T + Y_u^* Y_u^T Y_u Y_u^T\right)$$
$$+ Y_d^* Y_d^T \left(-3Tr\left(Y_d Y_d^T\right) - |b_c|^2 - \frac{3}{2}|b|^2 - Tr\left(Y_e Y_e^T\right) + g_R^2\right)$$
$$+ Y_u^* Y_u^T \left(-3Tr\left(Y_u Y_u^T\right) - |b_c|^2 - \frac{3}{2}|b|^2 - Tr\left(Y_\nu Y_\nu^T\right) + g_R^2\right)$$  \hspace{1cm} (A51)

$$\gamma_{d_e}^{(1)} = 2Y_d^* Y_d - \frac{1}{12} \left(32g_3^2 + 6g_R^2 + g_{BL}^2\right) 1$$  \hspace{1cm} (A52)

$$\gamma_{d_e}^{(2)} = -\frac{1}{144} \left(-109g_{BL}^4 + 128g_3^4 - 12g_{BL}^4g_R^2 - 64g_3^2 \left(6g_R^2 + g_{BL}^2\right) - 684g_R^4\right) 1$$
$$-2 \left(Y_d^* Y_d Y_d Y_d^T + Y_u^* Y_u Y_u Y_u^T\right)$$
$$- Y_d^* Y_d \left(2|b_c|^2 + 2Tr\left(Y_e Y_e^T\right) + 3|b|^2 - 6g_L^2 + 6Tr\left(Y_d Y_d^T\right)\right)$$  \hspace{1cm} (A53)

$$\gamma_{u_e}^{(1)} = 2Y_u^* Y_u - \frac{1}{12} \left(32g_3^2 + 6g_R^2 + g_{BL}^2\right) 1$$  \hspace{1cm} (A54)

$$\gamma_{u_e}^{(2)} = -\frac{1}{144} \left(-109g_{BL}^4 + 128g_3^4 - 12g_{BL}^4g_R^2 - 64g_3^2 \left(6g_R^2 + g_{BL}^2\right) - 684g_R^4\right) 1$$
$$-2 \left(Y_u^* Y_u Y_u Y_u^T + Y_u^* Y_u Y_u Y_u^T\right)$$
$$- Y_u^* Y_u \left(2|b_c|^2 + 2Tr\left(Y_\nu Y_\nu^T\right) + 3|b|^2 - 6g_L^2 + 6Tr\left(Y_u Y_u^T\right)\right)$$  \hspace{1cm} (A55)

$$\gamma_{L}^{(1)} = -\frac{3}{4} \left(2g^2_L + 6g_{BL}\right) 1 + Y_e^* Y_e^T + Y_\nu^* Y_\nu^T$$  \hspace{1cm} (A56)

$$\gamma_{L}^{(2)} = +\frac{9}{16} \left(12g^2_L + 13g_{BL}^4 + 4g_{BL}g_L^2\right) 1 - 2 \left(Y_e^* Y_e^T Y_\nu Y_\nu^T + Y_e^* Y_e^T Y_e Y_e^T\right)$$
$$- Y_\nu^* F_e Y_e^T$$
$$+ Y_e^* Y_e^T \left(-3Tr\left(Y_d Y_d^T\right) - |b_c|^2 - \frac{3}{2}|b|^2 - Tr\left(Y_e Y_e^T\right) + g_R^2\right)$$
$$+ Y_\nu^* Y_\nu^T \left(-3Tr\left(Y_u Y_u^T\right) - |b_c|^2 - \frac{3}{2}|b|^2 - Tr\left(Y_\nu Y_\nu^T\right) + g_R^2\right)$$  \hspace{1cm} (A57)

$$\gamma_{e_e}^{(1)} = 2Y_e^* Y_e - \frac{1}{4} \left(2g^2_L + 3g_{BL}\right) 1$$  \hspace{1cm} (A58)

$$\gamma_{e_e}^{(2)} = +\frac{1}{16} \left(117g_{BL}^4 + 12g^2_Lg_R^2 + 76g^4_R\right) 1 - 2 \left(Y_e^* Y_e Y_e Y_e + Y_e^* Y_e Y_\nu Y_\nu\right)$$
$$- Y_e^* Y_e \left(2|b_c|^2 + 2Tr\left(Y_e Y_e^T\right) + 3|b|^2 - 6g_L^2 + 6Tr\left(Y_d Y_d^T\right)\right)$$  \hspace{1cm} (A59)

$$\gamma_{e_\nu}^{(1)} = 2Y_e^* Y_\nu - \frac{1}{4} \left(2g^2_R + 3g_{BL}\right) 1 + F_c^*$$  \hspace{1cm} (A60)
\( \gamma_{\nu e}^{(2)} = \frac{1}{16} \left( 117g_{BL}^4 + 12g_{BL}^2g_R^2 + 76g_R^4 \right) 1 - (f_c^1 + f_c^{1*}) F_c^1 (f_c^1 + f_c^{1T}) \\
- 2Y_{\nu}^T Y_{\nu} + \nu Y_{\nu} Y_{\nu}^T - 2(f_c^1 + f_c^{1*}) Y_{\nu} T_{\nu}^* (f_c^1 + f_c^{1T}) \\
- Y_{\nu}^T Y_{\nu} \left( -3g_{BL}^2 + 3 \text{Tr}(Y_u Y_u^T) + |b_c|^2 + \text{Tr}(Y_{\nu} Y_{\nu}^T) \right) + 3|b|^2 \\
+ F_c^1 \left( 2g_{BL}^2 + 3g_{BL}^2 - |a_c|^2 - \text{Tr}(f_c^1 f_c^{1*}) - \text{Tr}(f_c^1 f_c^{1T}) \right) \)  
\( \text{(A61)} \)

\( \gamma_{R_d}^{(1)} = 3 \text{Tr}(Y_d Y_d^T) - \frac{1}{2} g_{RL}^2 + \frac{3}{2} |b|^2 - \frac{3}{2} g_{RL}^2 + |b_c|^2 + \text{Tr}(Y_{\nu} Y_{\nu}^T) \)  
\( \text{(A62)} \)

\( \gamma_{R_d}^{(2)} = \frac{1}{4} \left( 27g_R^4 + 6g_{RL}^2g_R^2 + 19g_R^4 + 2 \left( 32g^2_g + g_{BL}^2 \right) \text{Tr}(Y_d Y_d^T) + 6g_{BL}^2 \text{Tr}(Y_e Y_e^T) \\
+ |b|^2 \left( -18 \text{Tr}(Y_u Y_u^T) - 15|b|^2 - 19|b_c|^2 + 24g_{RL}^2 - 6 \text{Tr}(Y_{\nu} Y_{\nu}^T) \right) \\
- 4|b_c|^2 \left( 3|b_c|^2 + 3 \text{Tr}(Y_a Y_a^T) + |a_c|^2 + \text{Tr}(Y_{\nu} Y_{\nu}^T) \right) - 36 \text{Tr}(Y_d Y_d^T Y_d Y_d^T) \)  
\( \text{(A63)} \)

\( \gamma_{H_u}^{(1)} = 3 \text{Tr}(Y_u Y_u^T) - \frac{1}{2} g_{RL}^2 + \frac{3}{2} |b|^2 - \frac{3}{2} g_{RL}^2 + |b_c|^2 + \text{Tr}(Y_{\nu} Y_{\nu}^T) \)  
\( \text{(A64)} \)

\( \gamma_{H_u}^{(2)} = \frac{1}{4} \left( 27g_R^4 + 6g_{RL}^2g_R^2 + 19g_R^4 + 2 \left( 32g^2_g + g_{BL}^2 \right) \text{Tr}(Y_u Y_u^T) \\
+ |b|^2 \left( -18 \text{Tr}(Y_d Y_d^T) - 15|b|^2 - 19|b_c|^2 + 24g_{RL}^2 - 6 \text{Tr}(Y_{\nu} Y_{\nu}^T) \right) \\
- 4|b_c|^2 \left( 3|b_c|^2 + 3 \text{Tr}(Y_a Y_a^T) + |a_c|^2 + \text{Tr}(Y_{\nu} Y_{\nu}^T) \right) + 2 \left( 32g^2_g + g_{BL}^2 \right) \text{Tr}(Y_u Y_u^T) \)  
\( + 6g_{BL}^2 \text{Tr}(Y_{\nu} Y_{\nu}^T) - 4 \text{Tr}(f_c^1 f_c^{1*} Y_{\nu}^T Y_{\nu}^*) - 4 \text{Tr}(f_c^1 Y_{\nu} Y_{\nu} f_c^{1T}) - 12 \text{Tr}(Y_d Y_d^T Y_a Y_a^T) \) 
\( - 12 \text{Tr}(Y_a Y_a Y_a Y_a^T) - 36 \text{Tr}(Y_u Y_u Y_a Y_a^T) - 4 \text{Tr}(Y_{\nu} f_c^{1T} f_c^{1*} Y_{\nu}^*) \)  
\( - 12 \text{Tr}(Y_{\nu} Y_{\nu} Y_{\nu} Y_{\nu}^*) - 4 \text{Tr}(f_c^{1*} Y_{\nu}^T Y_{\nu} f_c^{1T}) \)  
\( \text{(A65)} \)

\( \gamma_{\Delta e}^{(1)} = -2g_{RL}^2 - 3g_{BL} + |a_c|^2 + \text{Tr}(f_c^1 f_c^{1*}) + \text{Tr}(f_c^{1*} f_c^{1T}) \)  
\( \text{(A66)} \)

\( \gamma_{\Delta e}^{(2)} = \frac{1}{2} \left( 72g_R^4 + 24g_{RL}^2g_R^2 + 44g_R^4 - 4|a_c|^2 \left( |a_c|^2 + |b_c|^2 \right) \\
- (2g_{RL}^2 + 3g_{BL}^2) \left( \text{Tr}(f_c^1 f_c^{1*}) + \text{Tr}(f_c^1 f_c^{1T}) \right) - 12 \text{Tr}(f_c^1 f_c^{1*} f_c^{1T} f_c^{1T}) \)  
\( - 8 \text{Tr}(f_c^1 f_c^{1*} f_c^{1T} f_c^{1T}) - 8 \text{Tr}(f_c^1 f_c^{1*} f_c^{1T} f_c^{1T}) - 4 \text{Tr}(f_c^{1*} Y_{\nu}^T Y_{\nu} f_c^{1T}) \) 
\( - 8 \text{Tr}(Y_{\nu} f_c^{1T} Y_{\nu} f_c^{1T}) - 4 \text{Tr}(f_c^{1*} Y_{\nu}^T Y_{\nu} f_c^{1T}) \) 
\( \text{(A67)} \)

\( \gamma_{\Delta e}^{(1)} = -2g_{RL}^2 - 3g_{BL} + |a_c|^2 \)  
\( \text{(A68)} \)

\( \gamma_{\Delta e}^{(2)} = 12g_{BL}^2g_R^2 + 22g_R^4 + 36g_{BL}^2 \\
- |a_c|^2 \left( 2|a_c|^2 + 2|b_c|^2 + \text{Tr}(f_c^1 f_c^{1T}) + \text{Tr}(f_c^{1*} f_c^{1T}) \right) \)  
\( \text{(A69)} \)

\( \gamma_{h}^{(1)} = -4g_{RL}^2 + |b|^2 \)  
\( \text{(A70)} \)
where beta functions read

\[ \gamma^{(2)}_{\Omega} = 28g^4_L - |b|^2 \left( 2|b_c|^2 + 3|b|^2 + 3\text{Tr}(Y_d Y_d^\dagger) + 3\text{Tr}(Y_u Y_u^\dagger) \right) \\
- g_R^2 + g_L^2 + \text{Tr}(Y_e Y_e^\dagger) + \text{Tr}(Y_\nu Y_\nu^\dagger) \]  

(A71)

\[ \gamma^{(1)}_{Qe,0} = 2|b_c|^2 + |a_c|^2 \]  

(A72)

\[ \gamma^{(2)}_{Qe,0} = -2|a_c|^4 - |a_c|^2 \left( -4g_R^2 - 6g_{BL} + \text{Tr}(f_c f_c^\dagger) + \text{Tr}(f_c f_c^\dagger) \right) \\
- 2|b_c|^2(2|b_c|^2 + 3|b|^2 - 3g_L^2 + 3\text{Tr}(Y_d Y_d^\dagger) + 3\text{Tr}(Y_u Y_u^\dagger) \\
- g_R^2 + \text{Tr}(Y_e Y_e^\dagger) + \text{Tr}(Y_\nu Y_\nu^\dagger) \]  

(A73)

In these expressions we have defined

\[ F_c = f_c^1 f_c^1 + f_c^1 f_c^1 + f_c^{1T} f_c^{1T} + f_c^{1T} f_c^1 \]  

(A74)

b. Beta functions for soft breaking masses of sleptons

Again, the results for the slepton soft SUSY breaking masses at 1-loop are shown. The beta functions read

\[ 16\pi^2 \frac{d}{dt} m_L^2 = 2Y_e m_e^2 Y_e^\dagger + 2m_{H_d}^2 Y_e Y_e^\dagger + 2m_{H_u}^2 Y_\nu Y_\nu^\dagger + m_L^2 Y_e Y_e^\dagger \]

\[ + Y_e Y_e^\dagger m_L^2 + m_e^2 Y_e Y_\nu^\dagger + Y_\nu Y_\nu^\dagger m_L^2 + 2Y_\nu m_e^2 Y_\nu^\dagger \]

\[ + 2T_e T_e^\dagger + 2T_\nu T_\nu^\dagger - (3g_{BL}^2 |M_1|^2 + 6g_L^2 |M_1|^2 + \frac{3}{4}g_{BL}^2 S_2) \]  

(A75)

\[ 16\pi^2 \frac{d}{dt} m_{e,\nu}^2 = 2Y_e Y_e m_{e,\nu}^2 + 2m_{e,\nu}^2 Y_e Y_e + 4m_{H_d}^2 Y_e Y_e + 4Y_e^\dagger m_{e,\nu}^2 Y_e \]

\[ + 4T_e^\dagger T_e - (3g_{BL}^2 |M_1|^2 + 2g_R^2 |M_1|^2 - \frac{3}{4}g_{BL}^2 S_2 - \frac{1}{2}g_R^2 S_3) \]  

(A76)

where

\[ S_2 = 2(m_{e,\nu}^2 - m_{H_d}^2) + Tr \left[ m_{e,\nu}^2 - m_{e,\nu}^2 + m_{e,\nu}^2 - m_{e,\nu}^2 + 2m_{e,\nu}^2 - 2m_{Q}^2 \right] \]  

(A77)

\[ S_3 = 2(m_{e,\nu}^2 - m_{H_d}^2 - m_{H_d}^2) + Tr \left[ 3m_{e,\nu}^2 + m_{e,\nu}^2 - 3m_{e,\nu}^2 - m_{e,\nu}^2 \right] \]  

(A78)

c. Beta functions for gauge couplings

\[ \beta_{g_{BL}}^{(1)} = 9g_{BL}^3 \]  

(A79)

\[ \beta_{g_{BL}}^{(2)} = \frac{1}{2}g_{BL}^3 \left( 16g_3^2 + 50g_{BL}^2 + 18g_L^2 + 30g_R^2 - 12|a_c|^2 - 9\text{Tr}(f_c f_c^\dagger) - 2\text{Tr}(Y_d Y_d^\dagger) \right) \\
- 6\text{Tr}(Y_e Y_e^\dagger) - 2\text{Tr}(Y_u Y_u^\dagger) - 6\text{Tr}(Y_\nu Y_\nu^\dagger) - 9\text{Tr}(f_c f_c^\dagger) \]  

(A80)

\[ \beta_{g_{BL}}^{(1)} = 3g_{BL}^3 \]  

(A81)
\[
\beta_{gL}^{(2)} = \frac{1}{3} g_L^3 \left( -28|b|^2 + 3 \left( 24g_3^2 - 2|b_c|^2 - 2 \text{Tr} \left( Y_e Y_e^\dagger \right) - 2 \text{Tr} \left( Y_e Y_v^\dagger \right) + 3g_{BL}^2 + 49g_L^2 \right.ight.
\]
\[
- 6 \text{Tr} \left( Y_d Y_d^\dagger \right) - 6 \text{Tr} \left( Y_u Y_u^\dagger \right) + g_R^2 \bigg) \right)
\]
\[
\beta_{g_R}^{(1)} = 9g_R^3
\]
\[
\beta_{g_R}^{(2)} = g_R^3 \left( 24g_3^2 + 15g_{BL}^2 + 3g_L^2 + 15g_R^2 - 4|a_{i1}|^2 - 4|b|^2 - 2|b_c|^2 - 3 \text{Tr} \left( f_{c1}^1 f_{c1}^{1\dagger} \right) \right.
\]
\[
- 6 \text{Tr} \left( Y_d Y_d^\dagger \right) - 2 \text{Tr} \left( Y_e Y_e^\dagger \right) - 6 \text{Tr} \left( Y_u Y_u^\dagger \right) - 2 \text{Tr} \left( Y_v Y_v^\dagger \right) - 3 \text{Tr} \left( f_{c1}^1 f_{c1}^{1\dagger} \right) \bigg) \right)
\]
\[
\beta_{g_3}^{(1)} = -3g_3^3
\]
\[
\beta_{g_3}^{(2)} = g_3^3 \left( 14g_3^2 + 3g_R^2 - 4 \text{Tr} \left( Y_d Y_d^\dagger \right) - 4 \text{Tr} \left( Y_u Y_u^\dagger \right) + 9g_L^2 + g_{BL}^2 \right) \right)
\]
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