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SUMMARY  Fast and accurate estimation of missing relations, e.g., similarity, distance and kernel, among objects is now one of the most important techniques required by major data mining tasks, because the missing information of the relations is needed in many applications such as economics, psychology, and social network communities. Though some approaches have been proposed in the last several years, the practical balance between their required computation amount and obtained accuracy are insufficient for some class of the relation estimation. The objective of this paper is to formalize a problem to quickly and efficiently estimate missing relations among objects from the other known relations among the objects and to propose techniques called “PSD Estimation” and “Row Reduction” for the estimation problem. This technique uses a characteristic of the relations named “Positive Semi-Definiteness (PSD)” and a special assumption for known relations in a matrix. The superior performance of our approach in both efficiency and accuracy is demonstrated through an evaluation based on artificial and real-world data sets.
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1. Introduction

With the recent growth of network society and ubiquitous sensing environments, a lot of real data sets representing the relations among massive objects are now available, where each relation between the two objects is represented by a value such as similarity, distance and kernel. However, for various reasons, it is not always true that the relation information is fully given in the data sets. On the other hand, the missing information of the relations is needed in many applications. For example, the estimation of the economic trading amounts among some underdeveloped or small countries that have no record in the world trading statistics is important to manage global economy in economics [1], [2]. Estimation of the missing elements in pairwise comparison matrices acquired in psychological experiments is an important technique to complete the data without applying exhaustive questionnaires, which is not feasible due to the burden of human workload [3]. Automated friend introduction in a network community, which requires the estimation of potential friendships, is an essential service in a social network to enhance the communication activity in the community. Accordingly, the development of a scalable technique to quickly and accurately estimate the missing information of the relations among the objects in an objective data set is now an important issue.

Although some general-purpose approaches can be utilized for the estimation as described in the Sect. 3, they are not preferable for large-scale and real-world problems because of their high computational complexity and insufficient accuracy. Thus, we set the objective of this paper to carefully formalize the problem setting of the aforementioned estimation problem and to propose techniques which are tailored to the estimation problem and achieves short computation time and high accuracy at the same time. Based on the observation that most of the relations among the objects are transformed into Positive Semi-Definite (PSD) relations as described later, we propose the following novel techniques to extend one of conventional approaches, namely, “PSD Approximation,” based on “Incomplete Cholesky Decomposition” [12], [13].

1) “PSD Estimation” which provides the estimation of each missing element with its admissible value interval, and
2) “Row Reduction” which is an efficient Pivoting criterion to estimate the missing elements within a given error tolerance under lower computational complexity.

The secondary objective of this paper is to characterize the performance of our proposed techniques in both computational efficiency and estimation accuracy. A program named “PERCH (Psd Estimation by row Reduction based on incomplete CHolesky decomposition)” has been developed, and its performance has been compared with a SVM based regression, a PSD Completion approach named dualcomp, and a NNLS approach named APGL through numerical experiments using artificial and real world data. Moreover, the practicality of our PERCH has been assessed in an application to estimate potential friendships in a social network
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community.

2. Problem Setting

The problem to estimate missing relations among the objects in a set is mathematically formalized as follows. Given a set of objects $OB$ ($|OB| = n$), let $OA^h \subseteq OB$ ($h = |OA^h| < n$) be a set where all pairwise relations among the objects in $OA^h$ and all bipartite relations of the objects between $OA^h$ and $OB^{n-h} = OB - OA^h$ are known, and all pairwise relations among the objects in $OB^{n-h}$ are not known. Upon this definition, our problem is to estimate the unknown relations among the objects in $OB^{n-h}$ by the known relations among the objects in $OB$. In the aforementioned examples, an object in $OB$ is a country, a pairwise experiment, or a user in the social network where the relations among the objects in $OB^{n-h}$ are the missing information. An advantageous representation to enable rigorous and flexible manipulation of this problem is to use a relation matrix for the objects in $OB$. Let $A$ be an $n \times n$ matrix where each element represents a pairwise relation between two objects in $OB$. $A$ is represented by the following expression.

$$A = \begin{pmatrix} A^h & B^{n-h}^T \\ B^{n-h} & X^{n-h} \end{pmatrix}, \quad (1)$$

where $A^h$ is a $h \times h$ principal submatrix of $A$, representing the known relations of the objects in $OA^h$, and $(n-h) \times h$ submatrix $B^{n-h}$ represents the known bipartite relations of the objects between $OA^h$ and $OB^{n-h}$. Moreover, $X^{n-h}$ is a $(n-h) \times (n-h)$ principal submatrix of $A$, representing the missing relations among objects in $OB^{n-h}$. Our problem is now to estimate $X^{n-h}$ from the rest of $A$. To the best of our knowledge so far, no solution has been proposed to take the practical balance between their required computation amount and obtained accuracy for this problem while guaranteeing the absolute error less than a tolerance. Hence, this study proposes a novel technique to achieve a practical balance between the two.

To address this problem, we focus on mathematical characteristics of the relation matrix $A$. Due to the symmetric property of the majority of relations, most of the relation matrices $A$ are square and symmetric. Moreover, in many cases, $A$ is Positive Semi-Definite (PSD) or can be converted into a PSD matrix by a transformation to another matrix such as a signless Laplacian. In this paper, we explore a principle and an algorithm to estimate the missing part of the relation matrix from its known part by exploiting the PSD property in order to advance the accuracy of the estimation and the scalability in terms of computational complexity.

3. Related Work

Although there are not special techniques for the problem setting as described in the Sect. 2, in this section, we introduce how conventional approaches designed for a general purpose can solve the PSD Estimation problem.

A conventional way to address this problem is to develop a classification or regression model by assuming that the relation between two objects $p$ and $q$, i.e., an element $a_{p,q}$ in $A$, can be estimated from the known relations of $p$ with the other objects and those of $q$. In the model, the objective variable is $a_{p,q}$, and its explanation vector is one of ordered concatenations, $\{a^T_{p} a^T_{q}\}$, where $a^T_{p}$ and $a^T_{q}$ are the $p$-th row and the $q$-th row of the first $h$ columns of $A$ respectively which represent the known relations of the two objects with the other objects. The model is trained by the known part of the matrix $A$, i.e., a data set consisting of the $2hn - h^2$ relations $(a^T_{p} a^T_{q}, a_{p,q}) (p = 1, \ldots, n, q = 1, \ldots, h, p \geq q)$ and $(a^T_{p} a^T_{q}, a_{p,q}) (q = 1, \ldots, n, p = 1, \ldots, h, q > p)$. Every unknown element $a_{p,q}$ in $X^{n-h}$ is estimated by this trained model. Since this framework does not use the PSD property of the relations, the accuracy of the estimation is supposed to be limited. This is shown in our experimental demonstration later. In addition, its computational complexity is quite high. For example, the computational complexity of regression and its estimation is $O(M^3 N + MN^2)$ where $M$, $N$ and $N'$ are respectively the number of explanation elements, the number of training examples and the number of objective elements to be estimated. Under $N = 2hn - h^2 = O(hn(n > h)$, $M = 2h = O(h)$, $N' = (n-h) \times (n-h) = O(n^2)$ and the assumption that the number of the known relations is almost proportional to the total number of relations, i.e., $h^2 \approx n^2$, the computational complexity of the conventional framework is eventually $O(n^2)$ which is not very tractable in large-scale real world applications. Accordingly, more accurate and efficient approaches than this conventional framework should be explored by taking into account the mathematical characteristic of the problem such as Positive Semi-Definiteness (PSD).

"Positive Semi-Definite (PSD) Completion" is known to be a subclass of Semidefinite programming, and derives a matrix $\tilde{A}$ in which missing elements of an original PSD matrix $A$ are completed by maximizing the determinant $\text{det}(\tilde{A})$ under PSD constraints [5], [6]. Its program named dualcomp is opened to the public [7]. PSD Completion is applicable to any PSD matrix representing a chordal graph where the matrix is interpreted to be a symmetric adjacency matrix having none zeros at known elements and zeros at missing elements. This has been applied to the completion of missing elements in a kernel matrix under a recent study [8]. However because they maximize the determinant and do not adapt to an original PSD matrix $A$ in the form of Eq. (1), i.e., the missing elements make up a principal submatrix of $A$, the computational complexity of these approaches is $O(n^3)$ [6], and the number of known elements required in the matrix is almost $O(n^2)$ since they can complete the elements with sufficient accuracy only when most of the elements are known in advance. Thus, PSD Completion is not very suitable to the case under limited known relations. Another relevant approach is to use a parametric function to
complete the elements in a PSD kernel matrix [9]. It completes missing elements in an auxiliary kernel matrix by fitting a parametric function based on a complete primary kernel matrix. However, this is not applicable when the appropriate primary kernel matrix well followed by the missing elements is not available. A more recent approach applies a Gaussian parametric function to complete missing features of objects to construct a kernel matrix [10]. However, this is also limited to the case that both the distribution of the missing value and the kernel matrix are Gaussian. In addition to high computational complexities described above, PSD Completion approaches cannot guarantee the absolute error less than a tolerance because these techniques intended to recover an original matrix as far as possible using available information.

Another recent approach named “Nuclear norm regularized linear least squares problem (NNLS)” is a convex relaxation of “affine rank minimization problem,” which finds the matrix of minimum rank subject to linear equality constraints [25]. NNLS derives a matrix \( Y \) in which missing elements of an original PSD matrix are completed by minimizing the sum of the square error for known elements in the estimated matrix and the nuclear norm, i.e., \(|\mathcal{A}(Y) - b|^2/2 + \mu ||Y||\), where \( \mathcal{A}(Y) = b \) represents the linear equality constraints for known elements, \(||Y||\) is the nuclear norm of \( Y \) and \( \mu > 0 \) is a given regularization parameter. An algorithm named APGL was developed to solve NNLS in [25] and its program is opened to the public [26]. Unlike PSD Completion, NNLS under PSD constraints is applicable to any PSD matrices, i.e., NNLS under PSD constraints has no requirement for positions of known elements and missing elements in an original PSD matrix. The iteration complexity is \( O(1/\sqrt{\epsilon}) \) with an \( \epsilon \)-optimal solution and the computational complexity for each iteration including eigenvalue decomposition is \( O(n^3) \). Assuming \( \epsilon \) is a constant independent from \( n \), the total computational complexity of APGL is considered as \( O(n^3) \). APGL can solve our matrix estimation problem as a special case of NNLS under PSD constraints which we compare to PERCH later. Although it has low computational complexity, APGL cannot guarantee the maximum absolute error less than a tolerance. “PSD Approximation” based on “Incomplete Cholesky Decomposition” is another relevant approach [12],[13]. This technique has been developed to produce a good approximation of a known PSD matrix by using an appropriately chosen subset of rows and columns of the matrix. Given a PSD matrix \( A \) where all of its elements are known, the \( k \) rows and their symmetric \( k \) columns of \( A \) are sampled according to some criteria to obtain a good approximation \( \tilde{A} \) of \( A \) within the small number \( k \). This sampling of the rows and the columns in \( A \) is called “Pivoting,” and the objects corresponding to these rows and columns are called “Pivots.” PSD Approximation samples the Pivots under a criterion to ensure the small value of \( \text{tr}(A - \tilde{A}) \). This Pivoting criterion enables efficient factorization of the relation matrix \( A \) into a lower \( n \times k \) trapezoid matrix \( L \) and its transposed \( L^T \) with \( O(k^2n) \) computational complexity, and derives the approximation \( \tilde{A} = LL^T \) with \( O(kn^2) \). Another similar work introduced the other two Pivoting criteria [14]. The first criterion is to sample the Pivots which ensure the small Frobenius norm of the residual matrix of Incomplete Cholesky Decomposition, but requires \( O(kn^2) \) computational complexity. The second is a relaxation of this criterion to ensure the small upper bound of the norm, and requires \( O(kn^2) \). An underlying assumption of these approaches is that “the majority of relation matrices have a rapidly decaying spectrum, i.e., a low rank” [15]. This assumption ensures their good approximation under a small \( k \).

However, the application of the present PSD Approximation to the estimation problem of the missing elements in \( A \) has three difficulties. First, all of the aforementioned criteria of the Pivoting need to know the actual values of the missing elements of \( A \) in advance. This is essentially impractical for the aforementioned problems. Second, the computational complexity of the matrix factorization under these Pivoting criteria is \( O(k^2n) \sim O(kn^3) \). An efficient Pivoting is desired for the fast and accurate estimation of the missing elements. The third is that they do not provide the admissible error bound of each element estimation, and do not guarantee the absolute error less than a tolerance. This guarantee is practically required in many applications.

4. Background Principles

In this section, a past study named “PSD Approximation” which provides technical bases to our proposal is explained [12],[13]. First, we describe the normalization of the relation matrix to simplify the computation scheme of PSD Approximation without losing its generality. Given a set of objects \( OB \) (|\( OB \) = \( n \)), let \( A \) be an \( n \times n \) PSD relation matrix, denoted by \( A \geq 0 \), representing the relations among all of the objects in \( OB \). By definition, \( A \) is a symmetric matrix where all of its diagonal elements are nonzero and known by default. Thus, through \( W = \text{diag}(A) \), any \( A \geq 0 \) has the following invertible transformation into the corresponding \( A^* \geq 0 \) where all of its diagonal elements are normalized to unity.

\[
A^* = W^{-1/2} A W^{-1/2} = W^{-1/2} A W^{-1/2}.
\]

Accordingly, our discussion in the rest of this paper focuses on \( A^* \) without loss of generality, and we use the symbol \( A \) instead of \( A^* \) to represent a normalized PSD relation matrix. PSD Approximation efficiently approximates the values of some elements in a PSD relation matrix \( A \) by using a limited number of the other element values [12],[13]. In contrast to PSD Completion, it does not maximize \( \text{det}(A) \), but approximates \( A \) to minimize a trace associated with \( A \), e.g., \( \text{tr}(A - \tilde{A}) \), while maintaining \( \text{det}(A) = 0 \) by its progressive and low rank factorization based on Incomplete Incomplete Cholesky Decomposition. Hence, PSD Approximation is not a subclass of PSD Completion.

Assuming an element \( a_{p,q} \) in \( A \) is the relation between
two objects \( p \) and \( q \) in \( OB \), let \( A^k \) be a \( k \times k \) principal submatrix of \( A \) (\( 1 \leq k \leq n \)) representing relations among \( k \) objects in a subset \( OA^k \subseteq OB \) (\( k = |OA^k| \)). Moreover, let \( B^{n-k} \) be a \((n-k) \times k \) submatrix of \( A \). \( B^{n-k} \) consists of the relations between every object in \( OA^k \) and every object in \( OB^{n-k} = OB - OA^k \). The objects in \( OA^k \) are called “Pivots.” Upon these definitions, we consider the following \( A(k) \) where the elements which are not included in \( A^k \) and \( B^{n-k} \) in \( A(k) \), i.e., \( Z^{n-k} \), are to be approximated.

\[
A(k) = \begin{pmatrix} A^k & B^{n-k}T \\ B^{n-k} & Z^{n-k} \end{pmatrix}.
\]

(2)

PSD Approximation approximates all elements in a \((n-k) \times (n-k) \) matrix \( Z^{n-k} \) by appropriately selecting \( A^k \) and \( B^{n-k} \) from \( A \) to make the trace \( \text{tr}(A - A(k)) \) within a tolerance. This approximation is performed by applying the \( k \) step Incomplete Cholesky Decomposition to \( A(k) \) as follows\(^1\).

\[
A(k) = L(k)L^T(k)
\]

(3)

where

\[
L(k) = \begin{pmatrix} L^k & L_{n-k} \\ \ell_{k,1} \ldots \ell_{k,k} \\ L_{k+1,1} \ldots L_{k+1,k} \\ \vdots \\ \ell_{n,1} \ldots \ell_{n,k} \end{pmatrix}
\]

(4)

\[
\ell_{i,j} = a_{i,j} - \sum_{h=1}^{j-1} \ell_{i,h} \ell_{j,h},
\]

(5)

\[
\ell_{i,j} = \pm \sqrt{a_{i,j} - \sum_{h=1}^{j-1} \ell_{i,h}^2} = \pm \sqrt{1 - \sum_{h=1}^{j-1} \ell_{i,h}^2}.
\]

(6)

and \( a_{i,j} \) is an \( i,j \)-element of \( A(k) \). In addition, the following “residual” of each row for \( k + 1 \leq p \leq n \) in \( L(k) \) is defined for the later use.

\[
e_{p}^{(k)} \equiv 1 - \sum_{h=1}^{k} \ell_{p,h}^2.
\]

(7)

The trace \( \text{tr}(A - A(k)) \) under this approximation of \( A(k) \) is known to be \( \sum_{p=2}^{n+k} \epsilon_p^{(k)} \) which is also equal to the sum of the eigenvalues of \( A - A(k) \).

We construct \( L(k) \) in bottom up manner starting from \( k = 1 \). Toward the less \( \text{tr}(A - A(k)) \), an object \( p \) is selected from \( OB^{n-k} \) and moved to \( OA^k \) in the next \( k+1 \)-th step. This selection is important, and \( p_{\max} \in OB^{n-k} \) yielding the maximum residual \( \epsilon_p^{(k)} \) is selected. Because \( \epsilon_p^{(k)} \) is considered to be the component which is independent of \( L^k \) in the \( p \)-th row of \( L(k) \), the move of \( p_{\max} \), from \( OB^{n-k} \) to \( OA^k \) is expected to effectively reduce the residuals of the other rows in \( L^{n-k} \) in the next step. This selection which is called “Pivoting” yields the renewed \( OA^{k+1} \) and \( OB^{n-k-1} \).

Subsequently, \( L(k) \) is extended to an \( n \times (k + 1) \) matrix by applying the \( k + 1 \)-th step of Incomplete Cholesky Decomposition as follows.

\[
L(k+1) = \begin{pmatrix} L^k_{n-k} & \ell_{k+1,1} & \cdots & \ell_{k+1,k} \\ L_{n-k-1} & L_{n-k-2} & \cdots & L_{n-k-1} \end{pmatrix}
\]

(8)

where \( L^k_{n-k} \) is the row of \( p_{\max} \), moved from \( L^{n-k} \), and \( L_{n-k-1} \) is a \((n-k-1) \times (k + 1) \) submatrix in which each row consists of the row of an object \( q \) in \( L^{n-k} \) and \( \ell_{q,k+1} \) for all objects \( q \in OB^{n-k-1} \) except \( p_{\max} \). \( \epsilon_p^{(k)} \) is provided by Eq. (7). This is essentially equal to \( \ell_{k+1,k+1} \) to be derived by Eq. (6) when the row of \( p_{\max} \) is attached to the \( k + 1 \)-th row. Though either \( \pm \sqrt{\epsilon_p^{(k)}} \) can be selected for this place, we assign \( \sqrt{\epsilon_p^{(k)}} \) only since Incomplete Cholesky decomposition \( A(k+1) = L(k+1)L(k+1)^T \) is not affected by this selection due to its quadratic symmetry. \( L^{n-k-1} \) is obtained by computing the last element \( \ell_{q,k+1} \) through Eq. (5). Note that all data needed to compute \( \ell_{q,k+1} \) for all \( q \in OB^{n-k-1} \) is the elements \( a_{q,p_{\max}} \) in \( A \) corresponding to the relations between the moved object \( p_{\max} \in OA^k \) with all objects \( q \in OB^{n-k-1} \), and hence \( L(k+1) \) is progressively computed only from \( A^{k+1} \) and \( B^{n-k-1} \) by Eq. (5) and (7). After this one step progress to derive \( A(k+1) = L(k+1)L(k+1)^T \), we obtain less error \( \text{tr}(A - A(k+1)) \). Accordingly, a more accurate approximation of \( Z^{n-k} \) in \( A \) is derived from the additional relations between the moved object \( p_{\max} \) with the others in \( OB^{n-k-1} \) through this Pivoting operation. Under the low rank assumption, this progressive approximation will stop within a small number of steps \( k \ll n \) under a tolerance on the trace.

The adjacency matrix corresponding to \( A^k \) and \( B^{n-k} \) in Eq. (2) represents a complete split graph which is a subclass of the chordal graph. Accordingly, the arrangement of the matrix elements used in PSD Approximation is required to be more restricted than PSD Completion. However, the number of the elements used in PSD Approximation is \( O(nk) \) since the known part of the matrix is limited to \( A^k \) and \( B^{n-k} \). Moreover, the computational complexity to compose \( A^k \) and \( B^{n-k} \) is \( O(nk) \), that of the Incomplete Cholesky Decomposition using the aforementioned Pivoting is \( O(k^2n) \), and the computation of \( A(k) \) by Eq. (3) is \( O(kn^2) \). These are far lower than those of PSD Completion. In this regard, PSD Approximation is more practical. Its major drawback is that any method to ensure the estimation error bound of the individual element within a certain limit has not been established. In addition, it can not be directly applied to the data where some elements are missing, since every new Pivot must be selected from the set of all objects which are not Pivots in \( OB \).

---

\(^1\)The ordinary expression of Incomplete Cholesky Decomposition is \( A(k) = L(k)L(k)^T \) or \( A(k) = L(k)D(k)L(k)^T \). We use \( A(k) = L(k)L(k)^T \) for the ease of our explanation.
5. Proposed Techniques

To overcome the drawbacks of PSD Approximation, the objective (1) mentioned at the last part of the first section is achieved by our proposing novel principle named “PSD Estimation” under the aforementioned assumption that “the majority of relation matrices have a rapidly decaying spectrum, i.e., a low rank.” Moreover, to reduce the error bound within a tolerance while optimizing the computation scheme for less computational complexity, we achieve the aforementioned objective (2) by introducing a novel Pivoting principle and algorithm named “Row Reduction.”

5.1 PSD Estimation

The principle of our PSD Estimation comes from the following basic theorem [16].

**Theorem 1** (Sylvester’s criterion): A square matrix $A$ is PSD, i.e., $A \succeq 0$, iff the determinants of all principal submatrices of $A$ are more than or equal to 0. A square matrix $A$ is PD, i.e., $A > 0$, iff the determinants of all leading principal submatrices of $A$ are more than 0.

Based on this theorem, our PSD Estimation requires the PSD admissibility condition, i.e., the nonnegative determinant of any principal submatrix of $A^k$ is positive, i.e.,

$$
\det(A^k) \geq 0, \quad k \geq 1.
$$

In Eq. (1) by considering the following $(k+1) \times (k+1)$ principal submatrix $A_{p_{k+1}}$ of $A(k)$ in Eq. (2) which contains the $k \times k$ principal submatrix $A^k$ representing the relations among pivots in $OA$ and the $k$ dimensional vector $a^k_p$ in $B^{n-k}$ representing the relations between every pivots and the objects $p \in OB^{n-k}$.

$$
A_{p_{k+1}} = \begin{pmatrix}
A^k_p & a^k_p \\
a^T_p & 1
\end{pmatrix}
$$

By Theorem 1 and $A \succeq 0$, $A_{p_{k+1}} \succeq 0$ holds, and thus it can be decomposed by ordinary Cholesky Decomposition. The submatrix $A^k$ is decomposed by Eq. (5), and the last row $a^k_p$ and $a_{k+1,k+1} \equiv a_{p,p} = 1$ are processed as follows by Eq. (5) and (7).

$$
\ell_{p,i} = \frac{a_{p,i} - \sum_{h=1}^{i-1} \ell_{i,h} a_{p,h}}{\ell_{i,i}}, \quad (i \neq p)
$$

$$
e^{(k)}_p \equiv \ell_{k+1,k+1} \equiv \ell_{p,p}^2 = 1 - \sum_{h=1}^{k} \ell_{h,h}^2.
$$

This results the following decomposition.

$$
A_{p_{k+1}} = L_{p_{k+1}}^k L_k^{k+1T},
$$

where

$$
L_{p_{k+1}} = \begin{pmatrix}
L_k & 0 \\
0 & \ell_{p,1} \ell_{p,2} \ldots \ell_{p,k}
\end{pmatrix},
$$

$$
\ell_k = (\ell_{p,1} \ell_{p,2} \ldots \ell_{p,k})^T.
$$

$\ell_k$ plays an important role in our PSD Estimation as shown shortly. Here, we assume a stronger constraint $A^k > 0$ and hence $\det(A^k) > 0$ which is achieved without loss of generality as shown later. Then, we obtain the following lemma on the residual $e_p$.

**Lemma 1:** Given $A^k > 0$. If $A_{p_{k+1}} \geq 0$, then $0 \leq e^{(k)}_p \leq 1$. If $e^{(k)}_p > 0$, then $A_{p_{k+1}} > 0$.

**Proof 1:** From Eq. (7), $e^{(k)}_p \leq 1$ is trivial. Based on the property of determinants for triangular matrices and $A_{p_{k+1}} \geq 0$,

$$
\det(A_{p_{k+1}}) = \det(L_{p_{k+1}}^k) \det(L_k^{k+1T}) = e^{(k)}_p \prod_{i=1}^k \ell_{i,i}^2 \geq 0.
$$

Because of $A^k > 0$,

$$
\det(A^k) = \det(L^k) \det(L_k^{T}) = \prod_{i=1}^k \ell_{i,i}^2 > 0.
$$

According to these inequalities, $e^{(k)}_p \geq 0$. Moreover, by Theorem 1, the determinant of any leading principal submatrix of $A^k$ is positive, i.e.,

$$
\det(A^h) = \prod_{i=1}^h \ell_{i,i}^2 > 0 \quad (h = 1, \ldots, k).
$$

In addition, from Eq. (8), if $e^{(k)}_p > 0$, then $\det(A_{p_{k+1}}) > 0$. Thus, the determinants of all leading principal submatrices of $A_{p_{k+1}}$ are positive, and this proves $A_{p_{k+1}} > 0$.

Now, we derive our main result to estimate a missing element of $X^{n-h}$ in Eq. (1) by considering the following $(k+2) \times (k+2)$ principal submatrix $A_{p_{k+2}}^k$ of $A(k)$ in Eq. (2) where

$$
k \leq h \quad \text{and} \quad \text{that} \quad X^{n-h} \quad \text{is} \quad \text{a} \quad \text{principal} \quad \text{submatrix} \quad \text{of} \quad Z^{n-k} \quad \text{are} \quad \text{assumed}.
$$

$$
A_{p_{k+2}} = \begin{pmatrix}
A^k_p & a^k_p & a^k_q \\
a^T_p & 1 & x_{p,q} \\
a^T_q & x_{q,p} & 1
\end{pmatrix},
$$

where $x_{p,q} (= x_{q,p})$ in $X^{n-h}$ is a missing element representing the relation between $p$ and $q$. Similarly to $A_{p_{k+1}}$, $A_{p_{k+2}} \geq 0$ holds by Theorem 1 and $A \succeq 0$. Hence, $A_{p_{k+2}}$ can be factorized by Incomplete Cholesky Decomposition up to the $k$-th step as follows.

$$
A_{p_{k+2}} = L_{p_{k+2}}^k L_{p_{k+2}}^{k+2T},
$$

where

$$
L_{p_{k+2}}^k = \begin{pmatrix}
L_k & 0 & 0 \\
0 & \ell_{p,1}^k & R_{p,q}
\end{pmatrix},
$$

and $R_{p,q}$ is a $2 \times 2$ submatrix. From Eq. (9), $R_{p,q}$ must satisfy
The following relation.
\[
R_{p,q} R_{p,q}^T = \left( 1 - \hat{x}_{p,q} \right) - \left( \ell_p^T \ell_p \right)
\]
\[
= \left( 1 - \ell_p^T \ell_p \right) - \hat{x}_{p,q} \ell_p^T \ell_q
\]
\[
= \left( 1 - \ell_p^T \ell_p \right) \hat{x}_{p,q} \ell_q - \ell_p^T \ell_q \left( 1 - \ell_p^T \ell_p \right)
\]
(10)

Then, the solution of \( x_{p,q} \) is given by the following theorem.

**Theorem 2:** The admissible value interval of a missing element \( x_{p,q} \) in \( A_{p,q}^{k+2} \) is as follows.

\[
x_{p,q} = \ell_p^T \ell_q, \quad \Delta x_{p,q} = \sqrt{(1 - \ell_p^T \ell_p)} \sqrt{(1 - \ell_q^T \ell_q)}.
\]

**Proof 2:** We consider the determinant of \( A_{p,q}^{k+2} \). Due to the triangularity of \( L_{p,q}^{k+2} \) in Eq. (9), \( \det(L_{p,q}^{k+2}) = \det(L^T) \det(R_{p,q}) \) holds. Based on this fact and Eq. (9),

\[
\det(A_{p,q}^{k+2}) = \det(L_{p,q}^{k+2}) \det(L_{p,q}^{k+2T})
\]
\[
= \det(L^T) \det(R_{p,q}) \det(L^T) \det(R_{p,q})
\]
\[
= \det(L^T) \det(R_{p,q}).
\]

From \( A_{p,q}^{k+2} \geq 0, A^k = L^T L^T \) and the assumption \( A^k > 0 \),
\( \det(A_{p,q}^{k+2}) \geq 0 \) and \( \det(A^k) = \det(L^T L^T) > 0 \). Thus, the last part in the r.h.s. of the former equation, i.e., \( \det(R_{p,q} R_{p,q}^T) \), must be nonnegative. According to this result and Eq. (10),

\[
\det(R_{p,q} R_{p,q}^T)
\]
\[
= \left( 1 - \ell_p^T \ell_p \right) \left( 1 - \ell_q^T \ell_q \right)
\]
\[
= \left( 1 - \ell_p^T \ell_p \right) \left( 1 - \ell_q^T \ell_q \right)
\]
and thus,
\[
x_{p,q}^2 - 2 \ell_p^T \ell_q x_{p,q} + \left( \ell_p^T \ell_q \right)^2
\]
\[
- \ell_p^T \ell_q \ell_q^T \ell_q + \ell_p^T \ell_p + \ell_q^T \ell_q - 1 \leq 0.
\]

This inequality derives the following interval of \( x_{p,q} \).

\[
x_{p,q} = \ell_p^T \ell_q,
\]
\[
\Delta x_{p,q} = \sqrt{(1 - \ell_p^T \ell_p)} \sqrt{(1 - \ell_q^T \ell_q)}.
\]

Then, the solution of \( x_{p,q} \) is given by the following corollary.

**Corollary 1:** The admissible value interval of the missing element \( x_{p,q} \) in \( A_{p,q}^{k+2} \) is as follows.

\[
x_{p,q} = \ell_p^T \ell_q, \quad \Delta x_{p,q} = \sqrt{(1 - \ell_p^T \ell_p)} \sqrt{(1 - \ell_q^T \ell_q)}.
\]

**Proof 3:** \( x_{p,q} = \ell_p^T \ell_q \) is trivial from Theorem 2. Similarly, from Theorem 2 and \( e_{p}^{(k)}, e_{q}^{(k)} \) given by Eq. (7),
\[
\Delta x_{p,q} = \sqrt{e_{p}^{(k)} e_{q}^{(k)}}.
\]

These theorem and corollary ensure that the estimation of the relation and its admissible error bound are always factorized into an individual object \( p \), i.e., \( \ell_p^k \) and \( \sqrt{e_{p}^{(k)}} \) respectively as far as \( k \leq h \), i.e., \( X_{h} \) is a principal submatrix of \( Z_n \), is maintained. Once \( \ell_p^k \) and \( \sqrt{e_{p}^{(k)}} \) for all \( p \in OB^{h-1} \) are computed from \( B^{h-1} \), we can easily estimate the relation \( x_{p,q} \) and its error bound \( \Delta x_{p,q} \) between any \( p \) and \( q \) in \( OB \).

Because Theorem 2 and Corollary 1 is a necessary condition to make a local matrix \( A_{p,q}^{k+2} \geq 0, A > 0 \) and the maximum det(A) is not ensured. Thus, our PSD Estimation is different from PSD Completion.

The factorized forms of the solution and its admissible error bound are derived from \( \ell_p^k \) of each object \( p \). As \( \ell_p^k \) for every \( p \in OB^{h-1} \) is efficiently deduced by Incomplete Cholesky Decomposition of \( A(k) \) represented by Eq. (3)-(7), PSD Estimation is performed under the same computational scheme with PSD Approximation. On the progression of Incomplete Cholesky Decomposition under the condition of \( k \leq h \), the object \( p_{max} \in OB^{h-1} \) providing the maximum residual \( e_{p_{max}}^{(k)} = \max_{p \in OB^{h-1}} e_{p}^{(k)} \) is selected for the next Pivot similarly to Pivoting of PSD Approximation. If \( e_{p_{max}}^{(k)} = 0 \), \( e_{p_{max}}^{(k)} = 0 \) for all \( p \in OB^{h-1} \) since \( e_{p}^{(k)} \geq 0 \) from Lemma 1. Then, Corollary 1 implies that the similarities of all missing elements have been estimated without any error, and thus any further estimation is not needed. This fact ensures \( e_{p_{max}}^{(k)} > 0 \) whenever any further estimation is needed, and hence \( A_{p_{max}}^k > 0 \) and \( \det(A_{p_{max}}^k) > 0 \) hold by Lemma 1. Its principal submatrix \( A^k \) also shares the same property, i.e., \( A^k > 0 \) and \( det(A^k) > 0 \). This supports the assumption \( A^k > 0 \) of Lemma 1.

5.2. Row Reduction

Given a residual threshold value \( r_{th} (0 \leq r_{th} \leq 1) \) specified by users, if the residual \( e_{p}^{(k)} \) of an object \( p \in OB^{h-1} \) has the following relation with \( r_{th} \) and the aforementioned maximum residual \( e_{p_{max}}^{(k)} \) at the \( k \)-th step under the condition \( k \leq h \),
\[
\sqrt{e_{p}^{(k)}} \sqrt{e_{p_{max}}^{(k)}} \leq r_{th},
\]
the error boundary, \( \Delta x_{p,q} \), of the relation between the object \( p \) and any other \( q \in OB^{h-1} \) is always less than or equal to \( r_{th} \) by Corollary 1. The object \( p \) satisfying this condition is considered to have sufficiently accurate estimations with any other objects.

At the end of the \( k \)-th step of Incomplete Cholesky Decomposition, \( \ell_p^k \) and \( e_{p}^{(k)}, e_{q}^{(k)} \) of all objects \( p \in OB^{h-1} \) are computed by Eq. (5) and Eq. (7). Then, the following completed set \( OC^k \) of the objects is derived.
The memory complexity of PSD Estimation with Row Reduction is $O(k^2) \sim O(kn)$, since $L(k)$ is the unique array used in the estimation. When all estimated elements are recorded on memory, obviously $O(n^2)$ space is required.

6. Performance Evaluation

A program named “PERCH (Psd Estimation by row Reduction based on incomplete C Holesky decomposition)” has been developed based on the proposed principles. Its input parameter is $r_{a}$ for Row Reduction. To assess the practicality of PERCH, we evaluate PERCH by using correlation matrices among $m$ dimensional vectors representing the objects in $OB$, since correlation matrices are very popular among various PSD matrices. The fundamental parameters of the input correlation matrices for both artificial data and real world data are $n$ the size of $OB$, $m$ the intrinsic dimension and $h$ the size of $OA^h$. Artificial data have some extra parameters according to the contents embedded in the data. To further assess the practicality of our proposed PSD Estimation for matrices representing more complex relations, we additionally conducted the performance evaluation for some real world data of correlation matrices and graph diffusion kernel matrices. The performance indices for comparison are the required computation time and the standard error of $|\hat{x}_{i}^{(k)} - x_{i}^{(k)}|$. The experimental environment was PERCH coded in C language and an IBM AT machine having Intel Core2 CPU with 1.2 GHz clock and 2039MB RAM.

6.1 Comparison with PSD Completion, Regression Model, and NNLS

PERCH is compared with a PSD Completion program named dualcomp [7], the regression model described in the first section, and NNLS program named APGL. We generated five artificial correlation matrices which represent the correlation coefficients among object vectors forming 3 or 10 clusters with or without 10% background noise and uniformly distributed without any clusters respectively under $n = 70$ and $m = 1000$. Since $n < m$, the matrices are principally full-rank. However, the matrices obtained from the object vectors forming 3 or 10 clusters without background noise have lower ranks, because objects in each cluster are in a very close formation so that their correlations are mutually more than 0.9. On the other hand, the rank of the correlation matrix with the noise is presumed to be the number of the clusters plus the number of the noise objects up to $n$. The rank of the correlation matrix generated from uniformly distributed objects is supposed to be $n$ as all the noisy objects are independently distributed. Each single noise object forms a linearly independent component having a minor eigenvalue, and objects in each cluster form a linearly independent component having a large eigenvalue in our high contrast data sets.

Table 1, 2, and 3 show the computation time and the standard error of PERCH, dualcomp, regression model and APGL. In the experiments described in the tables, the pa-
parameter $h$ of known elements provided as $A^h$ and $B^{m-h}$ was set to be 10%, 20%, or 30% of the total number of objects in $OB$, i.e., $h = 0.1n, 0.2n$ or $0.3n$, and the input parameter $r_{th}$ of PERCH was set at 0.05 which practically provides sufficient accuracy for the evaluation of correlation coefficients. Under every conditions, PERCH almost outperformed the conventional approaches in both computation time and estimation accuracy. This is because PERCH and these artificial experiments are adapted to our problem setting described in the second section, while the conventional approaches are for more generic conditions on the matrix completion.

For the computation time, dualcomp requires the impractically much computation time to finish the matrix completion due to its high complexity $O(n^4)$. Though APGL resulted in the shortest computation time in the conventional approaches, PERCH is still more than 1000 times faster than it.

For the estimation accuracy, while dualcomp has better accuracy than that of PERCH if the number of clusters is less, and the noise is absent, it is almost equal to that of PERCH under the other conditions which are practically often. Similarly, PERCH provides more accurate estimation than APGL except the cases of 10 clusters. The number of effective linear equality constraints for APGL is large when the matrix has observed elements forming many large eigen-valued components. These components correspond to the clusters consisting of many objects, and consequently the estimation accuracy of APGL is improved in the cases of 10 clusters and $n = 70$. As this advantage in accuracy of NNLS does not take place for large $n$ as described in the next section, the estimation accuracy of NNLS is sometimes better than that of PERCH only in the cases of large number of clusters and small-scale data sets, for which fast and accurate estimation of missing relations is less important because exhaustive computation is tractable.

### 6.2 Application to Artificial Correlation Data Having Large Sizes

To evaluate the scalability of PERCH, various artificial correlation matrices having large sizes of $n = 300 \sim 100000$ have been generated. Some of them are obtained from the object vectors forming 10 clusters with or without 10% noise, and the others are from uniformly distributed object

---

**Table 1** Estimation results for artificial data. ($h = 10\%$ of the number of elements in $OB$)

| # Cluster | Noise Type | Method | Comp. Time (sec.) | Error       |
|-----------|------------|--------|-------------------|-------------|
| 3         | without noise | dualcomp | 5.57E-03 | 9.42E-06    |
|           |            | regression | 8.04E+00 | 4.73E-01    |
|           |            | APGL    | 4.44E+00 | 4.95E-02    |

**Table 2** Estimation results for artificial data. ($h = 20\%$ of the number of elements in $OB$)

| # Cluster | Noise Type | Method | Comp. Time (sec.) | Error       |
|-----------|------------|--------|-------------------|-------------|
| 3         | without noise | dualcomp | 5.59E-03 | 2.70E-03    |
|           |            | regression | 8.83E+00 | 6.88E-01    |
|           |            | APGL    | 3.75E+00 | 7.02E-02    |

**Table 3** Estimation results for artificial data. ($h = 30\%$ of the number of elements in $OB$)

| # Cluster | Noise Type | Method | Comp. Time (sec.) | Error       |
|-----------|------------|--------|-------------------|-------------|
| 3         | without noise | dualcomp | aborted     | -           |
|           |            | regression | 2.07E+02 | 4.91E-01    |
|           |            | APGL    | 1.41E+00 | 4.78E-04    |

---
vectors. These features are identical with those of the small data sets in the previous subsection. We show the result of PERCH under $m = 1000$, $h = 0.2n$ and $r_{th} = 0.05$. Similar tendencies of the results have been observed under the other parameter settings. We also applied these data sets to conventional approaches dualcomp, the regression model, and APGL for reference. However, dualcomp did not work due to the memory overflow, because it consumes much memory to manage very high dimensional vectors proportional to the objective matrix size. The regression model took intractable computation time due to its very high computational complexity $O(n^5)$ as discussed in the first section.

The computation time of PERCH shown in log-log scale plots of Fig. 1 are between $O(n^2)$ and $O(n^3)$, which is consistent with the analytical result in the subsection 5.3, i.e., $O(kn^2)$ and $k \in [1, n]$. Although the computational complexity of APGL is almost comparable to that of PERCH in Fig. 1, the absolute computation time of PERCH is $10 \sim 1000$ times faster than that of APGL.

Table 4 shows the comparison of the estimation error by PERCH and APGL. In any cases, the maximum errors and the standard errors of PERCH are less than those of APGL respectively. The standard error of PERCH is less than the given threshold $r_{th} = 0.05 (=5.0E-02)$, while the maximum error, which is given by Eq. (11), is sometimes greater than $r_{th}$ in the case of the data set with noise and the uniformly distributed data set, because the matrices have high ranks due to the independent distribution of the objects, and PERCH could not have enough Pivots under the available data provided by $h = 0.2n$. Given much less residual threshold value $r_{th}$, the maximum errors are guaranteed if matrices have low ranks, and consequently the observed maximum errors are within the given error tolerances. Both standard and maximum errors are very small in the case of the uniformly distributed data set and $n = 10000$, because the number of available Pivots is $h = 0.2n = 2000$ which is larger than the dimension of the object vector $m = 1000$ and sufficiently covers the subspace where the data is distributed.

6.3 Application to Real World Correlation Data

To demonstrate the practicality of PERCH, we applied PERCH to four data sets in UCI Machine Learning Repository [17]. These are musk, isole, spambase and ionosphere in which each object is represented by a numerical vector. Their numbers of objects and vector dimensions are indicated at the bottom of Fig. 2. Unlike the artificial data, the correlations of each data are distributed in a broad range while one or two peaks are observed in the distribution.

| n   | Noise Type | Method | Standard Error | Max Error |
|-----|------------|--------|----------------|-----------|
| 300 | with noise | PERCH  | 2.53E-03       | 9.18E-02  |
|     |            | APGL   | 2.93E-02       | 1.01E+00  |
|     | uniformly  | PERCH  | 3.05E-02       | 1.36E-01  |
|     |            | APGL   | 2.46E-01       | 9.99E-01  |
| 1000| with noise | PERCH  | 2.57E-03       | 1.29E-01  |
|     |            | APGL   | 1.06E-02       | 9.97E-01  |
|     | uniformly  | PERCH  | 2.83E-02       | 1.36E-01  |
|     |            | APGL   | 2.35E-01       | 1.00E+00  |
| 3000| with noise | PERCH  | 2.56E-03       | 1.38E-01  |
|     |            | APGL   | 6.57E-03       | 9.97E-01  |
|     | uniformly  | PERCH  | 1.99E-02       | 1.04E-01  |
|     |            | APGL   | 8.18E-02       | 7.92E-01  |
| 10000| with noise| PERCH  | 5.56E-03       | 1.34E-01  |
|      |            | APGL   | 4.46E-03       | 9.99E-01  |
|      | uniformly  | PERCH  | 5.13E-03       | 3.26E-02  |
|      |            | APGL   | 5.85E-02       | 9.50E-01  |

Fig. 1 Computation time of PERCH and APGL for large artificial data.

Fig. 2 Computation time of PERCH for UCI data.
correlation histogram of *musk* has two sharp peaks around 0.3 and 0.7, that of *islet* has one sharp peak around 0.8, *spambase* has a precipitous peak near 1.0, and *ionosphere* has two moderate peaks around 0.0 and 0.9.

Figure 2 shows the computation time of three PERCH settings of \( r_{th} = 0, 0.0125 \) and 0.05 under given \( h = 0.2n \). This indicates that PERCH can quickly estimate all missing PSD similarities of practical and large data having broad relation distributions. The computation time for \( r_{th} = 0 \) is longer than those for \( r_{th} = 0.0125 \) and 0.05 because no Row Reduction is applied and all the available \( h = 0.2n \) Pivots are selected when \( r_{th} = 0 \). Figure 3 depicts the standard error of PERCH under the three settings. The standard error is smaller than \( r_{th} \) in every cases for \( r_{th} = 0.0125 \) and 0.05. The standard error for \( r_{th} = 0 \), i.e., PERCH without Row Reduction, has excess accuracy by consuming longer computation time.

### 6.4 Application to Real World Diffusion Kernel Data

To assess the performance of PERCH for more expensive relation matrices, we applied PERCH to the estimation of the missing elements in three graph diffusion kernel matrices [18]. Given an \( n \times n \) Laplacian matrix \( L \) of a graph \( G(V,E) \) as follows.

\[
L = \begin{cases} 
\deg(v_i) & \text{for } i = j \\
-1 & \text{for } i \neq j \text{ and } (v_i,v_j) \in E \\
0 & \text{otherwise}
\end{cases}
\]

where \( i,j = 1, \ldots, n (= |V|) \), \( v_i,v_j \in V \), and \( \deg(v_i) \) is the degree of \( v_i \). The graph diffusion kernel matrix of \( G \) is defined by the following formula.

\[
K(\beta) = \exp(-\beta L) = \lim_{n \to \infty} \left( I - \frac{\beta L}{n} \right)^n,
\]

where \( \beta > 0 \) is a parameter to define the mean diffusion range, and \( I \) is an \( n \times n \) identity matrix. Each element of this matrix represents the closeness among vertices in the structure of the graph \( G \). This can be computed more easily by the following expression.

\[
K(\beta) = V^{-1} \exp(-\beta D)V,
\]

in which \( D \) is diagonal and \( V \) is a matrix to diagonalize \( L \) as \( L = V^{-1}DV \).

We computed the diffusion kernel matrices of three graph data by setting \( \beta = 10 \) which characterize the moderately local structure of the graphs. The first graph is the entire state transition network of a game named *Tic Tac Toe* which is available in UCI Machine Learning Repository [17]. This represents a large graph containing 5634 vertices where each vertex represents a state of the game, and each edge represents a possible transition path of the game. The second graph is a network representing *metabolic pathways* of the yeast *S. Cerevisiae* in KEGG PATHWAY database [19]. Each vertex of this network represents a protein, and each edge indicates that the protein pair works as enzymes that catalyze successive reactions in the pair. This graph contains 668 vertices, and is known to have a hierarchical hub and spoke structure in which edges are sparse. The third is a *protein-protein interaction* network constructed by von Mering et al. [20]. We used the medium confidence network data consisting of 2617 vertices which has been analyzed in many studies of bioinformatics and link prediction [21], [22]. This graph is larger than that of the metabolic pathways but similarily sparse.

Figure 4, 5 and 6 indicate the computation time and standard error of PERCH. PERCH was tested under various residual threshold \( r_{th} \) under given \( h = 0.2n \) to assess the relation between the computation time and the estimation error bound. The numbers of the known elements used in Pivot-
ing were 9.7% for Tic Tac Toe, 5.2% ~ 7.6% for metabolic pathways and 8.8% ~ 13.3% for protein-protein interactions under this range of \( r_{th} \), respectively. By reducing \( r_{th} \), i.e., enhancing the accuracy, PERCH becomes to require more computation time and provide smaller standard error in both Fig. 5 and Fig. 6. In contrast, the case of Tic Tac Toe depicted in Fig. 4 does not show any significant difference of the computation time and the estimation error under any \( r_{th} \). This is due to a particular feature of its kernel matrix reflecting a uniform structure of the state transition network governed by some simple rules of the game. The number of vertices of the state transition network is \( n = 5634 \), and hence \( h = 0.2n = 1126 \). On the other hand, the kernel matrix has an eigenvalue equal to 9 having 547 degeneracy degree, and the rests are all 0. This indicates that the kernel matrix has 547 principal components having an identical magnitude only. Accordingly, the maximum residual is greater than any \( r_{th} \) in this evaluation before Incomplete Cholesky Decomposition progresses to \( k = 547 < h \) to capture all of the principal components, and suddenly becomes zero at \( k = 547 \). Subsequently the Row Reduction is always terminated under any \( r_{th} \) at \( k = 547 \). Thus the computation time and the estimation error of Tic Tac Toe data are independent from \( r_{th} \) and constant as shown in Fig. 4.

7. Discussion

The experimental results show that PERCH has significant efficiency when the objective PSD matrix has a large size and/or a low rank. As discussed in the third section, PERCH includes Incomplete Cholesky Decomposition applying Row Reduction and the derivation of the unknown elements having \( O(k^3) \sim O(k^2n) \) and \( O(kn^2) \) computational complexity respectively. This explains the strong dependency of the efficiency on the matrix size \( n \). In addition, the computation time of PERCH is limited by the size of the observed part of the matrix, \( h \), because \( k \leq h \) always hold. Particularly, if the matrix has a less rank, the number of steps to terminate Incomplete Cholesky Decomposition applying Row Reduction, \( k \), becomes smaller. This is also consistent with the experimental result. In contrast, the experiments shows that dualcomp and the regression are not very tractable. This is due to their very high computational complexity which are \( O(n^6) \) for dualcomp and \( O(n^5) \) for the regression as mentioned in the first section. APGL showed computational complexity comparable to that of PERCH as expected. Increase in computation time for each approach is consistent with each computational complexity respectively. However in absolute practical computation time, PERCH is faster than APGL in orders of magnitude.

The experiments also show that PERCH has significant accuracy when the objective matrix is observed as Eq. (1) and the size of the observed part, \( h \), is greater than the rank of the matrix. This is because majority of principal components of the matrix are statistically reflected in the observed part as the size of the observed part \( h \) is large enough and the rows and the columns of the matrix are randomly included in its observed part.

The main reason of the advantage of PERCH in our problem setting is that it ties each missing element with one of the strongest local PSD constraints, while PSD Completion and NNLS globally optimizes objective functions over the entire matrix regardless of the accuracy of the individual missing element. PERCH also outperforms the regression model both in terms of computation time and accuracy because PERCH is highly adapted to our problem setting by leveraging PSD constraints and an assumption that missing elements make up a principal submatrix of an original PSD matrix.

It is reasonable that conventional approaches are outperformed by PERCH as they are intended to solve general problems. PSD Completion completes a matrix representing a chordal graph when it is interpreted to be an adjacency matrix of the graph having non-zeros at known elements and zeros at missing elements [5]. A graph is chordal if any minimal cycles in the graph have at most three vertices. On the other hand, NNLS is suitable for solving large-scale matrix completion problems when the solution matrix has low-rank. PERCH is applicable to a matrix representing a complete split graph which is a subclass of the chordal graph, thus, the generality is more limited in the order of NNLS, PSD Completion and PERCH. Although PERCH is specialized to the particular problem setting described in the Sect. 2, it is shown that PERCH can quickly and accurately estimate the missing elements in a PSD matrix compared to the conventional approaches.

8. Demonstrative Application

This section demonstrates an application example of PERCH to indicate its potential practicality in the real world use. We apply PERCH to a problem to enhance the activity of user communities by promoting user interaction in Social networking service (SNS). PERCH finds user pairs likely to become friends, and these users are mutually introduced by a SNS automated service. Such a SNS service is expected to increase the entire SNS activity.

Epinions.com, a platform on the Web for evaluations and personalized recommendations on commercial products...
by its users, is used as the target SNS [23]. The users can recommend some products to their friends in the platform, and thus the platform has log data on the friendships of these users. The data represents friendships among 165592 users in the SNS where the average number of friends per user is 3.8. We define core users as the users who have more than 10 times the average number of friends, i.e., specifically 40 friends. Total number of the core users included in this SNS log data is 922. These core users are considered to be key persons in this network of product recommendations, and the increase of the proper friendships among the core users is expected to enhance the activity of this SNS. In this application, PERCH is used to estimate the core user pairs which have high potential to become new friends. The friendships among the core users are represented by an adjacency matrix where an element is 1 if the user pair corresponding to the row and column of the matrix has a friendship, otherwise 0. Note that PERCH was used to estimate the current unknown elements in a partially observed matrix so far in this paper. In this section, however, all the current friendship information is already known, i.e., all the elements of the adjacency matrix are given, and PERCH is used to forecast the future friendships, i.e., the future elements in the matrix. The detailed approach is explained below.

To apply PERCH to this problem, a core user set OB is randomly halved into two sets OA$^h$ and OB$^{e-h}$ where $n = 922$ and $h = 461$. PERCH estimates core user pairs which are likely to become friends in OB$^{e-h}$. Here we set the following assumptions for the future friendship forecast.

1. The friendships among all core users in OB follows an identical statistical distribution.
2. The statistical distribution of the friendships is steady under a stable condition for some period.

PERCH estimates the friendships in OB$^{e-h}$ from the rest in OB. Because of the assumption (1), the actual friendships in OB$^{e-h}$ are expected to match to the friendships in OB$^{e-h}$ estimated from the rest in OB under the assumption (2). In other words, the user pairs in OB$^{e-h}$ are considered to have high potential to build friendships in the future if they are currently not friends but in the estimation result. As an adjacency matrix is not a PSD matrix, PERCH is not directly applicable. Alternatively, PERCH applies to the corresponding normalized signless Laplacian matrix which is always PSD. The partial adjacency matrix representing the friendships within OA$^h$ and between OA$^h$ and OB$^{e-h}$ is transformed into the corresponding partial signless Laplacian matrix where each diagonal element is a summation of all elements in the row (the column) of the original adjacency matrix, and each off-diagonal is the element of the original adjacency matrix. This partial signless Laplacian matrix is further transformed into a partial normalized signless Laplacian matrix by diagonal normalization, and is applied to PERCH for the estimation of the rest part reflecting the potential friendships in OB$^{e-h}$. Because this transformation is invertible, the objective adjacency matrix including the elements to represent the potential friendships in OB$^{e-h}$ is easily computed from the estimated normalized signless Laplacian matrix. However, the estimated elements representing the potential friendships in OB$^{e-h}$ are not binary values in most cases due to the nature of the PSD estimation. Accordingly, we apply a discretization of each estimated element by introducing a common threshold value $f_{th}$ where each element is discretized into 1 if its value is greater than or equal to $f_{th}$ otherwise it is discretized into 0. A pair of the core members in OB$^{e-h}$, which corresponding elements in the estimated and discretized adjacency matrix and the original adjacency matrix are 1 and 0 respectively, is judged to have a future friendship. Precision is a rate of the currently existing friendships among the estimated potential friendships in OB$^{e-h}$, and recall is a rate of the estimated potential friendships among the currently existing friendships in OB$^{e-h}$ in our problem setting. The future friendship forecast must achieve a certain recall of its estimation to efficiently capture the future friendships while maintaining its precision to ensure the estimation reliability. Accordingly, the threshold $f_{th}$ was set at 0.15 which achieves the best recall of the estimation under keeping its precision greater than 0.5 through preliminary numerical experiments. Under this setting, the precision was 0.55 and the recall was 0.19. The residual threshold $r_{th}$ required in the row reduction of PERCH is set for 0 to provide the maximum accuracy of the PSD estimation. The computation time of the PSD estimation by PERCH under this parameter setting is around 3.24 seconds in average that is sufficiently fast for the real application.

The random halving of OB, the conversion of the partial adjacency matrix to its partial normalized signless Laplacian and the PSD estimation by PERCH described in the former paragraph are repeated, and an ensemble of the estimated results is taken to finally provide the accurate forecast on the future friendships among all core members in OB. The number of the repeats is set for 20. By this procedure, 5 estimations on each pair of the core members is obtained in the average over the 20 repeats. This is because the probability that a pair of particular two members is included in OB$^{e-h}$ is 1/4 under the random halving. For taking the ensemble, a bagging technique is applied [24]. The potential friendship of a core member pair is forecasted if more than or equal to $s_{th} = 2$ estimations predict the potential friendship among the multiple estimations in the bagging. The precision and the recall of this bagging decision are expected to be 0.94 and 0.23 respectively based on the aforementioned precision 0.55 and recall 0.19 of every single estimation and an assumption of mutual independence of the individual estimations. Although these expected numbers are merely upper bounds of the precision and the recall under the assumption on the ideal mutual independence, we apply $s_{th} = 2$ since the high precision with the moderately large recall are desirable to serve the reliable introduction of potential friends to many core members.

Table 5 shows the forecast result by PERCH and the bagging technique. This method found 2295 potential friend pairs and 60% of them have already been real friend pairs as
shown in the table. Because the rest 40%, i.e., 889 pairs, are the potential friend pairs which have not had any friendship yet, invitations by the automated friend introduction should be sent to these potential friend pairs. After the invitations are sent, 60% of them, i.e., 533 pairs, are expected to become new friends according to the accuracy of the forecast. Although the forecast does not exhaustively find all the potential friendships because of the low recall, the gain of new core user friend pairs, i.e., 533, which is 7.6% of the current friend pairs between the core users, will increase the communication activities and the associated product recommendations between the users in proportion to the increase rate of the friendships. The result indicates that this application of PERCH enables high quality automated friend introduction for the SNS service, and the practicality of PERCH was demonstrated for the service such as the SNS automated friend introduction.

9. Conclusion

We have formalized a problem to estimate the missing part of a PSD matrix, proposed novel techniques named PSD Estimation and Row Reduction for both accurate and efficient estimation of a PSD matrix, and developed PERCH introducing these techniques. PERCH requires conditions that the matrix is PSD and the missing elements compose a principal submatrix of the original PSD matrix. PERCH is adapted to our problem setting using the above conditions and showed superior performance in both efficiency and accuracy in practical problems in comparison with the conventional approaches of dualcomp, regression and APGL. The conditions where PERCH has significant efficiency is that the objective PSD matrix has a large size and/or a low rank, while the condition where PERCH has significant accuracy is that a part of the objective matrix is randomly observed, and the size of the observed part is greater than the rank of the matrix. Particularly, PERCH enhances the scalability to estimate large PSD matrices as its computational complexity is $O(k^3 + kn^2) \sim O(k^2n + kn^2)$ while those of the conventional approaches are $O(n^3) \sim O(n^6)$. In our performance evaluation for real world data sets, PERCH showed tractable performance, whereas the other conventional approaches required computation time intractable or longer than that of PERCH. Furthermore, we demonstrated the practicality of PERCH by applying it to a SNS automatic friend introduction example. Our proposed techniques can be extended and applied to various PSD matrices and problem settings.

Table 5  SNS friendship forecast result. ($f_{th} = 0.15$, $r_{th} = 0$ and $h = 50\%$ of the elements in OB)

|                        |               |               |
|------------------------|---------------|---------------|
| # forecasted potential | 2295          |               |
| # forecasted potential | 889           |               |
| Recall in the estimation| 0.60          |               |
| Recall in the estimation| 0.20          |               |
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