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ABSTRACT

We report the detection of eclipses in LSPM J1112+7626, which we find to be a moderately bright \(I_C = 12.14 \pm 0.05\) very low mass binary system with an orbital period of \(41.03236 \pm 0.00002\) days, and component masses \(M_1 = 0.395 \pm 0.002M_\odot\) and \(M_2 = 0.275 \pm 0.001M_\odot\) in an eccentric \((e = 0.239 \pm 0.002)\) orbit. A 65 day out-of-eclipse modulation of approximately 2% peak-to-peak amplitude is seen in \(I\)-band, which is probably due to rotational modulation of photospheric spots on one of the binary components. This paper presents the discovery and characterization of the object, including radial velocities sufficient to determine both component masses to better than 1% precision, and a photometric solution. We find that the sum of the component radii, which is much better determined than the individual radii, is inflated by \(3\%\) compared to the theoretical model predictions, depending on the age and metallicity assumed. These results demonstrate that the difficulties in reproducing observed M-dwarf eclipsing binary radii with theoretical models are not confined to systems with very short orbital periods. This object promises to be a fruitful testing ground for the hypothesized link between inflated radii in M-dwarfs and activity.
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1. INTRODUCTION

Detached, double-lined eclipsing binaries (EBs) provide a largely model-independent means to precisely and accurately measure fundamental stellar properties, particularly masses and radii. In the best-observed systems the precision of these can be at the \(<1\%\) level, and thus place stringent constraints on stellar evolution models (e.g., Andersen 1991; Torres et al. 2010).

Despite the ubiquity of M-dwarfs in the solar neighborhood, their fundamental properties are poorly understood. This is particularly the case below \(0.35M_\odot\), the boundary at which field stars are thought to become fully convective (e.g., Chabrier & Baraffe 1997). Furthermore, observations of many of the best-characterized M-dwarf EBs indicate significant discrepancies with the stellar models.

The components of CM Dra, the best-characterized double-lined system in the fully convective mass range (Eggen & Sandage 1967; Lacy 1977; Metcalfe et al. 1996; Morales et al. 2009), have radii approximately 5%–7% larger than predicted by theoretical stellar evolution models. The observation of inflated radii for M-dwarf binaries at the 5%–10% level, and effective temperatures 3%–5% lower than the models predict, is nearly ubiquitous among the best-characterized objects (e.g., Torres et al. 2010, and references therein; Morales et al. 2010; Kraus et al. 2011), although it is interesting to note that Carter et al. (2011) find a smaller inflation for KOI-126B and C, members of a fascinating system containing a short-period M-dwarf binary orbiting a K star, where the system undergoes mutual eclipses allowing a precise determination of the radii of both M-dwarfs.

Two main hypotheses have been advanced to explain the inflated radii in low-mass EBs: metallicity (Berger et al. 2006), and the effect of magnetic activity (the “activity hypothesis,” e.g., López-Morales & Ribas 2005; Ribas 2006; Chabrier et al. 2007).

As discussed by López-Morales (2007), one of the main difficulties with metallicity as an explanation is that current models of M-dwarfs yield radii differing only by a very small amount (an increase of approximately 3%) between \([M/H] = −0.5−0.0\), the range spanned by the available Baraffe et al. (1998) models. Unless the EB sample contains many objects of very high metallicity, this effect does not seem large enough.⁷

Observationally, the difficulty of determining metallicities for M-dwarfs (e.g., Bonfils et al. 2005; Woolf & Wallerstein 2006; Bean et al. 2006) renders the metallicity hypothesis difficult to test in practice, and this is further exacerbated by the double lines and rapid rotation in most M-dwarf EB spectra.⁸ Nonetheless, it is interesting to note that CM Dra is thought to be metal poor (Viti et al. 1997, 2002), which would increase the size of the radius discrepancy for this object, rather than decreasing it, and more generally, this is expected to also be true of other EBs in the sample, assuming they follow the metallicity distribution of field stars (e.g., Carney et al. 1989).

⁷ As discussed by López-Morales (2007), it is possible the effect on the radius is suppressed by a missing source of opacity in the models. Such effects are known to exist as the same models fail to reproduce the observed optical spectra and colors of M-dwarfs (Baraffe et al. 1998).

⁸ We thank the referee for bringing this point to our attention.
Given these lines of reasoning, it seems unlikely that metallicity is the only explanation for the inflated radii (although it probably plays a role, particularly in creating scatter in the effective temperatures). This has led to the “activity hypothesis” becoming the preferred explanation in the literature for the inflation. It is motivated by noting that nearly all EB systems have short orbital periods. For example, below 0.35 $M_\odot$, the longest period system is IRXS J154727.5+450803 at 3.55 days (Hartman et al. 2011). At such short periods, the components are expected to have been tidally synchronized and the orbits circularized by field ages. The effect of the companion and tidal locking is likely to significantly increase the activity levels. The available observational evidence supports this, with the EBs below 0.35 $M_\odot$ all showing signs of high activity and tidal effects including synchronous, rapid rotation, large amplitude out-of-eclipse modulations, H$\alpha$ emission, X-ray emission, and in most cases, circular orbits.

Magnetic activity could have an effect either by inhibiting convection (Mullan & MacDonald 2001; Chabrier et al. 2007) or due to reduced heat flux resulting from cool photospheric spots. Of these, Chabrier et al. (2007) find that the structure of objects below 0.35 $M_\odot$ is almost independent of variations in the mixing length parameter, which they use to implement inhibition of convection, so the latter possibility (inhibition of radiation due to the effect of spots) seems more likely the explanation in the mass domain of particular interest here. It is important to note that spots also influence the solution of EB light curves. The possibility of such systematic errors in the observations is discussed by Morales et al. (2010), and we shall return to it later in the analysis.

An obvious way to test the activity hypothesis is to measure radii for components of EBs with long orbital periods, where tides are unimportant, and the stars should rotate close to the rates expected for single stars in the absence of a binary companion. Unfortunately, such an endeavor is difficult due to the reduced geometric alignment probability and limited availability of long-duration photometric monitoring of M-dwarfs at rapid cadences, where the majority of wide-field variability surveys are carried out in visible bandpasses, often yielding poor signal-to-noise ratios for M-dwarfs, which are faint at these wavelengths.

The longest period M-dwarf EB with a published orbit is T-Lyrid-17236 (Devor et al. 2008), which has an 8.4 day orbital period and components of 0.68 and 0.52 $M_\odot$. The radii are indeed consistent with the theoretical models, but the observational uncertainties are still quite large in the discovery paper. This object is currently being observed by the NASA Kepler mission, so a more precise solution should be forthcoming.

In light of the difficulty of identifying longer-period EBs, several authors have attempted to test the activity hypothesis using the existing EB sample to search for correlations between, e.g., orbital period or activity measures and radius inflation (López-Morales 2007; Kraus et al. 2011). While there does appear to be evidence for such a correlation above 0.35 $M_\odot$, below this mass the present sample is limited by small number statistics and the narrow range of orbital periods spanned. The Kepler mission appears to have identified a large number of very long period EB systems (Prša et al. 2011; see also Coughlin et al. 2011 where more detailed solutions using the Kepler photometry are presented for low-mass objects from this sample), but we are not aware of published dynamical masses and model-independent radii for these at the present time, and many of the M-dwarfs (especially below 0.35 $M_\odot$) are secondaries in systems with mass ratios much less than unity, where detecting the secondary spectrum to measure radial velocities may be challenging.

An alternative method to determine M-dwarf radii is by making interferometric measurements of angular diameters for (usually isolated) stars. Combined with trigonometric parallaxes and minor assumptions about the stellar limb darkening, the physical radius of the star can be inferred in a model-independent fashion. The difficulty with this method comes in estimating the stellar mass. Dynamical measurements are usually not available, so one has to resort to inferring mass from other measurable stellar properties, necessarily with larger uncertainties. Typically, absolute magnitude in near-infrared passbands is used, which is found to correlate well with stellar mass and has a relatively small scatter. The empirical polynomials of Delfosse et al. (2000) are the most widely used, although there is some argument in the literature as to how accurately these predict the mass, especially over a range of metallicity and spectral type (the uncertainties are probably $\pm 10\%$). These concerns combined with small sample sizes mean interferometric results have thus far remained somewhat ambiguous (e.g., Demory et al. 2009; Boyajian et al. 2011, and references therein).

In this contribution, we present the discovery of eclipses in LSPM J1112+7626, a nearby double-lined M-dwarf system with an extremely long orbital period (compared to existing well-characterized M-dwarf EBs) of approximately 41 days. At this large orbital separation the system is not expected to have experienced significant tidal effects (e.g., Zahn 1977) and is predicted to be neither synchronized nor circularized, as verified by the non-circular orbit and apparent non-synchronized spin and orbit for one of the components as we shall describe. In the absence of strong tidal effects, it is expected that the angular momentum evolution of each component has not been perturbed significantly by the binary companion, and therefore the stars should possess magnetic properties more representative of single M-dwarfs. In this contribution, we proceed to derive a high-quality spectroscopic orbit and a photometric solution for the system.

2. OBSERVATIONS AND DATA REDUCTION

2.1. Initial Detection

LSPM J1112+7626 was targeted as part of routine operation of the MEarth transit survey (Nutzman & Charbonneau 2008; Irwin et al. 2009a) during the 2009–2010 season, with the first observations taken on UT 2009 December 2. Exposure times for the LSPM J1112+7626 field were 27 s, taking three exposures per visit (the total exposure times are tailored for each target to achieve sensitivity to a particular planet size for the assumed stellar radius), with visits at a cadence of 20 minutes.

Eclipses were first detected in LSPM J1112+7626 on UT 2010 April 3 (this was a primary eclipse), and subsequently confirmed on UT 2010 April 28 by observing the majority of a secondary eclipse egress. Both eclipses were detected by an experimental automated real-time eclipse detection and follow-up system we began to trial during the 2009–2010 season (this will be described in detail in a future publication when it has matured). Confident that the object was an EB, but still with an ambiguous orbital period, we immediately commenced radial velocity monitoring. The radial velocities ultimately determined which of the possible orbital periods was correct, in conjunction
with a further eclipse (which was also a secondary) observed on UT 2010 June 8 with MEarth and the Clay telescope (see Section 2.2).

### 2.2. Secondary Eclipses

By the time the orbital ephemeris was well known, the observing season on LSPM J1112+7626 from Arizona was ending, and the weather had begun to deteriorate due to the arrival of the monsoon. We therefore took advantage of the high declination of our target and commenced an observing program to target the secondary eclipses using the Harvard University 4.1 m Landon T. Clay telescope, which is located on the roof of the Science Center on the Harvard campus near Harvard Square, Cambridge, Massachusetts. This instrument is normally used for undergraduate teaching. It is equipped with an e2v CCD47-10 1024 × 1024 pixel back-illuminated CCD packaged by Apogee Instruments (model AP47), which was operated binned 2 × 2 for a final pixel scale of ≈1.59 pixel−1 to reduce overheads.

The location of the telescope is extremely light polluted, and combined with the red colors of our target, we decided to use the I-band filter to mitigate the effects of sky background and atmospheric extinction. The filter available was built to the prescription of Bessell (1990b) using Schott RG9 glass to define passband, and shall hereafter be referred to as \( I_{\text{Bessell}} \). While this filter was intended to approximate the Cousins \( I \) passband (hereafter \( I_C \)), the combination of the glass filter and CCD quantum efficiency yields a system response with significant sensitivity at very red wavelengths not present in the original Cousins passband, and thus is a poor approximation to the Cousins filter for very red stars such as M-dwarfs. We shall return to this issue in Section 4.4.

Data were successfully gathered using the Clay telescope for the secondary eclipses on UT 2010 June 8, October 9, November 19, and December 30. The entire eclipse was visible for all but the June 8 event, although varying fractions of these were lost due to clouds. Exposure times were adjusted to keep the peak counts in the target below 30,000 to avoid saturation and ranged from 30 to 60 s. The typical cadence was 50 s and the FWHM of the stellar images was 2–3 binned pixels. No guiding was available, so the target was re-centered manually approximately every 20 exposures to attempt to keep the drift below 5 pixels.

Data were reduced and light curves produced using standard procedures for CCD data, following the method outlined in Irwin et al. (2007). Two-dimensional bias frames were subtracted as there was some bias structure evident, and we used the overscan region to correct for any bias level variations. Dark frames of exposure matched to the target frames were subtracted to correct for any bias level variations. Dark frames of exposure matched to the target frames were subtracted to correct for the (significant) dark current and hot pixels at the −20°C operating temperature of the CCD, and the data were flat-fielded using twilight flat-fields in the usual way. No defringing or absolute calibration of the photometry were attempted. Fringing was clearly visible in the images, but at a low amplitude (3% peak-to-peak) and should not have a significant effect on the photometry due to the stabilized telescope pointing.

We present the full light curve data set used in this paper in Table 1, and times of minimum light for the eclipses where a clear minimum was seen in Table 2.

#### 2.3. Primary Eclipse

Using the timing of the single visit within the primary eclipse of UT 2010 April 3 from MEarth (see Section 2.1) combined with modeling of the secondary eclipses (Section 2.2) and radial velocities (Section 3) it was possible to predict the primary eclipse times with reasonable accuracy. During 2010–2011 full eclipses were observable at reasonable airmass (<2.0) from eastern Europe, Scandinavia, and western Asia, with the high declination of the target favoring northerly latitudes during winter to maximize dark hours at reasonable airmass.

The primary eclipse was observed using the 40 cm telescope at Hankašalmi Observatory, Finland on UT 2011 January 15, starting approximately ten minutes before first contact, and continuing until well after last contact. Data were taken using

### Table 1 Light Curve Data

| ID | Orbit | HJD, UTC (days) | \( I \) (mag) | \( \sigma(I) \) (mag) | \( \Delta \text{mag} \) (mag) | FWHM (pix) | Airmass | MeridFlag | \( x \) (pix) | \( y \) (pix) | CM (mag) |
|----|-------|----------------|--------------|----------------|----------------------------|-------------|----------|-----------|-------------|-------------|----------|
| C  | 1     | 2455355.573517 | −0.0224      | 0.0073         | 0.000                     | 2.10        | 1.2814   | 0         | 100.427     | 378.595     | 0.0000   |
| C  | 1     | 2455355.574050 | −0.0168      | 0.0077         | −0.002                   | 2.19        | 1.2820   | 0         | 100.715     | 378.567     | 0.0000   |
| C  | 1     | 2455355.574547 | −0.0161      | 0.0079         | −0.000                   | 2.18        | 1.2827   | 0         | 100.936     | 378.442     | 0.0000   |
| C  | 1     | 2455355.575091 | −0.0176      | 0.0079         | −0.033                   | 2.26        | 1.2833   | 0         | 100.904     | 378.255     | 0.0000   |
| C  | 1     | 2455355.575624 | −0.0165      | 0.0081         | −0.010                   | 2.20        | 1.2840   | 0         | 100.900     | 378.023     | 0.0000   |

Notes:

a Data set identifier. C: Clay telescope secondary eclipse (magnitudes for each eclipse/night were separately normalized to zero median), H: Hankašalmi primary eclipse (normalized to zero median as above), O: MEarth out-of-eclipse (magnitudes in the instrumental system), P: MEarth primary eclipse (715 nm long-pass, normalized as above) and S: MEarth secondary eclipse (normalized as above).
b Orbit number (from zero at \( T_0 \)). Given only for the data sets containing eclipses. These are the numbers used in the figures showing the light curves.
c Photometric zero-point correction applied by the differential photometry procedure. Note: this has already been included in the \( I \) column and is for reference purposes only (e.g., detecting frames with large light losses due to clouds).
d FWHM of the stellar images on the frame. Zero in cases where the FWHM could not be reliably estimated.
e Flag for detecting “meridian flip” on German equatorial mountings. Used only for the MEarth data, where the flag is 0 when the telescope was observing in the usual orientation for the east side and 1 for the west side of the meridian. Note that there is not a one-to-one relation with the sign of the hour angle because the MEarth mounts can track approximately 5° across the meridian before needing to change sides of the pier, so this flag can sometimes be 0 even for (small) positive hour angle.
f For the MEarth data only. Gives the “common mode” interpolated to the Julian date of the exposure. Derived from the average differential magnitude of all the M-dwarfs observed by all eight MEarth telescopes in a given time interval. This should be scaled and subtracted from the \( I \) column to correct for the suspected variations in the MEarth bandpass with humidity and temperature (see the text).

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)
Table 2
Times of Minimum Light

| HJD_UTC (days) | Uncertainty (s) | Cycle | Eclipse | Instrument |
|---------------|----------------|-------|---------|------------|
| 245577.272644 | 7              | 7     | Primary | Hankasalmi |
| 245555.627938 | 41             | 1     | Secondary | Clay      |
| 245547.725045 | 41             | 4     | Secondary | Clay      |
| 245519.757412 | 31             | 5     | Secondary | Clay      |
| 245560.789627 | 11             | 6     | Secondary | Clay      |
| 245519.757351 | 16             | 5     | Secondary | MEarth    |
| 245568.887000 | 20             | 9     | Secondary | MEarth    |

Notes. Estimated using the method of Kwee & van Woerden (1956), over an interval of ±10^{-3} in normalized orbital phase. These times of minimum are not used in our analysis (we fit for the ephemeris directly from the data) and are reported only for completeness.

a similar I_bes filter to the secondary eclipse observations (see Section 2.2) with a front-illuminated Kodak KAF-1001E CCD packaged by Santa Barbara Instrument Group (model STL-1001E). This system response should be very similar to the one used for the secondary eclipses, but nonetheless, any bandpass mismatch is a potential concern for the accuracy of the photometric solution when combining data taken with different instruments, and will be discussed in more detail in Section 4.4.

Exposure times of 60 s were used, yielding a cadence of approximately two minutes, and the target was re-centered every ten exposures to keep the drift below ≈50 pixels. Data were reduced using two-dimensional bias frames, and master dark and flat-field frames. Light curves were then derived using the same methods and software as for the other data sets.

2.4. Out of Eclipse and Additional Secondary Eclipses

Following the discovery of atmospheric water vapor induced systematic effects in the MEarth photometry (see Irwin et al. 2011), a customized I-band filter was procured for the start of the 2010–2011 season, with a bandpass designed to eliminate the strong telluric water vapor absorption at wavelengths > 900 nm, by using an 895 nm (50% transmittance point) interference cutoff on the same RG715 glass substrate as the original filter (where the long-pass glass filter defines the blue end of the bandpass). This was predicted to reduce the effect to largely insignificant levels, and the resulting system response approximates the Cousins I bandpass (as tabulated by Bessell 1990b; see later in this section).

Observations of LSPM J1112+7626 using this new filter commenced on UT 2010 October 29 and continued until UT 2011 May 18. Exposures of 2 × 97 s were used at 20 minute cadence for times out of eclipse. Five thousand two hundred and eighty-three useful data points were obtained at airmasses <2, after discarding 400 bad frames (pointing errors, severe light loss due to clouds, and large scatter in the zero-point solution for the differential photometry).

Partial secondary eclipses were obtained with the same MEarth telescope on UT 2010 November 19, UT 2011 February 9, and UT 2011 May 2. Due to known systematic effects caused by persistence in the MEarth CCDs, leading to offsets in magnitude depending on the cadence (see Berta et al. 2011), and to remove any residual from the out-of-eclipse variations, we allow these high-cadence observations to have different photometric zero points than the out-of-eclipse data (and each other) in the final light curve analysis.

The out-of-eclipse data (excluding the high-cadence eclipse observations) were searched for periodic variations using the method outlined in Irwin et al. (2011). Correction for the “common-mode” effect was still performed, as we discovered during the season that replacing the filters had in fact increased the size (and changed the sign) of the systematic effect rather than eliminating it. This problem is still under investigation, but we suspect it is due to humidity and/or temperature dependence of the filter bandpass, an effect also seen in the original Sloan Digital Sky Survey (SDSS) Photometric Telescope filters (Doi et al. 2010).

After correcting for the “common-mode” effect, the MEarth data show a strong near-sinusoidal modulation with a 65 day period (see Figure 1; the data are shown in Section 4) and a peak-to-peak amplitude of approximately 0.02 mag. Marginal evidence for a similar periodicity is found in the 2009–2010 data, although the phase is not consistent and the amplitude appears to be much smaller. It is unclear if the amplitude change results from the differing filter systems, but the change in phase (if real) may be indicative of evolution of the photospheric spot patterns giving rise to the modulations.

An improvement resulting from the new MEarth filter is a greatly reduced color term when standardizing the photometry onto the Cousins system. The scatter in this relation also appears to be significantly lower, which may also result in part from improvements made to our flat-fielding strategy during the 2010–2011 season. The MEarth observing software automatically obtains measurements of equatorial photometric standard star fields from the catalog of Landolt (1992) every night, and these are used to derive photometric zero points and calibrated photometry. The typical scatter in these zero-point solutions on a photometric night is 0.02 mag. We find a typical atmospheric extinction of 0.05 mag/airmass from MEarth data, which has been assumed henceforth.
Table 3

Summary of the Photometric and Astrometric Properties of the LSPM J1112+7626 System

| Parameter | Value |
|-----------|-------|
| $\alpha_{2000}$ | 11h12m42.35 |
| $\beta_{2000}$ | +76°26′56″3 |
| $\mu_{\alpha} \cos \delta$ | −0′108 yr−1 |
| $\mu_{\delta}$ | 0.131 yr−1 |
| $g$ | 15.618 ± 0.010 |
| $r$ | 14.195 ± 0.012 |
| $z$ | 12.027 ± 0.012 |
| $I_{c}$ | 12.14 ± 0.05 |
| $J_{2MASS}$ | 10.591 ± 0.023 |
| $H_{2MASS}$ | 9.989 ± 0.021 |
| $K_{2MASS}$ | 9.728 ± 0.017 |

Notes.

a Equinox J2000.0, epoch 2000.0.
b From Lépine & Shara (2005).c From SDSS Data Release 7. Note that these uncertainties do not account for variability and are therefore underestimates.d From Section 2.4.e We quote the combined uncertainties from the 2MASS catalog, noting that the intrinsic variability of our target means in practice that these are underestimates.

A significant issue with the equatorial standard fields is they contain very few red stars suitable for defining the red end of the photometric response, and so color equations derived only from these equatorial fields may be significantly in error when attempting to standardize M-dwarf photometry. Thankfully, MEarth serendipitously targeted a number of M-dwarfs with photometry available on the Cousins system from Bessel (1990a). We selected all such objects in the 2010–2011 MEarth database with data available on photometric nights for calibration. Two objects with clearly unreliable MEarth data were discarded, leaving eight objects. The following color equation was derived from these stars, which span $I_{c} - K_{2MASS}$ colors of 2.2–4.2:

$$I_{C} = I_{\text{MEarth}} - (0.085 \pm 0.019) + (0.0204 \pm 0.0064) (I_{\text{MEarth}} - K_{2MASS}).$$

In the case of LSPM J1112+7626, we estimate $I_{C} = 12.14 \pm 0.05$ using this relation, where we have inflated the uncertainty to account for variability and any errors introduced by the varying MEarth bandpass as discussed above. The observed $I_{C} - J$, $I_{C} - H$, and $I_{C} - K$ colors are later used to infer effective temperatures and luminosities for the members of the binary, and thus the distance to the system.

2.6. Intermediate-resolution Optical Spectroscopy: Spectral Typing and Metallicity Constraints

A single epoch intermediate-resolution ($R \simeq 1200$) spectrum of our target was obtained using the FLWO 1.5 m Tillinghast
We show the resulting spectra in Figure 3.

performed using the spectrophotometric standard BD+26 2606. field before extraction to remove the majority of the fringing between the two target exposures to ensure accurate wavelength colors of Galactic disk M-dwarfs from Leggett (1992) for the measured colors are in good agreement using the empirical (Covey et al. 2007), we find M3-M4 (visual inspection indicates the observed spectrum is closer to M4). The spectral type and (Gizis et al. 2002; see their Figure 5, noting that 5 subclass), and using Zucker & Mazeh 1994), and more generally proposed as a method for estimating metallicities of M-dwarfs (e.g., Woolf & Wallerstein 2006). While detailed calibrations (e.g., using band indices) do not yet appear to be available, we performed a visual comparison between Figure 3 and the spectra shown in Gizis (1997). The strong TiO bands seen in our target indicate that it is not extremely metal poor. We therefore estimate it has metallicity [Fe/H] > −1 and is probably closer to solar (or greater).

2.7. High-resolution Optical Spectroscopy: Radial Velocities

High-resolution spectroscopic observations were obtained using the TRES fiber-fed échelle spectrograph on the FLWO 1.5 m Tillinghast reflector. We used the medium fiber (2.3 projected diameter), yielding a resolving power of $R \simeq 44,000$.

Observations commenced on UT 2010 May 1, and continued until UT 2011 April 13, with 43 epochs acquired. Total exposure times ranged from 45 to 80 minutes, broken into sequences of three or four individual exposures. The spectra were extracted using a custom built pipeline designed to provide precise radial velocities for échelle spectrographs. The procedures are described in more detail in Buchhave et al. (2010) and will be summarized briefly below.

In order to effectively remove cosmic rays, the sets of raw images were median combined. We used a flat field to trace the échelle orders and to correct the pixel-to-pixel variations in CCD response and fringing in the red-most orders, then extracted one-dimensional spectra using the “optimal extraction” algorithm of Hewett et al. (1985) (see also Horne 1986). The scattered light in the two-dimensional raw image was determined and removed by masking out the signal in the échelle orders and fitting the inter-order light with a two-dimensional polynomial.

Thorium–Argon (ThAr) calibration images were obtained through the science fiber before and after each stellar observation. The two calibration images were combined to form the basis for the fiducial wavelength calibration. TRES is not a vacuum spectrograph and is only temperature controlled to 0.1 °C. Consequently, the radial velocity errors are dominated by shifts due to pressure, humidity, and temperature variations. In order to successfully remove these large variations (>1.5 km s$^{-1}$), it is critical that the ThAr light travels along the same optical path as the stellar light and thus acts as an effective proxy to remove these variations. We have therefore chosen to sandwich the stellar exposure with two ThAr frames instead of using the simultaneous ThAr fiber, which may not exactly describe the induced shifts in the science fiber and can also lead to bleeding of ThAr light into the science spectrum from the strong argon lines, especially at redder wavelengths. The pairs of ThAr exposures were co-added to improve the signal-to-noise ratio, and centers of the ThAr lines found by fitting a Gaussian function to the line profiles. A two-dimensional fifth-order Legendre polynomial was used to describe the wavelength solution.

3. Spectroscopic Analysis

Radial velocities were obtained using the two-dimensional cross-correlation algorithm todcorr (Zucker & Mazeh 1994), which uses templates matched to each component of a spectroscopic binary to simultaneously derive the velocities of both stars, and an estimate of their light ratio in the spectral bandpass.

We used a single epoch observation of Barnard’s star (Barnard 1916; also known as Gl 699) taken on UT 2008 October 20 as the template for the todcorr analysis. Barnard’s star has a spectral type of M4 (Kirkpatrick et al. 1991), which should be a reasonable match to both components. Correlations were performed using a wavelength range of 7063–7201 Å in order 41 of the spectrum to derive the velocities, since this region contains strong molecular features (mostly from TiO), which are rich in radial velocity information. We assume a barycentric radial velocity of $-110.3 \pm 0.5$ km s$^{-1}$ for Barnard’s star (where the

---

8 IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
stated uncertainty reflects our estimate of the systematic errors, derived from presently unpublished CfA Digital Speedometer measurements spanning 17 years.

To derive the light ratio, we ran T0DCOR using a range of fixed values of this quantity, seeking the maximum correlation over all epochs. In this way, consistency between the different epochs is enforced, in accordance with the expectation that the true value of this quantity should be (approximately) constant. This procedure improves the stability of the solution and minimizes systematic errors in the velocities. We find a best-fitting light ratio of $L_2/L_1 = 0.528 \pm 0.05$, where we adopt a conservative estimate of the uncertainty.

The radial velocities derived from our analysis are reported in Table 4. We omit four velocities with peak correlation values below $C_{\text{peak}} = 0.5$ from the table and the remainder of the analysis as the low correlation values indicate that these velocities are likely to be unreliable or to exhibit large scatter. The uncertainty in the radial velocities (estimated from our fitting procedure; see Section 4) is 0.26 km s$^{-1}$ for the primary, and 0.58 km s$^{-1}$ for the secondary, with an additional systematic uncertainty, estimated to be 0.5 km s$^{-1}$ (see above), in the velocity zero-point system.

We find no evidence for “peak pulling” effects close to the systemic velocity, which might indicate the need for additional rotational broadening of the template to match the target. Barnard’s star is a very slow rotator (e.g., Benedict et al. 1998), so this and the high correlation values obtained without need for additional rotational broadening indicate both components of our target have low $v \sin i$, as expected.

4. MODEL

For EB systems showing moderate or high eccentricities, the commonly exploited property of being able to separate the photometric and spectroscopic solutions no longer holds as the eccentricity affects both. Typically, the orbital period $P$, epoch of primary eclipse $T_0$, and $e \cos \omega$ (where $e$ is eccentricity and $\omega$ is the argument of periastron) are better determined by the photometry (by eclipse timing); the latter is related to the departure of the secondary eclipses in phase from being exactly halfway between the primary eclipses, although note that the commonly used one-to-one relation between these quantities is approximate), and the $e \sin \omega$ component is usually best constrained by the velocities (but also affects the relative durations of the two eclipses, and in general eccentricity also influences their shape). Therefore, in order to leverage the best possible constraints on the system orbit, we adopt a joint solution of all the light curves and the radial velocities simultaneously. This also greatly simplifies the error analysis.

We proceed by first discussing the basic model and assumptions in Section 4.1, the method of solution in Section 4.2, and then the effects of four potentially important sources of systematic error in the system parameters we derive: spots (Section 4.3), bandpass mismatch (Section 4.4), limb darkening (Section 4.5), and third light (Section 4.6). In Section 4.7, we summarize our best estimates of the system parameters and their corresponding uncertainties.

### 4.1. Basic Model and Assumptions

To model the system, we used the light curve generator from the popular JKTEBOP code (Southworth et al. 2004a, 2004b), which is in turn based on the EB orbit program (EBOP; Popper & Etzel 1981). This model approximates the stars using biaxial ellipsoids (Nelson & Davis 1972), which is appropriate for well-detached systems such as the present one. We modified the model to perform the computations in double precision, to account for light travel time, which is necessary due to the large semimajor axis, and to incorporate a simple prescription for the effect of photospheric spots (discussed in Section 4.3). The light curve model was coupled with a standard Keplerian orbital model for the radial velocities (also including the light travel time). We correct the orbital period from the heliocentric frame to the system barycenter (Griffin et al. 1976) when computing the physical parameters, following the usual convention of reporting the orbital period $P$ as measured in the heliocentric frame (i.e., without the correction) in the tables.

We fit all of the Clay, Hanksalimi, and 2010–2011 season MEarth data, the radial velocities, and the spectroscopic light
ratio simultaneously. We also include the single primary eclipse of UT 2010 April 3 to improve the constraint on the ephemeris, assuming the bandpass was approximately the same as the \(_{\text{Bessell}}^{\text{MEarth}}\) filter (this makes little difference in practice due to the sparse coverage). The remainder of the MEarth 2009–2010 season data were omitted as these are of quite poor quality and were taken in a different bandpass from the remainder, so do not usefully constrain the model after accounting for the extra free parameters which must be added in order to fit them.

Table 5 summarizes the assumptions made in our light curve model. The light curve parameter set generally follows \texttt{Jktebop} and has been chosen to minimize correlations between parameters where possible. We add a term \(k_l(X - 1)\) to the model magnitudes, where \(X\) is airmass, and \(l\) is an index for the different light curves, to account for differential atmospheric extinction between the target and comparison stars, presumably due to color dependence. A different \(k_l\) value was allowed for each light curve \(l\). This has only been used for fitting the Clay secondary eclipse curves and 2010–2011 MEarth data (see Section 2.2), where it seems to be necessary to include this term to obtain an acceptable fit to the out-of-eclipse portions. We are unsure as to the exact origin of the baseline curvature in the Clay data, and note that the choice of a linear function of airmass is arbitrary and may not be correct. This is further evidenced by the inconsistent sign and magnitude of this term in Table 6. We suggest the best approach to rectifying this problem would be to obtain higher quality secondary eclipse observations.

### Table 5

Parameters and Priors Used in the Basic Model

| Parameter                        | Value          | Prior\(^a\) | Description                                                                 |
|----------------------------------|----------------|-------------|-----------------------------------------------------------------------------|
| \(\text{MEarth}^{\text{Bessell}}\) | Varied         | Uniform     | Central surface brightness ratio (secondary/primary) in \(\text{MEarth}^{\text{Bessell}}\) filter |
| \(\text{Bessell}^{\text{MEarth}}\) | Varied         | Uniform     | Central surface brightness ratio (secondary/primary) in \(\text{MEarth}^{\text{Bessell}}\) filter |
| \((R_1 + R_2)/a\)                | Varied         | Uniform     | Total radius divided by semimajor axis                                       |
| \(R_2/R_1\)                      | Varied         | Uniform     | Radius ratio                                                                  |
| \(\cos i\)                       | Varied         | Uniform (isotropic) | Eccentricity times cosine of argument of periastron                      |
| \(e \cos \omega\)               | Varied         | Uniform in \(e, \omega\)   | Eccentricity times sine of argument of periastron                      |
| \(e \sin \omega\)               | Varied         | Uniform in \(e, \omega\)   | Eccentricity times sine of argument of periastron                      |
| \(L_2/L_1\)                      | \(0.528 \pm 0.05\)  | Gaussian  | \(I_{\text{MEarth}^{\text{Bessell}}}^{\text{Bessell}}\text{band light ratio}                      |
| \(a_1\)                          | \(-0.0765\)    | Uniform     | Primary limb darkening linear coefficient\(^b\)                         |
| \(a_1^*\)                        | \(1.0369\)     | Uniform     | Primary limb darkening quadratic coefficient\(^b\)                       |
| \(a_2\)                          | \(0.0561\)     | Uniform     | Secondary limb darkening linear coefficient\(^b\)                        |
| \(a_2^*\)                        | \(0.9335\)     | Uniform     | Secondary limb darkening quadratic coefficient\(^b\)                     |
| \(\beta_1\)                      | \(0.32\)       | Uniform     | Primary gravity darkening exponent\(^c\)                                 |
| \(\beta_2\)                      | \(0.32\)       | Uniform     | Secondary gravity darkening exponent\(^c\)                               |
| \(\gamma_1\)                     | Computed       |             | Primary reflection effect coefficient                                       |
| \(\kappa_1\)                     | Computed       |             | Secondary reflection effect coefficient                                    |
| \(L_3\)                          | \(0\)          | Uniform     | Third light divided by total light\(^b\)                                  |
| \(\Phi\)                         | \(0\)          | Uniform     | Tidal lead/lag angle                                                        |
| \(\delta\)                       | 2\(^d\)        |             | Integration ring size\(^d\)                                               |
| \(F_1\)                          | Varied\(^e\)   | Uniform     | Primary rotation parameter                                                 |
| \(a_1\)                          | Varied\(^e\)   | Uniform     | Primary out-of-eclipse sine coefficient                                    |
| \(b_1\)                          | Varied\(^e\)   | Uniform     | Primary out-of-eclipse cosine coefficient                                   |
| \(F_2\)                          | Varied\(^e\)   | Uniform     | Secondary rotation parameter                                              |
| \(a_2\)                          | Varied\(^e\)   | Uniform     | Secondary out-of-eclipse sine coefficient                                   |
| \(b_2\)                          | Varied\(^e\)   | Uniform     | Secondary out-of-eclipse cosine coefficient                                 |
| \(q\)                            | Varied         | Uniform     | Mass ratio                                                                 |
| \(K_1 + K_2\)                    | Varied         | Modified Jeffreys | Prior \(P(K_1 + K_2) \propto 1/(K_1 + K_2 + K_a)\) |
| \(K_a\)                          | \(0.02 \text{ km s}^{-1}\) |             |                                                                 |
| \(\gamma\)                       | Varied         | Uniform     | Systemic radial velocity                                                   |
| \(P\)                            | Varied         | Uniform     | Orbital period (heliocentric)                                              |
| \(T_0\)                          | Varied         | Uniform     | Epoch of primary conjunction (HJD _UTC)                                   |
| \(T_{sec}\)                      | Computed       |             | Epoch of secondary conjunction (HJD _UTC)                                 |
| \(z_1\)                          | Varied         | Uniform     | Baseline magnitude for light curve\(^f\)                                 |
| \(s_1\)                          | Varied         | Jeffreys     | Error scaling factor for light curve\(^f\)                                |
| \(k_1\)                          | Varied         | Uniform     | Airmass coefficient for light curve\(^f\) (where used)                     |
| \(C_f\)                          | Varied         | Uniform     | Common-mode coefficient for light curve\(^f\) (where used)                 |
| \(s_f\)                          | Varied         | Jeffreys     | Error (if \(C_{\text{peak}} = 1\)) for radial velocity curve\(^f\)       |

Notes.

\(\footnote{\text{See Section 4.2 for discussion.}}\)

\(\footnote{Values appropriate for convective atmospheres.}\)

\(\footnote{Varied in later sections.}\)

\(\footnote{Varied only for one of the stars in each simulation.}\)

\(\footnote{Parameters varied only for one of the stars in each simulation.}\)

\(\footnote{Parameters varied only for one of the stars in each simulation.}\)

\(\footnote{This has only been used for fitting the Clay secondary eclipse curves and 2010–2011 MEarth data (see Section 2.2), where it seems to be necessary to include this term to obtain an acceptable fit to the out-of-eclipse portions. We are unsure as to the exact origin of the baseline curvature in the Clay data, and note that the choice of a linear function of airmass is arbitrary and may not be correct. This is further evidenced by the inconsistent sign and magnitude of this term in Table 6. We suggest the best approach to rectifying this problem would be to obtain higher quality secondary eclipse observations.}\)
### Table 6

Derived Parameters and Uncertainties for the Four Spot Configurations with no Additional Spots

| Parameter | Non-eclipsed Spots | Eclipsed Spots |
|-----------|--------------------|----------------|
| $J_{\text{MEarth}}$ | 0.7999 ± 0.0064 | 0.7996 ± 0.0064 |
| $J_{\text{Bessel}}$ | 0.8255 ± 0.0066 | 0.8252 ± 0.0066 |
| $(R_1 + R_2)/a$ | 0.015548 ± 0.000039 | 0.015551 ± 0.000042 |
| $R_2/R_1$ | 0.787 ± 0.017 | 0.788 ± 0.017 |
| $\cos \, \omega$ | 0.040645 ± 0.000013 | 0.040646 ± 0.000011 |
| $P$ (days) | 41.032363 ± 0.000024 | 41.032365 ± 0.000024 |
| $T_0$ (HJD UTC) | 2455290.04618 ± 0.00018 | 2455290.04617 ± 0.00018 |
| $F_1$ | 0.6332 ± 0.0019 | 0.6331 ± 0.0019 |
| $a_1$ (mag) | 0.00602 ± 0.00067 | 0.00599 ± 0.00067 |
| $b_1$ (mag) | 0.00629 ± 0.00062 | 0.00632 ± 0.00062 |
| $F_2$ | ... | 0.632 ± 0.0019 |
| $a_2$ (mag) | ... | 0.00125 ± 0.00014 |
| $b_2$ (mag) | ... | 0.00131 ± 0.00013 |
| $\Delta \text{OPE}$ | 1.469 ± 0.014 | 1.467 ± 0.014 |
| $\Delta \text{MEarth} – 20101119$ | 1.191 ± 0.058 | 1.191 ± 0.058 |
| $\Delta \text{MEarth} – 201010209$ | 1.548 ± 0.087 | 1.549 ± 0.087 |
| $\Delta \text{MEarth} – 201010502$ | 1.194 ± 0.055 | 1.193 ± 0.055 |
| $\Delta \text{MEarth} – \text{Primary}$ | 1.40 ± 0.36 | 1.42 ± 0.36 |
| $\Delta \text{Hankasalmi}$ | 1.135 ± 0.049 | 1.137 ± 0.049 |
| $\Delta \text{Clay} – 20100608$ | 1.022 ± 0.046 | 1.024 ± 0.046 |
| $\Delta \text{Clay} – 201011099$ | 1.457 ± 0.048 | 1.456 ± 0.050 |
| $\Delta \text{Clay} – 20101119$ | 1.177 ± 0.038 | 1.178 ± 0.038 |
| $\Delta \text{Clay} – 20101230$ | 1.367 ± 0.034 | 1.367 ± 0.034 |
| $\delta \text{MEarth}$ | −0.00659 ± 0.000037 | −0.00658 ± 0.000037 |
| $\delta \text{MEarth}$ | 0.9834 ± 0.0080 | 0.9842 ± 0.0080 |
| $\delta \text{Clay} – 20100608$ | −0.0076 ± 0.0031 | −0.0075 ± 0.0031 |
| $\delta \text{Clay} – 201011099$ | 0.0136 ± 0.0017 | 0.0135 ± 0.0017 |
| $\delta \text{Clay} – 20101119$ | 0.0042 ± 0.0014 | 0.0041 ± 0.0014 |
| $\delta \text{Clay} – 20101230$ | −0.0228 ± 0.0014 | −0.0229 ± 0.0014 |
| $e \cos \omega$ | 0.152408 ± 0.000033 | 0.152406 ± 0.000034 |
| $e \sin \omega$ | 0.1823 ± 0.0011 | 0.1823 ± 0.0012 |
| $e$ | 0.6958 ± 0.0020 | 0.6958 ± 0.0020 |
| $(K_1 + K_2)$ (km s$^{-1}$) | 55.602 ± 0.007 | 55.603 ± 0.007 |
| $y$ (km s$^{-1}$)$^2$ | −61.071 ± 0.027 ± 0.5 | −61.070 ± 0.027 ± 0.5 |
| $x_1$ (km s$^{-1}$) | 0.125 ± 0.015 | 0.125 ± 0.015 |
| $x_2$ (km s$^{-1}$) | 0.280 ± 0.033 | 0.278 ± 0.032 |
| $i$ (°) | 89.7339 ± 0.006 | 89.7339 ± 0.006 |
| $\sigma$ | 0.23763 ± 0.0086 | 0.23762 ± 0.0088 |
| $u$ (°) | 50.12 ± 0.19 | 50.12 ± 0.19 |
| $u$ ($R_2$) | 43.825 ± 0.069 | 43.824 ± 0.070 |
| $L_2/L_1$ | 0.485 ± 0.025 | 0.485 ± 0.025 |
| $T_{\text{sec}}$ (HJD UTC) | 2455314.59517 ± 0.00015 | 2455314.59516 ± 0.00015 |
| $M_1$ ($R_2$) | 0.3951 ± 0.0022 | 0.3951 ± 0.0022 |
| $M_2$ ($R_2$) | 0.2749 ± 0.0011 | 0.2749 ± 0.0011 |
| $(R_1 + R_2)/R_0$ | 0.6814 ± 0.0020 | 0.6815 ± 0.0020 |
| $R_1$ ($R_2$) | 0.3815 ± 0.0028 | 0.3814 ± 0.0028 |
| $R_2$ ($R_2$) | 0.2999 ± 0.0044 | 0.3001 ± 0.0044 |

Notes.

* Parameter names as defined in Table 5 and in the text.
* The acronym OOE is used as shorthand for "out of eclipse."
* Errors quoted for the $y$ velocity are the random error (scatter), followed by our estimated systematic error in the velocity zero point, from the assumed barycentric velocity of Barnard’s star.

Gravity darkening coefficients were fixed at values appropriate for convective atmospheres (Lucy 1967), although gravity darkening is unimportant with the precision of the present light curves at such low rotation rates. The reflection effect was computed rather than fitting for it, although again the large semimajor axis means it is unimportant.
We used a square root limb darkening law (Diaz-Cordoves & Gimenez 1992) of the form

\[
\frac{I_\lambda(\mu)}{I_\lambda(1)} = 1 - u(1 - \mu) - u'(1 - \sqrt{\mu}),
\]

where \(I_\lambda(\mu)\) is the specific intensity, and \(\mu = \cos \theta\), where \(\theta\) is the angle between the surface normal and the line of sight. As discussed by van Hamme (1993), the square root law is a better approximation to the specific intensity distribution given by model atmospheres of late-type stars in the NIR than the other common two-parameter laws (quadratic and logarithmic) implemented in jktebop. We also verified this by comparing the Claret (2000) four-parameter law (which we assumed to be the best representation of the original PHOENIX model) with the two-parameter laws for typical M-dwarf stellar parameters.

For our baseline model, we fixed the limb darkening coefficients to values for the \(I_c\) filter derived from PHOENIX model atmospheres by Claret (2000), using \(T_{\text{eff}} = 3130\) K for the primary, and \(T_{\text{eff}} = 3010\) K for the secondary, \(\log g = 5.0\) and solar metallicity. We assume the same limb darkening law applies to all the filters (the error introduced by this assumption is examined in Section 4.5).

No evidence was found for any background sources in the photometric aperture (see Section 2.5), and the radial velocity observations do not show additional lines or velocity drifts that might indicate a comoving, physically associated companion with the EB system. We therefore assume no third light \((L_3 = 0)\), but see also Section 4.6.

4.2. Method of Solution

To derive parameters and error estimates, we adopt a variant of the popular Markov chain Monte Carlo analysis frequently applied in cosmology and for analysis of exoplanet radial velocity and light curve data (e.g., Tegmark et al. 2004; Ford 2005). We use adaptive Metropolis (Haario et al. 2001) rather than the standard Metropolis–Hastings method with the Gibbs sampler. The adaptive method allows adjustment of the proposal distributions while the chain runs and is thus simpler and faster to operate, obviating the need for manual tuning of the proposal distributions typical of the more conventional methods. This method uses a multivariate Gaussian proposal distribution to perturb all parameters simultaneously.

Compared to the simpler Monte Carlo and bootstrapping methods (e.g., as implemented in jktebop), these methods have an important advantage for the present case where a heterogeneous set of light curves and radial velocities must be analyzed: it is possible to estimate the appropriate inflation of the observational uncertainties self-consistently and simultaneously with the other model parameters (e.g., Gregory 2005). This allows the correct relative weighting of the various observational data sets to be decided essentially by their residuals from the best-fitting model, and the uncertainty in this weighting to be propagated to the final parameters. Of course, this assumes the correct model has been chosen for the data, so these methods must be used carefully.

In the Monte Carlo simulations, we used the standard Metropolis–Hastings acceptance criterion, accepting the new point with probability:

\[
P_{\text{acc}} = \begin{cases} 
1, & P(M_{i+1}|D) \geq P(M_i|D) \\
\frac{P(M_{i+1}|D)}{P(M_i|D)}, & P(M_{i+1}|D) < P(M_i|D),
\end{cases}
\]

where \(P(M_i|D)\) and \(P(M_{i+1}|D)\) are the posterior probabilities of the previous and current points, respectively, \(M_i\) represents the \(i\)th model, and \(D\) the data. The previous point in the chain was repeated if the new point was not accepted (this is required to correctly implement the method). The appropriate ratio of posterior probabilities (“Bayes factor”) was

\[
\frac{P(M_{i+1}|D)}{P(M_i|D)} = \frac{P(M_{i+1})}{P(M_i)} \exp(-\Delta \chi^2/2),
\]

where the factors in the right-hand side are the ratio of prior probabilities and the usual (least squares) likelihood ratio, respectively.

Priors assumed for each parameter are detailed in Table 5 and are chosen to be uninformative. In most cases, this choice is a uniform improper prior (labeled “uniform” in the table). For the orbital inclination, we adopt a uniform prior on \(\cos \omega\), which produces an isotropic distribution of orbit normals, and for the eccentricity, we use a uniform prior on \(e\) and \(\omega\), rather than on the jump parameters \(e \cos \omega\) and \(e \sin \omega\) (the latter would produce a prior in \(e, \omega\) proportional to \(e\); e.g., Ford 2006).

As discussed by Gregory (2005), the appropriate choice of uninformative prior for “scale parameters” such as radial velocity amplitude or orbital period is a Jeffreys prior (or a modified Jeffreys prior for parameters which can be zero). This enforces scale invariance (equal probability per decade). In the present case, some of these parameters (particularly the period) are so well-determined the choice of prior is unimportant, so for simplicity we have only used non-uniform priors on the less well-determined parameters where the prior is important.

As discussed earlier, and in Gregory (2005), it is possible to fit for the appropriate inflation of the observational uncertainties simultaneously with the model parameters. This has been done via the \(s_j\) parameters shown in Table 5. It is conventional to apply this inflation by multiplication for light curves, and for radial velocity (RV) by adding an extra “jitter” contribution in quadrature. We follow these conventions here. Note that additional factors appear in the likelihood ratio of Equation (2) when doing this, which have been subsumed into the \(\Delta \chi^2\) in the equation.

For the RV, it is difficult to estimate reliable uncertainties from cross-correlation functions, so instead we derive them during the simulation. We weight each point by \(C_{\text{peak}}\) (the square of the peak normalized cross-correlation value; see Table 4), where we find \(C_{\text{peak}}\) is approximately proportional to the signal-to-noise ratio in typical observations at similar signal to noise and peak correlation values to those seen in this work. This procedure is essentially equivalent to photon weighting, except the cross-correlation accounts for all sources of uncertainty rather than only photon noise. The uncertainty corresponding to a peak correlation of unity is derived during the simulation, and we allow separate values of this quantity for each star, labeled \(s_1\) for the primary, and \(s_2\) for the secondary, in the tables. The resulting per-data-point uncertainties used in the fitting are given by \(s_{i,j} = s_i / C_{\text{peak},j}\) for the \(i\)th star and \(j\)th radial velocity point.

All Monte Carlo simulation results reproduced in this paper are derived from chains of \(2 \times 10^6\) points in length, where the first 10% of the points were used to initialize the parameter covariance matrix for the adaptive Metropolis method (starting from the initial parameters and covariance matrix derived using a Levenberg–Marquardt minimization\(^{10}\)), and the next 40% were used to “burn in” the chain. This was found to be sufficient to

\(^{10}\) http://www.ics.forth.gr/~lourakis/levmar/
ensure the chains were very well converged, and all of these first 50% of the points were discarded, leaving the remainder (10^6 points) for parameter estimation. Correlation lengths in all parameters were <200 points.

We report the median and 68.3% central confidence intervals as the central value and uncertainty for all parameters. Reduced $\chi^2$ values for all the model fits were unity by construction.

4.3. Spots

In LSPM J1112+7626, the presence of spots is clearly indicated by the observed out-of-eclipse modulation described in Section 2.4.

Spots present severe difficulty for the analysis of EB light curves because they cause systematic errors in the measurements derived from the eclipses, principally their depths, which determine the geometric parameters $J$, $(R_1 + R_2)/a$, and $i$ (and by extension, $R_2/R_1$). Spots occulted during eclipse temporarily reduce the depth as they are crossed, and spots not occulted during eclipse increase it, because the surface brightness of the photosphere under the eclipse chord is greater than would be inferred from the out-of-eclipse baseline level.

The difficulty in solving for physical system parameters arises because the true spot distribution is not usually known. Out-of-eclipse modulations, and in non-synchronized systems, modulation of the eclipses themselves, are sensitive only to the longitudinal inhomogeneity in the spot distribution, except in special cases where spots are crossed during eclipse and cause detectable deviations from the usual light curve morphology (this can be difficult to detect in systems with radius ratios close to unity, because the deviations then last a large fraction of the eclipse duration). Any longitudinally homogeneous component, such as a polar spot viewed equator-on, or a homogeneous surface coverage of small spots, cannot usually be detected from light curves.

This can cause undetected systematic errors in the radii and effective temperatures derived from the light curves. Morales et al. (2010) discuss this issue in some detail for the best-measured literature EBs, finding this effect could produce up to 6% systematic errors in the radii for stars with spots of 30% filling factor, when the spots are concentrated at the pole.

The influence of the spectroscopic light ratio is not commonly discussed with regard to spots, but this is important because it provides complementary information to the photometry, on the difference in spot coverage between the two stars. For example, consider the case of a large coverage of longitudinally homogeneous, polar spots that are not crossed during eclipse. If these spots are distributed on both stars, the light ratio is unaffected but both eclipses will appear deeper. However, if the spots are on only one star, the effect on the photometry is the same, but the light ratio is altered because the spotted star appears darker. This will produce a discrepancy between the light ratio derived only from the light curve parameters, and the spectroscopic value. More generally, it is possible to place constraints on the difference in the overall spot coverage between the binary components, using the spectroscopic information.

One unusual feature of the present system among low-mass EBs showing signs of spots is the spin and orbit appear to not be synchronized. Because of this, it is possible to measure eclipses at different rotational phases, and thus different spottedness of the visible stellar hemispheres. While this does not necessarily resolve the difficulty of determining the longitudinally homogeneous component of the spot distribution, it does provide additional information on the longitudinally in-

homogeneous component, specifically which star the spots are located on. This information is not usually available if only out-of-eclipse modulations are seen. It is common to assume the spots are on both binary components, which may be reasonable for near-equal mass systems at short periods where tidal synchronization is expected to have occurred, but this is not a reasonable assumption for LSPM J1112+7626, where only one out-of-eclipse modulation is seen. The observed rotational evolution of M-dwarfs (e.g., Irwin et al. 2011) indicates that it is extremely unlikely the two binary components could have the same rotation period (and phase) by chance in the absence of tidal effects, which are not expected.

Unfortunately, at the time of writing, only a single primary eclipse is available, so we are unable to take full advantage of the non-synchronized spin and orbit at present. Also, while multiple secondary eclipses were observed, and residuals from our best-fitting model (assuming no changes in eclipse shape or depth) are seen, it is not clear if many of these are simply the result of systematic errors in the photometry, given that equally large deviations are seen out of eclipse. Constraining the spot properties by this method will be an important area for future work, and observing in multiple bandpasses would be advantageous as it may provide information on the spot temperatures.

4.3.1. Spot Model

Conventionally, a Roche model such as the one implemented in the popular Wilson–Devinney program (Wilson & Devinney 1971) would be used to model a system with spots as these usually include a circular spot model and perform the necessary surface integrals over the stars; however, the treatment of proximity effects is completely unnecessary in the present system, and these models are extremely computationally intensive, especially for systems with eccentric orbits, which would make a detailed Monte Carlo based error analysis prohibitive.

It is also not clear that the circular spot model with a small number of spots is realistic for late-type dwarfs. Observed light curves very rarely show the characteristic “eclipse-like” features with flat baseline at maximum light, as would be predicted for a small number of near-equatorial spots. This indicates either that these objects have very large, polar spots (e.g., Rodono et al. 1986), such that some of the spot is always in view to the observer to produce the continuous photometric modulations seen in light curves, or that the surfaces of these objects have many small spots (e.g., Barnes & Collier Cameron 2001; Barnes et al. 2004) with the photometric modulations arising from a longitudinal inhomogeneity of the spot distribution. Modeling an ensemble of spots, as in the latter case, in detail would be prohibitive, as even single spot models are usually degenerate given limited light curve data. In our case, the degeneracies in fitting spot models would be further exacerbated by the availability of only single-band light curve information, meaning spot temperature and size would be essentially degenerate.

Given these difficulties, we take an alternative approach for the solution presented in this paper. Rather than trying to model the unknown spot distribution in detail, we simply attempt to incorporate the effect of spots into the uncertainties on the final parameters. We consider two models: (1) spots on the non-eclipsed part of the photosphere on both stars and (2), a case intended to approximate the effect of spots covering the whole photosphere, again for both stars. In both cases, the models are required to reproduce the observed out-of-eclipse modulation. It is necessary
to run two models in each spotted case because it is not known which star the out-of-eclipse modulation originates from. We assume a simple sinusoidal form for the modulations, which appears to be an adequate description of the available light curve data. The functional form adopted was

\[ \frac{\Delta L_i}{L_i} = a_i \sin \left( \frac{2\pi F_i t}{P} \right) + b_i \cos \left( \frac{2\pi F_i t}{P} \right) - \sqrt{a_i^2 + b_i^2}, \]

where \( t \) is time, \( L_i \) is the light from star \( i \), and \( a_i \) and \( b_i \) are constants expressing the amplitude and phase of the modulation, and \( F_i \) is the “rotation parameter,” the ratio of the rotation frequency to the orbital frequency. This expression is constructed to yield \( \Delta L_i - L_i = 0 \) at maximum light, corresponding to the conventional assumption that no spots are visible when the star is brightest, which gives the minimum spot coverage necessary to reproduce the observed modulations.

\texttt{JKTBOP} computes the final system light (and thus the change in magnitude) by summing the out-of-eclipse light and then subtracting the eclipsed light. By modulating only the out-of-eclipse light in this summation using Equation (3), hypothesis (1) can be implemented and hypothesis (2) can be implemented by also modulating the eclipsed light (changing the surface brightness under the eclipse chord) when the eclipsed star is star \( i \).

### 4.3.2. Results

The effect of applying our spot model on the eclipses is shown in Figures 4 and 5, which were calculated using the parameters of LSPM J1112+7626, comparing a model with spots to a model with identical physical parameters, but without spots. This figure demonstrates that observing multiple eclipses at high precision would allow the star hosting the spots to be identified.

We fit all four spotted models to the full data set for LSPM J1112+7626 using the procedures already described. The results are given in Table 6, and Figures 6–8 show the data with a representative model, corresponding to hypothesis (1), the “non-eclipsed spots” model, on the primary, overplotted.

The 2010 November 19 partial secondary eclipse from MEarth (numbered 5 in the figure) provides the most discriminating power between the various models, particularly taken in conjunction with the 2011 May 2 event (numbered 9), which dominates the fit. As shown in Figure 7, these were taken at opposite extremes of the out-of-eclipse variation, with the 2010 November 19 event at maximum light and the 2011 May 2 event close to minimum light. Examining the sizes of the \( \sigma \) parameter in Table 6, the “eclipsed spots” model on the secondary, which is the only model presenting a significant detectable deviation in the secondary eclipses (as shown in Figure 5) is disfavored by the data (see Figure 9), having an \( \text{MEarth}_{20101119} \) value larger by almost 3\( \sigma \) than the “non-eclipsed spots” model on the secondary. Indeed, the observations indicate that this eclipse needs to be made as shallow as possible in the model in order to produce a good fit, possibly even slightly shallower than the “non-eclipsed spots” model is able to produce (the discrepancy may arise from the imperfect modeling of the out-of-eclipse variation by a sinusoid). The depth of this eclipse therefore argues that if the spots causing the out-of-eclipse modulation are on the secondary, they should be at latitudes not crossed by the eclipse chord.
It is interesting to note that, because the radius ratio is quite close to unity, the range of allowed combinations of spot latitude and inclination angle for the secondary that would explain the observed out-of-eclipse modulations is therefore quite narrow, compared to the much wider range of possibilities on the primary that are still allowed. This mildly argues in favor of spots on the primary as being the more likely explanation, purely from geometry.

Nevertheless, with the presently available data, the other models do not show any clear disagreement with the observations, so we consider (from a purely observational point of view) that all three are equally likely at present.

4.3.3. Effect of Additional Spots

The model we have considered so far uses the minimum spot coverage necessary to reproduce the observed out-of-eclipse modulations. As noted, e.g., by Barnes et al. (2011) and other authors, studies of cool stars sensitive to the total spot coverage typically find much higher filling factors than photometric spot models. Therefore, it is likely these stars have a significant longitudinally homogeneous spot component.

In this section, we consider the effect of adding additional spots in a longitudinally homogeneous fashion where they would not be detectable through modulations in the photometry. For simplicity, we have placed these spots on the same star and at the same latitudes as the longitudinally inhomogeneous component, noting that we are predominantly interested in the effect on the component radii, where it does not matter which of the possible locations is used for the longitudinally inhomogeneous spot component.

As discussed earlier, the spectroscopic light ratio is sensitive to differences in the overall spot coverage between the two stars in some cases. We have explored this limit, and the effect of adding varying quantities of spots on the component radii, by subtracting an extra term $c_i$ in Equation (3) representing the fraction of stellar light removed by the longitudinally homogeneous spot component.

For single late-type active dwarfs, it is typical to find spot filling factors of 20%–50% from observations sensitive to the entire surface spot coverage (e.g., O’Neal et al. 2004), although we note the available information for M-dwarfs is very limited. Photometric observations of M-dwarfs indicate spot temperature
contrast of up to 10% (e.g., Rockenfeller et al. 2006, who find 4%–8%). This yields a decrement of approximately 10%–20% in the $I$-band stellar light, assuming parameters appropriate to the present system, with the lower end of the range presumably more typical for less active stars. We therefore consider values of $c_i = 0.1$ and 0.2. The latter corresponds approximately to the spot levels discussed by Morales et al. (2010) for the existing short-period EBs. The results are given in Tables 7 and 8.

First, it is clear from Table 7 that adding additional “eclipsed spots” has no effect on the radii or light ratio and merely alters the surface brightness ratio (this means it also changes the effective temperature ratio). This is also true when placing these spots on

![Figure 7](The Astrophysical Journal, 742:123 (21pp), 2011 December 1) # Figure 7. MEarth 2010–2011 season out-of-eclipse light curve. Vertical panels as Figure 6, with the best-fitting sinusoidal model overplotted. Arrows indicate the phases corresponding to the observed eclipses.

(A color version of this figure is available in the online journal.)
the secondary, but we do not show results for this model since it is unable to reproduce the observed eclipse light curves, as discussed in Section 4.3.2.

Adding “non-eclipsed spots” affects the light ratio, and both component radii, slightly increasing the sum of the radii, increasing $R_1$, and decreasing $R_2$. The light ratio behaves as expected, becoming closer to unity as the primary is darkened by the addition of spots. Both $c_2 = 0.2$ models with “non-eclipsed spots” (and to some extent, the $c_2 = 0.1$ model) produce a light ratio that is marginally discrepant with the spectroscopic value (see Section 3 or Table 5), but the other models agree reasonably well within the errors.

Given the lack of clearly detected perturbations in the best quality eclipse curves, it is reasonable to favor the “non-eclipsed spots” models over the “eclipsed spots” models. Assuming the $c_i = 0.1$ model is typical, and the $c_i = 0$ and 0.2 models represent the likely range of values, we estimate the final system parameters and their uncertainties by combining the posterior probability distributions from all six “non-eclipsed spots” models in this section (all three values of $c_i$). These parameters and estimated uncertainties are reported in Section 4.7.

4.4. Bandpass Mismatch

A concern, when combining light curves taken with different instruments, is the effect of any difference in the photometric bandpasses. In the present case, where the primary and secondary eclipses were (by necessity) measured using different instruments, this predominantly affects the ratio of the eclipse depths, and thus the parameter $J$, the ratio of central surface brightnesses.

In order to determine the approximate size of the bandpass mismatch, we measured the difference in magnitude between LSPM J1112+7626 and a nearby, much bluer comparison star, at $11^h12^m12^s$.735+08′33″.8 (position from 2MASS; this is the bright star seen near the upper left corner of Figure 2). The latter star has $(J - K)_{2MASS} = 0.27$ and is thus probably in the F spectral class. It is non-variable at the precision of the MEarth data (rms scatter 0.003 mag).

Our measured magnitude differences were $\Delta I_{Hankasalmi} = 0.36$, $\Delta I_{Clay} = 0.35$, and $\Delta I_{MEarth} = 0.55$. The excellent agreement between the two $I_{Bessell}$ filters (especially in light of the observed out-of-eclipse variations of our target) indicates they are most likely an extremely good match.

Assuming a simple linear scaling, we estimate the change in $J$ corresponding to the mismatch between the two $I_{Bessell}$ filters is approximately 1/10 of that between the $I_{Bessell}$ and $I_{MEarth}$ filters, or $\delta J \approx 0.003$. This is unimportant compared to the other sources of uncertainty (see Table 6).

4.5. Limb Darkening

4.5.1. Differences between $I_{Bessell}$ and $I_C$

We first examine the effect of assuming the limb darkening law is the same in the two $I$ filters. To do this, we compare the

| Parameter | Non-eclipsed Spots |
|-----------|--------------------|
| $J_{MEarth}$ | $0.8004 \pm 0.0066$ | $0.8157 \pm 0.0075$ | $0.8271 \pm 0.0081$ |
| $J_{Bessell}$ | $0.8259 \pm 0.0069$ | $0.8409 \pm 0.0077$ | $0.8516 \pm 0.0084$ |
| $(R_1 + R_2)/a$ | $0.015551 \pm 0.000042$ | $0.015586 \pm 0.000043$ | $0.015601 \pm 0.000045$ |
| $R_2/R_1$ | $0.788 \pm 0.018$ | $0.777 \pm 0.016$ | $0.757 \pm 0.014$ |
| $\cos i$ | $0.00465 \pm 0.00012$ | $0.00493 \pm 0.00011$ | $0.00513 \pm 0.00012$ |
| $\delta i$ | $98.7335 \pm 0.0062$ | $98.7177 \pm 0.0064$ | $98.7063 \pm 0.0067$ |
| $L_2/L_1$ | $0.474 \pm 0.025$ | $0.423 \pm 0.022$ | $0.360 \pm 0.017$ |
| $(R_1 + R_2) (R_1)$ | $0.6815 \pm 0.0021$ | $0.6829 \pm 0.0021$ | $0.6834 \pm 0.0022$ |
| $R_1 (R_1)$ | $0.3814 \pm 0.0028$ | $0.3844 \pm 0.0026$ | $0.3895 \pm 0.0024$ |
| $R_2 (R_2)$ | $0.3001 \pm 0.0047$ | $0.2985 \pm 0.0044$ | $0.2945 \pm 0.0037$ |

Figure 8. Radial velocity curves used in the model, with the best fit overlaid (top) and residual (bottom). The primary velocities are shown with square symbols, and the secondary velocities with round symbols. The residuals for the two stars have been offset for clarity.

(A color version of this figure is available in the online journal.)
fitting results using our baseline model to using the coefficients for the $z'$ SDSS passband from Claret (2004), where the $I_{\text{Bessell}}$ band should lie in between these two extremes.

Using the observed colors of LSPM J1112+7626, we estimate that approximately $1/3$ of the difference between the $I_C$ and $z'$ results is appropriate for the error introduced by our assumption of the $I_C$ limb darkening law in fitting the $I_{\text{Bessell}}$ data. Comparing the results for the two bands in Table 9, we find this source of error in the radii is negligible (although it does affect $J$ and $i$ at close to 1σ). While the radius sum error is comparable to the individual estimated uncertainties in the table, the uncertainty in this parameter for our adopted solution combining six spot configurations is larger, and the limb darkening contribution is then less important.

4.5.2. Errors in the Atmosphere Models

We have assumed limb darkening coefficients fixed to the theoretical values from PHOENIX model atmospheres throughout the analysis. We note that the same atmosphere models have issues reproducing the observed spectra of M-dwarfs in the optical, which raises the possibility of systematic errors in the limb darkening law. In the literature, this is conventionally addressed by analyzing photometry in multiple passbands, which is sensitive to differences in the limb darkening as a function of wavelength. We do not have multi-band photometry, but note this could be an important area for future work.

It has long been recognized (e.g., Nelson & Davis 1972, and references therein) that changes in the radius of the eclipsed star mimic changes in the limb darkening. In a system with near-equal stars such as the present, it is reasonable to expect any systematic error in the limb darkening from the models should affect both stars similarly, and thus to first order, the dominant effect will be on the sum of the radii (and the inclination, but any uncertainties here have negligible effect on the final parameters).

We verified this using simulations where the square root limb darkening coefficients were varied, finding a strong correlation between $(R_1 + R_2)/a$ and the integral of the specific intensity over the stellar disk, which is $1 - u/3 - u'/5$ for the square root law (it is also correlated to a lesser extent with $J$ and cos $i$). This quantity is the normalization term in the eclipse depths in the photometric model, so it is not surprising that it should directly influence the quantities derived from the absolute eclipse depth. This is predominantly a concern for the interpretation of the sum of the radii: we find even quite large changes in the limb darkening do not significantly alter the individual radii compared to their uncertainties in our adopted model.

4.6. Third Light

We now examine our assumption of no third light. While the proper motion evidence (see Figure 2) argues it is unlikely there are any background stars contributing at a significant level in the photometric aperture, the relatively low proper motion of our target does not allow this possibility to be completely eliminated given the limited angular resolution of the first epoch imaging data. Common proper motion companions are also permitted at intermediate separations below the angular resolution of the SDSS data, but still in wide enough orbits or with mass ratios much less than unity, where they would not be detected by the presence of additional lines in the spectra or radial velocity drift over the approximately one year baseline available.

Therefore, to examine any constraints on third light which can be placed directly from the light curves, and the effect on the derived parameters, we ran an additional set of Monte Carlo simulations using the basic “non-eclipsed spots” model on the primary discussed in Section 4.3.2 and Table 6, allowing $L_3$ to vary. For simplicity, a uniform prior was assumed.

Table 9

Comparison of Derived Parameters and Uncertainties for $I_C$ and $z'$ Limb Darkening Laws Using the “Non-eclipsed Spots” Model on the Primary

| Parameter                  | $I_C$               | $z'$                |
|----------------------------|---------------------|---------------------|
| $J_{\text{MEarth}}$        | 0.7999 ± 0.0064     | 0.7829 ± 0.0085     |
| $J_{\text{Bessell}}$       | 0.8255 ± 0.0066     | 0.8073 ± 0.0091     |
| $(R_1 + R_2)/a$            | 0.0155±0.000839     | 0.0153±0.00053      |
| $(R_2/R_1)$                | 0.787 ± 0.017       | 0.773 ± 0.022       |
| $\cos i$                  | 0.0046±0.00010      | 0.0044±0.00016      |
| $i^{(\circ)}$              | 89.7339±0.0064      | 89.7481±0.0096      |
| $L_2/L_1$                  | 0.485 ± 0.025       | 0.462 ± 0.031       |
| $(R_1 + R_2)/a$            | 0.6814±0.0020       | 0.674±0.0027        |
| $(R_1/R_2)$                | 0.3815±0.0028       | 0.3807±0.0033       |
| $(R_2/R_1)$                | 0.2999±0.0044       | 0.2935±0.0055       |
We find $L_3 < 0.029$ at 95% confidence. As discussed by Nelson & Davis (1972), the dominant parameter mimic is between third light and inclination, and our results confirm this, finding the uncertainties in cos $i$ and the central surface brightness ratio parameters were slightly inflated. The other light curve parameters and radii derived from these chains are indistinguishable within the uncertainties from the results where $L_3$ was not varied.

### 4.7. Summary and Adopted System Parameters

Of the sources of uncertainty we have considered, spots dominate. Since the stars hosting the spots and the spot configuration are mostly unknown, we adopt the union of the six spotted solutions discussed in Section 4.3.3, giving them equal weight. The final parameter estimates and their uncertainties are reported in Table 10, derived from the posterior samples produced by the Monte Carlo simulations, adopting the median and 68% central confidence intervals as the central value and uncertainty (see Section 4.2).

We compute $UVW$ space motions for LSPM J1112+7626 using the method of Johnson & Soderblom (1987), with the distance from the EB solution, $v$ velocity from Table 6, and position and proper motions from Table 3. We find this object is in the old Galactic disk population, following the method and definitions in Leggett (1992).

For very precise work, even matters as seemingly trivial as physical constants can be important, so we briefly discuss our assumptions in this regard. We adopt the 2009 IAU values of $G M_\odot$ and the astronomical unit (see the Astronomical Almanac 2011), and follow Cox (2000) in adopting the value of the solar photospheric radius from Brown & Christensen-Dalsgaard (1998). For the solar effective temperature, we use the value of 5781 K from Bessell et al. (1998), which is based on measurements of the solar constant by Duncan et al. (1982).

The final constant, the solar bolometric absolute magnitude, is a more thorny issue, as discussed by Bessell et al. (1998), and extensively by Torres (2010). When using tables of bolometric corrections, it is vital to adopt the consistent value of this quantity in accordance with the table. We therefore use the appropriate values in each case in the following section.

### 4.8. Effective Temperatures, Bolometric Luminosities, and Distance

In order to estimate effective temperatures (and thus, bolometric luminosities, and the distance), an external estimate of the effective temperature of one of the binary components is required, in addition to bolometric corrections. For M-dwarfs, there are large systematic uncertainties in the effective temperature scale (e.g., Allard et al. 1997; Luhman & Rieke 1998), with disagreement at the few hundred degrees Kelvin level among different authors. Many of the early difficulties were due to the lack of model atmospheres (which are usually needed to integrate the full spectral energy distribution from the available measurements to obtain $L_{bol}$), and significant improvement on this front was made in the 1990s. The availability of a much larger sample of angular diameter measurements from interferometry should further improve the situation as this provides a much more direct method to estimate $T_{eff}$ for single stars, but there are relatively few temperature scales available at the present time using this information.

We show results from two different inversions to illustrate the typical range of parameters. Both scales we use were derived with model atmospheres rather than blackbodies, and in both cases we use the measured $I_C - J_{2MASS}$, $I_C - H_{2MASS}$, and $I_C - K_{2MASS}$ colors from Table 3 in conjunction with the component radii and $I_C$-band light ratio from the adopted EB solution. The results from these different pairings of bandpasses were found to be consistent within the uncertainties, so we report the union of the results.

The two sets of effective temperature and bolometric corrections adopted were from Casagrande et al. (2008), which is a recent determination using interferometric angular diameter measurements to derive $T_{eff}$, and from Leggett et al. (1996), which is the basis for several recent works and tabulations of the effective temperature scale, including Luhman & Rieke (1998), Luhman (1999), and Kraus & Hillenbrand (2007).

For the Leggett et al. (1996) scale, we fit polynomials to their tabulated data, omitting three objects these authors found to be metal poor from our fits: GI 129, LHS 343, and LHS 377. We follow Leggett et al. (1996) in adopting a systematic uncertainty of 150 K, which appears to be consistent with the differences we find between the two determinations.

Our results for LSPM J1112+7626 are reported in Table 10.
Table 11
Detached, Double-lined, Double-eclipsing Main-sequence EB Components below 0.4 $M_\odot$\textsuperscript{a}

| Name                     | Period (days) | $M$ ($M_\odot$) | $R$ ($R_\odot$) | $T_{\text{eff}}$ (K) | [M/H] | Source\textsuperscript{b} |
|--------------------------|---------------|-----------------|-----------------|---------------------|-------|------------------------|
| SDSS-MEB-1 A             | 0.407         | 0.272 ± 0.020   | 0.268 ± 0.0090  | 3320 ± 130          | ...   | 1                      |
| SDSS-MEB-1 B             | 0.771         | 0.240 ± 0.022   | 0.248 ± 0.0084  | 3300 ± 130          | 2     |
| GJ 3236 A\textsuperscript{c} | 1.27          | 0.2310 ± 0.0009 | 0.2534 ± 0.0019 | 3130 ± 70           | [−1, −0.6] | 3 |
| CM Dra A                 | 1.72          | 0.382 ± 0.001   | 0.374 ± 0.002   | 3320 ± 130          | ...   | 4                      |
| LP 133-373 A             | 1.63          | 0.340 ± 0.014   | 0.33 ± 0.02     | 3058 ± 195          | ...   | 5                      |
| LP 133-373 B             | Same          | Same            | Same            | 3144 ± 206          | ...   | 6                      |
| GJ 3236 Bc               | 1.77          | 0.241 ± 0.0010  | 0.2396 ± 0.0015 | 3242 ± 108          | ...   | 7                      |
| CM Dra B                 | 0.320 ± 0.0001| 0.310 ± 0.0015  | 0.300 ± 0.0015  | 3242 ± 108          | ...   | 8                      |
| KOI 126 B\textsuperscript{d} | 2.27          | 0.2127 ± 0.0026 | 0.2318 ± 0.0013 | 3144 ± 206          | ...   | 9                      |
| CCDM J04404+3127 B,C\textsuperscript{c} | 3.55         | 0.2576 ± 0.0085 | 0.2895 ± 0.0068 | 3125 ± 150          | ...   | 10                     |
| CU Cnc B                 | 2.77          | 0.3980 ± 0.0014 | 0.3908 ± 0.0094 | 3144 ± 206          | ...   | 11                     |
| KOI 126 C\textsuperscript{d} | 3.55         | 0.2576 ± 0.0085 | 0.2895 ± 0.0068 | 3125 ± 150          | ...   | 12                     |
| 1RXS J154727.5+450803 A  | 3.55          | 0.2576 ± 0.0085 | 0.2895 ± 0.0068 | 3125 ± 150          | ...   | 13                     |
| 1RXS J154727.5+450803 B  | 2.77          | 0.3980 ± 0.0014 | 0.3908 ± 0.0094 | 3144 ± 206          | ...   | 14                     |

Notes.
\textsuperscript{a} This mass criterion has been applied to keep the number of objects in the table and plots manageable, and is not intended to necessarily be physically meaningful beyond being appropriate for comparison to the present system.
\textsuperscript{b} References. (1) Blake et al. 2008; (2) Irwin et al. 2009b; (3) Morales et al. 2009; (4) Vaccaro et al. 2007; (5) Kraus et al. 2011; (6) Carter et al. 2011; (7) Shkolnik et al. 2010; (8) Ribas 2003; Delfosse et al. 1999; (9) Hartman et al. 2011.
\textsuperscript{c} Parameters determined giving equal weight to all three models, following Hartman et al. (2011).
\textsuperscript{d} While not double-lined, this object is a special case as it is still possible to solve for the masses and radii of both M-dwarfs independent of M-dwarf models. The period given is that for the inner M-dwarf binary as this is presumably the appropriate one for estimation of activity levels.
\textsuperscript{e} Full solution not available.

Figure 10. Mass–radius relation for components of detached, double-lined, double-eclipsing binary systems below 0.4 $M_\odot$. LSPM J1112+7626 is shown as bold, black points, and the literature systems from Table 11 are shown in gray, excluding CCDM J04404+3127 B,C, which does not have a full solution available at present, but including KOI 126. The lines show stellar evolution models from Baraffe et al. (1998) for 10 Gyr age, [M/H] = 0 (solid line), [M/H] = −0.5 (dashed line), and the [M/H] = 0 model with the radius inflated by 5%, corresponding to $\rho = 1.05$ (dotted line).

Figure 11. Mass–effective-temperature relation for components of detached, double-lined, double-eclipsing binary systems below 0.4 $M_\odot$. Lines and points as Figure 10. KOI 126 B,C and 1RXS J154727.5+450803 do not have reported effective temperatures, so they do not appear on this diagram. The dotted line shows the prediction from assuming $\rho = 1.05$ and that the bolometric luminosity is preserved.

We perform a quantitative comparison with the same models. We follow Torres (2007) in defining a parameter equal to the ratio of the observed radius to that predicted by the models given the observed mass, although we denote this parameter by $\rho$ instead, to avoid any potential confusion with the $\beta$ parameter defined by Chabrier et al. (2007) and used by Morales et al. (2010), which is not the same.

As argued in Torres (2007), there is evidence that the bolometric luminosities from the models are not seriously in error.

If this is the case, a corresponding factor of $\rho^{-1/2}$ must be...
applied to the effective temperatures from the models when inflating the radii, in order to preserve the bolometric luminosity. We show results for this in the tables and plots. Note, however, that the bolometric luminosity is not preserved in several recent theoretical works (Chabrier et al. 2007; Morales et al. 2010; MacDonald & Mullan 2011), so the temperatures derived from this procedure should not be considered definitive.

As is often the case in EBs, while the individual masses of the objects are well-determined from the radial velocities, the sum of the radii is much better determined than the individual radii, modulo limb darkening uncertainties as discussed in Section 4.5. We therefore compute, in addition to the $\rho$ values for the individual stars, a “composite” value comparing the model-predicted radius sum given the individual observed masses, to the measured radius sum. This quantity, which we call $\rho_{1+2}$, has much smaller formal uncertainties than the individual $\rho_1$ and $\rho_2$ values, and measures essentially a “weighted average inflation” for the whole system. These quantities, and the corresponding effective temperatures predicted from preserving the bolometric luminosity, are given for a range of assumptions for the age and metallicity in Table 12. While we caution overinterpretation of the $\rho_{1+2}$ results due to limb darkening uncertainty, the individual values should be much less prone to this problem.

### 5.1. Mass–Radius Comparison

We first limit our comparisons to the mass–radius plane. If the metallicity is solar, the sum of radii is inflated at the $3\sigma$ level compared to the models, even for 10 Gyr age, which produces the largest model radii. The discrepancies are not as significant in the individual radii, with the primary $2\sigma$ and the secondary $3\sigma$ larger than the model predictions. We also note that the “eclipsed spots” model on the secondary, which we discarded in Section 4.3, does not solve the radius discrepancy, having a secondary radius (and sum of radii) even further from the model predictions.

Youth is unlikely as an explanation given the old disk kinematics of our target. We estimate an age of approximately 120 Myr at solar metallicity would be needed to bring the radius sum into agreement with the models, yet such objects should also rotate extremely rapidly and exhibit strong Hα emission (e.g., Terndrup et al. 2000; Hartman et al. 2010, and references therein), neither of which are seen.

Metallicity may provide a viable explanation for the observed radii given the present uncertainties (both in the observations and the models, where for the latter it is possible the effect of metallicity on radius is underpredicted; see Section 1 and López-Morales 2007), although the object would most likely need to be extremely metal rich. This would place it in the tail of the metallicity distribution for the old Galactic disk population, which is likely to peak around [M/H] $\approx -0.5$ (e.g., Leggett 1992, and references therein).

Given that metallicity has difficulty reproducing radii in other well-observed systems (see Section 1) and the kinematic evidence, we proceed to examine other possible causes of the inflated radii.

It is tempting to suggest that the inflation in LSPM J1112+7626 results from elevated activity levels in one or both components. While the lack of Hα emission, unless this is rendered undetectable by the limited signal-to-noise ratio of our spectra, may be a difficulty for this scenario to explain, it should be noted that more modest levels of activity can result in weakened Hα emission, or even absorption, but may still produce sufficient spot coverage to explain the inflation.

This system straddles (in mass) the full convection limit, where a substantial increase in the observed activity lifetimes for M-dwarfs occurs (e.g., West et al. 2008). This would argue that the secondary is more likely to be active and thus the source of the inflation. The secondary lines in the spectrum are also more difficult to observe due to its lower luminosity, which would make an Hα line easier to hide in the noise. Identification of the star hosting the out-of-eclipse modulations may shed additional light on which of the components might be responsible for the inflation.

As discussed by Morales et al. (2010), the radius inflation inferred from EB analyses often implies extremely high spot filling factors. We estimate that $\rho = 1.05$ corresponds to $\beta \approx 0.1$. Assuming a spot temperature contrast of $T_{\text{eff, spot}}/T_{\text{eff, phot}} = 0.9$, this would require a filling factor of approximately 30%. This is much larger than needed to produce the observed out-of-eclipse modulation and would mean there is a substantial longitudinally symmetric spot component, if the inflation is indeed caused by spots. We showed in Section 4.3.3 that such a level of spots does slightly modify the component radii if they are not eclipsed, reducing $R_2$ and increasing $R_1$. In practice, this may slightly reduce the required filling factor depending on where the spots are located, but unless the spot coverage is much larger than we assumed, the systematic errors in the radii resulting from such spots are still insufficient to explain the observations without invoking inflation.

### Table 12

Quantitative Mass–Radius Comparison of LSPM J1112+7626 with Models

| Age (Gyr) | [M/H] | $\rho_1$ | $\rho_{1+2}$ | $T_{\text{eff, 1}}$ (K) | $T_{\text{eff, 2}}$ (K) | $T_{\text{eff, 2}}/T_{\text{eff, 1}}$ |
|----------|-------|---------|-------------|----------------|----------------|-----------------|
| 1        | 0.0   | 1.054 ± 0.016 | 1.096 ± 0.018 | 3426 ± 27 | 3255 ± 26 | 0.950 ± 0.013 |
| 1        | −0.5  | 1.070 ± 0.016 | 1.130 ± 0.018 | 3621 ± 28 | 3387 ± 27 | 0.935 ± 0.013 |
| 5        | 0.0   | 1.037 ± 0.015 | 1.072 ± 0.017 | 3453 ± 27 | 3293 ± 27 | 0.954 ± 0.013 |
| 5        | 0.0   | 1.055 ± 0.016 | 1.101 ± 0.018 | 3648 ± 29 | 3436 ± 28 | 0.942 ± 0.013 |
| 10       | 0.0   | 1.029 ± 0.015 | 1.052 ± 0.017 | 3468 ± 27 | 3324 ± 27 | 0.959 ± 0.013 |
| 10       | −0.5  | 1.047 ± 0.016 | 1.078 ± 0.017 | 3666 ± 29 | 3475 ± 28 | 0.948 ± 0.013 |
| 1        | 0.0   | 1.070 ± 0.009 | 1.037 ± 0.005 | 3396 ± 13 | 3291 ± 12 | 0.96906 ± 0.00035 |
| 1        | −0.5  | 1.094 ± 0.002 | 1.050 ± 0.005 | 3579 ± 14 | 3439 ± 13 | 0.96906 ± 0.00045 |
| 5        | 0.0   | 1.050 ± 0.005 | 1.073 ± 0.005 | 3428 ± 13 | 3323 ± 12 | 0.96940 ± 0.00038 |
| 5        | −0.5  | 1.073 ± 0.003 | 1.037 ± 0.002 | 3614 ± 14 | 3477 ± 13 | 0.96195 ± 0.00050 |
| 10       | 0.0   | 1.037 ± 0.003 | 1.050 ± 0.005 | 3451 ± 13 | 3344 ± 12 | 0.96915 ± 0.00040 |
| 10       | −0.5  | 1.059 ± 0.001 | 1.072 ± 0.001 | 3642 ± 15 | 3504 ± 13 | 0.96221 ± 0.00052 |
Finally, on suggestion of the referee, we note that this object may indicate the need to revisit the equation of state for very low mass stars, which was discussed as a possibility to explain the radius inflation before the activity hypothesis gained prevalence (e.g., Lopez-Morales 2004; Torres & Ribas 2002). The equation of state was a significant source of difficulty in early work attempting to model very low mass stars (Chabrier & Baraffe 1995), and although substantial progress on this front has been made (see the reviews by Chabrier & Baraffe 2000; Chabrier et al. 2005), it is still an open question.

5.2. Mass–$T_{\text{eff}}$ Comparison

Comparisons in only the mass–radius plane ignore important information contained in the effective temperatures. The correct physical model must explain all of the observations simultaneously, so we now proceed to examine the temperatures. This comparison is more problematic than in mass–radius for a number of reasons. The main observational issues are the difficulty of constraining effective temperatures (see Section 4.8) and metallicities for the EBs.

As noted in Section 1, unlike the radius, the effective temperature predicted from models does depend quite strongly on metallicity, because the bolometric luminosity is a function of metallicity. As the metallicity is decreased, the model bolometric luminosity and effective temperature increase, and the radius decreases by a small amount. While metallicity does complicate the interpretation of the mass–$T_{\text{eff}}$ diagram, this is a key argument against metallicity as the explanation for all of the inflated radii in the EB sample, as discussed already in Section 1. In this regard, CM Dra is puzzling as several authors have claimed this object is metal poor, which would further exacerbate the effective temperature discrepancy with the models.

Given the present uncertainties, it is not clear if the effective temperature difference between LSPM J1112+7626 and the models is significant. However, it does lie at the low-temperature end of the EB results, and this lends support to the hypothesis that this object is more metal rich than the other EBs.

5.3. Future Work

It is clear that LSPM J1112+7626 offers one of the best prospects to observationally test the causes of inflated radii in EBs, but further observations are needed. The most fruitful avenues would be to pursue a determination of the metallicity, improvement of the system parameters with a particular focus to investigating potential systematics in the radii (e.g., due to spots), and constraining the activity levels in the components by independent means (for example, X-ray emission, or the Ca II H and K lines).

While we have mentioned the non-synchronized spin and orbit, we were unable to take full advantage of this property with the available observational data. As shown in Section 4.3, the effect of spots should be larger on the primary eclipse, so we advocate an intensive campaign on these events, preferably to obtain multiple, complete eclipses with the same telescope and detector system at a range of rotational phases and in multiple wavelengths. The primary eclipses are observable from Europe and Scandinavia during the winter 2011–2012 season, where excellent observational facilities are available. We remind observers that good-quality out-of-eclipse monitoring will be important for the interpretation of the eclipses themselves, and the spot distributions are likely to evolve (indeed, Figure 7 indicates that we may have already seen this in the existing data), so the monitoring must be contemporaneous, and preferably also taken at multiple wavelengths to constrain the spot temperatures.
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