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Abstract. With the heterogeneity of the industry 4.0 world, and more generally of the Cyberphysical Systems realm, the quest towards a platform approach to solve the interoperability problem is front and centre to any system and system-of-systems project. Traditional approaches cover individual aspects, like data exchange formats and published interfaces. They may adhere to some standard, however they hardly cover the production of the integration layer, which is implemented as bespoke glue code that is hard to produce and even harder to maintain. Therefore, the traditional integration approach often leads to poor code quality, further increasing the time and cost and reducing the agility, and a high reliance on the individual development skills. We are instead tackling the interoperability challenge by building a model driven/low-code Digital Thread platform that 1) systematizes the integration methodology, 2) provides methods and techniques for the individual integrations based on a layered Domain Specific Languages (DSL) approach, 3) through the DSLs it covers the integration space domain by domain, technology by technology, and is thus highly generalizable and reusable, 4) showcases a first collection of examples from the domains of robotics, IoT, data analytics, AI/ML and web applications, 5) brings cohesiveness to the aforementioned heterogeneous platform, and 6) is easier to understand and maintain, even by not specialized programmers. We showcase the power, versatility and the potential of the Digital Thread platform on four interoperability case studies: the generic extension to REST services, to robotics through the UR family of robots, to the integration of various external databases (for data integration) and to the provision of data analytics capabilities in R.
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1 Introduction

The manufacturing industry in the context of Industry 4.0 demands automated and optimized production lines and is moving towards connected and smarter supply chains processes [25,60]. Cyber Physical Systems (CPSs) are core building blocks of future factories [41] and researchers believe that, with the emergence of systematic industrial integrations of ICTs and external information systems, CPSs will contribute towards “smart anything everywhere” in particular also smart cities and smart factories [18]. This medium-to-large scale industrial integration implies interoperation of interconnected, heterogeneous virtual and physical entities and devices towards a shared goal [5]. Interoperation includes real time data from machines, production lines, IoT devices, networks, programmable logic controllers and external systems into a smarter, connected manufacturing systems [9].

In this context, the integration and interoperability among all these entities is a key challenge for the success of Industry 4.0. Due to architectural convergence, the holistic integration challenge can be organized in three levels [51]:

1. **Physical Integration**, handling the connectivity and communication among devices.
2. **Application Integration**, dealing with the coordination and cooperation among different software applications and data stores.
3. **Business Integration**, covering the collaboration between different functions, processes and stakeholders.

In this context, considering the “reprogrammable factory” vision brought forward within the CPS Hub of the Confirm research centre [32] and the high-level depiction in Fig. 1, we find a broad correspondence between the three layers above and the three layers implicit in the picture. The Digital Twin is there a “sosia” of any individual component, software or process, and the Digital Thread is a fitting analogy for the role played by any integration and interoperability layer delivering that ability to communicate and cooperate. Ideally, the digital thread should not be provided through a myriad of scripting quick fixes, nor through a vast patchwork of bespoke technologies, that may be adequate serve individual point-to-point interfacing needs, but become a nightmare to understand, test, validate, manage, and evolve.

In Fig. 1, the Digital Thread is the collection of blue lines (solid or dotted), that manage the communication and interoperation between the **Business layer** (at the top), the integration and communication middleware and their platforms (like e.g., EdgeX foundry) as well as the Digital Twins, both at the **Application layer** (in the middle), and the myriad devices, machines, sensors, dashboards, and more at the **Physical layer**, which may also include software for SDNs, SCADA, analytics, AI and ML, and more.

If properly provided and managed, these many heterogeneous vertical and horizontal integrations can enable CPSs to leverage the many advances in industrial systems, big data, AI/ML and cloud computing systems. This way, the
seamless integration needs advocated by leading technology providers, vendors, and end-users [17] can be fulfilled.

The IEEE defines interoperability as “the ability of two or more systems or components to exchange information and to use the information that has been exchanged” [14]. The author highlighted this need and introduced best practices to develop smarter applications rather than fragmented applications [61]. Literature shows that five categories of interoperability can have quite different arrangements [49]:

1. Device interoperability
2. Network interoperability
3. Syntactical interoperability
4. Semantic interoperability
5. Platform interoperability

The effort of building interoperable systems is an outstanding challenge in the adoption of new technology. The integration layer is too frequently neglected and left for developers to solve as a side issue. This means that a number of experts are required over and over again to reprogram these complex systems in accordance with evolving needs and standards. This is a time-consuming and expensive task [45], and such systems are hard to produce and difficult to maintain. The author [23] also concluded that manual integrations between APIs reduces the agility, and that inaccuracies in the integration may also lead to financial losses and unexpected delays in production. CPSs are typically embedded into a more complex system via interfaces, so modularity (plug and play) and autonomy are important enablers to adapt the upgrades and reconfigurations effectively, in accordance with rapidly changing customer needs [24]. Trustworthy interoperability both at the vertical and horizontal level is critical for setting up Industry 4.0 operations [17].
Model-driven development (MDD) is an approach to develop complex systems using models and model refinement from the conceptual modeling phase to the automated model-to-code transformation of these models to executable code [38]. The main aim [52] of MDD is to produce flexible, cost-effective and rapid applications, that are adaptive to enhancements and less complex is terms of maintenance. Achieving this on the basis of direct source code editing is costly, and it systematically excludes the application domain experts, who are the main holders of domain knowledge and carriers of responsibility. At the same time, the cost of quality documentation and training of new human resources for code-based development are other urgent concerns today in companies and organizations that depend on code.

For an adequate, scalable and possibly general and evolvable solution to the interoperability challenge, we propose instead to use adequate, modern software platforms based on model-driven development concepts, paying attention to choose those that best support a) high assurance software and systems, b) a fast turnaround time through agility and a DevOps approach, and c) an inclusive understanding of the stakeholders, where few are professional coders. Therefore we adopt a low-code application development paradigm, combined with code generation and service orientation.

The paper is organized as follows: Sect. 2 introduces the digital thread concept and its relation with interoperability. Section 3 discusses the low-code environment platform we use to develop the digital thread platform itself. Section 4 describes the current status of the platform: latest integrations, ideas and enhancements that benefits the bootstrapping of components in the smart manufacturing domain. Section 5 addresses the specific questions posed by the Special track organizers. Finally, Sect. 6 concludes and sketches the planned future work.

2 Digital Thread in the Middle – Interoperability

Digital Twin and Digital Thread are two transformational technological elements in digitalization of the Industry 4.0 [47]. The Digital Twin covers individual aspects of physical assets, i.e., their virtual representation, their environments and the data integrations required for their seamless operations. Digital Twins and AI models are the two kinds of models that the manufacturing Industry has meanwhile accepted as useful. However, they are not the only ones. A Digital Thread connects the data and processes for smarter products, smarter production, and smarter integrated ecosystems. In the modern era, the Digital Thread provides a robust reference architecture to drive innovation, efficiency and traceability of any data, process and communication along the entire system (or system of systems’) lifecycle. This is a new, much more structured and organized way to look at integration and interoperability. It is unfamiliar to the manufacturing world, and it is also still unfamiliar to many in some software engineering communities.
For this new paradigm to enter mainstream, systems and their models need to be connected through an **integrated platform** for automatic data and process transformation, analysis, generation and deployment that should be able to take systematic advantage of the formalized knowledge about the many immaterial and material entities involved. Referring to Fig. 1 again, data and operations from and to any of the heterogeneous elements (component, subsystem) in the picture, should be mediated (i.e., adapted, connected, transformed) through the Digital Thread platform, which becomes both the nervous and circulatory system of the overall system:

- The nerves, as whatever is sensed needs to be sent to the decision systems and the commands then relayed to the actuators.
- The circulatory system, as plenty of data is moved in order to “nourish” the information-hungry services that store, aggregate, understand, visualize what happens in the system, increasingly in real time or near-real time.

The choice of which concrete IT system to adopt for this central role is not an easy one, and it is not a choice that can be amended or reversed easily later on. The properties of the Digital Thread will depend very intimately on the characteristics and features of the IT platform on which it bases: whatever the IT platform does not support will be difficult to overlay posteriori, and whatever is easy in that platform will likely be adopted and become mainstream for the community of users.

Bearing in mind all the desired characteristics, we chose DIME [8] as the IT platform of choice underlying the Digital Thread solution.

### 3 The Underlying Low-Code Development Environment

DIME is an Eclipse based graphical modeling environment developed with the Cinco SCCE Meta Tooling Suite [42] It is a low-code application development environment that follows the philosophy of OTA (One Thing Approach) [34] and the eXtreme Model Driven Development paradigm [36,37] to support the design, development, and deployment of (originally web) applications in an agile way. DIME empowers application domain experts that are not proficient coders/programmers to fully participate in the entire design, development and evolution process because it supports easy modelling, done by means of drag and drop of pre-existing components. For separation of concerns, DIME supports several model types that express distinct perspectives on the same comprehensive model. This “write once” rule is the essence of the coherence by construction principle central to the One Thing Approach. The DIME model types encompass:

- A **Data model**, which covers the persistence layer (both types and relations) of the application in a form similar to a UML class diagram.
- A collection of **Process models**, that define the business logic on the basis of internal and external libraries of basic functionalities provided by means of the
Native DSL mechanism. Each DSL exposes a collection of SIBs (for Service Independent Building blocks), that are reusable, instantiable and executable modeling components with either an associated code implementation or an associated hierarchical process model.

- A collection of **GUI models**, defining the elements (look and feel, actions and navigation) of the pages of the web application, and
- **Security and Access control models**, mainly handling the security and access permission aspects of the application.

This is different, for example, from the standard UML models [50]: UML and related tools support a variety of different model types (static, like UML class diagrams and DIME’s Data model, and dynamic like UML’s activity diagrams and DIME’s process models) serving different purposes, but those models/model types are not connected among each other. Therefore, it is very easy in UML to breach consistency of the overall model collection, because changes do not propagate from one model to the other.

We value DIME’s characteristics of open source, flexibility, ease of extension, support of high-assurance software quality, agility, service-oriented approach, and containerization. For the specific low-code support, its model-driven approach is based on DSLs at two levels:

1. **Language DSLs**, as a mechanism to design and implement the application design environment itself, i.e., the Integrated Modeling Environment (IME), and
2. **Application domain DSLs**, at application design time. We want to use **Native DSLs** as the means to integrate and expose collections of capabilities offered by end devices and other sources of functionalities to the application designers, and **Process DSLs** as the means to foster reuse of medium and large grained business logic across applications.

As different models cover different aspects of the target application, to ensure the intended behavior each model of the application is validated at compile time both at DSL and platform level for syntactic and semantic errors. After validation, these models act as input for subsequent model-to-code transformation phases. The key design principles of DIME are simplicity [39], agility [35] and quality assurance [59], hence, DIME is a promising “game changer” low code development environment (LCDE) for the realization of sophisticated web applications in tremendously shorter development cycles.

4 Digital Thread Platform: The Current Status

We target the application domain of advanced manufacturing including manufacturing analytics. Accordingly, we intend to support the conception, design and implementation of a set of applications, like for example robotics navigation and control, proactive maintenance, MES monitoring, but also analytics dashboards that analyse or summarise in real time or near-real time data provenient
from various systems and subsystems of a complex, possibly distributed production plant. In this context, data, processing and communications are expected to concern a large variety of devices, data sources, data storage technologies, communication protocols, analytics or AI technologies and tools, visualization tools, and more. This is where the integration of external native DSLs plays a key role. The current architecture of the Digital Thread platform is depicted in Fig. 2.

We see that DIME’s **Language DSL**, used to design the applications, encom\-passes for the moment in the advanced manufacturing setting primarily the Data, Process and GUI models.

We also see that already a significant variety of external platforms (like EdgeX for IoT), technologies (like REST services, or R for analytics) and tools (like the UR family of robots) have been integrated. All these are part of the **Application DSL** layer mentioned in Sect. 3, including quite a number of **Native DSLs** external to DIME.
The central property of simplicity here is that, once integrated, the Native DSLs all look “alike” within DIME: the collection of individual functionalities has an own, but uniform representation, and their use within DIME is uniform as well. This means that once a DIME user has learned how to work with the three model types and with the basic functionalities, this user can produce high quality applications that span a variety of technologies and application domains without need to be able to master any of their underlying technologies, programming languages, or communication protocols, as these are part of the encapsulation of this heterogeneity within the DSLs, and its virtualization by means of the uniform representation and handling. Note that this approach is not completely unusual: with more or less success, generations of platforms have pursued this goal. Some platforms are domain specific and special purpose, like for example EdgeX [1] for the provision of an extensible, uniform service-oriented middleware for (any of the) supported IoT devices and their management. EdgeX defines itself as “the preferred Edge IoT plug and play ecosystem-enabled open software platform” [1], a “highly flexible and scalable open-source framework that facilitates interoperability between devices at the IoT edge”. Its data model is YAML profiles, its exposed services are implemented as REST microservices, it supports the C and Go programming languages for users to write their own orchestrations (instead of DIME’s process models). It does not support GUI models as this user interfaces are not an aspect in their focus. Other platforms have a broader scope. For example, GAIA-X [3] aspires to become “a federated data infrastructure for Europe”. Among the platforms that have meanwhile over a decade of history, FI-WARE [2] describes itself as “the Open-Source Platform for Our Smart Digital Future” and offers a wide collection of services and service components that can be reused by application developers.

They all require programming ability, none of them offers a low-code approach, they all provide collections of reusable components, and do not envisage support for the orchestration on top. Their view is the bottom-up approach of component provision, that an expert will then somehow orchestrate.

In this respect, our value proposition sits clearly at the upper, application development layer, where we see the interoperability challenge truly reside.

We also see ourselves as systematic users of such pre-existing platforms, who are for us indeed welcome providers of Native DSLs. In this context, a number of integrations in DIME relevant to the advanced manufacturing domain have already been addressed.

Seen from an Application domain point of view, for example, the following have already been integrated:

- A IoT through (some parts of) EdgeX [19, 20]
- Robotics through the UR command language [32]
- Persistency layer through various data storage alternatives, from CSV files, to relational (PostgreSQL) and no-SQL (MongoDB) databases (own work)
- Cloud services [10]
- Data analytics with R libraries (own work)

and own work is ongoing on
Table 1. SIBs information for REST services integration.

| SIB name         | Input(s)       | Output(s)       | Explanation                                                                 |
|------------------|----------------|-----------------|-----------------------------------------------------------------------------|
| Rest_read_str_str| Url Input_var  | Output_val      | This SIB accepts inputs required to initiate the communication with an external REST service and receives a single variable as result |
|                  | Input_val      | (single var)    |                                                                             |
|                  | Output_var     |                 |                                                                             |

- some forms of AI and Machine Learning (classifiers, Grammatical Evolution [15], and more)
- Robotics through ROS, additional to [12, 21, 32]
- Distributed Ledger Technologies through blockchain
- Visualization tools with, e.g., Quickchart

Seen from a **Technology portfolio** point of view,

- REST services [10]
- R, seen as a programming language (own work)

are already supported, and the next months will see own work on

- Matlab and Julia, as programming languages/tools for simulations
- MQTT and other native IoT protocols, as in some cases it is impractical to have to use EdgeX.

In the following, we will provide some details on a few selected examples of these integrations.

### 4.1 REST Services

A case study [10] details a generic extension mechanism, where two LCDE platforms based on formal models were extended following the analogy of microservices. This extended the capabilities of DIME by integrating cloud and web services thorough REST. RESTful APIs are a standardized way how applications can communicate, firstly described by Roy in his PhD Thesis [13], have become one of the most used APIs schemas. DIME uses REST to share information between the front and the back end. While the commands are encoded via the widely supported HTTP standard, data can be exchanged in many formats. The most common data format is the Java Script Object Notation (JSON), but also Extended Markdown Language (XML) and others can be used.

In this context, this new DIME DSL allows to act as client for those APIs, i.e., to send request to external applications and to decode JSON responses into the data domain of DIME. Table 1 shows a list of sample SIBs with relevant IOs and explanation.
4.2 Robotics with the UR Language

UR3 is a well-known lightweight collaborative robotic arm designed to work on assembly lines and production environments in the smart manufacturing context. The robotic arm is not only easy to install but has a simple command language to program all the tasks required, with a tethered tablet. The paper [32] showed how to build a remote controller through a DIME Web application that manages the remote communication with UR cobots and the commands through a UR-Family native DSL. Figure 3 shows the hierarchical process model in DIME for the outer working of the controller: the robot is initialized (started and ready to respond), it is sent to an initial position to test the correct functioning of the command channel, then the program with the real task is uploaded (this is itself a DIME process) and the communication is then closed upon execution completion. Table 2 shows a list of sample SIBs with relevant IOs and explanation.

4.3 Data Management via Files and External Databases

DIME supports basic files handling operations, sufficient for text and Comma Separated Value (CSV) files. However, handling large datasets requires coordination with dedicated structured or non-structured databases. Recent work integrates MongoDB Atlas and Elephant SQL, two fully managed NOSQL cloud databases, and the PostgreSQL database service. The integrations use the MDD approach to provide functionalities to import and export data from/to these...
Table 2. SIBs information for robotic arm integration.

| SIB name              | Input(s) | Output(s) | Explanation                                                                 |
|-----------------------|----------|-----------|-----------------------------------------------------------------------------|
| InitiateRobot         | No input | result    | The SIB does not need any input. It reads the robotic configurations from a  |
|                       |          | (boolean) | pre-defined location, initiates a connection with the robotic arm and returns | |
|                       |          |           | a boolean status code according to the execution outcome                    |
| MoveRobotToTestPosition | No input | result    | The SIB reads predefined coordinates from the application code, sends them  |
|                       |          | (boolean) | to the robotic arm over a network connection. After the mechanical           |
|                       |          |           | movement, it returns the according boolean status code                       |
| MoveCoordinatesRobot  | x y z ax| result    | The SIB accepts a set of coordinates (3D position, 3 angles) as input, sends  |
|                       |          | (boolean) | them to the robotic arm requesting it to move to this position, then returns  |
|                       |          |           | a boolean status code                                                        |
| StopRobot             | No input | result    | The SIB sends to the robotic arm the stop command, with instructions to shut  |
|                       |          | (boolean) | down and stop the communication, and returns a boolean status code           |

storage alternatives - an essential capability for the data interoperability and data migration in the Digital Thread platform. Table 3 shows a list of sample SIBs from the MongoDB integration with the relevant IOs and explanations.

4.4 Analytics with R

DIME is built upon J2EE and supports all its functionalities and capabilities. However, specialized languages and platforms like MATLAB for simulations and R for data analytics are optimized for those tasks and need to be supported in a proper Digital Thread platform. We recently extended DIME with the R environment by encapsulation through a Native DSL shown in Table 4. Figure 4 shows the runtime architecture: the application and the R environment are deployed in two different docker containers. The Rserv library is the entry point of the R environment, it handles all the external communication using TCP/IP. DIME uses this mechanism to provide the R data analytics capabilities.

The impact of having a platform mindset is that the functionality needs to be implemented only once and is reusable across multiple domains by very different domain experts, as illustrated in Fig. 5 and Fig. 6. The same plot R histogram SIB is used in fact in Fig. 5 (left) with a manufacturing domain dataset to draw...
**Table 3.** SIBs information for external databases (MongoDB) integration

| SIB name        | Input(s)                  | Output(s)    | Explanation                                                                                                                                 |
|-----------------|---------------------------|--------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| ConnectMongoDB  | ConnectionString          | result (boolean) | The SIB accepts as input a ConnectionString containing the address and credentials of the server. The boolean result tells whether or not the connection is successful |
| ReadfromDB      | projectName, databaseName, attributeID | result | The SIB accepts the relevant project, database and attribute names and returns the result of the query as a single or multiple tuples |

![Fig. 4. Runtime infrastructure of DIME and R - environment](image)

the histogram of manufacturing fitting failures per installation year (left), and in Fig. 6 on the Irish census data of 1901: in this history/humanities domain the same SIB is used to visualize the breakdown of the 1901 population by age.

## 5 Programming: What’s Next?

Considering the questions posed to the authors in this Special Track, we answer them briefly from the point of view of the technologies described in this paper, considering also our experience in projects and education.

1. **What are the trends in classical programming language development?, both wrt. applications programming and systems/embedded programming?**
   While the state of the art in these domains is still dominated by traditional,
Table 4. SIBs information for the R – Environment integration.

| SIB name          | Input(s)          | Output(s) | Explanation                                                                                                                                 |
|-------------------|-------------------|-----------|----------------------------------------------------------------------------------------------------------------------------------------------|
| execute_R_instructions | instruction       | result    | The SIB accepts a single R – language instruction as input and returns the execution result (if there is any) from the R – environment         |
| execute_R_file    | file_name         | result    | The SIB accepts a filename as input, executes the batch of R instructions contained in that file in the R environment and returns the execution result |
| plot_R_histogram  | file_name, col_name, title, x_label, y_label, color | image     | The SIB accepts the dataset, parameters and formatting details as input, generates a histogram in the R environment and returns the resulting image |
| plot_R_wordcloud  | file_name, col_name, min_frequency, max_words | image     | The SIB accepts the dataset, parameters and specification details as input, generates a word cloud in the R environment and returns the resulting image |

hand-coded software, the low-code development wave is reaching industry adoption and a certain degree of maturity. So far it is more prominent in the general application programming and not yet in the CPS/embedded systems domain, but that is in our opinion a matter of diffusing across communities. We are surely working to reach the embedded systems, CPS and Industry 4.0 industrial adopters for our methods.

2. What are the trends in more experimental programming language development, where focus is on research rather than adoption? This includes topics such as e.g. program verification, meta-programming and program synthesis. In this context, we see the evolution of meta-programming from the classic and traditional UML-driven community and mentality, that we see still prevail in recent surveys [46], towards the more radical approach promoted by Steffen et al. via Language Driven Engineering [54] and purpose driven collaboration using purpose specific languages (PSLs) [64]. This is a powerful, yet still niche, area of research and adoption. In this line of thought, also [6] advocates intent-based approaches and platforms as a way of channelling complexity by focusing on what matters. As adopters of the LDE and DSLs paradigms through the use of the Cinco-products DIME and Pyro/Pyrus [62,63], we see the advantages and the power of these new paradigms and tools. The need to understand the platforms, the various levels of “meta” and their interplay, which needs to be respected and embraced, require more understanding of the interna of these paradigms, their implementations, and also the limitations imposed by
the languages and platforms they at the end based upon (like Eclipse, E-core, and more). This is also underlined by Lethbridge [26], who provides also recommendations for the next generation of Low-code platforms. Core advantages of model-driven and low-code taken together are in the rapidity of evolution, and the precision of the generated artefacts. Taking out the human factor from a number of steps in the software implementation process may eliminate some genial solutions, but it also eliminates a wealth of errors, misunderstandings, and subjective local decisions that may be incoherent with other local decisions elsewhere. This enforced “uniformity by generation” has the advantage of enforcing a standard across the generated code base, and a generation standard is less unpredictable and easier to maintain and evolve.

In terms of program synthesis, we have a long experience in synthesis of workflows [33], of mashups and web services [29, 31], of applications in robotics and bioinformatics [22, 30] and of benchmark programs with well defined semantic profiles [55]. The potential for application to low-code and in particular...
no-code development environments that support a formal method- underpinned semantics is certainly enticing. The fact is, so far the popular platforms of that kind do not have a formal semantics, and in this sense the Cinco-DIME-Pyro family of platforms is indeed quite unique.

3. **What role will domain-specific languages play and what is the right balance between textual and graphical languages?**

Concerning DSLs, we are keen adopters of them both at the language design level (as in DIME) and at the application domain level, with the External native DSLs. In our experience, they are useful to address the knowledge, the terminology and the concerns of both programmers and non-programmer stakeholders in a collaborative application development team. They are a key element of the bridge building [28] so necessary to get the right things right. Currently, most domain specific languages are at the coding level and do not leverage a model driven approach at the platform level. On the DSL side, the internal DSLs built in Scala of [16] address specific aspects in the design of embedded systems. They are an attractive step towards the preparation of abstractions that can connect well with the modelling level. The construction of meta-models behind these DSLs is challenging, since they must capture all the domain knowledge, i.e. provide both semantic and syntactic rules. For example, Ktrain [27] is a popular coding level DSL: a python wrapper that encapsulates Tensor Flow functionalities and facilitates developers to augment machine learning tasks with fewer lines of python code.

We see the graphical presentation of, specifically, coordination languages as an advantage for those tasks that privilege evidence and intuition. In this sense, “seeing” a workflow and a dataflow in a native representation as in DIME and Pyrus exposes some errors in a more self-evident way than if this representation had to be first derived from the linear syntax of customary code. Extracting again the Control Flow Graph and the Dataflow Graph, e.g., is common practice to then analyze dependencies or do the meanwhile well established program analysis and verification. We see an advantage to use them as the explicit, mathematically correct, representation facing the designers rather than to extract them from the traditional program code where they are only implicitly present.

4. **What is the connection between modeling and programming?**

In the light of the above, the connection is tight between, e.g., the program models used in DIME and the code they represent. We are here concentrating on the software that enables the operation, in particular the interoperation and control, of applications and systems, and therefore we do not delve into the kind of cyberphysical systems modelling that concerns the physics, mechanics, and general simulation models.

In terms of our own experience, being able to cover a variety of models in a single IME is a great advantage. The METAFrame [56] and jABC platforms [57] supported only process models, and even in DyWA [43] the integration between data model and process models happened through import/export
across two tools. In comparison, the current integration of language DSLs in DIME provides a level of comfort, ease of development and built-in checks that makes DIME a success in our teaching of agile development to undergraduates and postgraduates.

5. Will system development continue to be dominated by programming or will there be radical changes in certain application areas/generally? E.g. driven by breakthroughs in AI and machine learning techniques and applications.

Next to the traditional hand-coded programming and the full AI/ML based approach, we see a significant and growing role for the XMDD style of modelling [36,37], that we see as an intermediate paradigm, more controllable, analyzable and explainable than those based on AI/ML. In our opinion it covers the sweet spot between these two schools of thought and practice. Several other approaches seem to inhabit this middle too: CaaSSET [40] is a Context-as-a-Service based framework to ease the development of context services. The transformation into executable services is semi-automatic. Agent-based modelling paradigm [53] is another popular approach to increase the development productivity in simulation environments.

In terms of AI support, for example, Xatkit [11], still in early stages of development, increases the reusability of chat bots by evolving NLP/NLU engine for text analytics. At the language level they support several versions of bots, but the generation of chatbots from existing data sources at the framework level is in future plans.

In terms of trends that have an influence on the programming and modelling philosophy, service orientation and more recently microservices play a significant role. This architectural style that tries to focus on building single-function modules with well-defined interfaces and operations can be seen in part as an evolution of web services [7], in a trend towards the production of fine-grained systems [44] that seems to conceptually align with the growing attention to limiting scope in order to tame complexity. There are graphical approaches [48], but mostly they use standard programming languages. Dedicated programming languages like Jolie [4] offer native abstractions for the creation and composition of services, but add to the layers of infrastructure needed to develop and then execute microservices. Here, we see our abstraction as one level higher, so that we integrate microservices as simply just one additional flavour of decentralized execution [10], building on previous experience with Webservices and WSDL.

6. Is teaching classical programming as third discipline sensible/required?

We would advocate that an XMDD approach based on DSLs as we have presented is easier to understand, largely (programming) language and application domain independent. In our approach, the largest part of these technical, infrastructural and knowledge layers are dealt with by IT and programming professionals who integrate the domains and this way encapsulate them. What users do see, in terms of Native DSLs and the coordination layer, has a domain specific meaning but a language and domain independent general syntax and
semantics. Accordingly, we would consider it a better choice of abstraction level to bring to the masses of professionals as third discipline than the traditional programming in one paradigm/language, which is necessarily a very specialized choice.

There are also other frameworks in the making: for example, Aurera [58] is a low-code platform for automating business processes in manufacturing. It is standalone desktop system that addresses the challenges of frequent changes to IT solutions. It is however still in early stages of development and does not support communication with external systems.

7. *Can we imagine something like programming for everybody?*

Yes, we can! And the XMDD paradigm for Low-code and no-code application development is in our experience a strong candidate toward that aim.

6 Conclusion and Outlook

We addressed the principles, the architecture and the individual aspects of growing Digital Thread platform we are building, which conforms to the best practices of coordination languages. Through the adoption of the Low-Code Development Environment DIME it supports a level of reuse, refactoring and analysis at the coordination layer that goes beyond what is achieved today with the current practice of glue code. We illustrated the current status, and described various extension through generic REST services, to robotics through the UR family of robots, to the integration of various external databases (for data integration) and to the provision of data analytics capabilities in R.

We are currently working in various collaborative contexts to enrich the set of supported DSLs, as shown in Fig. 2. The choice of what to address next depends on the needs arising in various contexts, and it is limited by the time and staff available. The snowball effect of the impact has however already kicked in: in more than one case, a new application, sometimes in a completely different domain and collaboration, has already been able to avail of existing native DSLs, or even processes, developed in a totally different context.

Over time, we expect reuse to be increasingly the case, reducing the new integration and new development effort to a progressively smaller portion of the models and code needed for at least the most standard applications. We also expect this kind of paradigm to attract the attention of those sectors and industries that require a tighter cooperation between stakeholders with different expertise and knowledge, where there is a lack of skilled developers, and where the need for a faster turn around time can make code generation attractive as a form of automation.
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