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Abstract—In this paper, we study the information theoretic maximal degrees of freedom (DoF) for the symmetric multi-input-multi-output (MIMO) interfering broadcast channel (IBC) with arbitrary antenna configurations. For the $G$-cell $K$-user $M \times N$ MIMO-IBC network, we find that the information theoretic maximal DoF per user are related to three DoF bounds: 1) the decomposition DoF bound $d^{\text{Decom}} = MN/(M + KN)$, a lower-bound of linear interference alignment (IA) with infinite time/frequency extensions (called asymptotic IA); 2) the proper DoF bound $d^{\text{Proper}} = (M + N)/(GK + 1)$, an upper-bound of linear IA without time/frequency extensions (called linear IA); and 3) the quantity DoF bound $d^{\text{Quant}}$, a zigzag piecewise linear function of $M$ and $N$. The whole region of $M/N$ can be divided into two regions, Region I: $\mathcal{R}^I = \{M/N | d^{\text{Proper}} < d^{\text{Decom}}\}$ and Region II: $\mathcal{R}^{III} = \{M/N | d^{\text{Proper}} \geq d^{\text{Decom}}\}$. Specifically, for most configurations in Region I, the information theoretic maximal DoF are the decomposition DoF bound and can be achieved by the asymptotic IA. For all configurations in Region II, the information theoretic maximal DoF are the quantity DoF bound and can be achieved by the linear IA.

To obtain the tight upper-bound, we propose a unified way to construct genies, where the genies help each base station or user resolve the maximal number of interference. According to the feature that the designed genies with the same dimension can derive identical DoF upper-bound, we convert the information theoretic DoF upper-bound problem into a linear algebra problem and obtain the closed-form DoF upper-bound expression. Moreover, we develop a non-iterative linear IA transceiver to achieve the DoF upper-bound for the networks with antenna configurations in Region II, which means that the derived DoF upper-bound is tightest. The basic principles to derive the DoF upper-bound and design the linear IA transceiver to achieve the DoF upper-bound can be extended into general asymmetric networks.

Index Terms—Interference alignment (IA), interfering broadcast channel (IBC), degrees of freedom (DoF), genie tree, irresolvable and resolvable inter-cell interferences (ICIs)

I. INTRODUCTION

Inter-cell interference (IA) is a bottleneck of improving the sum capacity of multi-cell networks, especially when multi-input-multi-output (MIMO) techniques are used. The degrees of freedom (DoF) can reflect the potential of interference networks, which are the first-order approximation of sum capacity at high signal-to-noise ratio (SNR) regime [1][2]. Recently, significant research efforts have been devoted to find the DoF for MIMO interference channel (MIMO-IC) [1][2][19]. MIMO interfering broadcast channel (MIMO-IBC) [10][12], and MIMO interfering multiple access (MIMO-IMAC) [13] networks.

For the symmetric $G$-cell $M \times N$ MIMO-IC network where each base station (BS) and each mobile station (MS) have $M$ and $N$ antennas, respectively, when the channels are time/frequency varying and $M = N$, the information theoretic maximal DoF per user are $M/2$. This implies that the sum DoF can linearly increase with $G$, and the performance of the interference network is not interference-limited [3]. Encouraged by such a promising result, many recent works strive to analyze the information theoretic maximal DoF for the MIMO-IC [1][2] and MIMO-IBC [10][12] networks with various antenna configurations and devise interference management techniques to achieve the information theoretic maximal DoF.

For the two-cell MIMO-IC network, the information theoretic maximal DoF were obtained with all antenna configurations in [2] and can be achieved by the linear interference alignment (IA). For the symmetric three-cell $M \times N$ MIMO-IC network, the information theoretic maximal DoF were obtained as a piecewise linear function of $M$ and $N$ in [1] and achievable by the linear IA. For the symmetric two-cell $K$-user $M \times N$ MIMO-IBC network where $K = 2, 3$, the information theoretic maximal DoF were obtained with all antenna configurations in [10] and achievable by the linear IA. These results show that when $G = 2$, $K = 1$, $2, 3$ and $G = 3$, $K = 1$, the linear IA can achieve the information theoretic maximal DoF.

However, for the networks where $G = 2$, $K \geq 4$, $G = 3$, $K \geq 2$, and $G \geq 4$, $K \geq 1$, the information theoretic maximal DoF were only obtained with special configurations. For many antenna configurations in these networks, the information theoretic maximal DoF cannot be achieved by the linear IA, but can be achieved by the asymptotic IA in [3].

Considering that infinite time/frequency extensions of asymptotic IA are not viable for practical networks, many studies investigated the maximal DoF achieved by the linear IA. For the MIMO-IC network with constant coefficients, the feasible conditions of linear IA, called IA conditions for short, were derived in [15]. The IA conditions contain a class of rank constraints to receive the desired signals and a class of zero-forcing constraints to eliminate all ICIs. A proper condition was first proposed in [14], which requires that the number of variables to cancel the ICIs is greater than or equal to the number of ICIs. When the channels in the MIMO-IC network are generic (i.e., drawn from a continuous probability distribution), the authors in [16][17] proved that the proper condition is a necessary condition for the feasibility of linear IA. The proper condition was proved to be sufficient for two cases: 1) $M = N$ in [16] and 2) either $M$ or $N$ is divisible by the number of data streams per user $d$ [17]. The study in [8] investigated the sufficient conditions of linear IA feasibility for the asymmetric

$^1$The configurations are summarized in Table I.
MIMO-IC. In [2], the authors developed a polynomial complexity test that allows a complete characterization of the achievable DoF region by the linear IA for the symmetric MIMO-IC with arbitrary antenna configuration. For the MIMO-IBC network with generic channels, the proper condition was proved to be necessary in [18, 19] and to be sufficient for two cases: 1) $M = N + (K - 1)d$ by extending the result in [16] and 2) either $M$ or $N$ is divisible by $d$ in [19]. For general cases, these results did not answer when the proper condition is sufficient and when the linear IA can achieve the information theoretic maximal DoF.

So far, the following questions are still open for general MIMO-IC and MIMO-IBC networks:

1. What are the information theoretic maximal DoF?
2. How to derive the information theoretic maximal DoF?
3. Why some linear IA transceivers that satisfy the proper condition are infeasible?

This paper strives to answer these questions. The main contributions are summarized as follows:

1. We obtain the information theoretic maximal DoF for the symmetric $G$-cell $K$-user $M \times N$ MIMO-IBC network. The whole region of $M/N$ is divided into two parts, Region I and Region II. For most configurations in Region I, the information theoretic maximal DoF are $MN/(M + KN)$, which are achievable by the asymptotic IA. For all configurations in Region II, the information theoretic maximal DoF are the piecewisely linearly function of $M$ and $N$, which are achievable by the linear IA.

2. We provide a unified method to construct genies to derive the tight DoF upper-bound for the networks with general configurations, which is different from the methods in [17] where different ways were developed for different configurations. By dividing the ICIs into resolvable ICIs and irresolvable ICIs, we construct the genie to assist each BS or user to resolve the maximal number of irresolvable ICIs in order to derive the tightest upper-bound. By using the feature that identical DoF upper-bound can be obtained from the genies with the same dimension, we convert the information theoretic DoF upper-bound problem into a linear algebra problem to obtain the closed-form DoF upper-bound expression. According to the structure of genie tree, we obtain the tightest DoF upper-bound and develop a non-iterative linear IA transceiver to achieve the DoF upper-bound with all antenna configurations in Region II.

3. We find that there exists a kind of ICIs that must be solely eliminated by the BSs or the users but cannot be jointly eliminated by the BSs and users. The proper condition does not ensure the system to provide enough antennas to eliminate this kind of ICIs, which explains why some linear IA transceivers are proper but infeasible.

The basic principles of constructing the genie tree to derive the DoF upper-bound and design the feasible linear IA transceiver can be extended into asymmetric MIMO-IC, MIMO-IBC, and MIMO-IMAC networks with general antenna configurations.

The rest of the paper is organized as follows. We describe the system model in Section II. We present the information theoretic maximal DoF in Section III and prove the results in Sections IV and V respectively. Conclusions are given in the last section.

Notations: Transpose, Hermitian transpose and expectation are represented by $(\cdot)^T$, $(\cdot)^H$, and $\mathbb{E}\{\cdot\}$, respectively. diag{$\cdot$} is a block diagonal matrix. For the vector $\mathbf{x}$, $x(i)$ denotes its $i$th variable, and $\mathbf{x}(i:j)$ denotes a row vector obtained from its $i$th to $j$th variables. Similarly, for the matrix $\mathbf{X}$, $X(i:j)$ denotes its $i$th column vector, and $\mathbf{X}(i:j)$ denotes a matrix obtained from its $i$th to $j$th columns.

II. SYSTEM MODEL AND DEFINITION

A. System Model

Consider a $G$-cell multiuser MIMO network where $G$ BSs each with $M$ antennas serve $K$ users each with $N$ antennas. All channel state information is assumed available at all nodes. In information theory terminology, this is a symmetric MIMO-IBC network, denoted as the $G$-cell $K$-user $M \times N$ MIMO-IBC network.

The information theoretic maximal DoF for the MIMO-IBC network are equal to those for the MIMO-IMAC network. Nevertheless, since the signal models of both MIMO-IBC and MIMO-IMAC networks are necessary to derive the DoF, we provide the signal models of both networks.

In the MIMO-IMAC network, the received signals of the $j$th BS (denoted by BS$_j$) can be expressed as

$$y_j = \sum_{i=1}^{G} \sum_{k=1}^{K} H_{j,i}^k x_{ik} + n_j$$

where $x_{ik} \in \mathbb{C}^{N \times 1}$ is a vector of transmit signals of the $k$th MS in the $i$th cell (denoted by MS$_{ik}$), $H_{j,i}^k \in \mathbb{C}^{M \times N}$ is the channel matrix from MS$_{ik}$ to BS$_j$, whose elements are independent and identically distributed (i.i.d.) random variables with a continuous distribution, and $n_j \in \mathbb{C}^{M \times 1}$ is the zero-mean additive white Gaussian noise of BS$_j$ with covariance matrix $\mathbb{E}\{n_j n_j^H\} = \sigma_n^2 I_M$.

In the MIMO-IBC network, the received signals of MS$_{ik}$ can be expressed as

$$y_{ik} = \sum_{j=1}^{G} H_{j,i}^k x_j + n_{ik}$$

where $x_j \in \mathbb{C}^{M \times 1}$ is a vector of transmit signals of BS$_j$, and $n_{ik} \in \mathbb{C}^{N \times 1}$ is the zero-mean additive white Gaussian noise of MS$_{ik}$ with covariance matrix $\mathbb{E}\{n_{ik} n_{ik}^H\} = \sigma_n^2 I_N$. 

---

2This study considers the asymptotic IA proposed in [3], which is a linear IA with infinite time/frequency extensions.

3This study considers the linear IA discussed in [14], which is a linear IA with no time/frequency extensions. The finite spatial extensions [3] are allowed to avoid the loss of DoF caused by restricting the value of DoF to an integer.

4The ICIs are irreducible ICIs defined in [19].
Definition 1: The DoF per user with finite spatial extensions are defined as [1]

\[
d(M, N) = \max_{m \in \mathbb{Z}^+} \left\{ \frac{\bar{d}(mM, mN)}{m} \right\}
\]

where \(\bar{d}(M, N) = \lim_{\gamma \to \infty} R(\gamma)/\log \gamma\) are the DoF per user without spatial extensions, \(R(\gamma)\) is the achievable rate per user for the given SNR \(\gamma\), and \(m\) is a finite integer and \(\mathbb{Z}^+\) is the set of positive integers. It means that the DoF of \(m\bar{d}(M, N)\) are achievable for each user when each BS and each user are equipped with \(mM\) and \(mN\) antennas. With finite spatial extensions, the value of DoF per user is not necessary to be an integer, which avoids the loss of DoF due to rounding.

For notational simplicity, in the sequel we omit \(M, N\) and use \(d\) to denote the DoF per user as well as the number of data streams able to be supported for each user.

B. Related Notions

In the forthcoming analysis, we will show that the expression and derivation of information theoretic maximal DoF are related to the notions of generalized continued fraction sequence [21], and tree in graph theory [22]. For readers’ convenience, we first briefly introduce these notions.

1) Continued Fraction:

Definition 2: A generalized continued fraction sequence is a sequence in the form [21]

\[
x_n = \beta_0 + \frac{\alpha_1}{\beta_1 + \frac{\alpha_2}{\beta_2 + \ldots + \frac{\alpha_n}{\beta_n}}}, \forall n \in \mathbb{Z}^+
\]

where \(\{\alpha_n, \beta_n\}\) are defined as [1].

Property 1: The generalized continuous fraction sequence in (4) can be expressed as a ratio of a generalized Fibonacci sequence-pair, i.e.,

\[
x_n = q_n/p_n
\]

where \(\{q_n, p_n\}\) is the generalized Fibonacci sequence-pair satisfying \(\{p_{i-1}, p_{i-2}\} = (1, 0)\), \(\{q_0, q_1\} = (\beta_0, 1)\), and

\[
\{q_n, p_n\} = (\beta_n q_{n-1} + \alpha_n q_{n-2}, \beta_n p_{n-1} + \alpha_n p_{n-2}), \forall n \in \mathbb{Z}^+
\]

Property 2: The generalized continuous fraction sequence in (4) can be expressed in the form of series as

\[
x_n = \beta_0 + \sum_{m=1}^{n-1} (-1)^m \frac{\prod_{i=1}^{n-1} \alpha_i}{p_m p_{m+1}}, \forall n \in \mathbb{Z}^+
\]

2) Tree: In graph theory [22], a tree is a connected graph without cycles, as shown in Fig. 1. A rooted tree is a tree with a designated vertex called the root, e.g., vertex \(r\). In a rooted tree, the depth of vertex \(v\) is the distance from the root to the vertex. The height is the greatest depth. The height of the tree in Fig. 1 is two. If vertex \(v\) immediately precedes vertex \(w\) on the path from the root to \(w\), then \(v\) is the parent of \(w\) and \(w\) is the child of \(v\). A leaf is any vertex having no children, e.g., vertexes \(w, y, z\). A branch is a subtree without the root. A branch with the greatest height is called the maximal branch. In Fig. 1 vertexes \(x, y, z\) constitute a maximal branch.

Fig. 1. Basic notions of rooted tree in graph theory.

III. INFORMATION THEORETIC MAXIMAL DOF

In this section, we first present and compare several DoF bounds for symmetric MIMO-IBC networks. Then, we present the information theoretic maximal DoF to be proved later and show the connection with existing results in the literature.

A. DoF Bounds

1) Decomposition DoF Bound: For the \(G\)-cell \(M \times N\) MIMO-IC, the decomposition DoF bound was derived as

\[
d_{\text{Decom}} = MN/(M + N).
\]

It was a lower-bound of DoF per user introduced in [5] and achievable by the asymptotic IA through decomposing the antennas of both BSs and users.

Using the similar way of decomposing the antennas of the BSs, a \(G\)-cell \(K\)-user \(M \times N\) MIMO-IBC network can be decomposed to a \(GK\)-cell \(M/K \times N\) MIMO-IC network [6]. Then, the decomposition DoF bound for the symmetric MIMO-IBC network can be obtain as

\[
d_{\text{Decom}} = \frac{M/K \cdot N}{M/K + N} = \frac{MN}{M + KN}
\]

which is achievable by the asymptotic IA designed for the MIMO-IC network in [6].

From (7), we know that the achievable DoF per user are independent of the number of cells \(G\). It implies that the achieved sum DoF of the network can linearly increase with \(G\).

2) Proper DoF Bound: In [14], a proper condition was proposed, which has been proved to be necessary for the feasibility of linear IA in the MIMO-IC [16, 17] and MIMO-IBC networks [12], when the channels are generic. For the symmetric MIMO-IBC network, the proper condition was [19]

\[
M + N \geq (GK + 1)d
\]

We call the upper-bound of DoF per user obtained from the proper condition the proper DoF bound. From (8), the proper DoF bound is obtained as

\[
d_{\text{Proper}} = \frac{M + N}{GK + 1}
\]

Then, the upper-bound of the sum DoF is \(GK(M + N)/(GK + 1)\). As \(G\) or \(K\) increases, the sum DoF are bounded by \(M + N\).

Since we consider finite spatial extensions, the number of antennas is no necessary to be an integer.
Fig. 2. Comparison of three DoF bounds for the symmetric MIMO-IBC.

In Fig. 2 we compare the decomposition DoF bound and the proper DoF bound with different values of \( M/N \). For some values of \( M/N \), the decomposition DoF bound is greater than the proper DoF bound, while for others, the decomposition DoF bound is less than the proper DoF bound. For easy exposition, we divide the whole region of \( M/N \) into two parts, called Region I and Region II and denoted by \( R^I \) and \( R^{II} \), respectively. Specifically, we define the two regions as

\[
R^I = \left\{ \frac{M}{N} \mid d^{\text{Proper}} < d^{\text{Decom}} \right\}
\]

\[
R^{II} = \left\{ \frac{M}{N} \mid d^{\text{Proper}} \geq d^{\text{Decom}} \right\}
\]

By substituting (7) and (9) into (10), it is not difficult to express Regions I and II as

\[
R^I = (\xi^B, \xi^A), \forall K \geq 4, G = 2
\]

\[
R^{II} = \left\{ (0, \infty), \{0, \xi^B \} \cup [\xi^A, \infty) \right\}, \forall K \leq 3, G = 2
\]

where \( \xi^A = ((G - 1)K + \sqrt{(G - 1)^2K^2 - 4K})/2 \) and \( \xi^B = ((G - 1)K - \sqrt{(G - 1)^2K^2 - 4K})/2 \).

3) Quantity DoF Bound: In the forthcoming analysis, we will provide a DoF bound that is a piecewise linear function of \( M \) and \( N \) and prove that the DoF bound is the information theoretical maximal DoF. When \( G = 3 \) and \( K = 1 \), the DoF bound reduces to the quantity DoF introduced in (1). Therefore, we call it the quantity DoF bound.

For the symmetric MIMO-IBC network, the quantity DoF bound to be proved later is expressed as

\[
d^{DQ} = \left\{ \min \left\{ \frac{MC_n}{K + C_n}, \frac{NC_n}{1 + C_n} \right\}, \forall M/N \in R^A \right\}
\]

\[
\min \left\{ \frac{MC_n}{K + C_n}, \frac{NC_n}{1 + C_n} \right\}, \forall M/N \in R^B
\]

where \( R^A_0 = [C^A_n, \infty) \), \( R^B_0 = [C^B_n, \infty) \), and

\[
C^A_n \triangleq (G - 1)K - K/C^A_{n-1}
\]

\[
C^B_n \triangleq \frac{1}{G - 1 - C^B_{n-1}/K}
\]

satisfying \( C^A_n, C^B_n \geq 0, \forall n \in \mathbb{Z}^+ \), \( n \leq n^{max} \) with

\[
n^{max} = \begin{cases} 
2, \forall G = 2, K = 1 \\
3, \forall G = 2, K = 2 \\
5, \forall G = 2, K = 3 \\
\infty, \text{otherwise}.
\end{cases}
\]

To understand the properties of the quantity DoF bound, we show several values of \( \{C^A_n\} \) and \( \{C^B_n\} \) in Table III.

| \( n \) | \( C^A_n \) | \( C^B_n \) |
|---|---|---|
| 0 | 0 | 0 |
| 1 | \((G - 1)K\) | \(1\) |
| 2 | \((G - 1)K - \frac{1}{G - 1}\) | \(\frac{G - 1}{G - 1}\) |
| 3 | \((G - 1)K - \frac{1}{G - 1}\) | \(\frac{G - 1}{G - 1}\) |
| ... | ... | ... |

From Table III we can see that \( C^A_n \) and \( C^B_n \) \( \forall n \in \mathbb{Z}^+ \) are the generalized continued fraction sequences as follows.

\[
C^A_n = (G - 1)K_0 - \frac{1}{(G - 1)K_1 - \frac{1}{\cdot \cdot \cdot (G - 1)K_{n-1}}}
\]

\[
C^B_n = \frac{1}{(G - 1)K_1 - \frac{1}{\cdot \cdot \cdot (G - 1)K_2 - \frac{1}{\cdot \cdot \cdot (G - 1)K_n}}}
\]

where

\[
\bar{K}_n = \begin{cases} 
K_n, \forall n \text{ is even} \\
1, \forall n \text{ is odd}
\end{cases}
\]

According to Property 1, \( C^A_n \) and \( C^B_n \) \( \forall n \in \mathbb{Z}^+ \), \( n \leq n^{max} \) can be rewritten as the ratios of generalized Fibonacci sequence-pairs, i.e.,

\[
C^A_n = \frac{p^A_n}{q^A_n}, C^B_n = \frac{p^B_n}{q^B_n}
\]

where \( (p^A_n, q^A_n) \) and \( (p^B_n, q^B_n) \) are the generalized Fibonacci sequence-pairs satisfying \( (p^A_0, q^A_0) = (0, 1), (p^A_{-1}, q^A_{-1}) = (-1, 0), (p^B_0, q^B_0) = (1, 0), (p^B_{-1}, q^B_{-1}) = (0, -1) \), and

\[
\begin{align*}
p^A_n &\triangleq (G - 1)\bar{K}_{n-1}p^A_{n-1} - p^A_{n-2} \\
q^A_n &\triangleq (G - 1)\bar{K}_{n-1}q^A_{n-1} - q^A_{n-2} \\
p^B_n &\triangleq (G - 1)\bar{K}_{n-1}p^B_{n-1} - p^B_{n-2} \\
q^B_n &\triangleq (G - 1)\bar{K}_{n-1}q^B_{n-1} - q^B_{n-2}
\end{align*}
\]

satisfying \( p^A_n, q^A_n, p^B_n, q^B_n > 0, \forall n \in \mathbb{Z}^+ \), \( n \leq n^{max} \).
According to Property 2, \(C^A_n\) and \(C^B_n\), \(\forall n \in \mathbb{Z}^+, n \leq n_{\text{max}}\) can be rewritten as the series as follows,

\[
C^A_n = (G - 1)K - \sum_{m=1}^{n-1} \frac{1}{p^A_m p^A_{m+1}} 
\]

\[
C^B_n = \sum_{m=1}^{n-1} \frac{1}{p^B_m p^B_{m+1}} 
\]

(19a)

(19b)

Since \(p^A_m, p^B_m \geq 0, \forall m \in \mathbb{Z}^+, m \leq n_{\text{max}}, \{C^A_n\}\) is a monotonically decreasing sequence, whereas \(\{C^B_n\}\) is a monotonically increasing sequence.

In (12), \(d_{\text{Quan}}\) is a piecewise function defined in \(M/N \in \mathcal{R}^A \cup \mathcal{R}^B\), where \(\mathcal{R}^A \triangleq \cup_{n=1}^{n_{\text{max}}} \mathcal{R}^A_n\) and \(\mathcal{R}^B \triangleq \cup_{n=1}^{n_{\text{max}}} \mathcal{R}^B_n\), respectively. According to the derivation in Appendices 2 and 3, we obtain the feature of \(d_{\text{Quan}}\) as follows.

**Lemma 1:** \(\mathcal{R}^A\) and \(\mathcal{R}^B\) are two subregions of Region II, i.e.,

\[
\mathcal{R}^I = \mathcal{R}^A \cup \mathcal{R}^B 
\]

(20)

Lemma 1 suggests that the quantity DoF bound \(d_{\text{Quan}}\) is a piecewise function defined in Region II. We call the two subregions of of Region II as Region II-A and Region II-B and denote them by \(\mathcal{R}^{I-A}\) and \(\mathcal{R}^{I-B}\) in the following.

**Lemma 2:** The quantity DoF bound \(d_{\text{Quan}}\) satisfies

\[
d_{\text{Decom}} \leq d_{\text{Quan}} \leq d_{\text{Proper}}, \forall M/N \in \mathcal{R}^I 
\]

and

\[
d_{\text{Quan}} = d_{\text{Decom}}, \forall M/N \in \{C^A_n, C^B_n\} 
\]

\[
d_{\text{Quan}} = d_{\text{Proper}}, \forall M/N \in \{D^A_n, D^B_n\} 
\]

(22a)

(22b)

where

\[
D^A_n = \frac{K + C^A_{n+1}}{1 + K/C^A_n}, D^B_n = \frac{K + C^B_{n+1}}{1 + K/C^B_{n+1}} 
\]

(23)

As shown in Fig. 2 in Region II, the quantity DoF bound is a zigzag curve between the proper DoF bound and the decomposition DoF bound.

**B. Information Theoretic Maximal DoF**

**Theorem 1 (DoF Upper-bound):** For the G-cell K-user M \(\times\) N MIMO-IBC network, the DoF per user are bounded by

\[
d \leq d_{\text{Decom}}, \forall M/N \in \mathcal{R}^I \cap \mathcal{Q} 
\]

\[
d \leq d_{\text{Quan}}, \forall M/N \in \mathcal{R}^I 
\]

(24a)

(24b)

where

\[
\mathcal{Q} \triangleq \{\hat{q}^\alpha_{l,n}/\hat{p}^\alpha_{l,n}\}, \alpha = A, B, n \in \mathbb{Z}^+ 
\]

(25)

when \(n = 2m - 1, \alpha = A\) or \(n = 2m, \alpha = B, \forall m \in \mathbb{Z}^+, l = j^6\)

when \(n = 2m, \alpha = A\) or \(n = 2m - 1, \alpha = B, l = i_k^7\)

Here, \((\hat{p}^A_{l,n}, \hat{q}^A_{l,n})\) and \((\hat{p}^B_{l,n}, \hat{q}^B_{l,n})\) are the generalized Fibonacci sequence-pairs satisfying \((\hat{p}^A_{l,0}, \hat{q}^A_{l,0}) = (0, 1), (\hat{p}^A_{l-1}, \hat{q}^A_{l-1}) = (-1, 0), (\hat{p}^B_{l,0}, \hat{q}^B_{l,0}) = (1, 0), (\hat{p}^B_{l-1}, \hat{q}^B_{l-1}) = (0, -1), \) and

\[
\hat{p}^\alpha_{l,n} \triangleq \sum_{r \in \mathcal{T}^I_{l,n}} \hat{p}^\alpha_{r,n-1} - \hat{p}^\alpha_{r,n-2} 
\]

\[
\hat{q}^\alpha_{l,n} \triangleq \sum_{r \in \mathcal{T}^I_{l,n}} \hat{q}^\alpha_{r,n-1} - \hat{q}^\alpha_{r,n-2} 
\]

satisfying \(\hat{p}^\alpha_{l,n}, \hat{q}^\alpha_{l,n} > 0, \forall n \in \mathbb{Z}^+, \) and \(\mathcal{T}^A_{l,n}, \mathcal{T}^B_{l,n} \subseteq \mathcal{T}_l\) satisfy

\[
\sum_{r \in \mathcal{T}^A_{l,n}} \hat{q}^\alpha_{r,n-1} - 2\hat{q}^\alpha_{r,n-2} \leq M 
\]

\[
\sum_{r \in \mathcal{T}^B_{l,n}} \hat{q}^\alpha_{r,n-1} - 2\hat{q}^\alpha_{r,n-2} \leq M 
\]

(27a)

(27b)

\(\mathcal{I}_k = \{j|j \neq i, j \in \{1, \cdots , G\}\}\) and \(\mathcal{I}_j = \{i_k|i \neq j, i \in \{1, \cdots , G\}, k \in \{1, \cdots , K\}\}\) denote the set of interfering BSs for MS\(_{ij}\) and the set of interfering users for BS\(_{i_k}\), respectively.

In Theorem 1, \(24a\) indicates that the decomposition DoF is the DoF upper-bound for most configurations in Region I, and \(24b\) means that the quantity DoF is the DoF upper-bound for all configurations in Region II.

**Theorem 2 (Achievable DoF):** For the G-cell K-user M \(\times\) N MIMO-IBC network, the achievable DoF per user satisfy

\[
d \geq d_{\text{Decom}}, \forall M/N \in \mathcal{R}^I 
\]

\[
d \geq d_{\text{Quan}}, \forall M/N \in \mathcal{R}^I 
\]

(28a)

(28b)

In Region I, the DoF of \(d_{\text{Decom}}\) are achievable by the asymptotic IA. In Region II, the DoF of \(d_{\text{Quan}}\) are achievable by the linear IA.

From Theorems 1 and 2 we can obtain the information theoretic maximal DoF immediately.

**Corollary I (Information Theoretic Maximal DoF):** For the G-cell K-user M \(\times\) N MIMO-IBC network, the information theoretic maximal DoF per user are

\[
d_{\text{max}} = d_{\text{Decom}}, \forall M/N \in \mathcal{R}^I \cap \mathcal{Q} 
\]

\[
d_{\text{max}} = d_{\text{Quan}}, \forall M/N \in \mathcal{R}^I 
\]

(29a)

(29b)

Existing studies \([1, 5–7, 10–12]\) have investigated the information theoretic maximal DoF for the symmetric MIMO-IC and MIMO-IBC networks with some special configurations. Table II summarizes the considered cases in these studies, where \(\checkmark\) denotes the networks whose information theoretic maximal DoF were obtained for all antenna configurations, and \(\times\) denotes the remaining networks.

When \(M/N \in \mathcal{R}^I,\) from Table II and (25), it is not hard to prove that \(Q\) contains all configurations in \(\{1 \sim 5\}\) except the two special cases in \(\{3\}\) where \(\xi = 19/10, 17/9\). Therefore, our results in Corollary I are consistent with the most existing results. When \(M/N \in \mathcal{R}^{II}\), our results in Corollary I are consistent with all existing results and provide the information theoretic maximal DoF for the networks with all configurations.

\(^6\)It means that \(\hat{q}^\alpha_{l,n}, \hat{p}^\alpha_{l,n}\) in (25) are the parameters of BS\(_j\).

\(^7\)It indicates that \(\hat{p}^\alpha_{l,n}, \hat{q}^\alpha_{l,n}\) in (25) are the parameters of MS\(_{ik}\).
TABLE II

| G   | K   | Region I | Region II |
|-----|-----|----------|-----------|
| G = 2 | K = 1 | –         | R_{II}^{1i} | \checkmark |
| G = 2 | K = 2, 3 | –         | R_{II}^{1i} | \checkmark |
| G = 2 | K \geq 4 | \circ, \circ | \checkmark | \times |
| G = 3 | K = 1 | \circ, \circ | R_{II}^{1i} | \checkmark |
| G = 4 | K = 1 | \circ, \circ, \circ | R_{II}^{1i} | \checkmark |
| G \geq 5 | K = 1 | \circ, \circ, \circ | R_{II}^{1i} | \checkmark |
| G \geq 3 | K > 1 | \circ, \circ, \circ | \times | \times |

where R_{II}^{1i} \triangleq R_{II}^{1i} \cup R_{II}^{1i} - A \cup R_{II}^{1i} - B.

1. K = 1 and \(\xi \triangleq \max\{M, N\}/\min\{M, N\}\) is an integer less than G [5].
2. K = 1 and G > (M + N)/gcd(M, N), where gcd(M, N) is the greatest common divisor of M and N [6].
3. K = 1, G = 4, \(\xi \in P\), where \(P = P_1 \cup P_2 \cup P_3\), \(P_1 = \{a/b|1 \leq a/b \leq 2, a, b \in \mathbb{Z}^+, a < 20\}\), \(P_2 = \{25/2\}\), and \(P_3 = \{(5e-2)/(2c-1)|c \in \mathbb{Z}^+\}\) [7].
4. K \geq 1, N = 1, and max(M, K)/min(M, K) is an integer less than G [11][12].
5. K \geq 1 and M/N \in \{(a/b|a, b \in \mathbb{Z}^+, a \leq (G-1)K, b \leq (G-1), a + Kb \leq GK\}\) [10].

C. IA Feasible Condition

From Corollary 1 according to the derivation in Appendix ??, we obtain the sufficient and necessary condition of IA feasibility as follows.

**Corollary 2:** To support d data streams to each user, the necessary condition of both linear IA and asymptotic IA feasibility is

\[
\max\{pM, qN\} \geq \frac{1}{2}(pK + q)d, \forall (p, q) \in A \cup B \cup C \quad (30)
\]

where \(A \triangleq \{(p^A, q^A_1)\}, B \triangleq \{(p^B_2, q^B_1)\}, \) and \(C \triangleq \{(N, M)|M/N \in R_{II}^1 \cap Q\}\).

When \(M/N \in R_{II}^1 \cap Q\), \(30\) is the sufficient and necessary condition of the asymptotic IA feasibility. When \(M/N \in R_{II}^{1i}\), \(30\) is the sufficient and necessary condition of the linear IA feasibility.

According to Corollary 2, we show the feasible and infeasible regions for the symmetric MIMO-IBC networks with the linear IA and asymptotic IA in Fig. 3. When the proper condition in (8) is satisfied but (30) is not satisfied, the linear IA is still infeasible. The proper condition only indicates how many ICIs that can be jointly eliminated by the BS and user, while (30) indicates how many ICIs that must be solely eliminated by the BS or user, which explains why the proper condition is not sufficient for linear IA.

IV. PROOF OF DOF UPPER-BOUND

A usual approach to derive the DoF upper-bound is introducing a genie, which is the side information introduced to a receiver to resolve all the ICIs and decode the desired signals [1][2]. However, how to construct the genie that can derive a tight DoF upper-bound is not easy.

In [7], four different ways of constructing genies were provided for MIMO-IC networks. Since different ways were required for different configurations, the tight DoF upper-bound was only obtained for some configurations. In this study, we provide a unified way to construct the genie and derive the closed-form expression of the tight DoF upper-bound for general configurations.

To provide a unified way to construct genies, we consider a genie-assisted ICI cancelation process where the BSs and users eliminate the ICIs alternately. In each step of the ICI cancelation, considering that each receiver cannot resolve and cancel all ICIs, we divide the ICIs into resolvable and irresolvable ICIs: the ICIs that can be canceled by the receiver are called **resolvable ICIs** and the remaining ICIs are called **irresolvable ICIs**. To help the receiver resolve all ICIs, we construct the genie to resolve the irresolvable ICIs. Then, the tightest upper-bound is obtained by constructing genies to help each node eliminate the maximal number of irresolvable ICIs.

Our study finds that the genies with the same dimension can generate identical DoF upper-bound. Based on this fact, we can convert an information theoretic DoF upper-bound problem into a linear algebra problem, and then derive the closed-form DoF upper-bound expression by solving the linear algebra inequality.

In the ICI cancelation process, multiple genies are constructed introduced to both BS and user sides and constitute a genie tree. The genie tree can indicate how to introduce genies, i.e., introduce which nodes how many genies to derive the tight DoF upper-bound. Moreover, the genie tree can show how to align ICIs, i.e., align which ICIs at which nodes to achieve the maximal DoF. In this section, we use the genie tree to obtain a closed-form expression of the DoF upper-bound for the symmetric MIMO-IBC networks with most antenna configurations. In the next section, we use the genie tree to prove that the obtained DoF upper-bound is achievable, which means that the DoF upper-bound in Region II is the tightest.

In the following, we first employ three representative exam-
samples in a three-cell two-user MIMO-IMAC network to show the basic idea to derive the DoF upper-bound in Subsection [IV-A] and then provide the proof for general networks in Subsection [IV-B]

A. Examples

When \( G = 3 \) and \( K = 2 \), by substituting \( C_{n}^{0} = \infty \), \( C_{n}^{1} = 4 \), \( C_{n}^{2} = 7/2 \), and \( C_{n}^{3} = 24/7 \) from (13a) into (12), we obtain the quantity DoF bound as

\[
d^{\text{Quan}} = \begin{cases} \min \left( \frac{M}{4}, \frac{N}{2} \right), & \forall 4 < M/N \\ \min \left( \frac{M}{3}, \frac{N}{7} \right), & \forall 7 < M/N < 4 \\ \min \left( \frac{M}{11}, \frac{N}{11} \right), & \forall 11 < M/N < 7 \end{cases} \tag{31} \]

To illustrate the basic idea to cancel ICIs with the help of the genie in general cases, we choose the examples whose antenna configurations fall in different regions in (31). To simplify the description and the proof that the DoF upper-bounds are achievable in the next section, we consider the configurations where \( d^{\text{Quan}} \) is an integer. For these examples, the configurations and the DoF upper-bounds are listed in Table III.

| | | | |
|---|---|---|---|
| | | | | |
| | | | | |
| | | | | |
| | | | | |

TABLE III

Antenna configurations and DoF upper-bounds of examples, where \( G = 3 \) and \( K = 2 \).

Ex 1 & 6 & 1 & 1
Ex 2 & 11 & 2 & 2
Ex 3 & 38 & 11 & 7

From the analysis in [7], we know that the DoF upper-bound can be derived until all ICIs can be resolved with the assist of the genie. To obtain the DoF upper-bound for the examples, we consider a genie-assisted ICI cancelation process where the BSs and users eliminate the ICIs alternately[8]. In Fig. 4, we show the ICI cancelation processes for different examples. We can see that the ICIs need to be eliminated by multiple steps of cancelation, we call each step as one round. All variables in terms of the \( m \)th round are denoted by superscript \( (m) \).

![Fig. 4. ICI cancelation processes for Ex 1, Ex 2, and Ex 3.](image)

\[ y_{3} = \mathbf{H}_{3,3i}^{*} \mathbf{x}_{3k} + \sum_{k=1}^{2} \mathbf{H}_{3,2k}^{*} \mathbf{x}_{2k} + n_{3} \tag{32} \]

Taking BS3 as an example, from (1) the received signals are

The study in [7] indicates that the desired signals can be assumed to be decodable and only the ICIs need to be considered. In the following, we focus on investigating the received ICIs.

In the 1st round, the received ICIs of BS3 can be expressed as

\[ z_{3}^{(1)} = H_{3,1}^{*} x_{1} + H_{3,2}^{*} x_{2} + H_{3,3}^{*} x_{3} \tag{33} \]

\[ = H_{3}^{*} \mathbf{x}_{3}^{(1)} \]

where \( x_{3}^{(1)} = [x_{1}^{T}, x_{2}^{T}, x_{3}^{T}]^{T} \in \mathbb{C}^{4N \times 1} \) and \( H_{3}^{*} = [H_{3,1}, H_{3,2}, H_{3,3}] \in \mathbb{C}^{M \times 4N} \).

As shown in (33), the received ICIs are the projection of transmit signals of interfering users into the interference subspace. Since the received ICIs can be expressed as a linear combination of the column vectors of \( H_{3}^{*} \), we can use \( \text{span}\{H_{3}^{*}\} \) to denote the interference subspace of BS3.

Considering that \( H_{3}^{*} \) is of size \( M \times 4N \), the projection is from a \( 4N \)-dimensional subspace into a \( M \)-dimensional subspace. When \( 4N < M \), the projection is from a low-dimensional subspace into a high-dimensional subspace. Hence, BS3 is able to resolve and cancel all ICIs. We call the ICIs resolvable ICIs. By contrast, if \( 4N > M \), BS3 cannot resolve all ICIs. The analysis in [7] indicates that, when the genie provides the side information to help the BS cancel ICIs in \((4N - M)\)-dimensional subspace, the BS can resolve and cancel the remaining ICIs. Therefore, we call the ICIs that are canceled by the BS resolvable ICIs and the remaining ICIs irresolvable ICIs in the 1st round.

1) Ex 1: We first consider Ex 1 where \( M = 6 \) and \( N = 1 \). Since \( H_{3}^{(1)} \) is of size \( 6 \times 4 \), BS3 is able to resolve and cancel all ICIs in the 1st round. Thus, we have

\[ 4\ell R - \ell \epsilon_{\ell} \leq I \left( W_{1,1}, W_{1,2}, W_{2,1}, W_{2,2}; z_{3}^{(1)} \right) \leq h \left( z_{3}^{(1)} \right) \leq M \ell \left( \log \gamma + o(\log \gamma) \right) - 2\ell R \tag{34a}\]

where \( W_{i,k} \in [1, 2^{\ell R}] \) denotes the message transmitted by \( x_{i,k} \), \( h(\cdot) \) is the differential entropy defined in [7], \( h(\cdot) \) is the stand differential entropy, \( n \sim \mathcal{CN}(0, I) \) is a circularly symmetrically additive white Gaussian noise vector that is independent of \( x \), \( \epsilon_{\ell} \) is an arbitrary small numbers of \( \ell \), (34a) follows from Fano’s inequality (20). (34b) follows because all ICIs can be resolved from \( z_{3}^{(1)} \), and (34c) follows from \( h \left( z_{3}^{(1)} \right) = h(\mathbf{y}) - h(y_{3}) = M \ell \left( \log \gamma + o(\log \gamma) \right) - 2\ell R \), which means that the BS needs to reserve enough antennas to receive the desired signals and use the remaining antennas to cancel ICIs.

By dividing \( \ell \log \gamma \) on both sides of (34c) and letting \( \gamma \to \infty \) and \( \ell \to \infty \), we obtain

\[ d = M/6 = 1 \tag{35} \]

which leads to the DoF upper-bound \( d \leq d^{\text{Quan}} \) for Ex 1.
2) **Ex 2**: We then consider Ex 2 where \( M = 11 \) and \( N = 3 \). In (37), \( H_3^{(1)} \) is of size \( 11 \times 12 \). As a result, BS3 cannot resolve all ICIs and it is necessary to introduce a genie in the 12 - 11 = 1-dimensional interference subspace to help BS3.

To find an appropriate genie for BS3, we divide the received ICIs into two parts as

\[
\begin{align*}
\mathbf{z}_{IR}^{(1)} & = H_{IR}^{(1)} \mathbf{x}_{IR}^{(1)} + \mathbf{H}_{IR}^{(2)} \mathbf{x}_{IR}^{(2)} + \mathbf{H}_{IR}^{(3)} \mathbf{x}_{IR}^{(3)} \quad \text{Resolvable ICIs} \\
\mathbf{z}_{IR}^{(2)} & = H_{IR}^{(1)} \mathbf{x}_{IR}^{(1)} + H_{IR}^{(2)} \mathbf{x}_{IR}^{(2)} + H_{IR}^{(3)} \mathbf{x}_{IR}^{(3)} \quad \text{Irresolvable ICIs}
\end{align*}
\]

When introducing a genie \( G_3^{(1)} = \mathbf{x}_{IR}^{(1)} \) to help BS1 resolve and cancel \( \mathbf{z}_{IR}^{(1)} \), BS1 itself can resolve and cancel \( \mathbf{z}_{IR}^{(1)} \). Therefore, for BS2, \( \mathbf{z}_{IR}^{(1)} \) are the **resolvable ICIs**, while \( \mathbf{z}_{IR}^{(1)} \) are the **irresolvable ICIs** in the 1st round.

Then, we have

\[
4\ell R - \varepsilon \ell t \leq I \left( W_1, W_2, W_2, W_2, x_{IR}^{(1)}, x_{IR}^{(1)} \right) \leq h \left( \mathbf{z}_{IR}^{(1)}, x_{IR}^{(1)} \right) + h \left( \mathbf{z}_{IR}^{(1)}, x_{IR}^{(1)} \right) - 2\ell R + h \left( \mathbf{x}_{IR}^{(1)} \right) \leq M \ell \left( \log \gamma + o \left( \log \gamma \right) \right) - 2\ell R + h \left( \mathbf{x}_{IR}^{(1)} \right)
\]

(36a)

(36b)

(36c)

(36d)

where (36a) follows from Fano’s inequality, (36b) follows from the chain rule, and (36c) follows from (36a).

In (36), the introduced genie \( x_{IR}^{(1)} \) is the transmit signal from MS1’s first antenna. In fact, there are more than one signal can be chosen as the genie. For example, we can consider \( x_{IR}^{(2)}, x_{IR}^{(2)} \), the signal from MS1’s second antenna. Moreover, we can also obtain the similar inequality as (34) by introducing the genie to other BSs. If we introduce BS2 a genie \( G_2^{(1)} = \mathbf{x}_{IR}^{(1)} = x_{IR}^{(1)} \), (36) becomes

\[
4\ell R - \varepsilon \ell t \leq M \ell \left( \log \gamma + o \left( \log \gamma \right) \right) - 2\ell R + h \left( \mathbf{x}_{IR}^{(1)} \right)
\]

(37)

As shown in (36) and (37), to obtain the DoF upper-bound, we need to derive \( h \left( \mathbf{x}_{IR}^{(1)} \right) \) or \( h \left( \mathbf{x}_{IR}^{(2)} \right) \), i.e., resolve \( x_{IR}^{(1)} \) or \( x_{IR}^{(2)} \). Since MS1 can help BS2 and BS3 resolve their irresolvable ICIs, these two BSs can return their irresolvable ICIs to MS1 in the 2nd round. As a result, the received ICIs of MS1 can be expressed as

\[
\mathbf{z}_{IR}^{(2)} = H_{IR}^{(1)} \mathbf{x}_{IR}^{(1)} + H_{IR}^{(2)} \mathbf{x}_{IR}^{(2)} + H_{IR}^{(3)} \mathbf{x}_{IR}^{(3)} \quad \text{Irresolvable ICIs}
\]

(38)

where \( \mathbf{z}_{IR}^{(2)} = \left[ \mathbf{x}_{IR}^{(1)} \mathbf{x}_{IR}^{(2)} \right]^T = \mathbf{x}_{IR}^{(1)} \left( 1 : 2 \right) \in \mathbb{C}^{2 \times 1} \), a two-dimensional vector obtained from the 1st and 2nd variables of \( \mathbf{x}_{IR}^{(1)}, \mathbf{H}_{IR}^{(1)} = \left[ \mathbf{H}_{IR}^{(1)} \mathbf{H}_{IR}^{(2)} \right] \in \mathbb{C}^{3 \times 2} \), and \( \mathbf{H}_{IR}^{(2)} = \mathbf{H}_{IR}^{(2)} \in \mathbb{C}^{3 \times 1} \) is the equivalent channel matrix from BS1 to MS1 in the 2nd round.

In (38), \( H_{IR}^{(2)} \) is of size \( 3 \times 2 \), which means that MS1 can resolve all returned ICIs without any genie. Then, we have

\[
\begin{align*}
\mathbf{h} \left( \mathbf{x}_{IR}^{(1)} \right) & + \mathbf{h} \left( \mathbf{x}_{IR}^{(2)} \right) \leq \mathbf{h} \left( \mathbf{z}_{IR}^{(2)} \right) = \mathbf{h} \left( \mathbf{x}_{IR}^{(1)} \right) \leq \mathbf{1} \ell R \quad \text{(39a)} \\
\mathbf{h} \left( \mathbf{x}_{IR}^{(1)} \right) & \leq \mathbf{1} \ell R \quad \text{(39b)}
\end{align*}
\]

By dividing \( \ell \log \gamma \) on both sides of (36), (37), and (39), and letting \( \gamma \to \infty \) and \( \ell \to \infty \), we can obtain

\[
\begin{align*}
4d & \leq M - 2d + w \left( \mathbf{x}_{IR}^{(1)} \right) \quad \text{(40a)} \\
4d & \leq M - 2d + w \left( \mathbf{x}_{IR}^{(2)} \right) \quad \text{(40b)}
\end{align*}
\]

(40c)

where \( w \left( \mathbf{x} \right) \triangleq \lim_{\gamma \to \infty} \mathbf{h} \left( \mathbf{x} \right) / \left( \ell \log \gamma \right) \). By adding up the inequalities (40a), (40b), and (40c), we have

\[
8d \leq 2M - 3d \Rightarrow d \leq 2M/11 = 2
\]

(41)

which leads to the DoF upper-bound \( d \leq q_{\text{quan}} \) for Ex 2.

In Fig. 5, we show all the required genies to derive the DoF upper-bound for Ex 2. In the following, we will discuss the key factors to design the genies.

As shown in (38), when introducing BS2 and BS3 different genies, i.e., \( \mathbf{x}_{IR}^{(1)} \neq \mathbf{x}_{IR}^{(2)}, \) MS1 can resolve two different ICIs. If introducing BS2 and BS3 the same genie, i.e., \( \mathbf{x}_{IR}^{(1)} = \mathbf{x}_{IR}^{(2)} \), (38) becomes

\[
\mathbf{z}_{IR}^{(2)} = \left( H_{3,3}^{(1)} \mathbf{x}_{IR}^{(1)} + H_{3,1}^{(1)} \mathbf{x}_{IR}^{(1)} \right) \mathbf{x}_{IR}^{(1)}
\]

(42)

so that MS1, can resolve one ICI, which cannot exploit MS1’s ability to cancel interference sufficiently. Consequently, we obtain \( h \left( \mathbf{x}_{IR}^{(1)} \right) \leq \ell R \) and \( \omega \left( \mathbf{x}_{IR}^{(1)} \right) \leq d \), which leads to a looser DoF upper-bound \( d \leq M/5 = 2.2 \) than (41). Then, we can obtain a following conclusion.

**Remark 1**: To obtain the tight DoF upper-bound, each node (either BS or user) needs to help the nodes in the last round resolve the ICIs as much as possible. Therefore, the introduced genies for different nodes should be different.

In (40a) and (40b), \( \omega \left( \mathbf{x}_{IR}^{(1)} \right) \) and \( \omega \left( \mathbf{x}_{IR}^{(2)} \right) \) denote how many ICIs the two genies can resolve, respectively. Combining (40a) and (40b), we obtain

\[
4d \leq M - 2d + \min \left\{ \omega \left( \mathbf{x}_{IR}^{(1)} \right), \omega \left( \mathbf{x}_{IR}^{(2)} \right) \right\}
\]

(43)

If \( \omega \left( \mathbf{x}_{IR}^{(1)} \right) \neq \omega \left( \mathbf{x}_{IR}^{(2)} \right) \), we can find a DoF upper-bound tighter than (41), since \( \min \left\{ \omega \left( \mathbf{x}_{IR}^{(1)} \right), \omega \left( \mathbf{x}_{IR}^{(2)} \right) \right\} < d/2 \) from (40c). As a result, it brings a new question: Does there exist other upper-bound tighter than (41)? In Subsection V-C we will prove that \( d_{\text{quan}} = 2 \) is achievable, which means that (41) is the tightest DoF upper-bound. Therefore, \( \omega \left( \mathbf{x}_{IR}^{(1)} \right) = \omega \left( \mathbf{x}_{IR}^{(2)} \right) \) always holds. Then, we can obtain a conclusion as follows.

Fig. 5. Required genies for Ex 2.
Remark 2: For two arbitrary genies, if their dimensions are identical, they can resolve the same number of irresolvable ICIs and generate identical DoF upper-bound.

3) Ex 3: We finally consider Ex 3 where $M = 38$ and $N = 11$. In the 1st round, since $H^{(1)}_{12}$ is of size $38 \times 44$, each BS cannot resolve all ICIs and it is necessary to introduce a genie in the $44 - 38 = 6$-dimensional interference subspace.

As shown in Fig. 2(c), MS$_{11}$ can help both BS$_{3}$ and BS$_{2}$ cancel their irresolvable ICIs. According to Remark 1 to ensure MS$_{11}$ to cancel the maximal number of ICIs, $x^{(1)}_{1R3}$ and $x^{(1)}_{1R2}$ should contain different variables of $x_1$. Considering that $x^{(1)}_{1R3}$ and $x^{(1)}_{1R2}$ have six entries, whereas $x^{(1)}_{1R1}$ only has eleven entries, we choose $x^{(1)}_{1R3} = x_1, (1 : 6)$ and $x^{(1)}_{1R2} = [x_1^T (7 : 11), x_3^T (1)]^T$.

Therefore, the received ICIs of BS$_{3}$ and BS$_{2}$ are divided into

\[
\begin{align*}
\tilde{z}_{3}^{(1)} &= [H_{3,1}^{(1)}(b_6), H_{3,2}^{(1)}, H_{3,3}^{(1)}, H_{3,4}^{(1)}] \in \mathbb{C}^{38 \times 6} \quad x^{(1)}_{1R3} \in \mathbb{C}^{6} \\
\tilde{z}_{2}^{(1)} &= [H_{2,1}^{(1)}, H_{2,2}^{(1)}, H_{2,3}^{(1)}] \in \mathbb{C}^{38 \times 38} \quad x^{(1)}_{1R2} \in \mathbb{C}^{38} \\
\end{align*}
\]

When introducing $G^{(1)}_{1} = x^{(1)}_{1R3}$ and $G^{(1)}_{2} = x^{(1)}_{1R2}$ to BS$_{3}$ and BS$_{2}$, respectively, each BS of these two BSs can resolve all ICIs. Following the similarly derivation in [35], we have

\[
\begin{align*}
4\ell R - \ell \varepsilon \ell \leq M\ell (\log \gamma + o(\log \gamma)) - 2\ell R + h \left( x_1, (1 : 6) \right) \quad (44a) \\
4\ell R - \ell \varepsilon \ell \leq M\ell (\log \gamma + o(\log \gamma)) - 2\ell R + h \left( x_1, (7 : 11), x_3^T (1) \right) \quad (44b)
\end{align*}
\]

As shown in Fig. 4(c), BS$_{2}$ and BS$_{3}$ return their irresolvable ICIs to MS$_{11}$ in the 2nd round, then the received ICIs of MS$_{11}$ can be expressed as

\[
\tilde{z}_{3}^{(2)} = H_{3,1}^{(2)} x_{1R3}^{(1)} + H_{3,2}^{(2)} x_{1R2}^{(1)} = H_{11}^{(2)} x_1^{(2)}
\]

where $x_1^{(2)} = [x_1^T (1), x_1^T (1)]^T \in \mathbb{C}^{12 \times 1}$ and $H_{11}^{(2)} = [H_{3,2}^{(2)} H_{3,3}^{(2)} H_{3,4}^{(2)}] \in \mathbb{C}^{12 \times 11}$

In [5], $H_{3}^{(2)}$ is of size $11 \times 12$, so that MS$_{11}$ cannot resolve all received ICIs and it is necessary to introduce a genie in the $12 - 11 = 1$-dimensional interference subspace to help MS$_{11}$.

Since MS$_{11}$ can use $N = 11$ antennas to resolve all ICIs related to $x_1$, the irresolvable ICIs of MS$_{11}$ are $x^{(3)}_{1R3} = H_{3}^{(3)} x_{3}^{(1)}$ as shown in the sequel. Therefore, $[x_1^T (7 : 11), x_3^T (1)]^T$ is divided into

\[
\begin{align*}
\begin{bmatrix}
H_{3,1}^{(3)} & H_{3,2}^{(3)} & H_{3,3}^{(3)} & H_{3,4}^{(3)} & H_{3,5}^{(3)} & H_{3,6}^{(3)} & H_{3,7}^{(3)} & H_{3,8}^{(3)} & H_{3,9}^{(3)} & H_{3,10}^{(3)} & H_{3,11}^{(3)} & H_{3,12}^{(3)}
\end{bmatrix}
\end{align*}
\]

When introducing $G^{(2)}_{3} = x_3^{(1)} (1) to MS$_{11}$, MS$_{11}$ can resolve all ICIs in the 2nd round. Thus, we have

\[
\begin{align*}
\leq h \left( x_1^{(2)} \right) + h \left( x_3^{(2)} \right) \quad (46a) \\
\leq h \left( x_1^{(2)} \right) + \left( x_3^{(2)} \right) \quad (46b) \\
\leq h \left( x_1^{(2)} \right) + h \left( x_3^{(2)} \right) \quad (46c) \\
\leq \ell R + h \left( x_3^{(1)} \right) \quad (46d)
\end{align*}
\]

where (46a) follows from the chain rule, (46b) follows from $h \left( x_1^{(2)} \right) + h \left( x_3^{(2)} \right) = h \left( x_1^{(2)} \right)$, and (46c) follows because we can resolve $x_1$ from $x_1^{(2)}$ and resolve $x_3(1)$ from $x_1^{(2)}$ due to $H_{3}^{(2)} \in \mathbb{C}^{11 \times 1}$ and $H_{3}^{(2)} \in \mathbb{C}^{11 \times 1}$.

As shown in Fig. 4(c), BS$_{3}$ can help MS$_{11}$, MS$_{2}$, MS$_{3}$, and MS$_{2}$ resolve ICIs simultaneously. According to Remark 1 as shown in Fig. 6, we choose the genies as $x^{(2)}_{1R2} = x_3^{(2)}(2)$, $x^{(2)}_{1R3} = x_3^{(2)}(3)$, and $x^{(2)}_{1R3} = x_3^{(2)}(4)$.

\[
\begin{align*}
\text{BS}_{3} \quad & x^{(2)}_{1R3} = x_3^{(2)} \quad \Rightarrow \quad x^{(2)}_{1R2} = x_3^{(2)} \\
\text{BS}_{2} \quad & x^{(2)}_{1R3} = x_3^{(2)} \quad \Rightarrow \quad x^{(2)}_{1R2} = x_3^{(2)}
\end{align*}
\]

Fig. 6. Introduced genies for Ex 3.

As a result, the received ICIs of BS$_{3}$ in the 3rd round can be expressed as

\[
\begin{align*}
\tilde{z}_{3}^{(3)} &= \sum_{k=1}^{2} H_{3,1}^{(2)} x_{1R1k}^{(2)} + H_{3,2}^{(2)} x_{1R2k}^{(2)} \quad (47) \\
&= \sum_{k=1}^{2} H_{3,1}^{(2)} x_{1R1k}^{(2)} + H_{3,2}^{(2)} x_{1R2k}^{(2)} \\
&= H_{3}^{(3)} x_3^{(3)}
\end{align*}
\]

where $x_3^{(3)} = [x_3^{(2)} (1), x_3^{(2)} (2), x_3^{(2)} (3), x_3^{(2)} (4)] \in \mathbb{C}^{4 \times 1}$, $H_{3}^{(3)} = [H_{3,1}^{(3)}, H_{3,2}^{(3)}, H_{3,3}^{(3)}, H_{3,4}^{(3)}] \in \mathbb{C}^{4 \times 6}$, and $H_{3}^{(3)} = H_{3,1}^{(3)} x_{1R1k}^{(2)} \in \mathbb{C}^{6 \times 1}$ is the equivalent channel matrix from MS$_{1k}$ to BS$_{3}$ in the 3rd round.
In [47], \( H^{(3)}_3 \) is of size 6 × 4, hence BS\(_3\) can resolve all received ICIs without any genie. Thus, we have

\[
\begin{align*}
\bar{h} (x^{(3)}_1 (1)) + \bar{h} (x^{(3)}_1 (2)) + \bar{h} (x^{(3)}_1 (3)) + \bar{h} (x^{(3)}_1 (4)) \\
\leq \bar{h} (z^{(3)}_6 (1 : 4)) = \bar{h} (x^{(1)}_3 (1 : 4)) \quad (48a) \\
\leq \bar{h} (x^{(3)}_1 (1 : 6)) \quad (48b)
\end{align*}
\]

By dividing \( \ell \log \gamma \) on both sides of (44), (46), and (48), and letting \( \gamma \to \infty \) and \( \ell \to \infty \), we obtain

\[
4d \leq M - 2d + \omega (x^{(1)}_3 (1 : 6)) \quad (49a)
\]

\[
2\omega (x^{(1)}_3 (1 : 6)) \leq d + \omega (x^{(3)}_1 (1)) \quad (49b)
\]

\[
4\omega (x^{(3)}_1 (1)) \leq \omega (x^{(1)}_3 (1 : 6)) \quad (49c)
\]

where (49b) follows from \( \omega (x^{(1)}_3 (1 : 6)) = \omega (x^{(1)}_3 (7 : 11), x^{(3)}_1 (1)) \). (49c) follows from \( \omega (x^{(3)}_1 (1)) = \omega (x^{(3)}_1 (2)) = \omega (x^{(3)}_1 (3)) = \omega (x^{(3)}_1 (4)) \).

From (49), we can see that the DoF upper-bound is not available since \( \omega (x^{(3)}_1 (1 : 6)) \) is unknown. Fortunately, we have \( \omega (x^{(3)}_1 (1 : 6)) = \omega (x^{(1)}_3 (1 : 6)) \) according to Remark 2. Consequently, by substituting \( \omega (x^{(3)}_1 (1 : 6)) = \omega (x^{(1)}_3 (1 : 6)) \) into (49c), we obtain \( \omega (x^{(3)}_1 (1)) \leq \omega (x^{(3)}_1 (1 : 6)) / 4 \). Then, upon substituting into (49b), we have \( \omega (x^{(3)}_1 (1 : 6)) \leq 4d/7 \). Finally, upon substituting into (49a), we obtain

\[
d \leq 7M/38 = 7 \quad (50)
\]

which leads to the DoF upper-bound \( d \leq d^{\text{Quan}} \) for Ex 3.

Remark 3: From Ex 3, we can see that according to Remark 2, the information theoretic DoF upper-bound problem can be converted into a linear algebra problem. Therefore, we can derive the DoF upper-bound by solving a series of algebra inequalities, which is easy to derive to the closed-form DoF upper-bound expression for general configurations.

B. Proof of DoF Upper-bound

From the three examples, we know that to derive the DoF upper-bound, it is necessary to establish the algebra inequalities obtained from the sum rate inequalities. To this end, we first introduce a notion of genie tree to show which nodes require genies in Subsection IV-B1, provide a unified way to construct genies in Subsection IV-B2, then establish the sum rate inequalities based on the constructed genies in Subsection IV-B3, and finally derive the DoF upper-bound in Region II and Region I from the inequalities in Subsections IV-B4 and IV-B5 respectively.

1) Genie Tree: From the above examples, we can see that the nodes who have irresolvable ICIs will require genies. Moreover, the irresolvable ICIs of each node (either BS or user) in the \( m \)-th round come from the irresolvable ICIs of multiple nodes in the \((m - 1)\)-th round, \( \forall m \in \mathbb{Z}^+ \). All nodes who have the irresolvable ICIs (i.e., require genies) in different rounds constitute a tree, called genie tree.

Definition 3: Genie tree is a rooted tree that is comprised of one node who has no irresolvable ICIs and multiple nodes who have irresolvable ICIs.

From the genie-assisted ICI cancelation processes in Fig. 4 and the required genies shown in Figs. 5 and 6, we obtain the genie trees for Ex 1, Ex 2, and Ex 3 in Fig. 7. To illustrate where the irresolvable ICIs of the nodes in the 1st round come from, as shown in Fig. 7, the genie trees also contain the nodes in the initial round, where \( x^{(3)}_{1\text{BS}} = x^{(3)}_l \).

In a genie tree, each vertex except the root denotes a node (either BS or user) who cannot resolve the received ICIs. The root is the only one node who can resolve all ICIs, which denotes the end of the genie tree. Every edge is directed from the node in the \((m - 1)\)-th round to the node in the \( m \)-th round, which denotes where the irresolvable ICIs of the node in the \( m \)-th round come from, \( \forall m \in \mathbb{Z}^+ \), \( m \leq n \). All edges directing the root are dash lines, which means that there are no irresolvable ICIs in the last round. The height of the genie tree is the maximal number of rounds in the genie-assist ICI cancelation process.

A maximal branch of genie tree is called maximal genie branch, and is called genie branch for short. In Fig. 7(b) and 7(c), we show the genie branches for Ex 2 and Ex 3. We can see that the genie branch is also a rooted tree and its height is one less than the height of genie tree. In a genie branch, all nodes have irresolvable ICIs.

In Figs. 7(a) and 7(c), we show the genie tree whose root is BS\(_3\). If the root becomes one of other BSS, we can obtain other genie trees. When the maximal number of rounds is \( n \), there are \( G\bar{K}_n \) genie trees with height of \( n \). From these genie trees, we can obtain \( G\bar{K}_{n-1} \) genie branches with height of \( n - 1 \).

In the genie tree, when the ICIs of one node are generated from all interfering nodes, the tree is a full tree, otherwise, it is a partial tree. In a partially tree, only some interference links are considered. In the forthcoming analysis, we use different genie trees to derive the DoF upper-bounds in different regions.

2) Genie Construction: As shown in Fig. 7, the received ICIs of node \( l \) in the \( m \)-th round are from its children nodes
where \( l = j \) or \( l = i_k \) denotes BS\(_j\) or MS\(_k\), \( J^{(m)} \subseteq \mathcal{L} \) is the set of children of node \( l \) in the \( m \)th round, \( H_{ij}^{(m)} = H_{ij}^{(m-1)T} H_{ij}^{(m-1)} \) (52) is the equivalent channel matrix from node \( j \) to node \( l \), \( H_{i_j}^{(0)} = H_{i_j}^{(0)} \), \( H_{IR_l}^{(0)} = I \), and \( x_j^{(0)} = x_j \).

The analysis in Subsection V-A shows that node \( l \) in the \( m \)th round can help its children nodes resolve their irresolvable ICIs. According to Remark II, we know that to derive the tight DoF upper-bound, node \( l \) needs to help them resolve the maximal number of ICIs. Therefore, it is necessary to introduce different children nodes different genies, i.e.,

\[
\{x_{IR_l}^{(m-1)}\} \cap \{x_{IR_j}^{(m-1)}\} = \emptyset, \forall i, j \in J^{(m)}, i \neq j
\] (53)

where \( \{x\} \) denotes a set whose elements are the variables in \( x \) and \( \emptyset \) denotes an empty set.

Then, we can divide the received ICIs in (51) into

\[
z_i^{(m)} = H_{IR_l}^{(m)} x_{IR_l}^{(m)} + H_{R_l}^{(m)} x_{R_l}^{(m)}
\]

where \( H_{IR_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_l^{(m)}} \), \( H_{R_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_{IR_l}^{(m)}}, \) \( H_{R_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_{IR_l}^{(m)}}, \) \( x_{IR_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times 1}, \) \( x_{R_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times 1}, \) and \( x_{R_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times 1}. \)

In (54), \( L_l^{(m)} \) is the number of columns in \( H_{IR_l}^{(m)} \), while \( L_{IR_l}^{(m)} \) is the number of rows in \( H_{IR_l}^{(m)} \), and \( L_{IR_l}^{(m)} \) satisfies

\[
L_{IR_l}^{(m)} = \left( L_l^{(m)} - L_{IR_l}^{(m)} \right)^+ \tag{55}
\]

where \( x^+ = \max\{x, 0\} \).

When the received ICIs are divided into the resolvable and irresolvable ICIs, the interference subspace is also divided into the resolvable subspace (denoted by \( \text{span}\{H_{IR_l}^{(m)}\} \)) and irresolvable subspace (denoted by \( \text{span}\{H_{IR_l}^{(m)}\} \)). Therefore, \( L_l^{(m)}, L_{IR_l}^{(m)}, \) and \( L_{IR_l}^{(m)} \) denote the dimension of interference, resolvable, and irresolvable subspaces, respectively.

To introduce the genie to help node \( l \) cancel its irresolvable ICIs, we construct the genie as

\[
G_l^{(m)} = x_{IR_l}^{(m)} \tag{56}
\]

Moreover, for node \( l \) in the \( m \)th round, to make its parent node (i.e., the node in the \( (m+1) \)th round) help its children nodes resolve the maximal number of ICIs, \( x_{IR_l}^{(m)} \) in (54) also needs to satisfy \( \{x_{IR_l}^{(m)}\} \cap \{x_{IR_j}^{(m)}\} = \emptyset, \forall l \neq j, l, j \in J^{(m+1)} \).

As shown in (56), we only use one way rather than four different ways to construct genies for arbitrary antenna configurations, which is helpful to derive the DoF upper-bound for general cases.

3) Sum Rate Inequality: When introducing the genie according to (56), node \( l \) can resolve all received ICIs. Thus, we obtain the sum rate inequality in the \( m \)th round as

\[
\sum_{j \in J^{(m)}} h(x_{IR_l}^{(m)}) \leq h(x_{IR_l}^{(m)}) + h(x_{IR_l}^{(m)}) \tag{57}
\]

From the analysis in [7], we have

\[
\begin{align*}
\sum_{l \in J^{(m)}} h(x_{IR_l}^{(m)}) = h(x_{IR_l}^{(m)}) &= h(x_{IR_l}^{(m)}) \tag{58a} \\
\sum_{l \in J^{(m)}} h(x_{IR_l}^{(m)}) &= h(x_{IR_l}^{(m)}) = h(x_{IR_l}^{(m)}) \tag{58b}
\end{align*}
\]

where (58a) always holds since \( H_{IR_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_{IR_l}^{(m)}}, \) and (58b) holds when \( L_{IR_l}^{(m)} \leq L_{IR_l}^{(m)} \) since \( H_{IR_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_{IR_l}^{(m)}}, \) where \( M \) is the number of children nodes of node \( l \) in the \( m \)th round.

By substituting (58a) and (58b) into (57), dividing \( \ell \log \gamma \) on both sides of (57), and letting \( \gamma \to \infty \) and \( \ell \to \infty \), we obtain

\[
\sum_{j \in J^{(m)}} \Delta_{IR_l}^{(m-1)} \leq 
\]

\[
\Delta_{IR_l}^{(m)} + \Delta_{IR_l}^{(m)} \tag{59}
\]

where

\[
\begin{align*}
\Delta_{IR_l}^{(m)} &= \omega \left( x_{IR_l}^{(m)} \right) = \lim_{\ell \gamma \to \infty} h(x_{IR_l}^{(m)}) / (\ell \log \gamma) \tag{60a} \\
\Delta_{IR_l}^{(m)} &= \omega \left( x_{IR_l}^{(m)} \right) = \lim_{\ell \gamma \to \infty} h(x_{IR_l}^{(m)}) / (\ell \log \gamma) \tag{60b}
\end{align*}
\]

with \( \Delta_{IR_l}^{(0)} = d \) and \( \Delta_{IR_l}^{(1)} = M - K d \) follow because

\[
\begin{align*}
h(x_{IR_l}^{(m)}) &= \ell R \quad \text{and} \quad h(x_{IR_l}^{(m)}) &= M \ell (\log \gamma + o(\log \gamma)) - K \ell R,
\end{align*}
\]

In (59), \( \Delta_{IR_l}^{(m)} \) and \( \Delta_{IR_l}^{(m)} \) are equal to the numbers of resolvable and irresolvable ICIs in the \( m \)th round, which reflect how many ICIs can be resolved by node \( l \) and the genie \( G_l^{(m)} \), respectively. To derive the DoF upper-bound, it is necessary to find the upper-bound of \( \Delta_{IR_l}^{(m)} \).

From (58a), (58b) and (60a), we have

\[
\begin{align*}
\Delta_{IR_l}^{(m)} &= \omega \left( H_{IR_l}^{(m)} x_{IR_l}^{(m)} \right) \leq L_{IR_l}^{(m)} \tag{61a} \\
\Delta_{IR_l}^{(m)} &= \omega \left( H_{IR_l}^{(m)} x_{IR_l}^{(m)} \right) \leq L_{IR_l}^{(m)} \tag{61b}
\end{align*}
\]

From (61a), we can take \( L_{IR_l}^{(m)} \) as the upper bound of \( \Delta_{IR_l}^{(m)} \).

In the following, we derive the expression of \( L_{IR_l}^{(m)} \).

Since (51) shows that the received ICIs in the \( m \)th round are from the irresolvable ICIs of nodes in the \( (m-1) \)th round, the dimension of interference subspace is

\[
L_{IR_l}^{(m)} = \sum_{j \in J^{(m)}} L_{IR_l}^{(m-1)}, \forall m \in \mathbb{Z}^+ \tag{62}
\]

where \( L_{IR_l}^{(0)} = N \).

In (54), \( H_{IR_l}^{(m)} \) has \( L_{IR_l}^{(m)} \) rows. By substituting \( H_{IR_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_{IR_l}^{(m)}}, \) and \( H_{IR_l}^{(m)} \in \mathbb{C}^{L_{IR_l}^{(m)} \times L_{IR_l}^{(m)}}, \) into (52),

\[11\]In the forthcoming analysis, we provide the condition that can ensure \( L_{IR_l}^{(m)} \leq L_{IR_l}^{(m)} \).
we know that \( \mathbf{H}_{(m)} \) has \( L_{IR_j}^{(m-2)} \) rows, \( \forall m \geq 2 \). Therefore, we have \( L_{IR_j}^{(m)} = L_{IR_j}^{(m-2)} \), \( \forall m \geq 2 \). By letting \( L_{IR_j}^{(-1)} = L_{IR_i}^{(1)} = M \), we obtain a unified expression of \( L_{IR}^{(m)} \) as follows,

\[
L_{IR}^{(m)} = L_{IR_i}^{(m-2)}, \quad \forall m \in \mathbb{Z}^+
\]

(63)

It indicates that the irresolvable subspace in the \( (m-2) \)th round \( \text{span}\{\mathbf{H}_{IR_j}^{(m-2)}\} \) becomes the resolvable subspace in the \( m \)th round \( \text{span}\{\mathbf{H}_{IR_i}^{(m)}\} \). It is because in the \( (m-2) \)th round, node \( l \) has canceled the ICIs in \( \text{span}\{\mathbf{H}_{IR_j}^{(m-2)}\} \). As a result, in the \( m \)th round, node \( l \) cannot receive the ICIs in \( \text{span}\{\mathbf{H}_{IR_i}^{(m-2)}\} \) any more but can receive the ICIs in \( \text{span}\{\mathbf{H}_{IR_i}^{(m)}\} \).

By substituting (62) and (63) into (55), we obtain the recursive expression of \( L_{IR_i}^{(m)} \) as

\[
L_{IR_i}^{(m)} = \left( \sum_{j \in J_l^{(m)}} L_{IR_j}^{(m-1)} - L_{IR_i}^{(m-2)} \right)^+, \quad \forall m \in \mathbb{Z}^+
\]

(64)

where \( L_{IR_i}^{(0)} = M \) and \( L_{IR_i}^{(0)} = N \).

The previous analysis indicates that to ensure (58b), it is necessary to meet \( L_{IR_i}^{(m)} \leq L_{IR_i}^{(m)} \). Therefore, from (65) and (64), \( J_l^{(m)} \) should satisfy

\[
\sum_{j \in J_l^{(m)}} L_{IR_j}^{(m-1)} \leq 2L_{IR_i}^{(m-2)}
\]

(65)

From (65), we know that \( z_{IR_j}^{(m-2)} \) and \( z_{IR_i}^{(m)} \) have the same dimensions. According to Remark 2, we have

\[
\Delta_{IR_i}^{(m)} = \Delta_{IR_i}^{(m-2)}
\]

(66)

where \( \Delta_{IR_i}^{(-1)} = \Delta_{IR}^{(1)} = M - Kd \).

By substituting (66) into (59), we obtain the recursive inequality of \( \Delta_{IR_i}^{(m)} \) as

\[
\Delta_{IR_i}^{(m)} \geq \left( \sum_{j \in J_l^{(m)}} \Delta_{IR_j}^{(m-1)} - \Delta_{IR_i}^{(m-2)} \right)^+
\]

(67)

where \( \Delta_{IR_i}^{(-1)} = M - Kd \) and \( \Delta_{IR}^{(0)} = d \).

As shown in (64), \( L_{IR_i}^{(m)} \) is independent of the unknown variable \( d \) (i.e., the DoF). Therefore, we can derive the DoF upper-bound by substituting (64) and (67) into (61a).

From (65), we obtain \( L_{IR_i}^{(m)} \leq L_{IR_i}^{(m-2)} \), which means that \( L_{IR_i}^{(m)} \) decreases when \( m \) increases as \( m = 2n \) or \( m = 2n + 1 \), \( n = 1, 2, \cdots \). As a result, for each node (either BS or user), its dimension of irresolvable subspace is decreasing. Consequently, all the irresolvable ICIs can be resolved and canceled until \( L_{IR_i}^{(m)} = 0 \). Therefore, for a genie tree satisfying (65), its height is finite, otherwise, it may be infinite. Since the number of DoF inequalities depends on the height of the genie tree, we can derive the DoF upper-bound from the genie tree with a finite height. It is not hard to prove that when \( M/N \in \mathcal{R}_n^{1-A} \), full genie trees satisfy (65), while when \( M/N \in \mathcal{R}_1 \), only partial genie trees satisfy (65). In the sequel, we derive the DoF upper-bound in Region II from full trees and the DoF upper-bound in Region I from partial trees.

4) DoF Upper-bound in Region II: In this subsection, we prove that the quantity DoF bound is the DoF upper-bound in Region II from full genie trees.

As shown in Fig. 7, all BSs suffer from the ICIs from \((G - 1)K \) interfering users and all users suffer from the ICIs from \((G - 1) \) interfering BSs. Consequently, all nodes in the same round have the identical dimension of subspace and number of ICIs. Therefore, by omitting the subscript \( l \), we can use \( L^{(m)} \), \( \Delta^{(m)} \), and \( \Delta_{IR}^{(m)} \) to denote the dimension of interference, resolvable, and irresolvable subspaces, \( \Delta^{(m)} \), \( \Delta_{IR}^{(m)} \), and \( \Delta_{IR}^{(m)} \) to denote the number of received, resolvable, and irresolvable ICIs, respectively, \( \forall m \in \mathbb{Z}^+ \).

From (64) and (67), we have

\[
L_{IR}^{(m)} = \left( (G - 1)K_{m-1}L_{IR}^{(m-1)} - L_{IR}^{(m-2)} \right)^+, \quad \forall m \in \mathbb{Z}^+
\]

(68a)

\[
\Delta_{IR}^{(m)} \geq \left( (G - 1)K_{m-1}\Delta_{IR}^{(m-1)} - \Delta_{IR}^{(m-2)} \right)^+, \quad \forall m \in \mathbb{Z}^+
\]

(68b)

where \( \Delta_{IR}^{(-1)} = M - Kd \) and \( \Delta_{IR}^{(0)} = d \).

Using mathematical induction, from (68) we obtain the closed-form expressions of \( L_{IR}^{(m)} \) and \( \Delta_{IR}^{(m)} \) in the following lemma.

**Lemma 3:** When \( M/N \in \mathcal{R}_n^{1-A}, \) \( \forall n \in \mathbb{Z}^+, \) \( n \leq n^{\max} \), from a full genie tree whose leaf vertexes are users, the dimension of irresolvable subspace and the number of irresolvable ICIs in the \( n \)th round are, respectively,

\[
L_{IR}^{(m)} = (q^A_n N - p^A_n M)^+, \quad \forall m \in \mathbb{Z}^+
\]

(69a)

\[
\Delta_{IR}^{(m)} \geq (q^A_n d - p^A_n (M - Kd))^+, \quad \forall m \in \mathbb{Z}^+
\]

(69b)

where \( \{q^A_n, p^A_n\} \) is the generalized Fibonacci sequence-pair defined in (18a).

According to the value of \( L_{IR}^{(m)} \), we can judge whether the ICIs are resolvable or not in the \( n \)th round. If \( L_{IR}^{(m)} > 0 \), some ICIs in \( z_{IR_i}^{(m)} \) are irresolvable. When \( L_{IR}^{(m)} = 0 \), all ICIs in \( z_{IR_i}^{(m)} \) are resolvable. From Lemma 3, we can obtain the maximal number of rounds for different antenna configurations.

**Lemma 4:** When \( M/N \in \mathcal{R}_n^{1-A}, \) \( \forall n \in \mathbb{Z}^+, \) \( n \leq n^{\max} \), we have

\[
L_{IR}^{(m)} = \begin{cases} 0, & \forall m < n \\ 1, & \forall m = n \end{cases}
\]

(70)

It indicates that the maximal number of rounds is \( n \), \( \forall M/N \in \mathcal{R}_n^{1-A} \).

**Proof:** When \( M/N \in \mathcal{R}_n^{1-A}, \) i.e., \( C_n^A \leq M/N < C_{n+1}^A \), from (17) we have \( q_n^A N - p_n^A M \leq 0 \) and \( q_n^A N - p_n^A M = 0 \). Upon substituting into (69a), we have \( L_{IR}^{(m)} > 0, \forall m < n \) and \( L_{IR}^{(n)} = 0 \).

When \( M/N \in \mathcal{R}_n^{1-A} \), according to Lemma 3 (61a) and Lemma 4 we have \( 0 \leq \Delta_{IR}^{(m)} \leq L_{IR}^{(m)} \), \( \forall m \leq n - 1 \) and \( \Delta_{IR}^{(n)} \leq 0 \). By substituting (69b) into \( \Delta_{IR}^{(n)} \), we obtain \( q_n^A d - p_n^A (M - Kd) \leq 0, \) i.e.,

\[
d \leq \frac{p_n^A M}{p_n^A K + q_n^A} = \frac{M}{K + C_n^A}
\]

(71)
By substituting (32) into $0 \leq \Delta_{(m)}^{(m)} \leq L_{(m)}^{(m)}$, we obtain $\frac{\eta_{m} A - p_{m}^{A}(M - K d)}{q_{m}^{A} + K p_{m}^{A}} \leq \frac{q_{m}^{A} N}{1 + K / C_{m}^{A}}$, i.e.,

$$d \leq \frac{q_{m}^{A} N}{q_{m}^{A} + K p_{m}^{A}} = \frac{N}{1 + K / C_{m}^{A}}, \forall m \leq n - 1 \quad (72)$$

Since $C_{m}^{A}$ is a monotonically decreasing sequence, the tightest bound in (72) is $d \leq N / (1 + K / C_{n-1}^{A})$. As a result, the upper-bound of DoF per user is

$$d \leq \min \left\{ \frac{M}{K + C_{n}^{A}}, \frac{N}{1 + K / C_{n-1}^{A}} \right\}, \forall m \in \mathcal{R}_{n}^{II-A} \quad (73)$$

where $\forall n \in \mathbb{Z}^+$, $n \leq n^{max}$. It indicates that the quantity DoF bound is the DoF upper-bound in $\mathcal{R}_{n}^{II-A} = \cup_{n=1}^{n^{max}} \mathcal{R}_{n}^{II-A}$, i.e., Region II-A.

Based on the signal model of the MIMO-IMAC network in $\{1\}$, we obtain the full genie trees whose leaf vertexes are users and proved that quantity DoF bound is the DoF upper-bound in Region II-A. Similarly, based on the signal model of the MIMO-IBC network in (2), we can obtain the full genie trees whose leaf vertexes are BSs and prove that the quantity DoF bound is the DoF upper-bound in Region II-B.

This completes the proof that the quantity DoF bound is the DoF upper-bound in Region II-A, i.e., (24b).

5) DoF Upper-bound in Region I: In this subsection, we prove that when $\forall m / N \in \mathcal{R}_{n}^{I}, \mathcal{Q}$, the decomposition DoF bound is the DoF upper-bound.

Lemma 5: When $M / N \in \{q^{A}_{l,n} / p^{A}_{l,n}\}$, from a partial tree whose leaf vertexes are users and the sets of children nodes are $J_{(m)}^{(m)} = \mathcal{I}^{A}_{l,m}$ satisfying (27a), $\forall m \leq n$, the dimension of irresolvable subspace and the number of irresolvable ICIs are, respectively,

$$L_{(m)}^{(m)} = (q^{A}_{l,n} N - p^{A}_{l,m} M)^{+}, \forall m \in \mathbb{Z}^+ \quad (74a)$$

$$\Delta_{(m)}^{(m)} \geq (q^{A}_{l,m} d - p^{A}_{l,m} (M - K d))^{+}, \forall m \in \mathbb{Z}^+ \quad (74b)$$

where $\{q^{A}_{l,m} / p^{A}_{l,m}\}$ is the generalized Fibonacci sequence-pair defined in (26a).

Since $M / N = \tilde{q}_{l,m}^{A} / \tilde{p}_{l,m}^{A}$, from (74a) we have $L_{(m)}^{(n)} = \tilde{q}_{l,m}^{A} N - \tilde{p}_{l,m}^{A} M = 0$, so that $\Delta_{(m)}^{(n)} \leq L_{(m)}^{(n)} = 0$. Upon substituting into (74b), we have

$$d \leq \frac{M}{K + \tilde{q}_{l,m}^{A} / \tilde{p}_{l,m}^{A}} = \frac{M N}{M + K N} \quad (75)$$

It means that the decomposition bound is the DoF upper-bound.

Similarly, when $M / N \in \{q^{B}_{l,n} / p^{B}_{l,n}\}$, from a partial tree whose leaf vertexes are BSs and $J_{(m)}^{(m)} = \mathcal{I}^{B}_{l,m}$, satisfying (74b), $\forall m \leq n$, we can prove that the decomposition bound is the DoF upper-bound.

This completes the proof of Theorem 1.

C. Applications

In this subsection, we take several examples to show how to use the genie tree to derive the DoF upper-bound for the networks with configurations in both Region I and Region II. To understand the relationship of our genie tree and the genie chain in $\{7\}$, we consider five examples in a four-cell one-user MIMO-IC network, whose configurations and the corresponding DoF upper-bounds are listed in Table IV.

| M     | N     | Upper-bound                      |
|-------|-------|----------------------------------|
| Ex 4  | 29    | $d_{\text{Quan}} = d_{\text{Proper}} = 8$ Unsolved in $\{7\}$ |
| Ex 5  | 31    | $d_{\text{Decom}} = 372/43$ Unsolved in $\{7\}$ |
| Ex 6  | 5     | $d_{\text{Decom}} = 10/7$ Example 1 in $\{7\}$ |
| Ex 7  | 3     | $d_{\text{Decom}} = 21/10$ Example 2 in $\{7\}$ |
| Ex 8  | 8     | $d_{\text{Decom}} = 24/11$ Example 3 in $\{7\}$ |

1) Ex 4: We first consider Ex 4 where $M = 29$ and $N = 11$. Since $M / N \in \mathcal{R}_{11}^{II-A} = [21, 8, 8/3]$ from (12), the DoF upper-bound is $d_{\text{Quan}} = 8$ and it can be derived from a full genie tree with height of three.

From (69a), we have

$$L_{(1)}^{(1)} = (3 L_{(1)}^{(0)} - L_{(1)}^{(-1)})^{+} = 33 - 29 = 4 \quad (76a)$$

$$L_{(2)}^{(1)} = (3 L_{(2)}^{(0)} - L_{(2)}^{(-1)})^{+} = 12 - 11 = 1 \quad (76b)$$

$$L_{(3)}^{(1)} = (3 L_{(3)}^{(0)} - L_{(3)}^{(-1)})^{+} = (3 - 4)^{+} = 0 \quad (76c)$$

where $L_{(i)}^{(-1)} = M = 29$ and $L_{(i)}^{(0)} = N = 11$.

It means that to resolve all ICIs, we need to introduce BSs $L_{(1)}^{(1)} = 4$-dimensional genies in the 1st round, and introduce users $L_{(2)}^{(1)} = 1$-dimensional genies in the 2nd round, and do not introduce BSs any genie in the 3rd round, since they can resolve all ICIs.

Fig. 8. Introduced genies for Ex 4.

According to the required genie dimensions in (79) and the basic principle to construct genies (53), we design the genies for different nodes shown in Fig. 8. To derive the DoF upper-bound, we need to introduce the same node different genies to obtain different sum rate inequalities.

All the sum rate inequalities obtained from the genie tree can
be converted into the following algebra inequalities

\[ 3d \leq M - d + \Delta_{IR}^{(1)} \]  
\[ 3\Delta_{IR}^{(1)} \leq d + \Delta_{IR}^{(2)} \]  
\[ 3\Delta_{IR}^{(2)} \leq \Delta_{IR}^{(1)} \]  

where \( \Delta_{IR}^{(m)} = \omega \left( x_{IR}^{(m)} \right), m = 1, 2. \)

By solving (77), we obtain

\[ d \leq 8M/29 = 8 \]  

which leads to the DoF upper-bound \( d \leq d^{\text{Decom}} = d^{\text{Proper}} \) for Ex 4.

2) Ex 5: We first consider Ex 5 where \( M = 31 \) and \( N = 12. \) Since \( M/N \in \mathbb{R}^1 = ((3 - \sqrt{5})/2, (3 + \sqrt{5})/2) \) from (70), the DoF upper-bound is \( d^{\text{Decom}} = MN/(M + N) = 372/43 \) and it can be derived from a partial genie tree.

According to the constraint in (65), we design the genie tree where each BS helps three users resolve ICIs in the 1st round, then each user helps three BSs resolve ICIs in the 2nd round, each BS cannot help three BSs but can help two BSs resolve ICIs in the 3rd round, until each user can help three users resolve ICIs without any genes in the 4st round. Consequently, from (74a), we have

\[ L_{IR}^{(1)} = (3L_{IR}^{(0)} - L_{IR}^{(-1)})^+ = 36 - 31 = 5 \]  
\[ L_{IR}^{(2)} = (3L_{IR}^{(1)} - L_{IR}^{(0)})^+ = 15 - 12 = 3 \]  
\[ L_{IR}^{(3)} = (2L_{IR}^{(2)} - L_{IR}^{(1)})^+ = 6 - 5 = 1 \]  
\[ L_{IR}^{(4)} = (3L_{IR}^{(3)} - L_{IR}^{(2)})^+ = 3 - 3 = 0 \]

Therefore, from (79), we know that to resolve all ICIs, we need to introduce BSs \( L_{IR}^{(1)} \) = 5-dimensional genie in the 1st round, and introduce users \( L_{IR}^{(2)} \) = 3-dimensional genie in the 2nd round, and introduce BSs \( L_{IR}^{(3)} \) = 1-dimensional genie in the 3rd round.

According to (79) and the principle in (53), we design the genies as shown in Fig. 9 and obtain the inequalities as follows,

\[ 3d \leq M - d + \Delta_{IR}^{(1)} \]  
\[ 3\Delta_{IR}^{(1)} \leq d + \Delta_{IR}^{(2)} \]  
\[ 3\Delta_{IR}^{(2)} \leq \Delta_{IR}^{(1)} + \Delta_{IR}^{(3)} \]  
\[ 3\Delta_{IR}^{(3)} \leq \Delta_{IR}^{(2)} \]

where \( \Delta_{IR}^{(m)} = \omega \left( x_{IR}^{(m)} \right), m = 1, 2, 3. \)

By solving (80), we have

\[ d \leq 12M/43 = 372/43 \]  

which leads to the DoF upper-bound \( d \leq d^{\text{Decom}} \) for Ex 5.

3) Ex 6: We consider Ex 6 where \( M = 5 \) and \( N = 2. \) Since \( M/N \in \mathbb{R}^1 = ((3 - \sqrt{5})/2, (3 + \sqrt{5})/2) \), the DoF upper-bound is \( d^{\text{Decom}} = MN/(M + N) = 10/7 \) and it can be derived from a partial genie tree.

Following the similar analysis in Ex 5, we have

\[ L_{IR}^{(1)} = (3L_{IR}^{(0)} - L_{IR}^{(-1)})^+ = 6 - 5 = 1 \]  
\[ L_{IR}^{(2)} = (2L_{IR}^{(1)} - L_{IR}^{(0)})^+ = 2 - 2 = 0 \]

According to (85) and (53), we design the genies as shown
in Fig. 11 and obtain the inequalities as follows,
\[ 3d \leq M - d + \Delta_{IR}^{(1)} \] (86a)
\[ 2\Delta_{IR}^{(1)} \leq d + \Delta_{IR}^{(2)} \] (86b)
\[ 2\Delta_{IR}^{(2)} \leq \Delta_{IR}^{(1)} \] (86c)
where \( \Delta_{IR}^{(m)} = \omega \left( x_{IR}^{(m)} \right), m = 1, 2. \)
By solving (86), we obtain
\[ d \leq 3M/11 = 21/11 \] (87)
which leads to the DoF upper-bound \( d \leq d_{\text{Decom}} \) for Ex 7.

5) Ex 8: We consider Ex 8 where \( M = 8 \) and \( N = 3. \) Since \( M/N \in \mathbb{R}_2^{\text{II-A}} = [8/3, 3) \) from (12), the DoF upper-bound is \( d_{\text{Quan}} = \min(3M/11, 3N/4) = 24/11 \) and it can be derived from a full genie tree.

From (69a), we have
\[ L_{IR}^{(1)} = (3L_{IR}^{(0)} - L_{IR}^{(-1)})^+ = 9 - 8 = 1 \] (88a)
\[ L_{IR}^{(2)} = (3L_{IR}^{(1)} - L_{IR}^{(0)})^+ = 3 - 3 = 0 \] (88b)

According to (88) and (53), we can design the genies as shown in Fig. 12 and obtain the inequalities as follows,
\[ 3d \leq M - d + \Delta_{IR}^{(1)} \] (89a)
\[ 3\Delta_{IR}^{(1)} \leq d \] (89b)
where \( \Delta_{IR}^{(1)} = \omega \left( x_{IR}^{(1)} \right). \)
By solving (89), we obtain
\[ d \leq 3M/11 = 24/11 \] (90)
which leads to the DoF upper-bound \( d \leq d_{\text{Quan}} = d_{\text{Decom}} \) for Ex 8.

From the above examples, we show how to use the genie trees to derive the DoF upper-bounds in both Region I and Region II. We can see the differences between our genie tree and the genie chain in [7]. Firstly, Ex 4 and Ex 5 are the unsolved cases in [7], which means that genie trees can provide the DoF upper-bound that cannot be derived from the genie chain. Moreover, the genie chain considers the four different ways to construct the genies to derive the DoF upper-bound for Ex 6, Ex 7, and Ex 8, where different ways need to be selected carefully based on different antenna configurations. By contrast, our genie tree can use a unified way to solve all cases that require different ways by using genie chain. In other words, our genie tree can be applied to more general cases.

V. PROOF OF ACHIEVABLE DOF

In Section III.A, we have shown that the decomposition DoF bound is achievable by the asymptotic IA in Region I, which indicates that (28a) in Theorem 2 is true. In the following, we prove that the quantity DoF bound is achievable by the linear IA in Region II, i.e., (28b).

A. Feasible Condition of Linear IA

The basic idea of the proof is to find a linear IA transceiver that can support \( d = d_{\text{Quan}} \) data streams for each user. To prove the feasibility of linear IA, we need to check the IA conditions in [19], i.e.,
\[
\text{rank} \left( V_i^H \begin{bmatrix} H_{i,i} & 0 \\ \vdots & 0 \\ H_{i,iK} & U_{iK} \end{bmatrix} \right) = Kd
\]
(91a)
\[
V_j^H H_{j,i_k} U_{i_k} = 0, \ \forall i \neq j
\]
(91b)
where \( V_j \) and \( U_{i_k} \) denote the receive matrix of BS \( j \) and the transmit matrix of MS \( i_k, \) (91a) is a rank constraint to convey the desired signals for each BS and each user, which is equivalent to \( \text{rank}(V_j) = Kd \) and \( \text{rank}(U_{i_k}) = d, \) and (91b) is the ICI-free constraint.

Since Region II is comprised of Regions II-A and II-B, and the proof in Region II-B is similar, we only provide the proof in Region II-A for conciseness.

When \( M/N \in \mathbb{R}_2^{\text{II-A}}, \) i.e., \( C_n^{\text{II-A}} \leq M/N < C_n^{\text{II-A}}, \) Corollary 2 indicates that it is necessary to satisfy \( M \geq M_{\text{min}} \) and \( N \geq N_{\text{min}} \) to support \( d \) data steams per user, where \( M_{\text{min}} = (K + C_n^A) d \) and \( N_{\text{min}} = (1 + K/C_n^{\text{II-A}}) d \) denote the minimal antenna configuration in Subregion \( \mathbb{R}_n^{\text{II-A}}. \) When the linear IA is feasible with the minimal antenna configuration, i.e., \( \forall M/N \in \{C_n^{\text{II-A}}\}, \) the linear IA must be feasible with other configurations in Subregion \( \mathbb{R}_n^{\text{II-A}} \) by removing the redundant antennas and considering the finite spatial extensions. In the following, we only need to design the feasible IA transceiver with the minimal antenna configuration.

B. Basic Idea of Transceiver Design

To obtain the feasible IA transceiver, we first design the transmit matrices of users to align some ICIs and then design the receive matrices of BSs to cancel the remaining ICIs. Once the transmit matrices are obtained, the receive matrices can be designed as follows,
\[
V_j = \mathcal{V} \{ Q_j^H Q_j \}, \ j = 1, \ldots, G
\]
(92)
where $\mathcal{V}(\mathbf{X})$ is a matrix whose columns are the eigenvectors corresponding to zero eigenvalues of $\mathbf{X}$ and satisfy $\mathbf{X}\mathcal{V}(\mathbf{X}) = 0$. $\mathbf{Q}_j = [\mathbf{Q}_{j,1}, \cdots, \mathbf{Q}_{j,j-1}, \mathbf{Q}_{j,j+1}, \cdots, \mathbf{Q}_{j,G}] \in \mathbb{C}^{(G-1)Kd \times M}$ contains all the received ICIs of the $j$th BS, and $\mathbf{Q}_{j,i} = [\mathbf{U}_{i,k}^{H} \mathbf{H}_{j,i,k}, \cdots, \mathbf{U}_{i,k}^{H} \mathbf{H}_{j,i,K}] \in \mathbb{C}^{Kd \times M}$ denotes the received ICIs of the $j$th BS from all the users in the $i$th cell.

Therefore, the key factor of devising the feasible IA transceiver is to establish the alignment equations to design the transmit matrices. The subspace alignment chains proposed in [Note1] can only describe which two ICIs can be aligned together. To describe which ICIs can be aligned for general cases, we introduce a notion of alignment graph.

**Definition 4:** Alignment graph is a bipartite graph $\mathcal{G} = \{\mathcal{X}, \mathcal{Y}; \mathcal{E}\}$ to describe how to align the ICIs from the data streams of the nodes in $\mathcal{X}$ at the nodes in $\mathcal{Y}$. If $(x_i, y_j) \in \mathcal{E}$, $\forall x_i \in \mathcal{Z}_i \subseteq \mathcal{X}$, $y_j \in \mathcal{Y}$, the ICIs from the data streams of nodes in the set $\mathcal{Z}_i$ can be aligned at node $y_j$.

To achieve the information theoretical maximal DoF, we need to find out which ICIs can be aligned together. Since the aligned ICIs cannot be resolved by the receiver, we know that the irresolvable ICIs are the aligned ICIs. Considering that the genie branch shows which nodes have the irresolvable ICIs, it also indicates where the ICIs can be aligned together. Therefore, we can establish the alignment equations from the genie branch to obtain transmit matrices.

### C. Examples

In the following, we employ Ex 1, Ex 2 and Ex 3 listed in Table III to illustrate the basic idea to establish alignment equations from genie branches.

1) **Ex 1:** We first consider Ex 1 where $M = 6$, $N = 1$, and $d = 1$. As shown in Fig. 4(a), there are no irresolvable ICIs, i.e., BSs are capable of canceling all ICIs. Therefore, the transmit matrices of users do not align to ICIs and can be designed to satisfy $\text{rank}(\mathbf{U}_{i,k}) \geq 1$.

2) **Ex 2:** We then consider Ex 2 where $M = 11$, $N = 3$, and $d = 2$. Since BSs cannot cancel all ICIs, it is necessary to design the transmit matrices to align some ICIs.

From the genie branch in Fig. 7(b), we can see that BS2 and BS3 have irreversible ICIs. It indicates that the ICIs generated from the signals of MS1, MS2, MS3, and MS4 can be aligned at BS2, and the ICIs from the signals of MS1, MS2, MS3, and MS4 can be aligned at BS3.

Let $\mathbf{z}_{\mathcal{R}_2}^{(1)}$ and $\mathbf{z}_{\mathcal{R}_3}^{(1)}$ represent the aligned ICIs (i.e., irreversible ICIs) at BS2 and BS3 in the 1st round. As shown in Fig. 7(b), $\mathbf{z}_{\mathcal{R}_2}^{(1)}$ and $\mathbf{z}_{\mathcal{R}_3}^{(1)}$ contain the ICIs from MS1. From (42), we can see that when $\mathbf{z}_{\mathcal{R}_2}^{(1)}$ and $\mathbf{z}_{\mathcal{R}_3}^{(1)}$ contain the data stream from MS1, they can be aligned at MS1 in the 2nd round, otherwise, they cannot be aligned together. In Fig. 7(b), $\mathbf{z}_{\mathcal{R}_2}^{(1)}$ and $\mathbf{z}_{\mathcal{R}_3}^{(1)}$ are not aligned, which indicates that the data streams of MS1 in $\mathbf{z}_{\mathcal{R}_2}^{(1)}$ and $\mathbf{z}_{\mathcal{R}_3}^{(1)}$ are different. Let $s_{1,1,1}$ and $s_{1,2}$ represent two different data streams of MS1, without loss of generality, we consider that $\mathbf{z}_{\mathcal{R}_2}^{(1)}$ contains the ICI from $s_{1,1}$, while $\mathbf{z}_{\mathcal{R}_3}^{(1)}$ contains the ICI from $s_{1,2}$, where $s_{i,j}$ denotes the $j$th data stream of MS$i$.

The genie branch shows where the ICIs can be aligned, we construct the alignment graph from the genie branch. From the genie branch in Fig. 7(b), we obtain the alignment graph in Fig. 13. In the alignment graph, all vertexes with the same label represent different data streams from the same node. According to the alignment graph in Fig. 13, we can align the ICIs from $s_{21,1}$, $s_{23,2}$, $s_{31,1}$, $s_{33,2}$ at BS1, the ICIs from $s_{11,1}$, $s_{13,2}$, $s_{31,2}$, $s_{33,2}$ at BS2, and the ICIs from $s_{11,2}$, $s_{12,2}$, $s_{22,2}$, $s_{23,2}$ at BS3.

Then, the alignment equations are obtained as follows,

$$
H_{1,1}\mathbf{u}_{1,1} + H_{1,2}\mathbf{u}_{1,2} + \mathbf{H}_{1,3}\mathbf{u}_{1,3} + \mathbf{H}_{1,4}\mathbf{u}_{1,4} = \mathbf{0}
$$

$$
H_{2,1}\mathbf{u}_{2,1} + H_{2,2}\mathbf{u}_{2,2} + \mathbf{H}_{2,3}\mathbf{u}_{2,3} + \mathbf{H}_{2,4}\mathbf{u}_{2,4} = \mathbf{0}
$$

$$
H_{3,1}\mathbf{u}_{3,1} + H_{3,2}\mathbf{u}_{3,2} + \mathbf{H}_{3,3}\mathbf{u}_{3,3} + \mathbf{H}_{3,4}\mathbf{u}_{3,4} = \mathbf{0}
$$

where $\mathbf{u}_{i,\ell}$ denotes the transmit vector of $s_{i,\ell}$.

The alignment equations can be expressed as

$$
\mathbf{A}_i\mathbf{W}_l = \mathbf{0}, \quad \ell = 1, 2, 3
$$

where

$$\mathbf{A}_1 = [\mathbf{H}_{1,1}, \mathbf{H}_{1,2}, \mathbf{H}_{1,3}, \mathbf{H}_{1,4}, \mathbf{A}_2 = [\mathbf{H}_{2,1}, \mathbf{H}_{2,2}, \mathbf{H}_{2,3}, \mathbf{H}_{2,4}, \mathbf{W}_l = [\mathbf{u}_{1,1}, \mathbf{u}_{1,2}, \mathbf{u}_{1,3}, \mathbf{u}_{1,4}], \mathbf{W}_l = [\mathbf{u}_{2,1}, \mathbf{u}_{2,2}, \mathbf{u}_{2,3}, \mathbf{u}_{2,4}], \mathbf{A}_1 \in \mathbb{C}^{M \times 4N \times 11 \times 12}, \mathbf{A}_2 \in \mathbb{C}^{M \times 4N \times 11 \times 12}, \mathbf{A}_1 \in \mathbb{C}^{12 \times 1 \times 12 \times 1}, \mathbf{A}_2 \in \mathbb{C}^{12 \times 1 \times 12 \times 1},$$

is comprised of the transmit vectors.

For each BS, the number of received ICIs is $(G-1)Kd = 8$. There are three alignment equations for three BSs and each equation can align one ICI. Therefore, the users can help each BS cancel one ICI. Meanwhile, each BS can cancel the remaining $M - Kd = 11 - 4 = 7$ ICIs. Therefore, all the ICIs are jointly eliminated by the users and BSs, and the designed IA transceiver is feasible.

3) **Ex 3:** We next consider Ex 3 where $M = 38$, $N = 11$, and $d = 7$. In this case, BSs cannot cancel all ICIs, it is still necessary to design the transmit matrices to align some ICIs.

Take the genie branch in Fig. 14(a) as an example, similar to Ex 2, the ICIs generated from the signals of MS1, MS2,
MS\textsubscript{1}, and MS\textsubscript{2} can be aligned at BS\textsubscript{2}, the ICIs from the signals of MS\textsubscript{1}, MS\textsubscript{1}, MS\textsubscript{2}, and MS\textsubscript{2} can be aligned at BS\textsubscript{2}. Different from Eq. 2, \(z_{1r_2}^{(1)}\) and \(z_{1r_2}^{(1)}\) can be further aligned at MS\textsubscript{1} in the 2nd round. It means that \(z_{1r_2}^{(1)}\) and \(z_{1r_2}^{(1)}\) are comprised of the ICIs from the same data stream of MS\textsubscript{1}. Therefore, in Fig. 14(a), the two leaf vertexes labeled by MS\textsubscript{1} denote the same data stream of MS\textsubscript{1}. Without loss of generality, we assume that the data stream is \(s_{1,1}\), the 1st data stream of MS\textsubscript{1}. To avoid establishing redundant alignment equations, it is necessary to merge one redundant vertex of the stream of MSs. Therefore, in Fig. 14(a), the two leaf vertexes labeled by \(\forall O\), where \(\forall O\) contains branches that are also full trees with height of \(n\). We know that the genie tree is a full tree with height of \(n\). Hence, we can obtain twelve alignment equations.

According to the alignment graph, we can align the ICIs from \(s_{1,1}, s_{1,2}, s_{3,1}, s_{3,2}\) at BS\textsubscript{2}, the ICIs from \(s_{1,1}, s_{1,2}, s_{2,1}\), and \(s_{2,2}\) at BS\textsubscript{3}. The ICIs from \(s_{1,1}\) is aligned at both BS\textsubscript{2} and BS\textsubscript{3} simultaneously. Then, the alignment equations are obtained as follows,

\[
\begin{align*}
H_{1,1}u_{1,1} + H_{1,2}u_{1,2,1} + H_{2,3}u_{3,1,1} + H_{2,3}u_{3,2,1} &= 0 \\
H_{3,1}u_{1,1} + H_{3,2}u_{1,2,1} + H_{2,3}u_{2,1,1} + H_{2,3}u_{2,2,1} &= 0
\end{align*}
\]

The alignment equations are from one genie branch whose root is MS\textsubscript{1}. When considering other five different genie branches, we can obtain twelve alignment equations.

For each BS, the number of received ICIs is \((G-1)Kd = 28\) ICIs. There are twelve alignment equations for three BSs. Therefore, the users can help BS\textsubscript{1} cancel four ICIs. Meanwhile, each BS can cancel \(M - Kd = 38 - 14 = 24\) ICIs. As a result, all the ICIs can be jointly eliminated by the users and BSs, and the designed IA transceiver is feasible.

### D. IA Transceiver Design

From these examples, we can summarize the basic steps to design the linear IA transceiver for general cases as:

1. Show the genie tree according to the configuration;
2. Obtain the genie branches from the genie tree;
3. Construct the alignment graphs from the genie branches;
4. Establish the alignment equations according to the alignment graphs;
5. Design the transmit matrices by solving the alignment equations and design the receive matrices based on the transmit matrices.

### 1) Genie Branches

We know that the genie tree is a full tree with height of \(n\). According to the genie tree, we can obtain \(GK_{n-1}\) genie branches that are also full trees with height of \(n - 1\).

We use \(T(\ell) = \{\mathcal{O}; \mathcal{D}\}\) to denote the genie branch whose root is the \(\ell\)-th vertex in the \((n-1)\)-th round, \(\ell = 1, \ldots, GK_{n-1}\), where \(\mathcal{O} = \bigcup_{m=1}^{n-1} \mathcal{O}^{(m)}, \mathcal{D} = \bigcup_{m=1}^{n-1} \mathcal{D}^{(m)}\). \(\mathcal{O}^{(m)}\) is the set of vertexes in the \(m\)-th round, and \(\mathcal{D}^{(m)}\) is the set of edges from the vertexes in the \((m-1)\)-th round to those in the \(m\)-th round.

Let \(T_j^{(m)}\) denote the set of children of node \(j\) in the \(m\)-th round, \(\forall \ell \leq m \leq n - 1\), we have

\[
\begin{align*}
\mathcal{O}^{(m-1)} &= \bigcup_{j \in \mathcal{O}^{(m)}} T_j^{(m)} \\
\mathcal{D}^{(m)} &= \big\{ (i,j) \big| \forall j \in T_i^{(m)}, i \in \mathcal{O}^{(m)}, j \in \mathcal{O}^{(m-1)} \big\}
\end{align*}
\]

### 2) Alignment Graphs

According to the genie branch \(T(\ell)\), we can construct an alignment graph, denoted by \(\mathcal{G}(\ell)\). Based on the previous examples, we know that when \(n = 1\), it is not necessary to align ICIs. When \(n = 2\), the genie branch can be taken as the alignment graph directly. When \(n > 2\), in the genie branch, the vertex in the \(m\)-th round indicates which vertexes in the \((m-2)\)-th round contain a redundant vertex. We need to first merge the redundant vertexes to obtain the alignment graph.

![Fig. 15. Genie branches before and after merging redundant vertexes, where the blue vertexes in (a) are removed but the blue edges in (b) are added.](image-url)

In Fig. 15, we show how to merge the redundant vertexes in the genie branch. For a vertex labeled by node \(l\) (either BS or user) in the \(m\)-th round (denoted by \(l^{(m)}\)), when \(m \geq 2\) we know that there exists a redundant vertex among multiple vertexes labeled by node \(l\) in the \((m-2)\)-th round (denoted by \(l^{(m-2)}\)).

\[
\forall P(l^{(m-2)}) \in \mathcal{J}_j^{(m)}, \text{ where } P(x) \text{ is the parent of vertex } x. \text{ If the redundant vertex is } i^{(m-2)}, \text{ it means that } \forall j \neq i \text{ can align their ICIs at } P(l^{(m-2)}) \text{ in the } (m-1)\)-th round, the ICIs of } P(l^{(m-2)}) \text{ are the linear combinations of the ICIs of } l^{(m-2)}, \forall j \neq i, \text{ so that } P(l^{(m-2)}) \in \mathcal{I}_m \text{ can align their ICIs at } l^{(m)} \text{ in the } m\text{-th round. Therefore, we need to remove the redundant vertex } l^{(m-2)} \text{ and add the edges from } l^{(m-2)} \text{ to } P(l^{(m-2)}).

To obtain the alignment graph from the genie branch, we need to delete the vertex in the \(m\)-th round and merge the redundant vertex in the \((m-2)\)-th round in the following way.

\[
\begin{align*}
\mathcal{O}^{(m)} &= \mathcal{O}^{(m)} \setminus \{l^{(m)}\}, \forall P(l^{(m-2)}) \in \mathcal{J}_j^{(m)} \\
\mathcal{O}^{(m-1)} &= \mathcal{O}^{(m-1)} \setminus \{l^{(m-2)}\} \\
\mathcal{D}^{(m)} &= \mathcal{D}^{(m)} \cup \big\{ (i,j) \big| P(l^{(m-2)}), \forall j \neq i, P(l^{(m-2)}) \in \mathcal{J}_j^{(m)} \big\}
\end{align*}
\]

After deleting all vertexes in the \(m\)-th round, the height of the genie branch is reduced to \(m - 1\).

By repeating the above merging steps for \(m = n, \ldots, 2\), we can obtain the final alignment graph \(\mathcal{G}(\ell) = \{\mathcal{X}, \mathcal{Y}; \mathcal{E}\}\) by letting \(\mathcal{X} = \mathcal{O}^{(0)}, \mathcal{Y} = \mathcal{O}^{(1)}, \text{ and } \mathcal{E} = \mathcal{D}^{(1)}\), where \(\mathcal{O}^{(0)}, \mathcal{O}^{(1)}, \text{ and } \mathcal{D}^{(1)}\) are obtained from the genie branch with height of two. Using mathematical induction, it is not difficult to prove that \(\mathcal{X}\) contains \(q^{\mathcal{X}}_{n-1}\) vertexes \(\mathcal{Y}\) contains \(p^{\mathcal{Y}}_{n-1}\) vertexes. As a
result, the alignment graph indicates how the ICIs from $q_n^{\ell}$ data streams of users are aligned at $p_n^{\ell}$ BSs.

3) Alignment Equations: From alignment graphs $G(\ell)$, $\ell = 1, \ldots, G K_{n-1}$, we can obtain $G K_{n-1}$ groups of alignment equations

$$A_\ell W_U^{\ell} = 0, \quad \ell = 1, \ldots, G K_{n-1}$$

(95)

where $A_\ell \in \mathbb{C}^{p_n^{\ell}, M \times q_n^{\ell}}$ is the alignment matrix obtained from the alignment graph $G(\ell)$ and $W_U^{\ell}$ is the rearranged matrix comprised of transmit vectors.

From the analysis in Subsection V-C, we know that the different vertices labeled by the same node in the alignment graph denote the different data streams from the node. Therefore, we can obtain different transmit vectors from different alignment equations. Since there are $G K_d$ transmit vectors and $G K_{n-1}$ rearranged matrices, each rearranged matrix $W_U^{\ell}$ needs to contain $K d / (K_{n-1} q_n^{\ell})$ transmit vectors. Since $A_\ell$ has $q_n^{\ell} - 1$ columns, $W_U^{\ell}$ has $q_n^{\ell} - 1$ rows and each column contains $q_n^{\ell} - 1$ transmit vectors. When $W_U^{\ell}$ has $K d / (K_{n-1} q_n^{\ell})$ columns, $W_U^{\ell}$, $\ell = 1, \ldots, G K_{n-1}$ can contain all transmit vectors. As a result, $W_U^{\ell} \in \mathbb{C}^{q_n^{\ell} - 1 \times K d / (K_{n-1} q_n^{\ell})}$.

4) Transmit and Receive Matrices: From (95), we can design the transmit matrices as follows,

$$W_U^{\ell} = V \{ A_\ell^H A_\ell \}, \quad \ell = 1, \ldots, G K_{n-1}$$

(96)

By substituting the transmit matrices solved by (96) into (92), we obtain the receive matrices.

Since the genie branch indicates which ICIs can be aligned together, it is undoubted that the alignment equations obtained from genie branch are always solvable. Therefore, to prove the achievability, it is only necessary to prove that the IA transceiver obtained from the genie tree can satisfy (91).

E. IA Transceiver Feasibility

To satisfy $\text{rank}(U_{n_l}) = d$, it is necessary to satisfy $\text{rank}(W_U^{\ell}) = K d / (K_{n-1} q_n^{\ell})$, i.e., $A_\ell^H A_\ell$ has $K d / (K_{n-1} q_n^{\ell})$ independent eigenvectors corresponding to zero eigenvalues. Since $A_\ell \in \mathbb{C}^{p_n^{\ell}, M \times q_n^{\ell} - 1}$, from (23) we have

$$\dim \{ V \{ A_\ell^H A_\ell \} \} \geq q_n^{\ell - 1} - N - p_n^{\ell - 1} M$$

$$= q_n^{\ell - 1} (1 + K / C_n^{\ell - 1}) - p_n^{\ell - 1} (K + C_n^\ell)$$

$$= q_n^{\ell - 1} (C_n^{\ell - 1} - C_n^\ell)$$

$$= 1 / p_n^{\ell - 1} d$$

$$= K d / (K_{n-1} q_n^{\ell - 1})$$

(97a)

(97b)

(97c)

(97d)

where (97a) is from $M = (K + C_n^\ell) / (1 + K / C_n^{\ell - 1})$ and $N = (1 + K / C_n^{\ell - 1}) - 1$, (97b) follows from $C_n^{\ell - 1} = q_n^{\ell - 1} / p_n^{\ell - 1}$ in (17), (97c) comes from $C_n^{\ell - 1} - C_n^\ell = 1 / (p_n^{\ell - 1} p_n^\ell)$ in (19a), and (97d) follows from $q_n^{\ell - 1} / p_n^\ell = K / K_{n-1}$, which is obtained by using the mathematical induction.

Since $W_U^{\ell}$ has $K d / (K_{n-1} q_n^{\ell - 1})$ column vectors, (97d) ensures that the column vectors of $W_U^{\ell}$ are independent. Therefore, the transmit vectors are independent, i.e., $\text{rank}(U_{n_l}) = d$.

To satisfy (91b), the BSs and users need to cancel all ICIs, i.e., $I_N + I_M \geq (G - 1) K d$, where $I_N$ and $I_M$ are the numbers of ICIs that can be canceled by the BS and the user, respectively.

In (95), since $A_\ell$ has $p_n^{\ell - 1} M$ rows and $W_U^{\ell}$ has $K d / (K_{n-1} q_n^{\ell - 1})$ columns, we can obtain $p_n^{\ell - 1} M / (K_{n-1} q_n^{\ell - 1})$ alignment equations from each alignment matrix. There are $G K_{n-1}$ alignment matrices and $G$ BSs, then $I_N$ is obtained as

$$I_N = p_n^{\ell - 1} K_d / (K_{n-1} q_n^{\ell - 1})$$

(98)

To reserve $K d$-dimensional subspace to receive the desired signals, i.e., ensure $\text{rank}(V) = K d$, $I_N$ is obtained as

$$I_M = M - K d$$

(99)

From (13a), we have $I_N + I_M = (G - 1) K d$. It means that the total ICIs are canceled by BSs and users thoroughly.

As a result, the jointly designed transmitters in (96) and receivers in (92) satisfy the IA conditions in (91), which indicates that the linear IA is feasible and the quantity DoF bound is achievable.

This completes the proof of Theorem 2

F. Applications

In this subsection, we take several examples to show how to use the genie branches to establish the alignment equations. To understand the relationship of our alignment graph and alignment matrix with the subspace alignment chain in [1] and the block matrix in [3], we consider three examples in a three-cell one-user MIMO-IC network, whose configurations and the corresponding achievable DoF are listed in Table V.

| Table V | Antenna Configurations and Achievable DoF of Examples, where $G = 3$ and $K = 1$. |
|---------|-------------------------------------------------|
| Ex 9    | M = 5, N = 3, $d = 2$ |
| Ex 10   | M = 7, N = 5, $d = 3$ |
| Ex 11   | M = 9, N = 7, $d = 4$ |

1) Ex 9: We consider Ex 9 where $M = 5$, $N = 3$, and $d = 2$. Since $M / N \in \mathbb{R}_{2}^{[1]} = [3/2, 2]$, we know that the genie tree is a full tree with height of two. According to the genie tree, we can obtain three genie branches with height of one.

Since the height of genie branches is one, we can obtain the alignment graphs from the genie branches directly, which are shown in Fig. 16.

![Alignment graphs for Ex 9.](image)

Fig. 16. Alignment graphs for Ex 9.

According to the alignment graphs in Fig. 16, we can obtain the alignment equations as follows,

$$H_{3,1} u_{1,1} + H_{3,2} u_{2,1} = 0$$

$$H_{1,2} u_{2,2} + H_{3,3} u_{3,1} = 0$$

$$H_{2,3} u_{3,2} + H_{2,1} u_{1,2} = 0$$
which can be expressed as
\[ A_\ell W_\ell^U = 0, \quad \ell = 1, 2, 3 \]
where
\[
A_1 = \begin{bmatrix} H_{3,1} \end{bmatrix}, \quad W_1^U = \begin{bmatrix} u_{1,1}^T, u_{2,1}^T \end{bmatrix}^T \\
A_2 = \begin{bmatrix} H_{1,2} \end{bmatrix}, \quad W_2^U = \begin{bmatrix} u_{2,2}^T, u_{3,1}^T \end{bmatrix}^T \\
A_3 = \begin{bmatrix} H_{2,3} \end{bmatrix}, \quad W_3^U = \begin{bmatrix} u_{3,2}^T, u_{4,2}^T \end{bmatrix}^T
\]

For each BS, the number of received ICIs is \((G - 1)Kd = 4\) ICIs. There are three alignment equations for three BSs. Therefore, the users can help each BS cancel one ICI. Meanwhile, each BS can cancel the remaining \(M - Kd = 5 - 2 = 3\) ICIs. As a result, all the ICIs can be jointly eliminated by the designed IA transceiver.

2) \textbf{Ex 10:} We consider \textbf{Ex 10} where \(M = 7, N = 5, d = 3\). Since \(M/N \in \mathbb{R}_{3}^{1-\Delta} = [4/3, 3/2]\), we know that the genie tree is a full tree with height of three. According to the genie tree, we can obtain three genie branches with height of two.

As shown in Fig. 17(a), the aligned ICIs at BS3 and BS1 can be further aligned at MS2 in the 2nd round. It means that there is one redundant vertex between the two leaf vertexes labeled by MS2. By merging one redundant vertex of the genie branch, we obtain the alignment graph in Fig. 17(b).

![Genie branch and alignment graphs for Ex 10](image)

Following the similar way, we can obtain three alignment graphs shown in Fig. 17(c). According to these alignment graphs, we can obtain the alignment equations as follows,

\[
\begin{align*}
H_{3,1}u_{1,1} + H_{3,2}u_{2,1} &= 0 \\
H_{1,2}u_{2,1} + H_{1,3}u_{3,1} &= 0 \\
H_{1,2}u_{2,2} + H_{1,3}u_{3,2} &= 0 \\
H_{2,3}u_{3,2} + H_{2,4}u_{4,1} &= 0 \\
H_{2,3}u_{3,3} + H_{2,4}u_{4,2} &= 0 \\
H_{3,1}u_{1,3} + H_{3,2}u_{2,3} &= 0
\end{align*}
\]

which can be expressed as
\[ A_\ell W_\ell^U = 0, \quad \ell = 1, 2, 3 \]

For each BS, the number of received ICIs is \((G - 1)Kd = 6\) ICIs. There are six alignment equations for three BSs. Therefore, the users can help each BS cancel two ICIs. Meanwhile, each BS can cancel the remaining \(M - Kd = 7 - 3 = 4\) ICIs. As a result, all the ICIs can be jointly eliminated by the designed IA transceiver.

3) \textbf{Ex 11:} We consider \textbf{Ex 11} where \(M = 9, N = 7, d = 4\). Since \(M/N \in \mathbb{R}_{3}^{1-\Delta} = [5/4, 4/3]\), we know that the genie tree is a full tree with height of four. According to the genie tree, we can obtain three genie branches with height of three.

As shown in Fig. 18(a), the aligned ICIs at MS2 and MS3 can be further aligned at BS1 in the 3rd round. By merging one redundant vertex labeled by BS1, we obtain a genie branch with height of two. Moreover, the aligned ICIs at BS1 and BS3 can be further aligned at MS2, and the aligned ICIs at BS1 and BS2 can be further aligned at MS3. Therefore, the leaf vertexes labeled by MS2 and MS3 contain two redundant vertexes. By further merging the redundant vertexes, we obtain the alignment graph shown in Fig. 18(b).

![Genie branch and alignment graphs for Ex 11](image)

Following the similar way, we can obtain three alignment graphs shown in Fig. 18(c). According to these alignment
graphs, we can obtain the alignment equations as follows,

\[
\begin{align*}
H_{3,1}u_{1,1} + H_{3,2}u_{2,1} &= 0 \\
H_{1,2}u_{2,1} + H_{1,3}u_{3,1} &= 0 \\
H_{2,3}u_{3,1} + H_{2,1}u_{1,2} &= 0 \\
H_{1,2}u_{2,2} + H_{1,3}u_{3,2} &= 0 \\
H_{2,3}u_{3,2} + H_{2,1}u_{1,3} &= 0 \\
H_{3,1}u_{1,3} + H_{3,2}u_{2,3} &= 0 \\
H_{2,3}u_{3,3} + H_{2,1}u_{1,4} &= 0 \\
H_{1,2}u_{2,4} + H_{1,3}u_{3,4} &= 0
\end{align*}
\]

which can be expressed as

\[
A_{\ell}W^U_{\ell} = 0, \quad \ell = 1, 2, 3
\]

where

\[
A_1 = \begin{bmatrix}
H_{3,1} & H_{3,2} \\
H_{1,2} & H_{1,3} \\
H_{2,3} & H_{2,1}
\end{bmatrix}, \quad W^U_1 = [u_{1,1}^T, u_{2,1}^T, u_{3,1}^T, u_{1,2}^T]^T
\]

\[
A_2 = \begin{bmatrix}
H_{1,2} & H_{1,3} \\
H_{2,3} & H_{2,1} \\
H_{3,1} & H_{3,2}
\end{bmatrix}, \quad W^U_2 = [u_{2,2}^T, u_{3,2}^T, u_{1,3}^T, u_{2,3}^T]^T
\]

\[
A_3 = \begin{bmatrix}
H_{2,3} & H_{2,1} \\
H_{3,1} & H_{3,2} \\
H_{1,2} & H_{1,3}
\end{bmatrix}, \quad W^U_3 = [u_{3,3}^T, u_{1,4}^T, u_{2,4}^T, u_{3,4}^T]^T
\]

For each BS, the number of received ICIs is \((G - 1)Kd = 8\) ICIs. There are nine alignment equations for three BSs. Therefore, the users can help each BS cancel three ICIs. Meanwhile, each BS can cancel the remaining \(M - Kd = 9 - 4 = 5\) ICIs. As a result, all the ICIs can be jointly eliminated by the users and BSs, so that \(d^{\text{qmax}} = 4\) is achievable by the designed IA transceiver.

Considering the subspace alignment chains in [1] to obtain the achievable DoF for the above three examples, we can obtain the same alignment equations. It is because that the subspace alignment chains in [1] are the same as our alignment graphs. Moreover, we can obtain the same alignment equations from the block matrices in [4]

\[
\mathcal{H}_1 = \begin{bmatrix}
H_{3,1} & H_{3,2} \\
H_{1,2} & H_{1,3} \\
H_{2,3} & H_{2,1}
\end{bmatrix} \in \mathbb{C}^{nN \times (n + 1)M}
\]

We can see that the block matrices in [4] are the same as our alignment matrices.

Therefore, the achievable DoF and the feasible IA transceivers for the three-cell MIMO-IC network are consistent with that in [4]. Nevertheless, the subspace alignment chains in [1] and the block matrices in [4] cannot be extended into other general cases. It is because, for the three-cell MIMO-IC network, each node (either BS or user) only suffers the ICIs from two interfering nodes, so that the ICIs from two different nodes can be aligned. There is no other alternative. As a result, it is not difficult to obtain the alignment graph to achieve the information theoretical maximal DoF. When each node suffers the ICIs from more than two nodes, there are multiple ways to align ICIs. It is impossible to enumerate all possibilities to design the alignment graph. Therefore, the subspace alignment chain in [1] cannot be extended into general cases. Moreover, by substituting \(G = 3\) and \(K = 1\) into (18), the generalized Fibonacci sequence reduces to the arithmetic sequence. However, the analysis about the block matrix in [4] depends on the property of the arithmetic sequence, which cannot be extended into general cases.

4) Ex 4: In [7], the authors conjectured that the maximal DoF in the region \(\frac{M}{N} \in ((G - 1)/(G - 2), (G - 2)/(G^2 - 3G + 1))\) is \(d^{\text{Decom}} = MN/(M + N)\) when \(G \geq 4\) and \(K = 1\). Here, we illustrate an example in this region to show that there exist a achievable DoF higher than \(d^{\text{Decom}} = MN/(M + N)\).

We consider Ex 4 where \(G = 4, K = 1, M = 29, N = 11\). Since \(\frac{M}{N} \in ((G - 1)/(G - 2), (G - 2)/(G^2 - 3G + 1)) = (3/8, 2/5)\), the conjectured maximal DoF is \(d^{\text{Decom}} = 319/40\). Considering \(M/N \in \mathbb{R}^{11}_{\geq 1}\), we know that the genie tree is a full tree with height of three. According to the genie tree, we can obtain four genie branches with height of two as shown in Fig. [20] a.

Fig. 19. Genie branches and alignment graphs for Ex 4.

Following the similar analysis as Ex 11, we can obtain three alignment graphs shown in Fig. [18] b. According to these alignment graphs, we can obtain the alignment equations as follows,

\[
\begin{align*}
H_{3,1}u_{1,1} + H_{3,2}u_{2,1} + H_{4,3}u_{3,1} &= 0 \\
H_{3,4}u_{4,1} + H_{3,1}u_{1,1} + H_{3,2}u_{2,1} &= 0 \\
H_{1,2}u_{2,1} + H_{1,3}u_{3,1} + H_{2,3}u_{3,1} &= 0 \\
H_{1,2}u_{2,2} + H_{1,3}u_{3,2} + H_{2,2}u_{2,3} &= 0 \\
H_{1,2}u_{2,3} + H_{1,3}u_{3,3} + H_{2,1}u_{1,4} &= 0 \\
H_{1,2}u_{2,4} + H_{1,3}u_{3,4} + H_{2,1}u_{1,5} &= 0 \\
H_{3,2}u_{2,3} + H_{3,3}u_{3,3} + H_{4,3}u_{4,4} &= 0 \\
H_{3,2}u_{2,4} + H_{3,3}u_{3,4} + H_{4,4}u_{4,5} &= 0 \\
H_{3,3}u_{3,3} + H_{3,4}u_{4,3} + H_{4,3}u_{4,4} &= 0 \\
H_{3,3}u_{3,4} + H_{3,4}u_{4,4} + H_{4,4}u_{4,5} &= 0
\end{align*}
\]

which can be expressed as

\[
A_{\ell}W^U_{\ell} = 0, \quad \ell = 1, 2, 3, 4
\]
where

\[
A_1 = \begin{bmatrix}
H_{4,1} & H_{4,2} & H_{4,3} \\
H_{2,1} & H_{3,1} & H_{3,2} \\
H_{2,1} & H_{2,3} & H_{2,4}
\end{bmatrix}
\]

\[
A_2 = \begin{bmatrix}
H_{1,2} & H_{1,2} & H_{1,4} \\
H_{3,2} & H_{4,2} & H_{4,3} \\
H_{3,2} & H_{3,4} & H_{3,1}
\end{bmatrix}
\]

\[
A_3 = \begin{bmatrix}
H_{2,3} & H_{2,4} & H_{2,1} \\
H_{1,2} & H_{1,3} & H_{1,4} \\
H_{4,3} & H_{4,1} & H_{4,2}
\end{bmatrix}
\]

\[
A_4 = \begin{bmatrix}
H_{3,4} & H_{3,1} & H_{3,2} \\
H_{1,4} & H_{1,2} & H_{1,3}
\end{bmatrix}
\]

\[
W_1^{U} = [u_{1,1}^T, u_{2,1}^T, u_{3,1}^T, u_{4,1}^T, u_{1,2}^T, u_{2,2}^T, u_{1,3}^T, u_{2,3}^T]^T
\]

\[
W_2^{U} = [u_{3,2}^T, u_{4,2}^T, u_{3,3}^T, u_{4,3}^T, u_{3,4}^T, u_{4,4}^T]^T
\]

\[
W_3^{U} = [u_{3,5}^T, u_{4,5}^T, u_{3,6}^T, u_{4,6}^T, u_{3,7}^T, u_{4,7}^T]^T
\]

\[
W_4^{U} = [u_{3,8}^T, u_{4,8}^T, u_{3,9}^T, u_{4,9}^T]^T
\]

For each BS, the number of received ICIs is \((G - 1)Kd = 24\) ICIs. There are twelve alignment equations for four BSs. Therefore, the users can align ICIs to cancel three ICIs. Meanwhile, each BS can cancel the remaining \(M - Kd = 29 - 8 = 21\) ICIs. As a result, all the ICIs can be jointily eliminated by the users and BSs, so that \(d_{\text{quan}} = 8\) is achievable by the designed IA transceiver.

From the examples, we can see that the genie branches can reflect how to align ICIs to make the transceivers to cancel the maximal number of ICIs. Therefore, the IA transceivers designed from the genie branches can achieve the DoF upper-bound for the networks with the antenna configurations in Region II.

VI. CONCLUSION

In this paper, we provided the information theoretic maximal DoF for the \(G\)-cell \(K\)-user \(M \times N\) symmetric MIMO-IBC network. For most antenna configurations in Region I, the information theoretic maximal DoF per user are \(MN/(M + KN)\), which can be achieved by the asymptotic IA. The sum DoF linearly increase with \(G\) but at the cost of infinite symbol extensions. For all antenna configurations in Region II, the information theoretic maximal DoF are the piecewise linear function of \(M\) and \(N\), which can be achieved by the linear IA. The sum DoF are bounded by \(M + N\). To derive the DoF upper-bound for the networks with arbitrary antenna configurations, we proposed a unified way to construct the genie to help each BS or user resolve the maximal number of ICIs. By converting an information theoretic DoF upper-bound problem into a linear algebra problem, we obtained the closed-form DoF upper-bound expression for general case. The constructed genies constituted a genie tree, which indicates how to introduce genies to derive the tightest DoF upper-bound and how to align ICIs to derive the maximal achievable DoF. From the genie tree, we designed a non-iterative linear IA transceiver, which can achieve the information theoretic maximal DoF in Region II. The basic principles to derive the DoF upper-bound and design the feasible IA transceiver can be extended into more general asymmetric networks.
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