Forecasting Value at Risk and Expected Shortfall of Foreign Exchange Rate Volatility of Major African Currencies via GARCH and Dynamic Conditional Correlation Analysis

Emmanuel Afuecheta\textsuperscript{1,5} · Idika E. Okorie\textsuperscript{2} · Saralees Nadarajah\textsuperscript{3}\ce{\*} · Geraldine E. Nzeribe\textsuperscript{4}

Accepted: 18 October 2022
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2022

Abstract
Research on the exchange rate volatility and dynamic conditional correlation of African currencies/financial markets interdependence appears to be limited. In this paper, we employ GARCH models to characterize the exchange rate volatility of eight major African currencies. The variation of interdependence with respect to time is described using the DCC-GARCH model. From the results of the DCC, remarkable variations in correlations through time across these countries are observed with the correlations varying from low to moderate, suggesting that African economies are generally governed by certain economic factors and are vastly regulated. These regulations, including exchange rate misalignment led to sluggish and negative growth in most of the African countries. For instance, persistent misalignment can cause high levels of inflation, for example, undervaluation. Overvaluation can lead to trade imbalances and they can in turn create macroeconomic instability and balance of payment problems. Given these results, we suggest that policy makers should revamp and adopt state resilience so as to reduce the negative effect of exchange rate misalignment on economic growth.
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1 Introduction

The general concept of exchange rate may be explained as the value of a currency in terms of another currency (Hinkle & Montiel, 1999). For instance, if the nominal exchange rate of a United States (US) Dollar in terms of the Ethiopian Birr is 50, then this implies that one US Dollar is equivalent to 50 Ethiopian Birr. In this case, the Ethiopian Birr will be regarded as the base currency whereas the US Dollar is the target currency. In other words, the currency whose value is being determined is known as the base currency while the currency against which the value would be determined is the target currency (Teall, 2013).

Issues pertaining to foreign exchange rate and its volatility have always been of great interest to researchers and policy makers (including financial managers) because of their multiple implications in modern day economic scenario. For example, a potential investor may assess the stability of a given economy using the exchange rate of the country where he intends to invest. Of course, it is well known that whenever the currency exchange rate of a country drops too far below the desired level, that is an indication of the weakening of the economy. In this case, governments are expected to take reasonable steps to counteract or change the situation. As noted by Suranovic (2015), under excessively volatile exchange rates, international trade and investment decisions become more demanding as businesses are exposed to higher risk from both accounting and operational perspectives. Given this, characterization and quantification of risks associated with exchange rate volatility become crucial so as to minimize and avert the dramatic negative developments that emanate from the excessive fluctuation of currencies.

Exchange rate risk quantification is concerned with modeling price and/or return uncertainty due to market volatility. In finance and general portfolio optimization, value at risk and expected shortfall are the two most commonly used techniques for risk assessment. Value at risk is a quantile of the loss distribution which is generally defined as the maximum or worst expected loss for a given time horizon at a given or pre-defined confidence level under normal market conditions. Expected shortfall is defined as the mean of all losses that are beyond the value at risk (Pfaff, 2016). For these risk measures to perform optimally, the right distributional model must be assumed. For example, if we assume that the conditional asset return distribution is Gaussian that will be precarious as the Gaussian distribution will not be able to account for the leptokurtic properties of financial asset returns.

Given that exchange rate volatility has several economic implications, it is important to correctly quantify the risk associated with asset volatility via the two most commonly used techniques for financial risk assessment (value at risk and expected shortfall). Hence, it is fundamental to consider flexible models that can fully account for the salient features of financial series such as leptokurtosis, heteroskedasticity, etc. Most popular models for financial volatility are based on the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) class of models. GARCH and related class of models have a long history and have received
wide range of applications in economics and similar areas [See Engle (1982), Bollerslev (1986), Hentschel (1995), Lanne and Saikkonen (2005), Platanios and Chatzis (2014) and Otto et al. (2018)]. In particular, foreign exchange rates data have received attention based on the GARCH class of models. For example, McCurdy and Morgan (1987) estimated the time varying volatility of five major currencies (the British Pound, the Canadian Dollar, the Deutschmark, the Japanese Yen, and the Swiss Franc) via GARCH models. McCurdy and Morgan (1987) also tested the martingale hypothesis. They concluded that there is evidence of time-varying premium risk in weekly series. Hsieh (1988) adopted a version of the ARCH model due to Engle (1982) to describe daily rates of changes of five foreign currencies to the US Dollar from 1974 to 1983. Special attention was paid to discrimination between two competing explanations regarding heavy-tailedness of financial data. Baillie and Bollerslev (1989) employed the GARCH model to characterize 1245 observations based on the currencies of France, Italy, Japan, Switzerland, the United Kingdom and West Germany. They illustrated that there is a unit root in the autoregressive polynomial of the respective series and concluded that the degree of leptokurtosis and time-dependent heteroscedasticity decreases as the length of observations increases. Bollerslev (1990) analysed five nominal European-US Dollar exchange rates using a multivariate GARCH model with time varying conditional covariances and constant conditional correlations. Dunis et al. (2003) examined the medium-term forecasting ability of several alternative GARCH models using foreign exchange data of DEM/JPY, GBP/DEM, GBP/USD, USD/CHF, USD/DEM and USD/JPY. Using a short memory ARMA model, a long memory ARFIMA model, and a GARCH model, Pong et al. (2004) found significant incremental information in the historical forecast of the realized volatility of the Pound, Mark and Yen exchange rates against the Dollar. Corlu and Corlu (2015) employed distributional models to explore 1565 observations from nine different exchange rates (the Australian Dollar-AUD, the Brazilian Real-BRL, the Canadian Dollar-CAD, the Swiss Franc-CHF, the Euro-EUR, the Sterling-GBP, the Mexican Peso-MXN, the Turkish Lira-TRY and the Japanese Yen-JPY) in terms of the US Dollar. Pilbeam and Langeland (2015) forecasted the exchange rate volatility of four currencies (the Euro, Pound, Swiss Franc and Yen against the US Dollar) based on GARCH models. They compared their results with implied volatility forecasts. Adi (2019) examined exchange rate return volatility of Chinese Yuan (against the US Dollar) using a GARCH family of models. For more recent applications on exchange rate volatility, including Bayesian-MCMC GARCH type models and their estimation procedures, see Adıgüzel Mercangöz (2021) and the references therein. See also Gospodinov et al. (2006) and Pińhal and Lyócsa (2021).

Remarkably, research on the exchange rate volatility and dynamic conditional correlation analysis of financial market interdependence has focused on the financial markets in developed countries. Little attention has been paid to the exchange rate volatility of emerging economies, especially African countries, for example, see Karanasos et al. (2022), Niyitegeka and Tewari (2020), Carsamer (2015), Jordaan (2015), Ruputsoane (2008), Yonis (2011), Emenike (2018) and Mohammed et al. (2021). Even the few papers appear to be limited in their scope. It is true that
African markets/economies (including their currencies) are generally small when compared to other markets and many African countries have not taken reasonable steps towards financial liberalization due to poor economic conditions, political unrest as well as regulated and restrictive practices (Tolikas, 2011). However, no matter how small the economy is, there is a growing body of evidence that crisis (financial/economic/health) in one country (or one part of the world) can spread economic pain to other countries (other parts of the world). Some typical examples include: 2008 financial crisis; Covid 19 pandemic; 2015-16 Zika virus outbreaks; migration crisis as a result of displacement due to conflicts/wars. We believe that characterizing the exchange rate volatility of major African countries will help the policy makers to make informed evidence-based decisions at the most appropriate times even as many countries within the region are trying to recover from recessions and economic hardship due to Covid 19. In addition, this can be of interest to investors (both local and international) who are concerned with the chances of losing a big part of the value of their portfolios in a short time period given the economic and security outlook of most of the countries in the region. For example, in the nearest possible future, a country like Nigeria may not have the ability to attract external private financial flows due to macroeconomic imbalances and policy uncertainty (African Economic Outlook, 2021). The same can be said about many other African countries. In particular, Africa’s public debts are growing at an alarming rate. Majority of the countries in this region are witnessing a slowdown in economic growth due to debt and repayment crises. As a consequence, many are re-negotiating terms of their loans with the global lending agencies/bodies and countries as their economies are being hurt by excessive debt, making their currency more volatile (Chaudhury, 2021). To cite an instance, at the beginning of January 2015, United States Dollar-US$1 was exchanged for Nigerian-Naira187.91, however by the end of June 2021, the Naira/Dollar exchange rate was 409.50 to $1, indicating roughly 117.9235% drop in value. For Ghana, at the beginning of January 2014, US$1 was exchanged for Cedi2.3975, then by the end of June 2021, the Cedi/Dollar exchange rate stood at 5.75 to $1, representing about 139.8332% decrease in value. Also, for Angola, at the beginning of December 2016, US$1 was exchanged for Angolan-Kwanza 65.08, then by the end of June 2021, the Kwanza/Dollar exchange rate stood at 643.0 to $1, representing about 289.5081% decrease in value. Hence, it is pertinent to study the exchange rate volatility of African countries. This is part of our motivation for this paper.

The primary aim of this paper is to perform GARCH-type modelling of the exchange rate volatility of eight major African currencies with emphasis on the distribution for innovations. The currencies considered include the Nigerian Naira (NGN), Ghanaian Cedi (GHS), South African Rand (ZAR), Algerian Dinar (DZD), Moroccan Dirham (MAD), Kenyan Shilling (KES), Ethiopian Birr (ETB) and Angolan Kwanza (AOA). We used the method of maximum likelihood to fit the models and assessed the performance of the models using five different criteria. The predictive ability of the best performing model was assessed in term of the two most commonly used financial risk measures: value at risk and expected shortfall.

The contents of this paper are organized as follows. The data used and associated summary statistics are described in Sect. 2. The GARCH model,
its multivariate extension as well as fifteen distributions for innovations are described in Sect. 3. The results and their discussion are given in Sect. 4. Finally, conclusions are given in Sect. 5. All of the computations for this paper were performed using \texttt{R} (R Development Core Team, 2022).

2 Data

Our data consists of eight different African currency exchange rates in terms of the US Dollar. The currencies include the Nigerian Naira (NGN), Ghanaian Cedi (GHS), South African Rand (ZAR), Algerian Dinar (DZD), Moroccan Dirham (MAD), Kenyan Shilling (KES), Ethiopian Birr (ETB) and Angolan Kwanza (AOA). The daily closing rates were obtained from the database DataStream for the period from 18 April 2013 to 15 May 2020, which corresponds to a total of 1846 data points. The choice of these countries is not just because they provide a good geographical representation of the continent, but they also represent the top eight African currencies according to the gross domestic product (GDP), see

\begin{figure}[h]
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\includegraphics[width=\textwidth]{map_Africa.png}
\caption{The map of Africa showing the eight countries: Nigeria, Ghana, South Africa, Algeria, Morocco, Kenya, Ethiopia, and Angola}
\end{figure}
Following common practice, we computed the daily log returns as first order differences of logarithms of daily exchange rates. That is, logarithmic returns were calculated as

$$Y_{i,t} = \log\left(\frac{X_{i,t}}{X_{i,t-1}}\right)$$

for $i = 1, 2, \ldots, n$, where $Y_{i,t}$ is the return on the index $i$ for period $t$, $X_{i,t}$ is the daily closing rate of the index at the end of the period $t$ and $X_{i,t-1}$ is the exchange rate of the index at the end of the period $t - 1$.

Figure 2 shows time series plots with two dashed lines representing pointwise 95% predictive intervals based on the fitted GARCH model with GH innovations, see Sect. 3. The plots look reasonable and suggest that the fitted model is good. Similar observations emerged for GARCH(1,1) with AST innovations. However, due to space concerns, we do not present the plots from the AST innovations. Also, we can observe that log returns of each market are in general more volatile than the market index (again not shown here due to space concerns). Periods of low and high volatility which fluctuate around zero with no visible trend are depicted. This confirms that there is a strong first order persistence in returns.

The descriptive statistics based on the transformed data are given in Table 1. The computed statistics include the following: minimum, maximum, median, mean, skewness, kurtosis, standard deviation (SD), variance, coefficient of variation (CV), range, and interquartile range (IQR). Predictably, the minimum values for the daily log returns for each of the eight currencies are negative. The smallest of the minimum is for Ghana and the largest of the minimum is for Kenya. The maximum is the largest for Nigeria log returns and smallest for Kenya log returns. The values of mean and median are all positive and close to zero for the eight

| Statistics           | NGN | GHS | ZAR | DZD | MAD | KES | ETB | AOA |
|----------------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Observations         | 1846| 1846| 1846| 1846| 1846| 1846| 1846| 1846|
| Minimum              | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Median               | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Mean                 | 0.350 | 0.101 | 0.049 | 0.035 | 0.02 | 0.011 | 0.142 | 0.140 |
| Maximum              | 9.320 | 0.254 | 0.164 | 1.626 | 0.011 | 0.172 | 12.285 | 9.768 |
| Skewness             | 218.515 | 11.962 | 1.225 | 19.078 | 3.341 | 5.205 | 341.237 | 168.435 |
| Kurtosis             | 31.960 | 18.959 | 25.905 | 10.118 | 44.067 | 14.930 | 15.503 | 7.094 |
| SD                   | 0.014 | 0.010 | 0.010 | 0.003 | 0.004 | 0.002 | 0.005 | 0.007 |
| Variance             | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| CV                   | 0.419 | 0.179 | 0.099 | 0.051 | 0.039 | 0.024 | 0.166 | 0.200 |
| Range                | 0.001 | 0.006 | 0.012 | 0.003 | 0.004 | 0.002 | 0.001 | 0.000 |
countries. The Ghana log returns give the largest mean. Except for Morocco and Kenya, the skewness is positive for the African countries. The values of the kurtosis indicate deviations from normality for all the countries as they are significantly larger than three with the exception of South Africa. This is in tandem with the early empirical evidence about the non-normality behaviour associated with financial returns (Mandelbrot, 1963; Fama, 1965). The values of the coefficient of variation are generally positive for all the countries. The coefficient of variation is smallest for Angola and largest for Morocco. In terms of variability, Nigeria log returns have the largest standard deviation while Kenya log returns have the smallest standard deviation. Furthermore, we tested normality of each data set using the Anderson–Darling test (Anderson & Darling, 1954), the Jarque–Bera

![Fig. 2 Time series plots with 95% predictive intervals of the daily log returns of the US Dollar exchange rates of eight major African currencies from the 18th April of 2013 to 15th of May 2020. Predictions are based on the GARCH(1,1) model with GH innovations](image)
| Currency | A–D     | J–B       | S–W         | S–F         | Lillie       |
|---------|---------|-----------|-------------|-------------|--------------|
| NGN     | 369.4 (2.2 × 10^{-16}) | 3,707,536 (2.2 × 10^{-16}) | 0.395 (2.2 × 10^{-16}) | 0.391 (2.2 × 10^{-16}) | 0.323 (2.2 × 10^{-16}) |
| GHS     | 94.329 (2.2 × 10^{-16}) | 11,055 (2.2 × 10^{-16})  | 0.821 (2.2 × 10^{-16}) | 0.819 (1.946 × 10^{-9}) | 0.145 (5.844 × 10^{-4}) |
| ZAR     | 2.997 (1.585 × 10^{-7}) | 124.57 (2.2 × 10^{-16}) | 0.991 (1.595 × 10^{-9}) | 0.990 (1.946 × 10^{-9}) | 0.030 (5.844 × 10^{-4}) |
| DZD     | 20.955 (2.2 × 10^{-16}) | 28,880 (2.2 × 10^{-16}) | 0.902 (2.2 × 10^{-16}) | 0.899 (2.2 × 10^{-16}) | 0.075 (2.2 × 10^{-16}) |
| MAD     | 9.779 (2.2 × 10^{-16}) | 862.24 (2.2 × 10^{-16}) | 0.965 (2.2 × 10^{-16}) | 0.964 (2.2 × 10^{-16}) | 0.047 (2.956 × 10^{-10}) |
| KES     | 37.842 (2.2 × 10^{-16}) | 2100.1 (2.2 × 10^{-16}) | 0.922 (2.2 × 10^{-16}) | 0.920 (2.2 × 10^{-16}) | 0.108 (2.2 × 10^{-16}) |
| ETB     | 167.64 (2.2 × 10^{-16}) | 9,022,477 (2.2 × 10^{-16}) | 0.544 (2.2 × 10^{-16}) | 0.539 (2.2 × 10^{-16}) | 0.206 (2.2 × 10^{-16}) |
| AOA     | 334.94 (2.2 × 10^{-16}) | 2,216,389 (2.2 × 10^{-16}) | 0.355 (2.2 × 10^{-16}) | 0.351 (2.2 × 10^{-16}) | 0.294 (2.2 × 10^{-16}) |
test (Jarque & Bera, 1980), the Shapiro–Wilk test (Shapiro & Wilk, 1965), the Shapiro–Francia test (Shapiro & Francia, 1972) and the Lilliefors test (Lilliefors, 1967). The test statistics and associated \( p \) values are given in Table 2. The results indicate that all of the eight exchange rates are not Gaussian.

### 3 Methodology

#### 3.1 GARCH Model

In this section, we describe the GARCH model as well as the distributions for the innovation process used. GARCH class of models consists of two parts: the volatility and innovation components. The volatility part of the GARCH describes the volatility process of an asset/exchange rate return. The innovation part characterizes the innovation process which is generally assumed to follow the standardized version of any of the distributional models listed in the later part of this section. Let \( X \) denote a continuous random variable representing the log returns of the exchange rate of Nigeria-Naira, Ghana-Cedi, South Africa-Rand, Algeria-Dinar, Morocco-Dirham, Kenya-Shilling, Ethiopia-Birr, and Angola-Kwanza. The functional form of the general GARCH model for \( X \), is specified as

\[
X_t = \mu_t + \varepsilon_t,
\]

\[
\varepsilon_t = \sigma_t \eta_t,
\]

\[
\eta_t \sim \psi_\theta(0, 1),
\]

\[
\sigma^2_t = \omega + \sum_{i=1}^{q} \alpha_i \varepsilon^2_{t-i} + \sum_{j=1}^{p} \beta_j \sigma^2_{t-j},
\]

where \( X_t \) represents the observed log returns of the exchange rate for the countries under consideration, \( \mu_t \) and \( \sigma_t > 0 \) signify measurable functions with respect to a \( \sigma \)-field \( \mathcal{F}_{t-1} \) generated by \( X_{t-j} \) at time \( t-1 \) for \( j \geq 1 \), \( \{ \eta_t \} \) are unobservable independent and identical random variables with zero mean and unit variance, that is \( \mathbb{E}(\eta_t) = 0 \), \( \text{Var}(\eta_t) = 1 \). Additionally, we assume that \( \{ \eta_t \} \) is independent of the past of the process \( \varepsilon_t \). For simplicity, we shall adopt the most widely used formulation of the GARCH model:

\[
\sigma^2_t = \omega + \alpha_1 \varepsilon^2_{t-1} + \beta_1 \sigma^2_{t-1}, \quad 0 \leq \alpha_1, \beta_1 \leq 1, \quad \alpha_1 + \beta_1 < 1.
\]

We assume that \( \{ \eta_t \} \), the innovation process, is distributed according to \( \psi_\theta(0, 1) \), which could be any of the listed distributions:

- the normal distribution with

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left\{ -\frac{(x-\mu)^2}{2\sigma^2} \right\}
\]
for $-\infty < x < \infty$, $-\infty < \mu < \infty$ and $\sigma > 0$;

- the skew normal distribution (Azzalini, 1985) with
  \[
  f(x) = \frac{2}{\sigma} \phi\left(\frac{x - \mu}{\sigma}\right) \Phi\left(\lambda \frac{x - \mu}{\sigma}\right)
  \]  
  \[
  (6)
  \]
  for $-\infty < x < \infty$, $-\infty < \mu < \infty$, $-\infty < \lambda < \infty$ and $\sigma > 0$, where $\phi(\cdot)$ and $\Phi(\cdot)$ denote, respectively, the probability density and cumulative distribution functions of the standard normal distribution;

- the logistic distribution with
  \[
  f(x) = \frac{1}{\sigma} \exp\left(-\frac{x - \mu}{\sigma}\right) \left\{1 + \exp\left(-\frac{x - \mu}{\sigma}\right)\right\}^{-2}
  \]  
  \[
  (7)
  \]
  for $-\infty < x < \infty$, $-\infty < \mu < \infty$ and $\sigma > 0$;

- Student’s $t$ distribution (Gosset, 1908) with
  \[
  f(x) = \frac{K(\nu)}{\sigma} \left[1 + \frac{(x - \mu)^2}{\sigma^2 \nu}\right]^{-\frac{\nu+1}{2}}
  \]  
  \[
  (8)
  \]
  for $-\infty < x < \infty$, $-\infty < \mu < \infty$, $\sigma > 0$ and $\nu > 0$, where $K(\nu) = \sqrt{\nu} B\left(\frac{\nu}{2}, \frac{1}{2}\right)$ and $B(\cdot, \cdot)$ denotes the beta function defined by
  \[
  B(a, b) = \int_0^1 t^{a-1} (1 - t)^{b-1} dt;
  \]  
  \[
  (9)
  \]

- the skew $t$ distribution (Azzalini & Capitanio, 2003) with
  \[
  f(x) = \frac{K(\nu)}{\sigma} \left[1 + \frac{(x - \mu)^2}{\sigma^2 \nu}\right]^{-\frac{\nu+1}{2}}
  \]  
  \[
  (10)
  \]
  \[
  + \frac{2K^2(\nu)\lambda(x - \mu)}{\sigma^2} 2F_1\left(\frac{1}{2}, \frac{1 + \nu}{2}; \frac{1}{2}; -\frac{\lambda^2(x - \mu)^2}{\sigma^2 \nu}\right)
  \]  
  \[
  (11)
  \]
  for $-\infty < x < \infty$, $-\infty < \mu < \infty$, $-\infty < \lambda < \infty$, $\sigma > 0$ and $\nu > 0$, where $2F_1(a; b;c;x)$ denotes the Gauss hypergeometric function defined by
  \[
  2F_1(a, b; c; x) = \sum_{k=0}^{\infty} \frac{(a)_k (b)_k}{(c)_k} x^k k!,
  \]  
  \[
  (12)
  \]
  where $(e)_k = e(e + 1) \cdots (e + k - 1)$ denotes the ascending factorial;

- Laplace distribution (Laplace, 1774) with
  \[
  f(x) = \frac{1}{2\sigma} \exp\left(-\frac{|x - \mu|}{\sigma}\right)
  \]  
  \[
  (13)
  \]
  for $-\infty < x < \infty$, $-\infty < \mu < \infty$ and $\sigma > 0$;
• the exponential power distribution (Subbotin, 1923) with

\[ f(x) = \frac{\beta}{2\sigma \Gamma\left(\frac{1}{\beta}\right)} \exp\left\{-\left(\frac{|x - \mu|}{\sigma}\right)^\beta\right\} \]  \hspace{1cm} (14)

for \(-\infty < x < \infty, -\infty < \mu < \infty, \sigma > 0\) and \(\beta > 0\), where \(\Gamma(\cdot)\) denotes the gamma function defined by

\[ \Gamma(a) = \int_0^\infty t^{a-1} \exp(-t) dt; \]  \hspace{1cm} (15)

• the generalized t distribution (McDonald & Newey, 1988) with

\[ f(x) = \frac{\tau}{2\sigma \sqrt{\varphi} B\left(\frac{1}{2}, \frac{1}{\tau}\right)} \left[1 + \frac{1}{\varphi} \left|\frac{x - \mu}{\sigma}\right|\right]^{-\left(\varphi + \frac{1}{2}\right)} \]  \hspace{1cm} (16)

for \(-\infty < x < \infty, -\infty < \mu < \infty, \sigma > 0, \varphi > 0\) and \(\tau > 0\);

• the skewed exponential power distribution (Zhu & Zinde-Walsh, 2009) with

\[
f(x) = \begin{cases} 
\exp\left\{-\frac{1}{p} \left[\frac{\mu - x}{2\sigma\alpha}\right]^\rho\right\}, & \text{if } x \leq \mu, \\
\exp\left\{-\frac{1}{p} \left[\frac{x - \mu}{2\sigma(1 - \alpha)}\right]^\rho\right\}, & \text{if } x > \mu
\end{cases}
\]  \hspace{1cm} (17)

for \(-\infty < x < \infty, -\infty < \mu < \infty, \alpha > 0, \sigma > 0\) and \(p > 0\), where \(C = \frac{1}{2\sigma A_0(\rho)}\) and and \(A_0(x) = x^{\frac{1}{\rho} - 1} \Gamma\left(\frac{1}{\rho}\right)\);

• the asymmetric exponential power distribution (Zhu & Zinde-Walsh, 2009) with

\[
f(x) = \begin{cases} 
\exp\left\{-\frac{1}{p_1} \left[\frac{\mu - x}{2\sigma\alpha}\right]^{p_1}\right\}, & \text{if } x \leq \mu, \\
\exp\left\{-\frac{1}{p_2} \left[\frac{x - \mu}{2\sigma(1 - \alpha)}\right]^{p_2}\right\}, & \text{if } x > \mu
\end{cases}
\]  \hspace{1cm} (18)

for \(-\infty < x < \infty, -\infty < \mu < \infty, \sigma > 0, \alpha > 0, p_1 > 0\) and \(p_2 > 0\), where \(C\) is given by

\[ C = \frac{1}{2\sigma \alpha A_0(p_1) + 2\sigma(1 - \alpha)A_0(p_2)}; \]  \hspace{1cm} (19)

• the skewed Student’s t distribution (Zhu & Galbraith, 2010) with
\[
f(x) = \frac{K(\nu)}{\sigma} \left\{ \begin{array}{ll}
1 + \frac{1}{\nu} \left[ \frac{x - \mu}{2 \sigma \alpha} \right]^2 \, & \text{if } x \leq \mu, \\
1 + \frac{1}{\nu} \left[ \frac{x - \mu}{2 \sigma(1 - \alpha)} \right]^2 \, & \text{if } x > \mu
\end{array} \right.
\] (20)

for \(-\infty < x < \infty, -\infty < \mu < \infty, 0 < \alpha < 1 \) and \(\nu > 0\);

- the asymmetric Student’s \(t\) distribution (Zhu & Galbraith, 2010) with

\[
f(x) = \frac{1}{\sigma} \left\{ \frac{\alpha}{\alpha^*} K(\nu_1) \left\{ 1 + \frac{1}{\nu_1} \left[ \frac{x - \mu}{2 \sigma \alpha^*} \right]^2 \right\}^{-\frac{\nu_1}{2}} , \text{ if } x \leq \mu, \\
\frac{1 - \alpha}{1 - \alpha^*} K(\nu_2) \left\{ 1 + \frac{1}{\nu_2} \left[ \frac{x - \mu}{2 \sigma(1 - \alpha^*)} \right]^2 \right\}^{-\frac{\nu_2}{2}} , \text{ if } x > \mu
\right. \right.
\] (21)

for \(-\infty < x < \infty, -\infty < \mu < \infty, 0 < \alpha < 1, \nu_1 > 0 \) and \(\nu_2 > 0\), where

\[
\alpha^* = \frac{\alpha K(\nu_1)}{\alpha K(\nu_1) + (1 - \alpha) K(\nu_2)} ;
\] (22)

- the normal inverse gamma distribution (Barndorff-Nielsen, 1977) with

\[
f(x) = \frac{\left( \frac{\gamma}{\delta} \right)^{\frac{\delta}{2}} \alpha}{\sqrt{2\pi K_{-\frac{1}{2}}(\delta \gamma)}} [\delta^2 + (x - \mu)^2]^{-1} K_{-1} \left( \frac{\alpha \sqrt{\delta^2 + (x - \mu)^2}}{\sqrt{2\pi K_{-\frac{1}{2}}(\delta \gamma)}} \right)
\] (23)

for \(-\infty < x < \infty, -\infty < \mu < \infty, \delta > 0, \alpha > 0 \) and \(\beta > 0\), where \(\gamma = \sqrt{\alpha^2 - \beta^2}\)

and \(K_\nu(\cdot)\) denotes the modified Bessel function of the second kind of order \(\nu\) defined by

\[
K_\nu(x) = \left\{ \begin{array}{ll}
\frac{\pi \csc(\pi \nu)}{2} [I_{-\nu}(x) - I_\nu(x)] , \text{ if } \nu \notin \mathbb{Z}, \\
\lim_{\mu \rightarrow \nu} K_\mu(x) , \text{ if } \nu \in \mathbb{Z},
\end{array} \right.
\] (24)

where \(I_\nu(\cdot)\) denotes the modified Bessel function of the first kind of order \(\nu\) defined by

\[
I_\nu(x) = \sum_{k=0}^{\infty} \frac{1}{\Gamma(k + \nu + 1)k!} \left( \frac{x}{2} \right)^{2k+\nu} ;
\] (25)

- the hyperbolic distribution (Barndorff-Nielsen, 1977) with
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\[
f(x) = \frac{\left(\frac{\gamma}{\delta}\right)^{\frac{\lambda}{2}} \alpha^{-\frac{1}{2}}}{\sqrt{2\pi K_1(\delta\gamma)}} \left[\delta^2 + (x - \mu)^2\right]^{\frac{1}{2}} K_{\frac{1}{2}}\left(\alpha \sqrt{\delta^2 + (x - \mu)^2}\right)
\]

for \(-\infty < x < \infty, -\infty < \mu < \infty, \delta > 0, \alpha > 0\) and \(\beta > 0\), where \(\gamma = \sqrt{\alpha^2 - \beta^2}\); 

- the generalized hyperbolic distribution (Barndorff-Nielsen, 1977) with

\[
f(x) = \frac{\left(\frac{\gamma}{\delta}\right)^{\frac{\lambda}{2}} \alpha^{-\frac{1}{2}}}{\sqrt{2\pi K_\lambda(\delta\gamma)}} \left[\delta^2 + (x - \mu)^2\right]^{\frac{1}{2}} K_{\frac{1}{2}}\left(\alpha \sqrt{\delta^2 + (x - \mu)^2}\right)
\]

for \(-\infty < x < \infty, -\infty < \mu < \infty, -\infty < \lambda < \infty, \delta > 0, \alpha > 0\) and \(\beta > 0\), where \(\gamma = \sqrt{\alpha^2 - \beta^2}\).

Of these, one of the most suitable leptokurtic distributions is the generalized hyperbolic distribution as it contains the normal, Student’s \(t\), hyperbolic, normal inverse gamma and Laplace distributions as particular cases.

The performance of GARCH models in terms of capturing volatility clustering and leptokurtosis depends on the probability distributions assumed for the innovation process. It is not difficult to see that if either large (small) \(\varepsilon_{t-1}^2\) or \(\sigma_{t-1}^2\) results in a large (small) \(\sigma_t^2\), then the implication is that a pocket of large \(\varepsilon_{t-1}^2\) will be followed by a pocket of large \(\sigma_{t-1}^2\), a pocket of small \(\varepsilon_{t-1}^2\) will be followed by a pocket of small \(\sigma_{t-1}^2\), and so on. This process is called volatility clustering (Tsay, 2014). Additionally, if \(1 - 2\alpha_i^2 - (\alpha_1 + \beta_1)^2 > 0\) then

\[
\frac{E\varepsilon_t^4}{[E\varepsilon_t^2]^2} = \frac{3\left[1 - (\alpha_1 + \beta_1)^2\right]}{1 - (\alpha_1 + \beta_1)^2 - 2\alpha_1^2} > 3,
\]

suggesting that the tail distribution of a GARCH process of order 1 is heavier than that of the normal. For this purpose, we have included as many flexible probability distributions as possible. We perform our analysis in a slightly different way and use a “2-steps selection” process. First, we fitted the innovation process distributions on their own to the data sets, then selected the best five distributions and employed them as distributions for the GARCH (1,1) innovations. Then, the GARCH(1,1) models with the associated best performing distributions for the innovation were fitted and compared. The two step fitting was done to ensure that our model performance as well as selection are consistent and to also gain a better understanding of the exchange rate returns. In each case, we used the following selection criteria to discriminate among the fitted models:

- the Akaike information criterion due to Akaike (1974) defined by

\[
\text{AIC} = 2k - 2 \log L(\hat{\Theta}),
\]
where \( \Theta \) are the parameters of the fitted model, \( \hat{\Theta} \) their maximum likelihood estimates, \( L(\hat{\Theta}) \) their likelihood function and \( k \) the length of \( \Theta \);

- the Bayesian information criterion due to Schwarz (1978) defined by
  \[
  \text{BIC} = k \log n - 2 \log L(\hat{\Theta});
  \]
- the consistent Akaike information criterion (CAIC) due to Bozdogan (1987) defined by
  \[
  \text{CAIC} = -2 \log L(\hat{\Theta}) + k(\log n + 1);
  \]
- the corrected Akaike information criterion (AICc) due to Hurvich and Tsai (1989) defined by
  \[
  \text{AICc} = \text{AIC} + \frac{2k(k + 1)}{n - k - 1};
  \]
- the Hannan-Quinn criterion due to Hannan and Quinn (1979) defined by
  \[
  \text{HQC} = -2 \log L(\hat{\Theta}) + 2k \log \log n.
  \]

The smaller the values of these criteria the better the fit. For more discussion on these criteria, see Burnham and Anderson (2004) and Fang (2011).

We used likelihood ratio tests to discriminate between nested distributions: Student’s \( t \) distribution contains the normal distribution as the limiting case for \( \nu \to \infty \); for \( \lambda = 0 \) the skew normal distribution reduces to the normal distribution; for \( \beta = 2 \) the exponential power distribution reduces to the normal distribution; for \( \beta = 1 \) the exponential power distribution reduces to Laplace distribution; the skew Student’s \( t \) reduces to Student’s \( t \) distribution when \( \lambda = 0 \); for \( \alpha = \frac{1}{2} \) the skewed exponential power distribution reduces to the exponential power distribution; for \( \tau = 2 \) the generalized \( t \) distribution reduces to Student’s \( t \) distribution; the asymmetric exponential power distribution reduces to the skewed exponential power distribution if \( p_1 = p_2 \); for \( \alpha = \frac{1}{2} \) the skewed Student’s \( t \) distribution reduces to Student’s \( t \) distribution; the asymmetric Student’s \( t \) distribution reduces to the skewed Student’s \( t \) distribution if \( \nu_1 = \nu_2 \); for \( \lambda = 1 \) and \( \lambda = -\frac{1}{2} \) the generalized hyperbolic distribution reduces to the hyperbolic and normal inverse gamma distributions, respectively; for \( \lambda = -\frac{\nu}{2} \) and \( \alpha \to |\beta| \) the generalized hyperbolic distribution reduces to the skewed Student’s \( t \) distribution.

### 3.2 Multivariate GARCH: DCC Model

Due to the growing number of emerging technologies giving rise to rapid advancements in communication, trade and businesses, exchange rate volatility and dynamic correlation of market interdependence have increased as well. To
investigate this, we utilize a dynamic conditional correlation (DCC) model, one of the notable multivariate volatility models within the class of multi-variable generalizations of GARCH. Other models within this class include the BEKK model of Engle and Kroner (1995) as well as the exponentially weighted moving average (EWMA) model. However, we are sticking to DCC because the model guarantees that the time dependent conditional correlation matrix is positive definite at every point in time (Kuper & Lestano, 2007). Also, as noted by Engle and Kroner (1995), the model is relatively parsimonious compared to others like the constant conditional correlations model due to Bollerslev (1990) and the BEKK model.

Suppose \( X_t \) represents the returns from \( k \)-assets (in our case, log returns of the exchange rates of eight major African currencies) with a \( k \)-dimensional innovation say \( a_t \). Let \( \Sigma_t = \{ \sigma_{ij,t} \} \) denote the volatility matrix of the innovations \( a_t \) such that all the available information up to \( t - 1 \) is accommodated in \( \mathcal{F}_{t-1} = \Phi_{t-1} \). The dynamic conditional correlation matrix is given by

\[
\rho_t = \Psi_t^{-1} \Sigma_t \Psi_t^{-1},
\]

(34)

where \( \Psi_t = \text{diag}\{ \sqrt{\sigma_{11,t}}, \ldots, \sqrt{\sigma_{kk,t}} \} \) represents the diagonal matrix of the \( k \) volatilities. The total number of elements in the correlation matrix \( \rho_t \) is \( \frac{k(k-1)}{2} \). Then, the DCC model due to Engle (2002) is defined by

\[
Q_t = (1 - \theta_1 - \theta_2) \bar{Q} + \theta_1 Q_{t-1} + \theta_2 \eta_{t-1} \eta_{t-1}',
\]

(35)

\[
\rho_t = J_t Q_t J_t,
\]

(36)

where \( \eta_t = (\eta_{1t}, \ldots, \eta_{kt})' \) is the vector of the marginals of the standardized distributions of the innovations with \( \eta_{it} = \frac{a_{it}}{\sqrt{\sigma_{ii,t}}} \), \( \bar{Q} \) is the unconditional covariance matrix of the marginally standardized innovation vector, \( \rho_t \) denotes the volatility matrix of \( \eta_t \), \( \theta_i \) are the model parameters which are non-negative real numbers satisfying \( 1 - \theta_1 - \theta_2 > 0 \), and \( J_t = \text{diag}\{ q_{11,t}^{-\frac{1}{2}}, \ldots, q_{kk,t}^{-\frac{1}{2}} \} \), where \( q_{ii,t} \) are the elements of the positive-definite matrix \( Q_t \). For details on the DCC model, the readers are referred to Tsay (2014) and references therein.

### 4 Results and Discussion

All of the models described in Sect. 3 were fitted to the data sets on the exchange rates returns explained in Sect. 2. The method of maximum likelihood was used to estimate the parameters of these models. Our analysis was carried out in a sequential fashion as we have fifteen distributions for innovations. This was done to single out the most suitable leptokurtic distributions required in financial data analysis within the GARCH modeling context. First, for a given dataset, we fitted the fifteen distributions. The function `optimize` in R was used to perform maximization. The log
Table 3  Log likelihood and the five information criteria values based on the best performing distributions for the log returns of the exchange rates of eight major African currencies

| Country | Distri- butions | $-\log L$ | AIC | AICc | BIC | HQC | CAIC |
|---------|----------------|----------|-----|-----|-----|-----|-----|
| NGN t   | 1343.64        | 2693.28  | 2693.29 | 2709.843 | 2699.386 | 2712.843 |
| AEP t   | 140.885        | 291.771  | 291.803 | 319.377 | 301.948 | 324.377 |
| SEP t   | 8318.447       | 16,626.89 | 16,626.86 | 16,599.29 | 16,616.72 | 16,594.29 |
| AST t   | 16,98.366      | 3402.732 | 3402.745 | 3419.296 | 3408.838 | 3422.296 |
| GH t    | 2188.732       | 4387.463 | 4387.496 | 4415.07 | 4397.641 | 4420.07 |
| GHS t   | 6289.336       | 12,572.47 | 12,572.46 | 12,555.91 | 12,566.37 | 12,552.91 |
| AEP t   | 5933.893       | 11,861.68 | 11,861.65 | 11,834.07 | 11,851.5 | 11,829.07 |
| SEP t   | 6289.462       | 12,568.92 | 12,568.89 | 12,541.32 | 12,558.75 | 12,536.32 |
| AST t   | 1697.89        | 3401.78  | 3401.793 | 3418.342 | 3407.886 | 3421.342 |
| GH t    | 2188.659       | 4387.318 | 4387.351 | 4414.922 | 4397.495 | 4419.922 |
| ZAR t   | 5931.417       | 11,856.82 | 11,856.82 | 11,846.91 | 11,864.48 | 11,842.48 |
| AEP t   | 5933.544       | 11,857.06 | 11,857.06 | 11,834.48 | 11,851.95 | 11,839.95 |
| SEP t   | 6289.462       | 12,568.92 | 12,568.89 | 12,541.32 | 12,558.75 | 12,536.32 |
| AST t   | 1697.89        | 3401.78  | 3401.793 | 3418.342 | 3407.886 | 3421.342 |
| GH t    | 2188.659       | 4387.318 | 4387.351 | 4414.922 | 4397.495 | 4419.922 |
| DZD t   | 5931.417       | 11,856.82 | 11,856.82 | 11,846.91 | 11,864.48 | 11,842.48 |
| AEP t   | 5933.544       | 11,857.06 | 11,857.06 | 11,834.48 | 11,851.95 | 11,839.95 |
| SEP t   | 6289.462       | 12,568.92 | 12,568.89 | 12,541.32 | 12,558.75 | 12,536.32 |
| AST t   | 1697.89        | 3401.78  | 3401.793 | 3418.342 | 3407.886 | 3421.342 |
| GH t    | 2188.659       | 4387.318 | 4387.351 | 4414.922 | 4397.495 | 4419.922 |
| MAD t   | 7891.846       | 15,777.69 | 15,777.68 | 15,761.13 | 15,771.59 | 15,758.13 |
| AEP t   | 7450.982       | 14,891.96 | 14,891.93 | 14,864.36 | 14,881.79 | 14,859.36 |
| SEP t   | 7891.899       | 15,773.8  | 15,773.77 | 15,746.19 | 15,763.62 | 15,741.19 |
| AST t   | 1697.749       | 3401.497 | 3401.527 | 3418.077 | 3407.62 | 3421.077 |
| GH t    | 2188.556       | 4387.112 | 4387.144 | 4414.716 | 4397.288 | 4419.716 |
| KES t   | 9106.582       | 18,207.16 | 18,207.15 | 18,190.6  | 18,201.06 | 18,187.6 |
| AEP t   | 109.876        | 229.752  | 229.785 | 257.356 | 239.929 | 262.356 |
| SEP t   | 9106.61        | 18,203.22 | 18,203.19 | 18,175.62 | 18,193.04 | 18,170.62 |
| AST t   | 1697.834       | 3401.667 | 3401.68  | 3418.229 | 3407.773 | 3421.229 |
| GH t    | 2188.554       | 4387.109 | 4387.141 | 4414.713 | 4397.286 | 4419.713 |
| ETB t   | 8449.379       | 16,892.76 | 16,892.75 | 16,876.2  | 16,886.65 | 16,873.2 |
| AEP t   | 1343.283       | 2692.565 | 2692.579 | 2709.128 | 2698.672 | 2712.128 |
| SEP t   | 8349.351       | 16,688.7  | 16,688.67 | 16,661.1  | 16,678.53 | 16,656.1 |
| AST t   | 1697.816       | 3401.632 | 3401.645 | 3418.195 | 3407.738 | 3421.195 |
likelihood values and the values of the five model selection criteria are shown in Table 3 for the six best performing distributions.

The six best performing distributions (Student’s $t$, skew $t$, AEP, SEP, AST and GH) were employed as the innovation distributions in the GARCH(1,1) model. We chose the first order of GARCH because of its simplicity. In addition, it has been the most popular and commonly used GARCH type of model for characterizing volatility and is readily available in R packages such as rugarch and fGarch due to Ghalanos (2020) and Wuertz and Chalabi (2020), respectively. For fitting the GARCH model with Student’s $t$, skew $t$ and GH innovations, we used the rugarch package. For fitting the GARCH model with SEP, AEP and AST innovations, we employed the VaRES package due to Nadarajah et al. (2013). The log likelihood values, the values of AIC, BIC, HQC and parameter estimates are given in Table 4.

Table 4 reveals that there is no jointly best fitting model for the daily log returns of the exchange rate between the US Dollar and the eight major African currencies. However, the GARCH(1,1) model with Student’s $t$, AST and GH innovations has consistently performed better than others in all the countries with the exception for Algerian Dinar. According to AIC, BIC and HQC, the best fitting model for Nigerian-Naira is GARCH(1,1) with AST innovations. According to AIC, BIC and HQC, the best fitting model for Ghanaian-Cedi is GARCH(1,1) with GH innovations. According to AIC and BIC, the best fitting models for South African-Rand are GARCH(1,1) with AST and $t$ innovations. According to AIC and BIC, the best fitting models for Algerian-Dinar are GARCH(1,1) with AST and $t$ innovations. According to AIC and HQC, the best fitting model for Moroccan-Dirham is GARCH(1,1) with GH innovations. According to HQC, the best fitting model for Kenyan-Shilling is GARCH(1,1) with GH innovations. According to AIC, BIC and HQC, the best fitting model for Ethiopian-Birr is GARCH(1,1) with AST innovations. According to AIC, BIC and HQC, the best fitting model for Angolan-Kwanza is GARCH(1,1) with AST innovations. However, it is important to note that the differences between the information criteria values across these distributions are marginal. For example, if the information criteria values are rounded to one or two decimal places, then similar results will be obtained for virtually all the participating log returns with few exceptions. Thus, it is safe to assume that the best fitting model for

| Country | Distributions | $-\log L$ | AIC | AICc | BIC | HQC | CAIC |
|---------|--------------|----------|-----|------|-----|-----|------|
| GH      | 2188.572     | 4387.144 | 4387.176 | 4414.747 | 4397.32 | 4419.747 |
| AOA $t$ | 9965.179     | 19,924.36 | 19,924.34 | 19,907.8 | 19,918.25 | 19,904.8 |
| Skew $t$ | 1344.166     | 2694.332 | 2694.345 | 2710.894 | 2700.438 | 2713.894 |
| AEP     | 101.276      | 212.552  | 212.584  | 240.156  | 222.728  | 245.156  |
| SEP     | 9118.74      | 18,227.48 | 18,227.45 | 18,199.88 | 18,217.3 | 18,194.88 |
| AST     | 1697.839     | 3401.677 | 3401.69 | 3418.239 | 3407.783 | 3421.239 |
| GH      | 2188.584     | 4387.167 | 4387.2  | 4414.771 | 4397.344 | 4419.771 |

Table 3 (continued)
Table 4  Log likelihood and the information criteria values based on the best and second best performing distributions for the GARCH(1,1) model and their parameter estimates

| Country | Distributions | $-\log L$ | AIC | BIC | HQC | Parameter estimates |
|---------|---------------|-----------|-----|-----|-----|---------------------|
| NGN     | $t$           | -9359.316 | -10.135 | -10.099 | -10.129 | $\hat{\nu} = 1.1794, \hat{\alpha}_1 = 3.639 \times 10^{-1}, \hat{\beta}_1 = 2.491 \times 10^{-1}, \hat{\sigma} = 2.625 \times 10^{-10}, \hat{\mu} = 1.981 \times 10^{-2}$ |
| AST     | $t$           | -10987.53 | -11.897 | -11.847 | -11.889 | $\hat{\nu} = 3.187 \times 10^{-1}, \hat{\alpha}_1 = 1.407 \times 10^{-1}, \hat{\beta}_1 = 2.472 \times 10^{-11}, \hat{\sigma} = 1.733 \times 10^{-10}, \hat{\mu} = 1.926 \times 10^{-2}$ |
| GH      | $t$           | -8572.265 | -9.280 | -9.230 | -9.272 | $\hat{\nu} = 3.674 \times 10^{-3}, \hat{\alpha}_1 = 2.148 \times 10^{-3}, \hat{\beta}_1 = 5.174 \times 10^{-1}, \hat{\sigma} = 7.581 \times 10^{-1}, \hat{\mu} = 2.513 \times 10^{-1}, \hat{\lambda} = -1.782$ |
| GHS     | $t$           | -6498.201 | -7.033 | -6.983 | -7.025 | $\hat{\nu} = 3.298, \hat{\alpha}_1 = 3.863 \times 10^{-1}, \hat{\beta}_1 = 6.127 \times 10^{-1}, \hat{\sigma} = 4.303 \times 10^{-6}, \hat{\mu} = 3.694 \times 10^{-4}$ |
| ZAR     | $t$           | -5992.095 | -6.487 | -6.451 | -6.481 | $\hat{\nu} = 2.071 \times 10^{-1}, \hat{\alpha}_1 = 6.116 \times 10^{-2}, \hat{\beta}_1 = 9.256 \times 10^{-1}, \hat{\sigma} = 8.862 \times 10^{-7}, \hat{\mu} = 4.649 \times 10^{-2}$ |
| MAD     | $t$           | -8589.945 | -9.301 | -9.266 | -9.296 | $\hat{\nu} = 5.375, \hat{\alpha}_1 = 3.409 \times 10^{-2}, \hat{\beta}_1 = 9.604 \times 10^{-1}, \hat{\sigma} = 3.497 \times 10^{-8}, \hat{\mu} = 1.456 \times 10^{-4}$ |
| ZAR     | $t$           | -8590.861 | -9.301 | -9.259 | -9.294 | $\hat{\nu} = 5.433, \hat{\alpha}_1 = 3.698 \times 10^{-2}, \hat{\beta}_1 = 9.554 \times 10^{-1}, \hat{\sigma} = 4.379 \times 10^{-8}, \hat{\mu} = 1.580 \times 10^{-4}, \hat{\lambda} = 1.040$ |
| GH      | $t$           | -5997.253 | -6.490 | -6.441 | -6.482 | $\hat{\nu} = 4.239 \times 10^{-4}, \hat{\alpha}_1 = 1.232 \times 10^{-5}, \hat{\beta}_1 = 5.735 \times 10^{-2}, \hat{\sigma} = 9.309 \times 10^{-2}, \hat{\mu} = 1.378 \times 10^{-1}, \hat{\lambda} = 1.617 \times 10^{-1}, \hat{\lambda} = 0.999$ |
| DZD     | $t$           | -8589.383 | -10.005 | -9.969 | -9.999 | $\hat{\nu} = 1.572 \times 10^{-1}, \hat{\alpha}_1 = 3.484 \times 10^{-3}, \hat{\beta}_1 = 9.632 \times 10^{-1}, \hat{\sigma} = 8.835 \times 10^{-2}, \hat{\mu} = 5.186 \times 10^{-1}, \hat{\lambda} = -2.489$ |
| KES     | $t$           | -9239.383 | -10.005 | -9.969 | -9.999 | $\hat{\nu} = 7.017, \hat{\alpha}_1 = 1.305 \times 10^{-1}, \hat{\beta}_1 = 8.611 \times 10^{-1}, \hat{\sigma} = 9.479 \times 10^{-9}, \hat{\mu} = 6.662 \times 10^{-2}$ |
| ETB     | $t$           | -9240.237 | -10.004 | -9.954 | -9.996 | $\hat{\nu} = 8.292, \hat{\alpha}_1 = 6.125 \times 10^{-1}, \hat{\beta}_1 = 8.611 \times 10^{-1}, \hat{\sigma} = 9.619 \times 10^{-9}, \hat{\mu} = 1.548 \times 10^{-4}$ |
| AOA     | $t$           | -9017.538 | -9.762 | -9.713 | -9.755 | $\hat{\nu} = 6.150 \times 10^{-1}, \hat{\alpha}_1 = 7.910 \times 10^{-1}, \hat{\beta}_1 = 4.067 \times 10^{-1}, \hat{\sigma} = 3.335 \times 10^{-2}, \hat{\mu} = 1.092 \times 10^{-1}, \hat{\mu} = 1.073 \times 10^{-1}$ |
| AST     | $t$           | -8725.172 | -9.445 | -9.396 | -9.438 | $\hat{\nu} = 9.876 \times 10^{-6}, \hat{\alpha}_1 = 1.246 \times 10^{-6}, \hat{\beta}_1 = 7.503 \times 10^{-1}, \hat{\sigma} = 8.937 \times 10^{-2}, \hat{\mu} = 2.517 \times 10^{-1}, \hat{\lambda} = -1.966 \times 10^{-1}$ |
| AOA     | $t$           | -9746.746 | -10.554 | -10.519 | -10.549 | $\hat{\nu} = 2.118, \hat{\alpha}_1 = 2.431 \times 10^{-1}, \hat{\beta}_1 = 6.758 \times 10^{-1}, \hat{\sigma} = 4.051 \times 10^{-13}, \hat{\mu} = 1.208 \times 10^{-1}$ |
| AST     | $t$           | -9788.94 | -10.598 | -10.549 | -10.590 | $\hat{\nu} = 2.164, \hat{\alpha}_1 = 1.730 \times 10^{-1}, \hat{\beta}_1 = 2.431 \times 10^{-1}, \hat{\sigma} = 6.758 \times 10^{-1}, \hat{\mu} = 2.665 \times 10^{-13}, \hat{\mu} = 5.471 \times 10^{-1}$ |
| Country | Distributions | $-\log L$ | AIC | BIC | HQC | Parameter estimates |
|---------|---------------|-----------|-----|-----|-----|---------------------|
| GH      |               | -9525.368| -10.312| -10.263| -10.305| $\hat{\mu} = 4.180 \times 10^{-6}$, $\hat{\omega} = 1.145 \times 10^{-10}$, $\hat{\alpha}_1 = 1.626 \times 10^{-1}$, $\hat{\beta} = 7.490 \times 10^{-1}$, $\hat{\lambda} = 4.475 \times 10^{-1}$, $\hat{\lambda} = 3.562 \times 10^{-1}$, $\hat{\lambda} = -1.042$ |
Table 5  *p* values of likelihood ratio tests of Student’s *t* distribution versus the AST and GH distributions

| Data  | *t* vs AST  | *t* vs GH   |
|-------|-------------|-------------|
| NGN   | 0           | 0           |
| GHS   | 9.201 × 10^{-9} | 0        |
| ZAH   | 0.002       | 0.006       |
| DZD   | 0.176       | 0.602       |
| MAD   | 0.803       | 1.400 × 10^{-5} |
| KES   | 0.426       | 2.220 × 10^{-16} |
| ETB   | 2.150 × 10^{-11} | 1        |
| AOA   | 0           | 1           |

Fig. 3  Time series plots of volatility of GARCH(1,1) model with GH innovations for daily log returns of the exchange rates between the US Dollar and eight major African currencies from the 18th April of 2013 to 15th of May 2020
each of the eight data sets is GARCH(1,1) model with either Student’s $t$, AST or GH innovations.

As noted earlier, Student’s $t$ distribution is nested within the AST and GH distributions. Table 5 performs the likelihood ratio tests that the AST and GH distributions do not provide significant improvements over Student’s $t$ distribution.

Table 5 shows that the null hypothesis is rejected overwhelmingly in favour of the two more general models (i.e. GARCH(1,1) with AST and GH innovations) for each data. The likelihood ratio test supports our earlier results based on AIC, BIC and HQC. Hence, we can conclude that the GARCH(1,1) model with AST innovations provides the best fit for all the data sets except for Algerian-Dinar, Moroccan-Dirham and Kenyan-Shilling. The GARCH(1,1) model with GH innovations provides the best fit for all the data sets except for Algerian-Dinar, Ethiopian-Birr and Angolan-Kwanza.

Figure 3 shows the time series plots of volatility of the fitted GARCH (1,1) model with GH innovations. We can observe that the estimated volatility for Algerian-Dinar, Moroccan-Dirham and Kenyan-Shilling are essentially the same; they are indistinguishable and represent the least volatile currencies. Nigerian-Naira and Ghanaian-Cedi are the most volatile among the currencies. The estimated volatility for Ethiopian-Birr and Angolan-Kwanza are also identical. Figure 4 shows boxplots of the estimated volatility and the correlation coefficients between the estimated volatility series. We can observe that the correlations between the volatilities of African currencies are generally low, suggesting that these currencies are not greatly aligned. This is not surprising as emerging markets tend to be affected by local factors such as diverging monetary policies and unique economic and political factors. The largest correlation is between Moroccan-Dirham and Algerian-Dinar, followed by (Algerian-Dinar, South African-Rand) and (Moroccan-Dirham, South African-Rand).

Now, based on GARCH(1,1) model with AST innovations, we compute the VaR and ES. If $\hat{F}(\cdot)$ denotes the cumulative distribution function of the best fitting distribution, then VaR and ES corresponding to probability $q$ are defined by

$$\text{VaR}_{(q)} = \hat{F}^{-1}(q)$$

and

$$\text{ES}_{(q)} = \frac{1}{q} \int_0^q \text{VaR} (u) du,$$

respectively, where $0 < q < 1$. The VaR, ES as well as expected volatility based on GARCH(1,1) with AST innovations are given in Figs. 5 and 6.

For VaR, we can observe that Nigerian-Naira is the riskiest, followed by South African-Rand and Ghanaian-Cedi. Algerian-Dinar, Moroccan-Dirham and Kenyan-Shilling are the least riskiest. The median of VaR is largest for South African-Rand and smallest for Kenyan-Shilling, Algerian-Dinar and Moroccan-Dirham. In term of variability, VaR is the largest for Ghanaian-Cedi, followed by Angolan-Kwanza and Ethiopian-Birr. The variability of VaR is the smallest
for Nigerian-Naira, followed by Algerian-Dinar, Kenyan-Shilling and Moroccan-Dirham. For ES, the median is the largest for South African-Rand and the
smallest for Nigerian-Naira. The variability is the largest for Ghanaian-Cedi and the smallest for Nigerian-Naira.

The expected volatility varies through time and we can observe that the expected volatility for all \( t \) is maximum for Nigerian-Naira; the expected volatility for all \( t \) is second maximum for South African-Rand; the expected volatility for all \( t \) is minimum for Algerian-Dinar; the expected volatility for all \( t \) is second minimum for Moroccan-Dirham. The expected volatilities for Angolan-Kwanza and Ghanaian-Cedi appear to be in tandem for all \( t \) except for all sufficiently large \( t \); the expected volatilities for Kenyan-Shilling and Moroccan-Dirham are almost in tandem for small \( t \) but for all sufficiently large \( t \) the expected volatility for Kenyan-Shilling is larger.

Figure 7 forecasts of the best fitting model in terms of VaR for each of the eight exchange rates by fifty additional days for \( p = 0.9, 0.95, 0.975, 0.99 \), by one hundred additional days for \( p = 0.9 \) and by two hundred additional days for \( p = 0.9 \). We can observe that the forecast for each daily log returns is strictly increasing with respect to time. For every \( p \) and \( t \), the forecast is largest for Nigeria, the forecast is second largest for South Africa, and the forecast is third largest for Ghana. The smallest of the forecast is for Algeria and Morocco for every \( p \) and \( t \).

In addition to fitting of the univariate GARCH models, we fitted the DCC-GARCH model due to Engle (2002) discussed in Sect. 3.2 to account for the dynamics of correlation structures between exchange rates. This is essential because not only returns and volatilities are vital in the portfolio selection process and investment destination choices, but also correlations between assets (Kuper & Lestano, 2007). Again, parameter estimation was done using \textit{R} via the \texttt{rugarch} and \texttt{rmgarch} packages. The method of maximum likelihood was used. To ensure that there is a dynamic structure in the correlations that will justify using the DCC-GARCH model, a test of constant correlation was performed. The test gave a \( p \) value of 0 which amounted to rejection of the null hypothesis of constant correlation. The log likelihood values and the values of the selection criteria for the fitted DCC-GARCH(1,1) model with multivariate Student’s \( t \) innovations are in Table 6. Other higher classes of DCC-GARCH type models were fitted, however none of them provided significantly better fits. We used the multivariate Student’s \( t \) distribution for the innovation processes because it was among the three best fitting distributions in the univariate case. Also it is readily available in the \texttt{R} packages for GARCH and MGARCH.

We have provided only the DCC-GARCH parameter estimates in Table 6 due to space concerns. Also, the GARCH(1,1) parameter estimates for each of the currencies are similar to those obtained in the univariate case, especially for the DCC-GARCH(1,1) model.

From Table 6, we can observe that all the DCC conditional correlation parameters of DCC-GARCH(1,1) are significant at 10\%, 5\% and 1\% levels. According to the selection criteria, the DCC-GARCH(1,1) with multivariate Student’s \( t \) distribution provides the best fit. Furthermore, the conditional correlation parameters of the best fitting model show adherence to the restriction imposed on them; that is they are all greater than zero with their sum less than one \((\text{dcca1} = \theta_1 = 0.007272 + \text{dccb1} = \theta_2 = 0.978871 < 1)\). Hence, we can conclude
that the correlation across the major African currencies is significantly time varying. The dynamic conditional correlations between the exchange rates of the major African countries are shown in Figs. 8 and 9. We observe that there is a significant variation through time across the countries with the correlation values generally ranging between $-0.10$ and $0.5$. In other words, there are periods of low and high correlations, no visible trends and there are no simultaneous drops or jumps across the currencies. The structural breaks in the patterns are unique and peculiar to each country except for the few like (Algerian-Dinar, Kenyan-Shilling), (Moroccan-Dirham, Kenyan-Shilling), (Ghanian-Cedi, Algerian-Dinar) and (Ghanian-Cedi, Moroccan-Dirham). One possible explanation for this uniqueness could be the differences in inflation rates, lack of close ties between the countries (this is common with emerging economies), retreat in stock values due to liquidity drops, socio-political factors and state of the economies. For example, the dynamic correlations between the exchange rates of Algeria and Morocco are largest for all days and appear to be the only increasing interdependent economies. This could be attributed to the fact that these two countries are members of Arab League; whose main goal is to draw closer the association between member states and at the same time coordinate collaboration between them to promote their welfare and interest (Katramiz et al., 2019). Pairs involving Angolan Kwanza (for example, NGN/AOA, ETB/AOA, MAD/AOA, DZD/AOA and KES/AOA with the exception ZAR/AOA) yield the smallest dynamic conditional correlations. This could be attributed to the fall in oil prices in recent years which reduced the country’s growth momentum and generated huge macroeconomic imbalance. Of course Angola is very rich in natural resources. The country is the second largest oil producer in Sub-Saharan Africa, after Nigeria (Carey et al., 2018). However, Angola has the worst diversification attitude; as such, the government has not been able to convert the country’s considerable natural endowment into various forms of capital (Angola Systematic Country Diagnostic, 2018). Pairs involving Nigerian Naira (for example, ZAR/NGN, GHS/NGN and AOA/NGN) give the second smallest dynamic conditional correlations. For the pairs in Fig. 8, the estimated conditional correlations are generally low, drifting around 0, and falling to levels as low as $-0.06$. This could be due to fall in crude oil prices on account of falling global demand. Nigeria is a mono economy and more than 80% of its export earning comes from oil. So this contraction in the export earning from oil has given rise to debase in real GDP; causing the economy to shrink by 3% in 2019 and 2020. As a consequence, inflation set in and rose from 11.4% in 2019 to 12.8% in 2020 (African Economic Outlook, 2021).

In general, we note that the low to moderate dynamic correlations between the exchange rates of the eight African currencies are due to the fact that emerging economies are vastly regulated and in many instances governed by certain economic
factors like political regimes and social events. This is in line with Tolikas (2011)’s observations, who noted that emerging economies offer better diversification opportunities and larger returns but with higher volatility due to minimal correlation with other markets/economies.

5 Conclusions

In this paper, we have described the log returns of the exchange rate volatilities of eight major African currencies using the GARCH(1,1) model with fifteen distributions for innovations (the normal distribution, the skew normal distribution, the logistic distribution, Student’s $t$ distribution, the skew Student’s $t$ distribution, Laplace distribution, the exponential power distribution, the generalized $t$ distribution, the skewed exponential power distribution, the asymmetric exponential power distribution, the skewed Student’s $t$ distribution, the asymmetric Student’s $t$ distribution, the normal inverse gamma distribution, the hyperbolic distribution and the generalized hyperbolic distribution). The fit of these distributions for characterizing the innovation processes of GARCH(1,1) was assessed using the following criteria: log
Fig. 7  Forecasting of the daily log returns of the exchange rates between the US Dollar and eight major Africa currencies in terms of value at risk based on the GARCH(1,1) model with AST innovations for \( p = 0.9, 0.95, 0.975, 0.99 \)
likelihood, the Akaike information criterion, the Bayesian information criterion, the consistent Akaike information criterion, the corrected Akaike information criterion, the Hannan-Quinn criterion and the likelihood ratio test. Our results suggest that the GARCH(1,1) with the asymmetric Student’s \( t \), the generalized hyperbolic and Student’s \( t \) distributions provided the most number of best, second best, and third best fits. Based on the GARCH(1,1) with the asymmetric Student’s \( t \) innovations, estimates and forecasts of value at risk and expected shortfall for each country were obtained.

In addition, we employed the multivariate GARCH model with a dynamic conditional correlation specification to investigate the cross-border relationship in terms of the currencies. Our results suggest that there is a wide range of fluctuations

| Parameter | Estimate | Std error | t-value | \( p \) value |
|-----------|----------|-----------|---------|--------------|
| dcca1     | 0.007    | 0.002     | 4.550   | 0.000        |
| dccb1     | 0.979    | 0.005     | 197.643 | 0.000        |
| mshape    | 4.366    | 0.125     | 34.807  | 0.000        |

**DCC-GARCH(2,1)**

| Parameter | Estimate | Std error | t-value | \( p \) value |
|-----------|----------|-----------|---------|--------------|
| dcca1     | 0.007    | 0.006     | 1.173   | 0.241        |
| dccb1     | 0.979    | 0.005     | 193.358 | 0.000        |
| mshape    | 4.366    | 0.125     | 34.995  | 0.000        |

**Table 6** Parameter estimates for some of the fitted DCC-GARCH type models, their standard errors, \( t \)-values, \( p \) values, log likelihood values and three information criteria values for the major African currencies
in the conditional correlation of the exchange rates of major African currencies. That is, the sign of the correlation switches over time for most of the pairs with few exceptions. This shows that the relationship among the exchange rates of African countries is time varying and is mainly dominated by small to moderate correlations in absolute values. The pattern of the relationship between these currencies is highlighted in countries with strong expanding economic ties. For example, (Algeria, Morocco) and South Africa are members of Arab league and BRICS, respectively. In general, the linkages between major African currencies are significantly affected by local politics, economic and social events as well as restrictive regulations. This is not surprising as it is a typical nature of emerging economies and has been noted by several authors (Bekaert et al., 1998; Bekaert & Harvey, 1997; De Santis & Improhoroglu, 1997).

Some future work are to: consider longer periods of the data; consider a semiparametric or a non-parametric approach such as that considered in Hou and Suardi (2012) for univariate data or Scheffer and Weib (2016) for multivariate data.
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Fig. 9 Time varying correlations based on the DCC-GARCH(1,1) model with multivariate Student’s $t$ innovations for daily log returns of the exchange rates between the US Dollar and eight major African currencies from the 18th April of 2013 to 15th of May 2020
References

Adi, A. A. (2019). Modeling exchange rate return volatility of RMB/USD using GARCH family models. *Journal of Chinese Economic and Business Studies*, 17, 169–187. https://doi.org/10.1080/14765284.2019.1600933

Adıgüzel Mercangöz, B. (2021). Handbook of Research on Emerging Theories, Models, and Applications of Financial Econometrics. *Springer, Cham*. https://doi.org/10.1007/978-3-030-54108-8_12

African Economic Outlook. (2021). https://www.afdb.org/en/knowledge/publications/african-economic-outlook

Akaike, H. (1974). A new look at the statistical model identification. *IEEE Transactions on Automatic Control, 19*, 716–723. https://doi.org/10.1109/TAC.1974.1100705

Anderson, T. W., & Darling, D. A. (1954). A test of goodness of fit. *Journal of the American Statistical Association, 49*, 765–769. https://doi.org/10.2307/2281537

Angola Systematic Country Diagnostic. (2018). Creating assets for the poor. World Bank Group, Washington, DC. https://openknowledge.worldbank.org/bitstream/handle/10986/31443/angola-scd-03072019-636877656084587895.pdf

Azzalini, A. (1985). A class of distributions which includes the normal ones. *Scandinavian Journal of Statistics, 12*, 171–178.

Azzalini, A., & Capitanio, A. (2003). Distributions generated by perturbation of symmetry with emphasis on a multivariate skew t distribution. *Journal of the Royal Statistical Society, B*, 65, 367–389. https://doi.org/10.1111/1467-9868.00391

Bailie, R. T., & Bollerslev, T. (1989). The message in daily exchange rates: A conditional variance tale. *Journal of Business and Economic Statistics, 7*, 297–305. https://doi.org/10.2307/1391527

Barndorff-Nielsen, O. (1977). Exponentially decreasing distributions for the logarithm of particle size. *Proceedings of the Royal Society of London: Series A, Mathematical and Physical Sciences, 353*, 401–409. https://doi.org/10.1098/rspa.1977.0041

Bekaert, G., Erb, C. B., Harvey, C. R., & Viskanta, T. E. (1998). Distributional characteristics of emerging market returns and asset allocation. *Journal of Portfolio Management, 24*, 102–116. https://doi.org/10.3905/jpm.24.2.102

Bekaert, G., & Harvey, C. R. (1997). Emerging equity market volatility. *Journal of Financial Economics, 43*, 29–77. https://doi.org/10.1016/S0304-405X(96)00089-6

Bollerslev, T. (1986). Generalized autoregressive conditional heteroskedasticity. *Journal of Econometrics, 31*, 307–327. https://doi.org/10.1016/0304-4076(86)90063-1

Bollerslev, T. (1990). Modelling the coherence in short-run nominal exchange rates: A multivariate generalized arch model. *The Review of Economics and Statistics, 72*, 498–505. https://doi.org/10.2307/2109358

Bozdogan, H. (1987). Model selection and Akaike’s Information Criterion (AIC): The general theory and its analytical extensions. *Psychometrika, 52*, 345–370. https://doi.org/10.1007/BF02294361

Burnham, K. P., & Anderson, D. R. (2004). Multimodel inference: Understanding AIC and BIC in model selection. *Sociological Methods and Research, 33*, 261–304. https://doi.org/10.1177/0049124104268444

Carey, K., Sahnoun, H., & Wodon, Q. (2018). Wealth accounts, adjusted net savings, and diversified development in resource-rich African countries. In G.-M. Lange, Q. Wodon, & K. Carey (Eds.), *The changing wealth of nations 2018: building a sustainable future*. Washington, DC: World Bank. https://doi.org/10.1596/978-1-4648-1046-6_ch3

Carsamer, E. (2015). Exchange rate co-movement and volatility spill over in Africa. National Institute of Development Administration. http://libcms.nida.ac.th/thesis6/2014/ba188419.pdf

Chaudhury, D. R. (2021). Africa’s rising debt: Chinese loans to continent exceeds $140 billion. ET Bureau. https://economictimes.indiatimes.com/news/international/world-news/africas-rising-debt-chinese-loans-to-continent-exceeds-140-billion/articleshow/86444602.cms?utm_source=contentofinterest&utm_medium=text&utm_campaign=cppst

Corlu, C. G., & Corlu, A. (2015). Modelling exchange rate returns: Which flexible distribution to use? *Quantitative Finance, 15*, 1851–1864. https://doi.org/10.1080/14697688.2014.942231

De Santis, G., & Improhoroglu, S. (1997). Stock return and volatility in emerging financial markets. *Journal of International Money and Finance, 16*, 561–579. https://doi.org/10.1016/S0261-5606(97)00020-X
Dunis, C., Laws, J., & Chauvin, S. (2003). FX volatility forecasts and the informational data for volatility. European Journal of Finance, 17, 117–160.

Emenike, K. O. (2018). Exchange rate volatility in West African countries: Is there a shred of spillover? International Journal of Emerging Markets, 13, 1746–8809. https://doi.org/10.1108/IJoEM-08-2017-0312

Engle, R. F. (1982). Autoregressive conditional heteroscedasticity with estimates of the variance of United Kingdom inflation. Econometrica, 50, 987–1007. https://doi.org/10.2307/1912773

Engle, R. F. (2002). Dynamic conditional correlation: A simple class of multivariate GARCH models. Journal of Business and Economic Statistics, 20, 339–350. https://doi.org/10.1198/073500102288618487

Engle, R. F., & Kroner, K. F. (1995). Multivariate simultaneous generalized ARCH. Econometric Theory, 11, 122–150. https://doi.org/10.1017/S0266466600009063

Fama, E. (1965). The behavior of stock-market prices. Journal of Business, 38, 34–105.

Fang, Y. (2011). Asymptotic equivalence between cross-validations and Akaike Information Criteria in mixed-effects models. Journal of Data Science, 9, 15–21. https://doi.org/10.6339/JDS.201101_09(1).0002

Ghalanos, A. (2020). rugarch: Univariate GARCH models. https://cran.r-project.org/web/packages/rugarch/index.html

Gospodinov, N., Gavala, A., & Jiang, D. (2006). Forecasting volatility. Journal of Forecasting, 25, 381–400. https://doi.org/10.1002/for.993

Gosset, W. S. (1908). The probable error of a mean. Biometrika, 6, 1–25. https://doi.org/10.10372/2331554

Hannan, E. J., & Quinn, B. G. (1979). The determination of the order of an autoregression. Journal of the Royal Statistical Society, B, 41, 190–195. https://doi.org/10.1111/j.2517-6161.1979.tb01072.x

Hentschel, L. (1995). All in the family nesting symmetric and asymmetric GARCH models. Journal of Financial Economics, 39, 71–104. https://doi.org/10.1016/0304-405X(94)00821-H

Hinkle, L., & Montiel, P. (1999). The long-run equilibrium real exchange rate: Conceptual issues and empirical research. In L. Hinkle & P. Montiel (Eds.), Exchange rate misalignment: Concepts and measurement for developing countries. Oxford: Oxford University Press.

Hou, A., & Suardi, S. (2012). A nonparametric GARCH model of crude oil price return volatility. Energy Economics, 34, 618–626. https://doi.org/10.1016/j.eneco.2011.08.004

Hsieh, D. A. (1988). The statistical properties of daily foreign exchange rates: 1974–1983. Journal of International Economics, 24, 129–145. https://doi.org/10.1016/0022-1996(88)90025-6

Hurvich, C. M., & Tsai, C.-L. (1989). Regression and time series model selection in small samples. Biometrika, 76, 297–307. https://doi.org/10.1093/biomet/76.2.297

Jarque, C. M., & Bera, A. K. (1980). Efficient tests for normality, homoscedasticity and serial independence of regression residuals. Economics Letters, 6, 255–259. https://doi.org/10.1016/0165-1765(80)90024-5

Jordaan, A. C. (2015). Choice of exchange rate regime in a selection of African countries. Journal of African Business, 16, 215–234. https://doi.org/10.1080/15228916.2015.1075645

Karanasos, M., Yiantsi, S., & Hunter, J. (2022). Emerging stock market volatility and economic fundamentals: The importance of US uncertainty spillovers, financial and health crises. Annals of Operations Research, 313, 1077–1116. https://doi.org/10.1007/s10479-021-00402-y

Katramiz, T., Okitasari, M., Masuda, H., Kanie, N., Takemoto, K. and Suzuki, M. (2019). Local implementation of the 2030 Agenda in the Arab World: addressing constraints and maximising opportunities. UNU-IAS Policy Brief—No. 19. http://collectionsunu.edu/eserv/UNU:7577/UNU-IAS-PB-No19-2020.pdf

Kuper, G. H., & Lestano. (2007). Dynamic conditional correlation analysis of financial market interdependence: An application to Thailand and Indonesia. Journal of Asian Economics, 18, 670–684. https://doi.org/10.1016/j.asieco.2007.03.007.

Lanne, M., & Saikkonen, P. (2005). Non-linear GARCH models for highly persistent volatility. The Econometrics Journal, 8, 251–276. https://doi.org/10.1111/j.1368-423X.2005.00163.x

Laplace, P. S. (1774). Memoire sur la probabilite des causes par les evenements. Memoires de l’Academie Royale des Sciences Presentes par Divers Savan, 6, 621–656.

Lilliefors, H. W. (1967). On the Kolmogorov–Smirnov test for normality with mean and variance unknown. Journal of the American Statistical Association, 62, 399–402. https://doi.org/10.2307/2283970

Katramiz, T., Okitasari, M., Masuda, H., Kanie, N., Takemoto, K. and Suzuki, M. (2019). Local implementation of the 2030 Agenda in the Arab World: addressing constraints and maximising opportunities. UNU-IAS Policy Brief—No. 19. http://collectionsunu.edu/eserv/UNU:7577/UNU-IAS-PB-No19-2020.pdf
Mandelbrot, B. B. (1963). The variation of certain speculative prices. *Journal of Business, 36*, 394–419. https://doi.org/10.1086/294632

McCurdy, T. H., & Morgan, I. G. (1987). Tests of the martingale hypothesis for foreign currency futures with time-varying volatility. *International Journal of Forecasting, 3*, 131–148. https://doi.org/10.1016/0169-2070(87)90083-5

McDonald, J. B., & Newey, W. K. (1988). Partially adaptive estimation of regression models via the generalized t distribution. *Econometric Theory, 4*, 428–457. https://doi.org/10.1017/S0266466600013384

Mohammed, S., Mohammed, A., & Nketiah-Amponsah, E. (2021). Relationship between exchange rate volatility and interest rates evidence from Ghana. *Cogent Economics and Finance*. https://doi.org/10.1080/23322039.2021.1893258

Nadarajah, S., Chan, S. & Afuecheta, E. (2013). VaRES: Computes value at risk and expected shortfall for over 100 parametric distributions. http://cran.r-project.org/web/packages/VaRES/index.html

Otto, P., Schmid, W., & Garthoff, R. (2018). Generalised spatial and spatiotemporal autoregressive conditional heteroscedasticity. *Spatial Statistics, 26*, 125–145. https://doi.org/10.1016/j.spasta.2018.07.005

Pfaff, B. (2016). *Financial risk modelling and portfolio optimization with R* (2nd ed.). New York: Wiley.

R Development Core Team. (2022). *R: A language and environment for statistical computing*. Vienna: R Foundation for Statistical Computing.

Raputsoane, L. (2008). Exchange rate volatility spillovers and the South African currency. In *Proceedings of the TIPS annual conference*. http://www.tips.org.za/files/Leroi_Exchange_rate_volatility_spillovers-24_Oct_2008.pdf

Shapiro, S. S., & Francia, R. S. (1972). An approximate analysis of variance test for normality. *Journal of the American Statistical Association, 67*, 215–216. https://doi.org/10.1080/01621459.1972.10481232

Shapiro, S. S., & Wilk, M. B. (1965). An analysis of variance test for normality (complete samples). *Biometrika, 52*, 591–611. https://doi.org/10.2307/2333709

Tolikas, K. (2011). The rare event risk in African emerging stock markets. *Managerial Finance, 37*, 275–294. https://doi.org/10.1108/0307435111113324

Tsay, R. S. (2014). *Multivariate Time Series Analysis: With R and Financial Applications*. Hoboken, NJ: Wiley.

Wuertz, D., & Chalabi, Y. (2020). *fgarch*: Rmetrics—Autoregressive conditional heteroskedastic modeling. https://cran.r-project.org/web/packages/fGarch/index.html
Yonis, M. (2011). Stock market co-movement and volatility spillover between USA and South Africa. Unpublished Masters thesis, Umea, Universitet. http://www.diva-portal.org/smash/get/diva2:523539/fulltext01.pdf

Zhu, D., & Galbraith, J. W. (2010). A generalized asymmetric Student-\(t\) distribution with application to financial econometrics. *Journal of Econometrics, 157*, 297–305. https://doi.org/10.2139/ssrn.14999

Zhu, D., & Zinde-Walsh, V. (2009). Properties and estimation of asymmetric exponential power distribution. *Journal of Econometrics, 148*, 86–99. https://doi.org/10.1016/j.jeconom.2008.09.038

**Publisher’s Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.