Costs of antibiotic resistance – separating trait effects and selective effects
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Abstract
Antibiotic resistance can impair bacterial growth or competitive ability in the absence of antibiotics, frequently referred to as a ‘cost’ of resistance. Theory and experiments emphasize the importance of such effects for the distribution of resistance in pathogenic populations. However, recent work shows that costs of resistance are highly variable depending on environmental factors such as nutrient supply and population structure, as well as genetic factors including the mechanism of resistance and genetic background. Here, we suggest that such variation can be better understood by distinguishing between the effects of resistance mechanisms on individual traits such as growth rate or yield (‘trait effects’) and effects on genotype frequencies over time (‘selective effects’). We first give a brief overview of the biological basis of costs of resistance and how trait effects may translate to selective effects in different environmental conditions. We then review empirical evidence of genetic and environmental variation of both types of effects and how such variation may be understood by combining molecular microbiological information with concepts from evolution and ecology. Ultimately, disentangling different types of costs may permit the identification of interventions that maximize the cost of resistance and therefore accelerate its decline.

Introduction
Bacterial resistance to antibiotics impairs our capacity to treat infections, posing a growing challenge for global public health (Levy and Marshall 2004; Bergstrom and Feldgarden 2008; Smith and Coast 2013). From the bacterial perspective, resistance is highly advantageous in the presence of antibiotics. However, resistance mechanisms can also impair cellular functions, in turn affecting phenotypic traits such as growth and survival relative to sensitive genotypes in the absence of antibiotics (‘trait effects’ – Box 1). These trait effects can lead to changes in allele frequencies over time (‘selective effect’ – Box 1). For example, if a resistance mutation or plasmid causes bacteria to grow and divide at a slower rate in the absence of antibiotics, this can result in a decrease in the frequency of bacteria with this genotype in a population. Thus, selective effects can be quantified experimentally by monitoring genotype frequencies in populations containing bacteria with and without resistance alleles (Lenski et al. 1991; Trindade et al. 2009; Chevin 2011; Gullberg et al. 2011). In many studies, costs of resistance are defined more loosely, often referring to an effect on a particular phenotypic trait, such as doubling time during exponential growth or stationary phase population density in pure culture (Nagaev et al. 2001; Nilsson et al. 2006; MacLean and Buckling 2009; Paulander et al. 2009; Petersen et al. 2009; Hall et al. 2011). Here, we refer to a cost of resistance strictly as an effect on allele frequencies, that is, a selective effect rather than a trait effect. The motivation for this review is the notion that a clearer distinction between effects on individual traits such as growth rate or yield (trait effects) and how those effects translate to changes of allele frequencies over time (selective effects) may improve our ability to explain variation of costs of resistance.

The selective effect of resistance alleles in drug-free conditions is a key determinant of the long-term stability of resistance in pathogenic populations (Andersson and Levin...
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1999; Levin 2001; Andersson 2003; Cohen et al. 2003; Andersson and Hughes 2010). For simplicity, we focus on costs of resistance in drug-free conditions, but note that a complete understanding of selection on resistance alleles would incorporate their selective effects across a wide range of drug concentrations, because drug concentrations in nature may vary continuously, rather than categorically, over space and time (Baquero and Negri 1997; Hermsen et al. 2012). Improved understanding of selective effects potentially enables better management of resistance. For example, if resistance is under negative selection in the absence of drugs, a simple way to reduce resistance would be to reduce antibiotic consumption. However, in cases where use of specific antibiotics has been scaled back, resistance sometimes declines and sometimes does not (Seppälä et al. 1997; Enne et al. 2001; Arason et al. 2002; Bean et al. 2005; Gottesman et al. 2009; Sundqvist et al. 2010; Schechner et al. 2013). This indicates that selective effects of resistance are variable. Consistent with this, experiments show that both trait effects and selective effects – and thus the costs of resistance – vary depending on environmental factors (Table 1). For example, the same resistance mutation may be under negative selection in one type of antibiotic-free growth medium and positive selection in another (Trindade et al. 2012). This makes it difficult to predict the selective effect of a given resistance mechanism outside the laboratory. Trait effects and their resultant selective effects can also vary depending on other alleles in the same genetic background, such as those conferring resistance to other antibiotics (Trindade et al. 2009; Andersson and Hughes 2011), compensatory mutations that epistatically buffer the effects of resistance alleles (Schrag et al. 1997; Levin et al. 2000; Reynolds 2000; Mainsnier-Patin et al. 2002, 2007; Mainsnier-Patin and Andersson 2004; Kim and Wei 2007; Hall et al. 2010), or regulatory mechanisms that alter the expression of resistance mechanisms in different conditions (Martínez and Rojo 2011).

**Box 1: Glossary**

*Resistance mechanism* – a physiological process that increases bacterial growth or survival relative to isogenic bacteria lacking the resistance mechanism at concentrations of antibiotics that reduce growth or survival of the latter. Resistance mechanisms include drug efflux, enzymatic modification, and drug-target binding inhibition (Walsh 2000). The proteins involved in resistance mechanisms are frequently encoded on mobile genetic elements including plasmids and integrons or by specific alleles of chromosomal genes.

*Resistance allele* – a variant of a genetic element that results in expression of a resistance mechanism. For example, several alternative mutations in rpoB can confer resistance to rifampicin in *E. coli* (Gariybian et al. 2003); the specific nucleotide substitution resulting in increased resistance is the resistance allele, and the resistance mechanism is drug-target binding inhibition (Trinh et al. 2006; Sezonov et al. 2007). If resistance is encoded by an entire genetic element that is absent in sensitive cells, such as a plasmid, then we may consider the presence/absence of the plasmid to be alternative ‘alleles’.

*Trait effect* – change in a phenotypic trait resulting from the presence of a resistance allele. Resistance alleles will frequently affect multiple traits at different levels of organization, and those effects can vary considerably depending on environmental conditions (sections ‘Biological basis of costs of resistance’–’Environmental variation of trait and selective effects’) and genetic background, including other resistance alleles or compensatory mutations (section ‘Epistatic variation of trait and selective effects’).

*Selective effect* – change in the frequency of a resistance allele in a population over time due to differential survival and reproduction relative to other genotypes, commonly expressed as a selection coefficient (*s*) in *vitro* or competitive index (CI) *in vivo*. That is, a resistance allele with a negative selective effect will decline in frequency relative to genotypes in the same population lacking the resistance allele. Selective effects can be expressed at any concentration of antibiotics. We note that a change in allele frequencies does not always indicate selection; random processes such as genetic drift can also alter allele frequencies.

*Cost of resistance* – synonymous with a negative selective effect in this review. In the literature ‘cost of resistance’ has been used to refer to effects on individual traits such as growth rate or yield (typically estimated experimentally by doubling time during exponential growth and population size at stationary phase, respectively).

Here, we ask whether variation in the evolutionary dynamics of antibiotic resistance can be understood by discriminating effects at the level of individual phenotypic traits and at the level of allele frequencies (Fig. 1). This approach potentially allows identification of resistance mechanisms or alleles that are consistently under negative selection in different environmental conditions or genetic backgrounds. This is relevant to the management of resistance in pathogenic populations. For example, resistance mechanisms or alleles that are consistently under negative selection in drug-free conditions may be managed by scaling back antibiotic usage, but this will be less effective for resistance mechanisms that are not consistently under negative selection in drug-free conditions. The information required to link resistance evolution in the laboratory to real-world epidemiological dynamics of resistance determinants is increasingly available, partly because DNA sequencing technology now permits the genetic basis of resistance to be identified in individual outbreaks or chronic infections, allowing not only mechanisms but specific alleles to be monitored (Brockhurst et al. 2011; Snitkin et al. 2012; Palmer and Kishony 2013).
Biological basis of costs of resistance

From the perspective of reducing resistance, the most relevant costs are those that ultimately manifest as a decrease in the frequency of resistant bacteria in a population or metapopulation, that is, negative selective effects. What biological processes are responsible for the changes in phenotypic traits that ultimately lead to such a change in the composition of a population? Two ways how resistance mechanisms can incur such selective effects are quite obvious: they can slow down cellular functions and thus decrease the rate at which bacteria grow and divide, or they can divert building blocks or energy from the growth of biomass, and thus lower yield, that is, the number of bacteria that emerge out of a fixed amount of resources. These two scenarios are not mutually exclusive; some resistance mechanisms may have correlated effects on both rate and yield (Fitzsimmons et al. 2010). These reductions in growth rate or yield or both can then result in a decreased frequency of resistant bacteria in a population. The focus on rate and yield is a simplification, as other biological traits will also influence the dynamics of genotype frequencies. For example, survival during exponential growth or after cessation of growth and entry into stationary phase can differ between genotypes and will translate into selective effects. Reduced survival during exponential growth, for example, will translate into a reduction in the net growth rate of a clonal population. A broader definition of growth rate and yield can incorporate contributions of other traits. In section ‘Environmental variation of trait (and selective effects), we come back to the issue of trait effects other than rate and yield that lead to selective effects and discuss how resistance mechanisms can impact gene expression and regulatory responses to stressful conditions.

These considerations make it evident that costs of resistance are inherently context-dependent. This is for two reasons. First, whether a change in a cellular function impacts growth rate or yield depends on external conditions. In some conditions, a given function might limit the rate at which bacteria grow, or the yield they achieve. In other

Table 1. Environmental variation of trait (growth rate or growth yield measured by pure culture assays) and selective (competitions) effects. Each study demonstrates variation of the effects of resistance alleles depending on experimental conditions (given under ‘Environmental variation’).

| Organism                          | Resistance | Type of measurement | Environmental variation                  | Reference                   |
|---------------------------------|------------|---------------------|----------------------------------------|-----------------------------|
| *Escherichia coli*              | Nor        | Competition         | Mouse/in vitro                        | Lindgren et al. (2005)      |
|                                 | Rif, Str   | Competition         | Macrophages/laboratory medium         | Miskinyte and Gordo (2013)  |
|                                 | Amp, Rif, Str, Tri | Growth rate        | Nutrients, salt, pH                  | Petersen et al. (2009)      |
|                                 | Nal, Rif, Str | Competition       | Nutrients, temperature                | Trindade et al. (2012)      |
| *Mycobacterium tuberculosis*    | Rif        | Growth rate         | Macrophages/laboratory medium         | Mariam et al. (2004)        |
| *Pseudomonas aeruginosa*        | Rif        | Growth rate         | Growth inhibitors                     | Hall et al. (2011)          |
| *Pseudomonas fluorescens*       | Nal        | Growth yield        | Carbon source                         | Bataillon et al. (2011)     |
|                                 | Rif        | Growth yield        | Carbon source                         | Hall (2013)                 |
| *Salmonella enterica* var. Typhimurium | Fus | Competition         | Mouse/in vitro                        | Björkman et al. (2000)      |
|                                 | Str        | Growth rate         | Carbon source                         | Paulander et al. (2009)     |
|                                 | Rif        | Competition         | Colony age                            | Wrande et al. (2008)        |
| *Streptococcus pneumoniae*      | Germ       | Competition         | Mouse nasopharynx/lung/in vitro       | Johnson et al. (2005)       |

Amp, ampicillin; Fus, fusidic acid; Gem, gemifloxacin; Nal, nalidixic acid; Nor, norfloxacin; Rif, rifampicin; Str, streptomycin; Tri, trimethoprim.

Figure 1 Effects of resistance alleles at the level of individual traits and allele frequencies. The trait effects depicted here, and consequently their selective effects, can also vary depending on genetic factors, such as the presence of compensatory mutations or other resistance alleles.
conditions, the same function might not limit rate or yield, and a reduction in this function due to the presence of an antibiotic resistance allele will thus not affect these two traits. Second, whether a reduction in growth rate or yield impact the frequency of the resistant type over time depends on the population structure and whether growth resources are shared or private (Pfeiffer et al. 2001; MacLean and Gudelj 2006; Frank 2010, 2014). In well-mixed environments with shared resources, genotype frequencies over time are mostly dependent on growth rate. In other conditions, for example, when clonal populations inhabit patches with limited dispersal, genotype frequencies, expressed as a fraction of the total metapopulation, can depend mostly on yield (Fig. 2). This has been demonstrated experimentally in populations of *Lactococcus lactis* (Bachmann et al. 2013). This study, like Fig. 2, assumed no migration among patches. In reality, spatially structured populations will often be subject to some degree of migration and genetic mixing. Theory suggests that as mixing increases, greater resource competition shifts the balance toward high-rate, rather than high-yield, phenotypes (Pfeiffer et al. 2001; Frank 2010). Based on these considerations,
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**Figure 2.** Selective effects of alleles, such as antibiotic-resistance alleles in the absence of drugs, that reduce growth rate ('slow' – A, B) or yield ('inefficient' – C, D) in unstructured (A, C) and structured (B, D) populations. The wild type converts one unit of resource \( r \) to produce one additional cell, and growth continues, with no cell death, until all resources are depleted. 'Slow' bacteria produce new cells at a lower rate than the wild type but with the same efficiency, causing them to decline in frequency in spatially unstructured conditions where resources are shared. 'Inefficient' bacteria produce new cells at the same rate but use \( 2 \times r \) per new cell, declining in frequency across a spatially structured metapopulation where clonal demes consume resources 'privately' (Pfeiffer et al. 2001; Bachmann et al. 2013).
we would predict changes in the costs of resistance across external conditions to be the norm rather than the exception.

To explain observed variation in costs of resistance, we suggest breaking the problem of identifying costs in two parts. The first part describes how a given resistance mechanism affects the rate at which bacteria grow or the yield they achieve. Because changes in rate and yield may be determined by trait effects at other levels of organization (section ‘Environmental variation of trait and selective effects’), such inference can be based on molecular microbiological information (Ruušala et al. 1984; Brandis et al. 2012), metabolic control analysis (Dykhuizen and Dean 1990; Fell and Cornish-Bowden 1997), or related approaches that describe how the growth characteristics of an organism depend on external factors such as availability of limiting nutrients (Mortlock 1984; Lendenmann et al. 1996). The second part is then to analyze how trait effects influence the frequency and total abundance of the resistant type in a population or metapopulation. Note that in certain conditions changes in rate or yield may alter population-level growth without affecting allele frequencies, such as a reduced yield in spatially nonstructured conditions (Fig. 2C). This analysis can be based on a well-developed body of theory on how the action of natural selection depends on population structure (Levin 1976; Caswell 1989; Charlesworth 1994; Hanski 1999).

To make these considerations more concrete, consider the example of a bacterium with a gene encoding a β-lactamase conferring resistance to penicillins. What are the ‘costs’ of this resistance mechanism? Let us first focus on trait effects. An important distinction is whether the β-lactamase is constitutively expressed or whether expression is induced by the presence of antibiotics (Minami et al. 1980; Livermore 1995). In the latter case, bacteria that grow in the absence of antibiotics will produce none, or only very little, of the β-lactamase. The presence of the gene itself might still have cellular consequences that could manifest as marginal costs. Under conditions where the doubling time of the bacterium is limited by the time needed to replicate the chromosome, the presence of an extra gene on the chromosome will increase the time, although only slightly so (if the replication time is proportional to the length of the chromosome, then the increase will be about 0.1% per additional gene for a bacterium with a chromosome of 1000 genes, and even smaller for bacteria with more genes). Likewise, the extra building blocks required for the increased size of the chromosome are expected to be marginal. The resources required for DNA are a small fraction of a cell’s total resources, and an increase in DNA content resulting from the addition of one gene thus has small consequences (Brinas et al. 2003).

The main trait effects in drug-free conditions are therefore expected to result from expression of the gene and production of the β-lactamase (Dekel and Alon 2005; Stoebel et al. 2008). What are these effects? The production of a protein requires building blocks assimilated from carbon, nitrogen, and energy. If any of these three resources are limiting the growth rate or yield of bacteria, in that an increase or decrease in the resource causes a concordant increase or decrease in rate or yield, then expressing the β-lactamase will reduce the trait in question, and the magnitude of this reduction will depend on the amount of resistance protein produced relative to the total biomass of a cell. Alternatively, it is conceivable (and realistic for many natural situations) that growth rate and yield are limited by other elements, for example iron or sulfur (Joyner and Lindow 2000; Mann and Chisholm 2000; Gourion et al. 2006). In these cases, one would expect that investing carbon, nitrogen, and energy into producing β-lactamases would have virtually no consequences for a bacterium’s growth traits, with the caveat that investing these resources into antibiotic resistance could lead to reduced investment into the machinery for the acquisition of iron and sulfur, or expression of the protein itself may pleiotropically affect other traits, and thus indirectly reduce the growth rate or yield.

Let us now consider conditions where the growth yield of the bacterium is limited by nitrogen, and where the production of large amounts of β-lactamase diverts nitrogen away from the production of cellular biomass, reducing the number of bacteria that can be formed from a given amount of resources, that is, the yield. How this trait effect translates into a selective effect, that is, how it influences the frequency of the resistant type, depends on the population structure. Specifically, if resistant and sensitive bacteria compete in a well-mixed environment, then the reduced yield of the resistant bacterium is not expected to result in a competitive disadvantage (Pfeiffer et al. 2001; Frank 2010). The reduction in available nitrogen resulting from the production of β-lactamase affects both types equally and does not lead to a competitive imbalance. By contrast, if resources occur in patches that are colonized by one or a few individuals that expand into clonal populations before they disperse again, then the yield that a clone achieves can be decisive for its competitive success (Fig. 2). We will revisit context-dependent costs below and discuss how these considerations help explain previously observed variation in the measured costs of resistance.

Environmental variation of trait and selective effects

Consistent with the above rationale that trait and selective effects are context-dependent, several independent experi-
ments with different types of antibiotic-resistant bacteria show that the phenotypic effects of resistance alleles and their influence on allele frequencies over time vary strongly depending on environment (Table 1). In these studies, trait effects such as changes in growth rate or yield and selective effects as inferred by competition assays are both referred to as ‘costs of resistance’. We suggest that, particularly given environmental variation of these effects, distinguishing trait and selective effects is beneficial.

For example, many in vitro investigations of ‘costs’ in different conditions are based on growth rate measurements (Nagaev et al. 2001; Nilsson et al. 2006; MacLean and Buckling 2009; Paulander et al. 2009; Petersen et al. 2009; Hall et al. 2011). They are usually performed in well-mixed conditions in liquid culture, where a reduction in growth rate is likely to translate to a negative selective effect. That is, in these conditions, the trait effect (change in growth rate) gives a reliable indication of the likely selective effect of resistance, so the failure to distinguish the two is not critical. Consistent with this, some studies have demonstrated a positive association between effects of resistance mechanisms in growth rate assays and pairwise competitions (Petersen et al. 2009; Perron et al. 2010; Guo et al. 2012). However, if the same type of experiments were carried out in spatially structured environments, selective effects may be more sensitive to changes in yield than growth rate (Kreft 2004; Bachmann et al. 2013). In such conditions, changes in maximum growth rate are no longer a reliable indicator of selective effects, and discriminating the two types of effect is more important for understanding the incidence of resistance over time. Crucially, growth in spatially structured environments with distinct subpopulations is probably more realistic than growth in well-mixed environments for many pathogenic species. Therefore, if we aim to investigate costs of resistance across realistic settings, it is potentially misleading to group both types of effect under the same term, given that the same trait effect may translate to different selective effects in different environments.

The relevance of this problem is demonstrated by comparing selective effects estimated for the same genotypes in vitro and in vivo. Several experimental studies (Björkman et al. 1998; Nilsson et al. 2004; Marcusson et al. 2009), as well as a meta-analysis (T. Vogwill and R. C. MacLean, unpublished data), indicate a positive overall association: Resistance alleles that are under negative selection in vitro tend to also be under negative selection in vivo. However, in other studies, the association is weaker, and the rank order of different resistance alleles in terms of their selective effects can differ between assay conditions (Table 1). A key factor appears to be the mechanism of antibiotic resistance. For example, data presented by Björkman et al. (2000) show a strong positive correlation between in vitro and in vivo selective effects for various streptomycin-resistance alleles ($r^2 = 0.56$, $P = 0.02$), but no significant correlation for fusidic acid-resistance alleles ($r^2 = 0.13$, $P = 0.13$). The lack of association here could be due to variation of the trait effects of individual alleles across assay conditions, or because the same trait effects result in different selective effects in vitro and in vivo. For instance, a mouse is more spatially structured compared to a shaken test tube or microplate, and therefore, selective effects in vivo may be more sensitive to changes in yield than rate. We note that in vivo and in vitro conditions will also differ in other ways such as nutrient availability and interaction with the host immune system, which could also modify trait and selective effects.

In such scenarios, our understanding of variation of selective effects across conditions may be improved by examining the effects of specific resistance alleles on individual traits like growth rate and yield, and testing their correlation with selective effects observed in competition experiments.

We have so far focused on trait effects at the level of growth parameters such as rate and yield, because these are the most frequently measured and are the ultimate basis of selective effects. However, the bacterial phenotype is composed of a vast number of traits. Resistance alleles may have multiple trait effects at different levels of organization, and those trait effects may vary environmentally. For example, streptomycin-resistance mutations on rpsL directly impair translation, which reduces growth rate and has a negative selective effect in rich growth media (Kurland 1992). However, the same mutations repress induction of a stress-associated σ-factor in minimal media containing poor carbon sources, resulting in a dampened stress response and rapid growth compared to the wild type (Paulander et al. 2009). Altered stress responses are also implicated in the increased survival of streptomycin-resistant mutants inside macrophages (Miskinyte and Gordo 2013). Thus, a predictive understanding of the effects of resistance alleles on bacterial growth parameters may be gained by quantifying their effects on specific processes, in this case translation and stress response induction, in different conditions.

Resistance alleles that pleiotropically affect multiple traits are probably very common. Mutations that confer antibiotic resistance by modifying the cellular target of an antibiotic typically occur on genes encoding proteins involved in essential functions for cellular growth and survival (Walsh 2000). As in the example of rpsL mutations above, such mutations can have wide-ranging consequences for the expression of other genes or the activity of pathways that are not directly related to the function of the mutated enzyme. If the influence of these pleiotropic effects on growth rate or yield varies environmentally, this may result in variation of the selective effects of resistance alleles across environments, even if the relationship between rate or yield and selective effects is constant. This is illustrated by the
observation that rifampicin-resistance mutations on RNA polymerase can influence expression across the entire genome (Applebee et al. 2008; Conrad et al. 2010; Derewacz et al. 2013) and pleiotropically influence other traits that are not directly linked to transcription, such as metabolism of carbon sources (Jin and Gross 1989; Perkins and Nicholson 2008; Paulander et al. 2009). As a result, rifampicin-resistance mutations can be positively selected in some antibiotic-free conditions, such as adaptation to novel carbon sources (Applebee et al. 2008; Conrad et al. 2010; Tenailleon et al. 2012), aging colonies (Wrande et al. 2008), or high temperature (Rodriguez-Verdugo et al. 2013).

Alleles that confer resistance via efflux pumps also tend to have pleiotropic effects, because they often have broad activities against antibiotics and other compounds (Nikaido 1998; Piddock 2006; Nikaido and Pagés 2012). This is relevant for the distribution of resistance in pathogenic populations because a single allele encoding resistance against multiple antibiotics permits coselection, where positive selection for resistance to one drug causes resistance to other drugs to spread. Indeed, coselection has been implicated in the persistence of some resistance mechanisms, such as trimethoprim resistance in *Escherichia coli* in Sweden (Sundqvist et al. 2010) and sulfonamide resistance in *E. coli* in the United Kingdom (Enne et al. 2001; Bean et al. 2005), despite restrictions on use of these antibiotics. Coselection of resistance alleles may also result from selection for resistance to heavy metals present as contaminants in the environment (Baker-Austin et al. 2006). In scenarios where coselection is possible, such as populations that are exposed to different drugs over time, the selective effects of resistance alleles across conditions are best understood by quantifying trait effects in terms of resistance to multiple compounds. Recently, this approach has been used to predict the effects of different interventions by screening for cross-resistance and collateral sensitivity among clinically relevant combinations of drugs (D’Costa et al. 2006; Imamovic and Sommer 2013; Lázár et al. 2013).

Coselection can also occur when multiple resistance alleles occur on the same genetic background. For example, plasmids and resistance gene cassettes often encode resistance against multiple antibiotics on separate genes (Alekshun and Levy 2007; Chambers and Deleo 2009; San Millan et al. 2014). Multidrug resistance can also be acquired via sequential acquisition of different resistance mutations on chromosomal genes (Livermore 2002; Da Silva and Palominho 2011). Interestingly, in cases where multiple resistance alleles are present on the same genome, plasmid, or lineage of cells, their net trait effects and resultant selective effects in combination may deviate from what we would predict based on their independent effects. Therefore, understanding the potential for coselection requires that we consider epistatic variation of trait and selective effects.

More generally, variation of trait or selective effects depending on genetic background (epistasis) constrains our ability to translate *in vitro* results to real-world scenarios, because evolving pathogenic populations will differ genetically from laboratory strains. We next discuss whether this type of variation can also be understood by distinguishing trait effects and selective effects of resistance alleles.

**Epistatic variation of trait and selective effects**

Recent work shows that the trait effects of resistance alleles, expressed as changes in growth rate or yield in the absence of antibiotics (Ward et al. 2009; Hall and MacLean 2011) or at inhibitory antibiotic concentrations (Weinreich et al. 2006; Salverda et al. 2011), vary strongly depending on the presence of other resistance alleles on the same genetic background. Furthermore, studies that have measured selective effects *in vitro* through competition assays in the absence of antibiotics have revealed pervasive epistasis between resistance alleles (Rozen et al. 2007; Trindade et al. 2009; Silva et al. 2011). That is, the same resistance allele may have different selective effects across genetic backgrounds that vary at other loci involved in antibiotic resistance. These interactions are relevant for understanding resistance in pathogenic populations. For example, recent work shows that combinations of mutations associated with a small or no negative selective effect in the absence of antibiotics *in vitro* appear to be overrepresented among clinical isolates of *Mycobacterium tuberculosis* (Borreli et al. 2013), indicating that laboratory measurements can be predictive of evolutionary dynamics in natural hosts. In some scenarios, the net selective effect of multiple resistance alleles may be understood by considering how the trait effects of one allele can be influenced by the presence of another resistance allele.

For example, the negative selective effects in drug-free conditions of rifampicin-resistance mutations on *rpoB* tend to be buffered by the presence of streptomycin-resistance mutations on *rpsL* (Trindade et al. 2009). Independently, these resistance mechanisms impair transcription and translation, respectively (Kurland 1992; Reynolds 2000), and this is associated with reduced growth rate. However, molecular studies show that activity of these enzymes is very closely related (Dutta et al. 2011), and impairment of one can indirectly inhibit the other (Proshkin et al. 2010), effectively placing a speed limit on the transcription-translation pathway. Thus, the influence of an *rpoB* mutation on transcription and bacterial growth rate may be relatively small in conditions where ribosomal activity is inhibited. Consistent with this, the negative effects of *rpoB* mutations on bacterial growth rate can be reduced by the addition of ribosome inhibitors (Hall et al. 2011). In such conditions,
reduced growth rates typically translate to negative selective effects (T. Vogwill and R. C. MacLean, unpublished data), so the prevalence of antagonistic epistasis between \( \text{rpoB} \) and \( \text{rpsL} \) mutations in their selective effects (Trindade et al. 2009) may be explained by antagonism between their effects on growth rate (Ward et al. 2009). It is not yet known whether their effects on transcription and translation also interact epistatically. Nevertheless, combining molecular microbiological information with measurement of trait and selective effects could also be applied to other combinations of resistance mechanisms, because the molecular basis of resistance is known for many combinations of bacteria and drugs.

Epistatic interactions have also been observed among resistance mutations on the same gene. For example, in a \( \beta \)-lactamase, epistatic interactions in terms of mutational effects on resistance against cepotaxime have been explained by examining interactive changes in enzyme activity and thermodynamic stability (Salverda et al. 2011; Schenk et al. 2014) (see also Bershtein et al. (2006)). Given that almost all mutations affect stability (DePristo et al. 2005; Tokuriki et al. 2007) and that stability is a key determinant of the effective concentration of functional enzymes in a cell (Pakula and Sauer 1989), the same approach could be applied to understand the physiological basis of trait effects in the absence of antibiotics for resistance mechanisms that involve multiple mutations on the same chromosomal gene, such as fluoroquinolone resistance in \( E. coli \) (Lindgren et al. 2003, 2005; Marcusson et al. 2009). For detailed reviews of the mechanistic drivers of epistasis see Lehner (2011) or de Visser et al. (2011).

Epistasis at the level of trait and selective effects may also influence the distribution of antibiotic resistance in scenarios where a resistance allele modulates the effects of mutations at other sites that are not directly involved in resistance mechanisms, such as compensatory mutations that have a positive selective effect only for genotypes with resistance alleles. Compensatory mutations can modify the effect of various resistance mechanisms [reviewed by Maisnier-Patin and Andersson (2004) both \( \text{in vitro} \) (Schrag et al. 1997; Maisnier-Patin et al. 2002; Brandis et al. 2012) and \( \text{in vivo} \) (Björkman et al. 2000)]. There is mounting evidence that compensatory mutations are not only quickly selected in laboratory settings, but are common in resistant clinical isolates (Shcherbakov et al. 2010; Comas et al. 2012; de Vos et al. 2013). Therefore, even in cases where the effects of a resistance allele on growth traits are understood, their influence on the effects of mutations at other loci should also be considered.

The trait effects of alleles at other loci can also help to identify the trait effects of the original resistance allele that are under negative selection in the absence of antibiotics, that is, the physiological basis of costs of resistance. For example, expression of some resistance genes is induced by the antibiotic itself (Minami et al. 1980; Depardieu et al. 2007; Foucault et al. 2010). The fact that such regulatory mechanisms have evolved indicates that spurious expression (transcription and translation) of resistance genes in antibiotic-free conditions has a negative selective effect. Consistent with this, induction of expression of \( \text{tetA} \) in the absence of tetracycline incurs high costs in competition experiments in \( E. coli \) K12 (Nguyen et al. 1989), while without induction, the resistance allele has no measurable selective effect. Similarly, vancomycin resistance has a negative selective effect when expression is induced in the absence of antibiotics both \( \text{in vivo} \) and \( \text{in vitro} \) (Foucault et al. 2010). Therefore, analysis of the trait effects of alleles at other loci, including regulatory mechanisms and compensatory mutations, may provide insight into the biological basis of the cost of the original resistance allele.

**Conclusions and future directions**

The take-home message of this review is that variation of ‘costs of resistance’ can be better understood by distinguishing effects on individual traits and on genotype frequencies over time. It is unnecessarily misleading to group changes in growth rate or yield in pure culture and selective effects inferred from \( \text{in vitro} \) or \( \text{in vivo} \) competitions all under the same term. The motivation and justification for investigating ‘costs of resistance’ are typically to gain insight into the likelihood that resistance will persist or decline in the absence of antibiotics. In a given environment, this is defined by selective effects as inferred from changes in genotype frequencies, rather than trait effects such as changes in growth rate or yield. For many types of resistance and environmental conditions, measured trait effects such as growth rate are strong predictors of selective effects, but this is not always the case. In some cases, resistance alleles may have important trait effects that do not result in a selective effect, such as reduced yield in spatially nonstructured conditions (Fig. 2C). Therefore, we do not suggest that trait effects are unimportant or that selective effects are the only relevant parameter for managing resistant infections, only that disentangling the effects of resistance alleles at different levels of organization will be beneficial and that using more specific terminology would be a good start.

Such information can potentially be applied to the management of resistance. For example, when the physiological basis of selective effects is understood, novel strategies may be devised to maximize costs by environmental manipulation, ultimately accelerating the decline of resistance. In the case of resistance genes associated with regulatory mechanisms, one way to achieve this would be via compounds that induce costly expression of resistance genes in the
absence of antibiotics, such as analogues of relevant drugs (Nguyen et al. 1989). A similar approach is plausible for resistance alleles on chromosomal genes, such as streptomycin-resistance mutations on rpsL or rifampicin-resistance mutations on rpoB. In these examples, the knowledge that selective effects are often related to defective translation or transcription (Kurland 1992; Reynolds 2000) suggests that conditions where the rate of gene expression limits growth rate, and selective effects are correlated with growth rate effects, are less likely to sustain resistance in the absence of antibiotics. Such conditions might be artificially created using signaling molecules that induce expression of the many quorum-sensing-regulated genes, typically acyl-homoserine lactones for Gram-negative and processed oligopeptides for Gram-positive bacteria (Whiteley et al. 1999; Miller and Bassler 2001; Hall et al. 2011), thereby increasing the total number of genes expressed and potentially increasing the likelihood that impaired transcription or translation because the presence of resistance alleles reduces bacterial growth rate. As a first step, these and other interventions aimed at increasing costs of particular resistance alleles could be investigated in vitro.

More generally, understanding whether costs are consistently low or high for a given type of resistance across alternative alleles and environments will help to predict whether restricted usage of drugs will work. We suggest a pluralist approach to this problem, with at least three valuable types of information. First, molecular microbiological information allows relevant trait effects to be identified, as in the example of rpsL mutations that affect both translation and stress response induction (Paulander et al. 2009). Second, comparing the selective effect of the same resistance allele across different conditions, both in vitro and in vivo, indicates whether trait and selective effects identified in one environment translate to other conditions. Continuing with the example of rpsL mutations, the role of altered stress response induction as observed in vitro was translated to a clinically relevant environment (macrophages) by Miskinute and Gordo (2013). In general, the influence of population structure on selective effects of resistance alleles is particularly important given that many pathogenic species grow in spatially structured biofilms (Costerton et al. 1995; Kreft 2004). Third, in an epidemiological context, we are concerned not only with selective effects within a given host, but in a population of hosts that are connected, from the pathogen’s perspective, by transmission. Therefore, comparing selective effects in vitro and in vivo to the distribution of the same resistance alleles in collections of clinical isolates provides a key test of how informative experimental evolutionary dynamics are in real pathogenic populations. This approach was recently applied successfully in Mycobacterium smegmatis and tuberculosis by Borrell et al. (2013).
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