Removing Unclassified Hand Tremor Motion from Computer Mouse Input with Neural Networks
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Abstract

An artificial neural network based filter to remove unwanted tremor-induced motion in computer mouse input is presented and tested. A method to efficiently capture appropriate training data is shown to be important in the operation and training of the neural network filter. The architecture of the neural network as well as the numerous design choices are presented and explained. A simulation study proves the artificial neural network is successful at removing a simulated Parkinson’s tremor from computer mouse movements even with minimal training data. Resulting tremor-free motion estimated by the artificial neural network is shown to be similar to normal tremor free computer mouse movements.
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I. Introduction

Using a computer mouse accurately and quickly is a vital part of modern day life that many people take for granted. Conditions that affect muscular control or cause hand tremors can hinder a person’s ability to use a standard computer mouse, limiting their ability to work or participate in aspects of modern life. Many government processes and forms are now only available online, making interfacing with a computer a daily necessity. It is estimated that 7 million Americans, or roughly 2.2% of the American population, has some form of an essential tremor (ET) [1]. These 7 million Americans have a wide range of condition symptoms and severities, which makes it difficult to provide universal assistance solutions.

Some people with tremors have found that using a track-ball style mouse works better than a standard mouse, but this costs money and the person still needs to learn how to effectively use it. Other researchers believe that an adjustable user interface can solve the problem [2], but while this is a solution it is not allowing the user to resume normal use of their computer. The optimal solution will be to allow the person to continue to use a standard computer mouse that they are used to, and remove the tremor-induced motion in software.

Much work has been done to determine how different conditions can affect the use of a computer mouse [3][4][5][6]. This research has improved our statistical understanding of how these tremors affect computer mouse movements and provide insight into the range of tremor severities for different conditions. Such statistical understanding of how these tremors affect computer mouse inputs has led to incredible advancements in diagnosing these conditions by simply analyzing a user’s mouse movements [7][8], some have even attempted to diagnose these conditions by analyzing the users physical movements [9]. Diagnostic developments like these have the potential to lower the cost and complexity while increasing the speed of testing patients.

Rapid and accurate diagnostic achievements such as these are a large step forward in the field, but to date very little has been done to actively remove the unwanted tremor motion. One of the main problems is that there is such a wide range of types of tremors, all with varying levels of intensity and frequencies making it hard to account for them all. For example, Parkinson’s tremors are known to exist from 3-7Hz, while orthostatic tremors range from 13-18Hz [10]. Characteristics of the tremor will also vary person to person depending on severity of the condition.

Traditional filtering techniques such as moving average filters, infinite impulse response (IIR) and finite impulse response (FIR) filters can easily attempt to remove the unwanted frequencies, but these filter designs are not easily adjustable or customizable to a specific patient’s tremor and usually produce sub-optimal results. Some software packages that claim to be able to remove tremor-induced motion from a computer mouse exist, but all have a set number of filters for the user to choose from [11]. While these software packages may work well, they will never be truly tailored to an individual user, and a person with a tremor can only hope that one of these predetermined filters will fit their tremor well enough.

A truly universal software solution would need to accurately model a user’s tremor, recognize the patterns in the tremor to remove them, and function smoothly and continuously in time. Artificial neural networks have been shown to be effective at prediction, modeling, pattern matching tasks [12], and have been useful in time-series tasks [13][14][15], making them a good choice for removing tremor-induced motion from standard computer mouse inputs.

This paper describes the design of a multilayer artificial neural network that is capable of being trained by the backpropagation algorithm to remove the unwanted mouse cursor movements caused by essential tremors in an individual patient or a generalized group of patients. A simulation study is offered that demonstrates the capability of removing the unwanted mouse cursor tremor from an individual user.
with a simulated Parkinson’s tremor. Results of the simulation study demonstrate the power and potential uses of this filtering technique.

The following sections present and verify this new method of removing unwanted tremor induced motion from a computer mouse based on artificial neural networks that can be customized for an individual patient.

II. PROBLEM STATEMENT

This paper presents an artificial neural network and corresponding training method to remove tremor-induced noise from the motion of a standard computer mouse. Section III presents the architecture of the neural network. Section IV describes how the neural network will be trained, and provide methods for collecting suitable training data. Section V details a simulation study to prove the effectiveness of the presented neural network solution. Finally, Section VI presents conclusions and avenues for future research.

III. DESIGN OF NEURAL NETWORK

Artificial neural networks are an effective method at modeling nonlinear mathematical functions. The neural network presented here will attempt to accurately model the nonlinear relationship between computer mouse input and without a tremor.

The output of the neural network will be an estimate of tremor-free mouse cursor motion, and it will make this estimate with a recent history of cursor motion with tremor. The artificial neural network takes in recent time samples in parallel, meaning each input neuron will receive a recent historical mouse sample. How many historical samples used as inputs can be varied to achieve the best results, but it is recommended that it should be at least a second or more to capture enough information about tremors of a wide range of frequencies and the desired motion of the mouse.

Because the neural network will be analyzing the motion of the cursor it is important that the historical samples used as inputs be cursor velocities instead of cursor positions. Velocity is a better input choice because we care about where the cursor is going and how quickly, and as the cursor rapidly changes direction the input will be normalized around 0 pixels per second. If position were to be used we would need training data for all areas of the screen evenly, and would need to retrain the entire network if the user changed screen sizes or resolutions. This amount of training data is technically feasible, but not realistic for the goal of making a simple and easy to configure universal filter to remove tremors from the computer mouse movements.
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Fig. 1. Visual model of an artificial neuron.

The artificial neural network is made up of multiple neurons, usually in multiple layers. The output of an artificial neuron is defined by Eq. (1), and Fig. 1 provides a graphical.

\[ y = f(w^T x) \]

where \( f \) is the activation function, \( x \) is the input matrix, \( y \) is the output, and \( w \) is the matrix of weights associated with the inputs. The error of the neuron is given in Eq. (2).

\[ e = y - \hat{y} \]

where \( y \) is the known training data.

Training the neural network means that all of the weights will have to be carefully chosen to approximate the appropriate nonlinear function to remove the tremor from the computer mouse input motion. The backpropagation algorithm is used to train artificial neural networks, using the gradient descent algorithm to determine and update the neural network weights. The weights in the artificial neural network are updated using Eq. (3).

\[ w_k^{new} = w_k^{old} - n \frac{de}{dw} \]

where \( n \) is the step size, \( e \) is neuron error, and \( k \) is the neuron index.

Choice of activation function can greatly affect the performance of a neural network. If all neurons use a linear activation function then the entire network will only be able to approximate a linear function, no matter how large the network is. This means that it is vitally important that the neural network use nonlinear activation functions for the majority of the network. To ensure that the network is capable of approximating a nonlinear relationship the rest of the neurons in the network are given a nonlinear activation function, in this case the rectified linear function (ReLu) as shown in Eq. (4). The output of the neural network is an estimate of tremor-free cursor velocity, and because the velocity will theoretically have no upper or lower limit the single output neuron will use a linear activation function.

\[ f(x) = \max(0, x) \]

If this neural network is to be designed to fit a single user then it is likely that there will be a realistic limit to the amount of training data available, a user will not sit for hours to provide training data. With small amounts of training data there is a very real possibility that the neural network can suffer from over-fitting where it will predict specific behaviors in the training data rather than the general trend in the training data. To combat over-fitting of the neural network and to ensure that the network output is not too sensitive to a small subset of neuron weights, a 20% dropout is used between each layer of the neural network.

The total number of neurons in the network will depend on the number of layers, and the number of neurons in each layer. There will be an input layer that will have as many neurons as there are historical input samples, and an output layer with a single neuron. All the layers in-between are referred to as hidden layers. The number of hidden layers and the number of neurons in each layer will affect how well the overall neural network can remove the tremor motion, but it can also affect the amount of computation time needed to make a prediction.

If the neural network is to work in real time there are definite time constraints to creating a prediction. Future research and testing will be needed to optimize these values for a functional software prototype.

The neural network is estimating the velocity of the mouse cursor, meaning that to find the most recent cursor position we need to sum the velocity with the last known cursor position as shown in Eq. (5).

\[ x[k] = x[k - 1] + \hat{y}[k] \]

where \( x \) is the cursor position, \( k \) is the current sample, and \( y \) is the estimated cursor velocity. It is important to note that the cursor position is never updated with a true cursor position from the operating system, but only from an initial starting point and velocity estimates from the neural network. Similar to many dead reckoning algorithms, updating in this way means that any error in the neural network estimate will create a constantly growing error drift in cursor position. This drift
is likely to be small enough that the user will be able to naturally and unknowingly account for it with low frequency adjustments. This issue will need to be thoroughly tested in future research.

IV. DATA COLLECTION & NEURAL NETWORK TRAINING

The presented artificial neural network is to be trained with the backpropagation algorithm, which means that input data as well as classified output data is required to model the tremor filtering behavior. Input data will simply be a user’s recent mouse velocities with tremor motion, and the output data will be the correct next cursor velocity if the user had no tremor.

The input data is simple to collect, but it is much more difficult to obtain acceptable output data for training. Traditional filtering methods could be applied to the input in an attempt to recreate a cursor velocity without a tremor but then the neural network would be approximating known methods, providing little additional value to the state of the art. The best obtainable data to represent tremor free mouse motion is the user’s desired cursor velocity. Desired location is not a simple concept to measure, unless a desired location is provided for the user to track with their cursor.

To collect mouse movements with tremors as well as the desired movement, a software package was developed to record a single user’s mouse cursor and tracking target location data over a short period of time. The software asked the user to track a target on the screen as best they can, trying to keep their cursor as close to the cross-hair as possible with their unique tremor.

The target moves around the screen in regular straight lines, only changing directions when it reaches the end of the screen where it appears to bounce off at a predictable angle. The ball also slowly changes velocity to ensure that data is collected over all ranges of normal cursor speeds. Changes in target position and velocity are meant to be extremely predictable to the user so that any cursor pointing error derives from the hand tremor, and not uncertainty in the target motion. To sufficiently train a neural network to remove tremor motion and give the user normal cursor motion we must collect data covering all situations that are considered normal cursor motion. Changing direction and speed of the target ensures that the neural network will be trained over all normal mouse cursor movement situations.

To assist the user in accurately tracking the target the software removes any distractions by taking up the whole screen with a single color. The target is made easy to visually track by making it bright red with a bold black crosshair in the center. To assist the user in predicting the motion of the target a green tail shows the targets most recent motion. With these aids we attempt to assure that any error in pointing is from the patient’s tremor, and not any other external factor.

Cursor data is collected for as long as the user would like, though the first and last ten seconds of data are removed so that any cursor position error coming from the user purposefully leaving the target to hit the start or close buttons is ignored. Beyond this trimming of the recorded data the software in no way alters the cursor data, it simply records the cursor location and the target location.

The resulting data set is a time stamped list of the location of the two dimensional mouse cursor location as well as the desired target location. Similar data sets are collected by researchers attempting to diagnose specific tremor conditions, but in this case the data will be used to compensate for the existing tremor. A screenshot of this software collecting data can be seen in Fig. 2.

This method can be used on a single patient to personally customize their software, or could be used for large scale data collection programs to create more universal neural network filters. Ideally the neural network will be trained with as much data as is pragmatic, as training with too little data can lead to poor performance.

Collecting this data is not a computationally intensive process, though training a neural network can easily become an unreasonable task for a low-end home computer. The difference in computational abilities means that for a final product it would be beneficial to collect the training data on a user’s machine, but offload the neural network training to a dedicated server off-site. For such a setup to work the training data would need to be collected at the user’s computer, then uploaded to a server where the neural network would be trained, and finally the server would send back a trained neural network to the user when complete. Currently the software only records training data to a file, but can be turned into a service by sending the results over the internet to a waiting server with neural network training software.

V. SIMULATION STUDY

A simulation was created to demonstrate the ability of the artificial neural network to remove a simulated Parkinson’s tremor from computer mouse movement. For simplification and presentation purposes this simulation study focuses on removing tremor only from the horizontal axis of the mouse cursor data, though it would not be difficult to adjust this study to accommodate the two axes of motion.

This study aims to remove a simulated 6Hz Parkinson’s tremor from a test patient’s mouse cursor movements. Data used for this simulation was collected using the software described in section IV. The previously presented data collection software records cursor positions every 15.5ms, or a sample rate of 64.5Hz, and converts them to cursor velocities to be saved to a file. This sampling rate is sufficiently greater than the Nyquist sampling rate of the 6Hz Parkinson’s tremor. Two sets of data must be collected, one to train the neural network and a second to validate the trained neural network.

The first data set will use the cursor velocities with tremor as well as the desired velocities to train the neural network. Once the network is trained it will use the second data set to validate its predictions of tremor free motion. It is important to use two different data sets for training and validation so that we can be sure that the neural network is learning the underlying dynamics of removing tremor motion and not simply memorizing and regurgitating the data we gave it during training like we would see in severely over-fit models.

Training data was collected for 32 seconds producing 2089 samples, and validation data was collected for 26 seconds producing 1661 samples.

A portion of the validation data set showing the cursor position error is shown in Fig. 3.
Cursor position error is centered near zero though there is obviously a high frequency component to the motion, unlike what would be seen in a user without a tremor. There are also long periods where the error is obviously purely positive or negative, meaning the user had difficulty tracking exactly on the target.

The artificial neural network in this simulation is comprised of 5 layers: 20 input nodes taking in the 20 most recent cursor velocity samples, 25 nodes in layer 2, 16 nodes in layer 3, 16 nodes in layer 4, and a single output node. A 20% dropout factor is added between each layer to prevent over-fitting. The output node uses a linear activation function, all other neurons use the rectified linear activation function (ReLu).

As shown in Fig. 5, the neural network successfully removed much of the higher frequency cursor motion, creating a much smoother looking position error graph. While the high frequency components of the error have been removed there does appear to be some offset error as predicted in section III. The offset error is relatively small and low frequency as expected, meaning the user could likely compensate for the effect without realizing.

While visually it appears that the higher frequency components of the cursor motion have been removed we still need to verify that the simulated 6Hz Parkinson’s tremor has been sufficiently suppressed. To quantify the amount of tremor that was inhibited by the neural network a Fourier analysis is performed on the input with tremor as well as the neural network output without tremor. The Fourier analysis was done on using cursor position data rather than cursor velocity for visualization purposes. As shown in Fig. 6, the validation set has a tremor between 5Hz and 6Hz, consistent with tremors in patients with Parkinson’s disease. The output of the trained neural network showed almost no motion at 6Hz, meaning the artificial neural network successfully filtered the tremor induced motion.

It is also interesting to note that the spectral intensity at 4 Hz and 8 Hz is roughly the same for each plot, meaning the neural network isn’t simply acting as a low pass filter, but has learned to target the tremor specifically around 6 Hz.

Fig. 6 shows that the simulated Parkinson’s tremor was removed but does not prove that the resulting mouse movement is similar to natural tremor-free computer mouse motions. To prove the neural network output is similar to natural mouse movements Fourier analysis is used to compare the output of the trained neural network to the desired cursor position. Fig. 7 demonstrates that the neural network produces similar frequency components to the tracking target motion, meaning the mouse should act like a regular mouse cursor to the user.
Key to note is that above 2 Hz the desired target motion and the neural network estimated motion are nearly identical. Traditional filtering methods would likely have acted as band-stop filters, suppressed the entire region where the tremor is present, but instead of simply removing spectral information the neural network actually returns the tremor motion back to a normal non-tremor state.

The concept of using a neural network to remove tremors from computer mouse input has been shown to be extremely effective even with minimal training data from a single user. Not only did the neural network remove the tremor but the resulting mouse motion closely mimicked normal mouse movements, meaning a user will hopefully experience no discomfort or clumsiness while using a computer.

Additional research must be conducted to find an optimal size and structure of the neural network. A neural network larger than necessary will be a waste of the user’s computer resources, and runs the risk of not being able to keep up with the speed at which cursor position samples are arriving. Alternative number of hidden layers, number of neurons per layer, and choice of activation function could also improve the functionality of the design.

In addition to the success of the neural network, the data collection software has also proven to be effective at collecting mouse movements with tremor while also supplying an accurate representation of the user’s desired cursor motion. The software can be easily connected to the internet and scaled up for research into more universal filters, or for implementation into a consumer product.

The ability to design an easily customizable and situation specific filter without fully characterizing the noise opens this work up many possible applications beyond removing tremors from computer mice. New research avenues into neural network based noise cancellation can be applied to fields in signal processing, control theory, and many others.

Work on this topic will continue with the creation of a network capable of handling horizontal and vertical mouse movements, as well as creating a real time functioning prototype. With a functioning prototype experimentation on developing a more universal filter can be explored. A prototype will also allow patients with confirmed and medically diagnosed tremors to validate the concept and provide valuable feedback on functionality.

VI. Conclusions & Future Work

The ability to design an easily customizable and situation specific filter without fully characterizing the noise opens this work up many possible applications beyond removing tremors from computer mice. New research avenues into neural network based noise cancellation can be applied to fields in signal processing, control theory, and many others.

Work on this topic will continue with the creation of a network capable of handling horizontal and vertical mouse movements, as well as creating a real time functioning prototype. With a functioning prototype experimentation on developing a more universal filter can be explored. A prototype will also allow patients with confirmed and medically diagnosed tremors to validate the concept and provide valuable feedback on functionality.
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