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Abstract. In this paper we briefly summarize the contents of Manzonetto’s PhD thesis [35] which concerns denotational semantics and equational/order theories of the pure untyped $\lambda$-calculus. The main research achievements include: (i) a general construction of $\lambda$-models from reflexive objects in (possibly non-well-pointed) categories; (ii) a Stone-style representation theorem for combinatory algebras; (iii) a proof that no effective $\lambda$-model can have $\lambda\beta$ or $\lambda\beta\eta$ as its equational theory (this can be seen as a partial answer to an open problem introduced by Honsell-Ronchi Della Rocca in 1984).
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Introduction

The $\lambda$-calculus [19] was introduced around 1930 by Alonzo Church as the kernel of an investigation in the foundation of mathematics and logic, where the notion of ‘function’ instead of ‘set’ was taken as primitive. Subsequently, the $\lambda$-calculus emerged as a consistent fragment of the original system, which became a key tool in the study of computability and, with the rise of computers, the formal basis of the functional programming paradigm. Today, the $\lambda$-calculus plays an important role as a bridge between logic and computer science, which explains the general interest in this formalism among computer scientists.

A quarter of century after Barendregt’s main book [3], a wealth of interesting problems about models and theories of the untyped $\lambda$-calculus are still open. In [35] we use techniques of category theory, universal algebra and recursion theory to shed new light on the known semantics of $\lambda$-calculus, and on the $\lambda$-theories which can be represented in these semantics. Moreover, we introduce and study two new kinds of semantics: the relational semantics and the indecomposable semantics.
Models of the untyped \(\lambda\)-calculus may be defined either as reflexive objects in Cartesian closed categories (categorical models \([3, \text{Sec. 5.5}]\)) or as combinatory algebras satisfying some first-order axioms (\(\lambda\)-models \([3, \text{Sec. 5.2}]\)).

The classic relationships between these two definitions show that these two notions are ‘almost’ equivalent (cf. \([3, \text{Ch. 5}]\)). Indeed, given a \(\lambda\)-model \(\mathcal{C}\) we may build a Cartesian closed category where the underlying set of \(\mathcal{C}\) is a reflexive object; conversely, if \(U\) is a reflexive object in a well-pointed Cartesian closed category \(\mathcal{C}\) then the set \(\mathcal{C}(1, U)\) of the ‘points’ of \(U\) can be endowed with a structure of \(\lambda\)-model. If the category is not well-pointed then the set \(\mathcal{C}(1, U)\) cannot be turned into a \(\lambda\)-model because of the failure of the Meyer-Scott axiom.

In \([35]\) we provide a new construction which allows to present every categorical model as a \(\lambda\)-model, even when the underlying category is not well-pointed. Moreover, we provide sufficient conditions for categorical models living in arbitrary Cartesian closed categories to have as equational theory the greatest sensible consistent \(\lambda\)-theory \(\mathcal{H}^\ast\) (as in the case of Scott’s model \(\mathcal{D}_\infty\)). We also build a particularly simple categorical model living in a (highly) non-well-pointed Cartesian closed category of sets and relations (the relational semantics) which satisfies these conditions, and we prove that the associated \(\lambda\)-model enjoys some algebraic properties which make it suitable for modelling non-deterministic extensions of \(\lambda\)-calculus.

Concerning combinatory algebras, we prove that they satisfy a generalization of Stone’s representation theorem stating that every combinatory algebra is isomorphic to a weak Boolean product of directly indecomposable combinatory algebras. The proof of this result involves an application of some non-trivial techniques from universal algebra, thus challenging a general perception that combinatory algebras are algebraically ‘pathological’ and hence not particularly amenable to the ideas and methods of universal algebra.

We investigate the semantics of \(\lambda\)-calculus whose models are directly indecomposable as combinatory algebras, namely the indecomposable semantics. We show that this semantics is large enough to include all the main semantics (i.e., the Scott-continuous, the stable and the strongly stable semantics) and all the term models of semi-sensible \(\lambda\)-theories. However, we also show that this semantics is largely incomplete, thus giving a new and uniform of the incompleteness of the three main semantics.

Finally, we investigate the problem of whether there exists a non-syntactical model of \(\lambda\)-calculus belonging to the main semantics which has an r.e. (recursively enumerable) order or equational theory. This is a natural generalization of Honsell-Ronchi Della Rocca’s longstanding open problem about the existence of a continuous model having as equational theory exactly \(\lambda\beta\) or \(\lambda\beta\eta\) (since \(\lambda\beta\) and \(\lambda\beta\eta\) are r.e. \(\lambda\)-theories). Then, we introduce an appropriate notion of effective model of \(\lambda\)-calculus, which covers in particular all the models individually introduced in the literature, and we prove that no order theory of an effective model can be r.e.; from this it follows that its equational theory cannot be \(\lambda\beta\) or \(\lambda\beta\eta\). Furthermore, we show that no effective model living in the stable or strongly stable semantics has an r.e. equational theory. Concerning the contin-
uous semantics, we prove that no order theory of a graph model can be r.e. and that many effective graph models do not have an r.e. equational theory.

Outline. In Section 1 we recall some known results concerning the λ-calculus, and its models and theories. In Section 2 we show that every categorical model of λ-calculus can be presented as a λ-model, and we present a class of categorical models having as theory $H^*$. In Section 3 we build a model $D$ living in a relational semantics, which can be seen as a relational analogue of Scott’s $\mathcal{P}_\infty$. In Section 4 we provide a Stone’s representation theorem for combinatorial algebras, and we study the indecomposable semantics. Section 5 is devoted to present Honsell-Ronchi Della Rocca’s open problem, and its generalizations. In Section 6 we give the notion of effective models of λ-calculus and we study the question of the existence of an effective model having r.e. equational/order theories. In Section 7 we study the class of effective graph models.

1 Background

To keep this paper as self-contained as possible, we summarize some definitions and results used below. With regard to the λ-calculus we follow the notation and terminology of [3]. Our main reference for category theory is [34] and for universal algebra is [18].

1.1 The λ-calculus

The two primitive notions of the λ-calculus are application, the operation of applying a function to an argument, and lambda abstraction, the process of forming a function from the “expression” defining it.

The set $\Lambda$ of λ-terms over a countable set $\text{Var}$ of variables is constructed inductively as follows: every variable $x \in \text{Var}$ is a λ-term; if $M$ and $N$ are λ-terms, then so are $MN$ and $\lambda x.M$ for each $x \in \text{Var}$.

The lambda abstraction is a binder. An occurrence of a variable $x$ in a λ-term is bound if it lies within the scope of a lambda abstraction $\lambda x$; otherwise it is free. We denote by $\text{FV}(M)$ the set of all free variables of $M$ and we say that $M$ is closed if $\text{FV}(M) = \emptyset$. We write $M[N/x]$ for the term resulting by substituting $N$ for all free occurrences of $x$ in $M$ subject to the usual proviso about renaming bound variables in $M$ to avoid capture of free variables in $N$.

Concerning specific λ-terms we set (where $\equiv$ denotes syntactical equivalence):

$$K \equiv \lambda xy.x \quad S \equiv \lambda xyz.xz(yz)$$

The basic axioms of λ-calculus are the following:

$$(\alpha) \quad \lambda x.M = \lambda y.M[y/x], \text{ for any variable } y \text{ that does not occur free in } M;$$

$$(\beta) \quad (\lambda x.M)N = M[N/x].$$
The rules for deriving equations from instances of \((\alpha)\) and \((\beta)\) are the usual ones from equational calculus asserting that equality is a congruence for application and lambda abstraction.

Extensional \(\lambda\)-calculus adds another axiom, which equates all the \(\lambda\)-terms having the same extensional behaviour:

\[(\eta)\quad \lambda x. Mx = M,\text{ where } x \text{ does not occur free in } M.\]

If two \(\lambda\)-terms are provably equal using the rule \((\alpha)\) we say that they are \(\alpha\)-equivalent (or \(\alpha\)-convertible) (and similarly for \((\beta)\) and \((\eta)\)). In this work we identify all \(\alpha\)-equivalent \(\lambda\)-terms, thus every \(\lambda\)-term represents in fact a class of \(\alpha\)-equivalent terms.

1.2 The lattice of \(\lambda\)-theories

The \(\lambda\)-theories constitute the main object of study of the untyped \(\lambda\)-calculus when, roughly speaking, we consider the computational equivalence of \(\lambda\)-terms more important than the process of calculus. Lambda theories are, by definition, equational extensions of the untyped \(\lambda\)-calculus which are closed under derivation; more precisely: a \(\lambda\)-theory is any congruence on the set \(\Lambda\) of \(\lambda\)-terms containing \(\alpha\)- and \(\beta\)-conversion [3, Def. 4.1.1]; extensional \(\lambda\)-theories are those which contain furthermore the \(\eta\)-conversion. We denote by \(\lambda\beta\) (\(\lambda\beta\eta\)) the least (least extensional) \(\lambda\)-theory.

The set of all \(\lambda\)-theories can be naturally seen as a complete lattice, hereafter denoted by \(\lambda\mathcal{T}\), whose associated ordering is the set-theoretical inclusion. It is clear that \(\lambda\beta\) is the least element of \(\lambda\mathcal{T}\), while the top element is the unique inconsistent \(\lambda\)-theory \(\nabla\) (inconsistent because it equates all \(\lambda\)-terms).

Given a \(\lambda\)-theory \(T\) we write \(M =_T N\) if \(M, N\) are provably equal in \(T\).

A \(\lambda\)-theory \(T\) is recursively enumerable (r.e., for short) if the set of G"odel numbers of all pairs of \(T\)-equivalent \(\lambda\)-terms is recursively enumerable. For instance, \(\lambda\beta\) and \(\lambda\beta\eta\) are r.e. \(\lambda\)-theories.

Other interesting \(\lambda\)-theories can be defined by classifying \(\lambda\)-terms with respect to their computational behaviour. A \(\lambda\)-term \(M\) is solvable if

\[M =_{\lambda\beta} \lambda x_1 \ldots x_n. x_i M_1 \ldots M_k\]

for some \(n, k \geq 0\) and \(M_1, \ldots, M_k \in \Lambda\). \(M\) is unsolvable, otherwise. Intuitively, solvable \(\lambda\)-terms are interesting from the computational point of view since they provide at least a partial fixed output (namely, \(\lambda x_1 \ldots x_n. x_i -1 \cdots -k\)), whilst unsolvable \(\lambda\)-terms correspond to looping terms. Looking at the \(\lambda\)-theories in terms of solvability/unsolvability, they are classified as semisensible, if they do not equate a solvable and an unsolvable \(\lambda\)-term, and as sensible, if they are semisensible and they equate all unsolvable \(\lambda\)-terms [3, Sec. 16, 17]. The \(\lambda\)-theory \(\mathcal{H}\), generated by equating all unsolvable \(\lambda\)-terms, is the minimal sensible \(\lambda\)-theory and it is consistent. \(\mathcal{H}\) admits a unique maximal consistent extension \(\mathcal{H}^*\).
Although researchers have, till recently, mainly focused their interest on a limited number of them, the set of $\lambda$-theories constitutes a very rich, interesting and complex mathematical structure (see [3, 7, 8]), whose cardinality is $2^{\aleph_0}$.

Lambda theories arise by syntactical or semantic considerations. Indeed, a $\lambda$-theory may correspond to a possible operational (observational) semantics of $\lambda$-calculus, as well as it may be induced by a model of $\lambda$-calculus through the kernel congruence relation of the interpretation function.

1.3 Models of $\lambda$-calculus.

In 1969, Scott found the first model of $\lambda$-calculus ($\mathcal{D}_\infty$) in the Cartesian closed category (ccc, for short) of complete lattices and Scott continuous functions. The question of what is a model of $\lambda$-calculus has been investigated by several researchers, but only at the end of the seventies they were able to provide general definitions. In Manzonetto’s PhD thesis [35] two notions of model of $\lambda$-calculus are mainly used: the former is category-theoretic and the latter is algebraic.

From the categorical point of view, the definition of a model of $\lambda$-calculus is the following.

**Definition 1.** (Categorical model) A categorical model of $\lambda$-calculus is a reflexive object of a Cartesian closed category $\mathcal{C}$, i.e., a triple $\mathcal{W} = (U, A, \lambda)$ such that $U$ is an object of $\mathcal{C}$, and $A : U \to [U \Rightarrow U]$ and $\lambda : [U \Rightarrow U] \to U$ are two morphisms satisfying $A \circ \lambda = \text{Id}_{[U \Rightarrow U]}$.

The categorical interpretation of a $\lambda$-term $M$ in a model $\mathcal{W}$ is a morphism $|M|_I : U^I \to U$ where $^I I$ is some finite subset of $\text{Var}$ containing all the free variables of $M$ (see [3, Def. 5.5.3(vii)], for a formal definition).

$^3$ Here $U^I$ denotes the $I$-indexed categorical product $\prod_{x \in I} U_x$ of several copies of $U$. 
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We write $\forall \models_{\text{categorical}} M = N$ if $|M|_I = |N|_I$ for some $I \supseteq \text{FV}(MN)$.

From the algebraic point of view, a model of $\lambda$-calculus is a particular kind of combinatory algebra, namely, a $\lambda$-model.

**Definition 2. ($\lambda$-model)** A combinatory algebra $\mathcal{C} = (C, \cdot, k, s)$ is an applicative structure together with two constants $k, s$ such that

$$
    kxy = x \quad \text{and} \quad sxyz = xz(yz).
$$

A combinatory algebra $\mathcal{C}$ is a $\lambda$-model if, moreover, it satisfies the five axioms of Curry [3, Thm. 5.2.5] and the Meyer-Scott axiom [3, Def. 5.2.7(ii)].

The interpretation of $\lambda$-terms in a $\lambda$-model $\mathcal{C}$ is defined by using environments: an environment with values in $\mathcal{C}$ is a total function $\rho : \text{Var} \rightarrow C$. We let $\text{Env}_\mathcal{C}$ be the set of environments with values in $\mathcal{C}$.

The interpretation of a $\lambda$-term $M$ in a $\lambda$-model $\mathcal{C}$ (under an environment $\rho$) is an element of $\mathcal{C}$ denoted by $[M]_\rho$ (see [3, Def. 5.2.1(ii)], for a formal definition). We write $\mathcal{C} \models_{\text{algebraic}} M = N$ if $[M]_\rho = [N]_\rho$ for all $\rho \in \text{Env}_\mathcal{C}$.

Every $\text{ categorical}$/algebraic model $\mathcal{M}$ induces a $\lambda$-theory $\text{Th}(\mathcal{M}) = \{ M = N : \mathcal{M} \models \text{ categorical}/\text{ algebraic} \}$ which is called the (equational) theory of $\mathcal{M}$.

Both $\text{ categorical}$/algebraic-notations of model are *equationally complete*, in the sense that for every $\lambda$-theory $\mathcal{T}$ there is a $\text{ categorical}$/algebraic model $\mathcal{M}$ such that $\text{Th}(\mathcal{M}) = \mathcal{T}$. This result is a consequence of the fact that, for each $\lambda$-theory $\mathcal{T}$, the set of the equivalence classes of $\lambda$-terms modulo $\mathcal{T}$ together with the operation of application on the equivalence classes constitutes a $\lambda$-model $\mathcal{M}_\mathcal{T}$ (called the term model of $\mathcal{T}$), whose theory is exactly $\mathcal{T}$ [3, Cor. 5.2.13(ii)]. Moreover, using a construction called Karoubi envelope [3, Def. 5.5.11], every term model can be seen as a reflexive object in a suitable Cartesian closed category, having the same equational theory.

In the following, we will say that a model of $\lambda$-calculus is *syntactical* if its construction depends on the syntax of $\lambda$-calculus; in particular, all term models are syntactical.

### 1.4 The main semantics

After Scott’s $\mathcal{D}_\infty$, a large number of mathematical models of $\lambda$-calculus, arising from syntax-free constructions, have been introduced in various categories of domains and were classified into semantics according to the nature of their representable functions, see e.g. [3, 7, 41]. The *continuous semantics* (Scott [45]) is given in the category whose objects are complete partial orders and morphisms are Scott continuous functions. The *stable semantics* (Berry [11]) and the *strongly stable semantics* (Bucciarelli-Ehrhard [13]) are refinements of the continuous semantics, introduced to capture the notion of “sequential” Scott continuous function. By “the main semantics” we will understand one of these
and, for brevity, we will respectively call the models living inside: continuous, stable and strongly stable models. In each of these semantics all the models come equipped with a partial order, and some of them, called webbed models, are built from lower level structures called “webs”. The simplest class of webbed models is the class of graph models, which was isolated in the seventies by Plotkin, Scott and Engeler within the continuous semantics.

1.5 The main semantics are incomplete

It is well known that the main semantics are *equationally incomplete*: there are \( \lambda \)-theories that cannot be represented as theories of models living in the main semantics. Actually, these semantics do not even match the most natural operational semantics of \( \lambda \)-calculus. The problem of the equational completeness was negatively solved by Honsell and Ronchi Della Rocca [27] for the continuous semantics, by Bastonero and Gouy [5, 25] for the stable semantics and by Bastonero [4] for the strongly stable semantics. In [43, 44] Salibra proved that the “monotonous semantics” (i.e., the class of all \( \lambda \)-models involving monotonicity with respect to some partial order and having a bottom element) is incomplete, thus giving a first uniform proof of incompleteness encompassing the three main semantics.

2 Non-concrete semantics of \( \lambda \)-calculus

In [35] we are mainly interested in models of \( \lambda \)-calculus living in the main semantics. The ccc’s underlying the main semantics, are all *well-pointed* which means that for all objects \( A, B \) and morphisms \( f, g : A \rightarrow B \), whenever \( f \neq g \), there exists a morphism \( h : \mathbb{1} \rightarrow A \), such that \( f \circ h \neq g \circ h \). In other words, the category has enough ‘points’ to separate all different morphisms.

However, in denotational semantics, non-well-pointed ccc’s arise naturally when morphisms are not functions, as e.g., sequential algorithms [12] or strategies in various categories of games [1, 29]. In [35, Chapter 3] we build and study a categorical model \( \mathcal{D} \) living in a (highly) non-well-pointed ccc of sets and relations.

If we choose as definition of model of \( \lambda \)-calculus the notion of \( \lambda \)-model, we could be reluctant to consider \( \mathcal{D} \) as a real model, since the only known construction for turning a categorical model into a \( \lambda \)-model asks for well-pointed ccc’s (see, e.g., [3, Ch. 5]). In the next subsection we will see that this fact does not constitute a problem: indeed, in [35, Chapter 2] we describe an alternative construction which works in greater generality and allows us to present *any* categorical model as a \( \lambda \)-model.

2.1 From Cartesian closed categories to \( \lambda \)-models

It is well known that the notions of \( \lambda \)-model and of categorical model are equivalent in the following sense (see [3, Ch. 5] and [2, Sec. 9.5]). Given a \( \lambda \)-model \( \mathcal{C} \) we may build a ccc in which the underlying set of \( \mathcal{C} \) is a reflexive object; conversely,
If \( \mathcal{U} \) is a reflexive object in a well-pointed ccc \( \mathcal{C} \), then the set \( \mathcal{C}(\mathbb{1}, U) \) of the ‘points’ of \( U \) can be endowed with a structure of \( \lambda \)-model.

If the ccc is not well-pointed then, in general, \( \mathcal{C}(\mathbb{1}, U) \) cannot be turned into a \( \lambda \)-model, because of the failure of the Meyer-Scott axiom. In the next theorem we show that this apparent mismatch can be avoided by changing \( \mathcal{C}(\mathbb{1}, U) \) for the set \( \mathcal{C}(U^{\text{Var}}, U) \) of ‘finitary’ morphisms in \( \mathcal{C}(U^{\text{Var}}, U) \). Intuitively, a morphism \( f : U^{\text{Var}} \to U \) is finitary if it only depends on a finite number of variables, i.e., if it can be decomposed as \( f = f_I \circ \pi^{\text{Var}}_I \) where \( \pi^{\text{Var}}_I : U^{\text{Var}} \to U^I \) is the canonical projection and \( I \subset \text{Var} \) is finite.

**Theorem 1.** [35, Thm. 2.2.12] Let \( \mathcal{U} = (U, A, \lambda) \) be a reflexive object living in a (possibly non-well-pointed) ccc \( \mathcal{C} \). Then \( \mathcal{C}(U^{\text{Var}}, U) \) can be endowed with a structure of \( \lambda \)-model.

Using this construction, we can easily switch from the categorical to the algebraic interpretation of \( \lambda \)-terms and vice versa. Actually, the interpretation of a \( \lambda \)-term \( M \) (under an environment \( \rho : \text{Var} \to \mathcal{C}(U^{\text{Var}}, U) \)) is defined in terms of the categorical interpretation of \( M \) in \( \mathcal{U} \) as follows:

\[
[M]_{\rho} = [M]_{I} \circ (\rho(x_i))_{x_i \in I}
\]

for some finite \( I \supseteq \text{FV}(M) \).

Conversely, by using a particular environment \( \hat{\rho} \), defined by \( \hat{\rho}(x) = \pi^{\text{Var}}_x \) for all \( x \in \text{Var} \), it is possible to “recover” the categorical interpretation \( [M]_{I} \) from the interpretation \( [M]_{\rho} \). Indeed, we have that:

\[
[M]_{\hat{\rho}} = [M]_{I} \circ \pi^{\text{Var}}_I,
\]

i.e., \( [M]_{\hat{\rho}} \) is the morphism \( [M]_{I} \) “viewed” as an element of \( \mathcal{C}(U^{\text{Var}}, U) \).

It is of course important to notice that our construction, as well as the classical one, preserves the equalities between the denotations of the \( \lambda \)-terms. This means that two \( \lambda \)-terms have the same interpretation in a categorical model if, and only if, they have the same interpretation in the associated \( \lambda \)-model (thus \( \text{Th}(\mathcal{U}) = \text{Th}(\mathcal{G}) \)).

### 2.2 A class of models of \( \mathcal{H}^* \)

The \( \lambda \)-theory \( \mathcal{H}^* \), which is the unique maximal consistent sensible \( \lambda \)-theory, was first introduced by Hyland [28] and Wadsworth [52], who proved (independently) that \( \mathcal{H}^* \) is the theory of Scott’s \( \mathcal{D}_\infty \) [3, Thm. 19.2.9]. Today, it is well known that there exist several models of \( \lambda \)-calculus having as equational theory \( \mathcal{H}^* \) [3, 25, 22]. The most general result in this context is in Gouy’s PhD thesis [25]. Gouy introduces a notion of “regular ccc” and characterizes a class of models, all living in regular ccc’s, which can be suitably stratified yielding \( \mathcal{H}^* \) as equational theory. However, regular ccc’s are all well-pointed by definition.

In [35, Chapter 2] we generalize this result in order to cover also models living in non-well-pointed ccc’s. The idea is to find a class of models, as large

\[\mathcal{C}(\mathbb{1}, U) \] denotes the homset of morphisms of the form \( f : \mathbb{1} \to U \).
as possible, satisfying a (strong) Approximation Theorem. More precisely, we want to be able to characterize the interpretation of a λ-term $M$ (that here is an element of $C(U^{Var}, U)$) as the least upper bound of its approximants.

Thus, it is natural to ask that the set $C(U^{Var}, U)$ constitutes a complete partial order (cpo, for short) and that every morphism $a : U^{Var} \to U$ has a directed set of approximants $a_k$’s (for $k \in \mathbb{N}$). In the following theorem, we indicate by $(a)_k$ the $k$-th approximant of $a : U^{Var} \to U$.

**Theorem 2.** [35, Thm. 2.3.35] Let $\mathcal{U} = (U, A, \lambda)$ be an extensional categorical model living in a ccc $C$. If $C$ is cpo-enriched, i.e., if every homset has a structure of cpo

$$
(C(A, B), \sqsubseteq, \bot)
$$

and if, for all $a : U^{Var} \to U$, the following conditions are satisfied (for all $k \in \mathbb{N}$)

$$
\bot a = \bot, \quad a_k \subseteq a, \quad \lambda \circ \bot = \bot, \quad \bigcup a_k = a, \quad a_0 = (\bot)_0, \quad a_k \sqcup_0 b = (a \sqcup_0 b)_k.
$$

then $\text{Th}(\mathcal{U}) = \mathcal{H}^*$.

This generalization is necessary to cover the categorical model $\mathcal{D}$ built in [35, Chapter 2], whose construction is recalled in the next section.

## 3 The relational semantics

In [35, Chapter 3] we present a non-well-pointed semantics much simpler than game semantics. The category we have in mind is $\textbf{MRel}$, the Kleisli-category of the comonad of “finite multisets” over the category $\textbf{Rel}$ of sets and relations. This category can be described explicitly as the category whose objects are sets and whose morphisms $f : S \to T$ are relations $\mathcal{M}_f(S) \times T$, where $\mathcal{M}_f(S)$ is the set of finite multisets over $S$. $\textbf{MRel}$ is a ccc which has been studied in particular as a semantic framework for linear logic [24, 14]; here, we study it as a relational semantics of λ-calculus.

### 3.1 A relational analogue of $\mathcal{D}_\infty$

In this section we build a reflexive object $\mathcal{D} = (D, A, \lambda)$ of $\textbf{MRel}$, which satisfies $D \cong [D \Rightarrow D]$ by construction (and this implies that $\mathcal{D}$ is extensional).

Given a set $A$, we write $\mathcal{M}_f(A)^{\omega}$ for the set of infinite sequences $(m_1, m_2, \ldots)$ of finite multisets over $A$, such that $m_i$ is non-empty only for a finite number of indices $i$.

By mimicking the classical construction used for graph models, we define an increasing family of sets $(D_n)_{n \in \mathbb{N}}$ as follows:

We recall that a categorical model $\mathcal{U}$ is extensional if $U \cong [U \Rightarrow U]$. This condition holds exactly when $\lambda \beta \eta \subseteq \text{Th}(\mathcal{U})$.
Finally, we set \( D = \bigcup_{n \in \mathbb{N}} D_n. \)

The key remark to define an isomorphism in \( \mathbf{MRel} \) between \( D \) and \( \mathcal{M}_f(D) \times D \) (which represents \( [D \Rightarrow D] \) in \( \mathbf{MRel} \)) is that every element \((\sigma_0, \sigma_1, \sigma_2, \ldots) \in D\) is canonically associated with the pair \((\sigma_0, (\sigma_1, \sigma_2, \ldots)) \in \mathcal{M}_f(D) \times D\) and vice versa. Thus, our categorical model \( \mathcal{D} \) is just the set \( D \), endowed with the morphisms \( A : D \to [D \Rightarrow D] \) and \( \lambda : [D \Rightarrow D] \to D \) performing the above bijection.

It is not difficult to check that the category \( \mathbf{MRel} \) is cpo-enriched and that we can define the \( k \)-th approximant \( a_k \) of a morphism \( a : D^{\text{Var}} \to D \) by using the natural stratification of \( D \). Hence, the following theorem is just a corollary of Theorem 2

**Theorem 3.** [35, Cor. 3.3.4] \( \text{Th}(\mathcal{D}) = \mathcal{H}^*. \)

Finally, in [35, Chapter 3] we prove that the \( \lambda \)-model \( \mathcal{C}_\mathcal{D} \) associated with \( \mathcal{D} \) by our construction has a rich algebraic structure. In particular, we define two operations of sum and product which are left distributive with respect to application and give to \( \mathcal{C}_\mathcal{D} \) a structure of commutative semiring. This opens the way to the interpretation of conjunctive-disjunctive \( \lambda \)-calculi (see, e.g., [21]) in this relational framework.

### 4 The algebraic incompleteness of \( \lambda \)-calculus

#### 4.1 The \( \lambda \)-calculus does not look algebraic

The \( \lambda \)-calculus is not a genuine equational theory since the variable-binding properties of lambda abstraction prevent variables in \( \lambda \)-calculus from playing the role of real algebraic variables. Consequently, the general methods that have been developed in universal algebra are not directly applicable.

There have been several attempts to reformulate \( \lambda \)-calculus as a purely algebraic theory.

The earliest algebraic models are the \( \lambda \)-models recalled in Subsection 1.3, which provide a first-order (but not equational) characterization of the models of \( \lambda \)-calculus. Recently, Pigozzi and Salibra proposed the *Lambda Abstraction Algebras* as an alternative first-order description of the models of \( \lambda \)-calculus [40, 42]. Lambda Abstraction Algebras form an equational class and allow to keep the lambda-notation and, hence, all the functional intuitions.

Combinatory algebras are considered “bad algebras” since they are never commutative, associative, finite or recursive [3, Prop. 5.1.15]. Moreover, Salibra and Lusin [33] showed that only trivial lattice identities are satisfied by all congruence lattices of combinatory algebras. Thus, it is not possible to apply in this context the nice results developed in universal algebra in the last thirty years (see, e.g., [18, 38]) which connect the lattice identities satisfied by all the congruence lattices of algebras belonging to a variety, with Mal’cev conditions.
These negative results led to a common belief stating that λ-calculus and combinatory algebras are algebraically pathological. As we will see in the next subsection this belief is false: indeed, combinatory algebras do satisfy a Stone-like representation theorem which has interesting consequences in the study of λ-calculus.

4.2 A Stone’s Representation Theorem for combinatory algebras

One of the milestones of modern algebra is the Stone representation theorem for Boolean algebras. This result was first generalized by Pierce to commutative rings with unit and next by Comer to the class of algebras with Boolean factor congruences (see [20, 30, 39]). By applying a theorem due to Vaggione [50], we show that Comer’s generalization holds for combinatory algebras: any combinatory algebra is isomorphic to a weak Boolean product of directly indecomposable combinatory algebras (i.e., algebras which cannot be decomposed as the Cartesian product of two other non-trivial algebras).

The proof of the representation theorem for combinatory algebras is based on the fact that every combinatory algebra has central elements, i.e., elements which induce a direct decomposition of the algebra as the Cartesian product of two other combinatory algebras, just like idempotent elements in rings or complemented elements in bounded distributive lattices.

Central elements, which have been introduced by Vaggione [49] in the context of Universal Algebra, admit in the context of combinatory algebras the following (elegant) equational characterization (where \( t \equiv k \) and \( f \equiv k(skk) \) are the combinatory terms representing the Boolean values).

**Definition 3.** An element \( e \) of a combinatory algebra \( C \) is central if:

(i) \( exx = x \).
(ii) \( e(ey)z = exz = ex(eyz) \).
(iii) \( e(xy)(zt) = e(xz)(eyt) \).
(iv) \( e = eft \).

Every central element \( e \) induces a decomposition \( C \cong C/\vartheta(e, t) \times C/\vartheta(e, f) \), where \( \vartheta(a, b) \) denotes the congruence on \( C \) generated by equating \( a \) and \( b \). So, the existence of central elements is just another way of saying “this algebra is decomposable as a product of simpler algebras”.

In the next theorem we show that the central elements of a combinatory algebra constitute a Boolean algebra, whose Boolean operations can moreover be internally defined by suitable combinatory terms.

**Theorem 4.** [35, Thm. 4.3.6] For every combinatory algebra \( C \), the set \( CE(C) \) of its central elements endowed with the operators:

\[
e \lor d = edf; \quad e \land d = etd; \quad e' = eft,
\]

is a Boolean algebra.
The above result suggests a connection between propositional classic logic and combinatory logic, and allows us to prove the promised representation theorem.

**Theorem 5.** [35, Thm. 4.3.7] (Stone’s representation theorem for combinatory algebras) Every combinatory algebra $\mathcal{C}$ can be represented as a weak Boolean product of indecomposable combinatory algebras $\mathcal{C}_x$ (for $x \in \mathcal{X}$):

$$\mathcal{C} \cong \prod_{x \in \mathcal{X}} \mathcal{C}_x$$

where $\mathcal{X}$ is the Boolean space of maximal ideals of the Boolean algebra $\text{CE}(\mathcal{C})$.

Note that this result cannot be improved, in the sense that - in general - it is not possible to obtain a (non-weak) Boolean product representation of a combinatory algebra (this follows from two results due to Vaggonie [49] and Plotkin-Simpson [46, Lemma 3.14]).

**4.3 The indecomposable semantics**

The representation theorem of combinatory algebras can be roughly summarized as follows: the directly indecomposable combinatory algebras are the “building blocks” in the variety of combinatory algebras. Then it is natural to investigate the class of models of $\lambda$-calculus, which are directly indecomposable as combinatory algebras. We call this class the *indecomposable semantics*.

It turns out that the property of “being an indecomposable model” is very natural, indeed the indecomposable semantics is huge enough to encompass the three main semantics.

**Theorem 6.** [35, Cor. 4.4.9] The indecomposable semantics includes the continuous, the stable and the strongly stable semantics, as well as the term models of all semi-sensible $\lambda$-theories.

Moreover, the indecomposable semantics include also all term models of semi-sensible $\lambda$-theories.

**Theorem 7.** [35, Thm. 4.4.7] If $\mathcal{T}$ is semi-sensible, then the term model $\mathcal{M}_\mathcal{T}$ is indecomposable.

However, we also prove that the indecomposable semantics is incomplete, and that this incompleteness is, also, as large as possible:

**Theorem 8.** [35, Thm. 4.4.16, Thm. 4.4.14]

(i) there exists a continuum of pairwise incompatible $\lambda$-theories which are omitted by the indecomposable semantics;

(ii) for every r.e. $\lambda$-theory $\mathcal{T}$ there is a continuum of $\lambda$-theories including $\mathcal{T}$, and forming an interval, which are omitted by the indecomposable semantics.

This gives a new and uniform proof of the large incompleteness of each of the main semantics.

In one of the last results of [35, Chapter 4] we also show that the set of $\lambda$-theories representable in each of the classic semantics of $\lambda$-calculus is not closed under finite intersection; hence in particular it is not a sublattice of $\lambda \mathcal{F}$.\[12\]
5 A longstanding open problem, and developments

5.1 The initial problem

The question of the existence of a continuous model or, more generally, of a non-syntactical model of \(\lambda\beta\) (or \(\lambda\beta\eta\)) has been circulating since at least the beginning of the eighties\(^6\), but it was only first raised in print in a paper by Honsell–Ronchi Della Rocca [27]. This problem is still open, but generated a wealth of interesting research and results (surveyed in [7] and [8]).

In 1995 Di Gianantonio, Honsell and Plotkin succeeded to build an extensional model having theory \(\lambda\beta\eta\), living in some weakly continuous semantics [23]. However, the construction of this model as an inverse limit starts from the term model of \(\lambda\beta\eta\), and hence involves the syntax of \(\lambda\)-calculus. Furthermore, the problem of whether there exists a model of \(\lambda\beta\) or \(\lambda\beta\eta\) living in one of the main semantics remains completely open. Nevertheless, the authors also proved in [23] that the set of extensional theories representable by models living in Scott’s semantics had a least element. At the same time Selinger proved that if an ordered model has theory \(\lambda\beta\) or \(\lambda\beta\eta\) then the order must be discrete on the interpretations of closed \(\lambda\)-terms [47].

In view of the second result of [23], it becomes natural to ask whether, given a (uniformly presented) class of models of \(\lambda\)-calculus, there is a minimum \(\lambda\)-theory represented in it; a question which was raised in [7]. In [16, 17] Bucciarelli and Salibra showed that the answer is positive for the class of graph models, and that the least graph theory (theory of a graph model) was different from \(\lambda\beta\) and \(\lambda\beta\eta\). At the moment the problem remains open for the other classes of models.

Ten years ago, it was proved that in each of the known (uniformly presented) classes of models, living in any of the above mentioned semantics, and to begin with the class of graph models, it is possible to build \(2^{\aleph_0}\) (webbed) models inducing pairwise distinct \(\lambda\)-theories [31, 32]. More recently, it has been proved in [44] that there are \(2^{\aleph_0}\) \(\lambda\)-theories which are omitted by all these classes, among which \(\aleph_0\) are finitely axiomatizable over \(\lambda\beta\).

From these results, and since there are only \(\aleph_0\) r.e. \(\lambda\)-theories, it follows that each class represents \(2^{\aleph_0}\) non r.e. \(\lambda\)-theories and omits \(\aleph_0\) r.e. \(\lambda\)-theories. Note also that there are only very few theories of non-syntactical models which are known to admit an alternative description (e.g. via syntactical considerations), and that all happen to coincide either with the theory \(B\) of Böhm trees [3, Sec. 16.4] or some variations of it, and hence are not r.e.

This leads us to raise the following problem, which is a second natural generalization of the initial problem.

5.2 Can a non-syntactical model have an r.e. theory?

In [35, Chapter 6] we investigate the problem of whether the equational theory of a non-syntactical model of \(\lambda\)-calculus living in one of the main semantics can be

\(^{6}\) See Problem 22 in the list of TLCA open problems [26].
r.e. (note that this is actually a generalization of Honsell-Ronchi Della Rocca’s open problem since $\lambda\beta$ and $\lambda\beta\eta$ are r.e.). As far as we know, this problem was first raised in [8], where it is conjectured that no graph model can have an r.e. equational theory, but we expect that this could indeed be true for all models living in the continuous semantics, or in its refinements (but of course not in its weakenings, because of [23]), and in [35] this conjecture is officially extended:

Conjecture 1. No model living in Scott’s continuous semantics or in one of its refinements has an r.e. equational theory.

In order to investigate this conjecture, we adopt the following methodology:

1) We look also at order theories. Since all the models we are interested in are partially ordered, and since, in this case, the equational theory $\text{Th}(\mathcal{M})$ is easily expressible from its order theory

$$\text{Th}^{\subseteq}(\mathcal{M}) = \{ M \subseteq N : [M]_{\rho}^{\subseteq} \subseteq_{\mathcal{M}} [N]_{\rho}^{\subseteq} \text{ for all } \rho \in \text{Env}_\mathcal{M} \}$$

we also address the analogue problem for order theories.

2) We look at models with built-in effectivity properties. There are several reasons to do so. First, it may seem reasonable to think that, if effective models do not even succeed to have an r.e. theory, then it is unlikely that the other ones may succeed; second, because all models which have been individually studied or given as examples in the literature are effective, in our sense. Starting from the known notion of an effective domain, we introduce an appropriate notion of an effective model of $\lambda$-calculus and we study the main properties of these models. Note that, in the absolute, effective models happen to be rare, since each “uniform” class represents $2^{\aleph_0}$ $\lambda$-theories, but contains only $\aleph_0$ non-isomorphic effective models! However, and this is a third a posteriori reason to work with them, it happens that they can be used to prove properties of non effective models (Theorem 12 below is the first example we know of such a result).

3) A previous result obtained for typed $\lambda$-calculus also justifies the above methodology. Indeed, it was proved in [6] that there exists a (webbed) model of Girard’s system $F$, living in the continuous semantics, whose theory is the typed version of $\lambda\beta\eta$, and whose construction does not involve the syntax of $\lambda$-calculus. Furthermore, this model can easily be checked to be “effective” in the same spirit as in the present work (see [6, Appendix C] for a sketchy presentation of the model). Note that this model has no analogue in the stable semantics.

4) We look at the class of graph models. In order to attack difficult open problems as the one stated above, it is often convenient to focus the attention, first, on the class of graph models. Indeed, for all webbed models it is possible to infer properties of the models by analyzing the structure of their web, and graph models have the simplest kind of web. Moreover, the class of graph models is very rich, since it represents $2^{\aleph_0}$ pairwise distinct (non extensional) $\lambda$-theories.

5) We prove a Löwenheim-Skolem theorem. Effective webbed models are, in particular, generated by countable webs. A key step for attacking the general

\begin{footnote}{In particular, if $\text{Th}^{\subseteq}(\mathcal{M})$ is r.e. then also $\text{Th}(\mathcal{M})$ is r.e.} \end{footnote}
conjecture is hence to prove that the order/equational theory of any webbed model can be represented by a model of the same kind but having a countable web. In [35, Chapter 5] we have proved this theorem for graph models; this result is presented below as Theorem 14.

6 (Concrete) Effective models versus r.e. λ-theories

As recalled in Subsection 1.4, the models of λ-calculus living in the main semantics have as underlying sets particular cpo’s called “domains”. The standard notion of computability cannot be directly applied to domains: a trivial reason is that many domains of interest are uncountable. These domains are conceived as the completion of a countable set of concrete elements (the compact elements) and computations on an element in the completion are determined by the way the computations act on its approximations (the compact elements below it). The theory of computability on domains reflects this idea in the sense that a domain is effective when an effective numeration of its compact elements is provided [48, Ch 10, Def. 3.1].

Starting from the well-established notion of an effective domain, we introduce an appropriate notion of an effective model of λ-calculus which covers in particular all the models individually introduced in the literature.

Definition 4. Let $\mathcal{M}$ be a model living in the continuous semantics.

(i) $\mathcal{M}$ is weakly effective if it is a reflexive object in the category having effective domains as objects and computable continuous functions as morphisms.

(ii) $\mathcal{M}$ is effective if it satisfies a further technical condition implying that the interpretation of every closed normal λ-term in $\mathcal{M}$ is a ‘decidable’ element (see [35, Def. 6.2.45] for more details).

The above definitions extend to stable (resp. strongly stable) models by taking, as underlying category, the category having effective dI-domains (resp. dI-domains with coherences) as objects and computable stable functions (resp. computable strongly stable functions) as morphisms.

The central technical devices that we use to obtain the results below are: 1) Visser’s result [51] stating that the complements of β-closed r.e. sets of λ-terms enjoy the finite intersection property; 2) Selinger’s theorem stating that every model of λβ or λβη must be discretly ordered on the interpretations of closed λ-terms [47].

Our main result in this context is the following.

Theorem 9. [35, Cor. 6.2.47, Cor. 6.2.49, Prop. 6.2.40, Thm. 6.2.44] Let $\mathcal{M}$ be an effective model of λ-calculus. Then:

(i) $\text{Th}_\neg(\mathcal{M})$ is not r.e.,
(ii) $\text{Th}(\mathcal{M}) \neq \lambda\beta, \lambda\beta\eta$,
(iii) If $\bot_\mathcal{M}$ is λ-definable then $\text{Th}(\mathcal{M})$ is not r.e., more generally:
(iv) If there is a λ-term M which is interpreted in M as a decidable element having only finitely many λ-definable elements below it, then Th(M) is not r.e.

Concerning the existence of a non-syntactical effective model with an r.e. equational theory, we are able to give a definite answer for all effective stable and strongly stable models:

**Theorem 10.** [35, Thm. 6.3.2] No effective model living in the stable or in the strongly stable semantics has an r.e. equational theory.

This theorem solves Conjecture 1 for effective models living in these two semantics. Concerning Scott’s continuous semantics, the problem looks much more difficult and we concentrate on the class of graph models.

### 7 Graph models: a case of study

In [35, Chapter 5] we recall a free completion process for building (the web of) a graph model starting from a “partial web”, and we develop some mathematical tools for studying the framework of partial webs. These tools are then fruitfully applied to prove the following results.

**Theorem 11.** [35, Thm. 6.4.22] There exists an effective graph model whose equational/order theory is the minimum graph theory.

**Theorem 12.** [35, Thm. 6.4.24] If $\mathcal{G}$ is a graph model then $\text{Th}(\mathcal{G})$ is not r.e.

We emphasize that Theorem 12, which happens to be a consequence of Theorem 11, plus the work on effective models, concerns all the graph models and not only the effective ones. Concerning the equational theories of graph models we only give below, as Theorem 13, the more flashy example of the results we have proved in [35, Subsection 6.4.3]. The stronger versions are however natural, and needed for covering all the traditional models.

**Theorem 13.** [35, Thm. 6.4.11] If $\mathcal{G}$ is a graph model which is “freely generated from a finite partial web”, then $\text{Th}(\mathcal{G})$ is not r.e.

It remains open whether the minimum equational graph theory is r.e. Hence, the following instances of Conjecture 1 are still open; we state them from the weaker to the stronger one.

Conjecture 2. The minimum equational graph theory is not r.e.

Conjecture 3. All the effective graph models have non r.e. equational theories.

Conjecture 4. All the effective models living in the continuous semantics have non r.e. equational theories.
The following further theorem states that graph models with countable webs are enough for representing all graph theories. This can be viewed as a kind of Löwenheim-Skolem Theorem for graph models.

**Theorem 14.** [35, Thm. 5.3.2] For any graph model $\mathcal{G}$ there is a graph model $\mathcal{G}'$ which has a countable web and the same order theory (and hence the same equational theory).

This result answers positively Problem 12 in [8].

**Conclusions**

Although Alonzo Church introduced the untyped $\lambda$-calculus in the thirties, the study of its models and theories is, today, a research field which is still full of life. The wealth of results which have been discovered in the last years allow us to understand much better the known semantics of $\lambda$-calculus and the structure of the lattice of $\lambda$-theories, but they also generated a lot of new interesting open questions.

In [35] we have mainly focused our attention on the models of $\lambda$-calculus living in the main semantics, but we have also studied two new kinds of semantics: the relational semantics and the indecomposable semantics.

Since the relational semantics is non-well-pointed, and “well-pointedness” is advocated in the literature as necessary to obtain a $\lambda$-model, we have found it natural to reinvestigate, first, the relationship between the categorical and algebraic definitions of model of $\lambda$-calculus. In [35, Chapter 2] we have given a new construction which allows us to present any categorical model as a $\lambda$-model, and hence proved that there is a unique definition of model of $\lambda$-calculus. Moreover, we have provided sufficient conditions for categorical models living in arbitrary cpo-enriched ccc’s to have $\mathcal{H}^*$ as equational theory.

In [35, Chapter 3] we have built a categorical model $\mathcal{D}$ living in the relational semantics, and we have proved that its equational theory is $\mathcal{H}^*$ since it fulfills the conditions described in [35, Chapter 2]. Then, we have applied to $\mathcal{D}$ our construction and shown that the associated $\lambda$-model satisfies suitable algebraic properties for modelling a $\lambda$-calculus extended with both non-deterministic choice and parallel composition.

Concerning the indecomposable semantics, we have proved in [35, Chapter 4] that it encompasses the main semantics, as well as the term models of all semi-sensible $\lambda$-theories and that, however, it is still largely incomplete. This gives a new and shorter common proof of the (large) incompleteness of the continuous, stable, and strongly stable semantics.

In [35, Chapter 5] we have developed some mathematical tools for studying the framework of partial webs of graph models. These tools have been fruitfully used to prove, for example, that there exists a minimum order/equational graph theory and that graph models enjoy a kind of Löwenheim-Skolem theorem.

Finally, in [35, Chapter 6], we have investigated the problem of whether the equational/order theory of a non-syntactical model of $\lambda$-calculus living in
one of the main semantics can be r.e. For this reason we have introduced an appropriate notion of effective model of $\lambda$-calculus, which covers in particular all the models individually introduced in the literature. We have proved that the order theory of an effective model is never r.e., and hence that its equational theory cannot be $\lambda\beta$ or $\lambda\beta\eta$. Then, we have shown that no effective model living in the stable or in the strongly stable semantics has an r.e. equational theory. Concerning continuous semantics, we have investigated the class of graph models and proved that no order graph theory can be r.e., that many effective graph models do not have an r.e. equational theory and that there exists an effective graph model whose equational/order theory is the minimum one.
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