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Abstract. In this paper we study the rate of convergence of the iterates of
i.i.d. random piecewise constant monotone maps to the time-1 transport map
for the process of coalescing Brownian motions. We prove that the rate of con-
vergence is given by a power law. The time-1 map for the coalescing Brownian
motions can be viewed as a fixed point for a natural renormalization transfor-
mation acting in the space of probability laws for random piecewise constant
monotone maps. Our result implies that this fixed point is exponentially sta-
ble.

1. Introduction

The process of coalescing Brownian motions introduced by Arratia ([Arr79])
can be described in terms of piecewise constant monotone maps. It was proved by
Arratia that after arbitrary small positive time \( t \) the continuum of initial Brownian
motions coalesce into a discrete random set of positions \( \{ x_i(t), i \in \mathbb{Z} \} \). Moreover,
for every \( x_i(t) \) there exists an open interval \( I_i = (a_i, a_{i+1}) \) of initial positions such
that, for any \( a \in I_i \), the Brownian motion starting at \( a \) will reach \( x_i \) at time \( t \). These
intervals do not intersect, and the union of their closures covers the whole \( \mathbb{R}^1 \). Two
correlated random fields \( \{ x_i, i \in \mathbb{Z} \} \) and \( \{ a_i, i \in \mathbb{Z} \} \) define a random piecewise
constant monotone map \( \Phi_{t,0} : \mathbb{R} \to \mathbb{R} \) which maps each \( I_i \) into \( x_i \), the resulting
map can be viewed as a transport map for the time interval \([0,t] \).

In this paper we shall consider positive integer values of \( t = n \). In the same
way one can define transport maps \( \Phi_{t+1,i} \). Then \( \Phi_{n,0} = \Phi_{n,n-1} \circ \Phi_{n-1,n-2} \circ \cdots \circ \Phi_{1,0} \). Notice that maps \( \Phi_{t+1,i} \) are independent. Due to exact scaling invariance of
Brownian motions, the map \( \Phi_{n,0} \) has the same distribution as \( \Phi_{1,0} \) up to rescaling
by the diffusive factor \( \sqrt{n} \). It means that the distribution of the map \( \Phi_{1,0} \) can
be viewed as the fixed point for renormalization transformation corresponding to
taking iterates of independent identically distributed copies of a random time-1
monotone piecewise constant maps, and then rescaling the resulting map. One
can apply such a renormalization transformation to random monotone piecewise
constant maps \( \psi_{t+1,i} \) with various distributions.

The natural question is whether such process will converge to the above fixed
point corresponding to the coalescing Brownian motions. The affirmative answer
to this question was obtained by V. Piterbarg in his thesis [Pit97], in the setting of
isotropic stochastic flows. One should also mention a paper ([PP99]) by Piterbarg,
Piterbarg where the authors study the correlation functions for the random fields
\( \{ x_i, i \in \mathbb{Z} \} \) and \( \{ a_i, i \in \mathbb{Z} \} \). Also, in [NT15] the authors considered compositions
of i.i.d. monotone maps on a circle that are small perturbation of the identity map
and showed that the resulting flow after proper rescaling converges weakly to the
coaesing Brownian flow.

The next important question is the rate of convergence to the fixed point. To
the best of our knowledge this question was not studied before. In this paper, we
prove that under mild conditions on spatial decorrelation for the distribution of the maps \( \Psi_{1,0}(x) - x \), the iterates of maps \( \Psi_{n,0} = \Psi_{n,n-1} \circ \Psi_{n-1,n-2} \circ \cdots \circ \Psi_{1,0} \) converges to the above fixed point distribution with the power law rate \( n^{-K} \) for some \( K > 0 \).

The power-law rate can be interpreted as the stability of a fixed point. To explain this, one can define the renormalization transformation \( R \) by iterating just two independent copies. Then \( R^n = R \circ R \circ \cdots \circ R \) corresponds to \( n = 2^n \) iterates. The power-law rate in \( n \) implies that \( R^n \Psi \) is \( 2^{-Km} \) close to the fixed point. This means that the fixed point for \( R \) provided by \( \Phi_{1,0} \) is exponentially stable.

We note that renormalization transformation corresponding to iteration of maps (non-random) is a powerful tool in the theory of dynamical systems. At the same time, assuming that the maps are random and statistically independent brings us closer to the realm of Gaussian fixed point in the CLT setting.

We believe that the fixed point corresponding to the coalescing Brownian motions can be generalized for random maps with non-diffusive spatial scaling. Such constructions will require the random maps to be correlated in time. It is natural to expect that for any \( 0 < \alpha < 1 \) one can construct a fixed point with the spatial scaling \( n^{-\alpha} \). Moreover, this fixed point may be also stable provided that the iterates have the same spatial scaling behavior. It is tempting to try to construct such fixed points using coalescing fractional Brownian motions. However, at present such an object has not been constructed rigorously.

Our interest in \( \alpha \) different from \( 1/2 \) is motivated by various physical applications. In particular, the fixed point for \( \alpha = 2/3 \) should be closely related to the KPZ phenomenon.

This paper is organized as follows. In section 2 we introduce our assumptions on the monotone maps and present the main results. In section 3 we review the construction and some basic properties of the coalescing Brownian motions that will be used in our proofs. In section 4 we give the proof of the main theorem. In section 5 we collect some results on the estimates of hitting times and extreme values of Brownian motions and Markov chains.

**Notations:** we will write a \( \mathbb{R}^m \)-vector as \( \mathbf{x} = (x_1, x_2, \ldots, x_m) \), and a stochastic process \( T \to \mathbb{R}^m \) as \( \mathbf{X}_t = (X_t^{(1)}, X_t^{(2)}, \ldots, X_t^{(m)}) \), \( t \in T \). For a process \( (X_t)_{t \in T} \), we may also write \( X(t) = X_t \). For \( a \) and \( b \) in \( \mathbb{R} \), we denote the minimum and the maximum of \( a \) and \( b \) by \( a \wedge b \) and \( a \vee b \), respectively. We will use \( C_R(I) \) or \( D_R(I) \) to denote the functional space of continuous or càdlàg functions from \( I \) to \( R \); when \( R = \mathbb{R} \) we will simply write \( C(I) \) or \( D(I) \). We will use \( C, C_i \) for generic absolute constants in estimates, and their values may vary from line to line.

2. **Assumptions and the main result**

We recall that \( (\Psi_{i+1,i})_{i \in \mathbb{Z}} \) is a sequence of i.i.d. monotone piecewise constant maps. Naturally, we assume that the centered processes \( \psi_n(x) = \Psi_{n,n-1}(x) - x \) is ergodic in \( x \) for the spatial homogeneity. In addition, we will assume the following conditions hold for the distribution of \( \Psi_{n,n-1} \):

**A1:** For any \( A > 0 \), there exists \( \rho > 0 \) and \( l > 0 \) such that

\[
P\left( \Psi_{1,0}(0) = \Psi_{1,0}(A) \right) \geq \rho.
\]

**A2:** Let \( \mu \) the distribution of \( \psi_1(0) \). Then

\[
\int R x \mu(dx) = 0, \quad \int R x^2 \mu(dx) = 1.
\]
(A3): For some $\alpha > 3$, 
\[
\int_{\mathbb{R}} |s|^\alpha \mu(ds) < \infty
\]

(A4): For some constants $\beta > 1$ and $b > 0$, the process $\psi_1(\cdot)$ is $\phi$-mixing with $\phi(s) \leq 1 \wedge (bs^{-\beta})$, that is, for any $s > 0$,
\[
|P(B|A) - P(B)| \leq \phi(s), \quad \forall A \in \mathcal{F}_{\leq 0}, \quad P(A) \geq 0 \text{ and } B \in \mathcal{F}_{\geq s},
\]
where $\mathcal{F}_{\leq s} = \sigma(\psi_1(x), \ x \leq 0)$ and $\mathcal{F}_{\geq s} = \sigma(\psi_1(x), \ x \geq s)$.

The assumption (A1) guarantees that coalescence occurs in finite time from any two starting positions. The assumption (A2) is a normalizing condition. The assumption (A3) and (A4) can be satisfied when $\psi_1(\cdot)$ has finite range of dependence (see section 2.2), and in general they mean that the process $\psi_1(\cdot)$ has sufficiently fast decorrelation.

Next we will describe the topology of the convergence. Let $\mathcal{M}$ be the space of increasing functions on $\mathbb{R}$. We will introduce a generalized Lévy metric on $\mathcal{M}$: for $f, g \in \mathcal{M}$, define
\[
d(f, g) = \sum_{B=1}^{+\infty} \frac{\tilde{d}(\chi_B \circ f, \chi_B \circ g) \wedge 1}{2^B},
\]
where $\chi_B(x) = (-B) \wedge x \vee B$ are cutoff functions, and $\tilde{d}$ is the Lévy metric
\[
\tilde{d}(f, g) = \inf\{\varepsilon > 0 : f(x-\varepsilon) - \varepsilon \leq g(x) \leq f(x+\varepsilon) + \varepsilon, \ \forall x \in \mathbb{R}\}.
\]

The metric $d$ does not distinguish between the right-continuous and left-continuous versions of an element in $\mathcal{M}$.

Let $\tilde{\Psi}_n(\cdot) = n^{-1/2} \Psi_{n,0}(n^{1/2} \cdot)$ and we recall that $\Psi_{n,0}$ is the transport map given by the coalescing Brownian motions.

**Theorem 2.1.** There exists a common probability space such that for some constants $K_1, K_2 > 0$,
\[
\mathbb{E}d(\tilde{\Psi}_n, \Phi_{1,0}) \leq K_1 n^{-K_2}.
\]
That is, the Wasserstein-1 distance between the distributions of $\tilde{\Psi}_n$ and $\Phi_{1,0}$ with respect to the metric $d$ decays as $O(n^{-K_2})$.

## 3. Coalescing Brownian motion

In this section we will discuss the construction of the coalescing Brownian motion and the coalescing Brownian flow, mostly following the origin treatment in [Arr79].

We first define the coalescing Brownian motion of finitely many particles. Let $A \subset \mathbb{R}$ with $|A| = m$ be the set of starting positions. The coalescing Brownian motions on $A$ is a continuous process $c(t) : [0, \infty) \to \mathbb{R}^m$, with the following properties:

1) for $i = 1, \ldots, m$, the process $c^{(i)}(t)$ is a Brownian motion;
2) the Brownian motions start from $A$: $A = \{c^{(i)}(0) : i = 1, \ldots, m\}$;  
3) (coalescing property) any two processes $c^{(i)}$ and $c^{(j)}$ are independent before their coalescence time $\tau_{ij} = \inf\{t \geq 0 : c^{(i)}(t) = c^{(j)}(t)\}$, and $c^{(i)}(t) = c^{(j)}(t)$ for $t \geq \tau_{ij}$.

It is clear from the coalescing property and one dimensionality that the order of particles is preserved, namely, if $c^{(i)}(s) \leq c^{(j)}(s)$ and $s < t$, then $c^{(i)}(t) \leq c^{(j)}(t)$.

For this reason, we can replace the state space $\mathbb{R}^m$ by the set
\[
\Delta_m = \{(x_1, \ldots, x_m) : x_1 \leq \ldots \leq x_m\}.
\]
There are more than one ways to construct the coalescence Brownian motion of finitely many particles as a unique stochastic process on $C_{\Delta_{m}}[0, \infty)$. For the purpose of constructing coupling that will be used later in the proof, we will construct the finite-particle coalescence Brownian motion from independent Brownian motions with a “collision rule”: independent Brownian particles are give ranks initially, and when two or more particles collides, all particles will stick together and follow the motion of the particle with the highest rank.

More precisely, let $m \geq 2$ and we denote by $\Sigma_{m}$ the set of permutation of $1, \ldots, m$. We fix a permutation $\sigma \in \Sigma_{m}$; this will assign a ranking among $m$ particles by putting the $i$-th particle at the $\sigma(i)$-th place. Let $B$ be an $m$-dimensional Brownian motion starting from $x \in \mathbb{R}^{m}$. We introduce the “follower functions” $f_{i} \in D_{\{1, \ldots, m\}}[0, \infty)$ to record the highest-ranked particle in each cluster. Namely, $f_{i}(t) = j$ means that at time $t$, particle $i$ is following particle $j$; we may call $j$ the leader of $i$ at time $t$. We consider the the functional

$\phi_{\sigma} : C_{\mathbb{R}^{m}}[0, \infty) \to C_{\mathbb{R}^{m}}[0, \infty)$

$B \mapsto c = \phi_{\sigma}(B)$

defined by

$c^{(i)}(t) = B(f_{i}(t))(t), \quad i = 1, \ldots, m.$

The functions $f_{i}$ have the following properties.

1) For $i = 1, \ldots, m$, we have $f_{i}(0) \leq i$, and the strictly inequality holds only when particle $i$ starts at the same position as another particle with a higher rank.

2) The map $t \mapsto \sigma^{-1}(f_{i}(t))$ is non-increasing, meaning that particles will not change their leaders until collision with another particle with a higher rank.

3) If $j = f_{i}(t)$, then $j = f_{j}(t)$.

4) If $f_{i}(s) = f_{j}(s)$, then $f_{i}(t) = f_{j}(t)$ for $t \geq s$.

The following result gives a construction of the finite-particle coalescing Brownian motion using the collision rule.

**Theorem 3.1** ([Arr79]). Let $m \geq 2$, $\sigma \in \Sigma_{m}$ and $B \in C_{\mathbb{R}^{m}}[0, \infty)$.

1) The follower functions $f_{i}$ and the functional $\phi_{\sigma}$ satisfying [14] are uniquely determined by $B$.

2) If $B(0) \in \Delta_{m}$, then $\phi_{\sigma}(B) \in \Delta_{m}$, that is, the functional $\phi_{\sigma}$ preserves orders.

3) If $B$ is an $m$-dimensional Brownian motion, then $\phi_{\sigma}(B)$ has the distribution of coalescing Brownian motions of $m$ particles.

Next we will consider the coalescing Brownian motion from $\mathbb{R}$. A priori it is not clear how to define such a system, since it is impossible to keep track of the collision times. The following result was first obtained in [Arr79].

**Theorem 3.2** ([Arr79]). There exists a random process $c = (c(x, t), \ x \in \mathbb{R}, t \geq 0)$ such that for any finite $A$ with $|A| = m$, the process

$c^{A} = (c(x, t), \ x \in A, t \geq 0)$

is coalescing Brownian motions of $m$ particles and $c(x, 0) = x$ for $x \in A$.

Moreover, for every $t > 0$, the set $\{c(x, t) : x \in \mathbb{R}\}$ is a discrete set.

The transport map $\Phi_{n,0}$ introduced at the beginning of this paper is given by

$\Phi_{n,0}(x) = c(x, n)$. 
4. Proof of the main Theorem

Our proof of Theorem 2.1 relies on the following lemma that establishes a coupling between the coalescing Brownian motions and the “coalescing random walks”.

Lemma 4.1. Let \( m \geq 1 \) and \( \gamma, \kappa, \delta, \theta \) satisfy

\[
0 < \gamma < \kappa < \theta < \frac{1}{2}, \quad 0 < \delta < \min(\gamma \alpha - 1, \gamma \beta - 1, \kappa - \gamma, \theta - \kappa).
\]

Then, for sufficiently large \( n \) and for every \( \mathbf{x} \in \mathbb{R}^m \) such that

\[
x_i + n^{\theta} < x_{i+1}, \quad i = 1, \ldots, m - 1,
\]

there exists a Markov chain \((S_k)_{k \in \mathbb{N}}\) on \( \mathbb{R}^m \) with \( S_0 = \mathbf{x} \) and transition probability

\[
\mathbb{P}(S_{k+1} - S_k \in d\mathbf{z}' \mid S_k = \mathbf{z}) = \mathbb{P}(\psi_1(z_1) \in d\mathbf{z}'_1, \ldots, \psi_1(z_m) \in d\mathbf{z}'_m),
\]

and an \( m \)-particle coalescing Brownian motion \((W_t)_{t \geq 0}\) with \( W_0 = \mathbf{x} \), such that

\[
\mathbb{P}\left( \max_{0 \leq k \leq n} \|S_k - W_k\|_\infty > 3n^\kappa \right) \leq Kn^{-\delta}m \ln m
\]

holds for some constant \( K \). The constant \( K \) depends on the distribution of \( \psi_1 \) and the choice of \( \delta \).

The transition probability (4.3) and the initial condition \( S_0 = \mathbf{x} \) imply

\[
(S_k^{(1)}, \ldots, S_k^{(m)})_{k \in \mathbb{N}} \overset{d}{=} (\Psi_{k,0}(x_1), \ldots, \Psi_{k,0}(x_m))_{k \in \mathbb{N}}.
\]

The process \((S_k)\) will be called “coalescing random walks” since for fixed \( x \), \((\Psi_{n,0}(x))_{n \geq 0}\) is a random walk with i.i.d. steps distributed as \( \mu \).

\[
\Psi_{n+1,0}(x) - \Psi_{n,0}(x) = \psi_n(\Psi_{n,0}(x)) \overset{d}{=} \psi_1(0).
\]

We note that unlike the coalescing Brownian motions, the random walks starting from different locations are not independent before coalescence.

An immediate corollary of Lemma 4.1 is the existence of the following coupling between \( \tilde{\Psi}_n \) and \( \Phi_{1,0} \).

Lemma 4.2. Let \( \gamma, \kappa, \delta, \theta \) satisfy (1.1). Then for sufficiently large \( n \) and \( \mathbf{y} \in \Delta_m \) with \( y_i + n^{\theta - \frac{1}{4}} < y_{i+1} \), we have a coupling of \( \tilde{\Psi}_n \) and \( \Psi_\infty \) such that

\[
\mathbb{P}\left( \max_{1 \leq i \leq m} |\tilde{\Psi}_n(y_i) - \Phi_{1,0}(y_i)| > 3n^\kappa - \frac{1}{4} \right) \leq Cn^{-\delta}m \ln m.
\]

Using Lemma 4.2 we can prove the main theorem.

Derivation of Theorem 2.1 from Lemma 4.2. Let \( D > 0 \) be a large number. Let \( y_1 < y_2 < \ldots < y_m \) be evenly spaced on the interval \([-D \ln n, D \ln n]\):

\[
y_1 = -D \ln n, \quad y_m = D \ln n, \quad y_{i+1} - y_i = \Delta y = \frac{2D \ln n}{m - 1}.
\]

Assume that \( \tilde{\Psi}_n \) and \( \Psi_\infty \) are given by the coupling in Lemma 4.2 and let \( \Lambda \) be the event

\[
\Lambda = \max_{1 \leq i \leq m} |\tilde{\Psi}_n(y_i) - \Phi_{1,0}(y_i)| \leq 3n^\kappa - \frac{1}{4}.
\]

For \( B = [D \ln n] \), by the definition of Lévy metric, we have

\[
\mathbb{E}d(\tilde{\Psi}_n, \Phi_{1,0}) \leq \mathbb{E}1_\Lambda \cdot \tilde{d}(\chi_B \circ \tilde{\Psi}_n, \chi_B \circ \Phi_{1,0}) + P(\Lambda^c) + 2^{-B} \leq (\Delta y) \lor (3n^\kappa - \frac{1}{4}) + Cn^{-\delta}m \ln m + 2n^{-D \ln^2}. \]
Let us first choose $D$ large so that $D \ln 2 > 2$, and then choose $m = \lfloor n^{\frac{1}{2} - \theta} \rfloor$ so that $\Delta y \in [C_1 n^{\theta - \frac{1}{2}} \ln n, C_2 n^{\theta - \frac{1}{2}} \ln n]$. The rightmost term is then bounded by
\[ C \cdot (n^{\theta - \frac{1}{2}} \ln n + n^{\frac{1}{2} - \delta - \theta} \ln n). \]
To optimize this, we should have $\theta + \delta - 1/2 = 1/2 - \theta$, i.e.,
\[
(4.5) \quad \theta = \frac{1}{2} - \frac{\delta}{2}.
\]
Then the statement of the theorem is true for $K_2 = \frac{\delta}{2} > 0$.

To finish the proof, we still need to find $\gamma, \kappa, \theta, \delta$ satisfying (4.1) and (4.5). We introduce a small parameter $\varepsilon > 0$ and set $\gamma, \kappa, \theta$ in terms of $\varepsilon$ and $\delta$:
\[
\gamma = 1 + \delta + \varepsilon, \quad \kappa = \gamma + \delta + \varepsilon, \quad \theta = \kappa + \delta + \varepsilon.
\]
Then all the relations in (4.1) are satisfied except $\theta < \frac{1}{2}$; but $\theta < \frac{1}{2}$ is implied by (4.5), so it remains to ensure (4.5). Expressing (4.5) in terms of $\varepsilon$ and $\delta$, we have
\[
\theta = \gamma + 2(\delta + \varepsilon) = \frac{1 + \delta + \varepsilon}{\alpha \vee \beta} + 2(\delta + \varepsilon) = \frac{\frac{1}{2} - \frac{\delta}{2}}{\alpha \vee \beta},
\]
Then
\[
\varepsilon = \frac{\frac{1}{2} - \frac{1}{\alpha \vee \beta} - \left(\frac{5}{2} + \frac{1}{\alpha \vee \beta}\right)\delta}{2 + \frac{1}{\alpha \vee \beta}}.
\]
Since $\alpha \vee \beta > 3$ by (A3), we can always choose $\delta > 0$ to be sufficiently small to ensure $\varepsilon > 0$, and this finishes the proof. \(\Box\)

The rest of this section will be devoted to the proof of Lemma 4.1.

4.1. Almost surely invariance principle. Lemma 4.1 estimates the distance between coalescing random walks and coalescing Brownian motions. In the $m = 1$ case, such results are known as the “almost surely invariance principle”, which provides quantitative estimates of how well Brownian motions approximate the partial sums of i.i.d. r.v.’s. Lemma 4.1 is a consequence of the almost surely invariance principle and a careful analysis of the collision times.

We will cite the following result for the almost surely invariance principle, proven by Komlós, Major and Tusnády ([KMT76]).

**Theorem 4.1.** Let $\nu$ be a probability distribution on $\mathbb{R}$ such that
\[
\int_{\mathbb{R}} x \nu(dx) = 0, \quad \int_{\mathbb{R}} x^2 \nu(dx) = 1, \quad \int_{\mathbb{R}} |x|^r < \infty,
\]
where $r > 3$. Let $\gamma \in (r^{-1}, \frac{1}{2})$. For sufficiently large $n$, there exists a random walk $(S_k)_{0 \leq k \leq n}$ with step distribution $\nu$ and a Gaussian random walk $(W_k)_{0 \leq k \leq n}$ with step distribution $\mathcal{N}(0, 1)$ on a common probability space, such that
\[
(4.6) \quad P\left( \max_{0 \leq k \leq n} |S_k - W_k| > n^\gamma \right) \leq \frac{d_1}{n^{\gamma - 1}}
\]
for some constant $d_1$ depending only on $\nu$.

When $\nu$ has exponential moments, namely, $\mathbb{E}e^{\eta |X_1|} < \infty$ for some $\eta > 0$, the following constraint
\[
(4.7) \quad P\left( \max_{0 \leq k \leq n} |S_k - W_k| > d_3 \log n + x \right) \leq d_4 e^{-d_2 x}
\]
can be satisfied for some constants $d_2$, $d_3$ and $d_4$ depend only on $\nu$.
Moreover, in both cases, the processes $S$ and $W$ can be related via

$$(T_1, \ldots, T_n) = \Xi((S_1, \ldots, S_n), U),$$

where $U$ is a r.v. with distribution $U[0, 1]$ and independent of $S$, and the map

$$\Xi : \mathbb{R}^n \times [0, 1] \to \mathbb{R}^n$$

is deterministic and depending only on $\nu$.

As an immediate corollary of Theorem 4.1, the Gaussian random walk $W$ can be replaced by a Brownian motion on $[0, \infty)$.

**Lemma 4.3.** Assume the conditions in Theorem 4.1. Then the same estimates (4.6) or (4.7) hold for $B = (B_t)_{t \geq 0}$ being a standard Brownian motion, and

$$(B_t)_{t \geq 0} = \Xi((S_1, \ldots, S_n), U)$$

for some deterministic functional $\Xi : \mathbb{R}^n \times [0, 1] \to C[0, \infty)$.

### 4.2. Finite range of dependence.

In this section we will assume that $\psi_1(\cdot)$ has finite dependence range of $L$, namely, there is a constant $L > 0$ such that

$$(4.8) \forall x_0, \ (\psi_1(x), x \leq x_0) \text{ and } (\psi_1(x), x \geq x_0 + L) \text{ are independent.}$$

Clearly, condition (4.8) implies that (A4) holds for arbitrarily large $\beta$. Also as a consequence of (4.8), $\mu$ must be supported on $[-L, L]$ and hence $\alpha$ in (A3) can be arbitrarily large. Hence the condition (4.1) can be simplified to

$$(4.9) 0 < \kappa < \theta < \frac{1}{2}, \ 0 < \delta < \kappa \land (\theta - \kappa).$$

In this section the following version of Lemma 4.1 will be proved.

**Lemma 4.4.** Let $m \geq 2$. Assume (4.8) and let $\delta, \kappa, \theta$ satisfy (4.9). Then there is a coupling of the coalescing random walks $S$ and coalescing Brownian motions $W$ satisfying the conditions in Lemma 4.1.

Under the condition (4.8), the random walks $S^{(i)}$ as components of $S$ are independent until they get closer than distance $L$. In section 3 we see that coalescing Brownian motions can be constructed from independent Brownian motions using the functional $\phi_\sigma$; similarly, the coalescing random walks can be constructed out of independent random walks via some map $\tilde{\phi}_\sigma$.

The proof strategy is to transfer the coupling between random walks and Brownian motions given by Lemma 4.3 to the coupling between their coalescing versions via $\phi_\sigma$ and $\tilde{\phi}_\sigma$, summarized in the following diagram:

\begin{equation}
\begin{array}{c}
\textbf{S}: \text{coalescing RWs} \\
\text{independent RWs} \\
\text{via } \tilde{\phi}_\sigma \\
\textbf{S}: \text{inde} \\
\textbf{W}: \text{independent BMs} \\
\text{coalescing BMs} \\
\phi_\sigma \downarrow \phi_\sigma \\
\end{array}
\end{equation}

Intuitively, Lemma 4.4 would follow from the argument

$$(4.11) \tilde{S} \approx W, \tilde{\phi}_\sigma \approx \phi_\sigma \Rightarrow S = \tilde{\phi}_\sigma(S) \approx W = \phi_\sigma(W).$$

However, maps like $\phi_\sigma$ cannot be continuous on the space $C_{\mathbb{R}^m}[0, \infty)$, as the coalescence time of trajectories is very unstable under small perturbation. The main technicality in this section is to show that the functional $\phi_\sigma$ is Hölder-continuous.
except on a subset of \(C_{\mathbb{R}^m}[0, \infty)\) that has small probability under the Wiener measure. Precisely, we will establish results of the following kind: for an \(m\)-dimensional Brownian motion \(B\), with probability at least \(1 - Cmn^{-\delta}\),

\[
\|F - B\|_{C_{\mathbb{R}^m}[0, n]} \leq n^\gamma \Rightarrow \|\phi_{\sigma}(F) - \phi_{\sigma}(B)\|_{C_{\mathbb{R}^m}[0, n]} \leq n^\kappa.
\]

First, let us give the construction of the processes in (4.10).

Suppose that on a common probability space there are the following three independent families of random objects:

1) a Markov chain \((S_k)_{k \in \mathbb{N}}\) with initial condition \(x\) and transition probability \((4.3)\),
2) independent r.v.’s \(\xi^{(i)}_k\), \(1 \leq i \leq m\), \(1 \leq k\), with distribution \(\mu\),
3) independent r.v.’s \(U_i\), \(1 \leq i \leq m\), with distribution \(U[0, 1]\).

We fix \(\sigma \in \Sigma_m\). For \(1 \leq i \leq m\), we define

\[
\tau^i_{L} = \min\{k \in \mathbb{N} : \exists j \text{ s.t. } \sigma(j) < \sigma(i), |S_{k}^{(i)} - S_{k}^{(j)}| \leq L\},
\]

where \(L\) is introduced in (4.8). Then we define the processes \(\bar{S}^{(i)}\) by

\[
\bar{S}_{k}^{(i)} = S_{i}^{(i)}(k \wedge \tau^i_{L}) + 1_{k > \tau^i_{L}} \sum_{j=1}^{k - \tau^i_{L}} \xi^{(i)}_j, \quad 0 \leq k, 1 \leq i \leq m
\]

Clearly, \(\bar{S}^{(i)}\) are independent random walks with step distribution \(\mu\). Moreover, from the definition we have

\[
S_{k}^{(i)} = \bar{S}_{k}^{(i)}, \quad 0 \leq k \leq \tau^i_{L} \wedge n.
\]

By Lemma 4.3

\[
\bar{W}^{(i)} = \Xi((\bar{S}^{(i)}_1, \ldots, \bar{S}^{(i)}_n), U_i), \quad i = 1, \ldots, m
\]

are independent standard Brownian motions starting from \(x_i\). Finally, we construct \(\bar{W}\) by \(\bar{W} = \phi_{\sigma}(\bar{W})\). Then \(\bar{W} = (W_1, \ldots, W_m)\) are coalescing Brownian motions of \(m\) particles with \(\bar{W}_0 = x\). By (4.7), we have the following estimate.

**Lemma 4.5.** For some constant \(K_1 \geq 3\),

\[
\max_{0 \leq k \leq n} \|\bar{W}_k - \bar{S}_k\|_{\infty} \leq K_1 \log n
\]

holds with probability at least \(1 - Cme^{-10n}\).

We will also use the following simple bound on displacement of Brownian motions in unit intervals.

**Lemma 4.6.** For the \(m\)-dimensional Brownian motion \(W\),

\[
\max_{0 \leq k \leq n-1} \sup_{t \in [k, k+1]} \|\bar{W}_t - \bar{W}_k\|_{\infty} \leq \log n,
\]

holds with probability at least \(1 - Cmn^{-2}\).

Next we will prove that (4.4) holds for the above constructed \(S\) and \(\bar{W}\). Let us write \(M = K_1 \log n\) and assume that \(n\) is large enough so that

\[
L \leq M = K_1 \log n \leq n^\kappa.
\]

The follower functions \(f_i : [0, \infty) \rightarrow \{1, \ldots, m\}\) introduced in [3] determine the mapping \(\bar{W} = \phi_{\sigma}(\bar{W})\) by

\[
W^{f(t)}_i(t) = \bar{W}^{f(t)}_i, \quad i = 1, \ldots, m, \quad 0 \leq t.
\]
We can similarly define follower functions \(g_i : \mathbb{N} \to \{1, \ldots, m\}\) for \(S\): \(g_i(k) = j\) is the index with the highest rank such that

\[
S_{k}^{(i)} \neq S_{k}^{(j')}, \quad \sigma(j') < \sigma(j).
\]

The distance \(|S_{k}^{(i)} - W_{k}^{(j)}|\) can be controlled by (4.15) if we have

\[
(4.17) \quad g_i(k) = f_i(k) = j, \quad g_i(k) \leq \tau_{L}^{i,s},
\]

since in such case,

\[
W_{k}^{(i)} = \bar{W}_{k}^{(j)}, \quad S_{k}^{(i)} = \bar{S}_{k}^{(j)}.
\]

Let \(\varepsilon > 0\) be a small number that satisfies

\[
(4.18) \quad \varepsilon < \frac{1}{10}\left(\kappa \wedge (\theta - \kappa) - \delta\right).
\]

Our strategy is to show that for every \(i\), those \(k\) that violates (4.17) can be contained in intervals of length at most \(n^{2\varepsilon - \varepsilon}\). Let us illustrate how this strategy works in the case \(m = 2\) and 3.

For two intervals \(I\) and \(J\), we write \(I \leq J\) if \(x \leq y\) for all \(x \in I\) and \(y \in J\); expressions like \(I < J\) will have similar meaning.

**Lemma 4.7.** Let \(\sigma = (2 \, 1)\) and \(I = [\tau, \tau + [n^{2\varepsilon - \varepsilon}]] \cap [0, n]\), where

\[
\tau = \min\{k \in \mathbb{N} : |\bar{W}_{k}^{(1)} - \bar{W}_{k}^{(2)}| \leq 3M\}
\]

and \([\cdot]\) denotes the integer part. Then with probability at least \(1 - Cn^{-\delta}\), the following holds:

\[
(4.19) \quad \max_{0 \leq k \leq n} \|\bar{S}_{k}^{(i)} - \bar{W}_{k}^{(i)}\| \leq M, \quad i = 1, 2;
\]

\[
(4.20a) \quad W_{t}^{(1)} = \bar{W}_{t}^{(1)}, \quad S_{k}^{(1)} = \bar{S}_{k}^{(1)}, \quad 0 \leq t, k \leq I,
\]

\[
(4.20b) \quad W_{t}^{(2)} = \bar{W}_{t}^{(2)}, \quad S_{k}^{(2)} = \bar{S}_{k}^{(2)}, \quad I \leq t, k \leq n;
\]

\[
(4.21) \quad \max_{k \in I}|S_{k}^{(1)} - S_{k}^{(1)}| \leq n^{\varepsilon}, \quad \sup_{t \in I}|W_{t}^{(1)} - W_{t}^{(1)}| \leq n^{\varepsilon}.
\]

Furthermore, (4.19), (4.20) and (4.21) imply

\[
(4.22) \quad \|S_{k}^{(i)} - W_{k}^{(i)}\| \leq \begin{cases} M, & i = 1 \text{ or } i = 2, \ k \notin I, \\ M + 2n^{\varepsilon}, & i = 2, \ k \in I. \end{cases}
\]

and hence (4.21) is satisfied.

Using the follower functions \(f_i\) and \(g_i\), we can also write (4.20) as

\[
f_{1}(t) = g_{1}(k) = \begin{cases} 1, & 0 \leq t, k \leq I, \\ 2, & I \leq t, k \leq n, \end{cases}
\]

\[
f_{2}(t) = g_{2}(k) = 2, \ t, k \in [0, n].
\]

**Proof:** By (4.15) and Lemma 4.6, there is an event \(\Lambda\) such that (4.19) and (4.16) hold on \(\Lambda\) and \(P(\Lambda) \geq 1 - Cn^{-2}\).

Assume that we are on the event \(\Lambda\). Let us consider the following random times: for \(h \geq 0\),

\[
(4.23) \quad \tau_{s}^{h} = \min\{k \in \mathbb{N} : |\bar{S}_{k}^{(2)} - \bar{S}_{k}^{(1)}| \leq h\}
\]

\[
(4.24) \quad \tilde{\tau}_{h}^{w} = \inf\{t \geq 0 : |\bar{W}_{t}^{(2)} - \bar{W}_{t}^{(1)}| \leq h\},
\]

\[
(4.25) \quad \bar{\tau}_{h}^{w} = \min\{k \in \mathbb{N} : |\bar{W}_{k}^{(2)} - \bar{W}_{k}^{(1)}| \leq h\}.
\]

In particular, we have \(\tau_{3M} = \tau\) and \(\tau_{L}^{L} = \tau_{L}^{1,s}\), where \(\tau_{L}^{1,s}\) is introduced in (4.12).
Clearly, the random times $\tilde{\tau}_h^w$, $\tilde{\tau}_h^w$, $\tau_h^w$ are all non-decreasing as $h$ decreases. Moreover, they satisfy the following relations on the event $\Lambda$:

\begin{align}
(4.26a) & \quad \tilde{\tau}_h^w \leq \tau_h^w, \quad 0 \leq h, \\
(4.26b) & \quad \tau_{h+2M}^w \land n \leq \tilde{\tau}_h^w \land n, \quad 0 \leq h, \\
(4.26c) & \quad \tau_{h+2M}^w \land n \leq \tau_h^s \land n, \quad L \leq h, \\
(4.26d) & \quad \tau_{h+2M}^w \land n \leq \tau_h^w \land n, \quad L + 2M \leq h.
\end{align}

(4.26a) is obvious since they are both the infimum of the same expression but $\tau_h^w$ is over a smaller range. For $\tilde{\tau}_h^w \leq n$, we have $\tau_{h+2M}^w \leq \tilde{\tau}_h^w$ since

$$|\tilde{W}^{(1)}(\tilde{\tau}_h^w) - \tilde{W}^{(2)}(\tilde{\tau}_h^w)| \leq |\tilde{W}^{(1)}(\tilde{\tau}_h^w) - \tilde{W}^{(2)}(\tilde{\tau}_h^w)| + 2M = h + 2M,$$

where we use (4.16) in the inequality, and hence (4.26b) follows. For $\tau_h^s \leq n$, we have

$$|\tilde{W}^{(1)}(\tilde{\tau}_h^w) - \tilde{W}^{(2)}(\tau_h^s)| \leq |\tilde{W}^{(1)}(\tau_h^s) - \tilde{W}^{(2)}(\tau_h^s)| + 2M \leq h + 2M,$$

where the first inequality is due to (4.26c), and the first inequality is due to (4.15); this gives (4.26d).

On the event $\Lambda$, from (4.26) we have

$$\tau = \tau_{3M}^w \leq \tau_L^s \land \tilde{\tau}_0^w,$$

and (4.20a) follows. For (4.20b), it suffices to show that

$$\tilde{\tau}_0^w \leq \tau_{3M}^w + n^{2\kappa-\varepsilon}, \quad \tau_0^s \leq \tau_{3M}^w + n^{2\kappa-\varepsilon}$$

holds with probability at least $1 - Cn^{-\delta}$. By (4.26a) and Lemmas 5.1, we have

$$P\left(\tilde{\tau}_0^w - \tau_{3M}^w \geq n^{2\kappa-\varepsilon}\right) \leq P\left(\tilde{\tau}_0^w - \tau_{3M}^w \geq n^{2\kappa-\varepsilon}\right)$$

\begin{equation}
(4.27) \quad \leq C \frac{3M}{n^{\kappa-\varepsilon/2}} + Cn^{-2} \leq Cn^{-\delta}.
\end{equation}

By (4.26d) and Lemmas 5.1, we have

\begin{equation}
(4.28) \quad P\left(\tau_0^s - \tau_{3M}^w \geq n^{2\kappa-\varepsilon}\right) \leq P\left(\tau_0^s - \tau_{3M}^w \geq n^{2\kappa-\varepsilon}\right) + P(\Lambda^c)$$

$$\leq C \frac{3M}{n^{\kappa-\varepsilon/2}} + Cn^{-\delta} \leq Cn^{-\delta}.$$

Next, we will show that (4.21) holds with probability at least $1 - Cn^{-\delta}$. Since $\tau = \tau_{3M}^w$ is a stopping time for $W = (W^{(1)}, W^{(2)})$ and $W^{(1)}$ is a Brownian motion, by Lemma 5.1 and the strong Markov property we have

\begin{equation}
(4.29) \quad P\left(\sup_{\tau \leq t \leq t + n^{2\kappa-\varepsilon}} |W^{(1)}_t - W^{(1)}_t| \geq n^\kappa\right) \leq C \frac{n^{\kappa-\frac{\delta}{2}}}{n^{\kappa}} e^{-n^{\kappa/2}} \leq Cn^{-\delta}.
\end{equation}

On the other hand, we have

$$\tau_0^s \leq \tau_w^w \leq \tau_{3M}^w \leq \tau_0^s \land \tilde{\tau}_0^w.$$
follows from (4.20a) and (4.19). In particular, we have
\[ \text{(4.30)} \]
\[
|k| \text{ we will look at three ranges of } n, \quad \text{S}
\]

have been found for all \( m \), fails. A na"ıve induction argument goes as follows. Suppose that such intervals
\[ \text{due to our choice of } \sigma \text{ and our construction, the event in the first probability is}
\]

Due to our choice of \( \sigma \), the strong Markov property and Lemma 5.3 with \( p \) sufficiently close to \( \frac{1}{2} \), we have
\[ \text{(4.30)} \]
\[
\text{\textbf{Proof:}} \text{ we have}
\]
\[
\text{\textbf{Lemma 4.8. Let } m = 3 \text{ and } \sigma = (2 1 3). \text{ Then (4.4) holds for the processes S and W constructed above.}}
\]
\text{Due to our choice of } \sigma \text{ and our construction, the event in the first probability is}
\[ \text{completely independent of } S^{(3)}, \tilde{S}_k^{(3)} \text{ and } U_3. \text{ As proved in Lemma 4.7, the first}
\]
\[ \text{probability is bounded by } Cn^{-\delta}. \text{ By symmetry the second probability is the same}
\]
\[ \text{as the first one. This proves (4.4) for } m = 3. \]
\[ \text{For } m \geq 4, \text{ we will use induction to isolate the time intervals in which (4.17) fails. A na"ıve induction argument goes as follows. Suppose that such intervals have been found for all } i' \text{ with } \sigma(i') < \sigma(i). \text{ Initially, } g_i(0) = f_i(0). \text{ Let } k_1 \text{ be the first time that either } S^{(i)} \text{ coalesces with } S^{(j)}, \text{ or } W^{(i)} \text{ coalesces with } W^{(j)}, \text{ for some } \sigma(j) < \sigma(i). \text{ This creates a discrepancy } f_i(k_1) \neq g_i(k_1). \text{ But since } S^{(i)} \approx W^{(i)} \text{ and } S^{(j)} \approx W^{(j)} \text{ right before } k_1, \text{ the coalescence times of the two pairs } (S^{(i)}, S^{(j)}) \text{ and } (W^{(i)}, W^{(j)}) \text{ should also be } O(n^{2\kappa - \varepsilon}) \text{ close to each other as seen from the proof of the } m = 2 \text{ case. Therefore, there is } k_2 > k_1 \text{ such that } f_i(k_2) = g_i(k_2) = j, \text{ and then we can use the induction hypothesis.}
\]
\[ \text{However, there are two issues. If } g_i(k_0) = f_i(k_0) = j \text{ for some } k_0, \text{ letting } k_1 > k_0 \text{ be first time that a discrepancy } g_i(k_1) \neq f_i(k_1) \text{ occurs, then there are two possibilities:}
\]
\[ \text{1) there is some } j_1 \text{ with } \sigma(j_1) < \sigma(j), \text{ such that}
\]
\[ \text{(4.31)} \]
\[ \text{g}_i(k_1) = j_1, \quad f_i(k_1) = j, \quad \text{or } \quad g_i(k_1) = j, \quad f_i(k_1) = j_1;
\]
\[ \text{2) there are } j_1 \neq j_2 \text{ with } \sigma(j_1), \sigma(j_2) < \sigma(j), \text{ such that}
\]
\[ \text{(4.32)} \]
\[ \text{g}_i(k_1) = j_1, \quad f_i(k_1) = j_2.
\]
\[ \text{The previous argument cannot handle the second possibility. In the case } m = 3 \text{ this is completely avoided (4.32) using a specific choice of } \sigma, \text{ but in general it can only be ruled out on some event with high probability.} \]
The second issue is that even (4.32) can be ruled out, the condition $S^{(j)} \approx W^{(j)}$ cannot be guaranteed by the induction hypothesis. We recall that the condition $|S^{(j)} - W^{(j)}| = O(\log n)$ is needed to get good bounds on the difference of coalescence time, but this is not valid when (4.17) fails. In other words, the discrepancy between the collision times of the $S$ and $W$ processes will propagate. The root of this issue is the discontinuity of the mappings $\phi_\sigma$ and $\phi_{\sigma'}$.

Our goal is to construct an event on which both issues can be resolved. It turns out that the an important ingredient is certain separability of collisions times experienced by every single walker $S^{(i)}$ and Brownian particle $W^{(i)}$.

Let us start with a result on the coalescence times of three Brownian motions.

**Lemma 4.9.** Let $B = (B^{(-1)}, B^{(0)}, B^{(1)})$ be coalescing Brownian motions of three particles. Assume that

$$B_0^{(-1)} + 1 \leq B_0^{(0)}, \quad B_0^{(0)} + 1 \leq B_0^{(1)}.$$  

Let $\tau_\pm = \inf\{t \geq 0 : B_t^{(k)} = B_t^{(k+1)}\}$. Then for $p \in (0, \frac{1}{2})$ and $0 < a < a_0(p)$,

$$P(|\tau_- - \tau_+| \geq a) \geq 1 - Ca^p,$$

where $C = C_p$ is a constant depending on $p$.

**Proof:** Let $X_t = (B_t^{(0)} - B_t^{(-1)}, B_t^{(1)} - B_t^{(0)})$. Then $X_t$ is a two-dimensional Brownian motion in the first quadrant $\mathbb{R}^2_{\geq 0} = \{(x, y) : x, y \geq 0\}$, and until hitting the boundary it has constant diffusion matrix $A = \left[ \begin{array}{cc} 2 & -1 \\ -1 & 2 \end{array} \right]$. Once it hits the boundary of $\mathbb{R}^2_{\geq 0}$, it will remain on it and perform Brownian motion with diffusion constant 2 until it hits the origin. The stopping times $\tau_-$ and $\tau_+$ are hitting times of the $x$- and $y$-axis.

Let $(u, v) = X_0$. We have $u, v \geq 1$. We denote by $\lambda_{u,v}$ be the hitting measure of the boundary of $\mathbb{R}^2_{\geq 0}$, depending on the initial condition $(u, v)$. It is easy to see that, uniformly for $u, v \geq 1$, we have

$$\lambda_{u,v}(\Gamma_{a,\varepsilon}) \leq Ca^p,$$

where

$$\Gamma_{a,\varepsilon} = \{(x, y) : x = 0, \ 0 \leq y \leq a^{\frac{1}{2} - \varepsilon}, \text{ or } 0 \leq x \leq a^p, \ y = 0\}.$$

By the strong Markov property, We have

$$P(|\tau_- - \tau_+| \leq a) \leq P(X_{\tau_- \wedge \tau_+} \notin \Gamma_{a,\varepsilon}) + P(\tilde{\tau}_0 \leq a | \tilde{B}_0 = a^p),$$

where $\tilde{B}_t$ is a Brownian motion with diffusion constant 2 and $\tilde{\tau}_0$ is its hitting time of 0. The first term on the right hand side can be bounded by (4.33), and by Lemma 5.1 we have

$$P(\tilde{\tau}_0 \leq a | \tilde{B}_0 = a^p) \leq C a^{\frac{1}{2} - p} e^{-a^{2p-1}} \leq Ca^p$$

for small enough $a$. This finishes the proof of the lemma. \hfill \Box

Let $\sigma \in \Sigma_n$ and

$$(4.34) \quad D_i = \{\text{jump points of } g_i\} = \{1 \leq k \leq n : g_i(k) \neq g_i(k-1)\},$$  

$$E_i = \{\text{discontinuity points of } f_i\}.$$  

The sets $D_i$ and $E_i$ depend not only on the processes $S$ and $W$, but also on our choice of $\sigma$.

Let $A_i = \mathcal{A}_i^\sigma$ be the set of indices that can be achieved by $f_i$ (or $g_i$). These sets depend only on $\sigma$: let

$$i_- = \max\{j < i : \sigma(j) < \sigma(i)\}, \quad i_+ = \min\{j > i : \sigma(j) < \sigma(i)\};$$
then recursively we have
\[
A_i = \{ i \}, \quad i = \sigma^{-1}(1),
\]
(4.35)
\[
A_i = \{ i \} \cup A_{i-} \cup A_{i+} = \begin{cases} 
\{ i \} \cup A_{i-}, & \text{if } \sigma(i-) > \sigma(i+)
\{ i \} \cup A_{i+}, & \text{if } \sigma(i-) < \sigma(i+).
\end{cases}
\]

Our convention is to set \( \sigma(i_{\pm}) = 0 \) and \( A_{\pm} = \emptyset \) if \( i_{\pm} \) does not exist.

As we will see in (4.62), we should choose \( \sigma \) to minimize \( \max_i |A_i| \), so that every Brownian particle/random walk will experience as few collisions as possible.

For \( h \geq 0 \), let
\[
\min\{k \in \mathbb{N} : |W_k^{(i)} - W_k^{(i_{\pm})}| \leq h\}, \quad \text{if } i_{\pm} \text{ exists},
\]
(4.36)
\[
\min\{k \in \mathbb{N} : |W_k^{(i)} - W_k^{(i_{\pm})}| \leq h\}, \quad \text{if } i_{\pm} \text{ does not exists}.
\]

In particular, \( \tilde{\tau}_{0,+}^{i,w} = \inf \{ t : W_t^{(i)} = W_t^{(i_{\pm})} \} \) are the collision times of \( W^{(i)} \) and \( W^{(i_{\pm})} \).

**Lemma 4.10.** For each \( i \), with probability at least \( 1 - C(|A_i| - 1)n^{-1/2} \),
\[
|\tilde{\tau}_{0,+}^{i,w} - \tilde{\tau}_{0,-}^{i,w}| \geq 3n^{2\kappa - \varepsilon}, \quad d(\tilde{\tau}_{0,+}^{i,w}, E_{i_{\pm}}) \geq 3n^{2\kappa - \varepsilon}, \quad d(\tilde{\tau}_{0,-}^{i,w}, E_{i_{\pm}}) \geq 3n^{2\kappa - \varepsilon},
\]
whenever \( i_{\pm} \) exists. Here, \( d(x, F) = \min \{|x - y| : y \in F\} \) and \( E_i \) are introduced in (4.34).

**Proof:** Let us assume that both \( i_{\pm} \) exist and \( \sigma(i_{\pm}) < \sigma(i+) \) without loss of generality. By (4.35), the element in \( A_i \) can be listed as
\[
i_{s} < \cdots < i_{r} = i_{-} = i_{0} = i < i_{1} = i_{+} < \cdots < i_{s},
\]
such that \( r + s = |A_i| - 1 \) and
\[
\sigma(i_{-}) < \cdots < \sigma(i_{-1}) < \sigma(i_{0}) < \sigma(i_{1}) < \cdots < \sigma(i_{s}).
\]
We also have \( A_i = \{ i \} \cup A_{i_{\pm}} \).

We claim that the event (4.37) can be rewritten as
\[
|\tilde{\tau}_{0,+}^{i,w} - \tilde{\tau}_{0,-}^{i,w}| \geq 3n^{2\kappa - \varepsilon}, \quad d(\tilde{\tau}_{0,+}^{i,w}, E_{i_{-}}) \geq 3n^{2\kappa - \varepsilon}, \quad d(\tilde{\tau}_{0,-}^{i,w}, E_{i_{+}}) \geq 3n^{2\kappa - \varepsilon},
\]
where
\[
E_{-} = \{ \text{collision times of } W^{(i_{-})} \text{ and } W^{(i+)}, \quad j = -r, \ldots, -2\},
\]
\[
E_{+} = \{ \text{collision times of } W^{(i_{+})} \text{ and } W^{(i+)}, \quad j = 2, \ldots, s\},
\]
Clearly, (4.37) implies (4.38) since \( E_{\pm} \subset E_{i_{\pm}} \). To see the other direction, let \( t \in E_{i_{+}} \setminus E_{i_{+}} \). Then \( t \) is the coalescence time between \( W^{(i_{+})} \) and \( W^{(i_{-})} \) for some \( -r \leq j \leq -1 \). By monotonicity we must have \( t \geq \tilde{\tau}_{0,+}^{i,w} \geq \tilde{\tau}_{0,-}^{i,w} \), so
\[
|t - \tilde{\tau}_{0,+}^{i,w}| \geq |\tilde{\tau}_{0,+}^{i,w} - \tilde{\tau}_{0,-}^{i,w}| \geq 3n^{2\kappa - \varepsilon}.
\]
Similarly, if \( t \in E_{i_{+}} \setminus E_{i_{-}} \), then we have \( t > \tilde{\tau}_{0,-}^{i,w} \geq \tilde{\tau}_{0,+}^{i,w} \) and hence \( |t - \tilde{\tau}_{0,-}^{i,w}| \geq 3n^{2\kappa - \varepsilon} \).

Applying a rescaled version of Lemma 4.11 to \( (W^{(i_{-})}, W^{(i+)}) \), we have
\[
P\left(|\tau - \tau'| < 3n^{2\kappa - \varepsilon}\right) \leq Cn^{-1/2}.
\]
A similar application of Lemma 4.11 to \( (W^{(i)}, W^{(i_{-})}, W^{(i)}) \), \( j = -r, \ldots, -2 \), together with a union bound gives
\[
P\left(d(\tilde{\tau}_{0,-}^{i,w}, E_{i_{-}}) \leq 3n^{2\kappa - \varepsilon}\right) \leq C(r - 1)n^{-1/2}.
\]
Similarly, we have
\[
P\left(d(\tilde{\tau}_{0,+}^{i,w}, E_{i_{+}}) \leq 3n^{2\kappa - \varepsilon}\right) \leq C(s - 1)n^{-1/2}.
\]
The lemma follows from (4.39), (4.40) and (4.41).

For \( h \geq 0 \), let

\[
\tau_{h, \pm}^{i,s} = \begin{cases} 
\min \{ k \in \mathbb{N} : |S_k^{(i)} - S_k^{(i, \pm)}| \leq h \}, & \text{if } i \pm \text{ exists,} \\
\infty, & \text{if } i \pm \text{ does not exist}.
\end{cases}
\]

An analogous result to Lemma 4.10 also holds for the coalescing random walks.

**Lemma 4.11.** For each \( i \), with probability at least \( 1 - C(|A_i| - 1)n^{-\delta} \),

\[
|\tau_{0, +}^{i,s} - \tau_{0, -}^{i,s}| \geq 3n^{2\kappa - \epsilon}, \quad d(\tau_{0, +}^{i,s}, D_{i, +}) \geq 3n^{2\kappa - \epsilon}, \quad d(\tau_{0, -}^{i,s}, D_{i, -}) \geq 3n^{2\kappa - \epsilon},
\]

whenever \( i \pm \) exists. The sets \( D_i \) are introduced in (4.43).

**Proof:** From the proof of Lemma 4.10 it suffices to prove the following three-trajectory estimate playing the role of Lemma 4.9 for any \( i_{-1} < i_0 < i_1 \),

\[
P(|\tau_{-} - \tau_{+}| \leq 3n^{2\kappa - \epsilon}) \leq Cn^{-\delta},
\]

where

\[
\tau_{\pm} = \min \{ k : S_k^{(i_{\pm})} = S_k^{(i_0)} \}.
\]

The proof of Lemma 4.3 implies that, there exists a coupling between some coalescing Brownian motions \( (B^{(t)}, B^{(0)}, B^{(1)}) \) and the coalescing random walks \( (S^{(i_{-1})}, S^{(i_0)}, S^{(i_1)}) \). Let \( \tau_{h, \pm}^{i} \) be the corresponding coalescing time for \( B \). The proof of Lemma 4.10 implies

\[
P(|\tau_{\pm}^{h} - \tau_{\mp}^{h}| \leq n^{2\kappa - \epsilon}) \geq 1 - Cn^{-\delta}.
\]

On the other hand, by Lemma 4.3 we have

\[
P(|\tau_{-}^{h} - \tau_{+}^{h}| \leq 5n^{2\kappa - \epsilon}) \leq Cn^{-\delta}.
\]

The lemma then follows from (4.44) and (4.45). \( \square \)

Recalling the random times \( \tau_{h, \pm}^{1,w} \) defined in (4.36) and \( \tau_{h, \pm}^{i,s} \) in (4.42), we further define \( \tilde{\tau}_{h, \pm}^{i,w} = \tau_{h, -}^{i,w} \wedge \tau_{h, +}^{i,w} \) and \( \tilde{\tau}_{h}^{i,s} = \tau_{h, -}^{i,s} \wedge \tau_{h, +}^{i,s} \). We note that this definition of \( \tilde{\tau}_{h}^{i,s} \) is consistent with (4.42). Let us also define for \( h \geq 0 \),

\[
\tilde{\tau}_{h, \pm}^{i,w} = \begin{cases} 
\min \{ k \in \mathbb{N} : |W_k^{(i)} - W_k^{(i, \pm)}| \leq h \}, & \text{if } i \pm \text{ exists,} \\
\infty, & \text{if } i \pm \text{ does not exist},
\end{cases}
\]

and \( \tilde{\tau}_{h}^{i,w} = \tau_{h, -}^{i,w} \wedge \tau_{h, +}^{i,w} \).

The next lemma is a summary of our induction argument which uses the additional conditions (4.37) and (4.43).

**Lemma 4.12.** Assume (4.10), (4.11), (4.37), (4.38) and the following conditions

\[
(4.46) \quad \tilde{\tau}_{0, \pm}^{i,w} \leq \tilde{\tau}_M^{i,w} + n^{2\kappa - \epsilon},
\]

\[
(4.47) \quad \tilde{\tau}_{0, \pm}^{i,s} \leq \tilde{\tau}_M^{i,s} + n^{2\kappa - \epsilon},
\]

\[
(4.48) \quad \max_{0 \leq k - \tau_{M, k}^{i,w} \leq 2n^{2\kappa - \epsilon}} |S_k^{(i)} - S_k^{(\tilde{\tau}_{M,k}^{i,w})}| \leq \frac{n^\kappa}{2},
\]

\[
(4.49) \quad \sup_{0 \leq t - \tau_{M, k}^{i,w} \leq n^{2\kappa - \epsilon}} |W_k^{(i)} - W(t)^{\tilde{\tau}_{M,k}^{i,w}}| \leq n^\epsilon,
\]

hold for all \( i \). Then we have:
1) The random times $\tau_{h}^{i,s}$, $\tilde{\tau}_{h}^{i,s}$, $\tau_{h}^{i,w}$ satisfy

(4.50a) $\tilde{\tau}_{h}^{i,w} \leq \tau_{h}^{i,w}$, $0 \leq h$,

(4.50b) $\tau_{h+2M}^{i,s} \land n \leq \tilde{\tau}_{h}^{i,w} \land n$, $0 \leq h$,

(4.50c) $\tau_{h+2M}^{i,w} \land n \leq \tau_{h}^{i,s} \land n$, $L \leq h \leq 5M$,

(4.50d) $\tau_{h}^{i,s} \land n \leq \tau_{h}^{i,w} \land n$, $L + 2M \leq h \leq 7M$.

2) For each $i$, the interval $[0,n]$ can be decomposed into the union of the following closed intervals that have integer endpoints and intersect only at the boundary:

(4.51) $0 \in R_{i,j_{0}} \leq T_{j_{0}} \leq R_{i,j_{1}} \leq T_{j_{1}} \leq R_{i,j_{2}} \leq T_{j_{2}} \leq \cdots \leq n$

such that

(4.52) $g_{i}(k) = f_{i}(t) = j_{q}$, $t, k \in R_{i,j_{q}},$

and each $T_{j_{q}}$ contains exactly one jump point of $g_{i}$ and one discontinuity point of $f_{i}$, unless $T_{j_{q}}$ is the last interval in $[4.51]$. Moreover, the indices $j_{0}, j_{1}, \ldots, j_{p}$ appearing in $[4.51]$ satisfy

$j_{0} = i$, $\sigma(j_{0}) > \sigma(j_{1}) > \ldots > \sigma(j_{p})$.

The intervals $T_{j}$ depend only on the index $j$ and are defined by

$T_{j} = [\tau_{j}, \tau_{j} + [n^{2k-\varepsilon}]] \cap [0,n]$, $\tau_{j} = \tau_{j,w}$.

If the last interval in $[4.51]$ is $R_{i,j_{p}}$, then necessarily $T_{j_{p}} = \emptyset$.

3) We have the bound

(4.53) $|S_{k}^{(i)} - W_{k}^{(i)}| \leq \begin{cases} M, & k \in \bigcup_{q} R_{i,j_{q}}, \\ M + 2n^{c}, & k \in \bigcup_{q} T_{j_{q}}. \end{cases}$

Proof:

(4.54) $\tau \leq n \Rightarrow T_{i} \cap [0,n] \neq \emptyset \Rightarrow \tau \in T_{i}$.

We will prove by induction on $\sigma^{-1}(i)$. If $\sigma(i) = 1$, then by definition,

(4.55) $\tau_{h}^{i,s} = \tilde{\tau}_{h}^{i,w} = \tau_{h}^{i,w} = \infty$, $h \geq 0$.

Thus (4.50) is obviously valid. For item 2 $\sigma(i) = 1$ implies

(4.56) $S_{k}^{(i)} = \tilde{S}_{k}^{(i)}$, $W_{k}^{(i)} = \tilde{W}_{k}^{(i)}$, $0 \leq t, k \leq n$.

So we have just one interval $R_{i,i} = [0,n]$ in (4.51), and by (4.55) $T_{i} = \emptyset$. Item 3 immediately follows from (4.50) and (4.15).

Now let us assume that items 1 and 3 have already been established for all $i'$ with $\sigma(i') < \sigma(i)$. We will prove them for $i$.

Part 1: proof of item 4

The first two inequalities (4.50a) and (4.50b) do not rely on the the induction hypothesis. In fact, (4.50a) is obvious from the definition. To see (4.50b), we claim that under (4.37) and (4.16), we have

(4.57) $\sup_{t \in [k,k+1]} |W_{k}^{(i)} - W_{k}^{(i)}| \leq 3 \log n \leq M$, $k = 0, \ldots, n - 1$, $i = 1, \ldots, m$.

Fixing $i$ and $k$, if $[k,k+1]$ does not contain any discontinuity point of $f_{i}(\cdot)$, then (4.57) follows from (4.13) since for $j = f_{i}([k,k+1])$,

$W_{k}^{(i)} = \tilde{W}_{k}^{(j)}$, $t \in [k,k+1]$. 

Otherwise, by (4.37) there is at most one point \(t_0 \in [k, k + 1]\) at which \(f_i(\cdot)\) is discontinuous. Writing \(j_1 = f_i(k)\) and \(j_2 = f_i(k + 1)\), we have

\[
|W^{(i)}_t - W^{(i)}_k| \leq \sup_{t' \in [t_0, k]} |\tilde{W}^{(j_2)}_{t'} - \tilde{W}^{(j_2)}_{t_0}| + \sup_{t' \in [k, t]} |\tilde{W}^{(j_1)}_{t'} - \tilde{W}^{(j_1)}_k|.
\]

This proves the claim.

To prove (4.50b), assume \(\tilde{\tau}^{i,w}_h < n\) (otherwise there is nothing to prove). Then for \(j = i^-\) or \(i^+,\) we have

\[
|W^{(i)}(\tilde{\tau}^{i,w}_h) - W^{(j)}(\tilde{\tau}^{i,w}_h)| \leq h.
\]

Using (4.57), we have

\[
|W^{(i)}(\tilde{\tau}^{i,w}_h) - W^{(j)}(\tilde{\tau}^{i,w}_h)| \leq |W^{(i)}(\tilde{\tau}^{i,w}_h) - W^{(j)}(\tilde{\tau}^{i,w}_h)| + 2M \leq h + 2M,
\]

and this implies (4.50b).

Let us look at (4.50c). Assuming \(\tau^{i,s}_h < n\) and let \(j = i^\pm\) be such that

\[
|S^{(i)}(\tau^{i,s}_h) - S^{(j)}(\tau^{i,s}_h)| \leq h.
\]

By induction hypothesis, \([0, n]\) can be decomposed into the union of intervals

\[0 \leq R_{j, r_0} \leq T_{r_0} \leq R_{j, r_1} \leq T_{r_1} \leq \cdots \leq n,\]

with \(r_0 = j,\) such that item \(2\) holds for \(j,\) We claim that

\[
\tau^{i,s}_h \not\in \bigcup_{t} T_{r_t}.
\]

Otherwise, assume the contrary that \(\tau^{i,s}_h \in T_{r_j}\) for some \(T_{r_j}\) appearing in (4.58).

We have

\[
\tau^{i,j}_j = \tau^{i,j}_M \leq \tau^{i,s}_h \leq \tau^{i,j}_j + n^{2k-\varepsilon}.
\]

Then, by (4.47) and \(h \leq 5M,\) we have

\[
\tau^{i,j}_j \leq \tau^{i,s}_0 \leq \tau^{i,j}_j + 2n^{2k-\varepsilon}.
\]

We will show that

\[
\tau^{i,j}_j \leq \tau^{i,s}_0 \leq \tau^{i,j}_j + n^{2k-\varepsilon},
\]

and hence \(\tau^{i,s}_0 - \tau^{i,s}_0 \leq 2n^{2k-\varepsilon};\) this contradicts with (4.48) since \(\tau^{i,j}_j \in D_j.\)

If \(T_{r_j} \leq n,\) then (4.60) is trivial; if not, we still have

\[
\tau^{i,j}_j \leq \tau^{i,s}_0 \leq \tau^{i,j}_j + 2n^{2k-\varepsilon}.
\]

by (4.50c) and (4.50d). And thus (4.60) follows from (4.47).

Now that (4.59) is true, noting that \(S^{(i)}_h = \tilde{S}^{(i)}_h\) for all \(k \leq \tau^{i,s}_h \leq \tau^{i,s}_h,\) by (4.53) and (4.10), we have

\[
|W^{(i)}(\tau^{i,s}_h) - W^{(j)}(\tau^{i,s}_h)| \leq |S^{(i)}(\tau^{i,s}_h) - S^{(j)}(\tau^{i,s}_h)| + 2M
\]

\[
= |S^{(i)}(\tau^{i,s}_h) - S^{(j)}(\tau^{i,s}_h)| + 2M \leq h + 2M.
\]

If \(\tau^{i,s}_h \leq \tilde{\tau}^{i,w}_0,\) then \(\tilde{W}^{(i)}(\tau^{i,s}_h) = W^{(i)}(\tau^{i,s}_h)\) and (4.50c) is proved; otherwise, \(\tilde{W}^{(i)}(\tau^{i,s}_h)\) follows from the definition of \(\tau^{i,s}_h\) and \(\tilde{\tau}^{i,w}_h,\) since

\[
\tau^{i,s}_h \geq \tilde{\tau}^{i,w}_0 \geq \tilde{\tau}^{i,w}_h, \quad h' \geq 0.
\]

Lastly, we look at (4.50d). Again assuming that \(\tilde{\tau}^{i,w}_h < n\) and let \(j = i^\pm\) be such that

\[
|W^{(i)}(\tau^{i,w}_h) - W^{(j)}(\tau^{i,w}_h)| \leq h,
\]
and assume the decomposition (4.55). We can show that \( \tau_h^{i,w} \not\in \bigcup_l T_{r_l} \), and the proof is similar to that of (4.59), except that we will use (4.37) to draw the contradiction instead of (4.43). Therefore, using (4.53) for \( j \) and (4.15), we have
\[
|S^{(i)}(\tau_h^{i,w}) - S^{(j)}(\tau_h^{i,w})| = |\bar{S}^{(i)}(\tau_h^{i,w}) - S^{(j)}(\tau_h^{i,w})| \\
\leq |W^{(i)}(\tau_h^{i,w}) - W^{(j)}(\tau_h^{i,w})| + 2M \leq h + 2M,
\]
where the first line is due to \( \tau_h^{i,w} \leq \tau_h^{i,s} \) for \( L + 2M \leq h \leq 7M \) as a consequence of (4.50c), and the last inequality follows from (4.61) and \( W^{(i)}(\tau_h^{i,w}) = W^{(i)}(\tau_h^{i,w}) \), since \( \tau_h^{i,w} \leq \tilde{\tau}_0^{i,w} \).

**Proof of item 2**

If \( \tau_i = \tau_{3M} > n \), then \( T_i = \emptyset \). On the other hand, (4.50) implies
\[
\tau_{L,s}^{i,s} \geq \tau_{3M}^i \wedge n \geq n,
\]
and hence (4.50) holds. So we will have just one interval \( R_{i,i} = [0, n] \) in (4.51).

Similarly, if \( \tau_i \leq n = \tau_i + [n2^{2k-\varepsilon}] \), then (4.50) holds with \( R_{i,i} = [0, \tau_i] \) and \( T_i = [\tau_i, n] \).

If \( \tau_i + [n2^{k-\varepsilon}] < n \), then \( T_i < n \). By (4.50) we have \( \tilde{\tau}_0^{i,w} \in T_i \). Without loss of generality, let us assume \( \tilde{\tau}_0^{i,w} = \tilde{\tau}_0^{i,w} \). We first claim that \( \tau_i = \tau_{3M}^i \) and \( \tau_i = \tau_{3M}^i \).

In fact, the argument in proving (4.50c) and (4.61) implies
\[
\tilde{\tau}_0^{i,w} \leq \tau_{3M}^i \leq \tilde{\tau}_0^{i,w} \leq \tau_{3M}^i \leq \tau_{3M}^i,
\]
and thus by (4.47) and (4.46), we have \( \tau_{0,-}^{i,s} \in T_i \) and \( \tilde{\tau}_{0,+}^{i,w} \in T_i \). Then, as the length of \( T_i \) is less than \( n2^{k-\varepsilon} \), (4.37) and (4.43) imply that \( \tau_{0,-}^{i,s} \not\in T_i \) and \( \tilde{\tau}_{0,+}^{i,w} \in T_i \). This proves the claim.

Writing \( j = i- \), by induction hypothesis for \( \sigma(j) < \sigma(i) \), we can decompose \([0, n]\) into intervals of the form (4.58). Since each \( T_{r_i} \) contains at least one discontinuity point of \( f_j \) and \( \tilde{\tau}_0^{i,w} \in T_i \), by (4.43) \( T_i \cap T_{r_i} = \emptyset \) for any \( r_i \), and hence for some \( j' = r_i \), we have
\[
T_{j'} < T_i \leq R_{j,j'} \leq T_{r_i+1} \leq \cdots \leq n.
\]
Moreover,
\[
g_t(k) = g_{j'}(k), \quad f_t(t) = f_{j'}(t), \quad T_i \leq t, k \leq n.
\]
Therefore, the decomposition (4.54) for \( i \) takes the form
\[
R_{i,i} \leq T_i \leq R_{i,j'} \leq T_{r_i+1} \leq \cdots \leq n,
\]
where \( R_{i,i} = [0, \tau_i] \), \( R_{i,j'} = R_{j,j'} \setminus [0, \tau_i + [n2^{k-\varepsilon}]] \), and the rest of the chain is the same as the part after \( R_{j,j'} \) in (4.58). It is easy to check (4.52).

**Proof of item 3**

If \( k \in R_{i,i} \), then \( k \leq \tau_i = \tau_{0,-}^{i,s} \wedge \tilde{\tau}_0^{i,w} \). Hence we have
\[
S_k^{(i)} = \bar{S}_k^{(i)} = \bar{W}_k^{(i)} = W_k^{(i)},
\]
and the desired bound follows from (4.15). In particular, for \( k = \tau_i \) we have
\[
|W_k^{(i)} - S_k^{(i)}| \leq M.
\]
Then, for \( k \in T_i \), since
\[
\tau_{5M}^i \leq \tau_i = \tau_{0,-}^{i,s} \leq \tau_{5M}^i + n2^{k-\varepsilon},
\]
from (4.38) and (4.53) we have
\[
|W_k^{(i)} - S_k^{(i)}| \leq |W_{\tau_i}^{(i)} - S_{\tau_i}^{(i)}| + |W_k^{(i)} - W_{\tau_i}^{(i)}| + |S_k^{(i)} - S_{\tau_i}^{(i)}| \leq M + 2n^{\varepsilon}
\]
as desired. If \( T_i < k \), the desired bound follows from the induction hypothesis. □
In light of Lemmas 4.10 and 4.11 we should minimize $\max_i |A_i|$. We define $\sigma$ using a binary tree structure:

\begin{equation}
\sigma(i) > \sigma(j) \iff i = (2i' + 1)2^p, j = (2j' + 1)2^q, q > p, \text{ or,}
\end{equation}

\begin{equation}
i = (2i' + 1)2^p, j = (2j' + 1)2^p, i' > j'.
\end{equation}

Let $d = \lfloor \log_2 m \rfloor + 1$. By induction it is easy to see that

\begin{equation}
i = (2i' + 1)2^p \Rightarrow |A_i| = d - p.
\end{equation}

Therefore, for $\sigma$ defined in (4.62), we have

\begin{equation}|A_i| \leq \log_2 m + 1, \quad i = 1, \ldots, m,
\end{equation}

for our choice of $\sigma$, it remains to estimate the probabilities of the events given by (4.60) - (4.69).

For fixed $i$, each of these events only involves two trajectories of the coalescing random walks, $S^{(i)}$ and $S^{(i)}$, or two trajectories of the coalescing Brownian motions, $W^{(i)}$ and $W^{(i)}$. Hence they are essentially the same kinds of events whose probabilities have been estimated in (4.27) - (4.30) in the proof of Lemma 4.7 and their probabilities are all at least $1 - C_m n^{-\delta}$. The desired conclusion then follows from a union bound for all $i$.

4.3. General case. In this section we will prove Lemma 4.11 under the general conditions (A3) - (A4).

Lemma 4.13. Assume (A4). Let $x_1 < \ldots < x_m$ and $d = \min_i (x_i - x_{i-1})$. Let $Q_{x_1, \ldots, x_m}$ be the law of the random vector $(\psi_1(x_1), \ldots, \psi_1(x_m))$. Then

\[ \|Q_{x_1, \ldots, x_m} - \mu^x m\|_{TV} \leq C m d^{-\delta}. \]

Proof: Let $Q_m = Q_{x_1, \ldots, x_m}$. We have

\[ \|Q_m - \mu^x m\|_{TV} \leq \sum_{i=2}^m \|Q_i \times \mu^{x(m-i)} - Q_{i-1} \times \mu^{x(m-i+1)}\|_{TV} \]

\[ = \sum_{i=2}^m \|Q_i - Q_{i-1} \times \mu\|_{TV}. \]

It suffices to show that $\|Q_i - Q_{i-1} \times \mu\|_{TV} \leq \phi(d)$. This follows from Berbee’s Lemma (see for example Bry82, Theorem 3.1]) and our assumption (A4).

Lemma 4.14. Assume (A4). Let $n, m \in \mathbb{N}, L > 0$ and $\sigma \in \Sigma_m$. Let $x \in \mathbb{R}^m$ such that $x_{i-1} + L < x_i$. Let $d = \min_i (x_i - x_{i-1})$. There is a coupling of the processes $S$, $\bar{S}$ on $\mathbb{R}^m$ such that:

1) $S = (S_k)_{k \in \mathbb{N}}$ is a Markov chain with transition probability (1.3) and $S_0 = x$.
2) Let $S^{(i)}$ be the $i$-th component of $S$. Then $S^{(i)}$ are independent random walks that have step distribution $\mu$ and $S^{(i)}_0 = x_i$. 

\[ \bar{S} = (\bar{S}_k)_{k \in \mathbb{N}} \text{ with } \bar{S}_k = (\bar{S}^{(1)}_k, \ldots, \bar{S}^{(i)}_k, \ldots, \bar{S}^{(m)}_k) \text{ and } \bar{S}_0 = x. \]
3) With probability at least \(1 - C\mu d^{-\beta}\), the following is true:

\[
S_k^{(i)} = S_k^{(i)} ; \quad 0 \leq k \leq \tau_{L}^{i,s} \land n, \quad 1 \leq i \leq m,
\]

where for \(L \geq 0\),

\[
\tau_{L}^{i,s} = \min \{ k : \exists j, \text{ s.t. } \sigma(j) < \sigma(i), \quad |S_k^{(i)} - S_j^{(i)}| \leq L \}.
\]

Moreover, the coupling can be expressed as \(S = \Theta(S, U)\) where \(U\) is a \([0,1]\)-r.v.'s that is independent of \(S\), and \(\Theta : (\mathbb{R}^m)^\mathbb{N} \times [0,1] \to (\mathbb{R}^m)^\mathbb{N}\) is a deterministic functional.

**Proof:** Suppose that on a common probability space there is

1) a Markov chain \(S = (S_k)_{k \in \mathbb{N}}\) with transition probability \((4.3)\) and \(S_0 = x\),

2) random variables \(\xi_k^{(i)}, 1 \leq i \leq m, 1 \leq k \leq m\) that are i.i.d. and distributed as \(\mu\),

3) random variables \(\eta_k, 1 \leq k \leq m\), that are i.i.d. and has distribution \([0,1]\), such that \(S\) is independent of \(\xi_k^{(i)}\) and \(\eta_k\). We will construct \(S\) from \(S, \xi_k^{(i)}\) and \(\eta_k\).

By Lemma 4.14 there are functions \(q_l : \mathbb{R}^l \times [0,1] \to \mathbb{R}^l\) such that, if \(y \in \mathbb{R}^l\) satisfies \(y_{i+1} - y_i \geq d\), and \(Y \sim Q_{y_1, \ldots, y_l}\) and \(\eta\) be \([0,1]\)-r.v. that is independent of \(Y\), then \(\tilde{Y} = q_l(Y, \eta)\) will have distribution \(\mu^\times l\), and

\[
P(\tilde{Y} \neq Y) \leq Cld^{-\beta}.
\]

We notice that \(\tau_{L}^{i,s}\) defined in \((4.65)\) are stopping times for the Markov chain \(S\). Let us construct \(S\) as a Markov chain as follows. We set \(S_0 = S_0 = x\). For \(k \geq 0\), suppose that \(S\) has been constructed up to time \(k\), we will construct \(S_{k+1}\). Let \(I_k\) be the set of indices \(i\) such that \(k < \tau_{L}^{i,s}\), whose elements can be listed as

\[
i_{k,1} < i_{k,2} < \ldots < i_{k,r_k}.
\]

We have from the definition,

\[
|S_k^{(i_{k,j})} - S_k^{(i_{k,j-1})}| \geq L, \quad 2 \leq j \leq r_k.
\]

We set

\[
(S_k^{(i_{k,1})}, \ldots, S_k^{(i_{k,r_k})}) = (S_k^{(i_{k,1})}, \ldots, S_k^{(i_{k,r_k})}) + q_{r_k}((\Delta S_k^{(i_{k,1})}, \ldots, \Delta S_k^{(i_{k,r_k})}), \eta_k).
\]

The index sets \(I_k\) are random, but they depend only on \(\tau_{L}^{i,s}\), which are stopping times of the Markov process \(S\). The strong Markov property then imply that \(S^{(i)}\) are independent random walks with step distribution \(\mu\). By \((4.66)\), for each \(k\), with probability at least \(1 - C\mu d^{-\beta}\), we have

\[
\tilde{S}_{k+1}^{(i)} - \tilde{S}_k^{(i)} = S_{k+1}^{(i)} - S_k^{(i)}
\]

whenever \(k < \tau_{L}^{i,s}\). It follows from a union bound that \((4.64)\) holds with probability at least \(1 - C\mu d^{-\beta}\).

**Proof of Lemma 4.1 Under General Conditions:** We will essentially repeat the proof of Lemma 4.4 with the following adjustment. First, we will use Lemma 4.14 to construct the independent random walks \(\tilde{S}\) from coalescing random walks \(S\) with \(L = n^\gamma\), and \((4.14)\) holds with probability at least \(1 - Cn^{-\beta \gamma + 1}m\), while in previous setting, \(L\) was the range of dependence, and \((4.14)\) holds with probability one. Second, we will couple the independent random walks \(\tilde{S}\) with the independent Brownian motions \(W\) using the general form of Lemma 4.3. Thus, by \((4.6)\), we have

\[
P\left(\max_{0 \leq k \leq n} \|W_k - \tilde{S}_k\|_{\infty} \leq n^{-\gamma}\right) \geq 1 - Cn^{-\alpha \gamma + 1}m.
\]
We will also have $M = n^\gamma$ and
\[
\varepsilon < \frac{1}{10} \left( \min(\gamma \alpha - 1, \gamma \beta - 1, \kappa - \gamma, \theta - \kappa - \delta) \right).
\]

With these adjustments, Lemma 4.12 still holds, since the only connection between $S$ and $\tilde{S}$ that we have used in the proof was (1.14). It remains to estimate the probabilities of the events (4.46)–(4.49) with our adjustment of $M$ and the constants $\delta, \kappa, \gamma, \theta, \delta$. For (4.46), by Lemma 5.4 we have
\[
P(\tau_{i,w} - \tau_{5M,\pm} \geq n^{2\kappa - \varepsilon}) \leq C \frac{n^{\gamma}}{n^{\kappa - \frac{\varepsilon}{2}}} \leq C n^{-\delta}.
\]
For (4.47), by Lemma 5.2 with $p, p_0$ sufficiently close to $\frac{1}{2}$, we have
\[
P(\tau_{0,\pm} - \tau_{5M,\pm} \geq n^{2\kappa - \varepsilon}) \leq C \frac{n^{2p_0 \gamma}}{n^{p(2\kappa - \varepsilon)}} \leq C n^{-\delta}.
\]
For (4.48), by Lemma 5.3 with $p$ close to 1, we have
\[
P\left( \max_{0 \leq k < 6M \leq 2n^{2\kappa - \varepsilon}} |S^{(i)}(\tau_{k,\pm}) - S^{(i)}(\tau_{5M,\pm})| \geq \frac{n^\kappa}{2} \right) \leq C \frac{n^{\kappa - \frac{\varepsilon}{2}}}{n^\kappa} + C \frac{\kappa}{n^p} \leq C n^{-\delta}.
\]
For (4.49), by Lemma 5.1 we have
\[
P\left( \max_{0 \leq k - \tau_{3M,\pm} \leq n^{2\kappa - \varepsilon}} |W^{(i)}_k - W^{(i)}(\tau_{3M,\pm})| \geq n^\kappa \right) \leq C \frac{n^{\kappa - \frac{\varepsilon}{2}}}{n^\kappa} e^{-\frac{n^\kappa}{\varepsilon}} \leq C n^{-\delta}.
\]
\]

5. Appendix

The first lemma is a standard estimate on the passage times of Brownian motions.

**Lemma 5.1.** Let $(B_t)$ be the Brownian motion starting from 0 with diffusion constant $\nu$, i.e., $\mathbb{E}B_t^2 = \nu t$. Let $\tau_a = \inf\{t \geq 0 : B_t = a\}$ be the hitting time of $a$, and let $B_t^* = \sup_{0 \leq s \leq t} B_s$ be the maximal process. Then for $a, T > 0$,
\[
(5.1) \quad P(\tau_a \geq T) = P(|N(0, T)| \leq a) \leq \sqrt{\frac{2}{\pi}} \cdot \frac{a}{\sqrt{T}}
\]
\[
(5.2) \quad P(B_T^* \geq a) = P(\tau_a \leq T) \leq \sqrt{\frac{2}{\pi}} \cdot \frac{a}{\sqrt{T}} e^{-\frac{a^2}{2T}}.
\]

The next lemma provides an estimate on the coalescing time of our monotone maps.

**Lemma 5.2.** Let $(X_n)$ be the Markov chain on $[0, +\infty)$ with transition probability
\[
(5.3) \quad P(X_{n+1} \in dy | X_n = x) = P(\Psi_{1,0}(x) - \Psi_{1,0}(0) \in dy).
\]
Assume (A1) (A4) Then for any $0 < p < p_0 < \frac{1}{2}$, there exists constant $C = C(p, p_0) > 0$ such that
\[
(5.4) \quad P(\tau_n > T | X_0 = x) \leq C \frac{2p_0}{T^p}, \quad x \geq 1,
\]
where $\tau_n = \min\{n : X_n \leq h\}$ for $h \geq 0$.

We will use the following result from [AIM96] on moments of passage times of non-negative processes.
Theorem 5.1 (Theorem 1, [AIM96]). Let $A > 0$. Suppose we are given an $(\mathcal{F}_n)$-adapted stochastic process $(X_n)_{n \geq 0}$ taking values in an unbounded subset of $\mathbb{R}_{\geq 0}$. Assume that there exist $\lambda > 0$, $p_0 > 0$ such that for any $n$, $X_{n+p_0}$ is integrable and

$$E(X_{n+p_0}^2 - X_{n}^2 \mid \mathcal{F}_n) \leq -\lambda X_{n+p_0}^{-2}$$

Then, for any positive $p < p_0$, there exists a positive constant $c = \tilde{c}(\lambda, p, p_0)$ such that for all $x \geq 0$,

$$E^x \tau_A \leq \tilde{c} x^{2p_0},$$

where $E^x(\cdot) = E(\cdot \mid X_0 = x)$.

Proof of Lemma 5.2. Let us fix $p_0 < \frac{1}{2}$. We will show that (5.5) can be satisfied for some $A > 0$ and $\lambda = \lambda(A) > 0$.

By Taylor expansion, there exists $\delta > 0$ such that

$$(1 + s)^{2p_0} - 1 \leq (2p_0)s + \frac{p_0(2p_0 - 1)}{2}s^2, \quad |s| \leq \delta.$$

Writing $X_{n+1} = X_n + Z_n$ where $Z_n$ is independent of $X_n$, we have

$$E(X_{n+1}^{2p_0} - X_{n}^{2p_0} \mid \mathcal{F}_n) \leq \frac{p_0(2p_0 - 1)}{2}X_{n}^{2p_0 - 2}E(Z_n^2 1_{\{|Z_n| \leq \delta X_n\}} \mid X_n)$$

$$+ 2p_0 X_{n}^{2p_0 - 1}E(Z_n 1_{\{|Z_n| \leq \delta X_n\}} \mid X_n)$$

$$+ E(\{X_n + Z_n\}_{n \geq 0}^2 - X_{n}^{2p_0} 1_{\{|Z_n| \geq \delta X_n\}} \mid X_n).$$

We can write $Z_n = Y_1 - Y_2$ where $(Y_1, Y_2) \sim Q_{0,X_n}$. When $X_n \geq A$, the maximal correlation inequality [Br62, Lemma 1.1] implies that

$$|EY_1Y_2| \leq 2\phi(A)^{\frac{1}{2}}EY_1^2 = 2\phi(A)^{\frac{1}{2}}m_2,$$

where $m_k = \int_{\mathbb{R}} |x|^k \mu(dx)$. Hence, on $\{X_n \geq A\}$ we have

$$2(1 - \phi(A)^{1/2})m_2 \leq E(Z_n^2 \mid X_n).$$

By Markov equality we also have

$$P(|Z_n| \geq \delta X_n \mid X_n) \leq 2P(|Y_1| \geq \frac{\delta}{2}X_n \mid X_n) \leq \frac{16m_3}{\delta^2X_n^3},$$

and hence Hölder inequality,

$$E(Y_1^2 1_{\{|Z_n| \geq \delta X_n\}} \mid X_n) \leq \frac{24/5m_3}{\delta X_n}.$$

Therefore, on $\{X_n \geq A\}$ we have

$$E(Z_n^2 1_{\{|Z_n| \geq \delta X_n\}} \mid X_n) = E(Z_n^2 \mid X_n) - E(Z_n^2 1_{\{|Z_n| \leq \delta X_n\}} \mid X_n)$$

$$\geq 2(1 - \phi(A)^{1/2})m_2 - 4E(Y_1^2 1_{\{|Z_n| \geq \delta X_n\}} \mid X_n)$$

$$\geq 2(1 - \phi(A)^{1/2})m_2 - \frac{24/5m_3}{\delta A}.$$

This shows that the first term on the right hand of (5.5) is bounded from above by $-\lambda X_{n+p_0}^{-2}$ for some $\lambda > 0$, if $A$ is chosen sufficiently large.

To obtain (5.5), it remains to show that the second and third terms in (5.5) can be bounded by $\lambda' X_{n+p_0}^{-2}$ for arbitrary small $\lambda'$. Similarly to (5.8), we have

$$\left| E(Z_n 1_{\{|Z_n| \geq \delta X_n\}} \mid X_n) \right| \leq 2E(|Y_1| 1_{\{|Z_n| \geq \delta X_n\}} \mid X_n) \leq \frac{C}{X_n^2}.$$
for some constant $C$ depending on $\mu$ and $\delta$. Since $E(Z_n \mid X_n) = 0$, we can bound the second term by using

$$|E(Z_n 1_{\{|Z_n| \leq \delta X_n\}} \mid X_n)| = |E(Z_n 1_{\{|Z_n| > \delta X_n\}} \mid X_n)| \leq \frac{C}{A X_n}.$$  

Since $(1 + s)2^{p_0} - 1 \leq 2^{p_0}s$ for $s \geq -1$, we can bound the third term by

$$2^{p_0}X_n^{2^{p_0} - 1}E(Z_n 1_{\{|Z_n| \geq \delta X_n\}}) \leq \frac{2^{p_0}\mu}{A}X_n^{2^{p_0} - 2}.$$  

So (5.5) indeed holds for sufficiently large $A$.

Let $p < p_0$. To prove (5.4), it suffices to establish

$$E^x \tau_0^p \leq C x^{2^{p_0}}, \quad x \geq 1. \tag{5.9}$$

Let $\rho$ and $l$ be the constants corresponding to $A$ in assumption (A1). Let us define

$$T_0 = \tau_A, \quad T_i = T_{i-1} + \sigma_i, \quad i \geq 1,$$

where $\sigma_i = \min\{k \mid g \geq l : X_{T_i+k} \leq A\}$. Let $N = \min\{i \mid \sigma_i > -M\}$. Then, we have $\tau_0 \leq T_N$ and

$$E^x \tau_0^p \leq E^x (\tau_A + \sum_{i=1}^{N} \sigma_i^p).$$

By Theorem 5.1 we have $E^x \tau_A^p \leq \tilde{c} x^{2^{p_0}}$ and

$$E\sigma_i^p \leq l^p + \int \tilde{c} y^{2^{p_0}} P(X_{T_{i+1}} \in dy), \quad i \geq 1. \tag{5.10}$$

Since $T_i$ are stopping times and $X_{T_i} \in [0, T]$, the monotonicity of $\Psi_{i+1} \cdot (\cdot)$ implies that $X_{T_i+t}$ is stochastically dominated by $\tilde{X}_i$, where $\tilde{X}_i$ is the Markov chain with the same transition probability as $X_n$ but has initial condition $X_0 = A$. It is easy to see that $\tilde{X}_i$ has $(2^{p_0})$-moment, so

$$l^p + \int \tilde{c} y^{2^{p_0}} P(X_{T_{i+1}} \in dy) \leq l^p + \int \tilde{c} y^{2^{p_0}} P(\tilde{X}_i \in dy) := M$$

gives a uniform upper bound for the right hand side of (5.10). By assumption (A1), $N$ is dominated by a geometric random variable and hence $E N \leq \rho^(-1)$. Therefore,

$$E^x \tau_0^p \leq \tilde{c} x^{2^{p_0}} + E \sum_{i=1}^{N} M \leq \tilde{c} x^{2^{p_0}} + \frac{M}{\rho}.$$  

This proves (5.9). \quad \Box

The last lemma is on the extreme values of our random walks.

**Lemma 5.3.** Let $S_n$ be a random walk with step distribution $\mu$ satisfying (A2) and (A3). Let $S_n^* = \max_{0 \leq k \leq n} |S_k|$. Then for any $p < \frac{1}{2}$, there exists a constant $C = C_p > 0$ such that for $M \geq \sqrt{n}$,

$$P(S_n^* \geq M) \leq C \left( \frac{\sqrt{n}}{M} e^{-\frac{M^2}{2}} + \frac{1}{n^p} \right). \tag{5.11}$$

**Proof:** By Lemma 4.3 there is a Brownian motion $B_t$ such that

$$P\left( \max_{0 \leq k \leq n} |S_k - B_k| > n^\frac{1}{2} \right) \leq \frac{C}{n^p}, \tag{5.12}$$
for $\gamma = \frac{\alpha + 1}{\alpha} \in (\alpha^{-1}, \frac{1}{2})$. Let $B^*_t$ be the maximal process of $B_t$. Then

$$P(S^*_n \geq M) \leq P \left( \max_{0 \leq k \leq n} |S_k - B_k| > n^\gamma \right)$$

$$+ P \left( \max_{0 \leq k \leq n-1} \sup_{t \in [k,k+1]} |B_t - B_k| \geq \frac{M}{3} \right) + P \left( B^*_n \geq \frac{M}{3} \right).$$

The first term can be estimated by (5.12), and the last two terms by (5.2). The proof is complete. \qed
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