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SUMMARY Data generated from the Internet of Things (IoT) devices in smart spaces are utilized in a variety of fields such as context recognition, service recommendation, and anomaly detection. However, the missing values in the data streams of the IoT devices remain a challenging problem owing to various missing patterns and heterogeneous data types from many different data streams. In this regard, while we were analyzing the dataset collected from a smart space with multiple IoT devices, we found a continuous missing pattern that is quite different from the existing missing-value patterns. The pattern has blocks of consecutive missing values over a few seconds and up to a few hours. Therefore, the pattern is a vital factor to the availability and reliability of IoT applications; yet, it cannot be solved by the existing missing-value imputation methods. Therefore, a novel approach for missing-value imputation of the continuous missing pattern is required. We deliberate that even if the missing values of the continuous missing pattern occur in one data stream, missing-values imputation is possible through learning other data streams correlated with this data stream. To solve the missing values of the continuous missing pattern problem, we analyzed multiple IoT data streams in a smart space and figured out the correlations between them that are the interdependencies among the data streams of the IoT devices in a smart space. To impute missing values of the continuous missing pattern, we propose a deep learning-based missing-value imputation model exploiting correlation information, namely, the deep imputation network (DeepIN), in a smart space. The DeepIN uses that multiple long short-term memories are constructed according to the correlation information of each IoT data stream. We evaluated the DeepIN on a real dataset from our campus IoT testbed, and the experimental results show that our proposed approach improves the imputation performance by 57.36\% over the state-of-the-art missing-value imputation algorithm. Thus, our approach can be a promising methodology that enables IoT applications and services with a reasonable missing-value imputation accuracy (80–85\%) on average, even if a long-term block of values is missing in IoT environments.
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1. Introduction

Recently, many systems based on the Internet of Things (IoT) have been widely applied to various fields and industries such as health-care, smart buildings, smart factories, etc [1], [2]. Accordingly, many studies have been conducted on basic technologies such as context recognition [3], service recommendation [4], and anomaly detection [5], by using the data generated from IoT devices in smart spaces. These studies assume that the data generated from IoT devices are complete. However, the data generated from IoT devices can be incomplete for the following reasons: storage errors, unreliable IoT devices, unstable network status, etc. The incomplete data generated from many IoT devices may include noisy, redundant, and missing values. In particular, missing values are a very common phenomenon that causes challenges in the IoT environment. Missing values adversely affect the accuracy and reliability of IoT applications such as context awareness, real-time decision-making, as well as service recommendation and anomaly detection.

In many smart spaces with numerous IoT devices, the smart space can provide more diverse pervasive computing services to users by facilitating interactions among users and IoT devices, while the complexity of the missing-value pattern increases exponentially according to the number of IoT devices. To realize various IoT applications and services effectively, imputing missing values as accurately as possible is an indispensable prerequisite. For accurate missing-values imputation from a smart space with multiple IoT devices, the smart space system must obtain enough complete data from many IoT data streams, and these data can then be used to learn and recover the missing values by a machine learning system.

Conventionally, missing-value types can be divided into three categories according to the missing-value randomness [6]: Missing Completely At Random (MCAR), Missing At Random (MAR), and Missing Not At Random (MNAR). With a MCAR mechanism, a probability exists that missing values are not related to any other variables exists, regardless of whether the variables are included or not included in the data or model (e.g. data are missing from a coding error). With a MAR mechanism, missing-values are related to other variables in the data. MNAR involves missing values that come neither under MAR nor MCAR mechanisms. They can also be classified depending on missing-value patterns [7]: Monotone Missing Pattern (MMP) and Arbitrary Missing Pattern (AMP). With MMP, when an individual is missing data at one time-point, values for all subsequent time-points are also missing for that individual. With AMP, there is no set structure for which variables have missing values.

Interestingly, a continuous missing-value pattern [8]
that has never been dealt with before in an IoT domain was found by analyzing the real IoT dataset collected from eight data streams of the IoT devices over seven months in a real smart space environment. We constructed a testbed of a smart meeting room on our campus with various IoT devices installed for context recognition such as have a meeting, watching a movie, eating a meal or taking a rest in single smart space.

As shown in Fig. 1, this pattern has the properties that combined the AMP and the MMP with the MAR mechanism. It includes characteristics that are quite different compared to the existing missing-value patterns in terms of the time in which the missing-values occur consecutively. Based on the analysis of eight IoT data streams in a smart space, we have confirmed that blocks of continuous missing-values over a few seconds and up to a few hours have approximately 40% missing rates in the total dataset. In conclusion, a continuous missing pattern in this paper defined as a missing value pattern in which not only single missing value but also block of continuous missing values occur arbitrarily and repeatedly in an IoT data stream.

Hence, a continuous missing pattern is a critical factor affecting the availability, accuracy, and reliability of IoT applications and services; yet, it cannot be addressed by the existing missing-value imputation methods [8]–[14] that use the near value of the missing-value to impute simple missing-value patterns and maximum 30% missing rate in a single data stream without considering the necessity of missing-value imputation of a continuous missing pattern in an IoT environment. This is an extraordinarily difficult problem because the time over 1 min is extremely long in a data stream. Further, the complexity of the missing pattern can be higher when considering the IoT applications that use all the data streams of multiple IoT devices in a smart space. This is because the continuous missing pattern may occur in only one data stream or it may occur in several data streams simultaneously. As a first step for the imputation of a continuous missing pattern, we consider that the continuous missing pattern may occur in only one data stream among multiple IoT data streams in a smart space.

In our initial endeavor to solve the imputation of the continuous missing pattern in a smart space with multiple IoT devices, we deliberate that even if the missing values of the continuous missing pattern occur in one data stream, missing-value imputation is possible through learning together other data streams correlated with this data stream in the same smart space. Therefore, we focused on the relationship among multiple IoT streams in a smart space. To impute the missing values of the continuous missing pattern, we obtained and utilized the correlation among multiple IoT-device data streams. The correlation can be extracted from the temporal-spatial dependencies between the IoT-device data streams in a smart space, because some IoT devices directly affect other IoT stream data. For example, when a light is turned on, the brightness and door sensors generate different data compared to those before the light was turned on. We found at least two and at most six correlations for each IoT device using the Pearson correlation coefficient (PCC) [15] via eight IoT data streams in a smart space. For example, an IoT device in a smart space with multiple IoT devices can have a set of correlation as follows: [light sensor correlated with door sensor, sound sensor, and brightness sensor].

Based on these insights and findings, we propose a deep learning-based model [16], called the deep imputation network (DeepIN) that uses the correlation information for the missing-value imputation of a continuous missing pattern from multiple IoT data streams in a smart space. Since multiple IoT devices generate various types of data, the typical long short-term memory (LSTM) [17] used for only time-series data may not be pertinent for our goal. Therefore, we customized the LSTM model to deal with various types of data in the same machine learning system. To be resilient to large blocks of consecutively missing values in multiple IoT data streams, the proposed DeepIN uses a deep network consisting of multiple LSTMs that are constructed according to the correlation information of each IoT device. Each LSTM is dedicated to the input data stream of each IoT device. For example, the multiple LSTMs of the DeepIN include the light sensor-LSTM, door sensor-LSTM, temperature sensor-LSTM, etc.

We evaluate the proposed DeepIN on our dataset collected from eight IoT devices over seven months in a real IoT testbed. Our experimental results show remarkable performance improvement in missing-value imputation, i.e., by 57.36% over the existing missing-value imputation algorithms as well as by 41.09% over a single-LSTM model. To confirm the validity of the correlation, we conducted additional experiments and showed that the imputation performance of the DeepIN is improved by approximately 24% compared to the case without the correlation. Based on the proposed model for the IoT, useful applications can be realized. For example, even if a particular sensor is broken, the context can be recognized or predicted. Further, anomalies can be analyzed and detected even when missing-values exist.

The remainder of this paper is organized as follows. Section 2 discusses the related works on missing-value imputation and their differences with our proposed approach. In Sect. 3, we analyze the characteristics of multiple IoT data streams in a smart space. In Sect. 4, we present the concept of correlation among multiple IoT data streams to handle the continuous missing pattern. In Sect. 5, we describe the deep imputation network model to impute the missing values of the continuous missing pattern in a smart space with a multiple-IoT-device environment. In Sect. 6,
we present our experiment results and evaluate the proposed model. Finally, we conclude and discuss future work in Sect. 7.

2. Related Work

In the last few decades, various fields of missing-value imputation have received significant attention [18]–[21]. In recent studies, missing-value imputation has attracted particular examination and has been proposed with various technologies including sensors, actuators, mobile devices, and wearable devices [22], [23]. Many researchers have proposed approaches to impute the missing values in various applications and services. However, only a few studies have dealt with the missing-value problem in an IoT environment.

The majority have focused on a single data stream, especially the simple missing pattern. On the contrary, we focused on the missing-value imputation of continuous missing patterns in data streams from multiple IoT devices in a smart space. To the best of our knowledge, none have studied the missing-value imputation of continuous missing patterns in the IoT domain.

One of the most popular missing-value imputation techniques is the listwise deletion method. It simply removes the missing values in the dataset and uses the remaining dataset. Although this method can be implemented easily, it can lead to a significant bias at the MNAR pattern [24]. Another common method is to use the mean value of the total data to impute missing values [25]. This is the easiest imputation method to replace each missing-value, with the average value as the estimate of the missing-value. The research in [12] proposed a K-nearest neighbors algorithm (KNN) based method. It defines for each sample or individual a set of K-nearest neighbors and then substitutes the missing value with a given value by averaging the values of its neighbors. This method was modified to improve the imputation efficiency, for example as the sequential K-nearest neighbors algorithm [13]. In [14], the fuzzy K-means algorithm was proposed for the knowledge discovery in the database. These latter imputation methods used the near value of the missing value, assuming a simple missing pattern and a low missing rate.

Other imputation algorithms have been presented for missing-value imputation. [26] proposed multivariate imputation by chained equation (MICE) for different types of data, depending on the parametric model specified separately for each variable and involving the other variables as predictors. MICE is flexible and can handle variables of varying data types. However, prior knowledge of tuning parameters or the specifications for a parametric model is necessary and only the MAR pattern is to be considered. In [11], a random forest-based algorithm called missForest was suggested for missing-value imputation in mixed-type data (e.g., categorical and continuous). Even though the algorithm allowed for non-parametric missing-value imputation on any kind of data, complicated missing-value patterns were not considered.

The research in [27] addressed a recurrent neural network (RNN) model for missing data in clinical time series data. Although the authors considered multivariate time series of observations, they had only concentrated on the diagnostic label classification. In [9], researchers proposed an RNN model to predict medical examination data for missing information imputation. This method has no assumptions for the high missing rate and the complex missing pattern.

The study [8] focused on continuous imputation of meteorological data streams. They imputed the current continuous missing values in a time series through repeated seasonal patterns. However, the resulting study was limited because it did not consider multiple streams but considered only imputation based on historical repeating patterns.

3. Continuous Missing Pattern in a Smart Space with Multiple IoT Data Streams

As mentioned in Sect. 1, we focus on the missing-value imputation of continuous missing pattern in multiple data streams generated simultaneously from heterogeneous IoT devices installed in a smart space. Our research can also be applied to smart spaces such as smart homes and smart buildings. In view of the missing-value imputation, the diversity and complexity of missing-value patterns are different in each smart space environment. The missing-value pattern is typically relatively simple and iterative in a smart space with a single IoT device. However, more complex and various missing-value patterns can exponentially occur in a smart space where numerous IoT devices are installed. Therefore, a rigorous analysis of data streams from multiple IoT devices is needed for the missing-value imputation of IoT applications that concurrently use data streams generated from multiple IoT devices. Thus, in this section, we elaborate to analyze and obtain the characteristics of multiple IoT data streams from our IoT dataset, and define the challenging requirements arising from it.

3.1 Attributes of Multiple IoT Stream Data in a Smart Space

In a smart space with multiple IoT devices, the data stream is generated from various smart IoT actuators and sensors. In our dataset, we collected over 18 million items from eight IoT devices, such as “open/close a door” contexts from smart door-lock agents (actuator) and “turn on/off a projector” contexts from projector agents (actuator). The item in this paper is defined as the number of single values observed in an IoT data stream. These values are categorical data that contain label values rather than numeric values; hence, we used a one-hot encoding form on the categorical data. On the other hand, ambient context represents environmental conditions of the smart space, and they are generated from ambient sensors in the form of numeric value type such as temperature, brightness, humidity, and sound sensors.

Within the perspective of the missing-value imputation, we describe the attributes of the IoT data stream in a smart
space consisting of multiple IoT devices as follows:

- **Simultaneous generation and integrated utilization of data streams attribute.** In a smart space with multiple IoT devices, they can concurrently generate data streams. For example, a set of IoT data streams can be generated as follows: \{humidity, temperature, brightness, door\} or \{light, humidity, projector, sound\}. It depends on the configuration of the IoT devices in the smart space.

A set of data streams from multiple IoT devices is used together for an IoT application. For example, a combination of information from each of the sensors such as door sensor (entrance), projector sensor (turning on a projector), and presence sensor (sitting down) can be used to recognize the context, such as “have a meeting.”

- **Various value types attribute.** Each data stream of the IoT devices has its own type of value. This is because a smart space is composed of heterogeneous IoT devices, e.g., door sensor (open/close), temperature sensor (26.7°C), light sensor (10lux), and projector actuator (on/off, input port). For example, the data stream values generated from multiple IoT devices may take on many types such as numeric, string, binary, ternary, etc.

- **Continuous missing pattern attribute.** Data streams of multiple IoT devices contain incomplete data such as noisy data, redundant data, and missing values. Missing values account for the largest share in incomplete data. In particular, a serious missing pattern that includes high missing rates and extremely long continuous missing values is present. This is distinct from the existing missing-value pattern such as the AMP and MMP.

We consider the attributes above for the missing-value imputation in a smart space with multiple IoT devices. The **continuous missing pattern attribute** is one of the most outstanding attributes different from other studies so far on missing-value imputation. The continuous missing pattern attribute is described in detail below.

3.2 Analysis of Continuous Missing Pattern

A continuous missing pattern has characteristics that are considerably different compared to the existing missing-value patterns in terms of the time in which the missing values occur consecutively. Figure 2 shows the average missing rate per unit time and the cumulative missing rate according to continuous missing time in eight IoT data streams. As shown in Fig. 2, the continuous missing pattern has blocks of continuous missing values over a few seconds and up to a few hours. In addition, we found the continuous missing pattern in all eight IoT data streams that make up our dataset.

To determine the scope of continuous missing pattern in our research, we applied the elbow method [28] that is used to find the optimal k-value in the k-means algorithm. As depicted in Fig. 2, an elbow point was determined by the relationship between the period of consecutive missing and the cumulative proportion of missing data in the total data. We determined an elbow point in 3 h where approximately 40% of the total data were missing.

Formally, a continuous missing pattern is formulated as follows:

\[ D = [X_1, \ldots, X_n]^T \]
\[ X_i = [x_{ij}, \ldots, x_{ij}, x_{in}], (1 \leq i \leq t, 1 \leq j \leq n), \]

where \( D \) is a set of data streams generated from multiple IoT devices, \( X \) is a set of values on each IoT device, \( t \) is the number of IoT devices, \( x \) is the single value of each IoT data stream, and \( n \) is the size of the data stream from each IoT device. The example of continuous missing pattern can be expressed as follows:

\[
D = \begin{bmatrix}
1, 0, 0, 1, 0, 0, \cdots, 0, 1, 0, 1, 0, 0, \cdots, 0 \\
0, 0, 1, 1, 0, 0, \cdots, 0, 0, 1, 1, 0, 1, 0, 1 \\
\vdots \\
0, 0, \cdots, 0, 1, 0, 0, \cdots, 1, 0, \cdots, 0, 1
\end{bmatrix}
\]

where 0 means that the value generated from the IoT device is missing and 1 means that the value is not missing.

Consequently, the continuous missing pattern is distinct from the existing missing-value patterns in terms of continuous missing time. Based on above analysis, this is a new form of missing-value pattern combining the AMP and MMP with the MAR mechanism. This is an extraordinarily difficult problem because the time over 1 min is extremely long in a data stream. That is, since the missing-value imputation of the continuous missing pattern is not possible using only single data stream, it requires a rather considerable amount of other data streams to determine the correlation with this data stream. That is why we focused on the relationships among multiple IoT streams in a smart space.

4. Missing-Value Imputation of Continuous Missing Pattern Using Correlation among Multiple IoT Data Streams

Imputing a missing value means to recover it with a good estimate that is derived from intrinsic relationships in the underlying dataset. To solve the continuous missing pattern in
a smart space with a multiple-IoT-device-environment detailed above, we analyzed multiple IoT data streams and used their inter-relationships. Generally, the data streams generated from multiple IoT devices in a smart space may imply temporal-spatial interdependency, because some IoT devices directly affect other IoT stream data. For example, when the light is turned on, it strongly implies the presence of users in the smart space; when a door is opened by a user, the sound and presence sensors generate different data than those before the door is opened. In this regard, we define these inter-dependencies of the IoT data streams as the correlation of the IoT devices in a smart space.

Thus, we consider that if we can appropriately use the correlation concept, the missing-value imputation of the continuous missing pattern would be possible. To represent the correlation among multiple IoT data streams in a smart space, the PCC [15] is utilized as follows:

\[
 r = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]

where \(n\) is the sample size of the stream data from an IoT device. Further, \(x_i\) and \(\bar{x}\) are the single samples indexed with \(i\) and the sample mean, respectively, and analogously for \(y_i\) and \(\bar{y}\). The PCC measure is used to determine the strength of correlation among multiple IoT data streams. From Eq. (1), the \(r\)-value is a real value between \([-1, 1]\). If the values of the data streams \(x\) and \(y\) are completely the same, the \(r\)-value is +1, and if they are completely the same in the opposite direction, the \(r\)-value is –1. A value of zero means that a linear correlation does not exist between \(x\) and \(y\).

To determine the appropriate correlation criteria, we used the absolute value of \(r\) in this study, because it is only necessary to confirm a correlation among IoT devices rather than by the positive or negative direction. Although the PCC degree is generally classified with directions, we classified the degree of correlation in IoT devices without directions. In addition, we used the classification criteria of the PCC, which is generally referred to in the field of statistics [29], as shown in Table 1. Based on these criteria, we determined that the \(r\)-value of 0.1 or greater is meaningful correlation information among multiple IoT data streams.

As depicted in Fig. 3, we found 16 correlations among multiple IoT devices based on the absolute value of \(r\) greater than 0.1. Based on the results in Fig. 3, Table 2 shows that each of the IoT devices in our testbed has a correlation of maximum six from at least two. The PCC was generally utilized to determine the strength of the correlation between two data streams. That is, the PCC provides the correlation of each pair of data streams. Therefore, the results shown in Table 2 can be derived because the PCC does not include causality between two IoT data streams.

Based on the results above, we deliberate that the missing-value imputation of the continuous missing pattern is possible by learning a set of data streams of IoT devices with correlation by using machine learning algorithms such as the deep learning algorithm. For example, the missing-value imputation of the continuous missing pattern in a brightness sensor data stream is possible through learning the set of data streams of IoT devices having the correlation to the brightness sensor, such as \{humidity sensor, temperature sensor, sound sensor, projector actuator, light actuator, and presence sensor\}. To utilize the correlation information, we designed a deep learning model for the missing-value imputation of the continuous missing pattern in a smart space with multiple IoT devices.

5. Deep Imputation Network: Deep Learning-Based Missing-Value Imputation of Continuous Missing Pattern Using Correlation

Although RNN models have been utilized in many research fields to address time-series data [30]–[32], they demonstrated weakness in sequence-inferring on large data, especially on long time-series data, and this problem is called the vanishing gradient problem [33]. Therefore, LSTM models have been suggested to solve this problem and overcome the vanishing gradient problem using the forget gate concept.

For accurate learning in a deep learning model, it is generally known that a large volume of data is needed. Several studies have proven that a small data volume degrades
the performance of deep learning models. Similarly, in the case of extreme data status such as the continuous missing pattern defined above, many limitations will be encountered by relying on the general deep learning methods. To cope this challenging issue, we designed the model, i.e., the deep imputation network (DeepIN), that integrates the concept into our deep learning architecture, for the missing-value imputation of the continuous missing pattern on data streams from multiple IoT devices.

As illustrated in Fig. 4, we utilized and customized the LSTM model to deal with both kinds of categorical and numeric data in the same machine learning system for the missing-value imputation of the continuous missing pattern in extremely long time-series data generated from multiple IoT devices. The output from our proposed model represents the imputed value. Our proposed DeepIN is designed to learn the correct values using the many-to-many approach when it receives each IoT stream data as the input data. To impute the missing values of the continuous missing pattern in multiple IoT data streams, the DeepIN consists of multiple LSTMs, one fully connected layer, one output layer, as shown in Fig. 4. The LSTM generate real-valued feature vectors from given IoT data stream. All the output vectors generated from the LSTMs are concatenated into one vector, which moves to the fully connected layer. Each output node value in the output layer is represented the imputed values of missing values the given data stream belongs through fully connected layer. The objective function in DeepIN is defined as the imputation errors on the given IoT data stream, which is minimized by the training phase. Single IoT data stream are given as input to each LSTM in DeepIN. The real-valued vectors feature-extracting the input data are generated by LSTM. All the outputs generated by each LSTM are concatenated into a vector, which is forwarded into the fully connected layer. Fully connected layer is utilized into our proposed model to obtain the output of imputed value. Subsequently, the output layer is the imputed missing values contained within the real-valued vector, which is the ReLU activation function in the output layer fitted from a given concatenated vector. In the training step, the mean-squared error (MSE) is used as a loss function in the DeepIN. The errors are propagated from the output layer into the fully connected hidden layer and the weights of the hidden layer are updated by hyperbolic tangent activation function. The back-propagated error gradients are distributed into the top hidden node errors of each LSTM. Then, the weights of the LSTMs are updated via the back-propagation through time (BPTT). In the test step, missing values of continuous missing pattern is imputed by providing the previous data as sequential inputs for already trained LSTM module.

Consequently, the whole system for the missing values of the continuous missing pattern in a smart space with multiple IoT devices is accomplished via the correlation information of each IoT device and the DeepIN model. Through this architecture, we can impute the missing values of the continuous missing pattern efficiently.
6. Experiments and Evaluation

6.1 Dataset and Experimental Setup

To evaluate the proposed DeepIN model, data from multiple IoT devices were collected over seven months from our IoT testbed. We built a smart space with various IoT devices in the campus meeting room. Eight IoT devices were installed in a smart space, as illustrated in Fig. 5. The devices included in the testbed were two actuators (Light, Projector) and six sensors (Temperature, Humidity, Brightness, Sound, Presence, Door). All sensors generated the data every 3 seconds and the actuator devices were controlled by a board PC, e.g., the Raspberry Pi.

Table 3 lists the specifications of our dataset for the experiment. The records presented in Table 3 contain 18.7 million items from January 2016 to July 2016. The raw data were generated by multiple IoT devices and stored in a MongoDB. The data of the user activity context were generated from various kinds of actuators. For example, when people performed activities for presentation in the testbed, the projector actuator generated values such as “Turn on” and the light actuator generated values such as “On”. The data of the space context, such as temperature, humidity, sound, and brightness, were sensed directly from ambient sensors.

As preprocessing, the input data stream were formatted as 30 days long for each LSTM in the DeepIN. We eliminated rare noisy and redundant data. The values of actuators are categorical data that contain label values rather than numeric values and can be expressed as [1, 1, 0, 2, 0, …] by a vector. The fixed parameters of DeepIN for the experiment are learning rate and minibatch size, which are 0.002 with Adam optimization method [39] and 100, respectively. Each LSTM in DeepIN has one hidden layer with 200 nodes. Fully connected layer also has one hidden layer with 500 node size. These values are determined by many experimental experiences. The data in the dataset were randomly selected into 90% training and 10% test sets. The DeepIN model was implemented based on TensorFlow [40] using a single GPU, GTX1080 with 8GB VRAM.

6.2 Performance Measure and Comparison

To measure imputation performance, we used the normalized root mean square error (NRMSE) metric. The normalization of the RMSE is as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_i^{true} - X_i^{imputed})^2}
\]

\[
NRMSE = \frac{RMSE}{y_{max} - y_{min}}
\]

where \( n \) is the sample size of the IoT data stream, \( X_i^{true} \) and \( X_i^{imputed} \) are the true value and the imputed value, respectively, and \( y_{max} \) and \( y_{min} \) are the maximum and minimum values of RMSE, respectively. A good performance leads toward a value of 0 and a poor performance leads toward a value of approximately 1. Compared to the RMSE, the NRMSE is less affected by the data scale from the heterogeneous IoT devices.

We compared our proposed approach with five existing missing-value imputation algorithms, as well as a single LSTM model. To apply the missing values of the continuous missing pattern to the existing missing-value imputation methods, the imputation performance was measured by increasing the consecutive missing time. Furthermore, we validated the effects of the correlation concept on the DeepIN model.

6.3 Imputation Performance

The goal of our proposed method was to impute the missing values of the continuous missing pattern as accurately as possible using correlation information for a DeepIN learning system in a smart space with multiple IoT devices. To evaluate the performance of our method, first, we compared the imputation accuracy of the DeepIN model with other conventional imputation algorithms and single LSTM model. Second, we tested the extent to which the correlation information affected the imputation performance of the DeepIN.

Figure 6 presents the imputation performance of the DeepIN compared to other missing-value imputation algorithms. Based on the result in Fig. 2, the criteria of continuous missing time was determined to up to 3 h, as mentioned above in Sect. 3. The experimental results used the mean value of the imputation performance of eight IoT data
stream cases, with a continuous missing pattern on one device in each instance. As shown in Fig. 6, the DeepIN shows a 57.36% performance improvement compared to the missForest algorithm, which shows the best imputation performance among the existing algorithms. By comparing the single LSTM model with the DeepIN, our model demonstrated approximately 41.09% performance improvement. These results indicate that our DeepIN model outperforms in the imputation performance on the missing values of the continuous missing pattern generated from multiple IoT devices. From Fig. 6, we also found that the longer the period of continuous missing, the lower is the imputation performance in all methods. This is due to the proportional relationship between consecutive missing periods and high missing rates. However, the DeepIN maintains the best imputation performance while the continuous missing time is increased.

We investigated the influence of the correlation on imputation performance. In the case of DeepIN without correlation, all IoT data streams generated from our testbed were used as input in eight LSTM modules of the proposed DeepIN. In the case of single LSTM model, all IoT data streams were constructed as one vector and used as input values. Other conditions of the proposed DeepIN for experiments, such as the number of hidden layer in multiple LSTMs, the activation function, and the optimization function, were the same as for DeepIN with correlation. Figure 7 shows the imputation performance curves of the DeepIN with correlation, DeepIN without correlation and single LSTM model. Even though the three curves present a similar trend while the continuous missing time is prolonged, Fig. 7 confirms that the correlation enhances the performance of the DeepIN model by approximately 24%. This implies that our design approach with multiple LSTMs learned and extracted various correlation information, and is feasible and efficient for the missing values imputation of the continuous missing pattern. These results prove the validity of our proposed method based on the correlation information among multiple IoT data streams.

6.4 Effects of Other Missing-Value Patterns

We additionally conducted experiments and compared the results for other missing-value patterns with the continuous missing pattern case. In this experiment, we investigated the influence of AMP and MMP on the imputation performance of the proposed model. Figure 8 presents the imputation performance with the AMP and MMP case by the DeepIN and other missing-value imputation algorithms. To compare the imputation performance with that of other missing-value patterns, we experimented on various missing-value imputation methods under average 20% missing rates with the AMP, MMP, and continuous missing pattern. The missing-values of the AMP, MMP and the continuous missing pattern were generated randomly via our dataset.

As illustrated in Fig. 8, all missing-value imputation methods except the DeepIN show a large imputation perfor-
formance drop in the continuous missing pattern case. We also confirmed that the DeepIN model shows the best imputation performance on existing missing-value patterns such as the AMP and MMP. Therefore, these results indicate that the proposed method achieved an imputation performance comparable with the previous studies by focusing on simple missing-value patterns and can be applied to an IoT services of a smart space with a multiple-IoT-device-environment, such as a context recognition/prediction system.

As the auxiliary results shown in Fig. 9, we compared the imputation performance curves of the three methods, MICE, missForest, and the DeepIN, which show better imputation performance than other methods. To apply the missing values of the AMP and MMP, the imputation performance was measured by increasing the missing rates from 10% up to 50% as shown in Fig. 9. The DeepIN not only maintains the imputation performance while the missing rate is increased but also shows the best imputation performance in any missing-value pattern. These results verify that the DeepIN can appropriately cope with various types of missing patterns including the continuous missing pattern.

Our evaluations were conducted using the dataset generated from a single smart space with multiple IoT devices. Although our IoT testbed includes various IoT devices, the complexity of missing-value pattern may increases according to the number of IoT devices. Despite of that, these results show that the DeepIN achieves consistent imputation performance even if the continuous missing time or missing rate increases in various missing-value pattern. Consequently, this implies that reasonable imputation performance is predicted even in other IoT environments.

7. Conclusion

Missing-value imputation is a significant and challenging problem in the IoT environment. We considered a smart space with a multiple-IoT-device environment. The continuous missing-value pattern that has never been dealt with before includes blocks of consecutive missing values over a few seconds and up to a few hours. To impute the missing values of the continuous missing pattern, we figured out the correlation concept among the IoT data streams. Based on the correlation information, we proposed a deep learning model named DeepIN for the missing-value imputation of the continuous missing pattern, which uses multiple dedicated LSTMs for feature construction and a fully connected layer. By using the correlation-based structure, the DeepIN not only maintains the size of the input data from extremely long data streams, but can also cope with the continuous missing-value patterns and high missing rates of heterogeneous data streams from multiple IoT devices.

We evaluated the DeepIN on a real IoT dataset, and the experimental results showed that the proposed DeepIN model dramatically improves the imputation accuracy compared to conventional missing-value imputation algorithms. Further, we confirmed the validity of the correlation on the imputation performance through experiments. Furthermore, we verified the effects of other missing-value patterns such as the AMP and the MMP on the imputation performance of the DeepIN. In conclusion, our proposed model achieved an imputation performance improved by 57.36% over the state-of-the-art missing-value imputation algorithm, which enabled IoT applications and services with more than 80% missing-values imputation accuracy on average, even under the long-term continuous missing-values in IoT environments.

The DeepIN still has room for improvement despite its encouraging results. Although its imputation performance is relatively good, further improvement is still desired for the time of consecutive missing of more than 3 h. In addition, it is noteworthy that the continuous missing pattern can occur in multiple data streams. Concurrent continuous missing patterns with more IoT data streams will be considered as future work.
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