Noise-driven cellular heterogeneity in circadian periodicity
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Nongenetic cellular heterogeneity is associated with aging and disease. However, the origins of cell-to-cell variability are complex and the individual contributions of different factors to total phenotypic variance are still unclear. Here, we took advantage of clear phenotypic heterogeneity of circadian oscillations in clonal cell populations to investigate the underlying mechanisms of cell-to-cell variability. Using a fully automated tracking and analysis pipeline, we examined circadian period length in thousands of single cells and hundreds of clonal cell lines and found that longer circadian period is associated with increased intercellular heterogeneity. Based on our experimental results, we then estimated the contributions of heritable and nonheritable factors to this variation in circadian period length using a variance partitioning model. We found that nonheritable noise predominantly drives intercellular circadian period variation in clonal cell lines, thereby revealing a previously unrecognized link between circadian oscillations and intercellular heterogeneity. Moreover, administration of a noise-enhancing drug reversibly increased both period length and variance. These findings suggest that circadian period may be used as an indicator of cellular noise and drug screening for noise control.

Heterogeneity exists in populations and species, within individuals, and from cell to cell. In some circumstances, cellular heterogeneity can be beneficial. For example, in preadapted subpopulations of microbial systems, heterogeneous gene expression confers adaptability to fluctuating environments (1, 2). Stochastic gene expression has also been linked to cell fate decisions in higher eukaryotes (3–6), and in human cells, increasing transcriptional variation can help to eradicate latent HIV viruses (7, 8). However, in other situations, heterogeneity may be detrimental to cellular function. For example, increased nongenetic variation in gene expression is associated with aging (9–11) and cancers (12, 13) in mammalian tissues.

The origin of cell-to-cell variability is complex and may be attributed to genetic mutations (14), epigenetic modifications (15), and stochastic gene expression (16–18), although the relative contribution of each of these factors is still poorly understood (19). Stochastic gene expression is also referred to as “transcriptional noise” due to multiple rate-limiting steps and the random bursts seen in RNA polymerase II-mediated transcription (20). However, transcriptional fluctuations are further amplified by mRNA processing and protein synthesis (21), which also occur in stochastic bursts (22, 23). Studies in synthetic gene circuits suggest that negative-feedback loops may provide a way for cells to decrease transcriptional noise (24, 25).

As autonomous circadian oscillators, although cells use autoregulatory negative-feedback loops to generate precise circadian rhythms (~24 h) (26–28), within a population, individual cells exhibit heterogeneity in circadian period length (29–31). However, the circadian period of each single cell is extremely stable over time (32), making this an ideal system for studying cellular heterogeneity. In order to investigate the origins of heterogeneity in circadian period, we analyzed and compared periods from thousands of single cells and clonal cell lines. The sources of variability were then partitioned into heritable and nonheritable components, and we estimated their contributions to phenotypic heterogeneity. Taken together, our results reveal an association between circadian period length and noise-driven intercellular heterogeneity, provide a quantitative method for assessing the contributions of heritable variance versus stochastic noise, and suggest that circadian period length is a robust indicator of cell-to-cell variability.

Results

Heterogeneous Circadian Periods from Single Cells. We developed a single-cell imaging tracking and analysis pipeline that facilitates large-scale, single-cell period analysis in a computational way (Fig. 1 A–G). Using this pipeline, we examined circadian rhythms in a primary immortalized mouse ear fibroblast cell line carrying a PER2::LUCn bioluminescence reporter (33, 34). Analysis of 228 cells in the primary parent culture revealed a normal distribution of periods (ranging from 21.55 to 27.82 h), with a mean value of 24.38 h and SD of 1.20 h (Fig. 2 A and B and Movie S1).

Significance

Our findings have revealed a previously unrecognized link between circadian oscillations and intercellular variation and provide experimental evidence that stochastic transcriptional noise contributes significantly to cell-autonomous circadian periodicity. Interestingly, in separate studies, aging and cancer have been associated with increased transcriptional noise and less robust circadian rhythms. Here, we establish a direct association between transcriptional noise and circadian period. These findings may provide additional directions for researchers in the aging and cancer fields. Furthermore, circadian period may also be used as an indicator of variance in heterogeneity research and drug screening for noise control.
This average is consistent with LumiCycle recording results for the synchronized cell population (24.46 ± 0.25 h SD, n = 24), confirming that LumiCycle data represent the ensemble average of single cells. To assess the heritability of heterogeneous oscillations, 150 separate clonal cell lines were established from the parental culture. The circadian periodicity of clonal cell lines was examined as ensemble cell populations with LumiCycle analysis. These clonal cell lines showed a similar period distribution to the parental single cells (ranging from 22.76 to 27.65 h; mean, 24.81 ± 0.25 h SD, ±0.25 h SD), but smaller SD (0.83 vs. 1.20 h) and coefficient of variation (CV) (3.33% vs. 4.91%), suggesting only partially heritable variation (Fig. 2A and B). To examine whether cell-to-cell variation remained in single cells from a more homogeneous background, we next performed single-cell imaging analysis using 10 clonal cell lines selected from the two tails of the period distribution: the short period (SP) group and the long period (LP) group (Fig. 2B and C). Single cells within these clonal cell lines exhibited broad period distributions with consistent mean values of period for each cell population, showing that circadian period is heterogeneous even in isogenic populations (Fig. 2C, SI Appendix, Fig. S1 A–J, and Movies S2–S11).

Longer Circadian Period Is Associated with Increased Variance in Clonal Cell Lines. Interestingly, clonal cell lines from the LP group had a wider period distribution (i.e., more variance in period) than the SP group (Fig. 2C and SI Appendix, Fig. S1 A–J). Statistical analysis confirmed a higher CV (average of LP vs. SP: 5.26% vs. 4.18%), and a higher SD (average of LP vs. SP: 1.40 vs. 0.98 h) for the LP group than the SP group. Similar results were also observed when number of single cells for analysis was normalized to the same value (SI Appendix, Fig. S1 A–J, light color plots). Pairwise comparisons revealed significant differences not only in period length (Fig. 2D and SI Appendix, Table S1) but also in variance between SP and LP clones (Fig. 2E and SI Appendix, Table S2). Notably, SP clone 44 and LP clone 86 were outliers compared to other group members, showing either higher CV (4.78%) with SP (23.73 ± 1.13 h), or lower CV (3.79%) with LP (26.69 ± 1.01 h) (SI Appendix, Fig. S1 E and G). In contrast to the other clonal cell lines, which were stable and maintained similar periods over time, after long-term storage and multiple passages clone 44 and clone 86 became more unstable, with periods changing to 24.72 and 24.75 h, respectively (SI Appendix, Fig. S2).
To further validate these results, we performed continuous wavelet transform (CWT) analysis to verify cycle-to-cycle periods of single cells. Mean peak-to-peak periods were highly consistent with cosine curve fitting results, whereas the variability within single cells was not significantly correlated with mean period length (SI Appendix, Fig. S3). There was also no significant correlation between period and goodness-of-fit across single cells from the same population, ruling out the possibility of measurement errors (SI Appendix, Fig. S4). Cell size is critical in determining period variability in stochastic simulations (35) and is also an important source of noise in gene expression (17). However, when we examined the cell size of different clones, there were no differences between the SP group and LP group in cell body or nuclear size (SI Appendix, Fig. S5 A and B).

Moreover, within each clonal cell line, there was no correlation between single-cell size and period length for the majority of clones (SI Appendix, Fig. S5C). Periods of single cells were also not correlated to their physical positions (SI Appendix, Fig. S6).

Amplitude is another key parameter of circadian oscillations. Cells with various amplitudes have shown to be able to respond to stimuli differently and may affect the circadian properties of cell populations (36, 37). However, when we examined the mean peak-to-trough amplitudes of single cells, we found no (or extremely weak [$R^2 < 0.1$]) correlation between amplitude and period length within the same cell population (SI Appendix, Fig. S7). On the population level, there is also no difference in amplitude between SP and LP groups (SI Appendix, Fig. S7C).
Period Length Is Strongly Influenced by Nonheritable Variance. To test the heritability of heterogenous circadian period further, we used serial dilution to generate subclones from single cells of two representative parental clonal cell lines: SP clone 33 and LP clone 114 (Fig. 2C). Compared to their parental single cells, the subclones still exhibited heterogeneous circadian periods with consistent mean values (23.11 vs. 23.54 h for SP clone 33; 26.38 vs. 26.73 h for LP clone 114), but decreased SD (0.57 vs. 0.93 h for SP clone 33; 0.74 vs. 1.45 h for LP clone 114) and smaller CV (2.45% vs. 3.95% for SP clone 33; 2.82% vs. 5.42% for LP clone 114), indicating partially heritable variance for both groups (Fig. 3A and B). Subclones from SP clone 33 and LP clone 114 exhibited similar CV (2.45% vs. 2.82%); however, single cells showed robustly increased CV (3.95% vs. 5.42%) in LP clone 114, suggesting more elevated nonheritable variance than heritable variance in the LP group. F test also confirmed that single cells showed greater variance compared to subclones (1.35E-11 vs. 1.50E-3) between SP clone 33 and LP clone 114. In agreement with results from the parent culture, the difference was independent of the number of single cells examined, as similar results were observed using the same number of single cells and subclones for each group (SI Appendix, Fig. S8 A–C). Taken together, our results suggest that longer period is predominantly influenced by nonheritable rather than heritable factors.

Variance Partitioning Model for Cellular Heterogeneity. In order to estimate the relative contributions of heritable and nonheritable (stochastic) factors, we used a variance partitioning model for cellular heterogeneity based on the experimental observations. Inspired by the genetic concept of broad sense heritability (H^2) (38), the phenotypic variance V_{total} can be partitioned into heritable variance V_{heritable} and nonheritable variance V_{nonheritable} and the index H^2 is used to estimate the contribution of heritable variance V_{heritable}/V_{total} (Fig. 3C). Here, the V_{total} for a given cell population refers to the variance of single cells. The V_{heritable} refers to the variance of clonal cell lines generated from the same parent culture. The V_{nonheritable} is the difference between total and heritable variance.

Based on this model, in parent cultures, the comparable V_{heritable} (0.83^2) and V_{nonheritable} (0.87^2) and the H^2 index value (H^2: 0.48) indicate that both the heritable and nonheritable components contribute almost equally. However, in clonal cell lines, V_{nonheritable} is greater than V_{heritable} (0.73^2 vs. 0.57^2 for SP clone 33; 1.25^2 vs. 0.74^2 for LP clone 114), and there is a much lower H^2 index (H^2: 0.36 for LP clone 33; H^2: 0.26 for LP clone 114), suggesting that nonheritable noise is the major driving force for variability in homogeneous populations. Compared to the SP group, the greater V_{total} in the LP group (0.93^2 vs. 1.45^2; SP vs. LP) indicates that more intercellular variation is associated with lengthened circadian period. Although both V_{heritable} and V_{nonheritable} increased in the LP group (0.57^2 vs. 0.74^2 and 0.73^2 vs. 1.25^2, SP vs. LP), the larger difference between V_{nonheritable} (1.03) compared to V_{heritable} (0.23), and the even smaller H^2 index (0.36 vs. 0.26, SP vs. LP) in the LP group, indicates a greater contribution of nonheritable factors, further suggesting that circadian period variance is predominantly associated with nonheritable noise.

Nonheritable Transcriptional Noise Increases Variance and Lengthens Period. Random fluctuations in gene expression are inevitable at the single-cell level because of the stochastic nature of biochemical reactions (16). However, this intrinsic noise can be modulated (8, 39). Therefore, we asked whether circadian period is altered with increased intrinsic noise using a thymidine analog, idoxuridine, that acts as a transient transcriptional noise enhancer (8). As expected, idoxuridine increased the intrinsic variance.

---

Fig. 3. Longer period is predominantly associated with increased nonheritable variance. (A) Histogram comparing circadian period distributions of single cells and subclones generated from SP clone 33. Range for 253 single cells: 21.19 to 27.05 h. Range for 143 subclones: 21.95 to 24.65 h. (B) Histogram comparing circadian period distributions of single cells and subclones generated from LP clone 114. Range for 235 single cells: 22.67 to 31.27 h. Range for 129 subclones: 24.73 to 28.75 h. Statistical results were labeled as mean ± SD. All subclones in A and B were measured as whole culture with LumiCycle, and data are presented as averages from three or more experiments. (C) Variance partitioning model. Blue indicates SP clone. Orange indicates LP clone. Light color indicates single-cell data representing the total variance. Dark color indicates subclones data representing the heritable variance. The concept of broad-sense heritability H^2 was adapted to measure the contributions of heritable vs. nonheritable variance to phenotypic heterogeneity.
cell-to-cell variance in the expression of ~3,300 housekeeping genes without changing mean expression (SI Appendix, Fig. S9A). When we treated our clonal cell lines with idoxuridine, periods were significantly lengthened (~1.5 h on average) (Fig. 4 A–C) (SI Appendix, Table S3). As both thymidine and idoxuridine can inhibit DNA replication, we wanted to rule out this potential side effect. We treated cells with thymidine and found no effect on circadian periodicity, suggesting that the effects of idoxuridine are not due to inhibited DNA replication (SI Appendix, Fig. S9B). Although LumiCycle data suggested reduced amplitude (Fig. 4A), single-cell analysis revealed even higher mean value from idoxuridine treatment (5.97 ± 3.45 vs. 4.23 ± 1.70 photons/min) (SI Appendix, Fig. S9C), possibly due to an effect of cell proliferation inhibition on amplitude at the population level. Furthermore, single-cell analysis revealed that idoxuridine also increased the variance of period heterogeneity (Fig. 4D and Movies S12 and S13). It is important to note that, due to the transient effect of the noise enhancer, only the first 6 d of single-cell imaging after drug treatment were analyzed. Beyond that window, the drug-treated cell population had comparable heterogeneity to controls. Because enhancing transcriptional noise increased both nonheritable variance and circadian period length, these findings suggest that lengthened circadian period is likely caused by increased stochastic noise.

Discussion
Using fully automated single-cell tracking and precise analysis methods, we revealed an association between circadian period length and cell-to-cell variation in clonal cell lines: Longer period was associated with greater heterogeneity. When there was a discrepancy, such as clone 44 with shorter period but larger variance, or clone 86 with longer period but smaller variance, the population became more unstable and period changed remarkably to become longer or shorter, respectively, to be consistent with their heterogeneity status. Interestingly, in a stochastic model of circadian oscillators, the variability in period of simulated single cells increased from 1.03 h (SD) to 1.54 h when the variation in biochemical parameters increased to 5% of the mean values of the rate constant (40), consistent with our experimental observation of an average of 0.98 h SD in SP groups and 1.40 h SD in LP groups.

We also developed a method to estimate the contributions of different sources to the total phenotypic heterogeneity, by partitioning them into two categories: heritable and nonheritable. Because of mitotic inheritance, both genetic mutations and epigenetic modifications serve as heritable sources (14, 15). The nonheritable sources accounting for heterogeneity are more complex, including transcriptional, translational, and environmental fluctuations (16, 17). Although the underlying mechanisms are not clear, our findings suggest that period heterogeneity in the parent culture was equally influenced by heritable components and stochastic noise, while the heterogeneity in clonal cell lines was predominantly driven by noise. This relationship between circadian oscillation and stochastic noise is extremely interesting. In synthetic gene circuits, autoregulatory negative-feedback loops have been demonstrated as a way to control and decrease transcriptional noise and provide stability (24, 25). On the other hand, mathematical simulations suggest that increasing stochastic noise can increase heterogeneity of single-cell circadian oscillations (40, 41). However, it is less clear whether circadian transcriptional–translational negative-feedback loops play such a stabilizing role under physiological conditions (40). Nonetheless, our experiments using small molecules to manipulate transcriptional noise demonstrate that increasing transcriptional noise enhances heterogeneity and also significantly lengthens circadian period.

Understanding and having a readout of noise in cellular systems has implications both for basic scientific studies and translational research. For example, gene editing using the CRISPR-Cas9 system requires isolating clonal cell lines to obtain the desired genotype (42). Thus, clonal heterogeneity may represent a more serious obstacle to precise gene editing than nuclease-mediated off-target effects (43). Our findings suggest that using isogenic cells will improve the precision of gene editing since there is less heritable clonal heterogeneity from homogeneous cell populations, especially from those with shorter circadian period length. Our study also indicates that circadian period may be a useful indicator of variation in heterogeneity research and drug screening for noise control.

Intriguingly, circadian clock function declines with both aging and cancer (44–46). Considering that both of these processes are also associated with increased transcriptional variation (9–11, 13), a better understanding of the relationship between the circadian clock and cellular heterogeneity is warranted. Here, we establish a direct link between circadian oscillations and intercellular variability and provide experimental evidence that stochastic transcriptional noise contributes significantly to

Fig. 4. Noise enhancement lengthens period and increases variation. (A and B) Two representative experiments showing effects of the noise enhancer idoxuridine on SP clone 128 and LP clone 114. LumiCycle traces are baseline subtracted. (C) Histogram showing period change for all 10 clonal cell lines. Results are average of three or more experiments. Error bars indicate SD. P < 0.001 for all tests. (D) Histogram showing period distributions of single cells from SP clone 128 with either vehicle control or idoxuridine treatment for 48 h. Values indicate mean ± SD. Control cells: 20.43 to 27.49 h, 5.75% (range, CV). Idoxuridine-treated cells: 20.16 to 30.90 h, 8.03%. P value of t test and F test between two conditions: 4.49E-07, 1.86E-04.
Materials and Methods

Bioluminescence Recording and Data Analysis. To measure bioluminescence rhythms, we used an immobilized fibroblast cell line carrying a PER2::LUC fusion bioluminescence reporter (33, 34). For cell cultures, confluent cells from 35-mm culture dishes were synchronized with 100 nM dexamethasone for 2 h, then changed to Hepes-buffered recording medium containing 2% fetal bovine serum (FBS) (29), and loaded into a LumiCycle luminometer for at least 7 d recording (Actimetrics). The period was analyzed with LumiCycle Analysis program (Actimetrics). All LumiCycle period analysis results shown in this paper were averages of three or more experiments. Baseline-subtracted signals were exported to Excel to generate bioluminescence traces. To test the stability of clonal cell lines, two-way ANOVA with Bonferroni’s multiple comparisons was performed using GraphPad Prism.

For single-cell imaging, cells were changed to recording medium containing 2% B27 and 1% FBS without dexamethasone synchronization. An inverted microscope (Leica DM IIB) in a heated lucite chamber custom-engineered to fit around the microscope stage (Solent Scientific) kept the cells at a constant 36 °C and was mounted on an anti-vibration table (TMC) equipped with a 10× objective. A cooled CCD camera with backside illuminated E2V CCD 42-40, 2,048 x 2,048 pixel, F-mount adapter, –100 °C cooling (Series 600; Spectral Instruments) was used to capture the luminescence signal at 30-min intervals, with 29.6-μm exposure duration, for at least 12 d. To increase the signal-to-noise ratio, B x B binning was used.

Single-Cell Tracking and Analysis. The bioluminescence signal of each single cell, outlined with a region of interest, was tracked using ImageJ (47, 48) with the Trackmate plugin (49). Only cells which could be continuously tracked for at least 288 frames (6 d) were used for downstream analysis (except for noise enhancer treatment). For noise enhancer treatment experiment, only cells that could be continuously tracked for at least 168 frames during the first 7 d were used for downstream analysis. For video presentations, cosmetic ray artifacts were removed by pixelwise comparison of two consecutive images using the minimum value of each pixel (ImageJ). Statistical analysis of single-cell imaging was performed with a Python code. Our code is publicly available (https://github.com/johnabel/per2py) and freely available for automation of data processing. Briefly, cosmic ray artifacts were removed by using a top-hat filter (image J → remove outliers). After detrending via Hodrick-Prescott filter and denoising via eigendecomposition and signal reconstruction, we used Lomb-Scargle (L-S) spectral periodogram analysis to estimate period length in the range of 14 to 40 h. Then for rhythmic cells, we calculated the circadian period length by fitting a decaying sinusoid curve, using a least-squares fit with constraint of within 1 h of the period peak from L-S spectral analysis. The L-S power and goodness of sinusoid fitting can also serve as criteria to eliminate mis-tracking of neighboring migrating cells due to loss of signal in dark phase. Only cells with both power of L-S peak >0.7 and goodness of fit >0.7 were used for downstream periodicity analysis (50). Criteria for noise enhancer treatment experiment is power of L-S peak >0.7 and goodness of fit >0.9 due to fewer cycles analyzed. Our tracking and analysis pipeline can record the position information of each cell, allowing examination of the correlation between position and periodicity.

To further validate the periodicity measurement using another method, we reanalyzed all single-cell data with CWFT using WAVOS toolkit in MATLAB (51). Fed with the detrended and denoised signal, after removing edge-affected data, we calculated peak-to-peak periods for each single cell and defined the mean value as the period of each cell. The amplitude was defined as the mean peak-to-trough difference.

Student’s t test and two-tailed F test were performed in Excel. P values were adjusted using Benjamini-Hochberg (B/H) method. GraphPad Prism was used to perform Pearson correlation coefficient analysis and to generate heatmaps for t test and F test based on log-transformed q value. Violin plot and box plot were generated in R using ggplot2 (52).

Noise Enhancer Characterization and Treatment. Mouse E14 embryonic stem cells (mESCs) (53) were cultured in feeder-free conditions on gelatin-coated plates with ESGRO-21 medium (Millipore; catalog #SF016-200). For noise enhancer testing, mESCs were treated with either 10 μM dioxuridine (Sigma; catalog #71252) or DMSO for 24 h. Afterward, cells were trypsinized with trypLE and spun down for 5 min at 90 × g. Single-cell RNA-seq libraries were prepared according to the 10x Genomics user guide and sequenced on an Illumina HiSeq 4000 platform. Data were aligned to mm10 using 10x Cell Ranger v2. The gene-barcode matrices were then filtered and normalized in Seurat using the “LogNormalize” gene scaling method (54). A list of human homology mapping genes was created and converted to their mouse orthologs (55). Gene expression noise for housekeeping genes was quantified using the fano factor(σ²/μ) to minimize the effect of mean-variance dependency (21). For noise enhancer treatment experiment, fibroblast cells were seeded at ~25% confluence and treated with 20 μM dioxuridine for 48 h before loading to LumiCycle or microscopy. DMSO was used as a vehicle control. The same dosage of thymidine was given as another control.

For details about the generation of clonal cell lines and cell size measurements, please see SI Appendix, Materials and Methods.

Contact for Reagent and Resource Sharing. Further information and requests for resources and reagents should be directed to and will be fulfilled by the corresponding author.

Data Availability. The noise enhancer RNA-seq data have been deposited in GEO (accession no. GSE147386). All other data are included with the manuscript.
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