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Abstract

Robustness is of central importance in machine learning and has given rise to the fields of domain generalization and invariant learning, which are concerned with improving performance on a test distribution distinct from but related to the training distribution. In light of recent work suggesting an intimate connection between fairness and robustness, we investigate whether algorithms from robust ML can be used to improve the fairness of classifiers that are trained on biased data and tested on unbiased data. We apply Invariant Risk Minimization (IRM), a domain generalization algorithm that employs a causal discovery inspired method to find robust predictors, to the task of fairly predicting the toxicity of internet comments. We show that IRM achieves better out-of-distribution accuracy and fairness than Empirical Risk Minimization (ERM) methods, and analyze both the difficulties that arise when applying IRM in practice and the conditions under which IRM will likely be effective in this scenario. We hope that this work will inspire further studies of how robust machine learning methods relate to algorithmic fairness.

1 Introduction

Machine learning systems struggle to learn predictors that are robust to distribution shift. When tested on i.i.d data drawn from the training distribution these systems can achieve nearly perfect accuracy, even when regularized to prevent over-fitting. However, performance can degrade to below-chance accuracy when the testing and training distributions are even slightly different [15, 14]. The field of Domain Generalization (DG) [12, 23] addresses this challenge by proposing robust methods that ensure good test performance on distributions that are different from but systematically related to the training distribution [24]. Invariant Risk Minimization (IRM) [3] is one of several recently successful approaches to Multi-Source Domain Generalization [40] which encourages models to learn predictors with invariant performance across different “domains”, or “environments” [28, 18]. Given $n$ different training environments, these models extract a set of predictors from the feature space such that the conditional distribution of the outcomes given the predictors is invariant across all training environments. These predictors can consequently generalize well to all test out-of-distribution (OOD) environments which share this same invariance. Building on work in philosophy which characterizes causation as invariance [9, 27], existing invariance-based DG methods have been interpreted as a weak form of causal discovery whose returned predictors are the causal factors underlying the phenomena we wish to predict.

Preprint. Under review.
Fairness can be often characterized by robustness to changes in “sensitive attributes” [3], especially in the context of toxicity classification. Consider an automated moderation system used by an online news platform to determine which comments on a news article are toxic to online discourse and should be censored. The performance of a fair system should not be affected by characteristics such as whether the comment is about issues related to race, gender or other politically sensitive topics. Alternative definitions of distributive fairness differ in how the system’s predictions should be invariant to changes in the sensitive attribute. For instance, statistical definitions such as Demographic Parity require that some conditional distribution of predictions given the sensitive attribute are invariant to the sensitive attribute [17], and causal definitions such as counterfactual fairness [22] require that every individual’s prediction is invariant to counterfactual changes in that individual’s sensitive attribute. There are a number of ethical and legal criticisms to be levied against systems that predict based on sensitive group membership [4]. Moreover, over-reliance on sensitive information could decrease robustness when the predictive performance of this information spuriously depends on the environmental context in which it is employed. Discussion about non-caucasian racial identities, for example, may be highly predictive of comment toxicity on white supremacist internet forums whose members routinely make discriminatory remarks about ethnic minorities. However, on other internet forums that are more welcoming of diversity the association between racial identity mention and toxicity would likely be far weaker. This brittleness of sensitive information has been identified as a key challenge that Perspective API, a Google-backed internet comment toxicity classifier, faced during implementing in real-world contexts [6], and has also been observed to cause bias in sentiment analysis [21] and facial detection [8] tasks. Fair models, then, can perhaps be constructed by learning predictors whose performance remains invariant across a variety of different environments.

In this work, we empirically demonstrate that Domain Generalization can used to build fair machine learning systems by constructing models that are invariant to spurious correlations involving the sensitive attribute. Specifically, we assess the performance of IRM on a fair internet comment toxicity classification task derived from the Civil Comments Dataset. In this task, the model must generalize from biased training environments exhibiting a strong but spurious correlation between mention of a particular demographic identity and toxicity to a test environment in which this correlation is reversed.

Our contributions are as follows:

- We find that IRM outperforms ERM in both generalization accuracy and group fairness on this dataset, highlighting the alignment of robustness and fairness for the type of data bias studied;
- We examine the reason for this performance improvement via ablation studies: while sensitive information is marginally predictive, IRM exploits variation in this predictive power across environments to find an invariant (and thus more fair) solution;
- Examination of the IRM solution reveals that comment length is used as an invariant feature. While predicting from comment length may be more fair than predicting from sensitive group membership, IRM has still not found a truly “causal” feature. This highlights both a key limitation of IRM approach of treating invariance as a proxy for causality, and the importance of environment diversity as an inductive bias for this method.

2 Background & related work

2.1 Invariant Risk Minimization

We consider a set of environments $e \in \mathcal{E}$, each corresponding to a distinct data distribution $D^e$ over some input and label space $\mathbb{X} \times \mathbb{Y}$, and associated risk functions $R^e := \mathbb{E}_{(X^e, Y^e) \sim D^e} [L(f(X^e), Y^e)]$ for arbitrary convex and differentiable loss function $L$. The set of environments is partitioned into multiple training environments $\mathcal{E}_{tr} \subset \mathcal{E}$ and a testing environment $\mathcal{E}_{test} \in \mathcal{E}$ which is inaccessible to the model during training.

IRM learns a compositional model $w \circ \Phi$, where $\Phi : \mathbb{X} \to \mathbb{H}$ is a representation function that extracts features from the input space and $w : \mathbb{H} \to \mathbb{Y}$ is a classifier from these features to outputs. $\Phi$ is said to elicit an invariant predictor $w \circ \Phi$ across all environments $\mathcal{E}$ if there exists some $w$
that is simultaneously optimal for environments. IRM aims to learn an invariant predictor across training environments \( E_{tr} \subset E \) that minimizes the total risk incurred across all environments. This is formalized through the following bi-level optimization problem:

\[
\min_{\Phi} \sum_{e \in E_{tr}} R_e(w \circ \Phi) \\
\text{s.t. } w \in \arg \min_{\hat{w} : H \rightarrow Y} R_e(\hat{w} \circ \Phi) \forall e \in E_{tr}
\]

(1)

Given the intractability of this challenging problem, [3] proposes a more practical variant of IRM that approximates Equation 1 - IRMv1

\[
\max_{\Phi} \sum_{e \in E_{tr}} R_e(\Phi) + \lambda \|\nabla_{w=1} R_e(w \circ \Phi)\|^2
\]

(2)

Where \( \Phi : X \rightarrow \mathbb{R}^k \) for input space dimension \( k \), \( w = 1.0 \) is a scalar fixed “dummy classifier” and \( \lambda \) is a hyperparameter balancing the model’s predictive performance and its invariance. Equation 2 is equivalent to Empirical Risk Minimization (ERM) over the given loss function with the addition of an invariance penalty for each environment that controls the closeness of \( w \) to the true optimal classifier \( \hat{w} \) for that environment.

Recent work [3] empirically validates IRM on the Colored MNIST (CMNIST) experiment setup. The digit in each MNIST image is assigned one of two colours based on its identity, and the images are separated into different environments. Then, digit colour is reversed for a different proportion of each environment’s images such that there is a strong but spurious correlation between colour and digit identity in the training environments that reverses in the test environment. The task is to predict digit identity on the testing environment after training on the training environments. While ERM models learn to predict identity using digit colour and consequently achieve only 17% accuracy on the testing environment, IRM learns to predict from the weaker but invariant correlation between digit shape and identity, and consequently achieves a much higher performance of 66.9% accuracy on the test environment.

The authors of [10] apply IRM in a natural language context analogous to CMNIST. They consider a binary sentiment classification task derived from the SST-2 sentiment analysis dataset in which a strong but spurious correlation between text sentiment and particular forms of punctuation is induced in the training environments that reverses in the testing environment. Our experimental setup builds on this work, but presents a more challenging prediction task for the following two reasons:

- In the SST-2 experiments the spurious covariate (punctuation) is easily inferable from the text data given their use of a bag-of-words model [10], whereas in our experiments the spurious covariate (demographic identity) is not as directly inferable from the data. Annotators were asked to assign identities to comments based on their interpretations of the comment content, which may be presented using a wide variety of different word choices and sentence structures [6].
- In the SST-2 experiments noise is added to the binary labels by corrupting them with a probability of 25%. We do not add label noise to our experiments, as toxicity labels are known to be quite noisy by themselves [37]. However, the noise present in our labels is unlikely to be uniformly applied to each sample. Toxicity annotations of social media text have been found to be biased against sensitive demographics such that it is more likely for comments involving these demographics to be toxic [32]. This phenomenon may affect the invariance properties of toxicity across different environments, making it more challenging for IRM to recognize the invariant correlation between given features of the comment and toxicity.

2.2 Fairness in machine learning

Consider a binary classification problem with data \( X \in \mathbb{R}^n \), targets \( Y \in \{0, 1\} \) and sensitive attributes \( A \in \{0, 1\} \). The goal of fair prediction is to learn a model \( f : X \rightarrow Y \) whose predictions \( \hat{Y} \in \{0, 1\} \) are maximally close to \( Y \) while being fair with respect to \( A \).
One common class of fairness definitions involve statistical parity – identical distributions of predictions – with respect to some sensitive attribute \([11]\). Two common statistical definitions of fairness are Demographic Parity, which enforces that the same proportion of positive predictions are allocated to each sensitive attribute demographic, and Equalized Odds, which enforces equal false positive and false negative rates across each sensitive attribute demographic \([17]\). For each fairness definition, we define the classifier’s distance from satisfying that definition as follows:

Demographic Parity Distance:

\[
\Delta_{DP} = |P(\hat{Y} = 1 | A = 0) - P(\hat{Y} = 1 | A = 1)|
\]

(3)

Equalized Odds Distance:

\[
\begin{align*}
\Delta_{EO} &= \frac{1}{2} |P(\hat{Y} = 1 | A = 0, Y = 0) - P(\hat{Y} = 1 | A = 1, Y = 0)| \\
&+ \frac{1}{2} |P(\hat{Y} = 0 | A = 0, Y = 1) - P(\hat{Y} = 0 | A = 1, Y = 1)|
\end{align*}
\]

(4)

If \(\Delta_{DP}\) or \(\Delta_{EO}\) is zero, the classifier is perfectly fair with respect to the associated definition. Conversely, if \(\Delta_{DP}\) or \(\Delta_{EO}\) is one, the classifier is maximally unfair with respect to the associated definition.

2.3 Fairness in toxic comment detection

Work related to fairness in toxicity classification can be divided into two different approaches. One approach focuses on characterizing the potential for bias in toxicity classification systems at all stages of data processing pipeline. Bias against particular demographic groups has been observed in annotations of toxicity classification datasets \([32]\), pre-trained word embeddings \([5]\) and language models \([34]\). As a result, the predictions of toxicity classification models trained without considering these factors have been demonstrated to be unfair \([6]\). Given these considerations, \([26]\) proposes a framework for documenting the fairness properties of pre-trained models to prevent their use in contexts where they are known to predict unfairly. Another approach to fairness in toxicity classification focuses on developing methods to mitigate bias in these systems. Several approaches have been proposed to debias word embeddings \([29, 33]\), and various methods have been proposed that directly target the outcomes of toxicity classification systems: \([35]\) uses a multi-task learning model with an attention layer that jointly learn demographic information and toxicity in order to reduce bias, whereas \([13]\) takes a causal approach that imposes a fairness penalty on models that predict different scores for comments that differ only in their use of identity terms. To our knowledge, we are the first group to apply tools from Domain Generalization to a fair toxicity classification task.

3 Experiments

We evaluate the generalization and fairness properties of IRM\(^2\) on a variant of a toxic comment detection task. We construct training domains by inducing a positive but spurious correlation between the comment being about a particular demographic identity (e.g., Muslims) and comment toxicity across two training environments, then reverse this correlation strength in the OOD (i.e., “test”) environment. In this setup, we expect that ERM will predict based on the spurious correlation in the training environments and consequently perform poorly on the OOD environment. We investigate the capacity of IRM to mitigate this failure by learning an invariant predictor robust to this spurious correlation.

The environment partitions used in these experiments have been constructed in order to control the balance of labels and strength of spurious correlation in each environment. We employ this controlled setup as a proof-of-concept to investigate whether IRM is capable of enabling better generalization in this sort of domain generalization task. However, in practice more “natural” environments with a similar correlation structure to our synthetic setup may be found. For instance, analysis of different sub-forums within massive online forums (e.g., Reddit) demonstrates that popular discussion topics along with opinions about these topics can vary dramatically across different

---

\(^2\)We implement IRMv1 as specified in Equation\([2]\), but for brevity refer to this method simply as IRM.
sub-forums \cite{19, 31}. These changes in topics and opinions might indicate the presence of a different degree of racism or sexism in each sub-forum, which in our Domain Generalization framework might correspond to varying strengths of a correlation between the associated racial/sexual identities and toxicity. If each subforum were treated like a different training environment, then IRM may be able to eliminate information about race and sex from its predictors because these features are only spuriously associated with toxicity. This would allow IRM to make fair predictions about comments from new out-of-distributions subforums. Our experiments can be understood as a first step towards evaluating the merit of domain generalization methods like IRM in such settings.

3.1 Data and problem setup

We evaluate our model on the Civil Comments dataset\footnote{https://www.tensorflow.org/datasets/catalog/civil_comments} which contains about 2 million comments scraped from the comments section of online news articles that have been manually annotated for toxicity. We use the subset of about 450,000 comments that contain manual annotations indicating whether each comment contains information relevant to thirty-two different demographic groups that could constitute protected group membership in fairness applications (for instance, whether the comment is about a particular race or gender).

We consider the general task of toxicity classification: predicting the binary toxicity label associated with each comment. Given the often discriminatory nature of online discourse, some demographic identities are more strongly correlated with comment toxicity than others. For instance, about 28% of “black” comments are labelled as toxic compared to an average overall comment toxicity of about 11\%\footnote{See Appendix A for details}. An ERM classifier trained on all data might learn these demographic identities as predictors of toxicity, and consequently predict demographic-associated comments as toxic more frequently than non-demographic associated comments, even when both comments have the same true value of toxicity. In our experiments, we consider the following demographic identities – Black, Muslim, LGBTQ and NeuroDiverse – to be “sensitive attributes”: that is, protected groups against which our classifier should not exhibit discriminatory behaviour. See Appendix A for further details.

We construct a OOD toxicity classification task in which there are two training environments with strong but spurious correlation between the sensitive attribute and toxicity and one test environment in which this correlation is reversed. All three environments are constrained to be of equal size. Half the comments in each environment are non-toxic (Y = 0) and half are toxic (Y = 1). Likewise, half of the comments in each environment are about the sensitive demographic (Z = 1) and half are not about the sensitive demographic (Z = 0). Given these constraints, the strength of the spurious correlation in each environment is controlled by modifying the label-switching probability \( p_e \). This translates to the following constraints on the distribution of the sensitive attribute given the toxicity label:

\[
P(Z = z|Y = 1 - z) = p_e \quad \forall \ z \in \{0, 1\} \tag{5}
\]

\[
P(Z = z|Y = z) = (1 - p_e) \quad \forall \ z \in \{0, 1\} \tag{6}
\]

The value of \( p_e \) varies across the different environments in order to induce the appropriate structure of spurious correlations across the training and testing environments. In the first training environment \( p_e = 0.2 \); in the second training environment \( p_e = 0.1 \); in the test environment \( p_e = 0.9 \). In selecting this configuration of training/testing environments and corresponding values for \( p_e \), we follow the precedent of the experiments in \cite{8, 10} which also both use only two training environments and these \( p_e \) values.

After pre-processing raw text using a standard NLP pipeline, we convert each comment into a sentence embedding representing its semantic content using a pre-trained Sentence-BERT model\footnote{See Appendix A for details} with base NLI mean tokens (we refer to these embeddings as comment embeddings). We separate each of our two training environments into an 80% training and 20% validation set. Training environment results are reported on the aggregate of the validation sets of both these environments, which we refer to as the Inside-Of-Distribution (InD) set. Testing environment results are reported on all testing environment data, which we refer to as the Out-Of-Distribution (OOD) set.
We train two different logistic regression models with L2 regularization, an ERM model and IRM model, using BCE loss and SGD with Adam \[20\]. The only difference between the two models is that the IRM model is optimized with respect to Equation 2, whereas the ERM model is optimized to minimize aggregate training loss. See Appendix A for training details.

### 3.2 Results

| SensAttr | In distribution | Out of distribution |
|----------|-----------------|---------------------|
|          | ERM             | IRM                 | ERM             | IRM             |
| Black    | 85.3 ± 1.0      | 80.6 ± 1.7          | 48.2 ± 1.3      | 58.1 ± 2.7      |
| Muslim   | 84.7 ± 0.7      | 81.1 ± 1.3          | 48.6 ± 0.8      | 57.0 ± 2.3      |
| LGBTQ    | 84.4 ± 0.6      | 78.7 ± 4.0          | 55.7 ± 1.0      | 60.5 ± 3.3      |
| NeuroDiv | 83.0 ± 1.1      | 80.3 ± 1.4          | 63.0 ± 1.0      | 62.5 ± 2.2      |

Table 1: We measure the performance of IRM and ERM on an internet comment toxicity classification task in which mention of particular demographic identities are correlated with toxicity during training, but anti-correlated during testing. The average accuracies (in percentages, with standard deviations over 10 runs) of both methods on data from the training (InD) and testing (OOD) environments are reported. We find that IRM outperforms ERM on the OOD set while maintaining good InD performance for all sensitive attributes except “NeuroDiv”.

**IRM outperforms ERM on out-of-distribution toxicity classification** In Table 1 we report the mean accuracies for each method on both the InD and OOD sets. We find that for all considered sensitive attributes (with the exception of ‘NeuroDiverse’), IRM outperforms ERM on the OOD test set by a difference of 5-10%, while maintaining comparable performance (within 3-6%) to ERM on the InD sets. This suggests that IRM is more robust to the spurious correlation than ERM. However, note that IRM’s performance improvement is relatively small compared to the maximum possible improvement that IRM could have achieved in this scenario. A worst-case ERM model that exclusively uses the sensitive attribute to predict toxicity could only achieve a maximum of about 10% accuracy on the OOD set, and we estimate that a best-case IRM model that is completely invariant to the spurious correlation would achieve a maximum accuracy of 80% (See Appendix A for details). IRM’s failure to achieve the magnitude of performance benefit reported on the toy domain generalization tasks explored in \[3, 10\] may be because the sensitive attribute is more difficult to infer from the data in our experiments, which forces ERM to partially rely on other invariant features of the data for prediction.

| SensAttr | $\Delta_{EO}$ | $\Delta_{DP}$ |
|----------|---------------|---------------|
|          | ERM           | IRM           | ERM           | IRM           |
| Black    | 49.6 ± 3.1    | 29.8 ± 5.3    | 10.3 ± 1.1    | 2.4 ± 2.0     |
| Muslim   | 48.8 ± 1.4    | 32.5 ± 4.8    | 9.8 ± 0.7     | 2.0 ± 1.7     |
| LGBTQ    | 38.2 ± 1.7    | 23.6 ± 6.3    | 2.3 ± 1.0     | 4.3 ± 3.2     |
| NeuroDiv | 26.9 ± 2.3    | 25.0 ± 3.8    | 5.5 ± 0.9     | 5.4 ± 2.3     |

Table 2: $\Delta_{EO}$ and $\Delta_{DP}$ of both ERM and IRM on the OOD set from the experiments of Table 1. $\Delta_{DP}$ and $\Delta_{EO}$, respectively, are measures of how much the model violates Demographic Parity and Equalized Odds that range between 0% and 100%. IRM consistently makes fairer predictions than ERM with respect to both fairness definitions. Average values reported with standard deviation over 10 runs.

Table 2 reports the performance of ERM and IRM on the OOD set with respect to the Demographic Parity and Equalized Odds fairness definitions (Equations 3 and 4). We find that IRM yields substantially fairer predictions for both definitions on all considered sensitive attributes (with the exception of Demographic Parity for “LGBTQ”). These results are expected given the spurious correlation’s reversal between the InD and OOD sets and our hypothesis that IRM learns invariant predictors. Since it is more common for demographic identity comments to be non-toxic in the OOD set, ERM
– which is making predictions assuming the opposite correlation between sensitive attribute and toxicity – will mis-classify demographic identity comments as toxic and regular comments as non-toxic at a higher rate than IRM, whose predictions are not affected by the spurious correlation. This insight both further emphasizes the connection between the fairness and robustness of machine learning classifiers and suggests that fairness and accuracy may be aligned in some cases of distribution shift. An interesting avenue for future work could leverage recent work about the fairness-accuracy tradeoff [38, 39] in order to better understand the conditions under which increasing fairness through robustness also increases accuracy.

|  | ERM non-explicit | ERM explicit | IRM non-explicit | IRM explicit |
|---|---|---|---|---|
| Black | 48.2 ± 1.3 | 38.8 ± 1.4 | 58.1 ± 2.7 | 56.0 ± 3.4 |
| Muslim | 48.6 ± 0.8 | 40.2 ± 0.9 | 57.0 ± 2.3 | 55.5 ± 4.1 |
| LGBTQ | 55.7 ± 1.0 | 41.3 ± 1.4 | 60.5 ± 3.3 | 58.4 ± 3.5 |
| NeuroDiv | 63.0 ± 1.0 | 47.0 ± 1.3 | 62.5 ± 2.2 | 56.8 ± 2.1 |

Table 3: Extending the results of Table 1, we report average accuracies for ERM and IRM on the testing (OOD) environment both with and without explicitly including the sensitive attribute in the input data representation. We find that including this information reduces accuracy by a larger margin for ERM than for IRM, suggesting that IRM’s predictors are more invariant to the sensitive attribute’s spurious correlation with toxicity in the training environments.

Explaining the performance improvements of IRM  Having established that IRM better generalizes to the OOD set, an important question concerns the source of this performance disparity. The explanation suggested in the analogous domain generalization experiments of [3, 10] is that because IRM’s predictors are encouraged to be invariant to spurious correlations with the sensitive attribute whereas ERM’s predictors are simply encouraged to minimize risk across the InD environments, IRM’s predictors are robust to the flipped spurious correlation in the OOD set. However, this explanation is not obviously correct; as discussed above, the observed performance disparity between IRM and ERM is much lower than it’s theoretical maximum as given by this explanation.

We test whether the invariance of IRM’s predictors is responsible for its increased performance by concatenating a binary sensitive attribute indicator variable to each comment’s embedding vector in both the InD and OOD environments. While in our original experiments the models must infer the noisy sensitive attribute indirectly from the data, in this modified version the models are directly and explicitly provided with sensitive attribute information. If the performance disparity between ERM and IRM is due to IRM’s invariance with respect sensitive attribute, then after strengthening its “signal” in the data ERM should perform more poorly on the OOD set while IRM’s performance should remain constant.

The results of these experiments are reported in Table 3. We observe that when the sensitive attribute is explicitly included in the input representations, ERM’s accuracy drops by an average of about 10-15% whereas IRM’s accuracy only drops by an average of about 2%. This disparity in performance degradation suggests that IRM’s predictors are more, although not fully, invariant to information about the sensitive attribute than ERM’s. This confirms our hypothesis that this IRM’s invariance is responsible for the difference in the two methods’ performances.

What invariant features are IRM learning?  An important interpretability-focused question concerns precisely what invariant features of the text IRM learns to use for prediction. We hypothesize that this key feature is the input comment’s length. We replicate the experiments from section 3.2 using two new types of comment embeddings derived from context-free FastText word embeddings [25]. The “EmbedSum” method generates an embedding for whole the comment by summing the embeddings of all words in the comment; conversely, the “EmbedMean” method takes the average of these embeddings. The embedding generated for a given comment by EmbedMean is just a scalar multiple of embedding generated by EmbedSum. Therefore, both should represent the same semantic content since their cosine similarity, a commonly used measure of semantic similarity [26], is 1. A key difference between embeddings is that EmbedSum represents information about the comment’s length whereas EmbedMean does not: on average longer comments will have higher
Table 4: We replicate the experiments of Table 1 (averaged over all demographic identities) but instead embed comment text using the sum or mean of FastText word embeddings for all words in the comment. Both ERM and IRM generalize to the OOD set using the EmbedSum method but do not when using the EmbedMean method, suggesting that the comment length is an invariant predictor of toxicity.

Thus, any difference in performance between these two embedding methods likely result from their different abilities to represent comment length.

We report the mean accuracies (averaged over all sensitive attributes) of ERM and IRM for both comment embedding methods (with the sensitive attribute explicitly concatenated) in Table 4. While EmbedSum yields similar performance to the results computed using SBERT embeddings in Table 3, EmbedMean’s performance suggests a catastrophic failure of the model. Firstly ERM, despite achieving 85% accuracy on the InD set, only achieves 12% accuracy on the OOD set, which is close to the 10% expected performance of a worst-case model that exclusively uses the spurious correlation for prediction. Secondly, IRM achieves random accuracy (50%) on both the InD and OOD sets which suggests that there are no invariant features of the text encoded in EmbedMean that IRM could have learned. These findings suggest that only EmbedSum encodes the invariant feature of the text responsible for IRM’s performance benefit in Tables 1 and 2. The best candidate for such an invariant feature is comment length.

These findings call for caution and discretion when applying IRM to real-world fairness problems. Although comment length happens to be a somewhat robust predictor of toxicity for comments in the Jigsaw dataset, it may not be as effective for comments that come from other domains. For instance, our IRM model would likely be less effective at predicting the toxicity on twitter comments since their lengths are tightly constrained by the platform’s design. This speaks to the importance of using a selection of training environments which are diverse enough that they only share invariances that are intrinsically characteristic of the phenomenon being predicted. A similar word of warning applies to assigning causal interpretations the predictors generated by IRM and other Domain Generalization algorithms. While comment length may be an invariant predictor of toxicity, it is clearly not a cause of toxicity. An interesting avenue of future work concerns the conditions under which environments are sufficiently diverse to only include the invariances of interest.

4 Conclusion

In this work, we applied IRM to a toxicity classification task in order to demonstrate that Domain Generalization can serve as an important framework for building fair machine learning classifiers. Our findings show that IRM outperforms ERM with respect to both generalization accuracy and group fairness by learning invariant but likely non-causal predictors of toxicity. We hope that these results are first steps for future explorations of the relationship between robustness and fairness in machine learning.
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A Experimental details

Relating our experiments to CMNIST Our experimental design is inspired by the Colored MNIST (CMNIST) experiments from [3]: a classification task in which different colours are assigned to different digits present in MNIST images and these images are split into different environments such that colour is spuriously correlated with outcome digit. However, our setup presents a more realistic assessment of IRM’s performance than the CMNIST experiments for the following two reasons:

- In the CMNIST experiments the spurious covariate (colour) is easily inferable from image data using RGB channel information. In our experiments the spurious covariate (demographic identity) is not as directly inferable from the data. Annotators were asked to assign identities to comments based on their interpretations of the comment content, which may be presented using a wide variety of different word choices and sentence structures [6]. It consequently may be more difficult for models in our experiments to construct predictors using information about the sensitive attribute.

- There is no noise on the ground-truth labels in CMNIST experiments (digit shape), whereas the labels in our experiments (toxicity) are known to be noisy [37]. Although a 25% chance of label corruption is also induced for the CMNIST experiments in [3], this noise is applied to all samples. This is likely not the case in our experiments; toxicity annotations of social media text have been found to be biased against sensitive demographics such that it is more likely for more of their comments to be toxic [32]. This differently distributed noise across different sensitive attributes makes it less certain that toxicity is genuinely an invariant feature, increasing the difficulty of the problem.
Table 5: The Civil Comments defined demographic groups constituting the sensitive attributes in each of our experiments

| Sensitive Attribute | Civil Comments Groups |
|---------------------|-----------------------|
| Black               | black                 |
| Muslim              | muslim                |
| LGBTQ               | homosexual_gay_or_lesbian – bisexual – other_sexual_orientation – other_gender – transgender |
| NeuroDiv            | psychiatric_or_mental_illness – intellectual_or_learning_disability |

**Model selection** Hyperparameter selection presents a unique challenge for domain generalization problems. Since the model is not permitted to have access to the test environment during training, “validation” data that is distributed identically to the test environment is not available for hyperparameter tuning. We use the the “oracle selection strategy” suggested by [16], in which hyperparameters are tuned directly on the OOD set, but only a limited number of possible hyperparameter settings are considered as possible candidates. We hope that fixing the number of considered settings in advance will adequately limit access to the test distribution and, since this selection strategy is also employed in [3], we must use this strategy for fair comparison with these results.

For both the ERM and IRM models we consider a selection of 50 different hyperparameter settings randomly chosen from a uniform distribution over all parameters with plausible upper and lower bounds. Of these 50 candidate settings we remove from consideration those whose corresponding model overfits to the training environments, defined as those for which the absolute difference between InD set loss and training data loss is greater than 0.05. This is particularly a problem for ERM models, which can perform extremely well by over-fitting to the point where it gives random performance on the OOD set, which is much better than its OOD set performance if it’s learned the spurious correlation. Then, of the remaining settings, we select the one with the highest aggregated accuracy on the InD and OOD sets, averaged over 5 trials.

The lower and upper bounds of each hyperparameter are given below

- learning rate: (0.0001, 0.01)
- number of iterations: (10000, 100000)
- l2 regularization: (0.00001, 0.1)
- IRM invariance penalty: (100, 1000000)
- penalty anneal iterations: (50, 250)

**Model architecture** We use a logistic regression with l2 regularization as our baseline toxicity classification model. State-of-the-art performance on many NLP tasks is achieved using much more complex models than logistic regression [2], and in principle these kinds of models may also be trained using an IRM invariance penalty. We choose to study logistic regression given that lower-capacity models are more likely than higher-capacity models to absorb strong but spurious correlations in the data. Consequently, they should experience greater performance improvement that higher-capacity models after adding an IRM invariance penalty to the loss function [3].

**Sensitive attribute details** The Civil Comments Dataset contains information relevant to thirty-two different demographic groups that could constitute protected group membership in fairness applications. Every comment is associated with an “group label” for each of the thirty-two groups, consisting of a score between zero and one indicating the degree to which the comment is about that group. We binarize these labels such that each comment is “about” a given group if it’s label for that group is grater than zero; this binarization threshold is so low given the lack of positive labels for all demographic groups.

Our experiments evaluate four different “demographic identities” as sensitive attributes, where each identity is a cluster of related groups defined in Civil Comments. The groups which constitute each identity are given in Table 5. We only include comments that are exclusively about one of the four sensitive attributes in our experiments; comments that are about multiple attributes are ignored.
**Toxicity labels details**  Each comment in the Civil Comments Dataset is associated with a “toxicity label” between zero and one indicating the comment’s degree of toxicity - where a toxic comment is defined as “a rude, disrespectful, or unreasonable comment that is likely to make you leave a discussion” [2]. For all experiments, unless otherwise specified, we binarize these labels such that toxic comments have a toxicity score of 0.5 or greater and non-toxic comments have a score of less than 0.5.

**Heuristic upper bound on IRM performance**  In the CMNIST experiments outlined in [3], colour (the spurious covariate) is assigned to different labels synthetically. Therefore, it is possible to test the performance of an “oracle method” on this domain generalization task that is completely invariant to the spurious correlation by running the experiment without colouring any of the images. This approach is unfortunately not possible in our experiments because the demographic identity to which a given comment refers cannot be trivially “removed” from the comment. A comment can be about some demographic identity in many ways; for instance, a comment tagged “muslim” could be discussing the political situation in a country with a majority Muslim population, or racistly demanding that immigrants “go back to their own countries”, or wishing others a happy Eid al-Fitr. It is difficult to see how one could generate versions of these sorts of comments that retain the features which contribute to their toxicity while removing all reference to demographic-identity.

Instead, we estimate this “oracle model” as a logistic regression trained on a toxicity-balanced subset of the Jigsaw comments that do not reference any demographic identities. Since the lack of demographic identity information in the comments eliminates any possible effects of spurious correlations between the sensitive attribute and labels, the model’s performance represent what IRM’s performance on the OOD set would have been if IRM were completely invariant to spurious correlations. We treat the model’s performance on this dataset as a heuristic “upper bound” for IRM’s performance in our main experiments.

We train our oracle model on a toxicity-balanced dataset of about 26000 samples with a 70-15-15 train-validation-test split and use grid search to tune learning rate and l2 regularization. Our best model, with a learning rate of 0.01 and l2 regularization of 0.005, yields a test set accuracy of 80.3%