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SUMMARY

Cloud and P2P computing allows the sharing of resources among its users from diverse geographical locations. The resources are heterogeneous in nature and possess distinct attributes. The majority of the existing techniques rely on the static attributes during resource selection. However, the matching of resources based on static attributes may not be the best for the execution of user jobs. The resources could be very attractive as per the static configuration but might be heavily loaded with other multiple jobs since the working memory and storage space might have already been utilized. Hence, there is a need to consider the dynamic state of the resources in order to locate the most suitable resources for user jobs. In this paper, a 2-phased multi-attribute decision making (MADM) mechanism is proposed to locate the appropriate resources. The first phase explains a mechanism to discover all the matched resources and the second phase then applies the PROMETHEE MADM approach on the set of resources to find the most suitable resource for the user job. The proposed approach enables users to find the most suitable resource for their respective jobs.
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1. INTRODUCTION

In cloud environment, the resource broker retrieves the resource information and provides matching resource(s) to the user job for execution [1]. However, the matched resource may not be the best one for the user job. Most of the existing matchmaking mechanisms make the decision only based on the static attributes during matching of available resources with user job requirements. It is inevitable to consider dynamic attributes in order to provide ‘appropriate’ resources [19]. The static attributes reveal the static configuration of the resources such as CPU Architecture, operating system, CPU speed, secondary memory storage, physical memory (RAM), and network bandwidth. The dynamic attributes project the actual availability, the queue length of jobs (job load) on particular resource, free RAM, free secondary storage, available bandwidth, and unutilized CPU of each resource [20].
In this paper, the research work focuses on MADM based approach using P2P formalism that takes care of both static and dynamic parameters in order to locate the suitable resources based on their ranking. The P2P network provides a scalable approach for resource discovery [2], where a peer in P2P environment can forward the request to the neighbouring peers for finding the resources. The requests could be forwarded till the end of time-to-live (TTL). The resources that match the user request are returned as a response to the peer (initiator of the request). The user can submit data or compute-intensive job in P2P environment. For a compute-intensive job, the processor speed, as well as the processor capacity, is more important whereas, for a data-intensive job, the storage space has more weightage.

In our proposed approach, the user job requirement is analysed to get the relative rankings of the resources. Both static and dynamic parameters are considered along with the predefined priorities of the parameters to locate the best resources. The relative importance of one parameter over another is expressed using pairwise comparisons. Finally, the resources are ranked and the best-ranked resource can be selected by the user to execute the job. This paper is organized into six sections. The first section provides an introduction, the second discusses existing work, while the third and fourth discuss our proposed approaches. The last two sections provide insights into the results and conclusion of the proposed research work.

2. RELATED WORK

There have been several attempts made by the researchers towards resource discovery. In [3], the authors proposed a method of Agent-based RD using Bloom filter. The resources information stored in a Bloom filter was sent to the related broker-agent which sent it to the related database. The users raised their resource requests using hash values and forwarded them to the related broker agent. The information needed for search and discovery was stored inside the Bloom filters and this reduced the amount of data transmitted significantly. In [4], a fast RD service and the balanced resource distribution on cloud designed and implemented. Secondly, a comprehensive service distribution approach was designed to analyse the performance of each node and load distribution. Finally, the outcome of the research work indicated that the RD mechanism could improve the efficiency of the resource and the utilization ratio of the service resource. In [5], a P2P-based distributed RD method was proposed based on spatial-awareness of cloud data-centres. This RD mechanism exploited location information of Data Centres and organized them into DHT peers for optimal communication. It allowed QoS-compliant resource provisioning across Cloud Service Providers (CSPs).

In [6], a pastry data hash table (DHT) for resource discovery was proposed. The resource ID key with 160-bit long and the first 128 bits were used for static attributes and rest 32 bits for dynamic attributes. In [7], a super peer model for RD was proposed. The job of super peer nodes was to find matching resources for a given user query and respond back to the peers who initiated the resource request. In [8], the MERCURY RD method was proposed. It created different attribute hubs for a specified resource parameter. Each attribute hub comprised of similar resource attributes. The resource request passed to the hubs containing resources with similar attributes. In [9], the proposed model consisted of 2 major components, namely, agents and aggregators. The agents published the resource-information and broadcasted it to the aggregators. The aggregators collected information from agents and forwarded the requests to other aggregators in a network for resource discovery.
In [10], an RD system was employed, based on a combination of DHTs (distributed hash tables). A dynamic query approach was used to search the required resources with the assistance of DHTs. In [11], a hybrid P2P RD mechanism was proposed with 3 disparate layers; cluster manager layer (CML), resource layer (RL), and super manager layer (SML). The RL contained resources. The SML checked user requests and the nodes in CML layer were responsible for RD. A decentralized RD method was proposed by Barati et al. [12]. The agent-based mechanism supported a semantic-based description of resources. This mechanism allowed the resource agents to interact with neighbour agents in a semantic way to form a resource chain for a specific task request. This model allowed the dynamic discovery of resources. The majority of the existing approaches for RD use only static attributes. There is a need for RD approach that considers both static and dynamic attributes during resource discovery and also ranks the matching resources according to the user requirement. Hence, we are proposing MADM approach for resource discovery that considers both static and dynamic attributes of the resources and also provides ranking to the matching resources.

3. PROPOSED WORK

The proposed RD mechanism using P2P formalism comprises a decentralized network of centralized clusters of resources. A resource can be any peer connected to a super-peer. The super-peers are connected through a virtual overlay network, which is built on top of a physical network. Each super-peer contains information about many other super-peers. Hence, in each cluster, there are peers and all peers are connected to a super-peer as depicted in Figure 1.
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**Fig. 1 P2P formalism**

The proposed discovery mechanism is summarized as follows:

1. The user or peer sends a resource request query by the mentioning required resource attributes to execute the job.
2. The query is forwarded to the super-peer of the cluster, and it forwards the query to the neighbouring super-peers.
3. The neighbouring super-peers respond back to the requesting super-peer by applying the matchmaking between the requested resource parameters and the available ones.
4. The requesting super-peer combines the responses received from different super-peers and then applies MADM approaches to rank the resources.
5. The top-ranked resource is provided to the requesting peer.

### 3.1 MATCHING OF RESOURCES AT A SUPER-PEER

A super-peer node receives the resource request; the matchmaker algorithm finds resources by matching the attributes of the resources with the required ones. The matchmaker handles exact match queries and range queries. The ‘must’ criteria comprise static attributes of the resources that are absolutely necessary for the execution of the job. For example, operating system, CPU architecture and minimum working memory are considered as ‘must’ criteria. A job that requires Linux OS cannot be executed on Windows OS. A job that requires a 64-bit processor may not be executed on a 32-bit processor. The first phase of our RD system finds the resources with ‘must’ criteria. The user can also specify the range for ‘must’ criteria such as $\text{RAM} \geq 8\, \text{GB}$.

Other parameters such as available memory, available network bandwidth, job load on the resource are considered under the ‘want’ criteria. The ‘want’ criteria attributes are those that are desirable. The ‘want’ criteria can be scaled. For example, if a user requires storage space, and there are two resources with 500 GB and 1 TB of storage space, the resource with 1 TB will be assigned more weightage.

An example of job submission with required resource attributes is as follows. $\text{RAM} > 512\,\text{MB}$, $\text{OS} = \text{‘LINUX RHEL 7.0’}$, $\text{CPU Arch} = \text{‘X86-64’}$, $\text{Secondary storage} > 16\,\text{GB}$, $\text{Bandwidth} > 2\,\text{MBPS}$.

#### Table 1 Matched resources retrieved by requesting super-peer from other super-peers

| Responded Super-peers | Resources | CPU | RAM | Secondary Storage | Network Bandwidth | CPU utilization | Available Storage | Available RAM | Available Bandwidth | Current Load |
|-----------------------|-----------|-----|-----|-------------------|-------------------|-----------------|-------------------|---------------|-------------------|-------------|
| Node2                 | R1        | 4   | 16  | 1000              | 12                | 50              | 500               | 8            | 4                 | 4850        |
| Node5                 | R2        | 3.4 | 8   | 700               | 8                 | 40              | 120               | 4            | 2                 | 2900        |
| Node7                 | R3        | 3.4 | 16  | 500               | 6                 | 20              | 312               | 8            | 3                 | 2644        |
|                       | R4        | 3.9 | 4   | 900               | 8                 | 5               | 500               | 3            | 4                 | 2000        |
|                       | R5        | 2.6 | 9   | 600               | 10                | 30              | 300               | 8            | 4                 | 2350        |

### 3.2 PROMETHEE APPROACH FOR RESOURCE RANKING

In this section, we propose PROMETHEE-II (Preference Ranking Organization Method for Enrichment of Evaluations) [15] for decision making. This approach enables the decision maker to select the most suitable resources. PROMETHEE-II does not provide any formal way to compute the weights of the attributes [16, 17] and hence, the AHP (Analytical hierarchy process) method is used to get the weights. The positive aspects of both MADM approaches are combined.

**Normalize the matrix of matching resources:** The first step is to normalize the matrix given in Table 1 of the matching resources to get entries as shown in Table 2. The values of the normalized decision matrix range from 0 to 1. Each column is summed up and each attribute value in that column is divided by the summation value of that column to get its normalized value.
Make the normalized decision matrix unidirectional: The normalized decision matrix columns are then made unidirectional if required. That is, each column in the matrix should represent either minimization or maximization to be performed but not a mixture of both. All the attribute values are converted into unidirectional units as shown in Table 3. In our resource discovery problem, ‘CPU utilization’ and ‘Resource load’ attribute values are subtracted from 1 to be made unidirectional and to simplify the procedure of pairwise comparison of resources.

| Resources | CPU | RAM | Secondary Storage | Network Bandwidth | CPU utilization | Available Storage | Available RAM | Available Bandwidth | Current Load |
|-----------|-----|-----|-------------------|-------------------|----------------|------------------|--------------|-------------------|-------------|
| R1        | 0.23 | 0.3 | 0.27              | 0.27              | 0.34           | 0.29             | 0.26         | 0.24              | 0.33        |
| R2        | 0.2  | 0.15| 0.19              | 0.18              | 0.28           | 0.07             | 0.13         | 0.12              | 0.2         |
| R3        | 0.2  | 0.3 | 0.14              | 0.14              | 0.26           | 0.26             | 0.18         | 0.18              | 0.18        |
| R4        | 0.23 | 0.08| 0.24              | 0.18              | 0.02           | 0.29             | 0.1          | 0.24              | 0.14        |
| R5        | 0.15 | 0.17| 0.16              | 0.23              | 0.17           | 0.26             | 0.24         | 0.16              | 0.16        |

| Resources | CPU | RAM | Secondary Storage | Network Bandwidth | CPU utilization | Available Storage | Available RAM | Available Bandwidth | Current Load |
|-----------|-----|-----|-------------------|-------------------|----------------|------------------|--------------|-------------------|-------------|
| R1        | 0.23 | 0.3 | 0.27              | 0.27              | 0.66           | 0.29             | 0.26         | 0.24              | 0.67        |
| R2        | 0.2  | 0.15| 0.19              | 0.18              | 0.72           | 0.07             | 0.13         | 0.12              | 0.8         |
| R3        | 0.2  | 0.3 | 0.14              | 0.14              | 0.86           | 0.18             | 0.26         | 0.18              | 0.82        |
| R4        | 0.23 | 0.08| 0.24              | 0.18              | 0.97           | 0.29             | 0.1          | 0.24              | 0.86        |
| R5        | 0.15 | 0.17| 0.16              | 0.23              | 0.79           | 0.17             | 0.26         | 0.24              | 0.84        |

3.2.1 SELECT PREFERENCE FUNCTION

We have selected Type 4 preference function, which is termed as Level-Criterion in the PROMETHEE-II method as shown in Eq. (1):

\[
p(x) = \begin{cases} 
0 & x \leq t \\
1/2 & t < x \leq t + s \\
1 & x > t + s
\end{cases} \Rightarrow p(x) = \begin{cases} 
0 & x \leq 0.02 \\
1/2 & 0.02 < x \leq 0.02 + 0.12 \\
1 & x > 0.02 + 0.12
\end{cases} \quad (1)
\]

In Equation (1), \( t = 0.02 \), and \( s = 0.12 \), so the specific preference equation is then driven by this equation. The preference of the alternatives \( a \) and \( b \) is considered as indifferent if the deviation \( x \) between \( f(a) \) and \( f(b) \) is not more than \( t = 0.02 \), the preference is considered to be weak if the deviation is between \( 0.02 \) and \( 0.14 \), and the preference is considered to be strict if the deviation \( x \) is greater than \( 0.14 \). Equation (1) is used to calculate all the entries in Table 4 using the alternative-attribute values from Table 3.
Table 4 Pairwise comparison of resources w.r.t. preference indices

| Pairwise Comparison | CPU Speed | RAM | Secondary Storage | Network Bandwidth | CPU Utilization | Available Storage | Available RAM | Available Bandwidth | Current Load |
|---------------------|-----------|-----|-------------------|-------------------|----------------|------------------|---------------|-------------------|-------------|
| (R1,R2)             | 0.5       | 1   | 0.5               | 0.5               | 0             | 1                | 0.5           | 0.5               | 0           |
| (R1,R3)             | 0.5       | 0   | 0.5               | 0.5               | 0             | 0.5              | 0             | 0.5               | 0           |
| (R1,R4)             | 0         | 0   | 0.5               | 0.5               | 0             | 0                | 1             | 0                 | 0           |
| (R1,R5)             | 0.5       | 0.5 | 0.5               | 0.5               | 0             | 0.5              | 0             | 0                 | 0           |
| (R2,R1)             | 0         | 0   | 0                 | 0                 | 0.5           | 0                | 0             | 0.5               | 0           |
| (R2,R3)             | 0         | 0.5 | 0.5               | 0.5               | 0             | 0                | 0             | 0                 | 0           |
| (R2,R4)             | 0.5       | 0   | 0.5               | 0.5               | 0             | 0.5              | 0             | 0.5               | 0           |
| (R2,R5)             | 0.5       | 0.5 | 0.5               | 0.5               | 0             | 0.5              | 0             | 0.5               | 0           |
| (R3,R1)             | 0         | 0.5 | 0                 | 0                 | 1             | 0                | 0             | 0.5               | 0           |
| (R3,R2)             | 0         | 0   | 0                 | 0                 | 0.5           | 0.5              | 0             | 0.5               | 0           |
| (R3,R4)             | 0         | 0   | 0                 | 0                 | 0             | 0                | 0             | 1                 | 0           |
| (R3,R5)             | 0.5       | 0.5 | 0                 | 0                 | 0.5           | 0                | 0             | 0                 | 0           |
| (R4,R1)             | 0         | 0.5 | 0                 | 0                 | 1             | 0                | 0             | 0                 | 1           |
| (R4,R2)             | 0.5       | 0   | 0.5               | 0                 | 1             | 1                | 0             | 0.5               | 0           |
| (R4,R3)             | 0.5       | 0   | 0.5               | 0.5               | 0.5           | 0                | 0             | 0.5               | 0.5         |
| (R4,R5)             | 0.5       | 0   | 0.5               | 0                 | 1             | 0.5              | 0             | 0                 | 0.5         |
| (R5,R1)             | 0         | 0   | 0                 | 0                 | 0.5           | 0                | 0             | 0                 | 1           |
| (R5,R2)             | 0         | 0   | 0                 | 0.5               | 0.5           | 0.5              | 0             | 0.5               | 0.5         |
| (R5,R3)             | 0         | 0   | 0.5               | 0.5               | 0             | 0                | 0             | 0.5               | 0           |
| (R5,R4)             | 0.5       | 0   | 0                 | 0.5               | 0             | 0                | 1             | 0                 | 0           |

3.2.2 APPLY AHP TO CALCULATE THE ATTRIBUTE WEIGHTS

One could use Saaty's scale [18] to provide the relative importance of one attribute over the other. Table 5 shows the importance of resource attributes w.r.t. compute-intensive job.

Table 5 Relative importance of attributes for a compute-intensive job

| Attributes          | Importance |
|---------------------|------------|
| CPU Speed           | 8          |
| CPU utilization     | 7          |
| Available storage   | 2          |
| Available RAM       | 6          |
| Available bandwidth | 3          |
| Current Load        | 9          |
| RAM                 | 5          |
| Secondary Storage   | 1          |
| Network Bandwidth   | 4          |
For example, if attribute ‘A’ is 2 times better than attribute ‘B’, then the relative importance of ‘A’ over ‘B’ would be 2/1 and that of ‘B’ over ‘A’ would be 1/2. After calculating Eigenvector values of the AHP MADM method, the relative importance of one attribute over another is obtained as shown in Table 6.

### Table 6 Relative importance of attributes based on principal eigenvector

| Resource Attributes      | Eigenvector (Normalized Values) | Relative Importance                  |
|--------------------------|---------------------------------|--------------------------------------|
| CPU Speed                | 0.1764                          | The second most important criteria    |
| RAM                      | 0.1112                          | The fifth ranked criteria             |
| Secondary Storage        | 0.0214                          | The sixth ranked criteria             |
| Network bandwidth        | 0.0884                          | The seventh ranked criteria          |
| CPU Utilization          | 0.1568                          | The third most important criteria     |
| Available storage        | 0.0448                          | The least important criteria          |
| Available RAM            | 0.1353                          | The fourth ranked criteria            |
| Available bandwidth      | 0.0662                          | The eighth ranked criteria            |
| Current Load             | 0.1996                          | The most important criteria           |

#### 3.2.3 AGGREGATED PREFERENCE FUNCTION

The aggregated preference function is applied by using Eq. (2) as shown below. The values obtained are shown in Table 7, after applying the aggregated preference function equation:

$$\pi(a,b) = \sum_{i=1}^{k} \omega_i \cdot p_i(a,b)$$  \hspace{1cm} (2)

### Table 7 Preference Index Matrix

| (a, a) | R1 | R2 | R3 | R4 | R5 |
|--------|----|----|----|----|----|
| R1     | 1  | 0.4| 0.2| 0.3| 0.22|
| R2     | 0.18| 1  | 0.06| 0.12| 0.1 |
| R3     | 0.36| 0.31| 1  | 0.24| 0.22|
| R4     | 0.36| 0.43| 0.38| 1  | 0.38|
| R5     | 0.28| 0.34| 0.09| 0.23| 1  |

#### 3.2.4 CALCULATE THE NET OUTRANKING FLOW FOR EACH ALTERNATIVE

The net flow of positive (also termed as leaving flow) and negative flow is defined by Eqs. (3) and (4), which provides net outranking of the alternatives. Table 8 displays both the positive and negative flows together with the net flow and the ranking of the resources. The more the net flow, the better is the resource (alternative).

The positive flow $\Phi^+$ (row sum ratios in Table 8 given by Eq. (3)) depicts the measure of the dominance of a resource (alternative) in a given row over all other resources. The negative flow $\Phi^-$ (column sum ratios in Table 8 given by Eq. (4)) depicts the measure of the dominance of a resource (alternative) in a given column over all other resources. A high value of $\Phi^+$ for any given resource or alternative implies that the given resource is better than the other...
resources. Similarly, a lower value of $\Phi^-$ for any given resource or alternative implies that the given resource is better than the other resources.

$$\Phi^+(a) = \frac{1}{n-1} \sum_{x \in A} \pi(a,x)$$

$$\Phi^-(a) = \frac{1}{n-1} \sum_{x \in A} \pi(x,a)$$

### Table 8 Ranking of the resources alternatives

| Resources Alternatives | Leaving Flow $\Phi^+(a)$ | Entering Flow $\Phi^-(a)$ | Net Flow | Ranks |
|------------------------|--------------------------|---------------------------|----------|-------|
| R1                     | 0.531                    | 0.542                     | 0.011    | 4     |
| R2                     | 0.364                    | 0.622                     | -0.258   | 5     |
| R3                     | 0.533                    | 0.431                     | 0.103    | 2     |
| R4                     | 0.636                    | 0.475                     | 0.161    | 1     |
| R5                     | 0.486                    | 0.481                     | 0.006    | 3     |

### 3.2.5 RESULTS AND DISCUSSIONS

From Table 2 it can be seen that resource $R1$ is the best resource as per its static configuration for compute-intensive job in comparison with other resources. However, it ranked 4th based on the scores computed using the PROMETHEE-II based MADM approach, as it is heavily loaded with other user jobs. Therefore, although $R1$ is the best resource for its static configuration it is not the most suitable one. In the cloud and PP environment, where many user jobs compute for the resources, it is indispensable to make the resources available to the user jobs at the earliest in order to suffice the purpose of optimum utilization of resources. If the user selects the resource with the best configuration but the resource is heavily loaded, then a job has to wait for a longer time in the queue. From Table 8, it can be inferred that resource $R4$ is the top-ranked or the most suitable resource for a compute-intensive job. Similarly, $R2$ is an attractive resource based on its static attributes but has the lowest rank due to heavy utilization of its CPU, primary memory, and secondary storage space. Hence, our proposed integrated multi-attribute decision making approach provides ranking of the discovered resources and allows the user to select the most suitable resource for the execution of user job based on their preferences. It also demonstrates the relevance of considering the dynamic status of the resource attributes along with the static attributes.

### 4. CONCLUSION

This paper provides insights into our MADM based proposed resource discovery mechanism in P2P environment. A peer raises a request for the resources to execute a given user job. The super-peer of that node receives the request and forwards it to other super-peers in the P2P-based network. Each super-peer finds the matching resources. After getting responses from all the peers, the requesting super-peer applies PROMETHEE-II based MADM technique to rank all the matched resources and allows the peer to select the best suitable resource for the user.
application. Using both static and dynamic attributes, it is observed that the proposed resource discovery mechanism selects the most suitable resource.
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