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Abstract

Background and Objectives: Predicting patient response to treatment and survival in oncology is a prominent way towards precision medicine. To that end, radiomics was proposed as a field of study where images are used instead of invasive methods. The first step in radiomic analysis is the segmentation of the lesion. However, this task is time consuming and can be physician subjective. Automated tools based on supervised deep learning have made great progress to assist physicians. However, they are data hungry, and annotated data remains a major issue in the medical field where only a small subset of annotated images is available.

Methods: In this work, we propose a multi-task learning framework to predict patient’s survival and response. We show that the encoder can leverage multiple tasks to extract meaningful and powerful features that improve radiomics performance. We show also that subsidiary tasks serve as an inductive bias so that the model can better generalize.

Results: Our model was tested and validated for treatment response and survival in lung and esophageal cancers, with an area under the ROC curve of 77% and 71% respectively, outperforming single task learning methods.

Conclusions: We show that, by using a multi-task learning approach, we can boost the performance of radiomic analysis by extracting rich information of intratumoral and peritumoral regions.

1 Introduction

Radiomics is a field of study where images have great potential for precision and personalized medicine [23, 1]. It is defined as the extraction of a large number of features from medical images such as computed tomography (CT), magnetic resonance imaging (MRI) or positron emission tomography (PET) [22]. The first step in radiomic analysis in oncology is the lesion segmentation (Figure 1). This task requires a highly trainable physician, is time consuming and the ground truth defined is physician subjective. Recently, deep learning showed very promising results in image classification [11], object detection [36], and image segmentation [6]. In the medical imaging field, various applications have emerged in different areas, including pathology classification [18], treatment response prediction [4], lesions segmentation [19] and organs at risk segmentation [39]. Thus, artificial intelligence in general and deep learning in particular can come in handy to develop computer aided diagnostic applications (CAD). However, deep learning approaches are well known for their data hungry nature, and annotated data are usually hard to obtain in the medical imaging field. In a recent work, we tried to tackle this problem with a weakly supervised learning strategy to segment the lesions, and then predict the outcome. This approach showed very promising results outperforming state-of-the-art supervised approaches such as U-Net [31] for image segmentation, and comparable results with supervised learning [3] for radiomics analysis. However, the drawback of this method is the two-stage segmentation-outcome prediction. In addition, recent studies have shown the potential of peritumoral regions on boosting the accuracy of outcome prediction [12, 7, 28]. Thus, the association of the intratumoral and peritumoral regions provides rich information for radiomic analysis [8, 16].

Multi-task learning (MTL) [9] is a type of learning algorithm that aims to combine several pieces of information from different tasks to improve the model performance and its ability to better generalize [44]. The basic idea of MTL
Figure 1. Columns from left to right: Fused PET/CT slice, zoomed on the esophageal tumor seen on FDG-PET only. Metabolic Tumor Volume MTV (40% SUVmax thresholding) in red. MTV3 (MTV + 3 cm isotropic margin) include the tumor and peritumoral region.

is that different tasks can share a representation of common characteristics [44], and thus train them jointly. The use of different data sets from different tasks allows learning an efficient representation of the common characteristics of all tasks, because all data sets are used to obtain it, even if each task has a small data set, thus improving the performance of each task.

**Contribution:** In this work, we tackle the challenging problem of training a neural network to classify the pathology, segment the lesion, reconstruct the image, and predict the outcome based on the segmentation results. We believe that the global information in the entity image volume describing the relationship between the tumor and other organs is also useful as are the characteristics of the tumor. We show that, by using a multi-task learning approach, we can boost the performance of radiomic analysis while extracting rich information of intratumoral and peritumoral regions. Our main contributions are summarized as follows:

1. Our proposed architecture is the first to use jointly global features extracted from entire image and local features from tumor regions to predict the outcome in a radiomics study.

2. We design a new multi-tasking learning network to jointly segment the tumor on a 3D PET image and predict the outcome, which is simultaneously associated with two subsidiary tasks, classification and reconstruction. The last two tasks are added to make the features more relevant and also to serve as an inductive bias to better generalize.

3. We utilize a multi-scale feature extraction so that the model can predict the outcome from tumor and tumor neighborhoods features, and also global features at the encoder level.

4. We conduct extensive validation strategy with multiple ablation experiments, comparison with state of the art methods in both supervised and multi-task learning.

The paper is organized as follows. In Section 2 we review related works on multi-task learning for image classification and segmentation. In Section 3, we describe our multi-task model, which is mainly based on segmentation and outcome prediction tasks. Section 4 presents the experimental studies. In section 5, present the results of our work. Sections 6 and 7 are for discussion and conclusion.

## 2 Related Work

In previous studies, several methods for segmentation of the region of interest and joint classification have been proposed. For instance, Yang et al. [43] created a multi-task deep neural network for skin lesion analysis to solve different tasks simultaneously such as lesion segmentation and two independent binary lesion classifications. The MTL model improved learning efficiency and prediction accuracy for each task, in comparison to single task models. They achieved an average Jaccard score of 0.724 for lesion segmentation, while the average values of the area under the receiver operating characteristic curve (AUC) on two lesion classifications are 0.880 and 0.972, respectively. The model consists of a common encoder for the 3 tasks based on GoogleNet [35], one decoder for segmentation and two fully connected branches for classification. In [5] Asgari et al. proposed a multi-class segmentation as multi-task learning for drusen segmentation in retinal optical coherence tomography. The model is based on a multi-decoder architecture that tackles drusen segmentation as a multi-task problem. Instead of training a multi-class model for two classes segmentation, they used one decoder per target class and an extra task for the area between the layers. The model was validated on a dataset of 366 images. They achieved a mean dice of 0.73 compared to 0.68 with multi-class U-Net or 0.66 with a binary U-Net.

In [38] Thome et al. proposed a multi-task classification and segmentation model for cancer diagnosis in mammography. The architecture is based on a fully convolutional network (FCN) [24]. The model was evaluated on the DDSM database [15] with cancer classification and pixel segmentation with five classes. They showed that the model could learn shared representations that are beneficial for both tasks when trained in MTL approach compared to STL. The model achieved a mean dice of 38.28% and an AUC of 84.02% compared to a mean dice of 34.98% and an AUC of 81.37% for STL. In [14] He et al. used
a multi-task learning approach for the segmentation of organs at risk with label dependence. They used a MTL to accurately determine the contour of organs at risk in CT images. They used an encoder-decoder framework for two tasks. The main task is the segmentation of organs, while the secondary task is the multi-label classification of organs. While previous studies showed the advantage of using MTL compared to STL U-Net for image segmentation, recent works have shown the benefit of using U-Net, V-Net [25] or Faster-RCNN [30] as the backbone network. In [27], Playout et al. proposed an extension to U-Net architecture relying on multi-task learning with one common encoder, and two decoders to jointly detect and segment red and bright retinal lesions which are essential biomarkers of diabetic retinopathy. At the encoder level, they used residual connections at every scale, mixed pooling for spatial compression and large kernels for convolutions at the lowest scale. Segmentation results are refined with conditional random fields (CRF) and the model is trained with Kappa-based function loss. They achieved a sensitivity of 66.9% and a specificity of 99.8% on a public dataset.

In [40] Vesal et al. proposed a multi-task framework for skin lesion detection and segmentation. The model is based on Faster-RCNN to generate bounding boxes for lesion localization in each image, and "SkinNet" [41], which is a modified version of U-Net. The model was trained and evaluated on ISBI 2017 challenge and the PH2 datasets, outperforming other STL methods in terms of dice coefficient (0.93), Jaccard index (0.88), accuracy (0.96) and sensitivity (0.95), across five-fold cross validation experiments. In [45] Zhou et al. used an MTL framework for segmentation and classification of tumors in 3D automated breast ultrasound images. The main motivation behind their work is the correlation between tumor classification and segmentation, therefore learning these two tasks jointly may improve the outcomes of both tasks. The framework is based on an encoder-decoder network for segmentation and a light-weight multi-scale network for classification, with VNet as the backbone. These methods cannot be directly applied to 3D PET images to jointly segment the lesion, classify the pathology, and predict the outcome. For instance, the tumor boundaries in PET images for esophageal cancer are not well defined, and sometimes hard to separate from another normal fixation (no tumor). In addition, peritumoral which is defined as the pathology around the tumor is an important information that can boost the prediction accuracy, but it is not considered with previous and classical approaches. Finally, due to the variation in size of the tumors, a multi-scale approach could be a benefit to capture small features as well as investigating bigger ones. In this paper, we take advantage of previous proposed methods and propose a new architecture for radiomics analysis. The main tasks are outcome prediction and lesion segmentation, and the secondary tasks are image reconstruction and pathology classification. We propose a multi-scale feature learning for the outcome prediction, by jointly predicting on the local features and global ones.

3 Methods

Two major strategies are used when training a MTL algorithm, hard parameters sharing [9] or soft parameters sharing [32]. Hard parameter sharing is the most commonly used approach to MTL in neural networks and greatly reduces the risk of overfitting [32], see figure 2. In this work we utilize hard parameters sharing due to its great performance and wide utilization.

The reconstruction and pathology classification are extra tasks that serve as an inductive bias. The power of MTL framework lay in the fact that it is able to determine how tasks are related without being given an explicit training signal for task relatedness.

3.1 Model description

We propose a new architecture to jointly segment the lesion, classify the pathology, reconstruct the image and predict the outcome. The proposed network is shown in figure 3. We use U-Net as the backbone due to its great performance in 3D medical image segmentation. The architecture consists of four parts: (i) a common encoding part, (ii) a decoding part for reconstruction, (iii) a decoding part for the segmentation and (iii) skip connections between them, which form a W, see figure 3. To that we add a multi-layer perceptron (MLP) for the classification task, and a
Figure 3. Our proposed architecture, composed of an encoder and two decoders for image reconstruction and tumor segmentation. A fully connected layers are added for classification (esophageal vs lung cancer), and a multi-scale outcome prediction.
convolutional neural network (CNN) for the outcome prediction based on the segmentation result. Finally, we use multi-scale approach to feed global features to the CNN, to make a prediction on both global features and tumor ones. To summarize, many classic image classification networks use transfer learning [26] to extract high level features from CNN models, such as VGG16 [34] or ResNET [13]. Motivated by this, we use the same encoder for lesion segmentation and pathology classification to extract common features. We add reconstruction task as a secondary task so that the neural network can extract meaningful features about PET images.

3.1.1 Encoder-Decoder

The encoder is used to obtain the disentangled feature representation. It is a 10-layers 3D convolutional neural network with convolution filters of $3 \times 3 \times 3$ and a maxpooling of $2 \times 2 \times 2$ after each 2 convolutional layers and a skip connection. The number of feature maps increases from 64 for the 2 first layers to 1024 for the last ones. We use ReLU activation function and a Dropout of 0.5 after the last convolutional layer. The structure of the 2 decoders is the same, with upsampling to return to the original image size followed by convolutional layers to reduce the number of features by a factor of 2. These features are concatenated with the ones from the corresponding level of the encoder.

3.1.2 Multi-scale Feature Extraction

For the outcome prediction, we take advantage of both local features and global features. Local features are extracted from the segmentation result, while the global features are obtained from the common encoder. To benefit from features of different scales, we designed a multi-scale feature concatenation model for the radiomics task, as shown in figure 4. We concatenate feature maps from Level 3 to 5 in the encoder with the convolutional network in the outcome prediction. As a strong tool to evaluate and analyze the decision made by the neural network, we visualize heatmaps at different levels of the encoder and the decoder for the segmentation. To visualize the heatmaps, we use Grad-cam technique [35] to produce visual explanation at each scale. We can observe that scale 4, 5 and 6 extract rich features at the tumor level and beyond, including peritumoral regions and other important fixations. To incorporate this information at the prediction level we design a multi-scale feature concatenation model by fusing feature maps from scale 4, 5 and 6 with the tumor features. We use a channel-wise global average pooling (GAP) as in [45] to reduce the complexity in training time and to keep also important features, since it is more robust to spatial translation.

3.1.3 The reconstruction task T1

We trained the model with a linear activation for the output and a mean squared error for the loss function (Lrecon) and used accuracy as the metric:

$$L_{recon} = \frac{1}{n} \sum_{i=1}^{n} (y_{true} - y_{predict})^2$$

where $y_{true}$ is the true label and $y_{predict}$ is the predicted label.

3.1.4 The segmentation task T2

The decoder for the segmentation is similar to the one used for the image reconstruction with the exception of the last activation function. We substituted the mean squared error by a sigmoid for a binary output (tumor/no tumor). The loss function is the dice coefficient loss (Lseg):

$$dice_{coeff} = \frac{2 \times |X \cap Y| + \epsilon}{|X| + |Y| + \epsilon}$$

$$L_{seg} = -dice_{coeff}$$

where $\epsilon$ is the the smoothing factor and used to avoid a division by zero.

3.1.5 The classification task T3

The resulting set of feature maps encloses the entire spatial local information, as well as the hierarchical representation of the input. The activation of the $i^{th}$ unit of the $h$ hidden layer is given by:

$$h_i = f(h_i + Wh_i \ast V) \quad \text{with} \quad i = 1, ..., H.$$  \hspace{1cm} (4)

In details, the output of the encoder is a tensor of $\text{mini}_\text{batch} \times 32 \times 32 \times 1024$ to which we add a convolutional layer followed by a maxpooling followed by a flattened. The multilayer perceptron consists of a two Dense layer with 128 and 64 neurons respectively, with a dropout of 0.5 and the activation function $elu$. The loss function is a binary cross entropy:

$$L_{class} = -\frac{1}{n} \sum_{i=1}^{n} [y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)]$$

which is a special case of the multinomial cross-entropy loss function for $m = 2$:

$$L(\theta) = -\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} y_{ij} \log(\hat{y}_{ij})$$

where $n$ is the number of patients and $y$ is the class label (esophageal cancer, lung cancer).
Figure 4. Heatmap generated using grad-cam. The input is a cropped image around the lesion and the output is the mask. The neural network focuses on additional information other than the lesion at scale 4, 5 and 6.
3.1.6 The prediction task T4

The prediction branch is connected to three layers from the encoder and segmentation decoder to incorporate global features, in addition to tumor features extracted from the segmentation result. It is composed of 2 convolutional layers with 64 feature maps each followed by a max-pooling and 2 other convolutional layers with 128 feature maps each. Then, we apply a global average pooling to concatenate tumor-based features (local features) with encoder-decoder global features in a multi-scale. Finally, three fully connected layers are used for the prediction with 128, 128 and 1 neurons respectively. The loss function is the binary cross-entropy, and the performance metric is the accuracy:

$$L_{\text{predict}} = -\frac{1}{n} \sum_{i=1}^{n} \left[ y_2 i \log(\hat{y}_2 i) + (1 - y_2 i) \log(1 - \hat{y}_2 i) \right]$$

where \( n \) is the number of patients and \( y \) is the outcome.

3.1.7 multi-task Loss Function

We use reconstruction task to learn more meaningful features of PET exams, and outcome prediction task so that the network will focus attention on the most discriminant regions for the segmentation task so that. In our experiments, the Adam optimizer [20] algorithm was used with a mini batch of 4 and a learning rate of 0.0001. The global loss function (loss glob) for the 4 tasks is defined by:

$$\text{loss}_\text{glob} = \alpha L_{\text{recon}} + \beta L_{\text{seg}} + \omega L_{\text{class}} + \lambda L_{\text{predict}}$$

where \( \alpha = \beta \) and \( \omega = 1-(\lambda + 2 \times \alpha) \). Our model was trained for 1500 epochs with an early stopping of 70.

3.2 Dataset

Our experiments were run on 195 PET image volumes with lung (98) and esophageal (97) cancer, from Henri Becquerel Center, Rouen, France. All patients underwent whole body FDG PET with a CT (baseline PET), at the initial stage of the pathology and before any treatment. The reconstructed exam voxel size was 4.06 \( \times \) 4.06 \( \times \) 2.0 mm\(^3\) and were spatially normalized by re-sampling all the dataset to an isotropic resolution of 2 \( \times \) 2 \( \times \) 2 mm\(^3\) using the k-nearest neighbor interpolation algorithm. We split the data into 2 groups to train and test the deep learning methods. One group was used for training the models (77 esophageal and 78 Lung) and one locked group for testing (40 patients). Furthermore, for the CNN, the training samples were split into 2 groups, a train set (57 esophageal and 58 Lung) and a validation set (40 patients).

3.3 Implementation

All models were implemented using python and keras deep learning library, with tensorflow as backend, and trained on nvidia p6000 quadro gpu with 24gb. Some tested state-of-the-art models were developed using pytorch library.

4 Experiments

We compare the performance of STL and MTL models. We present an empirical test that rules out these mechanisms and thus ensures that the benefit from MTL is due to the information in the extra tasks.

**Experiment 1**: The first experiment consists of the optimization of the network by testing the different combination of tasks. The models developed include single tasks models, 2 and 3 tasks models, and all tasks’ models. Reconstruction and pathology classification are secondary tasks; thus, they are combined either with segmentation or outcome prediction or both of them. Also, outcome prediction with and without global features were evaluated, in addition to outcome prediction with and without local features. In total, 15 models were developed for the outcome prediction. **Experiment 2**: The second experiment is to evaluate the performance of the best model with state of the art methods for image segmentation such as U-Net, V-NET and a weakly supervised multi-task approach [2]. The WSL-MTL model uses a priori knowledge by defining two points in two 2D maximum intensity projection (MIP) images for coronal and sagittal views. The model learns to classify the two MIPs into lung and esophageal cancers, and by generating a class activation map (CAM), it calculates a distance between the CAM generated and the two points defined and learn to minimize the distance between the CAMs and the 2 points in a multi-task learning approach. Finally, the correct CAMs for sagittal and coronal views are used to retrieve the tumor in the 3D space.

**Experiment 3**: The third experiment is to compare our models with state of the art methods for image classification and outcome prediction. We use: Alexnet [21], VGG-16 [34], ResNET50 [13], 169-layer DenseNet [17] and InceptionV3 [37]. We compare also our results with deep radiomics such as 3D RPET-NET [3] and a 6 layers 3D convolutional neural network.

**Experiment 4**: In experiment 4 we study the effects of \( \lambda \) on the multitask learning. We have tested different values: 0.1, 0.3, 0.5, 0.7 and 0.9.

**Experiment 5**: Finally, we compare our proposed method with state of the art multi-task methods, including [46],[42], [29] and [10]. We extended 2D networks to 3D. To incorporate both local and larger contextual information,
5 Results

The performances of the models were evaluated using the dice coefficient for the segmentation task, and the area under the ROC curve (AUC) and the accuracy (Acc), for both classification and prediction.

The main results of the five experiments are shown in Tables 1 to 5. The neural network was trained for 1500 epochs with an early stopping of 70.

Experiment 1: As shown in Table 1, the best results for outcome prediction were obtained with the combination of the four tasks with multi-scale, and with tumor and global features. It achieved an accuracy of 0.79 and AUC of 0.77 for esophageal cancer outperforming 14 other scenarios which are composed of several combination of different tasks, with and without multi-scale and with and without tumor features. For lung cancer, our proposed model achieved an accuracy of 0.70 and AUC of 0.71 in multi-scale, and an accuracy of 0.71 and AUC of 0.69 when using only tumor features. Using only reconstruction and prediction resulted in a poor performance for both lung and esophageal cancers. For the segmentation, the best results were achieved by the combination of segmentation and prediction in multi-scale for esophageal cancer (dice coefficient = 0.79) and using only global features for lung cancer (dice coefficient = 0.86). Our proposed model achieved a dice score of 0.73 in multi-scale and 0.75 when using only tumor features for esophageal cancer, and a dice score of 0.82 in multi-scale and 0.83 when using only tumor features for lung cancer. The combination of the reconstruction, segmentation and prediction also resulted in good results for segmentation, when using only global features, only tumor features and in multi-scale: 0.77, 0.76 and 0.74 for esophageal cancer and 0.84, 0.84, 0.83 for lung cancer respectively. When using the classification task in addition to segmentation and prediction the performance on segmentation decreases: 0.71, 0.69 and 0.71 for esophageal cancer and 0.80, 0.76, 0.79 for lung cancer. This can be explained due to the fact that the reconstruction task helps in the extraction of rich meaningful features that contribute to the segmentation better than the classification task. For the classification, the best results were achieved with the combination of the classification and prediction tasks, without reconstruction and segmentation: accuracy = 0.98 and AUC = 0.97. Our proposed model achieved an accuracy of 0.97 and an AUC of 0.94 and 0.95 with multi-scale and only tumor features respectively. Since the goal of our study is to focus on the prediction task, the performance of the other 2 tasks (segmentation and classification) can be a little higher when using only segmentation and prediction or classification and prediction, but not for the prediction. This is because to improve the performance of the prediction task, the model tends to find the most informative and discriminating region in the image that allows this improvement. This results in the extraction of intratumoral and peritumoral tumor regions, which may differ from segmentation ground truth but improve the prediction. The combination of segmentation and prediction resulted in an accuracy of 0.70, 0.70 and 0.73 and an AUC of 0.71, 0.74 and 0.72 for esophageal cancer for global features, tumor features and multi-scale respectively, and an accuracy of 0.65, 0.65 and 0.67 and an AUC of 0.57, 0.65 and 0.66 for lung cancer. The combination of the classification and prediction resulted in an accuracy of 0.60 and an AUC of 0.59 for esophageal cancer and an accuracy of 0.70 and an AUC of 0.65 for lung cancer.

Experiment 2: In Table 2, segmentation results for three other state of the art methods are reported and compared to our proposed model, for esophageal and lung cancers. The 3 models are: U-Net, which represents the task T2 for the segmentation since it was used as the backbone in our model, V-Net and a weakly supervised multi-task learning (WSL-MTL) model for tumor segmentation. Our model achieved the best results with the WSL-MTL for esophageal cancer (dice coefficient = 0.73), and slightly worse than the WSL-MTL for lung cancer (dice coefficient = 0.82 and 0.85 respectively), since the WSL-MTL was trained to do the segmentation as a primary objective. Our model was better than single task (T2) U-Net and V-Net: 0.69 and 0.69 for esophageal cancer and 0.80 and 0.77 for lung cancer. These results show that our model can correctly find the tumor regions from which local tumor features can well be extracted. Experiment 3: Table 3 shows the results of the third experiment. We compared our method with state-of-the-art deep learning models for image classification and prediction. Our proposed model outperformed other methods for the prediction task for both esophageal and lung cancers. ResNet50 had slightly better results for the classification (accuracy 0.97 and AUC 0.97) but very poor results the prediction: accuracy = 0.62 and AUC = 0.63 for esophageal cancer and accuracy = 0.59 and AUC = 0.57 for lung cancer. AlexNet, VGG-16 and VGG-19 have not shown promising results.

Experiment 4: In Table 4 the the influence of $\lambda$ on the performance of our model is reported. We achieved the best results for tumor classification and outcome prediction with $\lambda = 0.3$. When lowering the value of $\lambda$ the model achieves slightly better result for the segmentation for esophageal cancer (0.74) but a worse prediction result for both esophageal and lung (accuracy = 0.70 and AUC = 0.69, accuracy = 0.65 and AUC = 0.64). For $\lambda = 0.5$ our model achieves comparable results for both pathologies: accuracy = 0.77 and AUC = 0.76 for esophageal cancer and accuracy = 0.71 and AUC = 0.70 for lung cancer, with a
| Tasks                | Global features | Tumor features | Seg. Dice_coef | Class. Accuracy | Pred. AUC | Seg. Dice_coef | Class. Accuracy | Pred. AUC |
|---------------------|-----------------|---------------|----------------|-----------------|-----------|----------------|-----------------|-----------|
| Esoph. T1 & T4      | ✓               | x             | /              | /               | /         | 0.60           | 0.60            |           |
| T1 & T3 & T4        | ✓               | x             | /              | 0.95            | 0.94      | 0.65           | 0.68            |           |
| T1 & T2 & T4        | ✓               | x             | 0.77           | /               | /         | 0.65           | 0.64            |           |
| T1 & T2 & T4        | x               | ✓             | 0.76           | /               | /         | 0.65           | 0.63            |           |
| T1 & T2 & T4        | ✓               | ✓             | 0.74           | /               | /         | 0.70           | 0.63            |           |
| T2 & T4             | ✓               | x             | 0.73           | /               | /         | 0.70           | 0.71            |           |
| T2 & T4             | x               | ✓             | 0.70           | /               | /         | 0.70           | 0.74            |           |
| T2 & T4             | ✓               | ✓             | 0.79           | /               | /         | 0.73           | 0.72            |           |
| T2 & T3 & T4        | ✓               | x             | 0.71           | 0.94            | 0.93      | 0.72           | 0.70            |           |
| T2 & T3 & T4        | x               | ✓             | 0.69           | 0.91            | 0.92      | 0.70           | 0.71            |           |
| T2 & T3 & T4        | ✓               | ✓             | 0.71           | 0.93            | 0.91      | 0.75           | 0.73            |           |
| T3 & T4             | x               | x             | /              | 0.98            | 0.97      | 0.60           | 0.59            |           |
| T1 & T2 & T3 & T4   | ✓               | x             | 0.73           | 0.96            | 0.95      | 0.70           | 0.67            |           |
| T1 & T2 & T3 & T4   | x               | ✓             | 0.75           | 0.97            | 0.95      | 0.76           | 0.74            |           |
| T1 & T2 & T3 & T4   | ✓               | ✓             | 0.73           | 0.97            | 0.94      | 0.79           | 0.77            |           |

| Lung                | Global features | Tumor features | Seg. Dice_coef | Class. Accuracy | Pred. AUC | Seg. Dice_coef | Class. Accuracy | Pred. AUC |
|---------------------|-----------------|---------------|----------------|-----------------|-----------|----------------|-----------------|-----------|
| T1 & T4             | ✓               | x             | /              | /               | /         | 0.49           | 0.51            |           |
| T1 & T3 & T4        | ✓               | x             | /              | 0.95            | 0.94      | 0.59           | 0.56            |           |
| T1 & T2 & T4        | ✓               | x             | 0.84           | /               | /         | 0.60           | 0.58            |           |
| T1 & T2 & T4        | x               | ✓             | 0.84           | /               | /         | 0.64           | 0.60            |           |
| T1 & T2 & T4        | ✓               | ✓             | 0.83           | /               | /         | 0.65           | 0.62            |           |
| T2 & T4             | ✓               | x             | 0.86           | /               | /         | 0.65           | 0.57            |           |
| T2 & T4             | x               | ✓             | 0.81           | /               | /         | 0.67           | 0.65            |           |
| T2 & T4             | ✓               | ✓             | 0.82           | /               | /         | 0.67           | 0.66            |           |
| T2 & T3 & T4        | ✓               | x             | 0.80           | 0.94            | 0.93      | 0.68           | 0.66            |           |
| T2 & T3 & T4        | x               | ✓             | 0.76           | 0.91            | 0.92      | 0.68           | 0.65            |           |
| T2 & T3 & T4        | ✓               | ✓             | 0.79           | 0.93            | 0.91      | 0.69           | 0.67            |           |
| T3 & T4             | x               | x             | /              | 0.98            | 0.97      | 0.70           | 0.65            |           |
| T1 & T2 & T3 & T4   | ✓               | x             | 0.81           | 0.96            | 0.95      | 0.70           | 0.62            |           |
| T1 & T2 & T3 & T4   | x               | ✓             | 0.83           | 0.97            | 0.95      | 0.71           | 0.69            |           |
| T1 & T2 & T3 & T4   | ✓               | ✓             | 0.82           | 0.97            | 0.94      | 0.70           | 0.71            |           |

Table 1. Results of experiment 1: segmentation, classification and prediction results from different scenarios, for esophageal and lung cancers. T1: reconstruction, T2: segmentation, T3: pathology classification, T4: outcome prediction.

better dice coefficient (0.85) for the segmentation of lung tumors. Increasing $\lambda$ does not result in an improvement of the prediction task, it decreases the performance of the segmentation and classification tasks and the prediction: accuracy $= 0.73$, AUC $= 0.71$ for esophageal and accuracy $= 0.71$ and AUC $= 0.70$ for lung for prediction, accuracy $= 0.89$ and AUC $= 0.88$ for classification, and a dice coefficient $= 0.69$ and 0.78 for esophageal and lung cancers respectively for segmentation.

**Experiment 5**: Table 5 reports the results of three state-of-the-art methods for multi-task learning for segmentation and classification. Our proposed model achieves the best results for both esophageal and lung cancers for the prediction and classification task, where [46] achieves a slight improvement on the segmentation task for esophageal cancer (dice coefficient $= 0.75$), and comparable results for the classification (accuracy $= 0.96$ and AUC $= 0.94$).

### 6 Discussion

We have developed a new deep learning multi-task model to jointly identify esophageal and lung tumors, segment the tumor regions of interest and predict patient’s outcome. Our architecture is general, which means that it can be used for other segmentation-classification-prediction applications. We have also compared our method with several state-of-the-art algorithms such as U-NET, V-NET and WSL-MTL for tumor segmentation, methods for im-
Table 2. Experiment 2: Segmentation results for esophageal and lung cancer compared to the state of the art methods. WSL: weakly supervised learning model developed in [2].

| Method       | Dice coef |
|--------------|-----------|
| Esophageal cancer |           |
| U-NET (T2)    | 0.69      |
| V-NET         | 0.69      |
| WSL-MTL       | 0.73      |
| Ours          | 0.73      |
| Lung cancer   |           |
| U-NET (T2)    | 0.80      |
| V-NET         | 0.85      |
| WSL-MTL       | 0.77      |
| Ours          | 0.82      |

One of the main advantages of our proposed method lies in the fact that once the learning is finished, we no longer need segmentation ground truth to do radiomics. The model requires only the PET images as input, thus, to avoid the tedious segmentation task for physicians. Also, the architecture is general. The model can be modified easily to add other cancer types to do radiomics without changing the architecture, just the classification branch.

7 Conclusion

In this paper, we proposed a multi-task learning approach to predict patient’s outcome from PET images and segment the regions of interest simultaneously. Our method can improve prediction results even if we have only several small datasets. thanks to learning tasks in parallel while using a shared representation. Therefore, what is learned for each task can help other tasks be learned better. We show also that subsidiary tasks serve as an inductive bias so that the model can generalize better. Our model was tested and evaluated for treatment response and survival in lung and esophageal cancers, outperforming single task learning methods and state-of-the-art multi-task learning methods. In the future, we will add other cancers to validate our framework and develop an attention mechanism to combine the different features.
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