Cosmological test of local position invariance from the asymmetric galaxy clustering
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ABSTRACT
The local position invariance (LPI) is one of the three major pillars of Einstein equivalence principle, ensuring the space-time independence on the outcomes of local experiments. The LPI has been tested by measuring the gravitational redshift effect in various depths of gravitational potentials. We propose a new cosmological test of the LPI by observing the asymmetry in the cross-correlation function between different types of galaxies, which predominantly arises from the gravitational redshift effect induced by the gravitational potential of haloes at which the galaxies reside. We show that the ongoing/upcoming galaxy surveys give a fruitful constraint on the LPI-violating parameter, α, in the distant universe (redshift z ~ 0.1–1.8) over the cosmological scales (separation s ~ 5–10 Mpc/h) that have not yet been explored, finding that the expected upper limit on α can reach 0.03.
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1 INTRODUCTION
Since its foundation, general relativity has been the essential framework to describe gravity in astronomy and cosmology. An important building block of general relativity is the Einstein equivalence principle. As part of it, the local position invariance (LPI) has been playing a special role even for alternative theories of gravity. It states that the outcome of any local non-gravitational experiment is independent of where and when it is performed. An important consequence of the LPI is predicting the gravitational redshift effect. It indicates that the gravitational redshift, zgrav, between two identical clocks located at different gravitational potentials, Δφ, can be given by zgrav = Δφ (the speed of light is taken as unity). If the LPI is violated, this relation has to be modified, and it is commonly parametrized in the form (e.g., Will 2018):

\[ z_{\text{grav}} = (1 + \alpha)\Delta\phi, \]

where the non-zero value of α implies the LPI violation.

Pound & Rebka (1959); Pound & Snider (1965) have made the first successful high-precision measurements of the gravitational redshift effect due to the gravitational potential of the Earth (the Pound-Rebka-Snider experiment), constraining the LPI-violating parameter with an accuracy of α ≲ O(10⁻²). After these pioneering works, the constraint on α has been obtained and improved by many measurements, for instance, spacecraft measurements (Vessot et al. 1980; Krisher et al. 1990), solar-spectra measurements (Lopresto et al. 1991; González Hernández et al. 2020), and null experiments, which constrain the difference in α between different kinds of atomic clocks in the laboratory (Leefer et al. 2013; Peil et al. 2013). Recent null experiment puts the upper bound on the LPI-violating parameter by α < O(10⁻⁶) (Peil et al. 2013). The limits on α obtained above cover a range of 10⁻¹⁵ ≤ Δφ ≤ 10⁻⁶. Interestingly, Amorim et al. (2019); Mediavilla & Jiménez-Vicente (2021) have recently measured the stellar/quasar spectrum near the galactic centre supermassive black hole and gave a limit on an LPI violation of α ≲ 10⁻² with a potential difference 10⁻⁴ ≤ Δφ ≤ 10⁻².

In this paper, we propose a novel cosmological test of the LPI, probing a new region 10⁻⁶ ≤ Δφ ≤ 10⁻⁴, by using the measurements of galaxy redshift surveys (this range is also covered by the surface gravity of stars, but separating the surface gravity from the systematic effects is still difficult e.g., Dai et al. 2019; Moschella et al. 2022). The observed galaxy distributions via spectroscopic measurement are apparently distorted due to the special and general relativistic effects (e.g., Sasaki 1987; Matsubara 2000; Croft 2013; Yoo 2014; Tansella et al. 2018; McDonald 2009; Bonvin et al. 2014). Some of the relativistic effects induce asymmetric distortions along the line-of-sight when cross-correlating different types of galaxies, leading to a non-vanishing dipole.

Bonvin & Fleury (2018); Bonvin et al. (2020) have pointed out that the large-scale dipole signal can test the weak equivalence principle. In contrast, based on the numerical simulations and analytical model, we have recently shown that the small-scale dipole is dominated by
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the gravitational redshift effect mainly arising from the gravitational potential of dark matter haloes (Breton et al. 2019; Saga et al. 2020). Further, we found that such a signal can be detected from upcoming galaxy surveys at a statistically significant level (Saga et al. 2022) (see Beutler & Di Dio 2020, for a similar forecast based on a different approach). Note that even the current data set of galaxy clustering and clusters of galaxies provide a marginal detection (Alam et al. 2017; Wojtak et al. 2011; Kaiser 2013; Sadeh et al. 2015; Jimeno et al. 2015; Cai et al. 2017; Mpetha et al. 2021). We thus anticipate that the detected dipole signals from future surveys enable us to measure the gravitational redshift effect, offering the LPI test at cosmological scales.

Motivated by these, we present a quantitative analysis for the forecast constraint on the LPI-violating parameter \( \alpha \). In doing so, we use an analytical model that reproduces numerical simulations quite well (Saga et al. 2020, 2022). Taking two major systematics arising from off-centred galaxies into account, we demonstrate that future galaxy surveys will offer an insightful cosmological test of the LPI, uncovering the parameter space that has not been explored so far.

This paper is organized as follows. In Sec. 2, we present the model of the dipole moment based on our previous works (Saga et al. 2020, 2022), in which the major relativistic effects, the gravitational redshift and transverse Doppler effects are taken into account. In Sec. 3, we derive the expected constraint on the LPI-violating parameter \( \alpha \) by ongoing and upcoming galaxy redshift surveys. Sec. 4 is devoted to summary and discussions. Appendices A, B, and C provide, respectively, the derivation of the analytical model for the dipole, the model of the non-perturbative terms involved in the dipole, and the details of the Fisher analysis for deriving uncertainty in the bias parameters, which is used in obtaining the constraint on \( \alpha \).

2 RELATIVISTIC DIPOLE

Let us recall that the observed galaxy position via spectroscopic surveys receives relativistic corrections through the light propagation in an inhomogeneous universe on top of the cosmic expansion. Consequently, the observed source position, \( s \), differs generally from the true position, \( x \). Taking the major effects into account, their relation becomes

\[
s = x + \frac{1}{aH} \left( v \cdot \hat{x} - \phi_{\text{halo}} + \gamma v E \right) \hat{x},
\]

with \( \hat{x} \) being the unit vector, \( \hat{x} = x/|x| \). The quantities \( a, H, \) and \( v \) are a scale factor, Hubble parameter, and peculiar velocity of galaxies, respectively. The explicit form of other minor contributions are found in, e.g., Yoo (2010); Challinor & Lewis (2011); Bonvin & Durrer (2011). In Eq. (2), three contributions in the square bracket are, from the first to third terms, (i) the longitudinal Doppler effect induced by the galaxy peculiar motion, (ii) gravitational redshift effect arising from the potential of the halo at position, \( \phi_{\text{halo}} \), and finally, (iii) sum of transverse Doppler, light-cone, and surface brightness modulation effects mainly due to the virialized random motion of galaxies, \( v_E^2 \) (Kaiser 2013; Jimeno et al. 2015; Cai et al. 2017; Mpetha et al. 2021). We introduced a parameter \( \gamma \) and use \( \gamma = -5/2 \) as a fiducial value, taken from Kaiser (2013). We will discuss the impact of the uncertainty in this parameter later. Since the second and third terms largely depend on the halo properties of targeted galaxies, they are systematically treated as a deterministic constant rather than a stochastic variable, determined solely by the halo masses. In Eq. (2), relativistic corrections systematically change the observed position along the specific direction \( \hat{x} \). This apparently produces an asymmetry in the galaxy clustering, and taking a pair of galaxies with different sizes of relativistic corrections results in a non-vanishing dipole (see Eq. (3)).

With the mapping relation in Eq. (2) and the number conservation, the observed number density fluctuation of the galaxy population \( X, \delta_X^S(s) \) is related to the real-space galaxy density field, \( \delta_X(x) \). Furthermore, the galaxy distribution is a biased tracer of matter fluctuations. Our assumption here is that it is simply related to the linear matter fluctuations \( \delta_L(x) \) through \( \delta_X(x) = b_X \delta_L(x) \), with the linear bias parameter \( b_X \) to be determined observationally. Treating the density fluctuations and relativistic corrections perturbatively, the quantity \( \delta_X^S(S) \) is solely expressed in terms of \( \delta_L \) (Saga et al. 2022).

We then compute the correlation function between the galaxy populations \( X \) at \( s_1 \) and \( Y \) at \( s_2, \xi(s_1, s_2) \equiv \langle \delta_X^S(s_1) \delta_Y^S(s_2) \rangle \) with \( \langle \cdots \rangle \) being the ensemble average. Without loss of generality, we write it as a function of the separation \( s = |s_2 - s_1| \), line-of-sight distance \( d = |s_1 + s_2|/2 \), and directional cosine between the line-of-sight and separation vectors, \( \mu = \hat{s} \cdot \hat{d} \). The dipole moment of the correlation function characterizing the asymmetric galaxy clustering is defined by

\[
\xi_1(s, d) = 2f\Delta b \frac{s}{d} \left( \Xi_1^2 - \Xi_2^2 \right) + \left( \Delta \phi + \frac{5}{2} \Delta v_E^2 \right) \frac{3}{5} \Xi_1 \Xi_2
\]

with \( f = \int k^2 dk/(2\pi^2) j_f(k) s^{-n} P_L(k) \) with \( j_f \) and \( P_L(k) \) being, respectively, the spherical Bessel function and linear matter power spectrum. In Eq. (3), all terms are proportional to the differential quantities, i.e., \( \Delta b \equiv b_X - b_Y, \Delta \phi \equiv \phi_{\text{halo},X} - \phi_{\text{halo},Y}, \) and \( \Delta v_E^2 \equiv E_X^2 - E_Y^2 \). Accordingly, the non-vanishing dipole arises only when we cross-correlate different biased objects, \( X \neq Y \). To observe the dipole signal and use it as the probe of the LPT test, we preferentially cross-correlate the objects having a similar potential depth, which can be regarded as the conditional average over density fields, \( \delta, \) for a given potential depth. Hence, a non-zero contribution from, e.g., \( \langle \Phi \delta \delta \rangle \), would be present but be small, indeed justified in comparing the analytical predictions with the simulations (Breton et al. 2019).

We note that our model (3) ignores the magnification bias due to the flux-limited galaxy samples that also contributes to the dipole (Bonvin et al. 2014; Hall & Bonvin 2017). As shown in Saga et al. (2022), its impact is small at the scales of interest and hence does not change our results. We keep the Doppler contribution which is also negligible compared to the second term in Eq. (3) at small scales, but has the comparable amplitude to the magnification bias. If we cross-correlate subhaloes or satellite galaxies, the Doppler contribution may become a non-negligible effect as the Finger-of-God effect, although it has not been appropriately modelled beyond the plane-parallel limit yet, which is beyond the scope of this work.

Given the linear matter power spectrum and bias parameters, the
remaining pieces to be specified for a quantitative prediction of $\xi_1$ are $\phi_{\text{halo}}$ and $v_2^Y$, which are modelled by the universal halo density profile, called Navarro-Frenk-White profile (Navarro et al. 1996). Assuming its functional form is characterized by halo mass and redshift, the halo potential, $\phi_{\text{halo}}$, is obtained by solving the Poisson equation, while the velocity dispersion, $v_2^Y$, is computed from the Jeans equation (Saga et al. 2020, 2022). Here, we also add the halo coherent motion to $v_2^Y$ according to Zhao et al. (2013); Zhu et al. (2017); Di Dio & Seljak (2019). In predicting the dipole, a crucial aspect is that each of the galaxies to cross-correlate does not strictly reside at the halo centre. The presence of the off-centred galaxies induces two competitive effects, i.e., the diminution of the gravitational redshift and non-vanishing transverse Doppler effects, which systematically change the dipole amplitude. We account for them following Hikage et al. (2013); Yan et al. (2020), and control their potential impact by introducing the off-centring parameter $R_{\text{off}}$. As a result, we can write the parameter dependence explicitly as $\phi_{\text{halo}}(z, M_X, R_{\text{off}}, \chi)$ and $v_2^Y(z, M_X, R_{\text{off}}, \chi)$ (see Appendix B).

Putting all ingredients together, we show the analytical prediction of the dipole at $z = 0.33$ in Fig. 1, together with the measured dipole in simulations incorporating longitudinal Doppler and gravitational redshift effects (black circles), and all the relevant relativistic effects (grey circles) (Breton et al. 2019). Comparing black with grey circles, the longitudinal Doppler and gravitational redshift effects are shown to be the major contributors to the dipole. Accordingly, it justifies the underlying assumption in our model given in Eq. (3).

In this figure, we vary the off-centring parameter by the typical range for the simulations, i.e., the offset of the deepest potential well from the centre of mass position which is the actual halo position defined in simulations: $0 \leq R_{\text{off}}/r_{\text{vir}} \leq 0.2$ (see e.g., Yan et al. 2020). Within the statistical error, the prediction (red curve) describes the simulation results remarkably well down to 5 Mpc/h, while the prediction ignoring the halo potential (grey dashed) fails to reproduce the negative dipole at small scales. This suggests that the measurements of the dipole, having particularly a negative amplitude at $s \lesssim 30$ Mpc/h, provide us with information about the gravitational redshift effect from the halo potential, and we can use it to test the LPI violation, as we will see below.

### 3 TEST OF LOCAL POSITION INVARIANCE

Having confirmed that the analytical predictions properly describe the dipole at the scales of our interest, we next quantitatively consider the prospects for constraining the LPI-violation parameter $\alpha$ in Eq. (1) from upcoming galaxy surveys.

To this end, we perform the Fisher matrix analysis involving several parameters together with $\alpha$ as follows.

- **Cosmological parameters:** we assume that the cosmological parameters that characterize the linear matter spectrum $P_L$ and growth of structure are determined by other cosmological probes e.g., cosmic microwave background (CMB) observations, and fix their fiducial values to the seven-year WMAP results (Komatsu et al. 2011).
- **Bias parameter:** the redshift-space distortions and baryon acoustic oscillations measurements provide the constraint on $b\sigma_8$ with $\sigma_8$ being the fluctuation amplitude smoothed at 8 Mpc/h. Combining the accurate CMB measurement for power spectrum normalization, we thus have the bias $b$ with a certain error, $\sigma_b$ (see e.g., Seo & Eisenstein 2003; Taruya et al. 2011). We obtain the error by performing another Fisher analysis for these observations (see Appendix C in detail).

On top of these parameters that can be determined independently of the dipole, our theoretical template based on Eq. (3) involves parameters associated with the properties of haloes for a given redshift:

- **Off-centring parameter $R_{\text{off}}$:** in principle, we can determine this parameter separately and accurately from the even multipoles (e.g., Hikage et al. 2013). Here, we set the typical value, 0.2$r_{\text{vir}}$, as a fiducial value, and impose a Gaussian prior with the expected errors $\sigma_{R_{\text{off}}} = 0.01r_{\text{vir}}$, where $r_{\text{vir}}$ is the virial radius of haloes (e.g., Lukić et al. 2009; Hikage et al. 2013; Yan et al. 2020).
- **Halo mass:** given the bias model described by e.g., the Sheth-Tormen prescription (Sheth & Tormen 1999), the halo masses $M_X/N$ are inferred from the bias parameters with errors, $\sigma_M = |\partial M/\partial b|\sigma_b$. We incorporate this error into our analysis as a Gaussian prior. This treatment enables us to break the degeneracy between the LPI-violating parameter, $\alpha$, and potential difference, $\Delta\phi$ as seen in Eq. (1). The systematic impact of assuming a specific bias model would be reduced, once we can determine the halo masses by complementary probes, e.g., gravitational lensing measurements.

To sum up, we have five free parameters in the theoretical template, $\theta = \{\alpha, R_{\text{off}}, M_X/N, M_X/N\}$. With the above prescription, the LPI test proposed here is performed consistently under the standard cosmological model.

Let us construct the Fisher matrix. For galaxy samples at the nth redshift slice $z_n$, it is given by the $5 \times 5$ matrix:

$$F_{n,ij} = \sum_{s_1,z_2=\text{min}}^{\text{max}} \frac{\partial \xi_i(s_1, z_n)}{\partial \theta_j} C^{-1}(s_1, s_2, z_n) \frac{\partial \xi_j(s_2, z_n)}{\partial \theta_j}, \quad (4)$$

with $C$ being the covariance matrix, which is analytically evaluated by taking only the dominant plane-parallel contributions, ignoring also the non-Gaussian covariance (Bonvin et al. 2016; Hall & Bonvin 2017; Saga et al. 2022). We set the minimum separation $\text{min}$ to 5 Mpc/h, above which the analytical prediction reproduces the
simulations, and the systematics of baryonic effects would be negligible. We set $s_{\text{max}}$ to 30 Mpc/$h$, below which the gravitational redshift effect from the halo potential starts to dominate. Adopting a larger $s_{\text{max}}$ hardly changes the results. Then, with the inverse Fisher matrix at $z_\alpha$, $\sigma_{\alpha}^{-2} \equiv F_{\alpha,\alpha}^{-1}$, we combine all the redshift bins by

$$\sigma_{\alpha} = \frac{1}{\sqrt{\sum_n \sigma_{\alpha n}^{-2}}}$$

which gives the expected 1σ error for a given survey on the LPI-violating parameter, marginalizing over other parameters.

Our Fisher matrix analysis considers the cross-correlation function between two distinct galaxy populations obtained from different surveys, assuming that these surveys are maximally overlapped. We examine the combination of the following surveys: Dark Energy Spectroscopic Instrument (DESI) targeting magnitude-limited Bright Galaxies (BGS), Luminous Red Galaxies (LRGs), and Emission Line Galaxies (ELGs) (Aghamousa et al. 2016), Euclid targeting Hz emitters (Lauriejs et al. 2011), Subaru Prime Focus Spectrograph (PFS) targeting OH ELGs (Takada et al. 2014), and Square Kilometre Array (SKA) targeting HI galaxies with two phases dubbed SKA1 and SKA2 (Bacon et al. 2020) (see Appendix E of Saga et al. 2022 for the survey parameters). Note that splitting galaxies obtained from a single survey, a cross correlation between two subsamples would also yield a non-zero dipole. However, its detectability strongly depends on how we split the sample (see Saga et al. 2022). In this paper, we rather focus on a solid way that combines two distinct surveys.

Before presenting forecast results, Fig. 2 shows, for illustration, the expected errors around the predicted dipole for DESI-BGS×SKA2 (top) and DESI-LRG×SKA2 (bottom), with the fiducial setup (i.e., $R_{\text{off}}/r_{\text{vir}} = 0.2$ and $\alpha = 0$) at the specific redshifts, $z = 0.25$ and $z = 0.65$, respectively. Here, we also show the expected signals when changing the LPI-violating parameter to $\alpha = \pm 0.1$ and $\pm 0.05$, varying the off-centring parameter within the prior range $\sigma_{R_{\text{off}}/r_{\text{vir}}} = 0.01$ (grey), and varying the bias parameter within the prior range $\sigma_b$ derived by performing another Fisher analysis (see Appendix C) as indicated in the caption of the figure (magenta). Fig. 2 suggests that the dipole signal from upcoming surveys allows us to measure an LPI violation of the order of $O(\alpha) = 0.01$ even for a single redshift slice if the other parameters are held fixed.

Computing the Fisher matrix, we obtain the 1σ error on the LPI-violating parameter with other parameters marginalized over. Fig. 3 shows the results from various combinations of upcoming surveys against the redshift. Among these, the combination of DESI-LRG and SKA2 gives the tightest constraint with $\sigma_{\alpha} \approx 0.040$ at $0.7 \leq z \leq 1.1$. This is attributed to the large bias difference, increasing the signal, and a large number of galaxies in SKA2, reducing the shot noise. Assuming that all the observations shown in Fig. 3 are independent, combining all measurements further improves the constraint on $\alpha$ down to $\sigma_{\alpha} \approx 0.030$.

The expected upper limit from the proposed LPI test is compared to the previous results for various potential differences $\Delta \phi$, summarized in Fig. 4. In contrast to the previous results, it is worth noting that: (i) the dipole measurement can be a unique probe to explore a new parameter space of the LPI violation, i.e., $\Delta \phi \approx 10^{-5}$, (ii) our method is a new cosmological approach that cannot be categorized as any previous method, and (iii) the method enables us, for the first time, to constrain the LPI violation at cosmological scales.

4 SUMMARY AND DISCUSSION

In this paper, we have explicitly shown that the cross-correlation function between galaxies with different host haloes and clustering bias yields a non-vanishing dipole. Such a feature typically appears at $s \lesssim 30$ Mpc/$h$, and is dominated by the gravitational redshift effect from the potential of haloes hosting observed galaxies. Analytical predictions combining perturbation theory with halo model prescription agree well with simulations taking the relativistic effects into account. The Fisher matrix analysis based on the analytical model showed that despite the systematics arising from the off-centred galaxies, the dipole measured from the upcoming galaxy surveys offers a unique LPI test at cosmological scales in the high-redshift universe. While the achievable precision of the LPI-violating parameter, $\alpha \lesssim 0.030$, is comparable to the upper limit from the Pound- Rebka-Snider experiments (Pound & Rebka 1959; Pound & Snider 1965) and is weaker than the recent tests based on the null experiments, the proposed method allows us to probe the potential depth of $\Delta \phi \approx 10^{-5}$, which has not been fully explored.

The outcome of our Fisher matrix analysis relies on several simplifications and specific setups. Among these, our theoretical template adopts the halo model prescription assuming the one-to-one corre-
spondence between galaxy and halo. Hence, the predicted amplitude of the dipole signal is tightly linked to the halo mass. A more careful modelling based on numerical simulations, though not qualitatively affecting the present results, is required for more precision, taking a proper account of the realistic halo-galaxy connection as well as systematic effects from the assembly bias characterizing the secondary halo properties (Gao et al. 2005; Croton et al. 2007), velocity bias (Baldauf et al. 2015; Matsubara 2019), or different properties of infalling and outward moving galaxies implied by quenching (e.g., Bekki et al. 2005; Werle et al. 2022). Modelling them is a common challenge when investigating galaxy-galaxy correlations, for which we need a certain model refined by hydrodynamic simulations, and is therefore beyond the scope of this work. However, once the model including the above systematic effects have been developed, our proposed methodology is still available.

Finally, we quantitatively discuss below that meaningful constraints are still possible in more conservative situations. First, we consider the impact of off-centred galaxies. While our setup of the constraints are still possible in more conservative situations. First, we again take 10% uncertainty in $\gamma$, which roughly corresponds to the typical variation range of the spectral index for the galaxy spectral energy distributions (Kaiser 2013) into account in the Fisher analysis, and found the result does not significantly change ($\sigma_\alpha = 0.032$). Third, we further examined how the uncertainty in the bias parameter affects the derived constraints on $\alpha$. We perform the same analysis again for the more conservative case by setting the uncertainty in the bias parameter to twice the fiducial value. Then, we again found that the result does not significantly change ($\sigma_\alpha = 0.034$).

Since our method provides a consistency test under general relativity, a non-zero detection of the LPI-violating parameter does not simply imply LPI violation, which is generally inherent in the LPI test. However, we can generalize our methodology to modified gravity, requiring a more systematic and elaborate study, which is beyond the scope of this paper. A pursuit of measuring the dipole signal is indispensable, and the present method will pave a pathway to the cosmological LPI test in the distant universe.
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**APPENDIX A: DERIVATION OF EQUATION (3)**

We present the derivation of the analytical model for the dipole cross-correlation function given at Eq. (3). This derivation builds on our previous works (Saga et al. 2020, 2022), but we here succinctly summarize our treatment and the approximation, which enable us to compute the dipole cross-correlation with one-dimensional numerical integration. After presenting a rigorous expression for the observed density field based on the Zel’dovich approximation in Appendix A1, a simplified expression is derived in Appendix A2, leading to a one-dimensional model of the dipole cross-correlation involving only the one-dimensional integrals.

**A1 Preliminary**

Our starting point is a mapping relation between the real and redshift space given at Eq. (2) in the main text, which includes the standard Doppler effect, the gravitational redshift effect due to the non-linear halo potential, and contributions arising from the velocity dispersions. In what follows, we denote the relativistic effects, except the standard Doppler term, by $\epsilon_{NL}$. Eq. (2) is then rewritten with

$$s = x + \frac{1}{aH} (v \cdot \hat{x}) \hat{x} + \epsilon_{NL} \hat{x},$$

(A1)

where $\phi_{\text{halo}}$ and $v^2$ stand for, respectively, the gravitational potential of haloes and velocity dispersions, whose explicit modelling is presented in Appendix B. In Eq. (A2), the first and second terms in the right-hand side express the gravitational redshift effect arising from the deep halo potential and the sum of the transverse Doppler, light-cone, and surface brightness modulation effects mainly due to the velocity dispersions of galaxies, which are the first and second major contributions to the small-scale dipole signal, respectively (Breton et al. 2019). Note that we set $\gamma = -5/2$ as a fiducial value, taken from Kaiser (2013). Here, the quantity $\epsilon_{NL}$ is described by the non-perturbative contribution due to the nonlinearity of the halo/galaxy formation and evolution.

In measuring the dipole cross-correlation between different types of galaxies, we are particularly interested in a pair of galaxy samples, each of which resides at similar halos having mostly the same value of $\epsilon_{NL}$. This correlation can be regarded as the conditional average
over the halo density field for a fixed $\epsilon_{NL}$. Hence, we treat the quantity $\epsilon_{NL}$ not as a random variable but as a constant value which depends on the halo mass and redshift. Although a more general expression of the mapping relation discussed in the literature involves contributions from the integrated Sachs-Wolfe and Shapiro time-delay effects (e.g., Yoo 2010; Challinor & Lewis 2011; Bonvin & Durrer 2011), we retain relevant contributions in $\epsilon_{NL}$ to the scales of our interest, $\lesssim 30$ Mpc/$h$ (Breton et al. 2019; Saga et al. 2020).

Following our previous works (Taruya et al. 2020; Saga et al. 2020), we adopt the Zel’dovich approximation, known as the first-order Lagrangian perturbation theory (Novikov 1969; Zel’dovich 1970; Shandarin & Zeldovich 1989), in order, which provides a simple way to deal with redshift-space distortions involving the wide-angle effect even beyond linear regime. The building block in Lagrangian perturbation theory is a displacement field, which relates the Eulerian position, $x$, to the Lagrangian position (initial position), $q$, at the time of interest. Denoting the displacement field in the Zel’dovich approximation as $\Psi(q, t)$, which is related to the Lagrangian linear density field $\delta_l(q, t)$ through $\nabla \cdot \Psi(q, t) = -\delta_l(q, t)$, and assuming that the objects of our interest follow the velocity flow of mass distributions (no velocity bias), we express the Eulerian position $x$ and velocity field $v$ as

\begin{align}
 x(q, t) &= q + \Psi(q, t), \\
 v(q, t) &= \frac{\partial \Psi(q, t)}{\partial t} = aH f \Psi(q, t),
\end{align}

where we define the linear growth rate by $f \equiv \text{d} \ln D_s(a)/\text{d} \ln a$ with $D_s(t)$ being the linear growth factor. The second equality is valid in the Zel’dovich approximation, where the time dependence of the displacement field is solely encapsulated in the factor $D_s(t)$, i.e., $\Psi \propto D_s(t)$.

Substituting Eqs. (A3) and (A4) into Eq. (A1), the relation between the redshift-space position, $s$, and the Lagrangian position, $q$, becomes

\begin{equation}
 s_i = q_i + (\delta_{ij} + f \hat{v}_i \hat{q}_j) \Psi_i(q) + \epsilon(x) \delta_i,
\end{equation}

where we define $R_i(q) \equiv \delta_{ij} + f \hat{v}_i \hat{q}_j$. Here and hereafter, we use the Einstein summation convention. Note that the second line is valid in the Zel’dovich approximation.

Using the number conservation between Lagrangian space and redshift space, we express the number density of the biased objects $X$ in redshift space, $n_X^{(S)}(s)$, in terms of the Lagrangian space quantities through Eq. (A5):

\begin{equation}
 n_X^{(S)}(s) = \pi_X \left(1 + b_X^{L}(q)\right) \left|\frac{\partial s_i}{\partial q_i}\right|^{-1}
 = \pi_X \int d^3 q \left(1 + b_X^{L}(q)\right) \delta_D(s_i - q_i - R_{ij} \Psi_j + \epsilon \hat{q}_i)
 = \pi_X \int d^3 q \int \frac{d^3 k}{(2\pi)^3} e^{i k \cdot (s - R_{ij} \Psi_j + \epsilon \hat{q}_i)} \left(1 + b_X^{L}(q)\right).
\end{equation}

Here, we assume the linear galaxy bias, and the quantity $b_X^{L}$ is the Lagrangian linear bias parameter of the biased objects $X$, which is related to the Eulerian bias $b_X$ through $b_X = 1 + b_X^{L}$. The quantity $\pi_X$ is the mean number density of the biased objects $X$ at a given redshift.

Provided the number density, the density fluctuation $\delta_X^{(S)}$ is defined as follows

\begin{equation}
 \delta_X^{(S)}(s) \equiv \frac{n_X^{(S)}(s)}{\langle n_X^{(S)}(s) \rangle} - 1,
\end{equation}

where the bracket $\langle \cdot \cdot \cdot \rangle$ stands for the ensemble average. We note that the quantity $\langle n_X^{(S)} \rangle$ differs from $\overline{\delta_X}$ due to the directional-dependence $\hat{q}$ in $R_{ij}(\hat{q})$ and $\epsilon(\hat{q})\overline{\delta}$ (see Taruya et al. 2020; Saga et al. 2020).

With the definition given by Eq. (A7), an analytical expression of the correlation function is rigorously derived in Saga et al. (2020), without invoking other approximations except the Zel’dovich approximation under the Gaussianity of the linear density field $\delta_L$ and linear galaxy bias (see Eqs. (3.14)–(3.18) in their paper).

### A2 Analytical model of dipole cross-correlation

Here, we derive a simplified analytical expression of dipole cross correlation function, following Saga et al. (2022). First, we linearise the expression at Eq. (A7) with respect to the displacement field. Taruya et al. (2020) showed that this treatment still gives an accurate description of the dipole cross-correlation function at the scales of our interest. On top of this, we also expand the term proportional to $\epsilon_{NL}$ from the exponent, which are supposed to be small though the term involves non-perturbative contributions. Then, we obtain

\begin{equation}
 \delta^{(S)}(s) = \int d^3 q \int \frac{d^3 k}{(2\pi)^3} e^{i k \cdot (s - q)} \left[ b_L \delta_L - i k_s R_{ij} \Psi_j \right]
 + \epsilon_{NL} \left( -i k \cdot \hat{q} + \frac{2}{s} \right) \left[ b_L \delta_L - i k_s R_{ij} \Psi_j \right],
\end{equation}

where the first line consists of the real-space contribution and standard Doppler term, while the second line stands for the leading-order contributions of the non-perturbative relativistic correction.

Now we define the correlation function between the populations $X$ at $s_1$ and $Y$ at $s_2$:

\begin{equation}
 \xi(s_1, s_2) \equiv \left\langle \delta_X^{(S)}(s_1) \delta_Y^{(S)}(s_2) \right\rangle.
\end{equation}

Substituting Eq. (A8) into Eq. (A9), and performing the $q$-integrals, we obtain the expression for the cross-correlation function (Saga et al. 2022):

\begin{equation}
 \xi(s_1, s_2) = \int \frac{d^3 k}{(2\pi)^3} e^{i k \cdot s} P_{L}(k) \times \left( b_X + f \mu_{k_1} + i f \frac{2}{k_{2s}} \mu_{k_2} \right) \left( b_Y + f \mu_{k_1} + i f \frac{2}{k_{2s}} \mu_{k_2} \right)
 + \epsilon_{NL} \left( -1 + \mu_{k_1}^2 + i f \frac{2}{k_{2s}} \mu_{k_2} + i b_X k_{1s} \mu_{k_1} \right)
 + \epsilon_{NL} \left( -1 + \mu_{k_2}^2 - i f \frac{2}{k_{2s}} \mu_{k_2} - i b_Y k_{2s} \mu_{k_2} \right)
 + \epsilon_{NL} \left( -1 + \mu_{k_1}^2 - i f \frac{2}{k_{2s}} \mu_{k_1} - i b_X k_{1s} \mu_{k_1} \right)
 - \frac{i}{k_{2s}} \mu_{k_2} + i b_Y k_{2s} \mu_{k_2}.
\end{equation}

where we define $\mu_{k_1} = \hat{s}_1 \cdot \hat{k}$ and $\mu_{k_2} = \hat{s}_2 \cdot \hat{k}$. The function $P_{L}(k)$ stands for the linear power spectrum of the density field $\delta_L$ given by

\begin{equation}
 \left\langle \delta_L(k) \delta_L(k') \right\rangle = (2\pi)^3 \delta_D(k + k') P_{L}(k).
\end{equation}
In Eq. (A11), introducing a polar coordinate system in \( k \), the integral over the azimuthal angle performed analytically using the formulae given in Appendix A in Saga et al. (2022). Then, the dependence of the correlation function on the vectors \( s_1 \) and \( s_2 \) in Eq. (A11) is described by only the following quantities: \( \delta \cdot \delta_1, (\delta \cdot \delta_2), (\delta_1 \cdot \delta_2) \). These quantities can be rewritten in terms of the following three variables, i.e., separation \( s = |s_2 - s_1| \), the line-of-sight distance \( d = |s_1 + s_2|/2 \), and directional cosine \( \mu = \delta \cdot d \). Since we are interested in the cases with \( s \ll d \), we can expand the quantities as

\[
\xi_1(s, d) = \frac{3}{2} \int_{-1}^{1} d\mu \xi_X Y (s, d, \mu), \quad (A14)
\]

we arrive straightforwardly at Eq. (3) in the main text:

\[
\frac{\rho_N (r, z, M)}{\rho_s (z, M)} = \frac{\rho_s (z, M)}{(r/r_s(z, M))^2 + (1 + r/r_s(z, M))^2}, \quad (B1)
\]

with \(- \delta \) for \( s_1 \) and \(+ \delta \) for \( s_2 \), and these relations are valid at \( O(s/d) \). Then, the resultant expression is given as a polynomial form of \( \mu \):

\[
\xi_1(s, d) = 2f \Delta h \frac{s}{d} \left[ \xi_1^{(0)} (s) - \xi_2^{(0)} (s) \right] \frac{\Delta e_{NL}}{s a H} \left( b_X b_Y + \frac{3}{5} (b_X + b_Y) f + \frac{3}{7} f^2 \right) \xi^{(-1)} (s), \quad (A15)
\]

where \( \Delta h = b_X - b_Y \) and \( \Delta e_{NL} = e_{NL,X} - e_{NL,Y} \). \( \xi^{(n)} (s) = \int \frac{k^2 dk j_r (ks)}{2\pi^2 (ks)^n} P_L(k) \). \( \xi_1^{(0)} (s) \) is the function of the galaxy position inside each halo, \( \xi_2^{(0)} (s) \) is the gravitational redshift effect due to the gravitational potential of haloes and another is the contribution from the velocity dispersion of galaxies, which are presented in Appendices B1 and B2, respectively.

**APPENDIX B: MODEL OF THE NON-PERTURBATIVE TERMS**

Here, we present the model of the non-perturbative term in Eq. (A2). The non-perturbative term contains two contributions. One is the gravitational redshift effect due to the gravitational potential of haloes and another is the contribution from the velocity dispersion of galaxies, which are presented in Appendices B1 and B2, respectively.

**B1 Halo gravitational potential**

Based on the universal halo density profile called Navarro-Frenk-White (NFW) profile (Navarro et al. 1996) and its gravitational potential, we present an analytical model for the non-perturbative halo potential, \( \Phi_{h \text{alo}} \) given in Eq. (A2). The NFW profile quantitatively describes the halo density profiles in cosmological \( N \)-body simulations, given by

\[
\rho_{\text{NFW}} (r, z, M) = \frac{\rho_s (z, M)}{(r/r_s(z, M))^2 + (1 + r/r_s(z, M))^2},
\]

with \( r, z \), and \( M \) being radius from the halo centre, redshift, and halo mass, respectively. The overdensity, \( \rho_s (z, M) \), and the scale radius, \( r_s (z, M) \), are related to the concentration parameter \( c_{\text{vir}} \) through

\[
\rho_s (z, M) = \frac{\Delta_{\text{vir}} (z) \Omega_m^2 c_{\text{vir}}^3 (M, z)}{3}, \quad (B2)
\]

where we define the virial radius \( r_{\text{vir}} \) and virial overdensity \( \Delta_{\text{vir}} \) by (Bryan & Norman 1998; Bullock et al. 2001).

\[
r_{\text{vir}} (z, M) = \left( \frac{3M}{4\pi \Delta_{\text{vir}} (z) \Omega_m^2} \right)^{1/3},
\]

\[
\Delta_{\text{vir}} (z) = \frac{18\pi^2 + 82 (\Omega_m (z) - 1) - 39 (\Omega_m (z) - 1)^2}{\Omega_m (z)},
\]

\[
\Omega_m (z) = \frac{(1 + z)^3 \Omega_m^0 (1 + z)^2 \Omega_m^0 + \Omega_{\Lambda}^0}{\Omega_m (z)}.
\]

We use the following fitting form for the concentration parameter (Bullock et al. 2001; Cooray & Sheth 2002): \( c_{\text{vir}} (z, M) = 9 \left( \frac{M}{M_c (z)} \right)^{-0.13} \).

Here, \( M_c (z) \) stands for the characteristic mass scale defined by \( \sigma_M (M_c) D_{\text{c}} (z) = \delta_{\text{crit}} \). The quantity \( \delta_{\text{crit}} \) is the critical over-density of the spherical collapse model, and \( \sigma_M \) is the root-mean square amplitude of the matter density fluctuations smoothed with top-hat filter of the radius \( R = (3M/(4\pi\Omega))^{1/3} \) with \( \Omega \) being the mean mass density.

Solving the Poisson equation, we obtain the gravitational potential of the NFW profile at Eq. (B1) under the boundary condition \( \phi_{\text{NFW}} \rightarrow 0 \) at \( r \rightarrow \infty \):

\[
\phi_{\text{NFW}} (r, z, M) = -4\pi G (1 + z) \rho_s (z, M) r_s^2 (z, M) \frac{1}{r} \left( \frac{r}{r_s(z, M)} \right)^{-1} \ln \left( 1 + \frac{r}{r_s(z, M)} \right),
\]

To incorporate the impact from the off-centered galaxy position into the potential estimate, we introduce the probability distribution function of the galaxy position inside each halo, \( p_{\text{off}} \), normalized as follows (Hikage et al. 2013):

\[
\int_{r_{\text{off}}}^{r_{\text{vir}}} 4\pi r^2 p_{\text{off}} (r; R_{\text{off}}) \, dr = 1.
\]

The probability distribution function is assumed to be the Gaussian distribution, i.e., \( p_{\text{off}} (r; R_{\text{off}}) \propto \exp \left( -\left( r/R_{\text{off}} \right)^2 / 2 \right) \) with \( R_{\text{off}} \) being the offset parameter. Using the distribution function \( p_{\text{off}} \), we estimate the halo potential at the off-centered galaxy position by

\[
\Phi_{\text{NFW}} (z, M, R_{\text{off}}) = \int_{r_{\text{off}}}^{r_{\text{vir}}} 4\pi r^2 \phi_{\text{NFW}} (r, z, M) p_{\text{off}} (r; R_{\text{off}}) \, dr.
\]

Finally, the averaged NFW potential is adopted as the model \( \phi_{\text{halo}} \) in Eq. (A2):

\[
\phi_{\text{halo}} = \Phi_{\text{NFW}} (z, M, R_{\text{off}}).
\]
We note that the off-centering parameter $R_{\text{off}}$ can be estimated by using even multipole moments independently of the dipole moment (Hikage et al. 2013).

B2 Velocity dispersions

Next, we consider the velocity dispersion contribution, $v_{\text{vir}}^2$, in Eq. (A2), which is expressed as a sum of the two contributions (e.g., Sheth & Diaferio 2001):

$$v^2(r, z, M) = v_{\text{vir}}^2(r, z, M) + v_{\text{halo}}^2(z, M). \quad (B12)$$

Here, the first and second terms at the right-hand side are originated respectively from the virial motion within a halo and the large-scale coherent motion of the host haloes. The second term, which is a subdominant contribution, is nonvanishing even if the galaxies reside at the centre of the haloes.

To compute the velocity dispersion of the virial motion, $v_{\text{vir}}^2$, we adopt the analytical formula for the velocity dispersion of the NFW density profile (see Eq. (14) of Lokas & Mammon 2001):

$$v_{\text{vir}}^2(r, z, M) = \alpha(r, z, M) \frac{GM}{r_{\text{vir}}}, \quad (B13)$$

with the function $\alpha(r, z, M)$ given by

$$\alpha(r, z, M) = \frac{3}{2} \frac{c_{\text{vir}}^2}{v_{\text{vir}}^2} \xi(1 + \frac{c_{\text{vir}}}{\mu}) \left[ 6 \xi^2 - \ln \left( \frac{c_{\text{vir}}}{\mu} \right) \right] + 3 \ln^2 \left( 1 + \frac{c_{\text{vir}}}{\mu} \right)$$

$$+ \ln \left( 1 + \frac{c_{\text{vir}}}{\mu} \right) \left[ 1 + \frac{c_{\text{vir}}}{\mu} \right]$$

where $\xi = r/r_{\text{vir}}$ and $c_{\text{vir}}$ and $\mu$ respectively stand for the radius normalized by the virial radius, $x \equiv r/r_{\text{vir}}$, and the dilogarithm. The function $g(c_{\text{vir}})$ is defined as $g(c_{\text{vir}}) \equiv \ln(1 + c_{\text{vir}})/(1 + c_{\text{vir}})^{-1}$.

We estimate the velocity dispersion due to the large-scale coherent motion, $v_{\text{halo}}^2$, by using the peak theory prediction based on the linear Gaussian density fields (Bardeen et al. 1986; Sheth & Diaferio 2001):

$$v_{\text{halo}}^2(z, M) = aHfD_p^2 \sigma^2_{\scriptscriptstyle 1}(M) \left( 1 - \frac{\sigma^2_0(M)}{\sigma^2_{\scriptscriptstyle 1}(M) \sigma^{-2}_{\scriptscriptstyle 1}(M)} \right), \quad (B15)$$

where we define the function $\sigma_\scriptscriptstyle n$ by

$$\sigma^2_{\scriptscriptstyle n}(M) = \int \frac{k^2 dk}{2\pi^2} k^{2n} P_{L}(k) W^2(kR). \quad (B16)$$

Here, the function $W(x) = 3J_1(x)/x$ is the Fourier transform of the real space top-hat window function, and the radius $R$ is related to the halo mass $M$ through $M = 4\pi \bar{\rho} R^3/3$ with $\bar{\rho}$ being the background matter density.

We take the off-centering effect into account the velocity dispersion Eq. (B12) by the same averaging procedure in Eq. (B10):

$$\bar{v}^2(z, M, R_{\text{off}}) = \int_0^{R_{\text{vir}}} 4\pi r^2 v^2(r, z, M) p_{\text{off}}(r; R_{\text{off}}) \, dr, \quad (B17)$$

Finally, we adopt the velocity dispersion obtained in this way as the model $v_{\scriptscriptstyle g}^2$ in Eq. (A2):

$$v_{\scriptscriptstyle g}^2 = \bar{v}^2(z, M, R_{\text{off}}). \quad (B18)$$

APPENDIX C: FISHER ANALYSIS FOR UNCERTAINTY IN THE BIAS PARAMETER

In the Fisher analysis for deriving the constraint on $\alpha$, the uncertainty in halo masses $\sigma_M$, inferred from the uncertainty in the bias parameters $\sigma_b$, is introduced as a Gaussian prior. We here describe the Fisher analysis for deriving the uncertainty in the bias parameter $\sigma_b$ in detail.

We consider the observed anisotropies arising only from the standard Doppler effect, which plays a dominant role when constraining the bias parameter $b$ as well as the linear growth rate $f$ and relevant cosmological parameters. This is particularly the case if we use the even multipole moments of the clustering anisotropies at large scales (e.g., Bonvin et al. 2014; Breton et al. 2019), and hence we safely ignore the other relativistic effects. Taking the plane parallel limit, we have the linear model of the galaxy auto power spectrum in redshift space (Kaiser 1987; Hamilton 1992):

$$P_{g\bar{g}}(k, \mu_k) = (b + f \mu_k)^2 P_L(k), \quad (C1)$$

where we define $\mu_k = \hat{k} \cdot \hat{z}$ with the constant line of sight vector $\hat{z}$. On top of the clustering anisotropy induced by the Doppler effect given in Eq. (C1), the observed power spectrum in comoving space exhibits additional anisotropies induced by the Alcock-Paczynski effect (Alcock & Paczynski 1979), which is modelled by replacing the projected wavenumbers perpendicular and parallel to the line-of-sight direction, $k_{\perp}$ and $k_{\parallel}$ with $(d_{\Lambda}/d_{A,\text{fid}}) k_{\perp}$ and $(H/H_{\text{fid}})^{-1} k_{\parallel}$, respectively, and further by multiplying the factor $(H/H_{\text{fid}})(d_{\Lambda}/d_{A,\text{fid}})^{-2}$ with the power spectrum (see e.g., Seo & Eisenstein 2003; Taruya et al. 2011). Here, we define the angular diameter distance $d_{\Lambda}$, and the parameters $H_{\text{fid}}$ and $d_{A,\text{fid}}$ stand for the quantities calculated in the fiducial cosmological model.

As a result, the power spectrum in the model is characterized by four parameters $\theta = (b, f, H/H_{\text{fid}}, d_{\Lambda}/d_{A,\text{fid}})$. Assuming a flat $\Lambda$CDM model determined by the seven-year WMAP results (Komatsu et al. 2011), we perform the Fisher analysis to derive the parameter constraints given the survey parameters, i.e., the mean redshift slice $z$, survey volume $V$ and mean number density of galaxies $n_g$. The Fisher matrix is given by (e.g., Taruya & Okumura 2020):

$$F_{ij} = \frac{V}{8\pi^2} \int_{k_{\min}}^{k_{\max}} \frac{k^2}{2\pi^2} \frac{d}{dk} \int_{-1}^{1} \frac{d\mu_k}{\sigma^2_{\scriptscriptstyle n}(M) \sigma^{-2}_{\scriptscriptstyle n}(M)} \left( P_{g\bar{g}}(k, \mu_k) + n_g^{-1} \right)^{-2}, \quad (C2)$$

where the minimum and maximum wavenumbers used in the analysis are set to $k_{\min} = 2\pi V^{-1/3}$ and $k_{\max} = 0.1 \text{ Mpc}/h$, respectively.

The survey volume and mean number density of galaxies for each survey can be found in Appendix E in Saga et al. (2022).

In this way, we obtain the marginalised constraint on the bias parameters, $\sigma_b = \sqrt{\langle F^{-1} \rangle_{11}}$, which is used for a Gaussian prior to further constrain the LPI violation parameter $\alpha$ in Eq. (4).
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