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Abstract. Optical Character Recognition (OCR) has become one of the most important techniques in computer vision, given that it can easily obtain information from various images. However, existing OCR techniques cannot recognition Telugu literature characters (Handwritten Golusu Kattu writing) due to a lack of datasets and trained deep Convolutional Neural Networks (CNN). Since the Kakatiya Empire (12th to 14th century) the glorious era of Telugu literature spread across the region. Thereupon, several handwritten documents consist of ancient knowledge, health care tips, wealth information, and several land records written in Telugu Golusukattu writing. Therefore, getting that information has become a major problem because of a lack of expertise in Golusukattu writing skills in skills. In order to solve the above problem, we are proposing deep learning aided- OCR for Telugu literature.
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1. Introduction

In this era, there is an increasing demand for applications that can recognize handwritten characters automatically when it is fed to the computer. Now a day there is an immense demand for storing this kind of information available in either books or in any kind of documents into a computer for future use which can be retrieved later by search technique. This can be done by scanning the information which had to store and save them. But the problem with this is one can face difficulty to read the document as we cannot search the content of the image. The reason for this difficulty is those handwritten font’s characters differ from the font of the characters in computer systems. Thus, the computer fails to recognize the characters while reading them.

This concept of storing the contents of paper documents in a computer storage place and then reading and searching the content is called document processing. Sometimes in this document processing, we need to process the information that is related to languages other than the English in the world. For this document processing, we need a software system called the character recognition system. This process is also called Document Image Analysis (DIA). Thus, we aim to build a character recognition system that can perform DIA which automatically transforms input documents into electronic format. There are distinct techniques to carry out this process, among these techniques we had chosen the Optical Character Recognition technique.

The goal of Optical Character Recognition (OCR) is used to classify optical patterns into corresponding alphanumeric or other characters. It is a type of document image analysis where a scanned digital image contains a machine-printed document or handwritten script is input to an OCR software engine and translate it into an editable machine-readable digital text format (like ASCII text).

Optical character recognition is the most important technique in computer vision. It can easily obtain information from various images, but it cannot recognize Telugu handwritten characters due to a lack of data sets and trained deep convolutional neural networks. Optical character recognition is the process of converting scanned images of handwritten, typed, or printed text into machine-encoded text. OCR technology deals, with the problem of recognizing all kinds of different characters. Handwritten and printed characters can be recognized and converted into a machine-readable or digital data format. By using OCR we can transform serial numbers or code consisting of numbers and letters into a digital output.
In our research work, we had focused on character image classification, segmentation, and recognition. We had implemented the proposed model based on improved deep learning approaches for Telugu Handwritten Character (scanned Handwritten image) segmentation, classification, and detection. A comparison of the proposed model along with other models demonstrates greater performance against similar. The main contribution of this research work is summarized as follows:

1. The proposed model is applied to classify Handwritten Characters.
2. The proposed Telugu Character Recognition transfer learning model “TCR_new_model.h5” is designed from the VGGNET model.
3. For the models, from encoding to decoding unit concatenation is applied to the feature maps.
4. The proposed model provides a good outcome compared to other models.

The paper is organized as follows: Section 2 discusses related work. Section 3 describes the methodology and proposed architecture, section 4 explains the dataset and experimental results. Section 5 describes the conclusion and future work.

2. Related Work

A global survey has been done on Optical Character Recognition, Segmentation, and Deep Learning approaches where various learning techniques, models, and recently proposed training approaches are discussed.

Atul Negi et al. [1], implemented a model using zoning and structural feature vector to recognize the isolated text and they define cavities as a new set of structural features for recognition. In the segmentation process, they gave input as a document image, and that image is analyzed in 2 phases—top-down analysis and bottom-up analysis. The proposed method achieved an accuracy of 97%-98%.

Muni Sekhar Velpuru et al.[4], they surveyed Optical Character Recognition, Segmentation, and Deep learning. Optical Character Recognition (OCR) is used to recognize text in the images. Images mean scanned documents or pictures. By using OCR, there is no need to digitize the image text. Another advanced technology that is extensively used in OCR is deep earning. Segmentation is used to segment the words into characters.

K. Mohana Lakshmi et al. [10], developed an efficient algorithm to identify individual handwritten Telugu characters based on HOG (histogram of oriented gradient) features and handwritten Telugu text efficiently. Experimental results are analyzed using the Bayesian network algorithm. Depending upon the true positives and true negatives accuracy has been calculated. They achieved the recognition rate for the Telugu script is 87.5%.

C. Vikram et al. [6], proposed a model for the recognition of Telugu handwritten characters, they approach the pre-processing and recognition. The pre-processing is based on ANN (Artificial Neural Network) and MLP (multi-layer perceptron). The recognition is based on hybrid optical HMM/ANN (Hidden Markov model/Artificial Neural Network) and the Multi-Layer Perceptron model applies to handwritten Telugu scripts. For recognition of unconstrained offline handwritten text lines, they used a hybrid HMM/ANN (Hidden Markov Model/Artificial Neural Network) system that is proposed by
Salvador Espanaet [1]. The Proposed scheme has a recognition accuracy of 85%.

Panyam Narahari Sastry et al. [8], In this paper, zonal based feature extraction is used for feature extraction, the character image is divided into a predefined number of zones and a statistical feature is computed from each of these zones. The features of all the zones in the image from a feature vector which is used for handwritten character recognition. In this, they have used NNC (nearest neighbor classifier) i.e., Euclidean distance for identifying and classification for Telugu text. Using the zoning method the recognition accuracy found to be 78%.

K.Vijay Kumar et al. [11] proposed online handwritten character recognition for the Telugu language using support vector machines. To interpret characters automatically automated character recognition is used and it is useful while processing a large number of handwritten characters. To overcome the variations in font and size of Handwritten Character Recognition they used the following techniques. 1) to review the issues and techniques for HCR which are: i) Preprocessing ii) Step stroke Pre-classification iii) Feature Extraction, and 2) to review the support vector machine (SVM) as the classification method. The proposed model achieved an accuracy of around 82.96%.

Konkumalla Chandra Prakash et al. [9]; developed the dataset and classifier also introduces preprocessing, segmentation (word segmentation, character segmentation), recognition, and convolution neural network (CNN). The performance of the OCR system depends on its classifier. They have used SVM based classifiers for character classification. They have used 2CNN architecture for classifying the characters. They have developed an android app for this project, which converts an online image to text with industry-standard; it works on any android device. It uses a camera or gallery for images and it is publicly available. The experimental results show a better accuracy of about 98.60%.

SD Prasad et al. [15]; to improve the accuracy in Telugu Character recognition they used Zonal-based Feature Extraction. In Zonal based Feature Extraction, they presented two methods: 1) based on Genetic Algorithm and uses Adaptive Zoning topology with extracted geometric features. 2) Zoning is done in a static way and uses distance, density-based features. For feature extraction, they use a zone-based approach. And also, they use 3 types of features. They are distance, density, and geometric based features.

C.Vasantha Laxmi et al. [2]; proposed A high accuracy OCR System for Printed Telugu Text. In Pre-processing technique grayscale image is converted to a binary image, neural recognizers are used for identification of basic symbols which founds the fundamental units for segmentation purpose. The main feature of the proposed model is that it can handle multiple sizes and multiple fonts. That outcome of it can be directly implemented to other Indian languages software which supports translation facility into Telugu.

A Ashiqzzaman et al. [12]; the author has proposed deep learning neural networks using appropriate activation function and regularization layer. Developed a method that can increase the accuracy of this process by using a convolution neural network (CNN) in place of MLP. CMATERDB Arabic handwritten digit dataset is used to evaluate experimental results. This proposed model will give 97.4% accuracy.

R Vaidya et al. [13]; Author has proposed an innovative method for offline handwritten character detection using deep neural networks. They have designed a segmentation-based handwritten character recognition system for image segmentation. They had used Open CV for performing Image Processing and for training a neural network they used Tensor Flow. To train the neural network they comprised a stack of Convolution layer and MAX-pooling layer followed by a fully connected layer.

Meiyin Wu et al. [14]; In this, they applied deep learning to real-world handwritten character recognition, and explored the two mainstream algorithms of deep learning: the Convolutional Neural Network (CNN) and the Deep Belief Network (DBN). They conduct the performance evaluation for CNN and DBN on the MNIST database and the real-world handwritten character database. And they
achieved the classification accuracy rate of CNN and DBN on the MNIST database is 99.28% and 98.12%. And on the real-world handwritten character database is 92.91% and 91.66%. They analyzed differences between CNN and DBN by comparing the experimental results.

Table 1. Summary of Handwritten character recognition using different algorithm & methods

| S.NO | Author Name            | Methods Used                             | Dataset                  | Validation accuracy |
|------|------------------------|------------------------------------------|--------------------------|---------------------|
| 1    | Atul Negi et al. [1]   | Zoning and structural Feature Vector     | Telugu character dataset | 92%                 |
| 2    | K. MohanaLakshmi et al. [10] | Histogram of Oriented gradient Features | Telugu word images       | 87.5%.              |
| 3    | C. Vikram et al. [6] | Multi Layer Perceptron And Hidden Markov Model | Telugu Scripts | 85%                |
| 4    | Panyam Narahari Sastry et al. [8] | Zonal Based feature Extraction | Telugu handwritten characters | 78%                |
| 5    | K. Vijay Kumar et al. [11] | Support Vector Machine                    | Own dataset              | 82.96%              |
| 6    | Konkimmalla Chandra Prakash et al [9] | SVM based Classifier                   | Own dataset              | 98.60%              |
| 7    | SD Prasad et al [15] | Zonal based Feature Extraction            | Telugu characters        |                     |
| 8    | C. Vasantha laxmi et al [2] | A High accuracy OCR system                | Basic symbols            |                     |
| 9    | A Ashipuzzaman et al[12] | Deep Learning Neural Network              | CMATERDB Arabic Hand written digit dataset | 97.4%              |
| 10   | R Vaidya et,al[13] | Deep Neural Network                       | MNIST                    |                     |
| 11   | Meiyn Wuet,al[15] | Convolutional Neural Network              | MNIST and Real World hand Written Database | 91.66%             |

3. Methodology
According to the literature, survey researchers had developed many applications in the field of handwritten character recognition for the automatic computer-aided detection system. The main function of handwritten character recognition is classifying and recognizing the handwritten characters. The image of the handwritten text may be sensed “offline” from a piece of paper by optical scanning (Optical Character Recognition) or Intelligent word Recognition. A handwriting recognition system handles formatting, performs correct segmentation into characters, and finds the most plausible words.

The three objectives of the work are:
- Assess the current level of technology in Telugu OCR
- Identify opportunities and challenges facing by Telugu OCR
- Converting ancient Telugu documents into digital records (Converting Telugu handwritten literature into digital records.)

**Image Acquisition:** Handwritten TELUGU Character Dataset includes 1600 characters. It has been divided up into training and testing sets of 70% and 30%. The images are of grayscale. The size of each image is 52x52. In the preprocessing stage image is resized into the following sizes: 224x224. 128x128,
64x64 and 52x52 from the dimensions 52x52. Each image is normalized as shown in figure 3. Shows one scanned character sample image on the left side and its corresponding recognition map with the ground truth on the right side.

A. Data Collection: This dataset consists of 1400 unique characters, 52 sets of each character handwritten images written by 52 distinct writers. In addition, 12 people under 18 years, 7 people above 45, and the remaining are engineering graduates to enable different handwriting styles. It has the following advantages compared to the offline handwritten Telugu characters.

- Segmentation of characters not required. Because each character scanned as a different image with a good resolution.
- No salt-and-pepper noise, no chance for eroded margins, no skewed while scanning
- No need to spend time on character extraction, only focus on character recognition.

This dataset covers most of all Telugu characters in the literature approximately 1600 characters. It is the largest dataset available for Telugu characters as of now. Moreover, each character image is multiplicities with 12 using Image Data Argumentation (shifting, rotation, and sheering effect).

B. Data Analysis: in this, we created a dataset from collected data. And we collected data from various people. We divided the data as a testing dataset and training dataset. We train the dataset using VGGNET-16.

C. Validation: we cross-check the results from the test dataset.

Architecture: by using the transfer learning algorithm we had proposed a Visual Graphics Group-16 model. The VGGNET can be pre-trained so that it works as a deep feature extractor. CNN's are data-driven learning, helps in higher feature extractors, highly representative but they need sufficient training data. The proposed model has three models. These three models are considered as they had performed well on Telugu Handwritten Character recognition tasks. The proposed Telugu Character Recognition transfer learning model “TCR_new_model.h5” is designed from the VGGNET model with different input sizes.

| Model No. | Input Sizes |
|-----------|-------------|
| Model 1   | (224, 224, 3) |
| Model 2   | (128, 128, 3) |
| Model 3   | (64, 64, 3) |
| Model 4   | (52, 52, 3) |
Table 3. input size and parameters of CNN Model

| Model No. | Input Size | Output Total Parameter | Trainable Parameter | Non Trainable Parameters |
|-----------|------------|------------------------|---------------------|-------------------------|
| Model 1   | (224, 224, 3) | 15,116,112             | 401,424             | 14,714,688              |
| Model 2   | (128, 128, 3) | 14,845,776             | 131,088             | 14,714,688              |
| Model 3   | (64, 64, 3)   | 14,734,586             | 30,456              | 14,714,688              |
| Model 4   | (52, 52, 3)   | 14,722,896             | 8,208               | 14,714,688              |

Configuration of VGG-16:

VGGNET-16 architecture contains six layers and one input layer and one output layer as shown in figure (3). The first layer of architecture contains two convolutional layers and one max pooling layer. The second layer has two convolutional layers and one max pooling layer. The third layer contains three convolutional layers and one max pooling. The fourth layer has three convolutional layers and one max pooling. The fifth layer contains three convolutional layers and one max pooling layer and the last layer contains three dense layers.

Let’s consider input to the network an image of dimensions (224,224,3) as shown in table (2). And the first 2 layers have 64 channels of 3*3 filter size and the same padding. After that, a max pool layer of
stride(2,2), the 2 layers which have convolution layers of 256 filter size and the filter size is (3*3). This process is followed by a max pool layer and a max-pooling layer is the same as the previous layer. There are two sets of three convolutional layers and a max pool layer. Each has 512 filters of (3*3) instead of 11*11 in AlexNet and 7*7 in ZF-Net. But in some of the layers, also uses 1*1 pixel which is used to manipulate the number of input channels. And also there is a padding of 1-pixel done after each convolution layer to prevent the spatial feature of the image.

The proposed VGGNET-16 model is the building block of the convolutional units and architecture of the VGGNET-16 shown in Figures 4 (b) and the configuration of VGGNET-16 is shown in figure (2).

4. Result Analysis

The dataset covers most of all Telugu characters in the literature approximately 1600 characters as shown in figure (2). It is the largest dataset available for Telugu characters as of now. Moreover, each character image is multiplicities with 12 using Image Data Argumentation (shifting, rotation, and sheering effect).

The experimental analysis is evaluated using Google Colab. VGGNET-16 algorithm is applied to the HandWritten Telugu Character dataset. This dataset covers most of all Telugu characters in the literature approximately 1600 characters.

For quantitative analysis of the experimental results, the following performance metrics are considered, including accuracy (AC), Dice coefficient (DC). To do this we also use the variables True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN).

Confusion Matrix: it is a particular table format that allows the performance evaluation of an algorithm. The overall accuracy is calculated using an Equation.

\[
AC = \frac{TP + TN}{TP + TN + FP + FN}
\]

Table 4. Accuracy and loss

| Model # | Accuracy | Loss |
|---------|----------|------|
| Model 1 | 92%      | 0.5  |
| Model 2 | 80.5%    | 0.6  |
| Model 3 | 90%      | 0.2  |
| Model 4 | 50%      | 1.5  |

(a) (b)
Graph 1. (a,b) represents Model 1, (c,d) represents Model 2, (e,f) represents Model 3, (g,h) represents Model 4

In the above graph 1.(a), (c),(e), and (g) represents training loss and validation loss of model 1,2,3,4 respectively, and graph 1.(b),(d),(f), and (h) represents training accuracy and validation accuracy of Model 1,2,3,4 respectively, where x-axis represents number of epochs and y-axis represents accuracy and loss percentages. Model 1 achieved 92 percent accuracy and 0.5 loss. Model 2 achieved 80 percent of accuracy and 0.6 loss. 90 percent accuracy and 0.2 loss achieved by Model 3 where as Model 4 achieved 50 percent accuracy and loss of about 1.5.

4. Conclusion
In this paper, we are implemented in our own dataset and used a model called VGG-16. By using the VGG-16 we are divided the data into testing and training set. We trained and tested the data using VGGNET-16 and achieved good accuracy. By using this method we can directly recognize the Characters with no need to do segmentation and all because we scanned each and every character and created our own dataset and by using that dataset only we trained the network and we tested some documents and we can easily digitize the Telugu documents. This will help everyone who wants to store their Telugu documents into digital documents.
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