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Abstract—This paper studies the role of data homogeneity on multi-agent optimization. Concentrating on the decentralized stochastic gradient (DSGD) algorithm, we characterize the transient time, defined as the minimum number of iterations required such that DSGD can achieve the comparable performance as its centralized counterpart. When the Hessians for the objective functions are identical at different agents, we show that the transient time of DSGD is \( O(n^{2/3}/\rho^{1/3}) \) for smooth (possibly non-convex) objective functions, where \( n \) is the number of agents and \( \rho \) is the spectral gap of connectivity graph. This is improved over the bound of \( O(n^2/\rho^2) \) without the Hessian homogeneity assumption. Our analysis leverages a property that the objective function is twice continuously differentiable. Numerical experiments are presented to illustrate the essence of data homogeneity to fast convergence of DSGD.

I. INTRODUCTION

Consider a system of \( n \) agents which are connected on a network. We are concerned with the following multi-agent stochastic optimization problem:

\[
\min_{\theta \in \mathbb{R}^d} f(\theta) := \frac{1}{n} \sum_{i=1}^{n} f_i(\theta),
\]

where \( f_i : \mathbb{R}^d \to \mathbb{R}, \, d \in \mathbb{N} \), is the local stochastic objective function held by agent \( i \), \( i = 1, \ldots, n \). The gradient of each function \( f_i(\theta) \) is assumed to be Lipschitz continuous with respect to \( \theta \) and \( \mathbb{E}[\nabla f_i(\theta)] = 0 \). The gradient itself is possibly non-convex. In addition, the \( n \) agents communicate with neighboring agents through an undirected graph as they tackle (1) in a collaborative fashion.

The multi-agent optimization problem (1) has wide applications in control and machine learning (ML) [1]–[3]. We concentrate on the distributed ML application. The function \( f_i(\theta) \) models the mismatch of the decision variable \( \theta \in \mathbb{R}^d \) while the function itself is possibly non-convex. In addition, the \( n \) agents communicate with neighboring agents through an undirected graph as they tackle (1) in a collaborative fashion.

Concretely, we consider objective function of the form

\[
f_i(\theta) = \mathbb{E}_{z_i \sim B_i}[\ell(\theta; z_i)],
\]

where the data distribution \( B_i \) is defined on the space \( Z \), as it describes the data at the \( i \)th agent, and \( \ell : \mathbb{R}^d \times Z \to \mathbb{R} \) is the loss function. We remark that in distributed ML, a common setting is to assume homogeneous data such that \( B_i = B_j \) for all \( i, j \). The latter models a scenario with \( f_i(\theta) \equiv f_j(\theta) \) where agents observe independent and identically distributed (i.i.d.) samples [4], [5]. Note this is in contrast to the non-i.i.d. setting where heterogeneous data is observed [6].

This paper focuses on tackling (1) via stochastic distributed first-order algorithms. In the basic setting, each agent carries out the optimization of a local estimate of a stationary solution to (1) using noisy gradients of its local objective function \( f_i(\theta) \). The latter is assumed to be unbiased estimates of \( \nabla f_i(\theta) \) with bounded second order moment. Particularly, the distributed stochastic gradient (DSGD) method is proposed in [7] (also see [1]) which combines network average consensus with stochastic gradient updates. Despite its simple structure, DSGD is shown to be efficient theoretically and empirically in tackling large-scale machine learning problems. In particular, [8] showed that DSGD achieves a ‘linear speedup’ where the asymptotic convergence rate approaches that of a centralized SGD (CSGD) algorithm with a minibatch size of \( n \), i.e., with reduced variance.

However, the convergence rate of DSGD can be severely affected by the network size \( n \), the mixing rate (a.k.a. spectral gap) of the connection graph \( \rho \in (0, 1] \) (see A1). In fact, [8] demonstrated that the linear speedup of DSGD can be guaranteed only when the iteration number exceeds a transient time of \( O(n^2/\rho^4) \) iterations, which can be undesirable for system with many agents; also see the recent work [9] which focused on strongly convex optimization problems. Note that we have \( \rho = \Theta(1/n^2) \) for ring graph, \( \rho = \Theta(1/n) \) for 2d-torus graph, see [10]. The study of the transient time is important where it is closely linked to the communication efficiency in distributed optimization.

Recent works have sought to speed up the convergence of distributed stochastic optimization by designing new and sophisticated algorithms. Examples include [11], [12] which apply multiple communication steps per iteration, D-GET, GT-HSGD [13], [14] which combine gradient tracking with variance reduction, EDAS [15] which utilizes a similar idea to EXTRA [16] but characterizes an improved transient time for strongly convex problems. We also mention that recent works have combined compressed communication in distributed optimization, e.g., [17], [18], whose techniques are complementary to the above works.

This paper is motivated by the successes of DSGD in practice shown in various works [8], [19], [20]. We depart from the prior studies and inquire the following question:

\[\text{Can DSGD achieve fast convergence with a shorter transient time than } O(n^2/\rho^4)? \]

We provide an affirmative answer to the above question through studying the role of data homogeneity in distributed stochastic optimization. Our key finding is that when the data held by agents are (close to) homogeneous such that
the Hessians are close, i.e., \(\nabla^2 f_i(\theta) \approx \nabla^2 f_j(\theta)\) for any \(i, j\) and \(\theta \in \mathbb{R}^d\), then the transient time of DSGD can be significantly shortened. To summarize, our contributions are:

- Under the Hessian homogeneity assumption and a second order smoothness condition for the objective function \(f_i\), we show that the transient time of DSGD can be improved to \(O(n^{2/3}/\rho^{1/3})\) from \(O(n^2/\rho^4)\) in [8]. Our result highlights the role of data homogeneity in the (fast) convergence of DSGD which may explain the latter’s efficacy in practical large-scale machine learning.

- We introduce new proof techniques for finding tight bounds in the convergence of distributed stochastic optimization. Importantly, we demonstrate how to extract accelerated convergence rates when the Hessians of objective functions are Lipschitz. This leads to a set of high order inequalities with fast-decaying errors.

- To verify our theorems, we conduct numerical experiments on a toy binary classification problem with linear models. We empirically demonstrate that data homogeneity is a key factor affecting the (fast) convergence of DSGD through a controlled comparison between DSGD with homogeneous and heterogeneous data.

To our best knowledge, this is the first analysis to demonstrate accelerated convergence rate without modifying the simple structure of DSGD. Our result provides evidence for the good performance of DSGD in practice.

**Notations:** Throughout this paper, we use the following notations: \(\|\cdot\|\) is the vector \(\ell_2\) norm or the matrix spectral norm depending on the argument, \(\|\cdot\|_F\) is the matrix Frobenius norm, and \(\mathbf{1}\) is the all-one column vector in \(\mathbb{R}^n\). We set \(f^* := \min_{\theta \in \mathbb{R}^d} f(\theta) > -\infty\) as the optimal value of (1). The subscript-less operator \(\mathbb{E}[\cdot]\) denotes the total expectation taken over all randomnesses in the operand.

## II. PROBLEM STATEMENT AND ASSUMPTIONS

Consider a multiagent network system whose communication is represented by an undirected graph \(G = (\mathcal{N}, \mathcal{E})\), where \(\mathcal{N} = [n] = \{1, \ldots, n\}\) is the set of agents and \(\mathcal{E} \subseteq \mathcal{N} \times \mathcal{N}\) denotes the set of edges between the communicating agents. Note that \((i, i) \in \mathcal{E}\) as self loops are included in \(G\). Every agent \(i \in \mathcal{N}\) can directly receive and send information only from its neighbors \(j : (i, j) \in \mathcal{E}\).

Furthermore, the graph \(G\) is endowed with a symmetric, weighted adjacency matrix (a.k.a. mixing matrix) \(W \in \mathbb{R}^{n \times n}\) such that \(W_{ij} = W_{ji} > 0\) if and only if \((i, j) \in \mathcal{E}\); otherwise \(W_{ij} = W_{ji} = 0\). Moreover, we assume that

A 1. The matrix \(W \in \mathbb{R}^{n \times n}\) is doubly stochastic, i.e., \(W \mathbf{1} = \mathbf{1} \cdot W = \mathbf{1}\). There exists a constant \(\rho \in (0, 1)\) and a projection matrix \(U \in \mathbb{R}^{n \times (n-1)}\) which can be represented as \(I - \frac{1}{n} \mathbf{1} \mathbf{1}^T = U U^T\) such that \(\|U^T W U\|_2 \leq 1 - \rho\).

The above is a common assumption for the connected graph \(G\). For instance, the mixing matrix \(W\) satisfying A1 can be constructed using the Metropolis-Hasting weights [10].

To tackle (1), a classical algorithm is the decentralized stochastic gradient descent (DSGD), whose recursion at iteration \(t \geq 0\) can be described as

\[
\theta_i^{t+1} = \sum_{j=1}^{n} W_{ij} \theta_j^t - \gamma_t (\nabla f_i(\theta_i^t) - z_i^{t+1}), \quad i = 1, \ldots, n, \quad (3)
\]

where \(z_i^{t+1} \sim B_i\) is a sample drawn independently from the distribution \(B_i\), and \(\gamma_t > 0\) is the step size.

The DSGD algorithm (3) is a gossip type algorithm where information is spread along the edges on the communication graph \(G\). At iteration \(t\), the local iterate \(\theta_i^t\) held by agent \(i\) is communicated to the neighboring nodes \(j\). Each agent \(i\) performs a consensus update by computing an average of its local iterate as well as the neighbors’ iterates via the mixing matrix \(W\). Subsequently, the agent draws a stochastic gradient estimate \(\nabla f_i(\theta_i^t); z_i^{t+1})\) to perform a gradient step.

### A. Convergence of DSGD: Basic Results

We first discuss a basic convergence result for DSGD which is derived under a general setting that does not require the data across agents in the model (1) to be homogeneous. Notice that our result below is akin to the analysis in [8].

Our result depends on a few standard assumptions, which have been used in prior works such as [8], as follows:

A 2. For any \(i = 1, \ldots, n\), there exists \(L \geq 0\) such that

\[
\|\nabla f_i(\theta^t) - \nabla f_j(\theta^t)\| \leq L\|\theta^t - \theta^t\|, \quad \forall \theta^t, \theta \in \mathbb{R}^d. \quad (4)
\]

The above assumes that the gradient of each local objective function is \(L\)-Lipschitz continuous. Note that under the above assumption, \(f_i(\theta)\) can be non-convex.

A 3. For any \(i = 1, \ldots, n\) and fixed \(\theta \in \mathbb{R}^d\), it holds

\[
\mathbb{E}_{z_i \sim B_i} [\|\nabla f_i(\theta; z_i) - \nabla f_i(\theta)\|^2] \leq \sigma^2. \quad (5)
\]

A 4. For any \(i = 1, \ldots, n\), there exists \(\varsigma > 0\) such that

\[
\|\nabla f(\theta) - \nabla f(\theta)\| \leq \varsigma, \quad \forall \theta \in \mathbb{R}^d. \quad (6)
\]

In the above, A3 states that the stochastic gradient estimates are unbiased and have bounded variance. Meanwhile, A4 assumes that the gradients of the component function, \(\nabla f_i(\theta)\), have bounded distance from the gradient of the average function, \(\nabla f(\theta)\). Notice that the scalar \(\varsigma\) measures the amount of data homogeneity (via gradient). If \(\varsigma = 0\), then \(f_i(\theta), f_j(\theta)\) differ only by a constant; see [8].

It will be convenient to denote the averaged iterate at the \(t\)th iteration as:

\[
\bar{\theta} := (1/n) \sum_{i=1}^{n} \theta_i^t. \quad (7)
\]

Observe the following basic convergence results for DSGD:

**Theorem 1.** Under A1–4, suppose that there exists \(b \in \mathbb{R}_+\) such that

\[
\sup_{t \geq 1} \gamma_t \leq \min\left\{ \frac{\rho}{2}, \frac{\rho / (4b)}{1 - \gamma_t / 2} \right\}, \quad \frac{\rho}{\gamma_1} \leq 1 + b \gamma_{t+1}.
\]

Let \(D := f(\bar{\theta}^0) - f^*\). For any \(T \geq 1\), it holds

\[
\mathbb{E} \left[ \sum_{t=0}^{T-1} \gamma_t + \|\nabla f(\bar{\theta}^t)\|^2 \right] \leq 2 D T. \quad (8)
\]
\[ \leq 4D + \frac{2L^2}{n} \sum_{t=0}^{T-1} \gamma_t^2 + \frac{32L^2(\varsigma^2 + \sigma^2)}{\rho^2} \sum_{t=0}^{T-1} \gamma_t^3, \]

Note that the condition on \( \{\gamma_t\}_{t \geq 1} \) can be satisfied by a diminishing step size sequence, or a constant step size. The results in the theorem can be simplified as:

**Corollary 1.** For any \( T \geq 1 \), set \( \gamma_{t+1} = 1/\sqrt{T} \) and let \( T \) be an r.v. chosen uniformly from \( \{0, \ldots, T-1\} \). Under A1–4, \[ \mathbb{E} \left[ \| \nabla f(\theta^T) \|^2 \right] = O \left( \frac{D + L^2n^2}{\sqrt{T}} + \frac{L^2(\varsigma^2 + \sigma^2)}{\rho^2T} \right). \tag{9} \]

The first term \( \propto D + n^{-1}L\sigma^2 \) is identical to the convergence rate for CSGD using a minibatch size of \( n \), and it decays with respect to (w.r.t.) the iteration number as \( O(1/\sqrt{T}) \); see [21]. On the other hand, the second term \( \propto L^2(\varsigma^2 + \sigma^2)/\rho^2 \) accounts for the effect of the communication network, and it decays w.r.t. the iteration number as \( O(1/T) \).

The difference in timescales for the two terms in (9) leads to an intriguing observation. DSGD exhibits a behavior that corresponds to a *transient time* characterization in terms of the convergence rate. If the iteration number \( T \) satisfies
\[ T \geq O \left( \frac{L^2(\varsigma^2 + \sigma^2)}{\rho^2(D + L^2n^2)} \right), \tag{10} \]
then \( \mathbb{E} \left[ \| \nabla f(\theta^T) \|^2 \right] = O((D + n^{-1}L\sigma^2)/\sqrt{T}) \), where \( T \sim U[0, \ldots, T-1] \). In other words, for large enough iteration number, DSGD enjoys a similar convergence rate as its centralized counterpart with a minibatch size of \( n \).

However, a pitfall in the transient time analyzed in Corollary 1 is its poor dependence on the network size. In fact, the transient time in (10) can be as large as \( O(n^2/\rho^2) \) when \( n \gg 1, \rho \ll 1 \). Furthermore, we observe that this growth of the transient time remains unaffected even if the data across agents are completely homogeneous with \( \varsigma = 0 \). The above motivates the current paper to consider a tighter bound for DSGD. In particular, with a finer grained analysis, our results will show that data homogeneity plays an important role in reducing the transient time.

### III. MAIN RESULTS

This section introduces the main result of this paper on deriving an accelerated convergence rate for DSGD which can leverage data homogeneity across agents.

We preface the main technical results by describing a simple case study to illustrate a key insight. Consider the following special case of (1) with:
\[ f_i(\theta) = (1/2)\theta^T A\theta + \theta^T b, \tag{11} \]

where \( A \in \mathbb{R}^{d \times d} \) is a positive definite matrix and \( b \in \mathbb{R}^d \) is a fixed vector. Notice that the same \( A, b \) are shared among the agents, indicating that the data held by agents are homogeneous.

Consider the stochastic gradient map where \( z_i \equiv \tilde{b}_i \sim B_i \equiv B \) satisfies
\[ \nabla \ell(\theta; z_i) = A\theta + \tilde{b}_i, \tag{12} \]
and \( \tilde{b}_i \) is an independent r.v. with \( \mathbb{E}[\tilde{b}_i] = b \) and bounded variance \( \mathbb{E}[\|\tilde{b}_i - b\|^2] \leq \sigma^2 \). Note that this clearly implies \( \mathbb{E}[\|\nabla \ell(\theta; z_i) - \nabla f_i(\theta)\|^2] \leq 2\sigma^2 \) for any \( \theta \in \mathbb{R}^d \).

With (12), the DSGD algorithm reads:
\[ \theta_{t+1}^i = \sum_{j=1}^n W_{ij} \theta_{t}^j - \gamma_{t+1} (A\theta_{t}^i + \tilde{b}_i) \tag{13} \]

Taking the average over \( i = 1, \ldots, n \) implies
\[ \bar{\theta}_{t+1} = \bar{\theta}_{t} - \gamma_{t+1} (A\bar{\theta}_{t} + n^{-1} \sum_{i=1}^n \tilde{b}_i/n) \tag{14} \]

We observe that the last term is an *unbiased estimate* of the global gradient in (1) with \( \nabla f(\bar{\theta}) = \mathbb{E}[n^{-1} \sum_{i=1}^n (A\theta_{t}^i + \tilde{b}_i)] \) with the variance
\[ \mathbb{E}[\|A\bar{\theta} + n^{-1} \sum_{i=1}^n \tilde{b}_i - \nabla f(\bar{\theta})\|^2] \leq n^{-1} \sigma^2. \tag{15} \]

Subsequently, the DSGD recursion (13) of the averaged iterate \( \bar{\theta}_{t} \) behaves identically as a centralized SGD algorithm that draws \( n \) independent samples of stochastic gradient per iteration using (12). In other words, for this special case, the transient time of DSGD shall be zero as the latter matches the performance of CSGD exactly.

The above case study indicates that DSGD may be able to leverage data homogeneity across the agents for accelerating its convergence. In particular, we anticipate the *transient time* of DSGD to be much faster if data distributions of agents are close to each other; cf. \( \varsigma \approx 0 \).

#### A. Convergence of DSGD: Accelerated Rate

To derive an improved bound for DSGD, we consider the following set of additional assumptions.

**A5.** For any \( i = 1, \ldots, n \), there exists \( L_H \geq 0 \) such that
\[ \| \nabla^2 f_i(\theta') - \nabla^2 f_i(\theta) \| \leq L_H \| \theta' - \theta' \|, \forall \theta, \theta' \in \mathbb{R}^d. \tag{16} \]

Notice that A5 requires the Hessian of each \( f_i \) to be Lipschitz continuous, i.e., \( f_i \) is twice continuously differentiable. For quadratic functions, we observe that \( L_H = 0 \).

**A6.** There exists \( \varsigma_H \geq 0 \) such that for any \( i = 1, \ldots, n \),
\[ \| \nabla^2 f_i(\theta) - \nabla^2 f_i(\theta) \| \leq \varsigma_H, \forall \theta \in \mathbb{R}^d. \tag{17} \]

The above condition requires the Hessians of the component function \( f_i(\theta) \) to be bounded from each other. While both A4, A6 impose conditions on the data homogeneity, we remark that having \( \varsigma_H = 0 \) in A6 is strictly weaker than having \( \varsigma = 0 \) in A4 as the latter implies the former but not vice versa. Having \( \varsigma_H = 0 \) only requires the quadratic (or higher order) terms of \( f_i \) to be equal. We remark that this has been shown to be a critical condition for accelerating distributed optimization [22], [23]. Furthermore, under A2, it is known that \( \varsigma_H \leq 2L \).

Lastly, we strengthen A3 to a 4th order moment bound on the oscillation of stochastic gradients.

---

1. It is also possible to consider a relaxed model with heterogeneous \( b_i \) as our analysis relies on a weaker form of data homogeneity.
For any $i = 1, \ldots, n$ and fixed $\theta \in \mathbb{R}^d$, it holds $E_{z \sim B_i} [\nabla \ell(\theta; z)] = \nabla f_i(\theta)$ and there exists $\sigma \geq 0$ with $E_{z \sim B_i} [||\nabla \ell(\theta; z) - \nabla f_i(\theta)||^4] \leq \sigma^4$. \hfill (18)

To simplify notations, we have taken the same constant $\sigma$ for the variance bounds in A3 and A7.

Under the refined conditions, we obtain the following improved convergence rate for the DSGD algorithm:

**Theorem 2.** Under A1–A7, suppose that there exists $b \in \mathbb{R}_+$ such that

$$
\sup_{t \geq 1} \gamma_t \leq \min \left\{ \frac{\rho}{9L^2} \sqrt{\frac{\rho/(2b)}{1 - \rho/2}}, \sqrt{\frac{\rho/(2b)}{1 - \rho/2}} \right\},
$$

and $\gamma_t^2 / \gamma_{t+1}^2 \leq 1 + 2\gamma_t$. Let $D = f(\bar{\theta}) - f^*$. For any $T \geq 1$, it holds

$$
E \left[ \sum_{t=0}^{T-1} \gamma_t ||\nabla f(\bar{\theta}_t)||^2 \right] \leq 4D + 2\sigma^2 \frac{T}{n} \sum_{t=0}^{T-1} \gamma_t^2 + \frac{432L^2}{\rho^4} (\sigma^4 + 4\zeta^2) \sum_{t=0}^{T-1} \gamma_t^2 + \frac{32L^2}{\rho^2} (\sigma^2 + \zeta^2) \sum_{t=0}^{T-1} \gamma_t^4.
$$

Observe that the step size conditions are similar to Theorem 1 and can therefore be satisfied with constant or diminishing step sizes. Furthermore, we have the following corollary:

**Corollary 2.** For any $T \geq 1$, set $\gamma_{t+1} = 1 / \sqrt{T}$ and let $T$ be chosen uniformly at random from $\{0, \ldots, T - 1\}$. Under A1–7 with $\gamma_0 = 0$, it holds

$$
E \left[ ||\nabla f(\bar{\theta}_T)||^2 \right] = O \left( \frac{D + \sigma^2 / n}{\sqrt{T}} + \frac{L^2 (\sigma^4 + \zeta^4)}{\rho^4 T^2 / n} \right).
$$

Notice that we have concentrated on the scenario when $\gamma_T = 0$ to highlight on the effect when the data across agents are homogeneous in light of A6.

The bound in (19) can be interpreted as follows. The first term $\propto D + n^{-1} L^2 \sigma^2$ is the same term in the convergence of CSGD; the second term $\propto n L^2 (\sigma^4 + \zeta^4) / \rho^4$ is the communication network-dependent term. Similar to (9), we observe a difference of the timescales for the two terms w.r.t. the iteration number $T$. The first and second term decays at a rate of $O(1/\sqrt{T})$, $O(1/T^2)$, respectively.

Performing a similar calculation to (10) gives an improved transient time for DSGD: if the iteration number satisfies

$$
T \geq O \left( \frac{L^2 (\sigma^2 + \zeta^2 n^2)}{(\rho^2 / (D + L^2 / n))^2} \right),
$$

then DSGD enjoys a similar convergence rate as its centralized counterpart with a minibatch size of $n$. Now, if $n \gg 1$, $\rho \ll 1$, the transient time can be simplified to $O(n^{1/3} / (\rho^{1/3})$ which has a better scaling w.r.t. $n, \rho$ than (10) even if the condition $\zeta = 0$ is enforced in the latter for the data homogeneity assumption A4.

Our convergence analysis demonstrates that data homogeneity plays an important role in accelerating the transient time of DSGD. We remark that if $\zeta_H$ is far from zero, then the acceleration observed in (20) is no longer valid. In our analysis that led to Theorem 2, a key observation is to exploit the high order smoothness property [cf. A5] that allowed us to approximate the local gradients via a linear map. Subsequently, we obtain a similar form to (14) for the DSGD recursion and thus an improved convergence rate.

To our best knowledge, this is the first analysis to explicitly account for data homogeneity using the high order smoothness condition. We show that the latter leads to an improved convergence rate for the plain DSGD algorithm.

**IV. PROOF OUTLINE**

This section outlines the proofs of Theorem 1, 2. To simplify notations, we define the $n \times d$ matrices:

$$
\Theta_t := (\theta_1^t, \theta_2^t, \ldots, \theta_n^t)^T, \quad \Theta := (\theta_1^T, \theta_2^T, \ldots, \theta_n^T)^T
$$

and $\Theta_t^i := \Theta_t - \Theta_i$. Note the consensus error, for any $t \geq 0$. Furthermore, we denote $E_{\Theta}[\cdot]$ as the expectation operator conditioned on the random variables up to $t$th iteration.

Using the above notations, (3) implies the following update recursion for the average iterate of DSGD:

$$
\bar{\theta}_{t+1} = \bar{\theta}_t - \gamma_{t+1} \sum_{i=1}^n \nabla \ell(\theta_i^t, \xi_i^t) / n, \quad (21)
$$

Observe that the only difference between (21) and CSGD is in the second term. Particularly, CSGD would use

$$
\bar{\theta}_{t+1} = \bar{\theta}_t - \gamma_{t+1} \sum_{i=1}^n \nabla \ell(\bar{\theta}_t, \xi_i^t) / n, \quad (22)
$$

As we shall demonstrate next, the proofs for Theorem 1, 2 differ in how we account for the above deviation between CSGD and DSGD.

**Proof of Theorem 1.** Although the analysis for Theorem 1 is standard and can be found, e.g., in [8], we shall discuss its proof briefly to highlight its difference with Theorem 2. We begin by observing the following descent lemma:

**Lemma 3 (Basic Descent Lemma).** Under A1–4, if $\sup_{t \geq 1} \gamma_t \leq \frac{2}{3T}$, then for any $t \geq 0$, it holds

$$
E_{\Theta}[f(\bar{\theta}_{t+1})] \leq f(\bar{\theta}_t) - \frac{\gamma_{t+1}}{4} ||\nabla f(\bar{\theta}_t)||^2 + \frac{\gamma_{t+1}^2 L^2}{8n} \left( \frac{L^2}{n} \right)^2_f, \quad (23)
$$

We highlight that (23) was derived through using the smoothness property A2 to handle the difference $\sum_{i=1}^n \nabla f_i(\theta_t^i) - \nabla f_i(\bar{\theta}_t)$, which is proportional to $L^2 ||\Theta_{t+1}^i||^2_F$.

The above lemma prompts us to bound the consensus error $||\Theta_{t+1}^i||^2_F$. A key observation is:

**Lemma 4 (Consensus Error Bound).** Under A1, A3, A4, if $\sup_{t \geq 1} \gamma_t \leq \frac{2}{3T}$, and there exists a constant $b \in \mathbb{R}$ such that $\gamma_t^2 / \gamma_{t+1} \leq 1 + b \gamma_{t+1}$ for all $t$, and $\theta_t^i = \theta_t^j$ for all $i, j$, then it holds

$$
E \left[ ||\Theta_{t+1}^i||^2_F \right] \leq \frac{8n}{\rho^2} \gamma_{t+1}^2 (\zeta^2 + \sigma^2), \quad (24)
$$

Substituting (24) back into (23), and summing up from \( t = 0 \) to \( T - 1 \) lead to the bound for Theorem 1. \( \square \)

**Proof of Theorem 2.** The key observation made in our proof is the following property. Define the linear map approximation error for the gradient map \( \nabla f_i \) as:

\[
\varepsilon_i(t'; \theta) := \nabla f_i(\theta') - \nabla f_i(\theta') - \nabla^2 f_i(\theta')(\theta' - \theta).
\]  
(25)

It holds that

\[
\|\varepsilon_i(t'; \theta)\| \leq \frac{L^2}{2}\|\theta' - \theta\|^2, \quad \forall \theta', \theta \in \mathbb{R}^d.
\]  
(26)

The above is due to the high order smoothness condition A5; see [24, Lemma 1.2.5]. It inspires us to consider the following relation:

\[
\frac{1}{n} \sum_{i=1}^{n} \{\nabla f_i(\theta'_i) - \nabla f_i(\bar{\theta})\} = \frac{1}{n} \sum_{i=1}^{n} \{\nabla^2 f_i(\bar{\theta})(\theta'_i - \bar{\theta}) + \varepsilon_i(\theta'_i; \bar{\theta})\}.
\]  
(27)

\[
\frac{1}{n} \sum_{i=1}^{n} \{\langle \nabla^2 f_i(\bar{\theta})(\theta'_i - \bar{\theta}), \theta'_i - \bar{\theta} \rangle + \varepsilon_i(\theta'_i; \bar{\theta})\},
\]  
where the last equality is due to \((1/n) \sum_{i=1}^{n} \nabla^2 f_i(\bar{\theta})\theta'_i = \nabla^2 f(\bar{\theta})\bar{\theta}\) since the map is linear.

The last equality in (27) enables a fine grained analysis on the difference in mean fields between the updates used in DSGLD and CSGD. In fact, we obtain the following bound:

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(\theta'_i) - \nabla f_i(\bar{\theta}) \right\|_2^2 \leq \left( \frac{L^2}{2n} \|\theta'_i - \bar{\theta}\|_F^2 + \frac{2}{n} \right) \|\theta'_i\|_F^2.
\]  

Note that with A2 alone, the bound would be just \(L^2 \|\theta'_i\|_F^2/n\). In contrast, we obtained a finer bound with 4th order consensus error through the high order smoothness condition. To conclude, the above insights gives an improved descent lemma upon Lemma 3:

**Lemma 5 (Improved Descent Lemma).** Under A1, A2, A3, A5, A6, if \(\sup_{t \geq 1} \gamma_t \leq \frac{\rho^2}{2\rho}\), then for any \( t \geq 0 \), it holds

\[
\mathbb{E} \left[ f(\bar{\theta}_t^{t+1}) - f(\bar{\theta}_t) - \frac{\gamma_{t+1}}{4} \|\nabla f(\bar{\theta}_t)\|^2 \right] + \frac{\gamma_{t+1}}{2n} \left( \frac{L_H^2}{\rho^2} \|\theta'_i\|^2_F + 2\gamma_{t+1} \right) \|\Theta_{\theta}'\|_F^2.
\]  

Observe (28) differs from (23) only by the last term proportional to the consensus error \(\|\Theta_{\theta}'\|^2_F\). Furthermore, the high order consensus error admits the following bound:

**Lemma 6 (High Order Consensus Error Bound).** Under A1, A2, A4, A7, if \(\sup_{t \geq 1} \gamma_t \leq \frac{\rho^2}{2\rho} \) and there exist a constant \(b \in \mathbb{R}^\ast\) such that \(\gamma_{t+1} \leq 1 + b\gamma_t\), and \(\theta'_0 = \theta_0\) for all \(i, j\), then for any \(t \geq 0\), it holds

\[
\mathbb{E} \left[ \|\Theta_{\theta}'(t)\|_F^4 \right] \leq \frac{216(\sigma^4 + 4\sigma^2)n^2}{\rho^4} \gamma_{t+1}^4.
\]  

(29)

Substituting Lemmas 4, 6 into Lemma 5, and taking summation from \(t = 0\) to \(T\) for the both sides, then

\[
\sum_{t=0}^{T-1} \gamma_{t+1} \|\nabla f(\bar{\theta}_t)\|^2 \leq 4 \left( f(\bar{\theta}_T) - f^\ast \right) + \frac{2L^2\sigma^2}{n} \sum_{t=0}^{T-1} \gamma_{t+1} \]  

\[
+ \frac{432L_H^2(\sigma^4 + 4\sigma^2)}{\rho^4} \sum_{t=0}^{T-1} \gamma_{t+1}^5 + \frac{32\gamma_{t+1}^3 (\sigma^2 + \gamma_0^2)}{\rho^2} \sum_{t=0}^{T-1} \gamma_{t+1}^3,
\]  

which completes the proof of Theorem 2. \( \square \)

**V. Numerical Experiments**

This section presents preliminary experiment to verify accelerated convergence with homogeneous data using DSGLD. Our aim is to verify Theorem 1, 2 via comparing the performance of DSGLD under homogeneous and heterogeneous data. Consider a binary classification problem using a linear model for (1), (2), where the loss function takes the form of a non-convex sigmoid function:

\[
\ell(\theta; z) = (1 + \exp(y(x|\theta)))^{-1} \left[ 1 - \frac{z}{\gamma} \|\theta\|^2 \right],
\]  

(30)

where \(z \equiv (x, y)\) with the feature \(x \in \mathbb{R}^d\), the label \(y \in \{\pm 1\}\) represents a (training) data sample and \(\beta > 0\) is a regularization parameter. Note that (30) satisfies A2–A7. We consider \(n = 12\) samples connected on a ring graph, with a self weight of \(W_{ij} = 0.9\).

We set \(d = 5\) and \(\beta = 10/m\), where \(m\) is the total number of data samples at the agents. To simulate the heterogeneous data setting \((s, \varsigma_H \neq 0)\), we first generate the parameter vectors as \(\theta_{oi} \in U[-1 + \frac{1}{m}, 1 - \frac{1}{m}],\) \(i = 1, \ldots, 12\). Then, for each \(i = 1, \ldots, 12\), the data distribution \(B_i\) is taken to be the empirical distribution of \(n_i = 200\) samples \(\{x_j, y_j\}_{j=1}^{200}\), which are generated as

\[
x_j^i \sim U([-1, 1]^d), \quad y_j^i = \text{sgn}(\langle x_j^i | \theta_{oi} \rangle).
\]

Subsequently, we denote the algorithm where agent \(i\) draws samples from the above \(B_i\) as the Hete-DSGLD algorithm. On the other hand, to simulate the homogeneous data setting \((s, \varsigma_H = 0)\), we consider a combined dataset by taking \(B_{12}\) to be the empirical distribution of \(\{x_j^i, y_j^i\}_{j=1}^{200} \equiv \{x_j, y_j\}_{j=1}^{200} \equiv X_{12}\) such that \(B = B_{12}\) for all \(i\). The corresponding algorithm is denoted as the Homo-DSGLD algorithm. As benchmark, we also consider the CSGD algorithm which draws a minibatch of \(n = 12\) samples from \(B\) at each iteration. Furthermore, we set the stepsize in the algorithms as \(\gamma_{t+1} = \frac{\sqrt{\alpha_0/(\alpha_t + t)}}{\alpha_0}\) with \(\alpha_0 = 1/3, \alpha_1 = 8L_t^2/\beta^2\). For the Homo-DSGLD/Hete-DSGLD algorithms, the initial solution for each agent is randomly drawn as \(\theta^{(0)}_t \sim N(1, 0.8)^d\), and we use the average \(\bar{\theta}^{(0)}_t\) as the initial solution for CSGD.

In Fig. 1, we compare the norm of gradient \(\|\nabla f(\bar{\theta}_t)\|^2\) against the number of iteration \(t\) for the tested algorithms,
over 50 repeated runs of the stochastic algorithms. The shaded region indicate the 95% confidence interval. Observe that the two DSGD algorithms approach the same steady state convergence behavior as the centralized algorithm CSGD as $t \to \infty$, validating our basic result in Theorem 1. Moreover, we observe that the Homo-DSGD algorithm matches the performance of CSGD with a much smaller transient time than the Hete-DSGD algorithm. The observation corroborates with Theorem 2.

VI. CONCLUSIONS

In this work, we provided a fine grained analysis for the convergence rate of DSGD while focusing on the role of data homogeneity. Particularly, we show that the plain DSGD algorithm may achieve fast convergence when the data distribution across agents are similar to each other. Our theoretical results are supported by numerical experiment.
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APPENDIX I

PROOF OF LEMMA 3

Throughout the appendix, we shall use the notations $\nabla f^t_i := \nabla f_i(\theta^t_i)$, $\nabla \ell_i(z^t_i + 1)$, and

$$\nabla F_t := \left( \nabla f^t_1, \nabla f^t_2, \ldots, \nabla f^t_n \right)^\top \in \mathbb{R}^{n \times d}. $$

Turning our attention back to the proof of Lemma 3. Using A2 and (21), we have

$$f(\theta^{t+1}) \leq f(\theta^t) - \langle \nabla f(\theta^t) \rangle \frac{n \gamma t + 4}{n + 4} \left( \sum_{i=1}^n \nabla f_i \right)^2. $$

Taking the conditional expectation $E_t[\cdot]$ on both sides yields

$$E_t[f(\theta^{t+1})] \leq f(\theta^t) - \gamma (t+1) \left( \frac{1}{n} \sum_{i=1}^n \nabla f_i \right), $$

and the last term can be upper bounded by

$$\frac{1}{n} \sum_{i=1}^n \left( \nabla f_i(\theta^t) - \nabla f_i \right)^2 \leq \frac{\gamma}{2} \| \nabla f(\theta^t) \|^2 + 2 \frac{\gamma}{n} \sum_{i=1}^n \left( \nabla f_i(\theta^t) - \nabla f_i \right) \|^2, $$

where we have used A3 in the first inequality. Substituting into (31) and using the step size condition $\gamma (t+1) \leq \frac{1}{4L}$ gives

$$E_t[f(\theta^{t+1})] \leq f(\theta^t) - \gamma (t+1) \left( \frac{1}{n} \sum_{i=1}^n \left( \nabla f_i(\theta^t) - \nabla f_i \right) \right)^2 $$

Observe that by A2, the last term is bounded by:

$$\left( \frac{1}{n} \sum_{i=1}^n \left( \nabla f_i(\theta^t) - \nabla f_i \right) \right)^2 \leq \frac{\gamma^2}{8} \| \nabla f(\theta^t) \|^2. $$

Substituting back into (32) leads to

$$\frac{1}{n} \sum_{i=1}^n \left( \nabla f_i(\theta^t) - \nabla f_i \right)^2 \leq \frac{\gamma^2}{8} \| \nabla f(\theta^t) \|^2. $$

This concludes the proof. Proofs of the other lemmas in Sec. IV can be found in the online appendix: http://www.se.cuhk.edu.hk/~htwai/pdf/cdc22_homo.pdf.