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Abstract

Many sequential processing tasks require complex nonlinear transition functions from one step to the next. However, recurrent neural networks with such “deep” transition functions remain difficult to train, even when using Long Short-Term Memory networks. We introduce a novel theoretical analysis of recurrent networks based on Geršgorin’s circle theorem that illuminates several modeling and optimization issues and improves our understanding of the LSTM cell. Based on this analysis we propose Recurrent Highway Networks (RHN), which are long not only in time but also in space, generalizing LSTMs to larger step-to-step depths. Experiments indicate that the proposed architecture results in complex but efficient models, beating previous models for character prediction on the Hutter Prize dataset with less than half of the parameters.

1 Introduction & Previous Work

Network depth is of central importance in the resurgence of neural networks as a powerful machine learning paradigm [1]. Theoretical evidence indicates that deeper networks can be exponentially more efficient at representing certain function classes (see e.g. [2] and references therein). Due to their sequential nature, Recurrent Neural Networks (RNNs; 3–5) are deep in time. However, certain internal function mappings in RNNs usually do not take advantage of depth [6].

Unfortunately, increased depth represents a challenge when neural network parameters are optimized by means of error backpropagation [7–9]. Deep networks suffer from what are commonly referred to as the vanishing and exploding gradient problems [10–12], since the magnitude of the gradients may shrink or explode exponentially during backpropagation. These training difficulties were first studied in the context of standard RNNs where the depth through time is proportional to the length of input sequence, which may have arbitrary size. The widely used Long Short-Term Memory (LSTM; 13, 14) architecture was introduced to specifically address the problem of vanishing/exploding gradients for recurrent networks.

As the amount of available computational resources grows and complex learning problems are attacked, the vanishing gradient problem also becomes a limitation when training very deep feed-forward networks. The recently introduced Highway Layers [15] based on the LSTM cell address this limitation enabling the training of networks even with hundreds of stacked layers. These layers have been used to improve performance in speech recognition [16] and language modeling [17], and a variant of Highway networks called Residual networks is currently the state-of-the-art model for image recognition [18].
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In an attempt to add depth to the recurrent state transition in standard RNNs, Pascanu et al. introduced Deep Transition RNNs (DT-RNNs) and Deep Transition RNNs with Skip connections (DT(S)-RNNs). While being powerful in principle, these architectures suffered from exacerbated gradient propagation issues. Due to this reason, deep state transitions for RNNs have not been widely adopted until now. A known way of creating large step-by-step depth is to let an RNN tick for several “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates. However, then the LSTM has to learn by itself which parameters to use for memories of “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates. Similarly, we can show that if the spectral radius depends on the activation function \( \gamma \) and \( \sigma \) is a logistic sigmoid, then the LSTM has to learn by itself which parameters to use for memories of “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates. Similarly, we can show that if the spectral radius depends on the activation function \( \gamma \) and \( \sigma \) is a logistic sigmoid, then the LSTM has to learn by itself which parameters to use for memories of “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates.

To add depth to the recurrent state transition in standard RNNs, Pascanu et al. introduced Deep Transition RNNs (DT-RNNs) and Deep Transition RNNs with Skip connections (DT(S)-RNNs). While being powerful in principle, these architectures suffered from exacerbated gradient propagation issues. Due to this reason, deep state transitions for RNNs have not been widely adopted until now. A known way of creating large step-by-step depth is to let an RNN tick for several “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates. However, then the LSTM has to learn by itself which parameters to use for memories of “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates. Similarly, we can show that if the spectral radius depends on the activation function \( \gamma \) and \( \sigma \) is a logistic sigmoid, then the LSTM has to learn by itself which parameters to use for memories of “micro time steps” per step of the sequence, where the RNN could be an LSTM with forget gates.

### 2 Revisiting Gradient Flow in Recurrent Networks

Let \( \mathcal{L} \) denote the total loss for an input sequence of length \( T \). Let \( x^{[t]} \in \mathbb{R}^n \) and \( y^{[t]} \in \mathbb{R}^n \) represent the output of a standard RNN at time \( t \), \( W \in \mathbb{R}^{n \times m} \) and \( R \in \mathbb{R}^{n \times n} \) the input and recurrent weight matrices and \( b \in \mathbb{R}^n \) a bias vector. Then \( y^{[t]} = f(Wx^{[t]} + Ry^{[t-1]} + b) \) describes the dynamics of a standard RNN. The derivative of the loss \( \mathcal{L} \) with respect to parameters \( \theta \) of a network can be expanded using the chain rule:

\[
\frac{d\mathcal{L}}{d\theta} = \sum_{1 \leq t_2 \leq T} \frac{d\mathcal{L}^{[t_2]}}{d\theta} = \sum_{1 \leq t_2 \leq T} \sum_{1 \leq t_1 \leq t_2} \frac{\partial \mathcal{L}^{[t_2]}}{\partial y^{[t_2]}} \frac{\partial y^{[t_2]}}{\partial y^{[t_1]}} \frac{\partial y^{[t_1]}}{\partial \theta}.
\tag{1}
\]

The Jacobian matrix \( \frac{\partial y^{[t_2]}}{\partial y^{[t_1]}} \), the key factor for the transport of the error from time step \( t_2 \) to time step \( t_1 \), is obtained by chaining the derivatives across all time steps:

\[
\frac{\partial y^{[t_2]}}{\partial y^{[t_1]}} := \prod_{t_1 < t \leq t_2} \frac{\partial y^{[t]}}{\partial y^{[t-1]}} = \prod_{t_1 < t \leq t_2} \mathbf{R}_t \text{diag} [f'(Ry^{[t-1]})],
\tag{2}
\]

where the input and bias have been omitted for simplicity. We can now obtain conditions for the gradients to vanish \([10][12]\). Let \( A := \frac{\partial y^{[t]}}{\partial y^{[t-1]}} \) define the temporal Jacobian, \( \gamma \) be a maximal bound on \( \sigma'(Ry^{[t-1]}) \) and \( \sigma_{\text{max}} \) be the largest singular value of \( \mathbf{R}^T \). Then the norm of the Jacobian satisfies:

\[
\|A\| \leq \|\mathbf{R}^T\| \|\text{diag} [f'(Ry^{[t-1]})]\| \leq \gamma \sigma_{\text{max}},
\tag{3}
\]

which together with \([2]\) provides the conditions for vanishing gradients \((\gamma \sigma_{\text{max}} < 1)\). Note that \( \gamma \) depends on the activation function \( f \), e.g. \( |\text{tanh}'(x)| \leq 1 \), \( |\sigma'(x)| \leq \frac{1}{4}, \forall x \in \mathbb{R} \), where \( \sigma \) is a logistic sigmoid. Similarly, we can show that if the spectral radius \( \rho \) of \( A \) is greater than 1, exploding gradients will emerge since \( \|A\| \geq \rho \).

This description of the problem in terms of largest singular values or the spectral radius sheds light on boundary conditions for vanishing and exploding gradients yet does not illuminate how the eigenvalues are distributed overall. By applying the Geršgorin circle theorem we are able to provide further insight into the problem.

**Geršgorin circle theorem (GCT) \([23]\):** For any square matrix \( A \in \mathbb{R}^{n \times n} \),

\[
\text{spec}(A) \subseteq \bigcup_{i \in \{1, \ldots, n\}} \left\{ \lambda \in \mathbb{C} \big| \|\lambda - a_{ii}\|_\mathbb{C} \leq \sum_{j=1, j \neq i}^{n} |a_{ij}| \right\},
\tag{4}
\]
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Figure 1: Illustration of the Geršgorin circle theorem. Two Geršgorin circles are centered around their diagonal entries $a_{ii}$. The corresponding eigenvalues lie within the radius of the sum of absolute values of non-diagonal entries $a_{ij}$. Circle (1) represents an exemplar Geršgorin circle for an RNN initialized with small random values. Circle (2) represents the same for an RNN with identity initialization of the diagonal entries of the recurrent matrix and small random values otherwise. The dashed circle denotes the unit circle of radius 1.

i.e., the eigenvalues of matrix $A$, comprising the spectrum of $A$, are located within the union of the complex circles centered around the diagonal values $a_{ii}$ of $A$ with radius $\sum_{j=1, j \neq i}^{n} |a_{ij}|$ equal to the sum of the absolute values of the non-diagonal entries in each row of $A$. Two example Geršgorin circles referring to differently initialized RNNs are depicted in Figure 1.

Using GCT we can understand the relationship between the entries of $R$ and the possible locations of the eigenvalues of the Jacobian. Shifting the diagonal values $a_{ii}$ shifts the possible locations of eigenvalues. Having large off-diagonal entries will allow for a large spread of eigenvalues. Small off-diagonal entries yield smaller radii and thus a more confined distribution of eigenvalues around the diagonal entries $a_{ii}$.

Let us assume that matrix $R$ is initialized with a zero-mean Gaussian distribution. We can then infer the following:

- If the values of $R$ are initialized with a standard deviation close to 0, then the spectrum of $A$, which is largely dependent on $R$, is also initially centered around 0. An example of a Geršgorin circle that could then be corresponding to a row of $A$ is circle (1) in Figure 1. The magnitude of most of $A$'s eigenvalues $|\lambda_i|$ are initially likely to be substantially smaller than 1. Additionally, employing the commonly used $L_1/L_2$ weight regularization will also limit the magnitude of the eigenvalues.

- Alternatively, if entries of $R$ are initialized with a large standard deviation, the radii of the Geršgorin circles corresponding to $A$ increase. Hence, $A$'s spectrum may possess eigenvalues with norms greater 1 resulting in exploding gradients. As the radii are summed over the size of the matrix, larger matrices will have an associated larger circle radius. In consequence, larger matrices should be initialized with correspondingly smaller standard deviations to avoid exploding gradients.

Le et al. [24] proposed to initialize $R$ with identity and small random values on the off-diagonals. This changes the situation depicted by GCT – the result of the identity initialization is indicated by circle (2) in Figure 1. Initially, since $a_{ii} = 1$, the spectrum described in GCT is centered around 1, ensuring that gradients are less likely to vanish. However, this is not a flexible remedy. During training some eigenvalues can easily become larger than one, resulting in exploding gradients. We conjecture that due to this reason, extremely small learning rates were used by Le et al. [24]. Most importantly, unlike variants of LSTM, other RNNs have no direct mechanism to rapidly regulate their Jacobian eigenvalues across time steps, which can be efficient and necessary for complex sequence processing.
3 Recurrent Highway Networks (RHN)

Highway layers [25] enable easy training of very deep feedforward networks through the use of adaptive computation. Let \( h = H(x, W_H), t = T(x, W_T), c = C(x, W_C) \) be outputs of nonlinear transforms \( H, T \) and \( C \) with associated weight matrices (including biases) \( W_{H,T,C} \). \( T \) and \( C \) typically utilize a sigmoid (\( \sigma \)) nonlinearity and are referred to as the transform and the carry gates since they regulate the passing of the transformed input via \( H \) or the carrying over of the original input \( x \). The Highway layer computation is defined as

\[
y = h \cdot t + x \cdot c,
\]

where "\( \cdot \)" denotes element-wise multiplication.

Recall that the recurrent state transition in a standard RNN is described by \( y^{[t]} = f(Wx^{[t]} + Ry^{[t-1]} + b) \). We propose to construct a Recurrent Highway Network (RHN) layer with one or multiple Highway layers in the recurrent state transition. The number of layers in the recurrent state transition will in the following be referred to as recurrence depth. Formally, let \( W_{H,T,C} \in \mathbb{R}^{n \times m} \) and \( R_{H,T,C} \in \mathbb{R}^{n \times n} \) represent the weights matrices of the \( H \) nonlinear transform and the \( T \) and \( C \) gates at layer \( \ell \in \{1, \ldots, L\} \). The biases are denoted by \( b_{H,T,C} \in \mathbb{R}^n \) and let \( s_{\ell} \) denote the intermediate output at layer \( \ell \).

Then an RHN layer with a recurrence depth of \( L \) is described by

\[
s^{[\ell]} = h^{[\ell]} \cdot t^{[\ell]} + s^{[\ell]}_{\ell-1} \cdot c^{[\ell]},
\]

where

\[
h^{[\ell]} = \tanh(W_Hx^{[\ell]} \mathbb{I}_{(\ell=1)} + R_{H,\ell} s^{[\ell]}_{\ell-1} + b_{H,\ell}),
\]

\[
t^{[\ell]} = \sigma(W_Tx^{[\ell]} \mathbb{I}_{(\ell=1)} + R_{T,\ell} s^{[\ell]}_{\ell-1} + b_{T,\ell}),
\]

\[
c^{[\ell]} = \sigma(W_Cx^{[\ell]} \mathbb{I}_{(\ell=1)} + R_{C,\ell} s^{[\ell]}_{\ell-1} + b_{C,\ell}),
\]

and \( \mathbb{I}_{(1)} \) is the indicator function.

A schematic illustration of the RHN computation graph is shown in Figure 2. The output of the RHN layer is the output of the \( L^{th} \) Highway layer i.e. \( y^{[t]} = s^{[L]} \).

Note that \( x^{[\ell]} \) is directly transformed only by the first Highway layer \( (\ell = 1) \) in the recurrent transition\(^1\) and for this layer \( s^{[\ell]}_{\ell-1} \) is the RHN layer’s output of the previous time step, or concisely \( s^{[0]}_0 = y^{[t-1]} \). Subsequent Highway layers only process the outputs of the previous ones. Dotted vertical lines in Figure 2 separate multiple Highway layers in the recurrent transition.

For conceptual clarity, it is important to observe that an RHN layer with \( L = 1 \) is a basic variant of an LSTM layer. Similar to other variants such as those studied by [26], it retains the essential components of the LSTM – multiplicative gating units controlling the flow of information through additive cells. However, an RHN layer naturally extends to \( L > 1 \), extending the LSTM to model far more complex state transitions. Like Highway and LSTM layers, other variants can also be constructed without changing the basic principles, for example by fixing one or both of the gates to always be open, or coupling the gates as done for the experiments in this paper.

The simpler formulation of RHN layers allows an analysis similar to standard RNNs based on GCT. Omitting the inputs and biases, the temporal Jacobian for an RHN layer with recurrence depth of 1 (such that \( y^{[t]} = h^{[t]} \cdot t^{[t]} + y^{[t-1]} \cdot c^{[t]} \)) is

\[
A := \frac{\partial y^{[t]}}{\partial y^{[t-1]}} = \text{diag}(c^{[t]}) + H'\text{diag}(t^{[t]}) + C'\text{diag}(y^{[t-1]}) + T'\text{diag}(h^{[t]}),
\]

where

\[
H' = R_H'\text{diag}\left[\tanh'(R_Hy^{[t-1]})\right],
\]

\[
T' = R_T'\text{diag}\left[\sigma'(R_Ty^{[t-1]})\right],
\]

\[
C' = R_C'\text{diag}\left[\sigma'(R_Cy^{[t-1]})\right],
\]

\(^1\)This is not strictly necessary, but simply a convenient choice.
Figure 2: Schematic showing computation within an RHN Layer. Vertical dashed lines delimit stacked Highway layers within the recurrent transition. Horizontal dashed lines imply the extension of the recurrence depth by stacking further layers. H, T & C are the transformations described in equations 7, 8 and 9 respectively.

Equation 14 captures the influence of the gates on the eigenvalues of $A$. Compared to the situation for standard RNN, it can be seen that an RHN layer has more flexibility in adjusting the centers and radii of the Geršgorin circles. In particular, two limiting cases can be noted. If all carry gates are fully open and transform gates are fully closed, we have $c = 1/n$, $t = 0_n$ and $T' = C' = 0_{n \times n}$ (since $\sigma$ is saturated). This results in

$$c = 1/n, \quad t = 0_n \Rightarrow \lambda_i = 1 \quad \forall i \in \{1, \ldots, n\},$$

i.e. all eigenvalues are set to 1 since the Geršgorin circle radius is shrunk to 0 and each diagonal entry is set to $c_i = 1$. In the other limiting case, if $c = 0_n$ and $t = 1_n$ then the eigenvalues are simply those of $H'$. As the gates vary between 0 and 1, each of the eigenvalues of $A$ can be dynamically adjusted to any combination of the above limiting behaviors.

The key takeaways from the above analysis are as follows. Firstly, GCT allows us to observe the behavior of the full spectrum of the temporal Jacobian, and the effect of gating units on it. We expect that for learning multiple temporal dependencies from real-world data efficiently, it is not sufficient to avoid vanishing and exploding gradients. The gates in RHN layers provide a more versatile setup for dynamically remembering, forgetting and transforming information compared to standard RNNs. Secondly, based on the above observations it becomes reasonable to expect that certain sequential problems require a capacity to express complicated gating functions to rapidly regulate information flow. Depth is a widely used method to add such expression to functions, motivating us to use multiple layers of $H$, $T$ and $C$ transformations. In this paper we opt for extending RHN layers to $L > 1$ using Highway layers in favor of simplicity and ease of training. However, we expect that in some cases stacking plain layers for these transformations can also be useful. Finally, the analysis of the RHN layer’s flexibility in controlling its spectrum furthers our theoretical understanding of LSTM and Highway networks and their variants. For feedforward Highway networks, the Jacobian of the layer transformation ($\partial y/\partial x$) takes place of the temporal Jacobian in the above analysis. We can then observe that each Highway layer allows increased flexibility in controlling how various components of the input get transformed or carried. This flexibility is the likely reason behind the performance improvement from Highway layers even in cases where network depth is not high [17].
4 Experiments

In this work, the carry gate was coupled to the transform gate by setting $C(\cdot) = 1_n - T(\cdot)$ similar to the suggestion for Highway networks. This prevents an unbounded blow-up of state values leading to more stable training. An output non-linearity similar to LSTM networks could alternatively be used to combat this issue. Additionally, we set the initial bias of the gates to negative values at the start of training to facilitate information flow. All networks use a single hidden RHN layer since we are only interested in studying the effect of recurrence depth, and not of stacking multiple layers, which is already known to be useful. Detailed configurations for all experiments are included in the supplementary material. Code and results database for the experiments will be publicly released in the near future.

4.1 Optimization

RHN is an architecture designed to enable the optimization of recurrent networks with deep transitions. Therefore, the primary experimental verification we seek is whether RHNs with higher recurrence depth are easier to optimize compared to other alternatives, preferably using simple gradient based methods.

We compare optimization of RHNs to DT-RNNs and DT(S)-RNNs [6]. Networks with recurrence depth of 1, 2, 4 and 6 are trained for next step prediction on the JSB Chorales polyphonic music prediction dataset [27]. Network sizes are chosen such that the total number of network parameters increases as the recurrence depth increases, but remains same across architectures. A hyperparameter search is then conducted for SGD-based optimization of each architecture and depth combination for fair comparisons. In the absence of optimization difficulties, larger networks should reach a similar or better loss value compared to smaller networks. However, the swarm plot in Figure 3 shows that both DT-RNN and DT(S)-RNN get considerably harder to optimize with increasing depth. Increasing the recurrence depth does not adversely affect optimization of RHNs. These results are similar to those obtained in an optimization study on feedforward Highway networks [25].

4.2 Sequence Modeling

Wikipedia: We train an RHN with recurrence depth of 5 and 864 units on the challenging Hutter Prize Wikipedia dataset (enwik8) [28]. The task is next symbol prediction with 205 unicode symbols in total. Training is performed using SGD with momentum and weight noise as used by Graves [29]. Due
to its size (100 M characters in total) and complexity (inclusion of Latin/non-Latin alphabets, XML markup and various special characters) this dataset allows us to stress the learning and generalization capacity of RHNs. The previous best result for this task was obtained using a 6-layer Grid-LSTM with tied weights. The RHN outperforms it using less than half the parameters, fewer units per layer and no weight-tying, demonstrating that adding depth to the recurrent transition efficiently utilizes parameters to improve model capacity. Table 1 compares our result to previous models.

Penn Treebank: To examine the effect of recurrence depth we trained RHNs with one RHN layer and fixed total parameters (10 M) but with recurrence depths of 1, 2 and 3 for word level language modeling on the Penn TreeBank dataset [30]. Figure 4 shows the progress of training and validation set perplexity for each depth corresponding to the best learning rate for each depth selected based on validation set perplexity. Best scores obtained on validation set for each depth are shown in Table 2. The lowest value reached for both scores improves as the recurrence depth increases for a fixed parameter budget, demonstrating that deep transitions can be used to obtain improved performance even on small scale datasets.

5 Analysis

We analyze the inner workings of RHNs through inspection of gate activations, and their effect on network performance. For the RHN with 6-layered recurrence optimized on the JSB Chorales dataset (subsection 4.1), Figure 5(a) shows the mean transform gate activity in each layer over time steps for 4 example sequences. We note that while the gates are biased towards zero (white) at initialization, all layers are utilized in the trained network. The gate activity in the first layer of the recurrent transition is typically high on average, indicating that at least one layer of recurrent transition is almost always utilized. Gates in other layers have varied behavior, dynamically switching their activity over time in a different way for each sequence.

The contributions of the layers towards network performance can be quantified through a lesioning experiment similar to that introduced by Srivastava et al. [25]. For one layer at a time, all the gates are pushed towards carry behavior by setting the bias to a large negative value, and the resulting loss is measured. Figure 5(b) shows the change in loss due to the biasing of each layer, and hence its contribution to the network performance. In this case, we find that the first layer contributes several times more to the overall performance compared to others. It is notable that removing any layer hurts the performance substantially due to the recurrent nature of the network.
Figure 5: (a) Activations of the transfer gates for different recurrence depths in 4 different sequences. An active T gate indicates that the recurrence layer is used to process input. (b) Changes in loss when the recurrence layers are biased towards carry behavior, one layer at a time.

6 Conclusion

We developed a new analysis of the behavior of RNNs based on the Geršgorin Circle Theorem. The analysis provides insights into other recently proposed architectures such as IRNNs and Highway networks. A main result is the showcasing of inherent limitations of RNNs and the ability of gates to variably influence learning. Furthermore, we introduced Recurrent Highway Networks, a powerful new model designed to take advantage of increased depth in the recurrent transition, without incurring additional training problems. Experiments confirmed the theoretical optimization advantages as well as improved performance on sequence modeling tasks due to increased recurrence depth. Future work will compare RHN to a pure LSTM with several micro-ticks per time step.
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7 Supplementary Material

7.1 Details of Experimental Setups

Optimization
In these experiments, we compare RHNs to Deep Transition RNNs (DT-RNNs) and Deep Transition RNNs with Skip connections (DT(S)-RNNs) introduced by [6]. A total number of 60 runs per architecture and depth is recorded. The number of units in each layer of the recurrence is fixed to \( \{1.5 \times 10^5, 3 \times 10^5, 6 \times 10^5, 9 \times 10^5\} \) for recurrence depths of 1, 2, 4 and 6, respectively. The batch size is set to 32. The \( \tanh(\cdot) \) is used as the activation function for the nonlinear layers. A maximum of 1000 epochs with stopping after 100 epochs without improvement are specified. Random search is conducted sampling the initial transform gate bias from \( \{0, -1, -2, -3\} \). The initial learning rate is sampled uniformly (on logarithmic scale) between \( 10^{0} \) and \( 10^{-4} \). Finally, all weights are initialized with a Gaussian distribution with standard deviation sampled uniformly (on logarithmic scale) from \( 10^{-2} \) to \( 10^{-8} \). For these experiments, optimization was performed using stochastic gradient descent with momentum, where momentum was set to 0.9.

Wikipedia
The Wikipedia dataset, created by Hutter [28], is split into sequences of length 50 as done by Graves in [29]. This dataset incorporates clear long-term dependencies introduced through the HTML-language the data is presented in.

We trained an RHN with 5 stacked layers in the recurrent state transition with 864 units, creating a network with a total of 8 million parameters to demonstrate the increased capacity the stacking of Highway layers in the recurrence of an RNN may offer. A constant learning rate of 0.001 with momentum of 0.9 and batch size 100 was used. A very weak \( L_2 \)-weight decay of 1e-6 was applied. Crucially for training, the activation of the previous sequence, each of length 50, was kept to enable learning of very long-term dependencies as done in [29]. Without this context, long-term dependencies are extremely hard to learn. Additive Gaussian weight noise [34] was added to prevent overfitting and iteratively increased to 0.03 in increments of 0.01. When training did not continue to improve the training loss, the learning rate was divided by a factor of 2.

Penn Treebank
The Penn Treebank text corpus [30] is a comparatively small standard benchmark in language modeling. To showcase the influence of recurrence depth, we trained and compared RHNs with recurrence depth of \( \{1, 2, 3\} \) with a total budget of 10 M parameters. This leads to RHN sizes of 458, 441, and 427, respectively. A setup based on regularization of LSTMs using dropout by Zaremba et al. [33] was used with 1 RHN layer, batch size 20, sequence length 35, learning rates of \( \{0.1, 0.05, 0.01\} \), learning rate decay of 1.01, dropout of 0.5 and a maximum gradient norm of 5. All weights were initialized from a uniform distribution between \([-0.001, 0.001]\).