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Abstract  For a given 1-Lipschitz map \( u : \mathbb{R}^n \to \mathbb{R}^m \) we define a partition, up to a set of Lebesgue measure zero, of \( \mathbb{R}^n \) into maximal closed convex sets such that restriction of \( u \) is an isometry on these sets.

We consider a disintegration, with respect to this partition, of a log-concave measure. We prove that for almost every set of the partition of dimension \( m \), the associated conditional measure is log-concave. This result is proven also in the context of the curvature-dimension condition \( CD(\kappa, N) \) for weighted Riemannian manifolds. This partially confirms a conjecture of Klartag.
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1 Introduction

Localisation is a technique in geometry that allows to reduce $n$-dimensional problems to one-dimensional problems. It first appeared in works of Payne and Weinberger [30] and was developed in the context of convex geometry by Gromov and Milman [21], Lovász and Simonovits [28] and by Kannan, Lovász and Simonovits [23]. Later, Klartag [25] adapted the technique to the setting of weighted Riemannian manifolds satisfying curvature-dimension condition in the sense of Bakry and Émery [3]. Subsequently, Ohta [29] generalised these results to Finsler manifolds and Cavalletti and Mondino [14,15] generalised them to metric measure spaces satisfying the curvature-dimension condition as defined by Sturm [36,37] and by Lott and Villani [27].

The purpose of this paper is to continue along the line of this research and investigate multi-dimensional analogue of the localisation technique, as proposed in [25, Chapter 6]. In [25] the Monge-Kantorovich transport problem is exploited to provide a suitable partition of a given Riemannian manifold $\mathcal{M}$. Let us mention that these ideas for the norm cost function originate in the work of Sudakov [38]. They allowed Ambrosio [1] to conclude a proof of the existence of an optimal transport map. Let $u: \mathcal{M} \to \mathbb{R}$ be a 1-Lipschitz that maximises the integral

$$\int_\mathcal{M} v d(\mu - \nu)$$

among all 1-Lipschitz maps $v: \mathcal{M} \to \mathbb{R}$. Here $\mu, \nu$ are two Borel probability measures on $\mathcal{M}$. Then partition arises as geodesics of maximal growth of $u$, i.e. the integral curves of the gradient of $u$.

In what follows, we consider finite dimensional linear spaces equipped with Euclidean norm, unless specified otherwise, and 1-Lipschitz maps $u: \mathbb{R}^n \to \mathbb{R}^m$, $m \leq n$. We define a partition, up to Lebesgue measure zero, of $\mathbb{R}^n$, associated to such a map and prove its basic properties. The sets of the partition are the maximal sets $S$ such that the restriction of $u$ to $S$ is an isometry, i.e. preserves the Euclidean distance. Each such set we shall call a leaf of $u$. We prove that each leaf of $u$ is closed and convex, hence it has a well-defined dimension. Suppose now that $(\mathbb{R}^n, d, \mu)$ is a weighted Riemannian manifold, satisfying curvature-dimension condition $CD(\kappa, N)$ for some $\kappa \in \mathbb{R}$ and $N \in (-\infty, 1) \cup [n, \infty]$, see Section 9 for definitions. Here $d$ denotes the Euclidean metric on $\mathbb{R}^n$ and $\mu$ is a Borel finite measure on $\mathbb{R}^n$. We prove that for almost every leaf $S$ of dimension $m$, the weighted Riemannian manifold $(\text{int}S, d, \mu_S)$ also satisfies $CD(\kappa, N)$ condition. Here $\mu_S$ denote the conditional measures of $\mu$ with respect to the partition into leaves of $u$.

Below we denote by $\lambda$ the Lebesgue measure on $\mathbb{R}^n$ and $CC(\mathbb{R}^n)$ denotes the set of non-empty closed, convex subsets of $\mathbb{R}^n$, equipped with Wijsman topology, see [42].

**Theorem 1** Let $u: \mathbb{R}^n \to \mathbb{R}^m$ be a 1-Lipschitz map with respect to the Euclidean norms. Then there exists a map $S: \mathbb{R}^n \to CC(\mathbb{R}^n)$ such that for $\lambda$-almost every $x \in \mathbb{R}^n$ the set $S(x)$ is a maximal closed convex set in $\mathbb{R}^n$ such that $u|_{S(x)}$ is an isometry. Suppose that $\mu$ is a Borel finite measure on $\mathbb{R}^n$ such that $(\mathbb{R}^n, d, \mu)$ is a weighted Riemannian manifold satisfying $CD(\kappa, N)$ for some $\kappa \in \mathbb{R}$ and $N \in (-\infty, 1) \cup [n, \infty]$. Then there exist a Borel measure on $CC(\mathbb{R}^n)$ and Borel measures $\mu_S$ such that

$$S \mapsto \mu_S(A)$$

is $\nu$-measurable for any Borel set $A \subset \mathbb{R}^n$. 
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and for \( \nu \)-almost every \( S \) we have \( \mu_S(S^c) = 0 \), and for any \( A \subset \mathbb{R}^n \)

\[
\mu(A) = \int_{CC(\mathbb{R}^m)} \mu_S(A) d\nu(S).
\]

Moreover, for \( \nu \)-almost every leaf \( S \) of dimension \( m \), weighted Riemannian manifold

\((\text{int} S, d, \mu_S)\) satisfies the curvature-dimensional condition \( CD(\kappa, N) \).

Here we denote by \( S \) the map and a set. This should not lead to any ambiguity,
as for \( \lambda \)-almost every \( y \in \mathbb{R}^n \) such that \( y \in S(x) \) for some \( x \in \mathbb{R}^n \) we have \( S(x) = S(y) \), see Corollary 5.  

The theorem provides a partial positive answer to a conjecture of Klartag posed in [25, Chapter 6], where it is conjectured that the above theorem holds true also for \( \nu \)-almost every leaf \( S \) of lower dimensions.

Note that the absolute continuity of the conditional measures with respect to a partition into convex sets may fail to be true. Indeed, as proved in [2] and in [26], there exists a measurable partition, up to a set of Lebesgue measure zero, of the unit cube in \( \mathbb{R}^3 \) into pairwise disjoint line segments such that the conditional measures are Dirac measures.

The result enriches the knowledge of regularity properties of Lipschitz maps. For \( m = 1 \) such regularity was necessary to prove the existence of optimal transport map in the Monge-Kantorovich problem (see [38], [1], [11]). We refer the reader to [40], [39] and [10] for an account on the optimal transport problem.

The possible applications of the result are in the localisation or dimensional reduction arguments, where the disintegration is an effective tool. A similar result to ours in case \( m = 1 \) has been used to derive new proofs and generalisations of isoperimetric inequality, Poincaré’s inequality and others to the setting of metric measure spaces satisfying curvature bounds. We refer the reader to [25], [15], [14], [29].

The proof relies on the area formula and Fubini’s theorem and is based on a previous work [11]. See also [1] and [19] for similar approach to the Monge-Kantorovich problem. Another tool that we use is the Wijsman topology [42] on the closed subsets of \( \mathbb{R}^n \) which makes it a Polish space, so we may apply disintegration theorem.

Let us note that there exists a different method of proving the absolute continuity of the conditional measures in the case \( m = 1 \). This method is present in this context in [12]. It is also applied in [14] and in [13]. In [8], it was used to complete the idea of a proof proposed by Sudakov in [38] of existence of an optimal Monge’s map with norm cost. The Fubini’s theorem and a clever application of the Thales’s theorem are the core of the idea. The absolute continuity of the conditional measures is not proved directly, but, instead, it is shown that the measures of the orthogonal sections are absolutely continuous with respect to each other.

Suppose now that we are given a Borel probability measure \( \mu \) on \( \mathbb{R}^n \) absolutely continuous with respect to the Lebesgue measure such that

\[
\int_{\mathbb{R}^n} f d\mu = 0
\]

for some integrable function \( f : \mathbb{R}^n \to \mathbb{R}^m \) such that

\[
\int_{\mathbb{R}^n} \| f(x) \| \| x \| d\mu(x) < \infty.
\]
Let \( u: \mathbb{R}^n \rightarrow \mathbb{R}^m \) be a 1-Lipschitz map such that

\[
\int_{\mathbb{R}^n} \langle u, f \rangle d\mu = \sup \left\{ \int_{\mathbb{R}^n} \langle v, f \rangle d\mu : v: \mathbb{R}^n \rightarrow \mathbb{R}^m \text{ is 1-Lipschitz} \right\}. \tag{2}
\]

In [25, Chapter 6] it is conjectured that

\[
\int_{\mathbb{R}^n} fd\mu_S = 0 \text{ for } \nu^- \text{-almost every } S \in CC(\mathbb{R}^n), \tag{3}
\]

where \( \{\mu_S | S \in CC(\mathbb{R}^n)\} \) is disintegration of \( \mu \) with respect to the leaves of \( u \), and \( \nu \) is the push forward of \( \mu \) with respect to the map \( S \).

We provide a counterexample to this conjecture. Moreover we show that such statement fails to be true even if we replace the set of 1-Lipschitz maps in (2) by any locally uniformly closed subset of 1-Lipschitz maps with respect to any norm on \( \mathbb{R}^n \) and any strictly convex norm on \( \mathbb{R}^m \), unless the set of maps is trivial, i.e. consisting only of isometries. Note that the outline of a proof of the conjecture suggested in [25] has a gap, as follows by [17].

We develop a theory of optimal transport of vector measures and establish its basic properties. We show, among others, that for a given vector measure, there may be no optimal transport. However, if an optimal transport exists and has certain absolute continuity properties, then we prove that the conjecture of Klartag holds true.

Let us mention the existence of another approach to optimal transport of vector measures that differs from ours developed by Chen, Georgiou, Tannenbaum, Tu, Li and Osher (see [16, 33]).

2 Outline of the article

Here we describe the structure of the paper. In Section 3 we provide a careful definition of the partition associated to a 1-Lipschitz map. What will follow in the latter sections is the existence of the map \( S: \mathbb{R}^n \rightarrow CC(\mathbb{R}^n) \) satisfying the properties of Theorem 1. We prove that certain components of \( u \) are differentiable on certain leaves. Moreover we investigate the regularity of the derivative on the leaves of dimension \( m \) and provide an interesting strengthening of 1-Lipschitz property of \( u \), see Lemma 3 and Remark 1.

In Section 4 we define a Lipschitz change of variables on certain sets, called clusters, that will allow us to use area formula and then Fubini’s theorem to prove the regularity properties of the conditional measures. Here we provide significantly simpler proofs than the proofs in [11], mainly thanks to Lemma 3 and Corollary 2.

In Section 5 we prove measurability properties of the partition, which will allow us to show the map \( S: \mathbb{R}^n \rightarrow CC(\mathbb{R}^n) \) is measurable with respect to the Wijsman topology on \( CC(\mathbb{R}^n) \). We also prove that the set of boundaries of leaves of maximal dimension is a Borel set of the Lebesgue measure zero.

In Section 6 we provide a part of a proof of Theorem 1.

In Section 7 we provide a definition of optimal transport of \( \mathbb{R}^m \)-valued vector measures on a metric space. We prove basic theorems about the optimal transport of vector measures and show that it is a convex dual to the problem (2). Using this
theory we provide a positive answer the aforementioned conjecture, provided that there exists an optimal transport such that the marginals of its total variation are absolutely continuous, see Theorem 5.

In Section 8 we assume that \( m > 1 \) and we provide an aforementioned counterexample which show that in general the so-called mass balance condition \( \mathcal{M} \) does not hold true. Let \( \mathcal{F} \) be any subset of 1-Lipschitz maps that is locally uniformly closed. We prove that \( \mathcal{M} \) fails to be true, when the maximisation problem \( \mathcal{A} \) is replaced by

\[
\sup \left\{ \int_{\mathbb{R}^n} \langle v, f \rangle d\mu \mid v \in \mathcal{F} \right\},
\]

unless \( \mathcal{F} \) is trivial in the sense that any \( u \) that attains the above supremum is an isometry. This is shown for any norm on \( \mathbb{R}^n \) and any strictly convex norm on \( \mathbb{R}^m \).

In Section 9 we prove that the conditional measures \( \mu_S \) have densities such that the weighted Riemannian manifolds \( (\text{int} S, d, \mu_S) \) satisfy the curvature-dimension condition.

### 3 Partition and its regularity

If \( A \subset \mathbb{R}^n \) let us denote by \( \text{Conv}(A) \) the convex hull of \( A \), i.e. the set

\[
\left\{ \sum_{i=1}^{k} \lambda_i x_i \mid k \in \mathbb{N}, \lambda_1, \ldots, \lambda_k \geq 0, \sum_{i=1}^{k} \lambda_i = 1, x_1, \ldots, x_k \in A \right\}.
\]

We define the affine hull \( \text{Aff}(A) \) of a set \( A \subset \mathbb{R}^n \) to be

\[
\left\{ \sum_{i=1}^{k} \lambda_i x_i \mid k \in \mathbb{N}, \lambda_1, \ldots, \lambda_k \in \mathbb{R}, \sum_{i=1}^{k} \lambda_i = 1, x_1, \ldots, x_k \in A \right\}.
\]

**Lemma 1** Let \( z_1, \ldots, z_k \in \mathbb{R}^n \). Let \( x \in \mathbb{R}^n \) and \( y \in \text{Conv}(z_1, \ldots, z_k) \). Suppose that

\[
\|x - z_i\| \leq \|y - z_i\|,
\]

for \( i = 1, \ldots, k \). Then \( x = y \).

**Proof** Denote

\[
\text{Conv}(z_1, \ldots, z_k) = Z.
\]

We have

\[
\|x\|^2 + \|z_i\|^2 - 2\langle x, z_i \rangle \leq \|y\|^2 + \|z_i\|^2 - 2\langle y, z_i \rangle
\]

for all \( i = 1, \ldots, k \). Hence, for these \( i \)'s, we have

\[
\|x\|^2 - \|y\|^2 \leq 2\langle x - y, z_i \rangle.
\]

Thus, adding up these inequalities multiplied by non-negative coefficients that sum up to one, we get

\[
\|x\|^2 - \|y\|^2 \leq 2\langle x - y, z \rangle
\]

for all \( z \in Z \). Then, putting \( z = y \), we obtain

\[
\|x\|^2 - \|y\|^2 \leq 2\langle x, y \rangle - 2\|y\|^2,
\]

i.e. \( \|x - y\|^2 \leq 0 \).
Definition 1 Let \( u : \mathbb{R}^n \to \mathbb{R}^m \) be a 1-Lipschitz function. A set \( S \subset \mathbb{R}^n \) is called a leaf of \( u \) if \( u|_S \) is an isometry and for any \( y \notin S \) there exists \( x \in S \) such that \( \|u(y) - u(x)\| < \|y - x\| \).

In other words, \( S \) is a leaf if it is a maximal set, with respect to the order induced by inclusion, such that \( u|_S \) is an isometry.

Definition 2 If \( C \subset \mathbb{R}^n \) is a convex set, then we shall call the tangent space of \( C \) the linear space \( \text{Aff}(C) - \text{Aff}(C) \). We shall call the relative interior of \( C \) the relative interior with respect to the topology of \( \text{Aff}(C) \).

Lemma 2 Let \( S \subset \mathbb{R}^n \) be an arbitrary subset. Let \( u : S \to \mathbb{R}^m \) be an isometry. Then there exists a unique 1-Lipschitz function \( \tilde{u} : \text{Conv}(S) \to \mathbb{R}^m \) such that \( \tilde{u}|_S = u \).

Moreover \( \tilde{u} \) is an isometry.

Proof Take any point \( z \in S \) such that
\[
z = \sum_{i=1}^k t_i z_i
\]
for some non-negative real numbers \( t_1, \ldots, t_k \) that sum up to one and some points \( z_1, \ldots, z_k \in S \). We claim that
\[
u(z) = \sum_{i=1}^k t_i u(z_i) .
\]
We have
\[
\|u(z) - u(z_i)\| = \|z - z_i\| .
\]
Moreover, by polarisation formula, \( u \) preserves the scalar product, i.e. for all points \( r, s, t \in S \)
\[
\langle u(r) - u(s), u(t) - u(s) \rangle = \frac{1}{2} (\|u(r) - u(s)\|^2 + \|u(t) - u(s)\|^2 - \|u(r) - u(t)\|^2) = \langle r - s, t - s \rangle .
\]
Hence
\[
\left\| \sum_{i=1}^k t_i u(z_i) - u(z_i) \right\|^2 = \left\| \sum_{i=1}^k t_i (u(z_i) - u(z_i)) \right\|^2 = \sum_{i,j=1}^k t_i t_j \langle u(z_i) - u(z_i), u(z_j) - u(z_j) \rangle = \sum_{i,j=1}^k t_i t_j (z_i - z_i, z_j - z_j) = \left\| \sum_{i=1}^k t_i z_i - z_i \right\|^2 = \|z - z_i\|^2 \quad (6)
\]
Thus, by Lemma 1, equation (5) holds true. We may now extend \( u \) to \( \text{Conv}(S) \) by affinity. That is, if \( x_1, \ldots, x_r \in S \) are any points in general position, i.e. vectors
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\[ (x_i - x_1)_{i=1}^r \] are linearly independent, and \( s_1, \ldots, s_r \) are any non-negative real numbers that sum up to 1, we set

\[ \tilde{u} \left( \sum_{i=1}^r s_i x_i \right) = \sum_{i=1}^r s_i u(x_i). \]

Function \( \tilde{u} \) defined in such a way is affine. Hence, there exist a linear map \( T: V \to \mathbb{R}^m \) defined on the tangent space \( V \) of \( \text{Conv}(S) \) and a vector \( b \in \mathbb{R}^m \) such that

\[ \tilde{u}(y) = T(y - y_0) + b \]

for any \( y \in \text{Conv}(S) \) and some \( y_0 \in \text{Conv}(S) \). We claim that \( \tilde{u} \) is an isometry. For this, it is enough to check that \( T \) is isometric on a set \( (r_i - r_0)_{i=1}^l \), where \( r_0, \ldots, r_l \in S \) are such that \( \text{span}(r_i - r_0)_{i=1}^l = V \).

The latter follows from the assumption that \( u \) is isometric on \( S \).

Suppose now that we have another 1-Lipschitz extension \( v: \text{Conv}(S) \to \mathbb{R}^m \). To prove that \( v = \tilde{u} \) it is enough to show that \( v \) is affine. Choose non-negative real numbers \( s_1, \ldots, s_r \) summing up to 1 and any points \( x_1, \ldots, x_r \in S \). Then, by 1-Lipschitzness and by the fact that \( v \) is isometric on \( S \), we get, as in (6),

\[ \|v \left( \sum_{i=1}^r s_i x_i \right) - v(x_j)\| \leq \|\sum_{i=1}^r s_i x_i - x_j\| = \|\sum_{i=1}^r s_i v(x_i) - v(x_j)\|. \]

By Lemma 1 we see that

\[ v \left( \sum_{i=1}^r s_i x_i \right) = \sum_{i=1}^r s_i v(x_i). \]

Any point in \( \text{Conv}(S) \) is a convex combination of points \( S \), so the condition of affinity of \( v \) also holds for any convex combination of points in \( \text{Conv}(S) \).

**Corollary 1** Any leaf \( S \) of \( u \) is a closed convex set and \( u|_S \) is an affine isometry.

Let \( S \) be a leaf of \( u \). Let \( P \) denote the orthogonal projection of \( \mathbb{R}^n \) onto the tangent space \( V \) of \( S \). Let

\[ T: V \to \mathbb{R}^m \]

be a linear isometry such that

\[ u(y) = T(y - y_0) + b \]

for any \( y \in S \), some \( y_0 \in S \) and some \( b \in \mathbb{R}^m \). Let \( Q \) denote the orthogonal projection of \( \mathbb{R}^m \) onto \( T(V) \).

Below by int\( S \), cl\( S \), \( \partial S \) we understand the relative interior, the relative closure and the relative boundary of \( S \) respectively.
Lemma 3 Let \( u : \mathbb{R}^n \to \mathbb{R}^m \) be a 1-Lipschitz map. Let \( S_1, S_2 \) be two leaves of \( u \). Let \( V_1, V_2 \) be their respective tangent spaces and let \( P_1, P_2 \) be orthogonal projections onto \( V_1, V_2 \) respectively. Let \( T_1, T_2 \) be isometric maps such that

\[ u(x) - u(y) = T_i(x - y) \text{ for all } x, y \in S_i, i = 1, 2. \]

Let \( x_i \in S_i \) and \( \sigma_i = \text{dist}(x_i, \partial S_i) \) for \( i = 1, 2 \). Then

\[ 2\sigma_1\sigma_2\|P_1P_2 - P_1T_1^*T_2P_2\| \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2, \]

and for \( i = 1, 2 \)

\[ 2\sigma_i\|P_iT_i^*(u(x_1) - u(x_2)) - P_i(x_1 - x_2)\| \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2. \]

Proof Let \( y_i \in S_i \) for \( i = 1, 2 \). Let \( v_i = y_i - x_i \) for \( i = 1, 2 \). Then we may write

\[ u(y_1) - u(y_2) = u(x_1) - u(x_2) + T_1v_1 - T_2v_2. \]

Hence \( \|u(y_1) - u(y_2)\|^2 \) is equal to

\[ \|u(x_1) - u(x_2)\|^2 + \|v_1\|^2 + \|v_2\|^2 + 2\langle u(x_1) - u(x_2), T_1v_1 - T_2v_2 \rangle - 2\langle T_1v_1, T_2v_2 \rangle. \]

We also have

\[ y_1 - y_2 = x_1 - x_2 + v_1 - v_2, \]

yielding

\[ \|y_1 - y_2\|^2 = \|x_1 - x_2\|^2 + \|v_1\|^2 + \|v_2\|^2 + 2\langle x_1 - x_2, v_1 - v_2 \rangle - 2\langle v_1, v_2 \rangle. \]

As \( u \) is 1-Lipschitz, \( \|u(y_1) - u(y_2)\| \leq \|y_1 - y_2\| \). By the two identities above we get therefore that

\[ 2\langle v_1, v_2 \rangle - 2\langle T_1v_1, T_2v_2 \rangle + 2\langle u(x_1) - u(x_2), T_1v_1 - T_2v_2 \rangle - 2\langle x_1 - x_2, v_1 - v_2 \rangle \]

is bounded above by

\[ \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2. \]

Suppose that \( \sigma_1, \sigma_2 \) are positive. As \( y_1, y_2 \) were arbitrary points of \( S_1, S_2 \) respectively, the above inequality holds true for any \( v_1 \in V_1 \) and \( v_2 \in V_2 \) of norm at most \( \sigma_1 \) and \( \sigma_2 \) respectively. If we add two such inequalities with \( v_1, v_2 \) changed to \(-v_1, -v_2\) then we get that

\[ 2\langle v_1, v_2 \rangle - 2\langle T_1v_1, T_2v_2 \rangle \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2. \]

Equivalently for any \( w_1, w_2 \in \mathbb{R}^n \) of norm at most one we have

\[ \sigma_1\sigma_2\langle w_1, (P_1P_2 - P_1T_1^*T_2P_2)w_2 \rangle \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2. \]

Taking supremum over all \( w_1, w_2 \in \mathbb{R}^n \) of norm at most one yields the first desired inequality. For the next inequalities, we assume that \( \sigma_2 > 0 \) and we put \( v_1 = 0 \) to get that

\[ -2\langle u(x_1) - u(x_2), T_2v_2 \rangle + 2\langle x_1 - x_2, v_2 \rangle \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2. \]

Analogously for \( v_2 = 0 \) and \( \sigma_1 > 0 \)

\[ 2\langle u(x_1) - u(x_2), T_1v_1 \rangle - 2\langle x_1 - x_2, v_1 \rangle \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2. \]
Hence

\[
\sigma_2 \left( \langle P_2 T_2^* (u(x_1) - u(x_2)) - P_2(x_1 - x_2) \rangle, w_2 \right) \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2
\]

and

\[
\sigma_1 \left( \langle P_1 T_1^* (u(x_1) - u(x_2)) - P_1(x_1 - x_2) \rangle, w_1 \right) \leq \|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2.
\]

Taking suprema over \(w_1, w_2\) in the unit ball of \(\mathbb{R}^n\) yields the desired results.

**Remark 1** Lemma 3 tells us that if \(x_1, x_2\) belong to relative interiors of leaves \(S_1, S_2\) respectively, then the 1-Lipschitzness of map \(u: \mathbb{R}^n \to \mathbb{R}^m\) is strengthened to the condition that

\[
\|u(x_1) - u(x_2)\|^2 + 2\sigma_1\sigma_2\|P_1 P_2 - P_1 T_1^* T_2^* P_2\| \leq \|x_1 - x_2\|^2.
\]

**Corollary 2** Let \(u: \mathbb{R}^n \to \mathbb{R}^m\) be a 1-Lipschitz map. Let \(x_i \in \text{int} S_i\) belong to the relative interior of leaf \(S_i\) of \(u\) of dimension \(m\), for \(i = 1, 2\). Then

\[
\|Du(x_1) - Du(x_2)\| \leq \sqrt{\frac{\|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2}{2\sigma_1\sigma_2}}.
\]

Here \(\sigma_i = \text{dist}(\partial S_i, x_i)\) for \(i = 1, 2\).

**Proof** As the dimensions of leaves are equal to \(m\), the respective projections \(Q_i\) onto the images of \(T_i\) are identities and \(Du(x_i) = T_i P_i\), for \(i = 1, 2\). Note that \(Q_i = T_i P_i (T_i P_i)^*\) for \(i = 1, 2\). Inferring as in Lemma 3 we get that

\[
\|P_1 v_1 - P_2 v_2\|^2 - \|T_1 P_1 v_1 - T_2 P_2 v_2\|^2 \leq \frac{\|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2}{2\sigma_1\sigma_2}
\]

for all \(v_1, v_2 \in \mathbb{R}^n\) of norm at most one. Taking \(v_1 = (T_1 P_1)^* v\) and \(v_2 = (T_2 P_2)^* v\) for some unit vector \(v \in \mathbb{R}^m\) yields

\[
\|((T_1 P_1)^* - (T_2 P_2)^*) v\|^2 \leq \frac{\|x_1 - x_2\|^2 - \|u(x_1) - u(x_2)\|^2}{2\sigma_1\sigma_2}
\]

since \(Q_1 = Q_2\). Taking the square root concludes the proof.

**Lemma 4** Let \(S\) be a leaf of a 1-Lipschitz map \(u: \mathbb{R}^n \to \mathbb{R}^m\). Then \(Qu\) is differentiable in the relative interior of \(S\). Moreover, if \(z_0\) belongs to the relative interior of \(S\), then

\[
DQu(z_0) = TP.
\]

If \(u\) is differentiable in \(z_0\) for some \(z_0 \in S\), then

\[
QDu(z_0) = TP.
\]
Proof By Lemma 3 we see that
\[ 2\sigma \|Q(u(z_1) - u(z_0)) - TP(z_1 - z_0)\| \leq \|z_1 - z_0\|^2 - \|u(z_1) - u(z_0)\|^2. \]
for all \( z_0 \in S \) and \( z_1 \in \mathbb{R}^n \). Here \( \sigma = \text{dist}(z_0, \partial S) \). Hence if \( \sigma > 0 \) we obtain that
\[
\limsup_{z_1 \to z_0} \frac{\|Q(u(z_1) - u(z_0)) - TP(z_1 - z_0)\|}{\|z_1 - z_0\|} \leq \limsup_{z_1 \to z_0} \frac{\|z_1 - z_0\|}{\sigma} = 0.
\]

This yields the asserted differentiability. Now, suppose that \( u \) is differentiable at \( z_0 \in S \). Inferring as in the proof of Lemma 3 we see that for all \( z_2 \in S \) we have
\[
2\langle T^*u(z_1) - u(z_0), (z_1 - z_0), (z_2 - z_0) \rangle \leq \|z_1 - z_0\|^2 - \|u(z_1) - u(z_0)\|^2.
\]
Take any \( w \in \mathbb{R}^n \) and let \( z_1 = z_0 + tw \). Let \( t \) tend to zero. Then the above inequality implies that
\[
\langle T^*u(z_0)w - w, z_2 - z_0 \rangle \leq 0.
\]
As this holds true for any \( w \in \mathbb{R}^n \), applying this inequality to \(-w\), we infer that the above inequality is an equality, i.e.
\[
\langle T^*u(z_0)w - w, z_2 - z_0 \rangle = 0.
\]
If follows that for all \( v \in \text{span}\{z_2 - z_0 | z_2 \in S\} = V \)
\[
\langle T^*u(z_0)w - w, v \rangle = 0,
\]
and consequently \( \langle QD(u(z_0)w - TPw, Tv) = 0 \). The assertion follows.

Corollary 3 Suppose that \( S \) is of dimension \( m \). Then \( u \) is differentiable in the relative interior of \( S \).

Lemma 5 Let \( S_1, S_2 \) be two distinct leaves of a \( 1 \)-Lipschitz map \( u : \mathbb{R}^n \to \mathbb{R}^m \). Then,
\[
S_1 \cap S_2 \subset \partial S_1 \cap \partial S_2.
\]

Proof We shall first show that there is no point belonging to \( \text{int}S_1 \cap S_2 \). For this, suppose that \( x_0 \in \text{int}S_1 \cap S_2 \). Let \( x_1 \in S_1 \) and \( x_2 \in S_2 \). There exists isometries \( T_1 \) and \( T_2 \) on the tangent spaces \( V_1 \) and \( V_2 \) of \( S_1 \) and \( S_2 \) respectively such that
\[
u(x_1) - u(x_0) = T_1(x_1 - x_0) \text{ and } u(x_2) - u(x_0) = T_2(x_2 - x_0).
\]

We may write
\[
\|x_1 - x_0\|^2 + \|x_2 - x_0\|^2 - 2\langle T_1(x_1 - x_0), T_2(x_2 - x_0) \rangle = \|u(x_1) - u(x_2)\|^2 \leq \|x_1 - x_2\|^2 = \|x_1 - x_0\|^2 + \|x_2 - x_0\|^2 - 2\langle x_1 - x_0, x_2 - x_0 \rangle.
\]

Hence
\[
\langle x_1 - x_0, x_2 - x_0 \rangle \leq \langle T_1(x_1 - x_0), T_2(x_2 - x_0) \rangle.
\]
As \( x_0 \in \text{int}S_1 \) and the inequality holds true for all \( x_1 \in S_1 \), we actually have equality above for \( x_1 \) sufficiently close to \( x_0 \). It follows that for all \( v_1 \in V_1 \) and \( v_2 \in V_2 \),
\[
\langle v_1, v_2 \rangle = \langle T_1 v_1, T_2 v_2 \rangle \quad (7)
\]
Hence there exists an isometry $S: V_1 + V_2 \to \mathbb{R}^m$ that extends both $T_1$ and $T_2$. Indeed, define a linear map

$$S: V_1 + V_2 \to \mathbb{R}^m$$

by the formula

$$S(v_1 + v_2 + v_3) = T_1(v_1) + T_2(v_2)$$

where $v_1 \in V_1 \cap V_2^\perp, v_2 \in V_1 \cap V_2$.

We claim that $S$ is a well-defined isometry. Indeed, by (7) and by orthogonality we see that if $v_2 \in V_1 \cap V_2$, then

$$\|v_2\|^2 = \langle T_1v_2, T_2v_2 \rangle,$$

so $T_1v_2 = T_2v_2$.

We have

$$\|S(v_1 + v_2)\|^2 = \|v_1\|^2 + \|v_2\|^2 + 2\langle T_1v_1, T_2v_2 \rangle = \|v_1 + v_2\|^2.$$

Moreover, by definition $S$ is an extension of both $T_1$ and $T_2$.

Define an affine map $v: x_0 + V_1 + V_2 \to \mathbb{R}^m$ by the formula

$$v(x) = S(x - x_0) + b.$$

Then $v|_{S_1} = u$ and $v|_{S_2} = u$.

Choose any points $x \in S_1$ and $y \in S_2$.

Then

$$\|u(x) - u(y)\| = \|v(x) - v(y)\| = \|S(x - y)\| = \|x - y\|.$$

Thus $u$ is isometric on $S_1 \cup S_2$. By maximality $S_1 = S_1 \cup S_2 = S_2$, contradicting the distinctness of the two leaves. Hence

$$S_1 \cap S_2 \subset \partial S_1 \cap \partial S_2.$$

Repeating the above argument with $S_1$ and $S_2$ interchanged, we see that

$$S_1 \cap S_2 \subset (\partial S_1 \cap S_2) \cap (\partial S_2 \cap S_1) = \partial S_1 \cap \partial S_2.$$

Remark 2 We may proceed in the first part of the above proof alternatively. Namely, let $x_0 \in S_1 \cap S_2$. Then Lemma [4] implies that $Q_1u$ is differentiable at $x_0$ with the derivative given by

$$DQ_1u(x_0) = T_1P_1,$$

where $T_1$ is an isometry such that $u(x) = T_1(x - x_0) + b$ for all $x \in S_1$, $P_1$ is the orthogonal projection onto the tangent space $V_1$ of $S_1$ and $Q_1$ is the orthogonal projection onto $imT_1$. In other words

$$\lim_{x \to x_{0}} \frac{Q_1u(x) - Q_1u(x_0) - T_1P_1(x - x_0)}{\|x - x_0\|} = 0. \quad (8)$$

For $x \in S_2$ we may write

$$u(x) = T_2(x - x_0) + b$$

for an isometry $T_2$. Let $V_2$ be the tangent space of $S_2$. If $x \in S_2$, then

$$\frac{Q_1u(x) - Q_1u(x_0) - T_1P_1(x - x_0)}{\|x - x_0\|} = (Q_1T_2 - T_1P_1) \left( \frac{x - x_0}{\|x - x_0\|} \right). \quad (9)$$
Observe that if \( x_1 \in \text{int}S_2 \), then, as \( x - x_1 = x - x_0 - (x_1 - x_0) \),

\[
V_2 = \text{span}\{x - x_1 | x \in S_2\} \subset \text{span}\{x - x_0 | x \in S_2\} \subset V_2. \tag{10}
\]

Let \( x \in S_2 \). For \( t \in [0,1] \) let

\[
x_t = x_0 + t(x - x_0).
\]

By convexity of leaves, \( x_t \in S_2 \). Observe also that

\[
\lim_{t \to 0} x_t = x_0.
\]

It follows by (8), (9) and by (10) that

\[
Q_1T_2v = T_1P_1v \text{ for all } v \in V_2. \tag{11}
\]

It follows that for \( v_1 \in V_1 \) and \( v_2 \in V_2 \)

\[
\langle T_1v_1, T_2v_2 \rangle = \langle T_1v_1, Q_1T_2v_2 \rangle = \langle T_1v_1, T_1P_1v_2 \rangle = \langle v_1, v_2 \rangle.
\]

We complete the proof as before.

**Corollary 4** If \( z_0 \in \mathbb{R}^n \) belongs to at least two distinct leaves of a 1-Lipschitz mapping \( u: \mathbb{R}^n \to \mathbb{R}^m \) then \( u \) is not differentiable at \( z_0 \).

**Proof** Clearly, any zero dimensional leaf does not intersect any other leaf. Hence, \( z_0 \) belongs to two distinct leaves \( S_1, S_2 \) of non-empty relative interiors. Suppose that \( u \) is differentiable at \( z_0 \). Lemma 4 tells us that

\[
QDu(z_0) = TP,
\]

where \( T \) is an isometry such \( u(z) - u(z_0) = T(z - z_0) \) for all \( z \in S_1 \), \( P \) is the orthogonal projection onto the tangent space of \( S_1 \) and \( Q \) is the orthogonal projection onto \( \text{im}T \). Arguing as in Lemma 5 we infer that \( S_1 = S_2 \). This contradiction completes the proof.

**Definition 3** The set of points belonging to at least two distinct leaves of a 1-Lipschitz function \( u: \mathbb{R}^n \to \mathbb{R}^m \) we shall denote by \( B(u) \).

**Corollary 5** For any 1-Lipschitz function \( u: \mathbb{R}^n \to \mathbb{R}^m \) the set \( B(u) \) is of Lebesgue measure zero.

**Proof** Corollary 4 implies that \( B(u) \) is contained in the set of non-differentiability of \( u \). Rademacher’s theorem (see e.g. [18]) states that the latter is of Lebesgue measure zero.
4 Lipschitz change of variables

Let us recall a lemma taken from [18, §3.2.9].

**Lemma 6** Let \( u: \mathbb{R}^n \to \mathbb{R}^m \) be a continuous function. Then the set
\[
\{ x \in \mathbb{R}^n | u \text{ is differentiable at } x \text{ and } Du(x) \text{ has maximal rank} \}
\]
admits a countable Borel covering \((G_i)_{i=1}^\infty\) such that for any \( i \in \mathbb{N} \) there exist an orthogonal projection \( p: \mathbb{R}^n \to \mathbb{R}^{n-m} \) and Lipschitz maps
\[
w: \mathbb{R}^n \to \mathbb{R}^m \times \mathbb{R}^{n-m}, \quad v: \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^n
\]
such that
\[
w(x) = (u(x), p(x)) \text{ and } v(w(x)) = x \text{ for all } x \in G_i.
\]

**Lemma 7** Let \( u: \mathbb{R}^n \to \mathbb{R}^m \) be a Lipschitz function, \( p \in \mathbb{R}^m \) and let
\[
S_p = \{ x \in \mathbb{R}^n | u(x) = p \}
\]
be the level set. Then the set
\[
S_p \cap \{ x \in \mathbb{R}^n | u \text{ is differentiable at } x \text{ and } Du(x) \text{ has maximal rank} \}
\]
has a countable Borel covering \((S^i_p)_{i=1}^\infty\) of bounded sets such that for all \( i \in \mathbb{N} \) there exist Lipschitz functions \( w: \mathbb{R}^n \to \mathbb{R}^{n-m} \) and \( v: \mathbb{R}^{n-m} \to \mathbb{R}^n \) satisfying
\[
v(w(x)) = x \text{ for all } x \in S^i_p.
\]

**Proof** We apply the above lemma and obtain a countable covering consisting of Borel sets \( G_i \), orthogonal projections \( \pi_i: \mathbb{R}^n \to \mathbb{R}^{n-m} \) and Lipschitz maps
\[
w_i: \mathbb{R}^n \to \mathbb{R}^m \times \mathbb{R}^{n-m}, \quad v_i: \mathbb{R}^{n-m} \to \mathbb{R}^n
\]
such that
\[
w_i(x) = (u(x), \pi_i(x)) \text{ and } v_i(w_i(x)) = x \text{ for all } x \in G_i.
\]
The sets \( G_i \cap S_p \) form a countable Borel covering of \( S_p \). For any \( i \in \mathbb{N} \) define
\[
w: \mathbb{R}^n \to \mathbb{R}^{n-m} \quad \text{and} \quad v: \mathbb{R}^{n-m} \to \mathbb{R}^n
\]
by \( w = \pi \circ w_i \), where \( \pi: \mathbb{R}^m \times \mathbb{R}^{n-m} \to \mathbb{R}^{n-m} \) is the projection on the second variable, and \( v(x) = v_i(p, x) \) for \( x \in \mathbb{R}^{n-m} \).

Choose a countable dense set \( Q \) in \( \mathbb{R}^m \).

**Definition 4** Let \( p \in Q \). Let \( u: \mathbb{R}^n \to \mathbb{R}^m \) be a 1-Lipschitz function and let \((S^i_p)_{i=1}^\infty\) be the Borel cover of Lemma 7 associated to the level set
\[
S_p = \{ x \in \mathbb{R}^n | u(x) = p \}.
\]
For each \( i, j \in \mathbb{N} \) let the **cluster**
\[
T^i_{p,i,j}
\]
denote the union of all \( m \)-dimensional leaves \( S \) of \( u \) which intersect \( S^i_p \) and for which the point of intersection \( z \in S^i_p \) is separated from the boundary of the leaf by distance at least \( 1/j \). Denote by
\[
\text{int} T^i_{p,i,j}
\]
the union of the interiors of all \( m \)-dimensional leaves \( S \) of \( u \) as above.
Lemma 8 The union of all m-dimensional leaves is covered by the clusters 

$$(T_{pij})_{p \in Q, i, j \in \mathbb{N}}.$$ 

Moreover for each m-dimensional leaf $S$ and each cluster $T_{pij}$ either 

$$\text{int}S \cap T_{pij} = \emptyset \text{ or int}S \subset T_{pij}.$$ 

Proof Let $S$ be a m-dimensional leaf of $u$. Then $u$, if restricted to $S$, is an isometry onto a subset of $\mathbb{R}^m$ with non-empty interior. Thus, there exists $p \in Q \cap \text{int}u(S)$. In particular $S \cap S_p \neq \emptyset$. The point $x$ in the intersection belongs to one of the covering sets $S^x_p$ of Lemma 7 and lies in a positive distance from the boundary of the leaf, so $S \subset T_{pij}$ for some $j \in \mathbb{N}$. If the interior of some other leaf int$S$ intersects one of the leaves comprising the cluster $T_{pij}$, then Lemma 5 implies that they are equal and hence $S \subset T_{pij}$. This completes the proof.

Lemma 9 Each cluster $T_{pij} \subset \mathbb{R}^n$ admits a map 

$$G: \text{int}T_{pij} \rightarrow \mathbb{R}^{n-m} \times \mathbb{R}^m$$

and its inverse 

$$F: G(\text{int}T_{pij}) \rightarrow \text{int}T_{pij}$$

such that:

i) for each $\lambda > 0$ and $\rho > 0$, $G$ is a Lipschitz map on the set 

$$T_{pij}^{\lambda, \rho} = \{x \in \text{int}T_{pij} | \text{dist}(x, \partial S(x)) > \lambda, \|u(x) - u(z)\| \leq \rho\};$$ 

here $S(x)$ is the unique leaf of $u$ such that $x \in S(x)$ and $z \in S(x)$ is the unique point in $S(x)$ such that $u(z) = p$,

ii) for each $\rho > 0$ $F$ is Lipschitz on the set $G(T_{pij}^{\lambda, \rho})$,

iii) $F(G(x)) = x$ for each $x \in \text{int}T_{pij}$,

iv) if a leaf $S \subset T_{pij}$ intersects $S^x_p$ at a point $z$, then each interior point $x \in \text{int}S$ of the leaf satisfies 

$$G(x) = (w(z), u(x) - u(z)), \quad (12)$$

where $w: \mathbb{R}^n \rightarrow \mathbb{R}^{n-m}$ is the map from Lemma 4.

Proof Lemma 5 shows that the relative interiors of leaves do not intersect any other leaf. Moreover $u$ is an isometry on each leaf. Therefore, every point $x \in \text{int}T_{pij}$ belongs to a unique leaf and each leaf intersects the level set $S_p$ in a single point $z \in S_p^x$. It follows that (12) defines a map 

$$G: \text{int}T_{pij} \rightarrow \mathbb{R}^{n-m} \times \mathbb{R}^m,$$

on the cluster $\text{int}T_{pij}$. Let $(a, b) \in G(\text{int}T_{pij})$ and let $v$ be the map parametrising $S_p$ from Lemma 4. Then $v(a) \in S_p$ belongs to a relative interior of some leaf $S$ and lies in a distance at least $1/j$ from the relative boundary of the leaf. Define 

$$F(a, b) = v(a) + Du(v(a))^*(b).$$
Let \( x \in \text{int}T_{\pi ij} \) belong to a leaf \( S \) that intersects \( S_p \) at a point \( z \). Then
\[
v(w(z)) = z
\]
and there exists an isometry \( T \) such that \( u(s_1) - u(s_2) = T(s_1 - s_2) \) for all \( s_1, s_2 \in S \) and \( Du(z) = TP \), where \( P \) is the orthogonal projection onto the tangent space of \( S \). We infer that
\[
F(G(x)) = F(w(z), u(x) - u(z)) = z + PT^*T(x - z) = x.
\]
We shall now prove that for \( \rho > 0 \), the mapping \( F \) is Lipschitz on \( G(T_{\pi ij}^{0,\rho}) \). Define
\[
\Lambda = \{ a \in \mathbb{R}^{n-m} \mid (a, 0) \in G(T_{\pi ij}^{0,\rho}) \}.
\]
We first claim that
\[
\Lambda \ni a \mapsto Du(v(a))^* \in \mathbb{R}^{n \times m}
\]
is a Lipschitz function. Recall that \( v(a) \in S_p \) is in a distance at least \( 1/j \) from the relative boundary of a leaf \( S \) that contains \( v(a) \). Thus, by Corollary 2 and Lemma 2, we infer that for \( a, a' \in \Lambda \)
\[
\|Du(v(a))^* - Du(v(a'))^*\| \leq j\|v(a) - v(a')\| \leq Cj\|a - a'\|.
\]
If \( (a, b) \in G(T_{\pi ij}^{0,\rho}) \), then \( \|b\| \leq \rho \). Thus \( F \) is Lipschitz on \( G(T_{\pi ij}^{0,\rho}) \).

It remains to prove assertion 2 of the lemma. Let \( \lambda > 0 \) and \( \rho > 0 \). We shall first show that the derivative \( Du \) is Lipschitz on \( T_{\pi ij}^{\lambda,\rho} \). This immediately follows by Corollary 2.

Let now \( x, x' \in T_{\pi ij}^{\lambda,\rho} \) belong to the leaves \( S \) and \( S' \) respectively. By the definition of \( T_{\pi ij}^{\lambda,\rho} \) to prove 1-Lipschitzness of \( G \) it is enough to show that
\[
\|w(z) - w(z')\| \leq C\|x - x'\|
\]
for some constant \( C \). As \( w \) is Lipschitz map it is enough to prove that \( \|z - z'\| \) is bounded by a constant times \( \|x - x'\| \). Note that
\[
z = x + Du(x)^*(u(z) - u(x)) \quad \text{and} \quad z' = x' + Du(x')^*(u(z') - u(x')).
\]
Thus
\[
\|z - z'\| \leq \|x - x'\| + \left\| Du(x)^*(u(z) - u(x)) - Du(x')^*(u(z') - u(x')) \right\|.\]
Now, taking into account that \( u(z) = u(z') = p \) and writing the latter summand as
\[
\left\| (Du(x)^* - Du(x')^*)(u(z) - u(x)) + Du(x')^*(u(x') - u(x)) \right\|
\]
we may bound it by
\[
\frac{\rho}{\lambda}\|x - x'\| + \|x - x'\|.
\]
This concludes the proof that \( G \) is Lipschitz on \( T_{\pi ij}^{\lambda,\rho} \) and completes the proof of the theorem.
5 Measurability

Below $G_{n,k}$ denotes the space of all $k$-dimensional subspaces of $\mathbb{R}^n$. For $V \in G_{n,k}$ and $W \in G_{m,k}$ we denote by $O(V,W)$ the set of all isometries on $V$ with values in $W$ and by $P_V : \mathbb{R}^n \to \mathbb{R}^n$ the orthogonal projection onto $V$. Then $G_{n,k}$ is a compact if equipped with the metric given by
\[
d(V,V') = \|P_V - P_{V'}\|,
\]
for $V, V' \in G_{n,k}$. Here $\|\|$ denotes the operator norm with respect to the Euclidean norm on $\mathbb{R}^n$.

**Definition 5** For $k \in \{1, \ldots , m\}$ define $\alpha_k : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ by the formula
\[
\alpha_k(x) = \sup \left\{ \epsilon \geq 0 \left| \exists V \in G_{n,k} \exists W \in G_{m,k} \exists T \in O(V,W) \forall y \in (x+y) \cap B(x,\epsilon) \right. \right. \\
\left. \left. u(x) - u(y) = T(x-y) \right\},
\]
where $B(x,\epsilon) = \{ y \in \mathbb{R}^n | \|x-y\| < \epsilon \}$.

Define $\alpha_{m+1} : \mathbb{R}^n \to \mathbb{R}$ by $\alpha_{m+1}(x) = 0$ for all $x \in \mathbb{R}^n$.

**Lemma 10** For any $k \in \{1, \ldots , m\}$ the functions $\alpha_k : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ are upper semicontinuous.

**Proof** Choose a sequence $(x_l)_{l=1}^\infty$ that converges to $x_0$ such that there exists a limit
\[
\alpha_k = \lim_{l \to \infty} \alpha_k(x_l).
\]

We need to show that $\alpha_k \leq \alpha_k(x_0)$. Suppose first that $\alpha_k < \infty$. We may assume that $\alpha_k(x_l) \in \mathbb{R}$ for each $l \in \mathbb{N}$. From the definition of $\alpha_k(x_l)$ it follows that there exist
\[
V_l \in G_{n,k}, W_l \in G_{m,k} \text{ and } T_l \in O(V_l,W_l)
\]
such that for all $y \in (x_l + V_l) \cap B(x_l, (1 - \frac{1}{l})\alpha_k(x_l))$ we have
\[
u(x_l) - u(y) = T_l(x_l - y).
\]

By compactness of $G_{n,k}$ and of $G_{m,k}$ we may assume that the sequences of $V_l$ and $W_l$ are convergent to some $V_0 \in G_{n,k}$ and $W_0 \in G_{m,k}$ and that
\[
T_l P_{V_l} \text{ converges to } T_0 P_{V_0},
\]
where $T_0 \in O(V_0,W_0)$. Indeed, let $S_l = T_l P_{V_l}$ and $R_l = T_l^{-1} P_{W_l}$. Choosing a convergent subsequences from $(S_l)_{l=1}^\infty$ and from $(R_l)_{l=1}^\infty$, we may assume that there exists $S_0, R_0$ such that
\[
R_0 S_0 = P_{V_0} \text{ and } S_0 R_0 = P_{W_0}.
\]

Hence
\[
S_0 P_{V_0} = P_{W_0} S_0 \text{ and } R_0 P_{W_0} = P_{V_0} R_0.
\]

It follows that $S_0 : V_0 \to W_0$ and $R_0 : W_0 \to V_0$ are mutual reciprocals. Moreover, they are isometric. Indeed, for any $v, w \in \mathbb{R}^n$, we have
\[
\langle S_0 P_{V_0} v, S_0 P_{V_0} w \rangle = \lim_{l \to \infty} \langle S_l P_{V_l} v, S_l P_{V_l} w \rangle = \lim_{l \to \infty} \langle P_{V_l} v, P_{V_l} w \rangle = \langle P_{V_0} v, P_{W_0} w \rangle
\]
Thus, putting $T_0$ to be $S_0$ restricted to $V_0$, we have proven the claim.

Choose any $v_0 \in V_0$ of norm $\|v_0\| < \alpha_k$. Then, by the definition of metric on $G_{n,k}$, the sequence $P_{V_l}v_0$ converges to $v_0$. Moreover, for sufficiently large $l$,

$$x_l + P_{V_l}v_0 \in (x_l + V_l) \cap B(x_l, (1 - 1/l)\alpha_k(x_l)).$$

Thus

$$u(x_l) - u(x_l + P_{V_l}v_0) = -T_lP_{V_l}v_0.$$

Passing to the limits we obtain

$$u(x_0) - u(x_0 + v_0) = -T_0v_0.$$

It follows that $\alpha_k(x_0) \geq \alpha_k$. The proof is complete if $\alpha_k$ is finite. Suppose now that $\alpha_k$ is infinite. Assume again that $\alpha_k(x_l) \in \mathbb{R}$ for each $l \in \mathbb{N}$ and that $\alpha_k(x_l)$ converges to infinity monotonically. Then there exist $V_l, W_l$ and $T_l$ as before, such that $V_l$ converges to $V_0$, $W_l$ converges to $W_0$ and $T_lP_{V_l}$ converges to $T_0P_{V_0}$. Taking any $v_0 \in V_0$ of norm at most $l \in \mathbb{N}$ we may show that

$$u(x_0) - u(x_0 + v_0) = -T_0v_0.$$

Hence $\alpha_k(x_0) \geq l$ for each $l \in \mathbb{N}$ and thus $\alpha_k(x_0) = \infty$.

Below we shall denote the unit ball by $B^n = \{x \in \mathbb{R}^n | \|x\| \leq 1\}$.

**Definition 6** For $k \in \{1, \ldots, m\}$ define $\beta_k : \mathbb{R}^n \to \mathbb{R}$ by the formula

$$\beta_k(x) = \sup \left\{ \epsilon \geq 0 | \exists \mathcal{C} \in C_{n,k}(\epsilon) \exists W \in G_{n,k} \exists \tau \in O(V_{\mathcal{C}}, W) \forall y \in (x + \epsilon) \cap B(x, \epsilon) \right\} u(x) - u(y) = T(x - y),$$

where $B(x, \epsilon) = \{y \in \mathbb{R}^n | \|x - y\| < \epsilon\}$ and $V_{\mathcal{C}} = \text{span}(\mathcal{C})$ and $C_{n,k}(\epsilon)$ is the set of all convex cones $\mathcal{C}$ in $\mathbb{R}^n$ of dimension $k$ such that

$$\lambda_k(\mathcal{C} \cap S^{n-1}) \geq \epsilon^k.$$

Here $\lambda_k$ is the Lebesgue measure on the $k$-dimensional ball

$$V_{\mathcal{C}} \cap \{x \in \mathbb{R}^n | \|x\| \leq 1\}.$$

Define $\beta_{m+1} : \mathbb{R}^n \to \mathbb{R}$ by $\beta_{m+1}(x) = 0$ for all $x \in \mathbb{R}^n$.

**Lemma 11** For any $k \in \{1, \ldots, m\}$ the function $\beta_k : \mathbb{R}^n \to \mathbb{R}$ is upper semicontinuous.

**Proof** Choose a sequence $(x_l)_{l=1}^{\infty}$ that converges to $x_0$ and such that there exists a limit

$$\beta_k = \lim_{l \to \infty} \beta_k(x_l).$$

We need to show that $\beta_k \leq \beta_k(x_0)$. Observe that $\beta_k < \infty$, as $\lambda_k$ is a finite measure. It follows from the definition of $\beta_k(x_l)$ that there exist

$$\mathcal{C}_l \in C_{n,k}(\{(1 - 1/l)\beta_k(x_l)\}), W_l \in G_{m,k} \text{ and } T_l \in O(V_{\mathcal{C}_l}, W_l)$$
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such that for all \( y \in (x_l + C_l) \cap B(x_l, (1 - 1/l^\beta_k(x_l))) \)
\[
    u(x_l) - u(y) = T_l(x_l - y).
\]

Consider the sets \( K_l = C_l \cap B^n \). These are compact, convex sets. Taking a subsequence, we may assume that there is a compact, convex set \( K_0 \subset B^n \) such that \( K_l \) converges to \( K_0 \) in the Hausdorff metric. Moreover (see [5]),
\[
    \lambda_k(K_0) \geq \beta_k^k.
\]

Let
\[
    C_0 = \{ x \in \mathbb{R}^n \mid x = \lambda y \text{ for some } \lambda \geq 0, y \in K_0 \}.
\]
Then \( C_0 \subset C_{n,k}(\beta_k) \). Passing to a subsequence, we may assume that \( V_{C_l} \) converges to some \( V_0 \in G_{n,k} \). We claim now that \( V_{C_l} \) converges to \( V_{C_0} \). Choose any \( v_0 \in V_{C_0} \).

Then there exist real numbers \( \lambda_1, \ldots, \lambda_k \) and \( c_1, \ldots, c_k \in K_0 \) such that
\[
    v_0 = \sum_{j=1}^k \lambda_j c_j.
\]

By the convergence in the Hausdorff metric we infer that there exist \( (c_{j,l})_{l=1}^\infty \), \( c_{j,l} \in K_l \), such that
\[
    \lim_{l \to \infty} c_{j,l} = c_j.
\]

Let
\[
    v_l = \sum_{j=1}^k \lambda_j c_{j,l}.
\]

Then \( \lim_{l \to \infty} v_l = v_0 \) and \( v_l \in V_{C_l} \). Hence
\[
    v_0 = \lim_{l \to \infty} v_l = \lim_{l \to \infty} P_{V_{C_l}} v_l = P_{V_0} v_0.
\]

Hence \( V_0 = V_{C_0} \) and we have proven the claim. Passing again to a subsequence, we assume that \( (W_l)_{l=1}^\infty \) converges to \( W_0 \in G_{m,k} \). As in Lemma 10 we show that there exists \( T_0 \in O(V_{C_0}, W_0) \) such that
\[
    T_{k} P_{V_{C_l}} \text{ converges to } T_0 P_{V_{C_0}}.
\]

Choose now any \( y_0 \in (x_0 + C_0) \cap B(x_0, \beta_k) \). Then
\[
    \frac{y_0 - x_0}{\|y_0 - x_0\|} \in K_0.
\]

Hence, there exists a sequence \( (z_l)_{l=1}^\infty \) of elements in \( K_l \) such that
\[
    \lim_{l \to \infty} z_l = \frac{y_0 - x_0}{\|y_0 - x_0\|}.
\]

Set
\[
    y_l = x_l + \|y_0 - x_0\| z_l.
\]

Thus
\[
    \lim_{l \to \infty} y_l = y_0.
\]
For sufficiently large $l$,

$$\gamma_l \in (x_l + C_l) \cap B(x_l, (1 - 1/l)\beta_k(x_l)).$$

For $l$ as above, we have

$$u(x_l) - u(y_l) = T_l(x_l - y_l).$$

Passing to the limit, it follows that

$$u(x_0) - u(y_0) = T_0(x_0 - y_0).$$

That is, $\beta_k(x_0) \geq \beta_k$. The proof is complete.

**Lemma 12** A point $x \in \mathbb{R}^n$ belongs to a leaf $\mathcal{S}$ of $u$ of dimension at least $k$ if and only if $\beta_k(x) > 0$. A point $x \in \mathbb{R}^n$ belongs to a leaf $\mathcal{S}$ of $u$ of dimension exactly $k$ if and only if $\beta_k(x) > 0$ and $\beta_{k+1}(x) = 0$.

**Proof** Suppose that $x_0 \in \mathbb{R}^n$ belongs to a leaf $\mathcal{S}$ of $u$ of dimension $l \in \{k, \ldots, m\}$. Let $V$ denote the tangent space of $\mathcal{S}$. Choose a point $x_1 \in \text{int}\mathcal{S}$ and $\epsilon_0 > 0$ so that $B(x_1, \epsilon_0) \cap V \subset \mathcal{S}$. For $\epsilon \in (0, \epsilon_0)$ let

$$C = \{ x \in \mathbb{R}^n | x = \lambda(x_2 - x_0) \text{ for some } \lambda \geq 0, x_2 \in B(x_1, \epsilon) \cap V \}.$$ 

Then $C$ is a convex cone containing 0, of dimension $l$ and such that

$$\lambda_l(C \cap B^n) \geq \epsilon^l,$$

provided that $\epsilon$ is sufficiently small. Moreover, by convexity of $\mathcal{S}$, $u$ is isometric on $(x_0 + C) \cap B(x_0, \epsilon)$, if $\epsilon > 0$ is sufficiently small. Hence $\beta_l(x_0) \geq \epsilon > 0$. Conversely, suppose that $\beta_k(x_0) > 0$. Then there exist

$$\epsilon > 0, \text{ a cone } C \in C_{n,k}(\epsilon), \text{ a subspace } W \in G_{m,k}, \text{ an isometry } T \in O(VC, W)$$

such that

$$u(x_0) - u(y) = T(x - y) \text{ for all } y \in (x_0 + C) \cap B(x_0, \epsilon).$$

With use of the Kuratowski-Zorn lemma choose a leaf $\mathcal{S}$ of $u$ containing

$$(x_0 + C) \cap B(x_0, \epsilon).$$

Then the dimension of $\mathcal{S}$ is at least $k$. The second assertion is a trivial consequence of the first assertion.

**Lemma 13** A point $x \in \mathbb{R}^n$ belongs to relative interior of a leaf $\mathcal{S}$ of $u$ of dimension $k$ if and only if $\alpha_k(x) > 0$ and $\beta_{k+1}(x) = 0$. 
Proof Suppose that $x_0$ belongs to the relative interior of a leaf $S$ of $u$ of dimension $k$. By the previous lemma $\beta_k(x_0) > 0$ and $\beta_{k+1}(x_0) = 0$. Let $V$ denote the tangent space of $S$. Then, as $x_0$ is in the relative interior, there exist $\epsilon > 0$, $W \in G_{m,k}$ and $T \in O(V,W)$ such that

$$u(x_0) - u(y) = T(x_0 - y) \text{ for all } y \in B(x_0, \epsilon).$$

That is $\alpha_k(x_0) \geq \epsilon > 0$.

Conversely, suppose that $\alpha_k(x_0) > 0$ and $\beta_{k+1}(x_0) = 0$. Then there exist $V \in G_{n,k}, W \in G_{m,k}$ and $T \in O(V,W)$ such that

$$u(x_0) - u(y) = T(x_0 - y) \text{ for all } y \in B(x_0, \epsilon) \cap V.$$

It follows from the Kuratowski-Zorn lemma that $x_0$ belongs to a leaf $S$ of $u$. As $\beta_{k+1}(x_0) = 0$, this leaf is of dimension $k$ and $x_0$ belongs to the relative interior of $S$.

Corollary 6 Let $k \in \{0, \ldots, m\}$. Then the union of all leaves of $u$ of dimension $k$ is Borel measurable. Moreover, the union of all relative interiors of leaves of $u$ of dimension $k$ is a Borel set and so is the union of all relative boundaries of leaves of $u$ of dimension $k$.

Below we adapt a convention that $\inf \emptyset = \infty$.

Definition 7 Let $k \in \{0, \ldots, m\}$. For $\rho > 0$, define $\gamma_{k,\rho} : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R} \cup \{\infty\}$ by the formula

$$\gamma_{k,\rho}(x,y) = \inf \left\{ t > 0 \mid y \in t(u(S_x) - u(x)) \text{ and } \|y\| \leq t\rho \right\}$$

for $x \in \mathbb{R}^n$ such that $\alpha_k(x) > 0$ and $\beta_{k+1}(x) = 0$ and

$$\gamma_{k,\rho}(x,y) = \infty \text{ otherwise.}$$

Here $S_x$ is the unique leaf of $u$ such that $x \in S_x$.

Lemma 14 For any $k \in \{0, \ldots, m\}$ and $\rho > 0$, the function $\gamma_{k,\rho}$ is Borel measurable.

Proof As $\alpha_k$ and $\beta_{k+1}$ are Borel measurable, it is enough to show that $\gamma_{k,\rho}$ is Borel measurable on

$$A_k = \left\{ (x,y) \in \mathbb{R}^n \times \mathbb{R}^m \mid \alpha_k(x) > 0 \text{ and } \beta_{k+1}(x) = 0 \right\}.$$ 

We claim that $\gamma_{k,\rho}$ is lower-semicontinuous on $A_k$.

Indeed let $(x_l, y_l)_{l=1}^{\infty}$ be a sequence in $A_k$ such that there exists $(x_0, y_0) \in A_k$ and $x_0 = \lim_{l \to \infty} x_l$ and $y_0 = \lim_{l \to \infty} y_l$ and such that there exists $\lim_{l \to \infty} \gamma_{k,\rho}(x_l, y_l) = \gamma_k$.

We shall show that

$$\gamma_{k,\rho}(x_0, y_0) \leq \gamma_k.$$ 

We know that there exists sequence $(z_l)_{l=1}^{\infty}$ in $\mathbb{R}^n$ and a sequence $(t_l)_{l=1}^{\infty}$ in $\mathbb{R}$ such that

$$y_l = t_l (u(z_l) - u(x_l)) \text{, where } z_l \in S_{x_l} \text{ and } 0 < t_l < \gamma_{k,\rho}(x_k, y_l) + 1/l. \quad (14)$$
Moreover, as
\[ \|z_l - x_l\| = \|u(z_l) - u(x_l)\| = \|y_l - u(x_l)\| \leq t_l \rho + \|x_l\| \]
passing possibly to a subsequence, we may assume that \((z_l)_{l=1}^\infty\) converges to some \(z_0 \in S_{x_0}\). Again passing to a subsequence, we may assume that \((t_l)_{l=1}^\infty\) converges to some \(t_0 \geq 0\). Taking limits in (14) we see that
\[ y_0 = t_0 (u(z_0) - u(x_0)) \text{ with } z_0 \in S_{x_0} \text{ and } 0 \leq t_0 \leq \gamma_k. \]
Hence
\[ y_0 \in t_0 (u(S_{x_0}) - u(x_0)) \text{ and } \|y_0\| \leq t_0 \rho. \]
The proof is complete.

**Definition 8** For a convex set \(K \subset \mathbb{R}^m\), such that \(0 \in \text{int} K\), define the **Minkowski functional** of \(K\)
\[ \|\cdot\|_K : \mathbb{R}^m \to \mathbb{R} \cup \{\infty\} \]
by the formula
\[ \|y\|_K = \inf \{ t > 0 | y \in tK \}. \]

**Proposition 1** Let \(K \subset \mathbb{R}^m\) be a convex set such that \(0 \in \text{int} K\). A point \(y \in \mathbb{R}^m\) belongs to the relative interior of \(K\) if and only if \(\|y\|_K < 1\).

Moreover, if \(K\) is compact, then a point \(y \in \mathbb{R}^m\) belongs to the boundary of \(K\) if and only if \(\|y\|_K = 1\).

**Proof** If \(y \in \text{int} K\), then, as \(0 + y = y \in \text{int} K\), it follows by continuity of addition, that \(y + w \subset \text{int} K\) provided that \(\|w\| \leq \epsilon\), for \(\epsilon > 0\) sufficiently small. Observe that \(\|y/s\| \leq \epsilon\) if \(s \geq \|y\|/\epsilon\) and thus for large \(s > 0\)
\[ (1 + 1/s)y \in K. \]
Hence \(\|y\|_K \leq \frac{s}{s+1} < 1\).

Conversely, suppose that \(\|y\|_K < 1\). Then \(y \in tK\) for some \(t < 1\). As \(0 \in \text{int} K\), there exists \(\epsilon > 0\) such that if \(\|w\| \leq \epsilon\), then \(w \in K\). Hence, if \(\|w\| \leq \epsilon(1 - t)\), then
\[ y + w \in tK + (1 - t)K = K, \]
by convexity of \(K\).

Assume that \(K\) is compact. Suppose that \(y \in \partial K\). Then clearly \(\|y\|_K \leq 1\) and, by the above \(\|y\|_K \geq 1\).

Conversely, let \(\|y\|_K = 1\). Then there exists a sequence of positive numbers \((t_l)_{l=1}^\infty\) converging to 0 and a sequence \((x_l)_{l=1}^\infty\) in \(K\) such that
\[ y = (1 + t_l) x_l. \]
Taking a convergent subsequence from \((x_l)_{l=1}^\infty\) we see that \(y = x_0\) for some \(x \in K\).
Lemma 15 If \( x \in \mathbb{R}^n \) belongs to relative interior of a leaf \( S \) of \( u \) of dimension at \( k \), then \( \gamma_{k,\rho}(x, \cdot) \) is Minkowski functional a closed, convex set

\[
K_\rho = (u(S) - u(x)) \cap \left\{ y \in \mathbb{R}^m \mid \|y\| \leq \rho \right\} \subset \mathbb{R}^m.
\]

If \( x \in \mathbb{R}^n \) does not belong to relative interior of any leaf of dimension \( k \), then

\[
\gamma_{k,\rho}(x, \cdot) = \infty.
\]

Proof Suppose that \( x \in \mathbb{R}^n \) does not belong to relative interior of a leaf of \( u \) of dimension at least \( k \). Then Lemma 13 and Definition 7 tells us that \( \gamma_{k,\rho}(x) = \infty \).

Let now \( x \in \text{int} S \), where \( S \) is a \( k \)-dimensional leaf. By Lemma 5, \( x \) belongs to a unique leaf. The assertion of the lemma follows readily from definitions.

Definition 9 Let \( k \in \{0, \ldots, m\} \). We shall denote by \( T_k \) union of all \( k \)-dimensional leaves of \( u \), by \( \text{int} T_k \) union of all relative interiors of all \( k \)-dimensional leaves of \( u \) and by \( \partial T_k \) union of all relative boundaries of all \( k \)-dimensional leaves of \( u \).

Lemma 16 For each \( p \in Q \) and each \( i, j \in \mathbb{N} \) the cluster \( \text{int} T_{pij} \) and its image \( G(\text{int} T_{pij}) \) are Borel sets. Moreover \( \partial T_m \) is a Borel set of Lebesgue measure zero.

Proof Fix \( p \in Q \) and \( i, j \in \mathbb{N} \). Recall the Borel set \( S_p^i \subset \mathbb{R}^n \) and Lipschitz mapping \( w: \mathbb{R}^n \to \mathbb{R}^{n-m} \) from Lemma 7. Since \( w \) is injective on \( S_p^i \) it follows from [18, §2.2.10] that \( w(S_p^i) \) is a Borel subset of \( \mathbb{R}^{n-m} \). Moreover, the set \( \Lambda \), defined in (13), is given by

\[
\Lambda = \left\{ a \in w(S_p^i) \mid a_m(w^{-1}(a)) > 1/j \right\} \quad (15)
\]

as follows by the definition (12) and Lemma 7. Let \( \rho > 0 \). Definition of the cluster \( T_{pij}^0,\rho \) implies that

\[
G(T_{pij}^0,\rho) = \left\{ (a, b) \in \mathbb{R}^{n-m} \times \mathbb{R}^m \mid a \in \Lambda, b \in \text{int} S_v(a) - u(v(a)) - \|b\| \leq \rho \right\}.
\]

Here \( S_v(a) \) is the unique \( m \)-dimensional leaf of \( u \) containing \( v(a) \). Note that Proposition 1 and Lemma 15 tells us that if \( a \in \Lambda \), then

\[
\gamma_{m,\rho}(v(a), b) < 1.
\]

This is to say,

\[
G(T_{pij}^0,\rho) = \left\{ (a, b) \in \mathbb{R}^{n-m} \times \mathbb{R}^m \mid a \in \Lambda, \gamma_{m,\rho}(v(a), b) < 1 \right\} \quad (16)
\]

As \( \gamma_{m,\rho} \) is Borel measurable, it follows that \( G(T_{pij}^0,\rho) \) is a Borel set. As

\[
\text{int} T_{pij} = \bigcup_{\rho \in \mathbb{N}} T_{pij}^{0,\rho} \quad (17)
\]

we conclude that \( G(\text{int} T_{pij}) \) is Borel as well.
Clearly, \( \Lambda \) is also a Borel set. Lemma 9 shows that \( F \), the inverse of \( G \) on its image, is well-defined and injective on \( G(\text{int}T_{\pi ij}) \). On the sets \( G(T_{\pi ij}^0, \rho \in \mathbb{N}) \), function \( F \) is Lipschitz and

\[
T_{\pi ij}^0 = F(G(T_{\pi ij}^0)).
\]

Using [18, §2.2.10], we see that \( T_{\pi ij}^0 \) is a Borel set. Using (17) again, we see that \( \text{int}T_{\pi ij} \) is a Borel set.

We shall show that \( \partial T_m \) has Lebesgue measure zero. Recall, that Corollary 6 tells us that \( \partial T_m \) is a Borel set. Consider the set

\[
G_\rho = \left\{ (a, b) \in \mathbb{R}^{n-m} \times \mathbb{R}^m | a \in \text{cl} \Lambda, \gamma_{m, \rho}(v(a), b) = 1 \right\}.
\]

By Fubini’s theorem, \( \lambda(G_\rho) = 0 \), as boundaries of convex sets have Lebesgue measure zero.

Recall that \( F \) is a Lipschitz map on \( G(T_{\pi ij}^0, \rho \in \mathbb{N}) \). Using the Kirszbraun theorem (see e.g. [24, 34]) we extend the restriction of \( F \) to \( G(T_{\pi ij}^0, \rho \in \mathbb{N}) \) to a Lipschitz map \( F_\rho \) on \( \mathbb{R}^{n-m} \times \mathbb{R}^m \).

Now, for any such extension, \( F_\rho(G_\rho) \supset \partial T_m \cap \left\{ x \in T_{\pi ij} | \|u(x) - p\| \leq \rho \right\} \).

Indeed, let

\[
x \in \partial T_m \cap \left\{ x \in T_{\pi ij} | \|u(x) - p\| \leq \rho \right\}.
\]

Choose a sequence \( (x_l)_{l=1}^{\infty} \) in \( T_{\pi ij}^0 \) converging to \( x \). The sequence \( (G(x_l))_{l=1}^{\infty} \) is bounded by (15) and by (16). Hence, passing to a subsequence we may assume that it converges to some

\[
(a, b) \in \mathbb{R}^{n-m} \times \mathbb{R}^m.
\]

If \( (a, b) \in G(T_{\pi ij}^0) \), then there would exist \( x' \in T_{\pi ij}^0 \) with \( G(x') = (a, b) \) and thus

\[
x' = F_\rho(a, b) = \lim_{l \to \infty} F(G(x_l)) = \lim_{n \to \infty} x_l = x.
\]

This would contradict the fact that \( x \in \partial T_m \). Hence \( (a, b) \notin G(T_{\pi ij}^0) \). It follows that \( (a, b) \) belongs to the boundary of \( G(T_{\pi ij}^0) \), which is contained in \( G_\rho \).

Therefore we can use \( \lambda(G_\rho) = 0 \) and the fact that images under Lipschitz maps of sets of Lebesgue measure zero have Lebesgue measure zero (see e.g. [18, §3.2.3]), to conclude that

\[
\lambda(\partial T_m \cap \left\{ x \in T_{\pi ij} | \|u(x) - p\| \leq \rho \right\}) = 0.
\]

and hence is Lebesgue measurable. By Lemma 8 the sets \( T_{\pi ij} \) form a countable covering of \( \partial T_m \). It follows that \( \lambda(\partial T_m) = 0 \). This concludes the proof.

**Corollary 7** For any \( p \in Q, i, j \in \mathbb{N} \), the set \( T_{\pi ij} \) is Lebesgue measurable.

**Proof** \( T_{\pi ij} \) is a union of a Borel set \( \text{int}T_{\pi ij} \) and a set \( \partial T_m \cap T_{\pi ij} \) of Lebesgue measure zero.
Remark 3 The clusters $T_{pij}$ may be taken to be disjoint. Indeed, let $(T_k)_{k=1}^\infty$ be a renumbering of the set of clusters. Set for $l \in \mathbb{N}$

$$T'_l = T_l \setminus \bigcup_{n=1}^{l-1} T_n$$

and

$$\text{int}T'_l = \text{int}T_l \setminus \bigcup_{n=1}^{l-1} \text{int}T_n.$$ 

Note that the structure of the clusters $T'_{pij}$ remains the same. For each $T_{pij}$ there exists a Borel subset $S_{pij} = T_{pij} \cap S_p$ of $S_p \subset \mathbb{R}^n$ on which there are Lipschitz maps $w: \mathbb{R}^n \to \mathbb{R}^{n-m}$ and $v: \mathbb{R}^{n-m} \to \mathbb{R}^n$ such that $v(w(x)) = x$ for all $x \in S_{pij}$.

Indeed, the new cluster is a subset of the old one, so the former maps suffice. From the modification procedure it follows also that Lemma 8 still holds true. Moreover, the leaf $S$ corresponding to a point $z \in S_p \cap S_{pij}$ satisfies

$$\text{dist}(z, \partial S) > \frac{1}{j}.$$ 

Also the assertions of Lemma 9 hold true with the old maps and so does the assertions of Lemma 16, as follows from the modification procedure.

6 Disintegration of measure

The aim of this section is to prove the following theorem.

Theorem 2 Let $u: \mathbb{R}^n \to \mathbb{R}^m$ be a 1-Lipschitz map with respect to the Euclidean norms. Then there exists a map $S: \mathbb{R}^n \to \text{CC}(\mathbb{R}^n)$ such that for $\nu$-almost every $x \in \mathbb{R}^n$ the set $S(x)$ is a maximal closed convex set in $\mathbb{R}^n$ such that $u|_{S(x)}$ is an isometry. Moreover, there exist a Borel measure on $\text{CC}(\mathbb{R}^n)$ and Borel measures $\lambda_S$ such that

$$S \mapsto \lambda_S(A)$$

is $\nu$-measurable for any Borel set $A \subset \mathbb{R}^n$

and for $\nu$-almost every $S$ we have $\lambda_S(S^c) = 0$, and for any $A \subset \mathbb{R}^n$

$$\lambda(A) = \int_{\text{CC}(\mathbb{R}^n)} \lambda_S(A) d\nu(S).$$

Moreover, for $\nu$-almost every leaf $S$ of dimension $m$, the measure $\lambda_S$ is equivalent to the restriction to $S$ of the $m$-dimensional Hausdorff measure.
Before the we provide a proof let us define necessary tools and note its several properties.

Let $CL(\mathbb{R}^m)$ denote the space of closed non-empty sets in $\mathbb{R}^m$. On $CL(\mathbb{R}^m)$ we introduce the Wijsman topology (see [42]). It is the weakest topology such that the mappings

$$A \mapsto \text{dist}(x, A)$$

are continuous for all $x \in \mathbb{R}^m$. By a result of Beer (see [6]), the set $CL(\mathbb{R}^m)$ equipped with this topology is a Polish space. Let $CC(\mathbb{R}^m)$ denote the set of all closed convex, non-empty sets in $\mathbb{R}^m$. Then $CC(\mathbb{R}^m)$ is a closed subset of $CL(\mathbb{R}^m)$, hence also a Polish space. Let $X$ be a measurable space. In [22] (see also [7]) it is proved that a function $f : X \rightarrow CL(\mathbb{R}^m)$ is measurable if and only if it is measurable as a multifunction. The latter is defined by the condition that for any open set $U \subset \mathbb{R}^m$ the set

$$\{x \in X | f(x) \cap U \neq \emptyset\}$$

is measurable in $X$.

Let $X, Y$ be two Polish spaces. Let $\eta$ be a non-negative Borel probability measure on $X$, $T : X \rightarrow Y$ be a Borel measurable map and let $\nu$ be the push-forward of $\eta$ by $T$, that is a Borel probability measure on $Y$ such that for a Borel set $A$ in $Y$ we have

$$\nu(A) = \eta(T^{-1}(A)).$$

A disintegration of $\eta$ with respect to $T$ is a collection of Borel probability measures $\{\eta_y | y \in Y\}$ on $X$, such that if $y \in T(X)$, then $\eta_y(T^{-1}(y)) = 1$ for $\nu$-almost every $y \in Y$, if $f$ is an integrable function with respect to $\eta$, then for $\nu$-almost every $y \in Y$, $f$ is integrable with respect to $\eta_y$, the function

$$y \mapsto \int_X f d\eta_y$$

is $\nu$-measurable, and moreover

$$\int_X f d\eta = \int_Y \int_X f d\eta_y d\nu.$$

We shall also say that $\{\eta_y | y \in Y\}$ are conditional measures.

We shall use the following theorem (see e.g. [20]). We refer also to [31] for a more general approach.

**Theorem 3** Suppose that $X, Y$ are Polish spaces and $\eta$ is a Borel probability measure on $X$ and $T : X \rightarrow Y$ is a Borel map. Then a disintegration of $\eta$ with respect to $T$ exists and moreover it is essentially unique, that is if $\{\eta_y | y \in Y\}$ and $\{\eta'_y | y \in Y\}$ are two disintegrations of $\eta$ then $\eta_y = \eta'_y$ for $\nu$-almost every $y \in Y$.

**Proof** (Proof of Theorem 3) In the previous sections we have defined leaves $S$ of $u$. We have proved that for almost every $x \in \mathbb{R}^n$ there is a unique leaf $S$ that contains $x$ and that the set of non-uniqueness $B(u)$ is contained in a Borel set $N(u)$ of non-differentiability of $u$, which is of measure zero, see Corollary [3].

We have a well-defined map $S : \mathbb{R}^n \rightarrow CC(\mathbb{R}^n)$ that assigns to any $x \in \mathbb{R}^n \setminus N(u)$ a unique leaf $S(x)$ that contains $x$ and on $N(u)$ we set $S(x) = \{x\}$. 


Note that for any compact set $K \subset \mathbb{R}^n$ the set \( \{ x \in \mathbb{R}^n | \mathcal{S}(x) \cap K \neq \emptyset \} \) is equal to
\[
\bigcup_{k=0}^{m} \{ x \in \mathbb{R}^n \setminus N(u) | \beta_k(x) > 0, \sup \left\{ \frac{\|u(x) - u(y)\|}{\|x - y\|} \right\} = 1 | y \in K \} \cup (K \cap N(u)).
\]
Therefore by, Lemma \[12\] and the fact that the map \( x \mapsto \sup \left\{ \frac{\|u(x) - u(y)\|}{\|x - y\|} \right\} = 1 | y \in U \) is lower-semicontinuous, and that any open set \( U \subset \mathbb{R}^n \) is a countable union of compact sets, the map \( \mathcal{S} \) is Borel measurable.

We shall use this to obtain the disintegration of measures. Recall that \( CC(\mathbb{R}^n) \) and \( \mathbb{R}^m \) are Polish spaces and that \( \mathcal{S} \) is a Borel measurable map.

Let us now consider a Borel probability measure \( \lambda_r \) which is the normalised restriction of the Lebesgue measure to a Borel set \( R \) of finite positive Lebesgue measure. Applying the Theorem \[3\] to the spaces \( \mathbb{R}^n \) and \( CC(\mathbb{R}^n) \) and map \( \mathcal{S} \) we obtain a disintegration \( \{ \lambda_S | S \in CC(\mathbb{R}^n) \} \) such that for \( \nu \)-almost every leaf \( S \) of \( u \) we have
\[
\lambda_S(S) = 1,
\]
i.e. \( \lambda_S \) is concentrated on \( S \), as the preimages of every leaf \( S \in CC(\mathbb{R}^n) \) are exactly sets \( S \subset \mathbb{R}^n \), and for any set \( A \subset \mathbb{R}^n \) the function
\[
S \mapsto \lambda_S(A)
\]
is \( \nu \)-measurable and
\[
\lambda_r(A) = \int_{CC(\mathbb{R}^n)} \lambda_S(A)d\nu(S).
\]
If we let \( R \) vary and take a countable partition of \( \mathbb{R}^n \) into pairwise disjoint sets of finite and positive Lebesgue measure, then adding up the above conditional measures, we obtain the conditional measures for the full Lebesgue measure.

We shall use the notation from previous sections. Fix \( p \in Q \) and \( i, j \in \mathbb{N} \) and consider the cluster \( intT_{ pij} \). Let
\[
\lambda_{ pij} = \lambda | intT_{ pij} |.
\]
By Lemma \[3\] the map \( F \) is a bijection of \( G(intT_{ pij}) \) and \( intT_{ pij} \). As for any \( \rho > 0 \), \( F \) is Lipschitz on \( T_{ pij}^{0, \rho} \) and these sets are a covering of the cluster \( intT_{ pij} \) we may apply the area formula (see e.g. \[18\ §3.2.5\]) to infer that for any integrable \( \phi: \mathbb{R}^n \to \mathbb{R} \)
\[
\int_{G(intT_{ pij})} \phi(F(x))J_nF(x)d\lambda(x) = \int_{intT_{ pij}} \phi(z)d\lambda(z).
\]
(18)
Here \( J_nF \) denotes the \( n \)-dimensional Jacobian of \( F \). Define a function
\[
f: \mathbb{R}^{n-m} \times \mathbb{R}^m \to \mathbb{R}
\]
by the formula
\[
f(x) = J_nF(x) \text{ if } x \in G(intT_{ pij}) \text{ and } f(x) = 0 \text{ otherwise.}
\]
Leaves decompositions and optimal transport

Observe that \( f \) is non-negative and Borel measurable, as \( G(\text{int} T_{p_{ij}}) \) is a Borel set by Lemma [9]. Putting \( \phi = 1_{\text{int} T_{p_{ij}}} \) in (15) shows that \( f \) is integrable.

By Fubini’s theorem, the functions \( f(x, \cdot) \) are integrable for almost every point \( x \in \mathbb{R}^{n-m} \) and we have

\[
\int_{\mathbb{R}^{n-m} \times \mathbb{R}^m} \phi(F(z))f(z)d\lambda(z) = \int_{\mathbb{R}^{n-m}} \int_{\mathbb{R}^m} \phi(F(a, b))f(a, b)d\lambda(b)d\lambda(a).
\]

Observe now that \( (a, b) \in G(\text{int} T_{p_{ij}}) \) if and only if there exists an \( m \)-dimensional leaf \( S_a \subset T_{p_{ij}} \) intersecting \( T_{p_{ij}} \) at a point \( z \) and a point \( x \in S_a \) such that \( a = w(z) \) and \( b = u(x) - u(z) \).

Note that \( F \) on \( G(\text{int} S_a) \) is an isometry. Therefore by a linear change of variables

\[
\int_{G(\text{int} S_a)} \phi(F(a, b))f(a, b)d\lambda(b) = \int_{\text{int} S_a} \phi f \circ G d\mathcal{H}_m.
\]

Here \( \mathcal{H}_m \) is the \( m \)-dimensional Hausdorff measure on \( \mathbb{R}^n \). Let

\[
\Lambda = \{ a \in \mathbb{R}^{n-m} | (a, 0) \in G(\text{int} T_{p_{ij}}) \}.
\]

Note that the map

\[
\Lambda \ni a \mapsto \int_{\text{int} S_a} \phi f \circ G d\mathcal{H}_m
\]

is Borel measurable and that for any integrable Borel measurable function \( \phi \) we have

\[
\int_{\mathbb{R}^n} \phi d\lambda_{p_{ij}} = \int_{\Lambda} \left( \int_{\text{int} S_a} \phi f \circ G d\mathcal{H}_m \right) d\lambda(a) = \int_{\Lambda} \left( \int_{S_a} \phi f d\lambda'_{S_a} \right) m(a) d\lambda(a),
\]

as the boundaries of convex sets have Hausdorff measures of appropriate dimension zero. Here

\[
d\lambda'_{S_a} = \frac{f \circ G 1_{S_a} d\mathcal{H}_m}{\int_{S_a} f \circ G 1_{S_a} d\mathcal{H}_m}
\]

and \( m(a) = \int_{S_a} f \circ G 1_{S_a} d\mathcal{H}_m \). Clearly \( \lambda'_{S_a} \) is equivalent to the Hausdorff measure on \( S_a \). Define a map \( H: \Lambda \to CC(\mathbb{R}^m) \)

\[
a \mapsto S_a
\]

that sends a point \( a \in \Lambda \) to the unique leaf

\[
S_a = \text{cl} F(G(\text{int} T_{p_{ij}}) \cap \{ a \} \times \mathbb{R}^m)
\]

such that \( a = u(z) \) for a point \( z \in \text{int} S_a \cap T_{p_{ij}} \). Then \( H \) is Borel measurable with respect to the Wijsman topology on \( CC(\mathbb{R}^m) \). Indeed, as noted before, the Borel measurability with respect to the Wijsman topology is equivalent to that for any open set \( U \subset \mathbb{R}^m \) the set

\[
\left\{ a \in \Lambda | U \cap \text{cl} F(G(\text{int} T_{p_{ij}}) \cap \{ a \} \times \mathbb{R}^m) \neq \emptyset \right\}
\]

is Borel measurable. Let \( \pi \) denote the projection on the first coordinate

\[
\pi: \mathbb{R}^{n-m} \times \mathbb{R}^m \to \mathbb{R}^{n-m}.
\]
As $U$ is open the above set is equal to
\[ \left\{ a \in A | \pi^{-1}(a) \cap G(\text{int} T_{\pi ij}) \cap F^{-1}(U) \neq \emptyset \right\}, \]
which is Borel measurable, by the measurability of the map $a \mapsto \pi^{-1}(a)$. Moreover, $H$ is an injection.

By the above considerations we see that
\[ \int_{\mathbb{R}^n} \phi \, d\lambda_{\pi ij} = \int_A \left( \int_{\mathbb{R}^n} \phi \, d\lambda^\prime \right) (H(a)) \, m(a) \, d\lambda(a) = \int_{CC(\mathbb{R}^n)} \left( \int_{\mathbb{R}^n} \phi \, d\lambda_S \right) d\nu(S), \]
where $\nu$ is the push forward of the measure $m(a) \, d\lambda(a)$ by the map $H$. Hence \{\lambda'_S | S \in H(A)\} constitutes a disintegration of $\lambda_{\pi ij}$ with respect to the map $S$. Indeed, it follows by taking $\phi$ to be the indicator function of $S^{-1}(C)$ for $C \subset CC(\mathbb{R}^n)$ that $\nu = \nu$.

Applying the above result to each cluster separately we infer that for $\nu$-almost every $S$ the conditional measures $\lambda'_S$ are equivalent to the restriction of the $m$-dimensional Hausdorff measure to $S$.

The uniqueness part of Theorem 3 and the fact that $\partial T_m$ has Lebesgue measure zero, see Lemma 16, implies that the conditional measures $\lambda_S$ are $\nu$-almost surely equivalent to the restriction of $Hm$ to $S$.

**Corollary 8** Let $u: \mathbb{R}^n \rightarrow \mathbb{R}^m$ be a 1-Lipschitz map with respect to the Euclidean norms. Let $\mu$ be a Borel measure on $\mathbb{R}^n$ that is absolutely continuous with respect to the Lebesgue measure. Then there exists a map $S: \mathbb{R}^n \rightarrow CC(\mathbb{R}^n)$ such that for $\lambda$-almost every $x \in \mathbb{R}^n$ the set $S(x)$ is a maximal closed convex set in $\mathbb{R}^n$ such that $u|_{S(x)}$ is an isometry. Moreover, there exist a Borel measure on $CC(\mathbb{R}^n)$ and Borel measures $\mu_S$ such that
\[ S \mapsto \mu_S(A) \text{ is } \nu\text{-measurable for any Borel set } A \subset \mathbb{R}^n \]
and for $\nu$-almost every $S$ we have $\mu_S(S^c) = 0$, and for any $A \subset \mathbb{R}^n$
\[ \mu(A) = \int_{CC(\mathbb{R}^n)} \mu_S(A) \, d\nu(S). \]
Moreover, for $\nu$-almost every leaf $S$ of dimension $m$, the measure $\mu_S$ is absolutely continuous with respect to the $m$-dimensional Hausdorff measure.

**Proof** Follows directly from Theorem 2.

**7 Optimal transport for vector measures**

In this section we study the following variational problem. Let $\mu$ be a Borel, $\mathbb{R}^m$-valued measure such that $\mu(\mathbb{R}^m) = 0$. We consider
\[ \sup \left\{ \int_{\mathbb{R}^n} \langle u, d\mu \rangle | u: \mathbb{R}^n \rightarrow \mathbb{R}^m \text{ is 1-Lipschitz} \right\}. \]  \hspace{1cm} (19)
Suppose that $\mu$ is absolutely continuous with respect to the Lebesgue measure. It was conjectured in [25] that if $u$ attains the above supremum, then the disintegration
\[ \{\|\mu\|_S | S \in CC(\mathbb{R}^m)\} \]
of $\|\mu\|$ with respect to the partition formed by the leaves of $u$ satisfy
\[ \int_{\mathbb{R}^m} \frac{d\mu}{d\|\mu\|} d\|\mu\|_S = 0. \]
We provide a counterexample to this conjecture.

We also develop theory of optimal transport for vector measures, which provides a dual problem for (19).

**Definition 10** Let $\Omega$ be a topological space and let $\pi: \mathcal{B}(\Omega) \to \mathbb{R}^m$ be a vector measure on the $\sigma$-algebra $\mathcal{B}(\Omega)$ of Borel subsets of $\Omega$. We define its total variation $\|\pi\|: \mathcal{B}(\Omega) \to \mathbb{R}$ by
\[ \|\pi\|(A) = \sup \left\{ \sum_{i=1}^{\infty} \|\pi(A_i)\| | A = \bigcup_{i=1}^{\infty} A_i, A_i \in \mathcal{B}(\Omega), A_i \cap A_j = \emptyset, i, j \in \mathbb{N} \right\} \]
for all $A \in \mathcal{B}(\Omega)$.

It can be shown (see [32]) that total variation of a vector measure is a non-negative finite measure.

Let $X$ be a metric space with metric $d$. Let $\mu$ be $\mathbb{R}^m$-valued measure on Borel $\sigma$-algebra $\mathcal{B}(X)$ of $X$. If $\pi$ is a $\mathbb{R}^m$-valued measure on Borel $\sigma$-algebra $\mathcal{B}(X \times X)$, we write $P_1\pi$ for the first marginal of $\pi$, i.e. the measure given by
\[ P_1\pi(A) = \pi(A \times X), \]
for all $A \in \mathcal{B}(X)$, and $P_2\pi$ for the second marginal of $\pi$,
\[ P_2\pi(B) = \pi(X \times B), \]
for all $B \in \mathcal{B}(X)$. We shall consider an optimization problem
\[ I(\mu) = \inf \left\{ \int_{X \times X} d(x, y) d\|\pi\|(x, y) \bigg| \pi \in \Gamma(\mu) \right\}. \]
Here $\Gamma(\mu)$ is the set of all $\mathbb{R}^m$-valued measures $\pi$ on $\mathcal{B}(X \times X)$ such that
\[ \mu = P_1\pi - P_2\pi. \]
To check whether (21) defines a meaningful quantity, we have to check if $\Gamma(\mu)$ is non-empty.

We shall need the following definition.

**Definition 11** Let $\mathcal{F}, \mathcal{G}$ be two $\sigma$-algebras on $X, Y$ respectively. Let $\sigma: \mathcal{F} \to \mathbb{R}^m$ and let $\theta: \mathcal{G} \to \mathbb{R}$ be two measures. An unique measure $\sigma \otimes \theta: \mathcal{F} \otimes \mathcal{G} \to \mathbb{R}^m$ such that
\[ \langle \sigma \otimes \theta, v \rangle = \langle \sigma, v \rangle \otimes \theta \]
for all $v \in \mathbb{R}^m$ we shall call the product measure. Here $\langle \sigma, v \rangle \otimes \theta$ is the usual product measure of $\mathbb{R}$-valued measures.
Remark 4 It is clear that the product measure exists. The product measure $\theta \otimes \sigma$ for measures $\sigma : F \to \mathbb{R}^m$ and $\theta : G \to \mathbb{R}$ is defined analogously.

**Proposition 2** $\Gamma(\mu)$ is non-empty if and only if

$$\mu(X) = 0.$$  \hspace{1cm} (22)

**Proof** Clearly, if there exists $\pi \in \Gamma(\mu)$, then

$$\mu(X) = P_1\pi(X) - P_2\pi(X) = \pi(X \times X) - \pi(X \times X) = 0,$$

so the condition (22) is satisfied. Conversely, assume that (22) holds true. If $\mu$ is equal to zero, then $\pi = 0$ belongs to $\Gamma(\mu)$. Let $\nu$ be any Borel probability measure on $X$. Set

$$\pi = \mu \otimes \nu.$$

Here $\mu \otimes \nu$ is the product measure, see Definition 11. Then for any $A \in \mathcal{B}(X)$, we have

$$\pi(A \times X) - \pi(X \times A) = \mu(A).$$

This is to say, $P_1\pi - P_2\pi = \mu$.

The quantity defined by (21) we shall call the Kantorovich-Rubinstein norm of $\mu$ (see e.g. [10, 39, 40] for references regarding the Monge-Kantorovich problem).

**Proposition 3** Assume that $\mu(\mathbb{R}^n) = 0$. Then $\mathcal{I}(\mu) < \infty$ provided that

$$\int_{\mathbb{R}^n} d(x, x_0) d\|\mu\|(x) < \infty$$

(23)

for some (equivalently: any) $x_0 \in X$.

**Proof** Define

$$\pi = \mu \otimes \delta_{x_0}.$$

Here $\delta_{x_0}$ is a probability measure such that $\delta_{x_0}\{x_0\} = 1$. Then $\pi \in \Gamma(\mu)$ and

$$\int_{X \times X} d(x, y) d\|\pi\|(x, y) \leq \int_X d(x, x_0) d\|\mu\|(x).$$ \hspace{1cm} (24)

This shows that $\mathcal{I}(\mu) < \infty$, provided that (23) is satisfied. The equivalence of finiteness of

$$\int_{\mathbb{R}^n} d(x, y) d\|\mu\|(x) < \infty$$

for any $y \in X$ follows by triangle inequality.

**Definition 12** We define the Wasserstein space $\mathcal{W}_1(X, \mathbb{R}^m)$ of all Borel measures $\mu$ on $X$ with values in $\mathbb{R}^m$ such that

$$\mu(X) = 0$$

and

$$\int_X d(x, x_0) d\|\mu\|(x) < \infty$$

for some $x_0 \in X$. We endow it with a norm $\|\mu\|_{\mathcal{W}_1(X, \mathbb{R}^m)} = \mathcal{I}(\mu)$.

Before we proceed let us recall some definitions.
Definition 13 Let $X$ be a Hausdorff topological space. We say that a non-negative measure $\mu : B(X) \to \mathbb{R}$ is **inner regular** if for any Borel set $B \in B(X)$ we have

$$\mu(B) = \sup\{\mu(K) | K \subset B, K \text{ is a compact set}\}.$$ 

We say that $\mu$ is **locally finite** if for any $x \in X$ there exists a neighbourhood $U$ of $x$ such that

$$\mu(U) < \infty.$$ 

We say that $\mu$ is a **Radon measure** if it is inner regular and locally finite. We say that $X$ is a **Radon space** if every Borel probability measure on $X$ is a Radon measure.

Lemma 17 Suppose that $X$ is a Radon space. Let $\mu : B(X) \to \mathbb{R}^m$ be a Borel measure. Suppose that for any Lipschitz function $u : X \to \mathbb{R}^m$

$$\int_X \langle u, d\mu \rangle = 0.$$ 

Then $\mu = 0$.

Proof We may assume that $m = 1$. Let $\mu = \mu_+ - \mu_-$ be the Hahn-Jordan decomposition of $\mu$. There exists two disjoint Borel sets $A, B \subset X$ with $\mu_+(A^c) = 0$ and $\mu_-(B^c) = 0$. Choose any Borel set $E \subset A$. As any finite measure on $X$ is inner regular, for any $\epsilon > 0$, there exists a compact set $K \subset E$ such that

$$\mu_+(E) \leq \mu_+(K) + \epsilon.$$ 

Define a function $u_\epsilon$ by the formula

$$u_\epsilon(x) = (1 - \frac{1}{\epsilon} \text{dist}(x, K)) \vee 0.$$ 

Then $u_\epsilon$ is Lipschitz, equal to 1 on $K$ and equal to 0 on the complement of

$$K_\epsilon = \{x \in X | \text{dist}(x, K) \leq \epsilon\}.$$ 

Thus

$$0 = \int_X u_\epsilon d\mu = \mu_+(K) + \int_{K_\epsilon \setminus K} u_\epsilon d\mu,$$ 

Therefore, by the above,

$$\mu_+(E) \leq \epsilon + \mu_+(K) \leq \epsilon + \mu_+(K_\epsilon \setminus K).$$ 

Letting $\epsilon \to 0$, we get $\mu_+(E) = 0$. It follows that $\mu_+ = 0$. By symmetry, $\mu_- = 0$. This is to say, $\mu = 0$.

Remark 5 In what follows, we shall always assume that underlying space $X$ is a Radon space.

Proposition 4 The function $W_1(X, \mathbb{R}^m) \ni \mu \mapsto \|\mu\|_{W_1(X, \mathbb{R}^m)} \in \mathbb{R}$ is a norm.
\textbf{Proof} Let us first check that
\begin{equation}
\|\mu\|_{W^1(X,\mathbb{R}^m)} = 0 \quad \text{if and only if} \quad \mu = 0.
\end{equation}
If $\mu = 0$, then $\pi = 0$ belongs to $\Gamma(\mu)$, so $\|\mu\|_{W^1(X,\mathbb{R}^m)} = 0$. Conversely, assume that $\|\mu\|_{W^1(X,\mathbb{R}^m)} = 0$. Choose any $L$-Lipschitz function
$$u : X \to \mathbb{R}^m.$$ 
Then for any $\pi \in \Gamma(\mu)$ we have
$$\left| \int_X (u, d\mu) \right| = \left| \int_{X \times X} \langle u(x) - u(y), d\pi(x, y) \rangle \right| \leq L \int_{X \times X} d(x, y) d\|\pi\|(x, y).$$ 
Therefore if $\|\mu\|_{W^1(X,\mathbb{R}^m)} = 0$, then
$$\int_X (u, d\mu) = 0.$$ 
It follows by Lemma [17] that $\mu = 0$. Homogeneity of $\|\cdot\|_{W^1(X,\mathbb{R}^m)}$ is clear. Let us show that the triangle inequality holds. For this choose measures $\mu, \nu \in W^1(X,\mathbb{R}^m)$ and any measures $\pi \in \Gamma(\mu)$ and $\rho \in \Gamma(\nu)$. Then
$$\mu + \nu = P_1(\pi + \rho) - P_2(\pi + \rho),$$ 
so that $\pi + \rho \in \Gamma(\mu + \nu)$. It follows that
$$\|\mu + \nu\|_{W^1(X,\mathbb{R}^m)} \leq \int_{X \times X} d(x, y) d\|\pi + \rho\|(x, y) \leq \int_{X \times X} d(x, y) d\|\pi\|(x, y) + \int_{\mathbb{R}^n \times \mathbb{R}^n} d(x, y) d\|\rho\|(x, y).$$ 
Taking infimum over all $\pi, \rho$ we see that the triangle inequality holds.

\textbf{Proposition 5} The linear space $\mathcal{F}$ of measures of the form
$$\sum_{i=1}^n \delta_{x_i} v_i$$ 
for $x_i \in X$ and $v_i \in \mathbb{R}^m$, $i = 1, \ldots, n$, such that $\sum_{i=1}^n v_i = 0$, is dense in $W^1(X,\mathbb{R}^m)$.

\textbf{Proof} Choose any measure $\mu \in W^1(X,\mathbb{R}^m)$. Choose any $\epsilon > 0$. Choose any point $x_0 \in X$ and a compact set $K$ such that
$$\int_K d(x, x_0) d\|\mu\|(x) \leq \epsilon.$$ 
Choose pairwise disjoint Borel sets $A_1, A_2, \ldots, A_k \subset K$ such that the diameter of each is at most $\epsilon$ and
$$K = \bigcup_{i=1}^k A_i.$$
Consider the restrictions $\mu_i = \mu|_{A_i}$ of the measure $\mu$ to the sets $A_i$, $i = 1, 2, \ldots, k$. Choose any points $x_i \in A_i$. Then, as
$$\pi_i = \mu_i \otimes \delta_{x_i} \in \Gamma(\mu_i - \mu_i(X)\delta_{x_i}),$$
we have
$$\|\mu_i - \mu_i(X)\delta_{x_i}\|_{W_1(X,\mathbb{R}^m)} \leq \int_X d(y, x_i) d\|\mu\|(y) \leq \epsilon \|\mu\|(A_i).$$
Let $\mu_0 = \mu|_{K^c}$ and $A_0 = K^c$. Then
$$\pi_0 = \mu_0 \otimes \delta_{x_0} \in \Gamma(\mu_0 - \mu_0(X)\delta_{x_0}),$$
so
$$\|\mu_0 - \mu_0(X)\delta_{x_0}\|_{W_1(X,\mathbb{R}^m)} \leq \int_X d(x, x_0) d\|\mu_0\|(x) \leq \epsilon.$$ 
Set
$$\nu = \sum_{i=0}^k \mu(A_i)\delta_{x_i}.$$ 
Then $\nu \in \mathcal{F}$. By triangle inequality
$$\|\mu - \nu\|_{W_1(X,\mathbb{R}^m)} \leq \sum_{i=0}^k \|\mu_i - \mu_i(X)\delta_{x_i}\|_{W_1(X,\mathbb{R}^m)} \leq$$
$$\leq \epsilon \sum_{i=1}^k \|\mu(A_i)\| + \epsilon \leq (\|\mu\| + 1).$$
This concludes the proof.

**Corollary 9** If $X$ is separable, then so is the Wasserstein space $W_1(X,\mathbb{R}^m)$.

**Proof** Choose a countable dense subset $A \subset X$ and a countable dense set $B \subset \mathbb{R}^n$. Consider a measure $\mu$ given by
$$\mu = \sum_{i=1}^n \delta_{x_i}v_i,$$
for $x_i \in X$ and $v_i \in \mathbb{R}^n$, $i = 1, \ldots, n$, such that $\sum_{i=1}^n v_i = 0$. Choose $\epsilon > 0$ and $\tilde{x}_i \in A$ and $\tilde{v}_i \in B$, $i = 1, \ldots, n$, such that
$$d(x_i, \tilde{x}_i) < \epsilon \text{ and } \|v_i - \tilde{v}_i\| < \epsilon \text{ and } \sum_{i=1}^n \tilde{v}_i = 0.$$ 
Set
$$\tilde{\mu} = \sum_{i=1}^n \delta_{\tilde{x}_i}\tilde{v}_i.$$ 
Then
$$\|\mu - \tilde{\mu}\|_{W_1(X,\mathbb{R}^m)} \leq \left\| \sum_{i=1}^n \delta_{x_i}(v_i - \tilde{v}_i) \right\|_{W_1(X,\mathbb{R}^m)} + \left\| \sum_{i=1}^n (\delta_{x_i} - \delta_{\tilde{x}_i})v_i \right\|_{W_1(X,\mathbb{R}^m)}$$
Choose any $x_0 \in X$. Taking
\[ \pi = \sum_{i=1}^{n} \delta_{x_i} \otimes \delta_{x_0}(v_i - \bar{v}_i) \] and \[ \rho = \sum_{i=1}^{n} (\delta_{x_i} \otimes \delta_{x_0}) v_i \]
we see that
\[ \left\| \sum_{i=1}^{n} \delta_{x_i}(v_i - \bar{v}_i) \right\|_{W_1(X, \mathbb{R}^m)} \leq \epsilon \sum_{i=1}^{n} d(x_i, x_0) \]
and
\[ \left\| \sum_{i=1}^{n} (\delta_{x_i} - \delta_{x_0}) v_i \right\|_{W_1(X, \mathbb{R}^m)} \leq \epsilon \sum_{i=1}^{n} \|v_i\| . \]
The conclusion follows now from Proposition 5.

Definition 14 Choose any $x_0 \in X$. Define
\[ \mathcal{L}(X, \mathbb{R}^m) = \{ u : X \to \mathbb{R}^m | u \text{ is Lipschitz and } u(x_0) = 0 \}, \]
i.e. the Banach space of $\mathbb{R}^m$-valued Lipschitz functions on $\mathbb{R}^n$ taking 0 value at $x_0$, with norm
\[ \|u\|_{\mathcal{L}(X, \mathbb{R}^m)} = \sup \left\{ \frac{\|u(x) - u(y)\|}{d(x, y)} | x, y \in X, x \neq y \right\} . \]

Proposition 6 Define
\[ T : \mathcal{L}(X, \mathbb{R}^m) \to W_1(X, \mathbb{R}^m)^* \]
and
\[ S : W_1(X, \mathbb{R}^m)^* \to \mathcal{L}(X, \mathbb{R}^m) \]
by
\[ T(u)(\mu) = \int_X (u, d\mu) \] (26)
and
\[ (S(\lambda)(x), w) = \lambda((\delta_x - \delta_{x_0})w), \] (27)
for any $w \in \mathbb{R}^m$. Then $S, T$ are mutual reciprocals and establish an isometric isomorphism of $\mathcal{L}(X, \mathbb{R}^m)$ and $W_1(X, \mathbb{R}^m)^*$.

Proof Choose any $\pi \in \Gamma(\mu)$. Then $P_1 \pi - P_2 \pi = \mu$. Thus, if $u$ is a Lipschitz map, then
\[ \left| \int_X (u, d\mu) \right| = \left| \int_X (u(x) - u(y), d\pi(x, y)) \right| \leq \|u\|_{\mathcal{L}(X, \mathbb{R}^m)} \int_X d(x, y) d\|\pi\|(x, y) . \]
Taking infimum over all $\pi \in \Gamma(\mu)$, we see that
\[ \left| \int_X (u, d\mu) \right| \leq \|u\|_{\mathcal{L}(X, \mathbb{R}^m)} \|\mu\|_{W_1(X, \mathbb{R}^m)} . \]
The above calculation shows that the formula (26) defines a continuous functional of norm at most $\|u\|_{\mathcal{L}(X, \mathbb{R}^m)}$. If $w \in \mathbb{R}^m$ if of norm 1 and $x, y \in X, x \neq y$, then for
\[ \mu_{x,y,w} = \frac{\delta_x - \delta_y}{d(x, y)} w \] (28)
Leaves decompositions and optimal transport

we have \[\|\mu_{x,y,w}\|_{\mathcal{W}_1(X,\mathbb{R}^m)} \leq 1\] and
\[
\int_{\mathbb{R}^n} \langle u, d\mu_{x,y,w} \rangle = \frac{\langle w, u(x) - u(y) \rangle}{d(x,y)}.
\]
Thus
\[\|u\|_{\mathcal{L}(X,\mathbb{R}^m)} = \|T(u)\|.
\]
We shall now show that \(T \circ S = \text{Id}\). Take any functional \(\lambda \in \mathcal{W}_1(X,\mathbb{R}^m)^*\). Set
\[\sigma_{x,w} = (\delta_x - \delta_{x_0})w.
\]
Then \(S(\lambda) : X \rightarrow \mathbb{R}^m\) is defined by the formula
\[\langle S(\lambda)(x), w \rangle = \lambda(\sigma_{x,w}).
\]
It is clear that the above formula defines \(S(\lambda)\) uniquely. Then we claim that map
\[v = S(\lambda)\]
is \(\|\lambda\|\)-Lipschitz. Indeed
\[
\|v(x) - v(y)\| = \sup \{\langle v(x) - v(y), w \rangle : w \in \mathbb{R}^m, \|w\| = 1\},
\]
and as
\[
\langle v(x) - v(y), w \rangle = \lambda(\sigma_{x,w} - \sigma_{y,w}) \leq \|\lambda\|\|\sigma_{x,w} - \sigma_{y,w}\|_{\mathcal{W}_1(X,\mathbb{R}^m)}
\]
we see that
\[
\|v(x) - v(y)\| \leq \|\lambda\|d(x,y), \text{ since } \|\sigma_{x,w} - \sigma_{y,w}\|_{\mathcal{W}_1(X,\mathbb{R}^m)} \leq d(x,y).
\]
Suppose that \(\nu = (\delta_x - \delta_y)z\). We compute
\[
T(v)(\nu) = \int_X \langle v, d\nu \rangle = \int_X \langle v, z \rangle d(\delta_x - \delta_y) = \lambda(\sigma_{x,z} - \sigma_{y,z}) = \lambda(\nu).
\]
We see that \(T(S(\lambda))\) and \(\lambda\) are equal on the set spanned by \((\delta_x - \delta_y)z\), where \(x, y \in X, z \in \mathbb{R}^m\). By Proposition 5 we see that \(T(S(\lambda))\) and \(\lambda\) are equal on \(\mathcal{W}_1(X,\mathbb{R}^m)\).

Let us show also that \(S \circ T = \text{Id}\). Choose any \(w \in \mathbb{R}^m\) and any map \(u \in \mathcal{L}(X,\mathbb{R}^m)\). Then
\[
\langle S(T(u)), w \rangle = T(u)((\delta_x - \delta_{x_0})w) = \int_X \langle u, d(\delta_x - \delta_{x_0})w \rangle = \langle u(x), w \rangle,
\]
as \(u(x_0) = 0\). Therefore \(S(T(u)) = u\).

Proposition 7 For any \(\mu \in \mathcal{W}_1(X,\mathbb{R}^m)\)
\[
\sup \left\{ \int_X \langle u, d\mu \rangle | u : X \rightarrow \mathbb{R}^m \text{ is }1\text{-Lipschitz} \right\} = \|\mu\|_{\mathcal{W}_1(X,\mathbb{R}^m)}. \tag{29}
\]
Moreover, there exists \(1\)-Lipschitz function \(u_0\) such that
\[
\sup \left\{ \int_X \langle u, d\mu \rangle | u : X \rightarrow \mathbb{R}^m \text{ is }1\text{-Lipschitz} \right\} = \int_X \langle u_0, d\mu \rangle. \tag{30}
\]
Proof. Notice first that the left-hand side of (29) is clearly at most the right-hand side of (29). Take any \( \mu \in W_1(X, \mathbb{R}^m) \). Then by the Hahn-Banach theorem there exists a continuous linear functional \( \lambda \) of norm 1 such that
\[
\lambda(\mu) = \|\mu\|_{W_1(X, \mathbb{R}^m)}.
\]
By Proposition 6, we know that \( \lambda \) is of the form
\[
\lambda(\mu) = \int_X \langle u_0, d\mu \rangle
\]
for some Lipschitz map \( u_0 \). The Lipschitz constant of \( u_0 \) is equal to one, as
\[
\|u_0\|_{L(X, \mathbb{R}^m)} = \|\lambda\| = 1.
\]
This completes the proof.

Definition 15. Any 1-Lipschitz function \( u: X \to \mathbb{R}^m \) such that (30) holds we shall call an optimal potential of measure \( \mu \).

Definition 16. A measure \( \pi \in \Gamma(\mu) \) such that
\[
\|\mu\|_{W_1(X, \mathbb{R}^m)} = \int_{X \times X} d(x, y) d\|\pi\|(x, y)
\]
we shall call an optimal transport for \( \mu \).

Theorem 4. Let \( \mu \) be a Borel measure such that \( \mu(X) = 0 \). Let \( u \in L(X, \mathbb{R}^m) \) be a 1-Lipschitz map. Let \( \pi \in \Gamma(\mu) \). The following conditions are equivalent:

i) \[
\int_X \langle u, d\mu \rangle = \int_{X \times X} d(x, y) d\|\pi\|(x, y) = \|\mu\|_{W_1(X, \mathbb{R}^m)},
\]
i
ii) \[
\int_A (u(x) - u(y), d\pi(x, y)) = \int_A d(x, y) d\|\pi\|(x, y)
\]
for any Borel set \( A \subset X \times X \),

iii) \[
\int_X \langle u, d\mu \rangle = \int_{X \times X} d(x, y) d\|\pi\|(x, y),
\]
iv) \( u \) is an optimal potential for \( \mu \) and \( \pi \) is an optimal transport for \( \mu \).

Moreover, if the above conditions hold, then
\[
\|u(x) - u(y)\| = d(x, y)
\]
\( \|\pi\| \)-almost everywhere.
Proof Assume that (iii) holds. Observe that
\[
\int_X \langle u, d\mu \rangle = \int_{X \times X} \langle u(x) - u(y), d\pi(x,y) \rangle.
\]
As
\[
\int_X \langle u, d\mu \rangle \leq \|\mu\|_{W_1(X,\mathbb{R}^m)} \leq \int_{X \times X} d(x,y) \|d\pi\|(x,y),
\]
then by (iii) we see that in the above inequalities we have equalities. Suppose that (i) holds. Clearly
\[
\int_A \langle u(x) - u(y), d\pi(x,y) \rangle \leq \int_A d(x,y) \|d\pi\|(x,y).
\]
If we had strict inequality in (ii) for some Borel set \(A \subset X \times X\), then the above computations shows that we would get strict inequality in (i). Condition (iv) is reformulation of (ii). The last part of the theorem follows readily from (iii).

Definition 17 We say that a Borel set \(A \subset \mathbb{R}^n\) is a transport set associated with \(u\) if it is a Borel set enjoying the following property: if \(x \in A \setminus B(u)\) and \(y \in \mathbb{R}^n\) is such that
\[
\|u(x) - u(y)\| = \|x - y\|,
\]
then \(y \in A\).

We say that a measure \(\mu \in \mathcal{M}(Z,\mathbb{R}^m)\) is concentrated on a subset \(X \subset Z\) if there is \(\|\mu\|(Z \setminus X) = 0\).

Lemma 18 Let \(\mu \in W_1(\mathbb{R}^n,\mathbb{R}^m)\) be concentrated on a set \(X \subset \mathbb{R}^n\). Then
\[
\|\mu\|_{W_1(\mathbb{R}^n,\mathbb{R}^m)} = \|\mu\|_{W_1(X,\mathbb{R}^m)}.
\]
Proof The assertion is that
\[
\sup \left\{ \int_{\mathbb{R}^n} \langle u, d\mu \rangle \mid u : \mathbb{R}^n \to \mathbb{R}^m \text{ is } 1\text{-Lipschitz} \right\}
\]
is equal to
\[
\sup \left\{ \int_X \langle u, d\mu \rangle \mid u : X \to \mathbb{R}^m \text{ is } 1\text{-Lipschitz} \right\}.
\]
By the Kirszbraun theorem any 1-Lipschitz function \(u : X \to \mathbb{R}^m\) extends to a 1-Lipschitz function \(\tilde{u} : \mathbb{R}^n \to \mathbb{R}^m\). Clearly, for any such extension
\[
\int_{\mathbb{R}^n} \langle \tilde{u}, d\mu \rangle = \int_X \langle u, d\mu \rangle.
\]
The assertion follows.

Suppose that \(\mu \in W_1(\mathbb{R}^n,\mathbb{R}^m)\) is absolutely continuous with respect to the Lebesgue measure. The following theorem shows that if there exists an optimal transport for \(\mu\) such that its total variation has absolutely continuous marginals, then the conjecture of Klartag holds true. Note that such existence is clear for \(m = 1\).
Theorem 5 Suppose that $\mu \in \mathcal{W}_1(\mathbb{R}^n, \mathbb{R}^m)$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^n$. Let $u$ be an optimal potential for $\mu$. Then each of the following conditions implies the subsequent one:

i) there exists an optimal transport $\pi$ of $\mu$ such that

$$P_1\|\pi\| \text{ is absolutely continuous with respect to } \|\mu\|,$$  \hspace{1cm} (31)

ii) for any transport set $A$ associated with $u$:

a) $\pi|_{A \times A} \in \Gamma(\mu|_A)$ is an optimal transport of $\mu|_A$; in particular $\mu(A) = 0$,

b) $u$ is an optimal potential of $\mu|_A$.

iii) if $\{\|\mu\|_S : S \in CC(\mathbb{R}^n)\}$ is a disintegration of $\|\mu\|$ with respect to $S : \mathbb{R}^n \to CC(\mathbb{R}^n)$, then for $\nu$-almost every $S \in CC(\mathbb{R}^n)$ we have

$$\int_{\mathbb{R}^n} \frac{d\mu}{d\|\mu\|} d\|\mu\|_S = 0$$

and $u$ is an optimal potential of $\frac{d\mu}{d\|\mu\|} d\|\mu\|_S$.

Proof By Corollary 5 it follows that $\|\mu\|(B(u)) = 0$.

Suppose that i) holds true. Then

$$\|\mu\|(B(u) \times \mathbb{R}^n) = 0.$$

Let

$$I = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n | \|u(x) - u(y)\| = \|x - y\|\}.$$

By Theorem 4 $||\pi||(I^c) = 0$. Thus $\pi$ is concentrated on the set

$$C = I \cap B(u)^c \times \mathbb{R}^n.$$

Suppose that $(x, y) \in C$. Then, as $A$ is a transport set, by the definition of $B(u)$,

$$x \in A \text{ if and only if } y \in A.$$  \hspace{1cm} (32)

Let $\eta = \pi|_{A \times A}$. To prove ii), it is enough to show that $\eta$ is an optimal transport and that $\eta \in \Gamma(\mu|_A)$.

For this, let $D \subset \mathbb{R}^n$ be any Borel set. Using the fact that $\pi \in \Gamma(\mu)$ and the fact that $\|\pi\|(C^c) = 0$ and (32), we have

$$\mu(A \cap D) = \int_{\mathbb{R}^n \times \mathbb{R}^n } \left(1_{A \cap D}(x) - 1_{A \cap D}(y)\right) d\pi(x, y) =$$

$$= \int_{\mathbb{R}^n \times \mathbb{R}^n} 1_{A \times A}(x, y) \left(1_D(x) - 1_D(y)\right) d\pi(x, y) =$$

$$= \int_{\mathbb{R}^n \times \mathbb{R}^n} \left(1_D(x) - 1_D(y)\right) d\eta(x, y) = P_1 \eta(D) - P_2 \eta(D).$$

It follows that $\pi_0|_{A \times A} \in \Gamma(\mu|_A)$. Then

$$\int_A \langle u, d\mu \rangle = \int_{\mathbb{R}^n \times \mathbb{R}^n} 1_I(x, y) \left(1_A(x) u(x) - 1_A(y) u(y)\right) d\pi(x, y).$$  \hspace{1cm} (33)
Therefore, by (32),
\[ \int_{A} \langle u_{0}, d\mu \rangle = \int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} 1_{A \times A}(x, y) \left( u(x) - u(y), d\pi(x, y) \right). \]

By condition ii) of Theorem 4 we see that
\[ \int_{A} \langle u, d\mu \rangle = \int_{A \times A} \| x - y \| d \| \pi \| (x, y). \]

Theorem 4, condition iii), tells us that \( \pi |_{A \times A} \) is an optimal transport and \( u \) is an optimal potential.

Condition iii) follows from ii) readily.

8 Counterexample

We shall now provide necessary tools for the aforementioned counterexample.

**Lemma 19** Let \( X \subset \mathbb{R}^{n} \) be a compact set. Suppose that \((\mu_{k})_{k=1}^{\infty} \subset W_{1}(X, \mathbb{R}^{m})\) converges weakly* to a measure \( \mu_{0} \in W_{1}(X, \mathbb{R}^{m}) \), i.e. for any continuous function \( g: X \to \mathbb{R}^{m} \) we have
\[ \lim_{k \to \infty} \int_{X} \langle g, d\mu_{k} \rangle = \int_{X} \langle g, d\mu_{0} \rangle. \]
Suppose that \((u_{k})_{k=1}^{\infty} \in L(X, \mathbb{R}^{m}) \) are optimal potentials of \( \mu_{k} \) respectively and that \( u_{k} \) converge uniformly to \( u_{0}: X \to \mathbb{R}^{m} \). Then \( u_{0} \) is an optimal potential of \( \mu_{0} \).

**Proof** By the assumption, for any continuous map \( g: X \to \mathbb{R}^{m} \) we have
\[ \lim_{k \to \infty} \int_{X} \langle g, d\mu_{k} - \mu_{0} \rangle = 0. \]
By the Banach-Steinhaus theorem, the sequence \((\mu_{k})_{k=1}^{\infty} \) is bounded in the total variation norm. Hence, by uniform convergence,
\[ \lim_{k \to \infty} \int_{X} \langle u_{k} - u_{0}, d\mu_{k} \rangle = 0. \]
It follows that
\[ \int_{X} \langle u_{k}, d\mu_{k} \rangle = \int_{X} \langle u_{0}, d\mu_{k} \rangle + \int_{X} \langle u_{k} - u_{0}, d\mu_{k} \rangle \]
converges to \( \int_{X} \langle u_{0}, d\mu_{0} \rangle \). Therefore, for any 1-Lipschitz map \( h: X \to \mathbb{R}^{m} \) we have
\[ \int_{X} \langle h, d\mu_{0} \rangle \leq \int_{X} \langle u_{0}, d\mu_{0} \rangle. \]

**Lemma 20** Let \( m \leq n \). Let \( \mu \in W_{1}(\mathbb{R}^{n}, \mathbb{R}^{m}) \) and let \( u \) be an optimal potential. Suppose that there exists an optimal transport \( \pi \) for \( \mu \) or that any transport set for \( u \) is of \( \mu \) measure zero. Let \( A \) be the union of all leaves of dimension at least one. Then
\[ \| \mu \|(A^c) = 0. \]
Proof We know that $A$ is a Borel set. Suppose that there exists an optimal transport $\pi$ for $\mu$. By Theorem 4, $\pi$ is supported on the set 

$$I = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n | \|u(x) - u(y)\| = \|x - y\|\}.$$ 

As $\mu = P_1\pi - P_2\pi$, for any Borel set $B \subset A^c$, we have 

$$\mu(B) = \pi(B \times \mathbb{R}^n) - \pi(\mathbb{R}^n \times B) = 0,$$

for if $B \subset A^c$, then $B \times \mathbb{R}^n \cap I \subset \{(x, x) | x \in \mathbb{R}^n\}$ and $\mathbb{R}^n \times B \cap I \subset \{(x, x) | x \in \mathbb{R}^n\}$.

Suppose now that any transport set for $u$ is of $\mu$ measure zero. Observe that any Borel set $B \subset A^c$ is a transport set. The conclusion follows.

**Theorem 6** There exists an absolutely continuous measure $\mu \in \mathcal{W}_1(\mathbb{R}^n, \mathbb{R}^m)$ for which there is no optimal transport $\pi$ such that $P_1\|\pi\| \ll \|\mu\|$.

Moreover, there exists a transport set associated with the optimal potential of $\mu$ with non-zero measure $\mu$.

**Proof** Choose any $v_1, \ldots, v_{m+1} \in \mathbb{R}^m$ such that 

$$\sum_{i=1}^{m+1} v_i = 0$$

and such that the kernel of the map 

$$\mathbb{R}^{m+1} \ni (t_1, \ldots, t_{m+1}) \mapsto \sum_{i=1}^{m+1} t_i v_i \in \mathbb{R}^m$$

is $\mathbb{R}(1, \ldots, 1)$. For $\epsilon > 0$ set 

$$\mu_\epsilon = \frac{1}{\lambda(B(0, \epsilon))} \sum_{i=1}^{m+1} \lambda|B(x_i, \epsilon)| v_i,$$

where $x_1, \ldots, x_{m+1} \in \mathbb{R}^n$ are pairwise distinct points to be specified later. Here $\lambda$ denotes the Lebesgue measure on $\mathbb{R}^n$. Then $\mu_\epsilon \in \mathcal{W}_1(\mathbb{R}^n, \mathbb{R}^m)$. Suppose that there exist optimal transports $\pi_k \in \mathcal{G}(\mu_\epsilon)$ such that 

$$P_1\|\pi_k\| \ll \|\mu_\epsilon\|.$$ 

where $(\epsilon_k)_{k=1}^\infty$ is some sequence converging to zero. Then by Theorem 5 we have 

$$\mu_\epsilon(A_k) = 0$$

for any transport set $A_k$ of $u_k$, where $u_k : \mathbb{R}^n \to \mathbb{R}^m$ is an optimal potential of $\mu_\epsilon$. For $k \in \mathbb{N}$ and $i = 1, \ldots, m + 1$ consider the union $N_{ik}$ of all non-trivial leaves (i.e. of dimension at least one) that intersect $B(x_i, \epsilon_k)$. Then $N_{ik}$ is a transport set.
Indeed, its Borel measurability follows from measurability of the map \( S \), which is proven before. Thus \( \mu(N_{ik}) = 0 \). Hence,

\[
\sum_{j=1}^{m+1} v_j \lambda(B(x_j, \epsilon_k) \cap N_{ik}) = 0.
\]  

(34)

As \( \mu_{\epsilon_k} \), by Lemma 20, is concentrated on non-trivial leaves of \( u_k \), we have for

\[
\frac{\lambda(B(x_i, \epsilon_k) \cap N_{ik})}{\lambda(B(0, \epsilon_k))} v_i = \mu_{\epsilon_k}(B(x_i, \epsilon_k) \cap N_{ik}) = \mu_{\epsilon_k}(B(x_i, \epsilon_k) = v_j).
\]

By (34) and assumption on the vectors \( v_1, \ldots, v_{m+1} \)

\[
\lambda(B(x_j, \epsilon_k) \cap N_{ik}) = \lambda(B(0, \epsilon_k)) \text{ for all } j = 1, \ldots, m+1.
\]

Thus we infer that for any \( k \in \mathbb{N} \) and for all \( r, s = 1, \ldots, m+1, r \neq s \), there exist points

\[
(x^k_{rs}, x^k_{sr}) \in B(x_r, \epsilon_k) \times B(x_s, \epsilon_k)
\]

such that

\[
\|u_k(x^k_{rs}) - u_k(x^k_{sr})\| = \|x^k_{rs} - x^k_{sr}\|.
\]

Using Arzèla-Ascoli theorem and passing to a subsequence we may assume that \( u_k \) converge locally uniformly to some 1-Lipschitz map \( u_0 \). Observe now that

\[
x^k_{rs} \text{ converges to } x_r \text{ for all } r, s = 1, \ldots, m+1.
\]

Thus, by the locally uniform convergence, \( u_0 \) is an isometry on \( \{x_1, \ldots, x_{m+1}\} \).

Observe that

\[
\mu_{\epsilon_k} \text{ converges weakly* to } \mu_0 = \sum_{i=1}^{m+1} \delta_{x_i} v_i.
\]

Now Lemma 19 tells us that \( u_0 \) is an optimal potential of \( \mu_0 \).

Suppose now that points \( x_1, \ldots, x_{m+1} \) are such that for \( i \neq j, i, j = 1, \ldots, m, \)

\[
\left\langle x_i - x_{m+1}, \frac{x_j - x_{m+1}}{\|x_j - x_{m+1}\|} \right\rangle < \left\langle v_i, \frac{v_j}{\|v_i\|} \right\rangle.
\]  

(35)

Then if we define \( h: \{x_1, \ldots, x_{m+1}\} \to \mathbb{R}^m \) by

\[
h(x_{m+1}) = 0, h(x_i) = \frac{x_i - x_{m+1}}{\|v_i\|} \frac{v_j}{\|v_j\|} \text{ for } i = 1, \ldots, m,
\]

then \( h \) is 1-Lipschitz. By the Kirszbraun theorem we may assume that \( h \) is defined on the whole plane. Moreover for

\[
\pi = \sum_{i=1}^{m+1} v_i \delta_{(x_i, x_{m+1})}
\]

we have

\[
P_1 \pi - P_2 \pi = \mu_0
\]

and

\[
\pi = \sum_{i=1}^{m} \frac{h(x_i) - h(x_{m+1})}{\|x_i - x_{m+1}\|} \frac{v_i}{\|v_i\|} \delta_{(x_i, x_{m+1})}
\]
Theorem 4 yields that $h$ is an optimal potential and $\pi$ is an optimal transport. It follows that

$$\|\mu_0\|_{W_1(R^2, R^2)} = \sum_{i=1}^{m} \|v_i\| \|x_i - x_{m+1}\|.$$ 

Theorem 4 tells us that also

$$\pi = \sum_{i=1}^{m} \frac{u_0(x_i) - u_0(x_{m+1})}{\|x_i - x_{m+1}\|} \|v_i\| \delta_{(x_i, x_{m+1})}.$$ 

As $u_0$ is an isometry on $\{x_1, \ldots, x_{m+1}\}$, it follows that

$$\|h(x_1) - h(x_2)\| = \|x_1 - x_2\|$$

which is not true, as the inequality in (35) is strict. The obtained contradiction shows that there is no such sequence $(\epsilon_k)_{k=1}^{\infty}$, i.e., there exists $\epsilon_0 > 0$ such that for all $\epsilon \in (0, \epsilon_0)$ there is no optimal transport with absolutely continuous marginals.

The following theorem bases on the same idea as the former one. Note that we do not require below that the norms on $R^n$ and on $R^m$ are Euclidean. The leaves and transport sets are defined as in the Euclidean case.

**Theorem 7** Let $m \leq n$. Suppose that the norm on $R^m$ is strictly convex. Suppose that $F$ is a uniformly closed subset of 1-Lipschitz maps of $R^n$ to $R^m$. Suppose that $F$ has the property that for any absolutely continuous measure $\mu \in W_1(R^n, R^m)$ and any $u_0 \in F$ such that

$$\int_{R^n} \langle u_0, d\mu \rangle = \sup \left\{ \int_{R^n} \langle u, d\mu \rangle \mid u \in F \right\}$$

we have $\mu(A) = 0$ for any transport set of $u_0$. Then either $m = 1$ or $m > 1$ and then any $u \in F$ is affine, $m = n$ and $R^n$ and $R^n$ with the considered norms are isometric.

Moreover, for any $F$-optimal potential is an isometry on a maximal subspace $V \subset R^n$, so that for any absolutely continuous $\mu$, there is a linear subspace $V \subset R^n$ such that

$$\mu(\{x \in R^n \mid P^\perp x \in A\}) = 0$$

for any Borel set $A \subset V^\perp$.

Here $P^\perp$ denotes the orthogonal projection onto the orthogonal complement $V^\perp$ of $V$.

If any $F$-optimal potential is an isometry on a maximal subspace $V \subset R^n$ such that (37) holds true, then $\mu(A) = 0$ for any transport set of its $F$-optimal potential.

Above, if $\mu \in M_0(R^n, R^m)$ and a map $u_0 \in F$ is such that (36) holds true, then we call $u_0$ an $F$-optimal potential of $\mu$.

**Proof** Suppose that $m > 1$. Choose any pairwise different $x_1, x_2, x_3 \in R^n$ and $v_1, v_2, v_3 \in R^m$ in general position such that $\sum_{i=1}^{3} v_i = 0$. Let

$$\nu_0 = \sum_{i=1}^{3} v_i \delta_{x_i}.$$ 

Then $\nu_0 \in M_0(R^n, R^m)$. For $\epsilon > 0$ let

$$\nu_\epsilon = \frac{1}{\lambda(B(0, \epsilon))} \sum_{i=1}^{3} v_i \lambda|_{B(x, \epsilon)}.$$
Choose an $\mathcal{F}$-optimal potentials $u_\varepsilon$ for $\nu_\varepsilon$ respectively. Observe that $\nu_\varepsilon (B_i) = 0$ for any Borel set consisting of zero-dimensional leaves of $u_\varepsilon$. Whence, $\nu_\varepsilon$ is concentrated on at least one-dimensional transport sets of $u_\varepsilon$. Let $N_{i\varepsilon}$ denote the union of all non-trivial leaves that intersect $B(x_i, \varepsilon)$ for $i = 1, 2, 3$ and $\varepsilon > 0$. By compactness of $B(x_i, \varepsilon)$ and by the assumption on transport sets

$$N_{i\varepsilon} = \left\{ x \in \mathbb{R}^n \setminus B(x_i, \varepsilon) \mid \sup \left\{ \frac{\|u(x) - u(y)\|}{\|x - y\|} \left| y \in B(x_i, \varepsilon) \right. \right\} = 1 \right\} \cup B(x_i, \varepsilon) \setminus N$$

Here $N$ is a set of points in $B(x_i, \varepsilon)$ that belong to a zero-dimensional leaves,

$$N = \left\{ x \in B(x_i, \varepsilon) \mid \frac{\|u(x) - u(y)\|}{\|x - y\|} < 1 \text{ for any } y \in \mathbb{R}^n \right\}.$$

The map $x \mapsto \sup \left\{ \frac{\|u(x) - u(y)\|}{\|x - y\|} \left| y \in K \right. \right\}$ is lower-semicontinuous for any set $K \subset \mathbb{R}^n$. Hence $N$ is Borel measurable by $\sigma$-compactness of $\mathbb{R}^n$ and so is $N_{i\varepsilon}$. By the assumption,

$$\nu_\varepsilon (N_{i\varepsilon}) = 0,$$

which implies, as before, that

$$\|u_\varepsilon (x_{rs}^\varepsilon) - u_\varepsilon (x_{st}^\varepsilon)\| = \|x_{rs}^\varepsilon - x_{st}^\varepsilon\|$$

for some points

$$(x_{rs}^\varepsilon, x_{st}^\varepsilon) \in B(x_r, \varepsilon) \times B(x_s, \varepsilon).$$

By the Arzela-Ascoli theorem and passing to a subsequence we may assume that $u_\varepsilon$ converges locally uniformly to some $u_0 \in \mathcal{F}$, which is an $\mathcal{F}$-optimal potential of $\nu_0$ by Lemma [19]. By the uniform convergence we infer that $u_0$ is isometric on $\{x_1, x_2, x_3\}$. Let now $x_2 = tx_1 + (1-t)x_3$ for some $t \in (0, 1)$. Then any 1-Lipschitz map $f$ that is isometric on $\{x_1, x_2, x_3\}$ satisfies

$$f(tx_1 + (1-t)x_3) = tf(x_1) + (1-t)f(x_3). \quad (38)$$

Indeed, by the assumption,

$$\|f(x_2) - f(x_1)\| = (1-t)\|x_3 - x_1\| \text{ and } \|f(x_3) - f(x_2)\| = t\|x_3 - x_1\|.$$ 

As $\|f(x_3) - f(x_1)\| = \|x_3 - x_1\|$ it follows that we have equality in the triangle inequality

$$\|f(x_3) - f(x_1)\| \leq \|f(x_2) - f(x_1)\| + \|f(x_3) - f(x_2)\|.$$

By the strict convexity it follows that there is $\lambda > 0$ such that

$$f(x_2) - f(x_1) = \lambda (f(x_3) - f(x_1)).$$

Taking the norms we arrive at (38). A function that satisfies (38) may be extended to $\mathbb{R}^n$ to an affine map that is isometric on $\{x_1, x_2, x_3\}$ and with derivative of operator norm at most one. Indeed, it is enough to show that if $f: \mathbb{R}^n \to \mathbb{R}^n$ for some vectors $w, z$ is of norm at most one, that there exists a linear extension of $f$ with the same norm. This follows by the Hahn-Banach theorem. We infer that

$$\sum_{i=1}^3 \langle u_0(x_i), v_i \rangle \leq \sup \left\{ \sum_{i=1}^3 \langle f(x_i), v_i \rangle \mid f \text{ is linear and } \|f\| \leq 1 \right\}.$$
As the set of vectors $v_1, v_2, v_3$ that sum up to zero and are in general position is dense in the set of vectors $v'_1, v'_2, v'_3$ that sum up to zero and by the fact that $u_0$ is an $F$-optimal potential for $\nu_0$ we conclude that for any $u \in F$ and any vectors $v_1, v_2, v_3$ that sum up to zero there is

$$\sum_{i=1}^{3} \langle u(x_i), v_i \rangle \leq \sup \left\{ \sum_{i=1}^{3} \langle f(x_i), v_i \rangle \mid f \text{ is linear and } \|f\| \leq 1 \right\}$$

Take now $v_2 = v$, $v_1 = -tv$ and $v_3 = -(1-t)v$ with $t \in (0, 1)$ as above and any $v \in \mathbb{R}^m$. We infer that

$$\langle u(x_2) - tu(x_1) - (1-t)u(x_3), v \rangle \leq 0.$$

As this holds for any $v$ we infer that $u$ is affine. If $u$ is affine then there exists a subspace $V \subset \mathbb{R}^n$, possibly trivial, i.e. $V = \{0\}$, such that any set of the form

$$\{ x \in \mathbb{R}^n \mid P^\bot x \in A \}$$

for a Borel measurable set $A \subset V^\bot$ is a transport set of $u$. Here $P^\bot$ denotes a projection onto a complement $V^\bot$ of $V$. Indeed, let $V \subset \mathbb{R}^n$ be a maximal subspace such that $u|_V$ is an isometry. Suppose that $V$ is not a leaf of $u$. Then there exists $y \notin V$ such that for all $x \in V$

$$\|u(y) - u(x)\| = \|y - x\|.$$

It follows that for all non-zero $\lambda \in \mathbb{R}$

$$\big\| u(y) - u\left(\frac{x}{\lambda}\right) \big\| = \|y - \frac{x}{\lambda}\|$$

for all $x \in V$. Hence for all $\lambda \in \mathbb{R}$ we have $\|u(\lambda y) - u(x)\| = \|\lambda y - x\|$. As $u$ is affine, it is also an isometry on $V + \mathbb{R}y$. This contradiction shows that $V$ is a leaf of $u$.

We shall now provide an example of a vector measure $\mu$ such that for any proper subspace $V$ and any $x_0$ there is $c > 0$ such that

$$\mu\left( \left\{ x \in \mathbb{R}^n \mid \|P^\bot(x - x_0)\| \leq c \right\} \right) \neq 0. \tag{39}$$

Choose any $x_1, \ldots, x_{m+1} \in \mathbb{R}^n$ in general position. Let $\epsilon > 0$ be a number such that any $y_i \in B(x_i, \epsilon)$, $i = 1, \ldots, m+1$ are in general position. Choose vectors $v_1, \ldots, v_{m+1} \in \mathbb{R}^m$ that add up to zero and are in general position. Let

$$\mu = \sum_{i=1}^{m+1} v_i \lambda|_{B(x_i, \epsilon)},$$

where $\lambda$ denotes the Lebesgue measure. Choose any proper affine subspace $V \subset \mathbb{R}^n$. Then $V$ intersects at most $m$ of the balls $B(x_i, \epsilon)$, $i = 1, \ldots, m+1$. So does the set

$$\{ x \in \mathbb{R}^n \mid \|P^\bot(x - x_0)\| \leq c \}$$

provided that $c > 0$ is sufficiently small. Thus (39) follows. We have shown that any $F$-optimal potential of $\mu$ has to be an isometry. Hence $m = n$.

To prove the last part of the theorem, it is enough to observe that $V$ and its translates are the only leaves of an $F$-optimal potential. This holds true, as these sets are maximal sets such that restriction of $u$ to them is isometric and they cover $\mathbb{R}^n$. 
9 Curvature-dimension condition

In the current section we recall the notion of the curvature-dimension condition \( CD(\kappa, n) \). We shall say that an \( n \)-dimensional Riemannian manifold \( \mathcal{M} \) satisfies the \( CD(\kappa, n) \) condition provided that the Ricci tensor \( \text{Ric}_\mathcal{M} \) is bounded below by the Riemannian metric tensor \( g \), i.e.

\[
\text{Ric}_{\mathcal{M}, p}(v, v) \geq \kappa g_p(v, v) \quad \text{for any } p \in \mathcal{M} \text{ and any } v \in T_p\mathcal{M}.
\]

We shall study weighted Riemannian manifolds, which are triples \((\mathcal{M}, d, \mu)\), where \( d \) is the Riemannian metric on \( \mathcal{M} \) and \( \mu \) is a measure on \( \mathcal{M} \) with smooth positive density \( e^{-\rho} \) with respect to the Riemannian volume. The generalised Ricci tensor of the weighted Riemannian manifold is defined by the formula

\[
\text{Ric}_\mu = \text{Ric}_\mathcal{M} + D^2\rho,
\]

where \( D^2\rho \) is the Hessian of smooth function \( \rho \). The generalised Ricci tensor with parameter \( N \in (-\infty, 1) \cup \{n, \infty\} \) is defined by the formula

\[
\text{Ric}_{\mu,N}(v, v) = \begin{cases} 
\text{Ric}_\mu(v, v) - \frac{D\rho(v)^2}{N-n}, & \text{if } N > n \\
\text{Ric}_\mu(v, v), & \text{if } N = \infty \\
\text{Ric}_\mathcal{M}(v, v), & \text{if } N = n \text{ and } \rho \text{ is constant}.
\end{cases}
\]

Note that if \( N = n \), then \( \rho \) is required to be a constant function.

Definition 18 For \( \kappa \in \mathbb{R} \) and \( N \in (-\infty, 1) \cup [n, \infty) \) we say that \((\mathcal{M}, d, \mu)\) satisfies the curvature-dimension condition \( CD(\kappa, N) \) if

\[
\text{Ric}_{\mu,N}(v, v) \geq \kappa g(v, v) \quad \text{for all } x \in \mathcal{M} \text{ and all } v \in T_p\mathcal{M}.
\]

We refer the reader to [3] and [4] for background on the curvature-dimension condition. In all cases we consider in this article it will always hold that \( \text{Ric}_\mathcal{M} = 0 \).

Let us recall a lemma from [25] that we shall need in what follows.

Lemma 21 Let \( a, b \in \mathbb{R}, b > 0 \) and \( a \notin [-b, 0]. \) Then

\[
\frac{x^2}{a} + \frac{y^2}{b} \geq \frac{(x - y)^2}{a + b}
\]

for all \( x, y \in \mathbb{R} \).

Proof We use the inequality

\[
\frac{|a|}{b}|x|^2 + 2xy + \frac{|b|}{|a|}y^2 \geq 0.
\]

From this we see that

\[
\frac{x^2}{a} + \frac{y^2}{b} - \frac{(x - y)^2}{a + b} = \frac{1}{a + b} \left( \frac{b}{a}x^2 + 2xy + \frac{a}{b}y^2 \right) \geq 0
\]

whenever \( b > 0 \) and \( a \notin [-b, 0] \).
Moreover, for \( ν \) and for \( A \)

\[
- \nu^{-1} \frac{dA_t}{dt}(s) \right) ^2. \tag{41}
\]

We should also need the following version of the Whitney extension theorem (see \([41]\) or \([35]\)).

**Theorem 8** Let \( A ⊂ \mathbb{R}^n \) be an arbitrary set, let \( f: A → \mathbb{R} \) and \( V: A → \mathbb{R}^n \). Suppose that there exists \( M ∈ \mathbb{R} \) such that for all \( x, y ∈ A \)

\[
|f(x)| ≤ M, \|V(x)\| ≤ M,
\]

\[
\|V(x) - V(y)\| ≤ M\|x - y\|,
\]

\[
|f(x) + (V(x), y - x) - f(y)| ≤ M\|x - y\|^2.
\]

Then there exists a differentiable function \( \tilde{f}: \mathbb{R}^n → \mathbb{R} \) with locally Lipschitz derivative such that

\[
\tilde{f}(x) = f(x), Df(x)(y) = \langle V(x), y \rangle \text{ for all } x ∈ A \text{ and all } y ∈ \mathbb{R}^n.
\]

Assume that we have a measure \( µ \) on \( M = \mathbb{R}^n \) such that \( (M, \|\cdot\|, µ) \) satisfies the curvature-dimension condition \( CD(κ, N) \). Let \( u: \mathbb{R}^n → \mathbb{R}^m \) be a 1-Lipschitz map. We want to show that for \( ν \)-almost every leaf \( S ∈ CC(\mathbb{R}^n) \) of dimension \( m \) the conditional measure \( µ_S \) is such that \( (\text{int}S, \|\cdot\|, µ_S) \) satisfies the curvature-dimension condition \( CD(κ, N) \). Here \( ν \) is the push-forward measure of \( µ \) with respect to the map \( S: \mathbb{R}^n → CC(\mathbb{R}^n) \).

**Theorem 9** Let \( N ∈ (-∞, 1) \cup [n, ∞) \) and let \( κ ∈ \mathbb{R} \). Let \( u: \mathbb{R}^n → \mathbb{R}^m \) be a 1-Lipschitz map with respect to the Euclidean norms. Let \( µ \) be a Borel measure on \( \mathbb{R}^n \) such that \( (\mathbb{R}^n, \|\cdot\|, µ) \) satisfies the curvature-dimension condition \( CD(κ, N) \). Then there exists a map \( S: \mathbb{R}^n → CC(\mathbb{R}^n) \) such that for \( λ \)-almost every \( x ∈ \mathbb{R}^n \) the set \( S(x) \) is a maximal closed convex set in \( \mathbb{R}^n \) such that \( u|_{S(x)} \) is an isometry. Moreover, there exist a Borel measure on \( CC(\mathbb{R}^n) \) and Borel measures \( µ_S \) such that

\[
S → µ_S(A) \text{ is } ν \text{-measurable for any Borel set } A ⊂ \mathbb{R}^n
\]

and for \( ν \)-almost every \( S \) we have \( µ_S((\text{int}S)^c) = 0 \), and for any \( A ⊂ \mathbb{R}^n \)

\[
µ(A) = \int_{CC(\mathbb{R}^n)} µ_S(A) dν(S).
\]

Moreover, for \( ν \)-almost every leaf \( S \) of dimension \( m \), the measure \( µ_S \) is such that \( (\text{int}S, \|\cdot\|, µ_S) \) satisfies the \( CD(κ, N) \) condition.
Proof Let us fix a cluster $T_{\rho j}$. Note that by Theorem \[3\] the density of the conditional measures $\mu_S$ for a leaf of dimension $m$ is equal to

$$\frac{d\mu_S}{d\mathcal{H}_m} = c(J_n F) \circ Ge^{-\rho} 1_S,$$

where $c$ is a positive normalising constant. Here $J_n F$ denotes the Jacobian of $F$. Recall that $F, G$ are given by the formulae

$$F(a, b) = v(a) + Du(v(a))^\ast(b)$$

and

$$G(x) = (w(z), u(x) - u(z)),$$

where $w : \mathbb{R}^n \to \mathbb{R}^{n-m}$ and $v : \mathbb{R}^{n-m} \to \mathbb{R}^n$ are maps from Lemma \[7\] see also Lemma \[9\] for details. Let us recall that $v(a) \in S_p^\ast$ for all $a \in A$. Here

$$A = \{a \in \mathbb{R}^{n-m} | (a, 0) \in G(\text{int}T_{\rho j})\}.$$

It follows by the definition of $S_p$ that $u(v(a)) = p$ for all $a \in A$. Recall, that by Lemma \[11\] $u$ is differentiable in $\text{int}T_{\rho j}$. Thus, if $b \in \mathbb{R}^m$ is such that pair $(a, b) \in G(\text{int}T_{\rho j})$ then

$$Du(v(a))Du(a) = 0 \text{ for almost every } a \in A. \quad (42)$$

Note that, by Corollary \[2\] see also Lemma \[10\] on $T_{\rho j}^{\lambda, \rho}$, $Du$ is Lipschitz. By the Whitney extension theorem there exists a differentiable map $\tilde{u}$ with Lipschitz derivative on $\mathbb{R}^n$ that coincides with $u$ on $T_{\rho j}^{\lambda, \rho}$ and such that $\tilde{D} u = Du$ on $T_{\rho j}^{\lambda, \rho}$. By a lemma from \[25\] Lemma 3.12, the second derivative of $\tilde{u}$ exists almost everywhere and is symmetric, in the sense that the second derivative of any of its components is symmetric. We will abuse the notation and assume that $u$ has Lipschitz derivative.

The derivative of $F$ is equal to

$$DF(a, b) = [Du(a) + D^2 u(v(a))^\ast(Dv(a)(\cdot))(b), Du(v(a))^\ast w].$$

Note that for any vectors $z \in \mathbb{R}^{n-m}$ and $w \in \mathbb{R}^m$ the derivatives $Dv(a)z$ and $Du(v(a))^\ast w$ are orthogonal. Indeed, by \[12\],

$$\left\langle Du(v(a))^\ast(w), Dv(a)(z) \right\rangle = \left\langle w, Du(v(a))Du(a)(z) \right\rangle = 0.$$

Let $P$ denote the orthogonal projection onto the tangent space of the leaf containing $v(a)$. Then $Du(v(a)) = TP$, see Lemma \[3\] and Lemma \[9\]. Let $P^\perp$ denote the orthogonal projection onto its orthogonal complement. Then

$$DF(a, b) = [Du(a) + D^2 u(v(a))^\ast(P^\perp Du(a)(\cdot))(b), Du(v(a))^\ast].$$

Therefore, as $Du(v(a))^\ast$ is isometric, we have

$$|\det(DF(a, b))| = \left| \det \left( Du(a) + P^\perp D^2 u(v(a))^\ast(P^\perp Du(a)(\cdot))(b) \right) \right|,$$

which is equal to

$$|\det Du(a)| \left| \det \left( \text{Id} + P^\perp D^2 u(v(a))^\ast(P^\perp(\cdot))(b) \right) \right|.$$
Note that
\[ H(b) = \left( \text{Id} + P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b) \right) \]
is a linear operator on the image of $P^\perp$, which is of dimension $n - m$. Moreover it is symmetric and invertible for any $b$ such that $(a, b) \in G(\text{int} T_{\mu_S})$, as $F$ is bijection. Consider for some $b' \in \mathbb{R}^m$
\[ P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b'). \]

Let $A$ be such that
\[ P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b') = A \left( \text{Id} + P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b) \right). \]

Then $A$ is conjugate to a symmetric operator of rank at most $n - m$, as
\[ H(b)^{−\frac{1}{2}} A H(b)^{\frac{1}{2}} = H(b)^{−\frac{1}{2}} P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b') H(b)^{−\frac{1}{2}}. \]

In consequence, by the Cauchy-Schwarz inequality
\[ (\text{tr} A)^2 \leq (n - m) \text{tr}(A)^2. \tag{43} \]

Let $x = F(a, b)$ and note that any $v$ in the tangent space of $S$ is of the form $v = Du(v(a))^* (b')$ for some $b' \in \mathbb{R}^m$. Then
\[
D \log |\det DF \circ G|(x)(v) = \frac{d}{dt} \log |\det (DF(G(F(a, b) + tDu(v(a))^* (b')))| = \frac{d}{dt} \log |\det (DF(a, b + t b'))| = \frac{d}{dt} \log \det H(b + t b').
\]

Therefore, by (40) and (41),
\[
D \log |\det DF \circ G|(x)(v) = tr \left( H(b)^{−1} P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b') \right) = tr A
\]
and
\[
D^2 \log |\det DF \circ G|(x)(v) = -tr \left( H(b)^{−1} P^\perp D^2 u(v(a))^* (P^\perp (\cdot))(b') \right)^2 = -tr(A^2).
\]

By (43) and by Lemma 21 if $N \notin [m, n]$, then
\[
-D^2 \log |\det DF \circ G|(v)(v) = tr(A^2) \geq \frac{1}{n - m} (tr A)^2 \geq \frac{1}{N - m} (D \rho(v) - tr A)^2 - \frac{(D \rho(v))^2}{N - n}.
\]

Note that by the assumption for all $v \in \mathbb{R}^n$
\[
D^2 \rho(v, v) - \frac{D \rho(v)^2}{N - n} \geq \kappa \|v\|^2.
\]

Thus for all $v$ in the tangent space of $S$ there is
\[
D^2 \rho(v, v) - D^2 \log |\det DF \circ G|(v)(v) - \left( \frac{D \rho(v) - D \log |\det DF \circ G|(v))}{N - m} \right)^2 \geq \kappa \|v\|^2.
\]

We infer that $(\text{int} S, \|\cdot\|, \mu_S)$ satisfies the curvature-dimension condition $CD(\kappa, N)$, provided that $N \notin [m, n]$.

If $N = n$, then $\rho$ is required to be a constant function, and thus in this case the inequality is also satisfied. If $N = \infty$, then the estimates are trivial.

For the historical remarks on similar estimates we refer to [25].
References

1. L. Ambrosio. Lecture notes on optimal transport problems. Springer Berlin Heidelberg, Berlin, Heidelberg, 2003.
2. L. Ambrosio, B. Kirchheim, and A. Pratelli. Existence of optimal transport maps for crystalline norms. *Duke Math. J.*, 125(2):207–241, 11 2004.
3. D. Bakry and M. Émery. Diffusions hypercontractives. In Jacques Azéma and Marc Yor, editors, *Séminaire de Probabilités XIX 1983/84*, pages 177–206, Berlin, Heidelberg, 1985. Springer Berlin Heidelberg.
4. D. Bakry, I. Gentil, and M. Ledoux. *Analysis and Geometry of Markov Diffusion operators*. Grundlehren der mathematischen Wissenschaften, Vol. 348. Springer, January 2014.
5. G. Beer. The Hausdorff metric and convergence in measure. *Michigan Math. J.*, 21(1):63–64, 08 1974.
6. G. Beer. A Polish topology for the closed subsets of a Polish space. *Proceedings of the American Mathematical Society*, 113(4):1123–1133, 1991.
7. G. Beer. Wijsman convergence: a survey. *Set-Valued Analysis*, 2(1):77–94, Mar 1994.
8. S. Bianchini and S. Daneri. On Sudakov’s type decomposition of transference plans with norm costs. *Memorias of the American Mathematical Society*, 251, Nov 2013.
9. S. Bianchini and M. Gloyer. On the Euler–Lagrange equation for a variational problem: the general case II. *Mathematische Zeitschrift*, 265(4):889–923, Aug 2010.
10. V.I. Bogachev and A.V. Kolesnikov. The Monge-Kantorovich problem: achievements, connections, and prospects. *Uspekhi Mat. Nauk*, 67(5(407)):3–110, 2012.
11. L. Caffarelli, M. Feldman, and R. J. McCann. Constructing optimal maps for Monge’s transport problem as a limit of strictly convex costs. *Journal of the American Mathematical Society*, 15(1):1–26, 2002.
12. L. Caravenna. A proof of Sudakov theorem with strictly convex norms. *Mathematische Zeitschrift*, 268(1):471–497, Jun 2011.
13. L. Caravenna and S. Daneri. The disintegration of the Lebesgue measure on the faces of a convex function. *Journal of Functional Analysis*, 258(11):3604 – 3661, 2010.
14. F. Cavalletti and A. Mondino. Sharp and rigid isoperimetric inequalities in metric-measure spaces with lower Ricci curvature bounds. *Inventiones mathematicae*, 208(3):803–849, 2017.
15. F. Cavalletti and A. Mondino. Sharp geometric and functional inequalities in metric measure spaces with lower Ricci curvature bounds. *Geom. Topol.*, 21(1):603–645, 2017.
16. Y. Chen, T. Georgiou, and A. Tannenbaum. Vector-valued optimal mass transport. *SIAM Journal on Applied Mathematics*, 78:1682–1696, 2018.
17. K.J. Ciosmak. Continuity of extensions of Lipschitz maps. *arXiv e-prints*, page arXiv:1904.02993, Apr 2019.
18. H. Federer. *Geometric measure theory*. Grundlehren der mathematischen Wissenschaften. Springer, 1969.
19. M. Feldman and R.J. McCann. Monge’s transport problem on a Riemannian manifold. *Trans. Amer. Math. Soc.*, 354:1667–1697, 2002.
20. D.J.H. Garling. *Analysis on Polish Spaces and an Introduction to Optimal Transportation*. London Mathematical Society Student Texts. Cambridge University Press, 2017.
21. M. Gromov and V. D. Milman. Generalization of the spherical isoperimetric inequality to uniformly convex Banach spaces. *Compositio Math.*, 62(3):263–282, 1987.
22. C. Hess. *Contribution à l'étude de la measurabilité, de la loi de probabilité et da la convergence des multifonctions*. PhD thesis, Université de Montpellier 2, 1986.
23. R. Kannan, L. Lovász, and M. Simonovits. Isoperimetric problems for convex bodies and a localization lemma. *Discrete Comput. Geom.*, 13(3-4):541–559, 1995.
24. M. Kirszbraun. Über die zusammenziehende und Lipschitzsche Transformationen. *Fundamenta Mathematicae*, 22(1):77–108, 1934.
25. B. Klartag. Needle decompositions in Riemannian geometry. *Memoirs of the American Mathematical Society*, 249(1180), Jun 2017.
26. D. G. Larman. A compact set of disjoint line segments in $E^3$ whose end set has positive measure. *Mathematika*, 18(1):112125, 1971.
27. John Lott and Cédric Villani. Ricci curvature for metric-measure spaces via optimal transport. *Ann. of Math. (2)*, 169(3):903–991, 2009.
28. L. Lovász and M. Simonovits. Random walks in a convex body and an improved volume algorithm. *Random Structures Algorithms*, 4(4):359–412, 1993.
29. S.-I. Ohta. Needle decompositions and isoperimetric inequalities in Finsler geometry. *J. Math. Soc. Japan*, 70(2):651–693, 2018.
30. L. E. Payne and H. F. Weinberger. An optimal Poincaré inequality for convex domains. *Arch. Rational Mech. Anal.*, 5:286–292 (1960), 1960.
31. V.A. Rokhlin. On the fundamental ideas of measure theory. American Mathematical Society translations. American Mathematical Society, 1952.
32. W. Rudin. *Real and complex analysis*. McGraw-Hill Book Co., New York-Toronto, Ont.-London, 1966.
33. E. K. Ryu, Y. Chen, W. Li, and S. Osher. Vector and matrix optimal mass transport: theory, algorithm, and applications. Preprint, 2017.
34. I. J. Schoenberg. On a Theorem of Kirzbraun and Valentine. *The American Mathematical Monthly*, 60(9):620–622, 1953.
35. E.M. Stein. *Singular Integrals and Differentiability Properties of Functions (PMS-30)*. Princeton University Press, 1970.
36. K.-T. Sturm. On the geometry of metric measure spaces. I. *Acta Math.*, 196(1):65–131, 2006.
37. K.-T. Sturm. On the geometry of metric measure spaces. II. *Acta Math.*, 196(1):133–177, 2006.
38. V.N. Sudakov. Geometric problems in the theory of infinite-dimensional probability distributions. *Trudy Mat. Inst. Steklov.*, 141, 1976. *Proc. Steklov Inst. Math.*, 141 (1976).
39. C. Villani. *Topics in optimal transportation*, volume 58 of Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2003.
40. C. Villani. *Optimal transport*, volume 338 of Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin, 2009. Old and new.
41. Hassler W. Analytic extensions of differentiable functions defined in closed sets. *Transactions of the American Mathematical Society*, 36(1):63–89, 1934.
42. R.A. Wijsman. Convergence of sequences of convex sets, cones and functions. ii. *Transactions of the American Mathematical Society*, 123(1):32–45, 1966.