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Abstract

Non-minimal renormalisation schemes such as the momentum subtraction scheme (MOM) have frequently been used for physical computations. The consistency of such a scheme relies on the existence of a coupling redefinition linking it to $\overline{\text{MS}}$. We discuss the implementation of this procedure in detail for a general theory and show how to construct the relevant redefinition up to three-loop order, for the case of a general theory of fermions and scalars in four dimensions and a general scalar theory in six dimensions.
1 Introduction

It is expected that results obtained in one renormalisation scheme will be related to those obtained in another by a (finite) redefinition of the couplings and fields of the theory. The required redefinition may be easily constructed by considering the finite differences between the bare quantities in the two schemes. In particular, the $\beta$-function in one scheme may be derived from the $\beta$-function in the other, in a well-known manner. The most widely-used scheme is of course minimal subtraction within dimensional regularisation, or more precisely its variant $\overline{\text{MS}}$. In this paper we discuss the issues involved in relating a general non-minimal scheme to $\overline{\text{MS}}$ in two cases: a general theory of fermions and scalars with multiple fields and couplings in four dimensions, and a general scalar theory with multiple fields and couplings in six dimensions. The procedure is implicit in the standard literature [1] in general terms, but the detailed implementation for a theory of multiple fields and couplings presents some problems, especially in connection with one-particle reducible (1PR) 2-point function contributions, which we elucidate here. Our results apply to any non-minimal scheme; however at appropriate points we shall emphasise especially the application to the most widely-used non-minimal scheme, namely momentum subtraction (MOM). The MOM scheme was first introduced in Ref. [2] for a three-loop computation in six-dimensional $\phi^3$ theory—one of the theories we shall consider in detail later. However it was used more widely following its independent development for QCD in Ref. [3]. The renormalisation constants of the MOM scheme are defined such that all the Green’s functions are set to their tree values at the subtraction point [3]. Variations (called “hybrid” MOM schemes) have also been discussed where the renormalisation constants associated with 2-point functions are defined in a different way to the coupling-constant renormalisations [4] (see Refs. [5, 6] for further computations in this scheme). Motivated by this, we shall consider similar “hybrid” schemes in the general non-minimal case.

We shall describe our results here in a little more detail, before presenting the full calculation in the following sections. The coupling redefinition which takes us from $\overline{\text{MS}}$ to a non-minimal scheme may readily be derived. When we implement it, we find a non-zero prediction at three-loop order for certain $\beta$-function terms corresponding to 1PR contributions to the anomalous dimension $\gamma$. More precisely, these terms depend on the antisymmetric part of a certain 1PR contribution to $\gamma$. One’s natural expectation might be that such terms should vanish; but when one reviews the complications involved in performing an explicit computation, it becomes clear that intuition may not be a reliable guide. For a non-minimal subtraction scheme such as MOM, the process of computing the $\beta$-function from the bare couplings of the theory is non-trivial, and an additional complexity is introduced when one recalls that the computation of the two-point function in fact only determines the symmetric part. We resort to an indirect argument to obtain the antisymmetric part, based upon working back from the anomalous dimension as obtained by scheme change from $\overline{\text{MS}}$. Finally, it is important to recall that the coupling redefinition which effects the scheme change is accompanied by a corresponding field redefinition. This has no effect on the prediction for the $\beta$-function, but crucially it does affect the anomalous dimension and thereby our indirect method of computation of the $\beta$-function in the non-
minimal scheme.

The layout of the paper is as follows. We consider first a scalar-fermion theory in four dimensions in Sect. 2, and then a scalar theory in six dimensions in Sect. 3. The renormalisation of these theories is familiar in the literature, at least as far as 1PI contributions are concerned. We therefore try to present only as much background is needed to follow the arguments. We finish with conclusions in Sect. 4 and list some explicit diagrammatic results in Appendix A, and basic general results from renormalisation theory in Appendix B.

2 Scalar-fermion theory in four dimensions

We consider here a theory in four dimensions containing $n_{\psi}$ two-component Weyl fermion fields $\psi_a$, and $n_{\phi}$ real scalar fields $\phi^i$, $i = 1, \ldots, n_{\phi}$. The lagrangian is

$$ L = -\partial^\mu \phi^T \partial_\mu \phi - i \bar{\psi} \sigma \cdot \partial \psi - (\psi^T C (y^i)_{ab} \psi_b \phi^i + \text{h.c}) - \frac{1}{4!} \lambda^{ijkl} \phi^i \phi^j \phi^k \phi^l, \quad (2.1) $$

where the Yukawa coupling $y^i$ is a $n_{\psi} \times n_{\psi}$ matrix, and $C$ is the charge conjugation matrix. As mentioned earlier, the features of interest first appear at three-loop order. In this section we shall consider at three loops only the mixed Yukawa-scalar contributions. This is because the only relevant two-loop diagram in this case has only a simple pole, which simplifies the calculations. However we shall see later that the full calculation in fact has a very similar overall structure. We start by describing the renormalisation process up to two loops. This allows us to define and discuss in some detail the renormalisation procedure for a general non-minimal scheme, allowing for the possibility of a hybrid scheme. We then turn to the three-loop calculation in the non-minimal scheme. Our explicit calculation is motivated by the (at least to us) surprising results for $\beta$-function contributions corresponding to 1PR contributions to the 2-point function, as obtained by coupling redefinition starting from $\overline{\text{MS}}$. It is however more natural pedagogically to start with the explicit 3-loop $\beta$-function computation of these terms (which we shall describe for conciseness as “1PR2 terms”). The method is quite complicated and somewhat indirect, so we begin by giving an overview of the procedure. Firstly we shall need the 2-point renormalisation constants corresponding to 3-loop 1PR contributions. However, the standard computation of the 2-point function only yields the symmetrised result. In order to obtain the corresponding antisymmetric part of the result and thus the separate contributions, we rely on an indirect calculation working back from the antisymmetric part of the anomalous dimension, which is obtained by coupling and field redefinition from $\overline{\text{MS}}$. Next (in order to discuss the “hybrid” scheme where two and three point functions are treated differently) we consider the 3-loop 3-point diagrams corresponding to 1PR2 terms. The information we now have is sufficient to compute the required renormalisation constants. From these, we can compute the $\beta$-function coefficients; in a non-minimal scheme these are not simply derived from the simple poles in the renormalisation constants. We find a non-zero result for the “1PR2” contribution. Finally, we consider the predictions for these three-loop $\beta$-function terms,
this time derived by coupling redefinition from $\overline{MS}$, and show that the prediction agrees exactly with the explicit calculation.

We start by regularising the theory by replacing $\phi$, $\psi$ and $y$ by corresponding bare quantities $\phi_B$, $\psi_B$ and $y_B$, defined by

$$
\begin{align*}
\phi^i_B &= (\tilde{Z}_\phi)^{ij} \phi^j, \\
y^i_B &= (Z^{-1}_\phi)^{ij} Z^{-1}_\psi y^j Z^{-1}_\psi + \tilde{y}^i_B, \\
(\lambda_B)^{ijkl} &= (Z^{-1}_\phi)^{im} (\lambda)^{mjkl} m
\end{align*}
\tag{2.2}
$$

with a similar expression for $\psi_B$. (However, it turns out that up to three loops, with the mixed scalar-Yukawa contributions to which we have restricted ourselves, we do not need to distinguish $\tilde{Z}_\psi$ from $Z_\psi$.) $\tilde{y}_B$ denotes the terms corresponding to 1PI diagrams. This is all very standard except that we allow for the renormalisation constant $\tilde{Z}_\phi$ for $\phi$ to differ from that appearing in $y_B$, denoted $Z_\phi$. In $\overline{MS}$, for instance, they would be the same; but in a non-minimal scheme this is not mandatory—though $Z_\phi$ and $\tilde{Z}_\phi$ will differ only in their finite parts, or for 1PR contributions. Consequently we shall need to start by discussing two-point diagrams to fix $\tilde{Z}_\phi$ and then turn to three-point diagrams to determine $Z_\phi$ and $\tilde{y}$; and, contrary to the usual $\overline{MS}$ calculation, we shall need to include 1PR three-point diagrams to compute $\tilde{Z}_\phi$ and $Z_\phi$.

We start by discussing the calculation up to two loops, which will give us the opportunity to introduce the various renormalisation schemes. The two-loop results may all be found in Ref. [7]. At one loop the relevant two-point and three-point diagrams are shown in Table 1. They give

$$
\begin{align*}
\tilde{G}_1^{(1)} &= g_1 T_1, \\
\tilde{G}_2^{(1)} &= 2 \tilde{Z}_1, \\
G_1^{(1)} &= g_1 T_1 y, \\
G_2^{(1)} &= \tilde{Z}_1 y + Z_1 y
\end{align*}
\tag{2.3}
$$

where

$$
g_1 = \frac{\gamma_{11}}{\epsilon} + \gamma_{10} + \ldots
\tag{2.4}
$$

(ignoring here $O(\epsilon)$ terms), and

$$
(T_1)^{ij} = \text{tr}(y^i y^j).
\tag{2.5}
$$

Table 1: One-loop renormalization quantities for Scalar-Fermion theory
We also introduce the notational conventions that for any 2-index quantity such as $T_{1y}$, we denote $T_{1y} = y^i (T_1)^i$, and that $\tilde{G}_1^{(1)}$ etc represent two-point graphs, while $G_1^{(1)}$ etc represent three-point graphs. $\tilde{G}_2^{(2)}$ and $G_2^{(2)}$ correspond to counterterm diagrams where we write $Z_\phi$, $\tilde{Z}_\phi$ in the form

$$Z^{-1}_\phi = 1 + Z_1 + Z_2 + Z_3 + \ldots,$$
$$\tilde{Z}^{-1}_\phi = 1 + \tilde{Z}_1 + \tilde{Z}_2 + \tilde{Z}_3 + \ldots,$$  \hspace{1cm} (2.6)

where $Z_L$, $\tilde{Z}_L$ denote $L$-loop contributions. In this and other similar diagrams later, a “blob” at a vertex indicates a counterterm contribution from the corresponding bare coupling. Note that up to two loops $Z_1 = Z^T_1$ and $Z_2 = Z^T_2$ and similarly for $\tilde{Z}_1$, $\tilde{Z}_2$. Explicit computation of the diagrams gives

$$\gamma_{11} = \gamma_{10} = -2.$$  \hspace{1cm} (2.7)

(here and elsewhere in the current section we suppress a standard factor of $(16\pi^2)^{-1}$ for each loop order in four dimensions). However, the structure of the computation will be clearer if we refrain from inserting these explicit values. We then require that

$$\tilde{G}_1^{(1)} + G_2^{(1)} = \text{finite}, \quad G_1^{(1)} + G_2^{(1)} = \text{finite}$$  \hspace{1cm} (2.8)

We can take in Eq. (2.6)

$$Z_1 = z_1 T_1, \quad \tilde{Z}_1 = \tilde{z}_1 T_1.$$  \hspace{1cm} (2.9)

We write

$$z_1 = \frac{\tilde{\zeta}_{11}}{\epsilon} + \zeta_{10}, \quad \tilde{z}_1 = \frac{\tilde{\zeta}_{11}}{\epsilon} + \tilde{\zeta}_{10},$$  \hspace{1cm} (2.10)

and we readily see that Eq. (2.8) is satisfied if we take

$$\tilde{\zeta}_{11} = \zeta_{11} = -\frac{1}{2} \gamma_{11}.$$  \hspace{1cm} (2.11)

Clearly the order of proceeding in principle is first to determine $\tilde{\zeta}_{11}$ from the two-point diagrams (which do not involve $\zeta_{11}$ at this order), and then $\zeta_{11}$ from the three-point diagrams; a rather trivial process here, but less so at higher orders. The finite parts in Eq. (2.10) are arbitrary, and therefore we can choose them to be different; for convenience we write

$$\tilde{\zeta}_{10} = \zeta_{10} + \delta_1.$$  \hspace{1cm} (2.12)

We note here that the MOM scheme corresponds to taking $\zeta_{10} = -\frac{1}{2} \gamma_{10}$ and the standard implementation of MOM also requires $\tilde{\zeta}_{10} = \zeta_{10}$ and therefore $\delta_1 = 0.$
At two loops the relevant two-point and three-point diagrams are shown in Table 2. They give contributions denoted $\tilde{G}_\alpha^{(2)}$, given by
\begin{align*}
\tilde{G}_1^{(2)} &= g_2 T_2, \\
\tilde{G}_2^{(2)} &= g_2^2 T_1^2, \\
\tilde{G}_3^{(2)} &= 2(\tilde{z}_1 + z_1)g_1 T_1^2, \\
\tilde{G}_4^{(2)} &= 2\tilde{Z}_2, \\
G_1^{(2)} &= g_2 T_{2y}, \\
G_2^{(2)} &= g_1^2 (T_1^2)_y, \\
G_3^{(2)} &= (\tilde{z}_1 + 3z_1)g_1 (T_1^2)_y, \\
G_4^{(2)} &= \tilde{Z}_{2y} + Z_{2y}
\end{align*}
(2.13)
where $g_1$ is defined in Eq. (2.4), $g_2$ is defined by
\begin{equation}
g_2 = \frac{\gamma_{21}}{\epsilon} + \gamma_{20} + \ldots
\end{equation}
(2.14)
(once again ignoring $O(\epsilon)$ terms), and
\begin{equation}
(T_2)^{ij} = \lambda^{iklm}\lambda^{klmj}.
\end{equation}
(2.15)
As mentioned earlier, we note that the 1PI two-loop diagram $\tilde{G}_1^{(2)}$ has only a single pole. Explicit computation of the diagrams gives
\begin{align*}
\gamma_{21} &= -\frac{1}{12}, \\
\gamma_{20} &= -\frac{13}{48}.
\end{align*}
(2.16)
We note here the important fact that contributions from $\tilde{Z}_\phi$ only appear on the external legs of the diagrams. The reason for this is that on any internal line of any diagram, the contributions from $\tilde{Z}_\phi$ at the vertices cancel those from $\tilde{Z}_\phi^{-1}$ arising from the propagators. We shall discuss the significance of this later. We now require that
\begin{align*}
\tilde{G}_1^{(2)} + \tilde{G}_2^{(2)} + \tilde{G}_3^{(2)} + \tilde{G}_4^{(2)} &= \text{finite}, \\
G_1^{(2)} + G_2^{(2)} + G_3^{(2)} + G_4^{(2)} &= \text{finite}.
\end{align*}
(2.17)
We can take in Eq. (2.6)
\[ Z_2 = z_2 T_2 + x_2 T_1^2, \]  
with a similar expression for \( \tilde{Z}_2 \). We write
\[ z_2 = \frac{\zeta_{21}}{\epsilon} + \zeta_{20}, \]  
\[ \tilde{z}_2 = \frac{\tilde{\zeta}_{21}}{\epsilon} + \tilde{\zeta}_{20}, \]  
where again we write
\[ \tilde{\zeta}_{20} = \zeta_{20} + \delta_2. \]  
Once again we determine the pole terms in \( \tilde{Z}_2 \) and \( Z_2 \) by imposing finiteness in Eq. (2.17) first upon the two-point and then upon the three-point graphs. We find that finiteness is assured by taking
\[ \zeta_{21} = \tilde{\zeta}_{21} = -\frac{1}{2} \gamma_{21}, \]  
(2.19)
\[ \zeta_{20} = \tilde{\zeta}_{20} = -\frac{1}{2} \gamma_{20}, \]  
together with
\[ x_2 = \frac{3}{2}(z_1^2 - \zeta_{10}^2) + \xi_4, \]  
\[ \tilde{x}_2 = \frac{3}{2}(\tilde{z}_1^2 - \tilde{\zeta}_{10}^2) + (z_1 - \zeta_{10})\delta_1 + \tilde{\xi}_4, \]  
(2.20)
and \( z_1 \) as in Eq. (2.10). The finite quantities \( \zeta_{20}, \tilde{\zeta}_{20}, \xi_4 \) and \( \tilde{\xi}_4 \) are arbitrary. The MOM scheme corresponds to taking
\[ \zeta_{20} = -\frac{1}{2} \gamma_{20} \]  
(2.21)
in Eq. (2.19); and the standard implementation would also have \( \delta_2 = 0 \) in Eq. (2.20). We shall henceforth adopt the convention of omitting the tilde on quantities in \( \tilde{Z}_\phi \) if they are the same as the corresponding quantities in \( Z_\phi \). An important consequence of the aforementioned cancellation of \( \tilde{Z}_\phi \) on internal lines is that the pole parts of counterterms for 1PI 3-point and 2-point terms depend only on the poles in the diagrams, together with the finite parts in \( Z_\phi \). In other words they depend only on \( \gamma_{11} \), etc, and \( \zeta_{10} \), etc, and not on \( \tilde{\zeta}_{10} \), etc (or, equivalently, on \( \delta_1 \), etc). This means that the scheme dependence of the 1PI contributions to the \( \beta \)-function is determined purely by the choice of finite parts in \( Z_\phi \); the finite parts of \( \tilde{Z}_\phi \) play no role in this. Another consequence is that all the pole terms for 1PI contributions to \( \tilde{Z}_\phi \) are exactly as in \( Z_\phi \); they differ only in the finite contribution. In fact in the present case, at two loops the pole parts of \( Z_2 \) and \( \tilde{Z}_2 \) only depend on the diagram results \( \gamma_{21} \), and not on \( \zeta_{10} \); but this is a consequence of the absence of a double pole in \( g_2 \) in Eq. (2.14). We shall see the more general situation in the six-dimensional theory discussed later. However, we do see in Eq. (2.22) that the 1PR counterterm \( \tilde{x}_2 \) has acquired a \( \delta_1 \)-dependent pole.

We may now use the results from the Appendix to compute the one and two loop \( \beta \)-functions. As explained in the Appendix, in a non-minimal scheme the \( \beta \)-function has \( \epsilon \)-dependent terms and we may write
\[ \beta = -\frac{1}{2} y \epsilon + (b_1 + b_{01} \epsilon) T_{1y} + (b_2 + b_{02} \epsilon) T_{2y} + \ldots \]  
(2.24)
where we find from Eqs. (B.5), (B.11) that
\[ b_1 = \zeta_{11}, \quad b_{01} = \zeta_{01}, \quad b_2 = 2\zeta_{21}, \quad b_{02} = 2\zeta_{20}; \]  
(2.25)
the ellipsis indicates that we are neglecting terms involving loops on fermion lines, together with 1PI contributions to $g_{21}$ (in the notation of Eq. (B.1)). For future convenience, with a slight abuse of terminology we shall use the phrase “β-function” to refer to the $\epsilon$-independent portion. We note that as in the usual $\overline{\text{MS}}$ case, the β-function is derived from the simple poles in the 1PI two and three point counterterms (though at higher loop order, and in Section 3 even at two loops, lower-order finite terms will also appear). It is however important to note that despite the simple pole in the 1PR term $x_2$ in Eq. (2.22), there is no corresponding contribution to the β-function. We see that in this case and up to this order the β-function is scheme-independent, having no dependence on our choice of $\zeta_{10}$. This is consistent with the deduction from coupling redefinitions. From Eqs. (B.11), (B.15), we expect that in general the change of scheme from $\overline{\text{MS}}$ to a general non-minimal scheme may be effected up to two loops by

$$\delta y = -\zeta_{10} T_{1y}. \quad (2.26)$$

It is easy to check using Eqs. (2.25), (B.17), that at two loops

$$\delta \beta^i = 0, \quad (2.27)$$

in agreement with the scheme independence of $b_2$ in Eq. (2.25). In fact there are also cross-terms involving products of pairs of $T_1, T_\psi = y^i y^j$ in $g_{21}$ but again the corresponding potential contributions to the β-function cancel out.

We now turn to the explicit three-loop calculation of 1PR2 contributions within the non-minimal scheme. The 1PR2 β-function coefficients are determined by 3-loop simple poles in $Z_\phi$ (together with lower-loop terms, as we shall see). As we commented earlier, the simple poles for 1PI contributions to $Z_\phi, \tilde{Z}_\phi$ are identical. However, this is not the case for the 1PR2 simple pole contributions beyond two loops, since they are affected by the lower-order finite differences; therefore we need to consider the derivations of 1PR contributions to $Z_\phi$ and $\tilde{Z}_\phi$ separately in order to derive the β-function. We must start with $\tilde{Z}_\phi$, since this result will feed into the calculation for $Z_\phi$. We therefore consider the three-loop 1PR2 2-point diagrams, which are shown in Table 3 and give

Table 3: Three-loop, two-point renormalization quantities
\[ \tilde{G}_1^{(3)} = g_1 g_2 T_1 T_2, \]
\[ \tilde{G}_2^{(3)} = g_1 g_2 T_2 T_1, \]
\[ \tilde{G}_3^{(3)} = (Z_2 + \tilde{Z}_2) g_1 T_1 + g_1 T_1 (Z_2 + \tilde{Z}_2), \]
\[ \tilde{G}_4^{(3)} = (Z_1 + \tilde{Z}_1) g_2 T_2 + g_2 T_2 (Z_1 + \tilde{Z}_1), \]
\[ \tilde{G}_5^{(3)} = \tilde{Z}_1 \tilde{Z}_2 + \tilde{Z}_2 \tilde{Z}_1 + \tilde{Z}_3 + \tilde{Z}_3^T, \]

(2.28)

where \( g_1, g_2 \) are as defined in Eqs. (2.4), (2.14), \( Z_\phi, \tilde{Z}_\phi \) are expanded as in Eq. (2.6), and we write

\[ \tilde{Z}_3 = \tilde{z}_3 T_1 T_2 + \tilde{z}_3^T T_2 T_1 + \ldots \]

(2.29)

where

\[ \tilde{z}_3 = \frac{\tilde{\zeta}_{32}}{\epsilon^2} + \frac{\tilde{\zeta}_{31}}{\epsilon} + \tilde{\zeta}_{30}, \quad \tilde{z}_3' = \frac{\tilde{\zeta}_{32}'}{\epsilon^2} + \frac{\tilde{\zeta}_{31}'}{\epsilon} + \tilde{\zeta}_{30}', \]

(2.30)

and

\[ \tilde{\zeta}_{30} = \zeta_{30} + \delta_{30}, \quad \tilde{\zeta}_{30}' = \zeta_{30}' + \delta_{30}'. \]

(2.31)

Here \( \zeta_{30}, \zeta_{30}' \) are the corresponding quantities in \( Z_3 \), expanded in a similar manner to Eqs. (2.29), (2.30). Of course there are also 1PI three-loop two-point diagrams, but as we have explained, we are not concerned with these here and do not consider them further. Since \( \tilde{Z}_3 \) appears in Eq. (2.28) in symmetrised form, only the sum \( \tilde{\zeta}_{31} + \tilde{\zeta}_{31}' \) will be defined. It might seem natural to assume \( \tilde{\zeta}_{31} = \tilde{\zeta}_{31}' \), but in fact this is not the case, as we shall see. We have

\[ \sum \tilde{G}_\alpha^{(3)} = \text{finite}. \]

(2.32)

We find, inserting Eqs. (2.4), (2.9)-(2.12), (2.14), (2.18) and (2.20) into Eq. (2.28),

\[ \tilde{\zeta}_{32} = \tilde{\zeta}_{32}' = \frac{3}{2} \zeta_{11} \zeta_{21}, \]
\[ \tilde{\zeta}_{31} + \tilde{\zeta}_{31}' = 3C + \zeta_{11} \delta_2 + \zeta_{21} \delta_1, \]

(2.33)

where

\[ C = \zeta_{11} \zeta_{20} + \zeta_{21} \zeta_{10}. \]

(2.34)

The appearance of \( C \) in the three-loop simple pole is of course natural, since it is just the simple pole in \( \tilde{G}_1^{(3)} \) or \( \tilde{G}_2^{(3)} \) in Eq. (2.28). We parametrise \( \tilde{\zeta}_{31}, \tilde{\zeta}_{31}' \) as

\[ \tilde{\zeta}_{31} = \frac{3}{2} C + \frac{1}{2} (\zeta_{11} \delta_2 + \zeta_{21} \delta_1) + \xi, \]
\[ \tilde{\zeta}_{31}' = \frac{3}{2} C + \frac{1}{2} (\zeta_{11} \delta_2 + \zeta_{21} \delta_1) - \xi. \]

(2.35)

We now need to compute \( \xi \). For this we use the indirect method outlined in Appendix B, which will enable us to reconstruct \( \xi \) from the asymmetric part of the anomalous dimension.
as obtained by coupling and field redefinition. This enables us to deduce the individual simple pole coefficients $\tilde{\zeta}_3$, $\tilde{\zeta}'_3$. We write

$$\gamma_\phi = \gamma_1 T_1 + \gamma_2 T_2 + \gamma_3 T_1 T_2 + \gamma'_3 T_2 T_1 + \ldots$$

(2.36)

where the ellipsis indicates irrelevant three-loop terms as well as higher-order contributions. Inserting Eq. (2.29) with the results of Eq. (B.11) into Eq. (B.10), we find

$$\gamma^{(3)}_\phi = \epsilon (3\tilde{z}_3 - \tilde{z}_1 \tilde{z}_2) T_1 T_2 + \epsilon (3\tilde{z}'_3 - 2\tilde{z}_1 \tilde{z}_2) T_2 T_1$$

(2.37)

from which we deduce

$$\gamma_3 = 3\tilde{\zeta}_3 - (\zeta_{21} \tilde{\zeta}_{10} + \tilde{\zeta}_{20} \zeta_{11}),$$
$$\gamma'_3 = 3\tilde{\zeta}'_3 - 2(\zeta_{21} \tilde{\zeta}_{10} + \tilde{\zeta}_{20} \zeta_{11}),$$

(2.38)

and also verify the double poles in Eq. (2.33). The difference $\gamma_3 - \gamma'_3$ may in general also be computed by making the appropriate coupling and field redefinition from $\overline{\text{MS}}$. In fact all we need in this case is the field redefinition $\phi' = \Omega \phi$ where as we see from Eq. (B.15)

$$\delta \Omega = \tilde{\zeta}_{10} T_1 + \tilde{\zeta}_{20} T_2.$$ 

(2.39)

Then from the symmetry of $\gamma_\phi$ in $\overline{\text{MS}}$, we deduce from Eq. (B.20) in Appendix B

$$\gamma_3 - \gamma'_3 = 2(\gamma_2 \overline{\text{MS}} \tilde{\zeta}_{10} - \gamma_1 \overline{\text{MS}} \tilde{\zeta}_{20}) = 2(2\zeta_{21} \tilde{\zeta}_{10} - \zeta_{11} \tilde{\zeta}_{20}).$$

(2.40)

Although we emphasise here that the anomalous dimension results in Eq. (2.40) are evaluated in $\overline{\text{MS}}$, the one-loop term is of course automatically scheme-independent, and this particular two-loop term also happens to be scheme-independent too. Then combining Eqs. (2.38), (2.40), we deduce

$$\xi = \frac{1}{2}(\tilde{\zeta}_3 - \tilde{\zeta}'_3) = \frac{1}{2}(\zeta_{21} \tilde{\zeta}_{10} - \zeta_{11} \tilde{\zeta}_{20}).$$

(2.41)

On insertion into Eq. (2.35), this gives

$$\tilde{\zeta}_3 = C + \zeta_{21} \tilde{\zeta}_{10},$$
$$\tilde{\zeta}'_3 = C + \zeta_{11} \tilde{\zeta}_{20}.$$ 

(2.42)

It is clear from the details of the calculation that this sort of asymmetry will only affect 1PR contributions to the $\gamma$-function. We can now use these results in the computation of the 1PR 3-loop contributions to $Z^{-1}_\phi$ in Eq. (2.6) (which will ultimately determine the $\beta$-function via Eq. (2.2)). For this we need to consider the 1PR three-point diagrams depicted in Table 4 corresponding to the 1PR two-point diagrams of Table 3 These diagrams give contributions to the 3-point function denoted $G^{(3)}_\alpha$, given by
Table 4: Three-loop, three-point renormalization quantities

\[ G_1^{(3)} = g_1 g_2 (T_1 T_2)_y \]
\[ G_2^{(3)} = g_1 g_2 (T_2 T_1)_y \]
\[ G_3^{(3)} = 2 g_1 (Z_2 T_1)_y + [g_1 (T_1 Z_2 + T_1 \tilde{Z}_2)]_y \]
\[ G_4^{(3)} = 2 g_2 (Z_1 T_2)_y + g_2 [T_2 (Z_1 + \tilde{Z}_1)]_y \]
\[ G_5^{(3)} = (Z_1 \tilde{Z}_2 + Z_2 \tilde{Z}_1 + Z_3 + \tilde{Z}_3^T)_y \]  
(2.43)

We have
\[ \sum G_\alpha^{(3)} = \text{finite}. \]  
(2.44)

We write, analogously to Eqs. (2.29), (2.30),
\[ Z_3 = z_3 T_1 T_2 + z'_3 T_2 T_1 + \ldots \]  
(2.45)

with
\[ z_3 = \frac{\zeta_{32}}{\epsilon^2} + \frac{\zeta_{31}}{\epsilon} + \zeta_{30}, \quad z'_3 = \frac{\zeta'_{32}}{\epsilon^2} + \frac{\zeta'_{31}}{\epsilon} + \zeta'_{30}. \]  
(2.46)

Inserting Eqs. (2.4), (2.9)-(2.12), (2.14), (2.18), (2.20), (2.35) into Eq. (2.43), we obtain
\[ \zeta_{31} = \frac{3}{2} C + \frac{1}{2} (\zeta_{11} \delta_1 - \zeta_{21} \delta_2) + \xi, \]
\[ \zeta'_{31} = \frac{3}{2} C + \frac{1}{2} (\zeta'_{11} \delta_1 - \zeta'_{21} \delta_2) - \xi, \]  
(2.47)

where \( \delta_1, \delta_2 \) are defined in Eqs. (2.12), (2.20). We now deduce using Eq. (2.41)
\[ \zeta_{31} = C + \zeta_{21} \zeta_{10}, \]
\[ \zeta'_{31} = C + \zeta'_{11} \zeta_{20}. \]  
(2.48)

Note that there is no dependence on \( \tilde{\zeta}_{10}, \tilde{\zeta}_{20} \) in \( \zeta_{31}, \zeta'_{31} \); however, as expected, comparing Eqs. (2.42), (2.48) we see that \( \tilde{\zeta}_{31} = \zeta_{31} \) and \( \tilde{\zeta}'_{31} = \zeta'_{31} \) in the case when \( \tilde{\zeta}_{10} = \zeta_{10}, \tilde{\zeta}_{20} = \zeta_{20} \). Finally we are able to compute the corresponding \( \beta \)-function contributions. Using Eq. (2.25), (3.5), (3.11), and writing \( b_3, b'_3 \) for the coefficients of \( y^j (T_1 T_2)_j^i \) and \( y^j (T_2 T_1)_j^i \), respectively, in the \( \beta \)-function, we find
\[ b_3 = 3 \zeta_{31} - 4 C, \]
\[ b'_3 = 3 \zeta'_{31} - 5 C, \]  
(2.49)
from which we obtain using Eq. (2.48),

\[ b_3 = -b'_3 = b_2\zeta_{10} - b_1\zeta_{20}, \]

where the lower-order \( \beta \)-function coefficients are as defined in Eq. (2.25). We finally see that the 1PR2 \( \beta \)-function coefficients are non-zero. We shall now show that this agrees with the prediction obtained by a scheme change from \( \overline{\text{MS}} \). The change of renormalisation scheme corresponds to a coupling redefinition which can be derived from Eq. (B.15) using Eqs. (B.11). We find

\[ \delta y^i = -\zeta_{10}(T_1)^{ij}y^j - \zeta_{20}(T_2)^{ij}y^j, \]

and

\[ \delta \lambda^{ijkl} = -\zeta_{10}(T_1)^{m(i} \lambda^{jkl)m}. \]

We now use the general results for the lowest-order effect of a scheme change given in Eq. (B.17). Using the results for the one and two-loop \( \overline{\text{MS}} \) \( \beta \) from Eqs. (2.25), Eq. (B.17) gives the three-loop change

\[ \delta b_3 = -\delta b'_3 = b_2\zeta_{10} - b_1\zeta_{20} \]

using the notation introduced in Eqs. (2.49), (2.50). This indeed agrees with the result obtained by explicit calculation (of course we used part of the scheme change prediction, for the anomalous dimension, in the explicit calculation, so to be more precise we should simply say that the explicit results and scheme change predictions are consistent). We shall return to a discussion of the remaining 1PR2 contributions after Sect. 3.

3 Scalar theory in six dimensions

In this section we shall consider \( \phi^3 \) theory in six dimensions. The Lagrangian is given by

\[ L = \frac{1}{2}\partial_i\phi^i\partial_i\phi^j + \frac{1}{3!}g^{ijk}\phi^i\phi^j\phi^k, \]

where \( i = 1 \ldots N \). We shall follow as far as possible the calculation of the previous section, using similar notation, in order to emphasise the close similarities in structure. The basic RG results for this theory have been known for some time \[8,9\]; but here we pick out the distinctive features of our approach. Following the previous section, we again distinguish the \( \tilde{Z}_\phi \) which appears in \( \phi_B = \tilde{Z}_\phi \phi \) from the \( Z_\phi \) which appears in the bare coupling \( g_B \), i.e.

\[ g_B^{ijk} = (Z^{-1}_\phi)^{(i} g^{jk)}l + \tilde{g}_B^{ijk}, \]

where \( Z^{-1}_\phi \), \( \tilde{Z}_\phi \) are again expanded as in Eq. (2.40). \( \tilde{g}_B^{ijk} \) again denotes the terms corresponding to 1PI diagrams, together with “cross-terms” resulting from 1PR structures on two or more “legs” of \( g^{ijk} \). \( \tilde{Z}_\phi \) is of course determined by the two-point diagrams. The calculation up to two loops is very similar to that described for the scalar-fermion theory in Section 2, so we shall present both the one-loop and two-loop results at the same time; but we emphasise that the calculational procedure follows Section 2; at one loop, \( \tilde{Z}_1 \) is
Table 5: One- and two-loop renormalization quantities for $\phi^3$ theory

determined from 2-point graphs, followed by $Z_1$ from 3-point graphs; then similarly for $\tilde{Z}_2$ followed by $Z_2$. Up to two loops the relevant graphs are depicted in Table 5 and give

\[
\begin{align*}
\tilde{G}_1^{(1)} &= g_1 t_1, \\
G_2^{(1)} &= (z_1 + \tilde{z}_1) t_1 g, \\
\tilde{G}_3^{(2)} &= 2(z_1 + \tilde{z}_1) g_1 t_1^2 + 4z_1 g_1 t_2, \\
G_2^{(2)} &= g_1^2 t_2, \\
G_3^{(2)} &= g_2^2 t_3, \\
\tilde{G}_4^{(2)} &= (\tilde{z}_1 + 3z_1)(t_1^2)g + 4z_1 g_1 t_2 g, \\
G_5^{(2)} &= \tilde{Z}_2 g + Z_2 g,
\end{align*}
\]

where

\[
\begin{align*}
g_1 &= \frac{\gamma_{11}}{\epsilon} + \gamma_{10} + \gamma_1' \epsilon + \ldots, \\
g_2 &= \frac{\gamma_{22}}{\epsilon^2} + \frac{\gamma_{11}}{\epsilon} + \gamma_{20} + \ldots,
\end{align*}
\]

(ignoring $O(\epsilon^2)$ terms at one loop and $O(\epsilon)$ terms at two loops) and

\[
t_1^{ij} = g^{ikl} g^{jkl}, \quad t_2^{ij} = g^{ilm} g^{jnk}_{t_1}, \quad (t_3)^{ijk} = (t_1)^{il}(t_1)^{jm} g^{lmk} + \text{perms},
\]

Furthermore, for two-index quantities such as $t_1$ we define a corresponding three-index quantity $t_{1g}$ by

\[
t_{1g}^{ijk} = g^{ijl}(t_1)^{lk} + \text{perms}.
\]

Since (in contrast to the previous section) the two-loop 1PI diagram $G^{(2)}_1$ has double poles, it has a one-loop subdivergence which requires a counterterm contribution from $G^{(2)}_3$. There
is another two-loop 2-point diagram corresponding to the tensor structure $g^{ikl}g^{jmn}g^{kmp}g^{lnp}$, but this only has a simple pole. It may therefore be dealt with in a similar fashion to the diagrams of Sect 2 and we shall return to consider it later. We are also neglecting here one and two-loop 1PI graphs giving contributions to $\hat{g}$ in Eq. (3.2). We now define in Eq. (2.6)

\[ Z_1 = z_1 t_1, \quad Z_2 = z_2 t_2 + x_2 t_1^2, \]

with corresponding expressions in (2.6) for $\tilde{Z}_1, \tilde{Z}_2$. Once again allowing for a non-minimal subtraction scheme, we write in Eq. (3.7) (and its analogue for $\tilde{Z}_1, \tilde{Z}_2$)

\[ z_2 = \frac{\zeta_{11}}{\epsilon} + \zeta_{10}, \quad \tilde{z}_2 = \frac{\zeta_{11}}{\epsilon} + \tilde{\zeta}_{10}, \]

\[ x_2 = \frac{3}{2}(\zeta_1^2 - \zeta_{10}^2) + \xi_4, \quad \tilde{x}_2 = \frac{3}{2}(\zeta_1^2 - \zeta_{10}^2) + (z_1 - \zeta_{10})\delta_1 + \tilde{\xi}_4, \]

where

\[ \tilde{\zeta}_{10} = \zeta_{10} + \delta_1, \quad \tilde{\zeta}_{20} = \zeta_{20} + \delta_2. \]

We then require that

\[ \tilde{G}_1^{(1)} + \tilde{G}_2^{(1)} = \text{finite}, \quad G_1^{(1)} + G_2^{(1)} = \text{finite}, \]

\[ \tilde{G}_1^{(2)} + \tilde{G}_2^{(2)} + \tilde{G}_3^{(2)} + \tilde{G}_4^{(2)} = \text{finite}, \quad G_1^{(2)} + G_2^{(2)} + G_3^{(2)} + G_4^{(2)} = \text{finite}. \]

Due to the double poles in $g_2$ in Eq. (3.4), the relation between the poles in $z_2$ and $\tilde{z}_2$, and those in $g_2$, is now non-trivial. We have as before

\[ \zeta_{11} = -\frac{1}{2}\gamma_{11}. \]

However, now we find

\[ \zeta_{22} = \frac{1}{2}\gamma_{22} = 2\zeta_{11}, \quad \zeta_{21} = -\frac{1}{2}(\gamma_{21} - 2\gamma_{11}\gamma_{10} + 4\gamma_{11}\gamma_{10}). \]

As in the previous section, we refrain from inserting any explicit values for the present. Up to this order we have in Eq. (3.2)

\[ \hat{g}^{ijk} = x_3 t_3 + \ldots, \]

where $t_3$ was defined in Eq. (3.6) and

\[ x_3 = z_1^2 - \zeta_{10}^2 + \xi_3, \]

and the ellipsis indicates the 1PI contributions. The MOM prescription would entail taking in Eq. (3.8), (3.14)

\[ \zeta_{10} = -\frac{1}{2}\gamma_{10}, \quad \zeta_{20} = -\frac{1}{2}(\gamma_{20} - 2\gamma_{10}^2 - 2\gamma_{11}\gamma_{11}), \quad \xi_3 = \zeta_{10}^2, \quad \xi_4 = \frac{3}{2}\xi_{10}. \]
where of course \( \zeta_{20} \) incorporates finite contributions from one-loop counterterms, and with the standard implementation we would also take \( \tilde{\zeta}_{20} = \zeta_{20} \), i.e. \( \delta_2 = 0 \). We may now use the results from the Appendix to compute the one and two loop \( \beta \)-functions, just as we did in Section 2. We may again write

\[
\beta = -\frac{1}{2} g \epsilon + (b_1 + b_{01} \epsilon) t_{1g} + (b_2 + b_{02} \epsilon) t_{2g} + \ldots
\]

(3.16)

where now we derive from Eqs. (B.5), (B.12) that

\[
b_1 = \zeta_{11}, \quad b_{01} = \zeta_{01}, \quad b_2 = 2(\zeta_{21} - 4\zeta_{11}\zeta_{10}) = -\frac{1}{2}(\gamma_{21} - 2\gamma_{11}\gamma_{10}), \quad b_{02} = 2\zeta_{20}.
\]

(3.17)

We may verify using Eq. (B.5) (as we did for 1PR contributions in Sect. 2) that there are no 1PR \( \beta \)-function contributions from the \( x_3 \) term in Eq. (3.13) or from \( (t_2^l)^{(l^j)^k} \). Furthermore, we see again that the \( \beta \)-function coefficient \( b_2 \) is scheme-independent since it may be expressed purely in terms of poles in Feynman diagrams with no dependence on our choice of finite parts such as \( \zeta_{10}, \zeta_{20} \). This is once again consistent with the deduction from coupling redefinitions. From Eqs. (B.12), (B.15), we expect that in general the change of scheme from \( \overline{\text{MS}} \) to a general non-minimal scheme may be effected up to two loops by

\[
\delta g = -\zeta_{10} t_{1g}.
\]

(3.18)

It is easy to check using Eqs. (3.17), (B.17), that at two loops \( \delta \beta^i \) does not contain any \( t_{g2} \) terms, in agreement with the scheme independence of \( b_2 \) in Eq. (3.17).

As in the previous Section, we now turn to three loops and compare a direct computation of the 1PR2 diagrams within the non-minimal scheme with the expected results from coupling redefinition. The calculation follows the same steps as in Sect 2. Once again, we start with the three-loop 1PR2 diagrams, now as shown in Table 6, which give
\[ \tilde{G}_1^{(3)} = g_1 g_2 t_1 t_2, \]
\[ \tilde{G}_2^{(3)} = g_1 g_2 t_2 t_1 \]
\[ \tilde{G}_3^{(3)} = g_2 (z_1 + \tilde{z}_1)(t_1 t_2 + t_2 t_1), \]
\[ \tilde{G}_4^{(3)} = g_1 (z_2 + \tilde{z}_2)(t_1 t_2 + t_2 t_1), \]
\[ \tilde{G}_5^{(3)} = 2(z_1 + 2\tilde{z}_1)z_1 g_1 (t_1 t_2 + t_2 t_1), \]
\[ \tilde{G}_6^{(3)} = 2\tilde{z}_1^2 g_1 (t_1 t_2 + t_2 t_1), \]
\[ \tilde{G}_7^{(3)} = 4z_1 \tilde{g}_1^2 (t_1 t_2 + t_2 t_1), \]
\[ \tilde{G}_8^{(3)} = \tilde{z}_1 \tilde{z}_2 (t_1 t_2 + t_2 t_1) + \tilde{Z}_3 + \tilde{Z}_3^T \]
(3.19)

where we write
\[ \tilde{Z}_3 = \tilde{z}_3 t_1 t_2 + \tilde{z}_3' t_2 t_1 + \ldots, \]
with
\[ \tilde{z}_3 = \frac{\tilde{\zeta}_{33}}{\epsilon^3} + \frac{\tilde{\zeta}_{32}}{\epsilon^2} + \frac{\tilde{\zeta}_{31}}{\epsilon} + \tilde{\zeta}_{30}, \]
\[ \tilde{z}_3' = \frac{\tilde{\zeta}_{33}'}{\epsilon^3} + \frac{\tilde{\zeta}_{32}'}{\epsilon^2} + \frac{\tilde{\zeta}_{31}'}{\epsilon} + \tilde{\zeta}_{30}', \]
(3.21)

and
\[ \tilde{\zeta}_{30} = \zeta_{30} + \delta_{30}, \]
\[ \tilde{\zeta}_{30}' = \zeta_{30}' + \delta_{30}', \]
(3.22)

where \( \zeta_{30}, \zeta_{30}' \) are quantities corresponding to \( \tilde{\zeta}_{30}, \tilde{\zeta}_{30}' \) in \( Z_3 \), defined later in Eqs. (3.38), (3.39). We again neglect here the 1PI three-loop two-point diagrams.

We shall see that the difference between \( Z \) and \( \tilde{Z} \) at two loops due to the presence of \( \delta_1, \delta_2 \) implies that the coefficients of the simple and double poles in \( t_2 t_1 \) and \( t_1 t_2 \) in \( Z_3 \) must differ from those in \( \tilde{Z}_3 \). This is a difference from Sect 2 where only the simple pole terms in \( T_2 T_1 \) and \( T_1 T_2 \) were different (due of course to the double pole now present in \( Z_2 \)). The other pole terms at three loops are unaffected, i.e are the same as for \( \delta_1 = \delta_2 = 0 \).

We have
\[ \sum \tilde{G}_\alpha^{(3)} = \text{finite}. \]
(3.23)

Again, as we saw in Section 2, this condition only defines sums such as \( \tilde{\zeta}_{31} + \tilde{\zeta}_{31}' \); but now we shall find that we need to allow for \( \tilde{\zeta}_{32}, \tilde{\zeta}_{32}' \) to be different, as well as \( \zeta_{31}, \zeta_{31}' \). We find, inserting Eqs. (3.4), (3.7)–(3.9), (3.11), (3.12) into Eq. (3.19),
\[ \tilde{\zeta}_{33} = \tilde{\zeta}_{33}' = \frac{3}{2} \zeta_{22} \zeta_{11}, \]
\[ \tilde{\zeta}_{32} + \tilde{\zeta}_{32}' = 3C_2 + 2\zeta_{11} \delta_1, \]
\[ \tilde{\zeta}_{31} + \tilde{\zeta}_{31}' = 3C_1 + \zeta_{11} (\delta_2 + 4\zeta_3 - 4\zeta_{10}^2) + \zeta_{21} \delta_1, \]
(3.24)

where now
\[ C_1 = \zeta_{11} \zeta_{20} + \zeta_{21} \zeta_{10}, \]
\[ C_2 = \zeta_{21} \zeta_{11} + \zeta_{22} \zeta_{10}. \]
(3.25)
We write
\[ \tilde{\xi}_2 = \frac{3}{2} C_2 + \zeta_{11}^2 \delta_1 + \xi_2, \]
\[ \tilde{\xi}'_2 = \frac{3}{2} C_2 + \zeta_{11}^2 \delta_1 - \xi_2, \]
\[ \tilde{\xi}_31 = \frac{3}{2} C_1 + \frac{1}{2} (\zeta_{11} \delta_2 + \zeta_{21} \delta_1) + 2 \zeta_{11} (\xi_3 - \zeta_{10}^2) + \xi_1, \]
\[ \tilde{\xi}'_31 = \frac{3}{2} C_1 + \frac{1}{2} (\zeta_{11} \delta_2 + \zeta_{21} \delta_1) + 2 \zeta_{11} (\xi_3 - \zeta_{10}^2) - \xi_1. \]  
(3.26)

We now start to see how despite the added complexity of the intermediate calculations, the final results mirror those obtained earlier in Section 2.

We now again use our indirect method which will enable us to reconstruct \( \xi_1 \) from the asymmetric part of the anomalous dimension as obtained by coupling redefinition. The result for \( \xi_2 \) will also be obtained as a by-product. This enables us to deduce the individual simple pole coefficients \( \tilde{\xi}_31, \tilde{\xi}'_31 \), and double pole coefficients \( \tilde{\xi}_2, \tilde{\xi}'_2 \). We write
\[ \gamma_{\phi} = \gamma_1 t_1 + \gamma_2 t_2 + \gamma_3 t_1 t_2 + \gamma_4 t_2 t_1 + \ldots \]  
(3.27)
where the ellipsis indicates irrelevant three-loop terms as well as higher-order contributions.

Inserting (3.20) with the results of Eq. (B.12) into Eq. (B.10) we find
\[ \gamma_{\phi}^{(3)} = \epsilon (3 \tilde{z}_3 - \tilde{z}_1 \tilde{z}_2) - (4 \tilde{x}_2 + \tilde{z}_2) (b_1 + b_{01} \epsilon) - \tilde{z}_1 (b_2 + b_{02} \epsilon) t_1 t_2 \]
\[ + [\epsilon (3 \tilde{z}'_3 - 2 \tilde{z}_1 \tilde{z}_2) + (4 \tilde{x}'_2 - 4 \tilde{x}_2 - \tilde{z}_2) (b_1 + b_{01} \epsilon) - \tilde{z}_1 (b_2 + b_{02} \epsilon)] t_2 t_1 + \ldots, \]  
(3.28)
where the \( \beta \)-function coefficients are listed in Eq. (3.17). Imposing finiteness on the right-hand side and using Eqs. (3.3), (3.21) yields \( \tilde{\xi}_{33} \) in agreement with Eq. (3.24), and
\[ \tilde{\xi}_32 = \frac{4}{3} C_2 + 2 \zeta_{11}^2 \xi_{10} + 2 \zeta_{11}^2 \delta_1, \quad \tilde{\xi}'_32 = \frac{2}{3} C_2 - 2 \zeta_{11}^2 \xi_{10}, \]  
(3.29)

Together with
\[ \gamma_3 = 3 \tilde{\xi}_31 - \zeta_{11} (2 \xi_20 + 2 \tilde{\xi}_20) - \zeta_{21} (\xi_{10} + 3 \tilde{\xi}_10) - 2 \zeta_{11} (4 \xi_10^2 - 2 \xi_10 \xi_{10} + 2 \tilde{\xi}_4), \]
\[ \gamma'_3 = 3 \tilde{\xi}'_31 - \zeta_{11} (2 \xi_20 + 3 \tilde{\xi}_20) - \zeta_{21} (\xi_{10} + 4 \tilde{\xi}_10) - 2 \zeta_{11} (4 \xi_10^2 - 6 \xi_10 \xi_{10} - 2 \xi_{10}^2 + 2 \tilde{\xi}_4). \]  
(3.30)

Eq. (3.29) is consistent with Eq. (3.24), and furthermore comparison with Eq. (3.20) yields
\[ \xi_2 = - \frac{1}{6} C_2 + 2 \zeta_{11}^2 \xi_{10} + \zeta_{11}^2 \delta_1. \]  
(3.31)

As in Section 2, the difference \( \gamma_3 - \gamma'_3 \) may also be computed by making the appropriate coupling and field redefinition from \( \overline{\text{MS}} \). The field redefinition is given by \( \phi' = \Omega \phi \) where as we see from Eq. (B.15)
\[ \delta \Omega = \omega_1 t_1 + \omega_2 t_2 \]  
(3.32)
where \( \omega_1 = \tilde{\xi}_{10}, \omega_2 = \tilde{\xi}_20 - 4 \xi_{10} \xi_{10} \). Now from the symmetry of \( \gamma_{\phi} \) in \( \overline{\text{MS}} \), we deduce from Eq. (B.19) in Appendix B
\[ \gamma_3 - \gamma'_3 = 2 (\gamma_2 \omega_1 - \gamma_1 \omega_2) - 4 \omega_1^2 \gamma_1 \]  
(3.33)
where $\gamma_1 = \zeta_{11}$, $\gamma_2 = 2\zeta_{21} - 8\tilde{\zeta}_{10}\zeta_{11}$ (note that we had to include terms 2nd order in $\delta\Omega$ here). Finally we deduce from Eqs. (3.26), (3.30) and (3.33) that

$$
\xi_1 = \frac{1}{2}(\tilde{\zeta}_{31} - \tilde{\zeta}'_{31}) = \frac{1}{2}(\zeta_{21}\tilde{\zeta}_{10} - \zeta_{11}\tilde{\zeta}_{20}),
$$

(3.34)

i.e. the same form as in Sect. 2. Inserting this expression for $\xi_1$ into Eq. (3.26) gives

$$
\tilde{\zeta}_{31} = C_1 + \zeta_{21}\tilde{\zeta}_{10} + 2\zeta_{11}(\zeta_3 - \zeta_{10}^2),
$$

$$
\tilde{\zeta}'_{31} = C_1 + \zeta_{11}\tilde{\zeta}_{20} + 2\zeta_{11}(\zeta_3 - \zeta_{10}^2).
$$

(3.35)

As in Sect 2, we now consider the 1PR three point diagrams as depicted in Table 7, corresponding to the 1PR 2-point diagrams of Table 6. These diagrams give contributions to the 3-point function given by

$$
G^{(3)}_1 = g_1g_2(t_1t_2)g,
$$

$$
G^{(3)}_2 = g_1g_2(t_2t_1)g,
$$

$$
G^{(3)}_3 = 2g_2z_1(t_1t_2)g + g_2(z_1 + \tilde{z}_1)(t_2t_1)g,
$$

$$
G^{(3)}_4 = 2g_1z_2(t_2t_1)g + g_1(z_2 + \tilde{z}_2)(t_1t_2)g,
$$

$$
G^{(3)}_5 = 2g_1\tilde{z}_1[(z_1 + 2\tilde{z}_1)(t_2t_1)g + 3\tilde{z}_1(t_1t_2)g],
$$

$$
G^{(3)}_6 = 2z_1^2g_1(t_1t_2 + t_2t_1)g,
$$

$$
G^{(3)}_7 = 4g_1^2z_1(t_1t_2 + t_2t_1)g,
$$

$$
G^{(3)}_8 = z_1\tilde{z}_2(t_1t_2)g + z_2\tilde{z}_1(t_2t_1)g + Z_{3g} + \tilde{Z}_{3g}^T
$$

(3.36)

We have

$$
\sum G^{(3)}_\alpha = \text{finite}.
$$

(3.37)

We write, analogously to Eq. (3.20),

$$
Z_3 = z_3t_1t_2 + z_3't_2t_1 + \ldots
$$

(3.38)
with
\[
\zeta_3 = \frac{\zeta_{33}}{e^3} + \frac{\zeta_{32}}{e^2} + \frac{\zeta_{31}}{e} + \zeta_{30}, \quad \zeta_3' = \frac{\zeta_{33}'}{e^3} + \frac{\zeta_{32}'}{e^2} + \frac{\zeta_{31}'}{e} + \zeta_{30}'.
\] (3.39)

Inserting Eqs. (3.4), (3.7)-(3.9), (3.11), (3.12) and (3.26) into Eq. (3.36), we obtain
\[
\zeta_{33} = \zeta_{33}' = \frac{3}{2} \zeta_{22} \zeta_{11},
\]
\[
\zeta_{32} = \frac{3}{2} C_2 - \zeta_{11}^2 \delta_1 + \xi_2,
\]
\[
\zeta_{31} = \frac{3}{2} C_1 + 2 \zeta_{11} (\xi_3 - \xi_{10}) + \frac{1}{2} (\zeta_{11} \delta_2 - \zeta_{21} \delta_1) + \xi_1,
\]
\[
\zeta_{31}' = \frac{3}{2} C_1 + 2 \zeta_{11} (\xi_3 - \xi_{10}') + \frac{1}{2} (\zeta_{21} \delta_1 - \zeta_{11} \delta_2) - \xi_1,
\] (3.40)

where again \(\delta_1, \delta_2\) are defined in Eqs. (3.9).

We see using Eqs. (3.31), (3.34),
\[
\tilde{\zeta}_{32} = \frac{4}{3} C_2 + 2 \zeta_{11}^2 \xi_{10},
\]
\[
\tilde{\zeta}_{32}' = \frac{5}{3} C_2 - 2 \zeta_{11}^2 \xi_{10},
\]
\[
\tilde{\zeta}_{31} = C_1 + \zeta_{21} \xi_{10} + 2 \zeta_{11} (\xi_3 - \xi_{10}),
\]
\[
\tilde{\zeta}_{31}' = C_1 + \zeta_{11} \xi_{20} + 2 \zeta_{11} (\xi_3 - \xi_{10}').
\] (3.41)

Using Eq. (B.5), and writing \(b_3, b_3'\) for the coefficients of \((t_1 t_2)_g\) and \((t_2 t_1)_g\), respectively, in the \(\beta\)-function, we find
\[
b_3 = 3 \zeta_{31} - 4 C_1 + 4(\xi_{10}^2 - \xi_4 - \xi_3) \zeta_{11},
\]
\[
b_3' = 3 \zeta_{31}' - 5 C_1 + 4(4 \xi_{10}^2 - \xi_4 - \xi_3) \zeta_{11},
\] (3.42)

and combining Eqs. (3.41), (3.42), we finally obtain
\[
b_3 = -b_2 \delta_1 + b_1 (\zeta_{20} - 4 \xi_4 + 2 \xi_3 + 6 \xi_{10}^2),
\]
\[
b_3' = b_2 \delta_1 - b_1 (\zeta_{20} + 4 \xi_4 - 2 \xi_3 + 2 \xi_{10}^2),
\]
\[
\tilde{\zeta}_{32} = \frac{4}{3} C_2 + 2 \zeta_{11}^2 \xi_{10},
\]
\[
\tilde{\zeta}_{32}' = \frac{5}{3} C_2 - 2 \zeta_{11}^2 \xi_{10}.
\] (3.43)

with the one and two loop \(\beta\)-function coefficients \(b_1, b_2\) as given in Eq. (3.17).

A reassuring immediate check on the calculation is that the results for \(\zeta_{32}, \zeta_{32}'\) agree with those for \(\tilde{\zeta}_{32}, \tilde{\zeta}_{32}'\) in Eq. (3.29), except that \(\delta_1\) has now completely cancelled; this must be the case since these coefficients are determined in terms of lower-order \(\beta\)-function coefficients by Eq. (B.6) (whereas \(\zeta_{32}, \zeta_{32}'\) were determined by Eq. (B.10) which also involves lower-order contributions to \(\tilde{Z}_\phi\)). A more detailed check verifies that these coefficients are indeed exactly in accord with Eq. (B.6). In performing this check and also in computing \(b_3, b_3'\) in Eq. (3.42), it is crucial to incorporate the \(x_2\) terms in Eq. (3.7).

We now derive the predictions for the 1PR anomalous dimension contributions for a general non-minimal scheme, as obtained by a scheme change from \(\overline{\text{MS}}\). The change of renormalisation scheme corresponds to a coupling redefinition which can be derived from Eq. (B.15) using Eqs. (3.12) (noting that we need to work to second order in \(\eta_t\)). We find
\[
\delta g = \eta_1 t_1 g + \eta_2 t_2 g + \eta_3 t_3 + \eta_4 [(t_1)^2]_g,
\] (3.44)
where $t_i$ were defined in Eq. (3.6) and

$$
\eta_1 = -\zeta_{10}, \quad \eta_2 = -\zeta_{20} + 4\zeta_{10}, \quad \eta_3 = -\zeta_3 + 2\zeta_{10}, \quad \eta_4 = -\zeta_4 + 3\zeta_{10}^2.
$$

(3.45)

We use the general results for the effect of a scheme change given in Eq. (B.16) in conjunction with Eqs. (3.16), (3.17) (again working to second order in $\eta_1$), and find

$$
\delta \beta = \delta b_3(t_1 t_2)_g + \delta b'_3(t_2 t_1)_g + \ldots, 
$$

(3.46)

where

$$
\delta b'_3 = b_2\zeta_{10} + b_1(\eta_2 - 2\eta_3 + 4\eta_4 - 6\eta_1^2),
\delta b_3 = -b_2\zeta_{10} + b_1(-\eta_2 - 2\eta_3 + 4\eta_4 - 2\eta_1^2),
$$

(3.47)

with $b_1, b_2$ as in Eq. (3.17). Since in $\overline{\text{MS}}$ we have $b_3^{\overline{\text{MS}}} = b'_3^{\overline{\text{MS}}} = 0$, we find agreement between Eq. (3.43) and Eqs. (3.45), (3.47).

4 Conclusions

We have shown that starting at three loop order the $\beta$-function derived using a non-minimal renormalisation scheme contains terms corresponding to 1PR contributions to the two-point function, using as examples the cases of theories with general couplings in both four and six dimensions. We were unable to perform a full explicit three-loop computation of the relevant terms, since the computation of the two-point function yields only the symmetrised part. We therefore relied on a scheme redefinition from $\overline{\text{MS}}$ to provide further information on the asymmetric part. Therefore the most we can say is that the scheme redefinition results are consistent with those obtained explicitly.

We have considered a general non-minimal scheme in which the two-point function is renormalised differently from the three point function; i.e. 1PR three point diagrams with divergent two-point subdiagrams are assigned different finite parts (via $Z_\phi$) to those appearing in the corresponding two-point renormalisation constant for $\tilde{Z}_\phi$; this is a somewhat different philosophy from the “hybrid MOM” schemes \cite{4}, where $Z_\phi = \tilde{Z}_\phi$ but the 1PI three-point diagrams are renormalised by a different prescription. In both the four-dimensional and six-dimensional case we have only carried out a partial computation of the 1PR2 terms in which we are interested; in four dimensions we focussed on mixed fermion scalar terms for simplicity, since in this case the relevant two-loop contribution to $\tilde{Z}_\phi$ had only a simple pole; and in six dimensions we omitted a two-loop simple pole contribution to $\tilde{Z}_\phi$ precisely so that we could focus on the double pole contribution which displayed new features. It is now clear that we easily obtain the general results simply by incorporating extra finite contributions analogous to $\zeta_{10}$ and $\zeta_{20}$ for each relevant one and two loop tensor structure; in the four-dimensional case this would involve consideration of $\tilde{Z}_\psi$ in addition to $\tilde{Z}_\phi$.

An interesting special case is where we set $\tilde{\zeta}_{10} = \tilde{\zeta}_{20} = 0$, i.e. renormalise the two-point function minimally (note that this is not $\overline{\text{MS}}$, since the counterterms are those computed in
the non-minimal scheme). In this case we have $\delta \Omega = 0$ and no field redefinition is required; we also find $\xi = 0$ in Section 2 and $\xi_1 = 0$ in Section 3, indicating that in this case the contributions to $\tilde{Z}$ are predicted to be symmetric.

Our own interest in this issue was inspired though the consistency conditions on $\beta$-function coefficients, derived from gradient flow equations which were obtained during the investigation of a six-dimensional $a$-theorem [10]. Specifically, the appearance of potential IPR $\beta$-function contributions was noticed during the demonstration of the scheme independence of these consistency conditions. There are still unresolved issues here connected with the scheme dependence of extra terms arising in the conformal anomaly for theories with an $O(n)$ symmetry, and it would be interesting to return to this with our better understanding of the general issue of scheme dependence, particularly the role of the field redefinition in this case.
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**A Explicit values**

Here for completeness we record some explicit values of quantities introduced in Section 3. The explicit values in Eq. (3.4) are given by

$$
\begin{align*}
\gamma_{11} &= -\frac{1}{6}, \quad \gamma_{10} = -\frac{2}{9}, \quad \gamma_1' = -\frac{13}{54}, \\
\gamma_{22} &= \frac{1}{36}, \quad \gamma_{21} = \frac{43}{432}, \quad \gamma_{20} = \frac{1207}{5184}
\end{align*}
$$

suppressing a standard factor of $(64\pi^3)^{-1}$ for each loop order. Consequently, we have

$$
\begin{align*}
\zeta_{11} &= -\frac{1}{2} \gamma_{11} = \frac{1}{12}, \\
\zeta_{22} &= \frac{1}{2} \gamma_{22} = 2 \zeta_{11}^2 = \frac{1}{12}.
\end{align*}
$$

These results are scheme independent. For interest, we also quote the scheme-dependent results for the simple-pole and finite quantities, within MOM. We have

$$
\begin{align*}
\zeta_{10} &= -\frac{1}{2} \gamma_{10} = \frac{1}{9}, \\
\zeta_{21} &= -\frac{1}{2} (\gamma_{21} - 2 \gamma_{11} \gamma_{10} + 4 \gamma_{11} \zeta_{10}) = \frac{7}{288}, \\
\zeta_{20} &= -\frac{1}{2} (\gamma_{20} - 2 \gamma_{10}^2 - 2 \gamma_{11} \gamma_1') = -\frac{31}{1152}.
\end{align*}
$$

These results
B General results

We write
\[ g^A_B = \mu^{k_A} \left( g^A + \sum_{L,m=0}^{m=L} g^A \frac{L_m}{\epsilon^m} \right) \]  
(B.1)

where \( g^A \) denotes a generic set of couplings, and similarly introduce renormalisation constants \( Z_{ij} \) for the fields \( \phi^i \), where
\[ Z_\phi = \sum_{L,m=0}^{m=L} Z_{Lm} \frac{L_m}{\epsilon^m} \]  
(B.2)

(with similar expressions for \( \tilde{Z}_\phi \), and for the fermion field renormalisation constants where they appear). In Eq. (B.1), there is no sum over the index on \( k^A \). We have \( k = \frac{1}{2} \) for Yukawa couplings in four dimensions and scalar \( (\phi^3) \) couplings in six dimensions; and \( k = 1 \) for scalar \( (\phi^4) \) couplings in four dimensions. We then define
\[ \beta^A_g = \mu \frac{d}{d\mu} g^A, \]  
(B.3)

and expand
\[ \beta^A = -\frac{1}{2} g^A \epsilon + \sum_L \beta^A_{0L} \epsilon + \sum_L \beta^A_L, \]  
(B.4)

where of course \( \beta^A_L \) and \( \beta^A_{0L} \) denote the \( L \)-loop contributions which are \( O(g^{2L+1}) \). We find
\[ \beta^A_0 = g^A_{10}, \]
\[ \beta^A_1 = g^A_{11}, \]
\[ \beta^A_{02} = 2g_{20}^A - g_{10} \cdot \frac{\partial}{\partial g} g^A_{10}, \]
\[ \beta^A_2 = 2g_{21}^A - \beta_{01} \cdot \frac{\partial}{\partial g} g^A_{11} - \beta_1 \cdot \frac{\partial}{\partial g} g^A_{10}, \]
\[ \beta^A_3 = 3g_{31}^A - \beta_{02} \cdot \frac{\partial}{\partial g} g^A_{11} - \beta_{01} \cdot \frac{\partial}{\partial g} g^A_{21} - \beta_2 \cdot \frac{\partial}{\partial g} g^A_{10} - \beta_1 \cdot \frac{\partial}{\partial g} g^A_{20}, \]  
(B.5)

and also the useful results for the higher-order poles
\[ 2g_{22}^A = \beta_1 \cdot \frac{\partial}{\partial g} \beta^A_1, \]
\[ 3g_{33}^A = \beta_1 \cdot \frac{\partial}{\partial g} g^A_{22}, \]
\[ 3g_{32}^A = \beta_{01} \cdot \frac{\partial}{\partial g} g^A_{22} + \beta_1 \cdot \frac{\partial}{\partial g} g^A_{21} + \beta_2 \cdot \frac{\partial}{\partial g} g^A_{11}. \]  
(B.6)
We use the shorthand notation
\[ X \cdot \frac{\partial}{\partial g} \equiv X^A \frac{\partial}{\partial g^A}. \]  
\( (B.7) \)

Defining
\[ \mu \frac{d}{d\mu} \phi = -\gamma \phi, \]  
\( (B.8) \)

or of course equivalently
\[ \gamma = Z^{-1}_\phi \mu \frac{d}{d\mu} Z_\phi, \]  
\( (B.9) \)

we obtain
\[
\gamma_3 = -3\tilde{Z}_{31} + 2(\tilde{Z}_{10}\tilde{Z}_{21} + \tilde{Z}_{11}\tilde{Z}_{20}) + \tilde{Z}_{21}\tilde{Z}_{10} + \tilde{Z}_{20}\tilde{Z}_{11} \\
+ \beta_2 \cdot \frac{\partial}{\partial g} \tilde{Z}_{10} + \beta_{02} \cdot \frac{\partial}{\partial g} \tilde{Z}_{11} \\
+ \beta_1 \cdot \frac{\partial}{\partial g} \tilde{Z}_{20} + \beta_{01} \cdot \frac{\partial}{\partial g} \tilde{Z}_{21} \\
- \tilde{Z}_{10}\beta_{01} \cdot \frac{\partial}{\partial g} \tilde{Z}_{11} - \tilde{Z}_{10}\beta_1 \cdot \frac{\partial}{\partial g} \tilde{Z}_{11} - \tilde{Z}_{11}\beta_{01} \cdot \frac{\partial}{\partial g} \tilde{Z}_{10}.
\]  
\( (B.10) \)

For the \( d = 4 \) scalar fermion theory, in terms of the general notation of Eq. \((B.2)\)

\[
\tilde{Z}_{10} = \tilde{\zeta}_{10} T_1, \quad Z_{11} = \zeta_{11} T_1, \\
\tilde{Z}_{20} = \tilde{\zeta}_{20} T_2 + \tilde{\xi}_4 T_1^2, \\
\tilde{Z}_{21} = \zeta_{21} T_2 + \zeta_{11}(3\zeta_{10} + \delta_1) T_1^2, \\
\tilde{Z}_{22} = \frac{3}{2} \zeta_{11}^2 T_1^2.
\]  
\( (B.11) \)

The corresponding results for \( Z_{10} \) etc may be obtained from those for \( \tilde{Z}_{10} \) etc in Eq. \((B.11)\)

simply by setting \( \delta_1 = \delta_2 = 0 \), and \( \tilde{\xi}_4 = \xi_4 \). The result for \( Z_{Lm} \) leads to a contribution to \( g_{Lm} \) (in the notation of Eq. \((B.1)\), but in this case corresponding to the Yukawa coupling) given by \((Z_{Lm})_g\) in the notation introduced in Eq. \((2.13)\).

For the \( d = 6 \) scalar theory, in terms of the general notation of Eq. \((B.2)\)

\[
\tilde{Z}_{10} = \tilde{\zeta}_{10} t_1, \quad Z_{11} = \zeta_{11} t_1, \\
\tilde{Z}_{20} = \tilde{\zeta}_{20} t_2 + \tilde{\xi}_4 t_1^2, \\
\tilde{Z}_{21} = \zeta_{21} t_2 + \zeta_{11}(3\zeta_{10} + \delta_1) t_1^2, \\
\tilde{Z}_{22} = \zeta_{22} t_2 + \frac{3}{2} \zeta_{11}^2 t_1^2.
\]  
\( (B.12) \)

Once again, the corresponding results for \( Z_{10} \) etc may be obtained (up to this order) from those for \( \tilde{Z}_{10} \) etc in Eq. \((B.12)\)

simply by setting \( \delta_1 = \delta_2 = 0 \), and \( \tilde{\xi}_4 = \xi_4 \); and the result for \( Z_{ij} \) leads to a contribution to \( g_{ij} \) (again in the notation of Eq. \((B.1)\), but now corresponding to the scalar coupling) given by \( Z_g \) in the notation introduced in Eq. \((3.6)\).
It is useful to derive the general redefinition relating $\overline{\text{MS}}$ and a non-minimal scheme. For $\overline{\text{MS}}$, Eqs. (B.1), (B.2) take the form

\begin{align*}
g_B^A &= \mu^A \left( g_{\overline{\text{MS}}}^A + \sum_{L=1,m=1}^{m=L} \frac{g_{Lm}^A}{\epsilon^m} \right), \\
\tilde{Z}_\phi &= \sum_{L,m=1}^{m=L} \frac{\tilde{Z}_{Lm}}{\epsilon^m}, \tag{B.13}
\end{align*}

i.e. with the summations starting at $m = 1$ rather than $m = 0$, so that comparing the finite terms in Eqs. (B.1), (B.2) with Eq. (B.13) we have the simple relations

\begin{align*}
g_{\overline{\text{MS}}}^A &= g^A + \sum_{L=1} \tilde{Z}_{L0}^A(g), \\
\phi_{\overline{\text{MS}}} &= \phi + \sum_{L=1} \tilde{Z}_{L0}(g)\phi. \tag{B.14}
\end{align*}

However we usually wish to change scheme from $\overline{\text{MS}}$ to the non-minimal scheme. Solving Eq. (B.14) for $g, \phi$, in terms of $g_{\overline{\text{MS}}}, \phi_{\overline{\text{MS}}}$, we find up to second order (which will be sufficient for our purposes)

\begin{align*}
g^A &= g_{\overline{\text{MS}}}^A - g_{10}^A(g_{\overline{\text{MS}}}) - g_{20}^A(g_{\overline{\text{MS}}}) + g_{10}(g_{\overline{\text{MS}}}) \cdot \frac{d}{dg_{\overline{\text{MS}}}} g_{10}(g_{\overline{\text{MS}}}), \\
\phi &= \left[ 1 - \tilde{Z}_{10}(g_{\overline{\text{MS}}}) - \tilde{Z}_{20}(g_{\overline{\text{MS}}}) + g_{10}(g_{\overline{\text{MS}}}) \cdot \frac{d}{dg_{\overline{\text{MS}}}} \tilde{Z}_{10}(g_{\overline{\text{MS}}}) \right] \phi_{\overline{\text{MS}}}. \tag{B.15}
\end{align*}

Finally, we need results for the effect of a scheme change as implemented by a redefinition of couplings and fields. Under a coupling redefinition $g' \equiv g'(g)$, we have

\begin{equation}
\beta'^A(g') = \mu \frac{d}{d\mu} g'^A = \beta(g) \cdot \frac{d}{dg} g^A, \tag{B.16}
\end{equation}

which at lowest order gives

\begin{equation}
\delta \beta^A = \beta \cdot \frac{d}{dg} \delta g^A - \delta g \cdot \frac{d}{dg} \beta^A. \tag{B.17}
\end{equation}

We also have (as we saw in Eq. (B.15) in the case of a change from $\overline{\text{MS}}$)

\begin{equation}
\phi' = \Omega \phi \tag{B.18}
\end{equation}

for some matrix $\Omega$, which entails

\begin{equation}
\gamma' = \Omega \gamma^{-1} \left( \mu \frac{d}{d\mu} \Omega \right) \Omega^{-1} \tag{B.19}
\end{equation}
which at lowest order gives
\[
\delta \gamma = [\delta \Omega, \gamma] + \beta \cdot \frac{d \delta \Omega}{dg} - \delta g \cdot \frac{d \delta g}{dg} \gamma. \tag{B.20}
\]

The computation of the two-point function yields corrections to \(\tilde{Z}_\phi \tilde{Z}_\phi^T\) rather than to \(\tilde{Z}_\phi\) itself, and therefore it appears not to be possible to extract non-symmetric contributions to \(\tilde{Z}_\phi\) from the perturbative computation. However, in the main text we work backwards from Eq. (B.19) to deduce the non-symmetric contribution in a general scheme, starting from the fact that the anomalous dimension in \(\overline{\text{MS}}\) is symmetric and has no 1PR contributions.
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