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Abstract: Land surveying projects (LSPs) suffer from the effects of many risk factors on the time and accuracy of these projects. Using field surveys, the main objective of this study was identifying the major activities and risk factors associated with LSPs’ execution, as well as assessing and analyzing the effects of the risk factors on the LSPs’ time and accuracy. Furthermore, the study aimed to classify and determine the responsibility of each risk factor and evaluate the responsibilities. Four main activities were categorized and presented, including reconnaissance works, planning works, data collection works, and data adjustment works. Moreover, forty-three risk factors that control the main activities and affect the time and accuracy of LSPs were recognized. The probabilities of occurrences for the risk factors and impacts on the time and accuracy of LSPs were determined as well as their combined effects. Key risk factors that had high threats on LSPs and affect time and accuracy were highlighted as the most critical risk factors. Many correlations were determined among risk factors affecting LSPs’ activity groups and their various effects on time and accuracy. The responsibilities of the surveying crew (chief, surveyor, assistance, office engineer) for each risk factors were correspondingly defined. The results showed that “Data collection works” is considered the riskiest activity group in LSPs and most of the key risk factors belonged to this group. Around 25% of the LSPs face time overrun and do not meet the required specifications. On the other hand, the surveyor was found to be responsible for most of the risk factors and the office engineer was signified by the lowest responsibility, while the responsibilities for most risk factors were single responsibility and few were shared by only dual responsibility.
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1. Introduction

Land surveying is essential and vital work for the design and construction processes in all civil engineering projects (CEPs). Surveying works set up a basic outline of control or positioning CEPs, used in construction to establish grades, axes, and fixed points. The surveying crew participates in many tasks in CEPs such as project pre-studies; determination of the boundaries of the project area and preparing a map for design purposes; the processes of designing, direct implementation, maintenance, and use; and finally, demolition of building structures [1].

The surveying works are not completed by ending the construction phase. The surveyor introduces continuous monitoring if displacements, cracks, or settlement occur on a structure to prevent possible construction disasters, and he is also obliged to assess the conformity of the erected building structure with the design. It can be concluded that, without executing surveying works with high accuracy, none of the CEPs can be executed correctly.

As all construction projects, LSPs face the effects of many risks that affect the project objectives. Moreover, LSPs have more different characteristics than other CEPs, which
may increase the effects of risks on their objectives such as the project purpose, type, size, location, site (accessibility, challenges, evictions, and obstacles), terrain nature, and weather conditions [2].

In the area of risk management in CEPs, there are some factors, items, and features that should be taken into account and properly identified and quantified in LSPs’ objectives. Time and accuracy are considered the most important and vital objectives in LSPs. The accuracy of surveying measurements plays a key role in LSPs and this objective is considered the core of these projects. Furthermore, any delay in a time project makes several problems such as increasing costs and causing payments for delay penalties. Land surveyors are held to high standards, as errors in their work not meeting specifications or achieving proposed project time may result in lost construction costs, faulty construction, or potential safety issues.

From the perspective of project management knowledge, the chief party (project manager) in land surveying should know and properly manage various resources (human, financial, equipment, documentary information, and time) at their disposal and overcome challenges, obstacles, and barriers in all of the surveying activities [3]. Accordingly, they should aim to achieve maximum efficiency in the executed work (satisfying specifications) with minimum resources and overall cost, in the minimum amount of time (i.e., achieves constraints on time and accuracy). In other words, the surveying team should complete its work on time, with high quality results.

The previously mentioned reasons concern the importance and complexity of executing the activities of LSPs in all CEPs and the presence of many risks affecting these projects and, correspondingly, the high importance of meeting specifications with the objective of accuracy and achieving the proposed project time in LSPs. Furthermore, no studies have been conducted to analyze or identify risks in LSPs. Therefore, the research efforts in the field of LSPs’ management need to be developed to include risk analysis, thus confirming that LSPs’ leaders are adequately educated and ready to satisfy the surveying projects’ requirements. Furthermore, these causes show the necessity for risk analysis and management for LSPs’ activities.

Accordingly, the main purpose of this research was identifying the main activities associated with LSPs as well as exploring the various components of risk factors that affect the time and accuracy of executing these projects in order to rank and show the key risk factors. Additional objectives presented in this research can be briefed as follows:

(a) Examining the agreement between the contractors and consultants for the assessment of the risk factors’ probabilities and impacts on both time and accuracy in land surveying projects.

(b) Presenting a general overview for the risk factors’ probabilities and their impacts on the time and accuracy in land surveying projects to determine the most critical of the risk factors. It is essential to generate awareness of these factors and their probability of occurrence, as well as to examine the level to which they have high impacts on the project objectives.

(c) Studying and comparing the impacts and weights of each activity on the time and accuracy in land surveying projects, so that efforts can be completed to control these reasons, share practical results, and examine their relative importance.

(d) Determining who is responsible for each risk factor and categorizing them into groups based on the responsibility, as well as evaluating these responsibility groups.

In addition to the abstract, an introduction covering the problem statement, objectives, and methodology, this paper included a review of risks, risk analysis, and risks in construction projects including many applications of risk management and modeling in CEPs. Furthermore, activities of LSPs were identified, as well as forty-three risk factors with their characteristics. The analysis of the results included evaluating the time and accuracy of the LSPs, and a qualitative analysis of risk factors’ effects, in addition to defining and ranking the key risk factors and risk groups in LSPs. Finally, the results included percentages of
responsibility for each risk factor and for each responsibility in each activity group, as well as percentages of responsibility in each group and in all factors.

2. Risk Overview

Project risk is an uncertain incident or situation. It can cause a positive or negative influence on the project’s objectives [4]. Several projects’ mangers try to avoid the negative impacts of risk factors on their projects to reach their time, cost, and quality goals [5,6]. Thus, risk factors should be recognized and evaluated [7]. The identification of risk factors is the first and most important step of the risk management process [8]. In this process, all major causes of factors impacting a certain project’s objective should be identified. These risks have weights that can be calculated prior to estimating project risk level, which can be calculated as the total of the weighted risk impacts of risk factors [9]. The magnitude of risk can be defined by multiplying the relative effect with the relative possibility of the cause of every risk occurring determined within the risk breakdown structure. The sum of these values can be used to determine an overall risk level for a project [10]. Risk factors that affect many project objectives are defined as the most critical risk factors and require more awareness [11]. On the other hand, management of risks and uncertainties can be completed by a systematic procedure during the estimation phase to decrease their negative impacts on the time and cost of the project. The aim of risk management is the identification of the sources of risk and uncertainty. It also involves the estimation of risk impact and the development of a suitable management response [12].

2.1. Risk Analysis

The majority of risk analysis difficulties have a combination of qualitative and quantitative data [13]. The total risk can be calculated through qualitative analysis, which depends on the subjective judgment of a skilled person. Qualitative assessment for the identified risks can be utilized to define both their probability and their impact on project goals. As a result of qualitative risk analysis, the risks can be prioritized for more attention [14]. In contrast, quantitative assessment for the risks in project management can be completed through changing the effect of risk on a project into statistical numbers. These statistical numbers are regularly utilized to compute the cost and time contingencies of a project. Thus, it can be seen that quantitative assessment can be done over a simultaneous estimation of the effect of all identified and quantified risks [10].

2.2. Risk Analysis in Construction Projects

There are many case studies investigating different numbers of risk factors affecting the cost and time objectives of construction projects [15,16]. The risk assessment process usually involves an assessment of the likelihood or probability of the risk and its impacts on project objectives. Rezakhani (2012) [11] stated that the assessment of the level of risk is a complicated topic with uncertainty and vagueness. The project definition phase includes very critical steps that comprise the evaluation and analysis of the risks of a project. It also involves planning for risk management.

Several studies in recent years investigated the topic of risk identification and assessment in construction projects. Zhou et al. (2020) [17] investigated risks in the construction field and proposed a new system to manage and assess these risks. The proposed system combined the quality and risk management systems, incorporating a work field observing information, design data, and environmental records. Risks in the construction process of international rail projects were investigated and assessed using the principle of maximum proximity and Monte Carlo simulation techniques for estimating the costs of these projects, including risk assessment for the construction of urban rail transit projects [18,19].

Other researchers introduced and developed models and approaches in order to manage or assess risks especially related to safety and workers’ issues in the construction field. Several risk factors related to the falls in high-voltage transmission towers were studied [20]. The effectiveness of virtual reality in safety studies on construction workers’
fall risk attitude was examined [21]. A framework concerns the data-driven approach to offering effective safety advance strategies based on risk networks in construction was delivered in relation to safety and workers’ problems in construction [22]. Moreover, the performance metrics are deliberated at network level and critical risk determining metrics at node level are measured. In addition, a hybrid fuzzy-based occupational risk assessment model was developed for the purpose of identifying, analyzing, and evaluating the risks facing the construction workers [23]. The implementation of this model caused an improvement in the safety and health of the involved workers.

Jebelli et al. (2016) [24] investigated the fall risk of construction laborers in stationary postures. Sanni-Anibire et al. (2020) [25] presented a new risk assessment technique for creating risks scores and weights of various events in construction projects, helping to improve the safety performance. Furthermore, a qualitative approach is introduced for investigating the attitudes and practices of construction workers towards employing individual protective equipment [26]. Convenient recommendations to reduce the risk-taking behaviors of construction staff were presented [27]. These recommendations involved satisfying the expectations of construction staffs and enhancing benefits, for example, work effectiveness, convenience, safety training, and physical comfort. On the other hand, A Construction Worker Risk Perception Scale was established to include scales of worker risk perception, for instance, probability and severity [28].

Based on risk analysis, many researchers supported various decisions in construction projects as well as using risk management in solving many construction problems [10,29]. There is a considerable positive relationship between construction risk management and regulations [30]. A new method for evaluating construction projects was presented for supporting the choice of minimally risky projects based on risk analysis, taking into account the cost and time overruns criteria, as well as market conditions and financial resources [31]. A systemic decision-support approach was offered for metro construction projects, focusing on safety risk analysis and uncertainty and based on integrating fuzzy extensive evaluation method and a Bayesian network using three aspects including risk probability, risk loss, and risk controllability [32]. A methodology was suggested to appropriately take supply disruption risk into account through modelling a new algorithm to find the needed probability distributions of disruption delays [33]. The results of this study declared the importance of the identified risks in order to take optimal judgments for various construction policies.

A weighting function in construction risk assessment was proposed for offering better measurement of the cognitive errors by adjusting the over- and under-estimation [34]. A thorough method was suggested considering supply chain risk management for construction projects [35]. In these projects, grounded theory, fuzzy cognitive mapping, and grey relational analysis were employed for assisting in classifying and identifying risk reduction scenarios.

Risks in small and medium enterprises (SMEs) in the construction sector were also studied, focusing on the occupational risk-prevention training [36]. The triangular intuitionistic fuzzy-EDM model was proposed for enhancing the applicability of time performance indices and the process of forecasting under unknown conditions. A new approach of risk assessment, changing probabilities to control levels, was also introduced for providing simple implementation and more precise risk scores [37]. This could lead to a healthier, secure, and more suitable jobsite for the construction of small and medium enterprises.

Lastly, it is worth mentioning that there is a use for new techniques and models based on fuzzy set theory to quantify the risks’ effect on many objectives in construction projects, such as cost and time overruns [38], and for quantifying the effects on greening existing buildings [39] in addition to estimating the risk incidents during tunnel construction operations [15].
3. Research Methodology

The research methodology of this study was applied through three stages. In the first one, an inclusive literature review is prepared as well as semi structured interviews to professionals in the field of LSPs for the purpose of identifying the main activities in these projects in addition to identifying the risk factors affecting these activities. A list for the main activities and risks affecting them was obtained as a result of this stage.

In the second stage, brainstorming sessions were conducted to filter and arrange the main data concerning the risk factors affecting the main activities. The output of this stage is a questionnaire form main section concerning the risk factors affecting time and accuracy objectives. This stage is followed by designing the questionnaire including other sections related to respondent’s data and data concerning time and accuracy characteristics of land surveying projects. The questionnaires were distributed to professionals in designing and executing LSPs, and the data collected from questionnaires feedback were fully analyzed. An agreement test was conducted to confirm that the information collected has a high level of agreement among partners. Finally, a brainstorming session was conducted in the third stage to rate and evaluate the responsibility of each risk factor. A flowchart summarizes the methodology stages and outputs in each stage, as presented in Figure 1.

Figure 1. The research methodology overview.

4. LSPs’ Activity Groups

Land surveying has always required four consecutive activities. The first main activity group is “Reconnaissance works”, which explores and evaluates many issues concerning project sites such as the overall layout, contacts with landowners, barriers of site accessibility, and lines of occupation [40]. The second main activity group is “Planning works”, which is used for selecting techniques, suitable instruments, type of survey method, and surveying crew according to the purpose and the accuracy requirements. The third main activity group is “Data collection works”, which is utilized for gathering data about the land, which involves choosing and marking points; making description sketches; measuring distances, angles, and coordinates for points; and recording these observations; placing stakes at designated points measuring the distance between survey points; marks measuring points with keel or stakes; placing stakes at designated points; obtaining data pertaining to angles, elevations and control points, map creation, or other purposes, such as notes.
compiling, data recording, and sketches of attained and performed work. The fourth main activity group is “Data adjustment works”, which involves analyzing; filtering; verifying the accuracy of field survey data; and preparing plots, maps, and reports. Surveying works comprise both fieldwork and office work. The first and the third groups are fieldworks (outdoor work), while the other groups are considered office work (indoor work).

5. Data Collection, Analysis, and Discussion

The questionnaires are considered a suitable tool that can be used in the case of collecting new data [41]. This tool is well-familiar and commonly used in construction projects management studies [42,43]. In some circumstances, the required data can be completed by a limited number of questionnaires [44]. In this research, the latest version of the questionnaire forms was distributed among 140 specialists in many countries who had adequate experience in LSPs. The professionals were asked to reply related to the probability of occurrences and weights associated with every risk factor based on their practice experience. The respondents were divided into two categories: contractors and consultants, and the whole sum of respondents was 89. Of the 89 returned accepted questionnaires, 54 out of 76 questionnaires were obtained from contractors and 35 out of 64 from consultants, as shown in Table 1. The response rates were about 71% and 54% from contractors and consultants, respectively, with an average response rate of 63.5%. Further, 60.7% of the questionnaires were done by contractors and 39.3% were done by consultants.

| Respondents       | Contractors | Consultants | Total |
|-------------------|------------|-------------|-------|
| Questionnaire Distributed | 76         | 64          | 140   |
| Responses Received | 54         | 35          | 89    |
| Response Rate     | 71.05%     | 54.69%      | 63.57%|
| Percentage        | 60.67%     | 39.33%      | 100.00%|

5.1. Field Survey Design

LSPs such as most construction projects suffer from the shortage of documented data related to the probability of occurrence and impacts on LSPs’ objectives (time and accuracy). Thus, a questionnaire was constructed based upon available data from past experiences to find information on the probability and impacts of the risk factors recognized by experts on LSPs. Some methods were applied to convey the questionnaires to potential respondents. Direct distribution was utilized in the majority of the questionnaire to encourage respondents and to certify the accurateness of responses and increase the response rate [45].

In order to present the questionnaire in an organized way, a comprehensive multiple-choice question was completed and verified prior to being directed to respondents. The questionnaire was separated into three sectors (A, B, and C). Sector (A) covers broad questions related to the respondents’ information such as position and experiences. Sector (B) denotes the key section of collected information to attain data on the probability of occurrence for each risk factor and its impact on the time and the accuracy of the land surveying projects from the reality of the participant experience. The proposed forty-three risk factors were comprised as presented in Table 2. Lastly, Sector (C) pursued information on the land surveying projects’ time delay and satisfaction of accuracy levels of these projects on which the respondents have worked.
Table 2. Description and identification of the risk factors that control land surveying activities.

| NO. | Activity Group (A): Reconnaissance Works |
|-----|-----------------------------------------|
| 1   | Absence of reconnaissance works for exploring site conditions and availability of infrastructures. |
| 2   | Shortage in implementation of reconnaissance works. |

| Activity Group (B): Planning Works |
|-----------------------------------|
| 3   | Absence of pre-established (predetermined) procedure in all stages of the survey to reduce the effect of mistakes and blunders. |
| 4   | No selection for an observation method to eliminate known systematic errors, such as face left and face right. |
| 5   | Absence of preventive procedures which eliminate most instrumental errors. |
| 6   | Poor selection for technologies, suitable instruments and type of survey according to the purpose and accuracy requirements. |
| 7   | Lack of proper planning and preparation. |
| 8   | Poor selection of improper points sites that do not meet specifications and precautions. |
| 9   | Bad selection of point positions and geometry (improper magnitude for horizontal angles between points). |
| 10  | Poor planning and bad selection for observation time which affect signals received from GPS and accuracy. |
| 11  | Inconsistency between precision of angular measurements and precision of linear measurements. |
| 12  | Absence of pre-determined scale for the produced map to specify the details that can be taken and measured. |

| Activity Group (C): Data collection works |
|-----------------------------------------|
| 13  | Absence of applying the engineering and surveying specifications necessary for the measurements. |
| 14  | Not following a determinable observation method (technique) to avoid and eliminate systematic errors. |
| 15  | Absence of appropriate preventive procedures (such as repeated measurements) to eliminate most of the instrumental errors. |
| 16  | Transferring the instrument and sights from control point to other one instead of making mounted tribrach stay on the tripod over that points for all uses without disturbing the tribrach setup. |
| 17  | Poor checking instrument settings when it is received by a crew, whether new or transferred from another crew. |
| 18  | Carefully read and call out each reading (observation) to the recorder, so, any large blunders will be caught. |
| 19  | Absence of carefully analyzing observation sheets. There are some important items should be checked in the field by the recorder. |
| 20  | Absence of measuring the angle used to calculate the inaccessible distances with a high degree of accuracy. |
| 21  | Using sight distances that bad fit the terrain and are not comfortable for the observer. |
| 22  | Lack of elimination parallax before any readings are made. |
| 23  | Taking measurements at inappropriate times (just before and after noon), where the impact of refraction is greatest. |
| 24  | Turning through side shots to accomplish the work, rather than observing via control points. |
| 25  | Transposing two numbers (in field notes or computer input). |
| 26  | Changing instrument settings or value of constants unintentionally during observing. |
| 27  | Setting up (placing) the instrument or the rod at a wrong point (station). |
| 28  | Using the incorrect values for coordinates or benchmark. |
| 29  | Use incorrect units (feet instead of meters). |
| 30  | Uncertainty of holding the range pole (rod) perfectly in the direction of the plumb line. |
| 31  | Incorrect input value for prism constant or incompatible with the setting of the prism on target when using EDM. |
| 32  | Uncertainty of temporary adjustment (Parallax - setup - centering) when beginning to operate a new instrument. |
| 33  | Lack of honesty among some observers, such as accepting an error greater than what is permitted. |
| 34  | The tripod is not in good condition and some parts are not well fitted. |
| 35  | The instrument is not exactly over the point (centering). |
| 36  | Not following different pointing techniques that should be used depending on the type and apparent size of the target. |

| Activity Group (D): Data adjustment works |
|-----------------------------------------|
| 37  | Lack of correction or modeling of natural errors in adjustment process. |
| 38  | Absence of necessary corrections due to weather conditions. |
| 39  | Ignoring the ionosphere effect in adjustment on GPS surveying. |
| 40  | Inconsistency precision in angular and linear measurements. |
| 41  | Use of insufficiently accurate computation equations. |
| 42  | Lack of redundant observations to check observations. |
| 43  | End observations without locking on a control point (B.M.) to detect the closed error and ensure that it is permitted. |
5.2. Experiences of Respondents

The degree of consistency and strength of the data provided can be measured by number of respondents’ years of experience. In this research, about 28% of the specialists who responded had more than twenty years of experience in surveying projects in many countries, which subsequently improved the reliability of the collected data. Besides, to confirm that the field survey results were reliable, the answers of any respondents with less than five years of experiences were not taken into account. As presented in Figure 2, 32% of the respondents had 15–20 years of relevant experience, 21% of the respondents had between 10 and 15 years of relevant experience, and the remaining percentage of the respondents (19%) had 5–10 years of relevant experience. The average relevant experience of all respondents was 16.4 years; thus, the opinions are believed to reflect the real situation in this field.

![Figure 2. Years of experience of the respondents.](image)

5.3. Agreement Analysis

Separating the results for each of the two applicants’ groups (contractors and consultants) is not a logical job. It will be correct to show the results as an average of the findings. In order to take the advantage of this step, a correlation test is introduced to prove the agreement between those two groups through applying the Spearman’s correlation coefficient. This statistical test measures the relationship between any continuous or ordinal variables to evaluate direction and strength among them. This test has a noticeable benefit of no need for the hypothesis of normality or the supposition of variance homogeneity. Comparisons between medians and means can be carried out and, if the data represent two or less outliers, their effect can be cancelled. The Spearman test was conducted in this research on the responses of the two kinds of applicants (contractors and consultants) to determine whether or not the rankings for the probability of occurrence and the impacts of risk factors on the time and the accuracy of executing LSPs are in strong agreement. The value of rank correlation coefficient (R) varies from −1 to +1. In the case of R = +1, this represents a whole agreement in the order of the ranks and the ranks are in the same direction of increase. In the case of R = −1, this refers to a whole agreement and the priorities are in a reverse direction. If R = 0, then there is no relationship. Regarding Figure 3, all values of R are positive and larger than 0.5, which indicate that the probability of occurrence represents the highest level of agreement, while the impact on time represents the lowest one. However, these high positive values indicate a high agreement degree between the two applicants on the level of probability of occurrence and the impacts on time and accuracy. Consequently, the analysis will be conducted using average data from the two groups of respondents.
Figure 3. Spearman’s correlation coefficient for measuring the agreement between contractors and consultants.

5.4. Evaluation of Time of LSPs

The experts were asked in the last part of the questionnaire to answer some data concerning the time weight of the four risk categories, also delaying time and meeting accuracy associated with LSPs. The expected increase in the total time as well as achieving specification to represent accuracy according to the impact of the risk factors on the identified activities is determined. The average percentage weight of time for activity group (A): (Reconnaissance works) is very small and does not exceed 2%. This may be due to the limited number of risk factors under this group and small values for their indices. Activity group (B): (Planning works), which contains 10 factors, represented only by 5% of the project time. On the other hand, activity group (C): (Data collection works), which was affected by 24 factors, represents 83% of the total time. Finally, activity group (D): (Data adjustment works), represented by 10% of the total time, is affected by 7 factors. The values in Figure 4 represent the common and moderate percentages of the project period for each group, but they vary from project to another based on the size, scope, and type of land surveying projects. The percentage of predictable risk factors affecting an activity can determine the time weight of the activity [8].

It is also noticeable that there is a perfect fit between the number of risk factors affecting each group and the time represented by the same group. For example, Group (C), which is affected by 24 risk factor and represented by about 55% of all factors, consumes 83% from total time.

To measure the expected increase in project time in LSPs, the respondents were asked to respond from their experiences and the projects on which they have worked. As shown in Figure 5, regarding a pre-established procedure in all stages of the surveying works in CEPs, 74% from LSPs face less than 5% delays in project time, while the LSPs that suffer from a high percentage of delay (more than 20%) do not exceed 6% from all LSPs.
5.5. Evaluation of Accuracy of LSPs

Applying a predetermined procedure in all stages of the surveying works reduces the effect of mistakes and blunders and eliminates most instrumental errors. As presented in Figure 6, a high percentage value (about 76%) of projects satisfy specifications and meet accuracy requirements. A small percentage value (about 18%) of projects satisfy near specifications that occur in a special circumstance like bad weather conditions or moderate experience for surveying crew, while a very low percentage value (about 6%) of projects do not satisfy the requirements of accuracy, which occurs when the surveying crew has poor experience and does not meet specifications and precautions.
6. Qualitative Analysis for Risk Factors Effects on LSPs

Five risk levels were proposed to assess the collected data of the identified risk factors in the questionnaire. These data were in the form of five labels as follows: very high, high, medium, low, and very low. The probability of the occurrence of a risk factor and its level of impact on project time and accuracy were represented in two data categories as attained from the returned questionnaires. The analysis of risk factors was investigated through three indices, namely, (1) Probability Index (PI), (2) Impact Index for Time (IIT), and (3) Impact Index for Accuracy (IIA). These indices were used to assess risk factors based on their probability of occurrence, impact on the project time, and impact on the project accuracy as recognized by the participants. A description of these indices can be explored through the following equations:

\[
\begin{align*}
PI & = \frac{\sum_{i=1}^{n} P_i \times EF_i}{\sum_{i=1}^{n} EF_i} \\
IIT & = \frac{\sum_{i=1}^{n} It_i \times EF_i}{\sum_{i=1}^{n} EF_i} \\
IIA & = \frac{\sum_{i=1}^{n} Ia_i \times EF_i}{\sum_{i=1}^{n} EF_i}
\end{align*}
\]

where
- PI represents the probability index for a certain risk factor;
- P_i represents the probability weight;
- n represents the number of participants who responded;
- EF_i represents the experience factor: (EF_1 = 1 for 5–10 years, EF_2 = 1.6 for 10–15 years, EF_3 = 2.3 for 15–20 years, and EF_4 = 3 for above 20 years);
- IIT represents the impact index for time;
- It_i represents the impact weight for time;
- IIA represents the impact index for accuracy;
- Ia_i represents the impact weight for accuracy;
- P_i, It_i, and Ia_i represent constants expressing the weight (0.1, 0.3, 0.5, 0.7, or 0.9) given to the ith response.

The respondents were requested to answer three points for each risk. For example, to determine the probability weight P_i, the respondents were asked to judge the probability level of risk occurrence by choosing one of the five labels, namely, very low probability, low probability, moderate probability, high probability, and very high probability [43].

Figure 6. Percentages of the projects’ satisfy specifications.
The same methodology was applied to obtain IIT and IIA. These equations were used to calculate the three indices (PI, IIT, and IIA) for all identified risk factors.

To determine the previous indices, the labels for $P_i$, $I_{it}$, and $I_{ia}$ (very low, low, moderate, high, and very high) were changed into numerical scales as follows: ‘very low’ = 0.1, ‘low’ = 0.3, ‘moderate’ = 0.5, ‘high’ = 0.7, and ‘very high’ = 0 [8,46].

A certain risk factor may occur frequently while its impact may be high, and vice versa. So, it is important to calculate a combined effect of risks using the Risk Factor Index for Time (RFIT) and Risk Factor Index for Accuracy (RFIA) as follows:

$$RFIT = PI \times IIT$$

$$RFIA = PI \times IIA$$

The risk factor indices for time and accuracy were calculated for all identified risks using Equations (4) and (5) and the results are presented in Figure 7. Although, the way to determine RFIT and RFIA may disregard the risks with a low probability of occurrence and a high impact on project time and accuracy.

![Figure 7](image_url)

**Figure 7.** The risk factor index for time (RFIT) and accuracy (RFIA).

### 6.1. Risk Indices’ Correlations

A Spearman test is also conducted to show the direction and strength of the relationship among all risk factors’ indices. Table 3 summarizes the values of correlation coefficient between each of the two indices. The values between PI and both IIT and IIA are equal to −0.445 and −0.297 respectively. The minus sign refers to the reverse direction relation, which is specially with time. On the other hand, relation between IIT and IIA is positive (0.129), while this relation increases between RFIT and RFIA with a coefficient of 0.388.

|       | PI      | IIT     | IIA     | RFIT   | RFIA   |
|-------|---------|---------|---------|--------|--------|
| PI    | 1       | −0.445  | −0.297  | 0.575  | 0.634  |
| IIT   | −0.445  | 1       | 0.129   | 0.312  | −0.411 |
| IIA   | −0.297  | 0.129   | 1       | −0.094 | 0.323  |
| RFIT  | 0.575   | 0.312   | −0.094  | 1      | 0.388  |
| RFIA  | 0.634   | −0.411  | 0.323   | 0.388  | 1      |
6.2. Key Risk Factors

Qualitative analysis for risks includes highlighting and prioritizing the high-level factors in the study. Table 4 declares the top ten key risk factors that control the time and accuracy of LSPs. It is clear that risk factor No. 23 (Taking measurements at inappropriate times) is ordered first in the case of time, while it does not appear in the top ten related to accuracy, while risk factor No. 16 (Transferring the instrument from control point to another one) appears to be first in accuracy, while it is ordered sixth in time. Four risk factors occupied advanced ranking and appear in both time and accuracy (factors No. 13, 15, 16, and 17). Regarding risk activity groups, as expected, activity group (C) represents the highest group, which has six factors in time and eight in accuracy, which appear in Table 4. On the other hand, activity group (A) does not have any risk factors in the top ten risk factors, and activity group (D) has no factors in the top ten risk factors in the case of time and has one factor in the case of accuracy. Concerning Figure 8, it is clear that the values of RFIA are higher than their counterparts in time (RFIT).

Table 4. Ranking of top ten risk factors in case of time and accuracy of LSPs.

| Rank | Factor No. | RFIT | Activity Group | Rank | Factor No. | RFIA | Activity Group |
|------|------------|------|----------------|------|------------|------|----------------|
| 1    | 23         | 0.361| C              | 1    | 16         | 0.528| C              |
| 2    | 12         | 0.308| B              | 2    | 17         | 0.494| C              |
| 3    | 15         | 0.296| C              | 3    | 33         | 0.445| C              |
| 4    | 14         | 0.280| C              | 4    | 13         | 0.345| C              |
| 5    | 8          | 0.280| B              | 5    | 11         | 0.318| B              |
| 6    | 16         | 0.278| C              | 6    | 30         | 0.310| C              |
| 7    | 17         | 0.274| C              | 7    | 21         | 0.309| C              |
| 8    | 13         | 0.265| C              | 8    | 37         | 0.303| D              |
| 9    | 7          | 0.260| B              | 9    | 15         | 0.299| C              |
| 10   | 10         | 0.257| B              | 10   | 18         | 0.297| C              |

Figure 8. A comparison of the top ten risk factors for RFIT and RFIA.

6.3. Analysis Based on Risk Groups Effects

For comparing the risks effects on the risk activities groups, the boxplot was conducted on the obtained data. Using the boxplot that can display the middle, spread, range, and any blunders can provide a rapid visual overview [47]. Usually, the plot of the box
shows 50% of the information in the box. While the upper side of the box indicates the 75th percentile, whereas the lower side indicates the 25th percentile. A straight line implies the median in the middle of the box. If the data do not contain outliers, the ends for lines shows the minimum and maximum values. If Q1 and Q3 represent the 25th percentile and the 75th percentile, respectively, and the interquartile range (IQR) represents the difference between Q3 and Q1, then the value that is under Q1 $- 1.5 \times (IQR)$ or above Q3 + 1.5 (IQR) can be measured as an outlier. The outliers are symbolized on the display with a point above or below the range.

In this study, a boxplot analysis is presented in Figures 9 and 10 for comparing and summarizing the data sets for RFIT and RFIA magnitudes in the case of risk activity groups and the case of all risk factors. RFIT and RFIA values were shown in the boxplot and arranged side-by-side in the two mentioned cases.

Figure 9. Boxplot analyses for each activity group.

Figure 10. Boxplot analyses for all factors.
Regarding Figure 9, the widest range of RFIT and RFIA values is for activity group (B), although it contains 10 factors. On the other hand, activity group (C), which contains the large number of factors (24 factors), does not represent the widest range, especially in case of accuracy. Furthermore, the only group that contains outliers is also activity group (C), which contains three factors in the case of accuracy (factors No. 16, 17, and 33). The highest values also belong to activity group (C) in both time and accuracy. The results of activity group (A) can be neglected owing to the limited numbers of factors (two only), but the values are less than other activity groups. In the case of comparing cases of time and accuracy regarding risk groups, it can be clarified that activity groups (B) and (C) are close in their values, except for outliers’ factors.

It is clear that, from Figure 10 when comparing FRIT and FRIA based on all factors, the same high outliers appear, belonging to activity group (C) (factors No. 16, 17, and 33). On the other hand, new outliers appear in the bottom. The range in the case of time is higher than the range in the case of accuracy.

Table 5 declares the statistical data for RFIT and RFIA values for each group. It is obvious that, for all factors, the standard deviation and mean in RFIA are higher than those in RFIT by about 50% and 24%, respectively. On the other hand, it can be seen that, for each activity group separately, the mean value in the case of RFIA in activity group (A) is smaller than that of RFIT by about 80%, while the mean values of RFIA are higher than RFIT in Groups B, C, and D by about 10%, 32%, and 44% respectively.

| Mean | RFIT | RFIA |
|------|------|------|
| Activity Group A | 0.14 | 0.04 |
| Activity Group B | 0.20 | 0.22 |
| Activity Group C | 0.22 | 0.29 |
| Activity Group D | 0.18 | 0.26 |
| ALL Factors | 0.21 | 0.26 |
| Std. Deviation | 0.06 | 0.09 |
| Minimum Range | 0.05 | 0.03 |
| Maximum Range | 0.36 | 0.53 |

6.3.1. The Party Chief

The party chief leads the work activities of a survey party day-to-day. The party chief is responsible for ensuring that the crew performs their tasks perfectly and safely according to the presented plan. Moreover, they confirm the accuracy of the crew’s performance, measures precise observations, and supports solving work challenges, conducts documentation for all project data and electronic files, and finally follows achieving the project scope.

6.3.2. Professional Land Surveyor

The professional land surveyor uses basics of mathematics (geometry and trigonometry), physics, and engineering [48]. They should be independent, stable, persistent, practical, and thrifty, with a distinct personality. Most of his tasks include hard field works owing to many difficulties in the site, while he conducts little tasks indoors.

6.3.3. The Assistant Surveyor

The assistant surveyor is also called the survey chainman, stakeholder, or prism man. For assisting the surveying crew, they can perform the following duties: holding the level rod or reflector at designated points, calling out reading or writing it in a notebook, measuring distance between survey stations, sites staking at designated stations and fixing them into the ground, compiling sketches and recording data, and executing other tasks as ordered by the party chief.
6.3.4. Office Engineer

An office engineer is responsible for filtering, verifying the accuracy and analyzing field survey data, preparing plots, maps, and reports, as well as presenting information to regulatory agencies.

6.4. Analysis Based on Responsibility

One of the main steps for mitigating the effect of risks on the project activities is defining the responsibility of risks. As explained before, there are four responsible for the risk factors affecting LSPs. A brainstorming session was conducted in the last phase as explained in the methodology with five professionals to arrange and rate this responsibility. The results of this session were summarized and the percentage of responsibility in each risk factor is determined in Table 6.

Table 6. Percentage of responsibility of each risk factor.

| Activity Group | Risk Factor No. | Percentage of Responsibility |
|----------------|-----------------|------------------------------|
| Activity Group A: Reconnaissance Works | 1 | 100 | - | - | - |
| | 2 | 100 | - | - | - |
| | 3 | 100 | - | - | - |
| | 4 | 100 | - | - | - |
| | 5 | 50 | 50 | - | - |
| | 6 | 100 | - | - | - |
| | 7 | 100 | - | - | - |
| | 8 | 30 | 70 | - | - |
| | 9 | 50 | 50 | - | - |
| | 10 | 80 | 20 | - | - |
| | 11 | 80 | 20 | - | - |
| | 12 | 100 | - | - | - |
| Activity Group B: Planning Works | 13 | - | 100 | - | - |
| | 14 | - | 100 | - | - |
| | 15 | - | 80 | 20 | - |
| | 16 | - | 100 | - | - |
| | 17 | - | 50 | 50 | - |
| | 18 | - | 100 | - | - |
| | 19 | - | 100 | - | - |
| | 20 | - | 100 | - | - |
| | 21 | - | 100 | - | - |
| | 22 | - | 100 | - | - |
| | 23 | - | 100 | - | - |
| | 24 | - | 100 | - | - |
| | 25 | - | 50 | 50 | - |
| | 26 | - | 100 | - | - |
| | 27 | - | 50 | 50 | - |
| | 28 | - | 100 | - | - |
| | 29 | - | 100 | - | - |
| | 30 | - | 30 | 70 | - |
| | 31 | - | 80 | 20 | - |
| | 32 | - | 80 | 20 | - |
| | 33 | - | 100 | - | - |
| | 34 | - | 100 | - | - |
| | 35 | - | 100 | - | - |
| | 36 | - | 100 | - | - |
| Activity Group C: Data collection works | 37 | - | - | - | 100 |
| | 38 | - | - | - | 100 |
| | 39 | - | - | - | 100 |
| | 40 | - | - | - | 100 |
| | 41 | - | - | - | 100 |
| | 42 | 50 | 50 | - | - |
| | 43 | 50 | 50 | - | - |
Figure 11 and Table 7 show the percentage on each responsibility in each activity group and summarize the percentage of each responsible in each group as well as the percentage of each responsible in all risk factors. It can be concluded that the surveyor is the responsible for most of risk factors (31), with a percent of 55.4%, representing 88.3% from responsibility in the activity group (C), which is considered the most risky group. However, the chief has no responsibility in activity group (C), but he is ranked in the second order in responsibility and represents 23.2% of total responsibility. Most of his responsibility appears in activity group (B). It is also noticeable that the assistance appears only in activity group (C), with a percent 11.7 and total 12.5%, and office engineer appears only in activity group (D), with a percent 71.4 and total 8.9. Most of the responsibilities for the risk factors are single and few are shared by only two responsible.

![Chart Title: Chief Surveyor Assistance Office Eng.](chart)

**Figure 11. Percentage of each responsibility in each group.**

**Table 7. Percentage of each responsibility in each activity group and all factors.**

| Group               | Percentages of Responsibility |
|---------------------|------------------------------|
|                     | Chief | Surveyor | Assistance | Office Eng. |
| Activity Group A    | 100.0 | -        | -          | -           |
| Activity Group B    | 79.0  | 21.0     | -          | -           |
| Activity Group C    | -     | 88.3     | 11.7       | -           |
| Activity Group D    | 14.3  | 14.3     | -          | 71.4        |
| ALL Group Factors   | 23.2  | 55.4     | 12.5       | 8.9         |

7. Conclusions

Based on the support of a practical survey, the principal activities of LSPs in CEPs were identified. Furthermore, this study characterized the risk factors that affect the time and accuracy of the identified activities with the target of focusing on the most important risks that can affect the execution of LSPs. Forty-three risk factors were grouped under four main execution activities, including reconnaissance, planning, data collection, and data adjustment works. The identified risk factors were qualitatively analyzed and assessed. The distribution of data for the different activities showed that the studied risk factors for the LSPs in this study were convincing and could be used for conducting a risk management plan in forthcoming LSPs. A brief for the specific conclusions can be summarized as follows:

1. Many agreements tests were conducted based on risk factors ranking by consultants and contractors through three developed indices corresponding to the possibility
of occurrence, the influence on time, and the influence on accuracy. The weight of respondents’ experiences was considered through calculations.

2. There is a positive correlation between the number of risk factors affecting each activity group and the time weight represented by the same group. For example, in activity group (C), which is affected by 24 risk factors and represented by about 55% of all factors, it consumes 83% from total time.

3. About 74% of the LSPs meet the proposed time or faces minimum time delay, while about 76% of these projects satisfy specifications and meet high accuracy.

4. For risk factors’ assessment, two severity indices (RFIT and RFIA) were developed and determined by combining effects of the possibility of occurrence with the influences of risk factors on time and accuracy. The values of RFIA were found to be higher than their counterparts in RFIT.

5. Not all risk factors appear together in first top ten ranked risk factors related to time and accuracy. For example, the risk factor arranged first in the case of time does not appear in the first top ten in the case of accuracy.

6. Most of the key risk factors that affect both time and accuracy were located in activity group (C). For example, risk factor No. 16, concerning the transfer of the instrument and sights from one control point to another, was considered the most vital factor that affects both time and accuracy. On the other hand, risk factor No. 23, which concerns taking measurements at inappropriate times, is ordered first in the case of time, while it does not appear in accuracy first top ten.

7. The standard deviation and mean values for RFIA in case of all risk factors are greater than in the case of RFIT values, while the mean values of RFIA are higher than those for RFIT in all activity groups except activity group (A).

8. The boxplot analysis displayed that the values of developed indices for time and accuracy for activity group (A) were adjacent, whereas the values for activity group (C) presented a convergence. The widest range of RFIT and RFIA values was found for activity group (B). Risk factors occupied outliers, and appeared only in activity group (C). It can be clarified that activity groups (B) and (C) are close in their values, except outliers’ factors. Based on all factors, the range in the case of time is higher than that of accuracy.

9. The surveyor has the highest responsibility for most of risk factors, followed by the chief and assistant surveyor, while the office engineer is denoted the lowest responsibility. Most of the responsibilities for the risk factors are single and few are shared by only two responsibilities.

10. Although activity group (C) is considered the riskiest group, there is no responsibility for the chief in that group, while all responsibilities for the assistance appear in this group.
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