Inference of stochastic time series with missing data
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Inferring dynamics from time series is an important objective in data analysis. In particular, it is challenging to infer stochastic dynamics given incomplete data. We propose an expectation maximization (EM) algorithm that iterates between alternating two steps: E-step restores missing data points, while M-step infers an underlying network model from the restored data. Using synthetic data of a kinetic Ising model, we confirm that the algorithm works for restoring missing data points as well as inferring the underlying model. At the initial iteration of the EM algorithm, the model inference shows better model-data consistency with observed data points than with missing data points. As we keep iterating, however, missing data points show better model-data consistency. We find that demanding equal consistency of observed and missing data points provides an effective stopping criterion for the iteration to prevent going beyond the most accurate model inference. Using the EM algorithm and the stopping criterion together, we infer missing data points from a time-series data of real neuronal activities. Our method reproduces collective properties of neuronal activities such as correlations and firing statistics even when 70% of data points are masked as missing points.

I. INTRODUCTION

System identification is one of the most important tasks in data science \[1\]. To be specific, suppose we have observations \(\{\tilde{\sigma}(t)\}\) of a sample \(\tilde{\sigma} = (\sigma_1, \sigma_2, \ldots, \sigma_N)\), where \(t\) can denote a time index for time series data, or a sample index for independent data. Considering stochastic systems, statistical mechanics has been adopted to construct the least structured probabilistic model of \(P(\tilde{\sigma})\) from observations. In particular, Ising-like models of \(P(\tilde{\sigma}) \propto \exp \left( \sum_{i,j} W_{ij} \sigma_i \sigma_j \right)\) incorporate the pair-wise interactions between variables. Its applicability ranges from neuroscience and biology \[2–7\] to economics and sociology \[8–10\]. Such pairwise interactions are generally sufficient to explain complex higher-order patterns in many cases \[2–11\]. To consider time-dependent data arising from kinetic interactions, another type of Ising model has been proposed \[12\]. Unlike the equilibrium model of \(P(\tilde{\sigma})\), the kinetic Ising model has a probabilistic relation between \(\sigma_i(t+1)\) and \(\sigma_j(t)\) with the conditional probability of \(P(\sigma_i(t+1)|\tilde{\sigma}(t)) \propto \exp \left( \sum_{j} W_{ij} \sigma_i(t+1) \sigma_j(t) \right)\). The kinetic model has been used to reconstruct neuronal networks from temporal neuronal activities \[13, 14\].

Both equilibrium and kinetic (or non-equilibrium) models have network parameters \(W_{ij}\). In the equilibrium model, it is symmetric \((W_{ij} = W_{ji})\) to represent undirected correlation between \(\sigma_i\) and \(\sigma_j\). However, in the kinetic model, \(W_{ij}\) is not necessarily symmetric \((W_{ij} \neq W_{ji})\) as it represents directed causality from \(\sigma_i(t)\) to \(\sigma_j(t+1)\). Due to the wide applications of these models, it is an important inverse problem to infer \(W_{ij}\) from observations \(\{\tilde{\sigma}(t)\}\). As concretely established in the equilibrium model \[13\], the kinetic model also has many inference methods including various mean-field approximations \[13, 16\], maximum likelihood estimation \[13, 14\], and the recent expectation-reflection (ER) method \[17\].

In real-world problems, it is common that only a part of a network is observable. For example, it is impossible to observe every neuron in the brain. Therefore, one should consider not only observed visible units but also unobserved hidden units. Much effort has been devoted to infer both hidden variables and the network parameters \[18–22\]. These methods basically rely on the expectation-maximization (EM) algorithm \[23\]. The EM method is composed of two iterative steps: E-step predicts hidden variables by using mean-field approximations \[18, 19\] or replica-based approaches \[20, 21\], or a likelihood-based method \[22\], and M-step optimizes the network parameters from the reconstructed data.

In addition to the issue of hidden units, another practical issue is that even visible units are not always observable throughout an experiment. At each time point, some units become accessible to observers and the others become inaccessible. For example, a large-scale neural network can be partially scannable in neuroscience experiments \[24\]. This scenario is also common in finance and social science. For a trading network, trade records are available only when traders are active \[25\]. Although some pioneering work exists, research on the kinetic Ising model with missing or partially masked data is still in its infancy. Campajola et al. \[26\] addressed this issue inspired by the mean-field approach of Dunn et al. \[18\] that...
was originally developed for the problem of hidden units. The mean-field approach imposes an a priori assumption that interactions are weak and dense \( \mathbf{19} \). Thus it is imperative to develop an approach free from such constraints. Of course, any such method has to be tested against real-world problems beyond the proof-of-concept with synthetic data.

Here we develop a general method to infer the parameters of a kinetic Ising model from data with sporadic missing values of any measured variable, extending our recent study on hidden units \( \mathbf{22} \). The algorithm uses the EM method: the E-step restores missing time points stochastically using a likelihood ratio, while the M-step infers network parameters from observed and restored data. Approximating the E-step with a stochastic realization is called the stochastic approximation EM (SAEM) \( \mathbf{27} \). By repeating the alternation between E- and M-steps, the algorithm infers network parameters. However, too much iteration can overfit the model, preventing accurate inference of model parameters. It is therefore crucial to find a criterion for stopping the EM iterations at the right time. We find an effective stopping criterion for such an optimal inference. It is based on the intuition that once missing data is properly restored, there should not be any distinction between observed and restored data. Therefore we stop the iteration when the stochastic model shows equal uncertainty for the prediction of observed and missing data points. Using the EM method with such an optimal number of iterations, we demonstrate that our method successfully infers interactions from synthetic data of the kinetic Ising model. We then apply the method to infer the kinetics of a neuronal network from real neuronal activity data \( \mathbf{28, 29} \), and confirm that the inference reproduces collective behaviors such as time correlation and firing statistics of neuronal activities.

This paper is organized as follows. In Section \( \mathbf{II} \) we describe our EM-based method and the stopping criterion for optimal iterations. In Section \( \mathbf{III} \) we validate this method with simulated data using the kinetic Ising model. We then apply the method to infer dynamics from a recording of neuronal activity, and compare the inference performance with equilibrium and simple imputation models. Finally, we summarize and discuss our findings in Section \( \mathbf{IV} \). To keep the paper self-contained, we briefly introduce the mean-field method developed by Campajola et al. \( \mathbf{26} \) as a benchmark of our method in Appendix \( \mathbf{A} \). We also consider various conditions to validate our method in Appendix \( \mathbf{B} \). Furthermore, we explain the equilibrium model in Appendix \( \mathbf{C} \) and describe additional experimental data on neuronal activities in Appendix \( \mathbf{D} \).

II. METHOD

We consider stochastic dynamics of the kinetic Ising model with \( N \) binary variables. The \( i \)-th spin \( \sigma_i(t + 1) \) at time \( t + 1 \) is stochastically determined by the conditional probability:

\[
P(\sigma_i(t + 1) = \pm 1|\overline{\sigma}(t), \theta) = \frac{\exp[\pm H_i(t)]}{\exp[H_i(t)] + \exp[-H_i(t)]},
\]

where the local field \( H_i(t) = \sum_j W_{ij} \sigma_j(t) + b_i \) integrates the influence of connected spins as well as external bias \( b_i \). We denote the model parameters as \( \theta = (W_{ij}, b_i) \). Here we choose a synchronous update for simplicity; refer to \( \mathbf{13, 30} \) for an asynchronous update. Given binary time series data \( \{\overline{\sigma}(t)\}_{t=0}^L \) of length \( L + 1 \), various methods exist to infer \( \theta \) in Eq. \( \mathbf{1} \) \( \mathbf{13, 15–17} \). In particular, the ER method provides faster inference than the standard maximum likelihood estimation, since the iterative algorithm is based on a multiplicative and parallelizable parameter update \( \mathbf{22} \). In this study, however, we used standard logistic regression included in the Python package, \textit{scikit-learn} \( \mathbf{31} \), because logistic regression shows similar performance with the ER method with high accuracy and fast computation. Note that Eq. \( \mathbf{1} \) implies the logistic function:

\[
P(\sigma_i(t+1) = 1|\overline{\sigma}(t), \theta) = \frac{1}{1 + \exp[-2 \sum_j W_{ij} \sigma_j(t) - 2b_i]}.
\]

In the absence of regularization, the logistic regression is equivalent to the maximum of a total likelihood of data,

\[
\mathcal{L}_{tot}(\theta) = \prod_{i=1}^N \prod_{t=0}^{L-1} P(\sigma_i(t + 1)|\overline{\sigma}(t), \theta).
\]

Now suppose that some of the data points are missing. Let \( \mathcal{M} \) denote the set of missing data points. We explicitly distinguish between missing and observed data points by denoting \( \sigma_i^m(t) \) for \( (i, t) \in \mathcal{M} \) and \( \sigma_i^o(t) \) for \( (i, t) \notin \mathcal{M} \). However, when the distinction is not necessary, we omit the superscripts \( m \) and \( o \). To recover these missing values, we first assign random binary values for \( \sigma_i^m(t) \) at every \( (i, t) \in \mathcal{M} \). Then, from the observed and randomly-assigned values of \( \{\overline{\sigma}(t)\}_{t=0}^L \), we can infer an initial value of \( \theta \) using logistic regression in Eq. \( \mathbf{2} \), or maximizing \( \mathcal{L}_{tot}(\theta) \) in Eq. \( \mathbf{3} \). The next step is to update the missing data points. Previous EM-based algorithms used a mean-field approach to approximate missing data points as mean values \( \mathbf{18, 20} \). For the E-step, however, we stochastically assign missing data points following SAEM. The likelihood of missing values \( \sigma_i^m(t) = \pm 1 \) can be derived from the total likelihood \( \mathcal{L}_{tot} \) as follows,

\[
\mathcal{L}_{i,t}^+ = P(\sigma_i^m(t) = \pm 1|\overline{\sigma}(t-1), \theta) \prod_{j=1}^N P(\sigma_j(t+1)|F_i(\overline{\sigma}(t), \theta), (4)
\]

where \( F_i^\pm(\overline{\sigma}(t)) = (\sigma_1(t), \ldots, \sigma_i^m(t) = \pm 1, \ldots, \sigma_N(t)) \) for \( (i, t) \in \mathcal{M} \). \( \mathcal{L}_{i,t}^+ \) is a product of the likelihoods determined by the one-step backward state of \( \overline{\sigma}(t-1) \) and
the one-step forward state $\sigma(t + 1)$. The likelihoods for $t = 0$ and $L$ involve only forward and backward states, respectively: $L_{i,0}^\pm \equiv \prod_{j=1}^{N} P(\sigma_j(1) | F_{i}^\pm (\bar{\sigma}(0)), \theta)$ and $L_{i,L}^\pm \equiv P(\sigma_i^L(t) = \pm | L - 1), \theta)$. Using these likelihood values, we stochastically re-assign $\pm 1$ to $\sigma_i^L(t)$ with a probability of $L_{i,t}^\pm / (L_{i,t}^+ + L_{i,t}^-)$ for every missing data point of $(i, t) \in M$ with random order. Alternatively, we have updated the missing data points with a Metropolis-like manner [32], and confirmed no noticeable changes (data not shown). Also note that updating one missing point is affected by other missing points that may or may not have been updated in that step.

After updating all missing data points, we optimize $\theta$ from the observed and restored data or may not have been updated in that step. Also note that updating one missing point is affected by other missing points that may or may not have been updated in that step.

To address this issue, we consider model-data consistency. It is not entirely straightforward to check consistency in stochastic models. In the kinetic Ising model, the future state $\sigma_i(t + 1)$ probabilistically depends on the current state $\bar{\sigma}(t)$. Therefore we consider the discrepancy between $\sigma_i(t + 1)$ and its expectation value,

$$E[\sigma_i(t + 1)] = \sigma_i(t + 1) P(\sigma_i(t + 1)|\sigma(t), \theta) - \sigma_i(t + 1)[1 - P(\sigma_i(t + 1)|\sigma(t), \theta)]$$

$$= \sigma_i(t + 1)[2 P(\sigma_i(t + 1)|\sigma(t), \theta) - 1], \quad (5)$$

as a quality-of-fit measure. The expectation value is simply obtained as $E[\sigma_i(t + 1)] = \tanh H_i(t)$ for the kinetic Ising model following the conditional probability in Eq. (1). Here the mean discrepancy for every data point can be quantified as

$$D = \frac{1}{NL} \sum_{i=1}^{N} \sum_{t=0}^{L-1} \left| \sigma_i(t + 1) - E[\sigma_i(t + 1)] \right|^2$$

$$= \frac{1}{NL} \sum_{i=1}^{N} \sum_{t=0}^{L-1} \sigma_i^2(t + 1) [2 - 2P(\sigma_i(t + 1)|\sigma(t), \theta)]^2$$

$$= \frac{4}{NL} \sum_{i=1}^{N} \sum_{t=0}^{L-1} \left[ 1 - P(\sigma_i(t + 1)|\sigma(t), \theta) \right]^2. \quad \quad (6)$$

For the derivation of the second line in Eq. (6), we used Eq. (5). The discrepancy $D$ effectively measures the loss of the likelihood $L_{tot}$ of data $\{\sigma(t)\}_{t=0}^{L}$, as large $D$ corresponds to small $L_{tot}$ in general. Now we separately examine the model-data discrepancy for observed and missing data points by defining two measures:

$$D_{\text{obs}} = \frac{1}{NL - |M|} \sum_{(i, t + 1) \notin M} \left[ \sigma_i(t + 1) - E[\sigma_i(t + 1)] \right]^2,$$

$$D_{\text{mis}} = \frac{1}{|M|} \sum_{(i, t + 1) \in M} \left[ \sigma_i(t + 1) - E[\sigma_i(t + 1)] \right]^2, \quad \quad (7)$$

where $|M|$ is the set size of missing data points. Note that we assume that initial data points do not include missing values as $(i, t = 0) \notin M$. During the iterations of the EM steps, both $D_{\text{obs}}$ and $D_{\text{mis}}$ keep decreasing because the M-step optimizes $\theta$ to minimize the model-data discrepancy. However, the relative size of $D_{\text{obs}}$ and $D_{\text{mis}}$ changes with iterations as follows. At the beginning, $D_{\text{mis}}$ is larger than $D_{\text{obs}}$ because the missing data points of $\sigma_i^L(t)$ are just randomly assigned. After some iterations, however, the missing data points can become overly fine-tuned whereas the observed data points are always fixed. This makes $D_{\text{mis}}$ smaller than $D_{\text{obs}}$. Therefore, it is intuitive to halt the iterations when the $D_{\text{obs}}$ and $D_{\text{mis}}$ curves cross each other to avoid overestimation of model parameters. The equal model-data consistency of $D_{\text{obs}} = D_{\text{mis}}$ implies that the stochastic model has the same uncertainty for predicting observed and missing data points. In other words, the restoration of missing data points becomes good enough for the model not to distinguish the observed and restored data points. We conduct various numerical experiments to demonstrate the power of this stopping criterion.

Finally we summarize the overall procedure:

(i) Initialize missing data $\sigma_i^t(t)$ for $(i, t) \in M$ with random binary values;

(ii) M-step: Infer model parameters $\theta$ from the whole data using the logistic regression in Eq. (2);

(iii) E-step: Re-assign the missing data $\sigma_i^m(t)$ based on the likelihood ratio $L_{i,t}^\pm / (L_{i,t}^+ + L_{i,t}^-)$ in Eq. (4);

(iv) Repeat (ii) and (iii) until $D_{\text{mis}} - D_{\text{obs}} < \epsilon$ holds with a small threshold $\epsilon$.

In this way, we can infer the model parameters, and restore missing data points.

### III. Results

We test the performance of our method with simulated data using the kinetic Ising model. After checking the concordance of inferred and true couplings with the simulated data, we apply the method to examine experimental recordings of neuronal activities.

#### A. Inference of kinetic Ising model

We simulated a stochastic time series using the Sherrington-Kirkpatrick (SK) model [31]. The SK model follows the conditional probability in Eq. (1), where the local field is defined as $H_i = \sum_j W_{ij} \sigma_j + b_i$. We turn off the bias $b_i = 0$ for simplicity, and consider asymmetric interactions $W_{ij} \neq W_{ji}$. In the SK model, each value of $W_{ij}$ is independently drawn from a Gaussian distribution, $\mathcal{N}(0, g^2/N)$, with zero mean and the variance of $g^2/N$. We set the overall scale of the interaction as $g = 1$. With the selected $W_{ij}^{\text{true}}$, we obtain $L = 1000$ time points of $\bar{\sigma}(t) = (\sigma_1(t), \sigma_2(t), \cdots, \sigma_N(t))$ with a system size of $N = 100$. Then the total number of data
FIG. 1. (Color online) EM-based inference with missing data. (a) The evolution of root-mean-square error (RMSE) of $W_{ij}$ (left panels) and two quality measures of inference, $D_{obs}$ and $D_{mis}$ (right panels), over the iteration of E- and M-steps. Dashed lines denote the time when the algorithm stops according to our stopping criterion. The fraction of missing observations is $p = 0.3$, $0.5$, and $0.7$. (b) Comparison between the true and inferred $W_{ij}$ at different times: 5 (left), 20 (center), and 60 (right) steps after the iteration starts, with $p = 0.7$. The correct stopping point is near 20 steps according to our stopping criterion. A system size $N = 100$ and a data length $L = 10000$ are used.

values of $(i,t) \in A$ has a set size $|A| = (L + 1)N$. We then mask some data points of $(i,t) \in M$ as missing data points $\sigma^m_i(t)$, and hide the true $W_{ij}$. The fraction of missing data is defined as $p = |M|/|A|$. Our task is two-fold: to restore probable values of missing data points $\sigma^m_i(t)$ and to infer the true $W_{ij}$.

As the EM algorithm iterates, we evaluated the quality of the inference by measuring the root-mean-square error of $W_{ij}$, $\text{RMSE} = N^{-1} \sqrt{\sum_{i,j} (W_{ij} - W_{ij}^{\text{true}})^2}$, as

FIG. 2. (Color online) Quality of inference. (a) Comparison between the true and inferred $W_{ij}$ with a fraction of missing observations $p = 0.3$ (blue), $0.5$ (red), and $0.7$ (green). A result from the full data (purple) is also shown. (b) One-step lagged correlation $D_{ij}$ obtained from true data and restored data. (c-e) Comparison of our stochastic approximation EM (SAEM, filled circles) and the mean-field EM (MFEM, empty squares) by Campajola et al. [26], in terms of restoration accuracy (RA) of missing data (c), RMSE of $W_{ij}$ (d), and the slope of the linear regression between $W_{ij}$ and $W_{ij}^{\text{true}}$ (e). The dashed lines in (d) and (e) corresponds to the RMSE and the slope inferred from the full data. Here we show the average results of three independent experiments. The standard deviation is comparable to the marker size and thus not shown. A system size $N = 100$ and a data length $L = 10000$ are used.

Too many iterations usually lead to increasing RMSE (Figure 1(a), left panels). In particular, the over-shooting becomes more evident when more data points are masked as missing data. At early iterations, $W_{ij}$ is underestimated because the missing data restored with random values reduce the correlation between variables (Figure 1(b), left panel). On the other hand, after too many iterations, $W_{ij}$ is overestimated because the discrete values of the restored missing data are even better fitted to the model, with exaggerated $H_i$ or larger values of $W_{ij}$ (right panel). An optimal iteration is where we find a reasonably unbiased estimation of $W_{ij}$ (center panel).
FIG. 3. (Color online) Inference for strong coupling. (a) The evolution of RMSE and $D$ over the iterations when the scale of couplings, $g$, is small ($g = 0.1$, top panels) or large ($g = 4.0$, bottom panels) with the fraction of missing observations $p = 0.5$. (b-c) RA of missing data (b) and rescaled RMSE of $W_{ij}$ (c) as a function of $g$ from 0.1 to 8. A system size $N = 80$ and a data length $L = 6400$ are used.

Together with the RMSE, we examined the model-data discrepancy measures of $D_{\text{obs}}$ and $D_{\text{mis}}$ for the observed and missing data points (Figure 1(a), right panels). As expected, $D_{\text{mis}}$ is larger than $D_{\text{obs}}$ at the beginning of iterations when the restoration of missing data points is more or less random. However, after some iterations, $D_{\text{mis}}$ becomes smaller than $D_{\text{obs}}$ since the restored data is excessively fine-tuned. Interestingly, the equality of $D_{\text{mis}}$ and $D_{\text{obs}}$ occurs near the optimal iteration that minimizes the RMSE. In practice, the crossing iteration can be monitored by an inequality condition, $D_{\text{mis}} - D_{\text{obs}} < \epsilon$ with a small positive $\epsilon$. Here we take $\epsilon = 0.01$.

After providing evidence for this stopping criterion, we checked the performance of our algorithm with varying fraction of missing data, $p$. The result for $p = 0.3$ is visibly indistinguishable from the one for full data corresponding to $p = 0$. As expected, the inferred $W_{ij}$ deviates farther from its true value as $p$ increases (Figure 2(a)). Then we examined the collective behavior of data, particularly the one-step lagged correlation: $D_{ij} = \langle \sigma_i(t)\sigma_j(t+1) \rangle_t - \langle \sigma_i(t) \rangle_t \langle \sigma_j(t+1) \rangle_t$. Here $\langle f(t) \rangle_t \equiv \frac{1}{L} \sum_{t=0}^{L-1} f(t)$ represents a time-averaged value of $f(t)$. Note that $\langle \sigma_j(t+1) \rangle_t \approx \langle \sigma_j(t) \rangle_t$ for large $L$. The one-step lagged correlations are successfully recovered with our inference, even though a large fraction ($p = 0.7$) of data is missing (Figure 2(b)).

We measured the accuracy of restoration and inference. First, restoration accuracy (RA) measures what fraction of the restored missing data $\sigma_{\text{mis}}^m(t)$ is matched with the unmasked original data $\sigma_i(t)$. Second, RMSE measures how well the inferred $W_{ij}$ is matched with true $W_{ij}^{\text{true}}$. In addition to the RMSE, we also measure the slope of the...
linear regression between \( W_{ij} \) and \( W_{ij}^{\text{true}} \). As shown in Fig. 1(b), slope smaller than 1 represents underestimation of \( W_{ij} \), whereas slope larger than 1 represents overestimation of \( W_{ij} \). Using these metrics, we compared our SAEM method to the mean-field EM (MFEM) method developed by Campajola et al. [26] (see Appendix A for a brief summary of the method).

RA is the ratio of correctly restored missing data points, and it generally decreases with \( p \) (Figure 2(c)). Our method restores nearly 80% of the masked data points when 10% of the full data is masked as missing data. However, if 80% of the data is missing, the restoration is more or less the same as a random restoration. While MFEM achieves a slightly better RA than our SAEM, ours shows clearly better model inference with smaller RMSE especially in the intermediate range of 0.3 \( \leq p \leq 0.7 \) (Figure 2(d)). Furthermore, it ensures an unbiased estimation of \( W_{ij} \) at least when the \( p \) is less than 0.5 (Figure 2(e)). In contrast, MFEM suffers from severe underestimation of \( W_{ij} \) when more than 20% of the data is missing.

Now we test the performance of SAEM in harsher inference conditions with too weak or strong couplings or an insufficient data size. Throughout the experiments, we used a fixed system size \( N = 80 \). Unless mentioned otherwise, the data length is \( L = 6400 \) and the scale of couplings is \( g = 1.0 \).

First, we evaluated the effect of coupling scale \( g \). Strong spin interactions lower stochasticity in the kinetic Ising model. When \( g \) is too small (\( \approx 0.1 \)), every missing data point has a flip probability close to 50%, so accurate restoration of missing data is fundamentally impossible. This is why \( D_{\text{mis}} \) becomes smaller than \( D_{\text{obs}} \) right after random initialization (Figure 3(a), upper-right panel). At this point, we can also achieve the lowest error of \( W_{ij} \), as the RMSE keeps increasing over the iterations (upper-left panel). However, large \( g \) (\( \approx 4.0 \)) makes \( D_{\text{mis}} \) and \( D_{\text{obs}} \) converge more slowly (bottom panels). Therefore, the exact value of \( \epsilon \), the threshold value of \( D_{\text{mis}} - D_{\text{obs}} \), affects the stopping point of the EM iterations more significantly, although RMSE does not change much with iterations for the converging case. A larger \( g \) results in a higher RA (Figure 3(b)). This is expected because strong \( g \) makes the inference of missing data less stochastic. For a large \( g > 4 \) and small \( p < 0.5 \), almost all missing data are correctly restored. For a small \( g < 0.25 \), however, RA becomes around 50%. Next we examined the quality of model inference depending on \( g \). To ensure a fair comparison between results with different scales of coupling, we used a rescaled RMSE, \( \text{RRMSE} = \text{RMSE}/g \), as used in [20] (Figure 3(c)). For \( p < 0.5 \), RRMSE keeps decreasing with \( g \). Similar to the worse restoration, this is because small \( g \) induces larger fluctuations with a flip probability close to 50%, making the inference more difficult. When \( p > 0.6 \), the RRMSE curves deviate from those of \( p < 0.5 \), especially when \( g \) is large. Taken together, these results indicate that our SAEM is applicable to a wide range of \( 0.5 < g < 8 \), at least when less than 50% of data is missing.

Next, we checked the dependency of our SAEM on the data length \( L \). When \( L \) is small (\( L/N^2 = 0.25 \)), RMSE increases quickly after the optimal iteration, which emphasizes an important role of our stopping criterion (Figure 4(a), top panels). When \( L \) is large (\( L/N^2 = 8 \)), however, both RMSE and data-model discrepancy \( D \) converge (bottom panels). As more data is provided, RA increases and finally saturates (Figure 4(b)), and RMSE of \( W_{ij} \) decreases (Figure 4(c)). It is of interest that RMSE shows a power-law-like behavior in the wide range of \( L/N^2 \), which was also observed in [26]. The power-law exponent does not depend on \( p \). Therefore, this scaling behaviour can suggest an appropriate sample size for the applicability of our SAEM.

To further validate SAEM and our stopping criterion, we surveyed its performance under various conditions. We investigated the effects of sparsity or symmetry of coupling \( W_{ij} \) and the presence of external bias \( b_i \). Then we confirmed that this method shows accurate restoration and inference under these conditions (refer Appendix B for details).

### B. Inference of neuronal dynamics

Having confirmed that our algorithm robustly works for synthetic data, we now apply the algorithm to explore real data. We examined temporal data of neuronal activities recorded in salamander retinal ganglion cells [25]. The data consist of neuronal spike trains of 160 neurons, whose bin size is 20 ms. The state of each bin is considered active (\( \sigma_i(t) = +1 \)) when at least one spike is present in the time bin, and inactive (\( \sigma_i(t) = -1 \)) otherwise. We assumed that the effect of measurement noise is negligible in the binarized data. The total length of the time series is \( L = 283041 \). In this study, we randomly selected 60 neurons among the 80 most active neurons to exclude silent neurons. Figure 5(a) summarizes our inference performance. We have neuronal activity recording data (top panel). After masking 70% of them randomly as missing data (center panel), we restore the missing data using our inference method (bottom panel).

First, we monitored the evolution of \( D_{\text{obs}} \) and \( D_{\text{mis}} \) during the iterations of the SAEM method (Figure 5(b)). The gap between two model-data discrepancies decreases with the iterations. However, \( D_{\text{mis}} \) never falls below \( D_{\text{obs}} \). We have also observed that the crossover between \( D_{\text{mis}} \) and \( D_{\text{obs}} \) diminishes as data size gets larger (Figure 5(a), bottom panels). The experimental data has a pretty large data size (\( L/N^2 \approx 80 \)). In this case, the specific value of \( \epsilon \) becomes crucial to determine the stopping point of the EM iteration. Here we used \( \epsilon = 0.01 \) as in the previous application for the synthetic data because it is good enough to accurately restore missing data and reproduce statistical features in data.

To evaluate the inference performance, we compare four inference methods: SAEM, EQEM, MEAN, and
FIG. 5. (Color online) Inference with real neural activity data. (a) Restoration of neuronal activity data published by Marre et al. [35]. Among neural activities of 60 neurons (top), we randomly mask a part of them with a fraction of \( p = 0.7 \) (center). Then we recover the masked data using our stochastic EM-based inference method (bottom). (b) The evolution of model-data discrepancy \( D \) for observed and missing data over the EM iterations. (c) Restoration accuracy (RA) of missing data points is compared between four methods: our non-equilibrium EM model (SAEM), equilibrium EM model (EQEM), imputation by mean activities of observed neurons (MEAN), and imputation by the most dominant activity (FREQ). Five independent experiments are averaged. (d) Relative frequencies of \( K \) simultaneous spikes obtained from the original unmasked data and restored data from four inference methods. (e-g) Comparison between true and restored mean activity \( m_i \) (e), equal-time activity correlation \( C_{ij} \) one-step lagged activity correlation \( D_{ij} \) for three inference methods except for FREQ.

FREQ, SAEM and EQEM are based on physical models. SAEM implements the kinetic or non-equilibrium Ising model. We have elaborated on this algorithm in previous sections. EQEM utilizes the standard equilibrium Ising model, which has been widely used to model collective behavior of neuronal networks [2, 3, 28]. This algorithm uses an EM-based approach similar to SAEM, but it considers the neural activities at different times separately (see Appendix C for the details of EQEM). For both algorithms, we include external bias \( b_i \) as well as neighboring interactions \( W_{ij} \). Contrary to SAEM and EQEM, MEAN and FREQ use simple imputation schemes. MEAN stochastically assigns \( \sigma^m_i(t) = \pm 1 \) under a constraint that their mean activity becomes equal to the mean activity of observed data points \( \sigma^o_i(t) \). FREQ simply assigns \( \sigma^m_i(t) = -1 \) for every missing data point considering that silent neurons are dominant in the observed data.

First, we compared RA of the four methods (Figure 5(c)). Unexpectedly, FREQ, the simplest restoration method, achieves the highest RA (94.6%). Other methods show lower accuracy: 91.8% (SAEM), 90.4% (EQEM), and 89.9% (MEAN). Despite this fact, the fundamental problem of FREQ is that it cannot consider the inherent stochasticity of missing data points. Although this naive method performs the best restoration in terms of RA, it overlooks a small portion of data points with \( \sigma^m_i(t) = +1 \), and thus perturbs all the collective properties present in the data.

Therefore, we focused on other descriptive statistics of data related to the collective behavior of neurons, to compare the inference performance. First, we measured the number of simultaneous spikes, \( K(t) = \sum_{i=1}^{N} (\sigma_i(t) + 1)/2 \), at different times, and obtained their relative frequencies \( P(K) \) (Figure 5(d)). We found that SAEM matches the original \( P(K) \) much better than any other methods. MEAN and FREQ underestimate a probability of large \( K \), while EQEM predicts a much heavier tail for \( P(K) \) than the original one. This tendency for EQEM was also observed by Tkačik et al. [28]. They tried to solve the issue by using an equilibrium model with pairwise interactions and an additional potential parameterized by \( K \). Here we emphasize that SAEM, having non-equilibrium dynamics into the system, naturally captures the pattern of simultaneous firing without further assumptions. The marked underestimation of \( P(K) \) by FREQ is expected because it considers all missing data points as inactive (\( \sigma^m_i(t) = -1 \)).

Next, we examined mean activities \( m_i = \langle \sigma_i(t) \rangle_t \), equal-time correlations \( C_{ij} = \langle \sigma_i(t) \sigma_j(t) \rangle_t - \langle \sigma_i(t) \rangle_t \langle \sigma_j(t) \rangle_t \), and one-step lagged correlations \( D_{ij} = \langle \sigma_i(t) \sigma_j(t+1) \rangle_t - \langle \sigma_i(t) \rangle_t \langle \sigma_j(t+1) \rangle_t \) from the
restored data (Figure 3 e–g)). SAEM correctly infers all the statistics, \( m_i \), \( C_{ij} \), and \( D_{ij} \). The correct estimation of \( C_{ij} \) is surprising because SAEM matches \( m_i \) and \( D_{ij} \) by tuning \( b_i \) and \( W_{ij} \) and does not directly affect \( C_{ij} \). Similarly, the correct estimation of \( m_i \) and \( C_{ij} \) by EQEM is not surprising because EQEM models \( m_i \) and \( C_{ij} \) by tuning \( b_i \) and \( W_{ij} \). However, EQEM severely underestimates \( D_{ij} \), perhaps because neuronal firing is far from an equilibrium process in that it is a manifestation of information transmission. Finally, MEAN by definition fits only \( m_i \) and obviously fails to account for pairwise correlations between spins, both \( C_{ij} \) and \( D_{ij} \). We omit the results for FREQ, since it is obvious that FREQ cannot reproduce all of the statistics.

As a further corroboration of the validity of SAEM, we examined another data set of neuronal activities [36], and confirmed that SAEM reproduces the collective behavior of neurons as shown here (see Appendix D). These results clearly demonstrate that our method (SAEM) is an effective approach for understanding real experimental data.

IV. DISCUSSION

We developed a stochastic approximation EM algorithm that infers the kinetic Ising model from stochastic time series with missing data. The algorithm alternates between an E-step stochastically restoring missing data points and an M-step optimizing model parameters. Using this SAEM with an appropriate stopping criterion for the EM iterations, we could successfully infer model parameters without under- or over-estimation even when up to 70% of the data is missing. We demonstrated the performance of the inference with synthetic data from extensive simulations of the kinetic Ising model, and with real neuronal data. In particular, our algorithm, based on a non-equilibrium model, outperforms equilibrium models in reproducing collective behavior in neuronal activities.

We found an effective scheme for determining the optimal number of iterations that provides the best model inference. Under easy inference conditions such as a moderate coupling regime, sufficient data, and a small fraction of missing data, excessive EM iterations do no harm since the inferred parameter values ultimately converges. However, under difficult inference conditions, the excessive iterations lead to worse inference of coupling strengths in the kinetic Ising model. Here, for the best inference, it is crucial to stop SAEM at the right iteration. Our key idea is that the stochastic model must show equal uncertainty to predict observed and missing data points because seamless restoration of missing parts implies no distinction between observed and restored parts. This condition can be practically monitored by the equality of the model-data discrepancy of observed and missing data \( (D_{\text{obs}} = D_{\text{min}}) \). We confirmed that the stopping criterion works well in various conditions. However, it still lacks theoretical justification or derivation from fundamental physical principles.

This study applied the SAEM algorithm for the kinetic Ising model. However, other non-equilibrium models can be considered as the underlying stochastic model. For instance, Marre et al. [37] proposed an Ising model incorporating both spatial and temporal correlations among neurons, and showed that this model predicts spatio-temporal patterns of neuronal activities significantly better than the standard Ising model (also see [38, 39]). Moreover, Tyrcha et al. [40] showed that applying non-stationary external bias can explain a structure of neuronal spike trains even without direct interactions between neurons.

Our methodology to deal with incomplete kinetic Ising data can be applied to other fundamental scenarios. For example, we can apply our algorithm to data with irregular observation times. Unequally spaced time series data is common in astronomy [41, 42], paleoclimatology [43], biology [44], and many other fields in which regular observations are infeasible. In the context of the kinetic Ising model, sequences at unobserved times can be correctly inferred using exactly the same approach as this paper. Other applications would be the reconstruction of interaction networks when experimental artifacts make sporadic missing observations. We expect that our new algorithm can be generalized for many situations.
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Appendix A: Mean-field EM

We briefly summarize the mean-field EM (MFEM) developed by Campajola et al. [26]. The first step of MFEM is to initialize the coupling parameters, \( W_{ij} \), with random values. An analytic approximation of expected log-likelihood, with the current coupling parameters and observed data points, can be derived using the Martin-Siggia-Rose path integral formalism [45] and the saddle-point approximation. This gives a self-consistent equation for calculating the mean magnetization, \( m_i(t) \), for each missing data point. After solving this equation to compute \( m_i(t) \) (E-step), the gradient of the expected log-likelihood with regard to \( W_{ij} \) is obtained. Applying the gradient ascent gives the update rule for \( W_{ij} \) (M-step). Repeating these two steps until convergence, one can get both the coupling parameters \( W_{ij} \) and the missing data points \( \sigma_i^n(t) = \text{sign}(m_i(t)) \). The authors also observed
an underestimation of \( W_{ij} \) (see Figure 2(c)). To mitigate this issue, they proposed a recursive procedure that iterates the whole EM algorithm several times. Every time the algorithm ends, they fix the most polarized \( m_i(t) \) for each time \( t \) according to its sign. This can reduce the extent of underestimation, and noticeably improve the quality of inference [26]. However, this procedure requires multiple implementations of the original algorithm, requiring longer computation time.

**Appendix B: Additional validations**

We further tested the robustness of our SAEM under various conditions such as sparsity or symmetry of coupling strengths, and the presence of external biases.

First, we investigated the effect of symmetry of coupling strengths. The original SK model [34] assumes that all couplings are independent and identically distributed. We mitigated this assumption by inducing symmetry to the coupling matrix: \( W = \sqrt{1-\rho} W_{\text{rand}} + \sqrt{\rho} W_{\text{sym}} \). The elements of \( W_{\text{rand}} \) and \( W_{\text{sym}} \) are drawn from a Gaussian distribution, \( \mathcal{N}(0, g^2/N) \), but \( W_{\text{sym}} \) is symmetric. \( \rho \in [0, 1] \) is a control parameter tuning the degree of symmetry. For example, \( \rho = 1 \) makes the coupling matrix fully symmetric. We confirmed that the stopping criterion \( D_{\text{obs}} - D_{\text{mis}} < \epsilon \) worked to find an optimal iteration when a coupling matrix is fully symmetric (Figure A1(a)). It is of interest that RA slightly increases as \( W \) becomes more symmetric (Figure A1(b)), while RMSE gets slightly worse (Figure A1(c)). We also measured the linear regression slope of \( W_{ij}^{\text{true}} \) on \( W_{ij} \) and found that it increases with \( \rho \) (Figure A1(d)). Given a small fraction of missing data (\( p < 0.5 \)), the slope is always close to 1.0, implying no under- or overestimation.

Second, we examined the effect of sparsity of coupling strengths. We consider a discrete SK model where the couplings are \( W_{ij} \in \{-g/\sqrt{p_c N}, 0, g/\sqrt{p_c N}\} \) with a probability of \( p_c/2, 1 - p_c, \) and \( p_c/2 \), respectively, fol-

---

**FIG. A1.** Inference of symmetric coupling. (a) The evolution of RMSE and \( D \) over the iterations when a coupling matrix \( W \) is fully symmetric (symmetry parameter \( \rho = 1 \)) and a fraction of missing data is \( p = 0.5 \). (b-d) RA of missing data (b), RMSE of \( W_{ij} \) (c), and the linear regression slope (d) as a function of \( \rho \).

**FIG. A2.** Inference of sparse coupling. (a) The evolution of RMSE and \( D \) over the iterations when interactions are sparse (sparsity \( p_c = 0.1 \)). A fraction of missing data is \( p = 0.7 \). (b) Inference of connected (red) and disconnected (blue) couplings with \( p = 0.3 \) (top), 0.5 (center), and 0.7 (bottom).
FIG. A3. Inference of strong bias. (a) The evolution of RMSE (of $W_{ij}$) and $D$ over the iterations when there is a constant bias ($b_i = \chi g/\sqrt{N}$, where $\chi = 4.0$) for spins. A fraction of missing data is $p = 0.7$. (b-d) RA of missing data (b), RMSE of $W_{ij}$ (c) and $b_i$ (d) as a function of $\chi$.

FIG. A4. The same as Figure 4(a) but with the equilibrium Ising model.

Appendix C: Equilibrium Ising Model

In this section, we describe the equilibrium EM (EQEM) method based on the equilibrium Ising model, which we have briefly mentioned in Section III B. In the standard Ising model, a probability of spin configuration $\sigma = (\sigma_1, \sigma_2, ..., \sigma_N)$ with $\sigma_i = \pm 1$ is parameterized by an energy $E(\sigma)$, $P(\sigma) = Z^{-1} \exp [-E(\sigma)]$. Here, $Z = \sum_\sigma \exp [-E(\sigma)]$ is a normalization factor and called a partition function. Energy is described by the first and second moments of spins, i.e., $E(\sigma) = -\sum_{i<j} W_{ij} \sigma_i \sigma_j - \sum_i b_i \sigma_i$, where $W_{ij}$ is an interaction parameter and $b_i$ an external bias. The task is to reconstruct missing data points and find the true $\theta = (W_{ij}, b_i)$ when some data points are missing.

We again split the algorithm into E- and M-steps. First, we initialize missing data points with random binary values. Note that in the equilibrium model, the usually inactive, so $b_i$ for a neuronal network would be mostly negative. To deal with this problem, we set a fixed $b_i = \chi g/\sqrt{N}$, where $\chi$ denotes the scale of a bias. Our stopping criterion worked well with a moderately high bias ($\chi = 4.0$, Figure A3(a)). RA and RMSE of $W_{ij}$ do not significantly change with $\chi$ (Figure A3(b-c)). Meanwhile, RMSE of $b_i$ increases with $\chi$ as expected (Figure A3(d)).
time index $t$ merely acts as a label to distinguish different sequences of $\vec{\sigma}$. From the randomly assigned data, we infer an error-prone $\theta$. Then we restore the missing data points with $\pm 1$ using the ratio of two probabilities, $P(F^+(\vec{\sigma}(t))|\theta)/P(F^-(\vec{\sigma}(t))|\theta)$ (E-step). $F^\pm(\vec{\sigma}(t))$ is defined similar to the main text (see Section I). Calculation of the ratio of probabilities does not require the computation of partition function and therefore can be easily done. We update all of the missing data points one by one.

Given the restored data points, we can infer the optimal $\theta$ (M-step) by maximizing the data likelihood, called the Boltzmann machine [51]. However, this requires an extensive calculation of partition function $Z$, which entails the sum of $2^N$ configurations. Physicists have developed a number of methods to circumvent the exact computation of $Z$, including mean-field [52], Bethe approximation [54], Sessak-Monasson [55], and adaptive cluster expansions [56] (see also a pedagogical review [15]). In this study, we choose a maximum pseudolikelihood approach [10] that maximizes the local pseudolikelihood, $\mathcal{L}_i(\theta) = \prod_i P(\sigma_i(t)|\vec{\sigma}_i(t), \theta)$ for each $i$, where $\vec{\sigma}_i$ denotes all spins besides the $i$-th spin. Since $P(\sigma_i(t)|\vec{\sigma}_i(t), \theta)$ is determined by a local field $H_i(t) = \sum_{j\neq i} W_{ij} \sigma_j(t) + b_i$, the same logistic regression function [31] can be utilized, allowing fast and accurate inference. After optimizing each $\mathcal{L}_i(\theta)$ separately, we put $W_{ij} \leftarrow (W_{ij} + W_{ji})/2$ to ensure symmetric couplings.

Running this EQEM, we observed the overshooting similar to what we have observed from the algorithm with kinetic Ising model (SAEM, see Figure 4). To avoid overshooting, we define the same model-data discrepancy measures for observed and missing data points, $D_{obs}$ and $D_{mis}$, in which $\sigma_i(t+1)$ is replaced to $\sigma_i(t)$ (see Eq. 7). We track the evolution of $D_{obs}$ and $D_{mis}$ and halt the EM iteration when the stopping condition $D_{mis} - D_{obs} < \epsilon$ is met (we use $\epsilon = 0.01$ as in the main text). Overall, EQEM and SAEM are nearly the same, but the main differences are (i) we apply a new stochastic rule to restore missing data points and (ii) we use a pseudolikelihood maximization scheme to infer $W_{ij}$.

Figure A5 illustrates our stopping criterion for EQEM. Samples were generated using the Metropolis-Hastings algorithm [32] with a system size $N = 100$ and a sample size $L = 10000$. Especially when a fraction of missing data is large ($p = 0.7$), the iteration stops several steps after we achieve the minimum error of $W_{ij}$, which means that the model inference of EQEM is suboptimal. In contrast, SAEM showed coincidence of the minimum of RMSE and the intersection of $D_{obs}$ and $D_{mis}$ in general cases. The mismatch in EQEM may result from the pseudolikelihood approximation. EQEM used the pseudolikelihood for the inference (M-step), whereas it used the exact likelihood for the restoration (E-step).

Even with this seemingly improper stopping criterion, EQEM is capable of inferring the true $W_{ij}$ (Figure A5(a)). Furthermore, an excellent agreement between the pair correlations $C_{ij}$ of true and restored data was found (Figure A5(b)), despite a relatively large deviation of the inferred $W_{ij}$. Next, we addressed the quality of data and model inference with restoration accuracy of missing data, root-mean-square error of $W_{ij}$, and linear regression slope of true $W_{ij}$ on inferred $W_{ij}$. RA is above 0.6 even when 80% of the data is missing (Figure A5(c)). RMSE decreases with $p$ as expected (Figure A5(d)). When a small fraction of data is missing ($p < 0.4$), we can accurately infer $W_{ij}$ with an error less than 0.05. In this regime, the slope of linear regression is close to 1.0, which means no under- or overestimation (Figure A5(e)). These results are similar to SAEM (Figure 4).

### Appendix D: Other experimental data

In addition to Section III B we tested our algorithms with other neuronal spike train data published by Kohn and Smith [36]. They recorded spiking activities of 70-100 neurons in the visual cortex of adult monkeys under various visual stimuli. Here, we chose a “spontaneous” dataset where a uniform gray screen had been used. We binned the neural activity with 20 ms and selected 60...
neurons randomly from the 80 most active neurons. The data length was $L = 123404$. For the detailed experimental procedure, see [57, 58]. We summarize the results in Figure A6 with the same format as Figure 5. The results are similar.

[FIG. A6. The same as Figure 5 but with the data published by Kohn and Smith [36].]
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