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Abstract
Forests are a global environmental priority that need to be monitored frequently and at large scales. Satellite images are a proven useful, free data source for regular global forest monitoring but these images often have missing data in tropical regions due to climate driven persistent cloud cover. Remote sensing and statistical approaches to filling these missing data gaps exist and these can be highly accurate, but any interpolation method results are uncertain and these methods do not provide measures of this uncertainty. We present a new two-step spatial stochastic random forest (SS-RF) method that uses random forest algorithms to construct Beta distributions for interpolating missing data. This method has comparable performance with the traditional remote sensing compositing method, and additionally provides a probability for each interpolated data point. Our results show that the SS-RF method can accurately interpolate missing data and quantify uncertainty and its applicability to the challenge of monitoring forest using free and incomplete satellite imagery data. We propose that there is scope for our SS-RF method to be applied to other big data problems where a measurement of uncertainty is needed in addition to estimates.
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Introduction
Forest management is a global priority identified by the United Nations and World Bank Sustainable Development Goals (SDGs)[1] and is important in most countries in the world. Satellite images are a freely available and frequently updated data source for forest monitoring. Forest presence can be identified in satellite images for large scale areas by calculating vegetation indices from the spectral bands, which are the colours and near-infrared information captured in the images[2]. Large scale forest cover maps are a transparent tool for identifying forest growth, forest clearing and degradation, and quantifying environmental issues associated with these changes in forest cover such as biodiversity, carbon stocks and social welfare[3]. Examples of these forest cover maps derived from satellite images at global and regional scales include[3–5] and[6]. The benefits of using satellite images to construct large scale forest cover maps have been
demonstrated for decades in the remote sensing field and they are often the only practical way to monitor forests at regional and global scales[7]. However, a key challenge with using satellite images for forest mapping is missing data due to cloud cover. This is particularly a problem in tropical regions because of the climate driven frequent cloud cover[8]. Unfortunately, these tropical regions of the world with the most persistent cloud cover are where large scale and frequent monitoring is most needed[9] because they are home to large, ecologically important forests, and these forests are continually impacted by seasonal effects and human intervention such as land clearing[10]. The missing data problem occurs for all spectral satellites, including Landsat 7 and Landsat 8, and for newer satellites such as Sentinel 2[11]. Radar satellites exist which can capture data even beneath clouds, but these images are noisy and do not capture spectral information needed to derive vegetation indices[9], such as Normalised Differenced Vegetation Index (NDVI) and Enhanced Vegetation Index (EVI), which are commonly used for crop and forest detection and monitoring. Regardless of technology improvements to new satellites, spectral satellite images which have this cloud cover missing data problem are currently still the best available free data for monitoring forests at large scales. This means we continue to need methods for dealing with the cloud cover missing data problem. In the remote sensing field, the traditional approach to this issue is interpolation via compositing, which uses the most recently observed values of the pixels from previous time points to fill the missing gaps in the current image[12]. This approach can be successful when there is minimal change in the land cover between images and when the missing pixels have been observed very recently. A limitation of the compositing approach is that it does not account for uncertainty. Any interpolation of data will have some uncertainty, and we need ways to quantify this to obtain more statistically complete estimates and inferences. In this paper we present a new stochastic spatial random forest (SS-RF) method that addresses both of the gaps identified above and builds on the idea of compositing by using recently observed values of the missing data to produce an interpolated land cover classification. We cast this approach in a Bayesian framework to provide posterior probabilistic updates of the required classifications. This has a novel additional benefit of providing a measure of uncertainty attached to the interpolated values. In addition to compositing, there are statistical approaches to interpolating missing data in satellite images including canonical spatial kriging-based approaches[13, 14] spectral-based and temporal-based models, and hybrid combinations of these[15]. In previous work[16] we developed a machine learning approach to spatial interpolation which is fast and accurate. Machine learning methods are popular and useful for remote sensing applications including for identifying clouds and cloud shadow as a preprocessing step to interpolation[11, 17], and monitoring changes in forest cover[18]. Machine learning algorithms are also popular for important environmental monitoring beyond remote sensing applications including identifying deforestation[19] and landslide susceptibility[20].

There are many types of machine learning methods in the literature. We chose a decision tree method, random forest, for our study model because these models are flexible, non-parametric, scalable to big data problems[21], and have been popular in the remote sensing field for over two decades due to their high accuracy in performing satellite image classification[22–24].
In our machine learning approach to geostatistical interpolation we used decision tree methods, spatial information and observed sections of an image to train methods and interpolate missing data in the same image at the same point in time. That is, we trained and tested a random forest models on the spectral information that was captured by the satellite, then used these models to interpolate the values of pixels which were missing due to simulated clouds. Importantly, we utilised only latitude and longitude as covariates in the random forest model. This is the minimal information available for all images even when spectral data are missing. We demonstrated that this approach was surprisingly accurate[16]. However, like traditional compositing, all these statistical approaches to spatially interpolating missing data also do not measure the uncertainty of the interpolated values they produce.

Satellite images can be considered as space-time data[25] because they provide repeated measures, in terms of spectral information, as the same spatial locations at multiple points in time. Our SS-RF method uses images of the same area from recent points in time that have no or minimal missing data to provide a probabilistic statistical solution for filling data gaps in images with most or all of the spectral data missing. The outputs of our method are a probability and an interpolated value. As an overview, our method fits a random forest with spatial information[16] to observed satellite images of the same area captured on previous, recent dates and constructs a Beta distribution to produce both a land cover classification and a probability of the classification of interest. The values from the Beta distribution can be used to interpolate missing data in images and provide a measurement of uncertainty of the interpolated values. We demonstrate our new SS-RF method in a case study interpolating forest presence in regions of satellite images where spectral data are missing due to simulated cloud cover. We produce spatial plots of the probabilities produced by the SS-RF, which identify regions of high and low uncertainty about the presence of forest cover, in addition to classifications and an associated probability for each observation. The paper is structured as follows. In “Materials and methods” section we introduce the case study data, steps taken to calculate vegetation indices from the satellite images, and simulate clouds. We then describe the SS-RF method in detail. In “Results” section we present results of our SS-RF method and compare these with results from compositing, the traditional remote sensing interpolation approach. This section is followed by a discussion of the results, including comparisons between the SS-RF method and compositing, benefits and limitations of the SS-RF approach and future work in “Discussion” section. Finally, we summarise our method and results in “Conclusion” section.

Materials and methods

Study area

The case study area is in Queensland, Australia, approximately 100 km North West of the Injune township. The 37 × 60 km landscape in this region is comprised of forest, pasture and agricultural land [26] (Fig. 1). For this site we have a time series of Landsat 8 images, captured at 16 day intervals between 24 July 2017 to 27 July 2018. For the images that are not missing due to cloud cover we can calculate our variable of interest which is Normalised Differenced Vegetation Index (NDVI). This is described in the target response subsection. As a vegetation index, NDVI can theoretically range from − 1
to 1, with values closer to 1 indicating forest and vegetation and values below 0 generally indicating areas without vegetation including bare earth, water or snow. In the case study data NDVI is generally within the range from 0 to 1 and missing data are NA. There are a number of images that weren’t provided in the time series, which leaves 22 images which can be processed, and of these some regions in the images are missing due to cloud, as shown by the white areas in Fig. 2.

In Fig. 2 the darker green regions indicate forest land cover and lighter green indicate not forest land cover. White regions indicate the data are missing due to cloud cover or other atmospheric effects. In some cases, such as 31/12/2017 where the entire plot is white, the entire area in the image is missing due to cloud cover.

Calculating response variables: vegetation index and binary land cover

The variable we use to identify forest presence and absence is Normalised Differenced Vegetation Index (NDVI). This variable is a measure of greenness which can be used to identify the presence and different types of vegetation in the landscape[27]. We calculate NDVI based on Landsat 8 satellite images using the remote sensing formula

$$NDVI = \frac{(r_{NIR} - r_{RED})}{(r_{NIR} + r_{RED})}$$
where $r$ is the ratio of reflectance in the two spectral bands recording the colour red and near infrared (NIR) information in the satellite image\[28\]. We identify forest using NDVI as the measure of vegetation because it is widely used and can be calculated easily from a freely available satellite image. Based on a cut-off value of $0 \leq 0.4$ not forest and $0.4 \geq 1$ forest\[27\] we produce a binary land cover classification identifying pixels as forest or not forest.

**Spatial scales**

We perform analysis at two spatial scales. The first is at the original satellite image scale which is pixel level. A Landsat 8 pixel is approximately $30 \times 30 \text{ m}$\[26\]. We also perform analysis at a more aggregated ‘neighbourhood’ scale. The intention is to explore whether the performance of the SS-RF method is impacted by data at different spatial scales because spectral satellite images are available at different resolutions e.g. 30 m for Landsat and 250 m for MODIS satellites\[29\]. To create neighbourhoods we aggregate pixels within the same area and assign the neighbourhoods a value of the mean NDVI value of all the pixels in that neighbourhood. We specify each neighbourhood to have $33 \times 33$ pixels as per Colin et al (2018)\[30\] using the Raster package\[31\] in R\[32\]. An example of NDVI at neighbourhood scale is shown in Fig. 3. Aggregating the NDVI data to neighbourhood scale produces a smoother image than data at pixel scale (Fig. 3). We use the SS-RF method on both spatial scales to predict the probability of pixel land cover being forest, and the probability of the neighbourhood land cover being forest.

**Image selection and simulating missing data**

In the SS-RF method we interpolate simulated missing data in an image by using data from images of the same area at two recent points in time when the data were observed. We selected four images which were observed in the time series, which we refer to as $t - 1$, $t$, $t + 1$ and $t + 2$. In order to assess the performance of the SS-RF method we selected images with no missing data and then simulated missing data using our approach we describe in this section. We selected only observed images (with no missing data) because in order to assess the performance of the SS-RF method at interpolating missing data, we need to know the real values of the pixels and neighbourhoods. Based on these requirements, the time points chosen are:
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**Fig. 3** NDVI of the same area within Landsat 8 images at neighbourhood scale for approximately 1 year. The NDVI values are shown by the scale from light green around 0 to darker green as NDVI approaches 1. White regions indicate the data are missing due to cloud cover.
For the SS-RF method we use images at $t - 1$ and $t$ to interpolate data in image $t + 1$, and use images at $t$ and $t + 1$ to interpolate data in image $t + 2$. For the compositing method, we use only the most recent observed image to interpolate the missing data. We use the values of image $t$ to interpolate $t + 1$ and values of $t + 1$ to interpolate $t + 2$. We simulated clouds to mimic how missing data appears in satellite images and retained the true values to validate the results of the SS-RF and compositing methods. In order to produce our own missing data, we simulated missing data in cloud patterns on the images $t + 1$ and $t + 2$. We simulated the missing data patterns independently of the NDVI based forest presence data using the process described in [16] based on [33]. We applied the SS-RF method to the same pixels and neighbourhoods in each image, identified by their geographical location (longitude and latitude), to ensure we were examining the same observations over time and could make fair assessments of model performance when interpolating the values at future time points $t + 1$ and $t + 2$.

Figures 4 and 5 show the original NDVI images as a binary land cover plot of the areas with forest indicated by green and not forest indicated by grey. The land cover data in Fig. 4 are at pixel scale which is the original, finer resolution. The differences in forest cover between areas are more distinct at this spatial scale (Fig. 5).

At both pixel and neighbourhood scales there is a difference in the composition of land cover between areas 1 and 2; area 1 has more forest cover than area 2 which is predominantly not forest at the image dates chosen. We selected these images deliberately to examine the performance of the model on different land cover compositions;
one image which is predominantly one land cover class (area 2) and one which is a more heterogeneous combination of the two land cover classes (area 1).

**General SS-RF method**

Our SS-RF method uses a Bayesian recursive estimation scheme based on Beta distributions to represent the probability of a pixel or neighbourhood in an image belonging to one of two land cover classifications. We use the Beta distribution because in our case study we are interested in a binary variable; forest or not forest land cover. Let $I^{(t)}$ denote the image at time $t$ and $P_i^{(t)}$ denote the probability of forest in the $j$th region of this image. Assume that $P_i^{(t)}$ follows a Beta distribution,

$$P_i^{(t)} \sim \text{Beta} \left( \alpha_i^{(t)}, \beta_i^{(t)} \right)$$  \hspace{1cm} (1)

The SS-RF scheme updates the hyper-parameters $\alpha_i^{(t)}$ and $\beta_i^{(t)}$ which can be expressed as

$$\alpha_i^{(t)} = \frac{P_i^{(t)}(1 - P_i^{(t)})}{v_i^{(t)}}$$  \hspace{1cm} (2)

$$\beta_i^{(t)} = \frac{P_i^{(t)}(1 - P_i^{(t)})}{v_i^{(t)}}$$  \hspace{1cm} (3)

where $v_i^{(t)}$ is the corresponding variance of the Beta distribution. The SS-RF scheme proceeds by taking the image $I^{(t)}$ at time $t$ as a prior for the image $I^{(t+1)}$ at time $t+1$. Hence by Bayes’ theorem[34], the posterior probability of forest in the $i$th region of image $I^{(t+1)}$ is given by

$$P_i^{(t+1)} \mid P_i^{(t)} \propto \text{Beta} \left( \alpha_i^{(t)}, \beta_i^{(t)} \right) \times \text{Beta} \left( \alpha_i^{(t-1)}, \beta_i^{(t-1)} \right)$$  \hspace{1cm} (4)
with posterior mean given by

\[ E(p^{(t)}_i) = \frac{\alpha^t_i + \alpha^{t-1}_i}{\alpha^t_i + \alpha^{t-1}_i + \beta^t_i + \beta^{t-1}_i} \]  \hspace{1cm} (5)

In the SS-RF scheme, the values of \( p \) at times \( t \) and \( t-1 \) are obtained using a random forest (RF) algorithm. The RF algorithm is a machine learning method that classifies observations based on the average of many shallow decision trees, each of which is constructed using a random sample of the regions in the image[21]. This so-called bagging approach, combined with the use of training and test sets to respectively train each decision tree and evaluate its performance, produces highly accurate classifications and predictions[35]. The values of \( v \) are specified based on the variance observed in the testing and training samples across the images.

In our case study we draw values of each observation from the beta distribution and treat these as the values of the observations that are missing due to cloud. The sequential steps in our algorithm are outlined in Appendix A.

**SS-RF method applied to case study**

In this case study we calculated the variance in NDVI observed in the random sample used for testing and training across the images. Based on the results we set the value for variance \( v \) in Eq. (1) to 0.01 for the image at time \( t \) and allowed a larger value of 0.02 for the older image \( t-1 \) (see Appendix C). We predicted the probability of the land cover class being forest at both pixel and neighbourhood spatial scales as a function of latitude and longitude of the neighbourhoods per[16]. We take a sub sample of 100,000 observations from both the images at previous time points, \( t \) and \( t-1 \). We split these into training samples of 80,000 and testing samples of 20,000, which represents an 80/20 per cent split. We train the random forests on the training samples, and produce probabilities of land cover being forest for the testing sets. We then apply the trained models to an additional random subset of the data of 200,000 observations to produce probabilities of land cover being forest. We then take these probabilities for the previous images, \( t \) and \( t-1 \), and use these in Eq. (3) to generate the Beta distribution, \( E(p^{(t)}_i) \). The expected values of this Beta distribution then gives our interpolated probabilities of forest cover at \( t+1 \) and uncertainty of these posterior predictions which are missing due to simulated cloud cover.

That is, we infer the probability of observations at \( t+1 \) as being the probability of the observations being forest at time \( t \), given the probability of being forest at time \( t-1 \). These posterior probabilities, inform the decision rule which determines the class \( k \) of neighbourhood \( i \) at the future time point \( t+1 \) as forest or not forest.

For each sample of data we obtained a probability of each observation being forest and a binary classification as forest or not forest where the former is based on the expectation of the posterior probability distribution and the latter is based on whether this expected value exceeds the threshold of 0.5. In our case study where we have the true observed land cover classes that are underneath the simulated clouds, we compare the plotted posterior probability of forest with the true land cover classes to evaluate how well the model can interpolate the land cover. We assessed the accuracy of the SS-RF
method at interpolating missing data by producing confusion matrices using the true class values of the testing data set and the predicted probabilities performed on the testing data set converted to forest or not forest classifications.

To examine the performance of the SS-RF method compared to the standard remote sensing solution to interpolating missing data, we performed compositing and compared the results with the SS-RF outputs. Compositing interpolates missing image data by taking the most recently observed value of each pixel and using this as the true value for missing data. It is an absolute value and no uncertainty is included in this approach. To perform compositing we used the most recently observed pixel values to interpolate the simulated missing data at $t+1$ and $t+2$. Specifically, for $t+2$ we interpolated the missing data with the values for the same pixels and neighbourhoods at $t+1$, and interpolated the data at $t+1$ using data from $t$. We produced confusion matrices of the true class values of the testing data sets and the interpolated values produced by compositing. We implemented the SS-RF and compositing methods for both the study areas 1 and 2 at pixel and neighbourhood scale, then compared the accuracy of the interpolation results produced by the SS-RF method and compositing.

**Results**

We first present an example of the full outputs of the SS-RF method. The outputs take the form of spatial plots of interpolated values identifying how probabilities of forest are distributed, and plots of interpolated land cover classifications. Secondly, we present the results of the SS-RF method and make comparisons between the two study areas, and results for pixel and neighbourhood scale. Thirdly, we present a comparison of the results of the SS-RF and compositing methods for area 1 and area 2 at pixel and neighbourhood scale. Finally, we present the compositing results and make comparisons between study areas and pixel and neighbourhood scale.

**Visualising probabilities of forest land cover**

The SS-RF method outputs can be used to effectively visualise the spatial distribution of both discrete land cover classifications and posterior probabilities of forest in the area of interest (Fig. 6). These visualisations provide maps of interpolated forest cover data, and the uncertainty of those data values. In Fig. 6 the posterior probability of forest as predicted by the SS-RF method is plotted by latitude and longitude. This can be viewed as an uncertainty map of the interpolated forest cover data (Fig. 6). In Fig. 7 the true class values observed before we simulated clouds for the sample and area are plotted by latitude and longitude. By comparing true land cover classes (forest and not forest) with the probabilities, we can see that the SS-RF method accurately identifies land cover for this sample (Fig. 7). For example, in the top grid of Figure 7 between 147.3 and 147.4 on the x axis, there is a region of predominantly grey observations which indicates that the land cover is not forest. These same observations in Fig. 6 are predominantly dark blue, which indicates low probability of forest. There is concordance between the posterior probabilities and true class values of these points (Fig. 8). Fig. 8 shows the interpolated land cover classifications; forest and not forest, that were produced for the same sample of observations shown in Figs. 6, 7 using the SS-RF method. Figure 8 shows the probabilities produced by the SS-RF method for sample 5 of area 1 on 10 September 2017.
plotted by latitude and longitude as a binary land cover classification. If the probability of the observation being forest is equal to or greater than 0.50, the observation is plotted as green and if the probability of the observation being forest is less than 0.5, it is plotted as grey. We observe the same pattern as in Fig. 6, with predominantly grey ‘not forest’ land cover observed in the top grid between 147.3 and 147.4 longitude.

SS-RF method results
The accuracy of the SS-RF method for interpolating land cover data was higher for area 2 than for area 1 across both resolutions and image dates (Fig. 9). Overall accuracy for area 2 was higher for neighbourhood scale data, ranging from 0.955 to 0.967. Overall accuracy for pixel scale data was 0.929 to 0.939. For area 2 overall accuracy was slightly higher for 10 September 2017 image than the 25 August 2017 image, for both
The accuracy of the SS-RF for interpolating land cover data for area 1 was more variable than for area 2. This is expected as area 1 had a more heterogeneous structure of the two land cover classes forest and not forest. The SS-RF was most accurate predicting land cover at pixel scale, with accuracy ranging from 0.749 to 0.831. Overall accuracy for neighbourhood scale data ranged from 0.408 to 0.656, with 0.408 appearing as an outlier in the results for the neighbourhood scale data and in the overall results for area 1 (Fig. 9). The low accuracy for this sample of data seems to be due to the balance of the classes in the training data set compared with the values in the testing data set. There were 11,343 (56.7%) forest and 8657 (43.3%) not forest land cover observations in the training set and in the testing set that was predicted there were 50,271 (63.8%) forest and 29,729 (37.2%) not forest land cover observations. For the 25 August 2017 image model performance was most accurate for pixel scale data
with overall accuracy ranging from 0.825 to 0.831. For the 10 September 2017 image, model performance was most accurate for pixel scale data with overall accuracy ranging from 0.749 to 0.760.

**Comparison of SS-RF method and compositing interpolation**

Importantly, we found the SS-RF method had accuracy comparable with the compositing method in most situations. In situations where the SS-RF method was not as accurate it had the additional benefit of providing the probability of forest presence in addition to a classification. The relative performance of the SS-RF method compared with compositing varied across resolutions and the two areas.

For area 2, overall the performance of the SS-RF method and compositing was comparable at both neighbourhood and pixel scales, as shown in Fig. 10. For the 25 August 2017 image \((t)\) overall accuracy of the SS-RF method across both resolutions ranged from 0.929 to 0.960, which is comparable with 0.968 to 0.971 for compositing. For the 10 September 2017 image overall accuracy of the SS-RF method ranged from 0.932 to 0.967 and from 0.966 to 0.985 for compositing.

Figure 11 shows model performance for area 1, which is the more heterogeneous of the two areas in terms of combination of forest and not forest land cover and less stable in terms of change over time. For area 1 the compositing approach had higher overall accuracy than the SS-RF method, at both neighbourhood and pixel scales. The difference in performance between the two methods was more obvious at neighbourhood scale, with the SS-RF method producing less accurate results below 0.65 for both image dates, and had particularly low accuracy for the 25 August 2017 image. At pixel scale this difference in performance between methods was slightly reduced, with SS-RF overall accuracy above 0.75 for both image dates, and above 0.82 for 25 August 2017.

**Compositing results**

Using a compositing approach, for 10 September 2017 \((t + 2)\) missing data we interpolated using the most recently observed data, which were from 25 August 2017 \((t + 1)\).
For the 25 August 2017 image \((t + 1)\) we interpolated using the most recently observed data from the previous satellite image on 9 August 2017 \((t)\). The accuracy of compositing for interpolating land cover data was slightly higher for area 2 across both resolutions and image dates (Fig. 12). Overall accuracy for area 2 was higher for neighbourhood scale data, ranging from 0.971 to 0.985. Overall accuracy for pixel scale data ranged from 0.966 to 0.970. Overall for both images, compositing produced highly accurate results for missing data interpolation.

**Discussion**

**Model accuracy**

Our results show the SS-RF method performs extremely well, with between 93% and 97% overall accuracy, when the land cover data are relatively stable over time and
landscape is more homogeneous. This was the case in area 2 for all four images from times \( t - 1 \) to \( t + 2 \). Accuracy at pixel scale was high for the heterogeneous land cover data in the 25 August 2017 image (0.825% to 0.831%), however this accuracy was noticeably lower for neighbourhood scale data for the same image (0.408% to 0.534%).

The lower accuracy of the SS-RF method in some cases compared with compositing is driven by changes in the land cover data between the dates of the input images and the image being interpolated. To demonstrate this, we present an example of a sample of data from area 1. The input random forest algorithms that are used to produce the probabilities of forest cover \( p \) which are part of the calculation of the parameters \( \alpha \) and \( \beta \) have extremely high accuracy for 9 August and 25 August 2017 between 0.98 and 0.99 (See Appendix D for full results for this sample). The lower accuracy of the SS-RF model is therefore unlikely to be driven by this component of the method, but rather by the following Beta distribution step that relies on observed land cover from two images (Fig. 13). As shown in Fig. 13, the amounts of forest and not forest observations are relatively consistent between the first two images on 9 August 2017 and 25 August 2017, but changes noticeably to more forest cover between 25 August 2017 and 10 September 2017. It appears the lower accuracy of the SS-RF method for 10 September 2017 is based on the fact the land cover observed in the previous two time points is not an accurate representation of the land cover on 10 September 2017.

As another example of the influence of the observed land cover in previous images and stability of the land cover over time we show a case where the SS-RF method had high accuracy (Fig. 14).

In this case the SS-RF had comparable performance with compositing, driven by the fact that the land cover across all three time points was primarily not forest consistently across the three time points (Fig. 14). Based on these results, we conclude the accuracy of the SS-RF method is influenced by the level of stability in land cover over time, as it performed well when the land cover had minimal change between the observed images and the image being interpolated, and performed poorly when there was more variation in the land cover over time (Fig. 13). We note this limitation is
not confined to the SS-RF method, as the accuracy of compositing is also impacted by instability in land cover over time.

**SS-RF outputs and method benefits**

Our key model output is the posterior Beta distribution which provides the probability of each individual observation belonging to a land cover class, in this case forest or not forest. From this output we progressed to a binary classification; however, the probabilities in their original form could be used to inform forest monitoring and provide a probability of forest presence. In addition to using the probabilities to interpolate the missing data in images, they could also be used to identify areas where the chance of forest presence has decreased or increased and inform decisions about where it could be beneficial to invest in field data collection. The key benefit of our SS-RF method is the ability to produce a measurement of uncertainty for land cover classifications of missing data (pixels or larger geographic regions). These probabilities of forest cover can be used to produce spatial maps of uncertainty to augment the interpolated land cover classifications. Additional benefits of our SS-RF method include its speed, taking only minutes to train and produce results for hundreds of thousands of observations, ability to handle very large amounts of data efficiently, more relaxed statistical assumptions[35] and ease of implementation in open source software R[32]. The method can be easily updated with new data in a recursive manner, which further increases the computational efficiency and scalability of the approach and improves its utility. This is highly relevant to our application where it is of interest to interpolate forest cover in satellite images, and do this for new images over time to monitor forest. Beyond our satellite image case study, the SS-RF method can be applied to other fields, such as biomedicine, which requires binary classification of images and uncertainty measurements for these classifications[36]. Indeed, our method could be applied to any big data classification problem where the user
wants to predict the probability of an event or feature of interest. Examples of where this is useful include predicting the probability of disease in health, species presence in ecology, and crops in agricultural monitoring.

**Comparing SS-RF interpolation with compositing**

In the case study, the SS-RF method performed inconsistently compared with compositing across the two different areas. For area 2, the SS-RF method results were comparable with those for compositing at both neighbourhood and pixel scale. For area 1 in our case study the compositing results were more accurate than the SS-RF land cover predictions at both neighbourhood and pixel scale. We used overall accuracy produced from confusion matrices to compare the SS-RF method and compositing because it is possible to produce a classification from both approaches, however it is not possible to produce a probability from compositing. This means that the benefit of having a probability of forest cover, which is a key contribution of our method, was not directly incorporated into the comparison metric. Since the compositing method assumes the most recently observed values of the pixels in images, for example at $t - 1$ and $t$, are the same, it implicitly assumes a 100% probability of the pixels having the same land cover classification at both points in time. This is unlikely to be true for all observations, and compositing does not account for this uncertainty whereas the SS-RF method does. The probabilities for the interpolated land cover produced by the SS-RF give this method an advantage over compositing overall.

We were able to assess the accuracy of the compositing approach compared with our SS-RF method in our case study because we simulated our clouds and missing data. However, in real cases of missing data in images the true values of the data are unknown. Although the SS-RF method did not consistently match the accuracy of the traditional compositing approach, using the SS-RF method to interpolate missing data is beneficial because it provides an uncertainty measurement in addition to a land cover classification. It could be beneficial to use a combination of compositing and SS-RF probabilities to interpolate missing data i.e. using the most recently observed values to create a composite as a baseline and highlighting observations where the SS-RF and composite values differ. For example, if according to the compositing approach an observation is not forest and according to the SS-RF method the observation is forest. A limitation of both compositing and the SS-RF method is reliance on stability in land cover over time. When a significant change in land cover occurs between images, both compositing and the SS-RF method will have lower accuracy interpolating the missing data. Where the SS-RF method has an advantage in this scenario is the ability to quantify the uncertainty of its land cover predictions, whereas compositing only provides a land cover prediction based on the most recently observed data.

Our case study was an example where there were four consecutive images and we were interpolating data at the next future time point e.g. $t + 1$ using $t$ and $t - 1$. However, in cases where you want to interpolate an intermediate step e.g. you have an observed image at time $t$ and at time $t + 2$ and want to interpolate $t + 1$ under a compositing approach it is unclear which data is preferable to use. The SS-RF method does not require a choice between the observed data, but uses data from both observed images to inform predictions.
Thresholds for land cover classifications and limitations

To produce land cover classifications from the probability values produced by the SS-RF method we used a probability threshold of 0.5 to classify observations as forest or not forest. Under this threshold, observations with probabilities 0.5 or greater are classified as forest and not forest otherwise. When probabilities are close to the extreme values 0 and 1 this is a clear rule, however for probabilities around 0.5 there is more uncertainty around which is the appropriate land cover class. For other case studies different thresholds may be selected based on a different loss or objective function, or using an ROC curve to inform threshold choice. Regardless of the application, the selection of an appropriate threshold is a challenging and subjective task.

A limitation is that the SS-RF method cannot detect sudden changes, sometimes referred to as change points, in the landscape. See for example Fig. 13 where there was a change in the true classes between time \( t \) and \( t + 1 \). There is likely to be a lag in detecting such change in the images over time. For example, if there had been a dramatic event such as tree clearing during the 16 days between satellite images and this land cover change was obscured by cloud, the model would predict forest presence similar to the previous observations. At least one time step of observed data is needed that reflects the forest cover change to start to incorporate any such sudden changes into the predictions.

Although the SS-RF method uses images from different points in time, it is not a time series method. The method does account for some effects of time by imposing a larger variance for the older image to give more weight to the influence of the most recent image when performing the interpolation. The treatment of data which are temporally distant as though they are captured at the same point in time is not unusual in satellite image processing. For example, the common practice of compositing we demonstrated in this paper substitutes missing pixels with observed pixels of the same region from a different time point and treats the pixels in the composited image as being from the same time point. Our method extends on compositing by using the most recently observed images of the same area to produce a probability of an observation belonging to a land cover class, in addition to a land cover classification.

Extensions

We selected a decision tree method, random forest, for our study model because this method offers key benefits for big data problems as described in the introduction. Other supervised classification methods that are currently popular for satellite image analysis include support vector machine[37–39] and deep learning methods: convolutional neural networks (CNNs)[40, 41] and generative adversarial networks (GANs)[42]. These methods could potentially be implemented within our stochastic framework in future studies.

In this case study we focused on identifying two classes; our land cover of interest; forest, and all other land cover was classified as not forest. This binary example necessitated the use of the Beta distribution, which by definition is binary. To extend the SS-RF method to more than two classes, a Dirichlet distribution could be implemented as an alternative. In cases where there are multiple images in a row with missing data the outputs of the SS-RF method could be used in combination with observed data to interpolate missing data at a future time. For example, if the images at \( t - 1 \) and \( t \) are observed
and used to interpolate $t + 1$ but $t + 2$ also has missing data, the interpolated values of $t + 1$ could be used with the observed values at $t$ to interpolate $t + 2$, and continuing in this Bayesian updating scheme using estimated land cover data until data are observed. The benefit of this approach is that having long periods of cloud cover, as is common in tropical areas, will not prevent the use of satellite images for forest monitoring and the uncertainty of the interpolated data is measured. Previous images of the same area were used in this case study because these are the data we have; the fact they are a sequence of images in time is not essential to the method. This approach could also be used for cases with multiple images of the same area at the same point in time i.e. at different resolutions or from different data sources (aerial photograph, satellite image).

In our case study we simulated clouds so we knew the true values of observations at $t + 1$ and $t + 2$, and hence we were able to assess model accuracy. In cases where the cloud data are truly missing, predicting values in images ahead of the image being taken or available for analysis this is not possible. This is where the probabilistic nature of the method is useful. In the case of truly missing data the real land cover values under the clouds are unknown, therefore having an informed probability of the observations being forest, in addition to a land cover classification is helpful. Having land cover classifications, and a measurement of the uncertainty around these, could inform forest management planning by identifying forest cover or predicting trajectories of natural regeneration or deliberate reforestation.

**Conclusion**

Forest management is a priority identified by the United Nations and World Bank Sustainable Development Goals (SDGs)[1] and is important globally. Satellite images are a freely available and frequently updated data source for forest monitoring. However, missing data due to frequent cloud cover is a main barrier to using these data, particularly in tropical areas where forest monitoring is essential. We have extended our previous spatial decision tree approach to image interpolation[16] and presented our new SS-RF method to statistically predict missing data in satellite images, and importantly, provide a measurement of uncertainty for these predictions.

The SS-RF method is fast, scalable to large amounts of data and accurate, performing probabilistic binary land cover prediction with overall accuracy up to 0.97. We compared the performance of our new method with the remote sensing standard approach; compositing. We found when land cover is relatively stable over time the SS-RF method produced comparable results to compositing for predicting binary land cover; forest and not forest, with the additional benefit of producing a probability of forest cover as well as a land cover classification. In cases where the SS-RF method did not perform as well as compositing, the probabilities it produced were useful to provide a measure of uncertainty for the interpolated values. In a real scenario where data are truly missing, it is not possible to know whether compositing or any method is accurate or not, which makes having a probability associated with interpolate values so essential. This is the key benefit of the SS-RF method. Beyond our satellite image case study, the SS-RF method can be applied to other large images, such as those used in medicine or indeed any big data problem where the user wants to predict the probability of an event or feature of interest.
Abbreviations
SS-RF: Spatial Stochastic Random Forest; NDVI: Normalised Differenced Vegetation Index.
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Appendices

Appendix A: SS-RF algorithm

The steps in our SS-RF algorithm are outlined below.

1. Form prior from image $I^{(t-1)}$
2. Use random forest to obtain $y_i^{(t-1)} = p_i$ in $I^{(t-1)}$
3. Specify variance based on observed data e.g. $v_i = 0.10$
4. Calculate $\alpha_i^{(t-1)}$ and $\beta_i^{(t-1)}$

\[
\alpha_i^{(t-1)} = \frac{p_i^2}{v_i} (1 - p_i) \beta_i^{(t-1)} = \frac{p_i}{v_i} (1 - p_i)^2
\]

5. Set prior for probability of forest in area $i$ in image $I^{(t-1)}$

\[P_i^{(t-1)} \sim \text{Beta}(\alpha_i^{(t-1)}, \beta_i^{(t-1)})\]

6. Form likelihood from image $I^{(t-1)}$
7. Repeat steps 1 to 6 for image $I^{(t)}$
8. Set likelihood for probability of forest in area $i$ in image $I^{(t)}$

\[P_i^{(t)} \sim \text{Beta}(\alpha_i^{(t)}, \beta_i^{(t)})\]

9. Compute posterior probability of forest of area $i$ in image $I^{(t)}$ as the expectation of the posterior distribution for $P_i^{(t)}$

\[E(P_i^{(t)}) = \frac{\alpha_i^{t} + \alpha_i^{t-1}}{\alpha_i^{t} + \alpha_i^{t-1} + \beta_i^{t} + \beta_i^{t-1}}\]

10. Use the Beta distribution, $E(P_i^{(t)})$ as predicted estimate for $E(P_i^{(t+1)})$
11. Update $E(p_i^{(t+2)})$ as the next images become available.

where $p$ is the probability of the observation being forest, as derived from the random forest, and $v$ is some fixed variance. In this case we specify $v_i$ based on the variance observed in the testing and training samples across the images, allowing greater variance for $I_{t-1}$ than for $I_t$.

**Appendix B: Calculate hyperparameters**

From the variance of $y$

$$v(y) = \frac{\alpha \beta}{(\alpha + \beta)^2(\alpha + \beta + 1)}$$

Calculate $\alpha$

$$v(y) = \frac{\frac{\alpha^2}{v} - \alpha^2}{\frac{\alpha^2}{\alpha^2 p} + 1}$$

$$\alpha = p^3 \left( \frac{1}{p} - 1 \right)$$

$$\therefore \alpha = \frac{p^2}{v}$$

Use $\alpha$ to calculate $\beta$

$$\beta = \frac{\alpha}{p} - \alpha$$

$$= \frac{p^2}{v} (1 - p) - p^2 (1 - p)$$

$$= \frac{p^2}{vp} (1 - p)^2$$

$$\therefore \beta = \frac{p^2}{v} (1 - p)^2$$

**Appendix C: Selecting values of variance**

In this case study to set variance values we calculated the variance in NDVI and mean NDVI observed in the random samples used for testing and training across the images. We then examined the average variance values to set variance for the images. The average results are below (Table 1):

| Image date     | Average variance across samples |
|---------------|---------------------------------|
| 25/08/2017 (t+1) | 0.000994                       |
| 09/08/2017 (t)   | 0.01442                         |
| 24/07/2017 (t-1) | 0.01222                         |
Based on the sample variance values, we set variance to 0.01 at $t$ and allow a larger value of 0.02 for $t - 1$.

**Appendix D: Input probabilities accuracy**

The probabilities ($p$) we use as input variables to calculate $\alpha$ and $\beta$ come from a random forest model which makes predictions on each observed image. For example, a random forest is trained on an image at time $t$ to predict probability of forest at time $t$.

To assess the accuracy of the random forest predicted probabilities, we produced confusion matrices using the true class values of the testing data set and the predicted probabilities performed on the testing data set converted to the class variable using a 0.5 threshold. If the probability of being forest is 0.5 or greater, the probability was converted to forest class and if it was below 0.5 converted to not forest class.

As an example, results for the input random forests for sample 1 at $t + 1$, $t$ and $t - 1$ are as follows (Table 2).

The input random forest for time $t + 1$ had overall accuracy $= 0.985$, = Kappa 0.978, = Sensitivity 0.986 and = Specificity 0.985 (Table 3).

The input random forest for time $t$ had overall accuracy $= 0.987$, Kappa $= 0.974$, Sensitivity $= 0.989$ and Specificity $= 0.985$ (Table 4).

The input random forest for time $t - 1$ had overall accuracy $= 0.988$, Kappa $= 0.975$, Sensitivity $= 0.990$ and Specificity $= 0.985$.

These results indicate the probability predictions from the input random forests are highly accurate at detecting the true land cover values of forest and not forest in the images at each time point. These are examples of the highly accurate inputs that are then used to calculate the beta distributions used to interpolate missing data.

### Table 2 Confusion matrix results for input random forest image 25/08/2017 ($t + 1$)

| Prediction outcome | Forest   | Not forest |
|--------------------|----------|------------|
| Reference          |          |            |
| Forest             | 9864     | 151        |
| Not forest         | 141      | 9843       |

### Table 3 Confusion matrix results for input random forest for image 09/08/2017 ($t$)

| Prediction outcome | Forest   | Not forest |
|--------------------|----------|------------|
| Reference          |          |            |
| Forest             | 10955    | 131        |
| Not forest         | 127      | 8786       |

| Reference          |          |            |
|--------------------|----------|------------|
| Forest             | 10955    | 131        |
| Not forest         | 127      | 8786       |
Table 4 Confusion matrix results for input random forest for image 24/07/2017 (t−1)

| Reference | Forest | Not forest |
|-----------|--------|------------|
| Forest    | 11837  | 119        |
| Not forest| 126    | 7917       |
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