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Abstract—Image manipulation and forgery detection have been a topic of research for more than a decade now. New-age tools and large-scale social platforms have given space for manipulated media to thrive. These media can be potentially dangerous and thus innumerable methods have been designed and tested to prove their robustness in detecting forgery. However, the results reported by state-of-the-art systems indicate that supervised approaches achieve almost perfect performance but only with particular datasets. In this work, we analyze the issue of out-of-distribution generalisability of the current state-of-the-art image forgery detection techniques through several experiments. Our study focuses on models that utilise handcrafted features for image forgery detection. We show that the developed methods fail to perform well on cross-dataset evaluations and in-the-wild manipulated media. As a consequence, a question is raised about the current evaluation and overestimated performance of the systems under consideration.

Note: This work was done during summer research internship at ITMR Lab, IIIT-Allahabad under supervision of Prof. Anupam Agarwal.
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I. INTRODUCTION

With over 4.5 billion active internet users[1], the amount of multimedia content being shared every day has surpassed everyone’s imagination. Large-scale and pervading social media platforms, along with easily accessible smartphones, have given rise to huge visual data such as images, videos, etc. One of the perils accompanying this huge amount of data is manipulation and malicious intent to remove the authenticity of these media.

The availability of various image-editing software and tools such as Photoshop[2], GIMP[3], etc., has made it possible to create forgeries with minimal effort. Today, it is quite easy to produce a manipulated media that looks indifferent to the human eyes. Various types of digital image forgeries have evolved, the major ones include copy-move, splicing, morphing, watermarking, etc. Copy-move manipulation means cutting and pasting a portion of the same image onto itself. Splicing involves cutting and pasting from different sources. Copy-move and Splicing an image are a part of passive image forgery while examples of watermarking come under active image forgery. From an image forensics point of view, passive forgeries are of relative interest to us and hence, much research has been conducted to detect these passive image forgeries.

Techniques designed to detect these forgeries can be divided into two classes based on how they use an image to extract its feature, one that uses handcrafted features and the other deep-learning-based extracted features. These techniques either solve for detection of forged images or detection as well as localisation of the tampered region. However, an important question of generalisability and real-world use case is found to be missing in almost every proposed method. The state-of-the-art methods have claimed the performance of classifying pristine vs tampered images with nearly 100% accuracy. On observation, it can be seen that these near-perfect performances might be highly overestimated and are biased because of the choice of the dataset.

In our study, we have evaluated the robustness and generalisability of five state-of-the-art methods, that utilise handcrafted features for the classification of authentic and tampered images, with a focus on copy-move and splicing forgeries. We perform a suite of evaluations by testing on a) more available datasets, both large and small b) out-of-distribution data c) amalgamating different datasets d) real-world manipulated data.

Our results show that these near-perfect methods fail to generalise to different data and thus cannot be utilised in real-world applications. We also put forward the need to focus on cross-dataset generalisation and usage of the latest benchmark datasets, keeping in mind the real-world data as well, to develop universal techniques for robust image forgery detection.

II. RELATED WORK

Overview of Image Forgery Techniques: In literature, several methods have been used to identify copy-moved and spliced images from the pristine ones. Wei et al. [1] modelled the edge image of the image chroma component as a finite-state Markov chain feature and used Support Vector Machine (SVM) for classification. Ahmet et al. [2] used artifacts created by Color Filter Array (CFA) processing to detect tampering. The method by Xunyu et al. [3] detects the noise variance differences between original and tampered parts of an image and uses its variance to classify as well as localise the tampered images. Can et al. [4] used camera response function analysis to detect spiced images. Ankit et al. [5] used a hybrid feature set features extracted from techniques comprising of Laws Texture Energy (LTE), Local Binary Pattern (LBP), Histogram of Oriented Gradients (HoG), Discrete Wavelet Transform (DWT) to make a classification using SVM. Habibi

1https://www.statista.com/statistics/617136/digital-population-worldwide/
2https://www.photoshop.com/en
3https://www.gimp.org/
et al. [6] proposed a blind image splicing detection method based on the colour distribution in the neighbourhood of edge pixels. An enhanced technique used by Navdeep et al. [7] was to use the optimal threshold-based local ternary patterns to classify images. Moghaddasi et al. [8] had used Singular Value Decomposition on Discrete Cosine Transform (DCT) coefficients to extract the features. Abraham et al. [9] used Local Binary Pattern (LBP), Higher-order statistical features, and HoG to finally train an artificial neural network for classification.

Several deep-learning approaches have also been used to detect/localise tampered images. Fatima et al. [10] used a network of the U-Net [11] family as encoder/decoder to create binary masks of tampered regions. Rao et al. [12] used a specially designed CNN to train labelled patches of images to extract feature-set followed by SVM for classification. Salloum et al. [13] employed a Multi-Task Fully Convolutional Network to learn surface labels as well as edge or boundary labels of the spliced region. Yue et al. [14] introduced a novel end-to-end Deep Neural Network solution to image forgery localization called ManTra-Net. Some research methods have also used GANs [15] for solving image forgery detection. Methods by Younis et al. [16], Liu et al. [17], Ashrafual et al. [18], Vladimir et al. [19], have made use of GANs in different ways to detect various image manipulations.

A more extensive overview for image forgery methods has been covered by these survey papers Navdeep et al. [20], Zheng et al. [21], Sabeena et al. [22], and Abhishek et al. [23].

Methods Analysed in this Study: In our study, we have chosen five methods [24, 25, 26, 27, and 28], that are based on statistical approaches and use hand-crafted features and white-box models (classical machine learning algorithms) to classify pristine and tampered images. Alahmadi et al. [24] used textural pattern LBP and frequency domain DCT to extract features for classification using SVM. The method achieved 97.00% on CASIA v1.0, 97.50% on CASIA v2.0 and 97.77% on the Columbia Coloured dataset. Shilpa et al. [25] made use of artifacts that originated due to manipulations of JPEG encoded images, extracting useful features through standard deviation and number of ones in the AC components of DCT coefficients. The achieved average detection rates for CASIA v1.0 and CASIA v2.0 are above 93% and 98% respectively. Arman et al. [26] proposed a method that uses extracted features from the mantissa distribution of DCT coefficients. The reported results are 99.78% on the CASIA v1.0 dataset. Mandeen et al. [27] used Discrete Wavelet Transform and histogram of Local Binary Patterns to extract features for classification. The best results obtained were up to 97% on JPEG images in the spliced dataset. Mohammad et al. [28] proposed a method based on Discrete Cosine Transformation (DCT) and Local Binary Pattern (LBP) and a new feature extraction method using the mean summary statistic. The best results reported were 99.55%, 99.88%, and 98.20% on CASIA v1.0, CASIA v2.0, and Columbia Color datasets respectively. Details of replication of these methods are provided in Table II.

While there are plenty of methods to choose from, we selected the above five methods because a) statistical approaches using white-box (classical machine learning) models, thus having explainability b) used common datasets c) proposed nearly perfect accuracies d) reproducible and computationally efficient to run (check section V).

Nature of Study and its relevance: Across the field of machine learning and its applications, we come across methods that report high accuracy on the datasets that the models are trained on, but fail to perform well on test datasets that are slightly different in distribution. In the case of Image Forgery, K.Ashgar et al. [29] tested the efficacy of their proposed method by training and testing on the same datasets, as well as did a comprehensive cross dataset evaluation. They talked about the generalisability of their method through testing on out-of-distribution data, a mixture of datasets, etc. Isaac et al. [30] also showed a cross-dataset evaluation of their proposed method in one of their ablations. Even outside the field of image forgery, there have been growing interest in out of distribution and cross dataset evaluations for computer vision and natural language processing. For example, in the area of hate speech detection, Arango et.al [31] discussed how the state-of-art hate speech models, fail to perform in the wild. Inspired by this body of work, we took up the study of analysing the state-of-art statistical methods for image forgery detection and classification, performing a series of experiments to comment on the robustness of the techniques.

III. Datasets Description

The most common and popularly used image forgery datasets that are publicly available for research are CASIA v1.0 [32], CASIA v2.0 [32], MICC-F220 [33], MICC-F2000 [33], Columbia Colour [34], COVERAGE [35], and CG-1050 v2 [36]. More recently, some large-scale benchmark datasets have been released to facilitate the work in image forensics like DEFACTO [37] and MFC [38, 39] datasets. Additionally, the advent of the Internet has increased the number of forged images generated and circulated. To keep up with new trends in images across the Internet, some in-the-wild datasets have been proposed. These are useful in verifying the robustness of forgery detection techniques; datasets such as WildWeb [40], PS-Battles [41], IMD-2020 Real Life Manipulated Images [42], and FRITH [29]. A detailed description of each of these datasets is mentioned in Table I. In our study, we have utilised these datasets under different settings, details of which are discussed in Section V.

To make better evaluations and corroborate our study, we have divided the datasets into two categories based on their creation:

- Controlled-environment Datasets: Datasets such as CASIA v1.0 [32], CASIA v2.0 [32], MICC-F220 [33], MICC-F2000 [33], Columbia Colour [34], COVERAGE [35], CG-1050 v2 [36], DEFACTO [37] and MFC [38, 39]. These are the commonly used standard datasets, annotated by academicians of the community to serve...
| Dataset                     | Release year | Forgery type               | Pristine/Tampered | Image Size  | Post-Processing | In-the-Wild Data | Sub-Sample Used |
|-----------------------------|--------------|----------------------------|-------------------|-------------|-----------------|------------------|-----------------|
| Columbia Color              | 2006         | Splice                     | 183/180           | Various     | No              | No               | 183/180         |
| MICC-F200                   | 2011         | Copy-Move                  | 110/110           | Various     | No              | No               | 110/110         |
| MICC-F2000                  | 2011         | Copy-Move                  | 1300/700          | 2048x1536   | No              | No               | 700/700         |
| CASIA v1.0                  | 2013         | Splicing, Copy-Move        | 800/921           | 384x256     | No              | No               | 800/921         |
| CASIA v2.0                  | 2013         | Splice, Copy-Move          | 7491/5123         | 384x256     | Yes             | No               | 7491/5123       |
| Wild Web                    | 2015         | Splice, Copy-Move, Erase-fill | 90/13577       | Various     | Yes             | Yes              | 90/99           |
| COVERAGE                    | 2016         | Copy-Move                  | 100/100           | Various     | No              | No               | 100/100         |
| PS-Battles                  | 2018         | Splicing, Copy-Move        | 11142/91886      | Various     | Yes             | Yes              | 498/500         |
| MFC18 dev-1 ver-1          | 2018         | Splicing                   | 997/5711          | Various     | No              | No               | 614/616         |
| FRITH                       | 2019         | Splicing, Copy-Move        | 156/229           | Various     | Yes             | Yes              | 156/229         |
| CG-1050 v2                  | 2019         | Splicing, Copy-Move        | 1050/1050         | Various     | Yes             | No               | 1050/1050       |
| DEFACTO                     | 2019         | Splicing, Copy-Move        | 105000 spliced, 19000 copy-moved | Various | No              | No               | 5000/5000       |
| IMD2020 Real-Life Manipulated Images | 2020 | Splice, Copy-Move, Re-touching | 414/2010 | Various | Yes             | Yes              | 414/419         |

TABLE I: Description of Datasets and sub-samples used

the purpose in image forensic tasks. To refine our study, we have further divided these into sub-classes based on their relative size:

- **Large Scale Datasets:** Having ≥ 1400 images.
- **Medium Scale Datasets:** Having 400-1400 images.
- **Small Scale Datasets:** Having ≤ 400 images.

However, we do not use datasets of medium-scale in our study. Also, another sub-division is made based on the time of the release of these datasets:

- **Relatively Older Datasets:** That were released before 2016, made using older photo-editing tools.
- **Relatively Newer Datasets:** That were released after 2016, and have been made using relatively newer photo-editing tools and software.

- **In-the-Wild Datasets:** such as WildWeb [40], PS-Battles [41], IMD-2020 Real Life Manipulated Images [42], and FRITH [29] in which the images are collected from an uncontrolled environment. It contains examples of real-life image forgeries taken from the internet and elsewhere.

IV. OVERVIEW OF THE ANALYSIS

Out of our selected papers [24], [25], [26], [27], and [28] all have either explicitly mentioned that they are solving for both copy-move and spliced images or they have used a dataset that has both copy-move and spliced images, thus allowing us to assume that they have considered both type of forgeries.

We have divided our experiments into 3 sets, each set itself has an array of experiments spanning a combination of multiple datasets and the methods discussed in Section [V]

- **SET 1:** Different experiments of training/testing on the same data.
- **SET 2:** Cross-dataset evaluations.
- **SET 3:** Experiments with in-the-wild data.

V. EXPERIMENTAL RESULTS, COMPARISON AND DISCUSSION

Experimental Setup: All the experiments were run using Intel i5-5300U CPU @ 2.30GHz × 4, 12Gb RAM, Ubuntu 18.04.5 LTS, and Python 3.6.9 environment.

Evaluation Criteria: In all our results, the evaluation metric that we have mentioned are accuracy percentage and macro-F1 score (in brackets), since it is a binary classification problem with mostly balanced classes. Places marked with (*) in Tables III, IV, VI, VII, VIII signifies that in that result, either the authentic or the tampered class were not identified at all and that class’ precision = 0 and recall = 0.

Hyperparameter Tuning and Classification: We have used SVM as a classifier with the same kernel (RBF or poly) as in the original papers for each. The hyperparameters are tuned through GridSearchCV with 10 K-Fold splits for all the results to get the highest performance.

Some noticeable observations are discussed in the following subsections.
2) Extending training/testing on other common Image Forgery Datasets: From the major standard datasets discussed in Section III, we find that the papers we reviewed did not test their systems on all of the standard datasets. For example, while [29] reported performances on CASIA v1.0 [32] and CASIA v2.0 [32] datasets, they did not report any results for other datasets such as Columbia Color [34], MICC-F220 [33], etc. Meanwhile, the proposed method by [24] reported a high performance across datasets CASIA v1.0 [32], CASIA v2.0 [32], and Columbia Color [34] but did not review the datasets COVERAGE [35], MICC-F220 [33], etc. So, as the first step towards better understanding the robustness of different methods, we made sure all proposed methods are tested on other standard datasets as well. For these experiments, we trained and tested on the same datasets. The results for these experiments are shown in Table III.

It can be seen that there is a significant performance drop. For the COVERAGE [35] dataset, of size 200, it was observed that the performance of methods went below 50% in both accuracy and F1 score. It means that the methods were unable to generate distinguishable features at all. While for an equally small dataset of size 220, the MICC-F220 [33] reported far better results. Thus, showing that the number of images did not affect the performance in this case.

3) Extending training/testing on new-age, less common Image Forgery Datasets: In the previous subsection, we extended our methods on the commonly used datasets that are relatively older. In this setting, we have used three relatively newer datasets - CG-1050 v2 [50], DEFACTO [37] and MFC [38], [39], to test the performance of the proposed methods. With advancements, the tools and software for photo-editing have also evolved and thus newer, sharper, and more difficult forgeries can be created today. This need for future-proofing and long-term robustness should be kept in mind while we are developing methods to detect forgeries. This is the reason why we differentiated the datasets into relatively old and new. The results are shown in Table IV.

It can be seen that accuracy has dropped overall. DEFACTO [37] dataset, although having 10,000 image samples, performed poorly in comparison to MFC [38], [39] dataset which had only around 1200 samples. CG-1050 v2 [50] had around 2100 samples but still performed the worst. Again showing that the number of images in the dataset does not guarantee better performance.

4) Amalgamation of commonly used datasets: In this evaluation, we made a mixture of different datasets to increase the variety of our evaluation samples and trained/tested the methods on the same. We took 100 pristine and 100 tampered samples randomly from the datasets CASIA v1.0 [32], CASIA v2.0 [32], MICC-F220 [33], MICC-F2000 [33], COVERAGE [35], and Columbia Color [34], and performed the whole evaluation on a set of 3 random selections. Three random selections were made to remove any bias of choice. Finally, we reported the mean of the results obtained from the three random selections. The results are shown in Table V.

From the results, we see that although the samples from...
4 out of our 6 datasets used in the mixture were from high performing datasets as observed in the previous experiments, the overall performance of the amalgamated dataset skewed to the lower side. Thus, it can be said that samples from datasets, namely COVERAGE [35] and Columbia Color [34], were low performing (as seen in previous experiments), influenced the final results more. For the future, we can say that while creating a mixed dataset for evaluation purposes we should take care to balance the data samples so that the models do not underfit or overfit, and generalise well.

### B. SET 2

While in the first set, we took the train-test split from the same dataset, we also wanted to explore the cross-dataset performance of the methods, as a means of understanding their predictions on out-of-distribution samples. This approach has been divided into two parts, in the first part we train on relatively large scale datasets like CASIA v1.0 [32], CASIA v2.0 [32] and MICC-F2000 [33] which have around ≥ 1400 images. In the second part, we train on relatively small scale datasets like MICC-F220 [33], COVERAGE [35] and Columbia Color [34] which have ≤ 400 images.

We have not used the CG-1050 v2 [36], DEFACTO [37] and MFC [38], [39] datasets in cross-evaluation as they are relatively newer datasets. So we restricted to the standardly used old datasets only on which most of the research has been conducted in the past several years.

The idea behind this division is to capture the out-of-distribution (OOD) tests as well as low-resource availability and see how these two factors affect the performance of forgery detection. In both scenarios, a method trained on one dataset, we also wanted to explore the cross-dataset performance of the methods, as a means of understanding their predictions on out-of-distribution samples. This approach has been divided into two parts, in the first part we train on relatively large scale datasets like CASIA v1.0 [32], CASIA v2.0 [32] and MICC-F2000 [33] which have around ≥ 1400 images. In the second part, we train on relatively small scale datasets like MICC-F220 [33], COVERAGE [35] and Columbia Color [34] which have ≤ 400 images.

We have not used the CG-1050 v2 [36], DEFACTO [37] and MFC [38], [39] datasets in cross-evaluation as they are relatively newer datasets. So we restricted to the standardly used old datasets only on which most of the research has been conducted in the past several years.

The idea behind this division is to capture the out-of-distribution (OOD) tests as well as low-resource availability and see how these two factors affect the performance of forgery detection. In both scenarios, a method trained on one standard dataset (either large-scale or small-scale) is tested on all available standard ones. This led to a combination of 15

### TABLE VI: Training on Large Datasets and Testing on the rest

| Method | Test Datasets |
|--------|---------------|
|        | CASIA 1.0     | CASIA 2.0     | MICC-220 | MICC-2000 | COVERAGE | Columbia Color |
| Alahmadi et al. [24] | 51.25% (0.34)* | 60.66% (0.38)* | -        | 49.28% (0.33)* | 53.33% (0.35)* | 47.70% (0.32)* |
| Shilpa et al. [35] | 52.03% (0.36) | 64.75% (0.52) | 46.96% (0.40) | 47.14% (0.46) | 51.82% (0.35) | 47.70% (0.32)* |
| Arman et al. [26] | 52.03% (0.44) | 35.40% (0.30) | -        | 50.00% (0.45) | 48.33% (0.48) | 63.30% (0.63) |
| Mandeep et al. [27] | 52.03% (0.36) | 64.75% (0.52) | 46.96% (0.40) | 47.14% (0.46) | 51.82% (0.35) | 47.70% (0.32)* |
| Mohammed et al. [28] | 51.06% (0.34)* | 60.66% (0.38)* | -        | 49.38% (0.33)* | 54.00% (0.35)* | 47.70% (0.32)* |

### TABLE VII: Training on Small Datasets and Testing on the rest

| Method | Test Datasets |
|--------|---------------|
|        | CASIA 1.0     | CASIA 2.0     | MICC-220 | MICC-2000 | COVERAGE | Columbia Color |
| Alahmadi et al. [24] | 51.25% (0.34) | 60.66% (0.38) | -        | 49.28% (0.33) | 53.33% (0.35) | 47.70% (0.32) |
| Shilpa et al. [35] | 52.03% (0.42) | 37.17% (0.37) | 45.45% (0.31) | 57.61% (0.53) | 51.25% (0.34) | 47.70% (0.32)* |
| Arman et al. [26] | 52.03% (0.44) | 35.40% (0.30) | -        | 50.00% (0.45) | 48.33% (0.48) | 63.30% (0.63) |
| Mandeep et al. [27] | 51.06% (0.34) | 60.66% (0.38) | -        | 49.28% (0.33) | 53.33% (0.35) | 47.70% (0.32)* |
| Mohammed et al. [28] | 52.22% (0.42) | 56.80% (0.46) | 50.00% (0.56) | 45.00% (0.45) | 45.87% (0.45) | - |

The overall performance of the amalgamated dataset skewed to performing datasets as observed in the previous experiments, the lower side. Thus, it can be said that samples from the lower side. Thus, it can be said that samples from the lower side. Thus, it can be said that samples from
training accuracies, the average drop in performance was about 40.6%. We followed the same procedure for a low-scale dataset MICC-F220 [33] which had given fairly good results. The average drop was found to be around 40.6%. When tested on OOD samples across other datasets, as well as across the five methods. The average drop was found to be around 40.6%. We followed the same procedure for a low-scale dataset MICC-F220 [33] which had given fairly good training accuracies, the average drop in performance was about 38.6%.

### C. SET 3

1) Training on Commonly used Image Forgery Datasets and Testing on Real-World Manipulated Data: In the previous sections of our experiments, we only considered the controlled environment datasets, to test the completeness and robustness of our methods. However, the ultimate aim of image forgery systems is to be deployed in the real world, where we can detect and flag such forged images in real-time, as these in-the-wild images can differ in terms of quality and quantity and are not generated (or annotated) by expert users. Their dataset distribution can vary from the datasets we have covered so far. Hence to further the usability and robustness of our chosen methods, we train the methods on the standard datasets and then test them on various in-the-wild datasets- WildWeb [40], PS-Battles [41], IMD-2020 Real Life Manipulated Images [42], and FRITH [29]. This simulates how the methods trained in a controlled environment would perform in the real world. Table VIII shows the results obtained.

| Method         | Test Datasets | Train Datasets |
|----------------|---------------|----------------|
|                | CASIA 1.0     | CASIA 2.0      | MICC-220 | MICC-2000 | COVERAGE | Columbia Color |
| Alahmadi et al. [24] | IMD-2020      | 52.80% (0.51)  | 74.40% (0.74) | 44.40% (0.31)* | 44.40% (0.31) | 44.80% (0.34) | 52.80% (0.49) |
|                | WildWeb       | 64.91% (0.61)  | 43.85% (0.44) | 42.01% (0.30)* | 42.10% (0.30) | 40.35% (0.29) | 54.38% (0.49) |
|                | PS_Battle     | 51.85% (0.50)  | 64.64% (0.63) | 45.23% (0.34)* | 45.11% (0.31)* | 49.83% (0.43) | 52.18% (0.50) |
|                | FRITH         | 45.68% (0.44)  | 52.58% (9.53) | 40.41% (0.34)* | 39.65% (0.28)* | 55.17% (0.52) | 44.82% (0.40) |
| Shilpa et al. [25] | IMD-2020      | 64.00% (0.64)  | 62.00% (0.62) | 44.20% (0.30) | 44.30% (0.31)* | 44.80% (0.31) | 46.00% (0.40) |
|                | WildWeb       | 63.15% (0.58)  | 57.89% (0.51) | 42.10% (0.30) | 42.00% (0.32)* | 42.10% (0.30) | 38.59% (0.32) |
|                | PS_Battle     | 57.23% (0.57)  | 57.57% (0.50) | 45.13% (0.31) | 45.21% (0.31)* | 45.11% (0.31) | 46.80% (0.36) |
|                | FRITH         | 48.27% (0.48)  | 43.96% (0.44) | 39.0% (0.29)  | 39.65% (0.28)* | 42.24% (0.33) | 43.96% (0.42) |
| Arman et al. [26] | IMD-2020      | 57.20% (0.42)  | 66.80% (0.66) | 57.20% (0.42) | 44.00% (0.32)* | 44.40% (0.31)* | 57.60% (0.41) |
|                | WildWeb       | 57.89% (0.40)  | 56.14% (0.50) | 57.89% (0.40) | 42.10% (0.30)* | 42.10% (0.30) | 57.90% (0.40) |
|                | PS_Battle     | 55.89% (0.38)  | 54.88% (0.43) | 58.92% (0.47) | 44.78% (0.31) | 45.00% (0.31) | 57.57% (0.42) |
|                | FRITH         | 58.62% (0.37)  | 45.68% (0.46) | 56.03% (0.36) | 39.60% (0.29)* | 40.51% (0.30) | 59.48% (0.37) |
| Mandeep et al. [27] | IMD-2020      | 52.40% (0.52)  | 72.00% (0.71) | 44.40% (0.31)* | 44.60% (0.31)* | 44.00% (0.31) | 53.20% (0.48) |
|                | WildWeb       | 57.89% (0.57)  | 49.12% (0.49) | 42.00% (0.31)* | 42.10% (0.30) | 42.20% (0.30)* | 57.89% (0.53) |
|                | PS_Battle     | 47.81% (0.47)  | 57.91% (0.56) | 46.13% (0.33) | 45.00% (0.32)* | 44.78% (0.31) | 52.52% (0.51) |
|                | FRITH         | 43.10% (0.35)  | 44.82% (0.44) | 40.65% (0.28)* | 39.60% (0.28)* | 40.51% (0.30) | 56.89% (0.54) |
| Mohammed et al. [28] | IMD-2020      | 64.80% (0.64)  | 72.80% (0.73) | 46.40% (0.46) | 49.20% (0.48) | 59.20% (0.56) | 44.40% (0.44) |
|                | WildWeb       | 61.40% (0.55)  | 45.61% (0.46) | 52.63% (0.53) | 49.12% (0.45) | 50.87% (0.50) | 49.12% (0.48) |
|                | PS_Battle     | 55.55% (0.50)  | 62.28% (0.62) | 49.15% (0.49) | 47.47% (0.45) | 49.49% (0.48) | 52.52% (0.52) |
|                | FRITH         | 54.31% (0.50)  | 48.27% (0.48) | 51.72% (0.36) | 45.68% (0.46) | 47.41% (0.47) | 52.58% (0.52) |

| Method         | Test Datasets | Train Datasets |
|----------------|---------------|----------------|
|                | Coverage      | Columbia Color |
| Alahmadi et al. [24] | IMD-2020      | 52.80% (0.49)  |
| Shilpa et al. [25] | IMD-2020      | 52.80% (0.49)  |
| Arman et al. [26] | IMD-2020      | 52.80% (0.49)  |
| Mandeep et al. [27] | IMD-2020      | 52.80% (0.49)  |
| Mohammed et al. [28] | IMD-2020      | 52.80% (0.49)  |

**TABLE VIII: Training on Commonly used Image Forgery Datasets and Testing on Real-World Manipulated Data**
Finally, a mean performance is noted. The purpose for testing on this mixture of datasets is to check if the methods can work better for real-life use cases if they are allowed to be trained and tested on in-the-wild data which comes from actual image forgery scenarios. The results are shown in Table IX.

As seen from the results, the methods failed to give a satisfactory performance. The best result was just 63.61% by Alahmadi et al. [24]. It can also be seen that the methods perform worse on a mixture of in-the-wild datasets as against a mixture of controlled environment datasets, seen in Section V-A4. This raises a big doubt on the real-life usability of these methods and forces us to think towards developing more comprehensive techniques aimed at the purpose of solving image forgery in the practical world rather than just outperforming the existing state-of-the-art.

VI. CONCLUSION

Through our experiments, we have shown that the methods for image forgery detection are far from being robust in the true sense. Their performance relies heavily on the choice of the datasets and does not work well across different evaluations. For successful practical applications, we should look for techniques that can generalise to unseen data. Work should be done keeping in mind the universal need and application of the methods.

The future scope of this paper is to perform cross-evaluation studies on methods other than the statistical, white-box model ones. Deep-learning based techniques should also be explored for generalisability and real-world use cases. Another piece of work can be done to extend this study on techniques of localisation of forgery as well.

REFERENCES

[1] W. Wang, J. Dong, and T. Tan, “Image tampering detection based on stationary distribution of markov chain,” in 2010 IEEE International Conference on Image Processing, 2010, pp. 2101–2104.

[2] A. E. Dirik and N. Meron, “Image tamper detection based on de-mosaicing artifacts,” in 2009 16th IEEE International Conference on Image Processing (ICIP), 2009, pp. 1497–1500.

[3] X. Pan, X. Zhang, and S. Lyu, “Exposing image forgery with blind noise estimation,” in Proceedings of the Thirteenth ACM Multimedia Workshop on Multimedia and Security, ser. MM&Sec ’11. New York, NY, USA: Association for Computing Machinery, 2011, pp. 15–20. [Online]. Available: https://doi.org/10.1145/2037252.2037256

[4] C. Chen, S. McCloskey, and J. Yu, “Image splicing detection via camera response function analysis,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017, pp. 1876–1885.

[5] A. K. Jaiwal and R. Srivastava, “A technique for image splicing detection using hybrid feature set,” Multimedia Tools and Applications, vol. 79, no. 17, pp. 11337–11360, May 2020. [Online]. Available: https://doi.org/10.1007/s11042-019-08480-6

[6] M. Habibi and H. Hassanpour, “Splicing image forgery detection and localization based on color edge inconsistency using statistical dispersion measures,” International Journal of Engineering, vol. 34, no. 2, pp. 443–451, 2021. [Online]. Available: http://www.ije.ir/article_129431.html

[7] N. Kanwal, A. Girdhar, L. Kaur, and J. S. Bhullar, “Digital image splicing detection technique using optimal threshold based local ternary pattern,” Multimedia Tools and Applications, vol. 79, no. 19, pp. 12822–12846, May 2020. [Online]. Available: https://doi.org/10.1007/s11042-020-08621-2

[8] Z. Moghaddasi, H. A. Jalab, and R. M. Noor, “Image splicing forgery detection based on low-dimensional singular value decomposition of discrete cosine transform coefficients,” Neural Computing and Applications, vol. 31, no. 1, pp. 7867–7877, Nov 2019. [Online]. Available: https://doi.org/10.1007/s00521-018-3586-y

[9] A. R. Abrahim, M. S. M. Rahim, and G. B. Sulong, “Splicing image forgery identification based on artificial neural network approach and texture features,” Cluster Computing, vol. 22, no. 1, pp. 647–660, Jan 2019. [Online]. Available: https://doi.org/10.1007/s10558-017-1668-8

[10] F. Z. El Biach, I. Iala, H. Laanaya, and K. Minaoui, “Encoder-decoder based convolutional neural networks for image forgery detection,” Multimedia Tools and Applications, Jan 2021. [Online]. Available: https://doi.org/10.1007/s11042-019-10158-3

[11] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” 2015.

[12] Y. Rao and J. Ni, “A deep learning approach to detection of splicing and copy-move forgeries in images,” in 2016 IEEE International Workshop on Information Forensics and Security (WIFS), 2016, pp. 1–6.

[13] R. Salloum, Y. Ren, and C.-C. Jay Kuo, “Image splicing localization using a multi-task fully convolutional network (mfcn),” Journal of Visual Communication and Image Representation, vol. 51, pp. 201–209, 2018. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1047320318300178

[14] Y. Wu, W. AbdAlmageed, and P. Natarajan, “Mantra-net: Manipulation tracing network for detection and localization of image forgeries with anomalous features,” in 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2019, pp. 9535–9544.

[15] I. J. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial networks,” 2014.

[16] Y. Abdalla, M. T. Iqbal, and M. Shehata, “Copy-move forgery detection and localization using a generative adversarial network and convolutional neural-network,” Information, vol. 10, no. 9, 2019. [Online]. Available: https://www.mdpi.com/2489/109280

[17] Y. Liu, X. Zhu, X. Zhao, and Y. Cao, “Adversarial learning for constrained image splicing detection and localization based on atrous convolution,” IEEE Transactions on Information Forensics and Security, vol. 14, no. 10, pp. 2551–2566, 2019.

[18] A. Islam, C. Long, A. Basharat, and A. Hoogs, “Doa-gan: Dual-order attentive generative adversarial network for image copy-move forgery detection and localization,” in 2020 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2020, pp. 4675–4684.

[19] V. V. Kniaz, V. Kniaz, and F. Remondino, “The point where reality meets fantasy: Mixed adversarial generators for image splicing detection,” in Advances in Neural Information Processing Systems, H. Wallach, H. Larochelle, A. Beygelzimer, F. d’Alch´e-Buc, E. Fox, and R. Garnett, Eds., vol. 32. Curran Associates, Inc., 2019. [Online]. Available: https://proceedings.neurips.cc/paper/2019/file/98dece88d3a7f90395c1634678a5251b-Paper.pdf

[20] C. d. Kaur and N. Kanwal, “An analysis of image forgery detection techniques,” vol. 7, pp. 486–500, May 2019. [Online]. Available: http://www.iapress.org/index.php/soic/article/view/soic.190617

[21] L. Zheng, Y. Zhang, and V. L. Thing, “A survey on image tampering and forgery detection and localization,” in 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), 2019, pp. 9535–9544.

[22] A. Alahmadi, M. Hussain, H. Aboalsamh, G. Muhammad, G. Bebis, and T. Maltikouh, “Passing detection of image forgery using dct and local binary pattern,” Signal, Image and Video Processing,
[25] S. Dua, J. Singh, and H. Parthasarathy, “Image forgery detection based on statistical features of block dct coefficients,” Procedia Computer Science, vol. 171, pp. 369–378, 2020, third International Conference on Computing and Network Communications (CoCoNet’19). [Online]. Available: https://www.sciencedirect.com/science/article/pii/S1877050920310048

[26] A. Parnak, Y. Baleghi, and J. Kazemitabar, “A novel forgery detection algorithm based on mantissa distribution in digital images,” in 2020 6th Iranian Conference on Signal Processing and Intelligent Systems (ICSPIS), 2020, pp. 1–4.

[27] M. Kaur and S. Gupta, “A passive blind approach for image splicing detection based on dwt and lbp histograms,” in Security in Computing and Communications, P. Mueller, S. M. Thampi, M. Z. Alam Bhuiyan, R. Ko, R. Doss, and I. M. Alcaraz Calero, Eds. Singapore: Springer Singapore, 2016, pp. 318–327.

[28] M. M. Islam, G. Karmakar, J. Kamruzzaman, and M. Murshed, “A robust forgery detection method for copy–move and splicing attacks in images,” Electronics, vol. 9, no. 9, 2020. [Online]. Available: https://www.mdpi.com/2079-9292/9/9/1500

[29] K. Asghar, X. Sun, P. L. Rosin, M. Saddique, M. Hussain, and Z. Habib, “Edge–texture feature-based image forgery detection with cross-dataset evaluation,” Machine Vision and Applications, vol. 30, no. 7, pp. 1243–1262, Oct 2019. [Online]. Available: https://doi.org/10.1007/s00138-019-01048-2

[30] M. M. Isaac and M. Wilscy, “Multiscale local gabor phase quantization for image forgery detection,” Multimedia Tools Appl., vol. 76, no. 24, p. 25851–25872, Dec. 2017. [Online]. Available: https://doi.org/10.1007/s11042-017-5189-5

[31] A. Arango, J. Pérez, and B. Poblete, “Hate speech detection is not as easy as you may think: A closer look at model validation,” ser. SIGIR ’19. New York, NY, USA: Association for Computing Machinery, 2019, p. 45–54. [Online]. Available: https://doi.org/10.1145/3331184.3331262

[32] J. Dong, W. Wang, and T. Tan, “Casia image tampering detection evaluation database,” in 2013 IEEE China Summit and International Conference on Signal and Information Processing, 2013, pp. 422–426.

[33] I. Amerini, L. Ballan, R. Caldelli, A. Del Bimbo, and G. Serra, “A sift-based forensic method for copy–move attack detection and transformation recovery,” IEEE Transactions on Information Forensics and Security, vol. 6, no. 3, pp. 1099–1110, 2011.

[34] Y.-f. Hsu and S.-f. Chang, “Detecting image splicing using geometry invariants and camera characteristics consistency,” in 2006 IEEE International Conference on Multimedia and Expo, 2006, pp. 549–552.

[35] B. Wen, Y. Zhu, R. Subramanian, T.-T. Ng, X. Shen, and S. Winkler, “Coverage — a novel database for copy-move forgery detection,” in 2016 IEEE International Conference on Image Processing (ICIP), 2016, pp. 161–165.

[36] M. Castro, D. M. Ballesteros, and D. Renza, “A dataset of 1050-tampered color and grayscale images (cg-1050),” Data in Brief, vol. 28, p. 104864, 2020. [Online]. Available: https://www.sciencedirect.com/science/article/pii/S2352340919312193

[37] G. MAHFOUDI, B. TAJINI, F. RETRAINT, F. MORAIN-NICOLIER, J. L. DUGELAY, and M. PIC, “Defacto: Image and face manipulation dataset,” in 2019 27th European Signal Processing Conference (EUSIPCO), 2019, pp. 1–5.

[38] H. Guan, M. Kozak, E. Robertson, Y. Lee, A. Yates, A. Delgado, D. Zhou, T. Kheyrkhah, J. Smith, and Jonathan, “Mfc datasets: Large-scale benchmark datasets for media forensic challenge evaluation.” IEEE Winter Conference on Applications of Computer Vision (WACV 2019), Waikola, HI, 2019-01-11 00:01:00 2019. [Online]. Available: https://tsapps.nist.gov/publication/get_pdf.cfm?pub_id=927035

[39] H. Guan, A. Delgado, Y. Lee, A. Yates, D. Zhou, T. Kheyrkhah, and Jonathan, “User guide for nist media forensic challenge (mf c) datasets,” 2021-07-06 04:07:00 2021.

[40] M. Zampoglou, S. Papadopoulos, and Y. Kompatsiaris, “Detecting image splicing in the wild (web),” in 2015 IEEE International Conference on Multimedia Expo Workshops (ICM EW), 2015, pp. 1–6.

[41] S. Heller, L. Rossetto, and H. Schuldt, “The ps-battles dataset - an image collection for image manipulation detection,” 2018.

[42] A. Novozámský, B. Mahdian, and S. Suic, “Imd2020: A large-scale annotated dataset tailored for detecting manipulated images,” in 2020 IEEE Winter Applications of Computer Vision Workshops (WACVW), 2020, pp. 71–80.