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Abstract—We introduce and characterize the independent fluctuating two-ray (IFTR) fading model, a class of fading models consisting of two specular components which fluctuate independently, plus a diffuse component modeled as a complex Gaussian random variable. The IFTR model complements the popular fluctuating two-ray (FTR) model, on which the specular components are fully correlated and fluctuate jointly. The chief probability functions of the received SNR in IFTR fading, including the PDF, CDF and MGF, are expressed in closed-form, having a functional form similar to other state-of-the-art fading models. Then, the IFTR model is empirically validated using multiple channels measured in rather diverse scenarios, including line of sight (LOS) millimeter-wave, land mobile satellite (LMS) and underwater acoustic communications (UAC), showing a better fit than the original FTR model and other models previously used in these environments. In addition, the performance of wireless communication systems operating under IFTR fading is evaluated in closed-form in two scenarios: (i) exact and asymptotic bit error rate for a family of coherent modulations; and (ii) exact and asymptotic outage probability.

Index Terms—Wireless channel modeling, moment generating function, multipath propagation, small-scale fading, two-ray, fluctuation.

I. INTRODUCTION

SMALL-scale fading is a key propagation effect in many wireless scenarios. The accurate modeling of this phenomenon in the millimeter-wave (mmWave) band has become particularly relevant because of its use in the fifth generation (5G) standard. This also applies to land mobile satellite (LMS) channels, which are attracting an increasing interest as the sixth generation (6G) standard is expected to integrate space-ground links to provide global coverage [1]. This propagation phenomenon also occurs even in environments where information is conveyed by means of non-electromagnetic waves, as in underwater acoustic communications (UAC) [2].

The Rice distribution has been largely employed to model line of sight (LOS) wireless channels. Recent attempts to characterize fading in mmWave channels, for instance, have used it [3], [4]. Two refinements of the Rice model are of particular interest because of their relevant physical interpretation: one considers that the LOS (or specular) component considered in the Rice model fluctuates randomly. This yields the Rician-shadowed distribution, which has been employed to model LMS channels [5]. The second one considers an additional specular component, yielding the two-wave with diffuse power (TWDP) model [6], [7], which has proven to outperform the Rice distribution when modeling indoor channels at 60 GHz [8].

The fluctuating two-ray (FTR) model was recently proposed as a natural generalization of both the Rician-shadowed and the TWDP models, and many others [9]. It consists of two specular components with random phases that jointly fluctuate, plus a diffuse component. The chief probability functions - cumulative density function (CDF), probability density function (PDF) and moment generating function (MGF) - of the FTR model can be expressed in closed-form and the model provides a good fit to mmWave field measurements. Thus, it has been used for the performance analysis of cellular networks in the mmWave band [10] and it has been considered in a recently proposed channel classification scheme for 5G mobile communications networks [11]. Moreover, an effective parameter estimation technique has been shown to be feasible for the FTR model [12].

The FTR fading model assumes the simultaneous fluctuation of the two specular components, which will typically occur when the scatterers are close to the transmitter and/or the receiver, or when the specular components are totally or partially blocked by the same obstacle. However, there are some wireless scenarios, relevant in practical situations, where the specular components follow very different paths and are affected by different scatterers and/or disturbances. This is for example the case when there is a direct path between the transmitter and receiver and also a strong reflected wave reaches the receiver experiencing significant fluctuations due to the movements of surrounding objects/reflectors, e.g., nearby flat objects in LOS urban cellular communications; or due to the varying nature of the reflecting surfaces as transmitter and receiver move, such as the ocean surface in maritime RF communications [13] and in underwater...
acoustic communications [2]. Similarly, specular components following different paths also experience dissimilar fluctuations when the medium is inhomogeneous, as in underwater acoustic communications, where the temperature gradient and undersea currents cause different propagation conditions for the direct and reflected paths. In these situations, the almost negligible fluctuation of the direct-path link, as opposed to the often much stronger fluctuation of the reflected wave (as we will later show in the fitting of experimental data) generally suggests that the specular components will be highly uncorrelated, and may be considered independent for practical purposes.

Besides capturing the reality of a number of propagation mechanisms, allowing the specular components to fluctuate independently provides an additional degree of freedom that results in an improved modeling of these scenarios, which can be quite significant in some cases. For instance, in terms of the CDF, this is translated into an increased flexibility to change its log-log concavity and convexity, yielding a better fit to experimental data.

A special case of this scenario was originally suggested in [9], where the two specular components undergo independent and identically distributed (iid) Nakagami-\(m\) fluctuations. However, a thorough statistical characterization and analysis was not presented, and has never been carried out in the literature to the best of our knowledge. In this paper, we introduce, characterize and validate the independent fluctuating two-ray (IFTR) fading model to complement the FTR model by allowing the specular components to fluctuate independently and experience dissimilar fading severity, i.e., the specular components fluctuate according to non-necessarily identical distributions. Specifically, the following key contributions are made in this context:

- Expressions for the PDF, CDF, and MGF of the received power envelope, or equivalently the signal-to-noise ratio (SNR), under IFTR fading are obtained. It is worth noting that the IFTR model analytical derivations present new mathematical challenges, as the chief probability functions expressions must be obtained from a double integration due to the averaging over each of the two specular components. In spite of that, it is shown that these functions can be expressed in closed-form, having a functional form similar to other state-of-the-art fading models.

- It is shown that the IFTR model fits measured channels in rather diverse scenarios such as mmWave, LMS and UAC better than the FTR model and other models previously used in these environments.

- The performance of communication systems operating in these propagation conditions is analyzed, in terms of the exact and asymptotic bit error rate (BER) for a family of modulations, and in terms of the outage probability.

- The influence of the model parameters on the fading statistics and on the system performance is investigated, and the key differences with respect to the FTR model are assessed.

The remainder of this paper is organized as follows. Section II presents the physical channel model for the IFTR fading. Its statistical characterization in terms of the MGF, PDF, and CDF of the received SNR is carried out in Section III. Section IV shows the empirical validation of the newly proposed IFTR fading model. Based on the obtained statistical functions, performance analysis of wireless communications systems undergoing IFTR fading is exemplified in Section V. Numerical results are given in Section VI, and the main conclusions and remarks are summarized in Section VII.

II. CHANNEL MODEL

Let us assume that the small-scale fluctuations in the amplitude of a signal transmitted over a wireless channel are given by two fluctuating dominant waves, referred to as specular components,\(^1\) to which other diffusely propagating waves are added. The complex baseband voltage of the wireless channel of this model can be expressed as

\[
V_r = \sqrt{\zeta_1}V_1 \exp(j\phi_1) + \sqrt{\zeta_2}V_2 \exp(j\phi_2) + X + jY, \tag{1}
\]

where \(\sqrt{\zeta_i}V_i \exp(j\phi_i)\) represents the \(i\)-th specular component \((i = 1, 2)\), which is assumed to have an average amplitude \(V_i\) modulated by a random variable \(\sqrt{\zeta_i}\) for its fluctuation, where \(\zeta_1\) and \(\zeta_2\) are independent unit-mean Gamma distributed random variables with PDF

\[
f_{\zeta}(u) = \frac{m_i^{m_i}u^{m_i-1}}{\Gamma(m_i)} e^{-m_i u}, \quad i = 1, 2. \tag{2}
\]

Without any loss of generality, in the sequel we will assume \(V_1 \geq V_2\). The \(i\)-th specular component is assumed to have a uniformly distributed random phase \(\phi_i\), such that \(\phi_i \sim U(0, 2\pi)\), with \(\phi_1\) and \(\phi_2\) considered to be statistically independent. On the other hand, \(X + jY\) is a complex Gaussian random variable, such that \(X, Y \sim N(0, \sigma^2)\), representing the diffuse received signal component due to the combined reception of numerous weak, independently-phased scattered waves. This model will be referred to as the IFTR fading model. Note that if \(m_1, m_2 \to \infty\) then \(\zeta_1, \zeta_2 \to 1\), i.e., the fluctuation of the specular components tends to disappear and the IFTR model tends to the TWDP fading model proposed by Durgin, Rappaport and De Wolf [6], also known as the Generalized Two-Ray fading model with Uniformly distributed phases (GTR-U) [7].

As with the TWDP fading model, the IFTR channel model can conveniently be described in terms of the parameters \(K\) and \(\Delta\), defined as

\[
K \triangleq \frac{V_1^2 + V_2^2}{2\sigma^2}, \tag{3}
\]

\[
\Delta \triangleq \frac{2V_1 \sqrt{V_2}}{V_1^2 + V_2^2}, \tag{4}
\]

where the parameter \(K\) represents the ratio of the average power of the dominant (specular) components to the power of the remaining diffuse multipath. On the other hand, \(\Delta\) is a parameter ranging from 0 to 1 capturing how similar

\(^1\) The specular components of the IFTR model are dominant components incoming from different spatial directions. As described in Durgin’s seminal work [14], examples of specular components include the direct line-of-sight wave from a transmitter antenna, the specular reflection from a flat surface in the propagation environment, or even a far-field wave diffracted from the edge of an object.
to each other are the average received powers of the specular components: when the average magnitudes of the two specular components are equal, we have $\Delta = 1$. Conversely, in the absence of a second component ($V_1 = 0$ or $V_2 = 0$), then $\Delta = 0$. The IFTR model is an alternative generalization of the TWDP model, which differs from the original FTR model proposed by the authors in [9]. The IFTR model can be applied in those situations in which the specular components follow very different paths and are affected by different scatterers.

III. STATISTICAL CHARACTERIZATION

We will first characterize the distribution of the received power envelope associated with the IFTR fading model, or equivalently, the distribution of the received SNR. After passing through the multipath fading channel, the signal will be affected by additive white Gaussian noise (AWGN) with one-sided power spectral density $N_0$. The statistical characterization of the instantaneous SNR, here denoted as $\gamma$, is crucial for the analysis and design of wireless communications systems, as many performance metrics in wireless communications are a function of the SNR.

The received average SNR $\bar{\gamma}$ after transforming a symbol with energy density $E_s$ undergoing a multipath fading channel as described in (1) will be

$$
\bar{\gamma} = \frac{E_s}{N_0} \mathbb{E} \left| V_1 \right|^2 = \frac{E_s}{N_0} \left( V_1^2 + V_2^2 + 2\sigma^2 \right) = \frac{E_s}{N_0} 2\sigma^2 \left( 1 + K \right),
$$

where $\mathbb{E} \{ \cdot \}$ denotes the expectation operator.

With all the above definitions, the chief probability functions related to the FTR fading model can now be computed.

A. MGF

In the following lemma we show that, for the IFTR fading model, it is possible to obtain the MGF of $\gamma$ in closed-form.

**Lemma 1:** Let us consider the IFTR fading model as described in (1)-(2). Then, the MGF of the received SNR $\gamma$ will be given by (6), shown at the bottom of this page, where $\Phi(\cdot)$ is the Gauss hypergeometric function [15, p. 556 (15.1.1)].

**Proof:** See Appendix A.

When any of the parameters $m_1$ or $m_2$ takes an integer value, the MGF of the SNR in the IFTR fading model can be calculated as a finite sum of elementary functions.

**Corollary 1:** When $m_1 \in \mathbb{Z}^+$, the MGF of the SNR $\gamma$ of the IFTR fading channel can be expressed as a finite sum of elementary terms as given in (7), shown at the bottom of this page.

**Proof:** See Appendix B.

**Remark 1:** For the case when $m_2 \in \mathbb{Z}^+$ and $m_1$ is not necessarily an integer, the MGF of $\gamma$ can be calculated by using (7) and interchanging $m_1$ and $m_2$ and also interchanging the occurrences of $+\sqrt{1 - \Delta^2}$ and $-\sqrt{1 - \Delta^2}$. In the sequel, the interchanging of these parameters will also hold in the subsequent expressions obtained for $m_1 \in \mathbb{Z}^+$, when the case $m_2 \in \mathbb{Z}^+$ wants to be considered instead.

B. PDF and CDF

We now show that the PDF and CDF of the IFTR distribution can also be obtained in closed-form, provided that any of the parameters $m_1$ or $m_2$ is restricted to take a positive integer value. We note that the general case of arbitrary real $m_1$ and $m_2$ can always be numerically computed by an inverse Laplace transform over the MGF.

We derive closed-form expressions for the PDF and CDF of the SNR (or, equivalently, the power envelope) for the IFTR fading model, which will be demonstrated in the next lemma.

**Lemma 2:** When $m_1 \in \mathbb{Z}^+$, the PDF and CDF of the SNR $\gamma$ in a FTR fading channel can be expressed in terms of the confluent hypergeometric function $\Phi(\cdot)$ defined in [16, p. 34, (8)], as given, respectively, in (8) and (9), shown at the bottom of the next page.

**Proof:** See Appendix C.

Note that despite requiring the evaluation of a confluent hypergeometric function, the PDF and CDF of the IFTR fading model can be expressed in terms of well-known functions in
In fact, the $\Phi_2(\cdot)$ function also makes appearances in the CDF of common fading models such as Rician-shadowed or $\kappa$-$\mu$ shadowed [17], [18]. Moreover, this function can be efficiently evaluated using a numerical inverse Laplace transform [19]. Thus, the evaluation of the IFTR distribution functions does not pose any additional challenge compared to other state-of-the-art fading models, including the FTR fading model.

Also note that the PDF and CDF of the received signal envelope, $r = |V_r|$, can be easily derived from (8) and (9) by a simple change of variables. Specifically, we can write $f_r(r) = 2rf_\gamma(r^2)$ and $F_r(r) = F_\gamma(r^2)$, with $\gamma$ in (8) and (9) replaced by $\Omega = \mathbb{E}\{r^2\}$. In order to illustrate the influence of the independent fluctuation of the specular components on the fading statistics, the PDF of the received signal envelope $r$ of the IFTR and FTR models are compared for the same level of fluctuation, $m = m_1 = m_2$. Results for $m = 2$ and $m = 10$ are shown in Fig. 1. As expected, differences between both PDFs are larger for low values of $m$ and $(m_1, m_2)$, which correspond to larger fluctuations in the specular components, i.e., larger fading severity. As $m, m_1, m_2 \to \infty$, the fluctuation decreases and both models tend to the TWDP model.

The asymmetric fluctuation of the specular components gives the IFTR model a remarkable flexibility to change the shape of the PDF. This is shown in Fig. 2, where the PDF of the SNR is depicted for different values of $m_1$ and $m_2$ when $\Delta = 0.9$ and $\Delta = 0.1$. In all cases $K = 15$ and $\bar{\gamma} = 1$. For reference, it is also represented the PDF of the Rician-shadowed model with $m = 3$ [5]. It can be seen that, when $\Delta = 0.1$, one of the specular components dominates ($V_1 \gg V_2$) and the PDF of the IFTR distribution tends to that of the Rician-shadowed model with $m = m_1$. When $\Delta = 0.9$, both specular components have similar amplitudes and the differences with the Rician-shadowed distribution are noticeable.

![Fig. 1. PDF of the received signal envelope under FTR and IFTR fading for $K = 15$, $\Delta = 0.9$, $\Omega = 1$ and different values of $m = m_1 = m_2$. Markers correspond to simulation results.](image-url)
IV. Empirical Validation

This section illustrates the capability of the IFTR fading to model the small-scale fading in quite diverse scenarios. Three types of outdoor communication links are considered: the LOS mmWave channels given in [3] and [4], the LMS channels in [5] and the UAC channels measured in [2], [20]. It will be shown that the IFTR model provides a better fit to the experimental datasets than the models previously used in each of these scenarios, and also than the FTR model.

The goodness of fit between the analytical CDF of the considered model, \( F_a(x) \), and the empirical one estimated from measurements, \( F_e(x) \), is quantified by using the following modified version of the Kolmogorov-Smirnov (KS) statistic:

\[
\epsilon = \max_x | \log_{10} F_e(x) - \log_{10} F_a(x) |. \tag{10}
\]

The logarithm in (10) is used to magnify the errors between the CDFs in the region close to zero. The rationale to overweight these values is that some of the key performance metrics of communication systems, e.g., the BER and the outage probability, are determined by the probability of deep fading events. Hence, improving the goodness of the fitting in this region is more important. The number of parameters of the IFTR distribution to be optimized depends on the considered experimental dataset. In the mmWave and UAC channels, the empirical CDF of \( x = r^2 / E\{r^2\} \) is given [2], [3], [4], [20], while the one of \( x = r^2 \) is reported in [5]. Hence, in addition to \( m_1, m_2, K \) and \( \Delta \), the optimum value of \( \Omega = E\{r^2\} \) has to be determined also in the latter. Similar considerations apply to the remaining models included in the analysis.

A. mmWave Channels

In this subsection, two outdoor LOS radio channels, measured in Brooklyn, New York, are considered at 28 GHz and 73 GHz, which will be referred to as Ch. 1 and Ch. 2, respectively. In Ch. 1, directional horn antennas were used at the transmitter and receiver in a vertical-to-horizontal cross-polarized antenna scenario. The detailed setting of the measurements for this channel can be found in [3], and the empirical CDF of the small-scale fading amplitude considered for the fitting in this work is given in [3, Fig. 6]. In Ch. 2, vertical-vertical co-polarized pyramidal horn antennas were used, and an omni-directional antenna pattern is synthesized at the receiver. The details of the experimental setting are explained in [4, and the CDF of the fading amplitude considered in this work is given and [4, Fig. 3].

The capability of the IFTR fading to model these channels is compared to that of the Rice distribution, which has been previously used to model LOS channels in these bands. Moreover, the TWDP fading is also considered for completeness, since the analysis in [8] supports that it is favored over the Rice one. As both the IFTR and the FTR models generalize the TWDP one, the comparison is useful to assess the potential gain given by the fluctuations in the specular components in terms of fitting quality.

Table I shows the fitting error and the optimum model parameters for the aforementioned channels. For the case of Ch. 1

![Graph](image-url)

*Fig. 2. PDF of the SNR under Rician-shadowed and IFTR fading with \( \gamma = 1, K = 15 \) and different values of \( m_1, m_2 \) and \( \Delta \). Markers correspond to simulation results.*

*Fig. 3. CDF of the SNR under IFTR fading for \( \gamma = 1 \) and different values of the model parameters. Markers correspond simulation results.*

convexity and concavity, even when \( m_1 = m_2 \). This can be observed in Fig. 3, where the CDF of the SNR for different values of the IFTR parameters are shown. The probability of severe fading is higher for \( \Delta = 0.9 \) because the amplitude of the specular components is similar, and therefore destructive multipath combination occurs more likely. The probability of the specular components to cancel each other is also higher for low values of \( m_1 \) and \( m_2 \), i.e., when the fluctuations are larger. In these circumstances, the influence of \( K \) is small, since the modulus of the sum \( \sqrt{V_1} \exp(j\phi_1) + \sqrt{V_2} \exp(j\phi_2) \) in (1) will be generally small with respect to the power of the diffuse term, irrespective of the magnitude of \( V_1^2 + V_2^2 \). Conversely, deep-fading probability reduces as \( \Delta \) decreases, because one of the specular components becomes much larger than the other.
the IFTR fading model yields a lower error than the FTR one, which already improves the results achieved by the TWDP fading model. We see that the Rice model provides the largest error. In Ch. 2 the improvement of the IFTR model with respect to the remaining models is even higher, and is actually quite significant. The logarithmic error $\epsilon$ is 0.2068 for the IFTR model in this case, while for the other models this error is 0.3228. Since a 1-unit change in $\epsilon$ corresponds to a 10-unit change in the ratio of the empirical CDF to the analytical one, the IFTR model provides a remarkable better fit than the FTR, TWDP and Rice models for the experimental measurements considered at 73 GHz. This shows that the underlying physical assumptions of the IFTR model are closer to the real scenario than the other models. Interestingly, the TWDP and the FTR models achieve the same error as with the Rice model only in their limiting cases, i.e., $\Delta = 0$ in the TWDP model and $(\Delta = 0, m \to \infty)$ in the FTR one. This might erroneously lead to conclude that the second specular component and the LOS fluctuation are superfluous to model this channel. However, the results achieved by the IFTR fading model suggest otherwise, indicating that the consideration of both components is beneficial as long as their fluctuation level can be independently controlled. Hence, the large value of $m_1$ suggests that the specular component with larger amplitude experiences almost no fluctuation (note that the variance of the fluctuations of a specular component is inversely proportional to the $m$ parameter), i.e., $\zeta_1$ is almost constant, while the lower amplitude component $\sqrt{\zeta_2}V_2$ fluctuates considerably.

The enhanced modeling capacity of the IFTR model can be graphically interpreted in terms of its flexibility to modify the concavity and convexity of the CDF (in a log-log scale). We illustrate this fact by reproducing the empirical and theoretical CDFs of the Rice and FTR models for Ch. 1 given in [9, Fig. 8], along with the CDF of the IFTR model. Results are shown in Fig. 4, where it can be seen that the CDF of the IFTR model is convex for $0 < r < 5$ dB, concave for $r$ around $-5$ dB, and convex again for $r < -17.5$ dB.

### B. LMS Channels

The small-scale fading in LMS channels has been widely modeled using the Rician-shadowed distribution, where the LOS component is assumed to undergo Nakagami-$m$ fading. The IFTR model can be seen as a generalization of the Rician-shadowed one. The capability of the IFTR fading to outperform the Rician-shadowed fading model is assessed by using the channels in [21, Fig. 1], where the empirical CDFs of two channels at 870 MHz are provided from a LMS measurement campaign carried out in rural Canada: one experiencing light shadowing due to sparse tree cover, and another one affected by heavy shadowing caused by a denser tree cover. The experimental measurements presented in this figure have also been used by other researchers (see [5] and references therein) to verify LMS models.

Table II shows the fitting results for the IFTR, FTR and Rician-shadowed models. For the sake of fairness, the parameters of the latter (denoted using the subscript RS) have been computed to minimize the error in (10), as the ones provided in [5] were obtained with a different metric. It can be seen that the IFTR model yields better fitting results than the other models for both channels. In particular, in the light shadowing channel the logarithmic error $\epsilon$ is 0.0442, which is, again, significantly lower than the error of the rest of the channels, which is 0.0507. In

![Fig. 4. Empirical and theoretical CDFs of the received signal amplitude for mmWave Ch. 1 [9, Fig. 8].](image-url)
In the light shadowing channel, the high value of \( \mu \) suggests that the LOS term is essentially constant. Moreover, the FTR model achieves the error of the Rician-shadowed one only in its limiting case, \( \Delta = 0 \) and \( m \to \infty \). These facts might again lead to conclude that a single specular component with constant amplitude suffices to adequately model this channel. In fact, the Rice distribution with \( K = 3.1075 \) yields the same error as these two models (although not explicitly shown in Table II). However, the values \((m_1 = 14, m_2 = 0.8)\) of the IFTR model indicate that two specular components, with considerable fluctuation in the one with lower amplitude, may be more adequate for a proper channel modeling.

The improved capability of the IFTR distribution to model the two considered channels can be graphically observed in Fig. 5, where the empirical and theoretical complementary CDFs (CCDFs) of the received signal envelope are shown. For coherence, axes have been scaled as in [5, Fig. 1]. Hence, errors have to be measured as the horizontal distance between the empirical and theoretical (logarithm of the) CCDF for a given value of the received signal level. In the heavily-shadowed channel, where all models fit the CCDF almost equally well in the low signal level region, the flexibility of the IFTR model is clearly noticeable in the high signal level region, where its CCDF changes from (log-log) convex to concave as the received signal level decreases. In the light-shadowing channel, the lower error of the IFTR model is due to its ability to achieve a better trade-off than the remaining models between the fitting in the low signal level region, where errors are overweighted, and in the high signal level zone, where they have been considered less relevant.

### C. UAC Channels

UAC channels in shallow waters exhibit multipath propagation and fading. The former is due to the reflections in the seabed, the surface of the sea and other objects, while the latter is caused by the surface waves (which change the reflection angles), internal waves and the motion of the communication ends, among other factors [22].

The \( \kappa - \mu \) shadowed distribution, which generalizes the Rice and Rician-shadowed ones, has been proposed to model these effects [2]. However, \( \mu \in \mathbb{R} \) values are employed to this end. This considerably hinders the physical interpretation of the model (which requires \( \mu \in \mathbb{Z}^+ \) according to the physical model definition in [18]), and the generation of random variables for simulation purposes [18], [23]. Hence, it is of practical interest to assess its fitting capabilities also when constraining \( \mu \in \mathbb{Z}^+ \).

It must be recalled that, for practical purposes, the IFTR model employed in this section is also constrained to have \( m_1 \in \mathbb{Z}^+ \), to allow for the analytical calculation of the PDF, despite random variables following the IFTR distribution can be easily generated according to (1) for non-negative real values of \( m_1 \). The same applies to the FTR model, where \( m \in \mathbb{Z}^+ \) is also considered.

The ability of the IFTR model to fit UAC channels is assessed by using the measurements in [2], [20]. They provide a characterization of 10 channels corresponding to links with lengths 50, 100 and 200 m, measured in Mediterranean shallow waters with a sandy seabed and depths from 14 to 30 m, approximately. The transmitter and receiver were placed at depths 3, 6 and 9 m. Sounding signals of 32, 64 and 128 kHz were transmitted. For coherence with [2], [20], channels are denoted using the nomenclature \([A|B|C]D-F\), where the \( A|B|C \) denotes the link length (50|100|200) m, respectively, \( D \) indicates the transmitter-receiver depth in meters and \( F \) the frequency of the transmitted signal in kHz.

The IFTR model fits these 10 channels better, i.e., the obtained logarithmic error \( \epsilon \) is lower, than the \( \kappa - \mu \) shadowed model with \( \mu \in \mathbb{Z}^+ \), except for the case of C9-32, where it yields the same error. For conciseness, only the results obtained in one channel of each length (50, 100 and 200 m) are shown in Table III, where the values corresponding to the FTR model are also shown. As in the previous scenarios, the flexibility of the IFTR fading model to control the fluctuations in each specular component independently is also exploited in this context.

**Fig. 5.** Empirical and theoretical CDFs of the received signal amplitude for the light and heavy shadowing LMS channels given in [5, Fig. 1].

| Channel | Parameter | IFTR | FTR | \( \kappa = \mu \) shadowed |
|---------|-----------|------|-----|---------------------------|
| A6-32   | \( \Delta/\mu \) | 0.8720 | 0.9510 | 1 |
|         | \( (m_1, m_2) /m_{\kappa=\mu} \) | (2, 60) | 24 | 1.3088 |
| B6-64   | \( \Delta/\mu \) | 0.9598 | 0.5256 | 1 |
|         | \( (m_1, m_2) /m_{\kappa=\mu} \) | (4, 60) | 1 | 0.9360 |
| C3-64   | \( \Delta/\mu \) | 0.5662 | 0 | 1 |
|         | \( (m_1, m_2) /m_{\kappa=\mu} \) | (7, 0.75) | \( \infty \) | 24.2813 |
channels A6-32 and B6-64 the specular component with lower amplitude is almost constant, and the component with larger amplitude exhibits considerable fluctuations. In channel C3-64, the fluctuation of the specular component with larger amplitude is much lower than the one with lower amplitude, but still considerable.

As illustrated in the previous scenarios, the independent fluctuation of the specular components results in an increased ability of the CDF to change from concave to convex, and vice-versa. This can be observed in Fig. 6, where the empirical and theoretical CDFs corresponding to channel B6-64 are shown. It can be seen that the CDF of the IFTR distribution is (log-log) concave around $r = 5$ dB, convex around $r = 0$ dB, and concave again for $r < -5$ dB.

V. PERFORMANCE ANALYSIS OF WIRELESS COMMUNICATIONS SYSTEMS

After providing a thorough empirical validation of the IFTR fading model in a number of scenarios, it is time to illustrate how the exact closed-form expressions of the statistics of the SNR can be used for performance analysis. For exemplary purposes, we calculate the BER for a family of coherent modulations, and the outage probability.

A. Average BER

The conditional error probability (CEP), i.e., the error rate under additive white Gaussian noise (AWGN), for many wireless communication systems with coherent detection is determined by

$$P_E(\gamma) = \sum_{r=1}^{R} \alpha_r Q\left(\sqrt{\beta_r \gamma}\right),$$

where $Q(\cdot)$ is the Gauss $Q$-function and $\{\alpha_r, \beta_r\}_{r=1}^{R}$ are modulation-dependent constants.

The average error rates for the CEP given in (11) can be calculated in terms of the CDF of the SNR as [9]

$$P_e = \sum_{r=1}^{R} \alpha_r \int_0^{\infty} \sqrt{\frac{\beta_r}{8\pi x}} e^{-\frac{\beta_r}{8\pi x}} F_{\gamma}(x) dx.$$  

Introducing (9) into (12), and with the help of [16, p. 286, (43)], a compact exact expression of the average BER can be found, as given in (13), shown at the bottom of the next page, in terms of the Lauricella function $F_D(\cdot)$ defined in [16, p. 33, (4)].

Although the derived BER expression can be easily computed using the Euler form of the $F_D$ function, it does not provide insight about the impact of the different system parameters on performance. We now present an asymptotic, yet accurate, simple expression for the error rate in the high SNR regime. First,
note that the equality in (14), shown at the bottom of this page, holds for the asymptotic behavior of the MGF, where we write a function \( o(x) \) as \( o(x)/x \to 0 \). Thus, performing a similar approach to that in [25, Propositions 1 and 3], and after some algebraic manipulation, the asymptotic BER expression given in (15), shown at the bottom of this page, is obtained.

\[
P_{\text{out}} = P (C < R_S) = P (\log_2 (1 + \gamma) < R_S). \tag{17}
\]

Therefore
\[
P_{\text{out}} = P (\gamma < 2^{R_S} - 1) = F_{\gamma} (2^{R_S} - 1). \tag{18}
\]

Thus, the outage probability can be directly calculated from (9) specialized for \( x = 2^{R_S} - 1 \). This expression is exact and holds for all SNR values; however, it offers little insight about the effect of parameters on system performance. Fortunately, we can obtain a simple expression in the high SNR regime as follows: From (9) and [25, Proposition 5], the CDF of \( \gamma \) can be written as given in (19), shown at the bottom of the page. Therefore, the outage probability can be approximated in the large SNR regime by introducing (19) into (18).

\[
\begin{align*}
P_e &= \frac{1 + K}{\gamma} m_1 m_2 \left( m_1 + \frac{K}{2} \right) \left( 1 + \sqrt{1 - \Delta^2} \right) \sum_{n=0}^{m_2 - m_1 - 1} m_1 - 1 \Gamma (m_2 + n) \Gamma (m_2) \left( \frac{K \Delta}{2} \right)^{2n} \times \left[ m_1 + \frac{K}{2} \left( 1 - \sqrt{1 - \Delta^2} \right) + m_2 + \frac{K}{2} \left( 1 + \sqrt{1 - \Delta^2} \right) \right]^{-m_2 - n} \\ &\times F_D^{(3)} \left( \frac{n}{2}, n + 1 - m_1, m_1 - m_2, m_2 + m_2, n; -\frac{2(1 + K)}{\beta_r \gamma} \right) - 2 m_1 m_2 (1 + K) \beta_r \left( m_1 + \frac{K}{2} \left( 1 - \sqrt{1 - \Delta^2} \right) + m_2 + \frac{K}{2} \left( 1 + \sqrt{1 - \Delta^2} \right) \right) \gamma^2
\end{align*}
\]  

\[
|\Delta (s)| = \frac{1 + K}{\gamma |s|} \left[ m_1 + \frac{K}{2} \left( 1 + \sqrt{1 - \Delta^2} \right) \right]^{m_1} \left[ m_2 + \frac{K}{2} \left( 1 - \sqrt{1 - \Delta^2} \right) \right]^{m_2} \times _2F_1 \left( m_1, m_2; 1; \frac{K^2 \Delta^2}{2 m_1 + K \left( 1 + \sqrt{1 - \Delta^2} \right)} \right) + o \left( |s|^{-1} \right) \tag{14}
\]

\[
P_e \approx \frac{1 + K}{2 \gamma} \left[ m_1 + \frac{K}{2} \left( 1 + \sqrt{1 - \Delta^2} \right) \right]^{m_1} \left[ m_2 + \frac{K}{2} \left( 1 - \sqrt{1 - \Delta^2} \right) \right]^{m_2} \left( \sum_{r=1}^{R} \frac{\alpha_r}{\beta_r} \right) \times _2F_1 \left( m_1, m_2; 1; \frac{K^2 \Delta^2}{2 m_1 + K \left( 1 + \sqrt{1 - \Delta^2} \right)} \right), \quad \gamma_0 \gg 1 \tag{15}
\]

\[
F_{\gamma} (x) = \frac{1 + K}{\gamma} \left[ m_1 + \frac{K}{2} \left( 1 + \sqrt{1 - \Delta^2} \right) \right]^{m_1} \left[ m_2 + \frac{K}{2} \left( 1 - \sqrt{1 - \Delta^2} \right) \right]^{m_2} \times _2F_1 \left( m_1, m_2; 1; \frac{K^2 \Delta^2}{2 m_1 + K \left( 1 + \sqrt{1 - \Delta^2} \right)} \right) + o \left( \gamma^{-1} \right) \tag{19}
\]
VI. NUMERICAL RESULTS

In this section, numerical results are presented to evaluate the performance metrics of point-to-point wireless systems undergoing IFTR fading. Monte-Carlo simulations are used in all instances to validate the obtained closed-form expressions.

Fig. 7 shows the BER of the BPSK modulation versus the average SNR. Results obtained with the closed-form exact and asymptotic BER expressions given in (13) and (15) (with \( R = 1 \), \( \alpha_1 = 1 \) and \( \beta_1 = 2 \)), respectively, are given for \( K = 15, \Delta = 0.5, m_2 = 2 \) and different values of \( m_1 \). BER values obtained under FTR fading with the same \( K, \Delta \) and \( m = m_1 \) are also given as a reference, to better highlight the differences between both models. It can be seen that there is a rather good match between the asymptotic and the exact BER in the high SNR region, and performance increases when \( m_1 \) raises due to lower fading severity. Similarly, differences between the IFTR and the FTR models also increase with \( m_1 \), being about 3.6 dB for \( m_1 = m = 40 \). The worse (higher) BER of the IFTR fading in this case is due to the large fluctuation experienced by the specular component with amplitude \( V_2 \), which in the FTR fading is almost negligible as \( m = 40 \).

Fig. 8 shows the outage probability versus the average SNR for \( R_s = 2 \). Results are plotted for \( \Delta = 0.1 \) and \( \Delta = 0.9 \) and various combinations of \( m_1, m_2 \) and \( K \). It can be seen that the outage probability decreases as \( \Delta \) becomes lower, since in that case one specular component is much larger than the other and it is unlikely that they cancel out each other. In these circumstances, performance also improves as \( m_1 \) increases, because the fluctuation of the largest specular component becomes smaller. It can also be noticed that the influence of \( K \) is higher for \( \Delta = 0.1 \), where cancellation of the specular components is unlikely.

For \( \gamma > 5 \) (dB), the outage probability decreases as \( K \) increases, except for \( (m_1 = 2, m_2 = 8) \) and \( \Delta = 0.9 \), where performance is lower for \( K = 80 \) than for \( K = 10 \). This occurs because having a destructive combination of the specular components becomes more detrimental as \( K \) increases, since almost all the received signal power is conveyed by the specular components as \( K \to \infty \). When \( \Delta < 1 \), the probability of destructive sum depends on the specific fluctuation of the specular components, and becomes larger as the fluctuation of the larger specular component increases, i.e., \( m_1 \) decreases. This is reflected by the fact that the outage probability is higher for \( (m_1 = 2, m_2 = 8) \) than for \( (m_1 = 8, m_2 = 2) \). The asymmetry in the fluctuation of the specular components becomes immaterial when \( \Delta = 1 \), where \( (m_1 = 2, m_2 = 8) \) and \( (m_1 = 8, m_2 = 2) \) yielding the same outage probabilities (not explicitly shown in Fig. 8).

VII. CONCLUSION AND REMARKS

In this work, a new small-scale fading model consisting of two specular (dominant) components with independent fluctuation plus a diffuse term has been introduced for the first time in the literature. We provide closed-form expressions for the PDF, CDF and MGF of the received SNR. Also, the outage probability and the error performance of wireless communication systems over channels with IFTR fading have been obtained in closed-form.

The chief probability functions of the received SNR are expressed in terms of functions used in other state-of-the-art fading models and are given in terms of only four parameters with direct physical interpretation: \( K \geq 0 \), which quantifies the ratio of the average power of the specular components to the power of the diffuse term; \( \Delta \in [0, 1] \), which measures the similarity between the average power of the specular components, with \( \Delta = 1 \) representing the case where both components are equal and \( \Delta = 0 \) the case in which one of them is zero; and \( m_1, m_2 > 0 \), which determine the extent of the fluctuation of each specular component, with lower variations as \( m_1, m_2 \to \infty \). The IFTR fading model generalizes previous models such as the Rice (obtained when \( m_1, m_2 \to \infty \) and \( \Delta = 0 \)), Rician-Shadowed (resulting when \( \Delta = 0 \), TWDP (when \( m_1, m_2 \to \infty \)) and others. It also innovates on the FTR model, whose specular components jointly fluctuate, as opposed to the dissimilar fluctuations of the IFTR model.

The joint values of the model parameters determine the received signal level. Thus, enlarging the value of \( K \) reduces the probability of severe fading. However, its influence is relevant only if the specular components have dissimilar powers (\( \Delta \to 0 \)) and almost no fluctuation (\( m_1, m_2 \to \infty \)). As (\( \Delta \to 1 \)), the amplitude of the specular components becomes similar, and destructive multipath combination is more probable to occur. Similarly, as \( m_1, m_2 \) decrease, the fluctuations of these components increase and then the reception of lower values becomes more likely. The dissimilar fluctuations of the specular components introduced by the IFTR model provides an additional degree of freedom compared to the original FTR model. The effect of such independent fluctuations is more prominent when the components have notably different average power (\( \Delta \to 0 \)), and it provides an increased flexibility to change the log-log concavity and convexity of the CDF. Moreover, the dissimilar fluctuations of the specular components have a clear physical interpretation, as it models the case where the dominant waves follow very different paths and are affected by different scatterers and/or perturbations. The presented results suggest that this situation is quite common in rather diverse scenarios such as LOS mmWave, LMS and UAC channels.

The error, in a logarithmic scale, between the analytical CDF of the IFTR model and the empirical one estimated from measurements in the referred scenarios has been computed, and results were compared to those of the FTR model as well as other models typically used in each of the different considered scenarios. In all the presented cases, the IFTR outperforms the other models, providing a better fit. Moreover, we have shown that the improvement of the IFTR model with respect to the compared models is remarkable in LOS scenarios when there is a direct path between transmitter and receiver, through which the signal has negligible fluctuations, and an additional dominant reflected wave is also received experiencing strong fluctuations. This significant improvement can be explained by the fact that such different fluctuations of the two dominant components suggests that they are highly uncorrelated, thus closely matching the physical assumptions of the IFTR model.
APPENDIX A

PROOF OF LEMMA 1

Let us consider the fading channel model given in (1) conditioned to a particular realization $\zeta_1 = u_1, \zeta_2 = u_2$ of the random variables modeling the fluctuation of the specular components. In this case, we can write

$$V_r|u_1, u_2 = \sqrt{u_1} V_1 \exp (j\phi_1) + \sqrt{u_2} V_2 \exp (j\phi_2) + X + jY.$$  

(20)

This corresponds to the classical TWDP fading model where the amplitudes of the specular components are given by $\sqrt{u_1} V_1$ and $\sqrt{u_2} V_2$, for which the following ancillary parameters can be defined:

$$K_{u_1, u_2} = \frac{u_1 V_1^2 + u_2 V_2^2}{2\sigma^2},$$  

(21)

$$\Delta_{u_1, u_2} = \frac{2\sqrt{u_1 u_2} V_1 V_2}{u_1 V_1^2 + u_2 V_2^2}.$$  

(22)

The conditional average SNR for the fading model described in (20) will be

$$\tilde{\gamma}_{u_1, u_2} = (E_s/N_0) \left( u_1 V_1^2 + u_2 V_2^2 + 2\sigma^2 \right)$$  

$$= (E_s/N_0) 2\sigma^2 (1 + K_{u_1, u_2}).$$  

(23)

The MGF of the TWDP fading model was shown in [7] to be given in closed-form as

$$M_{\tilde{\gamma}_{u_1, u_2}} (s) = \frac{1 + K_{u_1, u_2}}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s} \times \exp \left( \frac{K_{u_1, u_2} \tilde{\gamma}_{u_1, u_2} s}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s} \right)$$  

$$\times I_0 \left( \frac{\Delta_{u_1, u_2}}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s} \right),$$  

(24)

where $I_0(\cdot)$ is the zero-order modified Bessel function of the first kind [15, p. 375 (9.6.12)]. Note that, from (5) and (23), we can write

$$1 + K_{u_1, u_2} = \frac{(E_s/N_0) 2\sigma^2}{(1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s)},$$  

(25)

and thus, we have

$$M_{\tilde{\gamma}_{u_1, u_2}} (s) = \frac{1 + K_{u_1, u_2}}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s} \times I_0 \left( \frac{K_{u_1, u_2} \tilde{\gamma}_{u_1, u_2} s}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s} \right)$$  

$$\times \frac{1 + K_{u_1, u_2}}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s} \times \frac{1 + K_{u_1, u_2}}{1 + K_{u_1, u_2} - \tilde{\gamma}_{u_1, u_2} s}$$  

$$= \frac{1 + K}{1 + K - \tilde{\gamma} s} \exp (K_{u_1, u_2} \tilde{\gamma} s) \exp (\frac{K_{u_1, u_2} \tilde{\gamma} s}{1 + K - \tilde{\gamma} s})$$  

$$\times I_0 \left( \frac{\Delta_{u_1, u_2}}{1 + K - \tilde{\gamma} s} \right).$$  

(26)

where we have defined

$$\tilde{\gamma} \triangleq \frac{\gamma}{1 + K - \gamma s}, \quad B(s) \triangleq \frac{1 + K}{1 + K - \gamma s}.$$  

(27)

Considering that

$$\Delta_{u_1, u_2} K_{u_1, u_2} = 2\sqrt{u_1 u_2} V_1 V_2 \frac{u_1 V_1^2 + u_2 V_2^2}{2\sigma^2}$$  

$$= \sqrt{u_1 u_2} V_1 V_2,$$  

(28)

and using (21), the conditional MGF can be written as

$$M_{\tilde{\gamma}_{u_1, u_2}} (s) = B(s) \exp \left( \frac{u_1 V_1^2}{2\sigma^2} A(s) \right) \exp \left( \frac{u_2 V_2^2}{2\sigma^2} A(s) \right)$$  

$$\times I_0 \left( \frac{\sqrt{u_1 u_2} V_1 V_2}{\sigma^2} A(s) \right).$$  

(29)

The MGF of the SNR of the IFTR model can be obtained by averaging (29) over all possible realizations of the random variables $\zeta_1$ and $\zeta_2$, i.e.

$$M_{\gamma} (s) = \int_0^\infty \int_0^\infty M_{\gamma(\zeta)} (u_1) f_{\zeta} (u_1) f_{\zeta} (u_2) du_1 du_2,$$  

(30)

where $f_{\zeta} (\cdot)$ is given in (2). The double integral in (30) can be solved in closed-form by iteratively integrating with respect to variables $u_1$ and $u_2$. Thus, we can write

$$M_{\gamma} (s) = B(s) \frac{m_1^{m_1}}{\Gamma (m_1)} \frac{m_2^{m_2}}{\Gamma (m_2)} \int_0^\infty u_2^{m_2 - 1}$$  

$$\times \exp \left( -u_2 \left( m_2 - \frac{V_2^2}{2\sigma^2} A(s) \right) \right) \mathcal{I}(u_2) du_2,$$  

(31)

where we have defined

$$\mathcal{I}(u_2) \triangleq \int_0^\infty u_1^{m_1 - 1} \exp \left( -u_1 \left( m_1 - \frac{V_1^2}{2\sigma^2} A(s) \right) \right)$$  

$$\times I_0 \left( \frac{\sqrt{u_1 u_2} V_1 V_2}{\sigma^2} A(s) \right) du_1,$$  

(32)

which can be calculated, using [26, eqs. (6.643.2) and (9.220.2)], as

$$\mathcal{I}(u_2) = \frac{\Gamma (m_1)}{m_1 - \frac{V_1^2}{2\sigma^2} A(s)} m_1^{m_1}$$  

$$\times _1 F_1 \left( m_1; 1; u_2 \frac{V_1^2}{2\sigma^2} A(s) \right),$$  

(33)

where $_1 F_1 (\cdot)$ is the Kummer confluent hypergeometric function [15, p. 504 (13.1.2)]. Introducing (33) into (31) we obtain, with the help of [26, eq. (7.621.4)],

$$M_{\gamma} (s) = B(s) \frac{m_1^{m_1}}{\Gamma (m_1)} \frac{m_2^{m_2}}{\Gamma (m_2)} \int_0^\infty \frac{u_2^{m_2 - 1}}{m_1 - \frac{V_1^2}{2\sigma^2} A(s)}$$  

$$\times _1 F_1 \left( m_1; 1; u_2 \frac{V_1^2}{2\sigma^2} A(s) \right)$$  

$$\times \frac{1 + K}{1 + K - \gamma s} \exp (K_{u_1, u_2} \tilde{\gamma} s) \exp (\frac{K_{u_1, u_2} \tilde{\gamma} s}{1 + K - \tilde{\gamma} s})$$  

$$\times I_0 \left( \frac{\Delta_{u_1, u_2}}{1 + K - \tilde{\gamma} s} \right).$$  

(26)
Considering now that, from (3) and (4),
\[ \frac{V_1^2}{2\sigma^2} = K \left( 1 + \sqrt{1 - \Delta^2} \right), \quad \frac{V_2^2}{2\sigma^2} = K \left( 1 - \sqrt{1 - \Delta^2} \right), \]
we finally obtain (6).

**APPENDIX B**

**PROOF OF COROLLARY 1**

For \( m \in \mathbb{Z}^+ \) the Kummer hypergeometric function can be expressed in terms of the Laguerre polynomials by using [27, eq. 24], and from the well-known Kummer transformation we express \( M_1(s) \) as
\[ M_1(s) = m \left\{ \frac{\gamma C_1}{\sigma} \right\} \sum_{n=0}^{m-1} \frac{(-1)^n}{n!} \left( \frac{\gamma s}{\sigma} \right)^n \frac{\Gamma(n+1)}{\Gamma(n+\frac{3}{2})} A_n(s), \]
introducing (37) into (31) the resulting integral can be solved in closed-form, yielding (7) after some manipulation.

**APPENDIX C**

**PROOF OF LEMMA 2**

The MGF of \( \gamma \) given in (7) can be factorized as
\[ M_1(s) = (1 + K) \sum_{n=0}^{m-1} \frac{1}{n!} \left( \frac{\gamma s}{\sigma} \right)^n \frac{\Gamma(n+1)}{\Gamma(n+\frac{3}{2})} A_n(s), \]
where we have defined
\[ a_1 = m_1 + \frac{K}{2} \left( 1 + \sqrt{1 - \Delta^2} \right), \]
\[ a_2 = m_2 + \frac{K}{2} \left( 1 - \sqrt{1 - \Delta^2} \right) + m_1 m_2, \]
Taking into account that the PDF is related to the MGF by the inverse Laplace transform, i.e., \( f_\gamma(x) = \mathcal{L}^{-1} \left\{ M_1(s)/s \right\} \), (8) follows from (38) and the Laplace transform pair given in [16, p. 290, (55)]. On the other hand, (9) is obtained analogously by considering that \( F_\gamma(x) = \mathcal{L}^{-1} \left\{ M_2(s)/s \right\} \).
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