ABSTRACT One of the features of the Bitcoin network today is that its participating nodes are located in different regions of the world. Generally, inter-region data transmission is relatively time-consuming compared with intra-region data transmission. Thus, an important challenge for a blockchain network is shortening the block propagation time in order to reduce forks and maintain fairness, i.e., similar mining durations, for all miners. Previous methods have tried to increase the block propagation speed at the expense of imposing a higher burden on each node and a higher risk of eclipse attack. This paper proposes a new neighbor selection method that is based on only the neighbor’s regional information and assumes that a node has a relatively small number of neighbors located outside its region. By using this simple method, the distribution of blocks throughout the network becomes faster and the random neighbor-selection nature of the blockchain network is kept intact; thus, risk of an eclipse attack is low. This paper also proposes a block propagation model over multiple regions for exploring the theoretical reasons for the effectiveness of the proposed neighbor selection method. Finally, it examines a migration scenario to the proposed method from the default neighbor selection method implemented in Bitcoin nodes, and evaluates the migration effects in various sizes of networks.
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I. INTRODUCTION
Blockchain was proposed [1] to prevent the double spending problem [2] in P2P (peer-to-peer) networks. Since then, blockchain technology has been used for financial purposes, most famously in Bitcoin [3], [4] and Ethereum [5]. In addition, blockchain technology is being considered for other purposes, such as cloud storage [6], Internet of Things (IoT) [7], [8], [9], healthcare [10], [11], and law enforcement [12], [13], [14]. The International Telecommunication Union (ITU) has summarized the various blockchain use cases, which include information and communications technology (ICT), arts, culture, entertainment, and supply chain management [15]. Consequent with the surge in these demands, blockchain service platforms such as Hyperledger Fabric [16] and NutBaaS [17] have been proposed.

A feature of a blockchain network is its decentralized verification mechanism, wherein the participating nodes can be located in various regions of the globe. In addition, while new blockchain networks start with a smaller number of nodes (e.g., around 500), the Bitcoin network, for example, currently has grown to have more than 10,000 nodes. For such circumstances, this paper proposes a neighbor selection method that can speed up block propagation in blockchain networks of various sizes with multiple regions.

One of the important effects of speeding up block propagation is reduction of the fork rate. Fork models [18], [19] assume that the forking probability decreases as the block propagation time throughout the network is reduced. Another effect of faster block propagation is that the miner nodes in a blockchain network can be made to have similar mining start times. The miner who created the previous block has the earliest mining start time for the next block and the miner who is the latest in receiving the block in the network has the
latest mining start time; thus, reducing the block propagation time is beneficial for maintaining similar mining durations, i.e., fairness, among miners.

In the default configuration, each Bitcoin node picks eight nodes randomly as its outbound neighbors [20], but this random selection may lead to inappropriate neighbors being chosen for fast block propagation. Relay networks like Falcon [21] and FABRE [22] can make a network much faster than a peer-to-peer network by using relay gateways. However, in terms of fairness to miners, the miners near the relay gateways have the advantage of spreading their newly mined blocks faster than miners farther away.

A neighbor selected from inside a region is defined as an inside neighbor and a neighbor selected from outside a region is defined as an outside neighbor. In [23], we proposed each node selects its neighbors randomly from inside and outside the region to which it belongs. Because the neighbor selection is random, it is resilient against eclipse attacks. In addition, the only restriction on neighbor selection is fewer number of outside neighbors for each node, so its computational burden is light. This paper extends this neighbor selection method. The following summarizes the work it presents.

- The number of outside neighbors for each node is set to one or two, which is much smaller than that of the total random neighbor selection. This feature of having fewer outside neighbors helps to shorten block propagation times not only in each region, but also in outside regions. To demonstrate this effect, this paper analyzes a block propagation wave model in detail; the theoretical equations based on this model prove that setting one or two outside neighbors to each node speeds up block propagation throughout the world.

- Simulation results show that the theoretically-proved best number of outside neighbors also gives the fastest block propagation speed in each network with 500–6500 nodes. In addition, the proposed method with fewer outside neighbors is superior to previous methods in terms of the block propagation speed in each network. We analyzed the superiority of the proposed method based on the simulation results and the theoretical equations proposed in this paper.

- This paper also describes a migration scenario from total random neighbor selection, which is the default method for Bitcoin nodes, to the proposed method. For this purpose, the ratio of the nodes using the proposed method is gradually increased from 0% to 100%. It is found that there is no network where the average block propagation speed is degraded because of adoption of the proposed method. Rather, even a small infusion of nodes implementing the proposed method significantly reduces the block propagation times.

The remainder of this paper is as follows. Section II shows related works of this study, Section III provides background information, while Section IV presents the proposed neighbor selection method, the new block propagation model with multiple regions, and its theoretical advantages over previous methods. Section V describes the evaluation results using a simulator and discusses the applicability of the proposed method to blockchain networks. Section VI concludes this paper.

II. RELATED WORKS

Many researchers have tried to shorten the block propagation time in a blockchain network by periodically replacing the neighbors of each node with nodes that have faster block propagation speeds (which is called the Aoki method) [24], wider bandwidth [25], or shorter physical distances [26], [27], [28]. These neighbor selection methods, however, have two drawbacks. First, they are vulnerable to eclipse attacks [29], [30], [31]. That is, if an attacker aims to attack a target node, the attack nodes will send blocks quickly, or the attacker will place its nodes near the target node. In these ways, the attacker can allocate its malicious nodes as the neighbors of the target node without difficulty. Second, if the block propagation speed or the bandwidth of a node is used for the neighbor selection criterion, each node has to monitor all of its neighbors all the time, so its computational burden of neighbor selection will increase.

Besides, neighbors can be chosen on the basis of their mining power and their node degree [32]. The cited paper recommended that each node should choose neighbors with larger mining power or with higher node degree, but information on these features is not exchanged in the current blockchain protocols. Furthermore, the information may not be accurate because some nodes in a blockchain network may have an incentive to send false information to get other nodes to connect to them.

There is another approach that uses a minimum spanning tree (MST) for the neighbor selection [33]. In that method, a leader node in a blockchain network creates an MST in the network by taking all the network edge costs into consideration. However, it takes a long time for a leader node to gather all the necessary information for creating an MST; it is also time-consuming to notify all the other nodes of the created MST especially when there are many nodes in the network. In addition, there is only one route between two nodes on an MST, meaning that a created block may not be delivered to some nodes if one of the edges of the MST has a problem. The method proposed in this paper, on the other hand, does not seek the optimal block propagation time by considering all the edge information in the world. Rather, it focuses on making the most effective use of the local IP addresses of the neighbor candidates for faster block propagation. Thus, in the following sections, we compare the proposed method with other neighbor selection methods that use local neighbor information rather than network-wide information.

Note that one of the important characteristics of a public blockchain network is the high level of anonymity of the participating nodes. There are previous studies on identifying users in the Bitcoin network by linking their IP addresses with their transactions [34]. However, it is difficult to identify the
real IP addresses of the Bitcoin users if they use a VPN or TOR, i.e., the Onion routing project. In these cases, other Bitcoin nodes can recognize the disclosed VPN servers and TOR exit routers, but the real IP addresses of the users are concealed from them. In this paper, it is assumed that each node utilizes only the disclosed IP addresses in the blockchain network for selecting its neighbors, even if their real IP addresses are different from the disclosed ones. This is because these disclosed nodes are the closest gateways in the blockchain network for receiving or sending blocks to the users.

Note that some permissioned private blockchains are used within only one region [35], [36]. The proposed neighbor selection method is not for such private blockchains; it is rather for public permissionless blockchains in which the participating nodes are located in multiple regions, such as the Bitcoin and Ethereum networks.

III. RESEARCH BACKGROUND

A. BLOCKCHAIN PROTOCOL

The blocks are distributed in the blockchain network and stored in a ledger that is possessed by all the blockchain nodes. Miners compete to find a nonce, i.e., an arbitrary number to be used just once in a cryptographic communication, that can create a satisfactory hash value for the new block by using the hash value of the previous block. In this way, a miner’s ability to generate a new block is determined by the power of its computer, so this block generation process is called a proof of work (PoW) system. Any node in a blockchain network can become a miner, so we will use miners and nodes interchangeably in the rest of the paper.

After a new block is created, the miner broadcasts the block over the network through its outbound neighbors. The nodes that receive the incoming block verify it and add it to their local copy of the blockchain. The block transmission protocol between two nodes is shown in Fig. 1. First, node_1 sends an inv message to its outbound neighbor node_2 after the verification process. If node_2 does not have the block, it sends a getdata message to node_1 to request the block. A block can be up to 1 MB, while an inv message has only a few bytes. Therefore, by using this protocol, unnecessary transmissions of blocks containing a large amount of data are avoided.

B. BLOCKCHAIN P2P NETWORK

Blockchain nodes transmit transactions/blocks to their outbound neighbors through the transmission control protocol (TCP)/Internet protocol (IP). Each node has new and tried tables to store the IP addresses of blockchain nodes in the same network. The new table is initially set using information on a domain name system (DNS) server when the node first joins the network. Nodes update their new table periodically, reflecting recent neighbor information by using addr messages. The tried table maintains the IP addresses of neighbors to which the node had a connection.

In the default configuration [20], a Bitcoin node picks eight nodes from the tables randomly for setting its outbound neighbors, to which blocks or transactions are broadcast. This paper calls this outbound neighbor selection method total random selection. There are also inbound neighbors, which are selected in response to the neighbor addition requests by other nodes. One node can have at most 125 neighbors.

Its P2P nature, however, makes a blockchain network vulnerable to various malicious attacks, such as distributed denial of service (DDoS) attack, eclipse attack, and sybil attack [37]. Among them, eclipse attacks are sometimes facilitated by an inappropriate neighbor selection. Fig. 2 shows an example of an eclipse attack on a blockchain network. The target node is surrounded by seven malicious nodes out of eight outbound neighbors. These malicious nodes can manipulate the blocks received from the target node and send the manipulated blocks to the network through their outbound neighbor nodes. These malicious nodes can also stop propagating the block, so that the target node becomes isolated from the network. In these ways, an eclipse attack can ruin the target node in the blockchain network. In this example, outbound neighbors are used for the attack, but inbound neighbors can also be used, by their not sending important information, such as transactions and newly mined blocks, to the target nodes.

FIGURE 2. Eclipse attack example in blockchain network.

The previous neighbor selection methods have narrow criteria for choosing neighbors for each node, such as block propagation speed, bandwidth, and physical distance between the neighbor and the node. In these cases, the selected neighbors can be easily replaced with malicious nodes for an eclipse attack. The TendrilStaller attack [38] is a kind of eclipse attack that replaces high-bandwidth mode neighbors.
of the target node with malicious nodes in the Bitcoin network.

IV. PROPOSED NEIGHBOR SELECTION METHOD
A. DESCRIPTION OF METHOD AND ITS MERITS
Fig. 3 shows the data structure and procedure each node uses to choose its outbound neighbors and inbound neighbors. In this example, the upper limit of inside neighbors is six, and the upper limit of outside neighbors for each node is two. As explained in Sect. III, each blockchain node downloads information on the IP addresses of the network from a DNS server and it stores this information in the new table. ICANN (Internet Corporation for Assigned Name and Numbers) [39] allocates IP addresses region by region. Thus, from the IP address of a node in the new table, blockchain node A can determine if it belongs to the same region as node A. In the figure, there are two outside neighbors (F, K) and six inside neighbors (C, M, D, H, FJ, G) in the outbound neighbor list, while there are one outside neighbor (E) and five inside neighbors (Y, IG, H, MH, KI) in the inbound neighbor list.

FIGURE 3. Proposed neighbor selection implementation in each node.

Bitcoin nodes are grouped into six regions: North America, Europe, South America, Asia Pacific, Japan, and Australia. According to data provided by the SimBlock simulator, in 2019, North America had 33.16% of the total number of Bitcoin nodes, Europe 49.98%, South America 0.9%, Asia Pacific 11.77%, Japan 2.24%, and Australia 1.95% [40]. Under these conditions, when outbound neighbors are randomly selected, at least half of them will be outside neighbors on average. In contrast, the proposed method determines a smaller upper limit of outside neighbors compared with the total random selection method. For instance, in Fig. 3, the upper limit of the outside neighbors is set to two, so one or two neighbors in the outbound neighbor list are outside node A’s region.

In the proposed neighbor selection method, the condition on the inbound neighbors can optionally be set to be the same as that for the outbound neighbors. That is, the upper limit of inside neighbors and the upper limit of outside neighbors can be set for inbound neighbors in the same way as for outbound neighbors. In Fig. 3, if blockchain node A receives an inbound neighbor addition request from node B, it judges if node B is located in the same or an outside region from its IP address. Then, if node B is located in an outside region and if there is one or no outside neighbor in the inbound neighbor list, node B is added to the list. Moreover, if node B is located in the same region and if there are less than six inside neighbors in the inbound neighbor list, node B is added to the list.

In this way, except for the upper limit of inside/outside neighbors, the neighbors of each node are randomly selected. The previous methods have narrow neighbor selection criteria that makes easy to attack the target node, such as faster block propagation, wider bandwidth, and shorter distance. Here, if the criterion is faster block propagation, an eclipse attacker can place its attack nodes next to the target node and send it only the most recently created blocks. If the criterion is wider bandwidth, the attack nodes can allocate a large bandwidth when sending blocks to the target node, and if the criterion is shorter distance, the attack nodes should be located as close as possible to the target node. By taking advantage of its neighbor selection criteria, the proposed method can avoid the risks of these eclipse attacks.

However, it is conceivable that an eclipse attacker could put its attack nodes in the same region as the targeted node and thereby exploit the feature that the proposed method sets each node to have more inside neighbors. The probability that all six inside neighbors of a target node using the proposed method are replaced with attack nodes can be calculated as

\[
P_{\text{rep}(6,6)} = \frac{5}{N - 6} \prod_{i=0}^{5} \frac{N_A - i}{N_R - i},
\]

where \(N_A\) is the number of attack nodes and \(N_R\) is the total number of nodes, except for the target node in the region where the target node is located. \(P_{\text{rep}(6,6)}\) in (1) is obtained because the target node happens to select an attack node as a neighbor six times in a row, and the probability of selecting \((i + 1)\)th attack node is \(\frac{N_A - i}{N_R - i}\).

In the same way, the probability that \(x\) out of six inside neighbors are replaced with attack nodes is calculated as

\[
P_{\text{rep}(6,x)} = 6C_x \prod_{i=0}^{x} (N_A - i) \prod_{j=0}^{5-x} (N_R - N_A - j) \prod_{k=0}^{5} (N_R - k).
\]

\(P_{\text{rep}(6,x)}\) in (2) is obtained because the probability of selecting the \((i + 1)\)th attack node in the \((k + 1)\)th inside neighbor selection is \(\frac{N_A - i}{N_R - k}\), and the probability of selecting the \((j + 1)\)th non-attack node in the \((k + 1)\)th inside neighbor selection is \(\frac{N_R - N_A - j}{N_R - k}\), and there are \(6C_x\) different combinations depending on when (from 1st to 6th inside neighbor selection) these \(x\) attack nodes are selected as neighbors by the target node.

Here, we define \(P_{\text{rep}(b,x=n)} = \sum_{x=n}^{5} P_{\text{rep}(6, x + 1)}\) as the probability that the target node has more than \(n\) of its inside neighbors replaced with attack nodes, which is equivalent to saying that more than \(n\) out of 8 of its neighbors are replaced with attack nodes. Fig. 4 plots \(P_{\text{rep}(6,x=n)}\) \((0 \leq n \leq 5)\) versus the number of attack nodes \((100 \leq N_A \leq 1000)\) in a region with 2001 nodes, which means \(N_R = 2000\). As shown, if
Values of \( P_{\text{rep}}(6,x > n) \) based on attack node ratios.

\( N_A = 100 \), \( P_{\text{rep}}(6,x > 2) \) is 0.21%; i.e., there is almost no chance that the target node has more than two of its neighbors replaced with attack nodes if the target node uses the proposed method. \( P_{\text{rep}}(6,x > 1) \) is about 3%, and \( P_{\text{rep}}(6,x > 0) \) is about 26.5%; thus, it is unlikely that even one node will be replaced with an attack node if \( N_A \leq 100 \). As \( N_A \) increases to 500 or more, \( P_{\text{rep}}(6,x > 0) \) becomes more than 80%, so the target node is likely to have at least one attack node as its neighbor. However, \( P_{\text{rep}}(6,x > 3) \) remains relatively low, at about 34%, even when \( N_A \) is 1000, i.e., half of the region nodes are attack nodes. That is to say, even if half of the region nodes are attack nodes, it is unlikely that half or more of the target node’s neighbors are attack nodes.

On the other hand, if each node in a region has a narrow criterion like those above for selecting its six neighbors, and the attack nodes know the criterion, it is inevitable that the target node will have five or more of its neighbors replaced with the attack nodes, even if the number of attack nodes is less than 100 in the same scale of network with 2001 nodes. Thus, when the number of participating nodes is large, an eclipse attacker will find it much more difficult to attack a target node that uses the proposed neighbor selection method than a target node using the other neighbor selection methods.

Moreover, the inside/outside judgement for each node can be done without imposing a substantial computational burden. This is because, except for the neighbor selection based on the IP addresses of the neighbor candidates, there is no extra burden imposed on each node. In particular, if each node separates IP addresses of the nodes located in the same region from the other IP addresses in the new table, the burden of choosing eight outbound neighbors is the same as that of choosing eight outbound neighbors in the random selection method. This is because each node can randomly select six IP addresses from the same region and select two IP addresses from the other regions.

On the other hand, if each node has to acquire the neighbor candidates’ computational power, distance, or available bandwidth, it has to allocate \( O(N) \) memory space, where \( N \) is the number of nodes in the network, to evaluate its neighbor candidates. This is because every node in the network can become a neighbor of any other node; thus, all possible neighbor candidates should be evaluated using a determined criterion. In addition, each node has to update the ranking of the neighbor candidates whenever the criterion value in each neighbor candidate changes, of which the corresponding time complexity is \( O(\log(N)) \) if each node uses a binary search tree for managing the rank of its neighbor candidates. In contrast, each node implementing the proposed method does not have to allocate this additional \( O(N) \) memory space and does not have to use its CPU power for ranking its neighbor candidates.

### B. THEORETICAL ANALYSES USING BLOCK PROPAGATION MODEL

#### 1) MOTIVATION AND PROPOSAL

Table 1 shows the matrix of average transmission delays among the six regions in the Bitcoin network in 2019 according to the SimBlock simulator. Table 2 shows the matrix of ping transmission times between cities located in the six regions, as measured on an Internet site [41] in July, 2022.

#### TABLE 1. Transmission delay matrix in bitcoin NW in 2019 (unit: ms).

|                | North America | Europe  | South America | Asia-Pacific | Japan  | Australia |
|----------------|---------------|---------|---------------|--------------|--------|-----------|
| North America  | 32            | 124     | 184           | 198          | 151    | 189       |
| Europe         | 124           | 11      | 227           | 237          | 252    | 294       |
| South America  | 184           | 227     | 88            | 325          | 301    | 322       |
| Asia-Pacific   | 198           | 237     | 325           | 85           | 58     | 198       |
| Japan          | 151           | 252     | 301           | 58           | 12     | 126       |
| Australia      | 189           | 294     | 322           | 198          | 126    | 16        |

#### TABLE 2. Ping transmission time matrix among 6 regions in 2022 (unit: ms).

| Source/Destination | North America (Dallas) | Europe (Paris) | South America (Santiago) | Asia-Pacific (Hong Kong) | Japan (Tokyo) | Australia (Sydney) |
|--------------------|------------------------|---------------|--------------------------|--------------------------|--------------|-------------------|
| North America      | 34                     | 73            | 126                      | 227                      | 177          | 208               |
| Europe             | 125                    | 10            | 268                      | 209                      | 216          | 295               |
| South America      | 96                     | 159           | 67                       | 260                      | 213          | 264               |
| Asia-Pacific       | 183                    | 278           | 292                      | 60                       | 34           | 181               |
| Japan              | 144                    | 248           | 262                      | 58                       | 8            | 195               |
| Australia          | 211                    | 239           | 325                      | 230                      | 138          | 13                |

From Table 1, the Bitcoin inter-region transmission delays were on average 5.2 times larger than the inner-region transmission delays in 2019. From Table 2, the inter-region ping transmission times were on average 5.9 times longer than the inner-region ping transmission times. Generally, these ping times are proportional to the distance between the source and destination cities, but we also found that if the distances between source/destination pairs are similar, pairs within a
region tend to have a shorter transmission time. For example, the distance between Los Angeles and New York is about 3936 km, while the distance between Dallas in the US and Bogota in Columbia is about 3909 km, which is a little shorter. The ping transmission time between Los Angeles and New York (73 ms) was, however, about 24% shorter than that between Bogota and Dallas. Therefore, we consider it is beneficial to reduce the number of outside neighbors for each node so that the inter-region transmissions are reduced.

To show the effectiveness of having fewer outside neighbors for each node, let us consider a network with five different regions (r_A ~ r_E) as shown in Fig. 5. Here, each node has five outbound neighbors. In the figure, n_0 indicates the miner that has created the new block in r_A, and the block is sent to its outbound neighbors in the first wave. In the second wave, the nodes that received the block in the first wave send it to their outbound neighbors.

In Fig. 5(a), each node uses the total random selection method, so it has just one inside neighbor and four outside neighbors on average; i.e., at most four outside neighbors can receive the block directly from r_A. Here, r_E has not received the block directly from r_A by the third wave. Note that indirect block reception whereby some of the nodes in r_E receive the block from nodes via another region except for r_A is not considered in Fig. 4, as it would entail multiple inter-region transmissions taking much longer for the block to reach r_E. In addition, there is only one inside neighbor for each node in (a), so it takes a long time until all the nodes in r_A can receive the block if there are many nodes in r_A.

In Fig. 5(b), on the other hand, there is just one outside neighbor, so the maximum number of nodes (4^n-1) can receive the block in the nth wave. In the third wave, the number of outside nodes receiving the block directly from r_A is much larger than in (a). In addition, the maximum number of inside nodes receiving the block in r_A is 4^n in the nth wave, so the block propagations in each region are much faster than in (a).

As can be seen in Fig. 5, the proposed method offers faster block propagation that is independent of the block size. Thus, having fewer outside neighbors not only speeds up block propagation but also small-sized transactions over a network. We suppose, therefore, that the proposed neighbor selection method enhances the decentralized nature of a blockchain network by enabling all the nodes in the network to share the same transactions and blocks in a faster manner regardless of their regions.

2) ANALYSES USING BLOCK PROPAGATION MODEL WITH MULTIPLE REGIONS

Fig. 6 shows the block propagation wave model in a region based on [43], starting from the miner labeled n_0. In the figure, each blue arrow shows a block transmission between nodes and each red arrow shows an inv message sent to a node to which the block is not delivered because the node has already received the block. In the following, |W_k|_in is defined as the expected number of nodes that receive the block created by miner n_0 in the kth wave in the region. It is calculated as

\[ |W_k|_{in} = \sum_{m=1}^{W_k} |W_{k(m)}|_{add,j}, \]

where |W_{k(m)}|_{add,j} is the expected number of nodes receiving the block from the mth node in the kth wave in the region. In the (k-1)th wave, |W_{k-1}|_in nodes are expected to receive the block. These nodes send the block to their inside outbound neighbors in the kth wave in the region.

Denoting the number of inside outbound neighbors as A, |W_{k(m)}|_{add,j} can be expressed as

\[ |W_{k(m)}|_{add,j} = A p_{f(m)}, \]

where p_{f(m)} is the block forwarding probability from the mth node in the kth wave in the region. For the mth node in the kth wave, p_{f(m)} for each inside neighbor is expressed as

\[ p_{f(m)} = \frac{N_{in} - 1 - \sum_{j=0}^{k-1} |W_j|_{in} - \sum_{j=0}^{m-1} |W_{k(j)}|_{add,j}}{N_{in} - 1}, \]

FIGURE 5. Concept of proposed method: Fewer outside neighbors contribute faster block propagation in and outside region.
where \( N_{in} \) is the number of nodes in the region. The value of the denominator in (5), \( N_{in} - 1 \), indicates the number of nodes except for \( n_0 \) in the region. The value of the numerator indicates the expected number of nodes that have not received the block before the \( m \)th node in the \( k \)th wave sends it. \( \sum_{j=0}^{m-1} |W_{j}|_{in} \) indicates the expected number of nodes having received the block by the \((k - 1)\)th wave, and \( \sum_{j=0}^{m-1} |W_{k(j)}|_{add} \) indicates the expected number of nodes having received the block in the \( k \)th wave before the \( m \)th node sends the block to its outside neighbors. (5) indicates that as the number of waves and the number of nodes having sent the block become larger, the block forwarding probability in the region goes down.

Now let us analyze the block propagation wave model with multiple regions in detail. Fig. 7 shows a block propagation wave model from one region to its outside regions. The block created by miner \( n_0 \) is propagated to the five outside regions. Except for \( R_1 \), in all the outside regions, at least one node has received the block by the third wave directly from the region where \( n_0 \) is located. As such, it is critical to send the block to at least one node in each region with fewer waves from \( n_0 \) without passing through multiple regions in order to propagate the block in a swift manner. As is discussed above, it is not helpful to count the nodes receiving the block that has passed through multiple regions because of the long transmission delay.

\[
|W_{k}|_{out} = \sum_{m=1}^{k} |W_{k(m)}|_{add,o}, \tag{6}
\]

where \( |W_{k(m)}|_{add,o} \) is the expected number of nodes receiving the block from the \( m \)th node in the \( k \)th wave outside the region. In the \((k - 1)\)th wave, \( |W_{k-1}|_{in} \) nodes are expected to receive the block inside the region, and these nodes send the block to their outside outbound neighbors in the \( k \)th wave.

If the number of outside outbound neighbors is \( B \), \( |W_{k(m)}|_{add,o} \) can be expressed as

\[
|W_{k(m)}|_{add,o} = Bp_{E_{k(m)}}, \tag{7}
\]

where \( p_{E_{k(m)}} \) is the block forwarding probability from the \( m \)th node in the \( k \)th wave outside the region. This is because for the \( m \)th block sender in the \( k \)th wave, there are \( B \) outside outbound neighbors. \( p_{E_{k(m)}} \) is calculated as

\[
p_{E_{k(m)}} = \frac{N_{out} - \sum_{j=0}^{m-1} |W_{j}|_{out} - \sum_{j=0}^{m-1} |W_{k(j)}|_{add,o}}{N_{out}}, \tag{8}
\]

where \( N_{out} \) is the number of nodes outside the region. The numerator indicates the expected number of outside nodes that have not received the block before the \( m \)th node in the \( k \)th wave sends it. \( \sum_{j=0}^{m-1} |W_{j}|_{out} \) indicates the expected number of outside nodes having received the block by the \((k - 1)\)th wave, and \( \sum_{j=0}^{m-1} |W_{k(j)}|_{add,o} \) indicates the expected number of outside nodes having received the block in the \( k \)th wave before the \( m \)th node sends the block to its outside outbound neighbors.

Like \( p_{E_{k(m)}} \) in (5), it is clear that \( p_{E_{k(m)}} \) decreases as the number of waves and the number of nodes having sent the block become larger.

3) THEORETICAL NUMBER OF WAVES NECESSARY FOR BLOCK PROPAGATION IN/OUTSIDE REGION

Equations (3) and (4) indicate that having more inside outbound neighbors, i.e., a larger \( A \), is beneficial for increasing the nodes receiving the block in the region for each wave, while (6) and (7) indicate that larger values of both inside and outside outbound neighbors, \( A \) and \( B \), are beneficial for increasing the nodes receiving the block outside the region for each wave.

Therefore, we compared the block propagation times between networks with nodes having 32 outbound neighbors \((A + B = 32)\) and networks with nodes having eight outbound neighbors \((A + B = 8)\) [23]. We found that the networks with nodes having eight outbound neighbors had the shorter block propagation times, though theoretically the condition: \( A + B = 32 \) has more nodes receiving the block inside and outside the region in each wave. In other words, this result shows if each node has a large number of outbound neighbors, it takes longer for each node to forward a block to all of its neighbors; thus, the block propagation times throughout the network suffer from the individual nodes’ broadcast overhead, as is discussed in [26].
On the other hand, a previous study [42] showed that in order to minimize the fork rate in a network, it is desirable that \( \log N < A + B \leq \lceil N/100 \rceil \), where \( N \) is the total number of nodes in the network and \( \lceil \cdot \rceil \) denotes the ceiling function. It also showed that in a network with 500 nodes, \( A + B = 5 \) is most effective choice with which to minimize the fork rate. In this study, we examined networks having between 500 and 6500 nodes and found that, except for the network with 500 nodes, \( A + B = 8 \) satisfies the above condition. In this study, we examined networks having between 500 and 6500 nodes and found that, except for the network with 500 nodes, \( A + B = 8 \) satisfies the above condition.

In the following, the expected number of nodes receiving the created block inside and outside the region is visualized on the basis of equations (3) – (8) in networks with multiple regions. The number of regions in a network and the number of nodes in each region are based on the Bitcoin network in 2019.

Fig. 8 shows the theoretically calculated ratio of nodes that are expected to receive a block by each wave. The expected number of nodes receiving the block in the \( k \)th wave, \( |W_k|_{\text{in}} \), is calculated using (3), while \( |W_k|_{\text{out}} \), is calculated using (6). \( N_{in} \) in (5) is set to half the number of the network nodes, as Europe had 49.98% nodes in the Bitcoin network in 2019. At that time, Europe likely had the longest block propagation times in the Bitcoin network, thus it is important to find the necessary number of the block propagation waves in the region.

From Fig. 8, it is clear that \( A = 7 \) and \( A = 6 \) have an advantage over the other values. For these choices of number of inside outbound neighbors, block propagation almost finishes by the 4th wave in the network with 500 nodes and by the 5th wave in the other networks. In the last wave, the gap between \( A = 7 \) and \( A = 6 \) is less than 4.6% on average, so there are many cases in which these values give the same number of waves for a block to propagate in a region.

As discussed above, an important factor in reducing the block propagation time throughout a network is for all of its regions to receive at least one block from the originating region in fewer waves. The probability whereby the \( k \)th block-receiving outside node does not belong to the target region \( p_k \) is calculated as

\[
p_k = \frac{N_{out} - k - 1 - N_{targetR}}{N_{out}}.
\]

Here, \( N_{targetR} \) is the number of nodes located in the target region. Among the \( N_{out} \) outside nodes, there are \( (N_{out} - k - 1) \) nodes that have not received the block. Moreover, nodes located in the target region should not be chosen as the \( k \)th node.

The probability of the \( k \) outside nodes that have received the block and do not belong to the target region, \( p_{k \_out \_targetR} \),
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FIGURE 9. Number of outside nodes that are expected to receive block by each wave.

FIGURE 10. Theoretical probability of block not reaching all outside regions.

is calculated as

$$p_{k,\text{out}_{\text{targetR}}} = \prod_{j=1}^{k} p_j.$$  \hspace{1cm} (10)

We obtain this probability because the non-target-region node selection with probability $p_j$ has to be continued until the $k$th node selection.

For each network in Fig. 9 $N_{\text{targetR}}$ is set as $N_{\text{targetR}} = 0.009N$, because it corresponds to the lowest node ratio in the Bitcoin network in 2019, i.e., that of the South America region. In other words, South America is considered to be the bottleneck region for propagating a block throughout the world. Fig. 10 shows the theoretical values of $p_{3,\text{out}_{\text{targetR}}}$ in the seven networks.

The results in Fig. 9 and Fig. 10 show that, in each network, all of the outside regions can receive the created block from its region of origin within the first three or four waves if $A$ is set to 4 or more. This is because the theoretical number of nodes receiving the block outside the region by the fourth wave exceeds 200 if $A > 3$, and $p_{4,\text{out}_{\text{targetR}}}$ is nearly 0% when the number of outside nodes reaches 200. Therefore, delivering the block propagation to all the outside regions by the third wave in each network is important for shortening the propagation time.

When $A = 7$, and hence $B = 1$, many fewer outside nodes are expected to receive the block by the third wave than when $2 < A < 7$, even though $A = 7$ is the most efficient choice in terms of the block propagation within a region (Fig. 8). In the case of the network with 6500 nodes in Fig. 9(g), the expected number of outside nodes receiving the block by the third wave is 55.5 when $A = 7$, and $p_{3,\text{out}_{\text{targetR}}}$ is about 41% (Fig. 10), meaning there is a 41% chance that the block will not have propagated to all the regions. On the other hand, the expected number of outside nodes receiving the block is 91.3 when $A = 5$ and $p_{3,\text{out}_{\text{targetR}}}$ is about 17%. Thus, the probability of a block propagating to all the regions by the third wave is much larger than in the case with $A = 7$. This difference is large in the networks with many nodes. Even in the network with 1500 nodes, the expected number of outside nodes is 50.8 with $A = 7$ ($p_{3,\text{out}_{\text{targetR}}}$ is about 20%), whereas it is 85.8 with $A = 5$ ($p_{3,\text{out}_{\text{targetR}}}$ is about 2%).

In the network with 500 nodes, however, the expected number of outside nodes is 40.8 with $A = 7$, and $p_{3,\text{out}_{\text{targetR}}}$ is about 8%. Thus, the probability of the block being delivered to all the regions is about 92%. In other words, $A = 7$ is appropriate for a relatively smaller network with around 500 nodes considering its higher effectiveness for the block propagation in a region as demonstrated in Fig. 8.

On average, $p_{3,\text{out}_{\text{targetR}}}$ is only 2.8% larger when $A = 6$ compared with $A = 5$. This small disadvantage is outweighed by the large gap in terms of the block receiving
ratio inside a region for each wave, as shown in Fig. 8. For example, after the fourth wave in each network, the average expected block receiving ratio inside the region is 19% higher with $A = 6$ than with $A = 5$.

In summary, this theoretical analysis shows that $A = 7$ ($B = 1$) and $A = 6$ ($B = 2$) are appropriate outbound neighbor selection parameters for a faster block propagation in a network with multiple regions. In the case of a small network with around 500 nodes, $A = 7$ is more appropriate than $A = 6$, whereas in a larger network with 1500 or more nodes, $A = 6$ is the most appropriate choice.

In addition, our assumption of targeting the blocks coming directly from the region in which they were created is appropriate. This is because a block directly propagates to all the regions in the first four waves, whereas a block coming via multiple regions generally comes later than the fifth wave, because inter-region block transmission takes 5.2 times longer than inner-region block transmission, as shown in Table 1.

**V. EVALUATION**

We evaluated our neighbor selection method as follows. First, we determined the optimal numbers of outbound inside and outside neighbors for each network by using the SimBlock simulator. Second, we compared our method with the total random selection method and the Aoki method [24] in terms of block propagation time throughout the network using the simulator. Third, we examined a migration scenario wherein the ratio of nodes using the proposed neighbor selection method to those using the total random selection method is gradually increased.

**A. SIMULATION ENVIRONMENT**

SimBlock can be used to simulate multi-region blockchain networks under the same conditions as Bitcoin in 2015 or in 2019. We chose the 2019 Bitcoin network and varied the number of nodes between 500 and 6500. In particular, the nodes were randomly located in one of the six regions with the same probability as in the 2019 network, and the transmission delays were as in Table 1. PoW was used as the consensus algorithm, and each node was set to be able to be a miner, but the computer power for mining on each node was set randomly. The number of outbound neighbors was set to 8, the block size was set to 535 KB or 1MB, and the block creation interval was set to 10 minutes.

**B. SIMULATION OF OPTIMAL NUMBER OF INSIDE/OUTSIDE NEIGHBORS FOR EACH NODE**

The optimal numbers of outbound inside neighbors, $A$, and outside neighbors, $B$, for each node in various sizes of network were theoretically analyzed under the condition of eight outbound neighbors examined in the previous section. Here, we evaluated the parameters of the proposed methods by using SimBlock. The inbound option, which determines the upper limit of inside/outside inbound neighbors, was not used in the evaluation, and the maximum number of inbound neighbors for each node was set to 30.

Fig. 11 shows the block propagation times of the proposed method with different values of $A$ and $B$. The main-chain height was set to 200, so one simulation ended after the 201st block of the main chain was delivered throughout the network. The block size was set to 535KB in this subsection. Each plot in the figure indicates the average block propagation time to all the nodes in the network. That is, if a mined block failed to be distributed to a node in the network, the block propagation time was not included in the average value. To make the values trustworthy, we ran the simulation three times under the same conditions and took the average of the three runs.

As in the previous section, $A = 7$ turned out to be the most effective for the network with 500 nodes, while $A = 6$ was most effective for the networks with 1500 or more nodes. It is an important factor to reduce the number of block propagation waves for delivering the block to all the outside regions. In the network with 500 nodes, it was highly likely for the block to reach all the outside regions by the third wave when $A = 7$. However, $A = 7$ ended up having the longest block propagation time in the networks with 3500 or more nodes in Fig. 11, because the fourth wave was more necessary for these networks with $A = 7$.

Instead, $A = 6$ had the shortest block propagation time for the networks with 1500 or more nodes. It had a high probability to deliver a block to all the outside regions by the third wave. Even though $A = 5$ is theoretically a bit faster in the sense of propagating the block to the outside regions by the third wave as shown in Fig. 9, this small advantage was surpassed by the much faster block propagation speed in each region with $A = 6$ in Fig. 11.

**C. BLOCK PROPAGATION TIMES OF PREVIOUS AND PROPOSED METHODS**

We compared the block propagation times of the proposed method with those of the total random selection method and the Aoki method. To evaluate the block size effects, we changed the block size between 535KB and 1MB. The inbound option, in which the upper limit of the inbound neighbors is set to 8 as shown in Fig. 3, was also evaluated. Except for the proposed method with the inbound option, the...
maximum number of inbound neighbors for each node was set to 30. For the proposed method, $B = 1$ outside neighbor was set for the network with 500 nodes and $B = 2$ was set for the other networks; these values were theoretically and quantitatively proved to be efficient in the preceding sections.

1) AOKI METHOD
The Aoki method aims to minimize the block propagation time in a multi-region environment. It chooses an outbound neighbor for each node on the basis of the block propagation time through that neighbor. Each block has a time stamp in which the block creation time is stored. Thus, if a node receives a block from an inbound neighbor ($M$), the node can calculate the block propagation time starting from the block creation ($T_{\text{block}}$) and ending with the inv message received time ($T_{\text{inv}}$). The node considers the propagation time as the score of the neighbor $M$ ($\text{SCORE}_M$):

$$\text{SCORE}_M = T_{\text{inv}} - T_{\text{block}}.$$ (11)

If the node has already received inv messages from $M$, $\text{SCORE}_M$ is defined as

$$\text{SCORE}_M = (1 - P) \text{SCORE}_M + P(T_{\text{inv}} - T_{\text{block}}).$$ (12)

where $P$ is a parameter in the range $[0,1]$. Neighbor candidates having a smaller $\text{SCORE}_M$ are chosen as the outbound neighbors. Aoki and Shudo [24] found that $P = 0.3$ has the shortest block propagation time. In addition, to prevent eclipse attacks from happening, at least one neighbor should be chosen randomly for each node. Under this restriction, it is claimed to be best to replace 7 out of 8 outbound neighbors in accordance with the scores defined in (12). The outbound neighbor renewal interval was set to 10 received blocks for each node.

After referring to the evaluation results in [24], we set $P = 0.3$ and chose 7 neighbors on the basis of (12) in 10 received blocks for each node. The Aoki method is optimized for high block propagation speed at the expense of a heavy burden on each node and vulnerability to eclipse attacks. The results of the following experiments show that the proposed method can propagate a block throughout a network faster than the Aoki method can.

2) BLOCK PROPAGATION TIME
Fig. 12 shows the 535KB block propagation times for each method under the condition $A + B = 8$. In this figure, “proposed (outbound)” indicates the proposed method without the inbound option, whereas “proposed (out/inbound)” indicates the proposed method with the inbound option. The results clearly show that the proposed method is far superior to the total random selection method and the Aoki method for all network conditions. Each node in the total random selection method has five or more outside neighbors on average, so it is equivalent to $A \leq 3$ and $B \geq 5$. Under this condition, block propagation in and outside the region becomes slower, as shown in Figs 8 – 10.

The Aoki method updates the outbound neighbors by prioritizing the propagation speed every ten block receipts, so the propagation times to most nodes in a network are considered to be very close to the optimal values. Looking at Fig. 12, however, it is clear that the Aoki method prevents some nodes from receiving blocks quickly. Equation (12) can be used to explain the reason. (12) determines the new outbound neighbors of each node every 10th block arrival, and a low-scoring node at that point tends to be selected as a new neighbor by many nodes as their outbound neighbor. Other nodes, however, may suffer in this situation because their inbound neighbors are reduced by the high concentration of connections to the low-scoring node, and as a result, they may receive blocks more slowly.

In Fig. 12, the inbound option has a clear effect on all the networks, and the upper limit of the inbound neighbors helps to prevent some nodes from having much fewer inbound neighbors compared with the other nodes. If there are some nodes with much fewer inbound neighbors, there are more miners who cannot propagate their newly mined blocks to the nodes within a small number of waves, and this lengthens the block propagation time.

This phenomenon can be explained in terms of the block propagation speed in each region. The block propagation probability, $P_{f(k0)}$, in the block-created region with the inbound option is

$$P_{f(k0)} = \frac{N_{in} - |W_k|_{\text{in}} - W_k|_{\text{add}}}{N_{in} - N_{in\_full}},$$ (13)

in which $N_{in\_full}$ indicates the number of inside nodes that have received the block (before the $m$th node in the $k$th wave sends it) up to the maximum limit of inside nodes, which is determined to be 7 in a network with 500 nodes or 6 with 1500 or more nodes. The number of these inside nodes is subtracted in the denominator of (13), because there is no chance for them to receive the block from inside the region because of the limitation determined by the inbound option. Therefore, $P_{f(k0)}$ with the inbound option becomes larger than that in (5), which is assumed to have no inbound node restriction on each node. In particular, the gap between $P_{f(k0)}$ in (13) and in (5) widens as $k$ grows because $N_{in\_full}$ increases with $k$. 

---

**FIGURE 12.** Comparison of 535KB block propagation times with different methods.
This theory is also applicable to outside the block-created region. Here, the block propagation probability, \( P_{\text{full}} \), outside the block-created region with the inbound option is

\[
P_{\text{full}} = \frac{N_{\text{out}} - \sum_{j=0}^{N_{\text{in}} - 1} |W_j|_{\text{out}} - \sum_{j=0}^{N_{\text{in}} - 1} |W_k(j)|_{\text{add, out}}}{N_{\text{out}} - N_{\text{out, full}}}, \quad (14)
\]

in which \( N_{\text{out, full}} \) indicates the number of outside nodes that have received the block up to the maximum limit of outside nodes, which is determined to be 1 in a network with 500 nodes or 2 with 1500 or more nodes. The number of these outside nodes is subtracted in the denominator of (14), because there is no chance for these nodes to receive the block from outside the region due to the limitation determined by the inbound option. Therefore, \( P_{\text{full}} \) with the inbound option becomes larger than that in (8), which is assumed to have no inbound node restriction on each node. In addition, the gap between \( P_{\text{full}} \) in (14) and in (8) widens as \( k \) grows because \( N_{\text{out, full}} \) increases with \( k \). In this way, even from a theoretical point view, it is beneficial to take the inbound option in the proposed method.

Fig. 13 shows the 1MB block propagation times for each method, with which all the conditions except for the block size were set to those in Fig. 12. Proposed (outbound) and proposed (out/inbound) had shorter block propagation times than the other two methods in every network condition, though the gap between proposed (outbound) and the Aoki method narrowed when the number of network nodes was increased to 4500 or more, compared with Fig. 12. We found that, for a block size of 1MB, choosing the neighbors with smaller block propagation times in the Aoki method was more effective, because the block propagation times between two different nodes in a network were increased due to the larger block size.

\[\begin{align*}
\text{FIGURE 13.} & \quad \text{Comparison of 1MB block propagation times with different methods.} \\
\end{align*}\]

In Fig. 13, however, the inbound option had a clear effect on all the networks like in Fig. 12. This is due to the higher block forwarding probabilities in and outside the block-created region, as shown in (13) and (14). Because of these enhanced block forwarding probabilities, the number of block propagation waves needed to reach all the nodes in a network was reduced, and this effect became clearer when a 1MB block was used. We analyze this is because each wave took more time due to the larger block size.

The effect of the inbound option became clearer especially when the number of nodes in the network was large (Fig. 13). This phenomenon can be explained by comparing (13) with (5) and comparing (14) with (8). In (13), the denominator, \( N_{\text{in}} - 1 - N_{\text{in, full}} \), becomes larger as \( N_{\text{in}} \) increases. Thus, \( p_{\text{full}} \) grows as \( N_{\text{in, full}} \) approaches \( N_{\text{in}} - 1 \). Without the inbound option, the denominator is fixed to \( N_{\text{in}} - 1 \), as shown in (5); thus, the gap between \( p_{\text{full}} \) in (5) and (13) becomes larger as \( N_{\text{in}} \) grows. This theory is also applicable to \( p_{\text{full}} \) in (8) and (14); the gap between \( p_{\text{full}} \) in (8) and (14) becomes larger as \( N_{\text{out}} \) grows.

\[\begin{align*}
\text{FIGURE 14.} & \quad \text{Block propagation time versus ratio of nodes adopting proposed method.} \\
\end{align*}\]

D. SCENARIO OF MIGRATION TO PROPOSED NEIGHBOR SELECTION METHOD

Even though the theoretical analyses and simulation results presented above have proven the superiority of the proposed method to the previous methods, we cannot force every node in the blockchain to adopt it. Therefore, in this subsection we propose a migration scenario from a network with nodes using the total random selection method, which is the default setting for a Bitcoin node, to one with nodes using the proposed method with the inbound option. During the migration phase, there is a hybrid network situation with two different types of node, each adopting its own neighbor selection method. We evaluated this situation by changing the ratio of nodes implementing our method.

The networks had 500, 3500, or 6500 nodes and block size was set to 535KB; the rest of the evaluation conditions were the same as those mentioned in subsections A and B above. Fig. 14 shows the average block propagation times versus ratio of the nodes adopting the proposed method in each network. The plots are the average values of three evaluations. It can be seen that even with 10% of the nodes adopting the proposed method, the average propagation time was reduced by 3.3%; with 90% adoption, the reduction rate was as much as 26.9%, even higher than when all nodes use the proposed method.

The largest reduction rate with 90% adoption of the proposed method was for the network with 500 nodes. In this case, the reduction rate was 33.3%, which was about 1% higher than when all the nodes use the proposed method.
This phenomenon can be explained using Figs. 9 and 10. In Fig. 9(a), the expected number of outside nodes receiving the block by the third wave is 40.8 when $A = 7$, and this value means that the ratio for South America to receive the block is about 92% from the data in Fig. 10. However, if there are a small number of nodes that have more outside neighbors, the expected number of outside nodes by the third wave can be increased to more than 41. We suppose that this is why South America's block receiving rate by the third wave was increased, and the average block propagation time was reduced. Of course, we have to consider the negative effect on the block propagation time in each region because of the 10% of nodes with the total random selection method, but from this result, it is clear that this negative effect was offset by the dominant 90% of nodes adopting the proposed method.

Another interesting phenomenon we observe in this evaluation is that, in the network with 500 nodes, there is a strong tendency for a miner adopting the proposed method to propagate the blocks it creates faster to all the other nodes in the network. This advantage becomes apparent when the ratio of the nodes adopting the proposed method is lower, such as less than 50%. This phenomenon is illustrated in Fig. 15, which plots average propagation time versus adoption rate of the proposed method: miners with the proposed method propagated the created block faster than miners with the total random selection method. When 10% and 20% of the miners used the proposed method; their propagation speeds were about 10% faster than those of the miners using the total random selection method.

![FIGURE 15. Average block propagation time versus proportion of miners adopting proposed method.](image)

VI. CONCLUSION

We proposed a new neighbor selection method for a blockchain network that enhances the block propagation speed throughout the network and fairness among miners. In addition, because of its random neighbor selection, it is robust against eclipse attacks, and the burden incurred by the neighbor selection is light because it uses only the IP addresses of the neighbor candidates. We also proposed a block propagation wave model with multiple regions that clarifies the optimal numbers of inside/outside neighbors for propagating a block throughout a network in relation to the number of nodes in that network.

In the simulation experiment, we showed the theoretically optimal number of outside neighbors for each node also gave the shortest block propagation time in each network with 500–6500 nodes. We also demonstrated the applicability of the proposed method to blockchain networks by showing that its block propagation times are much shorter than those of the total random selection method and the Aoki method in networks with 500–6500 nodes. The inbound option was also evaluated and it was shown to be effective at shortening the block propagation times. Equations (3) – (8), (13), and (14) clarified the superiority of the proposed method and the inbound option in a theoretical manner.

We also examined a scenario depicting migration from the total random neighbor selection method to the proposed method. We found that the block propagation speed significantly increases even when a small proportion of nodes in the blockchain network adopt our method. We also found that a miner adopting the proposed method will have an advantage in propagating blocks it creates faster throughout a small network with 500 nodes.
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