Single electron dynamics in a Hall thruster electromagnetic field profile
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In this work, the single electron dynamics in a simplified three dimensional Hall thruster model is studied. Using Hamiltonian formalism and the concept of limiting curves, one is able to determine confinement conditions for the electron in the acceleration channel. It is shown that as a given parameter of the electromagnetic field is changed, the particle trajectory may transit from regular to chaotic without affecting the confinement, which allows one to make a detailed analysis of the role played by the chaos. The ionization volume is also computed, which measures the probability of an electron to ionize background gas atoms. It is found that there is a great correlation between chaos and increased effective ionization volume. This indicates that a complex dynamical behavior may improve the device efficiency by augmenting the ionization capability of each electron, requiring an overall lower electron current. Published by AIP Publishing.

[I. INTRODUCTION]

Electric propulsion has been identified as a promising technology for primary propulsion in deep-space scientific missions. Among many types of electric propulsion engines, Hall effect thrusters stand out by its current state of the art, being developed and tested for over 50 years. Recently, improvements and variations in those devices, like in the propellant gas distribution, in the wall shaping, in the propellant gas distribution, and in the number of acceleration channels, have made long space travels using Hall thrusters closer to become a reality.

Simplistically, in a Hall thruster, electrons are accelerated and confined by crossed electric and magnetic fields in an acceleration channel. There, they collide with atoms of a propellant gas, generating ions. The rate of generation of ions is related to the energy of the electrons and the electron-ionsional electron flow. In such a case, the electron missions. Among many types of electric propulsion technology for primary propulsion in deep-space scientific missions, Hall effect thrusters stand out by its current state of the art, being developed and tested for over 50 years. Recently, improvements and variations in those devices, like in the propellant gas distribution, in the wall shaping, in the propellant gas distribution, and in the number of acceleration channels, have made long space travels using Hall thrusters closer to become a reality.

Most of the basic analyses of particle dynamics on Hall thrusters are based on models that consider a one dimensional electron flow. In such a case, the electron dynamics is integrable, being characterized by the presence of periodic orbits. In practice, however, the dynamics is fully three dimensional, leading to a possible break of the single particle trajectories’ integrability and the onset of more complex behavior. The aim of the present paper is to investigate how such change in the electron dynamical pattern may impact the ability to ionize the background gas. In particular, we consider a simplified Hall thruster model with inhomogeneous electromagnetic fields. Using the concept of limiting curves, we are able to determine conditions that guarantee the confinement of the electron in an acceleration channel region. It is also shown that as a given parameter of the electromagnetic field is changed, the particle trajectory may transit from regular to chaotic without affecting the confinement. This allows us to make a detailed analysis of the role played by the chaos. We also compute an effective ionization volume, which measures the probability of an electron in a given trajectory to ionize background gas atoms. It is found that there is a great correlation between chaos and increased effective ionization volume. This indicates that a complex dynamical behavior tends to improve the device efficiency.

The present work is organized as follows. In Sec. II, we present the model used to describe a Hall thruster and obtain a Hamiltonian that describes the electron motion. In Sec. III, we derive a confinement criterion for the electron trajectory and determine its maximum extent along axial and radial directions as a function of the parameters of the system. In Sec. IV, we investigate the electron nonlinear dynamics and show with the aid of Poincaré maps that it may become chaotic depending on the parameters. In Sec. V, we compute the effective ionization volume for a given electron trajectory and find that it tends to increase for chaotic orbits. Our conclusions are presented in Sec. VI.

II. MODEL

A schematic of a Hall thruster is shown in Fig. 1. A cathode emits electrons that are forced into the acceleration channel by the electric field $E_0$, forming a current density $J_e$ in the negative axial direction. The radial magnetic field $B_0$ deflects the current density $J_e$ to the azimuthal positive direction, forming the Hall current density $J_{H, r}$. Since the Hall current density is orthogonal to the radial magnetic field, there is also a $J_{H, r} \times B_0$ force that pushes the electrons along the positive axial direction. This force tends to balance the one produced by the electric field $E_0$, creating an axial...
confinement for the electron motion. Note that for simplicity, in the discussion above the current densities were defined as positive in the electron movement direction. It is also worth mentioning that this type of configuration is usually referred as cylindrical Hall thruster.\(^{21}\)

In a real device, once the electron Hall current is established, a propellant gas, like argon,\(^ {5,6,22}\) is inserted in the acceleration channel. The electron collisions with the initially neutral propellant gas generate positive ions, which are strongly accelerated by the electric field \(E_0\) to the axial positive direction, generating an impulse in the opposite direction.\(^ {1,23}\) Here, however, we will focus on the electron dynamics disregarding the effects of the background gas and ions, in order to investigate features like confinement and onset of complex behavior. Physically, this corresponds to the limit of low electron current and low background gas pressure. We assume that the fields are given by

\[
E_0 = E_z \hat{z}, \quad B_0 = \frac{\Lambda_p}{r} \hat{r} + B_{0z} \hat{z},
\]

where \(E_z\), \(\Lambda_p\), \(B_{0z}\), and \(B_z\) are constant parameters which measure the axial electric field and the radial, azimuthal, and axial magnetic fields, respectively.\(^ {24}\) It is worth noting that despite being inhomogeneous along the radial direction, \(B_0\) is divergence free, in agreement with Maxwell’s equations. In a basic Hall configuration, like the one shown in Fig. 1, the magnetic field only presents a radial component which is responsible for the generation of the Hall current and axial confinement, as discussed above. However, for the sake of generality, we also consider in the model axial and azimuthal components.\(^ {5}\) It will be shown that these components play a major role in the overall confinement and in the transition to chaotic regimes.

In a Hall thruster, the accelerating potential that generates \(E_0\) is typically much smaller than the electron rest mass. Therefore, the electron dynamics is nonrelativistic, being dictated by the Hamiltonian\(^ {25}\)

\[
H = \frac{1}{2m}(\mathbf{P} + e \mathbf{A})^2 - e \phi, \quad (3)
\]

where \(m\) and \(-e\) are the electron mass and charge, respectively, and \(\mathbf{P}\) is the canonical momentum related to the mechanical momentum \(\mathbf{p}\) by \(\mathbf{p} = \mathbf{P} + e \mathbf{A}\). In Eq. (3), \(\phi\) and \(A\)

are the scalar and vector potentials, related to the electromagnetic fields by

\[
\mathbf{E} = -\nabla \phi - \frac{\partial \mathbf{A}}{\partial t}, \quad (4)
\]

\[
\mathbf{B} = \nabla \times \mathbf{A}. \quad (5)
\]

Since the electron density in the acceleration channel is relatively low, we can safely disregard the self-fields, such that \(\mathbf{E} = E_0\) and \(\mathbf{B} = B_0\). Using Eq. (4) and the electric field described in (1), we find that the scalar potential is given by

\[
\phi(z) = -E_z z. \quad (6)
\]

Here, we have chosen \(\phi(z = 0) = 0\), where \(z = 0\) is the cathode axial position. Using Eq. (5) and the magnetic field described by Eq. (2), we can write the vector potential as

\[
\mathbf{A}(r, z) = \left(-\frac{\Lambda_p}{r} \frac{z}{2} + B_{0z} \frac{r}{2}\right) \mathbf{\hat{t}} + \left(-B_0 r\right) \mathbf{\hat{z}}. \quad (7)
\]

We conveniently define dimensionless quantities

\[
H = \frac{P_z^2}{2} + \frac{1}{2} \left(\frac{P_0}{r} - \eta_{0z} \frac{r}{2} + \frac{r^2}{2}\right)^2 + \frac{1}{2} \left(\frac{P_z - \eta_{0r} r}{r}\right)^2 + \eta_{rz}, \quad (8)
\]

where for simplicity, we have suppressed the bars over the dimensionless quantities. The electron dynamics satisfy

\[
dr/dt = \partial H/\partial P_r, \quad dP_r/dt = -\partial H/\partial r, \quad dz/dt = \partial H/\partial z, \quad \text{and} \quad dP_z/dt = -\partial H/\partial z.
\]

Because the Hamiltonian (8) does not explicitly depend on time, it is a conserved quantity along the electron trajectory. Furthermore, since there is no dependence on the angular variable \(\theta\), its conjugate momentum \(P_\theta\) is also a constant of motion. The values of these constants are determined by the initial condition. In particular, we assume that the electron is released from the cathode at \(t = 0\) with a vanishingly small kinetic energy, which corresponds to a vanishing initial mechanical momentum \(\mathbf{p}(0) = 0\).

In terms of the dimensionless quantities, the mechanical momentum is given by \(\mathbf{p} = P_r \mathbf{\hat{r}} + (P_\theta/r - \eta_{0r} z/r + r/2) \mathbf{\hat{t}} + (P_z - \eta_{0z} r) \mathbf{\hat{z}}\). Recalling that the cathode is located at \(z = 0\) and defining as \(r_0\) its radial position, we readily obtain that \(\mathbf{p}(0) = 0\) implies that \(P_r(0) = 0\), \(P_\theta(0) = \eta_{0r} r_0\), and \(P_z(0) = -r_0^3/2\). The last condition sets the value of the constant of motion \(P_\theta\). As for the Hamiltonian, we notice that Eq. (8) can be written in terms of the mechanical momentum as

\[
H = \mathbf{p}^2/2 + \eta_{rz}.
\]

By the fact that \(\mathbf{p} = 0\) and \(z = 0\) at the cathode, we conclude that the constant value of the Hamiltonian is \(H = 0\). It is worth noting that in practice the electrons are released from the cathode with a thermal energy of the order of a few electron-volts. However, because this energy is much smaller than the typical accelerating energy, which is on the order of hundreds of electron-volts, to a very good approximation we can safely disregard the initial thermal energy.
III. CONFINEMENT CRITERION

In order to avoid particle loss and wall heating due to electron-wall collisions, it is of utmost relevance to determine conditions for the electron confinement in the acceleration region. In this regard, perhaps a natural first step would be to perform a linear stability analysis of the fixed points in the electron dynamics. Nevertheless, a quick inspection on the equations of motion dictated by Hamiltonian (8) shows that in general the electron dynamics presents no fixed points at all. Therefore, we need to resort to non-linear methods to determine confinement conditions. Particularly, we take advantage of the concept of limiting curves.19,20

The procedure to obtain these curves is as follows. Isolating $z$ in the Hamiltonian (8) we can write $z = z(r, P_r, P_z; H, P_0)$. We maximize this function with respect to the momenta by equating $\partial z/\partial P_r = 0$ and $\partial z/\partial P_z = 0$, which leads to $P_r = 0$ and $P_z = r \eta_p$. Substituting these and the value of the conserved quantities $H = 0$ and $P_0 = -r_0^2/2$ in $z = z(r, P_r, P_z; H, P_0)$, we obtain

$$z(r) = \frac{\eta_p (r^2 - r_0^2) - 2 \eta_p r^2 \pm 2 \sqrt{\eta_e^2 - \eta_b (r^2 - r_0^2)} }{2 \eta_b} \quad (9)$$

which corresponds to the maximum excursion of $z$ as a function of $r$ that is compatible with the Hamiltonian (8) and thus represents a limiting curve in the configuration space. It is interesting to note that the limiting curve described by Eq. (9) does not depend on the parameter $\eta_p$. This indicates that by varying $\eta_p$ it is possible to change the electron dynamical behavior without modifying the confinement characteristics in the acceleration channel. From Eq. (9), we can readily obtain the maximum and the minimum values of the trajectory along the axial direction as

$$z_{\text{max}} = 0, \quad (10)$$

$$z_{\text{min}} = -\frac{r_0^2}{2(\eta_b - \eta_e)}. \quad (11)$$

Therefore, the electron trajectory axial span is $|z_{\text{min}}|$.

Inverting the radial and axial variables in Eq. (9), we can write the limiting curve as $r = r(z)$. From this expression, we can determine the maximum and minimum radii attained by the electron along its trajectory as

$$r_{\text{max}} = r_0 \sqrt{\frac{\eta_e}{\eta_b - \eta_e}}. \quad (12)$$

$$r_{\text{min}} = 0. \quad (13)$$

In practice, given the dimensions of a device, namely, the cathode-anode axial distance $L$ and the accelerating channel radius $R$, one can use Eqs. (11) and (12) to determine the parameters that guarantee that the electrons will not hit the cathode and the accelerating channel wall by imposing $|z_{\text{min}}| < L$ and $r_{\text{max}} < R$. From Eq. (12), we note that $\eta_b > \eta_e$ must be satisfied to exist a real maximum radius. If this condition is not fulfilled, the trajectory becomes unbounded. Thus, this parameter condition guarantees the electron confinement by the electromagnetic fields. It should be stressed that in terms of the dimensional quantities the confinement condition reads $B_2 > mE_j/eA_r$. This implies that in our model an axial component of the magnetic field is necessary in order to confine the electrons, as it introduces a radial force that balances the centrifugal force of the gyrating electron. The radial focusing introduced by the axial magnetic field is analogous to the one employed in the transport of space-charge dominated beams using solenoidal magnetic fields.27,28 It is worth noting that other field configurations take advantage of field gradients to provide radial confinement.14,17 Moreover, in a real device the ions in the acceleration channel may also contribute for the radial confinement of the electrons.

IV. NONLINEAR DYNAMICS AND POINCARÉ MAPS

The electron Hamiltonian (8) describes a system with two effective degrees of freedom—the radial and the axial degrees of freedom. They are nonlinearly coupled because in general we cannot write the Hamiltonian in a separable form $H = H_r(r, P_r) + H_z(z, P_z)$. Hence, whenever the frequencies of oscillation along these two different degrees of freedom become commensurate—their ratio is equal to a rational number—a resonance and chaos are expected. A very convenient and powerful method to investigate the dynamics and possible onset of chaos in such system is to use Poincaré maps.19 Through the Poincaré map analysis it is possible to identify the periodic trajectories of the system and other relevant dynamic features. For an integrable trajectory, the Poincaré maps lead to closed curves called Kolmogorov-Arnold-Moser (KAM) curves. For a non-integrable trajectory, there is a destruction of the closed orbit indicating chaos.18

To obtain a Poincaré map that represents the entire accessible phase-space, we need to consider a group of initial conditions that correspond to the same values for the constants of motion,29 namely, $H = 0$ and $P_0 = -r_0^2/2$. A possible set with these characteristics is given by

$$r(t = 0) = x_0, \quad (14)$$

$$P_r(t = 0) = 0, \quad (15)$$

$$z(t = 0) = \frac{r_0^2 (x^2 - 1)}{2 \eta_b} - \eta_e x + \sqrt{\eta_e (\eta_b + (\eta_e - \eta_b) x^2)} \frac{\eta_e}{\eta_b}, \quad (16)$$

$$P_z(t = 0) = x_0 \eta_p, \quad (17)$$

where $x$ is a real positive number that parametrizes the different initial conditions. Specifically, $x = 1$ corresponds to the initial condition of the real electron that is dispensed with zero kinetic energy from the cathode.

To construct the Poincaré maps, we numerically integrate the trajectories dictated by Hamiltonian (8) and plot the $P_r \times r$ phase space projection each time the trajectory crosses $P_z = 0$ with $dP_z/dt < 0$. In Fig. 2, we show the results obtained for three different values of $\eta_p$ and for a number of
initial conditions obtained by varying $x$ in the range $0 \leq x \leq 1$ in Eqs. (14)–(17). The remainder parameters are kept fixed at $\eta_g = 0.0120$, $\eta_b = 0.0245$, and $r_0 = 0.035$. Note that because these parameters are not changed, all the cases presented in Fig. 2 correspond to the same confinement features and the same overall volume in the configuration space available for the electron trajectory [see Eq. (9)]. These parameters were chosen to represent a case where the accelerating potential is $V_a = 300$ V and the acceleration channel dimensions satisfy $L_1/R \approx |z_{\text{min}}|/r_{\text{max}} = 1$. This can be readily verified using Eqs. (11) and (12) and the normalizations introduced that lead to $eV_a/lmc^2 = \eta_g r_0^2/2(\eta_b - \eta_g)$ and $|z_{\text{min}}|/r_{\text{max}} = r_0/2\sqrt{\eta_b(\eta_b - \eta_g)}$, where $L = |z_{\text{min}}|$ has been assumed. In the figure, the larger red dots are the results for the trajectory with $x = 1$, i.e., for the electron dispensed with zero kinetic energy from the cathode. The smaller blue dots correspond to initial conditions with varying $x$ values (different from unity). In all the panels of Fig. 2 we see that the Poincaré maps only occupy a portion of the $P_r \times r$ space. The occupied region is bounded by a $P_r(r)$ limiting curve that can be derived by using the prescribed values for the constants of motion, $H = 0$ and $P_0 = -r_0^2/2$, and the plotting condition $P_r = 0$ in Eq. (8). This leads to

$$
P_r = \pm \sqrt{\left(\frac{\eta_g^2 - \eta_g^2 \eta_p^2}{\eta_b}ight) r^2 - \eta_b \eta_p (r^2 - r_0^2)},
$$

which is represented in the figure by the dashed curves. Panel (a), for $\eta_p = 0.0$, shows a phase space that is predominantly regular with the occurrence of many KAM curves. There is only a limited chaotic region near the boundary of the forbidden area. In particular, the trajectory of the true electron is regular and, as a consequence, tend to explore very little of the available phase space. As $\eta_b$ is increased to $\eta_p = 0.04$, the phase space becomes more distorted—it is not symmetric with respect to the $P_r = 0$ line anymore—and the chaotic region tends to enlarge, as shown in panel (b). Despite the enlarged chaotic region, the true trajectory is still regular and restricted to a small portion of the available phase space. We also notice the presence of a blank region centered near $r = 0.025$ and $P_r = 0.006$. Although this region lies within the limiting curve, it is not accessed by trajectories with the prescribed initial condition and, in particular, by the true electron. If we keep increasing $\eta_p$, as in panel (c) with $\eta_p = 0.1163$, we notice that the true trajectory is finally arrested by the chaotic region and starts to explore a much larger area in the phase space. Hence, we see that even when the confinement condition and the total volume in the configuration space accessible to the particle are the same, the effective area explored may largely increase as the trajectory becomes chaotic.

V. CHAOS AND IONIZATION CROSS SECTION

As mentioned in Introduction, a key issue in order to increase the thruster efficiency is to maximize the gas ionization by the electrons in the acceleration channel. In Sec. IV, we have shown that chaos can largely increase the effective volume swept by the electron in phase space. Therefore, a natural question that arises is: can chaos improve the background gas ionization by the electrons?

In order to answer this question, we need to calculate for which parameters the electron is more likely to ionize the background gas. At any given point in its trajectory, the probability of the electron ionizing a background atom is measured by the ionization cross section $\sigma$, which depends on the electron kinetic energy $\varepsilon$ and the particular gas that is being used. Multiplying the cross section by the electron instantaneous displacement $dl$, we obtain an effective ionization volume for the electron trajectory, given by $dN_i = \sigma(\varepsilon) dl$. Since the magnetic field does no work on the electron, its kinetic energy is completely determined by the
scalar potential as \( \varepsilon = -e\phi \). Using (6) and dimensionless quantities we find that
\[
\varepsilon = -\eta_e z.
\]
(19)

Hence, we can express the ionization cross section in terms of the axial coordinate, \( \sigma(z) \). Moreover, we can write \( dl = v dt \), where \( v \) is the electron speed which can be written in terms of the kinetic energy and, consequently, of the axial coordinate as \( v = (-2\eta_e z)^{1/2} \). Taking all this into account, the total effective ionization volume can be obtained by integrating
\[
\frac{dV_i}{dt} = (-2\eta_e z)^{1/2} \sigma(z),
\]
(20)
along the electron trajectory. The larger \( V_i \), the more likely is the electron to ionize background gas atoms.

In Fig. 3, we show the results for the total effective ionization volume (dashed curve) as \( \eta_p \) is varied. The results are obtained by considering an accelerating potential of 300 V and the first ionization cross section \( \sigma \) for the argon.\(^{13} \) The orbits were integrated along a fixed time interval which is much larger than the typical oscillating period of the electron in the accelerating channel. To simplify the comparison, we normalize \( V_i \) to its lowest value in the range, \( V_{min} \). To compare these results with the onset or not of chaos, we also compute the largest Lyapunov exponent \( \lambda \) (Refs. 18 and 30) for the electron trajectory which gives a direct indication if the trajectory is regular or chaotic for the given parameters. The Lyapunov exponent is a measure of how fast the distance between neighboring initial conditions increase in phase space as time evolves. It is known that when the system is chaotic it presents a high sensitivity to initial conditions, such that two orbits that are infinitely close at \( t = 0 \) tend to diverge exponentially with their distance scaling as \( e^{\lambda t} \). We use the method developed in Ref. 30 to numerically calculate the largest Lyapunov exponent, such that when \( \lambda \) is positive, the trajectory is chaotic; when \( \lambda \) is zero, the trajectory is regular. The results for \( \lambda \) are represented by the solid curve in Fig. 3. We see that there is a great correlation between chaos and increased effective ionization volume. For the particular parameters used, an increase of up to 8% in \( V_i \) is found when the trajectory becomes chaotic. This improvement may have an important impact on the device efficiency.\(^{3,5,9} \)

In order to investigate in more detail the role of chaos and its effect on the ionization, we select from Fig. 3 two sets of parameters that lead to completely distinct results. In Fig. 4, we show results for \( \eta_p = 0.0879 \), which corresponds to \( V_i = V_{min} \) and a regular (non chaotic) electron orbit. In panel (a), it is shown the quasiperiodic electron trajectory in the configuration space (solid curve). The limiting curve (dashed line) of Eq. (9) is also shown. It is clear that the trajectory is indeed bounded by the limiting curve and that it does not visit a good portion of the available space. In panel (b), the probability distribution \( n(z) \) (histogram) along the axial axis for the electron trajectory is presented. It presents two peaks located in the vicinity of the turning points of the orbit, where the velocity in \( z \) vanishes and the particle spends a good amount of time. Typically, one can expect that any regular orbit will present such peaks because the location of the turning points along a given direction is relatively well defined. To analyze how the distribution affects the
ionization, we also show in panel (b) the corresponding ionization cross section $\sigma(z)$ (solid line). It is not difficult to figure out why this particular case leads to a relatively small effective ionization volume: none of the peaks of $n(z)$ match the maximum of $\sigma(z)$. Even if one could perfectly tune the parameters such that one of the peaks of $n(z)$ matched the maximum of $\sigma(z)$, the electron would still spend a good amount of time near the other peak with a lower ionization cross section and the increase in the total ionization volume would be modest. This is exactly what Fig. 3 shows us: as long as the trajectory is regular there are only slight variations in $V_i$.

In Fig. 5, we consider the case $\eta_g = 0.1163$, which corresponds to a chaotic trajectory that leads to the maximum value of $V_i$ in Fig. 3. In Fig. 5(a) we notice again that the trajectory is well contained in the limiting curve. However, differently from the regular trajectory of Fig. 4(a), now the orbit explores basically all its accessible region due to the chaotic diffusion. Also different from the regular case, the probability distribution $n(z)$ for the chaotic orbit shown in Fig. 5(b) presents roughly a single peak. Tuning the parameters to coincide this peak with the maximum of $\sigma(z)$ leads to the enhanced total effective ionization volume observed.

In our model, we assume that the electron interacts with static electromagnetic fields. However, in a real device there may be instabilities that cause field oscillations at different frequencies. In particular, plasma instabilities occur in the MHz range and ionization oscillations cause variations in the kHz range. It is therefore interesting to compare these timescales to the typical ones found in our model for the electron period and the onset of chaos. For that, let us consider the case presented in Fig. 5 and assume that the axial magnetic field—which determines the time normalization—is of the order of $B_z \sim 10^{-2} \ T$. From the simulation, we find that the electron trajectory period of oscillation $T_{n}$ is around 6.0 in terms of the normalized time. This corresponds to $T_n = 3.4 \text{ ns}$, which is much smaller than the typical period of the afore mentioned instabilities. Hence, from the point of view of nonlinear dynamics, their effect on the electron trajectory is expected to be small since they are far from being in resonance. As for the chaos onset time scale, we use the Lyapunov exponent to estimate it. When the distance between initially neighboring initial conditions increases by a large factor, let us say $e^{\lambda t} \sim 100$, we expect noticeable chaotic effects. Taking into account that $\lambda = 0.125$ for the example presented in Fig. 5, this corresponds to times on the order of $T_{\text{chaos}} \sim 10^{-7} \text{ s}$, which are still on the same order of magnitude of the fastest oscillations caused by plasma instabilities. In the model, we also disregard the effects of the background gas and ions, as well as the self-interaction among the electrons. These assumptions are valid when the ionization ratio and the space charge forces are sufficiently small. Particularly, if we want the electron trajectory to fully exhibit its chaotic properties without being much affected by ionization, we must impose that $\eta_g V_i(T_{\text{chaos}}) \ll 1$, where $\eta_g$ is the background gas density and $V_i(T_{\text{chaos}})$ represents the effective ionization volume computed at a time $T_{\text{chaos}}$ such that the chaotic effects are noticeable. Using $T_{\text{chaos}}$ computed above and $V_i(T_{\text{chaos}})$ obtained from the simulation, this condition leads to $\eta_g \ll 10^{-22} \text{ m}^{-3}$. Regarding the space charge, we can estimate the self electric field $E_s$ by assuming that the electrons are uniformly distributed in the cylindrical volume of the accelerating channel and calculate its value along the axis at $z = 0$. One can safely disregard the space charge effects as long as the electron density $n_e$ is small enough such that $E_s \ll E_z$. Using the parameters of Fig. 5, this corresponds to $n_e \ll 5 \times 10^{15} \text{ m}^{-3}$. It should be noted that in practice the ions screen part of the self electric field and the above condition may be somewhat relaxed.

To test the correlation between chaotic orbits and enhanced ionization for a broader range of cases, we consider the parameter space plots shown in Fig. 6. In these plots, we vary both $\eta_p$ and $\eta_g$. In panel (a), we show the largest Lyapunov exponent $\lambda$. The white (dark) regions correspond to regular (chaotic) trajectories with $\lambda = 0$ ($\lambda > 0$). We note that the chaotic regions are distributed in the parameter space in a complex, nontrivial way. In panel (b), we present the results obtained for the total effective ionization volume. The darker is the region the more enhanced is the ionization. Comparing panels (a) and (b), it is clear that there is a great correlation between improved ionization and chaos.

We also performed an analogous analysis considering different accelerating potentials and different acceleration channel aspect ratios $L/R$. In agreement with the results

![FIG. 5. Panel (a) displays the electron trajectory (solid curve) in the configuration space ($r \times z$) and the corresponding limiting curve (dashed curve) described by Eq. (9). Panel (b) shows the cross-section $\sigma$ (solid curve) and the probability distribution $n$ (histogram) as a function of axial coordinate $z$ at bottom and as a function of energy $\varepsilon$ at top. Note that in our model there is a direct relation between $\varepsilon$ and $z$ given by Eq. (19). Here, $\eta_p = 0.1163$ which leads to $\lambda = 0.125$ and $V_i/V_{\text{min}} = 1.0825$ (see Fig. 3).]
A model describes the electron trajectory in a Hall thruster system. The model includes a Hamiltonian formalism and an analysis of the role played by chaos. The model shows that as the accelerating potential increases, the normalized ionization volume also increases. This indicates that the chaotic dynamics improve the ability to ionize background gas atoms. The authors are grateful to Felipe B. Rizzato and Eduardo A. Peter for valuable discussions. The work was supported by CNPq, Brazil, and the Air Force Office of Scientific Research (AFOSR), USA, under Grant No. FA9550-16-1-0280.

VI. CONCLUSIONS

In the present paper, we have investigated how chaotic electron trajectories may affect the ability to ionize the background gas in a Hall thruster system. We considered a simplified three-dimensional model with inhomogeneous electromagnetic fields. Using a Hamiltonian formalism and the concept of limiting curves, we were able to determine conditions that guarantee the confinement of the electron in the acceleration channel. It was also shown that as a given parameter of the electromagnetic field is changed, the particle trajectory could transit from regular to chaotic without affecting the confinement. This allowed us to make a detailed analysis of the role played by the chaos and to relate it to the ionization volume, which measures the probability of an electron in a given trajectory to ionize background gas atoms. It was found that there is a great correlation between chaos and increased effective ionization volume. This indicates that a complex dynamical behavior tends to improve the device efficiency. The chaotic electron dynamics discussed here may be an important ingredient to explain the anomalous transport that tends to enhance the cross field electron mobility in Hall thrusters. In real devices, the field configuration is generally more involved than the one considered in our model. The method employed here to analyze the electron trajectory can be extended to such field configurations, leading to a more complex set of limiting curves and a richer parameter space dependence concerning the onset of chaos. Nevertheless, it is anticipated that the beneficial effects generated by chaotic electron trajectories on their ability to ionize background gas atoms is a general phenomenon, valid for any field configuration.
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