An integrated simulation paradigm for lifecycle-covering maintenance in the Industry 4.0 context
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Abstract The Industry 4.0 is pushing a fast evolution in all manufacturing operations under heterogeneous aspects. Maintenance, in all its numerous declinations along the life cycle of a production asset, is no exception. A myriad of decisions need taking—often on short time horizons, involving different physical and technological domains, and with limited knowledge available. A myriad of data sources need exploiting and interpreting—often poorly structured, requiring reconciliation, and affected by uncertainty. A lot of tools are therefore used—each one conceived for a specific purpose, often leveraging knowledge drawn from different cultures, and dealing with production assets’ models that are hard to integrate with one another. We conjecture that the OOMS (Object-Oriented Modelling and Simulation) paradigm can help address such a tough *scenario*. In this paper we structure and motivate the statement just made, provide high-level supporting examples, and outline future work as for both research and technology.
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1. INTRODUCTION AND MOTIVATION

In modern manufacturing systems, the need for deep and fast reconfigurability is steadily increasing (Bortolini et al., 2018; Napoleone et al., 2018). At design time, it is nowadays impossible to imagine (thus to consider and optimise) all the working conditions that a production asset will be confronted with. Maintenance policies are heavily affected by this trend, not only because they need fast adaptability as well, but also and more important, because they may have to cope with operating *scenario* that were not considered at all when the system (individual asset or system of assets) was initially built. New and tough challenges need therefore facing, along the major axes outlined below.

*Time scale*. In the past, the lifecycle management of a plant and its maintenance used to operate on significantly different time scales. Decisions concerning design, commissioning and possibly refurbishments could be planned in advance, and once applied, there was normally enough time to refine them with minor interventions before the subsequent heavy reconfiguration. On the other side, the operational life of the plant included decisions on maintenance interventions that were made in a limited scope of work and on a short time horizon axis. At present, the two time scales above are becoming closer and closer; reconfigurations can be nearly as frequent as the day-by-day (or event-generated) decisions to take about maintenance.

*Data availability*. A maintenance policy – be it corrective, scheduled based on time or condition-based – is usually elaborated based on the expected reliability behaviour of the system, in turn derived either from historical data, or from maintenance guidelines provided by equipment vendors and combined together according to experience about the use of such equipment (Jardine et al., 2006; Funagalli et al., 2019). When a new system configuration is implemented, its reliability behaviour changes. It is however difficult to describe the new behaviour based on data, since there are no historical data yet. This is aggravated by the fact that the configuration may be combining the equipment in new manners, not considered during the design phase. For this reason, joining failure parameters of single equipment pieces in order to get a systemic model of the whole plant based on previous single equipment data, has in fact no solid ground.

*Tool and cultural integration*. As the boundary between lifecycle management and maintenance management becomes blurred for the reasons outlined above, decision aid tools have to answer questions originating from various needs (equipment choice and sizing, control design, performance evaluation, reliability forecast, and so forth) and
The paper is organised as follows. Section 2 briefly analyses methods and tools. make DT not just an umbrella term for operationally separate envisaging, whose ultimate scope – ambitious indeed – is to further motivate the main pillars of the construction we are and foster the above integration process. We here present and make DT not just an umbrella term for operationally separate envisaging, whose ultimate scope – ambitious indeed – is to introduce a distinction among its functionalities. A DT can work in offline mode (not connected to the production field) simulating the system, analysing all the possible what-if strategies and defining some Key Performance Indicators (KPIs) or possible maintenance policies for the simulated scenario. It can also work in online mode (connected to the field) analysing the data collected from the system with respect to the KPIs computed offline to monitor possible deviations from the expected behaviour, from the current real one, from the sensor data, and to monitor the values that trigger the maintenance policies identified in the offline mode.

Simulation is already widely used in manufacturing environment for many purposes through the system lifecycle, and this enlarges the variety of analyses that a DT may contain to be as complete as possible. The use of simulation in manufacturing ranges from system and product design to operation planning and scheduling up to production performance analysis and system control (Polenghi et al., 2018). Nevertheless, the majority of DT applications use a data-driven approach (Cimino et al., 2019). This paper builds on two main pillars. One is physically centred first principle modelling (Griffiths, 1992), that describes phenomena with systems of differential and algebraic equations (Fritzson, 2011). The other pillar is given by model-based approaches for maintenance in manufacturing (Jardine et al., 2006; Gertler, 2017; Simani et al., 2003), proposing the use of simulation, relying on Dynamical Models (DMs), to complement data-driven approaches (Wang et al., 2008; Jouin et al., 2016), and to overcome some of their limits. Indeed, DMs are getting more and more popular in the manufacturing context, as they can be used not only for maintenance but also to simulate all the possible what-if scenarios that may appear during the whole production lifecycle, to set a configuration or also to reconfigure a system. Simulation based on DMs can be used to populate the offline mode of a DT and can be really useful as a tool for decision-making support. Since it may be used to carry out a wide range of analyses, a structured methodology is needed to introduce it as a fundamental part of the asset lifecycle management. The main gap is identified by the complexity of the manufacturing systems. Different analyses can be performed on a system, and each analysis can be modelled with different models relative to the considered level of detail. As already said, a lot of tools exist to perform different analyses on manufacturing systems and the results obtained in different simulations are not integrated with one another. In conclusion, the paper proposes an OOMS-based methodology and a corresponding roadmap (in Section 5) to use simulation as a computational analysis tool for decision making and maintenance policy identification, combined with the integration of the different analyses.

2. RELATED WORK

The extensive use of sensors in manufacturing, and the increasing amount of data that can be acquired from them, gave rise to the idea of a Digital Twin (DT). Based on the literature (Negri et al., 2017; Tao et al., 2018), a DT may be considered in its roles of monitoring, simulating, control and decision-support in the lifecycle of the system through all its levels of details (Kritzing et al., 2018; Macchi et al., 2018). Given the various roles attributed to a DT, we need to introduce a distinction among its functionalities. A DT can work in offline mode (not connected to the production field) simulating the system, analysing all the possible what-if strategies and defining some Key Performance Indicators (KPIs) or possible maintenance policies for the simulated scenario. It can also work in online mode (connected to the field) analysing the data collected from the system with respect to the KPIs computed offline to monitor possible deviations from the expected behaviour, from the current real one, from the sensor data, and to monitor the values that trigger the maintenance policies identified in the offline mode.
3. MINIMAL INTRODUCTION TO OOMS

We now point out the characteristics of OOMS Mattsson et al. (1998); Casella and Leva (2006) relevant for our proposal. Forst, OOMS crisply separates the model, written as a set of equations, and the solver used for the simulation. One can select the most efficient solver for each study without having to modify the model. When that model has to serve different purposes, this is an advantage. Models are created in a modular manner, assembling components hierarchically, and components connect to one another through ports that do not require orientation. The components need not to be closed (as many equations as variables). Only their compound – including connection equations – needs to be. As such, one writes component models independently of how they will be connected to others. Ports allow to encapsulate the behaviour of a component entirely, so that one can have interchangeable models of the same component at various levels of detail. Moreover, OOMS tools obtain the simulation code by symbolic manipulation of the model equations. This allows to identify characteristics and properties of the system that originate not (only) from the components but also from their interconnection. The resulting code is particularly efficient and numerically robust. Finally, OOMS permits to mix equation- and algorithm-based parts, as well as time- and event-driven ones. A single model can contain a physics-based description of the plant, block diagrams for the modulating control functions, and discrete-event models such as automatons for the logic ones. Also, controls can be represented either by equations, allowing for variable-step solvers to the advantage of simulation speed, or by algorithms, down to the replica of how the involved computing units are programmed, for maximum fidelity. All within the same paradigm and a single tool, without requiring co-simulation.

As OOMS – here, Modelica – tools, the major ones allow for calling external code such as fluid property computation, exact replica of C code aboard the plant, and so on), connection with external devices – most frequently to synchronise simulator and plant, see e.g. Henriksson and Elmqvist (2011) – and other modelling/programming tools via the FMI (Functional Mockup Interface) standard (Blochwitz et al., 2011). As an example, Figure 1 shows a multi-physics and equation/algorithm model as seen in Modelica. One can recognise, from left to right, a simple SFC (Sequential Functional Chart) program for logic control governing a PI (Proportional-Integral) velocity loop composed of digital and analogue electronics to drive a DC (Direct Current) motor; this motor, through a multi-clutch transmission, operates a pump to feed fluid to an exchanging pipe, which heats a compound of two thermal capacities subject to ambient conditions (temperature and radiative flux). All in the same tool, assembled and simulated together. Summing up, OOMS is a powerful paradigm supported by solid technology, also open source, increasingly adopted in high-end domains. We now move to illustrating how it can ground the integration we aim for.

4. A FEW APPLICATION EXAMPLES

We now show how to model a system through OOMS, illustrating – through four examples – the steps needed to build a model-based approach for a maintenance management of reconfigured systems. For convenience we take an extremely simple system, to allow seeing immediately how each statement reflects into the system equations. Needless to say, if we can evidence problems and OOMS-centred solutions in a system with just a handful of equations, the yielded advantages will be even more evident in a case of real-life complexity.

The system we consider is a bay of mass $M$ carrying a payload of mass $m$. The bay moves on a linear guide of abscissa $x$ pulled by a force $F$, with a return spring of elastic constant $k_x$, and subject to friction. The rest length of the spring to corresponds to $x = 0$, and the friction force is simply proportional to velocity via a coefficient $h_x$; $F$ is exerted by a permanent magnet DC motor and a transmission of inertia $J$ through a pulley of radius $R$; the transmission, of angular position $\theta$, is subject to a friction torque, proportional to angular velocity through a coefficient $h_\omega$. Indicating with a dot the derivative with time and assuming the friction coefficient $h_x$ to depend on the bay position $x$, the system is ruled by

\[
\begin{align*}
(M + m)\ddot{x}(t) &= F(t) - k_x x(t) - h_x(x) \dot{x}(t) \\
F(t) &= R \dot{\theta}(t) \\
J \ddot{\theta}(t) &= \tau - RF(t) - h_\omega \dot{\theta}(t) \\
\tau(t) &= k_m I(t) \\
V(t) &= R I(t) + L \ddot{x}(t) + k_m \dot{\theta}(t)
\end{align*}
\]

where $\tau$ is the motor torque, $k_m$ and $h_\omega$ its characteristic constant and friction coefficient, $R$ and $L$ its resistance and inductance, $I$ the current flowing through it and $V$ the applied armature voltage (the system input. We assume that, owing to wear, the guide can develop a localised friction. We suppose to know the position range \([x_1, x_2]\) of this possible defect (it is a matter of mechanical design) but cannot measure its entity. We need some predictive maintenance policy, but have no data and do not want to bring into play a model involving the microscopic phenomena that ultimately cause the defect, owing to the complexity of such a model and to the difficulty of parametrising its reliability. We briefly show how model (1) can help, through four conceptually consequent examples.

**Example 1:** determine the amount of localised friction to cause an unacceptable behaviour of $x$. At the detail level required for such a question, as any specialist would say, the defect can be represented by saying that in a certain region \([x_1, x_2]\) of the guide, the friction coefficient transitions from a “low” (normal) value $h_{x,LO}$ to a “high” (defect) one $h_{x,HI}$.

In this example there is no control aboard the system, i.e., the motor is operated “in open loop” and fed with an armature voltage step. Simulations like those of Figure 2 allow to relate the value of $h_{x,HI}$ to the trajectory of $x(t)$, hence determining its maximum tolerable value. One can repeat the simulation with different behaviours of the input, each one representing for example a newly introduced system manoeuvre, and determine the corresponding acceptable defect level in advance.
Example 2: choose the best measurable indicator to forecast the fault. Condition-based (and predictive) maintenance assumes that a combination of measurable quantities can signal a forthcoming problem in advance, but the choice of these quantities should also consider that by setting thresholds we must be capable to predict abnormal behaviours. If we use the position $x$ as predictor of a fault, we would not be able to identify a threshold surpassing which we can predict a problem (since in all cases $x$ ranges from 0 to 1). Besides data analysis, a useful tool for the identification of the best combination of quantities to be measured is provided by OOMS. In fact, by sweeping the physical fault parameter (in our example $h_{x,H1}$) and by performing repeated simulations trying different combinations of quantities, it is generally possible to identify the best quantity (or combination of quantities) to describe and predict the forthcoming fault, and most important, to relate this choice to physical knowledge.

Figure 3 shows that in our case a good candidate is the motor current $I$, that in relative terms is more sensitive to $h_{x,H1}$ than $x$, especially if the acceptable fault level is small.

Example 3: foresee changes to the “normal behaviour” induced by controls. A lot of manufacturing system come with their embedded control systems. Then, let us now assume that a PI controller is added to govern the bay position $x(t)$ acting $V$. This means that (1) is complemented with the controller equations

$$
\begin{aligned}
\dot{x}_C(t) &= K_i (x^\sigma(t) - x(t)) \\
V(t) &= x_C(t) + K (x^\sigma(t) - x(t))
\end{aligned}
$$

where $x_C$ is the PI state, $x^\sigma(t)$ the reference trajectory, $K$ and $T_i$ respectively the PI gain and integral time. In this new system $V$ is decided by the PI, and the input is $x^\sigma(t)$.

Quite intuitively, also in the absence of faults, if one does not change the desired trajectory $x^\sigma(t)$ but modifies the parameters of the PI, the behaviour of $x(t)$ – the “normal” one, as there is no fault – changes. In the presence of controls, there is no unique “normal behaviour”. There is one for each value of the control parameters, and these behaviours can differ significantly. Apparently, this means that when controls are retuned, maintenance policies may need retuning as well. To illustrate the role of OOMS in such a case, the system (1) together with the controller (2) can be simulated for various values of $K$ – the other parameters staying unchanged and in particular no fault being introduced – and give as a result the so called closed-loop transients of $x$, shown in Figure 4. As can be seen, different controllers do give different trajectory behaviours. The maintenance policy needs reconfiguring so as to take as “normal” the one corresponding to the actually applied controller, and this one is given by OOMS.

Example 4: re-check maintenance-related indicators when controls are reconfigured. As a deeper consequence of retuning controls, and even more of changing the structure of the control system, some maintenance-related indicators can lose significance while some others can preserve their efficacy. Figure 5 shows how $x$ and $I$ are affected by retuning the PI gain $K$, in the presence of the same fault. Note that changing the PI tuning the fault effect on $x$ is reduced, while that on $I$ is enhanced.

It is evident that the same maintenance policy on $I$ can not be employed for each control strategy. Simulating the system with the right control parameters – that could change for any reconfiguration – allows to identify a proper retune of the related maintenance policies.
Figure 5. Effect of control modifications on the efficacy of maintenance-related indicators.

5. GENERALISATION AND OPEN PROBLEMS

Abstracting from the examples of Section 4, we now outline a roadmap for the introduction of OOMS as enabling technology for the maintenance of highly reconfigurable production systems. Along the distinction of Section 2, the simulating and modelling competencies of OOMS first cover the offline mode of a DT, and then provide online monitoring for all the maintenance decisions taken.

General ideas from example 1: Physical description better predicts fault propagation. As long as a system model (DTs included) is grounded on general physical laws, its parameters have direct physical interpretations. Moreover, as in OOMS component models are written independently of their interconnections, parameters just pertain to their individual behaviour, and most often can be drawn from data sheets. There is no need to “figure out” how a new compound of components will behave, this just emerges by simulating them together. Moreover, deciding the level of model detail required for a given study is the responsibility of the expert, and no software tool can replace his/her culture. However, simulating and checking the results on the plant floor is a means to validate such choices, and most important, the so gathered knowledge is secured into the realised models for subsequent experts to build upon. Finally, in OOMS physical models faults are injected as physical facts as well (for example, there is a friction coefficient that takes an abnormal value, or a resistance going to zero to emulate a short) and not just as boolean or lexical variables saying “this fault is happening”. This has (at least) two important consequences. First, the propagation of faults emerges from the model itself in the offline mode of the DT (there is a short here, hence the model equations say that some power increases, thus another component overheats, a thermal switch is triggered, and so forth): faults possibly generate other faults with the timing dictated by physics, thus allowing to forecast consequences and trigger maintenance or production stops timely. Second, should one want to train some ML/AI (Machine Learning/Artificial Intelligence) predictive maintenance tool on a new system configuration, its model can produce lots of training data useful in the online mode of a DT consistent with the new system’s physics, before the system is set into operation. Using OOMS this way can dramatically reduce the setup time for a new maintenance decisions.

General ideas from example 2: Physical descriptions allow for wiser ML/AI. Connected to the point above, it is common practice to determine fault forecast indicators by seeking correlations between data, be these measured on the real system or synthetically generated by a model. If ML/AI tools are used for this purpose, without introducing any physical awareness, a known risk is that a huge amount of data leads to forecast faults by correlations that are there essentially by chance in those data, and may lead to erratic decisions when applied to another data set. Using OOMS models is a viable way to exploit such physical insight, helping the analyst decide which indicators are better or possibly refusing some proposed by mere data analysis without real physical reason for it; the proposed indicators may be resulting from a peculiar situation, i.e. two manoeuvres occurring simultaneously. Further simulations can then be used to confirm or disprove such ideas. Also, OOMS tools allow for a sensitivity analysis of simulation results to parameters and inputs, which helps finding good fault forecast indicators.

General ideas from example 3: In the presence of controllers, OOMS allows easier system maintenance reconfiguration. When a system is reconfigured, controls often change as well (e.g., different settling times are needed for position loops). Hence, also the “normal” behaviour of the system can change, making some component alteration previously unacceptable now tolerable, or vice versa. This can be detected by simulation. Also, OOMS can generate lots of synthetic data before the reconfigured system is set into operation, allowing to pre-check maintenance policies also in the face of upcoming control requirements.

General ideas from example 4: OOMS helps find maintenance-related indicators based on control signals. Control can conceal equipment malfunctions. For example, a position control can cope with a progressively hardening friction, by just injecting more current. If this is not monitored, the system will eventually reach the condition in which not enough current is available. Looking only at the position one will thus see everything good, and at some point in time an abrupt malfunction. Not only a new configuration, but even just a control retuning, can make maintenance-related indicators more or less meaningful about the facts they are meant to sense. Once again, OOMS allows to examine such situations in advance, and take the convenient countermeasures.

5.1 Considerations and open issues for a roadmap

It should be established that OOMS needs integrating into both lifecycle management and maintenance, as the ability of simulating at various scales and detail levels allows for both studies that are local in scope and/or time, and whole-system ones concerning the entire asset lifetime. Also, though models may need specialising to one or another purpose, OOMS allows to embrace all such activities into one framework, and often one tool. This is another plus, as the alternative for multi-physics problems – the majority – is co-simulation, that is more complex and inflexible for the available time and the required agility to provide useful decision clues. To make OOMS unleash its potential, some problems need addressing. An OOMS engine is the core of the envisaged decision aid DT-based
toolbox, but further components are required. Filling the gaps summarised below is at present the envisaged research roadmap. From the operational viewpoint, first a database is needed to host component models, simulators, simulation runs, documentation and the like. This makes it natural to foresee an integration between OOMS and BIM (Building Information Modeling), but the BIM paradigm itself needs extending to also host information about the pool of solution engines to choose based on the properties of each study, as well as about the model analysis tools to be used. Furthermore, “role-specific” pre- and post-processors will need creating, to help each specialist input and see information the way he/she finds easiest and most informative. It will also be necessary to integrate with data-centric (e.g., ML or AI) tools. From the methodological standpoint, it will be necessary to define modelling practices to write component models in such a way to allow composing them with high-level tools – like the mentioned pre-processors – also by people who are not OOMS experts.

6. CONCLUSIONS AND FUTURE WORK

We discussed the use of OOMS in manufacturing, highlighting that (i) there are many tools tailored to specific problems, but (ii) no unique one suitable for decision support through a whole asset lifecycle—a setting even complicated by the introduction of DTs. We focused on DM-based techniques as fundamental decisions aids when complicated by the introduction of DTs. We focused on support through a whole asset lifecycle—a setting even problems, but (ii) no unique one suitable for decision lighting that (i) there are many tools tailored to specific
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