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ABSTRACT: Aiming at the limited network bandwidth and various cyber attacks, the $H_{\infty}$ neural network controller triggered by discrete events is studied. In order to further improve the utilization of network bandwidth, the event triggering mechanism is improved by taking advantage of the advantages of event triggering in network transmission. At the same time, due to various uncertain and deliberate network attacks, data tampering and packet loss problems are caused. A new neural network control system model is established based on the attack mode obeying Bernoulli probability and dynamic integration. By using Lyapunov function, sufficient conditions are obtained to ensure the asymptotic stability of the closed-loop system, which meets the requirements of $H_{\infty}$. Finally, a numerical example is given to verify the validity of the results.

1. Introduction

In recent years, the successful application of neural networks in signal processing, image processing and other scenarios has made the application of neural networks attract the attention of a large number of researchers. The neural network controller has also developed rapidly in the field of network transmission, and the performance of the network system has been greatly improved. However, problems such as data packet loss and network security still exist. Faced with the above problems, how to make full use of the network for data transmission, save network energy, and ensure data security is still an important research topic.

So far, many new results have been published to solve the problem of network control. Among them, for limited bandwidth transmission, a periodic trigger mechanism (time trigger mechanism) is proposed, but when transmitting, a large number of redundant signals will be generated, resulting in waste of resources and congestion of network transmission, resulting in network performance decline. To solve this problem, an event triggering mechanism was proposed. By designing functions and thresholds to control unnecessary data transmission [3-8], the network bandwidth is fully utilized, thereby saving network resources and being applied to other controllers. For example: in [11], the feedback controller is designed using the event trigger mechanism, in [14], the event trigger mechanism is applied to the fuzzy neural network system. The improvement of the event triggering mechanism is also varied, and this article improves the event triggering mechanism based on the existing event triggering mechanism combined with the actual.

For a variety of network control systems, network security is a hot topic. The modification or loss of data may have unexpected consequences and cause catastrophic persecution of human beings. Therefore, it is necessary to study network security issues. To study network security issues, you must
understanding network attacks. Network attacks refer to using communication links and sending wrong control signals to operators. Generally speaking, network attacks mainly include denial of service attacks and spoofing attacks. In [2, 3], a Bernoulli deceptive network attack is applied, but if this attack does not match the controller, it may become a periodic interference signal that blocks the communication channel. Soon, integral dynamic network attacks appeared, but there are few literatures that combine multiple attacks and act on neural network controllers.

Under the above considerations, the neural network controller is reconstructed using Bernoulli-compliant network attacks and integral dynamic network attacks [1, 2], combined with an improved event triggering mechanism. For each sensor, this paper improves the event-triggered transmission scheme to determine the local transmission signal, reducing the consumption of communication resources. For cumulative dynamic attack scenarios, this paper proposes an integration function that satisfies the given constraints. Considering various factors and adding multiple time delays to the system, a novel Lyapunov function is constructed, which proves that the system is closed-loop stable, and the appropriate controller gain and trigger parameters are solved through the LMI toolbox. Finally, an example illustrates the feasibility of this article.

2. Problem formulation and preliminaries

2.1. Problem Description

The neural network controller is designed according to Figure 1. Under time lag and cyber attacks, sensors and corresponding controllers can ensure data reliability when transmitting data over the network. The time-delay network model applied in this paper is as follows:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) + Eg\left(x\left(t - \eta\left(t\right)\right)\right) + D\omega(t) \\
z(t) &= C x(t)
\end{align*}
\] (1)

Where \(x(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^T\) represents state variables of \(n\) neurons, \(u(t)\) is the input of the model, \(z(t)\) is the output variable. \(g(t) = [g_1(x_1(t)), g_2(x_1(t)), \ldots, g_n(x_1(t))]\) represents activation function of the network, \(\eta(t)\) Changes in network latency and meets \(0 \leq \eta(t) \leq \eta_0; \eta_0\) is the maximum delay constant, \(A\) is a symmetric matrix, \(B, C, D\) is a real matrix of appropriate dimensions.

2.2. Event triggering mechanism

The event trigger mechanism uses the following model:

\[
\ell_i^T(t) \Xi \ell_i^T(t) \leq \theta_i x_i^T\left(t_{i+1}, h\right) \Xi x_i^T\left(t_{i+1}, h\right)
\] (2)

\(\theta_i\in[0,1], \Xi > 0\) is a positive definite weighting matrix (\(\Xi = 0\) changes time trigger). The event trigger mechanism consists of two parts: register, comparator. The register is used to record the latest sampled data status \(x_i(t_i)\). Set the sampling interval \(\delta h\), The comparator judges whether the data satisfies the above-mentioned trigger condition on the status of the current sampled data \(x_i(t_i + \delta h)\), the number of triggers is expressed in the following way:
\[ \{ t_i, t_{i+1}, \ldots \} \subseteq \{ h, 2h, \ldots, n_1 h \}, t_i, h = t_i h + j h. \] Through the buffer to record the time stamp output by the controller, \( j h \) represents timestamp of its maximum sampling interval, by Zero-order holder \( \{ t_i h, \dot{t}_i h, \ddot{t}_i h, \dddot{t}_i h \} \) can be divided into the following:

\[ \bigcup_{j=0}^{M} \mathcal{Y}_j, \quad \mathcal{Y}_j = \left[ t_i h + j h + \tau_{q_i}, t_i h + j h + \tau_{q_i + 1} \right) \quad j^\prime = 0, 1, \ldots, j^\prime_M = t_i^\prime - t_i^\prime - 1 \quad (3) \]

Definition: \( \tau_i = t_i h - \dot{t}_i h - \ddot{t}_i h \), \( \alpha_1 \in [0, 1] \), \( \beta_1 \in [0, 1] \), \( \alpha(t) \in [0, 1] \), \( \beta(t) \in [0, 1] \), \( K \) represents the gain of the controller, \( f(x(t-d(t))) \) and \( \int_{t=d(t)}^{t} g(x(s)) \) represents the type of non-linear and integral cyber attacks, as follows:

\[ f(x) = \left[ f_1(x_1), f_2(x_2), \ldots, f_n(x_n) \right] \] \( g(x) = \left[ g_1(x_1), g_2(x_2), \ldots, g_n(x_n) \right] \quad (6) \]

\[ d(t) \in \{ 0, d_u \}, \quad v(t) \in \{ 0, v_m \} \]

\[ \alpha(t_k) = 1 \] represents network is normal, there is no network attack; \( \alpha(t_k) = 0 \) and \( \beta(t_k) = 1 \) represent The Bernoulli attack occurred; \( \alpha(t_k) = 0 \) and \( \beta(t_k) = 0 \) represent An integral cyber attack has occurred.

3. Model establishment and assumptions

3.1. Model establishment

Randomly generated network attacks may affect the conditions for event triggering, and further cause the controller to make wrong judgments. Therefore, in the \( t_i h + \tau_{q_i}, \dot{t}_i h, \ddot{t}_i h \), combining formulas (1) and (6) obtain the following control model:

\[ u(t) = \omega(t_k)Kx(t_k h) + \varphi(t_k)BKf(x(t)) + \gamma(t_k)BKf(t-d(t)) + \mathcal{E}g(x(t)) + \mathcal{D} (7) \]

Considering the definition of \( \tau(t) \) and \( a(t) \), the model can be rewritten on the basis of (7):

\[ \dot{x}(t) = Ax(t) + \omega(t)BKx(t_k h) + \varphi(t_k)BKf(x(t)) + \gamma(t_k)BKf(t-d(t)) + \mathcal{E}g(x(t)) + \mathcal{D} w(t) \]

\[ + \left[ \omega(t_k) - \omega(t) \right] BK \left[ x(t - \tau(t)) + e(t) \right] + \left[ \varphi(t_k) - \varphi(t) \right] BKf(x(t-d(t))) + \mathcal{E}g(x(t)) + \mathcal{D} w(t) \] \quad (8)
\( \phi, \phi, \phi, \phi \) are known constant and represent upper and lower boundaries of a cyber attack.

**Lemma 1:**

For \( v_i \geq 0 \) \((i = 1, 2)\), there is a diagonal matrix that satisfies:

\[
\begin{bmatrix}
-x(t)^	op & V_i \phi_i^+ & V_i \phi_i^- & x(t)^	op \\
-x(t) & \phi_i^+ V_i & -V_i & x(t)
\end{bmatrix} \geq 0,
\]

\[
\phi_i = \text{diag} \left\{ \phi_1^+, \phi_2^+, \ldots, \phi_n^+ \right\}
\]

\[
\phi_i^- = \text{diag} \left\{ \phi_1^-, \phi_2^-, \ldots, \phi_n^- \right\}
\]

**Lemma 2:**

For any constant matrix \( R, M \in \mathbb{R}^{m \times n} \) and \( \begin{bmatrix} R^* & M \end{bmatrix} \geq 0 \), the following inequalities can be obtained:

\[
\tau(t) \int_{t-	au(t)}^{t} \dot{x}^\top(s) R \dot{x}(s) ds \leq \dot{\xi}^\top(t) \Psi \dot{\xi}(t) \quad \dot{x}^\top(t) = x^\top(t) + x^\top(t - \tau(t)) + \tau(t)
\]

\[
\Psi = \begin{bmatrix} -R & * \\ -R - M & -2R + M + M^\top & * \\ M & R - M & * \end{bmatrix}
\]

**Lemma 3:**

Positive matrix \( P, Q \) satisfy the following inequality:

\[
(R - e_i^\top P) R_k^{-1} (R_k - e_i^\top P) \geq 0 \quad -PR_k^{-1} P \leq -2e_i P + e_i^\top R_k
\]

**Lemma 4:**

For column full rank matrix \( M \in \mathbb{R}^{m \times n} \), through singular value decomposition: \( M = USV^\top \), \( U, V \) are orthogonal matrices, \( S \in \mathbb{R}^{m \times n} \) is diagonal matrix of positive real numbers. If \( P \in \mathbb{R}^{n \times n} \) and \( P = \text{diag} \{ P_1, P_2 \} U^\top \), there must be a constant matrix \( X \in \mathbb{R}^{n \times n} \), making \( PM = MX \). There must be a \( X \), making \( PBK = BXK \).

**Definition:** \( Y = UX \).

### 4. Main results

Using the LMI toolbox and combining with the above lemma are to obtain sufficient conditions to ensure the progressive stability of the closed-loop system (7).

**Theory:** \( \alpha, \beta, \theta, \bar{T}, \bar{A}, \bar{P}, \bar{Q}, \bar{R}, \bar{M}, \bar{Q} \) are known. If \( P, R, R, R, Q, Q, Q \) are positive definite matrix, \( M, M, M, M \) are proper dimension matrix, \( \Xi, \nu_i, U_i, U_i \) is diagonal matrix and there is a matrix \( \gamma \), The closed-loop system (7) is asymptotically stable.

\[
\begin{bmatrix} I & * \\ 0 & * \end{bmatrix} < 0
\]

\[
\begin{bmatrix} R_k^a & * \\ M_k^a & R_k^a \end{bmatrix} > 0, a = 1, 2, 3
\]

Where

\[
\Pi_{11} = \begin{bmatrix} T_1 & \ast & \ast \\ -Q_1 \ast \ast & \ast \end{bmatrix}
\]

\[
\Pi_{22} = \begin{bmatrix} -Q_2 \ast \ast & \ast \\ 0 \ast \ast & \ast \end{bmatrix}
\]

\[
\Pi_{12} = \begin{bmatrix} -Q_2 \ast \ast & \ast \\ 0 \ast \ast & \ast \end{bmatrix}
\]

\[
\Pi_{11} = \begin{bmatrix} T_1 & \ast & \ast \\ -Q_1 \ast \ast & \ast \end{bmatrix}
\]

\[
\Pi_{22} = \begin{bmatrix} -Q_2 \ast \ast & \ast \\ 0 \ast \ast & \ast \end{bmatrix}
\]

\[
\Pi_{12} = \begin{bmatrix} -Q_2 \ast \ast & \ast \\ 0 \ast \ast & \ast \end{bmatrix}
\]
Through Lemma 1, the following constraints can be imposed on the attack network function

\[ V(x(t)) = V_1(x(t)) + V_2(x(t)) \]  

along the time trajectory \( t \), expect the derivative of \( v(x(t)) \):

\[
E[V'(x(t))] = 2x'(t)P_k x(t) + \int_{t-vu}^{t} x'(s)Q_k x(s) ds + \int_{t-vu}^{t} x'(s)Q_k x(s) ds \\
+ \int_{t-vu}^{t} x'(s)Q_k x(s) ds + \tau_u \int_{t-vu}^{t} x'(v)R_k x(v) dvds \\
+ d_u \int_{t-vu}^{t} \int_{s-vy}^{s} x'(v)R_k x(v) dvds + v_u \int_{t-vu}^{t} \int_{v-y}^{v} x'(v)R_k x(v) dvds
\]

\[
V_2(x(t)) = \int_{t-vu}^{t} g(x(s))s, g(x(s)) dvds
\]

along the time trajectory \( t \), expect the derivative of \( v(x(t)) \):

\[
E[V'(x(t))] = 2x'(t)P_k x(t) + \int_{t-vu}^{t} x'(s)Q_k x(s) ds + \int_{t-vu}^{t} x'(s)Q_k x(s) ds \\
+ \int_{t-vu}^{t} x'(s)Q_k x(s) ds + \tau_u \int_{t-vu}^{t} x'(v)R_k x(v) dvds \\
+ d_u \int_{t-vu}^{t} \int_{s-vy}^{s} x'(v)R_k x(v) dvds + v_u \int_{t-vu}^{t} \int_{v-y}^{v} x'(v)R_k x(v) dvds
\]

\[
V_2(x(t)) = \int_{t-vu}^{t} g(x(s))s, g(x(s)) dvds
\]

along the time trajectory \( t \), expect the derivative of \( v(x(t)) \):

\[
E[V'(x(t))] = 2x'(t)P_k x(t) + \int_{t-vu}^{t} x'(s)Q_k x(s) ds + \int_{t-vu}^{t} x'(s)Q_k x(s) ds \\
+ \int_{t-vu}^{t} x'(s)Q_k x(s) ds + \tau_u \int_{t-vu}^{t} x'(v)R_k x(v) dvds \\
+ d_u \int_{t-vu}^{t} \int_{s-vy}^{s} x'(v)R_k x(v) dvds + v_u \int_{t-vu}^{t} \int_{v-y}^{v} x'(v)R_k x(v) dvds
\]

\[
V_2(x(t)) = \int_{t-vu}^{t} g(x(s))s, g(x(s)) dvds
\]
Combining (2), (7)-(11), Lemma 3 and Lemma 4 can lead to the following conclusions:

\[
E \{ \mathcal{V} (x(t)) \} \leq 2x^T(t)P\dot{x}(t) + x^T(t)(Q_1 + Q_2 + Q_3)\dot{x}(t) - x^T(t - \tau_u)Q_1\dot{x}(t - \tau_u) - x^T(t - d_u)Q_2\dot{x}(t - d_u) - x^T(t - d_u)Q_3\dot{x}(t - d_u) - \int_{-\tau_u}^{0} x^T(s)R_1\dot{x}(s)ds - \int_{-d_u}^{0} x^T(s)R_2\dot{x}(s)ds - \int_{-d_u}^{0} x^T(s)R_3\dot{x}(s)ds
\]

Where

\[
\zeta = [x^T(t) x^T(t - \tau(t)) x^T(t - d(t)) x^T(t - d(u)) x^T(t - v(t)) x^T(t - v_u(t))]
\]

\[
f(x(t - d(t))) g(x(t)) g^T(x(t - v(t))) \left( \int_{-\tau(t)}^{0} g(x(s))ds \right)^T e^T(t) o^T(t)
\]

From Schur's theorem, (13) can be obtained:

\[
E \{ \mathcal{V} (x(t)) \} < r^2\omega^T(t)\omega(t) - z^T(t)z(t)
\]

### 5. Numerical Analysis

An example is used to validate the above theory, and the results are as follows:

\[
A = \begin{bmatrix} 0.1 & 0 & 0 \\ 0 & 0.2 & 0 \end{bmatrix}, \quad C = \text{diag}(0.1, 0.1, 0.1), \quad D = \begin{bmatrix} 0.1 & 0.1 & 0.1 \end{bmatrix}
\]

When \(\omega(t) = 0\), \(\rho(t) = 1\), if only the network attack function \(f(x)\) is considered, it is the network attack problem mainly studied in [2]. This paper further studies the attack problem. The following are the experimental results of two random attack triggers and controller states \(x(t)\). According to Lemma 1, bring in this fixed value:

\[
\phi_i = \text{diag} \{ 0, 0, 0 \}, \quad \phi_i = \text{diag} \{ 0.02, 0.02, 0.02 \}, \quad \phi_i = \text{diag} \{ 0.015, 0.03, 0.015 \}
\]

The following parameters are known:

\[
\bar{\alpha} = 0.8, \quad \bar{\theta} = 0.8, \quad \tau_u = 0.5, \quad d_u = 0.5, \quad v_u = 0.5, \quad e_1 = 1, \quad e_2 = 1, \quad \epsilon = 0.1, \quad \theta = 0.1, \quad h = 0.1
\]

We can get (8) controller gain and event trigger matrix through LMI toolbox combined with the above known conditions:

\[
K = \begin{bmatrix} 5.9709 & 0 & 0 \\ 0 & 3.9676 & 0 \end{bmatrix}, \quad \Xi = \begin{bmatrix} 5.9709 & 0 & 0 \\ 0 & 3.9676 & 0 \end{bmatrix}
\]

Figures 1 to 3 show the sensor release interval. The three sensors transmit measured values: 82,79,30, and the average transmission rate is 12.73%: (1500 sample measurements). Figure 4 shows the state of the controller. Compared with [2], the controller is still stable under various attack methods, and the transmission rate is still stable.
6. Conclusions

In this paper, we use time-delay neural network to study the problem of event-triggered control for the problem of limited bandwidth and two kinds of random network attacks. Through improved event triggering to avoid unnecessary network transmission, reduce bandwidth burden, increase the type of network attack, a new network controller is constructed, and a stability analysis is performed through a novel Lyapunov function, which proves the progressive stability of the closed-loop system. Finally, an example is used to verify the reliability of the results through the LMI toolbox, and the transmission of each sensor data is obtained. In this paper, although event triggering and network attack are improved, and new controllers are proposed based on a variety of time-delay neural networks, how to remove the upper and lower boundary constraints of network attack functions, and the combination of adaptive event triggering and the model are the main contents of my future research.
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