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Abstract In this study, we propose a new deep reinforcement learning-based music recommendation method with knowledge graphs. With the rapid development of Web services, music-related content posted on platforms, such as YouTube, is increasing dramatically. Conventional recommendation methods based on knowledge graphs have struggled with the cold-start problem caused by a lack of user preference information. The proposed method can solve this problem by introducing acoustic feature edges in the constructed knowledge graph. Furthermore, we realize efficient search using a deep reinforcement learning algorithm on a dense knowledge graph introducing acoustic feature-based edges. The proposed method can make appropriate recommendations even with a small amount of user preference information by learning the optimal action of the agent. We confirm the effectiveness of the proposed method by comparing our method with several conventional and state-of-the-art recommendation methods.
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1. Introduction

With the rapid growth of the Internet and mobile technologies, we can easily access an enormous number of digital contents on the Web [1]. Although we have the opportunity to access a wide variety of content, it has become challenging to determine contents that we are interested in [2,3]. Thus, recommendation systems have become one of the important tools to assist users in searching, sorting, and filtering many digital contents [4].

Currently, it is not an exaggeration to say that almost every service providing content to users is equipped with recommendation systems [5]. Among them, music is one of the most relevant contents for recommendation technology. For example, on YouTube*, it has been reported that 70% of users watch the videos presented by the recommendation system [6]. Moreover, different categories of videos are posted on YouTube every day, and one of the most popular categories is music. Further, 23% of the posted videos and 86% of the retrieved queries are related to music [7,8]. The revenue of music streaming services accounts for 51% among the entire music industry, providing physical formats and digital downloads, amounting to a total of US$7.5 billion. Digital music sales have been more prevalent than physical sales. Since we are always surrounded by music and music-related content, satisfying the demand based on the music recommendation system will contribute to the comfort of our daily life.

The music-related recommendation methods can provide music content based on the relationships between a target user and users with similar tastes [9]. One of the representative music recommendation methods is the knowledge graph-based method; it consists of a semantic network that describes entities corresponding to recommendation technology. For example, on YouTube*, it has been reported that 70% of users watch the videos presented by the recommendation system [6]. Moreover, different categories of videos are posted on YouTube every day, and one of the most popular categories is music. Further, 23% of the posted videos and 86% of the retrieved queries are related to music [7,8]. The revenue of music streaming services accounts for 51% among the entire music industry, providing physical formats and digital downloads, amounting to a total of US$7.5 billion. Digital music sales have been more prevalent than physical sales. Since we are always surrounded by music and music-related content, satisfying the demand based on the music recommendation system will contribute to the comfort of our daily life.

The music-related recommendation methods can provide music content based on the relationships between a target user and users with similar tastes [9]. One of the representative music recommendation methods is the knowledge graph-based method; it consists of a semantic network that describes entities corresponding to users and contents to consider their high-order relationships [10,11]. The advantage of knowledge graph-based methods is their high explainability. When the recommendation path of the knowledge graph is \{User X → Song A → User Y → Song B\}, it means that the system recommends Song B to User X since User Y who listened to Song A in the past also listened to Song B.

This explainability is a crucial element to convince the recommendation and helps improve the users’ sat-
satisfaction of recommendation [12].

Despite the improvement of knowledge graph-based methods using user preference information, the cold-start problem is still one of the remaining key challenges [13]. The cold-start problem means that the recommendation systems do not work well due to the lack of user preference information [14]. For example, music streaming services can rarely recommend new users, who have just subscribed to the service, since the system has little information about their preferences. To address this problem, integrating content and user preference information in a hybrid way has been reported as one of the effective solutions [15–19]. Hybrid methods can solve the problem by supplementing insufficient user preference information with content-specific information, i.e., acoustic features. Introducing content information into the conventional knowledge graph-based methods is expected to solve the cold-start problem and achieve high explainability.

In this study, we propose a deep reinforcement learning-based music recommendation with a knowledge graph using acoustic features. The proposed method can make an accurate recommendation from a small number of users’ preference information with high explainability. We need to solve the following newly arising problem to use content information and users’ preference information in the knowledge graph-based recommendation. Since the density of the knowledge graph constructed from users’ listening histories and acoustic similarities becomes high, it becomes challenging to determine the optimal recommendation path from the target user to recommended songs over the graph.

To deal with the newly arising problem, we introduce the concept of reinforcement learning for the recommendation task [20]. Reinforcement learning is a machine learning method for obtaining optimal actions of an agent in a given task based on a reward function [21]. We design an intelligent recommendation agent that can conduct explicit reasoning over a knowledge graph. An agent can explore nodes on the graph regarding the knowledge graph as an environment for reinforcement learning. Additionally, the optimal action of the agent can be learned based on the reward designed by the relationships of the node features. In this way, we apply a reinforcement learning algorithm to fit the task of music recommendation. We can perform an efficient search even on the dense knowledge graph by making recommendations using the optimized path on the knowledge graph. Furthermore, high explainability can be maintained by following the optimal path of action of the agent. Consequently, a successful music recommendation with high explainability becomes feasible.

The contribution of this study is summarized as follows:

(i) We construct an advanced knowledge graph by adding acoustic feature edges to solve the cold-start problem.

(ii) We achieve improved explainability by explicitly defining rewards in our reinforcement learning-based recommendation.

The remainder of the paper is organized as follows: In Section 2, we present related works. Section 3 explains the proposed music recommendation method based on deep reinforcement learning and a knowledge graph using acoustic features. Section 4 presents the experimental results using a real-world music listening history dataset. Finally, Section 5 presents the conclusion.

2. RELATED WORKS

In this section, we present related studies on music and explainable recommendations to clarify the novelty and contribution of our study.

2.1 Music Recommendation

Music recommendation methods are categorized into three types: collaborative filtering, content-based filtering, and the hybrid methods based on the prior two methods. Collaborative filtering methods recommend songs by employing user preference information of other like-minded users [10, 22, 23]. Although collaborative filtering methods can be implemented easily and provide highly accurate recommendation results to users, it tends to fall into the cold-start problem. However, content-based filtering methods try recommending songs based on similarities between the content features [24–26]. These methods solve the cold-start problem and recommend new songs to other users who have never listened to them yet. However, it is not easy to understand why the recommended songs are provided since the recommendation is based on acoustic features in the content-based filtering methods. Based on the advantages and disadvantages of these two methods, the hybrid methods derived from them have been proposed. The hybrid methods enable the consideration of user preference and content-specific information, i.e., acoustic features [16]. Therefore, we focus on the hy-
brid method to solve the cold-start problem and achieve high explainability.

2.2 Knowledge Graph-based Recommendation

Knowledge graphs have been investigated as tools for achieving accurate and explainable recommendation [27]. More semantic information can be introduced to the recommendation using knowledge graphs, and it becomes feasible to improve its performance. Furthermore, explainable recommendation attempts to provide suitable content to users along with its reason [28]. Since knowledge graphs have nodes and edges representing relationships with semantic descriptions, the knowledge graph-based recommendation can explain its reason by following paths leading to the recommended content through the graph. Zhang et al. introduced various heterogeneous features, such as textual and visual features of items, into the knowledge graph to improve recommendation accuracy [29]. Wang et al. proposed an RNN-based model to infer the knowledge graph for recommendation [30]. However, it is not practical because it requires enumeration of all possible paths between each user-item pair to train and predict the model. In order to deal practically with the knowledge graph, they introduced a graph attention network into the knowledge graph to make recommendation based on the importance of the path between users and contents [31]. They also proposed a recommendation method focusing on exploring user intents behind user-item interactions by using auxiliary item knowledge to improve the performance of the recommendation [32].

In recent years, reinforcement learning-based methods have been actively studied in the field of recommendation. Zhou et al. leveraged a prior knowledge in a knowledge graph to achieve high sample efficiency in a reinforcement learning-based interactive recommendation system [33]. Xian et al. attempted the knowledge graph reasoning for recommendation by employing the soft reward function based on knowledge graph embeddings [34]. Song et al. employed a hard reward function based on user interaction information in addition to a soft reward function to achieve the improvement of the recommendation accuracy [35]. In this way, by focusing on the reward functions of reinforcement learning, it is possible to realize recommendation different from that based on supervised learning.

While reinforcement learning-based recommendation is promising, there are some issues to be improved. For example, as mentioned in the above methods, there still remain the following two problems to be solved. First, although they employed soft reward functions, they still did not make explicit reference to the clear significance and effectiveness of this reward function. Reward functions have a great impact on the performance of reinforcement learning algorithms, and ideally, the rationale for designing the reward function must be clear. Secondly, although their methods perform well under the assumption that there are sufficient metadata and user interaction, its performance tends to be degraded by the cold-start problem. In the case of music recommendation, which is the target of this paper, there exist cases where it is difficult to make recommendation under such an environment. Therefore, we attempt to realize highly accurate and highly explainable music recommendation by clearly defining the reward function for recommending music with appropriate reasons in this paper.

3. Our Music Recommendation Method

Figure 1 presents an overview of the proposed method. Our method consists of the following three phases: knowledge graph construction, training of the agent on the knowledge graph, and recommendation of songs based on the trained policy. In the first phase, we construct a knowledge graph using acoustic features of songs in addition to users’ listening histories and artist information of the songs. In the second phase, we train an agent to investigate the constructed knowledge graph based on the deep reinforcement learning algorithm. The music recommendation is realized in the third phase through the obtained agent policy and beam search algorithm.

3.1 Knowledge Graph Construction

First, we construct a knowledge graph $G$, which is newly introduced in the proposed method. Note that the nodes of the knowledge graph correspond to users, artists, and songs. The edges are defined from listening histories, artist information, and acoustic feature similarities. The knowledge graph $G$ having a node set $\mathcal{N}$ and an edge set $\mathcal{E}$ is defined as $G = \{ (n_{\text{head}}, e, n_{\text{tail}}) \mid n_{\text{head}}, n_{\text{tail}} \in \mathcal{N}, e \in \mathcal{E} \}$, where $n_{\text{head}}$ is a head node, $n_{\text{tail}}$ is a tail node and $e$ is an edge connecting $n_{\text{head}}$ with $n_{\text{tail}}$. In the proposed method, these nodes consist of users $u_i$ ($i = 1, 2, ..., N_u$; $N_u$ being the number of users), songs $m_j$ ($j = 1, 2, ..., N_m$; $N_m$ is the number of songs), and artists $a_k$ ($k = 1, 2, ..., N_a$; $N_a$ is the number of artists). Next, we define the directed edge $e_{(u_i, m_j)}$ connecting user $u_i$ to song $m_j$ that user $u_i$ listened to.
previously. Furthermore, the directed edge $e_{i(m_j, a_k)}$ connecting artist $a_k$ to song $m_j$ that artist $a_k$ created is defined. By using a directed graph, we can understand the hierarchical relationships of heterogeneous entities. In this way, we can express the relationships of entities visually and computationally on the knowledge graph, such as “[user $u_i$] listen to [song $m_j$]” expressed as “$u_i \xrightarrow{e_{i(m_j, a_k)}} m_j$”, which forms the basis of explanations for recommendation. As can be seen from the various explainable recommendation studies [30,31,34], the use of directed graphs is a common way to understand the hierarchical structure of entities.

In the proposed method, we newly define edges between two different songs based on their acoustic features with the above two kinds of edges. Specifically, we extract $M$-dimensional acoustic features $f_j$ from each song $m_j$. When the cosine similarity $w_{j_1,j_2} (j_1, j_2 \in \{1, 2, ..., N_m, j_1 \neq j_2\})$ between $f_{j_1}$ and $f_{j_2}$ is greater than a threshold $\xi$, we define a new edge defined as $e_{(m_{j_1}, m_{j_2})}$ between nodes of $m_{j_1}$ and $m_{j_2}$. In this way, we construct the new knowledge graph considering users’ listening histories, artist information, and acoustic features. We can enhance the density of the knowledge graph and supplement the lack of users’ preference information by introducing edges based on the cosine similarity of acoustic features.

### 3.2 Agent Training on Knowledge Graph

An overview of the agent-training phase is shown on the left side of Fig. 1. We train an agent to explore a target user node to a song node based on a deep reinforcement learning algorithm on the knowledge graph $G$ constructed in the previous subsection. A deep reinforcement learning strategy learns the agent policy to maximize the reward by defining the environment, state, action, and reward function. We define each of them for the music recommendation task as follows:

**Environment.** The environment is the knowledge graph $G$ generated in the previous subsection.

**State.** The state that an agent transitioned $t (= 0, 1, ..., T$: $T$ being the number of steps to end the exploration) steps is represented as $s_t = (u_i, n_t, b_t)$. Here, $u_i$ is the user node that is the initial position of the agent, $n_t$ denotes the nodes that the agent reached after step $t$, and $b_t$ denotes the combination of all nodes and edges that the agent passed before step $t$ (i.e., $b_t=(n_0, e_{(m_0, n_1)}, ..., n_{t-1}, e_{(n_{t-1}, n_t)})$, where $e_{(n_{t-1}, n_t)}$ denotes an edge connecting $n_{t-1}$ and $n_t$).

**Action.** The action $b_t$ is the selection of the node that the agent transitions from $n_t$ at step $t$. We define candidates of the action $b_t$ as all possible nodes connecting $n_t$ excluding the nodes that the agent passed before step $t$.

**Reward.** Conventional knowledge graph and reinforcement learning based recommendation methods have designed soft reward functions, however, it is still unclear reference to the significance and effectiveness of these reward functions. In order to clearly express “appropriateness as an explanation of recommendation” in a reward function, we utilize the additive compositional property of the knowledge graph embedding method.
and the cosine similarity of the calculated embedded features.

As preparation for setting up the reward for learning the optimal agent policy, we vectorize the knowledge graph $G$ constructed in the previous subsection using a knowledge graph-embedding technique. Figure 2 shows an overview of calculating rewards. Motivated by TransE [36], one of the major graph-embedding methods, we embed the knowledge graph $G$ to the vector space. We learn a vector representation of the knowledge graph triplet $(n_{\text{head}}, e, n_{\text{tail}})$ to satisfy $n_{\text{head}} + e = n_{\text{tail}}$, where $n_{\text{head}}, e$ and $n_{\text{tail}}$ are vector representations of $n_{\text{head}}, e$ and $n_{\text{tail}}$, respectively.

Here, we define $E_{ui,n_j}$ as a set of edges in the agent-exploring path from the user node $u_i$ at the initial position and the node $n_j$ the agent reached step $t$. Additionally, we define the composite vector representations of the forward and backward reactions of the edges in $E_{ui,n_j}$ as $e_{fw}(u_i,n_j)$ and $e_{bw}(u_i,n_j)$, respectively. Then, we define the reward $R_t$ as follows:

$$R_t = \text{cossim}(u_i, n_j, m_j)$$

Fig. 2 Overview of the calculation method of the reward $R_t$. When the agent explores the knowledge graph $G$ from the user node $u_i$ to the song node $n_j$, the reward $R_t$ is defined as the cosine similarity between $u_i + e_{(u_i, n_j)} + e_{(n_j, m_j)}$ and $e_{(m_j, u_i)} + m_j$.

We assume that the appropriateness of the reason for recommending $m_2$ to $u_1$ can be expressed clearly by the cosine similarity between $e_{fw}(u_i, n_j)$ and $e_{bw}(u_i, n_j)$. If the cosine similarity is high, it means that the recommendation is natural and appropriate, and if it is low, it means that the recommendation is unnatural and inappropriate. To the best of our knowledge, there is no knowledge graph and reinforcement learning based recommendation method that uses the cosine similarity of embedding features by TransE as a reward.

**Optimization.** We calculate the agent policy $\pi_\theta(b_t | s_t)$ that outputs the agent action $b_t$ by inputting the state vector $s_t$, which is the vector representation of the state $s_t$ defined as follows:

$$\pi_\theta(b_t | s_t) = F_{\text{drop}}(\sigma(F_{\text{drop}}(\sigma(s_t)W_1))W_2))W_3, \quad (4)$$
$$\theta = (W_1, W_2, W_3), \quad (5)$$

where $W_1$, $W_2$ and $W_3$ are the parameters of the policy $\pi_\theta(b_t | s_t)$, $s_t$ is the concatenation of the TransE embeddings of $u_i$, $n_j$ and $b_t$, $\sigma(\cdot)$ is an exponential linear unit, which is one of the popular nonlinear activation functions, and $F_{\text{drop}}(\cdot)$ is the Dropout model proposed in [37]. The goal of the optimization is to obtain the set of parameters $\theta$ of the policy $\pi_\theta(b_t | s_t)$ to maximize the objective function $J(\theta)$ as follows:

$$J(\theta) = E_{\pi_\theta}[\pi_\theta(b_t | s_t)G(s_t)], \quad (6)$$
$$G(s_t) = \sum_{t'=t}^{T-1} \gamma^{t'-t}R_{t'+1}, \quad (7)$$

where $E[\cdot]$ is the expected value and $\gamma$ is the discount rate of the reward. The optimization of the objective function $J(\theta)$ is operated by the REINFORCE algorithm [20]. To obtain the set of parameters $\theta$, where $J(\theta)$ is maximized, we learn to minimize the policy gradient as follows:

$$\nabla_\theta J(\theta) = E_{\pi_\theta}[\nabla_\theta \log \pi_\theta(b_t | s_t)G(s_t)]. \quad (8)$$

Although it is not easy to directly determine the set of parameters $\theta$ that maximizes the objective function $J(\theta)$, the REINFORCE algorithm enables us to engage in the optimization analytically.

**3.3 Recommendation of Songs Based on Policy**

An overview of the recommendation phase is shown on the right side of Fig. 1. Based on the trained policy $\pi_\theta(b_t | s_t)$ obtained in the previous subsection and the beam search, we determine the songs and their paths to recommend to the target user. Figure 3 shows an
overview of the beam search algorithm. The beam search is a heuristic search algorithm that stores top-$K$ nodes with high scoring at each step [38]. First, we determine the target user $u_t$ and the number of steps $T$. Next, we make the agent explore the knowledge graph $G$ from the node of the target user $u_t$ based on the beam search algorithm that selects top-$K$ nodes with high transition probability output through the policy $\pi(d(b_t | s_t))$ at each time step. Finally, we recommend songs to the target user in order of the highest reward of paths between the target user and candidate song nodes that the agent reached step $T$.

4. EXPERIMENTS

In this section, we evaluate the effectiveness of the proposed method by comparing our method with popular and state-of-the-art recommendation methods. We present experimental settings in subsection 4.1 and results in subsection 4.2.

4.1 Settings

In this experiment, we used a listening history database of 1,536 users provided by The Music Listening Histories Dataset [39]. We obtained the listening history of each user for the past five years and defined the top 50 songs with the highest number of times listened to as the songs the user listens to. For each song, we obtained the artist information from MusicBrainz \( ^* \). Furthermore, we used six-dimensional acoustic features (danceability, energy, speechiness, acousticness, valence and instrumentalness) from Spotify API \( ^* \). Following [40], we can characterize our dataset songs finely by using these six features. It should be noted that we did not use “mode” because it is a binary value. Instead, we used the float value “instrumentalness”, as utilized in [41], to take into account how much singing voice is included in the song. By using these acoustic features, we can achieve music recommendation that takes into account the user’s preferences for various aspects of songs. For example, “speechiness” is the measure of the presence of spoken words in a track, and we can consider the preferences of users who place importance on lyrics. “Acousticness” and “instrumentalness” denote whether the track is acoustic and whether a track contains no vocals, respectively. By using them, we can consider the preferences of users who place importance on musical instruments. Furthermore, “danceability” indicates how suitable a track is for dancing, and “valence” and “energy” respectively indicate musical positiveness and negativeness. They help recommend songs that are appropriate for the user’s mood. By integrating these six values, we can prepare acoustic features that reflect the multifaceted characteristics of songs. The threshold $\xi$ for the cosine similarity was experimentally set to 0.999. In this way, we used 38,526 songs; 1,500 users; and 6,975 artists as the dataset. In the agent-training phase, we set the number of agent steps $T$ to 4, and the discount rate $\gamma$ to 0.99. In the recommendation phase, we set the sampling size of the beam search $K$ to 4.

First, we evaluated the effectiveness of introducing acoustic feature-based edges for the cold-start problem at the recommendable user rate. Graph-based methods often cannot make reasonable recommendations in the cold-start problem setting due to the lack of edges for songs. To overcome this problem, we introduced acoustic feature-based edges in the proposed method. We defined the rate of users who are recommended more than ten songs as the recommendable user rate and used it when edges corresponding to songs in the bottom $\alpha (=90, 80, 70, 60, 50) \%$ of listening counts of each user are removed. Thus, $\alpha$ represents the ratio of the removed edges of the user’s listening history. Then, when $\alpha$ becomes larger, the cold start problem becomes severe. This approach is a common evaluation metric for the cold-start problem setting, which has been used in [42] and elsewhere. A high value of the metric means that the cold-start problem is mitigated. We compared the proposed method (PM) with a method without acoustic features (PM - AF) and a method without acoustic features and artist information (PM - AF - AI) to confirm the effectiveness of our newly introduced architectures.

We also verified the recommendation performance of
the proposed method in the cold-start problem setting. We used precision, recall, normalized discounted cumulative gain (nDCG), and hit rate as evaluation metrics, which are typical metrics in recommendation methods. In this evaluation, we used the knowledge graph in which the edges of the user’s listening history were removed by α (=90, 80, 70, 60, 50) [%]. By removing most edges of the user’s listening history, we generated the environment of the cold-start problem setting. We recommended 10 songs for the defective knowledge graph and evaluated whether the songs corresponding to the removed edges were recommended. We compared the proposed method with the following four existing methods, including some state-of-the-art recommendation algorithms.

CM1 [31]
Knowledge graph attention network: a state-of-the-art knowledge graph-based method using a sequential recurrent neural network model.

CM2 [43]
Collaborative filtering over knowledge graph model: a collaborative filtering-based method using knowledge graphs and their embeddings based on TransE.

CM3 [44]
Bayesian personalized ranking based on matrix factorization: a popular pairwise ranking method that models the implicit feedback data.

CM4 [29]
Collaborative knowledge-based embedding model: a knowledge base embedding framework that learns the latent representations in collaborative filtering and items’ semantic representations from the knowledge base.

CM5 [19]
A hybrid music recommendation model based on multilayer neural networks via prediction of semantic tags from acoustic features.

Since the method in [30] requires enumeration of all paths and is not suitable for the task of recommendation, we adopted the method in [31], which is a more recent method than [30]. This point is also mentioned in [34,45]. Note that in order to evaluate the proposed method fairly, each comparison method also used acoustic features.

4.2 Results
Table 1 presents the recommendation user rate. Table 1 shows that the values of PM are higher than those of PM - AF and PM - AF - AI in all cases. The PM increases the number of song nodes that have edges by introducing acoustic features. Moreover, the number of recommendable users of each α was PM>PM - AF>PM - AF - AI. These results show that increasing the number of edges based on acoustic features mitigates the cold-start problem.

Next, we show the results of precision, recall, nDCG, and hit rate for each α (= 90, 80, 70, 60 and 50) [%] in Fig. 4. We can see that PM showed higher precision, recall, and hit rate than those of all conventional methods, including the state-of-the-art methods for all α. The performance of PM is maximized at α=70 in all evaluation metrics, except nDCG. This is because when α becomes small and the knowledge graph becomes dense, the number of candidate songs increases, and the effectiveness of the user of acoustic features decreases.

In contrast to other evaluation metrics, PM’s nDCG shows a high value at α=90. Note that nDCG is a metric for rank prediction; it becomes a high value when a correct song is recommended to the top and a low value when it is recommended to the bottom. Since most edges are removed at α=90, there is a large number of recommendation candidates. The PM can recommend candidates for the top position by exploiting acoustic feature-based edges as cues. However, PM’s nDCG is inferior to CM3 and CM4 at α=60 and 70. However, PM’s nDCG is inferior to CM3 and CM4 at α=70, to CM3, CM4 and CM5 at α=60 and to CM1, CM3, CM4 and CM5 at α=50. This indicates that although PM is superior in determining correct songs by exploring the knowledge graph, there is room for improvement in determining the recommendation rank.

Since the recommendation ranking is based on the reward of reinforcement learning, its algorithm needs further improvement. Furthermore, for Precision, Recall and Hit Rate, PM performs equal to or less than CM3, CM4 and CM5 at α = 50. This may be due to the fact that acoustic feature edges interfere with the search for edges in the user’s listening history. However, this is not a surprising result, since a small value of α is not the setting of the cold start problem. In future work, we will build a recommendation model for both the cold

| Table 1 | Recommendable user rate [%] |
|---------|-----------------------------|
| α =90   | 18.5 64.5 90.1 99.9 99.9    |
| α =80   | 12.0 62.3 81.6 88.0 96.0    |
| α =70   | 10.4 43.0 66.9 76.4 88.4    |
| α =60   | 10.4 43.0 66.9 76.4 88.4    |
| α =50   | 10.4 43.0 66.9 76.4 88.4    |
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start and non-cold start problems by combining our recommendation model with other existing models. The proposed method can explain the reason why the song was recommended following a path in the knowledge graph $G$. Therefore, we conclude that our method achieves promising recommendation results and efficiently determines paths for the explainable recommendations.

We confirm the advantages of the proposed recommendation method through several experiments from different perspectives. The proposed method can work well in the cold-start problem setting by introducing acoustic feature-based edges to the knowledge graph. In the future study, we will exploit more metadata of music or music-related social data and improve the reinforcement learning algorithm to achieve more accurate and sophisticated recommendations.

5. CONCLUSION

We have proposed a new music recommendation method based on reinforcement learning using a knowledge graph. The proposed method can mitigate the cold-start problem and provide highly accurate recommendations by introducing the acoustic features of songs into the knowledge graph. The experimental results confirm that the proposed method outperforms existing methods, including state-of-the-art methods. In our experiments, we used all acoustic features normalized but not weighted. Therefore, users’ specific preferences for the song have not been considered. In future work, we will change the weights of these features according to users preferences for songs.
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