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SUMMARY This paper proposes a method for handling out-of-vocabulary (OOV) words that cannot be translated using conventional phrase-based statistical machine translation (SMT) systems. For a given OOV word, lexical approximation techniques are utilized to identify spelling and inflectional word variants that occur in the training data. All OOV words in the source sentence are then replaced with appropriate word variants found in the training corpus, thus reducing the number of OOV words in the input. Moreover, in order to increase the coverage of such word translations, the SMT translation model is extended by adding new phrase translations for all source language words that do not have a single-word entry in the original phrase-table but only appear in the context of larger phrases. The effectiveness of the proposed methods is investigated for the translation of Hindi to English, Chinese, and Japanese.
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1. Introduction

Phrase-based SMT systems train their statistical models using parallel corpora[1], [2]. However, words that do not appear in the training corpus cannot be translated. Dealing with languages with a rich morphology like Hindi and having a limited amount of bilingual resources make this problem even more severe. Due to a large number of inflectional variations, many inflected words may not occur in the training corpus. For unknown words, no translation entry is available in the statistical translation model (phrase-table). As a result, these OOV words cannot be translated.

There have been several efforts in dealing with OOV words to improve translation quality. In addition to parallel text corpora, external bilingual dictionaries can be exploited to reduce the OOV problem. Adding such translation pairs to the translation model will increase the coverage of the SMT system. However, no word order information can be provided for statistical distortion models that determine the order of target language phrases, because these dictionary entries might not appear in the context of translation examples. In order to avoid the word order problems of such dictionary-based phrase-table extension approaches, [3] annotates their training corpus for word categories like proper nouns and for each category a high-frequency word is used to (a) replace the OOV word in the input, (b) translate the modified sentence and (c) re-substitute the target language expression according to the external dictionary entries. However, these approaches depend on the coverage of the utilized external dictionary and are limited to pre-defined categories.

Data sparseness problems due to inflectional variations were previously addressed by applying word transformations using stemming or lemmatization. [4] made use of word morpheme information such as lemma/part-of-speech annotations to improve translations between Spanish and English. A tighter integration of morpho-syntactic information into the translation model was proposed by [5]. Within this factored translation model words are not only a token, but a vector of factors that represent different levels of annotation. Lemma and morphological information are translated separately, and this information is combined on the output side to generate the translation. However, these approaches still suffer from the data sparseness problem, since lemmata and inflectional forms never seen in the training corpus cannot be translated.

In order to generate translations for unknown words, previous approaches focused on transliteration methods, where a sequence of characters is mapped from one writing system into another. For example, in order to translate names and technical terms, [6] introduced a probabilistic model that replaces Japanese katakana* words with phonetically equivalent English words. However, transliteration approaches are limited not only to certain word categories like proper nouns, but also to language pairs that are orthographically/phonetically closely related.

Instead of finding an equivalent target language expression for an unknown source word, the OOV problem has also been addressed by applying lexical approximation techniques, where the unknown word is replaced with a closely related source language word that occurred in the training data and the modified input is translated in a standard way. For example, [7] utilized orthographic features like string similarity to identify lexical approximations for OOV words. However, this approach does not take into account grammatical features like part-of-speech or inflectional attributes which are necessary to translate the unknown word.

* A syllabary alphabet used to write down foreign names.
in the context of the given input sentence.

In this paper, we focus on the following two types of OOV words: (1) *words which have not appeared in the training corpus*, but for which other inflectional forms related to the given OOV can be found in the corpus, and (2) *words which appeared in the phrase-table in the context of larger phrases*, but do not have an individual phrase-table entry.

In contrast to the above mentioned approaches, this paper proposes a method of handling OOV words that obtains (a) finely graded lexical approximations due to the handling of word variations and the context of inflectional features and (b) larger coverage of the SMT translation model by extending the phrase-table with single word entries that only appear in the context of larger phrases of the original phrase-table.

For a given OOV word, lexical approximation techniques are utilized to identify spelling and inflectional word variants that occur in the training corpus. The proposed lexical approximation method applies spelling normalizers and lemmatizers to obtain word stems and generates all possible inflected word forms, whereby the variant candidates are chosen from the closest category sets to ensure grammatical features similar to the context of the OOV word. A vocabulary filter is then applied to the list of potential variant candidates to select the most frequent variant word form. All OOV words in the source sentence are replaced with appropriate word variants that can be found in the training corpus, thus reducing the number of OOV words in the input.

However, a source word can only be translated by phrase-based SMT approaches if a corresponding target phrase is assigned in the phrase-table. In order to increase the coverage of the SMT decoder, we extend the phrase-table by adding new phrase-pairs for all source language words that do not have a single-word entry in the phrase-table but only appear in the context of larger phrases. For each of these source language words $SW$, all target language phrases that are assigned to source language phrases containing $SW$ are extracted from the original phrase-table. For all of these target phrases, the sub-phrase corresponding to $SW$ is identified and the most frequent sub phrase $T_{MAX}$ is selected in order to extend the original phrase-table with the new lexical pair ($SW, T_{MAX}$). The extended phrase-table is then re-scored to adjust the translation probabilities of all phrase-table entries accordingly.

The paper is structured as follows: Section 2 introduces the characteristics of the Hindi language. Section 3 describes the proposed methods for handling OOV words using lexical approximation and phrase-table extension techniques in detail. In Sect. 4, the effectiveness of the proposed methods is primarily investigated for the translation of Hindi to English. In addition, experimental results are investigated further by considering different target languages, namely Chinese and Japanese.

2. Characteristics of Hindi

The language belongs to the Indo-Aryan language family. Hindi is spoken in northern India and is written in the Devanagari script. However, there exists several transcription schemes for coding. In this paper, all examples are given using the WX coding scheme [8]. In Hindi, words belonging to various grammatical categories appear in lemma and inflectional forms. The inflectional forms are generated by truncating characters appearing at the end of words and adding suffixes to them, e.g., in case of *nouns*, the words are inflected based on the *number* (singular or plural), *case* (direct or oblique), and *gender* (masculine or feminine).

3. Handling of OOV Words

The proposed method addresses two independent, but related, problems of OOV word translation approaches (cf. Fig. 1). In the first step, each input sentence word that does not appear in the training corpus is replaced with the variant word form most frequently occurring in the training corpus, which can be generated by spelling normalization and feature inflection (cf. Sect. 3.1). This approach is related to work reported in [4], [5], and [7] where stemming and lemmatization are applied to full word forms in order to either enrich SMT models with additional morphological information or to identify target language expressions similar to the unknown input words. However, their approach cannot deal with word stems and inflections that do not appear in the training corpus. In contrast, the analysis of morphological information in our approach is applied to the identification of contextually similar source language words that do occur in the training corpus. Besides stem matching, all possible inflectional word forms are generated for unknown word and matched against training corpus word forms. Therefore, although the full word form or even the respective stem form might not appear in the training corpus, unknown words can be translated in the context of the

![Fig. 1](image-url) Outline of the OOV translation method.
input context using related inflectional word forms occurring in the training corpus.

In addition, similar to [3], word order problems of dictionary-based approaches to OOV handling are avoided because the unknown word is translated within the context of translation examples containing the lexically approximated word form. In contrast to [3], this method is not limited to a specific word category, like proper nouns, but can also handle other word categories, like common nouns or verbs.

However, a source word can only be translated in phrase-based SMT approaches if a corresponding target phrase is assigned in the phrase-table. Therefore, in the second step, the phrase-table is extended by adding new phrase translation pairs for all source language words that do not have a single-word entry in the phrase-table and only appear in the context of larger phrases (cf. Sect. 3.2). Phrase-table extension methods have been proposed previously. For example, [7] augments the phrase-table with lexical word pairs extracted from the source-to-target Viterbi alignment available from an intermediate step in the translation model training. However, due to word alignment errors, incorrect translation pairs might be extracted, which can result in the incorrect translation of an input sentence. Therefore, our approach tries to avoid translation errors due to misaligned word pairs by exploiting the context of phrase translations of the original phrase-table. In order to identify appropriate translation candidates for a source language word that does not have a single-word entry in the phrase-table, target language words that can be aligned to other source words are removed from the target phrases with the most frequent target language sub-phrase (after filtering) being selected for the translation of the source word.

3.1 Lexical Approximation (LA)

A phenomenon common to languages with a rich morphology is the large number of inflections that can be generated for a given word lemma. In addition, allowing the flexibility of having spelling variations increases the number of correct but different word forms in such a language. This phenomenon causes severe problems when such languages are used as the input of a translation system.

In this paper, we deal with this problem by normalizing spelling variations and identifying inflectional word variations in order to reduce the number of OOV words in the input. The structure of the proposed lexical approximation method is summarized in Fig. 2. In step (1), a spelling normalizer is applied to map input words to standardized spelling variants (cf. Sect. 3.1.1). Next, step (2) applies a closed word list to normalize pronouns, adverbs, etc. (cf. Sect. 3.1.2). In step (3), content words are approximated by combining word stemming and inflectional feature generation steps for verbs, nouns, and adjectives, respectively (cf. Sect. 3.1.3). Only if none of the generated variant word forms occur in the training corpus is a skeleton match applied in step (4). Dependent vowels following consonants are removed from the OOV word and the obtained skeleton is matched against the list of all known vocabulary skeletons and the corresponding vocabulary is treated as a variant word form (cf. Sect. 3.1.4). When one or more matches were found, step (5) applies a vocabulary filter in order to identify an OOV word variant by preferring candidates that belongs to the same word category as the OOV word. Finally, the variant most frequently occurring in the training corpus is selected in step (6) to replace the respective unknown word in the input sentence.

3.1.1 Spelling Normalization

In Hindi and other Indian languages, words can be written in more than one way. Many of the spelling variations are acceptable variant forms. However, the lack of consistent usage of standardized writing rules has resulted in non-standard spelling variations that are frequently used in writing.

The spelling normalization module maps different word forms to one standard single word form. For example, words having nasal consonants without inherent vowel sound (so-called half-nasal consonants) are mapped to the symbol “Anuswar” (a diacritic mark used for nasalization of consonants), e.g., “afka” (“number”) is mapped to “aMka”.

3.1.2 Closed Word Matching

Words belonging to categories like pronoun, adverbs, or post-positions appearing after nouns belong to a closed set. These are grouped together according to grammatical feature similarities to ensure contextual meaning similarity. For example, pronoun word forms are grouped in categories according to their case or person attributes, e.g., the genitive case variant word forms of the first-person pronoun “merA” (my) is “merI” in the feminine case and “mere” in the plural form (cf. Table 1). Closed word form matching is applied for each category separately. The list of all word forms passing the vocabulary filter is returned by this module.
3.1.3 Stemming and Inflection

Concerning content words, two separate strategies are applied to identify variant word forms. In the first step, an OOV word is treated as an “inflected word form” and a word stemmer is applied to generate the corresponding root word form. In the second step, all inflectional word forms are generated from the root word according to the inflectional attributes of the respective word class. The module generates word variants for verbs, nouns, and adjectives separately. There are two separate categories within Hindi adjectives. The red adjectives do not vary in form, whereas the black adjectives vary according to the gender, number and case features of the noun they precede. Examples for the generation of inflectional forms of verbs, nouns, and adjectives are given in Table 2.

3.1.4 Skeleton Matching

The final module to identify variant word forms generates a “skeletonized word form” of an OOV word by deleting dependent vowels that follow consonants. The obtained skeleton is then matched with the skeletonized word forms of the training corpus vocabulary. Table 3 gives some examples for word forms, its skeleton, and variant word forms that can be matched using the skeleton approach. In case of a skeleton match, the respective vocabulary word is treated as the variant of the OOV word. However, skeleton matching might result in the selection of a contextually different word, especially for OOV words of shorter length. Therefore, the skeleton matching module is applied only if the other modules fail to generate any known word variant.

3.2 Phrase-Table Extension (PTE)

A standard phrase-based statistical machine translation engine uses multiple statistical models to generate a translation hypothesis in which (1) the translation model ensures that the source phrases and the selected target phrases are appropriate translations of each other, (2) the language model ensures that the target language is fluent, (3) the distortion model controls the reordering of the input sentence, and (4) the word penalty ensures that the translations do not become too long or too short. During decoding, all model scores are weighted and combined to find the most likely translation hypothesis for a given input sentence [9].

The key to a good translation is the translation model that consists of a source and target language phrase-pair together with a set of model probabilities and weights that describe how likely these phrases are translations of each other in the context of the sentence pairs seen in the training corpus [1]. However, source words can only be translated in phrase-based SMT approaches if a corresponding target phrase is assigned in the phrase-table. In order to increase the coverage of the SMT decoder, we extend the phrase-table by adding new phrase-pairs for all source language words (SW) that do not have a single-word entry in the phrase-table but only appear in the context of larger phrases.

The phrase-table extension method is illustrated in Fig. 3. In step (1), all source language words SW that do not have a single-word entry are identified in the original phrase-table. Step (2) extracts all source phrases S containing SW (S = s₁...SW...sₖ) together with the aligned
target phrases $T\ (T = t_1 \ldots t_n)$ for each $SW$. For each of these phrase-table pairs $(S, T)$, the target sub-phrase $T_{SW}$ that corresponds to $SW$ is obtained by removing all target words $t'$ from $T$ that can be aligned to source words $s_i$ of $S$ other than $SW$ according to the source-to-target Viterbi alignments available from an intermediate step in the translation model training in step (3). Based on the frequency that the obtained target language sub-phrase $T_{SW}$ occurs in the training corpus, the most likely target phrase $T_{\text{MAX}}$ is selected and a new phrase-table entry $(SW, T_{\text{MAX}})$ is added to the original phrase-table in step (4). Finally, step (5) rescores the extended phrase-table to adjust the probabilities of all entries accordingly.

4. Experiments

The effectiveness of the proposed method is investigated for the translation of Hindi into English, Chinese, and Japanese using the Basic Travel Expressions Corpus (BTEC), which is a collection of sentences that bilingual travel experts consider useful for people going to or coming from another country and covers utterances for potential subjects in travel situations [10]. The characteristics of the utilized BTEC corpus are summarized in Table 4. For all languages, 98,356 sentences were used for training and the evaluation data set consisted of 510 sentences.

The sentence length is given as the average number of words per sentence. The OOV word figures give the percentage of words in the evaluation data set that do not appear in the training data corpus. The corpus statistics show that languages with a rich morphology have a much larger vocabulary and a much larger number of untranslatable words in the evaluation data, i.e., the Hindi vocabulary is twice as large and the OOV rate is 10 times higher than those of the other languages. An analysis of the OOV word categories revealed that most of the OOV words in the given evaluation data sets are common nouns (Hindi: 42.2%, English: 53.8%, Chinese: 36.0%, Japanese: 36.0%) or verbs (Hindi: 21.2%, English: 25.6%, Chinese: 42.3%, Japanese: 24.9%). Only a few proper nouns (Hindi: 5.6%, English: 3.1%, Chinese: 2.2%, Japanese: 2.2%) are not covered by the training corpus. In order to get an idea how difficult the translation tasks may be, we calculated the language perplexity (perpl) of the respective evaluation data sets according to the language model used by the baseline system. The numbers in Table 4 indicate that Hindi is by far the most difficult language, followed by Chinese, English and then Japanese.

For the training of the SMT models, standard word alignment (GIZA++ [11]) and language model (SRILM [12]) tools were used. For the translation, an in-house phrase-based SMT decoder comparable to the open-source MOSES decoder [9] was used. For the automatic evaluation, the standard BLEU metrics [13] which calculates the geometric mean of n-gram precision by the system output with respect to reference translations is used. Its scores range between 0 (worst) and 1 (best).

Moreover, subjective evaluation using the ranking metric [14] was conducted. This evaluation method is an extension of the paired-comparison method to compare the translation quality of multiple system outputs. The task is to rank translated sentences relative to each other from “Best” to “Worst”, in which ties are allowed. Three human evaluators who are native speakers of the target language were asked to grade the system outputs using a web-browser interface in which a human translation of the input was shown as the reference translation together with the MT outputs.

In order to decide whether the translation output of one MT engine is significantly better than another one, we used the bootStrap [15] method that (1) performs a random sampling with replacement from the eval data set, (2) calculates the respective evaluation metric score of each engine for the sampled test sentences and the difference between the two MT system scores, (3) repeats the sampling/scoring step iteratively, and (4) applies the Student’s t-test at a significance level of 95% confidence to test whether the score differences are statistically significant. The automatic evaluation scores given in this paper are the mean scores of all bootStrap iterations.

Based on the above evaluation metrics, we will investigate the effectiveness of the lexical approximation and phrase-table extension methods using the Hindi-English translation outputs. Section 4.1 and Sect. 4.2 examine the effects of the LA and the PTE methods proposed in this paper as well as previous approaches (string-similarity-based LA, word-alignment-based PTE). In addition, combinations of LA and PTE techniques are evaluated in Sect. 4.3.

4.1 Effects of Lexical Approximation

In order to investigate the effects of the proposed lexical approximation method, a standard phrase-based SMT decoder was applied to the following input data sets:

1. the original evaluation corpus (baseline)
2. the modified input after LA using the string similarity matching of [17] ($\text{LA}_s$)
3. the modified input after LA without skeleton matching ($\text{LA}_w$)
4. the modified input after LA with skeleton matching ($\text{LA}_s$)

We used 2000 iterations of the bootStrap method for the experimental results reported in this paper.
The OOV reduction rates (in %) and the total amount of OOV sentences/words of each method are given in Table 5. A large reduction can be seen when the methods $\text{LA}_d$ and $\text{LA}_w$ are applied to the original evaluation corpus, i.e., it is 6.2% (0.9%) for the lexical approximation with (without) skeleton matching. Both methods outperform the string similarity approach $\text{LA}_s$. The number of sentences with OOV words decreased by 26.3% for $\text{LA}_d$ and the number of translated words increased, whereby the average sentence length of the obtained translations for sentences with recovered OOV words increased from 6.3 to 7.0 words per sentence. Concerning the automatic evaluation scores, only modest improvements could be achieved for $\text{LA}_w$ and $\text{LA}_d$ (BLEU: +0.5%), but large gains were obtained for $\text{LA}_s$ (BLEU: +3.2%) when compared to the baseline system (cf. Table 7). Moreover, all improvements of the LA methods are significantly higher than the baseline results.

4.2 Effects of Phrase-Table Extension

The phrase-table generated from the Hindi-English training corpus contained 608,627 translation phrase-pairs, in which 11,457 source vocabulary words did not have a single-word entry. After filtering the phrase-table for the evaluation data set, the phrase-table contained 41,033 translation phrase-pairs. We applied two different phrase-table extension methods using (a) the intermediate Viterbi word alignments (PTE$_v$) as proposed in [7] and (b) the context of the original phrase-table (PTE$_p$) as proposed in this paper, adding a total of 1,133 new phrase-pairs to the original phrase-table.

The effects of the phrase-table extension are shown in Table 7. The only difference between the systems is the usage of the original phrase-table (baseline) versus the extended phrase-tables (PTE$_v$ and PTE$_p$). All other decoder parameters were kept the same. The results show that the scores for PTE$_v$ and PTE$_p$ are slightly lower than the baseline results, although the differences are not statistically significant. Similar to dictionary-based phrase-table extension methods, the main reason for this effect is that no word information is available for the lexical phrase-pairs added by the PTE method. Therefore, ngram-based automatic evaluation metrics like BLEU that are highly sensitive to word order errors result in lower scores. However, compared to the baseline system, both added phrase-table entries increase the coverage of words in the evaluation data, thus reducing the number of OOV words in the baseline system output by 2.6% (cf. Table 6).

Comparing both phrase-table extension methods, slightly better results were achieved for the PTE$_p$ compared to the PTE$_v$ method. An examination revealed that 82.8% of the target phrases selected by both methods were identical. A paired comparison of the remaining translation phrase-pairs was carried out by a bilingual native speaker of Hindi and the results showed that 22.3% of the PTE$_p$ target phrases were judged to have a superior translation.

4.3 Combination of LA and PTE

In order to combine both methods, we applied the lexical approximation methods to replace OOV words with appropriate variant word forms in the input and used the extended phrase-table (PTE$_p$) during SMT decoding as illustrated in Fig. 1.

4.3.1 Automatic Evaluation

The automatic evaluation scores are summarized in Table 7. The results show that the combined methods using skeleton matching largely outperform the baseline system (BLEU: up to +2.7%) whereby the improvements are statistically significant. On the other hand, the phrase-table extension still leads to lower BLEU scores when combined with the $\text{LA}_w$ and $\text{LA}_d$ methods whereby the combined methods using $\text{PTE}_p$ outperforms the one using $\text{PTE}_v$. However, their differences towards the baseline system are not statistically significant. Concerning the coverage of translatable words, the combination of the $\text{LA}$ and $\text{PTE}$ methods further reduce the percentage of OOV words in the translation output. In total, only 24.9% of the evaluation data translation outputs still contain an untranslatable word after the $\text{LA}_s$+PTE$_p$ method is applied, compared to 62.0% of the baseline system translations. The number of OOV words is reduced by 8.0% from 11.4% (baseline: 471 OOVs) to 3.4% (LA$_s$+PTE$_p$: 140 OOVs).

4.3.2 Subjective Evaluation

The automatic evaluation metrics are designed to judge the translation quality of the MT system outputs on a document level, i.e., scores are calculated on the sets of all evaluation data sentences, but not at the sentence level. In order
to get an idea of how much the translation quality of a single sentence is affected by the proposed methods, a subjective evaluation using the ranking metric is applied, whereby the baseline system is compared to the outputs of both lexical approximation methods (LA$_s$, LA$_t$), the phrase-table extraction method (PTE$_p$) and the combination of lexical approximation with skeleton matching and phrase-table extension (LA$_t$+PTE$_p$). For human assessment, all input sentences containing OOV words that could not be addressed by these methods were ignored. In total, 250 sentences were used for the evaluation of the above systems. Table 8 gives the normalized ranking results of three human evaluators for the Hindi-English translation task. Based on the ranking evaluation, each system output was compared against the baseline system using the pairwise-comparison criteria listed in Table 9. The gain of the proposed methods towards the baseline is calculated as the difference in the percentages of improved and degraded translations (%better - %worse).

The results show that all proposed methods are ranked better than the baseline system, although the differences between the phrase-table extension method (PTE$_p$) and the baseline system are not statistically significant. As indicated by the automatic evaluation scores, the lexical approximation methods achieve much better translations, especially when the skeleton match is applied. Interestingly, the combination of the LA and the PTE methods is ranked higher than the lexical approximation method alone, which indicates that, despite slightly lower automatic evaluation results, the phrase-table extension method actually helps to boost system performance.

### 4.3.3 OOV Translation Quality

In addition to ranking, a subjective evaluation of the appropriateness of the lexical approximation as well as of the quality of the OOV word translations was carried out by one native speaker of Hindi. For each OOV word in the MT output of the best performing system according to the ranking evaluation (LA$_t$+PTE$_p$), the respective sentences (original input and modified input after the lexical approximation), the OOV word and its lexical approximation, as well as the translation output, were given to the evaluator who had to judge whether (a) the lexical approximation and (b) the translation of the OOV word were correct or incorrect. The results summarized in Table 10 show that good lexical approximations were achieved for 75% of the OOV words, so that 65% of the OOV words were translated correctly by the LA$_s$+PTE$_p$ method.

### 4.3.4 Translation Examples

Table 11 provides some examples of the subjective evaluation results where the LA$_s$+PTE$_p$ method was successfully applied, resulting in a better translation than the baseline system output. In most cases, the lexical approximation method modifies the unknown word to an expression that exists in the phrase-table, so that the context of the newly obtained source language phrase enables the SMT decoder to select appropriate translation equivalences. For example, the unknown word “golupa” is approximated with “golaPa” that triggers the selection of the phrase-pair “golaPa korsa” during decoding.

### 4.3.5 Target Language Dependency

In addition to English, the methods proposed in this paper, were also evaluated for translation tasks using Chinese (C) and Japanese (J) as the target language. The automatic evaluation results are given in Table 12 and confirm the difficulty of the translation tasks indicated by the language perplexity figures given in Table 4. In general, the findings concerning the Hindi-English translation task given in the previous sections are confirmed for Chinese and Japanese as well, although the gains are much smaller.
Table 12 Target language dependency evaluation.

| BLEU% | E   | C   | J   | BLEU% | E   | C   | J   |
|-------|-----|-----|-----|-------|-----|-----|-----|
| baseline | 36.59 | 24.03 | 39.72 | PTE, | 36.46 | 23.23 | 39.31 |
| LA_p | 37.05 | 24.04 | 40.14 | | 36.57 | 23.97 | 39.77 |
| LA_n | 37.10 | 24.04 | 40.35 | | 36.10 | 23.91 | 39.83 |
| LA_r | 39.80 | 24.52 | 40.93 | | 39.31 | 23.53 | 40.14 |

5. Conclusion

In this paper, we proposed a method to translate words not found in the training corpus by using lexical approximation techniques to identify known variant word forms and adjust the input sentence accordingly. The translation coverage is increased by extending the original phrase-table with phrase translation pairs for source vocabulary words without single-word entries in the original phrase-table. Experiment results for Hindi-to-English, Hindi-to-Chinese, and Hindi-to-Japanese revealed that the combination of both methods significantly improved the translation quality for input sentences containing OOV words, although there are differences in gains according to the amount of training resources as well as the target language. Further investigations will include a detailed error analysis and the application of advanced phrase alignment techniques as well as the incorporation of external dictionaries in order to improve the quality of additional phrase-table entries, which should boost the overall performance of the proposed method further.
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