Abstract: The present paper reports the development of a machine vision system for quality inspection of wheat using kernel shape attribute. Shape attribute of agricultural products including wheat kernels is extremely difficult to quantify in digital computation. A new method is proposed in the present work to quantify shape attribute of wheat kernels using regional boundary descriptors. Recognition task in the proposed machine vision system is carried out by neural classifier trained with Levenberg-Marquardt (LM) based supervised learning. Proposed neural classifier was executed using feed-forward back-propagation based three layer artificial neural network. Experimental results indicate more than 98.1% overall average classification accuracy for the involved wheat and impurity elements in the present work. The results of present study are quite promising and the proposed machine vision system has potential future for on-line inspection of agriculture produce in real time environment.
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I. INTRODUCTION

India is an agricultural country with 50% of the living population earning its livelihood from this profession. In spite of having 50% of its population indulged in the field of agriculture, the actual contribution on account of this trade exclusively is not more than 15% of the total GDP of India [1]. The reason for this small contribution is due to the fact that production in agriculture produce in India has not reached at the level, it should have been. Main reason for this low production of agriculture produce is the use conventional methods for post-harvest handling of agriculture produce till-date including wheat quality inspection. Wheat is one of the most important food grains consumed heavily in day-to-day life throughout the world as a good source of nutrition[2]. Determination of wheat quality is in fact a very crucial aspects at every stage of wheat post-harvesting. Increased awareness as well as cognizance among the consumers about quality wheat products has necessitated further improvement in postharvest handling of these products. However, traditional methods based on manual wheat inspection are still practiced in many countries throughout the world including India. These methods have a number of limitations and drawbacks [3]. The manual method of inspection is highly subjective as human perception is influenced by anthropogenic and environmental factors[4]. Such methods of wheat inspection are inefficient, time-consuming and very much prone to grading inconsistencies due to the influence of these external factors.

Despite training, human grading decisions are subjective and the same are affected by inspector individual experience [5]. Thus need of the hour is to develop an efficient system that is capable of objectively and rapidly apply the evaluation criteria for quality inspection of wheat. The most useful measure to conquer this problem is the use of machine vision based inspection of wheat[6]. In this regard, machine vision system has strong potential as a non-destructive and inexpensive technique to accomplish this task. In such a system, camera acts as an eye and the computer acts as a brain[7]. In fact, machine vision system refers to an automated system comprising of charge coupled device (CCD) based cameras and a computer to perform the routine task performed by human eye and brain collectively[8]. The development of such a system would lead to the advancement in an automated wheat grain grading system that could be performed on-line. This system makes the use of image processing technology for the said purpose and all the work is done within a fraction of a second and that is too with a very high degree of accuracy[9]. The present work reports the development of an Artificial Neural Network (ANN) based classifier for recognition of foreign material in wheat kernels using machine vision. In conventional method, quantification of shape of the region, occupied by an object in the image, is extracted from the size descriptors of the region in the image occupied by the object. This quantitative information provides indirect information about shape of the region. This method suffers from the chances of having conflict among different shapes of the image region having same size to produce same decision. However proposed method is more accurate in describing the shape of the region in the image occupied by the given object qualitatively as well as quantitatively. Hence, chances of having a conflict among different objects having same area for classification are very small in the proposed method. In fact, the proposed method employs quantification of the signature of the regional boundary to provide accurate information about shape of the region for the classification task. Three types of classifiers are frequently used for machine vision based recognition of foreign material in wheat kernels including statistical classifier, discriminant classifier and Artificial Neural Network (ANN) classifier[10]. However, all these classifiers are implemented using a large number of input features thus making the classifier complicated. In order to address this issue, the present study reports the development of an efficient classifier using a small number of input features for identification of foreign material in wheat kernels.
The proposed classifier is executed using Levenber-Marquardt learning algorithm which ensures faster training of proposed classifier[11]. Foreign component used in the present work includes barley, oat, black-chick pea, white-chick pea, stone, straw and chaff. Rigorous experimental investigation reveals a detection accuracy of more than 98.5% for the proposed classifier.

II. MATERIALS AND METHODS

With increasing demand for high quality wheat and high risks of wheat contamination during post-harvest storage as well as handling, there is an urgent need to develop some simple, accurate and robust wheat quality inspection systems. Machine vision provides better alternative to the manual inspection for classification of wheat[5]. The introduction of such a system in agriculture has already resulted in increased level of accuracy and lessened the human interference making it a fast one[12]. Manual grading methods rely on visual inspection and comparison of kernel samples by trained human inspectors. Manual grading decision concerning wheat kernels and other cereal grains are usually based on either kernel shape or size or color or defect or their combination[13]. However, shape attribute of wheat kernel is one of the most significant visual quality characteristic that is easily understandable by human-being for detection of foreign materials in wheat kernels. In this context, kernel shape is used as the main decision attribute in the proposed system.

2.1 EXPERIMENTAL SETUP

Industrial grade IEEE 1394 color camera (model sc17fc) from Basler Technologies fitted with 1392x1040 resolution SONY CCD ICS-267 sensor and having C-type lens mount was employed for image acquisition [14]. The camera was mounted on a specially designed stand for its easy movements in horizontal as well as vertical directions and a 20 watt desk lamp was employed for lighting the area to be photographed. The kernels were placed on a black cloth surface and a direct overhead beam from a desk lamp was cast on them in order to avoid the formation of shadow. The camera was fixed on the iron stand and angled to the kernels in the same direction as the desk lamp. The pictures were taken in total ambient darkness. The distance between the camera lens and the seeds was 30 cm. The MATLAB development environment along with necessary toolboxes for image acquisition, image processing and neural network training were employed to develop the software applications in this work. The software development and the performed test were carried out on a Dell Inspiration 6400 desktop. This computer had a 1.83 GHz Intel Core 2 Duo processor, 2 GB of Ram memory and the Windows XP Media Centre 2002 service pack operating system.

![Figure 1 Experimental Setup: Block Diagram](image_url)

2.2 PREPARATION OF IMAGE DATASET

This research work was aimed to develop a machine vision for optimal classification of wheat and non-wheat components. However, in order to achieve this objective, no standard data set of wheat and non-wheat components was available. Therefore, it was decided to build the proposed system from the scratch including preparation of image data set. The image taken should have a mono-color background as well as sufficiently illuminated. In our dataset, we chose black as background color to reduce the shadow effect of grain kernels considerably. Best non-overlapping sample images were handpicked from the dataset and segments from picked images were used for training the proposed neural classifier. The wheat samples used for this study were prepared after procuring wheat from major wheat producing areas of northern India. Eighteen images, two each of nine qualities of full grain kernels and 5 images, each of the five non-wheat components are taken by means of color camera connected to Personal Computer (PC) through image grabber interface. In addition to these 64 images, 20 images were also taken in which each image is having a mixture of wheat and non-wheat components. Thus, 84 images were taken in total and labeling of each image is also done for identification. Each image is having either non-overlapping wheat components or non-wheat components or mixture of both. However, the choice of these non-wheat components is made on the basis of commonly occurring impurity in wheat crop reported in the literature in other countries so as to have comparison of already available investigations in this respect.
The non-wheat components included in the present image data set are related to wheat (full kernel, broken kernel and surface defected kernel), other grain components (barley, oat, white-chick pea and black-chick pea) and dockage material (chaff, straw and stone).

2.3 PROPOSED PIPELINE

This study presents in detail a machine vision system that classifies the given objects (wheat and non-wheat components) into two classes. The procedure for the classification comprises two stages including training and testing stages. A features vector, which is sorted list of features that maximize the classification power, is computed in training stage. Object classification was accomplished in the testing stage by means of artificial neural network based algorithm. The system was applied to the classification of wheat and non-wheat components. Results obtained allow the researchers to conclude that high classification accuracy is achieved with the proposed method. However, unlike most of the other industrial products, the shape attribute of the agricultural produce is not governed by mathematical function. This natural variability in appearance makes it a challenge for any machine vision system to recognize and classify biological entities like wheat.

(A) IMAGE ACQUISITION AND PRE-PROCESSING

In the first step, image is captured into MATLAB environment. This is simply done by connecting the PC software to the image grabber. Captured RGB image is then converted to grayscale image after resizing of the original image.

(B) CORRECTION OF UNEVEN ILLUMINATION

Images with uneven illumination suffer from degenerated details because of underexposure, overexposure or a combination of both. Thus, to improve the visual quality of images, underexposure regions are required to be lightened, whereas overexposure areas are dimmed properly. However, discriminating between underexposure and overexposure is troublesome. As a pre-processing step before analysis, the acquired image is enhanced and corrected for non-uniform background illumination in the present work. In this respect, morphological based image opening operator[11] is performed to correct uneven lighting in the acquired intensity image in the present work. Accordingly, morphological top-hat filtering[11] is executed on the grayscale input image and then the result from the grayscale input image is subtracted. The background approximation image is subtracted from the original image and the resulting image is viewed. After subtracting the adjusted background image from the original image, the resulting image has a uniform background but is now a bit dark for analysis.

(C) IMAGE ENHANCEMENT

The correction for uneven background has been incorporated as stated above, however, on examination of the histogram, it is observed that spatial filtering is still required in the present case due to noise caused by non-linear characteristics of the optics of the image acquisition system. However, in the present case, such type of noise is largely tackled by the use of spatial filtering including either average filtering[11] or median filtering[11] or Weiner filtering[11]. An average filter has been found to be useful in present experimental setup for removing grain noise from image.

(D) IMAGE SEGMENTATION

C. Ultimately, threshold based Otsu’s method[15] of segmentation is proposed to segment each particle from the given image. This step takes binary image as input and gives the clusters of grains as output. All the connected components in the binary image are traced. All components with pixel area less than a threshold are removed from the acquired image. Each remaining component is a wheat kernel or impurity segment. The above steps extract segments from the image. Due to low dynamic range of the image acquisition sensor, contrast between feature of interest and the background in the acquired image is found to be poor, hence, image intensity transformation method[11] is required to be employed invariably for image enhancement. In order to improve signal-to-noise ratio as well as making certain features explicit in the acquired image, the intensity values of the acquired image are modified. In order to increase the contrast between bright and dark regions of the acquired image so as to bring out the required features, image sharpening is executed using high-pass filtering with unsharp masking operator[11]. In this respect, in order to have enhanced version of grayscale image, amount of sharpening at edges is controlled using unsharp masking operator. Further, structures that are lighter than their surroundings and that are connected to the image border are suppressed. In an attempt to clear the border, a function is executed by virtue of which, the structures that are lighter than their surroundings and that are connected to the image border are suppressed. However, for grayscale images, the executed function reduces the overall intensity level in addition to suppressing border structures and the output image is grayscale image.
(E) EXTRACTION OF BOUNDARY DESCRIPTORS

Digital image processing provides an effective solution for grading of wheat and other cereal grains. Many methods like area measurement, linear regression relations between the areas taken from two different points of view, perimeter, etc. have been used to estimate and compare kernel/impurity ratio of length of major and minor axes, contour of random views of the kernels can also be used for size comparison [8]. Fruits, vegetables and cereals size determination using different algorithms have been investigated extensively in the past. Earlier, boundary encoding such as chain coding[16], was adopted for size evaluation. Curvature, compactness, bending energy, maximum-minimum diameters are possible techniques used for shape/size description[17]. In the present work, a new type of regional boundary descriptor called boundary distance descriptor is applied for describing the shape of region occupied by wheat or non-wheat component in the image. This boundary distance descriptor is extracted in the form of boundary signature[18], which is a 1-D functional representation of the given boundary.
Proposed Algorithm for Extraction of Boundary Descriptors:

(i) Approximate minimum-perimeter polygon for each wheat and non-wheat component in the segmented image.

(ii) Select centroid of the given region occupied by wheat and non-wheat component in the segmented image.

(iii) Chose initial starting point on the boundary represented by minimum-perimeter polygon.

(iv) Connect the chosen point and the centroid of the given region of a wheat and non-wheat component to represent boundary distance.

(v) Register the step-wise movement of the distance vector while tracing one complete revolution from the initial starting point along the complete boundary from the initial starting point to give 1-D vector.

In this paradigm, the normalized response \( [Z] \) of the MLFFBP-ANN to the normalized input \([X]\) is mathematically expressed as

\[
Z = \phi_3([OW])(\phi_2([VW])(\phi_1([UW])[X] + [UB]) + [VB]) + [OB])
\]

where \([X]=[a; b] \) Normalized input

\[
[Z] = \phi[X] \quad \text{Normalised Output} \quad [UW] =\begin{bmatrix}
uw_{11} & uw_{12} \\
uw_{21} & uw_{22} \\
uw_{n1} & uw_{n2}
\end{bmatrix}
\]

\[
[VW] =\begin{bmatrix}
vw_{11} & vw_{12} \\
vw_{21} & vw_{22} \\
vw_{m1} & vw_{m2} \\
vw_{mn}
\end{bmatrix}
\]

\[
[OW] = \begin{bmatrix}
ow_{11} & ow_{12} & ow_{13} & \ldots & ow_{1m}
\end{bmatrix}
\]

\[
[UB] = \begin{bmatrix}
ub_1 \\
ub_2 \\
ub_n
\end{bmatrix}
\]

\[
[VB] = \begin{bmatrix}
vw_1 \\
vw_2 \\
vw_m
\end{bmatrix}
\]

\[
[OB]= [ob]
\]

(F) CLASSIFICATION

The main aim of classification is to group a set of multidimensional observations, represented as data points, scattered through N-dimensional space, into clusters, according to their similarities and dissimilarities. Several different classification algorithms, have been proposed in the literature[19]. Multilayer Feed-Forward Back-Propagation based Artificial Neural Network has been applied successfully in many different problems since the advent of the gradient descent back-propagation learning algorithm[20] for the purpose of object recognition. This network consists of an input layer, one or more hidden layers of computational nodes and output layer of computational nodes[21]. This typical neural paradigm employed in the present work is structured in layers of neurons as illustrated in Figure 9.
The Mean Square Error (MSE) that is the performance index is given by

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} [x_i - F_{ANN}(z_i)]^2
\]

(8)

III. RESULTS AND DISCUSSION

The acquired images are pre-processed to remove noise and make illumination invariant. Then each grain/impurity is extracted as a separate image through segmentation. These separate images are tested on our trained neural model to classify as grain/impurity. Finally, the quality estimate of the sample is predicted. Here, for the sake of simplicity, it is assumed that the sample is representative of the heap. In order to model this assumption, a sufficient number of different samples of the heap are taken and finally an average quality estimate of all the sampled pictures is presented. Moreover, it is also assumed that the images taken are having a mono-color background and sufficiently illuminated.

(a) EXECUTED MACHINE VISION SYSTEM

The results of different image processing algorithms indicated in the pipeline, each executed as a separate component, are illustrated in Figure 2. Typical original and processed images obtained after the application of suitable image processing algorithm for each stage, are shown in this figure. In order to examine the result of image processing algorithm at each stage, corresponding histogram resulted from the processed image is also examined critically before executing the subsequent algorithm in the next stage. It is observed that the choice of black color as the background has reduced the shadow effect of grains effectively. Moreover, application of suitable digital filter employed to remove the noise followed by image smoothing is also clearly visible. This effect is from the respective processed image in the Figure 3. Similarly, in order to enhance the edges of overlapping grains as well as making kernel borders cleared, the impact of respective image sharpening algorithm is also impressive. In order to analyze the objects (kernels/impurity) as well as computing statistics of all the objects in the image, the image is converted into a binary image so as to make it easy to identify foreground objects (wheat and non-wheat components) from the background.
(b) ESTIMATION OF BOUNDARY DISTANCE DESCRIPTOR

Estimation of boundary distance descriptor involves reduction of a 2-D boundary to 1-D boundary representation in the form of a vector. Accordingly, in order to quantities description of the boundary signature, the proposed boundary distance descriptor is computed in terms of maximum value, minimum value, mean value, median value and standard deviation for each region in the image. The estimated value of these Boundary Distance Descriptors extracted from the labeled image is indicated in Table 2 to 6 respectively. These five statistical features (Boundary Distance Descriptors) of boundary descriptor are concatenated further to act as an input for the classifier.
Detection of Foreign Materials in Wheat Kernels using Boundary Descriptors

Table 1
Table 1 Estimated statistics of the Boundary Distance Descriptor

| S. No. | Boundary Distance Descriptor | Wheat | Oat | Barley | White Chickpea | Black Chickpea | Chaff | Straw | Stone |
|--------|-----------------------------|-------|-----|--------|---------------|---------------|-------|-------|-------|
| 1      | Maximum Value               | 9.5286| 114.40 | 12.8044 | 16.0358       | 19.5518       | 28.3925 | 33.3893 | 24.9838 |
| 2      | Minimum Value               | 5.7568| 5.3410 | 3.2550 | 12.6187       | 11.3287       | 3.9736 | 0.5351 | 11.0393 |
| 3      | Standard Deviation          | 1.0913| 32.328 | 2.5759 | 0.7458        | 1.0972        | 5.9714 | 8.9118 | 4.4576 |
| 4      | Mean                        | 7.6049| 57.5212 | 7.3164 | 14.7222       | 14.3426       | 16.4453 | 17.2096 | 18.3766 |
| 5      | Median                      | 7.5830| 57.0658 | 7.1581 | 14.9130       | 14.1930       | 15.7189 | 17.5271 | 18.3873 |

(c) DETECTION ACCURACY

In order to obtain validation accuracy along with average confusion matrix, a 5-fold validation is done on the data. The proposed neural classifier is then tested on all the 4150 wheat and non-wheat components to see if it classifies all of them as grains or not. These results of these investigations are reported in Table-3. It is clearly seen that the proposed neural model performs accurately. The performance of the proposed model is examined on sample images having both wheat and non-wheat components. It is also revealed that all sample components are accurately classified. The purity of sample is computed as the ration of sum of areas of wheat components to sum of areas of all non-wheat components. Purity for this particular sample is predicted at 80.86%. In conclusion, this article presents a machine vision system to classify between two possible classes. Results of the system in the classification of wheat and non-wheat components suggest that accuracy higher than 98.1% can be achieved when regional boundary descriptors are used. The proposed method is performed in two phases: the features extraction phase and classification phase. The good classification accuracy is achieved using the proposed method.

Table 2
Detection Accuracy using Proposed Neural Classifier

| Validation Accuracy (%) | Average Confusion Matrix | All Grain Accuracy (%) |
|-------------------------|--------------------------|------------------------|
| 100%                    |                          | 98.1%                  |

| Grain | Impurity |
|-------|----------|
| 100%  | 0        |
| 98.1% | 1.9      |

IV. CONCLUSION

Everything has been carried out in this work from the scratch using digital image processing technology. The image processing technology for the said task was executed in an extremely constrained environment. In this respect, each particle is segmented from the image of spread out wheat grain sample. The segmented particle is then classified as grain or impurity. The proposed machine vision system is able to distinguish between grain and impurities with a validation accuracy of 98.1%. The shape attribute of wheat kernels is described quantitatively by boundary descriptors in the proposed method. The high classification accuracy obtained using a small number of boundary descriptors indicates the potential of the proposed machine vision system for automatic inspection of wheat in IoT (Internet of Things) enabled real time trading or on-line marketing (Electronic Marketing) of agriculture produce using world-wide-web. The work is under further progress to develop another machine vision based module for quality estimation of wheat using texture descriptors.
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