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Abstract

We introduce Activity Graph Transformer, an end-to-end learnable model for temporal action localization, that receives a video as input and directly predicts a set of action instances that appear in the video. Detecting and localizing action instances in untrimmed videos requires reasoning over multiple action instances in a video. The dominant paradigms in the literature process videos temporally to either propose action regions or directly produce frame-level detections. However, sequential processing of videos is problematic when the action instances have non-sequential dependencies and/or non-linear temporal ordering, such as overlapping action instances or re-occurrence of action instances over the course of the video. In this work, we capture this non-linear temporal structure by reasoning over the videos as non-sequential entities in the form of graphs. We evaluate our model on challenging datasets: THUMOS14, Charades, and EPIC-Kitchens-100. Our results show that our proposed model outperforms the state-of-the-art by a considerable margin.

1. Introduction

Visual understanding of human activities in untrimmed videos involves reasoning over multiple action instances with varying temporal extents. This problem has been formally studied in the setup of temporal action localization, i.e., given a human activity video, the goal is to predict a set of action labels and their corresponding start and end timestamps indicating their occurrence in the video. Reasoning over untrimmed human activity videos for action localization is particularly challenging due to the idiosyncrasies of the videos such as: (1) overlap - the action instances may have overlaps in their temporal extents indicating non-sequential temporal ordering of the instances; (2) non-sequential dependencies - some action instances may have temporal dependencies but are separated by other unrelated action instances and/or durations of no action; and (3) re-occurrence - instances belonging to same category may appear more than once over the course of the video. In this work, we propose a novel end-to-end learnable model for temporal action localization that receives a video as an input and directly predicts the set of action instances that appear in the video.

Existing approaches for the task of temporal action localization predominantly fall into two paradigms. First is the local-then-global paradigm where the video-level predictions are obtained by postprocessing of local (i.e. frame-level or snippet-level) predictions using sequence modeling techniques such as recurrent neural networks, temporal convolutions and temporal pooling \([11, 25, 28, 32, 39, 41, 47, 65, 63]\). Second is the proposal-then-classification paradigm which involves generation of a sparse set of class agnostic segment proposals from the overall video followed by classification of the action categories for each proposal using either two-stage learning \([3, 4, 12, 18, 42, 44, 68, 69]\) or end-to-end learning \([7, 8, 14, 61, 66]\).
The local-then-global paradigm does not utilize the overall temporal context provided by the activity in the video as the local predictions are solely based on visual information confined to the frame or the snippet. For instance, consider the example in Figure 1, these approaches would miss out on important relevant information provided by 'mix pasta' in predicting 'put spoon' or may produce imprecise predictions when the temporal extents of instances 'take colander' or 'open cupboard' overlap.

Alternatively, the proposal-then-classification paradigm generates a subset of proposals by processing the video as a sequence. As a result, these approaches suffer from limited receptive field for incorporating temporal information, and do not capture non-sequential temporal dependencies effectively. This problem is further aggravated in the case of overlapping action instances. For instance, in the example in Figure 1, 'open cupboard' and 'close cupboard' share information but are separated by other, potentially overlapping, action instances such as 'take colander'. Due to such ordering, when generating proposals corresponding to 'close cupboard', these approaches are unlikely to capture the dependency with the visual information pertaining to 'open cupboard'. Furthermore, these approaches use heuristics to perform non-maximal suppression of proposals that might result in imprecise localization outcomes when the action instances vary widely in their temporal extents.

As such, both these types of approaches process videos sequentially to either generate direct local predictions or action proposals and are problematic when action instances reoccur, overlap, or have non-sequential temporal dependencies. These observations suggest that although a video has a linear ordering of frames, the reasoning over the video need not be sequential. We argue that modeling the non-linear temporal structure is a key requirement for effective reasoning over untrimmed human activity videos. In this work, we seek a temporal action localization model that: (1) captures the temporal structure in complex human activity videos, (2) does not rely on heuristics or postprocessing of the predictions, and (3) is trained end-to-end.

Towards this goal, we formulate temporal action localization as a direct set prediction task. We propose a novel temporal action localization model, Activity Graph Transformer (AGT), an end-to-end learnable model that receives a video as input and predicts the set of action instances that appear in the video. In order to capture the non-linear temporal structure in videos, we reason over videos as non-sequential entities, specifically, learnable graph structures. Particularly, we map the input video to graph-structured embeddings using an encoder-decoder transformer architecture that operates using graph attention. A final feed forward network then uses these embeddings to directly predict the action instances. Thus, we propose a streamlined end-to-end training process that does not require any heuristics.

To summarize, our contributions are as follows: (1) we propose an encoder-decoder transformer based model Activity Graph Transformer that reasons over videos as graphs and can be trained end-to-end, and (2) we achieve state-of-the-art performance on the task of temporal action localization on challenging human activity datasets, namely, THUMOS14 [23], Charades [45], and EPIC-Kitchens100 [10].

2. Related Work

In this section, we discuss the prior work relevant to temporal action localization and graph based modeling in videos.

Temporal Action Localization. Early methods for temporal action localization use temporal sliding windows and design hand-crafted features to classify action within each window [13, 22, 35, 50, 64]. However, these approaches are computationally inefficient as they apply classifiers on windows of all possible sizes and locations in the entire video.

With the advances in convolutional neural networks, recent approaches fall into two dominant paradigms: (1) local-then-global, (2) proposal-then-classification. The methods following the local-then-global paradigm rely on obtaining temporal boundaries of actions based on local (i.e. frame-level or snippet-level) predictions and perform video-level reasoning using temporal modeling techniques such as explicit modeling of action durations or transitions [41, 65], recurrent neural networks [11, 32, 47, 63], temporal pooling [25], temporal convolutions [28, 39], and temporal attention [39]. However, these approaches does not utilize the overall temporal context of the videos as local predictions are computed using only the frame/snippet information.

The methods based on proposal-then-classification paradigm formulate temporal action localization as the mirror problem of object detection in the temporal domain. Inspired by the progress in object detection [16] techniques, some methods employ a two-stage training framework [3, 4, 12, 18, 42, 44, 68, 69] – they generate a set of class-agnostic segment proposals in the first stage and predict an action label for each proposal in the second stage. Most recent methods in this direction focus on improving the proposal generation stage [1, 3, 4, 12, 18, 29, 30, 68], while a few propose a more accurate classification stage [42, 69].

Recently, some end-to-end trainable architectures have also been proposed [7, 8, 14, 61, 62, 66]. However, these methods also process the video as a sequence and, thus, have limited receptive field for capturing temporal information. They do not capture non-sequential temporal dependencies in action instances. Moreover, these approaches use heuristics during training (e.g. intersection-over-union thresholds) to perform non-maximal suppression in the set of proposals. This might lead to poor localization performance when the action instances vary widely in their temporal extents as it might skip some highly overlapping pro-
proposals. To address these problems in object detection, [5] propose a transformer based end-to-end learnable architecture that implicitly learns the non-max suppression and perform object detection using proposals as abstract encodings.

In contrast to the above approaches, we formulate temporal action localization as a direct set prediction task. We propose to reason over untrimmed videos as non-sequential entities (i.e., graphs) as opposed to existing methods that perform sequential reasoning. Our approach is inspired by [5] in that we propose an end-to-end learnable transformer based model for direct set prediction. But unlike [5], the transformer model in our approach operates graphs.

Additionally, there are other realms of work on temporal action localization in weakly supervised setting [21, 43, 58] and spatio-temporal action localization [15, 17, 24, 48]. These are beyond the scope of this paper.

**Action Recognition.** Action recognition methods operate on short video clips that are trimmed such that a single action instance spans the video duration and, hence, are not suitable for untrimmed videos containing multiple actions. Nonetheless, models pretrained for the task of action recognition provide effective feature representations for tasks related to untrimmed videos. A wide variety of action recognition approaches have been proposed ranging from earlier methods based on hand-crafted features [9, 27, 55] to convolutional models such as I3D [46], 3D-CNN [51] through to advanced temporal modeling [57, 59, 67] and graph modeling [20, 60] techniques. In this paper, we use I3D [46] pretrained on the Kinetics dataset [6] for feature extraction.

**Graph-based Modeling for Videos.** The advances in graph convolutional networks (GCNs) [26] have inspired several recent approaches for video based tasks [34, 36, 60]. Most of the graph based approaches for videos represent either the input space (i.e., videos or derived visual information) as graphs [19, 34, 36, 60] or the output space (i.e., labels) as graphs [52]. In contrast, we design our model based on the insight that both the input space (i.e., features derived from videos) and the output space (i.e., labels and timestamps for the action) are graph-structured for the task of temporal action localization. Specifically, we propose an encoder-decoder transformer architecture to learn the mapping between the input and output space. Furthermore, GCNs require the information pertaining to the nodes and edges a priori. In contrast, we learn the graph structure (i.e. both nodes and edges) from the data itself using self-attention.

### 3. Proposed Approach

In this section, we present the problem formulation and provide a detailed description of our proposed approach.

**Problem Formulation.** The task of temporal action localization involves prediction of the category labels as well as start and end timestamps of the actions that occur in a given video. In this work, we formulate this task as a direct set prediction problem wherein each element in the predicted set denotes an action instance in a video. Specifically, given a video $V$, the goal is to predict a set $A$ where the $i$-th element $a(i) = (l(i), s_e(i), t_e(i))$ denotes an action instance in the video depicting action category $l(i)$ that starts at time $0 \leq s_e(i) \leq T$, ends at time $0 \leq t_e(i) \leq T$, for $i \in \{1, 2, \ldots, |A|\}$. Here, $|A|$ is the number of action instances present in the video and $T$ is the duration of the video. Thus, $|A|$ and $T$ vary based on the input video.

Towards this goal, we propose Activity Graph Transformer (AGT), an end-to-end learnable model that receives a video as input and directly infers the set of action instances (label, start time, end time) in the video. Our approach consists of: (1) a network that predicts a set of action instances in a single forward pass; and (2) a loss function to train the network by obtaining a unique alignment between the predicted and ground truth action instances. We contend that effective reasoning over untrimmed human activity videos requires modeling the non-linear temporal structure in the videos. In our approach, we seek to capture this structure by employing graphs. Specifically, we propose a novel encoder-decoder transformer network that leverages graph based self-attention to reason over the videos. We describe the details of our approach below.

#### 3.1. Activity Graph Transformer

As shown in Figure 2, Activity Graph Transformer (AGT) consists of three components: (1) backbone network to obtain a compact representation of the input video; (2) transformer network consisting of an encoder network and a decoder network that operates over graphs; and (3) prediction heads for the final prediction of action instances of the form (label, start time, end time). The encoder network receives the compact video-level representation from the backbone network and encodes it to a latent graph representation, referred to as context graph. The decoder network receives graph-structured abstract query encodings (referred to as action query graph) as input along with the context graph. The decoder uses the context graph to transform the action query graph to a graph-structured set of embeddings. Each node embedding of this decoder output is fed into a feed forward network to obtain predictions of action instances. The whole AGT network is trained end-to-end using a combination of classification and regression losses for the action labels and timestamps respectively. Refer to Algorithm 1 for an overview of one training iteration of AGT. We provide detailed description of the components below.
3.1.1 Backbone

To obtain a compact representation for the input video V containing T frames, any 3D convolutional network can be used to extract the features. In our implementation, we chunk the videos into short overlapping segments of 8 frames and use an I3D model pretrained on the Kinetics [6] dataset to extract features of dimension C (=2048) from the segments, resulting in video-level feature v = [v(1), v(2) ... v(N_v)] where N_v is the number of chunks used in the feature extraction.

3.1.2 Transformer Encoder

The backbone simply provides a sequence of local features and does not incorporate the overall context of the video or the temporal structure in the video. Therefore, we use an encoder network that receives the video-level feature as input and encodes this video representation to a graph (referred to as the context graph). Intuitively, the encoder is designed to model the interactions among the local features using self-attention modules.

The context graph is initialized with video-level feature v(i) (of dimension C = 2048) as the i-th node for i ∈ {1, 2, ..., N_v}. Usually, transformer networks use fixed positional encoding [37] to provide position information of each element in the input sequence. In contrast, in our setting, we contend that the video features have a non-linear temporal structure. Thus, we provide the positional information using learnable positional encodings p_v as additional information to the video feature v. The positional encoding p_v(i) corresponds to the i-th node in the graph and is of the same dimension as the node. Next, the graph nodes are from the same video and hence, they are related to each other. However, their connection information (edges) is not known a priori. Thus, we model the interactions among these nodes as learnable edge weights. This is enabled by the graph self-attention module (described below).

We design the transformer encoder network E as a sequence of L_e blocks, wherein, an encoder block E_ℓ for ℓ ∈ {1, 2, ..., L_e} consists of a graph self-attention module followed by a feed forward network. The output of the encoder network is the context graph h_{L_e} = [h_{1}^{(1)}, h_{2}^{(2)} ... h_{N_v}^{(N_v)}] where h_{i}^{(j)} is the i-th node and is of dimension d (same for each block). The output of the ℓ-th encoder block h_ℓ and the final output of the encoder h_{L_e} are defined as:

\begin{align}
  h_0 &= v \\
  h_ℓ &= E_ℓ(h_{ℓ-1}, p_v) \\
  h_{L_e} &= E_{L_e} ∘ ... ∘ E_1(v, p_v).
\end{align}

Graph Self-Attention. This module aims to model interactions among graph structured variables along with learnable edge weights. Here, we describe the graph self-attention module in the context of the (ℓ + 1)-th encoder block E_{ℓ+1}. For simplicity of notation, let x be the output of the ℓ-th block of the encoder, i.e., x = E_ℓ(h_{ℓ-1}, p_v). x is a graph contains N_v nodes x(1), x(2), ... x(N_v) which are connected using learnable edge weights. The graph self-attention module first performs graph message passing (as described in [54]) to produce the output x', with the i-th node of the output defined as

\begin{align}
  x'^{(i)} = x^{(i)} + \left[ \sum_{k=1}^{K} \sigma \left( \sum_{j ∈ N_i} \alpha_{ij}^k W^k_g x^{(j)} \right) \right],
\end{align}

where \( \| \) represents concatenation operator, \( K \) is the number of parallel heads in the self-attention module, \( \sigma \) is a non-linear function (leaky ReLU in our case), \( N_i \) represents the set of neighbours of the i-th node, \( W^k_g \) is the learnable transformation weight matrix. \( \alpha_{ij}^k \) are the self attention co-
Algorithm 1 A training iteration of AGT model

**Inputs:** video $V$ containing $T$ frames; number of action query encodings $N_q$; ground truth action instances $A = \{q(i)\}_{i=1}^{|A|}$.

**Initializations:** Backbone initialized to I3D model [6] pre-trained on Kinetics dataset; initialize action query graph $q$ with $N_q$ random encodings

1: compute features using **backbone**
2: compute context graph using **encoder** (see Eq. 1)
3: compute output embeddings using **decoder** (see Eq. 4)
4: for $i \in 1, 2, \ldots, N_o$ do
  5: predict action instance $\hat{q}(i)$ using prediction head
5: end for
6: compute optimal matching $\hat{\phi}$ between $\{q(i)\}_{i=1}^{|A|}$ and $\{\hat{q}(i)\}_{i=1}^{|A|}$ using **matcher**
7: compute final loss $\mathcal{L}_H$ between $\{q(i)\}_{i=1}^{|A|}$ and $\{\hat{q}(\hat{\phi}(i))\}_{i=1}^{|A|}$ using Eq. 9
8: backpropagate $\mathcal{L}_H$

where $\cdot^T$ represents a transpose operator, $f$ is a non-linear activation (leaky ReLU in our case) and $w_{a,k}$ is the attention coefficients. $s$ is the attention weight and denotes the strength of the interaction between $i$-th and $j$-th node of the input graph of the module. Subsequent to the message passing step, we apply batch normalization and a linear layer. This is then followed by a standard multi-head self-attention layer (same as in [33]). Overall, the graph self-attention module models interactions between the nodes, i.e., local features derived from the video.

3.1.3 Transformer Decoder

Based on the observation that the action instances in the video have a non-linear temporal structure, we design the decoder to learn a graph-structured set of embeddings which would subsequently be used for predicting the action instances. Intuitively, the output graph provided by the decoder serves as the latent representation for the set of action instances depicted in the video.

The inputs of the transformer decoder are: (1) a graph-structured abstract query encodings, referred to as action query graph $q$, containing $N_q$ nodes wherein each node is a learnable positional encoding of dimension $d$ (same as the dimension used in the encoder); and (2) the context graph $h_{L_d}$ containing $N_v$ nodes (obtained from the encoder). We assume that the number of nodes in the action query graph $N_o$ is fixed and is sufficiently larger than the maximum number of action instances per video in the dataset. This idea of using representations of prediction entities as positional query encodings is inspired from [5]. However, unlike the independent queries in [5], we use graph-structured encodings for the decoder. To learn the interactions among the graph-structured query encodings, we use graph self-attention modules (same module as used in transformer encoder). Additionally, we use graph-to-graph attention module (described below) to learn interactions between the context graph, i.e., the latent representation of the input video, and the graph-structured query encodings, i.e., the latent representations of the action queries.

The overall decoder network $D$ consists of $L_d$ blocks, wherein, a decoder block $D_{\ell'}$ for $\ell' \in \{1, 2, \ldots, L_d\}$ consists of a graph self-attention module followed by a graph-to-graph attention module, and then a feed forward network. The decoder block $D_{\ell'}$ has an output $y_{t,\ell'}$ and the final output of the decoder $y_{L_d} = [y_{L_d}^{(1)}, y_{L_d}^{(2)}, \ldots, y_{L_d}^{(N_v)}]$. They are defined as:

$$
\begin{align*}
\begin{align*}
y_0 &= q \\
y_{t,\ell'} &= D_{\ell'}(y_{t-1,\ell'}, h_{L_v}) \\
y_{L_d} &= D_{L_d} \circ \cdots \circ D_{1}(q, h_{L_v})
\end{align*}
\end{align*}
$$

**Graph-to-Graph Attention.** The graph-to-graph attention module aims to learn the interactions between two different graphs referred to as a source graph and a target graph. Here, we describe this module in the context of the decoder block $D_{\ell'+1}$. The input to this block is the output $y_{t,\ell'}$ of the previous decoder block $D_{\ell'}$. This is fed to the graph self-attention module in the block $D_{\ell'+1}$, and the output is used as the target graph for the graph-to-graph attention module. The source graph for this module (in any decoder block) is the context graph $h_{L_v}$. For simplicity of notation, let $x_t$ denote the source graph (i.e., $h_{L_v}$) and $x_t$ denote the target graph. Here, the source and target graphs may contain different number of nodes. In our case, $x_t$ contains $N_v$ nodes and $x_t$ contains $N_o$ nodes. The graph-to-graph attention module first performs message passing from source graph to target graph to provide an output $x_{t,\ell'}$ with the $i$-th node defined as

$$
x_{t,\ell'}^{(i)} = x_t^{(i)} + ||_{k=1}^{K} \sigma \left( \sum_{j \in N_v} \beta_{ij}^{k} W_s k x_s^{(j)} \right),
$$

where $W_s^k$ is the learnable transformation weight matrix for the source graph. Other symbols denote the same entities as in graph self-attention (Section 3.1.2). $\beta_{ij}^{k}$ is the attention coefficient for $i$-th node of the source graph and $j$-th node of the target graph computed as:

$$
\beta_{ij}^{k} = \frac{\exp(f(w_{a,k}^T [W_h^k x_t^{(i)} | W_h^k x_s^{(j)}]))}{\sum_{m \in N_v} \exp(f(w_{a,k}^T [W_h^k x_s^{(i)} | W_h^k x_s^{(m)}]))}
$$
where $w_{s,k}^i$ is the graph-to-graph attention coefficients, and $W_k^s$ and $W_k^t$ are the learnable transformation weight matrices for source and target graphs respectively. Other symbols denote the same entities as in graph self-attention. Similar to the transformer encoder, subsequent to the message passing step, we apply batch normalization and a linear layer. This is then followed by a standard multi-head self-attention layer (same as in [53]). Overall, the graph-to-graph attention module models the interactions between the latent representations of the input video and the action queries.

3.1.4 Prediction Heads

The decoder network provides a set of embeddings where the embeddings serve as the latent representations for the action instances in the video. This output graph $y_{L_d}$ contains $N_o$ nodes. We use these $N_o$ node embeddings to obtain predictions for $N_o$ action instances using prediction heads. The prediction heads consist of a feed forward network (FFN) with ReLU activation which provides the start time and end time of the action instance normalized with respect to the overall video duration. Additionally, we use a linear layer with a softmax function to predict the categorical label corresponding to the action instance.

Therefore, when provided with the $i$-th node embedding $y_{L_d}^i$, the prediction head provides prediction $\tilde{a}^i = (\tilde{c}^i, \tilde{s}^i, \tilde{t}^i)$ where $\tilde{c}^i$, $\tilde{s}^i$ and $\tilde{t}^i$ are the category label, start time and end time for the $i$-th action instance for $i \in \{1, 2, \ldots, N_o\}$. Note that the ground truth set would contain a variable number of action instances, whereas $N_o$ is larger than the maximum number of action instances per video in the dataset. This calls for a need to suppress irrelevant predictions. We do this by introducing an additional class label $\emptyset$ indicating no action (similar to [5]). As such, this non-maximal suppression (typically performed using heuristics in existing methods [7]) is learnable in our model.

3.1.5 Loss functions

To train the overall network, we align the predictions with the ground truth action instances using a matcher module which optimizes a pair-wise cost function. This provides a unique matching between the predicted and ground truth action instances. Subsequently, our model computes losses corresponding to these matched pairs of predicted and ground truth action instances to train the overall network end-to-end.

Matcher. The matcher module finds an optimal matching between the predicted set of action instances (that contains fixed number of elements for every video) and the ground truth set of action instances (that contains a variable number of elements depending on the video). To obtain this matching, we design a matching cost function and employ the Hungarian algorithm to obtain an optimal matching between the two sets as described in prior work [49].

Formally, let $\mathcal{A}$ be the ground truth set of action instances $\mathcal{A} = \{a^{(i)}\}_{i=1}^{|\mathcal{A}|}$, where $a^{(i)} = (c_i, s_i, t_i)$ and $\tilde{\mathcal{A}}$ be the predicted set of action instances $\tilde{\mathcal{A}} = \{\tilde{a}^{(i)}\}_{i=1}^{N_o}$ where $\tilde{a}^{(i)} = (\tilde{c}_i, \tilde{s}_i, \tilde{t}_i)$. In our model, we assume that $N_o$ is larger than the number of actions in any video in the dataset. Therefore, we assume that ground truth set $\mathcal{A}$ also is a set of size $N_o$ by padding the remaining $(N_o - |\mathcal{A}|)$ elements with $\emptyset$ element indicating no action.

The optimal bipartite matching between the two sets reduces to choosing the permutation of $N_o$ elements $\phi$ from the set of all possible permutations $\Phi_{N_o}$ that results in lowest value of the matching cost function $\mathcal{L}_m$. Thus, $\hat{\phi} = \text{argmin}_{\phi \in \Phi_{N_o}} \mathcal{L}_m(a^{(i)}, \tilde{a}^{(\phi(i))})$, where $\mathcal{L}_m(a^{(i)}, \tilde{a}^{(\phi(i))})$ is the matching cost function between ground truth $a^{(i)}$ and prediction with index $\phi(i)$. The matching cost function incorporates the class probabilities of the action instances and the proximity between predicted and ground truth timestamps. Specifically, we define the cost function as:

$$
\mathcal{L}_m(a^{(i)}, \tilde{a}^{(\phi(i))}) = -1|\{c^{(i)} \neq \emptyset\}|\tilde{p}_{\phi(i)}(c^{(i)}) + 1|\{c^{(i)} \neq \emptyset\}|L_s(s^{(i)}, \tilde{s}^{(\phi(i))}),
$$

where $s^{(i)} = [t_s^{(i)}, t_e^{(i)}]$ and $\tilde{s}^{(\phi(i))} = [\tilde{t}_s^{(\phi(i))}, \tilde{t}_e^{(\phi(i))}]$, and $\tilde{p}_{\phi(i)}(c^{(i)})$ is the probability of class $c^{(i)}$ for prediction $\phi(i)$ and $L_s$ represents segment loss that measures proximity in the timestamps of the instances. The segment loss is defined as a weighted combination of an $L_1$ loss (sensitive to the durations of the instances) and an IoU loss (invariant to the durations of the instances) between the predicted and ground-truth start and end timestamps. It is expressed as:

$$
L_s = \lambda_{iou} L_{iou}(s^{(i)}, \tilde{s}^{(\phi(i))}) + \lambda_{L_1} ||s^{(i)} - \tilde{s}^{(\phi(i))}||_1,
$$

where $\lambda_{iou}, \lambda_{L_1} \in \mathbb{R}$ are hyperparameters. Subsequent to obtaining the optimal permutation $\hat{\phi}$, we compute the Hungarian loss $\mathcal{L}_H$ over all the matched pairs as follows:

$$
\mathcal{L}_H = \sum_{i=1}^{N_o} \left[ -\log \tilde{p}_{\phi(i)}(c^{(i)}) + 1|\{c^{(i)} \neq \emptyset\}|L_s(s^{(i)}, \tilde{s}^{(\phi(i))}) \right].
$$

This loss is used to train our AGT model end-to-end. We provide further implementation details of the model in the supplementary material.

In summary, our proposed Activity Graph Transformer performs temporal action localization using an encoder-decoder based architecture leveraging graph based attention modules. We jointly optimize all parameters of our model to minimize the recognition loss for the start and end timestamps of the action instances and the cross entropy losses for the corresponding action labels.
4. Experiments

We conducted several experiments to demonstrate the effectiveness of our proposed approach. In this section, we report the results of our evaluation.

Datasets. We use three benchmark datasets for evaluation. They vary in their extent of overlap in action instances, the number of action instances per video, and the number of action categories in the dataset. Thus, these datasets together serve as a challenging testbed for our model.

THUMOS14 [25] contains 200 videos in training set and 213 videos in testing set for the task of action localization. This dataset has 20 action categories. The videos contain an average of 15 action instances per video with an average of 8% overlapping with other instances.

Charades [45] is a large-scale dataset containing 9848 videos of daily indoor activities. This dataset has 157 action categories. Videos in the dataset contain an average of 6 action instances per video with an average of 79% of overlapping instances in a video. This dataset is challenging because of the high degree of overlap in the action instances.

EPIC-Kitchens100 [10] contains 700 egocentric videos of daily kitchen activities. This dataset contains 289 noun and 97 verb classes. Videos in the dataset contain an average of 128 action instances per video with an average of 28% overlapping instances in a video.

Comparison with state-of-the-art. We compare the performance of our proposed AGT with the state-of-the-art methods. We use mean average precision as the metric to evaluate the model. To ensure fair comparison, we use the same evaluation protocol as used by state-of-the-art methods for each of the datasets. Table 1 shows that our AGT achieves up to 3.5% improvement over state-of-the-art for THUMOS14 dataset and consistently shows performance improvement across all IoU thresholds. Table 2 shows the comparisons with state-of-the-art methods on Charades dataset. Our model achieves 13% improvement in the Charades dataset. We also perform comparison on recently released EPIC-Kitchens100 dataset for classification of verb, noun, and action (i.e., both verb and noun) classes. Table 3 indicates that our model performs consistently for all three tasks for EPIC-Kitchens100 datasets across all IoU thresholds. Overall, these results clearly show that our proposed method AGT outperforms the state-of-the-art methods by a considerable margin.

Impact of graph-based reasoning. To demonstrate the importance of reasoning over videos as graphs, we conducted ablation studies by removing the graph-based reasoning components from either the encoder or the decoder or both (i.e., overall transformer network) in our model. Specifically, this is implemented by removing the graph message passing layers from the attention modules (i.e., graph self-attention module and graph-to-graph attention module) in the encoder and/or decoder blocks in the network. Intuitively, when the graph message passing module is removed from the whole transformer network, the transformer encoder treats the input as a sequence and the transformer decoder treats the action queries as independent. Table 4 shows the performance of these ablated versions of our model. The results clearly show that eliminating the graph-based reasoning module hurts the localization performance. The results also suggest that graph-based modeling is more useful in the encoder than in the decoder. We believe this...
is because the graph reasoning performed by the encoder is more useful in capturing the non-sequential dependencies as it operates directly on the video features. For better readability, here, we provide the mAP values averaged over the various intersection-over-union thresholds (tIoU) for THUMOS14 and EPIC-Kitchens100. For mAP values at specific thresholds, refer to the supplementary.

**Qualitative Results.** We visualize the predictions of the model on two different samples in Figure 3. The visualizations indicate that our model is able to predict the correct number of action instances as well as correct action categories with minimal errors in start and end timestamps. We believe this is because video content around the start and end timestamps in some instances do not contain enough information pertaining to the action. We provide additional visualizations of predictions in the supplementary.

Additionally, refer to the supplementary for experiments on performance of our model with varied number of layers and heads in the transformer and ablations of loss functions.

### 5. Conclusion

In this paper, we proposed a novel end-to-end learnable encoder-decoder transformer model for the task of temporal action localization in untrimmed human activity videos. Our approach aims to model the non-linear temporal structure in such videos by reasoning over the videos as graphs using graph self-attention mechanisms. The experimental evaluation showed that our model achieves state-of-the-art performance on the task of temporal action localization on challenging human activity datasets. Overall, this work highlights the importance of reasoning over videos as non-sequential entities and shows that graph-based transformers are an effective means to model complex activity videos.
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A. Appendix

We report additional quantitative results and qualitative analysis and provide implementation details of our model. Specifically, this document contains the following.

- Code provided in the folder agt_code.zip
- Additional quantitative evaluation
  - Section A.1.1: Supplemental tables for Table 4 and Table 5 from the main paper to report mAP values at specific IoU thresholds
  - Section A.1.2: Ablation study of loss function (Eq. 9 in the main paper).
  - Section A.1.3: Impact of different number of layers in transformer encoder and decoder.
  - Section A.1.4: Impact of different number of heads in attention modules of the transformer.
  - Section A.1.5: Impact of different number of nodes in the action query graph.
- Additional qualitative analysis
  - Section A.2.1: Visualization of predictions
  - Section A.2.2: Visualization of graphs learned by the model
  - Section A.2.3: Analysis of AGT predictions based on the duration of action instances
- Technical details
  - Section A.3.1: Details of the architecture of AGT
  - Section A.3.2: Details of initialization, data augmentation, and hyperparameters.

A.1. Additional Quantitative Evaluation

In this section, we report the quantitative evaluation of our proposed AGT model to supplement the quantitative evaluation in the main paper.

A.1.1 Supplemental Tables

In the main paper, we only reported the mAP averaged over different IoU thresholds for THUMOS14 and EPIC-Kitchens100 dataset (Table 4 and Table 5 in main paper). For completeness, we report mAP at specific IoU thresholds in Table T1 and Table T2.

A.1.2 Ablation Study: Loss function

Note that for any version of the loss function, the model requires cross entropy loss to be able to classify the action label pertaining to an instance. The model also requires some form of regression loss to produce predictions pertaining to the start and end timestamps of an action instance. Recall, our overall loss (see Eq. (9) in the main paper) is a combination of cross-entropy loss and regression loss, i.e., segment loss $L_s$. The segment loss contains two components: $L_1$ loss and IoU loss $L_{iou}$. Table T3 shows the results of the performance of our model when trained with ablated

| Dataset | Model | mAP@tIoU ↑ |
|---------|-------|------------|
| THUMOS14 | E: X/ D: X | 64.6 60.8 59.1 51.2 40.3 |
|         | E: X/ D: ✓ | 65.1 62.4 60.3 52.4 41.3 |
|         | E: ✓/ D: ✓ | 67.1 64.4 62.5 53.6 44.9 |
|         | E: ✓/ D: ✓ | 72.1 69.8 65.0 58.1 50.2 |

| EPIC (V) | E: X/ D: X | 9.4 6.9 5.2 4.5 2.5 |
|          | E: X/ D: ✓ | 9.9 7.5 5.5 4.9 2.7 |
|          | E: ✓/ D: ✓ | 11.4 9.0 6.9 6.3 3.4 |
|          | E: ✓/ D: ✓ | 12.0 10.3 8.2 7.1 6.1 |

| EPIC (N) | E: X/ D: X | 8.9 5.4 4.9 3.6 1.7 |
|          | E: X/ D: ✓ | 9.2 6.0 5.1 4.2 2.0 |
|          | E: ✓/ D: ✓ | 10.1 8.0 6.8 5.2 2.3 |
|          | E: ✓/ D: ✓ | 11.6 9.3 7.1 6.6 3.9 |

| EPIC (A) | E: X/ D: X | 4.8 4.1 2.9 2.1 1.5 |
|          | E: X/ D: ✓ | 5.1 4.3 3.2 2.3 1.8 |
|          | E: ✓/ D: ✓ | 7.3 6.1 5.0 3.9 3.7 |
|          | E: ✓/ D: ✓ | 7.8 6.9 5.5 4.2 3.9 |

Table T1. Supplemental Tables: Impact of graph based reasoning. We report performance of ablated versions of our AGT model. We remove graph reasoning in the encoder (E) and/or decoder (D) of the transformer. ✓ and X indicates whether a component (encoder or decoder) contains graph message passing module or not respectively. EPIC (A), EPIC (V), EPIC (N) indicates task ‘Action’, ‘Verb’, ‘Noun’ classification on EPIC-Kitchens100. We report the mean average precision at different intersection over union thresholds (mAP@tIoU) for tIoU∈ {0.1, 0.2, 0.3, 0.4, 0.5}. ↑ indicates higher is better.

| Dataset | Model | mAP@tIoU ↑ |
|---------|-------|------------|
| THUMOS14 | SR=1/8 | 70.4 65.8 62.3 54.1 48.6 |
|         | SR=1/4 | 72.1 69.8 65.0 58.1 50.2 |

| EPIC (V) | SR=1/8 | 10.9 8.5 6.3 5.5 4.9 |
|          | SR=1/4 | 12.0 10.3 8.2 7.1 6.1 |

| EPIC (N) | SR=1/8 | 10.2 8.1 5.9 5.2 2.8 |
|          | SR=1/4 | 11.6 9.3 7.1 6.6 3.9 |

| EPIC (A) | SR=1/8 | 7.0 5.0 4.1 2.5 1.9 |
|          | SR=1/4 | 7.8 6.9 5.5 4.2 3.9 |
Table T3. **Ablation Study: Loss function.** We report performance of our AGT model when trained with ablated versions of the loss function. We report mAP for evaluation performance (higher is better). We train the model with a combination of cross-entropy loss and segment loss containing $L_1$ loss and/or IoU loss $L_{iou}$. ✓ and x indicate whether the specific component of the segment loss is used or not respectively. EPIC(A), EPIC (V), EPIC (N) indicate tasks ‘Action’, ‘Verb’, ‘Noun’ classification on EPIC-Kitchens100.

| Dataset  | $L_1$: ✓ | $L_1$: x | $L_{iou}$: ✓ | $L_{iou}$: x |
|----------|----------|----------|----------------|----------------|
| THUMOS14 | 61.3     | 59.6     | 63.0           |                |
| Charades | 26.0     | 25.3     | 28.6           |                |
| EPIC (A) | 4.8      | 3.7      | 5.9            |                |
| EPIC (V) | 7.1      | 6.4      | 8.7            |                |
| EPIC (N) | 6.3      | 5.0      | 7.7            |                |

versions of the segment loss. The results indicate that the models trained with only $L_1$ loss perform better than the ones trained with only IoU loss $L_{iou}$. Additionally, models trained with both losses are better than the ones trained with only one of the losses. Nonetheless, all versions of our AGT model perform better than state-of-the-art methods. We only provide the mAP values averaged over the various intersection-over-union thresholds (tIoU) for THUMOS14 and EPIC-Kitchens100.

A.1.3 **Impact of number of layers**

Table T4 shows the results of the performance of our model with different number of layers in encoder and decoder component of the transformer. While increase in number of layers increases the training time, we did not observe much difference in the performance of the model with increased depth of the transformer components. We only provide the mAP values averaged over the various intersection-over-union thresholds (tIoU) for THUMOS14 and EPIC-Kitchens100.

| Dataset  | #E | #D | mAP |
|----------|----|----|-----|
| THUMOS14 | 4  | 2  | 62.5 |
| Charades | 4  | 2  | 28.0 |
| EPIC (A) | 4  | 2  | 5.5  |
| EPIC (V) | 4  | 2  | 5.9  |
| EPIC (N) | 4  | 2  | 5.6  |

A.1.4 **Impact of number of heads**

Table T5 shows the results of the performance of our AGT model with different number of heads in the attention modules of the transformer network. We report mAP for evaluation performance (higher is better). EPIC (A), EPIC (V), EPIC (N) indicates task ‘Action’, ‘Verb’, ‘Noun’ classification on EPIC-Kitchens100. #heads indicates number of heads in attention modules of the transformer.

| Dataset  | #heads | mAP |
|----------|--------|-----|
| THUMOS14 | 8      | 63.0 |
| Charades | 8      | 28.6 |
| EPIC (A) | 8      | 5.9  |
| EPIC (V) | 8      | 8.7  |
| EPIC (N) | 8      | 7.7  |

A.1.5 **Impact of action query graph size**

Table T6 shows the results of the performance of our AGT model with different number of node encodings in the action query graph. Intuitively, a very large size of action query graph implies the model will require more time to learn the non-maximal suppression of the irrelevant predictions. On the other hand, a very small size of action query graph might limit the ability of model to learn complex structure in the action instances. Note that, any value used for our experiments is higher than the maximum number of action instances per video in the dataset. The results suggest...
Table T6. **Impact of action query graph size.** We report performance of our AGT model with different number of nodes in the action query graph. We report mAP for evaluation performance (higher is better). EPIC (A), EPIC (V), EPIC (N) indicates task ‘Action’, ‘Verb’, ‘Noun’ classification on EPIC-Kitchens100. #queries indicates number of nodes in the action query graph.

| Dataset     | #queries | mAP  |
|-------------|----------|------|
| THUMOS14    | 150      | 59.1 |
|             | 300      | 63.0 |
|             | 900      | 63.2 |
| Charades    | 30       | 24.0 |
|             | 50       | 28.6 |
|             | 100      | 28.6 |
| EPIC (A)    | 900      | 4.3  |
|             | 1500     | 5.9  |
|             | 2000     | 7.0  |
| EPIC (V)    | 900      | 7.0  |
|             | 1500     | 8.7  |
|             | 2000     | 8.8  |
| EPIC (N)    | 900      | 6.1  |
|             | 1500     | 7.7  |
|             | 2000     | 7.9  |

Minor improvement with more number of nodes in the action query graph, however, the models with more number of nodes require longer training times. Our experiments also suggest that when the size of the action query graph is reduced, the localization performance of our model degrades. We only provide the mAP values averaged over the various intersection-over-union thresholds (tIoU) for THUMOS14 and EPIC-Kitchens100.

A.2. **Additional Qualitative Analysis**

In this section, we visualize the results of our proposed model AGT to supplement the qualitative analysis in the main paper.

A.2.1 **Visualization: Predictions**

We provide additional visualizations of the predictions of our AGT on several diverse samples in Figure F1. The visualizations indicate that our model is able to predict the correct number of action instances as well as most of the correct action categories with minimal errors in start and end timestamps for videos containing overlapping instances with varying temporal extents.

A.2.2 **Visualization: Learned Graphs**

We visualize the learned action query graph in Figure F2, by observing the graph embeddings obtained from the last layer of decoder. For better visibility, we do not plot the nodes (or their edges) that are classified as no action (i.e. class label ∅) by the prediction head. Note that the edge matrix is also learnable in our model. For the purpose of this visualization, we obtained the edge weights from the attention coefficients in the self-attention based graph message passing module. We show samples with reoccurring and/or overlapping action instances. The visualizations demonstrate that the model indeed learns non-linear dependencies among the action instances that appear in the video.

A.2.3 **Analysis: Effect of Action Instance Durations**

We conduct further analysis to study the performance of our model in terms of the durations of the action instances. Figure F3 shows the trend of segmentation error, i.e., \( L_1 \) norm computed between the ground truth and predicted timestamps of actions instances plotted against the duration of the ground truth instances (normalized with respect to the video duration). The error is computed over normalized values of the timestamps. This analysis indicates that action instances with larger durations (with respect to the whole video duration) have lower segmentation errors in their predictions as compared to the instances with smaller durations.

A.3. **Technical Details**

In this section, we provide additional implementation details to supplement the model section in the main paper.

A.3.1 **Additional details**

**Detailed Architecture.** Figure F4 presents the architecture of our AGT in detail. Activity Graph Transformer (AGT) consists of three components: (1) backbone network to obtain features corresponding to the input video; (2) transformer network consisting of an encoder network and a decoder network that operates over graphs; and (3) prediction heads for the final prediction of action instances of the form (label, start time, end time). The encoder network receives the compact video-level representation from the backbone network and encodes it to a latent graph representation, referred to as **context graph**. The decoder network receives graph-structured abstract query encodings (referred to as **action query graph**) as input along with the context graph. The decoder uses the context graph to transform the action query graph to a graph-structured set of embeddings. Each node embedding of this decoder output is fed into a prediction head to obtain predictions of action instances. The whole AGT network is trained end-to-end using a combination of classification and regression losses for the action labels and timestamps respectively.

**Positional Encoding.** Positional encoding layer consists of a layer that retrieves encodings based on an integer in-
Figure F1. **Visualization: Predictions.** Visualization of predictions and groundtruth action instances
Figure F2. **Visualization: Learned Graphs.** Visualizations of embeddings corresponding to the last layer of the decoder and ground truth instances. The thickness of edges show the strength of interaction between the nodes. For ease of visibility, the nodes have been numbered based on the order of their predictions sorted with respect to the start time (i.e., node 0 represents the instance that starts first). These visualizations demonstrate that the model indeed learns non-linear dependencies between the action instances in a video. The legend below each figure shows the action labels corresponding to the color coded elements. For details on the visualization process, please refer to Section A.2.2.

Figure F3. **Analysis (THUMOS14).** Analysis of segmentation error (L1 loss) with respect to the duration of corresponding ground truth instances. All the values are normalized with respect to the overall video duration. We observe that the action instances of longer durations have lower segmentation errors in their predictions.

A positional encoding layer receives input \( v \) and provides an embedding \( p_v \) corresponding to the \( i \)-th element of the video feature \( v \) where \( i \in 1, 2, \ldots, N_v \). In our implementation, the embedding size is same as that of the video feature so as to allow addition of the positional encodings and input video features. Since the weights of the layer are learnable during training, the positional encoding layer is learnable. We use `torch.nn.Embedding` in Pytorch to implement it. This layer initialization requires maximum possible value of \( N_v \) in the features corresponding to the video.

**Action Query Graph.** Similar to positional encoding layer, the \( N_o \) encodings in the action query graph \( q \) is obtained using an embedding layer. Specifically, the layer receives \( i \) as input to provide \( i \)-th node \( q^i \) of the query graph where \( i \in 1, 2, \ldots, N_o \). In our implementation, we use `torch.nn.Embedding` in Pytorch to implement this. The weights of this layer are learnable during training.

**Losses.** For completeness, we describe the IoU loss (\( L_{iou} \)) which is used as a component of segment loss \( L_s \) to train our model. The segment loss is described as:

\[
L_s = \lambda_{iou} L_{iou}(s^i, \tilde{s}^{\phi(i)}) + \lambda_{L1} |s^i - \tilde{s}^{\phi(i)}|_1, \quad (10)
\]

where \( \lambda_{iou}, \lambda_{L1} \in \mathbb{R} \) are hyperparameters.

\[
L_{iou}(s^i, \tilde{s}^{\phi(i)}) = 1 - \frac{|s^i \cap \tilde{s}^{\phi(i)}|}{|s^i \cup \tilde{s}^{\phi(i)}|}, \quad (11)
\]

where \(|.|\) is the duration of the instance, i.e., difference between end and start timestamp.

**A.3.2 Training Details**

**Feature Extraction & Data augmentation.** To obtain I3D features corresponding to an input video \( V \) containing \( T \) frames sampled at a specific sample rate, we first divide the video into short overlapping segments of 8 frames with an overlap of 4 frames resulting in \( T' \) chunks. We use an I3D
model pretrained on the Kinetics [6] dataset to extract features of dimension $C$ ($= 2048$). In our implementation, we obtain two-stream features (both RGB and flow streams). We obtain features for these $T'$ chunks to obtain a tensor of size $T' \times 2048$. Here, the length of the video $T$ depends on the duration of the video, and, hence the size of the temporal channel (i.e., $T'$) of the feature tensor varies based on the input.

To prevent severe overfitting, we perform data augmentation to train our model on the features directly obtained from I3D model (described above). We use a hyperparameter $N_{v}^{max}$ as the maximum size of temporal channel used for training. This helps in stabilizing the training as the video datasets contain high variance in their duration. If the size of temporal channel of the video tensor $T'$ is less than $N_{v}^{max}$, we repeat each element in the temporal channel $\gamma$ times ($\gamma = 4$) in our implementation to obtain a modified tensor of size $\gamma T' \times 2048$ and then randomly sample $T'$ elements from the modified tensor. If the size of temporal channel of the video tensor $T'$ is more than $N_{v}^{max}$, we...
just randomly sample $T'$ elements from the modified tensor. Note that, positional encoding is applied on this feature of size $N_v = \min(T', N_{v}^{max})$.

We find such data augmentation during training to be crucial to prevent overfitting and obtain good performance of our model, especially for smaller datasets such as THUMOS14. During testing, if the size of temporal channel of the video tensor $T'$ is less than $N_{v}^{max}$, we don’t perform any augmentation. If the size of temporal channel of the video tensor $T'$ is more than $N_{v}^{max}$, we uniformly sample $T'$ elements from the feature in order to match the maximum index of the positional encoding layer.

Furthermore, to perform training in minibatches, we apply 0-padding to ensure all elements have the same size as the largest element of the batch. For training efficiency and minimizing the amount of 0-padding, we sort all the dataset based on the duration of the video. We observe that this type of batch formation leads to improvement in training speed without affecting the model performance.

**Hyperparameters.** We provide the hyperparameters used to train our model below.

We train all our models using AdamW optimizer [31] with a learning rate of 1e-5 and a weight decay of 1e-5 for 3000k steps. We reduce the learning rate by factor of 10 after 2000k steps. The hyperparameters in the loss functions $\lambda_{L1}$ and $\lambda_{iou}$ are set to 5 and 3 respectively for all our experiments. All the learnable weights are initialized using Xavier initialization.

For our experiments, we sample frames at 1/4 of the original frame rate and obtain the I3D features as described earlier. We do not finetune the I3D model.

We mention the dataset specific hyperparameters below.

**THUMOS14.** We do not use dropout for this dataset. We use maximum number of nodes in the context graph $N_{v}^{max}$ equal to 256. The size of the action query graph is 300 for our experiments (except when conducting ablation on the size of action query graph). We use base model dimension in the transformer as 512 and set the number of encoder and decoder layers as 4 (except when conducting ablation on the number of layers).

**Charades.** We use dropout with default probability 0.1. We use maximum number of nodes in the context graph $N_{v}^{max}$ equal to 64. The size of the action query graph is 100 for our experiments (except when conducting ablation on the size of action query graph). We use base model dimension in the transformer as 512 and set the number of encoder and decoder layers as 4 (except when conducting ablation on the number of layers).

**Epic-Kitchens100.** We do not use dropout for this dataset. We use maximum number of nodes in the context graph $N_{v}^{max}$ equal to 1024. The size of the action query graph is 1200 for our experiments (except when conducting ablation on the size of action query graph). We use base model dimension in the transformer as 512 and set the number of encoder and decoder layers as 4 (except when conducting ablation on the number of layers).