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Abstract In a series of papers the present authors and their coworkers have developed a family of algebraic techniques to solve a number of problems in the theory of discrete or continuous dynamical systems and to analyze numerical integrators. Given a specific problem, those techniques construct an abstract, universal version of it which is solved algebraically; then, the results are transferred to the original problem with the help of a suitable morphism. In earlier contributions, the abstract problem is formulated either in the dual of the shuffle Hopf algebra or in the dual of the Connes-Kreimer Hopf algebra. In the present contribution we extend these techniques to more general Hopf algebras, which in some cases lead to more efficient computations.

1 Introduction

A series of papers [1, 5, 7–10, 25–28, 37] have developed a family of algebraic techniques to solve a number of problems in the theory of discrete or continuous dynamical systems and to analyze numerical integrators. Given a specific problem, those techniques construct an abstract, universal version of it which is solved algebraically; then, the result is transferred to the original problem with the help of a suitable morphism $\Psi$. The abstract problem is formulated either in the dual of the shuffle Hopf algebra of words [27] or in the dual of the Connes-Kreimer Hopf algebra of rooted trees [8]. Operations with elements of the relevant dual are mapped by $\Psi$ into operations with formal series of differential operators. For the shuffle Hopf algebra, the solution of the original problem appears expressed...
as a so-called word series [27]. In the Connes-Kreimer case, the resulting series for the original problem are B-series; the Butcher group (the group of characters of the Connes-Kreimer Hopf algebra) and B-series first appeared in the context of numerical analysis of differential equations (see [37] for a survey) decades before the Connes-Kreimer Hopf algebra was introduced in the context of renormalization in quantum field theory. Duals of Hopf algebras are useful in this setting because they provide rules for composing formal series.

In the present contribution we extend these techniques to more general Hopf algebras, which in some cases lead to more efficient computations (cf. [15]).

Problems that may be treated in this form include averaging of periodically or quasiperiodically forced differential systems [7–10, 25, 28], construction of formal invariants of motion [8–10, 26] computation of normal forms [26, 28], calculations on central manifolds [5], and error analysis of splitting integrators for deterministic [27] or stochastic [1] systems of differential equations. Of course it would be impossible to take up here each of those problems; the examples in this paper only refer to the computation of high-order averaged systems for periodically forced differential equations and to the analysis of the Strang splitting formula when applied to perturbations of integrable systems.

The techniques studied here go back to a number of earlier developments, in particular, mention has to be made of Ecalle’s mould calculus [13, 14] (see [15, 29, 32, 33, 38] for more recent contributions), and of the algebraic theory of integrators [4, 22–24, 37].

An outline of this paper now follows. Section 2 reviews some well-known ideas on the reformulation of differential systems in Euclidean spaces as operator differential equations. Section 3 illustrates the algebraic approach in the series of papers mentioned at the beginning of this introduction. It does so by considering a concrete averaging problem in $\mathbb{R}^5$ and explicitly finding a high-order averaged system by first working abstractly in the group of characters of the shuffle Hopf algebra. The complexity of the computations grows very quickly with the order of the averaged system sought and this motivates the material in Sect. 4, where we show how to work with other Hopf algebras to increase the efficiency of the algorithms. The vector fields (derivations) appearing in the given problem $\mathcal{P}$ in Euclidean space are written as images by a Lie algebra homomorphism $\Psi$ mapping a suitable graded Lie algebra $\tilde{g}$ into the Lie algebra of derivations. From $\tilde{g}$ we construct a graded, commutative Hopf algebra $\mathcal{H}$ in such a way that an ‘abstract’ version of $\mathcal{P}$ may be formally solved in the group of characters $G$ of $\mathcal{H}$; finally the formal solution in $G$ is translated into a formal solution of $\mathcal{P}$. For the concrete averaging problem in $\mathbb{R}^5$, we present a succession of alternative Hopf algebras that make it possible to compute approximations of increasingly higher order. The final section presents material where the ideas in the paper are suitably modified to cater for problems written in perturbation form, generalizing the notion of extended word series introduced in [27] and used in [26, 28].

Due to space constraints, we have not attempted to present the results in the most general conceivable scenario. For instance, it is possible to work with differential systems defined on differentiable manifolds rather than in Euclidean spaces and scalars could be complex rather real.
2 Algebraic Formulation of Differential Systems

It is well known that differential systems in \( \mathbb{R}^D \) may be interpreted as differential equations that describe the evolution of suitably chosen linear operators. This section reviews that interpretation, which plays a key role in later developments. We use the following notation. The vector space \( \mathcal{C} = \mathcal{C}^\infty(\mathbb{R}^D) \) consists of all smooth \( \mathbb{R} \)-valued functions on \( \mathbb{R}^D \). Functions \( \chi \in \mathcal{C} \) are sometimes called observables. With respect to the pointwise multiplication of observables, the space \( \mathcal{C} \) is an associative and commutative algebra. The symbol \( \text{End}(\mathcal{C}) \) denotes the vector space of all linear operators \( X : \mathcal{C} \to \mathcal{C} \). When operators are multiplied by composition, \( (X_1 X_2)(\chi) = X_1(X_2(\chi)) \), \( \text{End}(\mathcal{C}) \) is an associative algebra with a unit: the identity operator \( I : \chi \mapsto \chi \).

Consider the initial value problem in \( \mathbb{R}^D \)

\[
\frac{d}{dt} x(t) = f(x(t), t), \quad x(0) = x_0,
\]

with \( f \) smooth. For each frozen value of \( t \), the vector field \( f(\cdot, t) \) defines a first-order linear differential operator \( F(t) \in \text{End}(\mathcal{C}) \) that associates with each observable \( \chi \) the observable \( F(t)\chi \in \mathcal{C} \) such that

\[
F(t)\chi(x) = f(x, t)^T \cdot \nabla \chi(x) = \sum_{j=1}^{D} f_j(x, t) \frac{\partial}{\partial x_j} \chi(x)
\]

for each \( x = (x_1, \ldots, x_D) \in \mathbb{R}^D \). Actually, \( F(t) \) is a derivation of the algebra \( \mathcal{C} \), i.e.

\[
F(t)(\chi_1\chi_2) = (F(t)\chi_1)\chi_2 + \chi_1(F(t)\chi_2).
\]

The space \( \text{Der}(\mathcal{C}) \subset \text{End}(\mathcal{C}) \) consisting of all derivations in \( \mathcal{C} \) is a Lie algebra with respect to the commutator \( [F_1, F_2] = F_1 F_2 - F_2 F_1 \).

Assuming for the time being that for each \( x_0 \in \mathbb{R}^d \) the solution \( x(t) \) of (1) exists for all \( t \in \mathbb{R} \), we may define a one-parameter family \( X(t), t \in \mathbb{R} \), of elements of \( \text{End}(\mathcal{C}) \) as follows: for each observable \( \chi \in \mathcal{C} \) and each \( t \in \mathbb{R} \), \( X(t)\chi \in \mathcal{C} \) is such that \( X(t)\chi(x(0)) = \chi(x(t)) \) for each \( x(0) \in \mathbb{R}^D \). Clearly each \( X(t) \) is an automorphism of the algebra \( \mathcal{C} \), i.e.

\[
X(t)(\chi_1\chi_2) = X(t)(\chi_1) X(t)(\chi_2),
\]

for any \( \chi_1, \chi_2 \in \mathcal{C} \). The set \( \text{Aut}(\mathcal{C}) \) of all algebra automorphisms is a group for the composition of operators.
Since given $\chi \in \mathcal{C}$,

$$\frac{d}{dt} \chi(x(t)) = \chi'(x(t)) \cdot f(x(t), t)^T \cdot \nabla \chi(x(t))$$

we have that

$$\frac{d}{dt} X(t) = X(t) F(t), \quad X(0) = I,$$

or equivalently

$$X(t) = I + \int_0^t X(s) F(s) ds.$$

In this way the solvability of (1) implies the solvability of the operator initial value problem (3). When comparing (3) with (1) we note that (3) is linear in $X$ even when (1) is not linear in $x$; the multiplication of operators $X(t)F(t)$ in (3) corresponds to the composition of the maps $t \mapsto x(t)$, $(x, t) \mapsto f(x, t)$ that appears in (1).

Conversely assume that $F : \mathbb{R} \rightarrow \text{Der}(\mathcal{C})$ is such that there exists a one-parameter family $X(t)$ of elements of Aut($\mathcal{C}$) satisfying (3). We then define, for each $t$, a vector field $f(\cdot, t)$ in $\mathbb{R}^D$ by setting $f^i(x, t) = F(t) \chi^i(x)$, $i = 1, \ldots, D$, where $\chi^i$ is the $i$-th coordinate function $\chi^i(x) = x^i$ (superscripts denote components of a vector), and consider the corresponding problem (1). Then, it is easily checked that (1) has, for each $x_0$, a solution $x(t)$ defined for all real $t$ and the $i$-component of $x(t)$ may be found as $x^i(t) = (X(t) \chi^i)(x_0)$. We emphasize that for this construction to work it is essential that the operators $X(t)$ satisfy (2), i.e. they are automorphisms of $\mathcal{C}$.

We will present below algebraic frameworks where the initial value problem (3) is interpreted in a broader sense, admitting solution curves $X(t)$ that evolve in groups of formal automorphisms rather than in Aut($\mathcal{C}$). Roughly speaking such formal automorphisms will be formal series of linear maps that preserve multiplication of observables as in (2). Even in the case where $X(t)$ does not correspond to an actual curve in Aut($\mathcal{C}$), such formal solution curves $X(t)$ may be used to derive rigorous results on the solution $x(t)$ of (1).

3 An Example

In this section we illustrate the use of Hopf algebra techniques by means of an example: the construction of high-order averaged systems for a periodic differential system in $\mathbb{R}^5$. 
3.1 A Highly-Oscillatory Differential System

The following system of differential equations arises in the study of vibrational resonance in an energy harvesting device [11]:

\[
\begin{align*}
\frac{dx}{dt} &= y, \\
\frac{dy}{dt} &= \frac{1}{2} x \left( 1 - x^2 \right) - y + \frac{v}{20} + A \cos \left( \frac{t}{10} \right) + \omega^2 \cos(\omega t), \\
\frac{dv}{dt} &= -\frac{v}{100} - \frac{y}{2}.
\end{align*}
\]

Here \( v \) is the voltage across the load resistor, \( x \) and \( y \) are auxiliary state variables, and \( \omega \gg 1 \) is the frequency of the environmental vibration. The aim is to investigate the effect that the value of the amplitude \( A \) of the low-frequency forcing has on the output \( v \).

Averaging, i.e. reducing the time-periodic system to an autonomous system with a help of a periodic change of variables [2, 35], is a very helpful tool to study this kind of problem [25]. To average the vibrational resonance problem above, we begin by introducing new variables

\[
\begin{align*}
x &= X - \cos(t\omega), & y &= Y + \omega \sin(t\omega) + \cos(t\omega), & v &= V + \frac{1}{2} \cos(t\omega), \quad (5)
\end{align*}
\]

chosen to ensure that in the transformed system

\[
\begin{align*}
\frac{dX}{dt} &= Y + \cos(t\omega), \\
\frac{dY}{dt} &= -\frac{X}{4} - \frac{X^3}{2} - Y + \frac{V}{20} + A \cos \left( \frac{t}{10} \right) \\
&\quad + \left( \frac{3X^2}{2} - \frac{11}{10} \right) \cos(t\omega) - \frac{3}{4} X \cos(2t\omega) + \frac{1}{8} \cos(3t\omega), \\
\frac{dV}{dt} &= -\frac{V}{100} - \frac{Y}{2} - \frac{101}{200} \cos(t\omega),
\end{align*}
\]

the highly oscillatory terms have amplitudes of size \( O(1) \) as \( \omega \to \infty \). Suppression of the terms that oscillate with high frequency then results in the averaged system

\[
\begin{align*}
\frac{dX}{dt} &= Y, \\
\frac{dY}{dt} &= -\frac{X}{4} - \frac{X^3}{2} - Y + \frac{V}{20} + A \cos \left( \frac{t}{10} \right), \\
\frac{dV}{dt} &= -\frac{V}{100} - \frac{Y}{2},
\end{align*}
\]
whose solutions approximate the solution \((X(t), Y(t), V(t))\) of (6) with errors of size \(O(1/\omega)\) in bounded intervals \(0 \leq t \leq T < \infty\). Approximations with \(O(1/\omega)\) errors (first-order averaging) to the original state variables \(x, y, v\), are then obtained from (5). Approximations to \(x, y, v\), with errors \(O(1/\omega^2)\) (second-order averaging) may be obtained by changing variables in (6) so as to reduce the amplitude of the highly oscillatory terms from \(O(1)\) to \(O(1/\omega)\) and then discarding the highly oscillatory terms. The iteration of the procedure leads successively to approximations with errors \(O(1/\omega^n)\) for \(n = 3, 4, \ldots\) (high-order averaging).

The averaged systems found in this way are nonautonomous since the low-frequency forcing is not averaged out. In order to deal with autonomous averaged problems we introduce two additional real-valued state variables \(C, S\) satisfying

\[
\frac{dC}{dt} = -\frac{S}{10}, \quad \frac{dS}{dt} = \frac{C}{10},
\]

and with initial conditions \(C(0) = 1, S(0) = 1\), so that \(C(t) = \cos(t/10)\), and write problem (6) as

\[
\begin{align*}
\frac{dX}{dt} &= Y + \cos(t\omega), \\
\frac{dY}{dt} &= -\frac{X}{4} - \frac{X^3}{2} - Y + \frac{V}{20} + AC \\
&\quad + \left(\frac{3X^2}{2} - \frac{11}{10}\right) \cos(t\omega) - \frac{3}{4} X \cos(2t\omega) + \frac{1}{8} \cos(3t\omega), \\
\frac{dV}{dt} &= -\frac{V}{100} - \frac{Y}{2} \frac{101}{200} \cos(t\omega), \\
\frac{dC}{dt} &= -\frac{S}{10}, \\
\frac{dS}{dt} &= \frac{C}{10}.
\end{align*}
\]

Note that this system in \(\mathbb{R}^5\) is of the form (1) with

\[f(x, t) = f_a(x) + \cos(t\omega) f_b(x) + \cos(2t\omega)(x) f_c + \cos(3t\omega) f_d(x).\]

It is trivial to write down the derivations \(F_a, \ldots, F_d\), associated with \(f_a, \ldots, f_d\). For instance:

\[F_a = Y \partial_X + \left(-\frac{X}{4} - \frac{X^3}{2} - Y + \frac{V}{20} + AC\right) \partial_Y + \left(-\frac{V}{100} - \frac{Y}{2}\right) \partial_V - \frac{S}{10} \partial_C + \frac{C}{10} \partial_S.\]
Then the derivation corresponding to \( f(x, t) \) is, for each \( t \),

\[
F_a + \cos(t\omega) F_b + \cos(2t\omega) F_c + \cos(3t\omega) F_d.
\] (8)

### 3.2 Solving the Oscillatory Problem with Word Series

We now introduce the alphabet \( \mathcal{A} = \{a, b, c, d\} \), the corresponding (infinite) set \( \mathcal{W} \) of all words \( a, \ldots, d, aa, ab, \ldots, dd, aaa, \ldots \) (including the empty word \( 1 \)) and the free associative algebra \( \mathbb{R}(\mathcal{A}) \) consisting of all the \textit{linear combinations} of words with real coefficients. Multiplication \( \ast \) in \( \mathbb{R}(\mathcal{A}) \) is defined by concatenating words [34], which implies that 1 is the unit of this (noncommutative) algebra.

Furthermore we consider again the vector space of linear combinations of words but now endow it with the (commutative) shuffle product \( \shuffle \) and denote by \( \mathcal{H} \) the resulting (shuffle) algebra. Actually \( \mathcal{H} \) is a Hopf algebra for the deconcatenation coproduct. This algebra is \textit{graded}; its graded component of degree \( n \), \( n = 0, 1, \ldots \), consists of the linear combinations of words with \( n \) letters. The dual vector space \( \mathcal{H}^\ast \) may be identified with the set of all \textit{formal series} \( \alpha \) of the form \( \sum_{w} c_w w \) for real \( c_w \in \mathbb{R} \) so that the image \( \langle \alpha, w \rangle \) of the word \( w \) by the linear form \( \alpha \) is the coefficient \( c_w \). Thus \( \mathcal{H}^\ast \) is a much larger space than \( \mathbb{R}(\mathcal{A}) \). Note that the concatenation product \( \ast \) may be extended from \( \mathbb{R}(\mathcal{A}) \) to \( \mathcal{H}^\ast \) in an obvious way. We denote by \( \mathcal{G} \subset \mathcal{H}^\ast \) the group of characters of \( \mathcal{H} \) consisting of the elements \( \gamma \in \mathcal{H}^\ast \) that satisfy the shuffle relations: \( \langle \gamma, w \shuffle w' \rangle = \langle \gamma, w \rangle \langle \gamma, w' \rangle \) for all words \( w, w' \). The Lie algebra of infinitesimal characters \( \mathcal{G} \subset \mathcal{H}^\ast \) consists of those \( \beta \in \mathcal{H}^\ast \) such that \( \langle \beta, w \shuffle w' \rangle = \langle \beta, w \rangle \langle 1, w' \rangle + \langle 1, w \rangle \langle \beta, w' \rangle \) for each pair of words. Characters and infinitesimal characters are related through the relations \( \mathcal{G} = \exp(\mathcal{G}) \), \( \mathcal{G} = \log(\mathcal{G}) \), i.e. each element \( \gamma \) in the group is the exponential \( 1 + \beta + (1/2) \beta \ast \beta + \cdots \) of the element \( \beta = (\gamma - 1) - (1/2)(\gamma - 1) \ast (\gamma - 1) + \cdots \) See [27, Sec. 6.1] for a review of the constructions above.

To solve (7), we associate with each letter in \( \mathcal{A} \) the corresponding derivation in the expression (8), i.e. we set

\[
\Psi(a) = F_a, \quad \Psi(b) = F_b, \quad \Psi(c) = F_c, \quad \Psi(d) = F_d,
\] (9)

and extend the mapping \( \Psi \) to an algebra morphism from \( \mathbb{R}(\mathcal{A}) \) to the algebra \( \text{End}_{\mathbb{R}}(\mathcal{C}) \), \( D = 5 \), by setting \( \Psi(aa) = F_a F_a, \Psi(ab) = F_a F_b, \) etc. The free Lie algebra \( \mathcal{L}(\mathcal{A}) \) is the linear subspace of \( \mathbb{R}(\mathcal{A}) \) consisting of linear combinations of iterated commutators such as \( [a, b] = ab - ba, [a, [a, b]] = a[a, b] - b[a, b] = aab - aba - bab + bba, \ldots \) (the letters \( a, \ldots, b \) are seen as iterated commutators of order \( n = 1 \)). This Lie algebra is graded; its graded component of degree \( n \), \( n = 1, 2, \ldots \), consists of the linear combinations of iterated commutators involving words with \( n \) letters. The restriction of \( \Psi \) to \( \mathcal{L}(\mathcal{A}) \) is a Lie algebra morphism \( \mathcal{L}(\mathcal{A}) \rightarrow \text{Der}_{\mathbb{R}}(\mathcal{C}) \subset \text{End}_{\mathbb{R}}(\mathcal{C}) \). Note that, for fixed \( t \), (8) is the image under
\[ \Psi \ \text{of the element} \]
\[ \beta(t) = a + \cos(t \omega) b + \cos(2t \omega) c + \cos(3t \omega) d \in \mathcal{L}(\mathcal{A}). \tag{10} \]

The ‘abstract’ initial value problem
\[ \frac{d}{dt} \alpha(t) = \alpha(t) \star \beta(t), \quad \alpha(0) = 1, \tag{11} \]
where at the outset \( \alpha(t) \) is sought as a curve in \( \mathbb{R}(\mathcal{A}) \) is such that the mapping \( \Psi \) transforms it into the operator initial value problem (3) corresponding to (7). We shall solve (11), and then the application of \( \Psi \) will lead to a solution of (7).

We recall that for integrable\(^1\) curves \( \beta(t) \) in \( \mathfrak{g} \supset \mathcal{L}(\mathcal{A}) \) (and in particular for \( \beta(t) \) in (10)), the problem (11) possesses a unique formal solution \( \alpha(t) \) that for each \( t \) lies in the space of formal series \( \mathcal{H}^\circ \supset \mathbb{R}(\mathcal{A}) \). This solution may be found by a Picard iteration and is given by a Chen series [34]
\[ \alpha(t) = \sum_{w \in W} \langle \alpha(t), w \rangle \ w, \]
where for each \( w \in W \) the coefficient, \( \langle \alpha(t), w \rangle \) has a known expression as an iterated integral (see e.g. [27, Sec. 2.1], [28, Sec. 2.1] for details). Furthermore, for each \( t \), \( \alpha(t) \) satisfies the shuffle relations and therefore belongs to the group of characters \( \mathcal{G} \subset \mathcal{H}^\circ \). In other words, when seen as a nonautonomous initial value problem to determine a curve \( \alpha(t) \) in the group \( \mathcal{G} \) given a curve \( \beta(t) \) in the algebra \( \mathfrak{g} \), (11) is uniquely solvable (see e.g. [27, Sec. 2.2.4]). For each fixed \( t \), \( \Psi(\alpha(t)) \) (\( \Psi \) is applied in the obvious term by term way) is a formal series whose terms belong to \( \text{End}(\mathcal{G}) \) (they are actually differential operators). Furthermore the fact that \( \alpha(t) \in \mathcal{G} \) implies (see e.g. [27, Sec. 6.1.3]) that the formal series \( \Psi(\alpha(t)) \) satisfies (2), i.e. it is formally an automorphism, and by proceeding as in the preceding section we then find that the solutions of our problem in \( \mathbb{R}^5 \) may be represented as formal series
\[ x(t) = \sum_{w \in W} \langle \alpha(t), w \rangle f_w(x(0)), \quad x(0) \in \mathbb{R}^5, \]
where the mappings \( f_w : \mathbb{R}^5 \to \mathbb{R}^5 \) are the so-called word basis functions [27]; the \( i \)-th component of \( f_w \) is obtained by applying to the \( i \)-coordinate function \( \chi^i \) the endomorphism \( \Psi(w) \). Series of this form are called word series [1, 26–28, 37].

\(^1\) More precisely it is sufficient to ask that, for each word, the real-valued function \( \langle \beta(t), w \rangle \) be locally integrable.
3.3 Averaging with Word Series

We now average (7) by first averaging its abstract version (10) and (11). We seek a \(2\pi/\omega\)-periodic map \(\kappa : \mathbb{R} \to \mathcal{G}\) and a (time-independent) \(\tilde{\beta} \in \mathfrak{g}\) such that

\[
\frac{d}{dt} \kappa(t) = \kappa(t) \star \beta(t) - \tilde{\beta} \star \kappa(t).
\]  

(12)

It is easily checked that then \(\alpha(t) = \exp(\tilde{\beta} t) \star \kappa(t)\); in this way the formal solution \(\alpha(t)\) of the periodic problem (10) and (11) is obtained, via the periodic map \(\kappa(t)\), from the solution \(\tilde{\alpha}(t) = \exp(\tilde{\beta} t)\) of the linear autonomous problem \((d/dt)\tilde{\alpha} = \tilde{\alpha}(t) \star \tilde{\beta}, \tilde{\alpha}(0) = 1\) (the averaged problem).

There is some freedom when solving (12). In stroboscopic averaging one imposes the additional condition \(\kappa(0) = 1\), so that the averaged solution \(\tilde{\alpha}(t)\) coincides with \(\alpha(t)\) at all stroboscopic times \(t_k = k(2\pi/\omega), k \in \mathbb{Z}\) [8]. Alternatively, it is also possible to impose the zero-mean condition

\[
\int_0^{2\pi/\omega} \log(\kappa(t)) dt = 0.
\]  

(13)

(Note that the stroboscopic condition demands that \(\log(\kappa(t))\) vanishes at \(t = 0\) rather than on average over a period as in (13).)

By proceeding recursively with respect to the number of letters in the words involved, the stroboscopic condition (respectively the zero-mean condition) and (12) uniquely determine all the coefficients of the formal series \(\tilde{\beta}\) and \(\kappa(t)\).\(^2\) We have implemented the corresponding recursions in a symbolic manipulation package. As an example, when truncating the series for \(\tilde{\beta}\) so as to only keep words with three or less letters, we find, in the zero-mean case:

\[
\tilde{\beta}^{[3]} = a + \frac{1}{\omega^2} \left( \frac{1}{4} a b b - \frac{1}{4} b a b + \frac{1}{4} b b a + \frac{1}{16} a c c - \frac{1}{8} c a c + \frac{1}{16} c c a \\ + \frac{1}{36} a d d - \frac{1}{18} d a d + \frac{1}{36} d d a - \frac{1}{8} b b c + \frac{1}{4} b c b - \frac{1}{8} c b b \\ - \frac{1}{12} b c d + \frac{1}{8} b d c - \frac{1}{24} c b d + \frac{1}{8} c d b - \frac{1}{24} d b c - \frac{1}{12} d c b \right) \in \mathfrak{g}.
\]

The corresponding result under the stroboscopic condition is similar but includes more terms (40 rather than 19).

Now that the problem (10) and (11) has been averaged, we apply the transformation \(\Psi\) to average our problem in the Euclidean space \(\mathbb{R}^5\). From \(\tilde{\beta}\) we obtain the

---

\(^2\)For stroboscopic averaging, the recursions that allow the simple computation of the coefficients of \(\tilde{\beta}\) and \(\kappa(t)\) may be seen in [8] or [28], but in those references \(\tilde{\beta}\) and \(\kappa(t)\) are found with the help of an auxiliary transport equation rather than via (12).
formal vector field given by the word-series

\[ \tilde{f}(x) = \sum_{w \in \mathcal{W}} \langle \tilde{\beta}, w \rangle f_w(x), \]

and from \( \kappa(t) \) we construct the formal periodic change of variables given by the word-series

\[ U(x, t) = \sum_{w \in \mathcal{W}} \langle \kappa(t), w \rangle f_w(x), \]

such that the solutions \( x(t) \) of (7) are formally given as \( x(t) = U(\bar{x}(t), t) \) with \( (d/dt)\bar{x} = \tilde{f}(\bar{x}) \).

To deal with \textit{bona fide} vector fields and changes of variables, one has to truncate the corresponding formal series. In our example, the truncation \( \tilde{\beta}^{[3]} \) found above leads to a vector field in \( \mathbb{R}^5 \) which after eliminating the auxiliary variables \( C \) and \( S \), reduces to the following time-dependent vector field in \( \mathbb{R}^3 \):

\[
Y \partial_X + \left( -\frac{X}{4} - \frac{X^3}{2} - Y + \frac{V}{20} + A \cos\left(\frac{t}{10}\right) \right) \partial_Y \quad \text{and} \quad \left( \frac{V}{100} + \frac{Y}{2} \right) \partial_V \\
+ \frac{1}{\omega^2} \left( \frac{3X}{4} \partial_X + \left( -\frac{9X^3}{4} + \frac{51X}{640} - \frac{3Y}{4} \right) \partial_Y - \frac{3X}{8} \partial_V \right).
\]

With the help of a truncated change of variables, the solutions of the corresponding differential system provides \( \mathcal{O}(1/\omega^3) \) approximations to \( X(t), Y(t), V(t) \) in (7). Truncations of this kind and their accuracy are discussed in detail in [9] and [10].

It is important to emphasize that the construction above is \textit{universal}: \( \tilde{\beta} \) and \( \kappa(t) \) would not change if the expressions for the vector fields \( f_a, \ldots, f_d \) in \( \mathbb{R}^5 \) considered above were replaced by another set of four vector fields in \( \mathbb{R}^D \) with arbitrary \( D \). There is a price to be paid for this generality: in our case there are \( 4^n \) words with \( n \) letters and accordingly the complexity of the computations grows very quickly as \( n \) increases. In a laptop computer our computations had to be limited to \( n \leq 8 \).

In what follows we show how to replace the shuffle Hopf algebra \( \mathcal{H} \) by alternative Hopf algebras which may lead to simpler computations.

4 General Hopf Algebras

In preceding section we studied the operator initial value problem (3) with the help of a mapping \( \Psi \) whose restriction to the free Lie algebra \( \mathcal{L}(\mathcal{C}) \) is a Lie algebra morphism into the algebra of derivations \( \text{Der}(\mathcal{C}) \). We now study the more general
situation where \( L(\mathcal{A}) \) is replaced by a graded Lie algebra

\[
\tilde{\mathfrak{g}} = \bigoplus_{n \geq 1} \mathfrak{g}_n, \tag{14}
\]

with finite-dimensional homogeneous subspaces \( \mathfrak{g}_n \), and there are a Lie algebra homomorphism \( \Psi : \tilde{\mathfrak{g}} \to \text{Der}(\mathfrak{g}) \) and a curve \( \beta : \mathbb{R} \to \tilde{\mathfrak{g}} \) such that \( \Psi(\beta(t)) = F(t) \) for all \( t \in \mathbb{R} \).

Note that \( \Psi \) can be uniquely extended to an associative algebra homomorphism from the universal enveloping algebra \( U(\tilde{\mathfrak{g}}) \) of \( \tilde{\mathfrak{g}} \) to \( \text{End}(\mathfrak{g}) \), which we denote with the same symbol \( \Psi \). We shall use the symbol \( \star \) to denote the (associative) product in \( U(\tilde{\mathfrak{g}}) \) such that \( [G_1, G_2] = G_1 \star G_2 - G_2 \star G_1 \) for all \( G_1, G_2 \in U(\tilde{\mathfrak{g}}) \). In the particular case where (14) is the free Lie algebra generated by a finite alphabet \( \mathcal{A} \), \( U(\tilde{\mathfrak{g}}) \) coincides with \( \mathbb{R}[\mathcal{A}] \) and \( \star \) is the concatenation product.

4.1 Solving the Operator Initial Value Problem

We denote by

\[
\{G_i : i \in \mathcal{A}\}
\]

(15)
a homogeneous basis of the graded Lie algebra (14), where \( \mathcal{A} \) is some set of indices, \( \mathcal{A} = \bigcup_{n \geq 1} \mathcal{A}_n \), and \( \{G_i : i \in \mathcal{A}_n\} \) is a basis of \( \mathfrak{g}_n \) for each \( n \geq 1 \). If \( \beta(t) = \sum_{i \in \mathcal{A}} \lambda_i(t) G_i \), we rewrite (4) as

\[
X(t) = I + \sum_{i \in \mathcal{A}} \int_0^t \lambda_i(t) X(t) \Psi(G_i) \, dt,
\]

an equation that may be solved by the following Picard iteration,

\[
X^{[0]}(t) = I
\]

\[
X^{[1]}(t) = I + \sum_{i \in \mathcal{A}} \int_0^t \lambda_i(t) X^{[0]}(t) \Psi(G_i) \, dt = I + \sum_{i \in \mathcal{A}} \left( \int_0^t \lambda_i(t) \, dt \right) \Psi(G_i),
\]

\[
X^{[2]}(t) = I + \sum_{i \in \mathcal{A}} \int_0^t \lambda_i(t) X^{[1]}(t) \Psi(G_i) \, dt
\]

\[\ldots = \ldots\]

\[\text{It is not essential to assume that each } \mathfrak{g}_n \text{ is finite dimensional. The arguments below may be readily adapted to cover the general case under the proviso that the summation in (23) is well defined (cf. second paragraph after (24)).} \]
In this way, one may construct a formal solution $X(t)$ of (3) of the form

$$X(t) = I + \sum_{m \geq 1} \sum_{(i_1, \ldots, i_m) \in \mathcal{I}^m} a_{i_1, \ldots, i_m}(t) \Psi(G_{i_1}) \cdots \Psi(G_{i_m}).$$

(16)

Unfortunately, this series is unnecessarily complicated as there are many linear dependencies among the endomorphisms of the form $\Psi(G_{i_1}) \cdots \Psi(G_{i_m})$. For instance, $\Psi(G_{i_1}) \Psi(G_{i_2}) - \Psi(G_{i_2}) \Psi(G_{i_1})$ has to coincide with $\Psi([G_{i_1}, G_{i_2}])$ and therefore must be a linear combination of endomorphisms $\Psi(G_i), i \in \mathcal{I}^2$.

If $<$ denotes a total order relation in $\mathcal{I}$, the Poincaré-Birkhoff-Witt (PBW) theorem ensures that the products

$$\{G_{i_1} \star \cdots \star G_{i_m} : i_1 \leq \cdots \leq i_m\}$$

(17)

(including the empty product equal to the unit element $I$) provide a basis of $U(\tilde{g})$. Therefore, it is possible to simplify (16) by removing the linear dependencies in the right-hand side so as to end up with a formal series that only uses endomorphisms of the form $\Psi(G_{i_1}) \cdots \Psi(G_{i_m})$ with $i_1 \leq \cdots \leq i_m$. However the basis of $U(\tilde{g})$ given by the PBW theorem may not be the most convenient in practice and in what follows we shall work with an arbitrary homogeneous basis of $U(\tilde{g})$

$$\{Z_j : j \in \mathcal{J}, \quad \mathcal{J} = \bigcup_{n \geq 0} \mathcal{J}_n\}$$

(18)

where $\mathcal{J}$ is some set of indices and $\{Z_i : i \in \mathcal{J}_n\}$ is, for each $n \geq 0$, a basis of the graded component of degree $n$. Note that the structure constants $\lambda_{i',i''}^{i_1,\ldots,i_m}$ of the basis $\{G_i : i \in \mathcal{I}\}$ of the Lie algebra $\tilde{g}$,

$$[G_{i'}, G_{i''}] = \sum_{i} \lambda_{i',i''}^{i_1,\ldots,i_m} G_i, \quad i', i'' \in \mathcal{J},$$

uniquely determine (see Sect. 4.5) the structure constants $\mu_{j',j''}^j$ of the basis $\{Z_j : i \in \mathcal{J}\}$ of $U(\tilde{g})$,

$$Z_{j'} \star Z_{j''} = \sum_j \mu_{j',j''}^j Z_j, \quad j', j'' \in \mathcal{J}.$$  

(19)

4In the case where (14) is the free Lie algebra generated by a finite alphabet $\mathcal{A}$, we saw that it is possible to write the solution $X(t)$ as a series constructed from endomorphisms of the form $\Psi(G_{a_1}) \cdots \Psi(G_{a_m})$, with the $a_i \in \mathcal{A}$; this is far more compact than (16), which involves terms $\Psi(G_{i_1}) \cdots \Psi(G_{i_m})$ made of arbitrary elements $G_i$ of the basis.

5This was illustrated in the preceding section, where we used the basis of $\mathbb{R}(A)$ consisting of words.
4.2 Constructing the Hopf Algebra

We now construct a Hopf algebra $H$ which will play in the present circumstances the role that the shuffle Hopf algebra had in the preceding section. The presentation that follows uses explicitly the choice of basis in (18); this is convenient for the computational purposes we have in mind. However the Hopf algebra $H$ that we shall construct is in fact independent of the choice of basis, as shown in Sect. 4.5 below. In the particular case where $\tilde{g}$ is freely generated by the elements of a finite alphabet $A$, the construction below results in the shuffle Hopf algebra of the preceding section.

For each $j \in J$ we consider the linear form $u_j$ on $U(\tilde{g})$ that takes the value 1 at the element $Z_j$ and vanishes at each $Z_{j'}$, $j' \neq j$ and set $H$ equal to the graded dual $\bigoplus_{n \geq 0} H_n$ of $U(\tilde{g})$, i.e. each $H_n$ is the subspace of the linear dual $U(\tilde{g})^*$ of $U(\tilde{g})$ spanned by the $u_j$, $j \in J$.

We define a product in $H$ as follows. The algebra $U(\tilde{g})$ possesses a canonical coalgebra structure whose coproduct $\Delta: U(\tilde{g}) \to U(\tilde{g}) \otimes U(\tilde{g})$ is uniquely determined by requiring that

- $\Delta(\beta) = 1 \otimes \beta + \beta \otimes 1$, for all $\beta \in \tilde{g}$,
- $\Delta$ be an algebra homomorphism.

This coproduct is by construction cocommutative, i.e. if, for each $j \in J$,

$$\Delta(Z_j) = \sum_{j', j'' \in J} \eta_{j', j''}^j Z_{j'} \otimes Z_{j''}.$$ 

then $\eta_{j', j''}^j = \eta_{j'', j'}^j$. Through the duality between the vector spaces $U(\tilde{g})$ and $H$, $\Delta$ induces the following commutative multiplication operation in $H$:

$$u_j u_{j'} = \sum_{j \in J} \eta_{j'}^j u_j = \sum_{j \in J} \langle \Delta(Z_j), u_{j'} \otimes u_{j''} \rangle u_j.$$ 

Similarly, the product $\star$ in $U(\tilde{g})$ with structure constants given in (19) induces by duality a coproduct $\Delta: H \to H \otimes H$ given by

$$\Delta(u_j) = \sum_{j', j'' \in J} \mu_{j', j''}^j u_{j'} \otimes u_{j''}, \quad j \in J$$

(our hypotheses ensure that the summation in (20) has finitely-many non-zero terms and is therefore well defined). In this way $H$ is a connected, commutative, graded Hopf algebra.

We now turn to the dual vector space $H^*$. Each element $\gamma \in H^*$ may be represented as a formal series

$$\gamma = \sum_{j \in J} \langle \gamma, u_j \rangle Z_j,$$
where $\langle \gamma, u_j \rangle$ is the image of $u_j \in \mathcal{H}$ by the linear form $\gamma$. Thus $\mathcal{H}^\ast$ may be seen as a superspace of $U(\tilde{g})$. The associative algebra structure of $U(\tilde{g})$ may be extended naturally to $\mathcal{H}^\ast$: for $\gamma', \gamma'' \in \mathcal{H}^\ast$, the series that represents their product $\gamma = \gamma' \ast \gamma'' \in \mathcal{H}^\ast$ is given by

$$
\sum_{j \in J} \langle \gamma, u_j \rangle Z_j = \left( \sum_{j' \in J} \langle \gamma', u_{j'} \rangle Z_{j'} \right) \ast \left( \sum_{j'' \in J} \langle \gamma'', u_{j''} \rangle Z_{j''} \right)
$$

$$
= \sum_{j', j'' \in J} \langle \gamma', u_{j'} \rangle \langle \gamma'', u_{j''} \rangle Z_{j'} \ast Z_{j''}
$$

$$
= \sum_{j', j'' \in J} \langle \gamma', u_{j'} \rangle \langle \gamma'', u_{j''} \rangle \sum_{j \in J} \mu_{j', j''}^j Z_j
$$

$$
= \sum_{j \in J} \left( \sum_{j', j'' \in J} \mu_{j', j''}^j \langle \gamma', u_{j'} \rangle \langle \gamma'', u_{j''} \rangle \right) Z_j.
$$

In other words

$$
\langle \gamma, u_j \rangle = \sum_{j', j'' \in J} \mu_{j', j''}^j \langle \gamma', u_{j'} \rangle \langle \gamma'', u_{j''} \rangle
$$

i.e. the product $\ast$ in $\mathcal{H}^\ast$ corresponds via duality to the coproduct (20) in $\mathcal{H}$. The group of characters of $\mathcal{H}$ and the Lie algebra of infinitesimal characters are

$$
\mathcal{G} = \{ \gamma \in \mathcal{H}^\ast : \langle \gamma, u_j u_{j''} \rangle = \langle \gamma, u_{j'} \rangle \langle \gamma, u_{j''} \rangle \},
$$

and

$$
\mathfrak{g} = \{ \gamma \in \mathcal{H}^\ast : \langle \gamma, u_j u_{j''} \rangle = \langle \gamma, u_{j'} \rangle \langle 1, u_{j''} \rangle + \langle 1, u_{j'} \rangle \langle \gamma, u_{j''} \rangle \},
$$

respectively. These are related by a bijection $\exp : \mathfrak{g} \to \mathcal{G}$, as we saw in the particular case considered in the preceding section.

The abstract initial value problem

$$
\frac{d}{dt} \alpha(t) = \alpha(t) \ast \beta(t), \quad \alpha(0) = 1,
$$

with $\beta(t)$ any given integrable curve in $\mathfrak{g}$ possesses a solution that for each $t$ is an element of $\mathcal{G}$. This solution may be computed by finding its coefficients by recursion with respect to the grading. In particular this is so for the curve such that $\Psi(\beta(t)) = F(t)$ for all $t \in \mathbb{R}$, whose existence we assumed at the beginning of this section. We next translate this result into a result for the operator problem.
4.3 Back to the Operator Initial Value Problem

The mapping $\Psi$ may be defined on $\mathcal{H}^* \supset U(\tilde{\mathcal{G}})$ as an algebra map from $\mathcal{H}^*$ to the direct product algebra $\prod_{n \geq 0} \text{End}(\mathcal{C})$ sending each $\gamma \in \mathcal{H}^*$ to

$$\Psi(\gamma) = \sum_{n \geq 0} \sum_{j' \in \mathcal{J}_n} \langle \gamma, u_{j'} \rangle \Psi(Z_{j'}) = \sum_{j \in \mathcal{J}} \langle \gamma, u_j \rangle \Psi(Z_j).$$

For the product of two formal series of endomorphisms we have

$$\left( \sum_{j' \in \mathcal{J}} \langle \gamma', u_{j'} \rangle \Psi(Z_{j'}) \right) \left( \sum_{j'' \in \mathcal{J}} \langle \gamma'', u_{j''} \rangle \Psi(Z_{j''}) \right) = \sum_{j \in \mathcal{J}} \langle \gamma, u_j \rangle \Psi(Z_j),$$

where $\gamma = \gamma' \ast \gamma'' \in \mathcal{H}^*$.

The solution $\alpha(t)$ of the abstract initial value problem leads to the following formal solution of (3) (a compact alternative to (16))

$$X(t) = \sum_{j \in \mathcal{J}} \langle \alpha(t), u_j \rangle \Psi(Z_j),$$

and we shall check presently that (2) is formally satisfied in order to obtain a formal solution of the initial value problem (1).

From the definition of $\Delta$, for arbitrary $\chi_1, \chi_2 \in \mathcal{C}$,

$$\Psi(Z_j)(\chi_1 \chi_2) = \sum_{j', j'' \in \mathcal{J}} \eta_{jj', j''} (\Psi(Z_{j'}) \chi_1)(\Psi(Z_{j''}) \chi_2)$$

and it follows by duality that, for each $\gamma \in \mathcal{H}^*$,

$$\sum_{j \in \mathcal{J}} \langle \gamma, u_j \rangle \Psi(Z_j)(\chi_1 \chi_2) = \sum_{j', j'' \in \mathcal{J}} \langle \gamma, u_{j'j''} \rangle (\Psi(Z_{j'}) \chi_1)(\Psi(Z_{j''}) \chi_2).$$

If, in particular, $\gamma \in \mathcal{G}$, then the right-hand side of the last equality coincides with

$$\left( \sum_{j' \in \mathcal{J}} \langle \gamma, u_{j'} \rangle \Psi(Z_{j'}) \chi_1 \right) \left( \sum_{j'' \in \mathcal{J}} \langle \gamma, u_{j''} \rangle \Psi(Z_{j''}) \chi_2 \right),$$

i.e. the formal series $\sum_{j \in \mathcal{J}} \langle \gamma, u_j \rangle \Psi(Z_j)$ is formally an automorphism. This is in particular true, for each $t$, for the series $X(t)$ above, since we know that $\alpha(t) \in \mathcal{G}$. 
4.4 Averaging with More General Hopf Algebras

An abstract problem of the form (21) with $\beta(t) 2\pi/\omega$-periodic with values in $\mathfrak{g}$ may be averaged with the help of Eq. (12) exactly as we saw in the case of the shuffle Hopf algebra. The result may be then transferred, via the morphism $\Psi$, to average periodically forced systems (1).

4.4.1 Averaging with Decorated Rooted Trees

As an illustration we take up again the task of averaging (7) but this time we work with the Grossman–Larson graded Lie algebra of rooted trees [17] with vertices decorated by letters of the alphabet $\mathcal{A} = \{a, b, c, d\}$. We use once more (9) and extend $\Psi$ to a Lie algebra morphism from the Grossman-Larson Lie algebra to the Lie algebra of derivations $\text{Der}(C)$. In the construction above, $\mathcal{H}$ is the Connes-Kreimer Hopf algebra of rooted trees and the group of characters $\mathcal{G}$ is the Butcher group. As an example we find, under the zero-mean condition and truncating the contributions of trees with four or more vertices:

$$
\tilde{\beta}^{[3]} = \frac{1}{\omega^2} \left( \frac{1}{2} a[b[b]] - \frac{1}{4} b[ab] + \frac{1}{4} b[a[b]] + \frac{1}{4} a[b^2] - \frac{1}{8} b[a[b]]
\right.
\begin{align*}
&\quad - \frac{1}{8} c[a[c]] + \frac{1}{8} a[c^2] - \frac{1}{16} c[ac] + \frac{1}{16} a[c[c]] + \frac{1}{16} c[c[a]] \\
&\quad + \frac{1}{36} a[d[d]] + \frac{1}{36} d[d[a]] - \frac{1}{36} d[ad] + \frac{1}{36} a[(d)^2] - \frac{1}{18} d[a[d]] \\
&\quad - \frac{1}{8} b[b[c]] + \frac{1}{8} b[bc] - \frac{1}{8} c[b[b]] + \frac{1}{4} b[c[b]] - \frac{1}{8} c[(b)^2] - \frac{1}{8} c[b[b]] \\
&\quad + \frac{1}{8} b[c[b]] - \frac{1}{8} c[(b)^2] - \frac{1}{12} b[c[d]] + \frac{1}{12} c[bd] - \frac{1}{12} d[c[b]] \\
&\quad + \frac{1}{8} b[d[c]] + \frac{1}{8} c[d[b]] - \frac{1}{8} d[bc] - \frac{1}{24} c[b[d]] + \frac{1}{24} b[cd] - \frac{1}{24} d[b[c]] \). 
\end{align*}
$$

Here the notation for rooted trees is as follows:

- $a$ denotes the one-vertex rooted tree where the root is decorated with the symbol $a$,
- $d[b[c]]$ denotes the ‘tall’ rooted tree where the decoration $d$ corresponds to the root, the vertex decorated by $b$ is linked to the root, and the vertex decorated with $c$ is linked to the vertex decorated with $b$,
- $d[bc]$ denotes the ‘bushy’ rooted tree where $d$ is the decoration of the root and the vertices with decoration $b$ and $c$ are linked to the root, etc.

As in the case of words, results on the abstract problem are transferred to Euclidean space with the help of $\Psi$. We again find a system $(d/dt)\bar{x} = \tilde{f}(\bar{x})$, where $\tilde{f}$ is a formal series of vector fields in $\mathbb{R}^5$ and a $2\pi/\omega$-periodic formal change of variables $x = U(\bar{x}, t)$ such that solutions $x(t)$ of (7) are formally given as
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\[ x(t) = U(\tilde{x}(t), t) \]

Now the formal series are indexed by rooted trees rather than by words, i.e. they are B-series [7, 8, 37].

What is the advantage of using rooted trees rather than words? The expression for \( \tilde{\beta}^{[3]} \) displayed above, with 33 rooted trees, is obviously more involved than its counterpart with words involving 19 words. However the images by \( \Psi \) of many trees vanish. For instance, in the display above only the five rooted trees underlined have a nonzero image. This may be exploited by working in the quotient by \( \ker(\Psi) \) of the Lie algebra of rooted trees, thereby decreasing the dimension of the graded components, which allows symbolic manipulation packages to take the expansions to higher order. A further reduction may be achieved by noting that \( \tilde{\beta} \) has to be a Lie element, i.e. it must be expressible in terms of commutators. We may then work in the Lie subalgebra generated by \( a, \ldots, d \) of the previous quotient subalgebra. For instance for the display above we find the compact expression

\[
a + \frac{1}{\omega^2} \left( \frac{1}{4} [b, [b, a]] - \frac{1}{8} [c, [a, c]] \right).
\]

### 4.4.2 Averaging in a Lie Algebra Generated by Monomial Vector Fields

We have just seen how to work in a Lie algebra better suited to the concrete example at hand than the Lie algebra corresponding to words. Another possibility in this direction is to use a graded Lie algebra generated by monomial vector fields. In our example, we consider the graded Lie algebra \( \tilde{\mathfrak{g}} = \bigoplus_{n \geq 1} \mathfrak{g}_n \) of vector fields generated by the monomial vector fields

\[
U \partial_Y, U \partial_Z, V \partial_Y, V \partial_Y, X^3 \partial_Y, X^2 \partial_Y, X \partial_Y, Y \partial_Y, Y \partial_Y, Y \partial_X, Y \partial_Y, Z \partial_Y, \partial_Y, \partial_Y, \partial_Y,
\]

each of them belonging to \( \mathfrak{g}_1 \). That is, we may multiply each of the monomial vector fields above by a bookkeeping parameter \( \epsilon \), so that monomial vector fields affected by a \( n \)-th power of \( \epsilon \) belongs to \( \mathfrak{g}_n \). In that case, the map \( \Psi : \tilde{\mathfrak{g}} \to \text{Der}(\mathbb{C}) \) corresponds to replacing \( \epsilon \) by 1. With the help of this graded Lie algebra a symbolic package in a laptop computer may carry the computations necessary to perform \( n \)-order averaging up to \( n = 16 \), while, as mentioned above, with words we could not go beyond \( n = 8 \).

### 4.4.3 Summary

The technique in [8] or [28] summarized in Sect. 3 averages oscillatory differential systems like (7) by first reformulating them in an abstract form (11) that is integrated in the group of characters \( \mathcal{G} \) of the shuffle Hopf algebra. The solution of the abstract problem is then averaged and the result transferred back to the original system. While the technique is completely general, its computational complexity grows very quickly with the required accuracy. We have just seen that, by working with
alternative Hopf algebras, it is possible to diminish the computational cost and achieve substantially higher orders of accuracy in a given computing environment.

4.5 Explicit Construction of the Coproduct $\Delta$

In this subsection, we focus on determining, in a form suitable for actual computations, the coproduct $\Delta$ of the Hopf algebra constructed in Sect. 4.2 from a given graded Lie algebra $\mathfrak{g}$. In the particular case where $\mathfrak{g}$ is the free Lie algebra generated by an alphabet $\mathcal{A}$, $U(\mathfrak{g})$ is isomorphic to the algebra $\mathbb{R}[\mathcal{A}]$. It therefore possesses a basis (18) with $\mathcal{J}$ given by the set of words on the alphabet $\mathcal{A}$ (the operation $\ast$ corresponds to the concatenation of words). The coproduct $\Delta$ of $\mathcal{H}$ expressed in that basis indexed by words is then the deconcatenation coproduct, which has a particularly simple form.

For an arbitrary graded Lie algebra $\mathfrak{g}$, the coproduct $\Delta : \mathcal{H} \rightarrow \mathcal{H} \times \mathcal{H}$ can be uniquely determined from the structure constants $\lambda^i_{j',j''}$ of a basis (15) of $\mathfrak{g}$. Recall that the Poincaré-Birkhoff-Witt (PBW) basis of $U(\mathfrak{g})$ is a basis (18) indexed by the set

$$\mathcal{J} = \{e\} \cup \{(i_1, \ldots, i_m) \in \mathcal{P}^m : m \geq 1, i_1 \leq \cdots \leq i_m\},$$

where, as above, $\mathcal{I}$ is the set of indices for the homogeneous basis of the graded Lie algebra $\mathfrak{g}$ and $\mathcal{P}^m$ is the product $\mathcal{I} \times \cdots \times \mathcal{I}$ ($m$-times). The empty index $e$ is associated with the unit $1$ of $U(\mathfrak{g})$, that is $Z_e = 1$. For $j = (i_1, \ldots, i_m) \in \mathcal{J}$, the elements $Z_j$ are defined by (17) scaled by the inverse of the product of some factorials. More precisely, $Z_j = 1/j! \ G_{i_1} \ast \cdots \ast G_{i_m}$, where $j! = m!$ if $i_1 = i_2 = \cdots = i_m$, and $j! = k!(i_{k+1}, \ldots, i_m)$ if $i_1 = \cdots = i_k < i_{k+1}$. It is well known [3] that the basis $\{u_j : j \in \mathcal{J}\}$ of $\mathcal{H}$ dual to the PBW basis of $U(\mathfrak{g})$ satisfies that $u_j = v_{i_1} \cdots v_{i_m}$ for $j = (i_1, \ldots, i_m) \in \mathcal{J}$, where $v_i := u_{(i)}$ for each $i \in \mathcal{I}$. We thus have that, as an algebra, $\mathcal{H}$ is a polynomial algebra on the commuting indeterminates $\{v_i : i \in \mathcal{I}\}$, that is, the symmetric algebra $S(V)$ over the vector space $V$ spanned by $\{v_i : i \in \mathcal{I}\}$.

Since $\Delta : \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$ is an algebra map, it is enough to determine $\Delta(v_i) \in \mathcal{H} \otimes \mathcal{H}$ for $i \in \mathcal{I}$ from the structure constants $\lambda^i_{j',j''}$. However, existing algorithms for that task are rather involved. Fortunately, there are bases of $U(\mathfrak{g})$ that are computationally more convenient than the PBW basis for our purposes. This may be illustrated for the Grossman-Larson graded Lie algebra $\mathfrak{g}$ considered in Sect. 4.4: it has a basis (15) indexed by the set $\mathcal{I} := \mathcal{I}$ of rooted trees decorated by the letters of the alphabet $\mathcal{A} = \{a, b, c, d\}$ providing a simple description of the Lie bracket in terms of grafting of rooted trees [17]. In that case, the index set (22) can be identified with the set $\mathcal{I}$ of forest of rooted trees over $\mathcal{A}$. As noted before, the corresponding commutative Hopf algebra $\mathcal{H}$ is the Connes-Kreimer Hopf algebra over the alphabet $\mathcal{A}$. The construction of $\mathcal{H}$ described above in terms of the PBW basis of $U(\mathfrak{g})$ realizes the Hopf algebra $\mathcal{H}$ as the polynomial algebra.
on the commuting indeterminates \( \{ v_i : i \in \mathcal{I} \} \subset U(\hat{g})^* \). However, the expressions of \( \Delta(v_i) \) for \( i \in \mathcal{I} \) in that representation of \( \mathcal{H} \) is rather cumbersome, and fails to reflect the nice combinatorial nature of the coproduct of the Connes-Kreimer Hopf algebra.

The task of determining the commutative graded Hopf algebra \( \mathcal{H} \) from the structure constants \( \lambda_{i',i''}^i \) of a basis (15) of \( \tilde{\mathfrak{g}} \) can be reformulated in terms of a graded Lie coalgebra \([21]\) related to the graded Lie algebra \( \tilde{\mathfrak{g}} \) as follows. Let \( V = \bigoplus_{n \geq 1} V_n \) be a graded vector space with a homogeneous basis \( \{ v_i : i \in \mathcal{I} \} \), and consider the graded linear map \( \delta : V \rightarrow V \otimes V \) defined by

\[
\delta(v_i) = \sum_{i',i'' \in \mathcal{I}} \lambda_{i',i''}^i v_i' \otimes v_i'', \quad \text{for } i \in \mathcal{I}.
\] (23)

Since the coefficients \( \lambda_{i',i''}^i \) are the structure constants with respect to a basis (15) of the graded Lie algebra \( \tilde{\mathfrak{g}} \), \( (V, \delta) \) is by construction a graded Lie coalgebra. The dual map \( \delta^* : V^* \otimes V^* \rightarrow V^* \) endows the linear dual \( V^* \) with a structure of Lie algebra such that \( \tilde{\mathfrak{g}} \) is isomorphic to a Lie subalgebra of the Lie algebra \( V^* \).

Now, our original task can be formulated as follows: find an algebra map \( \Delta : S(V) \rightarrow S(V) \otimes S(V) \) satisfying the following two conditions:

- the coproduct \( \Delta \) endows the symmetric algebra \( S(V) \) with a graded connected Hopf algebra structure \( \mathcal{H} \),
- the linear map \( \hat{\delta} : V \rightarrow V \otimes V \) such that, for each \( v \in V \), \( \hat{\delta}(v) \) is the projection of \( \Delta(v) \) onto \( V \otimes V \) satisfies the relation

\[
\delta = \hat{\delta} - \tau \circ \hat{\delta},
\] (24)

where \( \tau : V \otimes V \rightarrow V \otimes V \) is defined by \( \tau(v \otimes v') = v' \otimes v \).

Such an algebra map \( \Delta \) is not unique, but the corresponding coalgebra structure on \( S(V) \) is unique up to isomorphisms.\(^6\)

Observe that here there is no need to assume that the homogeneous vector subspaces \( \tilde{\mathfrak{g}}_n \) are finite dimensional. One only needs to assume that the Lie coproduct (i.e. Lie cobracket) \( \delta \) is well defined, or in other words, that the structure constants \( \lambda_{i',i''}^i \) of the Lie bracket with respect to a basis (15) are such that, for each \( i \in \mathcal{I} \), the sum in (23) is well defined.

Notice also that the choice of the basis for \( V \) plays no role in this formulation in terms of the Lie coalgebra \( (V, \delta) \). It can be shown that, for a given basis (15) of the Lie algebra \( \tilde{\mathfrak{g}} \), each choice of \( \Delta \) gives rise, after dualization, to a different basis (18) (indexed by the set (22)) of \( U(\tilde{\mathfrak{g}}) \).

We will next make use of the concept of pre-Lie algebra. (We refer to [19] for a survey on pre-Lie algebras.) Assume now that there exists a graded linear map \( \hat{\delta} : V \rightarrow V \otimes V \) satisfying (24). According to Proposition 3.5.2. in [16] (see also

\(^6\)It is actually the universal coenvelopping coalgebra [21] of the Lie coalgebra \( V \).
Theorem 5.8 in [18], if \((V, \hat{\delta})\) is a graded pre-Lie coalgebra (that is, \((V^*, \hat{\delta}^*)\) is a pre-Lie algebra) then there exists a graded algebra map \(\Delta : S(V) \rightarrow S(V) \otimes S(V)\) satisfying the following conditions:

- the coproduct \(\Delta\) endows the symmetric algebra \(S(V)\) with a graded connected Hopf algebra structure \(\mathcal{H}\),
- for each \(v \in V\), \(\Delta(v) - 1 \otimes v - v \otimes 1 \in S(V) \otimes V\),
- for each \(v \in V\), \(\hat{\delta}(v)\) is the projection to \(V \otimes V\) of \(\Delta(v)\).

(Actually, the converse also holds [16].) Furthermore such an algebra map \(\Delta\) is uniquely determined by \(\hat{\delta}\). In [16], a recursive procedure to determine \(\Delta(v)\) for each \(v \in S(V)\) in terms of the pre-Lie coproduct \(\hat{\delta}\) is presented. In Theorem 1 below, we suggest an alternative recursive procedure.

It is worth mentioning that the dual basis of the basis of monomials \(v_{i_1} \cdots v_{i_m}\) of \(S(V)\) corresponding to the coproduct \(\Delta\) uniquely determined by \(\hat{\delta}\) is precisely the basis of the universal enveloping algebra \(U(\hat{\mathfrak{g}})\) of the pre-Lie algebra \(\hat{\mathfrak{g}}\) considered in [30].

Coming back to the Grossman-Larson graded Lie algebra \(\mathfrak{g}\) of rooted trees over an alphabet \(\mathcal{A}\), it is known that it is the free pre-Lie algebra over the set \(\mathcal{A}\) [6]. The Lie algebra morphism \(\Psi : \mathfrak{g} \rightarrow \text{Der}(\mathcal{C})\) considered in Sect. 4.4.1 is actually the unique extension of (9) to a pre-Lie algebra morphism from the Grossman-Larson Lie algebra over the alphabet \(\{a, b, c, d\}\) to the Lie algebra of derivations \(\text{Der}(\mathcal{C})\). The corresponding pre-Lie coproduct \(\hat{\delta} : V \rightarrow V \otimes V\) can be nicely described in terms of all the splittings of the rooted tree in two parts by successively removing each of the edges. The coproduct \(\Delta : V \rightarrow S(V) \otimes S(V)\) uniquely determined in Proposition 3.5.2 of [16] coincides with the Connes-Kreimer coproduct defined in terms of the so called admissible cuts of rooted trees and forests.

This construction of the Hopf algebra \(\mathcal{H}\) from a pre-Lie coalgebra structure \((V, \hat{\delta})\) may seem rather restrictive. However, any graded Lie coalgebra \(V = \bigoplus_{n \geq 1} V_n\) with Lie coproduct \(\delta\) admits at least one pre-Lie coproduct \(\hat{\delta}\) satisfying (24), as we will show later on.

Let \(\mathcal{H} = S(V)\) be the graded connected commutative Hopf algebra uniquely determined by a given pre-Lie coalgebra \((V, \hat{\delta})\), with coproduct \(\Delta : \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}\) and antipode \(S : \mathcal{H} \rightarrow \mathcal{H}\). We define the grading operator \(\rho : \mathcal{H} \rightarrow \mathcal{H}\) given by \(\rho(u) = n v\) if \(u\) belongs to the graded component \(\mathcal{H}_n\). Furthermore, we define the derivation \(\hat{\delta} : \mathcal{H}^\# \rightarrow \mathcal{H}^\#\) as the dual map of \(\rho\), i.e. \(\langle \hat{\delta}(\gamma), u \rangle = \langle \gamma, \rho(u) \rangle\) for each \(\gamma \in \mathcal{H}^\#\) and each \(u \in \mathcal{H}\).

We also use the (generalized) Dynkin operator \(D\) as considered in [12, 23] for graded connected commutative Hopf algebras. (See [20, 31] and references therein for the generalized Dynkin operator in the cocommutative case.) The Dynkin operator \(D : S(V) \rightarrow V\) of \(\mathcal{H} = S(V)\) is the convolution \(D := \rho * S\) (in the references above, \(D\) is actually defined as \(S \ast \rho\)) of the antipode and the grading operator, that is,

\[
D := \mu_{\mathcal{H}} \circ (\rho \otimes S) \circ \Delta,
\]
where $\mu_H : \mathcal{H} \otimes \mathcal{H} \to \mathcal{H}$ is the multiplication map of the algebra $\mathcal{H} = S(V)$. It is not difficult to check that the convolution of $D$ with the identity $\text{id}_\mathcal{H}$ in $\mathcal{H}$ coincides with $\rho$, that is,

$$\rho = \mu_H \circ (D \otimes \text{id}_\mathcal{H}) \circ \Delta. \quad (25)$$

The Dynkin operator has the property that

$$D(u) = 0 \quad \text{for all} \quad u \in V^2S(V), \quad (26)$$

and we thus have that, for each $v \in V$,

$$(D \otimes \text{id}_\mathcal{H}) \circ \Delta(v) = D(v) \otimes 1 + (D \otimes \text{id}_V) \circ \hat{\delta}(v). \quad (27)$$

This in turn implies, together with (25) the following result, which allows to inductively determine $D(v)$ for each $v \in V$ in terms of the pre-Lie coproduct $\hat{\delta}$.

**Lemma 1** For each $v \in V$,

$$D(v) = \rho(v) - \mu_H \circ (D \otimes \text{id}_V) \circ \hat{\delta}(v). \quad (28)$$

**Theorem 1** Let $(V, \hat{\delta})$ be a graded pre-Lie coalgebra, and consider the linear map $D : S(V) \to V$ determined by (26) and (28). The symmetric algebra $\mathcal{H} = S(V)$ becomes a graded connected Hopf algebra with the coproduct $\Delta$ determined as the unique graded algebra map $\Delta : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}$ such that

$$\Delta(v) = 1 \otimes v + v \otimes 1 + \hat{\Delta}(v), \quad v \in V, \quad (29)$$

where the linear map $\hat{\Delta} : V \to \mathcal{H} \otimes V$ is uniquely determined by the identity

$$(\rho \otimes \text{id}_V) \circ \hat{\Delta} = (D - \rho) \otimes 1 + (\mu_H \otimes \text{id}_V) \circ (D \otimes \Delta) \circ \hat{\delta}. \quad (30)$$

**Proof** From (29) one has that

$$(\rho \otimes \text{id}_V) \circ \hat{\Delta} = -(\rho(v) \otimes 1) + (\rho \otimes \text{id}_V) \circ \Delta$$

Application of (25), the coassociativity of $\Delta$, and (27) lead to

$$(\rho \otimes \text{id}_V) \circ \Delta = (\mu_H \otimes \text{id}_V) \circ ((D \otimes \text{id}_\mathcal{H}) \circ \Delta) \otimes \text{id}_V) \circ \Delta(v)$$

$$= (\mu_H \otimes \text{id}_V) \circ (D \otimes \text{id}_\mathcal{H} \otimes \text{id}_\mathcal{H}) \circ (\Delta \otimes \text{id}_V) \circ \Delta(v)$$

$$= (\mu_H \otimes \text{id}_V) \circ (D \otimes \text{id}_\mathcal{H} \otimes \text{id}_\mathcal{H}) \circ (\text{id}_V \otimes \Delta) \circ \Delta(v)$$

$$= (\mu_H \otimes \text{id}_V) \circ (\text{id}_V \otimes \Delta) \circ (D \otimes \text{id}_\mathcal{H}) \circ \Delta(v)$$
\[
= (\mu_H \otimes \text{id}_V) \circ (\text{id}_V \otimes D(v) \otimes 1 + (D \otimes \text{id}_V) \circ \hat{\delta}(v))
\]
\[
= (\mu_H \otimes \text{id}_V) \circ (D(v) \otimes 1 \otimes 1) + (\mu_H \otimes \text{id}_V) \circ (D \otimes \Delta) \circ \hat{\delta}(v)
\]
\[
= (D(v) \otimes 1) + (\mu_H \otimes \text{id}_V) \circ (D \otimes \Delta) \circ \hat{\delta}(v).
\]

Given a graded Lie coalgebra \((V, \delta)\), consider the graded linear map \(\hat{\delta} : V \to V \otimes V\) determined in terms of \(\delta\) by
\[
\rho \circ \hat{\delta} = (\text{id}_V \otimes \rho) \circ \delta,
\]
that is,
\[
\hat{\delta}(v_i) = \sum_{i',i'' \in J} \frac{|i''|}{|i|} \lambda_{i',i''}^{\lambda_i} v_{i'} \otimes v_{i''}, \text{ for } i \in J.
\]
Clearly, (24) holds, and it is not difficult to check that \((V, \hat{\delta})\) is a pre-Lie coalgebra, or equivalently, that the binary operation \(\triangleright : V^* \otimes V^* \to V^*\) obtained by dualizing the coproduct \(\delta\) endows \(V^*\) with a structure of graded pre-Lie algebra. Indeed, for each \(\beta', \beta'' \in V^*\),
\[
\beta' \triangleright \beta'' = \partial^{-1}[\partial(\beta'), \beta''], \quad \beta', \beta'' \in \tilde{g},
\]
where \(\partial^{-1}\) denotes the inverse of the restriction to \(V^*\) of \(\partial\), so that \([\beta', \beta''] = \beta' \triangleright \beta'' - \beta'' \triangleright \beta'\).

**Theorem 2** Let \((V, \delta)\) be a graded Lie coalgebra. The symmetric algebra \(\mathcal{H} = S(V)\) becomes a graded connected Hopf algebra with the coproduct \(\Delta\) determined as the unique graded algebra map \(\Delta : \mathcal{H} \to \mathcal{H} \otimes \mathcal{H}\) such that (29) holds and the linear map \(\tilde{\Delta} : V \to \mathcal{H} \otimes V\) is uniquely determined by the relation
\[
(\rho \otimes \text{id}_V) \circ \tilde{\Delta} = (\mu_H \otimes \text{id}_V) \circ (\rho \otimes \Delta) \circ \hat{\delta},
\]
where \(\hat{\delta} : V \to V \otimes V\) is determined by (30).

**Proof** The definition (30) of \(\hat{\delta}\) and the assumption of \((V, \delta)\) being a Lie coalgebra implies that the identity (28) holds with \(D(v) := \rho(v)\). The result then follows from Theorem 1. \(\square\)

Finally, we provide the dual basis (18) (indexed by the set (22)) of the basis of monomials \(v_{i_1} \cdots v_{i_m}\) of \(S(V)\) corresponding to the graded connected commutative Hopf algebra structure on \(S(V)\) determined in Theorem 2.

We first need some notation.

- Given \(i \in J\), we write \(|i| = n\) if \(i \in J_n\). For \(j = (i_1, \ldots, i_m) \in J\), we set \(|j| = |i_1| + \cdots + |i_m|\). We also write \(|e| = 0\).
• Given \( j = (i_1, \ldots, i_m) \in \mathcal{J} \) and \( i \in \mathcal{I} \), we write \( i \in j \) if \( i \in \{i_1, \ldots, i_m\} \), and, in that case, we denote as \((j \setminus i)\) the element of \( \mathcal{J} \) obtained by removing from \( j = (i_1, \ldots, i_m) \) one occurrence of \( i \). In particular, if \( j = (i) \), then \((j \setminus i) = e\).

For \( j = (i_1, \ldots, i_m) \in \mathcal{J} \), we set:

\[
Z_j = \frac{|j|}{|J|} \sum_{i \in j} G_i \star Z_{(j \setminus i)}. \tag{31}
\]

Observe that \( Z_{(i)} = G_i \) for all \( i \in \mathcal{I} \).

**Theorem 3** The set \((\ref{18})\) of elements of \( U(\tilde{g}) \) given by \((\ref{31})\) is a basis of \( U(\tilde{g}) \) dual to the basis of monomials \( u_j = v_{i_1} \cdots v_{i_m} \) for \( j = (i_1, \ldots, i_m) \in \mathcal{J} \) of the Hopf algebra determined in Theorem 2.

**Proof** For each character \( \alpha \in \mathcal{G} \) of \( \mathcal{H} \), it holds \([23]\)

\[
\langle \partial(\alpha) \star \alpha^{-1}, u \rangle = \langle \alpha, D(u) \rangle \quad \text{for all} \quad u \in \mathcal{H}.
\]

Since \( D(v) = \rho(v) \) for all \( v \in V \),

\[
\langle \partial(\alpha) \star \alpha^{-1}, v \rangle = \langle \alpha, \rho(v) \rangle.
\]

The later is equivalent to

\[
\partial \left( \sum_{j \in \mathcal{J}} \langle \alpha, u_j \rangle Z_j \right) = \partial \left( \sum_{i \in \mathcal{J}} \langle \alpha, v_i \rangle G_i \right) \star \left( \sum_{j \in \mathcal{J}} \langle \alpha, u_j \rangle Z_j \right).
\]

One finally arrives to \((\ref{31})\) by expanding the right-hand side of that identity and equating terms. \(\square\)

### 5 Perturbed Problems

As we saw in Sect. 3, the use of the shuffle Hopf algebra to average oscillatory problems in Euclidean space leads to word series expansions. Extended word series, introduced in \([27]\), are a generalization of word series which appear in a natural way when solving some problems by means of the techniques we are studying. These include the reduction to normal form of continuous or discrete dynamical systems \([26, 27]\), the analysis of splitting algorithms of perturbed integrable problems \([27]\), the computation of formal invariants of perturbed Hamiltonian problems \([26]\) and averaging of perturbed problems \([28]\). We now study the extension of these
techniques to scenarios where the shuffle Hopf algebra is replaced by other Hopf algebras.

We consider the situation where in the initial value problem (3), $F(t)$ is a perturbation $F(t) = F^0 + \tilde{F}(t)$ of a derivation $F^0 \in \text{Der}(\mathcal{C})$ with a well defined exponential curve $\exp(t F^0)$ in $\text{Aut}(\mathcal{C})$. If the solution $X(t)$ of the given problem

$$\frac{d}{dt} X(t) = X(t)(F_0 + \tilde{F}(t)), \quad X(0) = I,$$

exists, then it may be written as $X(t) = Y(t) \exp(t F_0)$, where the curve $Y : \mathbb{R} \to \text{Aut}(\mathcal{C})$ is the solution of the initial value problem

$$\frac{d}{dt} Y(t) = Y(t) \exp(t F_0) \tilde{F}(t) \exp(-t F_0), \quad Y(0) = I.$$ (33)

5.1 Algebraic Framework for Perturbed Problems

We assume that there exist a graded Lie algebra

$$\bigoplus_{n \geq 0} g_n$$ (34)

with finite-dimensional homogeneous subspaces $g_n$, and a Lie group $\mathcal{G}_0$ with Lie algebra $g_0$ such that the exponential map $\exp : g_0 \to \mathcal{G}_0$ is bijective; we observe that $g_0$ and

$$\tilde{g} = \bigoplus_{n \geq 1} g_n,$$

are respectively a Lie subalgebra and a Lie ideal of (34).

Under such assumptions, one can prove that there exists an action $\cdot$ of the group $\mathcal{G}_0$ on the Lie algebra $\tilde{g}$ that is homogeneous of degree 0 (i.e. its restriction to each $g_n$ is an action on $g_n$), and such that, for arbitrary $\tilde{\beta} \in \bigoplus_{n \geq 1} g_n$ and $\beta_0 \in g_0$, $\alpha_0(t) = \exp(t \beta_0)$,

$$\frac{d}{dt} (\alpha_0(t) \cdot \tilde{\beta}) = [\beta_0, \alpha_0(t) \cdot \tilde{\beta}].$$ (35)

We consider the commutative graded connected Hopf algebra $\mathcal{H} = \bigoplus_{n \geq 0} \mathcal{H}_n$ associated with the graded Lie algebra $\tilde{g}$, its group of characters $\mathcal{G} \subset \mathcal{H}^\vee$, and its Lie algebra of infinitesimal characters $g \subset \mathcal{H}^\vee$. 
For $\beta \in \mathfrak{g}_0$, $\text{ad}_\beta = [\beta \cdot]$ is a derivation of (homogeneous degree 0 of) the graded Lie algebra (34). Its restriction to $\tilde{\mathfrak{g}}$ is also a derivation of the Lie subalgebra $\tilde{\mathfrak{g}}$. This derivation can be extended to a derivation of the Lie algebra $\mathfrak{g}$ of infinitesimal characters of $\mathcal{H}$. Hence, one can construct the semidirect sum Lie algebra

$$\tilde{\mathfrak{g}} := \mathfrak{g} \oplus \mathfrak{s}_0 \supset \bigoplus_{n \geq 0} \mathfrak{g}_n.$$

More specifically, given $\tilde{\beta} = \beta_0 + \beta \in \tilde{\mathfrak{g}}$ and $\tilde{\beta}' = \beta'_0 + \beta' \in \tilde{\mathfrak{g}}$ (where $\beta_0, \beta'_0 \in \mathfrak{g}_0$ and $\beta, \beta' \in \tilde{\mathfrak{g}}$), then

$$[\tilde{\beta}, \tilde{\beta}'] = [\beta_0, \beta'_0] + (\text{ad}_{\beta_0}\beta' - \text{ad}_{\beta'_0}\beta + [\beta, \beta']).$$

The action of $\mathcal{G}_0$ on $\tilde{\mathfrak{g}}$ can be extended to an action of $\mathcal{G}_0$ on $U(\tilde{\mathfrak{g}})$ and from that to an action on $\mathcal{H}^e$. In particular, this defines an action of $\mathcal{G}_0$ on $\mathcal{G}$, which allows us to consider the semidirect product group

$$\tilde{\mathcal{G}} := \mathcal{G} \ltimes \mathcal{G}_0.$$

More specifically, let $(\alpha, \alpha_0), (\alpha', \alpha'_0) \in \tilde{\mathcal{G}}$ (where $\alpha_0, \alpha'_0 \in \mathcal{G}_0$ and $\alpha, \alpha' \in \mathcal{G}$), then the product law $\circ$ in $\tilde{\mathcal{G}}$ is defined in terms of the action $\cdot$ and the product laws $\circ$ and $\ast$ of $\mathcal{G}_0$ and $\mathcal{G}$ respectively as

$$(\alpha, \alpha_0) \circ (\alpha', \alpha'_0) = (\alpha \ast (\alpha_0 \cdot \alpha), \alpha_0 \circ \alpha'_0).$$

We identify $(\mathbb{1}, \mathcal{G}_0)$ with $\mathcal{G}_0$, and $(\mathcal{G}, \text{id}_0)$ with $\mathcal{G}$ (here $\text{id}_0$ denotes the neutral element in the Lie group $\mathcal{G}_0$); then we write the elements $(\alpha, \alpha_0) \in \tilde{\mathcal{G}}$ as $\alpha \circ \alpha_0$. In particular, $\alpha_0 \cdot \alpha = \alpha_0 \circ \alpha \circ \alpha_0^{-1}$. We denote as $\text{id}$ the identity element in $\mathcal{G}$.

Given a smooth curve $\tilde{\alpha} : \mathbb{R} \to \tilde{\mathcal{G}}$ such that $\tilde{\alpha}(0) = \text{id}$, its derivative at $t = 0$ is

$$\left. \frac{d}{dt} \tilde{\alpha}(t) \right|_{t=0} = \left. \frac{d}{dt} \alpha(t) \right|_{t=0} + \left. \frac{d}{dt} \alpha_0(t) \right|_{t=0},$$

with $\tilde{\alpha}(t) = \alpha(t) \circ \alpha_0(t)$, where for all $t \in \mathbb{R}, \alpha(t) \in \mathcal{G}, \alpha_0(t) \in \mathcal{G}_0$. This can be used to define the adjoint representation $\text{Ad} : \tilde{\mathcal{G}} \to \text{Aut}(\tilde{\mathfrak{g}})$. In particular, for $\alpha_0 \in \mathcal{G}_0$, $\beta \in \mathfrak{g}$, $\text{Ad}_{\alpha_0}\beta = \alpha_0 \cdot \beta$.

The exponential map $\exp : \mathfrak{g} \to \mathcal{G}$ is defined as follows: given $\tilde{\beta} = \beta_0 + \beta \in \tilde{\mathfrak{g}}$, then $\exp(\tilde{\beta} + \beta) := \alpha(1) \circ \exp(\beta_0)$, where $\alpha(t) \in \mathcal{G}$ is the solution of (21) with $\beta(t)$ replaced by $\exp(t\beta_0) \cdot \beta$. With this definition, $\{\exp(t (\beta_0 + \beta)) : t \in \mathbb{R}\}$ is a one-parameter subgroup of $\mathcal{G}$, and $(d/dt) \exp(t (\beta_0 + \beta))|_{t=0} = \beta_0 + \beta$.

In general $\exp : \tilde{\mathfrak{g}} \to \tilde{\mathcal{G}}$ is not surjective [26]. Given $\tilde{\alpha} = \alpha \circ \exp(\beta_0) \in \tilde{\mathcal{G}}$, there exists $\beta \in \mathfrak{g}$ such that $\tilde{\alpha} = \exp(\beta_0 + \beta)$ if, for each $n \geq 1$, the restriction to $\mathfrak{g}_n$ of $\int_0^1 \text{Ad}_{\exp(t\beta_0)} dt$ is invertible. (The importance of this hypothesis will be illustrated in Sect. 5.3 below.)
5.2 Back to Perturbed Differential Equations

We now consider a perturbed operator differential equation (32), and assume that there exist a Lie algebra homomorphism

\[ \Psi : \bigoplus_{n \geq 0} g_n \rightarrow \text{Der}(\mathbb{C}), \]

an element \( \beta_0 \in g_0 \) and a curve \( \tilde{\beta}(t) \) in \( \tilde{g} \) with \( \Psi(\beta_0) = F_0 \) and \( \Psi(\tilde{\beta}(t)) = \tilde{F}(t) \). This together with (35) implies that

\[ \Psi(\exp(t \beta_0) \cdot \tilde{\beta}(t)) = \exp(F^0) \tilde{F}(t) \exp(-F^0). \]

Equation (33) now reads

\[ \frac{d}{dt} Y(t) = Y(t) \Psi(\alpha_0(t) \cdot \tilde{\beta}(t)), \quad Y(0) = I, \quad (36) \]

where \( \alpha_0(t) = \exp(t \beta_0) \). The problem (36) can be formally solved with the techniques in the preceding section as

\[ Y(t) = \sum_{j \in J} \langle \alpha(t), u_j \rangle \Psi(Z_j), \]

where \( \alpha : \mathbb{R} \rightarrow \tilde{g} \) is the solution of

\[ \frac{d}{dt} \alpha(t) = \alpha(t) \ast (\alpha_0(t) \cdot \tilde{\beta}(t)), \quad \alpha(0) = 1. \]

Hence, a formal solution \( X(t) \) of (32) is given by

\[ X(t) = \left( \sum_{j \in J} \langle \alpha(t), u_j \rangle \Psi(Z_j) \right) \exp(t \Psi(\beta_0)). \]

As expected, the map that sends each \( \tilde{\alpha} = \alpha \circ \exp(\beta_0) \in \tilde{g} \) to the formal automorphism

\[ \left( \sum_{j \in J} \langle \alpha, u_j \rangle \Psi(Z_j) \right) \exp(t \Psi(\beta_0)) \]
behave as a group homomorphism. Similarly, the map that sends each \( \bar{\beta} = \beta_0 + \beta \in \bar{g} \) to the formal derivation \( \Psi(\beta_0) + \sum_{j \in J} \{\beta, u_j\} \Psi(Z_j) \) behaves as a Lie algebra homomorphism. In addition, if \( \exp(\beta_0 + \bar{\beta}) = \alpha \circ \exp(\beta_0) \), then

\[
\exp \left( \Psi(\beta_0) + \sum_{j \in J} \{\beta, u_j\} \Psi(Z_j) \right) = \left( \sum_{j \in J} \{\alpha, u_j\} \Psi(Z_j) \right) \exp(t \Psi(\beta_0)).
\]

The adjoint representation \( \text{Ad} : \tilde{\mathcal{G}} \to \text{Aut}(\bar{g}) \) also translates as expected through the map \( \Psi \), so that it can be used to apply changes of variables in operator differential equations of the form (32).

### 5.3 Application: Modified Equations for Splitting Methods

The material just presented may be applied to analyze numerical integrators of differential equations. We refer to [27] for a detailed study of the application of splitting integrators to the solution of perturbations of integrable problems; that study is based on the use of the shuffle Hopf algebra/extended word series. Here we show how to proceed when the word series scenario is replaced by the more general framework developed in this section. For simplicity the attention is restricted to the well-known Strang splitting formula.

Assume that \( \bar{F}(t) \) is independent of \( t \), and that \( \exp(t \bar{F}) \) exists. Then, it is well known that the solution operator \( X(t) = \exp(t (F_0 + \bar{F})) \) can be approximated at \( t = \tau, 2\tau, 3\tau, \ldots \) (\( \tau \) is the time step) by \( X(k \tau) \approx X_k \in \text{Aut}(\mathcal{E}) \), where \( X_0 = I \) and

\[
X_k = X_{k-1} \exp(\frac{\tau}{2} F_0) \exp(\tau \bar{F}) \exp(\frac{\tau}{2} F_0), \quad k = 1, 2, 3, \ldots
\]

(37)

If \( F_0 = \Psi(\beta_0) \), \( \bar{F} = \Psi(\bar{\beta}) \) with \( \beta_0 \in g_0 \) and \( \bar{\beta} \in \bar{g} \), then

\[
X_k = X_{k-1} \left( \sum_{j \in J} \{\alpha^\tau, u_j\} \Psi(Z_j) \right),
\]

where

\[
\alpha^\tau = \exp(\frac{\tau}{2} \beta_0) \circ \exp(\tau \bar{\beta}) \circ \exp(\frac{\tau}{2} \beta_0) = \exp(\tau \bar{\beta}^\tau) \circ \exp(\tau \beta_0),
\]

\[
\bar{\beta}^\tau = \exp(\frac{\tau}{2} \beta_0) \cdot \bar{\beta}.
\]
Let us assume that, for each \( n \geq 1 \), the restriction to \( g_n \) of \( \int_0^\tau \text{Ad}_{\exp(t \beta_0)} dt \) is invertible.\(^7\) In that case, there exists \( \beta^\tau \in g \) such that \( \alpha^\tau = \exp(\tau (\beta_0 + \beta^\tau)) \), which back to operators, implies that \( X_k \in \text{Aut}(\mathcal{G}) \) formally coincides with \( X^\tau(k) \), where \( X^\tau(t) \) is the formal solution with \( X^\tau(0) = I \) of the modified equation

\[
\frac{d}{dt} X^\tau(t) = X^\tau(t) \left( F_0 + \sum_{i \in \mathcal{I}} \langle \beta^\tau, v_i \rangle \Psi(G_i) \right).
\]

Modified equations are of course a powerful tool to analyze the performance of numerical integrators, see e.g. [36].

### 5.4 Hopf Algebraic Framework

To conclude the paper we shall briefly show how to cast the product group and product Lie algebra constructed in Sect. 5.1 as the group of characters and Lie algebra of infinitesimal characters of a suitable Hopf algebra. As in Sect. 4.5 we consider a (graded) subspace \( V \) of the commutative graded connected Hopf algebra \( \mathcal{H} = \bigoplus_{n \geq 0} \mathcal{H}_n \) associated with the graded Lie algebra \( \tilde{g} = \bigoplus_{n \geq 1} g_n \). Recall that \( V \) has a Lie coalgebra structure such that the Lie algebra \( g \) of infinitesimal characters of \( H \) is isomorphic to the Lie algebra \( V^* \) dual to the Lie coalgebra \( V \).

In addition to the hypotheses in Sect. 5.1, we assume that:

- \( \mathcal{G}_0 \) is an affine algebraic group with Lie algebra \( g_0 \). That is, \( \mathcal{G}_0 \) (respectively \( g_0 \)) is the group of characters (respectively Lie algebra of infinitesimal characters) of a finitely generated commutative Hopf algebra \( \hat{\mathcal{H}}_0 \).
- The action \( \cdot \) of the group \( \mathcal{G}_0 \) on \( g \) can be obtained by dualizing a comodule map \( \hat{\Delta}_0 : V \to \hat{\mathcal{H}}_0 \otimes V \). That is, given \( \alpha_0 \in \mathcal{G}_0, \beta \in g \),

\[
\langle \alpha_0 \cdot \beta, u \rangle = \langle \alpha_0 \otimes \beta, \hat{\Delta}_0(u) \rangle,
\]

for each \( u \in \mathcal{H} \).

Then, \( \hat{\mathcal{H}} := \hat{\mathcal{H}}_0 \oplus \hat{\mathcal{H}}_1 \oplus \hat{\mathcal{H}}_2 \oplus \cdots \) can be endowed with a commutative graded Hopf algebra structure in such a way that the resulting group of characters is the semidirect product group \( \hat{\mathcal{G}} \), and the resulting Lie algebra of infinitesimal characters is the semidirect sum Lie algebra \( \hat{\tilde{g}} \).

---

\(^7\)In some cases, this assumption holds for most values of \( \tau \in \mathbb{R} \), but fails for some particular values which gives rise to so-called numerical resonances [27].
Acknowledgements  A. Murua and J.M. Sanz-Serna have been supported by projects MTM2013-46553-C3-2-P and MTM2013-46553-C3-1-P from Ministerio de Economía y Comercio, and MTM2016-77660-P(AEI/FEDER, UE) from Ministerio de Economía, Industria y Competitividad, Spain. Additionally A. Murua has been partially supported by the Basque Government (Consolidated Research Group IT649-13).

References

1. Alamo, A., Sanz-Serna, J.M.: A technique for studying strong and weak local errors of splitting stochastic integrators. SIAM J. Numer. Anal. 54, 3239–3257 (2016)
2. Arnold, V.I.: Geometrical Methods in the Theory of Ordinary Differential Equations, 2nd edn. Springer, New York (1988)
3. Bourbaki, N.: Lie Groups and Lie Algebras. Springer, Berlin/New York (1989)
4. Butcher, J.C.: An algebraic theory of integration methods. Math. Comput. 26, 79–106 (1972)
5. Castella, F., Chartier, Ph., Sazeau, J.: A formal series approach to the center manifold theorem. J. Found. Comput. Math. (2017). https://doi.org/10.1007/s10208-017-9371-y
6. Chapoton, F., Livernet, M.: Pre-Lie algebras and the rooted trees operad. Int. Math. Res. Not. 8, 395–408 (2001)
7. Chartier, P., Murua, A., Sanz-Serna, J.M.: Higher-order averaging, formal series and numerical integration I: B-series. Found. Comput. Math. 10, 695–727 (2010)
8. Chartier, P., Murua, A., Sanz-Serna, J.M.: Higher-order averaging, formal series and numerical integration II: the quasi-periodic case. Found. Comput. Math. 12, 471–508 (2012)
9. Chartier, P., Murua, A., Sanz-Serna, J.M.: A formal series approach to averaging: exponentially small error estimates. DCDS A 32, 3009–3027 (2012)
10. Chartier, P., Murua, A., Sanz-Serna, J.M.: Higher-order averaging, formal series and numerical integration III: error bounds. Found. Comput. Math. 15, 591–612 (2015)
11. Coccolo, M., Litak, G., Seoane, J.M., Sanjuán, M.A.F.: Energy harvesting enhancement by vibrational resonance. Int. J. Bifurcation Chaos 24, 1430019 (7 pages) (2014)
12. Ebrahimi-Fard, K., Gracia-Bondia, J.M., Patras, F.: A Lie theoretic approach to renormalization. Commun. Math. Phys. 276, 519–549 (2007)
13. Ecalle, J.: Les Fonctions résurgentes, vols. I, II, III. Publ. Math. Orsay (1981–1985)
14. Ecalle, J., Vallet, B.: Correction and linearization of resonant vector fields and diffeomorphisms. Math. Z. 229, 249–318 (1998)
15. Fauvet, F., Menous, F.: Ecalle’s arboration-coarboration transforms and Connes-Kreimer Hopf algebra. Ann. Sci. Ec. Norm. Super. 50(1), 39–83 (2017)
16. Gan, W.L., Schedler, T.: The necklace Lie coalgebra and renormalization algebras. J. Noncommut. Geom. 2, 195–214 (2008)
17. Grossman, R., Larson, R.G.: Hopf-algebraic structure of families of trees. J. Algebra 126, 184–210 (1989)
18. Loday, J.-L., Ronco, M.: Combinatorial Hopf algebras. In: Blanchard, E., Ellwood, D., Khalkhali, M., Marcolli, M., Moscovici, H., Popa, S. (eds.) Quanta of Maths. Clay Mathematics Proceedings, vol. 11, pp. 347–383. American Mathematical Society, Providence (2010)
19. Manchon, D.: A short survey on pre-Lie algebras. In: Carey, A. (ed.) Noncommutative Geometry and Physics. ESI Lectures in Mathematics and Physics, pp. 89–102. European Mathematical Society, Zürich (2011)
20. Menous, F., Patras, F.: Logarithmic derivatives and generalized Dynkin operators. J. Algebraic Combin. 38, 901–913 (2013)
21. Micheli, W.: Lie coalgebras. Adv. Math. 38, 1–54 (1980)
22. Munthe-Kaas, H., Wright, W.: On the Hopf algebraic structure of Lie group integrators. Found. Comput. Math. 8, 227–257 (2008)
23. Munthe-Kaas, H., Lundervold, A.: Hopf algebras of formal diffeomorphisms and numerical integration on manifolds. Contemp. Math. 539, 295–324 (2011)
24. Murua, A.: The Hopf algebra of rooted trees, free Lie algebras and Lie series. Found. Comput. Math. 6, 387–426 (2006)
25. Murua, A., Sanz-Serna, J.M.: Vibrational resonance: a study with high-order word-series averaging. Appl. Math. Nonlinear Sci. 1, 239–146 (2016)
26. Murua A., Sanz-Serna, J.M.: Computing normal forms and formal invariants of dynamical systems by means of word series. Nonlinear Anal. 138, 326–345 (2016)
27. Murua A., Sanz-Serna, J.M.: Word series for dynamical systems and their numerical integrators. Found. Comput. Math. 17, 675–712 (2017)
28. Murua, A., Sanz-Serna, J.M.: Averaging and computing normal forms with word series algorithms. arXiv:1512.03601
29. Novelli, J.C., Paul, T., Sauzin, D., Thibon, J.Y.: Rayleigh-Schrödinger series and Birkhoff decomposition. Preprint arXiv:1608.01110 (2017)
30. Oudom, J.-M., Guin, D.: Sur l’algèbre enveloppante d’une algèbre prè-Lie. C. R. Math. Acad. Sci. Paris 340, 331–336 (2005)
31. Patras, F., Reutenauer, C.: On Dynkin and Klyachko idempotents in graded bialgebras. Adv. Appl. Math. 28, 560–579 (2002)
32. Paul, T., Sauzin, D.: Normalization in Lie algebras via mould calculus and applications. Preprint hal-01298047 (2016)
33. Paul, T., Sauzin, D.: Normalization in Banach scale of Lie algebras via mould calculus and applications. Preprint hal-05316595 (2016)
34. Reutenauer, C.: Free Lie Algebras. Clarendon Press, Oxford (1993)
35. Sanders, J.A., Verhulst, F., Murdock, J.: Averaging Methods in Nonlinear Dynamical Systems, 2nd edn. Springer, New York (2007)
36. Sanz-Serna, J.M., Calvo, M.P.: Numerical Hamiltonian Problems. Chapman and Hall, London (1994)
37. Sanz-Serna, J.M., Murua, A.: Formal series and numerical integrators: some history and some new techniques. In: Guo, L., Zhi-Ming (eds.) Proceedings of the 8th International Congress on Industrial and Applied Mathematics (ICIAM 2015), pp. 311–331. Higher Education Press, Beijing (2015)
38. Sauzin, D.: Mould expansions for the saddle-node and resurgence monomials. In: Connes, A., Fauvet, F., Ramis, J.-P. (eds.) Renormalization and Galois Theories. IRMA Lectures in Mathematics and Theoretical Physics, vol. 15, pp. 83–163. European Mathematical Society, Zürich (2009)