DeepOmix: A scalable and interpretable multi-omics deep learning framework and application in cancer survival analysis
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\begin{abstract}
Integrative analysis of multi-omics data can elucidate valuable insights into complex molecular mechanisms for various diseases. However, due to their different modalities and high dimension, utilizing and integrating different types of omics data suffers from great challenges. There is an urgent need to develop a powerful method to improve survival prediction and detect functional gene modules from multi-omics data. To deal with these problems, we present DeepOmix (a scalable and interpretable multi-Omics Deep learning framework and application in cancer survival analysis), a flexible, scalable, and interpretable method for extracting relationships between the clinical survival time and multi-omics data based on a deep learning framework. DeepOmix enables the non-linear combination of variables from different omics datasets and incorporates prior biological information defined by users (such as signaling pathways and tissue networks). Benchmark experiments demonstrate that DeepOmix outperforms the other five cutting-edge prediction methods. Besides, Lower Grade Glioma (LGG) is taken as the case study to perform the prognosis prediction and illustrate the functional module nodes which are associated with the prognostic result in the prediction model.

© 2021 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
\end{abstract}

1. Introduction

The advent of high-throughput omics technologies, such as the next-generation sequencing \cite{1}, DNA microarrays \cite{2}, and DNA methylation arrays \cite{3} enable the measurement of thousands of molecules at the same time from a biological sample comprehensively. Each type of omics data provides unbiased characterization on one aspect of genome, transcriptome, and epigenome, which raises opportunities for biological and medical research explorations \cite{4,5}. However, analysis of single omics data is limited to exploring the underlying biological mechanisms and capturing intricacy for various complex diseases, which only can explain its molecular field respectively \cite{6}. Therefore, integrating multi-omics data at different levels yields a better understanding of overall disease alterations, has an enormous impact in cancer profiling, diagnosis, and treatment, and elucidates the relationships among different types of omics data for one specific disease \cite{7}.

Developing accurate survival prediction models of cancer benefits the identification of effective prognostic biomarkers, improvement of risk stratification, and personalized treatment. With the accumulation of a tremendous number of multiple omics data in the past decades, it brings opportunities to build the prediction model and infer the systematic underlying biological mechanisms through making an integrative analysis. However, it raises new computational challenges in the data integration due to the heterogeneous characteristics and distribution of different types of data, the high dimensionality of each level of a molecular dataset, and a limited number of observations \cite{8–10}. To address these issues, a variety of regression methods have been proposed to build the prognostic model through integrating multi-omics data \cite{11}.

There are mainly four kinds of approaches to predict the survival time, namely penalized regression, boosting, random forest, and deep learning-based methods \cite{12}. Integrative LASSO with Penalty Factors (IPF-LASSO) \cite{13}, an extension of LASSO method, is designed to make the L1-penalized regression analysis by using different penalty weights for each type of omics data to train the
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model. Component-wise gradient boosting with a generalized linear model (glmboost) is proposed for regression, time-to-event, classification analysis with variable selection [14]. Both glmboost and IPF-LASSO can be applied to multi-omics data with high dimension, which perform the feature selection and reduce the complexity of the model. However, they could only detect the linear relationships between features and outcome variables through fitting linear models. Block forest, a variant from random forest, incorporates the block structure of multi-omics data and makes the non-linear prediction of the clinical outcomes [15]. The limitation of block forest is that they can’t extrapolate the data.

Some deep learning-based methods were also applied to train the survival model. DeepSurv was a method of the deep feed-forward neural network to perform a prediction of time-to-event to make personalized treatment recommendations. It estimated each sample’s effect on their hazard rates concerning parametrized weights of the network, which was configurable with multiple numbers of hidden layers [16]. DeepHIT was a deep neural network architecture to learn the joint distribution of survival time and event directly without making assumptions about the underlying stochastic process [17]. The parameters of the model and the form of the stochastic process depended on the features of the input dataset used for survival analysis. However, these two methods were not designed for integrating multi-omics data and lacked interpretability. It was urgent to propose an interpretable non-linear model for multi-omics data integration and survival prediction.

To fill the gaps of the algorithm in this field, we presented DeepOmix, a scalable and interpretable deep learning framework for multi-omics data integration and survival prediction. DeepOmix learned meaningful information by incorporating prior biological knowledge of gene functional module networks as the function module layer since genes perform functions in cells in the form of a synergistic and regulatory system [18]. Getting the low-dimensional representations in the functional module layer facilitates extracting significant modules corresponding to the prognosis prediction result. The functional modules can be defined by users, including tissue networks [19], gene co-expression networks [20], or prior biological signaling pathways [21]. We performed experiments of benchmark comparison and elucidated that the performance of DeepOmix outperformed other existing state of art prediction models. Then, Low-Grade Glioma (LGG) was taken as the case study. Patients were grouped into two subtypes with significant differences in survival time based on the output layer of the prediction result. The difference of functional nodes on the module layers in these subtypes was tested and top-ranked functional modules were detected. DeepOmix can integrate multi-omics data by incorporating prior biological knowledge to conduct prognosis prediction and learn the low representations on the module layers to understand the underlying mechanisms for further study.

2. Results

2.1. DeepOmix: A multi-omics scalable and interpretable prognosis prediction framework

DeepOmix efficiently implemented a non-linear combination of variables from different omics datasets (Fig. 1A) and incorporated prior biological information defined by users (Fig. 1B) (such as signaling pathways and tissue networks). The deep learning framework of DeepOmix was designed as in Fig. 1C, the detail of which was in the method section.

DeepOmix integrated different omics data as input gene layer and the gene layer nodes were connected with functional layer according to the prior information from pathways or functional modules as input defined. The basic idea behind this model was that in different biological processes, genes exercised their functions in the form of functional modules instead of working alone. The functional module layer was the low-dimensional representations, and each node was a non-linear function of the values at the different molecular levels (mutations, copy number alterations, gene expressions, and DNA methylation) of the genes it contained. Meanwhile, the relationships were various due to different diseases or biological processes. Users can define their own functional modules according to their clinical needs or trail experiments and signaling pathway gene sets were used in our analysis.

After training the model, samples would be classified into two groups, namely high-risk and low risk, according to the values in the output layer (Fig. 1D). Then, the nodes in the functional module layer were treated as the low-dimensional representations, namely new features to elucidate the underlying mechanisms among these two groups with different prognoses. To adumbrate the prognosis result and interpretability of DeepOmix, LGG was taken as the case study.

2.2. Performance comparison with other methods

We compared DeepOmix with other five state-of-the-art methods on eight different cancer datasets. According to the evaluation review published recently [12], top-ranked methods for multi-omics data integration and survival time prediction were selected in our comparison, including IPF-LASSO [13], glmboost [14], and block forest [15]. Besides, two widely used deep learning-based survival time prediction methods, DeepSurv [16] and DeepHIT [17] were also included. Eight different cancer types from The Cancer Genome Atlas (TCGA) project included bladder urothelial carcinoma (BLCA), breast invasive carcinoma (BRAC), head-and-neck squamous cell carcinoma (HNSCC), lower grade glioma (LGG), kidney renal clear cell carcinoma (KIRC), lung adenocarcinoma (LUAD), ovarian serous cystadenocarcinoma (OV) and stomach adenocarcinoma (STAD).

Concordance index (C-index) [22], a widely used performance metric of the survival prognosis prediction model was applied in the evaluation of the experiments. The performance results for six algorithms on eight datasets mentioned above were summarized in Supplementary Table 2. Each method was conducted on eight datasets, and the eight calculated metric values of the C-index were used to evaluate its performance. C-index differences between the other five methods and DeepOmix were shown in Fig. 2A, and statistical method of one-tailed t-test was carried out to elucidate that the mean differences were significantly smaller than zero within all the comparisons. On six out of eight datasets, DeepOmix performed best with the highest average C-index (Fig. 2B). The comparison result showed that DeepOmix was robust and outperformed other methods significantly.

2.3. Case study

2.3.1. Prognosis prediction result of DeepOmix on LGG (Lower Grade Glioma)

Dataset of LGG was taken as an example to perform the case study. First, DeepOmix was applied to the LGG dataset to make the prediction. Then, patient samples were classified into two subtypes with two different prognostic status, namely high-risk and low-risk, according to the values of the output layer. Fig. 3A showed that the difference of survival time was significantly different between these two subgroups (Kaplan-Meier curve) through cox-PH model. Multi-Dimensional Scaling (MDS) was conducted on the second hidden layer nodes for further visualization on the lower dimensional space (Fig. 3B). The features were scaled into
two dimensions, and the scatter plot shown that samples in the two groups of different prognosis prediction results were split.

2.3.2. Detection of the functional modules significantly different among two prognostic groups for LGG

DeepOmix was biologically interpretable since the functional module information was incorporated as the functional layer. It was able to capture the nonlinear and hierarchical effects of biological pathways associated with survival time. The nodes in the functional layer were used as the lower representations for the patients. For each node of the functional module, the Kolmogorov-Smirnov test [23] was performed to test whether the distribution was significantly different between the previously defined groups of samples. The top pathways were listed in Table 1 and Supplementary Table 3.

A recent study elucidated that DDR-related cytokines had prognostic implications on glioma patients [25] and it affected the malignant progression of LGG after temozolomide treatment [26].

Interestingly, Advanced Glycosylation End-product Receptor (AGER) signaling pathway, helped amyloid-beta peptide (Aβ) and mediated Aβ neurotoxicity, and promoted Aβ influx into the brain [27]. Aβ was accumulated naturally in glioma tumors and nearby blood vessels in a mouse model of glioma [28]. The Folate...
3. Methods

3.1. Overview

The core principle behind DeepOmix is to learn the representations of the modules by integrating multi-omics data and user-defined functional modules. Each module is represented by a non-linear function of the multiple omics’ values of genes it contains. Embedding is conducted to learning each module representation on the lower dimension for each input sample.

3.2. Data acquisition and pre-processing

Three kinds of data were used to train the model, namely patients’ multi-omics data, their clinical survival time data, and functional module data defined by users. The top eight cancer datasets by the sample size available of multi-omics and survival time data were obtained from LinkedOmics [32], which contains multi-omics data and clinical data of patients from The Cancer Genome Atlas (TCGA) project. For one certain cancer, only the samples with four types of omics data, including somatic mutation data, copy number alteration data, gene expression data, and DNA methylation data, were used in the following analysis. Prior biological knowledge, signaling pathways were taken as the functional module input in our research. KEGG and Reactome [33,34] pathway gene sets were obtained from Molecular Signatures Database (MSigDB) [35]. Pathways with over 200 genes or less than 20 genes were excluded since small pathways might be redundant with other larger pathways and large pathways might be related to the general biological pathways, rather than specific to a certain disease [36].

For one certain cancer, the processing of the datasets consists of two steps. First, four types of omics data at the gene-level were collected (details in Fig. 4), and variables in each type of omics data were filtered by overlapping with the genes in the functional modules respectively. For mRNA data, protein-coding genes were selected from the raw counts of mRNA expression data, and genes with zero read counts in more than 20% samples were filtered out. Then, the original raw read counts of RNAseq data were normalized through conducting the R package DESeq2 [37], and read counts were transferred into the logarithmic space through “log2(-counts + 1)”. Second, since variables in the gene expression value of mRNA data, beta-value of methylation data, and log2 ratio of GISTIC2 [38] of CNA data were continuous, we processed these three types of omics data in the same way. We kept the top 5000 variables according to their standard deviations among the patients. Each variable was normalized into a standard normal distribution through the R function scale.

3.3. Model construction

DeepOmix was designed as a feed-forward neural network, built with five layers (Fig. 1), including the input layer, one functional module layer, two hidden layers, and the output layer of survival time. The input layer was composed of the normalized four different omics data. For the i-th sample, \( x_{ik} \) represent the k-th omics data of gene g (k = 4 in our analysis). The second layer represented the gene functional modules, the number of nodes in which was the number of functional modules (signaling pathways in our analysis). The edges between the gene layer and functional layer were constructed based on the prior knowledge of pathway gene sets. If the gene belongs to the pathway, an edge was added...
between the g-th gene and p-th pathway. The features of the pathway layer were constructed through an encoder \( q_p(x) \) of the gene layer with a non-fully connected network: 
\[
S_{ip} = q_p(x) = U_{P_g2pathway} \cdot \frac{w_{gkp}}{C3} \cdot x_{igk}/C0/C1/C16/C17
\]
where \( U_z(\cdot) = \tanh z(\cdot) = \frac{e^z}{e^z + e^{-z}} \) as the activation function in our analysis. Then, the pathway features were transformed to the next two hidden layers, and finally to the output layer of the survival data composed of survival time and status with the fully connected networks.

DeepOmix optimized the parameters by minimizing the average negative log partial likelihood with \( L2 \) regularization, and the objective function of the average negative log partial likelihood was defined as:
\[
I(\theta) = -\frac{1}{n_S} \sum_{i:S} \left( h_i \delta - \log \sum_{j:R(T_i)} e^{\theta_j} \right) + \lambda \left( ||\theta||_2^2 \right)
\]
where \( h \) is the second hidden layer’s outputs; \( S \) is a set of uncensored samples; and \( n_S \) is the total number of uncensored samples. \( R(T_i) = \{ i | T_i \geq t \} \) is a set of samples at risk of failure at time \( t \). \( ||\theta||_2^2 \) is the \( L^2 \)-norms of \( \{ \delta, W \} \) together. \( \delta \) is the weight between the last hidden layer and the clinical layer; and \( W \) is a union of the weight matrices. \( \lambda \) is a regularization hyper-parameter to control sensitivity (\( \lambda > 0 \)). We optimized the model by partially training small sub-networks with sparse coding. Training a small subnetwork guaranteed feasible optimization, with a small set of parameters in each epoch.

3.4. Performance evaluation

The predictive performance of DeepOmix was evaluated by comparing it with the other five state-of-the-art methods mentioned above, namely glmboost, IPF-LASSO, block forest, DeepHIT, and DeepSurv. To evaluate the survival result predicted by different algorithms, the overall performance was assessed via the concordance index (C-index) \([22]\). C-index is the most widely used metric that measures the discriminative power of the model by comparing the predicting results with the real survival time. We calculated C-index using function \text{concordance index} in R package \text{survcomp} \([39]\).

3.5. Experiments with cross validation

For each method, we repeated 10-fold cross validation ten times to measure the performance on multi-omics data of each type of cancer for the reproducibility of model performance. For each iteration in the repetition of cross validation, first, the samples were randomly grouped into ten subsets, 10% left-out samples for the test data, and the remaining 90% for building the model and tuning the (hyper-) parameters. Then, the remaining 90% samples were
split into five subsets randomly with ensuring the same censoring percentage to perform 5-fold cross validation, and every round, one dataset for validation datasets while four for training data. The model was built on the training data and (hyper-)parameters were tuned by the use of the validation dataset. Finally, once the prediction model was well-trained, the test data were used as input data to perform the prediction and calculate the predictive performance C-index [22]. Finally, the average of the C-index across all the iterations and repetitions was calculated as the final metric.

3.6. Algorithm configurations

IPF-Lasso was performed via R package ipflasso [13]. Every type of omics data was input as a block, and the penalty factors for different blocks were selected through 5-fold cross validation.

Block forest was fitted via R package blockForest [15]. Block information of different omics data was provided. For blocks with more than 2500 variables, the variables were selected with the smallest p-values from the univariate Cox proportional hazards (cox-PH) regression model [40] (coxph function in the R package survival). The parameters were set as nset = 300, num.trees.pre = 1500 and n.trees = 2000 as the paper [15] suggested.

The method of glmboost was conducted via function glmboost in the R package mboost [14]. The family argument was set as CoxPH (). The parameter of the number of boosting steps (mstop) was selected on a grid from 1 to 2000 through 5-fold cross validation.

For the two deep learning-based methods, four types of omics data were integrated as one input data X, and each feature from the four datasets was treated as one covariate. Samples were grouped into training, testing, and validation subsets. For DeepSurv [16], we chose ReLU as an optimal activation layer with batch normalization and dropout 40% on the dropout layers. Adam optimizer was used for model training, without setting the initial learning rate value. For the method of DeepHIT, the process of training was performed with mini-batches of the training set over 50,000 iterations. Every 1000 iteration, a prediction was conducted on the validation set and the best model was saved to the specified file path. The evaluation of the models was based on the concordance index. The best result was returned if there was no improvement for the next 6000 iterations (early stopping).

3.7. Functional analysis

We took the LGG as the case study in this part. First, we grouped samples of LGG into two parts according to the node values on the output layer with the threshold of median value, namely high-risk group and low-risk group. The survival difference in these two groups was tested via cox-PH model [40]. Nodes in the functional module layer are the low-dimensional representations for the input gene layer. After grouping, to get the meaningful pathways, Kolmogorov-Smirnov test [23] was performed (function ks.test in R) to test the distribution difference of values on each node of the functional layer among two groups. Then, Bonferroni adjusted method [41] was applied to perform the multiple correction for the p-values.

4. Discussion

The application and integration of different molecular profiling technologies create novel opportunities for personalized medicine; however, they also bring challenges. Heterogeneity of the samples and high dimension are the main bottlenecks to perform the combination of multi-omics data and predictions of the clinical outcomes, such as survival time. This calls for better strategies to build the prediction model and identify the related underlying mechanisms. Although there are many studies for prognosis prediction of cancer patients, embedding multiple omics data sources of the patients by combining the gene functional modules and fitting a non-linear function of the omics data has not been reported, as far as we know.

We addressed this problem by building a scalable and interpretable framework called DeepOmix, an explainable framework for the analysis of highly multiplexed omics data. It leverages functional module information to explore the biological mechanisms that might be associated with the prediction result. DeepOmix outperforms other top ranked cutting-edge methods for integrating multi-omics data and predicting the survival time. It provides an exploratory approach to improve the biological understanding of the prognosis prediction model. In addition, in the case study of LGG, top-ranked identified functional pathways that are associated with prognosis groups are confirmed by previous studies.

The work we presented lays the foundation for further researches. Apart from the used four types of omics data, DeepOmix can be expanded to integrate increasingly complex data, such as proteomic data. This deep learning framework with functional module layer could also be applied to predict other clinical outcomes, including the categorical variables (such cancer subtypes and cancer stages) and continuous variables (such as drug response). In the future, single cell RNA sequencing data or spatial transcriptomics data will be more available for next version. In summary, we believe that DeepOmix is a valuable tool to make an integrative analysis of different resolved-omics data and build prediction models.

5. Code availability

The code of DeepOmix and the scripts to generate the results shown in this paper are available at https://github.com/CancerProfiling/DeepOmix.
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