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Abstract—Computationally removing the motion blur introduced by camera shake or object motion in a captured image remains a challenging task in computational photography. The post-processing algorithm must deblur a longer exposure that contains relatively little noise or denoise a short exposure that intentionally removes the opportunity for blur at the cost of increased noise. We present a novel approach of leveraging spatially varying pixel exposures for motion deblurring using next-generation focal-plane sensor–processors along with an end-to-end design of these exposures and a machine learning–based motion-deblurring framework. We demonstrate in simulation and a physical prototype that learned spatially varying pixel exposures (L-SVPE) can successfully deblur scenes while recovering high frequency detail. Our work illustrates the promising role that focal-plane sensor–processors can play in the future of computational imaging.

Index Terms—Motion deblurring, programmable sensors, in-pixel intelligence, end–to-end optimization, computational imaging

1 INTRODUCTION

C ameras have become ubiquitous, their presence felt in every smartphone and countless other devices sold today. Whether their images are designed for social media or processed by a self-driving car, modern cameras are still susceptible to the age-old problem of motion blur. This artifact is the result of either object or scene motion during the image exposure or camera shake via handheld photography, thus rendering the picture of a touching memory or an image used for computer vision tasks useless.

Unfortunately, removing motion blur remains an arduous task. Due to the heterogeneity of local and global motion blur, blind deblurring is difficult to address with pure deconvolution. Recent deep learning methods have popularized multi-scale [1], [2], [3], [4] or multi-temporal [5], [6] deep learning approaches to address this issue. The coarse-to-fine nature of these networks allows for the gradual refining of motion deblurring kernels that are applied spatially invariantly, even in cases of non-uniform motion blur.

These methods have demonstrated the power of machine learning for deblurring, but notably do not take advantage of offloading computation to the hardware. On the other hand, computational imaging methods have excelled in combining software and hardware solutions to simplify many ill-posed computer vision tasks. These include engineering point spread functions (PSFs) [7], [8], [9] and custom coded exposures [10], [11], [12], [13], [14] for motion deblurring. However, these methods are often limited to heuristic designs, and can be restricted by fabrication limits, sensor capabilities, or human intuition.

Fortunately, we are on the brink of a new era of sensor design. The rise of programmable sensors [15], [16], [17], in which sensing and processing can be executed together on the same silicon chip, has brought forth a new age of computing that operates at the time of image capture. Programmable sensors, or focal-plane sensor-processors, open up avenues for analog, digital, or mixed signal processing directly in-pixel. These sensors provide opportunities to preserve optical information of a scene that is otherwise irreversibly destroyed during the sensor integration or capture process. Moreover, the in-pixel intelligence running on these sensors can be learned using end-to-end (E2E) design strategies that jointly optimize the in-pixel programs with downstream computer vision algorithms.

Given these capabilities, we address the above concerns with our jointly Learned Spatially Varying Pixel Exposures (L-SVPE) and machine learning–based reconstruction network to perform high quality motion deblurring (Fig. 1). The benefits are two-fold. Within short exposures, the low signal-to-noise ratios are challenging to handle, but these short exposures still retain high frequency information that we desire in a reconstruction. Within longer exposures,
images will have reduced noise levels thanks to signal accumulation. However, as the sensor integration time increases, these longer exposures are more prone to motion blur. We seek to use the complementary information from both in a single snapshot in our E2E framework.

As programmable sensors grow in production and popularity, we believe in the need to develop appropriate computational imaging algorithms to take advantage of these new capture capabilities. Future mobile phones may no longer be limited to the fixed global exposures they have today for capturing scenes with dynamic motion or low lighting. High dynamic range (HDR) imaging, most popularly done with some form of exposure bracketing [18], will struggle less with image alignment since programmable sensors can capture information at multiple exposures in a single snapshot [19], [20]. We demonstrate that motion deblurring is just one of many tasks that highlight the utility of these powerful sensors.

Specifically, we make the following contributions:

- We introduce a fully differentiable model with a learned in-pixel encoder and deep convolutional decoder for motion deblurring. The encoder can be implemented on a programmable sensor offering “in-pixel intelligence.”
- We demonstrate in simulation that the E2E optimization of the coded exposures along with the decoding network yields superior reconstructions of motion blurred images over those of non-optimized exposures.
- We implement a prototype camera using the SCAMP-5 programmable sensor–processor and demonstrate that our results translate to real-world captures, where the coded exposures are realized electronically.

Source code and trained models can be found on our project website.

2 Related Work

Motion deblurring. Early examples of blind motion deblurring include learning motion blur kernels using CNNs [21], [22], [23]. More recent examples increase the receptive field by using multi-resolution inputs [1], [2], [3], [4] to learn on a combined global and local scale. Attention [3] and atrous convolutions [24], [25] can help apply spatially varying weights for local blurs. Inspired by transformers, Tu et al. [26] use multi-layer perceptrons (MLPs) and attention with multi-resolution features for deblurring, reducing the required number of learnable parameters. Though these methods have produced plausible reconstructions, deblurring networks are fundamentally limited due to the ill-posed nature of the problem, which can only be overcome by changing the image formation model through methods like E2E optimization.

End-to-end optimization. Jointly designing optics and reconstruction networks has emerged as an incredibly useful paradigm in computational imaging [27]. This E2E optimization has been applied to a number of problems such as extended depth of field [28], depth estimation [29], [30], [31], HDR [32], [33], super resolution localization microscopy [34], lensless imaging [35], [36], and Fourier ptychographic microscopy [37]. However, once the optics are fabricated, the challenge of calibrating them arises. To alleviate the need for calibration, in-pixel sensing strategies can also be designed in an E2E fashion for general capture [38], HDR [19], [20], and compressive imaging [39]. We propose following this route, learning a spatially varying exposure pattern jointly with a network for the task of motion deblurring.

Computational imaging for deblurring. Deblurring can be made less of an ill-posed problem with a variety of hardware modifications. Raskar et al. [10] use a random binary coded global exposure pattern, implemented via a liquid-crystal shutter. The coded exposure provides a PSF which preserves high spatial frequencies, allowing the blur to be decoded using traditional deconvolution algorithms. Agrawal and Xu [13] further improve this design with heuristics on PSF invertibility and estimation. Other works use a custom rolling shutter [11] or deblur using information from a camera’s default rolling shutter [40]. Jeon et al. [41] use communication theory to design fluttering patterns, while more recently, Jiang et al. [14] use an interlaced short, medium, and long exposure pattern with a specialized network for reconstruction. We compare this exposure pattern with ours, while using a simpler network for reconstruction. Elmalem et al. [8] design an optic that encodes blur in its color PSF, and Yosef et al. [9] build on this work by additionally using a focus mechanism to recover video frames from a capture with motion blur. Rengarajan et al. [42] proposed using short-long-short exposures with recursive blur decomposition to deblur. Notably, all of the above approaches have been designed using heuristics and theory, making the search space limited to human intuition.

Programmable sensors. The emergence of programmable sensors, offering unprecedented flexibility of in-pixel processing, has brought forth numerous interesting ideas for computational photography. These sensors, also known as focal-plane sensor–processors [16], conduct low-level image processing during the capture. They reduce the need for excessive computational post-processing and enable new capture processes of an image to preserve information that would be lost otherwise, such as dynamic range. Programmable sensors, such as the SCAMP-5 [15] which we use as our prototype, offer programmable pixels and have been successfully used in HDR imaging [19], video compressive imaging [19], [43], depth from defocus [44], feature classification [45], and ego-motion estimation [46]. More recently, coded exposures have also been used for compressive light-field and hyperspectral imaging [39]. Here, we propose to use one variant of these new vision chips, the SCAMP-5, to program pixel-wise coded exposures. To our knowledge, this is the first application of these sensor–processors to motion deblurring.

3 Formulation

We simulate the capture of a scene with our learned programmable sensor using spatially varying pixel exposures (Sec. 3.1), which we also refer to as coded exposures. We then form a multi-channel image with C channels from the single snapshot, where C represents the number of unique
exposure lengths in the learned coded exposure. We do so by interpolating (Sec. 3.2) exposure pixels that were not explicitly captured. This multi-channel image of dimensions $H \times W \times C$ is fed as the input of the decoding network (Sec. 3.3) to produce a reconstructed image. The pipeline is illustrated in Fig. 2.

### 3.1 Learned spatially varying pixel exposures

We model the exposure at pixel location $p$ as the integration of the incident irradiance $V_p$ over an exposure time $t$, which can be written as

$$E_p(t) = \int_0^t V_p(\tau) d\tau,$$

where $t = T_c$ for a typical camera with a fixed global exposure and $E_p$ represents the exposure at pixel $p$. We introduce a learned spatially varying exposure time $T_p$ for each pixel $p$ to indicate an “on” (contrary to “off”) shutter. Thus Eq. 1 can be rewritten as

$$E_p(t) = \int_0^{T_p} V_p(\tau) d\tau.$$  

The exposure $E_p$ relates to the captured image via the camera response function as $I_p(t) = R(E_p(t))$, which captures the noise and quantization effects of the camera.

### 3.2 Exposure length–specific interpolation

A single-shot measurement on our focal-plane sensor–processor produces a single-channel, grayscale image. We expand the measurement as a preconditioning step before decoding. Since our learned exposure times will vary spatially, we interpolate the missing exposure pixels to generate a full resolution estimate of the utilized exposure lengths.

In our framework, we discretize the continuous varying exposure time to a set of discrete values $S = \{t_1, \ldots, t_c\}$, in which $t_c$ is the maximum exposure time. We then interpolate all pixels of the single-channel sensor image with the same exposure to form a separate channel of the image stack that serves as the input to our motion deblurring network. We argue this interpolation step speeds up training since the learned kernels in the decoding network can be applied spatially invariantly. We apply the interpolation function $U : \mathbb{R}^{H \times W} \rightarrow \mathbb{R}^{H \times W \times C}$ where $C$ is the unique number of exposure lengths used from $S$.

We use two different types of interpolation: Bilinear and Scatter-weighted interpolation. Bilinear interpolation (denoted as B) is applied in cases where the exposures have a $2 \times 2$ (Quad) or $3 \times 3$ (Nonad) tiled arrangement (see Sec. 5.3), using information from regular sampling grids. Scatter-weighted interpolation (denoted as S) is applied in cases where pixel exposures of the same length have varying distances from each other across the sensor. Scatter interpolation is applicable when the coded exposures are random or learned, but this method can also be used in the tiled case. Scatter interpolation requires finding the $k$ closest neighbors using a fast $k$-d tree [47] and adding the values of neighboring pixels together, each weighted by their inverse distance from the point of interest to some power $r$. The interpolated value at point $p$ can be written as

$$U(I)_p^c = \frac{\sum_{i=1}^{k} w(p, p_i)I_{p_i}}{\sum_{i=1}^{k} w(p, p_i)},$$

where $c$ is the channel value, $k$ represents the number of nearest neighbors sharing the same exposure length. The weighting function is $w(p, p_i) = \frac{1}{d(p, p_i)^r}$ for $p_i$ such that $T_{p_i} = c$. Each channel has its own interpolation, so we can view this operation as a set of functions $U = [U^1, \ldots, U^C]$. In other words, we interpolate only the missing pixels, with values weighted by inverse Euclidean distance from the

---

**Fig. 2.** Illustration of our L-SVPE optimization framework, including the learned coded shutter, interpolation step, and decoding network. The error between the reconstructed image and ground truth is backpropagated to the coded exposure lengths and decoding network. Here, $T$ represents the maximum exposure length. This pipeline illustrates an example use of four different exposure lengths, providing four full-resolution interpolations.
3.5 Learning discrete exposure values

Learning the relative exposure values, which range from $[1, 8]$, is essentially a quantization step, which is non-differentiable. To this end, we assume a strategy to propagate the gradients through this step. Specifically, we apply a straight-through estimator (STE) [54, 55], which will apply the quantization function $q$ in the forward pass and use the gradients of a differentiable proxy function $\hat{q}$ in the backward pass.

We learn the exposure end points $\phi \in \mathbb{R}^{H \times W}$, $\phi_{h,w} \in [1, \ldots, 8]$. We define a repeat function $M : \mathbb{R}^{H \times W} \rightarrow \mathbb{R}^{8 \times H \times W}$, $M(I)_{t,h,w} = I_{h,w}, t \in [1, \ldots, 8]$ and a fixed matrix

$$P \in \mathbb{R}^{8 \times H \times W} = \begin{bmatrix} p_{1,1} & \cdots & p_{1,W} \\ \vdots & \ddots & \vdots \\ p_{H,1} & \cdots & p_{H,W} \\ p_{h,w} & \cdots & p_{h,w} \end{bmatrix},$$

(6)

We then build our shutter in the forward pass as $q(\phi) = \mathbb{1}[(M(\phi) - P) > 0]$. This guarantees that the pattern will be consecutive along the temporal axis. The gradients with respect to $\phi$ can be decomposed as follows:

$$\frac{\partial \mathcal{L}}{\partial \phi} \approx \frac{\partial \mathcal{L}}{\partial W_\psi} \cdot \frac{\partial W_\psi}{\partial U} \cdot \frac{\partial U}{\partial \hat{q}} \cdot \frac{\partial \hat{q}}{\partial \phi},$$

(8)

where $\mathcal{L}$ is the loss, $W_\psi$ is the decoding network, $U$ is the interpolation step, $q$ is the forward quantization step, $\hat{q}$ is the differentiable proxy function, and $\phi$ is the learned exposure end points.

During the backward pass, we use the gradients of a differentiable proxy function $\hat{q}(\frac{\partial}{\partial q} = \Pi_{[\cdot, 1]}([\frac{\partial}{\partial q}, \mathbb{1}]), \Pi_{[-1, \cdot]}([\frac{\partial}{\partial q}, \mathbb{1}]),$ in which we simply clip the gradients. For the interpolation step, we sum the gradients in the channel dimension so that they will be consistent in dimensions with $\phi$. The gradients from each interpolated point are inversely weighed in the summation to reflect changes to the points from which they derive their interpolated value from. We apply the gradients to our learned exposure end points:

$$\phi^{(k)} \leftarrow \phi^{(k-1)} - \alpha \left(\frac{\partial \mathcal{L}}{\partial \phi}^T \mathcal{L}(W_\psi(U(I)), Y)\right).$$

(9)

Each pixel is limited to $7$ analog memories and $13$ single-bit digital memories. We use $6$ of the digital memories to create $2^6 = 64$ possible time-slots, where $64$ out of $64$ “on” encoded bits would be equivalent to our Long exposure (32 for Medium and 8 for Short). We segment the $64$ time-slots into $8$ to get $8$ learnable options for exposure times. Here, $8$ out of $8$ is Long, $4$ out of $8$ is Medium, and $1$ out of $8$ would be a Short exposure length.

4 Implementation

Dataset. To train our network and evaluate its performance, we use the Need for Speed (NfS) dataset [56], which consists of $100$ videos obtained from the internet. Each video is captured at $240$ frames per second (fps) with a $1280 \times 720$ resolution that we center crop to $512 \times 512$. We allocate $80$ videos for our training set and $20$ videos for our test set. For each video, we select $8$ random $8$-frame-long segments

Fig. 3. Qualitative comparison between the reconstructions of two learned exposure models using L-SVPE trained with an $L_2$ loss and our Combo loss. As LPIPS decreases, the quality of the reconstruction increases. $L_2$ lends itself to more blurry reconstructions, which may miss high frequency details.

point of interest. We use $C = 8$ only for baselines with interpolation where all exposure lengths may be present (e.g. Uniform Random, L-SVPE). For Quad, $C = 4$.

3.3 Capture decoding

Once we obtain an interpolated multi-channel image, we decode this image using the well-known U-Net architecture [48]. We opt for the widely used U-Net architecture that has been useful for a variety of imaging problems [49, 50] and has less parameters than the state-of-the-art deep deblurring methods [1]. Our CNN $W_\psi : \mathbb{R}^{H \times W \times C} \rightarrow \mathbb{R}^{H \times W}$ contains skip connections with a depth of $6$ without batch normalization, and each downsampling block contains a single convolution and ReLU with learned parameters $\psi$. The upsampling blocks use ConvTranspose to upsample the features at each stage. Our decoding step can be written as

$$\hat{Y}_p = W_\psi(U(I)_p)$$

(4)

where $\hat{Y}_p$ is the reconstructed grayscale value at pixel $p$.

3.4 Loss

We use a linear combination of an MSE loss ($L_2$) and a perceptual loss using VGG features ($L_{VGG}$) [51], which we will call our Combo loss. Our loss can be written as

$$L_{combo} = L_2 + \lambda L_{VGG},$$

(5)

where $\lambda$ is the regularizer for the VGG-based loss. We use $\lambda = 100$. We choose the first frame to reduce the need to deblur and prioritize using the information from the shortest exposure, as denoising is typically easier than deblurring.

The VGG-based loss is exceedingly helpful in reaching the perception-distortion trade-off [52, 53], which describes networks as trading off PSNR and SSIM performance for perceptual quality. Since there are many plausible reconstructions for motion blurred images, we find that the perceptual loss helps find a more suitable reconstruction over an unregularized MSE loss, which optimizes for per-pixel accuracy (Fig. 3).
5 EXPERIMENTS

We perform a series of experiments to highlight the value of our learned coded exposure. Specifically, we evaluate our method on different coded exposures and ablate several design choices made in our E2E model.

5.1 Baselines

To demonstrate the utility of our learned exposure, we compare its performance against the following fixed exposures, where B represents Bilinear interpolation and S represents Scatter interpolation. Our baselines (Fig. 4) include:

- **Burst Average**: All 8 frames are averaged together, simulating a Long exposure, and compared to the ground truth. This baseline does not use a decoder.
- **Short**: We simulate a 240 fps capture which is equivalent to a single frame of the video segment input.
- **Medium**: We simulate a 120 fps capture by averaging the first four frames of the input.
- **Long**: We simulate a 30 fps capture by averaging all eight frames of the input.
- **Uniform Random (S)**: We initialize a fixed 512 × 512 array of pixel exposures uniformly selected from length 1 through 8.
- **Poisson Random (S)**: We use a multi-class Poisson disk sampling algorithm [59] to generate a Poisson-distributed fixed pixel exposure from length 1 through 8.
- **Nonad (nine-tuple) (B, S)**: We use the full range of exposures in a 3 × 3 arrangement. We randomly arrange an array of pixel exposures, each pixel a unique length from 1 through 8, with an additional exposure length 1 to make a total of 9 pixels in the 3 × 3. We then tile this fixed arrangement to fill the 512 × 512 resolution.

- **Quad (B, S)**: Following Jiang et al. [14], we use a fixed tile coded arrangement of LMMS (long-medium-medium), where the short pixel is 240 fps, medium pixels are 120 fps, and long pixel is 30 fps. We use this baseline to also initialize L-SVPE which explains its resemblance to Quad (Fig. 4).
- **Full**: We concatenated a full-resolution stack of the Short, Medium, and Long exposure all captured with the same start time and same viewpoint (3-channel stacked image). This baseline serves as a practical theoretical upper bound for how well our method can do without requiring an interpolation step and with full resolution information at different exposure times. This stack of captures would be physically impossible to capture but can be easily simulated. We trained an 8-channel version of this upper bound, but found it challenging to train to convergence without substantial hyperparameter tuning.

For fair comparison, we use the same decoder architecture as our method on all baselines except the Burst Average, which does not use a decoding network. Each baseline, however, has its own set of trained weights. L-SVPE, by default, uses Scatter interpolation. See the supplemental material for more details on our choice of baselines.
5.2 Determining interpolation parameters
To determine the optimal parameters for Scatter interpolation, we compute the average accuracy and time to perform interpolation using $k$ neighbors on a test set of video segments. We first simulate the exposure capture of each video segment using the chosen spatially varying exposures to get a single-channel capture. We then use Scatter interpolation to interpolate pixels of exposure lengths that were not captured from a single-channel capture. We then use Scatter interpolation to interpolate pixels of exposure lengths that were not explicitly captured to acquire a $H \times W \times C$ multi-channel image. We then compute the accuracy of each interpolation of each individual channel and average the metrics for each channel together for each image. We then compute the average of the metrics over the entire test dataset.

We present these results in Table 1. Specifically, we test the interpolation on Uniform and Poisson Random exposures. We observe that as $k$ increases, so does the time needed for computation per image. We observe that $k = 3$ or 4 provides comparably good interpolations, with $k = 3$ overall being the fastest. Thus, for all our Scatter-based methods, we use $k = 3$ and $r = 1$ which allows for relatively fast computation and accuracy.

5.3 Comparison against baselines
Figure 5 presents qualitative comparisons between these baselines. The Short exposure performs better than Medium and Long exposures, due to the network more easily learning to denoise than deblur. The Full exposure outperforms all single exposure baselines, demonstrating the utility of combining information from different exposure lengths.

We see that baselines with spatially variant pixels outperform the Medium and Long baselines, while also notably performing better than the Short exposure significantly in LPIPS. This result demonstrates the utility of varying exposures for perceptual quality. More structured shutters, like Nonad and Quad, do better than random shutters likely because of the uniformity of data given from the sensor. Our approach with learned exposures can outperform all baselines, reaching the closest to the theoretical upper bound, Full, in performance. We believe that L-SVPE may learn a better priority weighting for different exposures and mixes the small periodic structure of Quad with semi-regular deviations that reoccur over a larger period to mitigate artifacts.

5.4 Ablation studies
Table 2 presents ablation studies on each component of the network. We compare our decoder choice, U-Net, against
DnCNN [60], another popular memory-efficient image reconstruction network. The DnCNN is trained to predict the residual noise of the first channel of the multi-channel input into the decoder, if applicable. These studies demonstrate the utility of each component of our method. Note that the Scatter interpolation may not provide the best PSNR performance over no interpolation, but improves SSIM and LPIPS, which is consistent with our baselines study results. We found that DnCNN with a perceptual loss can be often detrimental to performance, which may suggest that DnCNN is not universally optimal for providing perceptually plausible deblurring from spatially varying exposures.

5.5 Image reconstruction quality

In Figure 6, we present a few qualitative examples of reconstructions with the top-performing baselines. To produce reconstructed RGB images, we individually reconstruct each channel with our baselines, which are trained on grayscale images. L-SVPE generalizes well across different color channels, while methods such as Short and Quad Bilinear can introduce discolored artifacts.

We believe these artifacts may also arise from the reconstruction network trying to denoise by blurring, leading to color “bleeding.” We highlight the robust performance of our model against optical blur observed in Row 2 and global blur observed in Row 3. Row 1 and Row 4 demonstrate how L-SVPE is capable of recovering high frequency detail in the wrinkles of the coat and the fencing in front of the white car, respectively.

6 Prototype

We implement a physical prototype of our model using a focal-plane sensor–processor. Specifically, we use the SCAMP-5 [15], a 256 × 256 pixel array in which each pixel contains a programmable processing element (PE). Each PE contains a small number of analog and single-bit digital memories that can be set using dedicated instructions. We program the learned coded exposure pixel-wise into the analog memories using a micro-controller.

Figure 7 shows reconstructions from trained global exposure models (Long, Medium, and Short) and the two top-performing spatially varying exposures (Quad with Bilinear interpolation and L-SVPE) on two captured scenes, Swing and Jump Rope. Although Long and Medium reconstructions preserve the static background details, there are few improvements in motion deblurring for both scenes. The Short model tends to blur high frequency details such as the grass in Swing and the shoe detail in Jump Rope in an attempt to denoise the image. Quad Bilinear introduces blurring in areas with fine detail, losing details in the overhead wires in
Fig. 7. Reconstructions of images captured using a physical focal-plane sensor–processor prototype (SCAMP-5). We compare reconstructions of two scenes (Swings and Jump Rope) from global exposures (Long, Medium, and Short) models and the best performing spatially varying exposures (Quad with Bilinear interpolation and L-SVPE). Rows 1 and 5: Captured images. The Short capture is noisier than its longer exposure counterparts. Rows 2 and 6: Reconstruction from the networks. Rows 3 and 4: Zoom ins of the reconstructed Swings scene. L-SVPE can successfully recover the lower shoe in addition to maintaining the high frequency detail of the static tree. Rows 7 and 8: Zoom ins of the reconstructed Jump Rope. L-SVPE preserves the sharp edges of the ground tiles and reconstructs the details of the shoe.
Discussions. Only L-SVPE can successfully recover the fine details of each scene in addition to deblurring. More details on how the captures were processed and videos of these scenes can be found in the supplemental material.

7 Discussion

We present a novel method for motion deblurring using learned coded pixel exposures. We demonstrate that our joint hardware-software approach is better than deep learning for comparable reconstruction networks. L-SVPE is able to address dynamic motion blurs and varying levels of noise across many different scenes. We demonstrate that its performance translates to a physical prototype, in which we show that L-SVPE can deblur while preserving high frequency details in real-world scenes.

Limitations. Our programmable sensor operates in grayscale, without any color filter on top of the sensor. Thus, we design our method around capturing grayscale scenes and process RGB channels individually. Additionally, many motion blur datasets do not contain many samples that would allow robust training against over- and under-exposed scenes. To our knowledge, no dataset with sufficient motion blur captured at a high frame rate exists. Therefore, due to data limitations, we do not test against these lighting scenarios.

We could alternatively use an arbitrarily short exposure to mitigate motion deblurring and focus solely on denoising. However, shorter exposures suffer from quantization artifacts on the sensor and require extensive denoising algorithms [61], [62], [63], [64]. Thus, our method is a more robust solution to different lighting scenarios.

Future Work. In future work, we would like to address the aforementioned limitations. Such work would include incorporating HDR scenes so that we can train for over- and under-exposed scenes. We also do not explicitly focus on optical blur or defocus blurs, and thus an improved E2E model could include modeling the optics for improved robustness against different types of blurs. It would be additionally useful to expand E2E methods like ours to programmable sensors that can capture different color channels as well. Different colors captured at different exposures such as that of Jiang et al. [14] can provide helpful cues in reconstruction.

Conclusion. These efforts add to the growing foundation for emerging programmable sensors in computational imaging. As these sensors become more widespread in their use, we may begin to reframe our thinking of how to address ill-posed computer vision tasks, from object classification to HDR imaging. This work serves as a step in that direction.
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