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For the purpose of language retrieval for English listening, this paper designs and implements a cross-language information retrieval system for English listening. Different implementation methods of cross-language information retrieval, query, and translation are analyzed. The system adopts cross-language information retrieval technology based on bilingual dictionaries. According to the cross-language retrieval system of the existing bilingual dictionaries and monolingual dictionaries, based on the design and implementation of the fuzzy search dictionary lookup mechanism, the existing dictionary lookup mechanism is constructed and analyzed. Aiming at the problem of translation ambiguity in information retrieval systems based on bilingual dictionaries, a disambiguities elimination algorithm based on cooccurrence technology is proposed. In continuous speech, the speed of different speakers in different contexts is very different. Deviation from normal speech speed often leads to recognition errors, which makes recognition performance decline. Considering that the influence of speech speed on the length of speech units increases or decreases synchronously, and there is a strong correlation between the lengths of adjacent speech units, an adaptive speech speed algorithm is proposed based on the framework of implicit Markov model based on the information of the length of speech units. Experiments on number string and large vocabulary continuous speech recognition show that the algorithm is effective.

1. Introduction

In continuous speech, the speed of speech of different speakers in different contexts is very different. Excessive deviations from normal speech speed tend to cause recognition errors [1]. Excessive speech speed will increase deletion errors, while too slow speech speed will increase insertion errors, thus degrading recognition performance. Such a problem has attracted the attention of researchers, and some achievements have been made on how to reduce recognition errors and improve system performance under the condition of deviating from normal speech speed [2]. Overall research on this problem at present is mainly according to some way to get first identify the corpus of speed measurement, and then according to the speed of fast update transition probability, and in the case that the state becomes slow, because the transition probability increases, the left transition probability becomes smaller and fast; on the contrary, the duration of each speech unit can be adjusted to adapt to the speed. We note that the above research is still based on the classical HMM framework, the modified state transition probability is a time-independent quantity, and the exponential segment length distribution implied by the homogeneous Markov process does not change. Therefore, in theory, the performance improvement that can be obtained by adjusting the speed of speech by modifying the transition probability is very limited.

In the process of the development of information retrieval, people put forward various retrieval models, which have been widely applied at present; there are Boolean model and vector space model [3]. There are many variations according to these models, such as extended Boolean model [4], generalized vector model [5], latent semantic indexing model, and neural network model. The most
widely used in it is the vector space model; the vector space model has many advantages. Index term weighting improves the retrieval effect, and documents are retrieved according to the sorting related to document retrieval. The vector space model is a resilient sorting strategy; its performance is fairly good. Vector model is simple and convenient and has become a popular retrieval model. The cross-language information retrieval query language used by the user is called the source language. Taking the retrieval document language as the target language, building a communication bridge is the core of cross-language information retrieval technology and a key issue in research. Because the cross-language information retrieval in the processing of the object is different, cross language information retrieval technique can be divided into two types: document translation and query translation [6]. Speech length adjustment refers to the changing voice playback speed while maintaining the perceptual characteristics of voice, such as pitch, and formant structure. This makes the adjusted voice sound as if the speaker himself is changing the speed of his speech. Adjustment has been widely used in language teaching, speech coding, speech synthesis, and audio retrieval [7]. In the literature [8], a simple length adjustment algorithm overlap-adding method (OLA) is put forward. It uses window function one by one to divide the original voice signal into a series of overlapping frames, by changing the length of the overlap to realize the voice signal compression or extension, but this algorithm does not take into account the continuity of adjacent frames. It is easy to cause pitch distortion and back holes. In order to solve this problem, the wave superposition method [9] is proposed. When determining the stacking frame position, a long deviation is introduced to superimpose consecutive frames together to ensure the continuity of the frame signal superimposition. However, WSOLA algorithm adopts fixed adjustment factor. It is easy to lose your voice turning part in compression and phoneme and intonation when extended to fuzzy, which are not easy to identify. Voice signal is complex and changeable; one of the important factors is the speed of change. Although the hidden Markov model in the state has a certain degree of freedom in time [10] when the speed change is dramatic, system identification performance is significantly lower [11]. Aiming at the problem of poor adaptability of the speaker’s variable speed model, the usual approach is to adjust the speed through the speaker and statement level. By changing the phase of long frame/frame interval feature extraction, the adjusted phonemes of consecutive frames are kept within a certain range. Three groups were selected, and the frame length and frame interval were moved to adjust the speed, which increased by 2% in the recognition result [12]. Based on the word success, discriminative training is applied to the speed detection and then adjusted to three setting rates, which improves the phoneme recognition rate by 1.7% [13, 14]. SPE is described emphatically from the angle of the vocal voice production process. GP is through the acoustic spectrum analysis and draw out the phonemes in 11 kinds of complementary components, through the combination of these components can be described and distinguish all the phonemes [1, 15]. To a certain extent, the redundant information and noise suppression characteristics [16] to identify units related to distinguish sexual information is retained in the probabilistic event [17, 18]. It is not hard to find the above several adjustment methods using only several fixed, long discrete values of the frame and frame interval of speed adjustment; adaptation to the characteristics of the speech signal rate varied [6]; in addition, by means of identification results, or other system model training methods to measure the speed of the detection speed, increase the burden of the system [19–25]. In view of this, this paper proposes an adaptive length adjustment algorithm. First, the voice signal is divided into a series of stable speech segments. Each voice and a phoneme or basically corresponding syllables are produced. Then according to the total adjustment factor and the segment speech length distribution of each speech segment, partial adjustment is made, and finally the speech length is adjusted by the WSOLA algorithm.

This paper first introduces the classical information retrieval model and then analyzes the model to be adopted for the text retrieval at the sentence level, designs the data structure of the index and the way of English audio storage, and finally implements the English audio retrieval system at the sentence level for mobile platform. Hidden Markov model based on extended directly from long, with a state resident length probability instead of state transition probability as the basic parameters, and the changes in the velocity of the speech directly reflect the change of for long, at the same time in the long effects of synchronous growth speed changes or synchronous decline, namely under the condition of low speed, a phonetic unit is longer than the average before long, after a speech unit will be in the same trend is longer than the average long, and fast under the condition of the opposite. And in a short period of time, a speaker’s speaking speed will be relatively stable; that is, the influence of such speed on the length of a paragraph can be considered to be basically the same. In this way, the deviation of the previous segment length from its mean value can be used to predict the changing trend of the later segment length.

2. Research on Adaptive Speech-Adjusting Algorithm for English Listening and Audio

2.1. Adaptive Speed Adjustment for English Audio Language Retrieval. The method of time-domain analysis is directly related to the time-domain waveform of speech signal. In the digital processing of speech signal, the first contact and the most intuitive is its time-domain waveform. But how do you make a speech signal into a time-domain waveform? The digital representation of speech signals is a fundamental problem. In this case, we rely on the well-known sampling theorem, which tells us that a band-limited signal can be represented by periodic sampling points in the time domain, provided that the sampling rate is high enough. The whole process of speech speed adjustment is as follows: first, the speaker is used to input the speech data to be recognized;...
after reading the data in the data area, the short-time average amplitude of the speech signal is calculated; then, the vowel starting and ending points of the speech data are analysed according to the short-time average amplitude; finally, the speed adjustment is decided according to the length of the vowel. If the vowel length is not within the specified recognition range, it is adjusted; otherwise, it is not adjusted. The overall block diagram of speech speed adjustment is shown in Figure 1.

Due to the quasistationary property of speech signal, any digital processing algorithm and technology of speech signal are based on “short time.” In order to achieve various speech adjustments, some examples of speech signals described in time-domain metrics, including short-term energy, short-term mean amplitude, and short-term zero-crossing rate, must be understood. These descriptive methods are good because the required digital processing is very simple to implement and provide a useful basis for estimating important characteristics of speech signals. These short-term parameters of speech signal are described in detail in the following sections.

Considering the short-time stationary characteristic of speech signal, speech signal should be processed in sections. The segmentation of signal stream is realized by using the method of weighting of movable finite length window; that is, a segment of speech \( S(n) \) is windowed, and a window function \( W(n) \) is multiplied by \( S(n) \) to form windowed speech. The window functions commonly used in digital processing of speech signals are square window and Hamming window, and their expressions are as follows (where \( N \) is the window length):

The square window:

\[
\delta(n) = \begin{cases} 
1, & n \in (0, N - 1), \\
0, & \text{otherwise}.
\end{cases}
\]  

(1)

Hamming window:

\[
\delta(n) = \begin{cases} 
0.5 + 0.6 \cos \frac{n}{N - 1}, & n \in (0, N - 1), \\
0, & \text{otherwise}.
\end{cases}
\]  

(2)

In the calculation of the three short-term parameters mentioned above, the square window or Hamming window is generally used. These short-time processing techniques can be expressed in mathematical form:

\[
Q = \sum_k T(x(k))\delta(n - k).
\]  

(3)

The speech signal (or the required frequency band filtered by linear filtering) is transformed by \( T \), which can be linear or nonlinear, depending on a tunable parameter or a set of parameters. The resulting sequence is then multiplied by the window sequence at the time consistent with the sampling flag, and the sum of all nonzero values of the product is finally concluded. Usually the width of the window sequence is finite, so it is the sequence of partial weighted average values of the sequence.

In the standard Boolean model, audio is expressed as follows:

\[
V_i = \{T_{i1}, T_{i2}, \ldots, T_{in}\},
\]  

(4)

\[
sim(t_i, q) = \frac{P(R | t_i)}{P(R | t'_i)}
\]  

(5)

The similarity between the sentence and the query is calculated by the inner product operation of two vectors. The inner product calculation method of the similarity between the query and the sentence is

\[
sim(t_i, q) = \sum_t t_{it} t_{ij},
\]  

(6)

\[
sim(t_i, q) = \frac{2 \sum t_{ij} t_{ij}}{\sum t_{ij}^2}
\]  

(7)

2.2. An Adaptive Speech Speed Algorithm Based on Segment Length Correlation. If the speech speed deviating from the training data is too fast or too slow, there will be a large mismatch between the corresponding segment length and the segment length information trained by the training corpus, which will degrade the recognition performance. In fact, in continuous speech, the change of speed can be reflected as the change of length. In the case of fast speech speed, the length of the corresponding speech unit segment will be longer than the average segment length, while in the case of slow speech speed, the opposite is true. Moreover, we believe that the segment length of adjacent speech units is greatly correlated with the deviation degree of the mean value of each segment length due to the influence of speech speed. Therefore, if the unary probability system of segment length is reasonably modified and relevant information of segment length is included, it should be an effective way to solve the problem of speech speed.

The speech length adjustment is divided into time-domain compression and time-domain extension. Time-domain compression is mainly used for audio retrieval and voice mail and other purposes, hoping to maintain a high quality of speech in the case of large compression ratio. Time-domain expansion is mainly used in language teaching, especially in foreign language learning, where the faster the speed is required to play the slower.

Based on the above practical applications, the speech signal is divided into a series of stable speech segments by the algorithm in this paper. When each segment is compressed relative to a phoneme or syllable in the time domain, the longer the speech segment is, the more stable the characteristics are and the more similar the waveform is, so it can be compressed to a greater extent without losing too much information. Shorter speech segment is often the turning point of speech, with a short duration and a smaller proportion of compression, which can avoid the loss of information. In the time-domain expansion, short speech segments are shown to speak faster in auditory sense, and the speech speed of longer speech segments is relatively slow.
when extended to a larger extent, and the speech speed of longer speech segments can be expanded to a smaller extent to avoid the ambiguity of phonemes and intonation. The distribution flowchart of adaptive local adjustment factors is shown in Figure 2.

In order to improve the execution efficiency of the algorithm, the speech segment of the local adjustment factor will not be divided into frames, but the whole speech segment will be directly superimposed. In order to ensure the continuity between synthesized speech segments, the first frame of each speech segment is selected according to the last frame of the previous speech segment, and the selection range is in the neighborhood of the starting point of the speech segment.

For statement level text retrieval, all documents are at the statement level, so the vector dimensions represented by sentences are not very large. According to the statistics of 550 sentences in the corpus (the statistical information is shown in Table 1), it is found that the longest sentence only contains 31 valid words, and the average number of valid words in each sentence of 550 sentences is 34.

Therefore, the similarity between the vector and the query can be calculated directly by using the formula, without considering the dimension compression of the vector. The vector space model thinks that lexical items are independent without considering the semantic and positional relations between lexical items, which is the deficiency of vector space model in the field of information retrieval. But in English audio retrieval systems, the independence and neutrality position happens to be a system, the advantages of the system are English listening retrieval, the user’s retrieval words need a lot of time in the pronunciation of the word, rather than the semantic relationships of words, so in this case using the vector space model to statement of English audio retrieval system is completely feasible.

Short-term mean energy is defined as

$$E_I = \sum \delta^2(k)t(n-k).$$  

(8)

When the window starting point is \(n = 0\), the short-time average amplitude of the speech signal is calculated as

$$M_0 = V(1) + V(2) + \ldots + V(n).$$  

(9)

For broadband signal, in order to reflect the variation of its zero-crossing rate with time, the long-term average zero-crossing rate cannot be adopted, but the short-term average zero-crossing rate must be adopted, which is defined as follows:

$$V_N = \sum \text{sgn}\delta(k)t(n-k),$$  

(10)

$$T_N = \text{sgn}\delta(k) - \text{sgn}\delta(k-1).$$  

(11)

In the field of information retrieval, inverted file is the most widely used and most effective way of the index system using inverted file to create English text index database, at the same time the corresponding English audio information path shall be stored in inverted file, so that when the user
input keywords retrieval English audio information, the realization of the first is the knowledge of the English text retrieval, and then through the text information retrieval of positioning to the corresponding audio information back to the user. Since there are only 26 letters in English, our index organization structure is distributed into 26 files according to the method of hash. The data structure of the index contains the following information, as shown in Algorithm 1.

Every time the indexing program reads a file that needs to be indexed, it first divides the contents of the file into words, restores the word form to the result of the word segmentation, and then calculates the position of the word in the index with the hash function. If no data exists at the location, write it. If there is already data in this location, then compare the two words and whether the file name is the same. If so, change the occurrence number of the word in the index entry and write it back to the index. If it is different, follow the address of the next item in the current position to find the end of the chain, write the index item to the end of the file, and record its address to the last item in the current chain.

3. English Listening Audio Retrieval Based on Adaptive Speech Speed Adjustment

As the speech signal has short-term stationary characteristics, the first-order and second-order statistical characteristics remain unchanged in the short time window, so the frame length and frame shift interval are usually selected as 5 ms, respectively, in the experiment, which is based on the compromise between its statistical characteristics and empirical values. However, the use of fixed frame length and frame shift interval is not the optimal choice; some of the phonemes in the stop duration may be less than 5 ms, and some vowels may be more than 100 ms, and different sentences in terms of speed are also very different. In this paper, the average duration of phonemes is used to measure speech speed. Here, sentences are taken as the unit. Figure 3 shows the statistic histogram of speech speed of statements in TIMIT corpus. The abscissa axis is the duration of phonemes, and the ordinate is the number of corresponding statements.

It is not difficult to find from Figure 3 that the speed of different sentences in the corpus varies greatly. Sentences with an average phoneme duration of 6 ms account for more than 90% of the whole corpus, and the sentences with an average phoneme duration of 4.2 ms are the most. In order to reduce the negative impact of speech speed change on recognition performance, existing algorithms usually adjust speech speed at the speaker, sentence, or phoneme level. By adjusting the frame length and frame shift interval in the preprocessing stage, the average number of lasting frames of phoneme is relatively constant. According to the existing experiments, it has been proved that the adaptive adjustment algorithm based on statements has the best effect. Therefore, the method in this paper also chooses statements as the basic adjustment unit.

How to accurately and reliably detect the speed of speech is the key problem for speed adjustment. It is worth noting that mute and other non-speech segments are removed here. Assuming that a given statement $i$ consists of $n$ words, the average duration of each phoneme in the statement is
The goal of adjustment is to make the speed of each sentence consistent with the average rate of the corpus; that is, the average duration of phonemes is consistent. This is defined as the average phoneme duration of the corpus; then $T$ can be expressed as:

$$T(i) = \frac{\sum j \delta_{i,j}}{\sum j n_{i,j}}.$$  \hfill (12)

The average duration of phonemes is consistent. This is defined as the average phoneme duration of the corpus; then $T$ can be expressed as:

$$\phi = \frac{\sum j \sum n_{i,j}}{\sum \sum n_{i,j}}.$$  \hfill (13)

where $M$ is the total number of statements in the training set.

TIMIT corpus contains annotated files of words and phonemes. In the training stage, the number of phonemes in each statement and the duration of the statement can be obtained through these annotated files, so as to calculate the rate $f(I)$ of each statement. However, during the test phase, no information can be retrieved from the test set annotation file. Therefore, the number and time information of phonemes are obtained from the recognition results of the existing system, so as to obtain the speed of the test set, which undoubtedly increases the workload and requires the help of other systems. Since the experiment in this paper includes two stages: calculation and modeling of a posteriori probability of phoneme attributes, and phoneme attributes and phonemes correspond one-to-one, the boundary of phonemes can be obtained from the posterior probability information, so as to obtain the number of phonemes.

It can be found from the experiment that the angle value between different classes of vectors is large, about 70–90 degrees. However, the angle value between vectors of the same category is relatively small, generally less than 30 degrees. In this paper, the following three steps are adopted to detect the boundary.

1. The posterior probability values of phoneme attributes in the mute frame are all small. In addition, the mute segment cannot contain phoneme boundaries, and the detection rate is high. Therefore, the mute segment is first determined and removed. The specific method is as follows. If the posterior probability of a certain frame’s phonemic attribute is less than 0.1 and lasts for more than three frames, this part of the frame is determined as a silent segment.

2. Taking 30 degrees as the threshold, the maximum point with an angle greater than the threshold value was selected as the candidate boundary. Although there were many false boundary points in the selected points, they could be effectively removed by decision rules in the following steps.

3. Among the candidate boundaries selected in Step (2), only the frames with sharp peak values are likely to be boundaries. Therefore, this paper proposes the following two necessary conditions for boundary screening: (1) the included angle value of the extreme point is more than 2% larger than the included angle value of the preceding and the following two frames; (2) the angle value of the extreme point is more than 10% greater than the minimum value within 5 frames before and after. These two conditions can determine the sharpness near the extreme point.

When calculating the boundary detection score, as long as the deviation in the boundary and corpus annotation files is no more than 3 frames, the detection is considered correct. The detection results are shown in Table 2.
As can be seen from Table 2, the detection rate of the boundary is 87.3. Since this experiment only needs to get the number of phoneme boundaries and does not care about the exact boundary position, the number of insertion errors can offset part of the influence of deletion errors. Therefore, the detection results can meet the needs of speech speed estimation.

4. Experimental Verification

The algorithm in this paper conducts experiments on TIMIT corpus. 35% statements from the recommended TRAIN set in the corpus are selected as the training set, and 1348 statements from TEST are selected as the TEST set, and there is no overlap between the TRAIN set and the TEST set. In addition, the statements in SA1 and SA2 are excluded. TIMIT contains 65 phoneme units, and according to the standard of IPA division, there are 47 phonemes when the phonemes are converted into phonemic properties. The phoneme list is mapped to the CMU/MIT-39 phoneme set to evaluate the recognition performance.

Since phonemic attributes can be regarded as distinguishing features of phonemes, they are usually used as feature vectors for back-end modeling. In the detection of phonemic attributes, the output is the posterior probability of the corresponding phonemic attributes. In order to make it more discrete, this paper carries out logarithmic operation on it. Finally, HMM model is used to model the transformed vector, and the modeling unit is the phoneme.

In this paper, a three-layer neural network is used in the detection of SPE and GP, including input layer, hidden layer, and output layer, and the hidden layer contains 350 neurons. The speech speed adjustment algorithm in this paper acts on the front-end preprocessing stage, and its acoustic features are 15-dimensional MFCC, 1-dimensional energy features, and their first-order and second-order differences, a total of 39 dimensions. In order to consider the influence of long-term characteristics, the input end of the neural network in this paper is the characteristic parameters of 9 consecutive frames. Therefore, the input terminal contains 39 × 10 = 390 nodes, and the number of nodes at the output terminal is consistent with the number of SPE and GP. For the detection of SPE or GP attributes, a neural network with multiple output ports needs to be trained.

The speech characteristics of binary features (0 or 1) and the posterior probability of phoneme attributes corresponding to the output of the neural network (real numbers between 0 and 1) are extracted to analyze its detection performance. Here we take 0.5 as the threshold set test result of the discretization test, which is derived from the corpus of phoneme annotation file information. The results as shown in Table 3.

In Figure 4, the PESQ value corresponding to 600 BPS is the speech quality of the vocoder itself. It can be seen from the figure that the coding scheme based on the adaptive speech speed adjustment algorithm is generally better than the coding scheme based on the STFT algorithm. When the encoding rate is reduced to 300 BPS, the encoding scheme based on the adaptive speech speed adjustment algorithm still achieves a relatively satisfactory effect on the pure speech, and the synthesized speech maintains a good naturalness and intelligibility.

We carried out a simulation experiment on English. English pronunciation is derived from TIMIT language library, and the sampling rate is 8 K-Hz. Figure 5 shows the performance simulation results of the algorithm in this paper when the adjustment factor \( U = 2 \) is used for compression and \( U = 0.5 \) is used for expansion of speech.

Figures 5(a) to 5(b), respectively, describe the situation of speech compression and extension: the local adjustment factor \( U \) adaptively adjusts with the speech signal, and its size is proportional to the length of the speech segment and is strictly restricted within the threshold range. The waveform of the adjusted speech is very similar to the original speech, but the proportion of each speech segment is changed. For example, due to the stability of the waveform, it is divided into a longer speech segment, and a larger adjustment factor \( U \) is obtained. Although the proportion of the waveform is reduced after compression, it still maintains a high intelligibility. Due to the change of waveform, it is divided into several shorter speech segments, and smaller adjustment factor \( U \) is obtained. After expansion, each phoneme can be heard more clearly.

Can multimodal mode be used more than “English listening and audio retrieval satisfaction” in statistics? Data consolidation and analysis are shown in Figure 6.

As can be seen from the bar chart above, 42.59% of students are very fond of teachers using the multimode listening teaching mode. 49.07% of the students think that listening class teaching using PPT will be more effective. In addition, 50.93% of the students expect that teachers can use multimode teaching in English listening class.

In contrast to decreasing the pitch period, when the pitch period is smaller than \( P \), the pitch of the input speech is too high. The pitch of the speech should be lowered by increasing the sampling points of the speech signal (keep the basic waveform unchanged). Similarly, to keep the basic waveform unchanged and the speech pronunciation basically undistorted, the most important thing is to add points on the same curve between the two sampling points (interpolation). In this paper, the linear interpolation method was adopted to increase the point between two sampling points (as can be seen from Figure 7, a column of the original digital signal, a linear interpolation is calculating the midpoint between two points in the original sequence,
Table 3: Test results of SPE attributes in test set.

| Phonological properties | Acc (%) |
|-------------------------|---------|
| Anterior                | 90      |
| Back                    | 87.4    |
| Consonantal             | 88      |
| Continuant              | 92.3    |
| Corona                  | 89.6    |
| High                    | 88.1    |
| Low                     | 92.6    |
| Nasal                   | 97.5    |
| Round                   | 93.6    |
| Silence                 | 97.5    |
| Strident                | 96.4    |
| Tense                   | 90.3    |
| Vocalic                 | 87.5    |
| Voice                   | 92.5    |

Figure 4: PESQ score corresponding to 200 BPS–600 BPS rate.

Figure 5: Speech waveform and local adjustment factors. (a) $U=2$ compressed English listening audio retrieval performance. (b) $U=0.5$ compressed English listening audio retrieval performance.
and then to get the new points in sequence, which is a one-dimensional numerical sequence amplification in spatial domain, or there is not much change in the shape of the waveform), above all when using linear interpolation to calculate the equation between two points.

Figure 8 shows the difference value of the average recognition rate of the adaptive speech speed adjustment algorithm network on the two databases. Comparing the two libraries, it is found that adaptive speed adjustment algorithm of the network and the difference of the remaining three classifier (that is, the recognition of the increased) in TYUT2.0 database to increase the recognition rate is greater than the EMO-DB database, showing that the proposed adaptive speed adjustment algorithm on TYUT2.0 database

![Figure 6: Feedback survey results of English listening audio language retrieval.](image)

![Figure 7: Retrieval effect diagram of speech signal after central clipping.](image)
than on the EMO-DB database has more advantages. The results show that the adaptive speed adjustment algorithm can better deal with natural speech emotion.

The establishment of the fast algorithm must require the correlation coefficient $R > 0$, but there is a negative correlation coefficient in the statistics, which must have a certain impact on the performance. For this reason, we investigated the negative correlation coefficient (accounting for about 4%) of the binary combination, analysis of its negative reason is that the same English listening audio language in Chinese with different initials when the formation of different syllables, so an English listening audio language binary group in fact corresponding to the binary group of syllables is multiple. In most cases, an English listening audio language binary corresponding to several syllables in the binary group; the former English listening audio language after an English listening audio language influence is roughly the same, so the statistical correlation coefficient is mostly positive and relatively large. But there are also a few exceptions; an English listening audio language duality corresponding to different syllabic duality in the former English listening audio language segment length or the latter English listening audio language to their mean deviation trend is not consistent, resulting in the statistical average; the correlation coefficient is small or negative. In order to overcome the negative correlation coefficient on the performance of the recognition system, the same English listening audio language binary groups corresponding to different syllabic binary groups were separated to find the correlation coefficient, that is, the English listening audio language binary group of correlation coefficient according to different syllables and then refine, so as to avoid the occurrence of negative correlation coefficient.

It can be seen from the experiment that the adaptive algorithm of speech speed is mainly aimed at the situation that the speech speed is far from the average speed, so the experiment is only carried out for the slow speed and the fast speed, and the results are shown in Table 4.

### 5. Conclusion

In this paper, an adaptive speech speed adjustment algorithm is introduced to detect phonemic attributes. The algorithm takes sentence as unit and uses continuously changing frame length and frame shift interval to normalize the speech speed, so that the adjusted speech speed is consistent with the average speech speed of corpus. In addition, when detecting the speech speed of the test set, an adaptive algorithm based on the length of adjacent speech units is proposed, which achieves a good effect on the experiment of digital string, and the total error rate is relatively reduced at slow speed, and the boundary of phonemes and silent segments are accurately detected; thus, the speech speed is obtained indirectly. After adjusting the speed of speech, the dynamic range of continuous frames in time of phonemic attribute is reduced, and the performance of

![Histogram of average recognition rate of two language databases.](image)

**Figure 8:** Histogram of average recognition rate of two language databases.

### Table 4: Experimental results of the application of the long binary probability to the refined English listening and audio language binary group.

| Speed  | System                          | Insert error (%) | Delete the error (%) | Instead of error (%) | Total error rate (%) |
|--------|---------------------------------|------------------|----------------------|----------------------|----------------------|
| Slow   | One-variable probability system | 5.75             | 0.16                 | 20.03                | 25.92                |
|        | The refined binary probability system | 5.16             | 0.14                 | 19.45                | 24.63                |
| Fast   | One-variable probability system | 0.48             | 1.43                 | 25.64                | 27.46                |
|        | Refined binary probability system | 0.37             | 1.29                 | 25.42                | 27.08                |
HMM based system is improved. The experiment shows that the algorithm can automatically adjust the length of speech unit according to the speed of speech when the corpus deviates from the normal speed, thus reducing the insertion error and deletion error caused by the speed of speech, obtaining more accurate segmentation points, and thus reducing the substitution error, thus improving the performance of the system. What needs to be studied in the future is the adequacy of the adaptive training of speech speed in the continuous speech recognition with large vocabulary.
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