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Abstract

In 2006, a novel cobalt-based superalloy was discovered [1] with mechanical properties better than some conventional nickel-based superalloys. As with conventional superalloys, its high performance arises from the precipitate-hardening effect of a coherent L1₂ phase, which is in two-phase equilibrium with the fcc matrix. Inspired by this unexpected discovery of an L1₂ ternary phase, we performed a first-principles search through 2224 ternary metallic systems for analogous precipitate-hardening phases of the form $X_3[A_{0.5},B_{0.5}]$, where $X = \text{Ni, Co, or Fe}$, and $[A,B] = \text{Li, Be, Mg, Al, Si, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, Ga, Sr, Y, Zr, Nb, Mo, Te, Ru, Rh, Pd, Ag, Cd, In, Sn, Sb, Hf, Ta, W, Re, Os, Ir, Pt, Au, Hg, or Tl}$. We found 102 systems that have a smaller decomposition energy and a lower formation enthalpy than the Co$_3$(Al, W) superalloy. They have a stable two-phase equilibrium with the host matrix within the concentration range $0 < x < 1$ ($X_3[A_x,B_{1-x}]$) and have a relative lattice mismatch with the host matrix of less than or equal to 5%. These new candidates, narrowed from 2224 systems, suggest possible experimental exploration for identifying new superalloys. Of these 102 systems, 37 are new; they have no reported phase diagrams in standard databases. Based on cost, experimental difficulty, and toxicity, we limit these 37 to a shorter list of six promising candidates of immediate interest. Our calculations are consistent with current experimental literature where data exists.
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1. Introduction

Materials scientists have developed large experimental databases of known materials over the last century [2, 3, 4, 5]. Similar computational databases are being compiled by exploiting the power of supercomputers and advanced electronic structure methods [6, 7, 8, 9, 10, 11]. The challenge now is to leverage the data to discover new materials by building computational models [12] and employing machine learning methods [13, 14, 15, 16]. Data mining and materials informatics approaches can also be used to identify structure/property relationships, which may suggest atomic combinations, stoichiometries, and structures not included in the database [12].

An emerging area in materials science is the computational prediction of new materials using high-throughput approaches [6, 12, 13, 14, 17, 18, 19, 20]. Hundreds of thousands of hypothetical candidates can be explored much faster than by experimental means. In this work, a simple combinatorial search for ternary superalloys is performed in a high-throughput fashion. The extraordinary mechanical properties of superalloys at high temperatures make them useful for many important applications in the aerospace and power generation industries. One of the basic traits of superalloys is that they generally occur in a face-centered-cubic structure [21]. The most common base elements for superalloys are nickel, cobalt, and iron, but most are nickel-based. In 2006, a new cobalt-based superalloy, Co$_3$(Al, W), was confirmed to have better mechanical properties than many nickel-based su-
For each base element in $X_{3.5, 0.5}$, there are 40 elements chosen for $A$ and $B$, which includes 38 elements (highlighted in blue) chosen from the periodic table and the remaining two of three base elements $X$ (highlighted in red). This cobalt-based superalloy has the commonly occurring L1$_2$ phase which creates coherent precipitates in the fcc matrix. A theoretical investigation of Co$_3$(Al, W) was subsequently carried out by Saal and Wolverton [22]. To model the properties of the L1$_2$ solid solution phase observed at high temperature, Saal and Wolverton used an L1$_2$-based special quasirandom structure (SQS) [23]. In order to identify the stoichiometry of the superalloy, they performed first-principles calculations for solid solutions Co$_3$[Al$_x$, W$_{1-x}$] with varying concentrations of Al and W. Their study includes finite temperature effects and point defect energetics. They showed that an L1$_2$-like random structure with stoichiometry Co$_3$[Al$_{0.5}$, W$_{0.5}$] is consistent with experiment. Interestingly, their solid-solution-like Co$_3$[Al$_{0.5}$, W$_{0.5}$] structure is metastable and predicted to have a decomposition energy of 66 meV/atom (distance from the $T=0$ K convex hull). They show that high-temperature effects make this phase thermodynamically competitive with other competing structures at elevated temperatures. The fact that a metastable structure (Co$_3$[Al$_{0.5}$, W$_{0.5}$]) with a decomposition energy as high as 66 meV/atom at $T=0$ K, is competitive with many commercially available superalloys at higher temperatures motivates our search for similar ternary systems containing an L1$_2$-like solid solution phase.

Ideally, a computational search over potential superalloys would model actual engineering observables (e.g., hardness) and consider the influence of small concentrations of impurities, finite temperature effects, influence of vacancies, effects of polycrystallinity, etc. Unfortunately, such calculations are extremely challenging even for a single material and impractical for thousands of candidate systems as in this work.

In known superalloy systems, L1$_2$-based phases have large negative formation enthalpies, a small decomposition energy, and a relatively small lattice mismatch between the host matrix and the precipitate phase. Our search is for new ternary systems with these same metrics. We further screen candidate alloy systems for L1$_2$ precipitates either in two-phase equilibrium with the host matrix or likely to precipitate as metastable phases. Based on the relative lattice mismatch between the host element and the precipitate phases any compound with a relative lattice mismatch of $>5\%$ is excluded.

Using the solid-solution-like structure identified by Saal and Wolverton [22], we performed an extensive combinatorial search over 2224 ternary systems using the AFlow framework [7, 8]. We found 102 systems that are more stable (closer to the $T=0$ K convex hull) and have a lower formation enthalpy than the Co$_3$[Al$_{0.5}$, W$_{0.5}$] superalloy. All 102 systems are in two-phase equilibrium with the host matrix and have a relative lattice mismatch of less than or equal to 5%. Of these systems, 37 are new—they have no reported phase diagrams [4, 24, 5]. These new candidates, narrowed from thousands of possibilities, suggest experimental exploration for identifying new superalloys. Furthermore, by eliminating systems that are experimentally difficult to make or contain expensive or toxic elements, we identify six particularly promising systems.
2. Methodology

2.1. First-principles structure calculations

We performed first principles calculations using the software package Aflow [7]. To model an L1₂-based solid solution, we used a 32-atom special quasirandom structure (SQS-32) [23, 25, 22] of the form \( X_{3}[A_{0.5}, B_{0.5}] \), where \( X \) is one of the base elements, nickel (Ni), cobalt (Co) or iron (Fe) (refer Fig. 1). These combinations lead to 780 different ternary structures for each base element totaling to 2340 SQS structures in 2224 different ternary systems.

All the calculations follow the Aflow [26] standard, are hosted in the Aflow repository [8], and can be easily accessed by using the RESTAPI [27]. Each ab-initio calculation is performed using PAW potentials [28, 29, 30] within the generalized gradient approximation of Perdew, Burke, and Ernzerhof [31, 32], as implemented in VASP [33, 34]. The \( k \)-point meshes for sampling the Brillouin zone are constructed using the Monkhorst-Pack scheme [35]. A total number of at least 10,000 \( k \)-points per reciprocal atom are used, and spin polarization [26] is considered. The cutoff energy is chosen to be 1.4 times the default maximum value of the three elements in the respective ternary system. More details are available in Ref. [26].

The special quasirandom structure (SQS) [23] approach mimics the statistics of a random alloy in a small supercell [36]. Fig. 2 depicts the 32-atom SQS [25] that was used for all calculations in this work. It is an L1₂-based structure where \( X \) atoms (blue) are on the face centers of the conventional fcc cell and \( A \) (red), \( B \) (green) atoms on the corners.

2.2. Thermodynamic property calculations

The formation enthalpy (\( \Delta H_f \)) is calculated for any ternary structure \( X_{3}[A_{0.5}, B_{0.5}] \) as

\[
\Delta H_f = E(X_{3}[A_{0.5}, B_{0.5}]) - \sum_m E_m,
\]

where \( E(X_{3}[A_{0.5}, B_{0.5}]) \) is the total energy per atom of the SQS-32–\( X_{3}[A_{0.5}, B_{0.5}] \) structure, and \( \sum_m E_m \) is the sum of total energies of the corresponding stable, pure concentration structures. A negative formation enthalpy characterizes a system that prefers an ordered configuration over decomposition into its pure constituents, while unstable systems have a positive formation enthalpy.

To approximate the phase diagram of a given alloy system, we consider the low-temperature limit in which the behavior of the system is dictated by the ground state [37, 38]. In compositional space, the set of ground state configurations defines the minimum energy surface, also referred to as the lower-half convex hull. All compounds above the minimum energy surface are not stable, with the decomposition described by the hull member or facet directly below each. The energy gained from this decomposition is geometrically represented by the distance of the compound from the hull and quantifies the compound’s tendency to decompose. We refer to this quantity as the decomposition energy.

While the minimum energy surface changes at finite temperature (favoring disordered structures), we expect the \( T = 0 \) K decomposition energy to serve as a reasonable descriptor for relative stability. The ternary convex hulls and relevant calculations were performed\(^1\) using the phase diagram

---

\(^1\)We found in our calculations that the formation enthalpy of two compounds, namely \( \text{Al}_2\text{Co} \) and \( \text{Al}_2\text{Fe} \) with Be\(_{2}\)Zn structure (the prototype numbered 549 in Aflow [8]), is anomalously low (<1.8 eV/atom). Similar results with this Be\(_{2}\)Zn structure for other compounds were discussed previously by Taylor et al. [39]. They attribute the erroneous results to PAW-pseudopotentials distributed with VASP. The phase diagrams for systems with binary combinations (Al, Co) or (Al, Fe) are generated discarding the Be\(_{2}\)Zn structure in this work.
module within Aflow [7] (see Appendix for details).

We observe that ternary $\text{L1}_2$ phases in known superalloys have large negative formation enthalpies and appear near each other in Pettifor-like maps of the formation enthalpy and decomposition energy. Decomposition energy and formation enthalpy maps comprising all 2224 systems considered in this study are shown in Figs. 5 and 6. All those systems for which decomposition energy and formation enthalpy are less than that of Co$_3[\text{Al}_{0.5},\text{W}_{0.5}]$ are included in our list of potential candidates.

2.3. Coherency and two-phase equilibrium with the host

Because the strain energy cost is lower, compounds with smaller lattice mismatch between the $\text{L1}_2$ phase and the host matrix are more likely to form coherent precipitates. Relative lattice mismatch ($\Delta a/a_{\text{host}}$) is defined as the ratio of the difference between the lattice parameter of the host matrix and the precipitate compound, $\Delta a$, to the lattice parameter of host matrix, $a_{\text{host}}$. In this work, a relative lattice mismatch cutoff of no more than 5% is used to screen for potential superalloys.

Because precipitate strengthening is the key mechanism for superalloy performance, we apply a second constraint requiring that the $\text{L1}_2$ precipitate phase be in two-phase equilibrium with the fcc host matrix. As shown in Fig. 3, this constraint is satisfied if a tie-line can be drawn between the host matrix (100% $X$) and the $\text{L1}_2$ phase at any concentration ($X_3[A_x,B_1-x]$), $0 < x < 1$ without intersecting any other tie-line. We allow for this variation in the concentration for the minority site ($A_x$) because stable $\text{L1}_2$ phases in experiment can vary over a wide concentration range [40, 41].

Of the 179 systems with deeper formation enthalpy and smaller decomposition energy than Co-Al-W, 66 systems are eliminated using the two-phase equilibrium criterion.

2.4. Bulk modulus calculations

The bulk modulus is determined from energy-volume data calculated for strains of $-0.02$ Å to $+0.02$ Å in steps of 0.01 Å applied to the unit cell, with at least five calculations for each system. The energy-volume data is fitted using the Murnaghan equation of state [43].

3. Results and analysis

3.1. Relative stability of SQS-32 and the distance to convex hull

Fig. 4 depicts the formation enthalpy ($\Delta H_f$) vs. decomposition energy ($E_d$) for all 2224 SQS-32 ternary systems with composition distinguished by color. It is found that 2111/2224 ternary systems are compound-forming. Each point on the plot represents one $\text{Ni}_{3} \text{Co}_{3} / \text{Fe}_{3}(\text{A}, \text{B})$ system, where $A$ and $B$ are any two different elements highlighted in Fig. 1. On average, Ni-based superalloys are thermodynamically more stable than Co- or Fe-based superalloys.

The SQS-32 structure in 179 ternary systems is found to be thermodynamically more stable and have lower formation enthalpy than the Co$_3$(Al, W)
system. These systems are enclosed within dotted lines in Fig. 4. Out of these systems, 152 are Ni-based, 22 are Co-based, and 5 are Fe-based. Furthermore, 102 systems of these 179 are observed to be in two-phase equilibrium with the host matrix and have no more than 5% relative lattice mismatch with respect to the respective host lattice. Of these 102 systems, 37 have no reported phase diagrams in standard databases [4, 5, 24]. Of these systems, 33 are Ni-based, 3 are Co-based systems, and 1 is Fe-based.

The magnitude of $\Delta H_f$ is closely associated with the high temperature limit of an alloy. If a compound has a large negative formation enthalpy, it is more likely to withstand decomposition at higher temperatures. Fig. 4 shows that many Ni-based alloys are as low as $-400$ meV compared to $-167$ meV of the discovered Co$_3$(Al, W) superalloy [22].

Although the elemental form of Fe is bcc, fcc stabilizers (e.g., carbon, tungsten, or nickel) can be added in small amounts to stabilize the fcc structure. We have modeled Fe-based systems with L1$_2$ precipitate-forming potential by calculating fcc Fe, without explicitly including the effects of the stabilizing additions. Had we found promising Fe systems, this rough approximation would have needed refinement, but all of our promising candidates but one turned out to be Co- or Ni-based.

3.2. Formation enthalpy and decomposition energy maps

Recognizing that ternary L1$_2$ phases in known superalloys have large negative formation enthalpies and small decomposition energies, it is useful to identify chemical trends (via the Pettifor chemical scale) for these two quantities. We visualize these trends with Pettifor-like “formation enthalpy maps” and “decomposition energy maps” (Figs. 5 and 6). In the formation enthalpy maps, the formation enthalpy of every system computed in this work is displayed together, arranged in a grid ordered by the Pettifor scale [44] of the two minority components, $A, B$ in $X_3[A_{0.5}B_{0.5}]$. In a similar Pettifor scale grid fashion, the decomposition energy maps show the decomposition energy of every system computed in this work (Fig. 5). The “islands” of similarly colored compounds visible in these plots reveal distinct chemical trends. Many of the promising superalloy candidates identified in our study with no previously reported phase diagrams are found within these islands. In general, early $d$-block elements and $p$-block combinations dominate the list of favorable systems, which have both low formation enthalpies and low decomposition energies. For Ni-based alloys, favorable compounds mostly comprise of transition metals Y, Sc, Zr, Hf, Ti, Nb, Ta, and metalloids, including Ga, Si, and Sb. In the case of Co-based alloys, combinations of Zr, Hf, Ti, Nb, Ta, and Al define the majority of favorable compounds. Combinations of Al, Si, Hf, and Ti with Fe tend to produce some favorable compounds as well. On the other hand, combinations with Os, Ru, and Cr tend to yield unstable compounds for combinations with Ni, Co, and Fe.

3.3. Phase diagrams

Ternary phase diagrams at $T = 0$ K for all 2111 compound-forming systems have been plotted in this work using the data in the open-access materials properties database Aflow [45]. Convex hulls constructed from a DFT database are only as reliable as the database is complete. To be robust, the database must include all possible structural prototypes. Our prototypes list includes essentially all known prototypes from the Pauling File [5, 24] (a database of experimentally observed binary metallic phases) and binary and ternary intermetallic prototypes$^3$ in the ICSD [46, 47]. Our prototypes list also includes binary and ternary hypothetical structures (enumerated as in Refs. [48, 49]). Our convex hulls were constructed from more than 800 DFT calculations per system. In total, 271,000 calculations were used for the 2111 compound-forming systems, giving us a high degree of the confidence that the phase stability predictions and potential superalloy candidates listed in this work are reasonably likely to be stable experimentally. Further evidence of the robustness of the calculations is given in Table 1.

The ternary phase diagrams of all 2111 compound-forming systems are included in the Supplementary Material accompanying this work and are available online via http://aflow.org/superalloys. They were created with the phase diagram module within Aflow. In almost all cases, the Aflow convex hulls contain more phases than reported in the experimental databases. In some cases, this may indicate an

$^3$Although entries with incomplete structural information or phases with partially occupied wyckoff positions obviously cannot be included.
Table 1: Systems where the SQS structure computed in this work has a corresponding L1$_2$ phase reported in experiment. The experimental compounds are all close to the stoichiometry of the SQS structure, $X_{24}[A_1, B_4]$.

| SQS          | Exp.          |
|--------------|---------------|
| Al$_{0.5}$Cr$_{0.5}$Ni$_3$ | $A_0.8Cr_{0.2}Ni_3$ [50] |
| Al$_{0.5}$Cu$_{0.5}$Ni$_3$ | $A_1Cu_{0.25}Ni_{2.75}$ [51] |
| Al$_{0.5}$Ga$_{0.5}$Ni$_3$ | $Al_0.5Ga_{0.5}Ni_3$ [52] |
| Al$_{0.5}$Hf$_{0.5}$Ni$_3$ | $Al_0.99Hf_{0.01}Ni_3$ [53] |
| Al$_{0.5}$Nb$_{0.5}$Ni$_3$ | $Al_{0.65}Nb_{0.35}Ni_3$ [54] |
| Al$_{0.5}$Ni$_3$Pt$_{0.5}$ | $Al_1Ni_{1.48}Pt_{0.52}$ [51] |
| Al$_{0.5}$Ni$_3$Si$_{0.5}$ | $Al_{0.8}Ni_3Si_{1.4}$ [51] |
| Al$_{0.5}$Ni$_3$Si$_{0.5}$ | $Al_{0.8}Ni_3Si_{1.4}$ [51] |
| Al$_{0.5}$Ni$_3$Ta$_{0.5}$ | $Al_{0.76}Ni_3Ta_{0.24}$ [41] |
| Al$_{0.5}$Ni$_3$Ti$_{0.5}$ | $Al_1Ni_{1.8}Ti_{0.2}$ [40] |
| Al$_{0.5}$Ni$_3$V$_{0.5}$ | $Al_{0.28}Ni_3V_{0.2}$ [50] |
| Co$_3$Ti$_{0.5}$V$_{0.5}$ | Co$_3Ti_{0.87}V_{0.13}$ [55] |
| Ga$_{0.5}$Hf$_{2}$Ni$_3$ | $Ga_{0.88}Hf_{0.12}Ni_3$ [51] |
| Ga$_{0.5}$Nb$_{1.5}$Ni$_3$ | $Ga_{0.84}Nb_{0.16}Ni_3$ [51] |
| Ga$_{0.5}$Ni$_3$Sb$_{0.5}$ | $Ga_{0.92}Ni_3Sb_{0.08}$ [51] |
| Ga$_{0.5}$Ni$_3$Si$_{0.5}$ | $Ga_{0.4}Ni_3Si_{0.6}$ [51] |
| Ga$_{0.5}$Ni$_3$Sb$_{0.5}$ | $Ga_{0.84}Ni_3Sb_{0.16}$ [51] |
| Ga$_{0.5}$Ni$_3$Ta$_{0.5}$ | $Ga_{0.68}Ni_3Ta_{0.32}$ [51] |
| Ga$_{0.5}$Ni$_3$Ti$_{0.5}$ | $Ga_{0.84}Ni_3Ti_{0.16}$ [51] |
| Ga$_{0.5}$Ni$_3$V$_{0.5}$ | $Ga_{0.76}Ni_3V_{0.24}$ [51] |

opportunity for further experimental study, but it is likely that some of these DFT ground states are low temperature phases and are therefore kinetically inaccessible, which explains why they are not reported in experimental phase diagrams.

There are 66 systems which meet all our criteria discussed in Secs. 2.2 and 2.3 and for which there are published phase diagrams. In 20 of those systems, the predicted L1$_2$ phase is validated by an experimentally reported L1$_2$ phase at nearby concentrations. In 37 cases, the phase diagrams are incomplete in the region of interest. In the remaining eight cases, three have fcc solid solutions near our composition, three report disordered $\chi$-like phases or unknown structures, one has a disordered D0$_{22}$ structure (closely related to L1$_2$ and a precipitate phase in some superalloys), and one reports the structure prototype Mg$_2$Cu$_{16}$Si$_7$.

3.4. Density of superalloys

Low density and high-temperature strength are two critical properties of superalloys for any application. For example, increased density can result in higher stress on mating components in aircraft gas turbines [21]. A comparison between the density range for theoretical calculations performed in this work and modern superalloys is listed in Fig. 7. Of the theoretical ternary combinations,
Figure 5: All the elements are arranged as per the chemical scale ($\chi$) introduced by Pettifor [44] in increasing order. Each diamond, square, and circle represents a ternary combination $X_3[A_{0.5}, B_{0.5}]$ with $X =$ Ni, Co, or Fe, and $A, B$ specifying the elements indicated along the $x$ and $y$-axes, respectively. A square indicates that the SQS-32 crystal structure has a positive formation enthalpy. A diamond indicates that there exists no stable binary or ternary compounds in the respective ternary system. A colored circle indicates that the SQS-32 structure has a negative formation enthalpy. The color contrast from yellow to black indicates decreasing formation enthalpy of the crystal structure in the ternary system.
Figure 6: All the elements are arranged as per the chemical scale ($\chi$) introduced by Pettifor [44] in increasing order. Each diamond, square, and circle represents a ternary combination $X_3[A_{0.5}, B_{0.5}]$ with $X = \text{Ni, Co, or Fe}$, and $A, B$ are the elements indicated along the $x$ and $y$-axes, respectively. A square indicates that the SQS-32 crystal structure has a positive formation enthalpy. A diamond indicates that there exists no stable binary or ternary compounds in the respective ternary system. The color contrast of the circles from yellow to black indicates increasing decomposition energy of the crystal structure in the ternary system.
there are 5 Ni-based alloys 2 Co-based and 4 Fe-based alloys with density less than the range of commercially-available superalloys. This certainly warrants further analysis of mechanical properties of these alloys, which may yield novel lightweight, high-strength superalloys.

3.5. Bulk modulus

For the aforementioned systems with simultaneously lower $E_d$ and $\Delta H_f$ than $\text{Co}_3[\text{Al}_{0.5}, \text{W}_{0.5}]$ system, the bulk modulus is computed in this work.

All the Co- and Fe-based alloys have a bulk modulus of at least 200 GPa. This is consistent with the observation that commercial Co-based alloys have better mechanical properties than many Ni-based alloys [1].

Figs. 8 and 9 depict the magnitude of the bulk modulus for Ni-$A$-$x$ ($A = \text{Al}, \text{Hf}, \text{Nb}, \text{Sb}, \text{Sc}, \text{Si}, \text{Ta}, \text{Ti}, \text{V}, \text{and Zr}$) and Co-$A$-$x$ ($A = \text{Hf}, \text{Mo}, \text{Nb}, \text{Si}, \text{Ta}, \text{Ti}, \text{V}, \text{and W}$) systems. $x$ is the third element in the ternary system and arranged along the $x$-axis of the plot in increasing order of the Pettifor chemical scale ($\chi$). The bulk modulus of ternary alloys of the form Ni-$A$-$x$ reaches a maximum at or before Ni. In case of Co-$A$-$x$ systems, the bulk modulus increases with increasing $\chi$ up to Re.

The magnitude of the bulk modulus suggests that Co-based superalloys are particularly resistant to compression compared to Ni-based superalloys. 68 ternary systems with simultaneously lower $E_d$ and $\Delta H_f$ than $\text{Co}_3[\text{Al}_{0.5}, \text{W}_{0.5}]$ have bulk moduli greater than 200 GPa.

3.6. Promising Candidates

Table 2 lists the 37 systems that are predicted to have stable precipitate-forming L1$_2$ phases and for which there are no reported phase diagrams in standard databases [4, 24, 5]. Avoiding elements (i.e., Au, Be, Cd, Ga, Hg, Ir, In, Li, Os, Pd, Pt, Re, Rh, Ru, Sb, Sc, Tc, and Tl), that are toxic, expensive, or have low melting temperatures (which can result in difficulty incorporating them in alloy synthesis), we prioritize this list into a smaller set of six candidate superalloy systems. These are denoted by boxes in Table 2.

4. Conclusion

We used DFT calculations to search for new ternary systems with L1$_2$ precipitate-forming potential. We examined a total of 2224 different ternary systems comprising 41 different elements. The Pettifor-type formation enthalpy and decomposition energy maps (Fig. 5 and 6) introduced in this work reveal that combinations of early $d$-block and $p$-block elements tend to form stable superalloy systems with base-elements Ni, Co, and Fe. Ni-based superalloys tend to be thermodynamically more stable than Co- or Fe-based superalloys.

A total of 102 ternary systems are found to have lower formation enthalpy and decomposition energy than the recently discovered $\text{Co}_3[\text{Al}_{0.5}, \text{W}_{0.5}]$
Table 2: Candidates for precipitate-forming systems that have no previously reported phase diagrams in standard databases [5, 24, 46, 47]. These have a smaller decomposition energy and a lower formation enthalpy than the Co3(Al, W) superalloy. All are in stable two-phase equilibrium with the host matrix and have a relative lattice mismatch with the host matrix of less than or equal to 5%. Promising candidates (see section 3.6) are boxed. ‘∗ ∗ ∗’ indicates that the quantity is not computed in this work.

| System | Formation enthalpy [meV] | Decomposition energy [meV/atom] | Density [gm/cm³] | Bulk modulus [GPa] | Relative lattice mismatch [%] |
|--------|--------------------------|---------------------------------|------------------|-------------------|-----------------------------|
| Al₄Ni₂₄Rh₄  | -189                     | 49                              | 8.71             | 197               | -2                          |
| Al₄Ni₂₄Ta₃  | -142                     | 46                              | 12.17            | 198               | -5                          |
| Be₄Fe₄Ni₂₄  | -129                     | 40                              | 8.20             | 206               | 1                           |
| Be₄Ga₄Ni₂₄  | -203                     | 59                              | 8.33             | 184               | 0                           |
| Be₄Mn₄Ni₂₄  | -132                     | 43                              | 8.12             | ***               | 1                           |
| Be₄Nb₄Ni₂₄  | -237                     | 37                              | 8.38             | 198               | -1                          |
| Be₄Ni₂₄Sb₄  | -159                     | 59                              | 8.71             | 177               | -2                          |
| Be₄Ni₂₄Si₁  | -298                     | 48                              | 7.78             | 201               | 1                           |
| Be₄Ni₂₄Ta₄  | -269                     | 33                              | 10.02            | 204               | -1                          |
| Be₄Ni₂₄Ti₁  | -308                     | 53                              | 7.79             | 189               | 0                           |
| Be₄Ni₂₄V₁   | -225                     | 21                              | 8.07             | 203               | 1                           |
| Be₄Ni₂₄W₁   | -144                     | 44                              | 10.23            | 219               | -1                          |
| Co₂₂Nb₄V₄  | -156                     | 19                              | 9.05             | 238               | -2                          |
| Co₃Ni₂₄Sc₂  | -166                     | 55                              | 8.04             | 169               | -3                          |
| Co₂₂Re₄Ti₄  | -142                     | 5                               | 10.69            | 253               | -2                          |
| Co₂₂Ta₄V₄  | -189                     | 18                              | 10.62            | 243               | -2                          |
| Fe₂₂Ga₄Si₁  | -200                     | 28                              | 7.59             | ***               | -4                          |
| Ga₄Ir₁Ni₂₄  | -129                     | 27                              | 11.00            | 209               | -2                          |
| Hf₄Ni₂₄Si₁  | -459                     | 42                              | 9.83             | 192               | -3                          |
| In₄Ni₂₄V₁   | -165                     | 14                              | 8.91             | 182               | -4                          |
| Ir₄Ni₂₄Si₁  | -184                     | 55                              | 10.54            | 223               | -1                          |
| Mn₄Ni₂₄Sb₄  | -151                     | 8                               | 9.06             | 184               | -4                          |
| Nb₄Ni₂₄Pd₁  | -129                     | 52                              | 9.39             | 197               | -4                          |
| Nb₄Ni₂₄Pt₁  | -172                     | 48                              | 10.89            | 208               | -4                          |
| Nb₄Ni₂₄Zn₁  | -241                     | 0                               | 8.95             | 190               | -3                          |
| Ni₂₂Pd₁Ta₁  | -160                     | 51                              | 10.92            | 202               | -4                          |
| Ni₂₂Pt₁Si₁  | -228                     | 39                              | 10.46            | 211               | -2                          |
| Ni₂₂Pt₁Ta₁  | -202                     | 45                              | 12.36            | 213               | -4                          |
| Ni₂₂Pt₁Ti₁  | -250                     | 58                              | 10.38            | 199               | -3                          |
| Ni₂₂Sb₁₄Si₁ | -310                     | 21                              | 8.82             | 187               | -3                          |
| Ni₂₂Sb₁₄Ti₁ | -335                     | 11                              | 8.72             | 177               | -5                          |
| Ni₂₂Sc₁₄Zn₁ | -241                     | 39                              | 7.97             | 157               | -4                          |
| Ni₂₂Si₁₄Sn₁ | -303                     | 26                              | 8.76             | 185               | -3                          |
| Ni₂₂Ta₁₄Zn₁ | -274                     | 0                               | 10.49            | 195               | -3                          |
| Ni₂₂V₁₄Zn₁  | -213                     | 0                               | 8.66             | 193               | -1                          |
| Ni₂₂W₁₄Zn₁  | -147                     | 0                               | 10.70            | 210               | -2                          |
| Ni₂₂Zn₁₂Zr₁ | -261                     | 48                              | 8.61             | 168               | -4                          |
superalloy. All the systems are observed to be in two-phase equilibrium with the host matrix and have a lattice mismatch of less than or equal to 5% with the host matrix. Further analysis should be done for these systems with, e.g., cluster expansion [56, 57, 58] in the interest of experimental verification. Of these, 37 systems have no experimental phase diagram reported in literature. A comparison between the density range for our theoretical systems and modern superalloys reveal many candidate low-density superalloys. Co-based superalloys are observed to have a higher bulk modulus than Ni- and Fe-based alloys. Based on cost, experimental difficulty, and toxicity, we prioritize a shorter list of six promising superalloy systems (see Table 2).
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Appendix A. Phase Diagram (Convex Hull) Analysis

We construct the $T = 0$ K convex hull using the phase diagram module within Aflow [7]. Elements of this implementation were inspired by the qHull algorithm [59]. For $k$-nary systems, it computes the distances to the hull with the following considerations. Let a facet of the convex hull, i.e., a hyperplane, be described by,

$$a_0 + \sum_{m=1}^{k} a_m x_m = 0. \quad (A.1)$$

Here $a_1, \ldots, a_k$ define the normals of the hyperplane while the constant $a_0$ uniquely defines the hyperplane in space. This is a simple extension of the familiar 3-D plane equation $Ax + By + Cz = D$. Let a $k$-nary structure have the coordinates denoted in $k$-dimensional space as $c_1, c_2, \ldots, c_k$, where $c_1, \ldots, c_{k-1}$, are the concentrations of the $k - 1$ elements in a $k$-nary system and $c_k$ is the formation enthalpy. Note that we neglect the concentration of the $k^{th}$ element because it is implicit given the other $k - 1$ concentrations. The distance $d$ of the structure to a given facet of the convex hull is computed as follows,

$$d = c_n - (1/a_n) \left(-a_0 + \sum_{m=1}^{n-1} a_m c_m \right). \quad (A.2)$$

This equation is different from the nominal (shortest) distance between a plane and a point, which projects the point onto the plane along the normal vector. Instead, we want the distance that projects the point onto the plane along the energy axis.

The distance of the structure to the convex hull is the minimum of Eq. A.2 computed for all facets of the convex hull. This minimization avoids a costly analysis of identifying the relevant facet, including the conversion of all facet vertices to barycentric coordinates. However, it is important to recognize that this minimization algorithm is only valid for compounds above the convex hull.

The correct (incorrect) distances of each structure to the convex hull is illustrated by the green (red) lines in Fig. A.10a. For structures within the convex hull, i.e., $S_1$, the minimum distance correctly matches the structure to the plane immediately below it. However, imagine we were interested in determining the importance/stability of a convex hull member. This property may be quantified by determining the distance of this structure from the

Figure 9: The magnitude of the bulk modulus for Co-A-x ($A = \text{Hf, Mo, Nb, Si, Ta, Ti, V, and W}$) systems with the $x$-axis arranged according to the $\chi$ scale in Pettifor maps. In general, the magnitude of the bulk modulus increases with $\chi$ up to Re. Only systems with simultaneously lower $E_d$ and $\Delta H_f$ than Co$_3[\text{Al}_{0.5}, \text{W}_{0.5}]$ are plotted.
bottom of a new pseudo-hull which does not contain the structure, such as what is illustrated by $S_2$. For such cases, we need a generalized distance to hull algorithm. The minimization algorithm alone would not identify the correct facet because the algorithm is dependent on the hyperplane description of the facet. Therefore, it is possible to find the imaginary extension of a distant facet to be closer to the compound than that of the correct facet. To avoid this problem, we generalize our algorithm by simply taking the projection of the point (compound) to the zero energy line, perform the minimization, and subtract the projected distance. This is illustrated in Fig. A.10b.
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