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BOUNDING TRAVELING WAVES FOR A THIN FILM WITH GRAVITY AND INSOLUBLE SURFACTANT

JOACHIM ESCHER, MATTHIEU HILLAIRET, PHILIPPE LAURENÇOT, AND CHRISTOPH WALKER

ABSTRACT. Lubrication equations for a surfactant-driven flow of a thin layer of fluid are considered with a singular surfactant-dependent surface tension. It is shown that there exists a bounded traveling wave solution which connects a fully surfactant-coated film to an uncoated film. The regularity of the traveling wave depends on whether or not surface diffusion of the insoluble surfactant is included.

1. Introduction and Main Results

The study of the dynamical behavior of viscous thin films coating surfaces is a classical topic in fluid dynamics. A widely used approach in this field is to derive simplified model equations from lubrication theory rather than studying the full equations of fluid mechanics based on first principles. The fact that surface tension effects become significant, or even dominant, is a common structural feature of many of these models. Surface tension itself is very sensitive to surface active agents, so-called surfactants, on the free surface of the thin film. Surfactant-driven flows of thin liquid films actually have attracted considerable interest in recent years.

In this paper, we study a model which describes an infinitely extended one-dimensional monolayer thin film carrying an insoluble surfactant. This model is essentially due to Jensen and Grotberg, see [10, 11]. It involves besides surface diffusion of the surfactant also gravitational effects but neglects fourth-order capillarity terms. Writing \( h(t, x) \) and \( \gamma(t, x) \) for the film height and the surfactant concentration, respectively, at the time \( t > 0 \) and the position \( x \in \mathbb{R} \), the system reads as:

\[
\begin{align*}
\partial_t h + \partial_x \left( -\frac{G h^3}{3} \partial_x h + \frac{h^2}{2} \sigma'(\gamma) \partial_x \gamma \right) &= 0, \\
\partial_t \gamma + \partial_x \left( -\frac{G h^2}{2} \gamma \partial_x h + [h \gamma \sigma'(\gamma) - D] \partial_x \gamma \right) &= 0,
\end{align*}
\]

after a suitable scaling so that the non-negative parameters \( D \) and \( G \) representing a surface diffusion coefficient and a gravitational force, respectively, are non-dimensional. The function \( \sigma \) denotes the surfactant-dependent surface tension. A common choice of \( \sigma \) used in the literature is \( \sigma_\infty(\gamma) := \)
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\( \sigma_0(1-\gamma) \) with \( \sigma_0 > 0 \), which is the limit as \( \beta \to \infty \) of the Shchukko equation

\[
\sigma_0 \beta \left[ \left( \frac{1 + \theta(\beta)}{1 + \theta(\beta) \gamma} \right)^3 - 1 \right], \quad \theta(\beta) := \left( \frac{\beta + 1}{\beta} \right)^{1/3} - 1, \quad \beta > 0 ,
\]

(1.3)

see [6, 10]. Other choices of surface tensions in the literature include the Szyszkowski equation \( \sigma_{Sz} \) and the Frumkin equation \( \sigma_{Fr} \)

\[
\sigma_{Sz}(\gamma) := \sigma_0 + a \ln (1 - \gamma), \quad \sigma_{Fr}(\gamma) := \sigma_0 + a \ln (1 - \gamma) + b\gamma^2 ,
\]

(1.4)

for positive constants \( \sigma_0, a, b \) [4, 6]. A noticeable difference between the family \( \sigma_\beta \beta > 0 \), on the one hand, and the pair \( \sigma_{Sz}, \sigma_{Fr} \), on the other hand, is that the latter constrains the (rescaled) surfactant concentration to take values in \([0, 1)\) as expected on physical grounds. We refer to [2, 3, 5, 7, 8, 9, 12, 16, 17, 18] and the references therein regarding numerical and well-posedness results for equations (1.1)-(1.2) and variants thereof.

In this paper we are looking for traveling wave solutions to (1.1)-(1.2), this means solutions of the form

\[
(h, \gamma)(t, x) = (H, \Gamma)(x - ct) , \quad (t, x) \in (0, \infty) \times \mathbb{R} ,
\]

(1.5)

with velocity \( c \in \mathbb{R} , c \neq 0 \). We focus on uniformly bounded traveling waves connecting a fully coated state (\( \Gamma \sim 1 \)) to an uncoated state (\( \Gamma \sim 0 \)), a situation corresponding to the spreading of the surfactant on the thin film. Substituting the ansatz (1.5) in (1.1)-(1.2), the pair of profiles \((H, \Gamma)\) is governed by

\[
cH + \frac{GH^3}{3} \Gamma' - \frac{H^2}{2} \sigma'(\Gamma) \Gamma' = K_1 , \quad \xi \in \mathbb{R} ,
\]

(1.6)

\[
c\Gamma + \frac{GH^2}{2} \Gamma H' - [H\Gamma \sigma'(\Gamma) - D] \Gamma' = K_2 , \quad \xi \in \mathbb{R} ,
\]

(1.7)

for some \((K_1, K_2) \in \mathbb{R}^2\) with the new variable \( \xi := x - ct \). The number of unknown parameters in (1.6)-(1.7) can be reduced after noticing that, if \((H, \Gamma)\) solves (1.6)-(1.7) for the parameters \((c, K_1, K_2)\) with \( c \neq 0 \), then \( \xi \mapsto (H, \Gamma)(\xi/c) \) solves (1.6)-(1.7) for the parameters \((1, K_1/c, K_2/c)\). We may thus assume without loss of generality that \( c = 1 \) throughout the paper.

In contrast to previous investigations where traveling wave solutions are constructed for surfactant-driven flows of thin liquid films down an inclined plane with surface tension \( \sigma_\infty \) depending linearly on the surfactant concentration [13, 14, 15, 19], the thin film is here assumed to lie above a horizontal support and our aim is to consider the influence of a singularity in the surface tension such as (1.4). More precisely, we shall rather suppose herein that the surface tension \( \sigma \) enjoys the following properties:

\[
\sigma \in C^1([0, 1)) \text{ is a decreasing function with } \sigma' \not\in L_1(0, 1) \text{ and } \sigma_0 := \sigma(0) > 0 .
\]

(1.8)

Note that \( \sigma \) then realizes a non-increasing one-to-one mapping between \([0, 1)\) and \(( -\infty, \sigma_0] \) with

\[
\sigma'(z) \to -\infty \text{ as } z \to 1 .
\]
Thus, letting 
\[ \varrho(z) := -1/\sigma'(z) , \quad z \in [0, 1) , \quad \text{and} \quad \varrho(1) := 0 , \]
we have that
\[ \varrho \in C([0, 1], [0, \infty)) \] vanishes only at \( z = 1 \) and we put \( R_\varrho := \|\varrho\|_{L_\infty([0,1])} \). \( (1.9) \)

If \( G > 0 \) we further assume that
\[ \varrho \in \text{Lip}([0,1]) \], \( (1.10) \)
that is, \( \varrho \) is a locally Lipschitz continuous function on \([0, 1)\) with local Lipschitz constant \( L_z \) on \([0, z]\) possibly tending to \( \infty \) as \( z \to 1 \). We point out that the Szyszkowski surface tension \( \sigma_{Sz} \) and the Frumkin surface tension \( \sigma_{Fr} \) defined in (1.4), with parameters \( a \) and \( b \) such that \( b < 2a \), satisfy (1.8)-(1.10).

With these assumptions, our main result reads:

**Theorem 1.1.** Assume that the surface tension \( \sigma \) satisfies (1.8) and that the function \( \varrho \), defined in (1.9), satisfies (1.10) when \( G > 0 \). Given \( H_* > 0 \), there is at least one traveling wave solution to (1.1)-(1.2) with velocity \( c = 1 \) and profile \( (H, \Gamma) \) such that
\[ \lim_{\xi \to -\infty} H(\xi) = 2H_* , \quad \lim_{\xi \to \infty} H(\xi) = H_* , \quad \lim_{\xi \to -\infty} \Gamma(\xi) = 1 , \quad \lim_{\xi \to \infty} \Gamma(\xi) = 0 , \]
and \( \Gamma \) is non-increasing.

Let us point out that (1.6)-(1.7) is a system of ordinary differential equations for \((H, \Gamma)\) only when \( G > 0 \), as the derivative of \( H \) is no longer involved in the absence of gravity, \( G = 0 \). Also, if surface diffusion is neglected, \( D = 0 \), then (1.7) is independent of the derivative of \( \Gamma \) where \( H \) vanishes.

Further properties and the regularities of \( H \) and \( \Gamma \) thus vary according to whether or not \( G \) or \( D \) are positive. We shall gather them in the following proposition:

**Proposition 1.2.** Let \( c = 1 \) and \( H_* > 0 \).

(i) If both gravity and diffusion are neglected, that is, if \( G = 0 \) and \( D = 0 \), then \( (H, \Gamma) \in C(\mathbb{R}, \mathbb{R}^2) \) is continuously differentiable except at \( \xi = 0 \) and given by
\[ H(\xi) = \begin{cases} 2H_* , & \xi \in (-\infty, 0] , \\ H_* , & \xi \in [0, \infty) , \end{cases} \quad \Gamma(\xi) = \begin{cases} \sigma^{-1} \left( \sigma_0 + \frac{\xi}{2H_*} \right) , & \xi \in (-\infty, 0] , \\ 0 , & \xi \in [0, \infty) . \end{cases} \quad (1.11) \]

(ii) If gravity is neglected but diffusion is taken into account, that is, if \( G = 0 \) and \( D > 0 \), then \( H \in C(\mathbb{R}) \) is given by (3.9a) (with \( \mathcal{P}_\Gamma = \mathbb{R} \)) while \( \Gamma \in C^1(\mathbb{R}) \) is implicitly given by (3.10) and \((H, \Gamma)\) satisfies
\[ H_* < H(\xi) < 2H_* , \quad 0 < \Gamma(\xi) < 1 , \quad \xi \in \mathbb{R} . \]
(iii) If gravity is taken into account, but diffusion is neglected, that is, if \( G > 0 \) and \( D = 0 \), then 
\((H, \Gamma) \in C([0, \infty), \mathbb{R}^2)\) is continuously differentiable except at \( \xi = 0 \). Moreover, \( H \) is decreasing on \([0, \infty)\) and equals \( 2H_* \) on \((-\infty, 0]\), while \( \Gamma \equiv 0 \) on \([0, \infty)\).

(iv) If both gravity and diffusion are taken into account, that is, if \( D > 0 \) and \( G > 0 \), then \((H, \Gamma) \in C([0, \infty), \mathbb{R}^2)\) satisfies
\[
H_* < H(\xi) < 2H_* , \quad 0 < \Gamma(\xi) < 1 , \quad \xi \in \mathbb{R} .
\]

In all cases, the profile \((H, \Gamma)\) is not regular enough and \((h, \gamma)\), defined through (1.5), does not satisfy (1.1)-(1.2) in a classical sense. However, it is a weak solution in a sense made precise in Definition 2.1 below, which is adapted from the definition introduced in [7].

The outline of the paper is as follows. In the next section, besides providing system (1.1)-(1.2) with a definition of weak solutions, we state some elementary facts on traveling waves. In Section 3 we first construct traveling waves when gravity is neglected, \( G = 0 \). In Section 4 we then focus on the case with \( G > 0 \). Finally, in Section 5 we briefly discuss the construction of stationary solutions, that is, the case \( c = 0 \).

2. Generality on (1.1)-(1.2) and Traveling Waves

Motivated by the option to allow for non-smooth traveling wave solutions for (1.1)-(1.2), we introduce the following notion of weak solutions to system (1.1)-(1.2).

**Definition 2.1.** Given a bounded open interval \( I \), a pair \( (h, \gamma) : I \times \mathbb{R} \to \mathbb{R}^2 \) is called a weak solution to (1.1)-(1.2) on \( I \), if

(i) \( h \in L_\infty(I, L_{2,loc}(\mathbb{R})) \cap L_2(I, L_{\infty,loc}(\mathbb{R})) \) with \( Gh^{\frac{5}{2}} \in L_2(I, W^{1,loc}_2(\mathbb{R})) \) satisfies
\[
h(t, x) \geq 0 \quad \text{for a.a. } (t, x) \in I \times \mathbb{R} ,
\]

(ii) \( \gamma \in L_\infty(I \times \mathbb{R}) \) with \( D\gamma \in L_2(I, W^{1,loc}_2(\mathbb{R})) \) satisfies
\[
\gamma(t, x) \in [0, 1) \quad \text{for a.a. } (t, x) \in I \times \mathbb{R} ,
\]

(iii) \( \sigma(\gamma) \in L_2(I, W^{1,loc}_2(\mathbb{R})) \),

(iv) for all \( \varphi \in C_0^\infty(I \times \mathbb{R}) \), there holds
\[
\int_I \int_\mathbb{R} \left( h \partial_t \varphi + \frac{h^2}{2} \partial_x \sigma(\gamma) \partial_x \varphi - \frac{G}{12} \partial_x h^4 \partial_x^3 \varphi \right) \, dx \, dt = 0 , \quad (2.1)
\]
\[
\int_I \int_\mathbb{R} \left( \gamma \partial_t \varphi + h \gamma \partial_x \sigma(\gamma) \partial_x \varphi - D \partial_x \gamma \partial_x \varphi - \frac{G}{6} \gamma \partial_x h^3 \partial_x \varphi \right) \, dx \, dt = 0 . \quad (2.2)
\]

Given an unbounded open interval \( I \), a pair \((h, \gamma)\) is a weak solution to (1.1)-(1.2) on \( I \), if it is a weak solution to (1.1)-(1.2) on any bounded open subinterval of \( I \).

**Remarks 2.2.** (a) Definition 2.1 is reminiscent of [7, Theorem 1.1], where system (1.1)-(1.2) is considered on a finite spatial interval, complemented with homogeneous Neumann boundary conditions. The situation studied in [7] is, however, slightly different as both parameters \( D \) and \( G \) are strictly positive and the surface tension \( \sigma \) grows at most linearly in \( \gamma \).
(b) In [7, Theorem 1.1] the regularity of weak solutions is included in their construction. The main tool to guarantee this regularity is an a priori estimate based on an energy functional, established first for strictly positive solutions in [8, Proposition 3.2] and then extended to non-negative solutions in [7, Lemma 2.7]. Roughly speaking, we ask here for the regularity inherited by such weak solutions also in case when $G$ or $D$ vanish. It should be noted that the energy estimate is no longer available if $G = 0$.

(c) Recall that $\sigma'(z)$ blows up at $z = 1$. Hence, condition (iii) implies formally that $\gamma$ must remain below 1 almost everywhere. We introduce this explicitly in condition (ii).

(d) Finally, the weak formulation (2.1)-(2.2) is obtained from (1.1)-(1.2) by assuming that the solution $(h, \gamma)$ is sufficiently smooth, multiplying by a test function $\varphi$ and integrating by parts. In particular, when $D > 0$, if a pair $(h, \gamma)$ with regularity

$$h \in C^1(I \times \mathbb{R}), \quad \gamma \in C^2(I \times \mathbb{R}) \quad \text{if } G = 0, \tag{2.3}$$

$$h \in C^2(I \times \mathbb{R}), \quad \gamma \in C^2(I \times \mathbb{R}) \quad \text{if } G > 0, \tag{2.4}$$

satisfies equations (1.1)-(1.2) pointwisely together with $\gamma(t, x) < 1$ for all $(t, x)$ in $I \times \mathbb{R}$, then it is a weak solution to (1.1)-(1.2) on $I$ in the sense of Definition 2.1.

As noted in the introduction, the profile $(H, \Gamma)$ of a traveling wave solution satisfies (1.6)-(1.7) in the new variable $\xi = x - ct$ for some $c \in \mathbb{R}$ and $(K_1, K_2) \in \mathbb{R}^2$ and we recall that we may assume without loss of generality that $c = 1$ if $c \neq 0$. Since we are mainly interested in traveling waves connecting a fully coated state ($\Gamma \sim 1$) to an uncoated state ($\Gamma \sim 0$), we expect that $\Gamma$ decays to zero as $\xi \to \pm \infty$ and that $\Gamma'$ decays to zero as $\xi \to \pm \infty$. Inserting these properties in (1.7) and assuming that $H$ is bounded and $H'$ decays to zero as $\xi \to \pm \infty$, we conclude that $K_1 = 0$ if $c = 0$ and that $K_2 = 0$ whatever the value of $c$. The case $c = 0$ corresponds to stationary solutions which turn out to be uninteresting from a physical viewpoint. For this reason we focus our attention on the case $c \neq 0$ and postpone the discussion of $c = 0$ to Section 5. Consequently, setting $H_* := K_1$, we look for global solutions $(H, \Gamma)$ to the following system

$$H + \frac{GH^3}{3} - \frac{H^2}{2}\sigma'(\Gamma)\Gamma' = H_* , \quad \xi \in \mathbb{R}, \tag{2.5}$$

$$\Gamma + \frac{GH^2}{2}\Gamma H' - [H\Gamma\sigma'(\Gamma) - D]\Gamma' = 0 , \quad \xi \in \mathbb{R}, \tag{2.6}$$

$$H \geq 0, \quad 0 \leq \Gamma < 1 , \quad \xi \in \mathbb{R}, \tag{2.7}$$

satisfying in addition

$$\lim_{\xi \to -\infty} \Gamma(\xi) = 1 , \quad \lim_{\xi \to \infty} \Gamma(\xi) = 0 , \tag{2.8}$$

where $H_*$ is a non-negative parameter yet to be determined. Clearly, for $H_* \geq 0$, a solution to (2.5)-(2.7) is given by $(H, \Gamma) = (H_*, 0)$, but it does not satisfy (2.8).

Solutions to (2.5)-(2.7) generate traveling wave (weak) solutions to (1.1)-(1.2) as we show now.
Lemma 2.3. Let \((H, \Gamma)\) be a global solution to (2.5)-(2.7) such that \(\Gamma\) is continuous and piecewise \(C^1\)-smooth and either \(H\) is piecewise continuous if \(G = 0\) or \(H^{5/2}\) is continuous and piecewise \(C^1\)-smooth if \(G > 0\). Then \((h, \gamma)\) defined on \(\mathbb{R} \times \mathbb{R}\) by \((h, \gamma)(t, x) := (H, \Gamma)(x - t)\) is a weak solution to (1.1)-(1.2) on \(\mathbb{R}\).

Proof. The conditions (i)-(iii) of Definition 2.1 being clearly satisfied, it remains to check (iv). To this end, we note that, given \(\varphi \in C_0^\infty(\mathbb{R} \times \mathbb{R})\),

\[
\int_{\mathbb{R} \times \mathbb{R}} h(t, x) \partial_t \varphi(t, x) \, d(x, t) = \int_{\mathbb{R} \times \mathbb{R}} H(\xi) \partial_t \varphi(t, \xi + t) \, d(\xi, t)
= \int_{\mathbb{R}} H(\xi) \int_{\mathbb{R}} \frac{d}{dt} [\varphi(t, \xi + t)] \, dt \, d\xi - \int_{\mathbb{R} \times \mathbb{R}} H(\xi) \partial_x \varphi(t, \xi + t) \, d(\xi, t)
= - \int_{\mathbb{R} \times \mathbb{R}} h(t, x) \partial_x \varphi(t, x) \, d(x, t) .
\]

The left-hand side of (2.1) then reads

\[
\int_{\mathbb{R} \times \mathbb{R}} \left( -h + \frac{h^2}{2} \partial_x \sigma(\gamma) - \frac{G}{12} \partial_x h^4 \right)(t, x) \partial_x \varphi(t, x) \, d(x, t)
= \int_{\mathbb{R} \times \mathbb{R}} \left( -H + \frac{H^2}{2} \sigma'(\Gamma) \Gamma' - \frac{G}{12} (H^4)' \right)(\xi) \partial_x \varphi(t, \xi + t) \, d(\xi, t) = 0 ,
\]

thanks to (2.5). A similar argument applies to (2.2). \(\square\)

3. Bounded traveling waves without gravity

Observe that if gravitational effects are neglected, that is, if \(G = 0\), then (2.5) is an algebraic equation for \(H\). We may thus solve this equation for \(H\) in terms of \(\Gamma\) and so reduce the problem to a single ordinary differential equation for \(\Gamma\).

3.1. No surface diffusion \(D = 0\). Neglecting diffusion as well reduces (2.5)-(2.6) to

\[
2H - H^2 \sigma'(\Gamma) \Gamma' = 2H_* , \quad \xi \in \mathbb{R} , \quad (3.1)
\]

\[
\Gamma - H \Gamma \sigma'(\Gamma) \Gamma' = 0 , \quad \xi \in \mathbb{R} . \quad (3.2)
\]

Multiplying (3.1) by \(\Gamma\) and (3.2) by \(-H\) and adding the result we obtain

\[
\Gamma (H - 2H_*) = 0 ,
\]

whence

\[
H(\xi) = 2H_* , \quad \xi \in \mathcal{P}_\Gamma := \{\zeta \in \mathbb{R} : \Gamma(\zeta) > 0\} .
\]

Observe that (2.7) requires \(H_* \geq 0\). Next, (3.2) gives

\[
2H_* \sigma'(\Gamma) \Gamma' = 1 \quad \text{in} \quad \mathcal{P}_\Gamma .
\]
Since \( \sigma' < 0 \) by (1.8), it readily follows from the previous identity that \( H_* > 0 \) and \( \Gamma \) is decreasing on \( \mathcal{P}_\Gamma \). Therefore, \( \mathcal{P}_\Gamma \) is an interval of the form \((-\infty, \xi_0)\) for some \( \xi_0 \in (-\infty, \infty] \) and

\[
\sigma(\Gamma(\xi)) = K_3 + \frac{\xi}{2H_*}, \quad \xi \in (-\infty, \xi_0),
\]

for some constant \( K_3 \in \mathbb{R} \). As \( \sigma \) maps \([0, 1)\) onto \((-\infty, \sigma_0)\) by (1.8), we deduce that \( \xi_0 = 2H_*(\sigma_0 - K_3) \) and thus \( \xi_0 < \infty \). Owing to the translation invariance of (2.5)-(2.6), we may then choose \( \xi_0 = 0 \) so that \( \mathcal{P}_\Gamma = (-\infty, 0) \) and

\[
\Gamma(\xi) = \begin{cases} 
\sigma^{-1} \left( \sigma_0 + \frac{\xi}{2H_*} \right), & \xi \in (-\infty, 0], \\
0, & \xi \in [0, \infty).
\end{cases}
\]

Clearly, \( \Gamma \) is non-increasing on \( \mathbb{R} \). Since \( H = H_* \) in \( \mathbb{R} \setminus \mathcal{P}_\Gamma = [0, \infty) \) by (3.1) and (3.4), we conclude

\[
H(\xi) = \begin{cases} 
2H_*, & \xi \in (-\infty, 0], \\
H_*, & \xi \in [0, \infty).
\end{cases}
\]

We finally deduce from Lemma 2.3 that we obtain from (3.4)-(3.5) a weak solution \((h, \gamma)\) to (1.1)-(1.2) on \( \mathbb{R} \) by (1.5). This proves Theorem 1.1 and Proposition 1.2 when \( G = 0 \) and \( D = 0 \).

### 3.2. Including surface diffusion \( D > 0 \)

Still neglecting gravity but now including surface diffusion, \((H, \Gamma)\) solves

\[
2H - H^2\sigma'(\Gamma)\Gamma' = 2H_*, \quad \xi \in \mathbb{R},
\]

\[
\Gamma - [\Gamma\sigma'(\Gamma)H - D]\Gamma' = 0, \quad \xi \in \mathbb{R}.
\]

Multiplying (3.6) by \((\Gamma\sigma'(\Gamma)H - D)\) and (3.7) by \(-\sigma'(\Gamma)H^2\) and adding the resulting identities give a quadratic equation satisfied by \( H \) which reads

\[
\Gamma\sigma'(\Gamma)H^2 - 2(D + \Gamma\sigma'(\Gamma)H_*)H + 2DH_* = 0.
\]

The equation (3.8) reduces to the identity \( H = H_* \) if \( \Gamma = 0 \) while it has only one positive zero whatever the value of \( \Gamma > 0 \) which is given by

\[
H = \frac{D + \Gamma\sigma'(\Gamma)H_* - \sqrt{D^2 + (\Gamma\sigma'(\Gamma)H_*)^2}}{\Gamma\sigma'(\Gamma)}
\]

(recall that \( \sigma' < 0 \) by (1.8)). Consequently, introducing again the positivity set \( \mathcal{P}_\Gamma \) defined by

\[
\mathcal{P}_\Gamma := \{ \xi \in \mathbb{R} : \Gamma(\xi) > 0 \}
\]

we conclude that

\[
H(\xi) = \begin{cases} 
\frac{D + \Gamma\sigma'(\Gamma)H_* - \sqrt{D^2 + (\Gamma\sigma'(\Gamma)H_*)^2}}{\Gamma\sigma'(\Gamma)}, & \xi \in \mathcal{P}_\Gamma, \\
H_*, & \xi \not\in \mathcal{P}_\Gamma.
\end{cases}
\]
We now infer from (3.7) and (3.9a) that

\[ \left[ \Gamma \sigma'(\Gamma) H_\ast - \sqrt{D^2 + (\Gamma \sigma'(\Gamma) H_\ast)^2} \right] \frac{\Gamma'}{\Gamma} = 1 , \quad \xi \in \mathcal{P}_\Gamma . \]

Since \( \sigma' < 0 \) by (1.8) and since (2.5)-(2.6) is invariant with respect to translations, we readily deduce that \( \Gamma \) is decreasing on \( \mathcal{P}_\Gamma \) and that there is \( \xi_0 \in (0, \infty) \) such that \( \mathcal{P}_\Gamma = (-\infty, \xi_0) \). Integrating the previous differential equation, we end up with

\[ \int_{\Gamma(0)}^{\Gamma(\xi)} \left[ z \sigma'(z) H_\ast - \sqrt{D^2 + (z \sigma'(z) H_\ast)^2} \right] \frac{dz}{z} = \xi , \quad \xi \in (-\infty, \xi_0) . \quad (3.10) \]

Moreover, owing to (1.8) we have

\[ \frac{z \sigma'(z) H_\ast - \sqrt{D^2 + (z \sigma'(z) H_\ast)^2}}{z} \sim 2H_\ast \sigma'(z) \quad \text{and} \quad \frac{z \sigma'(z) H_\ast - \sqrt{D^2 + (z \sigma'(z) H_\ast)^2}}{z} \sim \frac{D}{z} , \]

from which we conclude that necessarily \( \xi_0 = \infty \), that is, \( \mathcal{P}_\Gamma = \mathbb{R} \), and

\[ \lim_{\xi \to -\infty} \Gamma(\xi) = 1 , \quad \lim_{\xi \to \infty} \Gamma(\xi) = 0 . \quad (3.11) \]

Consequently, we realize that \( H \) is given by (3.9a) for \( \xi \in \mathbb{R} \) and satisfies

\[ H_\ast < H(\xi) < 2H_\ast , \quad \xi \in \mathbb{R} , \]

with

\[ \lim_{\xi \to -\infty} H(\xi) = 2H_\ast , \quad \lim_{\xi \to \infty} H(\xi) = H_\ast , \]

thanks to (1.8) and (3.11). Observe that \( \Gamma \) is \( C^1 \)-smooth by applying (3.10) (recall that \( \sigma \in C^1([0, 1]) \) and \( \Gamma(\mathbb{R}) \subset (0, 1) \)) and that \( H \) is thus continuous by (3.9a). Therefore, we have shown Theorem 1.1 and Proposition 1.2 when \( G = 0 \) and \( D > 0 \).

4. BOUNDED TRAVELING WAVES WITH GRAVITY

We shall now include gravity by taking \( G > 0 \) in (2.5) in which case this is also an ordinary differential equation. Thus, we have to use a different approach than before and assume now that (1.10) holds.

4.1. No surface diffusion \( D = 0 \). We combine (2.5)-(2.6) to obtain a system of differential equations for \((H, \Gamma)\). More precisely, recalling that

\[ H + \frac{G H^3}{3} H' - \frac{H^2}{2} \sigma'(\Gamma) \Gamma' = H_\ast , \quad \xi \in \mathbb{R} , \quad (4.1) \]
\[ \Gamma + \frac{G}{2} H^2 H' - \Gamma \sigma'(\Gamma) H \Gamma' = 0 , \quad \xi \in \mathbb{R} , \quad (4.2) \]

we multiply (4.1) by 12\( \Gamma \) and (4.2) by \(-6H\) and add the resulting identities to obtain

\[ \Gamma \left[ GH^3 H' + 6( H - 2H_\ast) \right] = 0 , \quad \xi \in \mathbb{R} . \quad (4.3) \]
We next multiply (4.1) by $6\Gamma$ and (4.2) by $-4H$ and find, after adding the resulting identities,
\[
\Gamma \left[ \sigma'(\Gamma)H^2\Gamma' + 2(H - 3H_*) \right] = 0, \quad \xi \in \mathbb{R}.
\] (4.4)
Observe that (4.3) and (4.4) are obviously satisfied in the zero set of $\Gamma$. In order to analyze (4.3)-(4.4), we first investigate the behavior of the following auxiliary system of ordinary differential equations:
\[
H^3H' = \frac{6}{G}(2H_* - H), \quad \xi \in \mathbb{R},
\] (4.5)
\[
H^2\sigma'(\Gamma)\Gamma' = 2(3H_* - H), \quad \xi \in \mathbb{R}.
\] (4.6)
Recalling (1.10), non-extendable solutions to this system of ordinary differential equations for $(H, \Gamma)$ in $(0, \infty) \times (0, 1)$ are provided by the Cauchy-Lipschitz theorem.

**Lemma 4.1.** Given $(H_0, \Gamma_0) \in (0, \infty) \times (0, 1)$, there are unique $\xi_* > 0$, $\xi_* > 0$, and a unique non-extendable solution
\[
(H, \Gamma) \in C^1((-\xi_*, \xi_*), (0, \infty) \times (0, 1))
\]
to (4.5)-(4.6) with $(H, \Gamma)(0) = (H_0, \Gamma_0)$. At a possibly finite boundary point of $(-\xi_*, \xi_*)$, the function $H$ approaches zero or becomes unbounded, or the function $\Gamma$ approaches zero or 1.

As we now shall see, the behavior of $(H, \Gamma)$ varies according to the value of $H_0$.

**Lemma 4.2.** (i) If $H_0 = 2H_*$, then
\[
\xi_* = \infty, \quad \xi_* = 2H_* (\sigma_0 - \sigma(\Gamma_0)) < \infty.
\] (4.7)
Moreover, $H \equiv 2H_*$ on $(-\infty, \xi_*)$ while $\Gamma$ is a decreasing function from $(-\infty, \xi_*)$ onto $[0, 1)$.

(ii) If $H_0 \in (0, 2H_*)$, then both $\xi_*$ and $\xi_*$ are finite with $H(-\xi_*) = 0$ and $\Gamma(\xi_*) = 0$. Moreover, $H$ is increasing and $\Gamma$ is decreasing on $(-\xi_*, \xi_*)$.

(iii) If $H_0 \in (2H_*, \infty)$, then both $\xi_*$ and $\xi_*$ are finite with $\Gamma(-\xi_*) = \Gamma(\xi_*) = 0$. Moreover, $H$ is decreasing on $(-\xi_*, \xi_*)$ and stays above $2H_*$.

**Proof.** We first note that (4.5) is independent of $\Gamma$ and has an explicit constant solution $H \equiv 2H_*$. Thus, we distinguish three cases relating the initial value $H_0$ to this particular value.

(i) Let $H_0 = 2H_*$. Clearly, $H \equiv 2H_*$ in $(-\xi_*, \xi_*)$ by (4.5), and we deduce from (4.6) that $\Gamma$ is decreasing with
\[
\sigma'(\Gamma(\xi)) = \sigma'(\Gamma_0) + \frac{\xi}{2H_*}, \quad \xi \in (-\xi_*, \xi_*).
\]
The properties (1.8) of $\sigma$ then entail (4.7).

(ii) Let $H_0 \in (0, 2H_*)$. We first observe that (4.5) guarantees that $H$ stays below $2H_*$ so that $H^4$ increases on $(-\xi_*, \xi_*)$. Thus $0 < H(\xi) < H_0 < 2H_*$ for $\xi \in (-\xi_*, 0)$. It follows from (4.5), (4.6), and this upper bound that, for $\xi \in (-\xi_*, 0)$,
\[
(H^4)' \geq \frac{24(2H_* - H_0)}{G}, \quad (\sigma(\Gamma))' \geq \frac{2H_*}{H^2} \geq \frac{1}{2H_*} > 0,
\]
from which we deduce that $\Gamma$ is decreasing on $(-\xi_\alpha, 0)$ and
\[
H_0^4 \geq H_0^4 - \lim_{\xi \to -\xi_\alpha} H^4(\xi) \geq \frac{24}{G}(2H_* - H_0)\xi_\alpha.
\]
Therefore, $\xi_\alpha$ is finite. Owing to the monotonicity and positivity of $H$, the limit $\ell := \lim_{\xi \to -\xi_\alpha} H(\xi)$ is a well-defined non-negative real number. Our aim is to show that $\ell = 0$. By contradiction assume that $\ell > 0$. Then, the definition of $\xi_\alpha$ and the just proven monotonicity of $\Gamma$ imply that $\Gamma(\xi) \to 1$ as $\xi \to -\xi_\alpha$. Consequently, $\sigma(\Gamma(\xi)) \to -\infty$ as $\xi \to -\xi_\alpha$. Now, the monotonicity of $H$ guarantees $0 < \ell < H(\xi) < H_0$ for $\xi \in (-\xi_\alpha, 0)$ and we infer from (4.6) that
\[
\sigma(\Gamma(\xi)) \leq \frac{6H_*\ell}{\ell^2}.
\]
Integrating this inequality yields
\[
\sigma(\Gamma_0) - \frac{6H_*\ell\xi_\alpha}{\ell^2} \leq \sigma(\Gamma(\xi_0)) + \frac{6H_*\ell\xi}{\ell^2} \leq \sigma(\Gamma(\xi))
\]
for $\xi \in (-\xi_\alpha, 0)$. The above bound clearly yields a contradiction as it prevents $\sigma(\Gamma(\xi))$ from reaching $-\infty$ as $\xi \to -\xi_\alpha$. Thus, we have shown $\ell = H(-\xi_\alpha) = 0$ and $H(-\xi_\alpha) = 0 < H(\xi) < H_0$, $\xi \in (-\xi_\alpha, 0)$.

Let us now study the behavior for positive $\xi$. It readily follows from (4.5) that
\[
H_0 < H(\xi) < 2H_*, \quad \xi \in (0, \xi_\omega).
\]
We then infer from the negativity (1.8) of $\sigma'$, (4.6), and (4.8) that $\Gamma$ is decreasing in $(0, \xi_\omega)$ and satisfies
\[
\|\sigma'\|_{L^\infty(0, \Gamma_0)} \Gamma'(\xi) \leq -\frac{1}{2H_*}, \quad \xi \in (0, \xi_\omega).
\]
As $\Gamma > 0$ in $(0, \xi_\omega)$, the previous inequality readily implies that $\xi_\omega < \infty$. Consequently, $\Gamma(\xi_\omega) = 0$ by (4.8), and thus
\[
\xi_\omega < \infty \quad \text{and} \quad \Gamma(\xi_\omega) = 0 < \Gamma(\xi) < \Gamma_0, \quad \xi \in (0, \xi_\omega).
\]
Hence, we obtain (ii).

(iii) Let $H_0 > 2H_*$. In this case, the differential equation (4.5) guarantees
\[
2H_* < H(\xi) \quad \text{and} \quad H'(\xi) < 0, \quad \xi \in (-\xi_\alpha, \xi_\omega).
\]
Also, integrating (4.6) gives
\[
\sigma(\Gamma(\xi)) = \sigma(\Gamma_0) + 2 \int_0^\xi \frac{3H_* - H(\zeta)}{H(\zeta)^2} \, d\zeta, \quad \xi \in (-\xi_\alpha, \xi_\omega).
\]
Assume now for contradiction that $H > 3H_*$ on $(-\xi_\alpha, \xi_\omega)$. In particular, $H_0 > 3H_*$ and this implies that $\sigma(\Gamma)$ is decreasing on $(-\xi_\alpha, \xi_\omega)$ according to (4.6). Then, by (4.9) and (4.10), for $\xi \in (0, \xi_\omega)$,
\[
2H_* < H(\xi) < H_0.
\]
and
\[ \sigma(\Gamma_0) \geq \sigma(\Gamma(\xi)) \geq \sigma(\Gamma_0) - 2(H_0 - 3H_*) \int_0^\xi \frac{d\zeta}{H(\zeta)^2} \geq \sigma(\Gamma_0) - \frac{H_0 - 3H_*}{2H_*^2} \xi . \]

Since \( \sigma \) maps \([0, 1]\) onto \((-\infty, \sigma_0]\), we deduce from the previous bounds that \( \xi_\omega = \infty \). However, it is clear from (4.5) that then \( H(\xi) \to 2H_* \) as \( \xi \to \infty \), whence a contradiction. Consequently, there is \( \xi_* \in (-\xi_\alpha, \xi_\omega) \) such that \( H(\xi_*) = 3H_* \). Invoking the monotonicity (4.9) of \( H \), we have
\[ H(\xi) > 3H_* , \quad \xi \in (-\xi_\alpha, \xi_*) , \quad H(\xi) < 3H_* , \quad \xi \in (\xi_*, \xi_\omega) . \quad (4.11) \]

We next deduce from (4.10) that
\[ \sigma(\Gamma(\xi)) = \sigma(\Gamma(\xi_*)) + 2 \int_{\xi_*}^\xi \frac{3H_* - H(\zeta)}{H(\zeta)^2} d\zeta , \quad \xi \in (-\xi_\alpha, \xi_\omega) . \quad (4.12) \]

On the one hand, the properties (4.11) of \( H \) and (4.12) ensure that \( \sigma(\Gamma(\xi)) \geq \sigma(\Gamma(\xi_*)) \) so that \( \Gamma(\xi) \leq \Gamma(\xi_*) < 1 \) for \( \xi \in (-\xi_\alpha, \xi_\omega) \). Hence, taking \( \xi_1 \in (\xi_*, \xi_\omega) \), it follows from (4.11), (4.12), and the properties of \( \sigma \) that, for \( \xi \in (\xi_1, \xi_\omega) \),
\[
\sigma_0 \geq \sigma(\Gamma(\xi)) \geq \sigma(\Gamma(\xi_*)) + 2 \int_{\xi_*}^\xi \frac{3H_* - H(\zeta)}{H(\zeta)^2} d\zeta \geq \sigma(\Gamma(\xi_*)) + 2 \int_{\xi_1}^\xi \frac{3H_* - H(\xi_1)}{H(\zeta)^2} d\zeta \\
\geq \sigma(\Gamma(\xi_*)) + 2 \int_{\xi_1}^\xi \frac{3H_* - H(\xi_1)}{H^2} (\xi - \xi_1) ,
\]
from which we readily deduce that \( \xi_\omega \) is finite. We next show that \( \xi_\alpha \) is finite. Observe that (4.5) implies
\[ H^3H' \geq -\frac{6H}{G} , \quad \xi \in (-\xi_\alpha, \xi_\omega) , \]
so that, since \( H \) does not vanish according to Lemma 4.1,
\[ H(\xi)^3 \leq H_0^3 + \frac{18}{G} |\xi| , \quad \xi \in (-\xi_\alpha, 0) . \quad (4.13) \]

Now, taking \( \xi_2 \in (-\xi_\alpha, \min\{0, \xi_*\}) \), we infer from (4.11), (4.12), the properties of \( \sigma \), and the previous estimate that, for \( \xi \in (-\xi_\alpha, \xi_2) \),
\[
\sigma_0 \geq \sigma(\Gamma(\xi)) \geq \sigma(\Gamma(\xi_*)) + 2 \int_{\xi}^{\xi_2} \frac{H(\zeta) - 3H_*}{H(\zeta)^2} d\zeta \\
\geq \sigma(\Gamma(\xi_*)) + 2G^{2/3} (H(\xi_2) - 3H_*) \int_{\xi}^{\xi_2} \frac{d\zeta}{(GH_0^3 + 18|\zeta|)^{2/3}} ,
\]
from which the finiteness of \( \xi_\alpha \) readily follows as the right-hand side of the above inequality diverges as \( \xi \to -\infty \). Consequently, since \( H \) cannot reach zero by (4.9) and cannot blow up on a finite interval by (4.13) while \( \Gamma \) stays below 1 on \((-\xi_\alpha, \xi_\omega)\) as shown above, we deduce that \( \Gamma(\xi) \to 0 \) as \( \xi \to -\xi_\alpha \) and \( \xi \to \xi_\omega \).
Part (i) of Lemma 4.2 allows us to construct a solution to (2.5)-(2.6) by extending $\Gamma$ by $\Gamma(\xi) = 0$ for $\xi \in [\xi_\omega, \infty)$ and using (4.1) to see that $H$ is determined on the interval $(\xi_\omega, \infty)$ as the solution $\hat{H}$ to

$$
\hat{H}' = \frac{3(H_* - \hat{H})}{GH^3}, \quad \xi \in (\xi_\omega, \infty), \quad \hat{H}(\xi_\omega) = 2H_* .
$$

(4.14)

Therefore, after a suitable translation so that $\xi_\omega = 0$, a solution $(H, \Gamma)$ to (2.5)-(2.6) in the case $D = 0$ and $G > 0$ is given by

$$(H, \Gamma)(\xi) = \begin{cases} 
(2H_*, \sigma^{-1}\left(\sigma_0 + \frac{\xi}{2H_*}\right)), & \xi < 0, \\
(\hat{H}(\xi), 0), & \xi \geq 0.
\end{cases}
$$

(4.15)

Note that a particular consequence of (4.14) and (4.15) is that $H(\xi) \to H_*$ as $\xi \to \infty$. Finally, $(H, \Gamma)$ has the expected regularity and the pair $(h, \gamma)$ obtained subsequently from $(H, \Gamma)$ through (1.5) is a weak solution to (1.1)-(1.2) on $\mathbb{R}$ by Lemma 2.3. This yields Theorem 1.1 and Proposition 1.2 when $G > 0$ and $D = 0$.

**Remark 4.3.** Since system (4.5)-(4.6) is autonomous, it is a priori not excluded to concatenate different types of solutions constructed in Lemma 4.2 and solutions to (4.14). However, due to the fact that traveling wave solutions in the case $G > 0$, $D = 0$, have to be continuous on $\mathbb{R}$, it follows from Lemma 4.2 that solutions with $H_0 \neq 2H_*$ cannot be concatenated to a physically relevant traveling wave.

### 4.2. With surface diffusion $D > 0$.

We now take both gravity and surface diffusion into account and again transform (2.5)-(2.6) into a system of differential equations for $(H, \Gamma)$. For that purpose, we multiply (2.5) by $12(\Gamma\sigma'(\Gamma)H - D)$ and (2.6) by $-6\sigma'(\Gamma)H^2$ and add the resulting identities to obtain

$$
GH^3(\Gamma\sigma'(\Gamma)H - 4D)H' = 6\Gamma\sigma'(\Gamma)(2H_* - H) + 12D(H - H_*), \quad \xi \in \mathbb{R} .
$$

Similarly, we multiply (2.5) by $6\Gamma$ and (2.6) by $-4H$ and find, after adding the resulting identities,

$$
H(\Gamma\sigma'(\Gamma)H - 4D)\Gamma' = 2\Gamma(3H_* - H), \quad \xi \in \mathbb{R} .
$$

Thus, $(H, \Gamma)$ solves the following differential system:

$$
GH^3\left(\Gamma\sigma'(\Gamma)H - 4D\right)H' = 6\Gamma\sigma'(\Gamma)(2H_* - H) + 12D(H - H_*), \quad \xi \in \mathbb{R} ,
$$

$$
H(\Gamma\sigma'(\Gamma)H - 4D)\Gamma' = 2\Gamma(3H_* - H), \quad \xi \in \mathbb{R} .
$$

Since $\sigma' < 0$ by (1.8), we note that

$$
\Gamma\sigma'(\Gamma)H - 4D < 0, \quad \xi \in \mathbb{R} .
$$

(4.16)
Thus, we shall construct a traveling wave solution for (1.1)-(1.2) by proving the existence of a heteroclinic orbit for the system (recall that $\varrho = -1/\sigma'$ and $\varrho(1) = 0$)

$$H' = \frac{6\Gamma H (2H_\ast - H) - 12D(H - H_\ast) \varrho(\Gamma)}{GH^3(\Gamma H + 4D\varrho(\Gamma))}, \quad \xi \in \mathbb{R}, \quad (4.17)$$

$$\Gamma' = \frac{2\Gamma (H - 3H_\ast) \varrho(\Gamma)}{H(\Gamma H + 4D\varrho(\Gamma))}, \quad \xi \in \mathbb{R}, \quad (4.18)$$

which connects the critical points $(2H_\ast, 1)$ and $(H_\ast, 0)$. In order to do so, set

$$f_1(\tilde{H}, \tilde{\Gamma}) := \frac{6\tilde{\Gamma} \tilde{H} (2H_\ast - \tilde{H}) - 12D(\tilde{H} - H_\ast) \varrho(\tilde{\Gamma})}{GH^3(\tilde{\Gamma} H + 4D\varrho(\tilde{\Gamma}))}, \quad (4.19)$$

$$f_2(\tilde{H}, \tilde{\Gamma}) := \frac{2\tilde{\Gamma} (\tilde{H} - 3H_\ast) \varrho(\tilde{\Gamma})}{H(\tilde{\Gamma} H + 4D\varrho(\tilde{\Gamma}))}, \quad (4.20)$$

and note that, by (1.10),

$$(f_1, f_2) \in \text{Lip}((0, \infty) \times (0, 1), \mathbb{R}^2).$$

Thus, given $(H_0, \Gamma_0) \in (0, \infty) \times (0, 1)$, the classical Cauchy-Lipschitz theorem ensures the existence of a unique non-extendable solution

$$(H, \Gamma) \in C^1((-\xi_\alpha, \xi_\omega), (0, \infty) \times (0, 1))$$

of (4.17)-(4.18) complemented with the initial condition

$$(H, \Gamma)(0) = (H_0, \Gamma_0), \quad (4.21)$$

and global existence being characterized as in Lemma 4.1.

**Proposition 4.4 ( Blow-up scenario ).** Given $(H_0, \Gamma_0) \in [H_\ast, 2H_\ast] \times (0, 1)$, let

$$(H, \Gamma) \in C^1((-\xi_\alpha, \xi_\omega), \mathbb{R}^2)$$

be the non-extendable solution to (4.17)-(4.21). Then the following assertions hold true:

(a) $\xi_\omega = \infty$ and

$$(H(\xi), \Gamma(\xi)) \in (H_\ast, 2H_\ast) \times (0, 1), \quad \xi \in (0, \infty).$$

Moreover, $\Gamma$ is decreasing on $(-\xi_\alpha, \infty)$.

(b) If $\xi_\alpha$ is finite, then there exists $\xi_\alpha < \xi_\alpha$ such that $H(-\check{\xi}_\alpha) \in \{H_\ast, 2H_\ast\}$.

**Proof.** (a) Let $(H_0, \Gamma_0)$ and $(H, \Gamma)$ be as above. Since

$$f_1(H_\ast, \tilde{\Gamma}) > 0, \quad f_1(2H_\ast, \tilde{\Gamma}) < 0, \quad \tilde{\Gamma} \in (0, 1), \quad (4.22)$$

we conclude

$$H(\xi) \in (H_\ast, 2H_\ast), \quad \xi \in (0, \xi_\omega).$$

We also have

$$f_2(\tilde{H}, \tilde{\Gamma}) < 0, \quad (\tilde{H}, \tilde{\Gamma}) \in [H_\ast, 2H_\ast] \times (0, 1).$$
Hence, $\Gamma$ is decreasing on $(-\xi_\alpha, \xi_\omega)$. Finally, since $\varrho \geq 0$ vanishes only at $\hat{\Gamma} = 1$ there exists $\mu > 0$ such that

$$0 < \mu \leq \hat{\Gamma} \hat{H} + 4D\varrho(\hat{\Gamma}) \quad \text{for} \quad (\hat{H}, \hat{\Gamma}) \in (H_*, 2H_*) \times (0,1),$$

and we conclude that

$$\Gamma'(\xi) \geq - \frac{4R_\varrho}{\mu} \Gamma(\xi), \quad \xi \in (0,\xi_\omega).$$

Consequently,

$$\Gamma(\xi) \geq \Gamma_0 e^{-4R_\varrho/\mu}, \quad \xi \in (0,\xi_\omega),$$

and $\Gamma$ thus cannot reach zero for $\xi$ finite, which rules out the possibility that $\xi_\omega$ is finite. This proves (a).

(b) Assume that $\xi_\alpha < \infty$. Assume also for contradiction that

$$H_* < H(\xi) < 2H_*, \quad \xi \in (-\xi_\alpha,0), \quad (4.24)$$

and recall that $\Gamma$ is then decreasing on $(-\xi_\alpha, \infty)$ so that

$$\Gamma(\xi) \geq \Gamma_0, \quad \xi \in (-\xi_\alpha,0). \quad (4.25)$$

On the one hand, owing to (4.25) and (4.24), the finiteness of $-\xi_\alpha$ implies that

$$\lim_{\xi \to -\xi_\alpha} \Gamma(\xi) = 1.$$

On the other hand, recalling that $\varrho = -1/\sigma'$, we infer from (4.18), (4.23), and (4.24) that

$$\frac{d}{d\xi} \sigma(\Gamma) = - \frac{2\Gamma (H - 3H_*)}{H(\Gamma H + 4D\varrho(\Gamma))} \leq \frac{4H_* \Gamma}{H(\Gamma H + 4D\varrho(\Gamma))} \leq \frac{4}{\mu} \quad \text{in} \quad (-\xi_\alpha,0).$$

Integration over $(-\xi_\alpha,0)$ and application of the decreasing function $\sigma^{-1}$ then yield

$$\Gamma(\xi) \leq \sigma^{-1} \left( \sigma(\Gamma_0) - \frac{4\xi_\alpha}{\mu} \right) < 1, \quad \xi \in (-\xi_\alpha,0).$$

Therefore, $\Gamma$ cannot reach the value 1 as $\xi \to -\xi_\alpha$ and we obtain a contradiction.

We next analyze the behavior of $(H, \Gamma)$ as $\xi$ tends to $\infty$.

**Proposition 4.5 (The $\omega$-limit set).** Let $(H_0, \Gamma_0)$ and $(H, \Gamma)$ be as in Proposition 4.4. Then

$$\lim_{\xi \to \infty} (H(\xi), \Gamma(\xi)) = (H_*, 0).$$

**Proof.** Let $(H_0, \Gamma_0)$ and $(H, \Gamma)$ be as in Proposition 4.4. We recall that $H(\xi) \leq 2H_*$ for all $\xi \in (0, \infty)$ and that $\Gamma$ is decreasing on $(0, \infty)$. Given $\xi \geq 0$, it follows from these properties and (4.18) that

$$-\Gamma' \leq \frac{2\Gamma (3H_* - H) \varrho(\Gamma)}{4DH_\varrho(\Gamma)} \leq \frac{\Gamma}{D}$$

and

$$-\Gamma' \geq \frac{2\Gamma H_*}{H(4D - \Gamma H\sigma'(\Gamma))} \geq \frac{\Gamma}{4D + 2\Gamma_0 H_* \|\sigma'\|_{L_\infty(0,\Gamma_0)}}.$$
Consequently,

\[ e^{-\xi / D} \leq \frac{\Gamma(\xi)}{\Gamma_0} \leq e^{-\delta_0 \xi}, \quad \xi \in [0, \infty), \quad \text{with} \quad \delta_0 := \frac{1}{4D + 2\Gamma_0 H_0 \|\sigma'\|_{L_\infty(0, \Gamma_0)}} > 0. \]  

(4.26)

We next turn to \( H \) and deduce from (4.17) and Proposition 4.4 (a) that, for \( \xi \in (0, \infty) \),

\[ H' + \frac{3(H - H_*)}{GH_*^3} \geq 0 \]

and

\[ H' + \frac{3D}{2GH_*^3} \min_{[0, \Gamma_0]} \{ \varrho \} \left( H - H_* \right) \leq \frac{3\Gamma}{GH_* D \min_{[0, \Gamma_0]} \{ \varrho \}}. \]

Combining the previous differential inequalities with (4.26) ensure that there are positive constants \( C_1, C_2, \delta_1, \delta_2 \) depending on \( G, H_*, D, \sigma', H_0, \) and \( \Gamma_0 \) such that

\[ C_1 e^{-\delta_1 \xi} \leq H(\xi) - H_* \leq C_2 e^{-\delta_2 \xi}, \quad \xi \in (0, \infty). \]

Therefore, \( (H, \Gamma)(\xi) \to (H_*, 0) \) as \( \xi \to \infty \). \( \square \)

Our next goal is to show the existence of a global solution to (4.17)-(4.21), that is, a solution with \( \xi_\alpha = \infty \). To this end several steps are needed. We begin with the behavior as \( \xi \to -\infty \) of global solutions (if any) to check that they have the expected limit.

**Proposition 4.6.** Assume that \( (H, \Gamma) \) is a global solution (that is, \( \xi_\omega = \xi_\alpha = \infty \)) to (4.17)-(4.18) such that \( (H, \Gamma)(\xi) \in (H_*, 2H_*) \times (0, 1) \) for all \( \xi \in \mathbb{R} \). Then

\[ \lim_{\xi \to -\infty} (H(\xi), \Gamma(\xi)) = (2H_*, 1). \]

**Proof.** Since \( H(\xi) \in (H_*, 2H_*) \) for all \( \xi \in \mathbb{R} \), it follows from (1.9), (4.18), and the non-negativity of \( \varrho \) that

\[ \Gamma' \leq -\frac{2\Gamma_0 \varrho(\Gamma)}{H(\Gamma H + 4D \varrho(\Gamma))} \leq -\frac{\Gamma \varrho(\Gamma)}{2H_* + 4D \varrho} \leq 0, \quad \xi \in \mathbb{R}. \]  

(4.27)

Thus \( \Gamma \) is a decreasing and bounded function on \( \mathbb{R} \) ranging in \( (0, 1) \) and there is \( \Gamma_\alpha \in [0, 1] \) such that \( \Gamma(\xi) \to \Gamma_\alpha \) as \( \xi \to -\infty \). Furthermore, integrating (4.27) over \( (\xi, 0) \) with \( \xi < 0 \) and using (1.9) and the bounds \( 0 < \Gamma < 1 \) give

\[ \frac{1}{2H_* + 4D \varrho} \int_{\xi}^{0} \Gamma(\zeta) \varrho(\Gamma(\zeta)) \, d\zeta \leq \Gamma(\xi) \leq 1, \quad \xi \in (-\infty, 0). \]

Since both \( \Gamma \) and \( \varrho(\Gamma) \) are non-negative, the above inequality and (4.27) entail that

\[ 0 \leq \Gamma_0 \int_{-\infty}^{0} \varrho(\Gamma(\zeta)) \, d\zeta \leq \int_{-\infty}^{0} \Gamma(\zeta) \varrho(\Gamma(\zeta)) \, d\zeta \leq 2H_* + 4D \varrho. \]  

(4.28)
Collecting the above information and using the continuity (1.9) of \( \varrho \) we realize that \( \varrho(\Gamma) \) belongs to \( L_1(-\infty, 0) \) with \( \varrho(\Gamma(\xi)) \to \varrho(\Gamma_\alpha) \) as \( \xi \to -\infty \) and thus \( \varrho(\Gamma_\alpha) = 0 \). Since \( \varrho \) only vanishes once in \( [0, 1] \) by (1.9) we conclude that \( \Gamma_\alpha = 1 \), that is,
\[
\lim_{\xi \to -\infty} \Gamma(\xi) = 1 .
\]
Next, since \( H(\xi) \in (H_*, 2H_*) \) for all \( \xi \in \mathbb{R} \), we infer from (1.9) and (4.23) that, for \( \xi < 0 \),
\[
\delta_3 := \frac{3\Gamma_0}{4GH^2(2H_* + 4DR_e)} \leq \frac{6\Gamma H}{GH^3(\Gamma H + 4Dg(\Gamma))} \leq \frac{12}{\mu GH^2} \]
and
\[
0 \leq \frac{12D(H - H_*)}{GH^3(\Gamma H + 4Dg(\Gamma))} \leq \frac{12D}{\mu GH^2} .
\]
Therefore, by (4.17),
\[
0 \leq \delta_3(2H_* - H) \leq \frac{6\Gamma H(2H_* - H)}{GH^3(\Gamma H + 4Dg(\Gamma))} = H' + \frac{12D(H - H_*)\varrho(\Gamma)}{GH^3(\Gamma H + 4Dg(\Gamma))} \leq H' + \frac{12D}{\mu GH^2} \varrho(\Gamma)
\]
for \( \xi < 0 \). Integrating the above inequality over \((\xi, 0)\) with \( \xi < 0 \) gives
\[
0 \leq \delta_3 \int_\xi^0 (2H_* - H(\xi)) \, d\xi \leq H_0 - H(\xi) + \frac{12D}{\mu GH^2} \int_\xi^0 \varrho(\Gamma(\xi)) \, d\xi ,
\]
which, together with (4.28), implies that
\[
2H_* - H \in L_1(-\infty, 0) .
\]
Moreover, using again (4.17), (4.29), and (4.30), we find
\[
|H'| \leq \frac{12}{\mu GH^2} [(2H_* - H) + D\varrho(\Gamma)] , \quad \xi \in (-\infty, 0) ,
\]
and deduce from (4.28) and (4.31) that
\[
H' \in L_1(-\infty, 0) .
\]
Combining (4.31) and (4.32) entails \( H(\xi) \to 2H_* \) as \( \xi \to -\infty \) and completes the proof. \( \square \)

The next step is a more precise study of the phase plane associated to (4.17)-(4.18) which requires a refined analysis of \( f_1 \) defined in (4.19). Actually, \( f_1 \) also reads
\[
f_1(\tilde{H}, \tilde{\Gamma}) = \frac{12D\tilde{\Gamma}(\tilde{H} - H_*)}{GH^3(\tilde{\Gamma}H + 4Dg(\tilde{\Gamma}))} \left[ \frac{\tilde{H}(2H_* - \tilde{H})}{2D(H - H_*)} - \varrho(\tilde{\Gamma}) \right] , \quad (\tilde{H}, \tilde{\Gamma}) \in (H_*, 2H_*) \times (0, 1) ,
\]
with
\[
\varrho(\tilde{\Gamma}) := \frac{\varrho(\tilde{\Gamma})}{\tilde{\Gamma}} , \quad \tilde{\Gamma} \in (0, 1) ,
\]
so that
\[ f_1(\tilde{H}, \tilde{\Gamma}) = 0 \quad \text{if and only if} \quad \phi(\tilde{H}) := \frac{\tilde{H}(2H_* - \tilde{H})}{2D(H - H_*)} = g(\tilde{\Gamma}). \]  
(4.33)

In addition, the monotonicity of $\phi$ on $(H_*, 2H_*)$ together with (4.22) ensure that, given $\tilde{\Gamma} \in (0, 1)$, there is a unique $H_c(\tilde{\Gamma}) \in (H_*, 2H_*)$ such that
\[ f_1(\tilde{H}, \tilde{\Gamma}) < 0 \quad \text{for} \quad \tilde{H} \in (H_c(\tilde{\Gamma}), 2H_*), \]
\[ f_1(\tilde{H}, \tilde{\Gamma}) > 0 \quad \text{for} \quad \tilde{H} \in (H_*, H_c(\tilde{\Gamma})), \]  
(4.34)
and $H_c \in C((0, 1), (H_*, 2H_*))$ satisfies $H_c(\tilde{\Gamma}) \to 2H_*$ as $\tilde{\Gamma} \to 1$ and $H_*(\tilde{\Gamma}) \to H_*$ as $\tilde{\Gamma} \to 0$. Next, since $g$ is Lipschitz continuous in $[0, 1/2]$, $g(0) > 0$, and $g'(\tilde{\Gamma}) = (\tilde{\Gamma} g'(-\tilde{\Gamma}) - g(\tilde{\Gamma}))/\tilde{\Gamma}^2$ for a.a. $\tilde{\Gamma} \in [0, 1/2]$ by (1.10), the function $g$ is decreasing in a right-neighborhood of zero. Thus, due to its singularity at zero and its boundedness on every compact subset of $(0, 1]$, there is $\Gamma \in (0, 1/2)$ small enough such that
\[ g \text{ is decreasing on } (0, \Gamma) \quad \text{and} \quad \begin{cases} g(\tilde{\Gamma}) > g(\overline{\Gamma}) & \text{for } \tilde{\Gamma} \in (0, \Gamma), \\ g(\tilde{\Gamma}) < g(\overline{\Gamma}) & \text{for } \tilde{\Gamma} \in (\Gamma, 1), \end{cases} \]  
(4.35)
and
\[ g \text{ is differentiable at } \Gamma \quad \text{with} \quad \Gamma g'(\Gamma) - g(\Gamma) < 0. \]  
(4.36)

Setting $H := H_c(\Gamma)$ the choice of $\Gamma$ along with (4.33), (4.35), (4.36), and the definition of $H_c$ guarantees that
\[ f_1(H, \tilde{\Gamma}) < 0 \text{ for } \tilde{\Gamma} \in (0, \overline{\Gamma}) \quad \text{and} \quad f_1(H, \overline{\Gamma}) > 0 \text{ for } \tilde{\Gamma} \in (\overline{\Gamma}, 1) \]  
(4.37)

and, recalling also the monotonicity of $\phi$, that $H_c$ is increasing on $(0, \overline{\Gamma})$. A further consequence of (4.33) and (4.37) is that
\[ \overline{\Gamma} < H_c(\overline{\Gamma}) \quad \text{and} \quad f_1(H, \overline{\Gamma}) > 0 \text{ for } (H, \overline{\Gamma}) \in [H_*, \overline{\Gamma}] \times (\overline{\Gamma}, 1). \]  
(4.38)

The above observations (4.37) motivate to decompose $[H_*, 2H_*] \times (0, 1)$ according to
\[ Q_1 = [H_*, \overline{\Gamma}] \times (0, \Gamma), \quad Q_2 = [H_*, \overline{\Gamma}] \times (\Gamma, 1), \quad Q_3 = (\overline{\Gamma}, 2H_*) \times (\overline{\Gamma}, 1), \quad Q_4 = (\overline{\Gamma}, 2H_*) \times (0, \Gamma), \]
see Figure 1. Observe that, due to (4.37) and the properties of $f_1$ and $f_2$, we have
\[ Q_1 \text{ is positively invariant for (4.17)-(4.18)}, \]  
(4.39)
\[ \text{a trajectory of (4.17)-(4.18) can escape } Q_3 \text{ only through } \overline{Q}_3 \cap Q_4, \]  
(4.40)
\[ \text{a trajectory can escape of (4.17)-(4.18) } Q_4 \text{ only through } Q_1 \cap \overline{Q}_4. \]  
(4.41)

We now study the properties of solutions to (4.17)-(4.18) with either $H_0 = H_*$ or $H_0 = 2H_*$ in (4.21). A first step in that direction is the following:
Lemma 4.7. There exists a unique $\Gamma_0, s \in (\Gamma, 1)$ such that the non-extendable solution $(H_s, \Gamma_s)$ to (4.17)-(4.18) with initial condition $(H_s, \Gamma_s)(0) = (H_s, \Gamma_0, s)$ satisfies

$$(\overline{H}, \overline{\Gamma}) \in C_l(\Gamma_0, s) := \{(H_s, \Gamma_s)(\xi) : \xi \geq 0\}.$$  

Proof. Let $(H, \Gamma)$ be the non-extendable solution to (4.17)-(4.18) with initial condition $(H, \Gamma)(0) = (\overline{H}, \overline{\Gamma})$ defined on $(-\xi_\alpha, \xi_\omega)$. By Proposition 4.4 (a) and Proposition 4.5, we have

$$(H, \Gamma)(\xi) \in (H_*, 2H_*) \times (0, 1), \quad \xi \in (0, \infty), \quad \text{and} \quad \lim_{\xi \to \infty} (H, \Gamma)(\xi) = (H_*, 0).$$

Furthermore, differentiating (4.17), we infer from (4.36) and the properties

$$6\overline{H}(2H_* - \overline{H}) - 12D(\overline{H} - H_*)\varrho(\overline{\Gamma}) = H'(0) = 0$$

stemming from the definition of $(\overline{H}, \overline{\Gamma})$ that

$$H''(0) = \frac{12D(\overline{H} - H_*)}{G\overline{H}\Gamma (\overline{H} + 4D\varrho(\overline{\Gamma}))} \left(\varrho(\overline{\Gamma}) - \overline{\Gamma} \varrho'(\overline{\Gamma})\right)\Gamma'(0).$$

Thanks to (4.36) and $\Gamma'(0) < 0$, we conclude that $H''(0) < 0$. Consequently, there is $\delta > 0$ such that $H(\xi) \leq \overline{H}$ for $\xi \in (-\delta, \delta) \setminus \{0\}$. Recalling that $\Gamma$ is decreasing on $(-\xi_\alpha, \infty)$ by Proposition 4.4 (a), there holds $\Gamma(-\xi) > \overline{\Gamma} > \Gamma(\xi)$ for $\xi \in (0, \delta)$ so that $(H, \Gamma)(\xi) \in Q_2$ for $\xi \in (-\delta, 0)$ and $(H, \Gamma)(\xi) \in Q_1$ for $\xi \in (0, \delta)$. On the one hand the already mentioned positive invariance of $Q_1$ implies that

$$(H, \Gamma)(\xi) \in Q_1 \quad \text{for} \quad \xi \in (0, \infty).$$

On the other hand, either $\xi_\alpha < \infty$ and we infer from Proposition 4.4 (b) that there is $\tilde{\xi}_\alpha \in (-\xi_\alpha, 0)$ such that $H(\tilde{\xi}_\alpha) = H_*$. We then put $\Gamma_{0, s} := \Gamma(\tilde{\xi}_\alpha)$ and $(H_s, \Gamma_s)(\xi) :=...$
\((H, \Gamma)(\xi + \tilde{\xi}_\alpha)\) for \(\xi \in (-\xi_\alpha - \tilde{\xi}_\alpha, \infty)\) to complete the proof. Or \(\xi_\alpha = \infty\) and, according to the definition of \(\delta\),

\[
\xi_2 := \inf \{\xi < 0 : (H, \Gamma)(\xi) \in (H_\delta, \mathcal{T}) \times (\Gamma, 1) \quad \text{for all} \quad \zeta \in (\xi, 0)\} \leq -\delta.
\]

By (4.17), (4.18), and (4.38),

\[
H'(\xi) > 0 \quad \text{and} \quad \Gamma'(\xi) < 0, \quad \xi \in (\xi_2, 0).
\]

In particular, \(H(\xi) \in (H_\delta, \mathcal{T})\) for all \(\xi \in (\xi_2, 0)\) and Proposition 4.6 implies that \(\xi_2\) is finite. As \(\xi_\alpha = \infty\), we necessarily have \(\Gamma(\xi_2) < 1\) and thus \(H(\xi_2) = H_\ast\). We then set \(\Gamma_0 : = \Gamma(\xi_2)\) and complete the proof as in the previous case.

Having identified the trajectory passing through \((\mathcal{T}, \mathcal{F})\) (which corresponds to the curve \(\mathcal{C}\) in Figure 1) we are in a position to classify the behavior of the solutions to (4.17)-(4.21) emanating from the vertical sides of the rectangle \((H_\ast, 2H_\ast) \times (0, 1)\).

**Lemma 4.8.** Given \(\Gamma_0 \in (0, 1)\), let \((H, \Gamma)\) be the unique non-extendable solution to (4.17)-(4.18) with initial condition \((H_\ast, \Gamma_0)\), which is defined for all \(\xi \in [0, \infty)\) and connects \((H_\ast, \Gamma_0)\) to \((H_\ast, 0)\) according to Proposition 4.4 and Proposition 4.5. Introducing

\[
\mathcal{C}_l(\Gamma_0) : = \{(H, \Gamma)(\xi) : \xi \geq 0\},
\]

the courses of \(\mathcal{C}_l(\Gamma_0)\) are the following:

**(L1)** If \(\Gamma_0 \in (0, \Gamma]\), then \(\mathcal{C}_l(\Gamma_0)\) remains in \(Q_1\), see the trajectory \(\mathcal{C}_1\) in Figure 1.

**(L2)** If \(\Gamma_0 \in (\Gamma, \Gamma_{0,s}]\), then \(\mathcal{C}_l(\Gamma_0)\) passes successively through \(Q_2\) and then through \(Q_1\), see the trajectory \(\mathcal{C}_2\) in Figure 1.

**(L3)** If \(\Gamma_0 \in (\Gamma_{0,s}, 1)\), then \(\mathcal{C}_l(\Gamma_0)\) passes successively through \(Q_2\), \(Q_3\), \(Q_4\), and finally through \(Q_1\), see the trajectory \(\mathcal{C}_3\) in Figure 1.

**Proof.** (L1): The first assertion follows from (4.39): \(Q_1\) is positively invariant for (4.17)-(4.18).

(L2): If \(\Gamma_0 = \Gamma_{0,s}\), then \(\mathcal{C}_l(\Gamma_{0,s})\) passes successively through \(Q_2\) and then through \(Q_1\) by Lemma 4.7. If \(\Gamma_0 \in (\Gamma, \Gamma_{0,s}]\), we infer from the monotonicity of \(\Gamma\) and the Cauchy-Lipschitz theorem that \(\mathcal{C}_l(\Gamma_0) \cap Q_2\) stays below \(\mathcal{C}_l(\Gamma_{0,s}) \cap Q_2\) and must cross \(Q_1 \cap Q_2\) at some \(\xi > 0\) with \(H(\xi) \in (H_\ast, \mathcal{T})\) and then enter \(Q_1\). We complete the proof with the help of the positive invariance of \(Q_1\).

(L3): If \(\Gamma_0 \in (\Gamma_{0,s}, 1)\) then \(\mathcal{C}_l(\Gamma_0) \cap Q_2\) lies above \(\mathcal{C}_l(\Gamma_{0,s}) \cap Q_2\) and thus enters \(Q_3\). Since \((H, \Gamma)(\xi) \to (H_\ast, 0)\) as \(\xi \to \infty\) by Proposition 4.5 and \((H, \Gamma)(\xi) \neq (\mathcal{T}, \mathcal{F})\) for all \(\xi \geq 0\) by Lemma 4.7, it follows from (4.40) and (4.41) that the curve \(\mathcal{C}_l(\Gamma_0)\) passes from \(Q_3\) to \(Q_4\) and finally from \(Q_4\) to \(Q_1\).

If \(\Gamma_0 \in (\Gamma_{0,s}, 1)\), then the curve \(\mathcal{C}_l(\Gamma_0)\) satisfies the alternative (L3) by Lemma 4.8 and thus intersects \(Q_4 \cap Q_1\) in exactly one point \((\mathcal{T}, X_l(\Gamma_0))\) with \(X_l(\Gamma_0) \in (0, \Gamma]\). We also set \(X_l(\Gamma_{0,s}) = \Gamma\) and define

\[
\mathcal{X}_l : = \{X_l(\Gamma_0) : \Gamma_0 \in [\Gamma_{0,s}, 1]\}, \quad X_l : = \inf \mathcal{X}_l.
\]
Lemma 4.9. Given \( \Gamma_0 \in (0, 1) \), let \((H, \Gamma)\) be the unique non-extendable solution to (4.17)-(4.18) with initial condition \((2H, \Gamma_0)\), which is defined for all \( \xi \in [0, \infty) \) and connects \((2H, \Gamma_0)\) to \((H, 0)\) according to Proposition 4.4 and Proposition 4.5. Introducing
\[
C_r(\Gamma_0) := \{(H, \Gamma)(\xi) : \xi \geq 0\}
\]
the courses of \(C_r(\Gamma_0)\) are the following:

(R1) If \( \Gamma_0 \in (0, \Gamma) \), then \(C_r(\Gamma_0)\) passes through \(Q_4\) and then through \(Q_1\), see the trajectory \(C_1^1\) in Figure 1.

(R2) If \( \Gamma_0 \in (\Gamma, 1) \), then \(C_r(\Gamma_0)\) passes through \(Q_3, Q_4\), and finally through \(Q_1\), see the trajectory \(C_2^1\) in Figure 1.

Proof. (R1): If \( \Gamma_0 \in (0, \Gamma) \), then \((H, \Gamma)(0) \in Q_4\) and we infer from the monotonicity of \( \Gamma \) stated in Proposition 4.4 (a) and the behavior of the trajectory as \( \xi \to \infty \) described in Proposition 4.5 that \(C_r(\Gamma_0)\) remains in \(Q_1\) until it crosses \(Q_4 \cap Q_1\) and enters in \(Q_1\). It subsequently remains in \(Q_1\) owing to the positive invariance of \(Q_1\).

(R2): If \( \Gamma_0 \in (\Gamma, 1) \), then \((H, \Gamma)(0) \in Q_3\) and the behavior for large \( \xi \) of \((H, \Gamma)\) implies that it has to enter in \(Q_1\). Owing to (4.40), the trajectory leaves \(Q_3\) through \(Q_3 \cap Q_4\). It then goes through \(Q_4\) before entering \(Q_1\) and staying there as in the previous alternative.

A consequence of Lemma 4.9 is that, for each \( \Gamma_0 \in (0, 1) \), the curve \(C_r(\Gamma_0)\) intersects \(Q_4 \cap Q_1\) in exactly one point \((\Gamma_1, X_r(\Gamma_0))\) with \(X_r(\Gamma_0) \in (0, \Gamma)\). We then define
\[
X_r := \{X_r(\Gamma_0) : \Gamma_0 \in (0, 1)\}, \quad X_r := \sup X_r.
\]

We now derive further properties of \(X_l\) (defined in (4.42)) and \(X_r\) (defined in (4.43)).

Lemma 4.10. The following assertions hold true:

(i) \(X_l \notin X_l\) and \(X_l < \Gamma\),
(ii) \(X_r \notin X_r\) and \(X_r > 0\),
(iii) \(0 < X_r \leq X_l < \Gamma\).

Proof. (i): Since \(X_l(\Gamma_0, s) = \Gamma\), we have \(X_l \in [0, \Gamma]\) and \(\Gamma \in X_l\). Assume now for contradiction that \(X_l \in X_l\). Then there exists \(\Gamma_0 \in [\Gamma_0, s, 1]\) such that \(X_l = X_l(\Gamma_0)\). Pick \(\Gamma_1 > \Gamma_0\). On the one hand, the Cauchy-Lipschitz theorem guarantees that \(C_l(\Gamma_0) \cap C_l(\Gamma_1) = \emptyset\). On the other hand, \(C_l(\Gamma_1)\) satisfies (L3) by Lemma 4.8 and \(C_l(\Gamma_1)\) lies below \(C_l(\Gamma_0)\) when both cross \(Q_4 \cap Q_1\). This means that \(X_l(\Gamma_1) < X_l(\Gamma_0) = X_l\) and contradicts the definition of \(X_l\). Consequently, \(X_l \in X_l\) which in turn implies that \(X_l < \Gamma\) (as \(\Gamma \in X_l\)).

(ii): A similar argument shows that \(X_r \notin X_r\). Observing that \(X_r(\Gamma_0) > 0\) for all \(\Gamma_0 \in (0, 1)\), we readily conclude that \(X_r > 0\).

(iii): To prove the last assertion, we realize that, given \(\Gamma_0 \in [\Gamma_0, s, 1]\) and \(\Gamma_1 \in (0, 1)\), the curve \(C_r(\Gamma_1)\) cannot cross \(Q_4 \cap Q_1\) above \(C_l(\Gamma_0)\) without having crossed \(C_l(\Gamma_0)\) previously. Since \(C_r(\Gamma_1) \cap C_l(\Gamma_0) = \emptyset\) by the Cauchy-Lipschitz theorem, this yields \(X_l(\Gamma_0) > X_r(\Gamma_1)\), and consequently \(X_r \leq X_l\). \(\square\)
We are now prepared to prove the following result, which guarantees the existence of a global solution of (4.17)-(4.18) in \((H_*, 2H_*) \times (0, 1)\).

**Proposition 4.11.** There exists a global solution \((H, \Gamma)\) to (4.17)-(4.18) such that
\[ (H, \Gamma)(\xi) \in (H_*, 2H_*) \times (0, 1), \quad \xi \in \mathbb{R}. \]

**Proof.** Invoking Lemma 4.10, we see that \(J := [X_r, X_l] \) is a non-empty compact interval contained in \((0, 1)\). Pick \(\Gamma_* \in J\) and let \((H, \Gamma)\) be the non-extendable solution to (4.17)-(4.18) with initial condition \((\Gamma_0, \Gamma_0)\) which is defined on \((-\xi_\alpha, \infty)\) according to Proposition 4.4 (a). Introducing the corresponding trajectory
\[ C := \{(H, \Gamma)(\xi) : \xi \in (-\xi_\alpha, \infty)\}, \]
we infer from the fact that \(C\) passes through \(Q_3\), Lemma 4.8, Lemma 4.9, and Lemma 4.10 that \(\Gamma_* < X_l(\Gamma_0)\) for all \(\Gamma_0 \in (\Gamma_0, 1)\) and \(\Gamma_* > X_l(\Gamma_0)\) for all \(\Gamma_0 \in (0, 1)\), so that \(C\) cannot cross the vertical sides of the rectangle \((H_*, 2H_*) \times (0, 1)\). Consequently, \((H, \Gamma)(\xi) \in (H_*, 2H_*) \times (0, 1)\) for all \(\xi \in (-\xi_\alpha, \infty)\). Proposition 4.4 then entails that \(\xi_\alpha = \infty\) while Proposition 4.5 and Proposition 4.6 ensure that \((H, \Gamma)\) connects \((2H_*, 1)\) to \((H_*, 0)\). We have thus constructed a global solution to (4.17)-(4.18) with the desired properties. \(\Box\)

Theorem 1.1 and Proposition 1.2 for \(G > 0\) and \(D > 0\) are now an immediate consequence of Proposition 4.11.

**Remark 4.12.** A shorter proof for the existence of a traveling wave solution may be obtained when assumption (1.10) is strengthened: If there is a \(C^1\)-smooth extension of \(\varrho\) to \(\mathbb{R}\) with \(\varrho'(1) < 0\), the principle of linearized stability implies that \((H_*, 0)\) is a sink and that \((2H_*, 1)\) is a saddle point of (4.17)-(4.18). Moreover, the stable manifold of \((2H_*, 1)\) points into the invariant rectangle \([H_*, 2H_*) \times [0, 1]\). Invoking the theorem of Grobman-Hartman, see [1, Theorems 19.9 & 19.11] for instance, this implies the existence of a heteroclinic orbit connecting \((H_*, 0)\) with \((2H_*, 1)\).

### 5. Stationary Solutions

We briefly discuss stationary solutions corresponding to the choice \(c = 0\) in (2.5)-(2.6) and leading to the system
\[
\begin{align*}
\frac{G H^3}{3} H' - \frac{H^2}{2} \sigma'(\Gamma) \Gamma' &= 0, \quad \xi \in \mathbb{R}, \\
\frac{G H^2}{2} \Gamma H' - [H \Gamma \sigma'(\Gamma) - D] \Gamma' &= 0, \quad \xi \in \mathbb{R}, \\
H &\geq 0, \quad 0 \leq \Gamma < 1, \quad \xi \in \mathbb{R}.
\end{align*}
\]

Clearly, taking \(H\) as any positive constant and \(\Gamma\) as any constant in \([0, 1]\) gives a stationary solution.

We now distinguish several cases.
Case $G = D = 0$. The system (5.1)-(5.2) reduces to $H^2 \sigma'(\Gamma) \Gamma'' = 0$. The only conclusions we can draw from this are that $\Gamma$ is constant on connected components of the positivity set of $H$ (without further restrictions on $H$) while there is no constraint on $\Gamma$ on the zero set of $H$.

Case $G = 0$, $D > 0$. The non-positivity of $\sigma'$ implies that $\Gamma'$ vanishes identically, that is, $\Gamma$ is constant while there is no restriction on $H$.

Case $G > 0$, $D = 0$. There is a wide variety of discontinuous solutions. However, the only continuous solutions with $H \neq 0$ are constant. Indeed, multiplying (5.1) by $3\Gamma$ and (5.2) by $-2H$ and adding the results yield $H^2 \Gamma \sigma'(\Gamma) \Gamma'' = 0$. Thus, on connected components of the positivity set of $\Gamma$ we see from (5.1) that $H$ has to be constant and the same conclusion holds true on connected components of the zero set of $\Gamma$. Since $H \neq 0$ is assumed to be continuous, it is necessarily a positive constant which, together with (5.2), implies $\Gamma$ is a constant.

Case $G > 0$, $D > 0$. The same computations as in the previous case yield $H[H \Gamma \sigma'(\Gamma) \Gamma'' - 4D] \Gamma'' = 0$ from which we deduce that $H\Gamma'' = 0$. In combination with (5.1) this implies that $H$ and $\Gamma$ are constants on connected components of the positivity set of $H$, while (5.2) ensures that $\Gamma$ is constant on the connected components of the zero set of $H$. Thus, in this case again, the only continuous solutions are the constants.
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