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Abstract

The processing of emotional facial expressions is underpinned by the integration of information from a distributed network of brain regions. Despite investigations into how different emotional expressions alter the functional relationships within this network, there remains limited research examining which regions drive these interactions. This study investigated effective connectivity during the processing of sad and fearful facial expressions to better understand how these stimuli differentially modulate emotional face processing circuitry. Ninety-eight healthy human adolescents and young adults, aged between 15 and 25 years, underwent an implicit emotional face processing fMRI task. Using dynamic causal modeling (DCM), we examined five brain regions implicated in face processing. These were restricted to the right hemisphere and included the occipital and fusiform face areas, amygdala, and dorsolateral prefrontal cortex (dIPFC) and ventromedial prefrontal cortex (vmPFC). Processing sad and fearful facial expressions were associated with greater positive connectivity from the amygdala to dIPFC. Only the processing of fearful facial expressions was associated with greater negative connectivity from the vmPFC to amygdala. Compared with processing sad faces, processing fearful faces was associated with significantly greater connectivity from the amygdala to dIPFC. No difference was found between the processing of these expressions and the connectivity from the vmPFC to amygdala. Overall, our findings indicate that connectivity from the amygdala and dlPFC appears to be responding to dimensional features which differ between these expressions, likely those relating to arousal. Further research is necessary to examine whether this relationship is also observable for positively valenced emotions.
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Significance Statement

While previous research has implicated interactions between the amygdala and prefrontal regions as important to the processing of emotional stimuli, limited investigations into the directional interactions of these regions exist. Our findings highlight differences between the implicit processing of sad and fearful facial expressions in the connectivity from the amygdala to dorsolateral prefrontal cortex (dIPFC). By refining our models of the brain network dynamics in healthy individuals, this work may enable us to better understand how this network becomes dysfunctional in neurological and mental health disorders marked by altered emotion processing.
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Introduction

The ability to comprehend the emotions of others through facial expressions is central to human social interactions (Frith, 2009). This process is supported by a distributed network of brain regions, the so-called “face processing network,” which has been extensively detailed through neuroimaging research (Fairhall and Ishai, 2007; Palermo and Rhodes, 2007; Haist and Anzures, 2017). Previous research has typically divided the face processing network into “core” and “extended” systems (Haxby et al., 2000; Gschwind et al., 2012). The core system, including the occipital and fusiform face areas (OFA and FFA), is believed to be involved in processing facial components and incorporating these parts into a holistic representation (Liu et al., 2010; Jiedong et al., 2012). In contrast, regions of the extended system including the amygdala, dorsolateral prefrontal cortex (dlPFC) and ventromedial prefrontal cortex (vmPFC) appear to be important in integrating this basic information with higher-order functions (Adolphs, 2002, 2008; Ishai, 2008). As such, the extended system overlaps with many large-scale cortical networks which contribute to a range of cognitive and emotional processes (Sridharan et al., 2008).

The amygdala is a region traditionally associated with the processing of fearful stimuli; however, meta-analyses have demonstrated increased amygdala activity for both positive and negative valenced facial expressions (Fusar-Poli et al., 2009). Studies have hypothesized that the amygdala’s role in face processing is to respond to novel and highly salient information (Blackford et al., 2010; Todorov, 2012; Jacob et al., 2014). This is consistent with the finding of greater activity during the processing of fearful compared with sad expressions (Fusar-Poli et al., 2009), as although these expressions are both negatively valenced, they differ in ratings of arousal (Hedger et al., 2015; Lin et al., 2016). Moreover, increased connectivity between the amygdala and dlPFC has been commonly identified in face processing tasks (Dannlowski et al., 2009; Comte et al., 2016; Haller et al., 2018). Given their roles, the interaction between the dlPFC and amygdala, depending on the directionality, may be important in directing conscious awareness toward and regulating emotional responses to salient emotional stimuli (Dolcos et al., 2006; Banks et al., 2007; Costafreda et al., 2008; Etkin et al., 2015). Despite this, previous research examining the directionality of these interactions has not examined whether facial expressions with differing arousal ratings, such as fearful and sad expressions, differently modulate this relationship (Sladky et al., 2015; Vai et al., 2015; Willinger et al., 2019). The sparse anatomic connectivity between these regions additionally suggests that the regulatory role of the dlPFC on the amygdala is likely dependent on interactions with mediatory regions including the vmPFC (Phillips et al., 2003; Ray and Zald, 2012).

The vmPFC has been consistently implicated in the processing of emotional expressions (Heberlein et al., 2008; Hiser and Koenigs, 2018). Previous studies have reported both vmPFC activation and deactivation (Yang et al., 2019); however, the decreased activity observed during implicit emotional processing tasks is consistent with its involvement in the default mode network (Raichle et al., 2001; Harrison et al., 2008, 2011; Uddin et al., 2009). Negatively valenced expressions, particularly sad expressions, have demonstrated greater vmPFC deactivation in comparison to happy expressions (Sreenivas et al., 2012). While this implies that the vmPFC is sensitive to emotional valence, other research suggests that the vmPFC may also be sensitive to emotional arousal (Zhang et al., 2014; Kuniecki et al., 2018). As the interaction between the vmPFC and amygdala has been implicated as crucial in regulating appropriate behavioral responses to emotional stimuli, changes to the valence and arousal of these stimuli likely influence this regulation (Hartley and Phelps, 2010; Milad and Quirk, 2012; Motzkin et al., 2015; Braunstein et al., 2017). A recent study by Willinger et al. (2019) examined the effects of negatively and positively valenced facial expressions on the directional interactions between these regions. Although they highlighted that negatively valenced expressions were associated with greater negative modulation from the vmPFC to amygdala, expressions within the negatively valenced category were not compared. As a result of this paucity, whether expressions which differ in their arousal differentially alter the connectivity of the extended face processing system lacks clarification.

The present study aimed to investigate the nature of functional interactions between key components of the face processing network during the processing of negatively valenced expressions. We chose to focus on fearful and sad facial expressions because of their differences in arousal ratings (Langner et al., 2010) and the importance of negative affective processing to models of psychopathology (Palazidou, 2012; Hiser and Koenigs, 2018). We assessed functional interactions using dynamic causal modeling (DCM), an established method of assessing the effective connectivity of the brain (Friston et al., 2003). Effective connectivity is defined as the directional influence of a neural system or brain region over another (Friston, 2011). We recruited a large sample of adolescents and young adults, as this developmental period is particularly sensitive to the processing of negative emotional stimuli, including emotional faces (Vetter et al., 2015; Yuan et al., 2015).

We expected that emotional face matching would result in significant activation of the inferior occipital gyrus, fusiform gyrus, amygdala, and middle frontal gyrus, as well as
as deactivation of the vmPFC (Harrison et al., 2011). We hypothesized that there would be significant (1) positive modulation of the connectivity from the amygdala to dlPFC, and (2) negative modulation of the connectivity from the vmPFC to amygdala, during the processing of both sad and fearful facial expressions. We also hypothesized that (3) fearful face processing would lead to more pronounced effects on the interactions in the extended system given the greater salience and arousal of these stimuli, although we had no clear hypothesis as to the directionality of these effects.

Materials and Methods

Participants

Ninety-eight participants completed the study protocol after responding to online advertisements. They were between 15 and 25 years of age, had no past diagnoses of mental illness in accordance with the Structured Clinical Interview for DSM-IV Axis I Disorders (First et al., 1997, 2002) criteria, and had an IQ of >85 as assessed by the Wechsler Test of Adult Reading (Wechsler, 2001). Each participant signed an informed consent form to participate in the study (this was also done by parents of participants under the age of 18), which had been approved by the Melbourne Health Human Research and Ethics Committee. Of the original sample, six participants were omitted. These were excluded because of incidental findings (two participants), poor task performance (lower than an average 80% accuracy across all conditions; two participants), or excessive head motion (see further; two participants). Thus, 92 participants (56.5% female) with a mean age of 20.1 years (SD 2.9 years) were included in our analyses.

Experimental design

Implicit emotional face matching task

The fMRI task was a variation of the face matching task first described by Hariri et al. (2000). It involved three conditions: one shape matching and two implicit face processing conditions, involving either fearful or sad facial expressions. In the shape matching condition, participants were required to match the orientation of the shape presented in the top half of the screen to one of the two shapes presented on the left and right in the bottom half of the screen. Similarly, in the two face processing conditions, participants were required to match the gender of the target face, presented in the top half of the screen, with the gender of one of the faces presented on the left and right in the bottom half of the screen. All three faces within a trial (one in the top half and two in the bottom half) displayed the same facial expression. Each block would convey either a sad or fearful facial expression. Gender matching was chosen as the main component of the task rather than emotion matching as it more closely replicates natural processes; people typically process expressions incidentally rather than being required to specifically identify them.

The order in which the conditions were presented was counterbalanced between participants [either version A (shapes, sad, fearful) or B (shapes, fearful, sad)]. Each session involved six blocks for each of the three conditions (18 blocks total), a 10-s white fixation cross was also presented between each block, and before the first and after the final block. Each block consisted of six trials, with each trial having a duration of 3.75 s followed by a 0.25-s intertrial interval. For the face processing blocks, these trials comprised three male and three female faces, which were sampled from a total of 18 male and 18 female faces.

All of the face stimuli were collected from the Radboud Face Database (Langner et al., 2010). The task was presented with Paradigm software (http://www.paradigmexperiments.com) and ran on a Dell computer. The LCD screen that presented stimuli was visible via a reverse mirror mounted to the participants’ head coil and behavioral responses were captured using an optical-fiber button-box. Differences in reaction time (RT) and accuracy between conditions were compared through the use of a repeated measures ANOVA and Friedman test, respectively, with a Holms-Bonferroni correction to adjust for multiple comparisons (Holm, 1979).

Image acquisition

A 3T General Electric Signa Excite system with an eight-channel phased-array head coil was used in combination with ASSET parallel imaging. The functional sequence consisted of a single shot gradient-recalled echoplanar imaging sequence in the steady state (repetition time, 2000 ms; echo time, 35 ms; and pulse angle, 90°) in a 23-cm field-of-view, with a 64 × 64-pixel matrix and a slice thickness of 3.5 mm (no gap). Thirty-six interleaved slices were acquired parallel to the anterior-posterior commissure line with a 20° anterior tilt to better cover ventral prefrontal brain regions. The total sequence duration was 10 min and 32 s, corresponding to 311 whole-brain echoplanar imaging volumes. The first four volumes from each run were automatically discarded to allow for signal equilibration. A T1-weighted high-resolution anatomic image was acquired for each participant to assist with functional time-series coregistration (140 contiguous slices; repetition time, 7.9 s; echo time, 3 s; flip angle, 13°; in a 25.6-cm field-of-view, with a 256 × 256-pixel matrix and a slice thickness of 1 mm). To assist with noise reduction and head immobility, all participants used earplugs and had their heads supported with foam-padding inserts.

Image analysis

Preprocessing

Imaging data were transferred to a Unix-based platform that ran MATLAB version 9.3 (The MathWorks Inc.) and Statistical Parametric Mapping (SPM) version 12-v7487 (Wellcome Trust Centre for Neuroimaging, London, United Kingdom). Motion correction was performed by aligning each participant’s time series to the first image using least-squares minimization and a six-parameter rigid-body spatial transformation. Motion fingerprint (SPM toolbox; Wilke, 2012) was used to quantify participant head motion. Participants were excluded if movement exceeded 3 mm mean total displacement or maximum
scan-to-scan displacement (approximately one native voxel; Johnstone et al., 2006; Nemani et al., 2009). Following this, images were corrected for differences in slice acquisition time and then coregistered to their respective T1 weighted scans, which had been spatially normalized and segmented using the International Consortium for Brain Mapping template. These functional images were resliced to 2-mm isotropic resolution and were smoothed with a 5-mm Gaussian kernel (full width at half maximum).

**General linear modeling (GLM)**

Each participant’s preprocessed time series was included in a first-level GLM analysis in SPM12. This was done by specifying the durations and onsets of each shape, sad, and fearful face matching blocks, respectively, to be convolved with a canonical hemodynamic response function. Each condition was modeled separately, with rest-fixation blocks forming the implicit baseline. A high-pass filter (1/128 s) accounted for low-frequency noise, while temporal autocorrelations were estimated using a first-order autoregressive model. Primary contrast images were estimated to examine responses to fearful (fearful faces > shapes) and sad faces (sad faces > shapes), as well as overall responses to these faces (sad and fearful faces > shapes), and were carried forward to the group-level using the summary statistics approach to random-effects analyses. At the group-level, single sample t tests were conducted, which were thresholded with a whole-brain, family-wise error rate (FWE) corrected threshold of \( p < 0.05 \), \( K_E \geq 30 \) voxels.

**DCM**

**Overview**

DCM uses a set of differential equations and generative models to estimate interactions between neural populations from neuroimaging data (Friston et al., 2003; Friston and Penny, 2011). In contrast to functional connectivity measures which assess the statistical dependencies between different regions, this effective connectivity models the influence that one region exerts over another (for a detailed comparison of these methods, see Friston, 2011). DCM shows both how these connections behave intrinsically (invariant connectivity in the absence of task modulation) and because of the modulation induced by experimental stimuli. This is conducted by specifying and estimating the parameters for hypothetical models of neural interactions, then comparing the relative evidence of these models through Bayesian model comparison (Zeidman et al., 2019). These connectivity parameters can be either positive or negative, thus revealing that an increase in one region results in an increase or decrease, respectively, in another region.

**Time-series extraction**

Constructing a candidate model space relies on extracting summaries of time series from different brain regions at an individual subject level. Our chosen volumes of interest (VOIs) were informed by anatomic network models of emotional face processing (Fairhall and Ishai, 2007; Palermo and Rhodes, 2007; Dima et al., 2011) and included the OFA, FFA, amygdala, dlPFC, and vmPFC (for group-level coordinates, see Table 1). The specified coordinates for each region were informed by the group-level GLM results and were restricted to the right hemisphere to allow for the exclusion of fewer participants because of inadequate activation. While both the left and right hemispheres were activated during this task, greater activity has previously been observed in the right hemisphere for this task (Hariri et al., 2002), including more consistent right-sided activity at an individual subject level during the processing affective facial stimuli (Fairhall and Ishai, 2007). The OFA, FFA, amygdala, and dlPFC were defined by the sad and fearful faces > shapes contrast, while the vmPFC was defined by the inverse of this contrast (Harrison et al., 2011). For each participant, the center coordinates of these VOIs were dependent on their subject-specific local maxima of these regions; these were required to be within 8 mm from the group-level peak (for the resulting distribution of individual coordinates, see Fig. 1). The time series for each VOI was adjusted using an F-contrast, thereby mean-correcting these values. As per recently published guidelines, we extracted the principal eigenvariate for each of these regions, calculated using all voxels (at a threshold of \( p < 0.05 \), uncorrected) within a sphere with a radius of 4 mm from the VOI’s center (Zeidman et al., 2019). If individuals had inadequate activation of all VOIs this threshold was lowered further, up to a threshold of \( p < 0.5 \). As a result, of the 92 participants that underwent analysis, three participants were excluded because of inadequate regional activity.

**Model specification**

The candidate model space was specified using DCM12.5. The intrinsic connectivity was defined with bidirectional connections between the FFA and OFA, amygdala, dlPFC and vmPFC, between the amygdala and OFA, dlPFC and vmPFC, and between the dlPFC and vmPFC (Fig. 2). This configuration was informed by previous studies investigating the interaction between these regions (Dima et al., 2011; Herrington et al., 2011; Willinger et al., 2019). Notably, while there are minimal direct anatomic connections from the amygdala to dlPFC, this interaction was modeled to account for indirect connections through intermediating regions (Ray and Zald, 2012). Direct external input into the network was modeled using both the effect of all stimuli (shape + fearful + sad) into the OFA and overall negative facial expression (fearful + sad) into amygdala, or input into these regions separately (Diwadkar et al., 2012; Vai et al., 2016). As in previous studies, the amygdala was included as an input region because of the direct influence of the subcortical visual pathway on this area, which is particularly important in fearful expression processing (Phelps and LeDoux, 2005; McFadyen et al., 2019). The input matrix was not mean centered, and as such, the intrinsic connectivity represents unmodeled implicit baseline (Zeidman et al., 2019). Modulation to these intrinsic connections because of shape matching was specified for all connections to establish an active baseline for comparison with the emotional face modulations.
Table 1: Significant activation and deactivation associated with face processing

| Brain region                                      | BA | Coordinates  | Cluster size (2-mm³ voxels) | t value |
|---------------------------------------------------|----|--------------|-----------------------------|---------|
| **Faces > shapes**                                |    |              |                             |         |
| Inferior occipital gyrus (OFA)                    | 19 | 28 −92 −8    | 14854                       | 21.70   |
| Fusiform gyrus (FFA)                              | 37 | 40 −60 −18   |                             | 19.70   |
| Superior temporal sulcus                          | 39/37/22 | 50 −46 12 | 4653                        | 19.93   |
| Dorsal midbrain                                   | NA | 24 −32 −2  46 |                       |         |
| Amygdala                                          | 53 | 20 −6 −16    |                             | 15.67   |
| Thalamus                                          | 50 | 8 −14 −8     |                             | 12.14   |
| Inferior frontal gyrus                            | 44 | 42 8 30      | 2443                        | 13.46   |
| Middle frontal gyrus (dlPFC)                      | 9  | 50 26 20     |                             | 12.60   |
| Supplementary motor cortex                        | 6  | 40 0 48      |                             | 8.54    |
| Frontal eye fields                                | 8  | 2 14 46      | 810                         | 12.50   |
| Inferior frontal gyrus                            | 44 | −38 8 26     | 1959                        | 11.99   |
| Middle frontal gyrus                              | 9  | −46 14 24    |                             | 11.74   |
| Supplementary motor cortex                        | 6  | −40 0 42     |                             | 9.07    |
| Medial prefrontal cortex                          | 24 | 6 2 26 63    |                             | 9.55    |
| Precuneus                                         | 31 | 4 −60 32     | 697                         | 9.47    |
| Anterior insular                                  | 13 | −32 22 −4    | 435                         | 9.47    |
| Shapes > faces                                    |    |              |                             |         |
| Inferior parietal lobule                          | 40 | −56 −32 28   | 550                         | 8.99    |
| Superior visual association cortex                 | 18 | 16 −86 20    | 732                         | 7.54    |
| Dorsal posterior cingulate cortex                  | 31 | −6 −28 42    | 540                         | 7.80    |
| Ventral posterior cingulate cortex                 | 23 | −12 −58 14   | 103                         | 7.82    |
| Lingual gyrus                                     | 19 | −28 −46 −10  | 122                         | 7.42    |
| Ventromedial prefrontal cortex (vmPFC)             | 32 | 2 48 −4      | 238                         | 6.21    |
| Inferior parietal cortex                          | 7  | 18 −50 56    | 34                          | 5.73    |

**Figure 1.** Distribution of the center coordinates of the VOIs for each subject. Render visualized using BrainNet Viewer (Xia et al., 2013). OFA = occipital face area; FFA = fusiform face area; dlPFC = dorsolateral prefrontal cortex; vmPFC = ventromedial prefrontal cortex.
Modulations because of fearful or sad facial expression processing, were specified as 15 unique modulation models for each modulation type (see Fig. 3). The combination of modulation and input types resulted in a total of 675 candidate models for each subject (e.g., $15 \times 15 \times 3$), which were grouped into three families of 225 models dependent on the direct input (OFA and amygdala, only OFA, or only amygdala). Model 1 consisted of bidirectional modulation between all VOIs, while models 2, 3, and 4 removed the modulations between the vmPFC and dlPFC, FFA and dlPFC, and FFA and vmPFC, respectively. Model 5 removed all three sets of these modulations. As the existing literature has demonstrated strong evidence for modulation from the core face processing regions to the amygdala and from the amygdala to prefrontal regions (Dima et al., 2011; Herrington et al., 2011; Diwadkar et al., 2012; Vai et al., 2016; Willinger et al., 2019), these models represented alterative interactions which may also contribute to explaining the data. Models 6–10 were feedforward alone versions of models 1–5, while model 11 was a null model with no modulation. Finally, models 12–15 were deviations of models 2–5; however, rather than removing these connections, they were feedforward only.

**Estimation and inference**

We estimated the full model for each participant then deployed Bayesian model reduction for subsequent nested models, thus reducing the computational demands of our large candidate model space (Friston et al., 2003, 2016). We used random-effects Bayesian model selection (RFX BMS), thus allowing for different subjects’ data being optimally explained by different model structures (Stephan et al., 2010). Moreover, Bayesian model averaging (BMA) was used to overcome potential uncertainty concerning model structure (Penny et al., 2010). BMA averages the strength of parameters across different models while weighting these parameters by the posterior probability of their respective models. We then extracted each subjects’ parameter estimates for all intrinsic, modulatory and direct input parameters. The statistical significance of these parameters was determined by one-

---

**Figure 2.** Model of intrinsic connections (black) and extrinsic input (gray) specified in our DCM analysis. Render visualized using BrainNet Viewer (Xia et al., 2013). OFA = occipital face area; FFA = fusiform face area; dlPFC = dorsolateral prefrontal cortex; vmPFC = ventromedial prefrontal cortex.

**Figure 3.** Candidate model space detailing which connections are modulated in each model.
sample t tests in SPSS version 24 (IBM Corp.), which were then false discovery rate corrected for multiple comparisons (Benjamini and Hochberg, 1995). Differences between connectivity strengths were compared through the use of repeated measures ANOVAs. Associations between sad and fearful associated connectivity were assessed through Pearson correlations.

**Correlations between connectivity, behavior, and demographic measures**

We further conducted Pearson and Spearman correlations, dependent on variable distributions, between the total connectivity of parameters of interest (amygdala to dlPFC, dlPFC to vmPFC and vmPFC to amygdala) and age, accuracy and the RT to the fearful and sad face matching conditions (correct responses only).

**Results**

**Behavioral results**

Participants’ mean RTs were found to be significantly different between each of the condition types (repeated measures ANOVA: \( F_{(1.34,122.2)} = 669.38, p < 0.001 \)). Post hoc testing demonstrated significantly faster RTs for the shape matching condition compared with both the sad and fearful conditions (both \( p < 0.001 \)), and a significantly faster RT for sad compared with fearful (\( t_{(91)} = -2.78, p = 0.02 \); see Table 2). Similarly, response accuracy was significantly different between conditions (Friedman test: \( \chi^2(2) = 38.79, p < 0.001 \)). Post hoc testing demonstrated significantly lower accuracy in responses to sad faces versus both shapes and fearful faces (Wilcoxon signed-rank tests: both \( p < 0.001 \), also see Table 2).

**Mapping brain activation and deactivation responses to sad and fearful faces**

As depicted in Figure 4A,B, both the sad and fearful face processing conditions were associated with significant activation of the face processing network, including the inferior occipital gyrus, fusiform gyrus, superior temporal sulcus, amygdala, dorsal midbrain, middle frontal gyrus, supplementary motor area, and dorsomedial thalamus. Regions of significant deactivation included the vmPFC, dorsal posterior cingulate and posterior parahippocampal cortices. Figure 4C depicts the overall results of emotional face versus shape processing. A full list of all significant regions for this contrast are depicted in Table 1.

When directly comparing the two face conditions, no significant differences were observed for either the magnitude of activation or deactivation (\( p_{\text{FWE}} < 0.05 \)). When adopting a more lenient threshold (\( p < 0.001 \), uncorrected) and using a \( p_{\text{FWE}} < 0.05 \) cluster-wise correction, greater activation of the inferior occipital gyri, fusiform gyrus, superior temporal sulcus, middle frontal gyrus, dorsal midbrain, and thalamus were observed in response to fearful faces compared with sad faces (Fig. 4D). All regions with significant differences in activity between the two face conditions are depicted in Table 3.

**DCM results**

To assess the successfulness of model inversion we examined the percentage variance explained using the `spm_dcm_fmri_check` function. This revealed an average explained variance of 55% (SD 15%) across all subjects, suggesting that the data contains useful information relating to our experimental effects (Zeidman et al., 2019). To determine whether the data were better explained by direct inputs (the effect of all faces) entering the system at either the OFA, amygdala or both regions, three families compared these families of models using RFX BMS. This revealed that models with direct inputs into both the OFA and amygdala outperformed both of these inputs individually (expected posterior probability: 0.77, exceedance probability: 1.00). Within this family, model 5 was determined to be the model with the most evidence or “winning model” (expected posterior probability: 0.18, exceedance probability: 0.40). This model indicated that the main influence of both fearful and sad face processing was on bidirectional connections between the OFA and FFA and between the amygdala and vmPFC, FFA, and dlPFC. After applying BMA over all models within the family winning model (direct input to OFA and amygdala), the pathway detailed in model 5 had been largely been conserved, with the addition of the forward only parameters detailed in model 15 (Fig. 5). Significant intrinsic and modulatory connections are reported in Table 4.

**Differences between the connections**

The coupling of parameters (regions) in DCM is measured in Hertz and represents the rates of change in activity

---

**Table 2: Participants’ behavioral responses for the shape matching and two gender matching conditions**

| Condition                        | Mean (SD)       | Mean difference (SD) |
|----------------------------------|-----------------|----------------------|
|                                  | With sad        | With fearful         |
| Shape matching                   |                 |                      |
| RT (s)                           | 0.77 (0.17)     | 0.50 (0.2)**         | 0.52 (0.3)**         |
| % of correct response            | 97.66 (3.3)     | 2.1 (4)              | 0.12 (34)            |
| Gender matching: sad facial expression | 1.27 (0.22)    | -                    | 0.02 (0.08)          |
| % of correct response            | 95.53(3.0)      | -                    | 2.2 (3.4)**          |
| Gender matching: fearful facial expression | 1.29 (0.22)  | -                    | -                    |
| % of correct response            | 97.75 (2.3)     | -                    | -                    |

* Significant at \( p < 0.05 \), ** significant at \( p < 0.001 \).
between regions. To determine the overall connectivity between these regions the additive effects of the intrinsic and modulatory parameters for each of these connections were used in these analyses.

Participants’ connectivity between the amygdala and dIPFC were found to be significantly different between the condition types (repeated measures ANOVA: \(F_{(1.71,150.39)} = 37.86, p < 0.001\). Post hoc testing revealed that compared with the shape related connectivity, both sad and fearful expression processing were significantly greater by an average of 0.42 and 0.58 Hz, respectively (both \(p < 0.001\)). The connectivity from the amygdala to dIPFC was also significantly greater during fearful compared with sad expression processing, by an average of 0.16 Hz (\(p = 0.004\)). Therefore, during fearful compared with sad face processing, increased amygdala activity resulted in greater increases to dIPFC activity (Fig. 6A). There was no difference in the connectivity types from the dIPFC to vmPFC nor from the vmPFC to amygdala (repeated measures ANOVA: \(F_{(2,176)} = 2.22, p = 0.11\), and \(F_{(1.72,151.15)} = 1.40, p = 0.25\); Fig. 6B,C). Interestingly, while sad

Table 3: Significant differences in the activations associated processing fearful and sad facial expressions

| Brain region                  | BA      | x     | y     | z     | Cluster size (2-mm³ voxels) | t value |
|------------------------------|---------|-------|-------|-------|-----------------------------|---------|
| Fear > sad                   |         |       |       |       |                             |         |
| Superior temporal sulcus     | 39/37/22| −56   | −48   | 12    | 829                          | 5.21    |
| Inferior occipital/ fusiform gyrus | 19/37  | −32   | −74   | −22   | 898                          | 5.15    |
| Dorsal midbrain/thalamus     | 36/50   | 8     | −36   | 0     | 663                          | 4.91    |
| Middle frontal gyrus (dIPFC) | 44      | 54    | 18    | 22    | 1105                         | 4.70    |
| Superior frontal gyrus       | 8       | −8    | 32    | 44    | 262                          | 4.42    |
| Lateral precuneus            | 7       | 28    | −70   | 32    | 159                          | 3.05    |
| Superior parietal lobule     | 39      | −50   | −62   | 28    | 235                          | 4.38    |
and fearful associated connectivity from the amygdala to dlPFC and from the dlPFC to vmPFC were significantly correlated with one another ($r = 0.65$, $p < 0.001$ and $r = 0.42$, $p < 0.001$, respectively), this was not so for vmPFC to amygdala connectivity ($r = 0.20$, $p = 0.06$).

Brain and behavioral relationships

Correlations between connectivity parameters of interest and participants’ RT, accuracy and age are found in Table 5. No significant associations between connectivity parameters and these measures were found.

Table 4: Mean and SD of each parameter estimate for the intrinsic connectivity and their shape, sad, and fearful associated modulations

| Connection             | Intrinsic connectivity | Shape modulation | Sad modulation | Fearful modulation |
|------------------------|------------------------|------------------|----------------|-------------------|
|                        | Mean (SD)              | Mean (SD)        | Mean (SD)      | Mean (SD)         |
| OFA—FFA                | 0.01 (0.20)            | -0.04 (0.44)     | 0.50 (0.43)**  | 0.50 (0.43)**     |
| OFA—amygdala           | -0.05 (0.14)**         | 0.15 (0.33)**    | -0.17 (0.46)*  | -0.16 (0.36)**    |
| FFA—OFA                | -0.37 (0.34)**         | 0.00 (0.61)      | -0.22 (0.64)*  | -0.17 (0.65)*     |
| FFA—amygdala           | -0.03 (0.14)*          | 0.03 (0.28)      | -0.28 (0.42)**  | -0.36 (0.50)**    |
| FFA—dlPFC              | -0.09 (0.24)*          | 0.07 (0.40)      | 0.26 (0.29)**  | 0.25 (0.31)**     |
| FFA—vmPFC              | 0.01 (0.15)            | -0.06 (0.34)     | 0.12 (0.27)**  | 0.09 (0.22)*      |
| Amygdala—OFA           | 0.00 (0.30)            | -0.14 (0.54)     | 0.45 (0.75)**  | 0.23 (0.70)*      |
| Amygdala—FFA           | 0.17 (0.16)**          | 0.14 (0.28)**    | 0.50 (0.60)**  | 0.45 (0.64)**     |
| Amygdala—dlPFC         | 0.14 (0.18)**          | 0.16 (0.41)*     | 0.58 (0.52)**  | 0.73 (0.58)**     |
| Amygdala—vmPFC         | -0.01 (0.18)           | -0.08 (0.36)     | 0.09 (0.48)    | 0.05 (0.55)       |
| dlPFC—FFA              | -0.06 (0.18)*          | 0.04 (0.29)      | -0.13 (0.34)*  | -0.07 (0.31)*     |
| dlPFC—amygdala         | 0.02 (0.14)            | 0.02 (0.21)      | 0.03 (0.51)    | -0.05 (0.41)      |
| dlPFC—vmPFC            | -0.01 (0.17)           | 0.01 (0.32)      | 0.03 (0.28)    | 0.10 (0.33)*      |
| vmPFC—FFA              | -0.07 (0.17)**         | -0.04 (0.36)     | -0.04 (0.20)   | -0.06 (0.23)*     |
| vmPFC—amygdala         | -0.03 (0.14)           | -0.04 (0.20)     | -0.08 (0.50)   | -0.14 (0.48)**    |
| vmPFC—dlPFC            | -0.07 (0.19)*          | 0.00 (0.31)      | -0.01 (0.14)   | 0.01 (0.07)       |
| Direct input           |                        | -0.11 (0.23)**   | 0.78 (0.60)**  | 80 (0.54)**       |
| OFA                    |                        | 0.45 (0.38)**    | 0.55 (0.46)**  |                   |
| Amygdala               |                        |                  |                |                   |

OFA = occipital face area; FFA = fusiform face area; dlPFC = dorsolateral prefrontal cortex; vmPFC = ventromedial prefrontal cortex.

* Significant at $p < 0.05$, ** significant at $p < 0.001$.

Discussion

This study has examined the effective connectivity of the face processing network in response to negatively valenced emotional faces, in a large sample of adolescents and young adults. We found evidence to support our first hypothesis, as there was significant positive connectivity from the amygdala to dlPFC under both sad and fearful facial expressions.
face processing. Our second hypothesis was partially supported, as significant negative connectivity from the vmPFC to amygdala was only observed for fearful face processing. Additionally, we found a significant difference between the fearful and sad associated connectivity from the amygdala to dlPFC. Overall, the pattern of connectivity observed here is generally consistent with previous investigations of implicit processing of negative expressions, particularly those findings concerning the connectivity from the amygdala to dlPFC and vmPFC to amygdala (Vai et al., 2015; Willinger et al., 2019). While we did not observe the significant modulation from the dlPFC to amygdala reported in the study by Vai et al. (2015), this was likely because of their indirect interaction via the vmPFC in our model.

**Activity of the face processing network and behavioral differences**

Both of the emotional face processing conditions evoked robust overlapping patterns of activation in the core and extended face processing systems. Consistent with previous studies, these regions comprised early visual processing areas including the inferior occipital and fusiform gyri as well as the right superior temporal sulcus (Kleinhans et al., 2011; Zhen et al., 2013). We also observed common activation in the amygdala, supplementary motor cortex, and middle frontal gyrus, together with deactivation of the vmPFC, posterior cingulate cortex and inferior parietal lobule (Harrison et al., 2011). These findings support a wealth of literature detailing the functional neuroanatomy of face processing (Haist and Anzures, 2017). In addition to this pattern of strong common activity, we observed some evidence for altered activation of core and extended regions under fearful compared with sad face processing. This included increased activation of the inferior occipital gyri, fusiform gyri, right superior temporal sulcus, and right middle frontal gyrus. This increased activity has been suggested by previous work to be because of the higher salience and attention capturing nature of these fearful stimuli (Hedger et al., 2015), which was further explored through our connectivity analysis.

**Connectivity from the amygdala to dlPFC and salience detection**

We observed significant positive connectivity from the amygdala to dlPFC under all three conditions. Significantly greater connectivity was observed for both the sad and fearful expression processing conditions compared with the shape matching condition. Additionally, we found evidence for greater connectivity in response to processing fearful compared with sad faces, which we interpret as resulting from the greater salience and arousal-evoking nature of fearful facial expressions (Adolphs, 2013).

**Table 5: Correlations between total connectivity (intrinsic + modulatory) for parameters of interest and age, RT, and accuracy**

| Connectivity                      | Age  | Respective RT | Respective % correct |
|-----------------------------------|------|---------------|----------------------|
| **Sad associated connectivity**   |      |               |                      |
| Amygdala to dlPFC                | −0.12| −0.17         | −0.06                |
| dlPFC to vmPFC                   | 0.04 | −0.19         | −0.14                |
| vmPFC to amygdala                | 0.15 | 0.09          | 0.15                 |
| **Fear associated connectivity** |      |               |                      |
| Amygdala to dlPFC                | −16  | 0.11          | 0.04                 |
| dlPFC to vmPFC                   | −10  | −0.12         | 0.00                 |
| vmPFC to amygdala                | 0.10 | 0.20          | 0.11                 |

No correlations had a $p < 0.05$. 

![Figure 6](image)
Throughout behavioral and neuroimaging work, emotional stimuli have been reported to have greater salience than neutral stimuli (Vuilleumier, 2005). Moreover, fearful facial expressions have been reported to be both more intense and attention capturing than sad expressions (Langner et al., 2010; Hedger et al., 2015; Lin et al., 2016). The ordinal nature of these effects, as well as the connectivity between the amygdala and dlPFC between conditions, mirrors the arousal-driven amygdala response reported in previous studies (Lin et al., 2020). Researchers have hypothesized that features associated with fearful expressions, such as increased widened eyes, may facilitate their promotion to conscious perception (Hedger et al., 2015; Barrett, 2018). As the amygdala has been shown to preferentially respond to such features (Whalen et al., 2004), it is likely that the increased influence of the amygdala on the dlPFC represents a neural mechanism responsible for orientating conscious attention to salient stimuli (Frank and Sabatinelli, 2012). These findings and our own are consistent with the threat processing model of LeDoux and Pine (2016), which proposes that interactions between subcortical regions, including the amygdala, and the lateral prefrontal cortices are necessary to generate conscious labeling and awareness of feelings. Further research will be necessary to determine whether this effect can be seen for positively valenced facial expressions and how the interaction of valence and arousal alters this modulation.

As the amygdala transmits minimal direct output to the dlPFC, its capacity to influence dlPFC activity presumably occurs through mediatary regions, including the anterior cingulate, vmPFC and ventrolateral prefrontal cortices (Bracht et al., 2009; Ray and Zald, 2012; Vossel et al., 2014). Mechanistically, medial and lateral pathways from the amygdala traverse the inferior thalamic peduncle (interacting with the anterior cingulate cortex) and external capsule, respectively, to interact with the dlPFC (Bracht et al., 2009). Thus, the interaction between these regions is expected to be more complex than framed within this analysis. This may, in part, explain the lack of associations between the amygdala to dlPFC connectivity and RT or accuracy, as other regions associated with salience processing, including the anterior insula, cingulate, and caudate may also contribute to this process (Menon and Uddin, 2010; Damiani et al., 2020).

The regulatory role of the vmPFC on the amygdala during emotional face processing

Fearful face processing was associated with negative connectivity from the vmPFC to amygdala, which is broadly consistent with previous findings (Sladky et al., 2015; Willinger et al., 2019). This supports other observations that processing these stimuli leads to a regulatory effect on the amygdala (Braunstein et al., 2017). Notably, however, there was no significant modulation during sad face processing, nor a significant difference in this connectivity between the fearful and either the shape or sad conditions.

As previously stated the vmPFC is a component of the default mode network and demonstrates consistent deactivation during cognitively-demanding tasks (Raichle et al., 2001). The magnitude of the vmPFC’s suppression is generally considered to be a correlate of increased task difficulty (Harrison et al., 2011). However, the observed increased in positive modulation from the dlPFC to vmPFC during the processing of fearful expressions would result in less suppression of the vmPFC. This suggests that there may be two opposing influences affecting vmPFC activity: the evaluation of emotional stimuli and cognitive difficulty of this process (Hiser and Koenigs, 2018; Satpute and Lindquist, 2019). Conceptually, this is consistent with recent models which have argued that the vmPFC is important for integrating valence information and contextual knowledge during attentional processes to construct affective meaning (Roy et al., 2012; Winecoff et al., 2013; Viviani, 2014; Winker et al., 2019). As such, regions of the dorsal attentional network including the frontal eye fields have been hypothesized to enable selection of stimuli based on internal goals and drive vmPFC deactivation (Corbetta et al., 2008; Viviani, 2014). Conversely, ventral attentional areas including the dlPFC detect salient, particularly unattended, stimuli within the environment and result in vmPFC activation (Corbetta et al., 2008; Viviani, 2014). These effects are likely to contribute to the large heterogeneity and lack of correlation between fearful and sad associated connectivity from the vmPFC to amygdala, as the amount of regulation that the vmPFC exhibits on the amygdala may not directly reflect the features of the expressions being processed, but individuals’ constructed affective interpretations (Skerry and Saxe, 2015; Barrett, 2017; Satpute and Lindquist, 2019). Further work will be necessary to understand how the temporal dynamics between the dorsal and ventral attentional areas alter vmPFC activity and its regulatory influence over the amygdala.

Changes associated with the core face processing system

The connectivity between regions of the core and extended systems appears to mostly reflect findings from previous studies. While few studies have modeled expression associated modulation of connectivity in the core system, those that have illustrate greater positive modulation between the OFA and FFA during emotional face processing (Fairhall and Ishai, 2007; Li et al., 2010; Frässle et al., 2016). Unexpectedly, we observed a negative modulation between the FFA and amygdala. While some implicit processing studies have reported negative intrinsic connectivity, few have reported the modulation of these connections (Vai et al., 2016; Willinger et al., 2019). Studies investigating explicit facial expression processing have observed a positive modulation of the connectivity from the FFA to amygdala (Herrington et al., 2011). Further research is required to clarify whether the type of face processing task truly alters these connections.

Limitations

While this study contains strengths, including its large sample size compared with previous investigations, it is not without limitations. No neutral or positive valenced facial stimuli were used in this task. While this decision was
made to maximize task efficiency, examining a wider range of emotional expressions with varying levels of arousal and valence would enhance our ability to disentangle these functions. A contiguous acquisition scheme would have been more advantageous for minimizing the mixing of time series from slices that were acquired at different times and may have allowed for signal extraction which more accurately reflected the underlying neural responses (Stephan et al., 2010) While beyond the scope of our current model, both the anterior insular and cingulate may have also been of interest because of their known involvement in emotion processing. Though they were identified through GLM analysis, they demonstrated insufficient individual activation to be extracted for DCM analysis.

In conclusion, this study expands on our understanding of the functional dynamics implicated in emotional face processing. Specifically, this research examined how interactions between the amygdala, dlPFC, and vmPFC are changed because of processing fearful and sad emotional expressions. Notably, connections within this circuit appear to be greater overall for fearful face processing. Although the connectivity from the amygdala to dlPFC likely represents the processing of similar features in fearful and sad faces, the connectivity from the vmPFC to amygdala may be responding to a higher order conceptualization of emotion. This work contributes toward building more refined models of the brain network dynamics implicated in processing emotional expressions. In turn, these models may inform the ongoing characterization of emotional brain disorders, in which impairments to emotional face processing are common.
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