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One central study that constitutes a major branch of quantum resource theory is the hierarchy of states. This provides a broad understanding of resourcefulness in certain tasks in terms of efficiency. Here, we investigate the maximal superposition states, i.e., golden states, of the resource theory of superposition. Golden states in the resource theory of coherence are very well established; however, it is a very challenging task for superposition due to the nonorthogonality of the basis states. We show that there are sets of inner product settings that admit a golden state in high-dimensional systems. We bridge the gap between the resource theory of superposition and coherence in the context of golden states by establishing a continuous relation by means of a Gram matrix. In addition, immediate corollaries of our framework provide a representation of maximal states which reduces to the maximal state of the coherence in the orthonormal limit of pure basis states.

I. INTRODUCTION

The superposition principle [1] is a characteristic feature of quantum mechanics and of particular interest for quantum information theory. Clearly, as we have witnessed with seminal and far-reaching applications, this and other types of quantum properties such as entanglement [2], coherence [3], imaginarity [4], and Bell nonlocality [5] could produce some remarkable differences between the two regimes — quantum and classical — in terms of how effectively the information processing tasks are achieved. Over the past two decades, this reasoning has provided an impetus to investigate the role of quantum effects as a resource in certain tasks, focusing on whether these lead to any operational advantages [6–13]. In particular, their performance as a resource reflects the order of states in terms of resourcefulness, where such orderings can be characterized, for instance, by consistent resource measures [14] or by state conversion protocols [15].

Questioning the existence of a golden state is one of the most notable problems of quantum resource theories (QRTs) in that it provides a practical perspective for the quantification of quantum resources. In simple terms, a $d$-dimensional maximal state is identified as a state that can be transformed into any other state in dimension $d$ by means of the free operations. In this sense, a maximal state is a state at the top of the hierarchy of resourcefulness, having the greatest resource value and regarded as a (golden) unit of the resource. Such golden states are well defined in the resource theory of (bi-partite) entanglement, $|\Psi_d\rangle = (1/\sqrt{d}) \sum_{i=1}^{d} |ii\rangle$ [2] (see [16] for multiparte systems); coherence, $|\Psi_d\rangle = (1/\sqrt{d}) \sum_{i=1}^{d} |i\rangle$ [3, 17]; and imaginarity, $|\tilde{\psi}\rangle = (|0\rangle \mp i |1\rangle)/\sqrt{2}$ [4]. Recently, in investigating the general properties of QRTs, the authors of Ref. [14] emphasized that the compactness of the set of free operations is an essential prerequisite that indicates the existence of maximally resourceful states. Although they further proved that a type of maximally resourceful state exists in the general QRTs satisfying axioms (see [14], Sec. 2.2, for details) and the compactness of the set of states, they mentioned that the existence of a maximal state in QRTs is not obvious in general. A paucity of information also exists for superposition (of nonorthogonal basis states); our paper describes an approach to address this.

While coherence and superposition are often considered the same, the latter is a generalization of the former in the context of resource theory. A rigorous resource theory framework for the quantification of superposition [18] of a finite number of linear independent states which are not necessarily orthogonal was introduced in Ref. [19]. In addition to determining the quantum operations which do not create superposition, a partial order structure was also uncovered for the probabilistic transformations of pure superposition states [19]. However, more research is needed to further explore the order relations between superposition states. On the other hand, it is a hugely challenging task for superposition, especially for those states which are maximal, due to the nonorthogonality of basis states. It is important to note that the (non)existence of a maximal state for a given set of linearly independent basis states does not necessarily imply the same for a different set. Therefore, any attempt to determine maximal states for superposition must take into account all possible linearly independent basis states, i.e., all inner product settings.

The goal of this work is to develop a structural way which comprehensively addresses the maximal states of the resource theory of superposition (RTS). To this end, we show that the Gram matrix has a crucial detail, hidden in its eigensystem, for the realization of the potential candidates for maximal states. Namely, by contemplating the eigenvalues $\lambda_i$ and their corresponding eigenvectors $|\Lambda_i\rangle$ of the Gram matrix, we show that the eigenvector corresponding to the minimum eigenvalue $\lambda_{\text{min}}$ reflects the maximal states. We illustrate our results by examining two- and three-dimensional systems together with the general case. Note that the manipulation of superposition states was studied recently in Ref. [20]. There the maximal states for superposition were also discussed; however, the study considered a subset of initial and final state pairs, that is, states with real components and real inner products. Here we deal with this problem in its entirety by means of the Gram matrix for a general case that involves all possible inner product settings. We believe that our work bridges the gap between the resource theory of coherence [3] and the su-
perposition [19] in the context of maximal states, where both theories are equivalent in the orthonormal case of basis vectors.

Golden states are the preeminent resources that are used in various quantum information processing, guaranteeing the optimal success probability. The teleportation protocol [21] can be regarded as one of the most prominent examples that demonstrates this point clearly. In its simplest form, a two-qubit maximally entangled state \((|00\rangle + |11\rangle)/\sqrt{2}\) is used to perfectly teleport a quantum state between two distant parties \([21, 22]\). In the case where the shared state is \(a|00\rangle + b|11\rangle\) \((|a| > |b| > 0)\), the protocol can be achieved with \(p = 2|b|^2 < 1\) probability (i.e., not perfectly). Of course, examples that can be given in this context are not limited to teleportation. Examples of the tasks include quantum metrology [23], quantum communication [24], and cryptography [25].

Moreover, maximal states can form an effective bridge between different types of resource theories. For instance, it was shown [26] that any amount of purity can be converted into coherence via a suitable unitary operation; therefore, purity can be identified as the maximal coherence, concluding that the resource theories of coherence and purity are closely connected. All these studies (and many more) support the priority of a maximal state among all resource states indeed and motivate further studies.

Here we look at the existence of golden states in RTS and reveal that a unique state of this type, which is a much stronger property, exists for any dimension \(d \geq 2\) for various inner product settings. It should be said that our proposed \(d\)-dimensional maximal superposition state(s) can be used to generate all other \(d\)-dimensional states deterministically by means of superposition-free operations. A recent study by Liu et al. [9] characterized the resourcefulness of quantum states defined in general QRTs in terms of direct one-shot resource conversion. The authors introduced the notion of max-resource state (in the strongest sense), namely root state, which is relevant to the problem we are interested in; by definition, a root state must achieve the maximum value of any resource monotone in dimension \(d\) [9]. By discussing the constant trace condition introduced in Ref. [9] as the overlap between the maximal state and free states, we show that it can be derived in terms of the minimum eigenvalue \(\lambda_{\text{min}}\) of the constructed Gram matrix. We discuss our results with explicit examples.

The paper proceeds as follows. We begin in Sec. II by reviewing the basics of the resource theory of superposition. Moreover, we introduce the Gram matrix with its relevance to the superposition of a finite number of linear independent states for arbitrary finite dimension and finalize this section by defining a map \(\Phi(\cdot)\) by means of certain types of superposition-free Kraus operators. In Sec. III we provide a necessary condition with respect to the map \(\Phi(\cdot)\) and discuss the possibility of the existence of maximal states for an arbitrary inner product setting. Section IV details our results by examining particular cases together with the general case. Section V summarizes our work.
Obviously, the normalization condition equals $\hat{\psi}^\dagger G \hat{\psi} = 1$ for an arbitrary vector $\hat{\psi}$. This representation has the advantage of embedding all the information about the basis states into the Gram matrix. Since a Gram matrix $G$ is a positive-definite matrix, the normalization condition represents a (hyper-)ellipsoid equation and reduces to a (hyper)sphere in the orthonormal limit.

The following theorem — *Rayleigh Quotient* — can be used to determine the upper and lower bounds of a quadratic equation under elliptic constraint. We will use it to prove the necessary condition proposed in Sec. III.

Let $\vec{v}$ and $\vec{u}$ be eigenvectors of a Gram matrix $G$ corresponding to the minimum eigenvalue $\lambda_{\text{min}}$ and maximum eigenvalue $\lambda_{\text{max}}$, respectively. Let $\vec{x}$ be an arbitrary vector under elliptic constraint represented by $\vec{x}^\dagger G \vec{x} = 1$. Then, for these three vectors $\{\vec{v}, \vec{u}, \vec{x}\}$ the Rayleigh quotient guarantees that the following inequality exists:

$$R(G, \vec{v}) = \lambda_{\text{min}} \leq R(G, \vec{x}) \leq R(G, \vec{u}) = \lambda_{\text{max}}.$$  \hfill (6)

Here $R(G, \vec{x}) = \vec{x}^\dagger G \vec{x}/\vec{x}^\dagger \vec{x}$ is the Rayleigh quotient for $G$ and $\vec{x}$. Then, a quadratic expression in the form $\vec{x}^\dagger \vec{x}$ has an upper and a lower bound given such that

$$1/\lambda_{\text{max}} \leq \sum_i |x_i|^2 \leq 1/\lambda_{\text{min}}$$  \hfill (7)

(see Theorem 4.2.2 in Chap. 4 of Ref. [28]). Using the fact that $\lambda_{\text{max}} \geq \lambda_{\text{min}} > 0$, one can obtain

$$1 - \frac{\lambda_{\text{min}}}{\lambda_{\text{max}}} \geq 1 - \lambda_{\text{min}} \sum_i |x_i|^2 \geq 0.$$  \hfill (8)

We will use two sets of superposition-free Kraus operators, where they play a part in searching for maximal states as follows. Each operator in the first set $S_1$ transforms an initial state $|\psi\rangle$ into another state $|\phi\rangle$ with a probability $p_n \geq 0$ ($\sum_n p_n = 1$), that is, $K_n |\psi\rangle = \sqrt{p_n} |\phi\rangle$. On the other hand, each operator in the second set $S_2$ maps the initial state to zero, that is, $K_m |\psi\rangle = 0$. Then, the map can be written such that

$$\Phi(\rho) = \sum_{i \in S_1} \sum_{j \in S_2} K_i \rho K_j^\dagger = |\phi\rangle \langle \phi|,$$  \hfill (9)

where $\rho = |\psi\rangle \langle \psi|$. Also, when we consider mixed states, we will use convex combinations of the map $\Phi(\cdot)$ given by Eq. (9), i.e., $\sum_n p_n \Phi_n(\cdot)$. In the following, we will introduce the explicit forms of the operators in the set $S_1$ and $S_2$.

For understandable reasons, we will do (most parts of) our calculations with a vector picture. Now consider an arbitrary superposition-free Kraus operator in the form of (2) acting on a state (1) such that

$$K_n |\psi\rangle = \left( \sum_{k=1}^d c_{k,n} |c_{f_n(k)}\rangle \langle c_{k}^\dagger | \right) \sum_{i=1}^d |\psi_i\rangle |c_i\rangle = c_{1,n} |\psi_1\rangle |c_{f_n(1)}\rangle + \cdots + c_{d,n} |\psi_d\rangle |c_{f_n(d)}\rangle$$  \hfill (10)

$$= \sqrt{p_n} \sum_{k=1}^d \phi_k |c_k\rangle,$$

where $p_n \geq 0$. Since $\langle c_i^\dagger | c_j \rangle = \delta_{ij}$, the equation above can be written as a matrix multiplication. By this we mean that

$$\langle \tilde{K}_n |\psi\rangle = \sum_{j=1}^d \langle \tilde{K}_n \rangle_{ij} |\psi_j\rangle = p_n \phi_i.$$  \hfill (11)

Here, $\langle \tilde{K}_n \rangle_{ij}$ is the $(i, j)$th entry of the matrix $\tilde{K}_n$ and $\phi_i$ is the $i$th element of the vector $\phi$ defined in Eq. (4). Note that the matrix $\tilde{K}_n$ has at most one nonzero element in each column for all $n$. For instance, let $\{f_i(\tilde{k})\}^3_{\tilde{k}=1} = \{1, 2, 3\}$ for a three-level system; then we have

$$\tilde{K}_1 = p_1 \begin{pmatrix} \phi_1/\psi_1 & 0 & 0 \\ 0 & \phi_2/\psi_2 & 0 \\ 0 & 0 & \phi_3/\psi_3 \end{pmatrix}.$$  \hfill (12)

Obviously, the matrix itself is in the form of an incoherent Kraus operator — a class of free operations in the resource theory of coherence (RTC) [3]. On the other hand, it can only be treated as an incoherent Kraus operator when it is provided that $G = \mathbb{1}$, that is, in the orthonormal case. Finally, since we have $\sum_n \langle \psi | K_n^\dagger K_n |\psi\rangle = \sum_n \langle \psi | K_n^\dagger K_n \rangle G (K_n |\psi\rangle) = \hat{\psi}^\dagger G \hat{\psi} = 1$ for all $\hat{\psi}$, the condition to be a trace-preserving operation can be stated as

$$\sum_n K_n^\dagger G K_n = G.$$  \hfill (13)

Having introduced the matrix picture above, we can now define the operators in the sets $S_1$ and $S_2$. The operators in the set $S_1$ are in the form

$$\tilde{K}_n = P_n A_n$$  \hfill (14)

for $n = 1, 2, \ldots, d!$. Here, $P_n$ is a permutation matrix and $A_n$ is a square diagonal matrix. Since $A_n$ is a square diagonal matrix, the operators $\tilde{K}_n$ in $S_1$ are permutation matrices whose nonzero entries are replaced by the elements of $A_n$. The operators in the set $S_2$ are matrices whose rows are zero except the $m$th one, that is, $(\tilde{F}_m)_{ij} = (\tilde{F}_m)_{ij} \delta_{im}$ for $m = 1, 2, \ldots, d$. Then, the map $\Phi(\cdot)$ defined in Eq. (9) involves $d! + d$ superposition-free Kraus operators.

We close this section by using the following vector from Ref. [20] to express the majorization condition in the following section and for future use:

$$\vec{x} := \text{diag}(x_1, \ldots, x_n) G (x_1, \ldots, x_n)^T = (\vec{x}_1, \ldots, \vec{x}_n)^T,$$  \hfill (15)

where $\text{diag}(\cdot)$ is a diagonal matrix. Note that when $G = \mathbb{1}$, i.e., in the orthonormal case, one has $\hat{\psi} = (|\psi_1|^2, \ldots, |\psi_d|^2)^T$ and $\vec{\phi} = (|\phi_1|^2, \ldots, |\phi_d|^2)^T$, which are the vectors subject to the majorization condition in RTC [29, 30].

III. GRAM MATRIX AND GOLDEN STATES

In this section, we show that a Gram matrix constructed by inner products between linearly independent basis states may shed light on the investigation of golden states. To be more
precise, we uncover that the eigenvalues and the corresponding eigenvectors of a given Gram matrix and maximal states have an intrinsic connection, from which we propose a necessary condition for the existence of maximal superposition states. It is on this criterion that we concentrate our research on golden states.

Different methods enable us to examine whether there are maximal states in a given resource theory. One possible way of establishing the existence of maximal states is to employ the conditions on state transformations. The meaningful task of establishing the existence of maximal states is to employ the eigenvectors of a given Gram matrix and maximal states. It is on this criterion that we concentrate our research in restricted regions, which has the possibility of overlooking complicated to study the maximal states in the most general setting due to the reason stated above, one may work with superposition states having real components and real inner product values to fully utilize the majorization theory as in the case of Ref. [20]. However, this means searching for maximal states in restricted regions, which has the possibility of overlooking possible maximal state candidates. Thus, for a comprehensive solution, one simply needs to resolve the most general setting.

Here, we implement a workaround to this problem in the light of the following way. If one can build a doubly stochastic matrix $D$ such that all its entries are $1/d$, that is, $D_{ij} = 1/d$, then it is clear that such a doubly stochastic matrix maps all vectors, including the ones with complex components, to $(1/d, \ldots, 1/d)^T$. Therefore, the equation $\hat{\psi} = D\hat{\phi}$ always holds given that the initial state satisfies $\psi_i = 1/d$ for all $i$ for an arbitrary final state. One point to be noted, the additional constraint, namely, the condition on the completeness [20], adds a restriction to the set of inner product settings. As a necessary condition for a maximal state in the cases where the transformation is carried out by the map $\Phi(\cdot)$ given in Eq. (9), we have the following.

**Proposition 1.** Let $G$ be a Gram matrix that represents the inner product settings of superposition constructed by a set of linearly independent basis states $\{|c_i\rangle\}_{i=1}^d$. Then a maximal state $\psi$ is necessarily an eigenvector of $G$ corresponding to the minimum eigenvalue $\lambda_{\text{min}}$ and the components of $\psi$ must satisfy $\psi_i = 1/d$ for all $i = 1, 2, \ldots, d$.

**Corollary 1.** The form of the (candidate) maximal state dictated by Proposition 1 is then as follows

$$\bar{\psi} = \sqrt{\frac{1}{d\lambda_{\text{min}}}} (e^{i\theta_1}, \ldots, e^{i\theta_d})^T,$$

and equivalently in the "Dirac" notation

$$|\psi\rangle = \sqrt{\frac{1}{d\lambda_{\text{min}}}} \sum_{j=1}^d e^{i\theta_j} |c_j\rangle.$$

As expected, the state given in Eq. (17) reduces to the maximal state of coherence [3], which is given by

$$|\psi_d\rangle = \frac{1}{\sqrt{d}} \sum_{j=1}^d e^{i\tau_j} |j\rangle,$$

where $\{|j\rangle\}_{j=1}^d$ forms an orthonormal basis and $\tau_j \in \mathbb{R}$. In the orthonormal limit, we have $G \to I$, and therefore $\lambda_{\text{min}} \to 1$. We note that in the RTC, one has the freedom to choose $\tau_j$ arbitrarily since the states are equivalent to each other by means of incoherent unitary operations [3]. However, relative phases of the maximal states of RTS are fixed due to the fact that operations acting on relative phases are not free [19].

Proposition 1 is a compound statement where the first part establishes a relation between the Gram matrix (hence the given basis vectors) and the maximal states. The second part introduces the doubly stochastic matrix picture of the majorization theory [31]. Therefore, the combination of those two parts provides a unified statement regarding the maximal states of the RTC [3] and RTS [19].

**Proof.** Given an initial state $\psi = (e^{i\theta_1} |\psi_1\rangle, \ldots, e^{i\theta_d} |\psi_d\rangle)^T$ and a final state $\phi = (e^{i\theta_1} \phi_1, \ldots, e^{i\theta_d} \phi_d)^T$, where $\theta_j, \gamma_j \in [0, 2\pi)$ and $|\psi_j\rangle, |\phi_j\rangle \in \mathbb{R}^{\geq 0}$, the transformation from the initial state to the final state is carried out by the operators in the first set $S_1$ such that $K_n \psi = \sqrt{\rho_{\gamma_j}} \phi$. Here, the probabilities are chosen to be $p_n = 1/d!$ for $n = 1, 2, \ldots, d!$ and the Kraus operators $K_n$ have to be in the form (defining $\gamma_i := \gamma - \theta_j$)

$$K_n = \frac{1}{d!} \delta_{ij} \phi_j \psi_i,$$

for $i, j = 1, 2, \ldots, d$ and $n = 1, 2, \ldots, d!$. From Eq. (14), it is clear that whether an entry of the matrix is zero or not depends on the index $n$. The operators in the second set $S_2$ are defined as $(F_m)_{ij} = (F_m)_{ij} \delta_m$ for $m = 1, 2, \ldots, d$.

Now, in the first part of the proof of Proposition 1, we show that a maximal state has to be an eigenvector of a Gram matrix corresponding to the minimum eigenvalue. Assume that $\psi$ is a maximal state and the map $\Phi(\cdot)$ given in Eq. (9) is a superposition-free operation. Then, the Kraus operators belonging to the sets $S_1$ and $S_2$ must satisfy

$$\sum_{n=1}^{d!} K_n^* G K_n + \sum_{m=1}^{d} F_m^* G F_m = G.$$
We express Eq. (20) in index notation to calculate the entries of the resulting matrix of the left-hand side. First, we focus on the operators in the set $S_1$, that is

$$
\left( \sum_{n=1}^{d} \mathsf{K}_n G \bar{\mathsf{K}}_n \right)_{il} = \sum_{n=1}^{d} \left[ \sum_{j=1}^{d} \sum_{k=1}^{d} \left( \bar{\mathsf{K}}_n \right)_{ij} G_{jk} \left( \mathsf{K}_n \right)_{kl} \right],
$$

for $i, l = 1, 2, \ldots, d$. To shorten the expressions let us define $K := \sum_{n=1}^{d} \mathsf{K}_n G \bar{\mathsf{K}}_n$. Combining Eq. (19) with Eq. (21) using the fact that $(\bar{\mathsf{K}}_n)_{ij} = (\mathsf{K}_n)_{ji}$, the first $d!$ terms read

$$
K_{il} = \sum_{n=1}^{d} \sum_{j=1}^{d} \sum_{k=1}^{d} \frac{1}{d!} e^{i(\mathsf{K}_n)_{ij} - \mathsf{K}_m)_{ji}} G_{jk} \phi_{ln} \psi_{in} \psi_{ni} \psi_{il},
$$

(22)

Using the fact that $\sum_{j} a_j b_j = \sum_j a_j b_j + \sum_{j,k, j \neq k} a_j b_k$, Eq. (22) goes one step further. There, the index $n$ dependence of the two sum terms on the right-hand side can be calculated by invoking the counting problem. As we mentioned before, an operator $\mathsf{K}_n$ defined in Eq. (14) has at most one nonzero entry in each column and row. Therefore, for $i = l$, the sum over the index set $j \neq k$ is zero for all $n$ and the term $\phi_j/\psi_i$ repeats $d!/d$ times for each $j$. Hence, the diagonal entries are obtained as

$$
K_{ii} = \frac{1}{d!} \phi_i^2.
$$

(23)

For $i \neq l$ the sum over the index set $j = k$ is zero for all $n$ due to the exact reason stated above. Since $i \neq l$ and $j \neq k$, there exists a Kraus operator $\mathsf{K}_n$ with entries such that $(\mathsf{K}_n)_{ij} = e^{i\varphi_i} (\phi_i/\psi_i)$ and $(\mathsf{K}_n)_{kl} = e^{i\varphi_l} (\phi_l/\psi_l)$ for an arbitrary index $n'$. Starting from $n'$, among numbers of permutations $d!$ of the $n'$th Kraus operator, only $(d-2)!$ of those do not change the indices. Hence summing over the index $n$ and using the shorthand notation $\theta_{i-\iota} = \theta_i - \theta_{\iota}$ and $\gamma_{k-j} = \gamma_k - \gamma_j$, one obtains

$$
K_{i\neq l} = \frac{(d-2)!}{d!} e^{i\theta_{i-\iota}} \sum_{j,k} e^{i\gamma_{k-j}} G_{jk} \phi_j \phi_k.
$$

(24)

The second sum term of Eq. (20) reads

$$
\left( \sum_{m=1}^{d} \bar{F}_m G F_m \right)_{il} = \sum_{m=1}^{d} \left[ \sum_{j,k} \left( \bar{F}_m \right)_{ij} \delta_{mk} G_{jk} \left( F_m \right)_{kl} \delta_{ml} \right]
$$

$$
= \sum_{m=1}^{d} \left( \bar{F}_m \right)_{ml} \left( F_m \right)_{ml},
$$

(25)

After combining Eqs. (23), (24), and (25), we obtain

$$
G_{il} = \left[ \frac{1}{d!} \sum_{j=1}^{d} \phi_j^2 \right] \delta_{il} + \sum_{m=1}^{d} \left( \bar{F}_m \right)_{ml} \left( F_m \right)_{ml} + \frac{(d-2)!}{d!} e^{i\theta_{i-\iota}} \sum_{j,k} e^{i\gamma_{k-j}} G_{jk} \phi_j \phi_k (1 - \delta_{il}).
$$

(26)

On the one hand, from this form of Eq. (26) it is arduous to reveal the form of the maximal state(s). On the other hand, we can employ Eq. (26) to obtain a condition so that we can invoke the Rayleigh Quotient theorem introduced in Sec. II. Now consider the case $l = i$ in (26), which gives

$$
\frac{1}{d} \sum_{j=1}^{d} \phi_j^2 + \sum_{m=1}^{d} \left| \left( F_m \right)_{mi} \right|^2 \psi_i^2 = \psi_i^2,
$$

(27)

for $i = 1, 2, \ldots, d$. By summing over the index $i$, one can obtain the inequality

$$
\sum_{i=1}^{d} \psi_i^2 \geq \sum_{j=1}^{d} \phi_j^2.
$$

(28)

It is obvious that a pair of states that do not provide this relation cannot satisfy each component of Eq. (27) hence Eq. (20) simultaneously. The expressions on both sides are quadratic expressions in the same form constrained by the normalization condition; therefore, they have an upper and a lower bound. For a maximal state, the left-hand side has to take the maximum value so that it always holds for an arbitrary final state. By invoking the Rayleigh Quotient, one concludes that a maximal state is necessarily an eigenvector of the Gram matrix corresponding to the minimum eigenvalue. This completes the first part of the proof.

To provide the second part of the proof of Proposition 1, we return to Eq. (26). Since there is no sum term over the indices $i$ and $l$, we can multiply Eq. (26) by $e^{-i\theta_i} \psi_i \psi_i$. Then, using the fact that $e^{-i\theta_i} \psi_i \psi_i = \gamma_i$ and summarizing over the index $l$, Eq. (26) becomes

$$
\sum_{i=1}^{d} G_{il} \psi_i \psi_i = \left[ \frac{1}{d} \sum_{j=1}^{d} \phi_j^2 \right] \delta_{il} + \left[ \frac{(d-2)!}{d!} \sum_{j,k} e^{i\gamma_{k-j}} G_{jk} \phi_j \phi_k \right] (1 - \delta_{il})
$$

$$
+ \left[ \frac{d}{d!} \sum_{m=1}^{d} \left( F_m \right)_{mi} \left( F_m \right)_{mi} e^{-i\theta_i} \psi_i \psi_i \right],
$$

(29)

To further simplify (29), recall that each operator in the set $S_2$ maps the initial state to zero, that is, $\bar{F}_n \psi = \sum_{m=1}^{d} (\bar{F}_m)_{ml} e^{i\theta_i} \psi_i = 0$. Thus, the third term on the right-hand side is zero. We can then write (29) as

$$
\sum_{i=1}^{d} G_{il} e^{-i\theta_i} \psi_i = \left[ \frac{1}{d} \sum_{j=1}^{d} \phi_j^2 + \sum_{j,k} e^{i\gamma_{k-j}} G_{jk} \phi_j \phi_k \right]
$$

$$
+ \left[ \frac{1}{d!} \sum_{j,k} e^{i\gamma_{k-j}} G_{jk} \phi_j \phi_k \right],
$$

(30)

Then, it is obvious that one is required to satisfy

$$
\sum_{i=1}^{d} e^{-i\theta_i} G_{il} \psi_i \psi_i = \psi_i = \frac{1}{d},
$$

(31)
for \( i = 1, 2, \ldots, d \), where the left-hand side is the vector defined in Eq. (15) in index notation form. This concludes the second part of the proof of Proposition 1.

In summary, we have proposed that a maximal state is necessarily an eigenvector corresponding to the minimum eigenvalue of the Gram matrix, and must satisfy Eq. (31). For a clear view of how these conditions dictate the form of a maximal state, assume that \( G \psi = \lambda_{\text{min}} \psi \) and \( \psi = (\psi_1, \ldots, \psi_d)^T = (1/d, \ldots, 1/d)^T \). Then, it follows that \( \text{diag}(\psi_1, \ldots, \psi_d)G \psi = \lambda_{\text{min}}(\psi_1^2, \ldots, \psi_d^2)^T \). Therefore, we have \( \psi_i = \lambda_{\text{min}} |\psi_i| \), which dictates \( |\psi_i| = |\psi_j| \) for all \( i, j \).

Proposition 1 considers the superposition-free state transformations that are carried out by a subset of all types of superposition-free Kraus operators. Therefore, other types of operators that are not included in the set \( S_1 \) and the set \( S_2 \) may provide additional constraints. However, consider a state transformation for a three-dimensional system, where \( \psi \) and \( \phi \) are initial and final states, respectively. Assume that \( \psi_i \neq 0 \) and \( \phi_i \neq 0 \) for all \( i \) (i.e., both states have the same superposition rank \([19, r_S(\psi) = r_S(\phi) = 3]\). Then it is necessary to use the operators in the first set \( S_1 \) in a way that \( \bar{K}_n \psi = \sqrt{n} \phi \). For any other type of superposition-free Kraus operators, one needs \( M_m \psi = 0 \), since (matrix) rank\( (M_m) < 3 \) for all \( M_m \notin S_1 \). Notably, numerical calculations indicate that for an initial state that satisfies the second part of Proposition 1 (that is, \( \psi_i = 1/3 \) for all \( i \)) but violates the first part of Proposition 1 (that is, \( G \psi = \lambda_{\text{min}} \psi \), one will have \( \sum_i \bar{K}_n^2 G \bar{K}_n > G \)). Then it is not possible to obtain a trace-preserving operation by introducing additional operators. Moreover, in the following section we will show that the states that satisfy Proposition 1 are valid maximal states. Thus, considering the above reasoning and the results below, we conjecture that Proposition 1 is a necessary and sufficient condition.

Finally, let us look at the \( l_1 \)-norm and the relative entropy of coherence \([3]\) and superposition \([19]\). It is easy to see that the \( l_1 \)-norm of the maximal coherent state \( |\Psi_d \rangle = (1/\sqrt{d}) \sum_{i=1}^d |i \rangle \) is equal to \( d - 1 \) and the relative entropy of coherence, which is given by \( C_{\text{rel. ent.}}(\rho) = \min_{\sigma \in F} S(\rho|\sigma) \), is equal to \( \ln(d) \) for \( |\Psi_d \rangle \). Note that \( C_{\text{rel. ent.}}(\rho) = S(\rho_{\text{diag}}) - S(\rho) \), where \( S \) is the von Neumann entropy and \( \rho_{\text{diag}} \) denotes the state obtained from \( \rho \) by deleting all off-diagonal elements \([3]\). When we consider the superposition, we report that the upper bounds for the \( l_1 \)-norm and the relative entropy are \( (d - 1)/\lambda_{\text{min}} \) and \( \ln(d/\lambda_{\text{min}}) \), respectively. These upper bounds are attained for the maximal states introduced in the following section. As expected, \( \lambda_{\text{min}} = 1 \) in the orthonormal limit of basis vectors and thus coherence and superposition have the same results.

IV. MAXIMAL SUPERPOSITION STATES

A. Qubit systems

The previous works \([19, 20]\) regarding the existence of the maximal states of a qubit system considered only real inner product settings, that is, \( \langle c_1 | c_2 \rangle \in \mathbb{R} \). However, the following proposition encapsulates all possible inner product settings including complex-valued inner products, which therefore combines and generalizes the previous works \([19, 20]\).

**Proposition 2.** Let \( G \) be a Gram matrix that represents the inner product settings of superposition constructed by a set of linearly independent basis states \( \{ |c_1 \rangle, |c_2 \rangle \} \). The eigenvector \( \psi \) corresponding to the minimum eigenvalue \( \lambda_{\text{min}} \) is then a maximal state.

**Proof.** For a proof of Proposition 2, see the proof of Proposition 3.

We first deal with the known examples. Let us consider the case where the inner product of the basis states is chosen to be real, that is, \( \langle c_1 | c_2 \rangle = s \in (-1, 1) \). The Gram matrix then has two eigenvalues \( \lambda_1 = 1 - s \) and \( \lambda_2 = 1 + s \) with the corresponding eigenvectors \( \bar{x}_1 = (1, -1)^T \) and \( \bar{x}_2 = (1, 1)^T \). Obviously, two different situations occur: \( \lambda_{\text{min}} = 1 - s \) when \( s \in [0, 1] \) and \( \lambda_{\text{min}} = 1 + s \) when \( s \in (-1, 0) \). In understanding what kind of consequences appear, it is necessary to discuss the maximally resourceful superposition states separately for these two cases. Then, the state for the former case can be written as

\[
|\Psi^*_z \rangle = \frac{1}{\sqrt{2(1-s)}} \left( |c_1 \rangle - |c_2 \rangle \right), \quad s \in [0, 1),
\]

after the normalization \( \bar{x}_i^T G \bar{x}_i = 1 \). It is possible to convert \( |\Psi^*_z \rangle \) into any two-dimensional state via superposition-free operations \([19, 20]\), that is, the state (32) is maximally resourceful when \( s \in [0, 1) \). In the latter case, the state after

![FIG. 1. Plots of the \( l_1 \) norm of superposition of the states \( |\Psi^*_z \rangle \) and \( |\Psi^*_z \rangle \) given in Eqs. (32) and (33). The \( l_1 \) norm of superposition of the state \( |\Psi^*_z \rangle \) is \( l_1(\rho_{\Psi^*_z}) = 1/(1-s) \) (the solid orange line) and the \( l_1 \) norm of superposition of the state \( |\Psi^*_z \rangle \) is \( l_1(\rho_{\Psi^*_z}) = 1/(1+s) \) (the dashed blue line). We also recall that the \( l_1 \) norm of coherence of the maximally coherent state \( |\Psi_d \rangle = (0 + |1\rangle)/\sqrt{2} \) is equal to 1 for \( d = 2 \), where \( l_1(\rho_{\Psi_d}) = l_1(\rho_{\Psi^*_z}) = 1 \) for \( s = 0 \). For any given state \( |\phi \rangle = \phi_1 |c_1 \rangle + \phi_2 |c_2 \rangle \) with \( \langle c_1 | c_2 \rangle = s \) in dimension two, we have the following results: \( l_1(\rho_{\Psi^*_z}) > l_1(\rho_{\Psi_d}) \) for \( s \in [0, 1) \) and \( l_1(\rho_{\Psi^*_z}) > l_1(\rho_{|\phi \rangle}) \) for \( s \in (-1, 0] \).
Eq. (32) when $s$ and Eq. (33) when $s = 1$. Note that, as expected, the states 

$$|\psi\rangle = \frac{1}{\sqrt{2(1+s)}} \left( |c_1\rangle \mp e^{-i\theta} |c_2\rangle \right).$$

(34)

Note that the phase of the inner product of the basis states is compensated by the relative phase of the maximal state given by Eq. (34), so that $\bar{\psi} = (1/2, 1/2)^T$. We conclude the qubit system by stating that there exists a maximal state for every inner product setting of a qubit system, where (34) corresponds to the general case.

### B. Three-dimensional systems

Importantly, the values of inner products must satisfy an inequality arising from the linear independence of the basis states $|c_1\rangle$, $|c_2\rangle$, and $|c_3\rangle$, so is the determinant of the Gram matrix [20, 28], which is given such that

$$1 - |s_{12}|^2 - |s_{13}|^2 - |s_{23}|^2 + s_{12}s_{13}s_{23} + s_{12}^2s_{13}s_{23} > 0.$$ (35)

We start our analysis with real and equal inner products $\langle c_1 | c_2 \rangle = \langle c_1 | c_3 \rangle = \langle c_2 | c_3 \rangle = s$ as in qubit systems. We then have det$(G) = 1 - 3s^2 + 2s^3 > 0$, which implies $s \in (-\frac{1}{2}, 1)$. One can obtain the eigensystem of such a setting as

$$\lambda_1 = \lambda_2 = 1 - s, \quad \lambda_3 = 1 + 2s;$$

(36)

$$\bar{x}_1 = (1, 0, -1)^T, \quad \bar{x}_2 = (1, -1, 0)^T, \quad \bar{x}_3 = (1, 1, 1)^T.$$ (37)

In this setting, the eigenvector corresponding to the $\lambda_{\text{min}}$ changes whether the inner product $s \in (-\frac{1}{2}, 1)$ is positive or negative. Here it is straightforward to show that a state in the form of $\bar{x}_3$, which can be written as

$$|\psi_3\rangle = \frac{1}{\sqrt{3(1-2s)}} \left( |c_1\rangle + |c_2\rangle + |c_3\rangle \right), \quad s \in (-\frac{1}{2}, 0).$$ (38)

after the normalization $\bar{x}_3^G \bar{x}_3 = 1$, is a maximal state for $s \in (-\frac{1}{2}, 0)$. In other words, the state $|\psi_3\rangle$ in Eq. (38) can be transformed into any three-dimensional state via superposition-free operations. Again, it is obvious that $\bar{x}_1 = \bar{x}_2 = \bar{\psi}_5 = 1/3$ for the state (38).

Next, consider the following inner product setting: $\langle c_1 | c_2 \rangle = -s$ and $\langle c_1 | c_3 \rangle = \langle c_2 | c_3 \rangle = s$. We then have det$(G) = 1 - 3s^2 - 2s^3 > 0$ which implies $s \in (-\frac{1}{2}, 1)$. One can obtain the eigensystem of such a setting as

$$\lambda_1 = \lambda_2 = 1 + s, \quad \lambda_3 = 1 - 2s;$$

(39)

$$\bar{x}_1 = (1, 0, -1)^T, \quad \bar{x}_2 = (1, -1, 0)^T, \quad \bar{x}_3 = (1, 1, -1)^T.$$ (40)

Again, the eigenvector corresponding to the $\lambda_{\text{min}}$ changes whether the inner product $s \in (-\frac{1}{2}, 1)$ is positive or negative. Here it is straightforward to show that a state in the form of $\bar{x}_3$, which can be written as

$$|\psi_3\rangle = \frac{1}{\sqrt{3(1-2s)}} \left( |c_1\rangle + |c_2\rangle - |c_3\rangle \right), \quad s \in [0, \frac{1}{2}).$$ (41)
TABLE I. Form of the maximal states for particular inner product settings of basis states $|c_1\rangle$, $|c_2\rangle$, and $|c_3\rangle$, where $\langle c_i|c_j\rangle = s_{ij}$. For a given inner product setting, if $\lambda_{\text{min}} = 1 + 2s$, we denote maximal states by $|\Psi_+^\lambda\rangle$ [one form is given in Eq. (38)], and if $\lambda_{\text{min}} = 1 - 2s$, we denote maximal states by $|\Psi_-^\lambda\rangle$ [one form is given in Eq. (41)]. Examples are not limited to real inner product settings; see the example given in the last row of the table.

| Inner product settings: $\{s_{i1}, s_{i3}, s_{i2}\}$ | $\lambda_{\text{min}}, s$ | Range of $s$ |
|-----------------|-----------------|-----------------|
| $\{s, s, s\}$   | $1 + 2s, (1, 1, 1)^T$ | $s \in (-\frac{1}{2}, 0]$ |
| $\{-s, s, s\}$  | $1 - 2s, (1, 1, -1)^T$ | $s \in [0, \frac{1}{2}]$ |
| $\{s, s, -s\}$  | $1 - 2s, (1, -1, 1)^T$ | $s \in [0, \frac{1}{2}]$ |
| $\{-s, s, -s\}$ | $1 + 2s, (1, 1, 1)^T$  | $s \in (-\frac{1}{2}, 0]$ |
| $\{s, -s, s\}$  | $1 + 2s, (1, -1, 1)^T$ | $s \in [-\frac{1}{2}, 0]$ |
| $\{-s, -s, s\}$ | $1 - 2s, (-1, 1, -1)^T$ | $s \in [0, \frac{1}{2}]$ |
| $\{s, s, -s\}$  | $1 - 2s, (-1, 1, 1)^T$ | $s \in [0, \frac{1}{2}]$ |
| $\{-s, s, -s\}$ | $1 + 2s, (-1, 1, 1)^T$ | $s \in (-\frac{1}{2}, 0]$ |
| $\{s, -s, s\}$  | $1 + 2s, (-1, -1, 1)^T$ | $s \in (-\frac{1}{2}, 0]$ |
| $\{-s, -s, s\}$ | $1 - 2s, (i, i, 1)^T$  | $s \in \{0, \frac{1}{2}\}$ |

After the normalization $\vec{x}_i^T G \vec{x}_3 = 1$, is a maximal state for $s \in [0, \frac{1}{2}]$. In other words, the state $|\Psi_-\rangle$ in Eq. (41) can be transformed into any three-dimensional state with $s \in [0, \frac{1}{2}]$ via superposition-free operations. It is possible to diversify the examples in these ways (see Table I). For a given inner product value $s$, the $l_1$-norm of superposition [19] reaches its maximum value for the states given in Eq. (38) when $s \in (-\frac{1}{2}, 0]$ and Eq. (41) when $s \in [0, \frac{1}{2}]$ (see Fig. 3).

So far, with the results we have presented above, we have seen that maximal states exist in RTS; however, there is not a maximal state for all inner product values in general [19]. As an example, consider the case $s = 1/2$, which was also discussed in Ref. [19]. The eigensystem of the Gram matrix is obtained such that

$$\lambda_1 = 2, \quad \lambda_2 = \lambda_3 = \frac{1}{2};$$

(42)

$$\vec{x}_1 = (1, 1, 1)^T, \quad \vec{x}_2 = (1, 0, -1)^T, \quad \vec{x}_3 = (1, -1, 0)^T.$$  (43)

Since $\lambda_{\text{min}} = \lambda_2 = \lambda_3 = 1/2$ for degenerate eigenvalues, any vector in the form $a_1\vec{x}_2 + a_2\vec{x}_3 = (a_1 + a_2, -a_2, -a_1)^T$ is an eigenvector corresponding to the minimum eigenvalue. The candidate maximal state can be written as

$$|\Psi\rangle = N \left[ (a_1 + a_2) |c_1\rangle - a_2 |c_2\rangle - a_1 |c_3\rangle \right],$$

(44)

where $N = (a_1^2 + a_1 a_2 + a_2^2)^{-1/2}$. However, one can show that a state in this form cannot satisfy $\vec{y}_i = 1/d$ for all $i = 1, 2, 3$ for any $a_1$ and $a_2$. Therefore, there is no maximal state for $s = 1/2$, i.e., the inner product setting $(c_1 |c_2\rangle = (c_1 |c_3\rangle = \langle c_2 |c_3\rangle = 1/2$ violates Proposition 1. These explicit examples show that there are maximal states for $d \geq 3$ in general; however, for a given inner product setting there may not be a maximal state as in the case of $s = 1/2$.

Additionally, it is apparent that the Gram matrices considered above have a two-fold degenerate eigenvalue. Although the reason for the degeneracy is due to the choice of the inner product settings, it turns out that a Gram matrix must necessarily have degenerate eigenvalues to admit a maximal state. Let us proceed to discuss the case $d = 3$. Since a Gram matrix is positive (semi)definite, it can be written as

$$G = \sum_{i=1}^{3} \lambda_i \vec{x}_i \vec{x}_i^T;$$

(45)

where $\lambda_i$ are eigenvalues of $G$ such that $\lambda_1 \leq \lambda_2 \leq \lambda_3$ with eigenvectors $\vec{x}_i$. If one assumes that $G$ admits a maximal state, then $\vec{x}_1$ must be in the form of Eq. (16) up to a normalization constant. One then finds that the Gram matrix has the diagonal entries

$$G_{11} = G_{22} = \frac{1}{6} (2\lambda_1 + 3\lambda_2 + \lambda_3),$$

$$G_{33} = \frac{1}{3} (\lambda_1 + 2\lambda_3).$$

(46)

Since $G_{11} = G_{22} = G_{33} = 1$, one must then have $\lambda_2 = \lambda_3 = (3 - \lambda_1)/2$, which implies degeneracy in the eigenvalues. Moreover, given that the eigenvalues of the Gram matrix can be expressed in terms of the minimum eigenvalue $\lambda_1$, one can parametrize the set of Gram matrices that admit a maximal state, that is,

$$G = \left\{ \sum_{i=1}^{3} \lambda_i \vec{x}_i \vec{x}_i^T \middle| \lambda_1 \in (0, 1) \right\}.$$  (47)
C. \textit{d}-dimensional systems

As the dimension of systems increases, analysis of maximal states becomes slightly more complicated. Here the main difficulty arises from the phase factors that are likely to emerge as a result of the inner products between basis states, where we have \( \langle c_i | c_j \rangle = s_{ij} = \alpha_i e^{i \theta_i} \) for all \( i, j \) in general. On the other hand, when we have inner product settings such that the inner products do not equal each other up to a phase factor, that is, \( |s_{ij}| \neq s \) for all \( i \neq j \), then the given inner product setting does not admit a maximal state in general. Clearly, the case where the inner products between basis states have equal and real values, that is, \( \alpha_i = s_j \) for all \( i, j \), is the most elementary one to figure out. Here we focus on this case and have the following proposition.

**Proposition 3.** The state

\[
|\psi^+\rangle := \frac{1}{\sqrt{d(1 + (d-1)s)}} \sum_{j=1}^{d} |c_j\rangle, \quad s \in (\frac{1}{1-d}, 0],
\]

is a maximal state for an equal and real inner product setting, that is, \( \langle c_i | c_j \rangle = s, s \in \mathbb{R}, \) for \( i \neq j \).

Before we provide the proof of Proposition 3, we recall the following. Let \( A \) be a \( d \times d \) matrix whose entries \( a_{ij} \in \mathbb{C} \). If \( |a_{ii}| \geq \sum_{i \neq j} |a_{ij}| \) for all \( i = 1, 2, \ldots, d \), then \( A \) is called a diagonally dominant matrix. If \( A \) is also Hermitian with real non-negative diagonal entries, then the matrix \( A \) is positive semidefinite [28, 32].

**Proof.** We start the proof by showing that the superposition-free Kraus operators in the set \( S_1 \) defined in Eq. (19) and a set of additional superposition-free Kraus operators constitute a trace-preserving operation. The equation \( G - \sum_{n=1}^{d} K_n^\dagger G K_n \geq 0 \) must be positive semidefinite so that one can decompose it into positive semidefinite operators in the form of \( G = \sum_{n=1}^{d} K_n^\dagger G K_n + \sum_{m=1}^{d} F_m^\dagger G F_m = G \).

Since \( F_m \psi = 0 \) for all \( m \), one also requires

\[
\left( G - \sum_{n=1}^{d} K_n^\dagger G K_n \right) \psi = 0.
\]

Now assume that \( G \psi = \lambda_{\min} \psi \) and \( \psi = (1/d, \ldots, 1/d)^T \). To see that Eq. (49) holds, consider the following:

\[
\left( G - K \right) \psi = \sum_{i=1}^{d} G_{ii} e^{i \theta_i} \psi_i - \frac{1}{d} \sum_{i=1}^{d} e^{i \theta_i} \psi_i \delta_i + \frac{(d-2)!}{d!} (1 - \phi^2) \sum_{i=1}^{d} e^{i \theta_i} \psi_i (1 - \delta_i),
\]

where \( \phi^2 := \sum_{i=1}^{d} \theta_i^2 \) and the matrix \( K \) is given by Eqs. (23) and (24). From Eq. (16) we have that \( \psi_i^2 = 1/(d \lambda_{\min}) \) and then Eq. (50) becomes

\[
\left( G - K \right) \psi = \sum_{i=1}^{d} G_{ii} e^{i \theta_i} \psi_i - \lambda_{\min} e^{i \theta_i} \psi_i.
\]

From \( G \psi = \lambda_{\min} \psi \) we have \( \sum_{i=1}^{d} G_{ii} e^{i \theta_i} \psi_i = \lambda_{\min} e^{i \theta_i} \psi_i \) and hence \( (G - K) \psi = 0 \), which proves Eq. (49).

We now show that \( G - K \) is positive semidefinite. By combining Eq. (23) and \( \psi_i^2 = 1/(d \lambda_{\min}) \), the diagonal entries of the matrix \( G - Y \) are written such that

\[
(G - K)_{ii} = 1 - \lambda_{\min} \phi^2,
\]

since \( G_{ii} = 1 \) for all \( i \). Looking at Eq. (9), it is easy to see that Eq. (52) is non-negative. Also, the matrix \( G - K \) has the following off-diagonal entries:

\[
(G - K)_{il} = G_{il} - \lambda_{\min} d \left( 1 - \phi^2 \right) e^{i \theta_{i-l}}.
\]

First, we consider qubit systems with \( \langle c_1 | c_2 \rangle = se^{i \theta} \), where the minimum eigenvalue of \( G \) is \( 1 - s \) when \( s \in [0, 1) \) and \( 1 + s \) when \( s \in (-1, 0] \). In the case where \( \lambda_{\min} = 1 - s \), Eqs. (52) and (53) provide \( (G - K)_{11} = (G - K)_{22} = 1 - (1 - s) \phi^2 \) and \( (G - K)_{12} = (G - K)_{21} = 1 - (1 - s) \phi^2 \), respectively. It is obvious that \( G - K \) is a diagonally dominant matrix. Since \( G - K \) is also Hermitian with positive diagonal entries, one concludes that it is positive semidefinite. It is straightforward to show that the resultant matrix is positive semidefinite also for the case \( \lambda_{\min} = 1 + s \).

The same approach can be used to prove that the states given in Table I are maximal. Here, for instance, we provide a proof for the case \( \{s_{12}, s_{13}, s_{23} \} = \{s, -is, is \} \) with \( s \in [0, 1/2] \). In this case, we have \( (G - K)_{1l} = 1 - (1 - 2s) \phi^2 \) for \( i = 1, 2, 3 \) and \( |(G - K)_{il}| = 1 - (1 - 2s) \phi^2 / 2 \) for \( i, l = 1, 2, 3 \) with \( i \neq l \). By using the same reasoning as above for the qubit case (diagonally dominant matrix and Hermitian matrix), one concludes that \( G - K \) is a positive-semidefinite matrix.

Second, we consider \( d \geq 3 \) level systems with a real and equal inner product setting. The Gram matrix then can be written as

\[
G = (1-s) I + s \tilde{\Psi} \tilde{\Psi}^T,
\]

where \( I \) is a \( d \times d \) identity matrix and \( \tilde{\Psi} \) is a column vector whose elements are all one. It is clear that \( \tilde{\Psi} \) is an eigenvector corresponding to the eigenvalue \( 1 + s(d-1) \) with multiplicity one and any vector orthogonal to \( \tilde{\Psi} \) is an eigenvector corresponding to the eigenvalue \( 1 - s \) with multiplicity \( d - 1 \). Then we have that \( \lambda_{\min} = 1 + s(d-1) \) for the interval \( 1/(d-1) < s \leq 0 \) (in accordance with the assumption \( G \tilde{\Psi} = \lambda_{\min} \tilde{\Psi} \)). By combining these with Eqs. (52) and (53), we obtain

\[
(G - K)_{ii} = 1 - \phi^2 \left( 1 + s(d-1) \right),
\]

and

\[
(G - K)_{il} = \frac{(G - K)_{il}}{1 - d}.
\]

Note that \( |(G - K)_{il}| = \sum_{j \neq i} |(G - K)_{ij}| \) for all \( l \neq i \) and \( i = 1, 2, \ldots, d \). Hence, using the dominant diagonal property of the matrix, we can conclude that it is positive semidefinite.

Moreover, an arbitrary mixed superposition state can be written as \( \sigma = \sum_{i} p_i |\phi_i\rangle \langle \phi_i| \), where \( p_i \geq 0 \) forms a probability distribution. Then, for an inner product setting supported by
Proposition 2 and Proposition 3, one can implement the following superposition-free operation: \( \Phi_p(\ket{\psi}\bra{\psi}) = \ket{\phi_i}\bra{\phi_i} \), where \( \ket{\psi} \) is the maximal state of the corresponding inner product setting. Then, it is clear that \( \sum_{\sigma} p_\sigma \Phi_p(\ket{\psi}\bra{\psi}) = \sigma \). This completes the proof, since one does not need to built operators in the second set \( S_2 \) explicitly (Theorem 7 of Ref. [19]). Although that is the case, the entries of the operators in the second set can be determined by following the steps described in the Supplemental Material of Ref. [19].

Finally, the constant trace condition introduced in Ref. [9] can be easily generalized for dimension \( d \). For \( d \)-dimensional systems with \( d \) pure basis states \( \{ \ket{c_1}, \ket{c_2}, \ldots, \ket{c_d} \} \), one can obtain \( \text{tr}(\hat{\Psi}_d^+ \ket{c_i}\bra{c_i}) = \lambda_{\text{min}}/d \) for \( i = 1, 2, \ldots, d \). Here we write \( \hat{\Psi}_d^+ \) as a shorthand for \( \ket{\Psi}_d^+ \bra{\Psi}_d^+ \). Note that for the state given in Eq. (48), \( \lambda_{\text{min}} = 1 + (d - 1)s \) for \( s \in (\frac{1}{d}, 0] \). This ensures \( \text{tr}(\hat{\Psi}_d^+ \delta) = \text{const}, \forall \delta \in F \) due to the linearity of the trace function.

V. CONCLUSIONS

In this work we developed a structural way to investigate maximal states of the resource theory of superposition [19], which is a generalization of the resource theory of coherence [3]. For this purpose, we used the Gram matrix to represent different sets of linearly independent (nonorthogonal) basis states. We provided a necessary condition for the existence of a maximal state for a set of arbitrary basis states utilizing the eigenvalues and eigenvectors of the corresponding Gram matrix. An immediate corollary of this condition provides the form of (candidate) maximal states which reduces to the form of the maximal state of the resource theory of coherence in the orthonormal limit, i.e., \( G \) (Gram matrix) \( \rightarrow I \) (identity).

In light of the proposed criterion, we first investigated the maximal states of qubit systems. Our findings show that every possible linearly independent basis states of a qubit system admits a maximal state, which unifies the results of Refs. [19, 20]. Then, we discussed three-dimensional systems in detail along with \( d \)-dimensional systems. For \( d \geq 3 \), the existence of a maximal state depends on the inner products (overlaps) of basis states; hence, only a subset of all possible basis states admits a maximal state. To have seen that the Gram matrix has such an effective feature shows that it may have an indispensable role in other kinds of connections between coherence [3] and superposition [19].

Future studies may benefit from our work in various contexts. For instance, a further generalization of coherence distillation [33–37] to the superposition of linearly independent nonorthogonal basis states would be a worthwhile direction for future investigation, which is particularly important for quantum cryptographic protocols. It would be interesting to explore whether the Gram matrix has a convenient function to adapt such works to the case of superposition of nonorthogonal basis states.
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