Abstract—Age of information (AoI) is a performance metric that captures the freshness of status updates. While AoI has been studied thoroughly for point-to-point links, the impact of modern random-access protocols on this metric is still unclear. In this paper, we extend the recent results by Munari to prioritized random access where devices are divided into different classes according to different AoI requirements. We consider the irregular repetition slotted ALOHA protocol and analyze the AoI evolution by means of a Markovian analysis following similar lines as in Munari (2021). We aim to design the protocol to satisfy the AoI requirements for each class while minimizing the power consumption. To this end, we optimize the update probability and the degree distributions of each class, such that the probability that their AoI exceeds a given threshold lies below a given target and the average number of transmitted packets is minimized.

I. INTRODUCTION

The Internet of Things (IoT) foresees a very large number of devices, which we will refer to as users, to be connected and exchange data in a sporadic and uncoordinated manner. This has led to the development of modern random access protocols [1]. In most of these protocols, the users transmit multiple copies of their packets to create time diversity, and the receiver employs successive interference cancellation (SIC) to decode. In particular, in the irregular repetition slotted ALOHA (IRSA) protocol [2], the users draw the number of copies from a degree distribution and transmit the copies in randomly chosen slots of a fixed-length frame. A common design goal is to minimize the packet loss rate (PLR), thus maximizing the chance to deliver packets to the receiver successfully.

In many IoT applications, it is becoming increasingly important to deliver packets successfully and to guarantee the timeliness of those packets simultaneously. Examples include sensor networks, vehicular tracking, and health monitoring. In these delay-sensitive applications, the packets carry critical status updates that are required to be fresh. The age of information (AoI) metric (see, e.g., [3] and references therein) has been introduced precisely to account for the freshness of the status updates. It captures the offset between the generation of a packet and its observation time. In [4], the AoI in a system where independent devices send status updates through a shared queue was analyzed. The AoI has been used as a performance metric to design status update protocols in, e.g., [5], [6]. The first analytical characterization of the AoI for a class of modern random access, namely IRSA, has been recently reported in [7].

Since IoT devices are mostly battery-limited, their power consumption should be minimized. By assuming that each packet transmission consumes a fixed amount of energy, we can use the average number of transmitted packets per slot as a proxy of the power consumption. When status updates are conveyed via an IRSA protocol, the number of transmitted packets per user depends both on the user activity, i.e., on how often the user has an update to transmit, and on the degree distribution assigned to the user. This leads to a tension between minimizing the AoI and minimizing the number of packets. Too sporadic user activity leads to stale updates, but too frequent updates lead to channel congestion and update failure. Furthermore, degree distributions with low degrees lead to a low number of transmitted packets but high PLR, which results in larger AoI, while degree distributions with high degrees achieve low PLR at the cost of a larger number of transmitted packets. Therefore, the user update probability and the degree distribution need to be carefully selected.

In this paper, we consider an IoT monitoring system where users attempt to deliver timely status updates to a receiver following the IRSA protocol. We assume that the users are heterogeneous and their updates require different levels of freshness. Accordingly, users are divided into different classes, each with a different AoI requirement. Following similar lines as in [7], we analyze the AoI evolution by means of a Markovian analysis and derive the age-violation probability (AVP), i.e., the probability that the AoI exceeds a certain threshold, for each class. We study the trade-off between the AVP and the number of transmitted packets by investigating the impact of the update probability and the degree distributions. Since the PLR of IRSA and, hence, the AVP are not known in closed form, we propose an easy-to-compute PLR approximation, which leads to an accurate approximation of the AVP. Our PLR approximation is based on density evolution (DE) [2] and on existing PLR approximations in the error-floor region [8] and the waterfall region [9]. We jointly optimize the update probability and the degree distributions for each class to minimize the number of transmitted packets while guaranteeing that the AVP of each class lies below a given target. Our simulation results show that the number of transmitted packets can be significant reduced with optimized irregular degree distributions, compared to regular distributions. Our experiments also suggest that using degrees up to 3 is sufficient for a setting where there are two classes containing respectively 800 and 3200 users, the framelenage is 100 slots, and the AoI of class-1 users and class-2 users exceeds a threshold 7.5×10^4 and 4.5×10^4 with probability as low as 10⁻⁵ and 10⁻³, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a system with $U$ users attempting to deliver timestamped status updates to a receiver through a wireless channel. Time is slotted and each update is transmitted in a slot.
We let the slot length be 1 without loss of generality. Each user belongs to one of $K$ classes with different AVP requirements. Let $U_k$ be the number of users in class $k$, $k \in [K]$. We define the fraction of class-$k$ users as $\gamma_k = U_k / U$. We assume that a class-$k$ user has a new update in each slot with probability $\mu_k$ independently of the other users. We further assume that slots containing a single packet always lead to successful decoding, whereas slots containing multiple packets (or, more specifically, unresolved collisions after SIC) lead to decoding failures.

A. Irregular Repetition Slotted ALOHA

We assume that the system operates according to the IRSA protocol. Time is divided into frames of $M$ slots and users are frame- and slot-synchronous. A user may generate more than one update during a frame, but only the latest update is transmitted in the next frame. An active user in class $k$ sends $L_k$ identical replicas of its latest update in $L_k$ slots chosen uniformly without replacement from the $M$ available slots. The number $L_k$ is called the degree of the transmitted packet. It follows a class-dependent probability distribution $\{\Lambda_k(x)\}$ where $\Lambda_k(x) = \Pr[L_k = x]$. We write this distribution using a polynomial notation as $\Lambda_k(x) = \sum_{x=0}^{d} \Lambda_k(x) x^x$ where $d$ is the maximum degree. Note that $\{\Lambda_k(x)\}$ may contain degree 0. When $L_k = 0$, the user discards the update. Upon successfully receiving an update, the receiver is assumed to be able to determine the position of its replicas. In practice, this can be done by including in the header of the packet containing each update a pointer to the position of its replicas. The receiver employs a SIC decoder. It seeks slots containing a single packet, decodes the packet, then locates and removes the replicas. These steps are repeated until no slots with a single packet can be found.

Note that a user in class $k$ has a new update in a frame with probability $\sigma_k = 1 - (1 - \mu_k)^M$. Therefore, the number of class-$k$ users transmitting over a frame is a binomial random variable of parameters $(U_k, \sigma_k)$ with expected value $U_k \sigma_k$. The average channel load of class $k$ is given by $G_k = U_k \sigma_k / M$. The overall average channel load is $G = \sum_{k=1}^{K} G_k$.

The average number of packets transmitted by a class-$k$ user per slot is $\Phi_k = \sigma_k \Lambda_k(1) / M$, where $\Lambda_k(x)$ denotes the first-order derivative of $\Lambda_k(x)$. The total average number of transmitted packets per slot is given by

$$\Phi = \sum_{k=1}^{K} U_k \Phi_k = \sum_{k=1}^{K} G_k \Lambda_k(1).$$

We use $\Phi$ as a proxy of the total power consumption.

B. Age of Information

We define the AoI for user $i$ at slot $n$ as $\delta_i(n) = n - t_i(n)$, where $t_i(n)$ denotes the timestamp of the last received update from user $i$ as of slot $n$. Since the Aolis of users in the same class are stochastically equivalent, we denote a representative of the Aolis of class-$k$ users as $\delta^{(k)}(n)$. The AoI grows linearly with time and is reset at the end of a frame only when a new update is successfully decoded. We are interested in the value of the AoI at the end of a generic frame $j \in \mathbb{N}_0$. We will refer to this quantity simply as AoI hereafter. For class $k$, this quantity is given by $\delta^{(k)}(jM) + M$. We define the AVP as the probability that the AoI exceeds a certain threshold $\theta$ at steady state. Specifically, the AVP for class $k$ is defined as

$$\zeta^{(k)}(\theta) = \lim_{j \to \infty} \Pr[\delta^{(k)}(jM) + M > \theta]. \quad (1)$$

We shall see in the next section that the AoI process is ergodic Markovian, thus the limit in (1) exists. We consider the requirement that the AoI at steady state of class $k$ exceeds a threshold $\theta_k$ with probability no larger than $\epsilon_k$:

$$\zeta^{(k)}(\theta_k) \leq \epsilon_k, \quad k \in [K]. \quad (2)$$

C. Problem Formulation

Our goal is to design the update probabilities $\{\mu_k\}$ and the degree distributions $\{\Lambda_k(\cdot)\}$ such that the AoI requirements in (2) are satisfied, while the number of packets $\Phi$ is minimized:

$$\minimize_{\{\mu_k, \Lambda_k(\cdot)\}} \Phi \quad \text{subject to (2)} \quad (3)$$

III. AoI Analysis

A. Current AoI

Let $p^{(k)}$ denote the PLR of a class-$k$ user. It is convenient to denote by $\xi_k = \sigma_k (1 - p^{(k)})$ the probability that the AoI $\delta^{(k)}(n)$ is reset. Also, let $b_k \in [M]$ denote the number of slots between the generation of a packet of a class-$k$ user and the start of the subsequent frame, when the user can access the channel. It has probability mass function $\Pr[B_k = b] = \mu_k (1 - \mu_k)^{b-1} / \sigma_k$, where the numerator is the probability that the user has generated an update for the last time $b$ slots before the end of a frame, and the denominator is the probability that at least one update is generated during the frame. Whenever an update is successfully decoded, the current AoI is reset to $B_k + M \in [M + 1 : 2M]$.

In what follows, it will be convenient to decompose an arbitrary integer $n$ as $n = \alpha_n + M \beta_n$, where $\alpha_n = n \mod M$ and $\beta_n = [n / M]$. Using this decomposition, we can write $\delta^{(k)}(n) = \delta^{(k)}(M \beta_n) + \alpha_n$, where the first term on the right-hand side captures the age at the beginning of the current frame, and the second is the offset from the start of the current frame up to the observation time $n$. We set $n = 0$ right after the reception of the first update. Thus, the initial AoI is in $[M + 1 : 2M]$, and $\delta^{(k)}(n) \geq M + 1, \forall n$. Therefore, the evolution of the AoI of a class-$k$ user is fully characterized by the discrete-time, discrete-valued stochastic process

$$\Omega_j^{(k)} = \delta^{(k)}(jM) - (M + 1), \quad j \in \mathbb{N}_0, k \in [K], \quad (4)$$

where $j$ is the frame index. Since each user operates independently over successive frames, $\Omega_j^{(k)}$ is a Markovian process across $j$. The one-step transition probabilities $q^{(k)}_{n_1,n_2} = \Pr[\Omega_{j+1}^{(k)} = n_2 | \Omega_j^{(k)} = n_1]$ are given by

---

1We use $[m : n]$ to denote the set of integers from $m$ to $n$, and $[n] = [1 : n]$. 
The PLR is computed numerically. We vary with probability \( \Omega \) and the variable \( \Omega^{(k)}_2 \) is simply incremented by the frame length \( M \).

We start with the following observation.

**Proposition 1.** The stochastic process \( \Omega^{(k)} \) is ergodic, and has steady-state distribution

\[
\pi^{(k)}_w = \left\{ \begin{array}{ll}
\xi_k \Pr[B_k = n_2 + 1], & \text{for } n_2 \in [0 : M - 1], \\
1 - \xi_k, & \text{for } n_2 = n_1 + M, \\
0, & \text{otherwise.}
\end{array} \right.
\]

To verify (5), note that \( \Omega^{(k)}_2 \) is reset with probability \( \xi_k \), and in this case, it is reset to a value \( n_2 + 1 \), where \( n_2 \in [0 : M - 1] \), with probability \( \Pr[B_k = n_2 + 1] \). With probability \( 1 - \xi_k \), the variable \( \Omega^{(k)}_2 \) is simply incremented by the frame length \( M \).

We evaluate the A VPs for this scenario and thus of the AoI requirements with a low \( \Phi \), while higher degrees are needed to achieve more stringent requirements.

The observations in Example 1 reveal the existence of a trade-off in the choice of \( \left\{ \mu^{(k)}_j \right\} \) and \( \left\{ \Lambda^{(k)} \right\} \) to satisfy the AoI requirements while minimizing \( \Phi \).

**IV. Packet Loss Rate Approximation**

The PLR for class- \( k \)-users can be derived as [10] Eq. (2)

\[
P^{(k)} = \sum_{\ell=0}^{d} \Lambda^{(k)}_\ell P_{\ell},
\]

where \( P_{\ell} \) is the probability that a degree- \( \ell \) user (of any class) is not resolved. The probability \( P_{\ell} \) is determined by the overall channel load \( G \) and the average degree distribution \( \Lambda(x) = \sum_{\ell=0}^{d} \Lambda_{\ell} x^\ell \) with \( \Lambda_{\ell} = \sum_{k=1}^{K} \gamma_k \Lambda^{(k)}_\ell \), \( \ell \in [0 : d] \). If \( \Lambda_0 > 0 \), then \( P_0 = 1 \) and \( P_{\ell} \), \( \ell \geq 1 \), is the probability that a degree- \( \ell \) user is not resolved in a system with channel load \( G = G(1 - \Lambda_0) \) and degree distribution \( \Lambda(x) = \sum_{\ell=0}^{d} \Lambda_{\ell} x^\ell \) with \( \Lambda_{\ell} = \frac{1}{1 - \Lambda_0} \sum_{k=1}^{K} \gamma_k \Lambda^{(k)}_\ell \). Therefore, we assume without loss of generality that \( \Lambda_0 = 0 \) in the remainder of the section.

The PLR is not known in closed form in general, but can be computed numerically. However, since the optimization requires repeated evaluation of the AVP, and thus of the PLR, simulation-based PLR computation becomes inefficient. Therefore, we seek an easy-to-compute approximation of the PLR that leads to an accurate approximation of the AVP.

The SIC process of IRSA is equivalent to graph-based iterative erasure decoding of low-density parity-check (LDPC) codes. In the asymptotic regime where \( M \to \infty \), \( P_{\ell} \) can be evaluated using DE as [2]

\[
P_{\ell, \text{DE}} = \lim_{\ell \to \infty} (\eta_{\ell})^\ell,
\]

where \( \eta_{\ell} \) is the probability that an edge connected to a degree- \( \ell \) user remains unknown in the decoding process. It can be computed in an iterative manner as \( \eta_0 = 1 \), \( \eta_1 = 1 - \exp(-G \Lambda(\eta_{-1})) \) where \( \Lambda(x) = d \Lambda(x)/dx \). As \( M \to \infty \), \( P_{\ell} = P_{\ell, \text{DE}} \) and the PLR \( P^{(k)} \) drops at a certain threshold...
value as the channel load $G$ decreases. That is, all but a vanishing fraction of the class-$k$ users are resolved if the channel load is below the decoding threshold. According to [10] Prop. 1, the thresholds for all classes coincide and can be obtained by means of DE as the largest value $G^*$ of $g$ such that $\nu > 1 - \exp(-g(\Lambda(\nu)))$ for all $\nu \in (0, 1]$. 

In the finite-frame regime, the PLR is typically characterized by two regions: a waterfall (WF) region near the DE threshold where the PLR decreases sharply, and an error-floor (EF) region where the PLR flattens. In the WF region, according to [9], the PLR can be approximated based on the finite-length scaling of the frame-error rate of LDPC codes [11]. Specifically, the overall PLR $P_{k}$ (averaged over classes) can be approximated by

$$P_{WF} = P_{G \rightarrow 1} Q \left( \frac{\sqrt{M(G^* - \beta(\Lambda)M^{-2/3} - G)}}{\sqrt{\alpha(\Lambda) + G(1 - MG/U)}} \right)$$  \hspace{1cm} (6)$$

where $P_{G \rightarrow 1}$ is the PLR in the limit $G \rightarrow 1$ computed via DE, $Q(\cdot)$ is the Gaussian Q-function, and $\{\alpha(\Lambda), \beta(\Lambda)\}$ are scaling parameters computed as specified in [12]. In the EF region, the PLR can be approximated using the method proposed in [8].

In this region, decoding failures are mainly caused by harmful structures in the corresponding bipartite graph, referred to as stopping sets. A connected bipartite graph $S$ is a stopping set if all check nodes in $S$ have a degree larger than one. By enumerating the stopping sets, we can approximate $P_{\ell}$ by

$$P_{\ell,EF} = \frac{(U-1)!}{\Lambda_{\ell}} \sum_{S \in A} v(S) c(S) \left( \frac{M(S)}{\Lambda_{\ell}(S)} \right)^{d} \prod_{j=1}^{d} \left( \frac{M_{j} - v(S)\Lambda_{j}(S)}{v(S)} \right)$$

where $A$ is the set of considered stopping sets, $v(S)$ and $c(S)$ are the number of variable nodes and check nodes in $S$, respectively, $v_j(S)$ is the number of degree-$j$ variable nodes in $S$, and $c(S)$ is the number of graphs isomorphic with $S$.

In [7], the PLR is approximated as

$$P_{\ell} \approx P_{WF} + P_{\ell,EF}$$  \hspace{1cm} (7)$$

for the single-class case. It was shown to be accurate for degree distributions with degrees at least 3 (see, e.g., [7] Fig. 4). These degree distributions are typically considered when the design goal is to minimize the EF or maximize the decoding threshold. In our setting, however, it is of interest to consider degree distributions with lower degrees to reduce $\Phi$.

In Figs. 2(a) and 2(b), we investigate the tightness of the approximations (4) and (7) for the setup in Example 1 and some degree distributions with degrees 1 and 2. Note that an accurate PLR approximation in the WF region is crucial for the computation of the AVP, whereas the AVP is insensitive to low values of the PLR in the EF region where update sporadicity is the dominating factor. As shown in Fig. 2(a) for the degree distributions $\Lambda^{(1)}(x) = 0.5x^2 + 0.5x^3$, the approximation (7) is loose in the WF region. The reason is that the finite-length scaling leading to (6) is not guaranteed to hold when the bipartite graph contains degree-$2$ variable nodes [11]. The situation is even worse when degree-$1$ users are present: $P_{WF}$ is near $P_{G \rightarrow 1}$ for all channel load. This makes the approximation (7) inaccurate, as shown for the distributions $\{\Lambda^{(1)}(x) = 0.7x + 0.3x^3, \Lambda^{(2)}(x) = 0.7x^2 + 0.3x^3\}$ in Fig. 2(b). On the other hand, $P_{\ell,DE}$ is an accurate approximation of $P_{\ell}$ for large values of $\Phi$ corresponding to $G > G^*$, although $P_{\ell,DE}$ is much lower than $P_{\ell}$ when $G < G^*$.

In Figs. 2(c) and 2(d) we show the AVP computed with different approximations of the PLRs. For both sets of degree distributions, setting $P_{\ell} \approx P_{\ell,DE}$ yields an accurate approximation of the AVP when $G > G^*$. When class-$1$ users are present as in Fig. 2(d), we have $G^* = 0$ and the AVP approximation obtained by setting $P_{\ell} \approx P_{\ell,DE}$ is accurate for all $G > 0$ (equivalently $\Phi > 0$). For moderate values of $G$ corresponding to the WF region, if there are both degree 2 and higher degrees, the approximation $P_{\ell} \approx P_{\ell,DE}$ leads to an optimistic approximation of the AVP while the approximation (7) is pessimistic in the WF region, as shown in Fig. 2(c). In this case, one needs to balance between these two approximations. Our experiments suggest that using $P_{\ell} \approx P_{\ell,DE}$ for $\ell = 2$ and (4) for $\ell > 2$, which leads to the dashed-dotted green line in Fig. 2(c), results in an accurate approximation of the AVP.

From the above observations, we propose the following heuristic PLR approximation. For $G > G^*$, we set $P_{\ell} \approx P_{\ell,DE}$ for all $\ell$. For $G \leq G^*$, we set $P_{\ell} \approx P_{\ell,DE}$ for $\ell \leq 2$ and $P_{\ell} \approx P_{WF} + P_{\ell,EF}$ for $\ell > 2$. We summarize the proposed approximation as

$$P_{\ell} \approx \begin{cases} P_{\ell,DE}, & \text{if } \ell \leq 2 \text{ or } G > G^*, \\ P_{WF} + P_{\ell,EF}, & \text{if } \ell > 2 \text{ and } G \leq G^* \end{cases}$$  \hspace{1cm} (8)$$

V. NUMERICAL RESULTS

We next solve the optimization (4) for the scenario in Example 1 with different target AVPs. We let $d = 3$, i.e., $\Lambda^{(k)}(x) = \sum_{i=0}^{3} \Lambda^{(k)}_{i} x^{i}$. We keep the same update probability $\mu_{1} = \mu_{2} = \mu$ for both classes and control the relative difference between the probabilities of activating users in different classes via $(\Lambda^{(1)}_{0}, \Lambda^{(2)}_{0})$. As $\Lambda^{(k)}_{i} = 1 - \sum_{j=0}^{3} \Lambda^{(k)}_{j}$, the optimization variables are $(\mu, \Lambda^{(k)}_{i})_{i \in \{1, 2\}, i \in \{0, 1, 2\}}$. The AVP is computed as in Proposition 2 with the approximated/simulated PLR. We numerically solve (4) by means of the Nelder-Mead simplex algorithm [13], a commonly-used search method for multidimensional nonlinear optimization. However, we note that this heuristic method can converge to nonstationary points and is highly sensitive to the initial values of $\{\mu, \Lambda^{(k)}\}$. We try multiple initializations by sampling the search space with a step 0.1, and by running the optimization multiple times. The optimization results with approximate PLR for some different target AVPs $(\varepsilon_1, \varepsilon_2)$ are shown in Table 1. We observe that for the mild requirement $(\varepsilon_1, \varepsilon_2) = (10^{-3}, 10^{-1})$, using degrees 0 and 1 is sufficient. As the requirement becomes more stringent, one needs to use an increasing fraction of degree 2 and eventually degree 3. Also, the users should be activated more frequently, indicated by the probability
We illustrate the benefits of jointly optimizing the update probability and degree distributions using simulated PLR. The latter confirms that our proposed PLR approximation is sufficiently accurate for the considered setting.

### VI. Conclusion

We investigated the trade-off between the AVP and power consumption in a status-update system with multiple classes of users operating according to the IRSA protocol. Specifically, we illustrate the benefits of jointly optimizing the update probability and the degree distributions of each class to minimize the average number of transmitted packets per slot. To perform this optimization efficiently, we proposed an easy-to-compute PLR approximation, which yields an accurate approximation of the AVP. Our simulation results suggest that irregular distributions are needed, and degrees up to 3 are sufficient for the considered setting.
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