Deep grey matter quantitative susceptibility mapping from small spatial coverages using deep learning
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Abstract

Introduction:Quantitative Susceptibility Mapping (QSM) is generally acquired with full brain coverage, even though many QSM brain-iron studies focus on the deep grey matter (DGM) region only. Reducing the spatial coverage to the DGM vicinity can substantially shorten the scan time or enhance the spatial resolution without increasing scan time; however, this may lead to significant DGM susceptibility underestimation.

Method:A recently proposed deep learning-based QSM method, namely xQSM, is investigated to assess the accuracy of dipole inversion on reduced brain coverages. The xQSM method is compared with two conventional dipole inversion methods using simulated and in vivo experiments from 4 healthy subjects at 3T. Pre-processed magnetic field maps are extended symmetrically from the centre of globus pallidus in the coronal plane to simulate QSM acquisitions of different spatial coverages, ranging from 100% (~32 mm) to 400% (~128 mm) of the actual DGM physical size.

Results:The proposed xQSM network led to the lowest DGM contrast loss in both simulated and in vivo subjects, with the smallest susceptibility variation range across all spatial coverages. For the digital brain phantom simulation, xQSM improved the DGM susceptibility underestimation more than 20% in small spatial coverages, as compared to conventional methods. For the in vivo acquisition, less than 5% DGM susceptibility error was achieved in 48 mm axial slabs using the xQSM network, while a minimum of 112 mm coverage was required for conventional methods. It is also shown that the background field removal process performed worse in reduced brain coverages, which further deteriorated the subsequent dipole inversion.

Conclusion:The recently proposed deep learning-based xQSM method significantly improves the accuracy of DGM QSM from small spatial coverages as compared with conventional QSM algorithms, which can shorten DGM QSM acquisition time substantially.
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1 Introduction

As an intrinsic tissue property, magnetic susceptibility can be used to detect and quantify disease biomarkers [1], such as iron, myelin, calcium, and hemorrhage [2]. In recent years an MRI post-processing technique, namely quantitative susceptibility mapping (QSM) [3], has been developed for measuring tissue magnetic susceptibility distribution in vivo [4]. QSM of the iron-rich deep grey matter (DGM) [5] has generated significant interest and has been investigated in multiple clinical studies, including Parkinson’s disease [6–8], Huntington’s disease [8], Alzheimer’s disease [9,10], and healthy aging [11]. However, QSM reconstruction from the raw MR phase data is non-trivial, which generally involves multi-channel receiver-coil combination [12], brain tissue extraction [13],
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phase unwrapping [14], background field removal [15–20] and dipole inversion [21–24].

Even though most brain iron studies focus on DGM only, one generally needs to acquire a substantially larger brain coverage for accurate QSM reconstruction in the DGM region. The reason is that the measured MR gradient-echo phase originates from the magnetic susceptibility source convoluting with a unit dipole kernel, which expands beyond its physical source location [25]. Thus, the relationship between the susceptibility source and the measured MR phase is non-local. A large field-of-view (FOV) coverage of the brain is required to perform the 3-dimensional dipole deconvolution robustly. A typical QSM gradient-echo sequence of 1 mm isotropic voxel size, with a parallel imaging factor of 2 applied for scan acceleration, takes 5–6 min to cover the whole brain [26]. One way to shorten the scan time is to use ultra-fast acquisition methods, such as 2D or 3D gradient-echo echo-planar imaging [27,28], for full-brain QSM. There are also other acceleration techniques such as compressed sensing [29] and Wave-CAIPI [30], which could have better image quality with high acceleration factors. However, the image resolution and image quality are generally compromised from these ultra-fast sequences. Alternatively, in theory, limiting the scan FOV to cover the DGM region only can reduce the scan time by 50–60% or enhance the spatial resolution without increasing scan time [31–33].

However, since the induced magnetic field extends beyond its physical susceptibility source substantially, reducing the FOV to the physical DGM region will inevitably truncate the non-local dipole field from the susceptibility source. Previous studies have reported significantly underestimated susceptibility measurements of DGM using conventional dipole inversion methods, such as MEDI [34] and TKD [35], on phase maps with small FOV coverages. Using numerical simulation and in vivo experiments, Elkady et al. [32] demonstrated that a minimum FOV covering 5.6 times the physical size of globus pallidus is required to maintain a <5% susceptibility error in globus pallidus, which is equivalent to a 76 mm axial slab. Another study from Karsa et al. [36] also found substantial susceptibility underestimation and contrast loss of DGM with FOV smaller than 50% of the full brain coverage due to insufficient dipole information for conventional QSM dipole inversion methods.

Deep learning, particularly convolutional neural networks (CNNs) [37], has received increasing attention as an alternative image reconstruction method in various medical imaging research areas. Deep learning-based methods capture the structure of the training dataset by adjusting learnable parameters, which improves the accuracy of the reconstruction and reduces the computation time. Recently, deep learning-based QSM methods have emerged. Bollman et al. [38] trained a full convolutional deep neural-network (DeepQSM) using synthetic datasets. Simple geometric structures were arranged randomly inside a cube to simulate the susceptibility sources as the training labels. The corresponding induced field maps were then calculated through the forward model as the training inputs. Another method, namely QSMnet, [39] proposed by Yoon et al., trained the neural network with in vivo dataset generated from multiple head orientations (i.e., COSMOS) [40]. Recently, Yang et al. [41] developed a new deep learning method, named xQSM, by introducing Octave convolution [42] into the U-net [43] architecture to improve the traditional convolutional layers. This Octave convolution network replaced the original convolution into four crossing operations, resulting in high and low-frequency groups of different matrix sizes, which saves storage and reduces the computation redundancy of traditional neural networks. It is shown that xQSM significantly improves DGM susceptibility estimation compared with other deep learning-based QSM methods [44]. This study thoroughly investigates the robustness of the deep learning-based xQSM dipole inversion on small FOV coverages for DGM susceptibility measurements, comparing its accuracy with conventional QSM dipole inversion methods.

2 Methods

2.1 Non-local magnetic dipole field

The magnetic field perturbation induced by a susceptibility source equals the convolution of the susceptibility distribution with the unit dipole kernel. Such a relationship can be simplified as multiplication in k-space:

\[
F^{-1}DF\chi = \delta B
\]

\[
D = \frac{1}{3} - \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2}
\]

where \(D\) represents the unit dipole kernel and \(k_x, k_y, k_z\) represent the coordinates of the spatial frequency domain; \(F\) and \(F^{-1}\) denote the forward and inverse Fourier transforms; \(\chi\) refers to the susceptibility map, and \(\delta B = \Delta B/B_0\) is the field-strength normalized field map [45].

2.2 xQSM network structure and training datasets

Similar to the conventional U-net [43], the xQSM network [41] comprises two operations, i.e. encoding and decoding, referred to as down-sampling and up-sampling paths. The xQSM framework contains 10 Octave convolution layers (kernel size: \(3 \times 3 \times 3\)), 2 max-pooling layers (kernel size: \(2 \times 2 \times 2\)), 2 Octave transposed convolution layers (kernel size: \(2 \times 2 \times 2\)), and 12 batch normalization layers, as shown in Fig. 1(a). Rectified Linear Unit (ReLU) is adopted as the activation function of the network. The Octave convolution is explicitly designed to ensure that information in both
resolution (i.e., high and low) feature groups communicate internally, which can be expressed as:

\[
Y_H = \text{Conv}_{HH}(X_H) + \text{ConvT}(\text{Conv}_{LL}(X_L)) \\
Y_L = \text{Conv}_{LL}(X_L) + \text{Conv}_{HL}(\text{AvgPool}(X_H))
\]

(2)

where Conv(·) represents traditional convolutions; ConvT(·) represents traditional transposed convolution operation of kernel size 2, doubling the dimensions of the low-resolution feature maps; AvgPool(·) is the average pooling operation, reducing the dimensions of the high-resolution feature maps to half. The Octave convolution operation is illustrated in Fig. 1(b).

As detailed in the DeepQSM [38] and xQSM papers [41], training inputs (i.e., local field maps) were generated by convolving labels (i.e., susceptibility maps) with the unit dipole kernel according to the forward model in Eq. (1). Instead of using synthetic and simple geometries as training labels in DeepQSM, the xQSM adopts the more realistic human brain susceptibility maps LN-QSM [25] as the training labels for simulating the local field maps, which showed improved dipole inversion accuracy. This study extends the data generation in xQSM and compares two different training datasets, namely Individual and Cropped.

For the Individual mode, 96 in vivo LN-QSM volumes of size 144 × 192 × 128 were split into 15,000 individual QSM patches of size 64³ as the training labels. Local field maps, as the network inputs, were generated for the corresponding individual QSM patches by the dipole field forward calculation [45]. To avoid aliasing effect due to circular convolution, the forward calculation was slightly modified as: \(\delta B = CF^{-1}DFP_x\), where D represents the full-size dipole kernel; \(\delta B\) and \(x\) both in size of 64³) are the simulated local field map and the corresponding QSM label used for training; P refers to a padding operation to increase the image size of the QSM label patch to full size by padding with zeros, while C is a joint cropping operation to extract the small-patch local field map from the simulated full-size field map.

For the Cropped mode, 96 full-size local field maps (i.e., 144 × 192 × 128) were calculated from the corresponding full-size susceptibility maps. A total of 15,000 field map patches (patch size 64³) were cropped from these 96 full-size local field maps, matching the susceptibility label patches in space as the network training inputs. Consequently, we named the above two trained networks as xQSM-Individual and xQSM-Cropped. For each training mode, the mean squared error (MSE) was adopted as the loss function. The training rate was set to 10⁻³. Each xQSM network training took about 18 h (50 epochs) using 2 T V100 GPUs with a minibatch size of 24.

### 2.3 Simulated and in vivo experiments

One healthy subject (27-year-old male) was scanned at 3T (Siemens Prisma) using a 3D unipolar 5-echo SWI (Susceptibility-Weighted Imaging [46]) sequence in 5 different head orientations, with parameters: 4.9 ms first TE, 4.9 ms echo spacing, 30 ms TR, 15° flip angle, 1 mm isotropic voxel, 144 mm × 192 mm × 128 mm FOV, parallel imaging acceleration factor of 3, and total scan time of 4.3 min for each head orientation. The standard QSM pipeline was then utilized, including brain mask generation using BET method [13], phase unwrapping using the best path method [14] and background field removal using the RESHARP method [16]. The COSMOS (“Calculation Of Susceptibility through Multiple Orientation Sampling”) map from this subject was reconstructed as the ground truth label and used in the forward
calculation model to simulate its local field map. To test the dipole inversion on high susceptibility sources, one hemorrhage (0.8 ppm of mean value and 0.1 ppm of standard deviation) and one calcification lesion (−0.4 ppm of mean value and 0.1 ppm of standard deviation) were simulated and added into this COSMOS data. This COSMOS subject with its simulated local field map is thus referred to as the simulation subject for method validation in the paper.

Another three healthy subjects (age: 28.3 ± 2.5 years) went through a 3D multi-echo gradient-recalled-echo (GRE) scan using a 3T MR system (GE Discovery). Full brain GRE data were acquired in an axial slab with 8 unipolar readout echoes, 3.4 ms first TE, 3.5 ms echo spacing, 29.8 ms TR, 20° flip angle, 1 mm isotropic voxel, 256 mm × 256 mm × 128 mm FOV, parallel acceleration factor of 2, and the total scan time of 5.9 min. One of these three subjects (26-year-old male) had full brain 3D GRE data acquired at five different head orientations to perform the COSMOS reconstruction as the QSM ground truth. This COSMOS subject was referred to as in vivo Subject #1, and the other two as in vivo Subject #2 (28-year-old female) and #3 (31-year-old male). For the three in vivo subjects, local field maps at neutral head positions were reconstructed through the established pre-processing pipeline, which is the same procedure used in the simulated subject.

2.4 DGM coverages and susceptibility measurements

To evaluate the effect of FOV coverages for DGM QSM, all local field maps were extended symmetrically from covering DGM only to the full brain in the coronal plane, as shown in Fig. 2(a) and (b). Seven extended DGM coverages were tested, ranging from 100% (i.e., the minimum FOV) to 400% (i.e., maximum FOV, or full brain) of the actual DGM physical size. The minimum FOV, which is a 32 mm thick axial slab, covers the entire Globus Pallidus (GP), Putamen (PU), and Caudate Nucleus (CN). For the added hemorrhage and calcification susceptibility sources, seven coverages were extended symmetrically from 16 mm to 64 mm axial slabs. Dipole inversion was performed on the local field maps of different FOVs using xQSM, which was compared to another deep learning method DeepQSM [38] and two conventional methods iLSQR [47] and MEDI [34]. DGM regions-of-interest (ROIs) were drawn on each subject’s central 5 axial QSM slices, containing the largest areas of DGM structures, as outlined in Fig. 2(c) and (d). All DGM ROIs were drawn and measured using the ImageJ software, and the measurements were averaged from both brain hemispheres. All reported susceptibilities in this study were normalized relative to the chosen reference region Optic Radiation (OR) by subtraction.

Background field removal (BFR) is a critical QSM pre-processing step to generate local field maps without the overwhelming effect of the background field from air cavities. In this study, the RESHARP method [16] was used for BFR in the three in vivo experiments. Here we investigate the effects of BFR on dipole inversion of small FOV coverages by pre-processing the total field maps in different orders: (i) BFR then Truncation (B + T, i.e., ideal case), (ii) Truncation then BFR (T + B, i.e., real-world acquisition), as outlined in Fig. 3. The full-brain total field map processed firstly by BFR followed by FOV truncation (Fig. 3(i)) could be regarded as the ideal case without the confounds of varied BFR performances on different FOVs. On the contrary, FOV truncation first on the total field map (Fig. 3(ii)) represents the real-world acquisition scenario, which may affect the performance of the subsequent BFR process. The latter pipeline could lead to different local field maps and significantly affect the final QSM results. In this study, the purpose of investigating the ideal case is to mitigate the confounding effect from BFR so that one can isolate and examine the robustness of the dipole inversion process on its own.

3 Results

3.1 xQSM training modes comparison

QSM results of the minimum coverages (32 mm axial slab for DGM, 16 mm for hemorrhage and calcification) from the Simulation Subject are shown in Fig. 4. DeepQSM, iLSQR and MEDI methods displayed significant susceptibility underestimation in DGM (yellow arrows in error maps), hemorrhage and calcification regions compared with the two xQSM methods. Moreover, the xQSM-Individual deep neural network resulted in less error than xQSM-Cropped, which is evident in the axial and coronal susceptibility error maps.

Mean susceptibility measurements of three DGM (i.e., GP, PU, and CN), one hemorrhage and one calcification regions from the Simulation Subject with different FOV coverages are plotted in Fig. 5. Results from xQSM-Individual (red lines), xQSM-Cropped (blue lines) and DeepQSM (grey lines) are relatively stable along with different FOV coverages, while MEDI (green lines) and iLSQR measurements (yellow lines) spread a substantially larger susceptibility range. Among all methods, xQSM-Individual shows the best reconstruction results in the small FOV coverages of 100% and 150% DGM physical size, leading to the smallest errors (e.g., 3% and 6% underestimation for GP and PU in the minimum DGM coverage, respectively). The largest error is found in iLSQR, with over 40% susceptibility underestimation in the minimum DGM FOV. It can also be observed that xQSM of Individual training mode (i.e., xQSM-Individual, red lines) outperforms xQSM of Cropped training mode (i.e., xQSM-Cropped, blue lines) in all FOV coverages for the Simulation Subject. Thus the xQSM-Individual method is selected and referred to as the xQSM method for the in vivo experiments.

3.2 Effect of background field removal for in vivo acquisitions

QSM from both (i) BFR + Truncation (B + T) and (ii) Truncation + BFR (T + B) were quantified using in vivo Subject #1,
with COSMOS serving as the ground truth. As compared in Fig. 6, dipole inversion performs worse in $T + B$ (Fig. 6(b)) than in $B + T$ (Fig. 6(a)) for all methods. For example, the average DGM susceptibility underestimation of xQSM is only 4% in $B + T$ but 32% in $T + B$, for the minimum DGM FOV coverage. It is also observed that the deep-learning-based xQSM performs more robustly than the other two conventional dipole inversion methods in both cases. For the ideal case experiments (i.e., $B + T$, in 100% DGM coverage), the DeepQSM method shows the worst performance among all methods, with 31%, 42% and 36% susceptibility underestimation in GP, PU and CN, respectively. For real-world acquisition case (i.e., $T + B$), the MEDI method shows the worst performance among all methods on the same coverage, with 40%, 63% and 59% susceptibility underestimation in GP, PU and CN, respectively. Even though xQSM deviates substantially from the ground truth in the minimum DGM FOV in $T + B$ (Fig. 6(b)), the errors decrease to under 5% from 150% DGM coverages onwards. Similar trends of improved susceptibility accuracy with larger FOVs are observed in conventional
Figure 3. Two QSM pre-processing pipelines of BFR and FOV truncations. (i) Ideal case with the same BFR performed on different FOV truncations. (ii) Actual real-world case with BFR performed on the total field maps of different FOV coverages.

Figure 4. QSM results of DGM (globus pallidus, putamen and caudate nucleus), hemorrhage and calcification from four dipole inversion methods, including two xQSM (i.e., Individual and Cropped training modes), DeepQSM and two conventional (iLSQR and MEDI) methods, on the minimum FOV coverages. Error maps relative to the ground truth are shown in the bottom rows, and substantial susceptibility underestimations in ROIs are pointed by yellow arrows. The grey shaded area on coronal susceptibility map indicates the minimum FOV coverage.

methods iLSQR and MEDI as well. However, unlike xQSM, substantial errors still present in 150% to 300% DGM coverages for MEDI and iLSQR methods, and the susceptibility values of DeepQSM were the lowest among all methods.

3.3 Truncated QSM dipole inversion results from in vivo experiments

Fig. 7 displays the mean DGM QSM measurements and standard deviations for different FOV coverages from the three in vivo subjects. All experiments were performed with FOV truncation first, followed by RESHARP background field removal (i.e., $T+B$: real-world scenario). It is shown that xQSM led to the highest susceptibilities while DeepQSM the lowest across all FOV coverages. In general, the xQSM method maintains the smallest relative differences, and the MEDI method shows the largest relative differences in most FOV coverages, especially in smaller FOV coverages (i.e., 100% and 200% DGM physical size).
Figure 5. DGM (globus pallidus, putamen and caudate nucleus), hemorrhage and calcification measurements of the Simulation Subject from different FOV coverages compared among the five different QSM dipole inversion methods.

Figure 6. DGM (globus pallidus, caudate nucleus and putamen) measurements from in vivo Subject #1 with different FOVs compared between xQSM, DeepQSM, MEDI, iLSQR, and COSMOS. Different orders of background field removal and FOV truncation are compared in (a) BFR then Truncation (B + T, i.e., ideal case) and (b) Truncation then BFR (T + B, i.e., real-world acquisition).
Figure 7. DGM (globus pallidus, caudate nucleus, and putamen) measurements (mean and standard deviation) from three in vivo subjects. The effects of FOV coverage for dipole inversion are compared among different QSM methods.

Figure 8. (a) Interquartile-normalized QSM from the full-brain FOV coverages (i.e., 400% of DGM coverage), and (b-g) difference maps of the smaller FOVs relative to the full-brain coverage of in vivo Subject #1. NRMSEs to the full-brain coverage are reported with the smallest values highlighted in bold yellow.

The relative QSM difference maps between smaller FOV coverages and the maximum full-brain coverage from In vivo Subject #1 are demonstrated in Fig. 8. The full-brain results, normalized by their interquartile ranges, are shown in column (a), and relative difference maps from 100% DGM to the 350% DGM coverages are displayed from column (b) to (g). The four dipole inversion methods show no apparent difference in susceptibility contrast at the normalized full-brain
coverage (column (a)), while the most pronounced underestimation occurs at 100% DGM coverage (column (b)), then gradually decreasing with larger spatial coverages. No apparent underestimation of DGM susceptibility appears in xQSM and DeepQSM results from coverages larger than 150% DGM physical size from visual inspection. Moreover, xQSM resulted in the least errors in 100% and 150% DGM sizes. In comparison, over 15% underestimation of DGM susceptibility remains in both MEDI and iLSQR results, particularly in 150% DGM FOVs (i.e., 48 mm axial slab). The reported RMSEs of xQSM relative to the full-brain coverage exhibit the lowest deviation for all coverages among the four dipole inversion methods.

4 Discussion

In this study, we investigated the performance of susceptibility inversion on small FOV coverages, to substantially shorten the scan time, using a recently proposed learning-based xQSM method [41]. Four healthy subjects participated in the experiments, including one simulated local field map using the forward calculation and three post-processed local field maps from in vivo GRE phase measurements. We compared the mean susceptibilities of DGM regions from xQSM with another deep-learning method DeepQSM and two conventional dipole inversion methods (i.e., iLSQR and MEDI). It is observed that the deep learning-based xQSM method significantly improves the DGM QSM accuracy and stability in smaller FOV coverages for shortening scan time.

The previous DeepQSM [38], QSMnet [39], Auto-QSM [48], and QSMGAN [49] methods cropped the patches from full-size local field maps, which is the same as our xQSM-Cropped training mode. In this study, we also proposed the xQSM-individual training mode to crop the full-size susceptibility maps into small patches first, then forwardly simulate the local field maps of the individual susceptibility patches. These two different training modes for xQSM were compared using our Simulation Subject Experiment. The susceptibility results from xQSM-Individual mode demonstrated the smallest error compared to xQSM-Cropped mode and the conventional MEDI and iLSQR methods. The DGM susceptibility measurements from xQSM with Individual mode also showed the highest stability with the smallest measurement fluctuation with varying FOV coverages. The Individual mode performing better than Cropped mode may be because the individual susceptibility patches and their field maps from the forward calculation satisfy the full physics model of the dipole inversion. In contrast, in Cropped mode, this exact source-to-field relation is violated since the cropped field patch may contain dipole field from susceptibility sources outside of the patch region. The enhanced robustness of deep learning-based QSM methods against small FOVs originates from the convolutional scheme of neural networks, also known as the local receptive field design. For each convolutional layer, a small localised local receptive field input was convoluted with the kernel, and thus the cropping operation only alters the edge but not the centre regions of the image, where DGM locate. By contrast, in conventional iterative methods, the truncation of the dipole field will lead to errors spreading the whole image space. Thus, a complete dipole field is essential for iterative dipole inversion methods. It is also observed that although DeepQSM demonstrated very consistent reconstructions across the different spatial coverages, it gives the worst performance in susceptibility quantifications in the selected ROIs with 150% or more DGM coverage, which should originate from the fact that it was trained on synthetic datasets [50]. Other CNN-based QSM dipole inversion networks trained with in vivo datasets, e.g., QSMnet [39], should perform more similarly as xQSM.

We also investigated the effect of background field removal on the dipole field inversion by performing the background field removal process on the total field maps of different FOV coverages. Two MR phase pre-processing pipelines (i.e., different orders of performing background field removal and FOV truncation) were tested, one with background field removal on the total field maps first, followed by local field FOV truncations; the other one in reverse order. The former pre-processing order represents the ideal case that the same background field was removed for all FOV coverages and that the local field maps of different FOVs share the same overlapping region. In contrast, the latter represents the real-world scenario that background field removal was performed on total field maps of different FOV acquisitions, and the resulting local field maps may not be the same in their overlapping region. It is observed that the performance of the tested background field removal method (i.e., RESHARP) depends on the FOV coverages of the total field maps. The RESHARP background field removal combined with dipole inversion led to susceptibility underestimation of over 40% in GP and 50% in PU and CN using conventional MEDI and iLSQR methods in an acquisition coverage equal to DGM’s physical size. The proposed xQSM reduces the susceptibility underestimation to 20% for FOV coverage of 100% DGM physical size and results in negligibly small deviations above 250% DGM coverages.

To summarize, we found that reducing spatial coverage will degrade all dipole inversion reconstruction methods since the dipole field from the DGM source extends beyond its physical space and has a critical impact on QSM reconstruction accuracy. From the analysis of simulation and in vivo experiments, it is concluded that an acquisition slab covering only the DGM region (∼32 mm) is inadequate for accurate xQSM reconstruction, resulting in at least a 20% underestimation of mean susceptibility. The minimum coverage required for the learning-based xQSM method needs to be at least 150% (i.e. 48 mm) of the physical dimension of the DGM region to keep the error under 5%. While maintaining an error within 5%, traditional iterative methods MEDI and iLSQR need 350% (i.e., 112 mm) of the extended physical dimension of DGM. It means that by using xQSM for dipole inversion of the DGM, we can reduce the scan time by ∼57%. The better performance
of xQSM under reduced FOV coverages compared to conventional dipole fitting methods (i.e., MEDI and iLSQR) maybe because the trained xQSM neural network has learned the pattern between susceptibility source and truncated dipole field from the small patches. In this study, three different training patch sizes (i.e., 483, 643, and 803) were compared to investigate the effects of the training patch size on the network’s performance under small-FOV coverages. As shown in Supp. Fig. 1 and Supp. Table 1, all three networks achieved comparable reconstructions under small FOV coverages, with the network trained with the patch size of 643 leading to the best results.

There are a few limitations in this study. First, our experiments were performed only on the image resolution of 1 mm isotropic, which is the same as for xQSM data training. The reconstruction accuracy of xQSM for different resolutions needs to be further investigated. Second, only three regions of interest were measured, including globus pallidus, putamen and caudate nucleus. Other iron-rich regional substructures, such as the thalamus, substantia nigra, and red nucleus, will require larger coverages than the current 48 mm axial slab. Third, both deep learning methods in this paper, i.e., Deep-QSM [38] and xQSM [41], are limited to phase data that are acquired in the axial orientation, similarly as QSMnet [39]. Pre and post image rotations can be used for other head orientation configurations. However, this will introduce image blurring due to interpolation, which requires further development of deep learning QSM in the future. Some recently proposed deep neural networks incorporating the physical dipole model directly such as the variational network used in VaNDI [21] or the learned proximal CNN (LPCNN) [51] have the potential to solve this issue. Finally, this study shows deteriorated background field removal (i.e., RESHARP) performance at smaller spatial coverages, which further confounded the truncated dipole inversion. Future studies will investigate different background field removal methods to mitigate this effect. Alternatively, end-to-end deep learning-based methods could be developed for total field inversion, such as autoQSM [48], to eliminate the errors propagation through the background field removal process.

5 Conclusion

A recently proposed deep learning-based QSM method (xQSM) is investigated for DGM QSM on localized FOV coverages, which suggests great potential to shorten the scan time for the QSM acquisitions substantially. The xQSM method was tested in low spatial coverages on both simulated and in vivo datasets and compared with conventional algorithms (i.e., iLSQR and MEDI). Only less than 5% error was achieved in 48 mm axial slab coverage using the xQSM method, while a minimum of 112 mm coverage was required for conventional iLSQR and MEDI methods.
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