Moire Image Restoration using Multi Level Hyper Vision Net

D. Sabari Nathan¹, M. Parisa Beham² and S. M. Md Mansoor Roomi³
¹Couger Inc, Tokyo, Japan.
²Sethu Institute of Technology,
³Thiagarajar college of Engineering, Madurai, India.

Abstract

A moire pattern in the images is resulting from high frequency patterns captured by the image sensor (colour filter array) that appear after demosaicing. These Moire patterns would appear in natural images of scenes with high frequency content. The Moire pattern can also vary intensely due to a minimal change in the camera direction/positioning. Thus the Moire pattern depreciates the quality of photographs. An important issue in demoireing pattern is that the Moireing patterns have dynamic structure with varying colors and forms. These challenges makes the demoireing more difficult than many other image restoration tasks. Inspired by these challenges in demoireing, a multilevel hyper vision net is proposed to remove the Moire pattern to improve the quality of the images. As a key aspect, in this network we involved residual channel attention block that can be used to extract and adaptively fuse hierarchical features from all the layers efficiently. The proposed algorithms has been tested with the NTIRE 2020 challenge dataset and thus achieved 36.85 and 0.98 Peak to Signal Noise Ratio (PSNR) and Structural Similarity (SSIM) Index respectively.

1. Introduction

In the emerging technology era, smart phones and digital cameras provide a chance to quickly record the data which has become a vital part of our routine life. A moire pattern in the images is resulting from high frequency patterns captured by the image sensor (colour filter array) that appear after demosaicing. These Moire patterns would appear in natural images of scenes with high frequency content. These Moire patterns are the results of the intrusion between pixel grids of the camera sensor array and the digital monitor. The Moire pattern brings hostile effects on the digital images which majorly depends on the capturing angle, as well as camera shaking and reflections [1]. While image quality is continually improving, capturing superior quality natural images is still remains an issue. Moire patterns are the major reason for the contamination of digital photos as shown in Figure 1.

Thus demoireing of general dynamic images and photos is a challenging computer vision problem. Commonly, image demoire can be viewed as an image restoration task, which focus on removing noises, blurring, color disparities etc.

![Figure 1. An example of images affected by Moire pattern](image)

Demoireing is specifically challenging because Moire patterns are mixed with high frequency pixels in both the spatial and frequency domains. Hence, a Moire pattern could affect a high-frequency range in one image part, but a low-frequency range in another part. Thus demoireing remains challenge in any kind of digital photos irrespective of the success of various benchmark image restoration tasks, such as denoising [2] deblurring [3] and texture removal techniques [4].

Most of the conventional approaches attempt to construct blur models with simple assumptions on the sources of blurs [5]. Thus finding blur kernel is a severe problem for every pixel. Also in dynamic pictures, prediction of blur pixel is more challenging as there are several moving data. Hence, Kim et al. [6] employed a dynamic picture deblurring technique that segments and deblurs a uneven blurred image, by estimating the non-linear kernel within the segment. However, these blur kernel approximations are not well suited for rapid motion discontinuities and obstructions.

Liu et al. [7] removed Moire patterns from high-frequency kernels using a low-rank and sparse matrix decomposition model. In the literature, texture-based algorithms were also applied for the removal of Moire patterns in images having high-frequency and redundant pixels, Karacan et al. [9] considered the fact of region covariances to distinct texture features from image structure. Ono et al. [10] utilized block based texture description to decompose images into texture and structure components.
State-of-the-art methods implement variety of local filters to eradicate high-frequency textures. Nevertheless, Moire patterns in images are not only high-frequency objects but expand to a wide range of frequencies. But the texture removal algorithms fail to address the color disparities introduced by Moire patterns.

Considering the success of convolutional neural networks (CNNs), Sun et al. [8] handled the Moire patterns in both high and low frequency ranges by employing a multi-resolution CNN for automatic demoiring. Schuler et al. [11] proposed a blind deblurring method with CNN, based on conventional optimization-based deblurring methods. Sun et al. [12] proposed a sequential deblurring approach, where they generated pairs of blurry and sharp patches followed by trained the CNN to measure the possibility of a specific blur pixel of a local patch. Image restoration using most deep network models do not utilize the hierarchical features thoroughly from the moired images. Hence, Zhang et al. [20] propose a novel and efficient residual dense network (RDN) to address this problem in IR, by making a better tradeoff between efficiency and effectiveness in exploiting the hierarchical features from all the convolutional layers.

Since it was difficult for the conventional deblurring methods to approximate the blur kernels, S Nah et al. [15] proposed a multi-scale CNN that restores sharp images in a coarse to fine manner. Missing of the semantic information, degrading the performance of demoiring. To address this issue, Gao et al. [16] proposed a novel multi-scale feature enhancing network (MSFE). Furthermore, feature enhancing branch was designed to merge high-level with low-level features for forming the correlations of multiple scales. Thus, at each scale, they learned the features with richer semantic information.

Similarly, in other computer vision processes, several methods of multi-scale architecture were applied [13, 14]. However, not all multi-scale CNNs are designed to produce optimal results. Also, the major pitfalls in the existing deep learning methods are such that the feature expression ability was weak, and the characteristics of the input image couldn’t be fully extracted [17]. Also transposed convolution [18] used for up sampling cannot make good use of the information and thus created artefacts in the demoired images.

Motivated by all the above issues, in this work, deep convolutional network with multilevel hyper vision net architecture is proposed to preserve fine-grained feature information. Firstly, the input image pixels are mapped to Cartesian coordinate space with the help of coordinate convolution layer. Since Moire patterns spread over high-range to low-range frequencies, our method first down samples the input image into various multilevel resolution features that contain detailed information at different levels. Coordinate convolutional layers and the residual dense attention blocks are have also been utilized in the architecture for better performance.

As a key aspect, in this net, a multi-level supervision layers are helped to retain the multi scale hierarchical features comprised of high semantic and spatial information. These features further are then passed through a residual channel attention block which alleviate Moire patterns on the picture at various frequency bands.

Our key contributions are summarized as follows:

- An end to end attention network for enhanced demoiring is created.
- Residual Channel Attention block is introduced in encoder and decoder.
- Convolution block attention module (CBAM)[29] is included in the skip connection which not only improve the overall mechanism, but also utilize the important features from the Encoder block.
- Multi-level supervision layers are introduced to retain the multi scale hierarchical features.
- Comprehensive experiments are conducted on the NTIRE 2020 dataset and proved the efficacy of the proposed architecture.

2. Proposed Hyperskill Net Architecture

Inspired by the benchmark performance of deep learning methods on image restoration, a novel multilevel hyper vision net architecture is proposed that can retain the multi scale hierarchical features to eradicate Moire patterns at multilevels in the photos or scenes. The proposed multilevel hyper vision net architecture is shown in figure 2.

In this architecture, the input image pixels are mapped to Cartesian coordinate space with the help of coordinate convolution layer. The output of coordinate convolution layers [30] are passed to encoder block. The convolutional layers and the residual dense attention blocks are utilized for better performance and to retain the multi-scale information. The proposed network has the properties of encoder and decoder structure of vanilla U-Net [18, 19]. During down-sampling three blocks have been used in the encoder phase. In each block, the first encoder block is a 3x3 convolutional layer, followed by two residual dense attention blocks are added and at the next block convolution layer with stride 2 used for down sampling. In the decoder phase, the same blocks have been used except the down sampling layer, which replaced with a super pixel [27] convolutional layer. Output features of the encoder fed to convolution block attention module (CBAM) and in the skip connection up sampled feature concatenated with encoder block, the output of the CBAM block. Inspired by Hyper Vision Net [28] model, in this work the three hyper vision layer in the decoder part is introduced.
The output of these hyper vision layers are fused and supervised to obtain the enhanced demoired image. As a key aspect, in this network we involved residual channel attention block that can be used to extract and adaptively fuse hierarchical features from all the layers efficiently.

### 2.1. Residual Channel Attention Block (RCAB)

In Figure 3, our proposed Residual Channel Attention Block (RCAB) for image demoireing is illustrated. Firstly
the input image pixels are mapped to Cartesian coordinate space with the help of coordinate convolution layer.

The input image is directly given to two convolution layers to extract the low level features. These low level features are now applied to the proposed RCAB which consist of three attention blocks. The output of the three attention blocks are concatenated and convolved to obtain fine features.

As shown in Figure 3, the attention block is a composite of one convolution layer with Rectified Linear units (ReLU) [u] and a channel attention layer. Thus if the features generated from convolution layer are denoted as:

$$F_c = Conv_1(F_{cc})$$

where Conv1 is the convolution operation done on the features obtained from coordinate convolution layer, $F_{cc}$. This $F_c$ act as an input to RCAB. If there are ‘n’ RCAB blocks, the final output $F_n$ from the nth RCAB is derived as

$$F_n = P_{RCAB,n}(F_{n-1})$$

where $P_{RCAB,n}$ denotes the process of the nth RCAB,

$F_n$ can be observed as a local feature, since $F_n$ is produced by the nth RCAB fully utilizing each convolutional layers and channel attention layer within the block.

After extracting hierarchical features from the set of RCABs, global features have derived using the convolution block attention module (CBAM). Thus the global features collected from all the preceding layers

DFF makes full use of features from all the preceding layers and can be represented as:

$$F_{CB} = P_{CBAM}(F_n, F_1, F_2, ..., F_{n-1}, F_{n-2})$$

where $F_{CB}$ is the output global features of CBAM by utilizing a composite functions $P_{CBAM}$.

After extracting local and global features from low level space, an up-sampling layer is loaded in the high level space. All the up sampling layers are followed by one convolution layer. Thus in this network, the residual channel attention block is used to extract and adaptively fuse hierarchical features from all the layers efficiently.

Finally the output of all the hyper vision layers in the multilevel are fused with input image and supervised to obtain the enhanced demoired image.

3. Experimental Results

The proposed architecture has been trained and validated with the NTIRE 2020 challenge dataset [26]. The shared NTIRE 2020 dataset consists of 10000 images. From the whole dataset 7000 images are taken for training and 3000 images are used for validation. The total Parameters of the model are 1,646,998. To prevent over fitting in our architecture, several data augmentation techniques in terms of geometric transformations are implemented. In that, the picture patches are rotated by 90 degrees, randomly flipped horizontally and vertically. Also, with the Sobel edge loss function. In addition, to supervise the model outputs and to optimize the network parameters, the model has been trained in a combination of three different loss functions such as mean squared error (MSE), SSIM Loss [25] and Sobel edge loss (SOBEL Loss) [23].

3.1. Optimizer and loss function

In the proposed deep network, Adam optimizer is applied which perfectly update network weights in an iterative manner in training data. Here we use learning rate from 0.001 to 0.00001 with 500 epochs.

MSE is used for maintaining the consistency between input and output and is defined as:

$$MSE = \frac{1}{N} \sum (y_{ij} - p_{ij})^2$$

where $y_{ij}$ is the ground truth image and $p_{ij}$ is predicted image.

$$Loss_{SSIM} = \frac{1}{N} \sum (1 - SSIM(p_{ij}))$$

where $SSIM(p_{ij})$ structural similarity index [v] for pixel $p_i$.

Sobel loss is the mean squared error of the Sobel edge information of real image and the generated image. A Sobel filter to detect the edges is applied on the generated and real image and then this information is used to calculate the mean squared error which is equal to the Sobel loss. More information can be found in [23]. A mathematical representation is given in Eqn. (6):

$$Loss_{Sobel} = \frac{1}{N} \sum (S(y_{ij}) - S(p_{ij}))^2$$

Thus the overall loss function is represented as:

$$LossFunction = MSE + Loss_{SSIM} + Loss_{Sobel}$$
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3.2. Results and Discussion

The proposed architecture is executed using Keras in Windows 10. One NVIDIA® GeForce® RTX 2070 OC with 8GB GDDR5 was used for our experimentation. Figure 4 shows the resultant predicted image after demoireing. Figure 4(a) and 4(b) shows the input and ground truth images used for training. Figure 4(c) shows the predicted image. From the figure (c) it was observed that the Moire pattern was completely removed from all the frequency range from the input image without any artefacts or noise. The qualitative result proved the efficacy of the proposed hyper vision net architecture for demoireing.

Table 1 shows the experimental results obtained using our hyper vision net architecture. For quantitative results, we considered Peak to Signal Ratio (PSNR) and Structural Similarity Index (SSIM) as a performance metrics for the evaluation of the algorithm. Peak Signal-to-Noise ratio as applied to images as a quality metric. The SSIM is a perceptual metric that quantifies image quality deprivation caused by Moire pattern. For each data the average results over all the processed images have been reported.

For 7000 training data, we achieved 36.7765 and 0.9851 PSNR and SSIM respectively. Also the proposed structure is validated with 3000 images which produced 36.2068 and 0.9831 PSNR and SSIM respectively. In the final experimentation, 500 images are tested with the proposed model and thus achieved 36.85 and 0.98 PSNR and SSIM index respectively.

Table 1. Experimental results obtained using our hyper vision net architecture

| Data size | Data       | PSNR    | SSIM   |
|-----------|------------|---------|--------|
| 7000      | Training Data | 36.7765 | 0.9851 |
| 3000      | Validation Data | 36.2068 | 0.9831 |
| 500       | Testing Data  | 36.85   | 0.98   |

3.3. Ablation Study

Table 2 shows the ablation study on the effects of coordinate convolution layer (CCL), CBAM and channel attention. For this ablation study, first we removed the CCL from the proposed multilevel hyper vision net architecture. Now the model without CCL is trained with the same dataset with similar training and testing setup. Secondly, CBAM attention block from the skip connection is removed and the resultant architecture is trained and validated. As a final ablation effect, the channel attention block is removed from our proposed RCAB. All three effects and the resultant images are compared quantitatively and qualitatively to prove the superiority of the proposed architecture.

From the Table 3, it is observed that our proposed model compared to all the three ablation effects such as (a) Hyper vision model without the CCL, (b) Hyper vision model without CBAM and (c) Hyper vision model without Channel attention block. From the results our proposed method provides state of the art performance compared to other ablation study. Figure 5 shows the qualitative results of various ablation study effects applied on NTIRE dataset.
Figure 5. An example of images from NTIRE dataset shows the results of Moire pattern removal for various ablation effects. From the top to bottom rows denotes (a) Input image (b) Ground truth (c) Without CCL (d) Without CBAM (e) Without channel Attention block (f) Proposed model
Table 3. Performance comparison with standard methods with the proposed model

| Method/Metric | Sun et al. [8] | Cheng et al. [24] | MSFE [16] | Ours |
|---------------|--------------|-----------------|-----------|-----|
| PSNR          | 37.41        | 42.49           | 36.66     | **36.85** |
| SSIM          | 0.982        | 0.994           | 0.981     | **0.98** |

The resultant Moire pattern removed images are shown for various ablation effects and our proposed model. The results depict the efficacy of our proposed model by illustrating enhanced quality by removing the Moire pattern in all the frequency range of the pictures. Table 3 shows the comparative analysis with the standard literature works with our proposed method on PSNR and SSIM. From the quantitative results it is also observed that the proposed architecture achieved good results in terms of PSNR and SSIM metrics. Thus it is proved that our hyper vision architecture is best suitable for removing the Moire pattern in all the visual images which in turn improve the quality of the images.

4. Conclusion

In this work, a multilevel hyper vision net deep convolutional network is proposed to remove the Moire pattern to improve the quality of the images. Here we introduced three hyper vision layers in the encoder part which are fused and supervised to obtain the enhanced demoirved image in spite of varying colors. As a key contribution, in this network a residual channel attention block extracted and adaptively fused the hierarchical features from all the layers efficiently.

Compared to other literature, our model alleviates problems in digital images such as color disparities, noises and blurring. Our model was implemented in a coarse-to-fine aspect and is trained in multi-level space so as to remove the Moire pattern in high frequency as well as low frequency. The proposed algorithms has been tested with the NTIRE 2020 challenge dataset and our approach outperforms the state-of-the-art methods in both qualitative and quantitative experimentation.
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