Primordial black holes from metric preheating: mass fraction in the excursion-set approach
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Abstract. We calculate the mass distribution of Primordial Black Holes (PBHs) produced during metric preheating. After inflation, the oscillations of the inflaton at the bottom of its potential source a parametric resonant instability for small-scale scalar perturbations, that may collapse into black holes. After reviewing in a pedagogical way different techniques that have been developed in the literature to compute mass distributions of PBHs, we focus on the excursion-set approach. We derive a Volterra integral equation that is free of a singularity sometimes encountered, and apply it to the case of metric preheating. We find that if the energy density at which the instability stops, \( \rho_\Gamma \), is sufficiently smaller than the one at which inflation ends, \( \rho_{\text{end}} \), namely if \( \rho_\Gamma^{1/4} / \rho_{\text{end}}^{1/4} < 10^{-5} (\rho_{\text{end}}/10^{16}\text{GeV})^{3/2} \), then PBHs dominate the universe content at the end of the oscillatory phase. This confirms the previous analysis of ref. [1]. By properly accounting for the “cloud-in-cloud” mechanism, we find that the mass distribution is more suppressed at low masses than previously thought, and peaks several orders of magnitude above the Hubble mass at the end of inflation. The peak mass ranges from 10 g to stellar masses, giving rise to different possible cosmological effects that we discuss.
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1 Introduction

Since Primordial Black Holes (PBHs) were proposed almost 50 years ago [2, 3], it has been realised that they can be relevant in various aspects of cosmology, ranging from dark matter [4] and the generation of large-scale structures through Poisson fluctuations [5, 6] to the seeding of supermassive black holes in galactic nuclei [7, 8]. More recently, they have attracted even more attention as it was pointed out that they may account for the progenitors of the black-hole merging events detected by the LIGO/Virgo collaboration [9] through their gravitational wave emission, see e.g. refs. [10, 11]. There are several observational bounds that constrain the abundance of PBHs in various mass ranges (for a recent review, see e.g. ref. [12]).
PBHs are expected to form when large density fluctuations re-enter the Hubble radius and collapse into black holes. Their abundance is usually computed by assuming that they are rare objects that are formed at around a single scale, and the probability that a given region of the universe ends up in a black hole can be inferred from the knowledge of the primordial curvature power spectrum at that scale. Such an approach may however fail in cases where PBHs are abundantly produced, and/or if they arise over a wide range of masses. This could notably be the case for PBHs with masses smaller than $10^{!9}$ g, which Hawking evaporate before big-bang nucleosynthesis and are therefore not limited by observational constraints.

A prototypical example of a mechanism leading to such ultra-light, yet extremely abundant, PBHs, is the parametric instability of single-field metric preheating [13, 14] (see ref. [15] for multiple-field setups). After inflation, the oscillations of the inflaton at the bottom of its potential source a parametric instability in the equation of motion of scalar perturbations, that are enhanced on small scales. In ref. [1], it was shown that the production of ultra-light PBHs from this instability is so efficient that they can quickly come to dominate the universe content, such that reheating no longer occurs because of the inflaton decay, but rather through PBHs evaporation.

Although these conclusions lead to a substantial change in the cosmological scenario, they were however reached by employing the usual estimate for PBH abundance, whose usage is questionable in contexts in which PBHs are abundant. The goal of this paper is to re-examine this calculation, in the light of more refined techniques that were originally proposed for large-scale structures but that can (and have) also be applied to PBHs. This will allow us to investigate generic properties of the expected mass distribution of ultra-light black holes, in regimes in which they densely populate the primordial universe.

This could have important consequences for various physical phenomena associated to those black holes. For instance, it was recently shown [16] that gravitational waves induced at second order by the gravitational potential underlain by ultra-light PBHs lead to a stochastic background that might be detected in future gravitational-wave experiments, and that is even already excluded in some regimes. Since the amplitude and frequency coverage of this background strongly depend on the details of the mass distribution of PBHs, it seems important to derive robust predictions for the scenarios in which they are produced.

The rest of this paper is organised as follows. In section 2, we briefly describe the mechanism of metric preheating and the production of PBHs that is associated to it. In section 3, we review the different techniques that have been proposed to compute the abundance of objects formed from gravitational collapse. Our main goal is to identify those that are best suited to the problem at hand, but we also designed this section as a pedagogical introduction to the calculation of the mass fraction, trying to highlight some aspects that are often left implicit. This section may however be skipped by readers already familiar with the topic. In section 4, we apply one of the methods introduced in section 3, namely the excursion-set approach, to the calculation of the mass fraction of PBHs arising from metric preheating. We finally present our conclusions in section 5, and the paper ends with several appendices where various technical aspects of the calculation are deferred.

2 Metric preheating

In this section, we briefly review the physics of metric preheating. More details can be found in refs. [1, 13, 17, 18]. If a homogeneous and isotropic universe, described by the Friedmann-Lemaître-Robertson-Walker metric $ds^2 = -dt^2 + a^2(t)dx^2$ where $a$ is the scale
factor, is dominated by a single scalar field $\phi$, scalar perturbations are described by a single gauge-invariant combination of fluctuations in the scalar field and in the metric components, the so-called Mukhanov-Sasaki variable [19, 20]. Its equation of motion in Fourier space is given by [21]

$$v''_k + \left[ k^2 - \frac{(a\sqrt{\epsilon_1})''}{a\sqrt{\epsilon_1}} \right] v_k = 0. \tag{2.1}$$

In this expression, a prime denotes derivative with respect to conformal time $\eta$ (related to cosmic time via $dt = a d\eta$), and $\epsilon_1 = -\dot{H}/H^2$ is the first slow-roll parameter, where $H = \dot{a}/a$ is the Hubble parameter. If the inflaton $\phi$ oscillates at the bottom of a quadratic potential $V(\phi) = m^2 \phi^2/2$, the scale factor undergoes oscillations too (superimposed to an average matter-like behaviour), and eq. (2.1) can be put in the form [13]

$$\frac{d^2}{dz^2} \left( \sqrt{a} v_k \right) + \left[ A_k - 2q \cos(2z) \right] \left( \sqrt{a} v_k \right) = 0, \tag{2.2}$$

with

$$A_k = 1 + \frac{k^2}{m^2 a^2}, \quad q = \sqrt{6} \frac{\phi_{\text{end}}}{M_{\text{Pl}}} \left( \frac{a_{\text{end}}}{a} \right)^{3/2}. \tag{2.3}$$

In those expressions, $a_{\text{end}}$ and $\phi_{\text{end}}$ are the values of $a$ and $\phi$ at the onset of the oscillating phase, i.e. at the end of inflation, $M_{\text{Pl}}$ is the reduced Planck mass, and $z \equiv mt + \pi/4$.

If $A_k$ and $q$ were constant, this equation would be of the Mathieu type, and it would feature parametric resonant instabilities when $A_k$ and $q$ fall into the instability bands. In ref. [13] (see also ref. [18] where the perturbative decay of the inflaton is included in the analysis), the time dependence of $A_k$ and $q$ is shown to be sufficiently slow to be considered as adiabatic, and the resonant instability takes place when $A_k$ and $q$ cross the instability bands. At the end of inflation, the displacement of the field away from the minimum of its potential is typically of order the Planck mass, so eq. (2.3) indicates that $q$ starts out being of order one and quickly decreases afterwards. This means that one falls into the regime of “narrow resonance”, $q \ll 1$, in which the boundaries of the first instability band are given by $1 - q < A_k < 1 + q$, which here translates into

$$k < a\sqrt{3Hm}. \tag{2.4}$$

Since the universe behaves as matter-dominated during the oscillatory phase, $a\sqrt{H} \propto a^{1/4}$, the upper bound (2.4) increases with time, and the range of modes subject to the instability widens as time proceeds. Inside the first instability band, the Floquet index of the unstable mode is given by $\mu_k \approx q/2$, so $v_k \propto a^{-1/2} \exp(\int \mu_k dz) \propto a$ [13, 22].

Note that during the oscillatory phase, $H \ll m$, so the upper bound in eq. (2.4) corresponds to a sub-Hubble scale. As a consequence, the modes subject to the instability are (i) all super-Hubble modes and (ii) those sub-Hubble modes such that $aH < k < a\sqrt{3Hm}$. For super-Hubble modes, the fact that $v \propto a$ implies that the curvature perturbation is simply conserved, which is a well-known result [19, 20], and the dynamics of super-Hubble scales is therefore not affected by the oscillations. For sub-Hubble scales however, in a matter-dominated background, the overdensity $\delta = \delta \rho/\bar{\rho}$ (where $\bar{\rho}$ is the energy density of

\footnote{As the amplitude of the oscillations get damped, the leading order in a Taylor expansion of the function $V(\phi)$ around its minimum quickly dominates, which yields a quadratic potential unless there is an exact cancellation at that order.}
Figure 1. Evolution of the physical scales appearing in eq. (2.6), with time parametrised by the number of e-folds $N = \ln a$ (counted from the end of inflation). The blue line represents the Hubble radius $1/H$, the orange line the new length scale $1/\sqrt{3}mH$ and the dotted lines the physical wavelengths of modes of interest, which may enter the instability band after inflation, during the oscillatory phase. Here the Klein-Gordon equation for the inflaton field has been solved for the quadratic potential $V(\phi) = m^2\phi^2/2$, where $m = 10^{-6}M_{pl}$.

The scales appearing in this relation are displayed in figure 1. An instability is triggered if the physical wavelength of a mode (dotted line) is smaller than the Hubble radius (blue line) during the oscillatory phase and larger than the new scale $1/\sqrt{3}mH$ (orange line). Let us note that this implies that the instability only concerns modes that are inside the Hubble radius at the end of the oscillatory phase, which is not the case for the scales probed in the Cosmic Microwave Background (CMB).

The behaviour (2.5) signals that inside the resonance band, scalar-field inhomogeneities behave as pressureless matter fluctuations in a pressureless matter universe. As a consequence, an over-density $\delta_R$ over the length scale $R$ eventually collapses into a PBH, and in
ref. [23] (see also appendices A and B of ref. [1]), it is shown that this occurs after a time

$$\Delta t_{\text{collapse}} = \frac{\pi}{H \left[ t_{bc}(R) \right] \delta^{3/2} \left( t_{bc}(R) \right)},$$

(2.7)

where $t_{bc}(R)$ denotes the “band-crossing” time, i.e. the time at which the scale $R$ crosses in the instability band (2.6). Assuming that the instability ends when the Hubble scale reaches a certain value that we denote $H_{\Gamma}$, a black hole forms if $t_{\text{end}} + \Delta t_{\text{collapse}} < t_{\Gamma}$, which leads to a lower bound on the density contrast, namely

$$\delta_{R} \left[ t_{bc}(R) \right] > \left( \frac{3\pi}{2} \right)^{2/3} \left[ \frac{H_{bc}(R)}{H_{\Gamma}} - 1 \right]^{-2/3}.$$

(2.8)

One then has to assess the probability that the condition (2.8) is fulfilled in a given patch of size $R$ in the universe, in order to compute the abundance of PBHs at every scale. This problem corresponds to the calculation of the mass fraction of PBHs, which we describe in the next section.

3 Computation of the mass fraction

The calculation of the mass fraction of gravitationally-formed objects has received much attention over the last decades, and in this section we describe the main tools that have been developed to address it. While our goal is primarily to identify those that are best suited to the problem at hand in this work, we hope to also clarify the main assumptions that these approaches rest on, and how they are connected together. This section is therefore rather independent from the rest of this article (and is not specific to metric preheating), and while it may serve as a pedagogical introduction to calculations of the mass fraction, it can also be skipped by readers already familiar with these techniques.

In general, cosmological fluctuations can be characterised in terms of an over-density field $\delta(x)$. In practice, the precise realisation of this field is not known, and one can only predict its statistical properties (for instance, if the field is Gaussian, its is fully characterised by its power spectrum). The problem can thus be divided into two parts. Given a certain realisation of the density field in real space, a first question is to identify the regions where the field will collapse into a certain type of astrophysical object. Second, given the statistical properties of the field, one has to work out the probability that such objects form, and the mass distribution associated to them.

The first question is a very delicate one, and little can be learnt about it analytically without resorting to some approximations. The problem can also be tackled numerically, see section 3.6.2 below. Most of the time, it is assumed that a region where the field collapses is one in which the mean density is larger than some threshold value $\delta_{c}$, that may depend on the size of that region (as well as its shape, the details of its surrounding, etc.). In practice, one coarse-grains the field $\delta$ over a spherical region of radius $R$ about the point $x$,

$$\delta_{R}(x) \equiv \left( \frac{a}{R} \right)^{3} \int \delta(y) W \left( \frac{a |y - x|}{R} \right),$$

(3.1)

and the collapse criterion is often assumed to be of the form $\delta_{R} > \delta_{c}(R)$. In the above expression, $W$ is a window function such that $W(x) \simeq 1$ if $x \ll 1$ and $W(x) \simeq 0$ if $x \gg 1$.

This could correspond for instance to the time when $H$ drops below $\Gamma$, the decay rate of the inflaton into other degrees of freedom, in the context of perturbative reheating [24–26] (hence the notation).
and normalised in the sense that \(4\pi \int_0^\infty x^2 W(x)dx = 1\), such that after coarse graining, a constant field remains a constant field of the same value (here \(x\) and \(y\) are comoving spatial coordinates, while \(R\) denotes a physical distance, notations are summarised in table 1 for clarity).

The second question is then a well-posed one, and consists in computing the probability that the collapse criterion is satisfied, and the distribution in sizes \(R\) (or in resulting mass \(M\)) of the regions where this is the case, knowing the statistics of the random field \(\delta\).

### 3.1 The Press-Schechter formalism

A first approach was developed in 1974 by William H. Press and Paul Schechter in ref. [27] and proceeds as follows. From eq. (3.1), the Fourier transform of the coarse-grained density perturbation is given by

\[
\delta_R(k) = \delta(k) 4\pi \left(\frac{a}{kR}\right)^3 \int_0^\infty W\left(\frac{a}{kR} u\right) \sin(u) u du,
\]

which defines \(\tilde{W}\), that shares similar properties to \(W\). Indeed, when \(a/(kR) \gg 1\), the values of \(u\) such that \(W\left(\frac{a}{kR} u\right)\) is not close to zero are much smaller than one, so one can replace \(\sin(u) \approx u\) in the integral over \(u\), and using the normalisation condition stated above, one obtains \(\tilde{W}\left[\frac{kR}{a}\right] \approx 1\) in that limit. In the opposite limit, when \(a/(kR) \ll 1\), since \(W \approx 1\) until \(u \sim kR/a\), the integral over \(u\) in eq. (3.2) is of order \(kR/a\), hence \(\tilde{W}\left[\frac{kR}{a}\right] \propto \left[\frac{a}{kR}\right]^2 \ll 1\).

The power spectrum of \(\delta\), \(P_\delta\), is defined as

\[
\langle \delta(k) \delta^*(k') \rangle = P_\delta(k) \delta_D(k - k') = \frac{2\pi^2}{k^3} P_\delta(k) \delta_D(k - k'),
\]

where \(\delta_D\) is the Dirac distribution, and which also defines the reduced power spectrum \(P_\delta\). The power spectrum of the coarse-grained density field, \(P_\delta_R(k)\), is defined through a similar relation, and eq. (3.2) implies that \(P_\delta_R(k) = P_\delta(k) \tilde{W}^2(kR/a)\). This allows one to express the coincident two-point function of the coarse-grained density field as

\[
\sigma_R^2 \equiv \langle \delta_R^2(x) \rangle = \int_0^\infty P_\delta(k) \tilde{W}^2 \left(\frac{kR}{a}\right) \frac{dk}{k}.
\]

---

The details of \(\tilde{W}\) between these two limits depend on those of \(W\). For instance, if \(W\) is a Heaviside step function,

\[
W(x) = \frac{3}{4\pi} \theta(1 - x),
\]

where \(\theta(x) = 1\) if \(x > 0\) and 0 otherwise, and where the pre-factor is set in such a way that the normalisation condition is satisfied, eq. (3.2) gives rise to

\[
\tilde{W}\left(\frac{kR}{a}\right) = 3 \left(\frac{a}{kR}\right)^3 \left[\sin\left(\frac{kR}{H}\right) - \frac{kR}{H} \cos\left(\frac{kR}{a}\right)\right],
\]

which verifies the two limits given in the main text. Conversely, one can set \(W\) such that \(\tilde{W}\) is a Heaviside step function [i.e. \(W\) is of a similar form as eq. (3.4)], and one then has \(\delta_R(x) = (2\pi)^{-1/2} \int_{k < a/R} d\mathbf{k} \delta_k e^{i\mathbf{k} \cdot \mathbf{x}}\).
| Notation | Definition |
|----------|------------|
| $\delta(x)$ | Density contrast field on a space slice |
| $\delta_k$ | Fourier transform of the density contrast |
| $\delta_R(x)$ | Density contrast averaged over a patch of (physical) size $R$, around (comoving) $x$ |
| $\sigma^2_R = S = \langle \delta^2_R(x) \rangle$ | Variance of $\delta_R(x)$ seen as a stochastic variable, also used to label $R$ |
| $\delta_c(R)$ [or $\delta_c(S)$] | Collapse criterion over a patch of size $R$ (or with variance $S$) |
| $\delta_D$ | Dirac delta distribution |
| $P_\delta(k)$ | Power spectrum of the density contrast |
| $P_\delta(k) = k^3P_\delta(k)/(2\pi^2)$ | Reduced power spectrum of the density contrast |

Table 1. Definitions and notations

If $\delta$ has Gaussian statistics, so does $\delta_R$ since the two are linearly related via eq. (3.2), hence the probability density function associated to $\delta_R$ reads

$$P(\delta_R) = \frac{e^{-\frac{\delta_R^2}{2\sigma_R^2}}}{\sqrt{2\pi\sigma_R^2}}.$$  

(3.7)

This allows one to express the probability that a given region of size $R$ lies above the threshold,

$$P[\delta_R > \delta_c(R)] = \int_{\delta_c(R)}^{\infty} P(\delta_R) d\delta_R = \frac{1}{2} \text{erfc}\left[\frac{\delta_c(R)}{\sqrt{2}\sigma_R}\right].$$  

(3.8)

An important remark is that when a given region of size $R$ has an average density above the threshold, it ends up inside a structure, the size of which has to be equal or larger than $R$ (for instance if $\delta_R$ is much larger than $\delta_c(R)$, by averaging over a slightly larger distance $R' > R$, one may still find $\delta_R' > \delta_c(R')$, which indicates that the size of the resulting structure is at least $R'$). Therefore, the above probability is the one to lie inside structures of size at least $R$.

This naturally leads us to the notion of mass fraction $\beta(M)$, defined such as $\beta(M) d\ln M$ corresponds to the fraction of the universe that is comprised in structures of masses between $M$ and $M + dM$. By construction, $\int_{M}^{\infty} \beta(\tilde{M}) d\ln \tilde{M}$ corresponds to the fraction of the universe made of structures of sizes larger than $M$. Since there is a one-to-one correspondence between $M$ and $R$ ($M = 4\pi \bar{\rho} R^3/3$ at leading order in perturbations), this is nothing but the probability computed in eq. (3.8). By differentiating both expressions with respect to $M$, one obtains

$$\beta(M) = -M \frac{\partial R}{\partial M} \frac{\partial}{\partial R} P[\delta_R > \delta_c(R)].$$  

(3.9)

Making use of eq. (3.8), this gives rise to

$$\beta(M) d\ln M = -\left(\frac{1}{2} \frac{\delta_c}{\sigma_R^2} - \frac{\partial \delta_c}{\partial \sigma_R^2}\right) e^{-\frac{\delta_c^2}{2\sigma_R^2}} \frac{d\sigma_R^2}{\sqrt{2\pi\sigma_R^2}},$$  

(3.10)

where we give the result in terms of $\sigma_R^2$ for future convenience. In particular, one finds that the abundance of objects is exponentially suppressed when $\sigma_R$ is smaller than $\delta_c(R)$.
Although rather straightforward, this approach is however plagued with the following issue. Consider a region of size $R$ centred on a given point $x$, such that the criterion $\delta_R > \delta_c(R)$ is not satisfied. According to the above considerations, that region is not part of any structure, since it is excluded from eq. (3.8). However, it could happen that if one considers another radius $R' > R$, the criterion $\delta_{R'} > \delta_c(R')$ is satisfied, hence the region of size $R$ is comprised inside a larger region that does collapse into a structure, which contradicts the fact that it is not part of any. This issue is often referred to as the “cloud-in-cloud problem”, and leads to underestimating the number of structures. It can also be seen by considering the limit $\delta_c(R) \to 0$, in which the entire universe should end up in structures. However, letting $\delta_c = 0$ in eq. (3.8) leads to only half of the universe lying in collapsed structures. For this reason, the Press-Schechter result is often simply multiplied by 2. In the following, we will see how to go beyond this approach, and in which cases the Press-Schechter result (with or without the factor 2) provides a good approximation.

3.2 The excursion-set approach

In 1990, Peacock and Heavens proposed in ref. [28] to solve the cloud-in-cloud problem of the Press-Schechter formalism using an excursion set approach. They were soon followed in 1991 by Bower, see ref. [29], and by Bond, Cole and Efstathiou, see ref. [30].

The idea is to view $\delta_R$ as a random variable. When $R$ is very large, recalling that $\bar{W}(x) \simeq 0$ when $x \gg 1$, only a small number of modes contribute to eq. (3.6) (namely those for which $k < a/R$), hence $\sigma_R$ is small. In the limit $R \to \infty$, the distribution function (3.7) thus asymptotes a Dirac distribution centred around zero. Starting from $\delta_R = 0$ at $R = \infty$, one can then make $R$ decrease. To be explicit, let us consider the case where $\bar{W}$ is a Heaviside function,\(^4\) and

$$\delta_R(x) = (2\pi)^{-3/2} \int_{k<\pi} d^3k \delta_k e^{i k \cdot x},$$

see footnote 3. As $R$ decreases, more and more modes contribute to the above integral. Each of these modes takes a random realisation, so $\delta_R$, seen as a function of $R$, follows a stochastic, Langevin equation, which can be obtained as follows. Between the “times” $R$ and $R - \Delta R$, the variation in $\delta_R$ is given by

$$\delta_{R-\Delta R}(x) - \delta_R(x) = (2\pi)^{-3/2} \int_{\pi k \Delta R} d^3k \delta_k e^{i k \cdot x}.$$  

Given that $\langle \delta(k) \rangle$ vanishes, and since the two-point function of $\delta(k)$ is given by eq. (3.5), one finds that $\langle \delta_{R-\Delta R}(x) - \delta_R(x) \rangle = 0$ and that $\langle [\delta_{R-\Delta R}(x) - \delta_R(x)]^2 \rangle = \mathcal{P}_\delta(a/R) \Delta R / R$, at leading order in $\Delta R$. This leads to the Langevin equation

$$\frac{d\delta_R(x)}{dR} = \sqrt{\frac{\mathcal{P}_\delta(a/R)}{R}} \xi(R),$$

where $\xi$ is a white Gaussian noise with vanishing mean and unit variance, i.e. $\langle \xi(R) \rangle = 0$ and $\langle \xi(R) \xi(R') \rangle = \delta_D(R - R')$, and one should stress that $R$ is a decreasing variable. Since eq. (3.6) relates $R$ and $\sigma_R^2$ in a monotonous way, the Langevin equation is sometimes written with $S \equiv \sigma_R^2$ as the “time” variable, leading to the particularly simple form

$$\frac{d\delta_R(x)}{dS} = \xi(S),$$

\(^4\)In the case where $\bar{W}$ is taken as a smooth function of the wavenumber, the random noise appearing in the Langevin equation (3.14) becomes coloured, which makes the analysis more involved [31, 32].
where $\xi(S)$ is a white Gaussian noise normalised with respect to $S$, and where $S$ is an increasing variable.

Starting from $S = 0$ (or equivalently, $R = \infty$), the first “time” (i.e. the largest radius $R$) when $\delta_R$ crosses the collapse threshold $\delta_c$ corresponds to the size of the largest structure surrounding $x$. The calculation thus boils down to solving a first-passage-time problem, for which there are various dedicated techniques in stochastic analysis. Before detailing one of them in section 3.3, let us note that if, along a given realisation of the Langevin process (3.14), $\delta_R$ crosses $\delta_c(R)$ multiple times, then there are as many substructures, but by considering the first crossing time, i.e. the largest structure, one accounts for the “cloud-in-cloud” mechanism described in section 3.1.\(^5\) The distribution of first crossing times, denoted $P_{\text{FPT}}(S)$ hereafter, thus gives the size (hence mass) distribution of structures, according to

$$
\beta(M)d\ln M = -P_{\text{FPT}}(S)dS. \quad (3.16)
$$

In this expression, the relationship between $M = \frac{4\pi R^3}{3}$ and $S = \sigma_R^2$ is given by the link between $R$ and $\sigma_R^2$, that is to say by eq. (3.6), which depends on the initial statistics of the density field.

### 3.3 Volterra integral equations

The first-passage-time problem associated to eq. (3.14) can be solved by means of a Volterra integral equation, that we derive in this section. We first note that in the absence of any boundary condition, the solution to (the Fokker-Planck equation associated to) eq. (3.14) is of the Gaussian form

$$
P_{\text{free}}(\delta_R, S; \delta_{R,\text{in}}, S_{\text{in}}) = \frac{1}{\sqrt{2\pi(S - S_{\text{in}})}} \exp \left[ -\frac{(\delta_R - \delta_{R,\text{in}})^2}{2(S - S_{\text{in}})} \right], \quad (3.17)
$$

which denotes the probability density that the coarse-grained density contrast takes value $\delta_R$ at time $S$, given that at initial “time” $S_{\text{in}}$, its value is $\delta_{R,\text{in}}$. Since it depends only on $S - S_{\text{in}}$ and $\delta_R - \delta_{R,\text{in}}$, hereafter it will be noted as $P(\delta_R - \delta_{R,\text{in}}, S - S_{\text{in}})$ for notation convenience. We also introduce $P(\delta_R, S)$, the solution to eq. (3.14) when an absorbing boundary at $\delta_R = \delta_c(S)$ is enforced, starting from $\delta_R = 0$ at $S = 0$. It represents realisations of the Langevin equation (3.14) that, at time $S$, have not yet crossed out the absorbing boundary. Finally, $P_{\text{FPT}}(S)$ denotes the probability density associated to the time of first crossing of the boundary $\delta_c(R)$, starting from $\delta_R = 0$ at $S = 0$.

At a given “time” $S$, any realisation of the Langevin equation has either crossed out the absorbing boundary at a previous time $s < S$, or still contributes to the distribution $P$, so one can write

$$
1 = \int_0^S P_{\text{FPT}}(s)ds + \int_{-\infty}^{\delta_c(S)} P(\delta_R, S)d\delta_R. \quad (3.18)
$$

---

\(^5\) The distribution of substructures can also be worked out by solving the “two-barrier problem” [33], i.e. by deriving the probability that, after upcrossing the threshold $\delta_c(R_1)$ at $R = R_1$, a second upcrossing of $\delta_c(R_2)$ occurs at $R_2$.

\(^6\) By comparing eqs. (3.10) and (3.16), one can see that the distribution of first crossing times that would be associated to the Press-Schechter result is given by

$$
P_{\text{FPT}}^{\text{PS}}(S) = \left[ \frac{1}{2} \frac{\delta_c(S)}{S} - \delta_c(S) \right] e^{-\frac{\delta_c^2(S)}{2S^2}}. \quad (3.15)
$$
The link between $P$ and $P_{\text{free}}$ can be derived by noting that, at time $S$, $P$ contains all realisations of $P_{\text{free}}$ that have not yet crossed the boundary. In order to get $P(\delta_R)$, one should therefore subtract from $P_{\text{free}}$ the probability that a given realisation has crossed the boundary at a previous time, and then, from there, has moved to $\delta_R$. In other words,

$$
P(\delta_R, S) = P_{\text{free}}(\delta_R, S) - \int_0^S P_{\text{FPT}}(s) P_{\text{free}}[\delta_R - \delta_c(s), S - s] \, ds. \tag{3.19}
$$

Our goal is to extract $P_{\text{FPT}}$ from the above two equations. This can be done by differentiating eq. (3.18) with respect to $P$, and by using eq. (3.19) to express $P$ in terms of $P_{\text{free}}$ and $P_{\text{FPT}}$ only, leading to

$$
P_{\text{FPT}}(S) = - \delta_c(S) P_{\text{free}}[\delta_c(S), S] + \delta_c'(S) \int_0^S ds P_{\text{FPT}}(s) P_{\text{free}}[\delta_c(S) - \delta_c(s), S - s]
$$

$$
- \int_{-\infty}^{\delta_c(S)} d\delta R \frac{\partial}{\partial S} P_{\text{free}}(\delta_R, S) + \int_{-\infty}^{\delta_c(S) - \delta_c(S)} d\delta R P_{\text{FPT}}(S) P_{\text{free}}[\delta_R - \delta_c(S), 0]
$$

$$
+ \int_{-\infty}^{\delta_c(S)} d\delta R \int_0^S ds P_{\text{FPT}}(s) \frac{\partial}{\partial S} P_{\text{free}}[\delta_R - \delta_c(s), S - s].
$$

This expression contains 5 terms. The third term can be computed explicitly by making use of eq. (3.17), and so can the fifth term (where only the integral over $s$ remains). The fourth term features $P_{\text{free}}[\delta_R - \delta_c, 0]$, which is nothing but $\delta_D[\delta_R - \delta_c, 0]$, and the integral over $\delta_R$ can also be easily performed. This gives rise to

$$
P_{\text{FPT}}(S) = \left[ \frac{\delta_c(S)}{S} - 2\delta_c'(S) \right] P_{\text{free}}[\delta_c(S), S]
$$

$$
+ \int_0^S ds \left[ 2\delta_c'(S) - \delta_c(S) - \delta_c'(S) \right] \frac{1}{S - s} P_{\text{free}}[\delta_c(S) - \delta_c(s), S - s] P_{\text{FPT}}(s). \tag{3.21}
$$

Although mathematically correct, the above expression is nonetheless flawed with a singularity that appears in the integrand of the second term, close to the upper bound of the integral, where it approaches $\delta_c'(S)\delta_D(0)$. This leads to numerical issues when trying to solve eq. (3.21) iteratively, which can be dealt with by introducing an averaging procedure when $s \to S$, as proposed for instance in ref. [34]. However, eq. (3.21) is only one version of an infinite set of Volterra equations [35], and it can be generalised as follows. Let us consider the realisations of the Langevin equation which, at time $S$, lie at the position $\delta_R = \delta_c(S)$. At time $S$, those realisations have necessarily already crossed the boundary, so one can write

$$
P_{\text{free}}[\delta_c(S), S] = \int_0^S ds P_{\text{free}}[\delta_c(S) - \delta_c(s), S - s] P_{\text{FPT}}(s). \tag{3.22}
$$

Multiplying both hands of this equation by a generic function $K(S)$, and plugging the result into eq. (3.21), one obtains

$$
P_{\text{FPT}}(S) = \left[ \frac{\delta_c(S)}{S} - 2\delta_c'(S) + K(S) \right] P_{\text{free}}[\delta_c(S), S]
$$

$$
+ \int_0^S ds \left[ 2\delta_c'(S) - \delta_c(S) - \delta_c'(S) - K(S) \right] \frac{1}{S - s} P_{\text{free}}[\delta_c(S) - \delta_c(s), S - s] P_{\text{FPT}}(s). \tag{3.23}
$$
Let us stress that this relation is valid for any function $K(S)$. In particular, by setting $K(S) = \delta_\prime(S)$, one gets rid of the above-mentioned singularity, leading to

$$P_{\text{FPT}}(S) = \left[ \frac{\delta_c(S)}{S} - \delta_\prime(S) \right] P_{\text{free}}[\delta_c(S), S] + \int_0^S ds \left[ \delta_\prime(S) - \frac{\delta_c(S) - \delta_c(s)}{S - s} \right] P_{\text{free}}[\delta_c(S) - \delta_c(s), S - s] P_{\text{FPT}}(s).$$

(3.24)

This allows one to compute $P_{\text{FPT}}(S)$ iteratively, by discretising the $S$ variable and starting from $P_{\text{FPT}} = 0$ at $S = 0$. See appendix A for more details. In eq. (3.24), recall that $P_{\text{free}}$ is given by eq. (3.17), and the function $\delta_c(S)$, as well as the link between $S$ and $R$ (the physical scale at which the density contrast is coarse grained), are given by the physical details of the problem under consideration.

3.4 Relation between the Press-Schechter and excursion-set formalisms

The excursion-set approach is an extension of the Press-Schechter formalism, that incorporates the cloud-in-cloud mechanism, and allows for multiple crossings of the threshold value. In this section, in order to clarify the link between the two approaches, we discuss two limiting cases where the excursion set yields a result closely related to the one obtained with the Press-Schechter formalism.

3.4.1 Scale-invariant threshold

When the formation threshold, $\delta_c(R)$, does not depend on the scale $R$, the excursion-set approach greatly simplifies. Indeed, in eq. (3.24), the kernel of the integral term vanishes in that limit, so the Volterra implicit equation becomes an explicit formula for the first-passage-time distribution, namely

$$P_{\text{FPT}}(S) = \frac{\delta_c(S)}{S} P_{\text{free}}(\delta_c, S) = \frac{\delta_c e^{-\delta_c^2/2S}}{S \sqrt{2\pi S}},$$

(3.25)

where, in the second equality, eq. (3.17) has been used. One thus recovers eq. (3.15) exactly, with an additional factor 2. This proves that the Press-Schechter formula, corrected by the factor 2 (the origin of which is left rather heuristic in the Press-Schechter approach, see the discussion at the end of section 3.1), becomes exact in the case of a scale-invariant threshold.

3.4.2 Very red threshold

Another limit of interest is the situation in which the threshold quickly decreases as the scale $R$ decreases. In this case, multiple crossing events become unlikely since after the threshold is crossed for the first time, its value swiftly decays away from the realisation of the overdensity. One therefore expects the Press-Schechter formula (without the additional factor 2) to be recovered in this regime.

More precisely, this limit can be studied by introducing the rescaled stochastic variable $\hat{\delta}_R(S) \equiv \delta_R(S)/\delta_c(S)$, which follows a Langevin equation with a drift term, $d\hat{\delta}_R/dS = -\frac{\delta_\prime}{\delta_c} \delta_R + \xi/\delta_c$, but with a time-independent threshold since by construction $\hat{\delta}_c = 1$. The “very-red-threshold” limit thus corresponds to the regime in which the drift term dominates over the noise term in this rescaled Langevin equation (conversely, the limit investigated in section 3.4.1 corresponds to when the noise dominates over the drift).
However, given that, over an infinitesimal time increment $\Delta S$, the drift contribution scales as $\Delta S$ while the typical noise contribution scales as $\sqrt{\Delta S}$, the drift term cannot dominate for arbitrarily small time resolutions. In other words, multiple, repeated crossings are inevitable, and one can only require that they happen within a certain finite time interval, below which we do not try to resolve the distribution of first crossing times. Denoting $\epsilon = \Delta \ln R$ the time resolution one requires [since the mass distribution is usually expressed in $\ln(M)$ units, in practice, one imposes a fixed resolution on $\ln(R)$ or equivalently on $\ln(R)$], the very-red limit can thus be mathematically expressed by requiring that

$$\forall R_1, R_2 \text{ such that } \ln \left( \frac{R_1}{R_2} \right) > \epsilon, \delta_c(R_1) - \delta_c(R_2) \gg \sqrt{S(R_2) - S(R_1)}. \tag{3.26}$$

Notice that for practical purposes, it may be enough to satisfy this criterion at the scales $R$ where the mass function is substantial (unless one wants to resolve the tails properly).

In order to see that eq. (3.26) leads to the Press-Schechter formula, the integral over $s \in [0, S]$ appearing in eq. (3.24) can be split into an integral over $[0, S - \eta]$ and an integral over $[S - \eta, S]$, where $\eta$ is the width of the region where the term $P_{\text{free}}$ does not lead to an exponential suppression of the integral. It is also related to the $\epsilon$-smoothing scale in $S$-units [so $\eta$ is of order $\epsilon \partial S/\partial \ln R = \epsilon P_k(k = a/R)$]. In the first integral, the criterion (3.26) implies that $P_{\text{free}}$ exponentially suppresses the integrand, while the second integral is also negligible since the integrand vanishes when $s \rightarrow S$ (hence the second integral is of order $\eta^2$). Let us now consider the first term in eq. (3.24). Since $\delta_c(S)$ is a decreasing function of $S$ in the regime of interest, the term $P_{\text{free}}[\delta_c(S), S] \sim e^{-\delta_c^2(S)/S}$ does not lead to exponential suppression only for large enough values of $S$ such that $S \gtrsim \delta_c^2(S)$, which implies that $\delta_c/S \lesssim 1/\sqrt{S}$. Since eq. (3.26) states that $1/\sqrt{\Delta S} \ll |\delta_c^2|$, this entails that $\delta_c/S \ll |\delta_c^2|$, hence eq. (3.24) reduces to $P_{\text{FPT}}(S) \approx -\delta_c(S)P_{\text{free}}[\delta_c(S), S]$, which matches the Press-Schechter formula (3.15) in the same limit and without the factor 2, as announced above.

Later on in the present work, these considerations will be illustrated by an explicit example in which we will check numerically that when the criterion (3.26) is satisfied, the Press-Schechter result is indeed recovered, see appendix B.

### 3.5 Other methods

Other approaches to the cloud-in-cloud problem have been proposed, and although, in the present work, we make use of the excursion-set method, for completeness, let briefly mention those alternative techniques.

#### 3.5.1 Supreme statistics

A first approach to the cloud-in-cloud problem was proposed in 1985 by Bhavsar and Barrow in ref. [36], and is called the “supreme statistics” (or “extreme-value statistics”) method. The idea is to consider a region of size $R_\ell$, over which the averaged density contrast is above the threshold. This region is made of $\sim (R_\ell/R_\delta)^3$ subregions of size $R_\delta$, and one needs to determine the probability that one of these regions is also above the threshold. On generic grounds, considering $n$ samples, each of size $m$, all drawn from the same underlying distribution, the distribution of the maxima within each sample, and therefore the most probable maximum value, can be determined using the supreme statistics (see ref. [37] for a recent example of application to PBHs).
3.5.2 Peak theory

In 1986, Bardeen, Bond, Kaiser and Szalay studied the statistics of peaks of Gaussian random fields in ref. [38]. Assuming that structures form where the density field locally peaks, this allows one to derive the number density of objects satisfying certain conditions on the size of their peak, the volume enclosed within the peak, the deviation from sphericity of the peak, etc. Although the same exponential suppression $\propto e^{-\delta_c^2(R)/(2\sigma^2)}$ as in the Press-Schechter formalism is obtained, see the discussion below eq. (3.9), the details of the prefactor are found to be different. Ref. [38] also introduced the “peak-background split” approximation, which allows one to compute correlations between peaks belonging to two populations having two different, well-separated scales. The peak-theory and excursion-set approaches can also be combined, see e.g. ref. [39], and a recent comparison between these different techniques can be found in ref. [40].

3.5.3 Improved Press-Schechter formalism

In 1994, an improved version of the Press-Schechter formalism was proposed by Jedamzik in ref. [41], in which the number density of isolated overdense regions (defined as overdense regions that are not comprised in larger overdense regions) is computed by making use of Bayes’ theorem. The method was improved in ref. [42] (see also ref. [43] for further refinements, in particular the implementation of the condition that objects form around peaks), and leads to implicit integral equations, similar to the Volterra equations presented in section 3.3.

3.6 Further refinements

The methods presented above assume that structures form when the overdensity $\delta$ is above a certain threshold $\delta_c$, but more refined formation criteria have also been studied.

3.6.1 Critical scaling

From studying spherically symmetric collapse of a massless scalar field by numerical means, Choptuik has shown in ref. [44] that, close to the critical threshold, the mass of the resultant black hole, $M$, is proportional to $(\delta - \delta_c)\gamma$ where $\gamma \simeq 0.37$ is a universal exponent. This has been generalised to radiation fluids in refs. [45, 46], and reviews of critical phenomena in gravitational collapse can be found in refs. [47, 48]. The relation

$$M = Km_H(\delta - \delta_c)^\gamma,$$

(3.27)

where $K$ is a constant and $m_H$ is the mass contained within a Hubble volume at the time the black holes form, has been applied to the calculation of the PBH mass fraction in ref. [49]. It was then numerically analysed in the context of PBHs in refs. [50, 51], and further investigations on its applicability can be found in ref. [52].

3.6.2 Compaction function

Recent numerical works by Musco, see ref. [53] and subsequent publications, suggest that a more accurate criterion for PBH formation follows from the analysis of the compaction function

$$C(r) = 2\frac{m(r,t) - \bar{m}(r,t)}{R(r,t)},$$

(3.28)

where $r$ is the distance away from the overdensity peak, $m(r,t) - \bar{m}(r,t)$ is the excess mass contained inside a sphere of radius $r$, and $R(r,t)$ is the areal radius. The scale of the
fluctuations relevant for the formation of PBHs is the one that maximises the compaction function. In other words, a PBH forms at the scale \( r_m \) where \( C(r_m) \) is larger than some threshold \( C_c \) (which is roughly equivalent to requiring that the overdensity averaged over a sphere of radius \( r_m \) overcomes the threshold value \( \delta_c \), see ref. [54]).

Critical collapse can be implemented with the criterion based on the compaction function (see appendix A of ref. [55]), simply by replacing \( \delta \) by \( C(r_m) \), and \( \delta_c \) by \( C_c \) in eq. (3.27), and by using different values of the constants \( K \) and \( C_c \) (\( \gamma \) is still the same).

Compaction-function based criteria have also been employed within the peak-theory approach in ref. [55] (see also refs. [56, 57]). They cannot be directly implemented in the excursion set program since, here, the size of the structure is not determined by the first \( C \)-crossing of the threshold, but rather by the “time” (i.e. scale) at which \( C \) is maximal (and by the value of that maximum through the critical-scaling relation). See also ref. [54] for a comparison between these different criteria.

### 3.7 Application to primordial black holes

The methods introduced above were originally developed in the context of large-scale structures in general (with the exception of the refinements presented in section 3.6), and their application to the calculation of the mass distributions of PBHs requires some further considerations.

#### 3.7.1 Removing the super-horizon modes

Primordial black holes are expected to form when a large curvature fluctuation re-enters the Hubble radius after inflation, and collapses into a black hole. The relevant smoothing scale \( R \) is therefore the Hubble radius at the time the black hole forms. In the coarse-graining procedure (3.1), given the properties of the function \( \tilde{W} \) detailed at the beginning of section 3.1, most modes \( k \) that contribute to eq. (3.6) are such that \( k < a/R \), hence they are super Hubble at the time of formation. This raises two issues (that do not appear in the context of large-scales structures, where all modes that contribute to the overdensity field are far inside the Hubble radius).

First, far super-Hubble curvature perturbations should only lead to a local rescaling of the background metric, and can hardly determine whether or not an object forms inside a local Hubble patch. Second, in general relativity, there is no unique definition of the energy density (hence of the density contrast), which depends on the space-like hypersurface on which it is computed. All possible choices coincide on sub-Hubble scales (where observations are performed), but they differ on super-Hubble scales. In practice, in most gauges studied in the literature, the density contrast \( \delta \) and the Bardeen potential \( \Phi \) are related through a formula of the form [58]

\[
\delta_k = -\frac{2}{3} \left( \frac{k}{aH} \right)^2 \Phi_k + \alpha \Phi_k + \beta \frac{\Phi_k}{H}, \tag{3.29}
\]

where \( \alpha \) and \( \beta \) are two constants, that possibly depend on the equation-of-state parameter \( w \). For instance, in the Newtonian gauge, \( \alpha = \beta = -2 \), in the flat gauge, \( \alpha = 5 - 3w \) and \( \beta = -2 \), and in the comoving gauge, \( \alpha = \beta = 0 \). On sub-Hubble scales, when \( k \gg aH \), the first term in eq. (3.29) dominates, and \( \delta_k \) does not depend on the choice of slicing as mentioned above. Since the Bardeen potential \( \Phi \) is related to the curvature perturbation \( \zeta \) via [59]

\[
\zeta_k = \frac{2}{3} \frac{\dot{\Phi}_k/H + \Phi_k}{1 + w} + \Phi_k, \tag{3.30}
\]
on super-Hubble scales, where $\dot{\Phi}_k$ can be neglected since it is proportional to the decaying mode, one has

$$\delta_k \simeq -\frac{2}{5} \left( \frac{k}{aH} \right)^2 \zeta_k + \frac{3\alpha}{5} \zeta_k. \quad (3.31)$$

This shows that there are essentially two families of slicings for the density contrast. If $\alpha \neq 0$, as in the Newtonian gauge or in the flat gauge (if $w \neq 5/3$) for instance, on super-Hubble scales, $\delta_k \propto \zeta_k$, so for quasi scale-invariant curvature power spectra (as expected from inflation), super-Hubble modes give a substantial contribution to eq. (3.6), leading to the problem mentioned above. If, on the contrary, $\alpha = 0$, as in the comoving gauge, then $\delta_k \propto k^2 \zeta_k$ on super-Hubble scales, hence it is highly suppressed and far super-Hubble modes do not contribute much to the integral of eq. (3.2). For this reason, in ref. [60], it is proposed to work with the comoving density contrast, as a way to effectively remove the contribution from far super-Hubble modes. In principle, a well-defined formation criterion should come with a prescription for which density contrast to use, and in practice, formation criteria derived from numerical investigations are indeed most often formulated in the comoving slicing, see for instance refs. [53, 61]. This is why we will adopt this choice in what follows, and in appendix B, we will investigate how the results are modified if one makes a different choice and works with the Newtonian density contrast.

### 3.7.2 Simplified Press-Schechter estimate

The above considerations lead to a simplified version of the Press-Schechter formalism that is often used to estimate the abundance of PBHs. Indeed, in the integral of eq. (3.6), modes that lie far below the coarse-graining scale, such that $k \gg a/R$, are cut away by the filter function $\tilde{W}$, while modes that lie far above the coarse-graining scale, such that $k \ll a/R$, give a negligible contribution since they are suppressed by $k^2$ as explained in section 3.7.1. Therefore, the only modes that give a substantial contribution to eq. (3.6) are those such that $k \sim aR$, and eq. (3.6) can be approximated as

$$\sigma_R^2 \sim P_\delta \left( k = \frac{a}{R} \right). \quad (3.32)$$

It is then usually assumed that the power spectrum peaks at a single scale. At the time when that scale re-enters the Hubble radius, the fraction of Hubble patches where the density contrast is larger than the critical value is given by eq. (3.8), so it is common to use directly use eq. (3.8) as the mass fraction, and to write (see for instance ref. [62])

$$\beta(M) \sim \text{erfc} \left[ \frac{\delta_c(R)}{\sqrt{2} P_\delta(k)} \right] \sim \sqrt{2 P_\delta} e^{-\frac{\delta^2}{2P_\delta}}, \quad (3.33)$$

where $R$ is the Hubble radius and $M$ the Hubble mass at the time when $k = aH$, and where in the last expression, we have expanded the error function in the regime where PBHs are rarely produced, i.e. when $\delta_c \gg \sqrt{P_\delta}$. Let us note that, when comparing eq. (3.33) to the full Press-Schechter formula (3.9), the same exponential suppression is obtained, but the prefactor is obviously different. However, as noted in section 3.5.2, that prefactor was also found to differ in other approaches such as peak theory, so one may consider that the details of the prefactor are ultimately dependent on the approach one follows, and that only the exponential suppression is a robust result, in which case eq. (3.33) may provide a useful
estimate. This is why this formula is widely employed, including in ref. [1] for the calculation of PBHs from metric preheating, in which we are interested in this work.

However, it is pretty clear that this approximation breaks down for broad spectra, i.e. when a wide range of scales is involved in the formation of PBHs. As pointed out e.g. in ref. [56], the problem is that eq. (3.8) is not a differential quantity. So it can happen for instance that the integrated mass fraction,

$$\Omega_{\text{PBH}} = \int_0^\infty \beta(M) d\ln M,$$

which corresponds to the fraction of the total energy budget that is comprised inside PBHs, is found to be larger than one if eq. (3.33) is used, which clearly signals an inconsistency. This is in fact precisely what happens in ref. [1], where renormalisation procedures had to be introduced to cope with this issue, see appendix C. In the rest of this paper, we re-examine this problem with the excursion-set formalism, in order to assess more precisely the mass distribution of PBHs produced from the preheating instability.

4 Primordial black holes from metric preheating

We are now in a position in which we can apply the excursion-set formalism, presented in sections 3.2 and 3.3, to the calculation of the mass fraction of PBHs arising from the preheating instability described in section 2.

4.1 Collapse criterion

As explained in section 3.2, one of the two ingredients required by the excursion set approach is the critical value of the density contrast, above which PBHs form. This was derived in the case of metric preheating in section 2, see eq. (2.8). This formula provides a critical value for the density contrast evaluated at a time that depends on the scale $R$ (namely at the band-crossing time of $R$). Below, we rather choose to express all relevant quantities at the same reference time. The reason is that if the time of evaluation depends on the scale $R$, then, when deriving eq. (3.12), an additional term, which stands for the time evolution of the mode function, appears. This term acts as a drift term in the Langevin equation (3.14), but it can be absorbed by a change of variables. This amounts to rescaling $\delta$ with a transfer function that evolves the density contrast to a fixed time, hence is equivalent to working with fixed-time quantities anyway. In either case, one has to relate the value of the density contrast at the band-crossing time to its value at a fixed, reference time.

Two natural choices for such a reference time are (i) the time at the end of inflation and (ii) the time at the end of the instability phase. The problem with the latter choice is that, since coarse graining $\delta$ at a scale $R$ selects modes that are larger than $R$, see the discussion at the beginning of section 3.7.1, the scales that contribute to $\delta_R$ at the end of the instability are either sub- or super-Hubble, hence they have a priori different behaviours (i.e. different transfer functions) between the band-crossing time of $R$ and the end of the instability, which makes it harder to relate $\delta_R[\delta_{\text{bc}}(R)]$ with $\delta_R(t_f)$. The first option is therefore more convenient, since all scales larger than $R$ are super-Hubble between the end of inflation and the band-crossing time of $R$.

One thus has to study how $\delta$ evolves on super-Hubble scales during the oscillatory phase. In section 3.7.1, we explained how the comoving density contrast had to be considered. From eq. (3.29), it is related to the Bardeen potential via $\delta_k = -2/3|k/(aH)|^2\Phi_k$, while the Bardeen
Figure 2. Bardeen potential $\Phi_k$ rescaled by the curvature perturbation $\zeta_k$ during the last $e$-folds of inflation and the first $e$-folds of the oscillatory phase, in the same situation as the one displayed in figure 1, for a scale $k$ that is sufficiently far outside the Hubble radius such that $\zeta_k$ can be taken as constant. The blue line stands for the full numerical solution of eq. (3.30), seen as a differential equation for $\Phi_k(t)$, where $w(t)$ and $H(t)$ are extracted from figure 1. The red line stands for the approximation (4.1), $\Phi_k/\zeta_k = 3/5$, obtained as the late-time solution of eq. (3.30) when setting $w = 0$ and $H = 2/(3t)$, and towards which the full numerical result asymptotes after a few oscillations. The orange line stands for eq. (3.30) where we neglected $\dot{\Phi}_k/H$ with respect to $\Phi_k$. This approximation is well justified on super-Hubble scales during inflation, since $w$ is almost constant there, but fails during the subsequent oscillatory phase where $w$ vanishes on average but otherwise undergoes large oscillations.

Potential is related to the curvature perturbation through eq. (3.30). As shown in section 2, the curvature perturbation $\zeta_k$ is constant on super-Hubble scales during the oscillatory phase. As a consequence, if the equation-of-state parameter $w$ were constant, then eq. (3.30) seen as a differential equation for $\Phi_k$ would show that, up to a quickly decaying mode, $\Phi_k$ reaches a constant value, hence $\delta_k \propto (aH)^{-2}$.

However, during the oscillatory phase, $w$ is only constant on average, and otherwise undergoes large oscillations. Indeed, at leading order in $H/m$, the inflaton oscillates according to $\phi \simeq \phi_{\text{end}}(a_{\text{end}}/a)^3 \sin(mt)$, which gives rise to $w = \cos(2mt) + O(H/m)$. Through eq. (3.30), these oscillations give rise to oscillations in $\Phi_k$ with frequency $\sim m$, hence $\Phi'/(H\Phi)$ is of order $m/H \gg 1$ and can a priori not be neglected in eq. (3.30). Nonetheless, deep in the oscillatory phase, when $H \ll m$, these oscillations can be averaged out, and one has

$$\Phi_k \simeq \frac{3}{5} \zeta_k. \quad (4.1)$$

In order to verify the validity of this statement, in figure 2, we display the numerical solution
of eq. (3.30) in the same situation as the one shown in figure 1 (namely, from the numerical solution of the Klein-Gordon equation, we extract \(w(t)\) and \(H(t)\), and solve eq. (3.30) for \(\Phi_k(t)\) while assuming that \(\zeta_k\) is constant). We also superimpose the approximation (4.1). One can see that, after a few oscillations, it provides an excellent fit to the full numerical solution. Therefore, on average, the Bardeen potential is indeed constant, and \(\delta_k \propto (aH)^{-2}\).

As stressed above, all scales contributing to \(\delta_R\) are super-Hubble between the end of inflation and the band-crossing time, hence they all evolve according to \(\delta_k \propto (aH)^{-2} \propto a\) in a matter-dominated era. Therefore, \(\delta_R\) itself evolves in the same way, and

\[
\delta_R(t_{\text{end}}) = \delta_R(t_{\text{bc}}(R)) \frac{a_{\text{end}}}{a(t_{\text{bc}}(R))}. \tag{4.2}
\]

Combining this result with eq. (2.8), and denoting by \(R_{\text{end}}\) the value of \(R\) at the end of inflation, one obtains for the critical value of the density contrast at the end of inflation

\[
\delta_c(R, t_{\text{end}}) = \left( \frac{3\pi}{2} \right)^{2/3} \left[ \frac{H_{\text{end}}}{H_{\Gamma}} - (R_{\text{end}}H_{\text{end}})^3 \right]^{-2/3}. \tag{4.3}
\]

### 4.2 Overdensity variance

The second ingredient required by the excursion-set approach is the expected variance of \(\delta_R\), \(\sigma_R^2\), and how it relates to \(R\). If one sets the function \(\tilde{W}\) to a Heaviside function in eq. (3.6), see footnote 3, one has

\[
\sigma_R^2(t_{\text{end}}) = \int_0^{a/R} \mathcal{P}_\delta(k, t_{\text{end}}) \frac{dk}{k}. \tag{4.4}
\]

As explained in section 4.1, in the comoving gauge, the density contrast is related to the Bardeen potential via \(\delta_k = -2/3[k/(aH)]^2\Phi_k\), and the link between the Bardeen potential and the curvature perturbation is given by eq. (4.1). This gives rise to

\[
\sigma_R^2(t_{\text{end}}) = \left( \frac{2}{5} \right)^{2} \int_0^{a/R} \left( \frac{k}{a_{\text{end}}H_{\text{end}}} \right)^4 \mathcal{P}_\zeta(k, t_{\text{end}}) \frac{dk}{k}. \tag{4.5}
\]

In this expression, the curvature power spectrum \(\mathcal{P}_\zeta(k, t_{\text{end}})\) depends on the details of the inflationary phase that precedes metric preheating. Hereafter, we will assume that the inflationary potential can still be assumed as being almost quadratic at the time the scales of interest cross out the Hubble radius during inflation, where the mass of the inflaton is related to \(H_{\text{end}}\), and the power spectrum is obtained by solving the Mukhanov-Sasaki equation (2.1) numerically during inflation, starting from the Bunch-Davies vacuum.

### 4.3 Numerical results

As explained in section 3.2, in the excursion-set approach, the mass fraction of PBHs is directly related to the first-crossing-time distribution of realisations of the Langevin equation (3.14), see eq. (3.16). This distribution can be estimated using a Monte-Carlo sampling. In figure 3, we show a few realisations of the Langevin equation (3.14), for the density contrast \(\delta_R\) evaluated on comoving slices at the end of inflation. The collapse threshold obtained in eq. (4.3) is displayed with the (quasi) horizontal black dashed line, and in the right panel, the time of first crossing is shown with the vertical black dashed line.

This gives rise to the mass fraction displayed in figure 4 with the vertical black bars and where the size of the bars corresponds to a 5\(\sigma\) estimate of the statistical error using jackknife
resampling. We report a good convergence in estimating the mass fraction for a sample of 10^6 trajectories with 1000 logarithmically spaced values of $R$.

This method is, however, computationally expensive, especially in the tails of the distribution where one needs to simulate a very large number of Langevin realisations to compensate for the sparse statistics. Instead, as explained in section 3.3, one can solve the Volterra equation (3.24), making use of the numerical procedure outlined in appendix A. For $n_{\text{points}}$ values of $R$, this algorithm requires to invert a $n_{\text{points}} \times n_{\text{points}}$ lower triangular matrix, which is far more efficient than having to solve Langevin realisations.\footnote{In terms of numerical performance, when producing figure 4 we found on our machine that the Volterra approach is more than 1000 times faster than the Monte-Carlo sampling of Langevin realisations. This is a generic result: if $N_{\text{real}}$ realisations are simulated, the average number of points per bin is of order $\bar{n} \sim N_{\text{real}}/n_{\text{points}}$, hence the statistical error is of order $1/\sqrt{\bar{n}} \sim \sqrt{n_{\text{points}}/N_{\text{real}}}$. Requiring that this is smaller than a target accuracy $\epsilon$ leads to $N_{\text{real}} > n_{\text{points}}/\epsilon^2$. Since each realisation requires $n_{\text{points}}$ evaluations of the noise, the Langevin approach relies on $\sim n_{\text{points}}^2/\epsilon^2$ numerical operations. On the other hand, the Volterra method implies to invert a $n_{\text{points}} \times n_{\text{points}}$ triangular matrix (see appendix A), which requires $\sim n_{\text{points}}^2$ operations (using the “forward substitution” algorithm), and is thus more efficient by a factor $\epsilon^2$.} In practice, we find good convergence for $n_{\text{points}} \geq 500$. The result is displayed in figure 4 with the red line, where one can check that the two methods give compatible results.

The total fraction of the universe made of PBHs, $\Omega_{\text{PBH}}$, is obtained by integrating the mass fraction, see eq. (3.34). The result is shown in figures 5 as a function of $\rho_{\text{end}}$, the energy density at the end of inflation, and $\rho_{\Gamma}$, the energy density at the end of the instability phase. It is obtained from numerically solving the Volterra equation. One can see that the transition from small values of $\Omega_{\text{PBH}}$ to values of order one is very sharp, and that there

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_langevin_trajectories}
\caption{Example of Langevin trajectories for the density contrast evaluated on comoving slices at the end of inflation, and coarse-grained at the scale $R$, for $H_{\text{end}} = 10^{-8}M_{\text{Pl}}$ and $H_{\Gamma} = 10^{-25}M_{\text{Pl}}$. The (quasi) horizontal black dashed line shows the collapse criterion (4.3). In the right panel, we isolate one realisation and the vertical dashed line denotes the first crossing “time” (i.e. scale) of the critical threshold.}
\end{figure}
Figure 4. Mass fraction $\beta$ of primordial black holes for $H_{\text{end}} = 10^{-8}M_{\text{Pl}}$ and $H_{\Gamma} = 10^{-25}M_{\text{Pl}}$, as a function of the mass $M$ in grams. The vertical black bars stand for the distribution of first crossing times obtained from $10^6$ simulated realisations of the Langevin equation (3.14), binned into 1000 logarithmically spaced values of $R$. The size of the bars correspond to $5\sigma$ estimates of the statistical error by jackknife resampling. The red line corresponds to numerically solving the Volterra equation (3.24), using the method described in appendix A. The blue line displays the analytical approximation developed in section 4.4, which provides a good fit to the full numerical. The vertical green line denotes the mass at which $\beta$ peaks, as estimated from eq. (4.13), and the grey shaded area stands for the $1\sigma$ deviation of $\ln(M)$ according to the distribution $\beta(M)$, centred on its mean value.

exist a region in parameter space, corresponding to the dark red region in the right panel of figure 5, where the universe is dominated by a gas of PBHs already at the end of the oscillatory phase.

Another quantity of interest is the typical mass of the resulting black holes, which is displayed across parameter space in figure 6. In the left panel, the average mass is shown, in the form of $\exp(\langle \ln M \rangle)$, and one can see that in the region of parameter space in which PBHs are substantially produced, it spans a large range of values, from $10^g$ to $10^{33}g \sim M_\odot$, where $M_\odot$ is the mass of the sun. In the right panel, the standard deviation of $\ln(M)$ is displayed, in order to see how many orders of magnitude the mass fraction distribution covers (this standard deviation is also shown with the grey shaded stripe in figure 4). One can see that $\Delta \ln M < 2$, so the mass distributions never extend over many orders of magnitude.
Figure 5. Total fraction of the universe comprised in PBHs, $\Omega_{\text{PBH}}$, as a function of $\rho_{\text{end}}$, the energy density at the end of inflation, and $\rho_T$, the energy density at the end of the instability phase. On the left panel, we fix $\rho_{\text{end}} = 10^{-12} M_4^4$ and let $\rho_T$ vary. The solid red curve is the full numerical result obtained in the excursion-set approach. The dashed green line corresponds to the Press-Schechter result with the additional factor 2, which becomes exact in the limit of a scale-invariant threshold, see section 3.4.1. The dashed blue line corresponds to the analytical approximation (4.10). On the right panel, the full parameter space is explored (where $\rho_T < \rho_{\text{end}}$ since the oscillatory phase occurs after inflation). The colour encodes the value of $\Omega_{\text{PBH}}$, and the transition from tiny values to values close to one is very abrupt. The dashed blue line stands for the analytical estimate (4.11) for the location of this transition.

Figure 6. Typical masses of the PBHs produced in metric preheating. The left panel shows the average mass, computed from the mass fraction distribution. In the white region the abundance of PBHs is too small to be numerically resolved, hence the average mass cannot be computed. On the right panel, we show the standard deviation of $\ln(M)$, which describes the typical width of the mass fraction distribution.
4.4 Analytical approximation

In this section, we try to gain further analytical insight into the numerical results presented in section 4.3 by performing a few approximations. The main simplification comes from the remark that in eq. (4.3), $H_{\text{end}}/H_{\Gamma} \gg (R_{\text{end}}H_{\text{end}})^3$ except for the scales that enter the instability band close to the end of the oscillatory phase. Those undergo little amplification anyway, and are therefore mostly irrelevant for PBH production. In that limit, one can approximate eq. (4.3) as

$$\delta_c(R, t_{\text{end}}) \simeq \left( \frac{3\pi}{2} \frac{H_{\Gamma}}{H_{\text{end}}} \right)^{2/3},$$

(4.6)

which crucially does not depend on $R$ (hence on $S$) anymore. As explained in section 3.4.1, in that limit, the first passage-time distribution is given by eq. (3.25) and one recovers the result from the Press-Schechter formalism, with an additional factor 2. Note that this simplification is rather coincidental in the present case, since when expressed at the band-crossing time, the threshold is strongly scale dependent, but the behaviour of the comoving density contrast on super-Hubble scale is such that, when re-expressed at the end of inflation, it exactly cancels out that scale dependence (this is no longer true if other density contrasts are used, see appendix B).

We have not displayed the (two times) Press-Schechter formula (3.25) in figure 4 since it cannot be distinguished by eye from the red line (i.e. the full numerical result), confirming that this is indeed an excellent approximation. The (two times) Press-Schechter formula is, however, shown in the left panel of figure 5 as the dashed green line, where one can check that it reproduces the excursion set result very accurately.

Then, in order to make eq. (3.25) explicit, one needs to relate the overdensity dispersion $S = \sigma^2_R$ to the mass $M$, which implies to first derive an approximation for eq. (4.5). In single-field inflation, in the slow-roll approximation, one has [63, 64]

$$P_\zeta(k) \simeq \frac{H^2(k)}{8\pi^2 M_{\text{pl}}^2 \epsilon_1(k)},$$

(4.7)

where $H(k)$ and $\epsilon_1(k)$ are respectively the values of the Hubble parameter and the first slow-roll parameter when the scale $k$ crosses-out the Hubble radius during inflation. As argued before, towards the end of inflation when the inflaton approaches the minimum of its potential, the potential can be approximated as being quadratic, $V(\phi) \simeq m^2 \phi^2/2$. In such a potential, the slow-roll trajectory reads [65] $\phi(k) \simeq M_{\text{pl}} \sqrt{2 - 4(N - N_{\text{end}})}$. Given that, still at leading order in slow roll, one has $H^2 \simeq V/(3M_{\text{pl}}^2)$ and $\epsilon_1 \simeq (V'/V)^2/(2M_{\text{pl}}^2)$, this allows one to approximate the power spectrum (4.7) as $P_\zeta \simeq 3H^2_{\text{end}}/(24\pi^2 M_{\text{pl}}^2)[1 - 2 \ln(k/a_{\text{end}}H_{\text{end}})]^2$. Since we have made use of the slow-roll approximation, which breaks down when inflation ends, this formula is in fact accurate only for scales that emerge sufficiently early before the end of inflation, $k \ll a_{\text{end}}H_{\text{end}}$, and in this regime, eq. (4.5) gives rise to

$$\sigma^2_R = \frac{P_\zeta(k_{\text{end}})}{50} \left\{ 5 - \frac{4}{3} \ln \left( \frac{H_{\text{end}} M}{4\pi} \right) \left[ -3 - \frac{2}{3} \ln \left( \frac{H_{\text{end}} M}{4\pi} \right) \right] \right\} \left( \frac{H_{\text{end}} M}{4\pi} \right)^{-4/3}. \quad (4.8)$$

In this expression, we have used that the link between $R$ and $M$ is given by $M = 4\pi \rho R^3/3 = 4\pi H^2 R^3 M_{\text{pl}}^2$. By plugging eqs. (4.6) and (4.8) into eq. (3.25), one thus obtains an explicit expression for the mass fraction $\beta(M)$, that we do not reproduce here since it is not particularly insightful, but which is nonetheless straightforward.
Note that in general, the mass fraction has to be evolved from the time black holes form (which here depends on the mass) to the time at which $\beta$ is given, taking into account that PBHs may dilute at a different rate than the background energy density. However, here, given that the universe behaves as matter-dominated during the instability phase, $\beta$ remains constant so our result does correspond to the mass fraction at the time $t_\Gamma$, when the instability stops.

The corresponding formula is displayed in figure 5 with the solid blue line, and one can check that it gives a reliable approximation to the full result. It can thus be used to assess its overall integral, i.e. $\Omega_{\text{PBH}}$, and the mass at which it peaks, which we now do.

By integrating eq. (3.25) over $S$ (and reminding that $\delta_c$ does not depend on $S$), one has

$$\Omega_{\text{PBH}} = \text{erfc} \left[ \frac{\delta_c}{\sqrt{2S_{\text{max}}}} \right], \quad (4.9)$$

where $S_{\text{max}}$ is the maximal value of $S$, i.e. the one corresponding to the minimum value of $R$, or of $M$. It can thus be obtained by setting $M = 4\pi M_p^2 / H_{\text{end}}$ in eq. (4.8), giving rise to $S_{\text{max}} = \mathcal{P}_\zeta(k_{\text{end}})/10$. Making also use of eq. (4.6), one obtains

$$\Omega_{\text{PBH}} = \text{erfc} \left[ \frac{\sqrt{5 \mathcal{P}_\zeta(k_{\text{end}})}}{\sqrt{2 \mathcal{P}_\zeta(k_{\text{end}})}} \frac{3\pi}{2} \frac{H_{\Gamma}}{H_{\text{end}}} \right]^{2/3}. \quad (4.10)$$

This formula is displayed in the left panel of figure 5 with the dashed blue line, and is found to provide a good fit to the full numerical result. Furthermore, it allows one to identify the region of parameter space in which the universe is dominated by PBHs at the end of the instability phase, $\Omega_{\text{PBH}} > 1/2$, which reduces to

$$\frac{\rho_{\Gamma}}{\rho_{\text{end}}}^{1/4} < 8 \times 10^{-6} \left( \frac{\rho_{\text{end}}^{1/4}}{10^{16}\text{GeV}} \right)^{3/2}. \quad (4.11)$$

This upper bound is displayed with the dashed blue line in the right panel of figure 5, and one can see that it indeed provides an accurate estimate of the boundary between the region in parameter space in which PBHs are very abundantly produced and the region in which they remain subdominant. Up to a prefactor of order one, this also matches eq. (4.1) of ref. [1]. Indeed, the bound (4.11) corresponds to requiring that the instability phase be sufficiently long that when the linear theory is extrapolated throughout the oscillatory phase, the most amplified scales, i.e. the ones around the Hubble radius at the end of inflation, reach a typical value for the density contrast, $\sqrt{\mathcal{P}_\delta}$, that is of order one when the instability stops. This conclusion seems therefore to be robust to the inclusion of cloud-in-cloud effects, and to the detailed description of the mass distribution of PBHs, which the present, more refined analysis, allows for.

Our analytical approximation can also be used to estimate the typical mass at which the mass fraction peaks. From eq. (3.25), in the limit of a scale-invariant threshold, the distribution of first-crossing “times” peaks at $S_{\text{peak}} = \delta_c^2 / 3$. In practice, this may select a mass that is smaller than the Hubble mass at the end of inflation, which then indicates that the mass fraction is a decreasing function of the mass, and is maximal near the Hubble mass at the end of inflation,

$$M_{\text{end}} = \frac{4\pi M_p^2}{H_{\text{end}}} \simeq 10 g \left( \frac{\rho_{\text{end}}^{1/4}}{10^{16}\text{GeV}} \right)^{-2}. \quad (4.12)$$
Otherwise, in the regime where $M \gg M_{\text{end}}$, eq. (4.8) can be approximated by keeping the squared logarithmic term only, and in this limit one obtains

$$
\frac{M_{\text{peak}}}{g} \simeq 1.22 \times 10^{-9} \frac{\rho_{\text{end}}^{1/4}}{10^{16}\text{GeV}} \left( \frac{\rho_{\text{end}}^{1/4}}{\rho_{T}^{1/4}} \right)^2 \ln^{3/2} \left[ 3.62 \times 10^{-7} \left( \frac{\rho_{\text{end}}^{1/4}}{10^{16}\text{GeV}} \right)^2 \left( \frac{\rho_{\text{end}}^{1/4}}{\rho_{T}^{1/4}} \right)^{4/3} \right].
$$

(4.13)

This value is displayed with the dashed green line in figure 4, where one can check that it provides indeed a reliable estimate. It is interesting to notice that the condition (4.11) for an efficient production of PBHs is (roughly) equivalent to requiring that $M_{\text{peak}} > M_{\text{end}}$. As a consequence, in the regime where PBHs are abundantly produced, the peak mass is substantially larger than the Hubble mass at the end of inflation, and hence corresponds to scales that emerge from the Hubble radius several $e$-folds before the end of inflation. This is because, although smaller scales spend more time within the instability band and are thus more amplified, the initial value of their power spectrum is also smaller, and the trade-off selects intermediate scales.

5 Discussion and conclusion

In this work, we have made use of the excursion-set approach to accurately compute the mass distribution of primordial black holes that are produced during metric preheating. The parametric instability of metric preheating occurs in any inflationary model in which the inflaton oscillates around a minimum of its potential after inflation. It is therefore a rather generic, not to say inevitable, phenomenon, for which it is thus important to precisely characterise the properties of the resulting black holes. Since metric preheating leads to the amplification of a wide range of scales, the cloud-in-cloud mechanism, in which small-mass black holes are trapped inside regions later collapsing into larger-mass black holes, plays an important role. This is why one needs to go beyond the simplified, Press-Schechter-inspired, common estimate to assess the mass distribution of black holes.

After reviewing the different techniques that have been proposed in the literature to compute mass distributions of PBHs, and highlighting salient aspects of these methods that are most of the time only alluded to, we have studied the problem at hand with the excursion-set formalism, combining different numerical techniques (namely a direct Monte-Carlo sampling of Langevin realisations and numerical solutions of Volterra integral equations) and analytical approximations.

Assuming that the potential of the inflaton is almost quadratic in the last stages of inflation (and during the oscillatory phase), the result only depends on two parameters, namely the energy density at the end of inflation, $\rho_{\text{end}}$, and the energy density at the time the inflaton decays into other degrees of freedom and the instability stops [18], $\rho_{T}$.

We have found that in the region of parameter space corresponding to eq. (4.11), PBHs are very abundantly produced, in such a way that they even dominate the energy content of the universe at the end of the oscillatory phase. For this to happen, the inflaton needs to be sufficiently weakly coupled, such that more than 5 order of magnitude separate $\rho_{\text{end}}$ from $\rho_{T}^{1/4}$, but as soon as this is the case, one is led to this rather drastic conclusion that the universe undergoes an early phase of PBH domination.

The typical masses of the black holes range from 10 grams to the mass of the sun. For masses smaller than $10^{9}$ grams, PBHs evaporate before big-bang nucleosynthesis (BBN) and...
can therefore not be directly constrained. Heavier black holes would, however, survive until and after BBN, and given that the universe is radiation dominated at BBN, this excludes the region with $M > 10^9 \text{g}$ in figure 6a. In fact, even if $M > 10^9 \text{g}$, it was recently shown in ref. [16] that the gravitational potential underlain by a gas of PBHs induces the production of gravitational waves at second order in cosmological perturbation theory, and that these gravitational waves may lead to a backreaction problem if $\Omega_{\text{PBH}} > 10^{-4} (10^9 \text{g}/M)^{1/4}$ at the time PBHs form. This excludes the value $\Omega_{\text{PBH}} \sim 1$ for any $M > 10^9 \text{g}$, hence the whole region described by eq. (4.11), and located above the dashed blue line in figure 5, may be excluded too.

This region was correctly identified in ref. [1] already, in which metric preheating was studied with the simplified, Press-Schechter-inspired approach described in section 3.7.2. A detailed comparison between our result and the ones obtained in ref. [1] is given in appendix C. The main difference we find concerns the mass at which the mass distributions peak. While in ref. [1], it was found to correspond to the Hubble mass at the end of inflation, see eq. (4.12), in the present analysis we find that, in the regime where PBHs are substantially produced, the peak mass is substantially larger, see eq. (4.13). This is a consequence of the cloud-in-cloud mechanism, which could not be taken into account in ref. [1], and this has two main consequences. First, since heavier black holes take more time to Hawking evaporate, they survive for a longer period, hence the constraints on the parameters of the model arising from the present result are more stringent than the ones obtained in ref. [1], which made conservative assumptions as pointed out in that reference. Second, this implies that the bulk of the PBH population comes from modes that exit the Hubble radius several e-folds before the end of inflation, at a stage where it is not clear that the potential can still be approximated as being quadratic. This means that, in practice, it may be necessary to analyse each potential individually instead of using the generic parametrisation employed in this work. We have, however, provided all the relevant formulae and technical considerations for such an exploration to be carried out (the numerical code we have developed to produce the results presented in this article is also publicly available in the arXiv ancillary files).

Let us also highlight that, although a large range of scales is amplified during metric preheating, the mass distributions we have found are rather peaked, and never extend over more than a couple of orders of magnitude. This is in agreement with ref. [37], where the mass distribution associated to broad spectra was explored, and it was found to be quasi-monochromatic (i.e. peaked at a single mass), which corresponds to either the smallest enhanced scale or the largest enhanced scale, depending on the tilt of the spectrum. In the present case, we found that the peak mass arises at rather intermediate scales, but this is because the cloud-in-cloud mechanism plays an important role (such that the mass fraction at small masses is suppressed), while ref. [37] focused on regimes where the mass fraction remains small and the cloud-in-cloud phenomenon is almost absent.

Another remark of interest is that, as argued in section 3.7.1, we have evaluated the density contrast in comoving slices in order to apply our PBH formation criterion. In appendix B, we investigate the consequences on interpreting the formation threshold in a different slicing (namely the Newtonian one). While we find that most conclusions are unchanged, the main difference is that the mass distributions are much wider when working in the Newtonian slicing. This is because, in the Newtonian gauge, the density contrast is not suppressed on super-Hubble scales, hence large-scale fluctuations substantially contribute to the coarse-grained density perturbation inside a Hubble patch. This is precisely the effect we have tried to avoid by using the comoving slicing, since large-scale fluctuations should only lead
to a local rescaling of the background, and not determine the fate of overdensities inside the Hubble radius [60].

Let us also note that our analysis was restricted to scales that are larger than the Hubble radius at the end of inflation, and we did not explicitly compute the mass fraction at smaller scales. However, there is a small range of scales that are within the Hubble radius at the end of inflation, but that still enter from below the instability band during the oscillatory phase (see the lowest dotted line in figure 1). Although the physical status of those scales is unclear (since they remain within the Hubble radius throughout inflation, they behave as Minkowski vacuum fluctuations, and never undergo classical amplification [66–69]), they can nonetheless be readily incorporated in the excursion-set approach. When doing so, given that the corresponding range of scales is very narrow, and that the initial density contrast is tiny (since those scales are not excited during inflation), we find that this only adds a negligible, low-mass end to the mass distributions we have computed, so these scales can be safely discarded.

A final remark of interest is that the collapse criterion we have employed was derived in ref. [23] for a universe filled with a scalar field with quadratic potential by assuming a spherically symmetric profile for the overdensity. In the case of a universe filled with a pressureless perfect fluid, it is well known that PBH peaks no longer need to be rare and hence may not be close to spherically symmetric, and that corrections arising from spherical asymmetries typically lead to less abundant PBHs (see for instance ref. [70]). Although those two systems are different, as discussed in detail in ref. [18], one may expect that a similar effect takes place in the setup under consideration in this work. In order to address it, one would have to generalise the calculation of ref. [23] to non-spherical geometries, which could be the topic of future work.

In summary, by properly taking into account the cloud-in-cloud mechanism, which plays an important role in the metric preheating instability in which a large range of scales is enhanced, we have derived accurate predictions for the mass distribution of primordial black holes produced during preheating. Given that those black holes may dominate the universe for a transient period afterwards, reheat the universe by Hawking evaporation, and induce a detectable stochastic gravitational wave background [16], the details of these mass distributions may indeed have important cosmological consequences, some of which remain to be explored.
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A Numerical solution of the Volterra equation

In section 3.3 we have shown that the first-crossing-time distribution associated to the Langevin equation (3.14) satisfies a family of Volterra integral equation, one of them being of the form

$$P_{\text{FPT}}(S) = \left[ \frac{\delta_c(S)}{S} - \delta_c'(S) \right] P_{\text{free}} [\delta_c(S), S] + \int_0^S ds \left[ \delta_c'(S) - \frac{\delta_c(S) - \delta_c(s)}{S - s} \right] P_{\text{free}} [\delta_c(S) - \delta_c(s), S - s] P_{\text{FPT}}(s),$$

(A.1)
see eq. (3.24). Upon discretising the time variable according to $S = n\Delta s$ and $s = m\Delta s$, where $n$ and $m$ are integer numbers and $\Delta S$ is a numerical time step, the Volterra equation can be written as

$$P^n_{\text{FFT}} = X^n + M^m_n P^m_{\text{FFT}}, \quad \text{(A.2)}$$

where the implicit summation notation is employed. In this formula, $P^n_{\text{FFT}}$ and $X^n$ are vectors, and $M^m_n$ is a lower triangular matrix, with non-zero cells only if $m \leq n$, defined as

$$P^n_{\text{FFT}} = P_{\text{FFT}}(n\Delta S) \quad \text{(A.3)}$$

$$X^n = \left[ \frac{\delta_c(n\Delta s)}{n\Delta s} - \delta_c'(n\Delta s) \right] P_{\text{free}}[\delta_c(n\Delta s), n\Delta s] \quad \text{(A.4)}$$

$$M^m_n = \left[ \frac{\delta_c'(n\Delta s) - \delta_c'(m\Delta s)}{(n - m)\Delta s} \right] P_{\text{free}}[\delta_c(n\Delta s) - \delta_c(m\Delta s), (n - m)\Delta s]. \quad \text{(A.5)}$$

Note that we chose to solve the Volterra equation that is such that the diagonal of the matrix $M^m_n$ is 0. If one tries to discretise eq. (3.23) in general, then one obtains a matrix $M^m_n$ with diverging elements on the diagonal, unless the specific choice (3.24) is made, which proves its usefulness.

The solution to eq. (A.2) is simply given by

$$P_{\text{FFT}} = (\text{Id} - M)^{-1} X. \quad \text{(A.6)}$$

Since $\text{Id} - M$ is a lower triangular matrix, it can be easily inverted with the “forward-substitution” algorithm, the numerical cost of which only scales as the square of the size of the matrix (compared to cubic scaling in general).

### B Density contrast in the Newtonian slicing

In section 3.7.1, we motivated the choice of the comoving slicing to evaluate the density contrast on super-Hubble scales, and express our PBH formation criterion. In the present appendix, we explore the consequences of choosing a different slicing, in order to understand how much our conclusions depend on that choice. In practice, we consider the Newtonian slicing, which consists in setting $\alpha = \beta = -2$ in eq. (3.29), and eq. (3.31) reduces to

$$\delta_k \simeq -\frac{2}{5} \left[ 3 + \left( \frac{k}{aH} \right)^2 \right] \zeta_k. \quad \text{(B.1)}$$

The main difference with the comoving slicing is that, for a curvature perturbation that is scale invariant on super-Hubble scales, the density contrast is not suppressed anymore above the Hubble radius. This is why we discarded this choice of slicing in section 3.7.1, since super-Hubble scales should only lead to a local rescaling of the background field values inside a Hubble patch, and thus not contribute to whether or not a black hole forms.

In the Newtonian slicing, on super-Hubble scales, $\delta_k \simeq -\frac{2}{5} \zeta_k$, so $\delta_k$ is conserved since $\zeta_k$ is (and contrary to the comoving slicing where $\delta_k$ grows like the scale factor). This means that the variance of the density contrast can equally be evaluated at the end of inflation or at the band-crossing time, namely

$$\sigma_R^2(t_{\text{end}}) = \sigma_R^2(t_{\text{bc}}) = \left( \frac{6}{5} \right)^2 \int_0^{a/R} P_\zeta(k, t_{\text{end}}) \frac{dk}{k}. \quad \text{(B.2)}$$
The collapse criterion is given by eq. (2.8), and it is strongly scale dependent, contrary to the case of the comoving density contrast. As explained in section 3.4.2, a good approximation in the case of very red thresholds is given by the Press-Schechter formula without the additional factor of 2. This is explained by the fact that the barrier moves faster than the average trajectories and multiple crossings are unlikely.

We apply the techniques described in appendix A and present our results in figure 7. In figure 7a, one can check that indeed, the (one times) Press-Schechter formula provides a good approximation to the excursion-set result, up until $\Omega_{\text{PBH}}$ reaches $1/2$. This is because the Press-Schechter formula does not allow for more than half of the universe being collapsed. One can check that the condition (3.26) is indeed verified only when $\Omega_{\text{PBH}} < 1/2$. For that purpose we set $\epsilon \approx 1/2$ and, in figure 7a, we display

$$
\max_{\ln(R_1/R_2) > \epsilon} \left[ \frac{\sqrt{S(R_2) - S(R_1)}}{\delta_c(R_1) - \delta_c(R_2)} \right]
$$

Figure 7. PBH mass fraction if the formation criterion is interpreted in the Newtonian slicing.
with the solid yellow line. One expects the Press-Schechter formula to provide a good approximation when this quantity is below unity, which is indeed the case. Above $\Omega_{\text{PBH}} = 1/2$, the abundance of PBHs continues to slowly increase. This behaviour is rather different from the results obtained with the comoving density contrast in section 4.3, where we found an abrupt transition from $\Omega_{\text{PBH}} = 0$ to $\Omega_{\text{PBH}} = 1$, see figure 5.

Beside those differences, by comparing the right panel of figure 5 with figure 7b, one can see that the region of parameter space that substantially produces PBHs is roughly the same (in figure 7b, we have reported the dashed blue line of the right panel of figure 5 in order to guide the reader’s eye). By comparing figure 6a with figure 7c, one can see that the typical masses involved are also roughly the same. However, when comparing figures 6b and 7d, one realises that the mass distributions are much wider in the Newtonian case. This is because, since the density contrast is not suppressed on large scales in the Newtonian slicing, it yields a heavier large-mass tail than in the comoving slicing.

C Comparison with ref. [1]

In ref. [1], a calculation of the PBH abundance in metric preheating was performed by making use of the simplified, commonly used estimate presented in section 3.7.2. While this is enough to correctly identify the region in parameter space that leads to substantial PBH production, see the discussion below eq. (4.11), which is consistent with eq. (4.1) of ref. [1], this is a priori not sufficiently accurate to derive detailed predictions about the mass distribution, in particular in regimes where the cloud-in-cloud mechanism plays an important role.

In ref. [1], it was indeed pointed out that in cases where PBHs are abundantly produced, i.e. under the condition (4.11), the simple estimate of section 3.7.2 predicts $\Omega_{\text{PBH}} > 1$, which clearly signals its breaking down. In order to deal with this issue, two solutions were proposed in ref. [1]: either remove by hand the small-mass end of the distribution, in order to bring $\Omega_{\text{PBH}}$ back to one, and to model the possible absorption of small black holes into larger black holes (this was dubbed “renormalisation by absorption”); or stop the instability phase prematurely, at the time when $\Omega_{\text{PBH}}$ crosses one, since the universe stops being dominated by an oscillating scalar field at that point (this was dubbed “renormalisation by premature ending”). Since the later approach effectively removes larger-mass black holes from the distributions (given that heavier black holes come from larger scales, that enter the instability band later), it was assumed in ref. [1] that these two results would bound the true mass distribution on each side, and that any conclusion that can be drawn in both approaches probably applies to the actual result.

In this appendix, we want to verify these statements, and in figure 8, we compare the mass fraction obtained in this work (solid red line) with the formulas derived in ref. [1] when “renormalisation” is performed by absorption (olive line) or by premature ending (purple line), starting from the “raw” result (orange line) that leads to the problematic $\Omega_{\text{PBH}} > 1$. Although, as expected, neither approach provides a good description of the full result, the order of magnitude of the overall amplitude is correctly reproduced, and the actual mass distribution is indeed approximately bounded by the results from the two renormalisation procedures (although it is closer to the “renormalisation by absorption” result). This therefore confirms the relevance of ref. [1].

The main difference in the shape of the mass distribution concerns the location of the peak mass: in ref. [1], it was found that the mass where most PBHs form is the smallest mass that undergoes parametric amplification, i.e. the Hubble mass at the end of inflation,
Figure 8. Mass fraction $\beta$ of primordial black holes for $\rho_{\text{end}} = 10^{-12} M_{\odot}^{-4}$ and $\rho_{\Gamma} = 10^{-40} M_{\odot}$. As in figure 4, the red line corresponds to numerically solving the Volterra equation (3.24). The olive, orange and purple lines correspond to the results of ref. [1] and are taken from figure 4 of that reference. The orange line displays the “raw” result obtained with the estimate of section 3.7.2, which leads to the problematic $\Omega_{\text{PBH}} > 1$. Then, “renormalisation” is either performed by “premature ending” (purple dashed line) or by “absorption” (olive dashed line).

see eq. (4.12), or the cutoff mass in the case of “renormalisation by absorption”. Here, we find that the mass distribution peaks several orders of magnitude above that mass, see the discussion following eq. (4.13).
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