Probing spatial correlations in a system of polarizable nanoparticles via measuring its optical extinction spectrum
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Abstract – It is shown that quantitative information on spatial correlations in a system of polarizable particles can be extracted directly from its experimentally measurable optical spectra. For a collection of metallic nanoparticles (NPs), it is demonstrated that the degree of short-range correlation in NP’s positions can be evaluated by an appropriate numerical analysis of the extinction spectrum in the surface plasmon resonance region, given the polarizability of an individual NP. The spectrum analysis consists in the evaluation of a single number, which is the derivative of the ensemble response function in the vanishing polarizability limit, using the Tikhonov regularization method. This number has to be compared to pre-calculated values for a model NP system with given density and correlation parameters.

Introduction. – The optical properties of assemblies of almost identical polarizable particles, randomly distributed in space and coupled by electromagnetic interactions have attracted attention for a long time [1–3], since they are of interest for fields ranging from interstellar dust [4] to electrrophotologial fluids [5] to biosensors and single molecule detectors [6,7]. Metallic nanoparticles (NPs) dispersed in a dielectric matrix are a practically important example of such assemblies [8]. These nanocomposite materials have been proposed for environment sensing [9,10], tailoring color of functional coatings [11], enhancement of the non-linear response [12,13], energy harvesting in solar cells [14] and Raman scattering by molecules [15], amongst other applications of the nanophotonics. The goal of synthesis in this area is to produce NPs of a specified size and shape, distributed in a controlled way at or near the surface of a substrate or embedded in a host matrix [16]. In particular, formation of condensed films of nanoparticles is desired for several applications in nanotechnology and it is important to understand the structure and morphology of a NP monolayer [17].

Theoretical description of the optical properties of a composite containing NPs becomes particularly interesting (and complex) when the polarizable particles are non-randomly distributed in space [18–22], e.g., aggregate into clusters, possibly of a fractal dimension [20,23]. Note that NP aggregation is precisely one of the mechanisms proposed for sensing [7,10]; also it can enhance the detection capability of surface-enhanced spectroscopy methods [24]. Furthermore, NP clustering necessarily occurs during their self-assembling into superstructures, stimulated either by interactions with specially designed substrate [25] or by physical or chemical interactions between colloidal NPs [26]. When the particles lose their mobility (e.g., when the solvent is totally evaporated), the structure is frozen, together with the inter-particle correlations. The NP distribution thus formed can be a monodispersion or a complex agglomerate, with considerably different optical properties [27]. Is it possible to extract information concerning the spatial correlations in the particles’ positions from the experimentally measurable optical response of the system without performing tedious fitting of the spectra using a physically founded numerical model (that is, without repeatedly solving a high-order system of coupled equations describing the electromagnetic response of a collection of interacting particles)? Put in a general way, this is a hardly solvable ill-posed problem. It may seem desperate trying to solve the inverse problem in order to obtain the particle-particle correlation function from an experimentally measurable spectrum of some quantity, such as absorption or extinction, because the
spatial correlations affect the collective optical properties in a rather indirect way. However, we will show that it is possible to solve a more modest problem, namely, to determine a correlation parameter assuming a certain simple type of correlations in NP’s positions. In this work, we consider ensembles of (nano-)spheres which are polarized by an external electromagnetic wave and therefore are coupled via dipole-dipole interactions. Our calculations are performed for metallic NPs with the dielectric function described by the Drude model, distributed over a square or a cubic lattice. This is a playmodel that has been used by many authors before [2,3,19–21] employing the so-called coupled dipole equations (CDE), where the dipole-dipole interactions between the particles are represented by a second-rank tensor. Although CDE neglect higher-order interactions, their relative simplicity is a great advantage and the neglect of higher multipoles and retardation effects is justified when the electromagnetic wavelength is much larger than the size of the particles and the distance between them, while the particles are separated by, at least, some small gaps.1

The purpose of this work is to establish a functional relation between the spectral-dependent solutions of the CDE and the type and parameters of the particle-particle spatial correlation function. It will be demonstrated how optical spectroscopy data can be used in order to distinguish between some classes of spatial distributions of the particles, e.g., between a completely random distribution and a short-range correlated one where the particles form closely spaced pairs. We will show that it is possible to propose a numerical criterium that allows for conclusions concerning the degree of short-range correlation in the particles’ positions using the (experimentally measurable) extinction spectrum of the NP system. The central result consists in the calibration of this criterium as a function of two arguments, NP concentration and short-range correlation parameter, thus making it possible to classify an ensemble of NPs according to their collective optical response. Therefore it is expected that, at least, some classes of non-random distributions of the NPs can be distinguished by means of a rather simple analysis of their extinction spectra.

Coupled dipole equations. – First, we present the formalism used to describe the electromagnetic (EM) interactions between polarizable particles that randomly occupy some fraction of the sites of a regular lattice.2 If the characteristic wavelengths of the EM interactions involved are much larger than the size of each NP and the distance between them, the CDE system can be written as [2]:

\[
d_i = \alpha_0 \left( E_0 + \sum_{i\neq j} T_{ij} d_j \right),
\]

where \(i\) and \(j\) run over all \(N\) lattice sites, \(d_i\) is the dipole moment located at site \(i\), \(E_0\) is an external electric field that will be taken as uniform and directed along the \(z\)-axis in 3D, \(E_0 = (0, 0, E_0)\), where \(E_0\) is a constant. In eq. (1) \(T_{ij}\) is the dipole-dipole interaction tensor, \(T_{ij}^{\alpha\beta} = R_{ij}^{\alpha\beta} (3n_\alpha n_\beta - \delta_{\alpha\beta})\), where \(R_{ij}\) is the distance between lattice sites \(i\) and \(j\), \(\alpha\) and \(\beta\) denote Cartesian components and \(n\) is a unitary vector in the direction from site \(i\) to site \(j\). Let us express it in units of the lattice constant, \(l\), so \(T_{ij}\) is dimensionless and corresponds to a quasistatic approximation, in which \(T_{ij}\) is a real and symmetric matrix. The NP’s polarizability, \(\alpha_0\), is a complex function of frequency, \(\omega\). It is an experimentally controllable parameter. If the dipoles are spherical metallic (nano) particles, then we have \(\alpha_0(\omega) = a^3(\epsilon(\omega) - 1)/\epsilon(\omega) + 2\), and, within the classical Drude model [8], \(\epsilon(\omega) = (\epsilon_\infty/\epsilon_h) (1 - \omega_p^2/(\omega(\omega + i\Gamma_p)))\). Here, \(a\) is the NP radius, \(\epsilon_h\) is the dielectric constant of the host matrix, and \(\epsilon_\infty, \omega_p\) and \(\Gamma_p\) are the parameters of the plasma resonance in the NP material. Typical spectra of the real and imaginary parts of \(\alpha_0\) are shown in fig. 1. Note that the spectra only weakly depend on the NP size (through \(\Gamma_p\)), which is the reason why the size dispersion, unavoidable in real systems, in many cases can be ignored for plasmonic NPs. In principle, the local field at a particular sphere (the right-hand side of eq. (1)) includes also higher-order terms corresponding to the fields produced by the multipolar moments induced in all of the remaining spheres [22]. Taking them into consideration would increase the order of

Fig. 1: (Colour on-line) Real and imaginary parts of the polarizability for a Drude particle with \(\omega_p = 6.91\ eV\), \(\epsilon_\infty = 1.53\) (bulk Au parameters), \(\Gamma_p = 0.48\ eV\) (calculated for \(a \approx 3\ nm\) as in ref. [11]) and \(\epsilon_h = 5.63\). The inset shows the hodograph of the function \(\alpha_0\).
the system of equations \((N \times (2L + 1))\) for the \(L\)-multipolar moments) and involve higher-order polarizabilities, which scale as \(a^{2L+1}\) with the NP size. For the sake of simplicity, we shall limit ourselves to the dipole terms, since the quadrupole contribution to the local field is of the order of \((a/l)^2 \sim 0.1\).

Let \(\mathcal{D}\) be the dimension of the space \((\mathcal{D} = 3\) if we are dealing with a 3D problem and \(\mathcal{D} = 2\) in the 2D case). Denote by \(|p\rangle\) a vector with \(\mathcal{D} \times N\) components \((c\) is the fraction of lattice sites occupied by the particles). Let \(I\) be the set of indices corresponding to the occupied sites. Then we have \(|p\rangle = (p_{i_1,x}, p_{i_1,y}, p_{i_2,x}, p_{i_2,y}, \ldots, p_{i_{cN},x}, p_{i_{cN},y}, p_{p_{cN},z})\), where the index \(i_k\) is included if and only if it belongs to \(I\). We define the dimensionless polarization vector components, \(p_{i\alpha}\), as \(p_{i\alpha} = d_{i\alpha}/(E_0 a_0)\), \(i \in I\). The constant vector \(|e\rangle\) has components given by \(e_{i\alpha} = e_\alpha = (0,1)\), \(i \in I\), if \(\mathcal{D} = 2\), and, \(e_{i\alpha} = e_\alpha = (0,0,1)\), \(i \in I\), if \(\mathcal{D} = 3\). By \(\hat{M}\) we denote the \(\mathcal{D} \times \mathcal{D}\) matrix obtained from the \(\mathcal{D} \times \mathcal{D}\) matrix formed by blocks \(T_{ij}, i,j = 1,2,3\), eliminating all zero rows and columns. This is a dimensionless symmetric matrix with zero diagonal elements.

Now we can formulate the problem in the matrix form. Equation (1) is rewritten as

\[
|p\rangle = |e\rangle + a_0 \hat{M}|p\rangle .
\]

Its solution has the form \(|p\rangle = (I - a_0 \hat{M})^{-1}|e\rangle \equiv \hat{G}|e\rangle\), where \(\hat{G}\) is Green’s function. For regular (periodic) NP arrays, it can be readily obtained by using the Bloch theorem, which is not the case for disordered system considered here\(^3\). If we denote the eigenvalues of \(\hat{M}\) by \(g_k\) \((k = 1,2,\ldots, \mathcal{D} \times \mathcal{N})\) and the corresponding eigenvectors by \(|u_k\rangle\), then \(\hat{G}(a_0 \omega) = \sum_{k=1}^{\mathcal{D} \times \mathcal{N}} |u_k\rangle \langle u_k|/(1 - a_0 g_k)^{-1}\). It is a \(\mathcal{D} \times \mathcal{D}\) matrix on the spectral variable. Although normally the EM frequency \(\omega\) is used as such, we may also consider the polarizability \((a_0)\) as a complex spectral variable.

Most observable quantities of interest can be expressed via the Green function. One of these, the extinction cross-section characterizing the processes of both absorption and scattering of light by the particles, is given by [34]

\[
\sigma_e(\omega) = \frac{8\pi^2}{\lambda^3} \text{Im} \left( a_0 \sum_{n=1}^{N_1} \langle e|p_n\rangle F(\delta_n) \right) ,
\]

where \(\lambda\) denotes the wavelength, \(F(\delta_n)\) is the distribution function of \(N_1\) possible configurations of the \(N\)-dimensional vector, \(\delta = (\ldots, \delta_i, \ldots)\), that satisfy the condition \(|\delta| = cN\). The number \(N_1\) is given by \(N_1 = N!/((cN)!((1-c)N)!))\), \(\sum_{n=1}^{N_1} F(\delta_n) = 1\), and \(\sum_{n=1}^{N_1} F(\delta_n) = c\), for any site \(i\). The scalar product \(\langle e|p_n\rangle\) can be expressed through the Green function of the corresponding configuration of NPs: \(\langle e|p_n\rangle = \langle e|\hat{G}(\alpha)|e\rangle\).

Thus, the calculation of the optical response of a system of coupled dipoles with known \(F(\delta_n)\) is a straightforward (although possibly computationally hard) task. Two examples of calculated response spectra are shown in fig. 2. NP pairs oriented parallel to the applied field produce the low-energy peak in the strong clustering case, as has been observed experimentally [35].

**Ensemble response function.** Our purpose is to define a quantity that is connected with the distribution function, \(F(\delta_n)\), and, at the same time, directly related to the spectral properties of \(\hat{G}\). Let us consider the function

\[
\phi(\alpha) = \sum_{n=1}^{N_1} \langle e|\hat{G}(\alpha)|e\rangle F(\delta_n) .
\]

The values of \(\phi(\alpha)\), which we shall call ensemble response function (ERF), are known for \(\alpha = a_0 \omega\) (i.e., on the hodograph shown in the inset of fig. 1), since they can be obtained from experimental data for the extinction cross-section.

Let \(\omega_*\) be such that \(\text{Re}(a_0 \omega_*) = 0\). Set \(\alpha_* = a_0 \omega_*\). The function \(\phi(\alpha)\) is analytic in a disk \(\{\alpha | |\alpha - \alpha_*| < \sqrt{\alpha_*^2 + \Delta^2}; \Delta > 0; \Delta \ll 1\}\) containing zero. In a small neighbourhood of zero we have

\[
\phi(\alpha) = \sum_{n=1}^{N_1} \left( \langle e|e\rangle F(\delta_n) + 2\alpha \langle e|\hat{M}|e\rangle F(\delta_n) + \ldots \right) \\
= Nc + \alpha \sum_{i,j} K_{ij} \sum_{\alpha \beta} e_{i\alpha} e_{j\beta} F^{\alpha \beta} + \ldots
\]

---

\[^3\]Approximate methods, such as Bruggeman mean-field theory [32] and Maxwell-Garnett (MG) model [33], neglect correlations. Although the modified MG approach [19,21] does allow to include inter-particle correlations, it is still limited to relatively low concentrations.

![Fig. 2: (Colour on-line) Ensemble response function spectra, normalized to the maximum value, \(\tau = \phi(\alpha_0(\omega))/\max(\phi)\), for random (\(\xi = 0\), full curve) and strongly clustered (\(\xi = 20\), dashed curve) distributions of Au NPs on a square lattice (\(c = 0.2, a/l = 0.25\)). The SPR mode of a single NP is located at 2.37 eV, the peak at 2.31 eV is due to pairs of NPs occupying sites that are nearest neighbours along the direction of the applied field. Drude particle parameters are the same as in fig. 1.](image-url)
We are interested in cases where the (random) occupation of the lattice sites is correlated. This is described by the particle-particle correlation matrix $K_{ij}$ defined as follows:

$$K_{ij} = \sum_{n=1}^{N} \delta_{ij} F(\delta_{n}).$$

Then it follows from eq. (5) that the ERF derivative taken at $\alpha = 0$ is directly related to the correlation matrix,

$$\phi'(0) = \sum_{i,j} K_{ij} \sum_{\alpha,\beta} \epsilon_{\alpha} \epsilon_{\beta} T_{ij}^{\alpha\beta}.$$

In the absence of correlations, the non-diagonal elements of this matrix are given by $K_{ij} = c(cN - 1)/(N - 1)$ and $\lim_{N \to \infty} K_{ij} = c^2$. If correlations are present, $K_{ij}$ deviates from $K_{ij}$ (although the diagonal elements are always equal to c). The particular form of this matrix depends on the correlations present in the system but also on the topology and the coordination number of the underlying lattice. Nevertheless, it is symmetric and there is a sum rule following from the probability normalization, $\sum_{ij} K_{ij} = \frac{1}{2} cN(cN - 1)$.

The ERF derivative value (6), with an appropriate normalization, is the proposed criterion for the evaluation of the degree of particle-particle correlations in the NP ensemble. Obviously, it is not possible to extract the correlation matrix elements from the optical response spectrum, not even the pair correlation function, $k(r) = \sum_{i,j=1}^{N} \sum_{(i\neq j)} \sum_{R_{ij}=r} K_{ij}$ (where $r$ is the distance between the 1st, 2nd, etc. nearest neighbors in the lattice). This single number, obtainable from an experimentally measured spectrum, allows one to classify the NP ensemble as e.g., a strongly aggregated or a gas-like uncorrelated system. Of course, one needs calibration of the possible values of this quantity, which can be obtained by solving CDEs for a set of model systems where the particles are distributed according to predefined rules. Then the ERF derivative value obtained from the spectrum of the real system will show its similarity to one of these models. This is much less time consuming than the fitting of the experimental spectra.

So, technically the problem is reduced to the evaluation of $\phi'(0)$ from the known values of $\phi(\alpha_0(\omega))$. It can be done by means of an appropriate extrapolation procedure that will be used for both real and model spectra. For real spectra, this is a hard ill-posed problem (note that, according to eq. (3), the observable quantity that will allow us to compare simulation results with reality is proportional to $\Im m(\alpha_0(\omega))$). However, since the function $\phi$ is a rational function with poles of $\phi(\alpha)$ concentrated in the real axis, the Tikhonov regularization method [36,37] gives good results. The function $\phi(\alpha)$ can be represented as a sum of elementary fractions, $\phi(\alpha) = \sum_{a} \sum_{i=1}^{L} A_{ii}(B_{ii} - \alpha)^{-i}$, where $L_{i}$ is the order of the pole $B_{ii} \in \mathbb{R}$. Without loss of generality, $B_{ii} \neq B_{ik}$, $k \neq i$. Therefore we have $\phi(\alpha) = \sum_{i} A_{ii} / (B_{ii} - \alpha)$. According to eq. (3), the observable quantity that will allow us to compare simulation results with reality is proportional to $\Im m(\alpha_0(\alpha))$. In many cases, it is difficult to measure the absolute value of the observable, so it is convenient to define a spectral function with its maximum normalized to unity,

$$\tau(\alpha_0) = \frac{(3m(\alpha_0) \Re e(\phi(\alpha_0)) + \Re e(\alpha_0))}{\max |3m(\alpha_0(\alpha_0))|}.$$  

The symmetry of $\tilde{M}$ implies that $\Sigma > |B_k| > \Delta > 0$, where $\Delta$ and $\Sigma$ can be easily evaluated. Therefore, we can fix some numbers $B_k^0$ and $B_k$, $k = 1, \ldots, K$, uniformly distributed in the intervals $[\Delta, \Sigma]$ and $[-\Delta, -\Delta]$, respectively, and find the coefficients $A_k^0$ by solving the system,

$$\eta_m \sum_{i,j=1}^{N} \sum_{R_{ij}=r} \frac{A_k^0 B_k}{(B_k^0 - \xi_m)^2 + \eta_m^2} = \tau(\alpha_0(w_m)), \quad (7)$$

where $m = 1, \ldots, M$, $\omega_m$ is the set of frequencies corresponding to the observed values of $\tau_0(0)$, and $\tau_0(\omega_m) = \xi_m + \eta_m$.

Equation (7) can be rewritten in the form

$$\mathcal{M}A = T,$$

where $A$ is the vector of coefficients $A_k^0$, $k = 1, \ldots, K$. Note that the matrix $\mathcal{M}$ and the vector $T$ are not exactly known but are slightly different form their true values $M_0$ and $T_0$. We solve eq. (8) using Tikhonov’s regularization [36] with respect to a vector $\tilde{A}$ of coefficients $A_k^0$, $k = 1, \ldots, K$.

This vector can be chosen from a simple theoretical model approximately describing the experimental spectrum. The regularization parameter is chosen from the information on the error of measurements using well-known algorithms [37]. It is well known that the Tikhonov regularization method gives a good approximation to the so-called normal (with respect to $\tilde{A}$) solution $A_0$ to the system

$$\mathcal{M}_0A = T_0,$$

i.e., to the vector $A_0$ satisfying the condition

$$\|A_0 - \tilde{A}\| = \min_{A \in S} \|A - \tilde{A}\|,$$

where

$$S = \left\{ A : \|\mathcal{M}_0A - T\| = \min_{A'} \|\mathcal{M}_0A' - T\| \right\}.$$

Examples. – For a 3D lattice and z-axis chosen along the external field, $\phi'(0) = \sum_{i,j} K_{ij} T_{ij}^{zz}$. If the lattice is cubic and the particle distribution is isotropic, we can write in the continuum approximation

$$\phi'(0) = \int k(r) \frac{1 - 3 \cos^2 \theta}{r^3} r^2 d\Omega dr.$$

The integration yields zero whatever the pair correlation function is, since it depends only on the modulus of the radius-vector. Therefore, for an isotropic 3D ensemble of spherical particles, the ERF derivative is equal to zero. This is an important result, although it excludes the possibility of probing the correlations in this case.
Let us consider a square lattice, which can be seen as an ultimate anisotropic limit of the 3D case. Nearly 2D structures can be built from metal NPs grown by colloidal chemistry techniques [6,17,24,28,38,39]. Aggregation of NPs in such layers can occur as a result of some chemical treatment [39]. We shall limit ourselves by the case of short-range correlations that can be described by a single short-range order (SRO) parameter, \( \xi \). If one particle is located at a lattice site \( i \), the relative occupation probabilities by another particle for the remaining \( N - 1 \) sites (\( i \neq i_1 \)) are given by: \( P_{i/i_1} = c + \Delta_{i_1} \xi \), where \( \Delta_{i_1} = 1 \), if \( R_{i_1} = 1 \), and \( \Delta_{i_1} = 0 \), otherwise. If \( \xi > 0 \), this distribution corresponds to NP clustering. Using the Monte Carlo (MC) method, we generated a sufficiently large number of samples containing \( cN \) particles distributed over \( N = N_{2}^2 \) sites of a square lattice, and calculated the ERF spectra (by solving eqs. (1)) and the correlation matrix \( \langle K_{ij} \rangle \), for given values of \( \xi \) and \( c \). Two examples of the calculated spectra are shown in fig. 2. Since the eigenmodes of the system (for each MC sample) are known in this case, the normalized ERF derivative, \( \tau'(0) \), could be calculated explicitly and MC-averaged, as a function of \( c \) and \( \xi \). As we established empirically, the values of \( \tau'(0) \) become almost independent of the lattice size for \( N_x > 20 \). Of course, the results depend on the single-particle polarizability and its definition requires the knowledge of several essential parameters to be obtained from the experiment.

The calculated results are shown in fig. 3. First, in order to check the validity of the extrapolation procedure described above, it was applied to the calculated ERF spectra treated as “experimental” ones in this case. We verified that the SRO parameter obtained by applying this procedure coincides with the true one (used in the MC method), with a relative precision better than 1%. We also applied the extrapolation procedure with regularization to real experimental spectra of the extinction coefficient measured for thin colloidal gold films [38]. Although their colloidal layers were not exactly 2D NP systems (they consisted of approximately two NP monolayers), this should not be a serious problem, because we use normalized spectra. The mapping of this system to our lattice model is as follows. i) Assuming that NPs can touch, we take \( l = 2a_{NP} \), where \( a_{NP} \) is the “physical NP radius” determined by means of transmission electron microscopy [38]. Note that \( a_{NP} > a \) since the NP’s Au core was covered with a protecting shell. ii) The Drude model parameters were either taken as for bulk gold (\( \omega_p, \epsilon_\infty \)) or evaluated using the experimental spectra of ref. [38]. Namely, from the broadening of the extinction spectrum of NPs in colloidal solution we obtained \( \Gamma_p \approx 0.48 \) eV and from the peak position in the spectrum of the most diluted film we found the “host dielectric constant”, \( \epsilon_h \approx 5.63 \). Note that the latter is an effective parameter, since the particles located at the substrate/air interface and in each NP its metallic core is surrounded by its shell. Using a known semi-empirical relation [28] between \( \Gamma_p \) and the metallic particle radius, we can estimate the core radius as \( a \approx 3 \) nm. Therefore, we used \( a/l = 0.25 \) when computing the calibration data presented in fig. 3.

The values of the “clustering” criterion for three NP films studied in ref. [38] were calculated by roughly approximating the experimental spectra with Lorentzians and using the extrapolation procedure with regularization. They are shown in fig. 3 defining “compatibility curves” \( (c, \xi) \). If \( c \) is known experimentally, the clustering parameter is determined. For the present example, the fraction of occupied sites can be related to the NP volume fraction \( f \) (provided in ref. [38]), by \( c = 6f/\pi \). This way we obtained the values of \( c = 0.11; 0.18; 0.24 \) for the three films, respectively. Thus, we can conclude from fig. 3 that there was very little clustering in these films, excepting perhaps the lowest NP concentration one (\( \xi = 0.73 \)), as qualitatively confirmed by their microscopy images [38].

---

\[ \tau'(0) = \frac{\epsilon - \epsilon_\infty}{\epsilon + 2\epsilon_\infty} \]

\[ \epsilon = \frac{\sigma_e}{\lambda/(4\pi V)} \]

where \( V \) is the volume of the system.

---

\[ \tau'(0) = \frac{\epsilon - \epsilon_\infty}{\epsilon + 2\epsilon_\infty} \]

\[ \epsilon = \frac{\sigma_e}{\lambda/(4\pi V)} \]

where \( V \) is the volume of the system.
Conclusion. – In summary, we described a mathematical procedure allowing for the evaluation of the correlation parameter, which is a characteristic of short-range pairing of the polarizable particles, from the spectrum of an experimentally measurable quantity $\Im(m(\alpha_0\phi(\alpha_0)))$ (normalized to its maximum value). To demonstrate the correctness of this procedure, we numerically generated “experimental” spectra of a model 2D system of Drude particles assuming the nearest-neighbour pairing with a predefined SRO parameter ($\xi$) and obtained its value with high precision using the extrapolation method. For a true experimental spectrum, the calculation of $\tau'(0)$ yields a set of compatible pairs of parameters, ($c, \xi$), and, if the concentration is known independently, one determines $\xi$, as exemplified for the experimental data of ref. [38]. For an isotropic 3D ensemble of particles, the proposed criterion is shown to vanish, independently of the presence or absence of correlations (therefore, the mean-field approximation is to vanish, independently of the presence or absence of correlations (therefore, the mean-field approximation is valid [22]). In this case, any significant deviation of $\tau'(0)$ from zero would imply an anisotropy in the system. We would like to emphasize that the method is not limited to the simple model systems considered here. It can be applied to more complex systems with diagonal (random polarizabilities), non-diagonal (random coupling strengths) and topological (non-lattice) disorder, where the calculation of calibration curves will require the use of more elaborate models. The knowledge of the single-particle polarizability is required for the proposed analysis, in particular, the particle radius is important. Here we considered metallic NPs described by the Drude model but the procedure can be applied also to semiconductor quantum dots with the polarizability determined by localized exciton resonances, in which case it would be essential to introduce the NP size dispersion [40].
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