Bifurcation analysis field potential in isotropic materials defined by semi-spherical layers using finite elements
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Abstract. In this document, the finite element method is developed in three dimensions to find the potential field in a region composed of hemispherical shells defining subregions with different materials, the numerical solution is made by FlexPDE software version 7.12 and the general process to solve is shown Problems of three-dimensional differential equations using the Galerkin criterion to approximate functions by the linear combination of functions of form, thus, the differential problem is reduced to solve a set of algebraic equations to find the coefficients of the linear combination.

1. Introduction
In the solution of differential equations by means of numerical analysis, the numerical finite element method allows a quick response in comparison with analytical solution methods dividing the domain of the function into subdomains with predefined geometries in each of which some known functions are defined called form functions or “Shape Functions” in such a way that border conditions are met, this reduces the problem to finding a solution in finite subdomains or elements, hence it gets its name [1,2].

2. Steps for the solution of a differential equation using finite elements
To solve a problem with finite elements, the most important part that depends on the engineer is the topology of the elements with which the domain is going to be subdivided as this affects the approximation of the solution. The domain will be divided into an equivalent system of elements with associated nodes, choosing the type of element appropriately to get as close as possible to the geometry of the domain. (Figure 1).

Figure 1. Tetrahedral element taken from [2].
2.1. Select a function of form

Select a function of form in each element we define a function of defined form in the domain of each element and zero outside the domain, the most used functions are linear, quadratic and cubic polynomials because they are simpler to work with the formulation of finite elements, even so, trigonometric series can also be used [4]. The selected linear trigonal element is composed of 4 nodes whose function is (Equation (1)) [1].

\[ \phi = \alpha_1 + \alpha_2 x + \alpha_3 y + \alpha_4 z \]  

(1)

Matrix has to be (Equation (2)).

\[ \phi = \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \alpha_4 \end{bmatrix} \]  

(2)

For the four nodes located at the vertices of the tetrahedron, four equations are generated (Equation (3)).

\[
\begin{align*}
\phi_1 &= \alpha_1 + \alpha_2 x_1 + \alpha_3 y_1 + \alpha_4 z_1 \\
\phi_2 &= \alpha_1 + \alpha_2 x_2 + \alpha_3 y_2 + \alpha_4 z_2 \\
\phi_3 &= \alpha_1 + \alpha_2 x_3 + \alpha_3 y_3 + \alpha_4 z_3 \\
\phi_4 &= \alpha_1 + \alpha_2 x_4 + \alpha_3 y_4 + \alpha_4 z_4 
\end{align*}
\]  

(3)

The set of equations shown above can be represented as a matrix (Equation (4) and Equation (5)).

\[ \phi = C \alpha, \]  

(4)

where

\[ \phi = [\phi_1, \phi_2, \phi_3, \phi_4]^T \]

\[ C = \begin{bmatrix} 1 & x_1 & y_1 & z_1 \\
1 & x_2 & y_2 & z_2 \\
1 & x_3 & y_3 & z_3 \\
1 & x_4 & y_4 & z_4 \end{bmatrix} \]

\[ \alpha = [\alpha_1, \alpha_2, \alpha_3, \alpha_4]^T \]  

(5)

The scalar \( \phi_i \) is the value of the function at the point \((x_i, y_i, z_i)\); by clearing \( \alpha \) from the Equation (5) we have Equation (6).

\[ \alpha = C^{-1} \phi, \]  

(6)

which, when replacing in Equation (6), results Equation (7).

\[ \phi = [1 \ x \ y \ z]C^{-1} \phi \]  

(7)

The matrix \([1 \ x \ y \ z]C^{-1}\) defines the set of functions in such a way Equation (8).

\[ [N_1 \ N_2 \ N_3 \ N_4] = [1 \ x \ y \ z]C^{-1} \]  

(8)

Rewriting the above equation remains (Equation (9)).
quickly and accurately. From the formulation obtained equations, obtaining these matrices represents a great hum of the weak formulation in each element once the boundary conditions have been replaced in these.

\[ \begin{bmatrix} N_1 & N_2 & N_3 & N_4 \end{bmatrix} \begin{bmatrix} 1 & x_1 & y_1 & z_1 \\ 1 & x_2 & y_2 & z_2 \\ 1 & x_3 & y_3 & z_3 \\ 1 & x_4 & y_4 & z_4 \end{bmatrix} = [1 \times y z] \]

To facilitate the solution of the system, a system of volumetric coordinates can be obtained by subdividing the element into four tetrahedrons which result from the union of the four vertices of the tetrahedron with a point P contained within the element and dividing it by the total volume of the tetrahedron, this is Equation (10) [1]:

\[ L_1 = \frac{V_1}{V}, L_2 = \frac{V_2}{V}, L_3 = \frac{V_3}{V}, L_4 = \frac{V_4}{V} \]

Each \( V_i \) is the volume of each of the tetrahedrons that result from dividing the element, such as \( V_1 + V_2 + V_3 + V_4 = V \), then \( L_1 + L_2 + L_3 + L_4 = \frac{V_1+V_2+V_3+V_4}{V} = \frac{V}{V} = 1 \), from there, the linear form functions are defined as Equation (11):

\[ L_1 = N_1, L_2 = N_2, L_3 = N_3, L_4 = N_4 \]

Using the area coordinates, the volume integrals can be easily calculated using the following Equation (12) [1].

\[ \iiint_V l^a_1 l^b_2 l^c_3 l^d_4 dV = \frac{ abc df dt}{(3+a+b+c+d)!} 6V \]

2.2. Calculate the stiffness matrix and mass matrix for the elements

The matrices of stiffness and mass are obtained from the set of equations resulting from the development of the weak formulation in each element once the boundary conditions have been replaced in these equations, obtaining these matrices represents a great human effort, but a computer can calculate them quickly and accurately. From the formulation obtained in literal b, we have for each element (Equation (13)) [2].

\[ \iiint_S \Phi_i \frac{df}{dn} dA - \iiint_V \nabla \Phi_i \cdot \nabla f dV + \iiint (\Phi_i \cdot G) dxdydz = 0 \]

For the case of tetrahedral elements, there are four functions of form per element, and in total a set of \( 4 \times N \) equations where \( N \) is the number of elements in which the domain is subdivided, such as the function \( f(x, y, z) \) is approximate as Equation (14).

\[ f(x, y, z) \approx \sum_{i=1}^{n} \Phi_i f_i \]

Then, writing the weak form as the generalized form of the Galerkin criterion is obtained Equation (15) [1].

\[ Kf = F = \iiint_V \nabla \Phi_i \cdot \nabla f dV + \iiint_S \Phi_i \frac{df}{dn} dA + \iiint (\Phi_i \cdot G) dxdydz \]
3. Numerical experiments

The solution of the Laplace equation is proposed to find the potential field in a region defined by hemispherical shells in which each one has different materials (Equation 16).

\[ \nabla \epsilon \nabla V = 0 \]  \hspace{1cm} (16)

Being \( V \) the potential the region and the parameter \( \epsilon \) depends on the material. As shown in Figure 2, each shell is composed of different materials represented by different colors and constants \( K \).

![Figure 2. Domain with hemispherical shells of different material.](image)

The boundary conditions are: On the outer surface (red surface in Figure 2) the potential is zero, and on the inner surface, (blue-green surface) the potential is one, the software chosen for the solution of this problem is FlexPDE version 7.12, in this software, the definition of the regions is done in parts, first the inner surface is defined (lower half of the red surface) and then a layer is defined, which must always be between surfaces, the layers are the space between two surfaces, and that is where each constant \( K \) is defined, so it is built from bottom to top surface and layer, until reaching the upper surface (upper half of the red surface), the construction process of the surfaces is shown in Figure 3 construction of the surfaces that define the domain of the problem [3,4]. The development of the Equation (17) is as follows.

![Figure 3. Construction of the surfaces that define the domain of the problem.](image)

\[ \Delta \epsilon \nabla V = 0 \]
\[ \iiint_{V} \Phi_{i} \Delta \epsilon \nabla V \, dV = 0 \]
\[ \epsilon \iiint_{V} \Phi_{i} \Delta V \, dV = 0 \]  \hspace{1cm} (17)

Applying Gauss's theorem Equation (18).

\[ \epsilon \left[ \iiint_{S_{1}} \Phi_{i} \frac{dV}{dn} \, dA - \iiint_{V_{i}} \nabla \Phi \cdot \nabla V \, dV \right] = 0 \]
\[ \iiint_{V_{i}} \nabla \Phi_{i} \cdot \nabla V \, dV = \iint_{S_{1}} \Phi_{i} \frac{dV}{dn} \, dA \]
\[ \iint_{V_{i}} \Phi_{i} \frac{dV}{dx} + \frac{d\Phi_{i}}{dy} \, dy + \frac{d\Phi_{i}}{dz} \, dz \, dV = \iint_{S_{1}} \Phi_{i} \left( \frac{dV}{dx} + \frac{dV}{dy} + \frac{dV}{dz} \right) \, dA \]  \hspace{1cm} (18)

For tetrahedral elements, the functions of form \((N_i)\) in each of the elements is Equation (19):
\[
\begin{bmatrix}
N_1^N & N_2^N & N_3^N & N_4^N
\end{bmatrix} = [1 \times y \times z] \cdot C^{-1}
\]

\[C = \begin{bmatrix}
1 & x_1 & y_1 & z_1 \\
1 & x_2 & y_2 & z_2 \\
1 & x_3 & y_3 & z_3 \\
1 & x_4 & y_4 & z_4
\end{bmatrix}
\]

(19)

In Figure 4, three-dimensional mesh showing the different surfaces that are each defined by a different color you can see in different color each surface declared in exPDE, this has nothing to do with the value of K for each region, you can also see the tetragonal elements that subdivide the domain whose surfaces are triangular [7,8].

In each individual element is defined a function that delivers the potential in each internal point, the union of the solutions in all the elements is the approximation of the solution in the whole domain when making a cross section in \(Z = 0.1\), the equipotential lines in said surface can be observed (Figure 5) [9,10].

![Figure 4. Three-dimensional mesh showing the different surfaces area each defined by a different color.](image1)

![Figure 5. Equipotential lines in Z = 0.1.](image2)

It is appreciated as in the interior material (with a \(K = 3\)) there are more abrupt changes, and in the middle (with a \(K = 50\)), the solution is more uniform, this could be exploited by increasing the size of the elements in the intermediate region and decreasing the size of the elements of the innermost region without altering the global quantity of finite elements to increase the resolution in the region where the solution varies more with the position, because it is not generally known a priori in which regions require more resolution due to large variabilities of the solution could be carried out in two stages [11,12].

![Figure 6. Electric field Z = 0.15.](image3)
Figure 6 shows the electric vector field in a portion of the surface at $Z = 0.15$, again the differences in the behavior of the solution according to the material are observed, which shows the utility of the method in circumstances with diverse geometries such like this case in which the domain is defined by semi cylindrical shells with different materials whose analytical solution represents a greater computational effort with a maximum error of 1.329% compared with the solution with finite elements [13].

4. Conclusion
As can be seen in Figure 5, the electric field depends inversely on the permittivity of the material, this can be exploited by decreasing the size of the elements in the regions with less permittivity and increasing them otherwise.

References
[1] Evans L C 2010 Partial differential equations (United States of America: American Mathematical Society)
[2] M Fedoryuk 1999 Asymptotic Methods for partial differential equations (Heidelberg: Springer-Verlag)
[3] Ledoux V, Daele M V & Berghe G V 2005 MATSLISE: A MATLAB package for the numerical solution of Sturm-Liouville and Schrödinger equations ACM Transactions on Mathematical Software (TOMS) 31(4) 532
[4] Gonzáles J et al 2017 Design of electric field relaxers using particle swarm optimization and finite element method Technological 20(38) 27
[5] Reddy B D 2013 Introductory functional analysis: With applications to boundary value problems and finite elements (New York: Springer Science & Business Media)
[6] Alzate P P C 2014 A Survey of the implementation of numerical schemes for linear advection equation Advances in Pure Mathematics 4(8) 467
[7] Quarteroni A, Sacco R & Saleri F 2010 Numerical mathematics (New York: Springer Science & Business Media)
[8] Roy A G, Conjeti S, Karri S P K, Sheet D, Katouzian A, Wachinger C & Navab N 2017 ReLayNet: retinal layer and fluid segmentation of macular optical coherence tomography using fully convolutional networks Biomedical Optics Express 8(8) 3627
[9] Zhang W, Jiang H, Yang Z, Yamakawa S, Shimada K & Kara L B 2019 Data-driven upsampling of point clouds Computer-Aided Design, 112 1
[10] Tribello G A, Ceriotti M & Parrinello M 2010 A self-learning algorithm for biased molecular dynamics Proceedings of the National Academy of Sciences 107(41) 17509
[11] Farimani A B, Gomes J, Sharma R, Lee F L, & Pande V S 2018 Deep learning phase segregation ArXiv, abs/1803.08993
[12] Settgast C, Abendroth M & Kuna M. 2019 Constitutive modeling of plastic deformation behavior of open-cell foam structures using neural networks. Mechanics of Materials 131 1
[13] Papadrakakis M & Lagaros N D 2002 Reliability-based structural optimization using neural networks and Monte Carlo simulation Computer Methods in Applied Mechanics and Engineering 191(32) 3491