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Abstract

Hurricane-driven storm surge is one of the most deadly and costly natural disasters, making precise quantification of the surge hazard of great importance. Surge hazard quantification is often performed through physics-based computer models of storm surges. Such computer models can be implemented with a wide range of fidelity levels, with computational burdens varying by several orders of magnitude due to the nature of the system. The threat posed by surge makes greater fidelity highly desirable, however such models and their high-volume output tend to come at great computational cost, which can make detailed study of coastal flood hazards prohibitive. These needs make the development of an emulator combining high-dimensional output from multiple complex computer models with different fidelity levels important. We propose a parallel partial autoregressive cokriging model to predict highly-accurate storm surges in a computationally efficient way over a large spatial domain. This emulator has the capability of predicting storm surges as accurately as a high-fidelity computer model given any storm characteristics over a large spatial domain.
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1 Introduction

Storm surge is one of the most severe natural disasters that can lead to significant flooding in coastal areas that brings multi-billion dollar damages and is responsible on average for half of lives lost from hurricanes (Rappaport, 2014). On average, inflation-normalized direct economic damages to the U.S. (1900-2005) are estimated at $10 billion per year and increasing as a result of storm surges (Pielke Jr et al., 2008). Since 2005, there have been 12 hurricanes whose total U.S. damages exceeded $10 billion (NOAA National Centers for Environmental Information, 2019). For instance, Hurricane Katrina (2005) caused over 1500 deaths and total estimated damages of $75 billion in the New Orleans area and along the Mississippi coast as a result of storm surge (FEMA, 2006). To mitigate these impacts, studies are carried out to evaluate the probabilistic hazard (e.g., Cialone et al., 2017; Niedoroda et al., 2010) and risk (e.g., Fischbach et al., 2016) from coastal flooding through a synthesis of computer modeling, statistical modeling, and extreme-event probability computation. Here computer modeling is used to predict the storm surge hazard initialized by hurricanes, statistical modeling is used to determine the distribution of hurricane characteristics, and extreme-event probability is used to assess the flood hazard. These studies support development and application of flood insurance rates, building codes, land use planning/development, infrastructure design and construction, and related goals by providing hazard levels at a range of frequencies (e.g., Aerts et al., 2014). Similarly, forecast simulations are used to support a wide array of operational needs, most notably disaster mitigation and evacuation planning/preparedness (e.g., Blanton et al., 2018; Georgas et al., 2016).

The ADCIRC ocean circulation model (Luettich and Westerink, 2004; Westerink et al., 2008) is the primary computer model in the U.S. to predict storm surges in coastal areas. It was certified by the Federal Emergency Management Agency (FEMA) for coastal flood hazard study and has been successfully used in a large number of applications, including FEMA flood hazard map updates (e.g., FEMA, 2008; Hesser et al., 2013; Jensen et al., 2012; Niedoroda et al., 2010) and in support of United States Army Corps of Engineers (USACE) projects (e.g., Cialone et al., 2017; Wamsley et al., 2013). These studies develop surge and wave hazard elevations corresponding to a range of frequencies, from the 50% annual exceedance level to the 0.01% annual exceedance level.

In the risk assessment of coastal flood hazard, ADCIRC needs to be run for a large number of storm characteristics. ADCIRC can be run at different levels of accuracy due to the sophistication of the physics incorporated in mathematical models, accuracy of numerical solvers, and resolutions of meshes. Although ADCIRC can be run efficiently in parallel on large supercomputers (Tanaka et al., 2011), its computational cost scales with the cube of the spatial resolution, meaning that very high fidelity models are several orders of magnitude more expensive than lower fidelity ones. By incorporating the physics of ocean waves, ADCIRC can generate storm surges with even greater fidelity, but this adds another order of magnitude to the run time as compared to the uncoupled ADCIRC model (Dietrich et al., 2012). For instance, a single high-resolution, coupled simulation in
Southwestern Florida takes roughly 2000 core-hours on a high-performance supercomputer (Towns et al., 2014). As a result, research often uses coarser models without wave effects, even though the importance of more advanced, detailed models in estimating storm surge has been well-demonstrated (e.g., Marsooli and Lin, 2018; Yin et al., 2016).

An important scientific demand is to develop an emulator - a fast probabilistic approximation of a simulator - that can produce highly accurate storm surges over a large spatial domain. The development of an emulator is needed in probabilistic flood studies dealing with climate change where a broad host of variables need to be considered. For instance, risk studies with relatively simple surge models estimate the current coastal flooding risk to New York City alone at over 100 million U.S. dollars per year (Aerts et al., 2014). But these estimates are highly sensitive to underlying assumptions that remain to be explored (e.g., de Moel and Aerts, 2011; Fischbach et al., 2016). Similarly, high-fidelity studies of coastal flooding changes associated with sea level rise and/or climate change have shown complex, nonlinear changes in flooding patterns that simpler studies cannot uncover (Liu et al., 2019).

The main scientific goal in this article is to develop an emulator that can not only predict highly accurate storm surges but also can be run very quickly over a large spatial domain. The development of an emulator for the high-fidelity storm surge model directly can be computationally prohibitive, since the high-fidelity storm surge model requires a tremendous amount of computing resources just to obtain a single run. An alternative is to develop an emulator that can combine a limited number of highly accurate simulations from a high-fidelity but expensive surge model and a larger number of less accurate simulations from a low-fidelity but cheaper surge model. Combining simulations from different fidelity levels relies on the idea that, after quantifying discrepancy between models of different fidelity levels, information from the low-fidelity surge model can facilitate prediction at high fidelity.

Several statistical works have been proposed to combine output from simulators at different fidelity levels based on a well-known geostatistical method called cokriging (see Chapter 3 of Cressie, 1993). The idea to emulate multifidelity computer models is originated in Kennedy and O’Hagan (2000) using an autoregressive cokriging model - a cokriging model with a Markov assumption. The work in Kennedy and O’Hagan (2000) has been extended in several ways. For instance, Qian and Wu (2008) propose a Bayesian hierarchical formulation. Le Gratiet (2013) devises an efficient Bayesian approach to estimate model parameters. Konomi and Karagiannis (2021) introduce nonstationarity by partitioning the input space via a Bayesian tree structure. Ma (2020) develops objective Bayesian analysis for an autoregressive cokriging model. A typical assumption in univariate autoregressive cokriging models is the hierarchically nested design, which is not always preferred as discussed in Qian and Wu (2008). All these works focus on univariate computer model output without addressing the high-dimensionality challenge and possibly non-nested design in the storm surge application.

To address challenges due to high-dimensionality in the output space and non-nested design, we propose the parallel partial (PP) cokriging emulation methodology that can
deal with high-dimensional output over a large spatial domain and non-nested design. In particular, the PP cokriging emulator is an extension of the PP kriging emulator (Gu and Berger, 2016) on different levels of fidelity code with massive output. To allow non-nested design, we develop a data-augmentation technique for parameter estimation via Monte Carlo expectation-maximization (MCEM) algorithm. For prediction, we develop a sequential prediction approach in which prediction at a higher fidelity level requires prediction to be made at a lower fidelity level. The proposed PP cokriging emulator explicitly introduces nonstationarity through spatially-varying the mean parameters and variance parameters in Gaussian processes at each fidelity level and also allows fast computations in an empirical Bayesian framework.

The remainder of the article is organized as follows. Section 2 introduces the storm surge application with two storm surge simulators. In Section 3, we present the proposed methodology to handle high-dimensional output and non-nested design. In Section 4, an analysis of storm surge simulators is performed with the proposed methodology. Section 5 is concluded with discussions and possible extensions.

2 Application of interest: Storm Surge

This section describes the storm surge simulators with their discrepancy highlighted and the simulation design that is used for this study.

2.1 Storm Surge Simulators

ADCIRC is a hydrodynamic circulation numerical model that solves the shallow-water equations for water levels and horizontal currents using the finite-element method over an unstructured gridded domain representing bathymetric and topographic features (Luetich and Westerink, 2004). Information about ADCIRC can be accessed at https://adcirc.org. In what follows, we will refer to ADCIRC as the low-fidelity simulator, meanwhile we will refer to the coupled ADCIRC + SWAN model as the high-fidelity simulator. The latter incorporates the Simulating WAves Nearshore (SWAN) wave model (Booij et al., 1999; Zijlema, 2010) in order to enhance system physics and accuracy. This is achieved by tightly coupling the ADCIRC and SWAN models, simulating them on the same unstructured mesh (Dietrich et al., 2011, 2012). This coupling is important for accurate prediction of waves in the nearshore, which ride on top of storm surge and bring substantial destructive power to coastal structures and defenses.

Figure 1 shows a basic diagram for the ADCIRC simulator and the ADCIRC + SWAN simulator. In this study, we focus on six input parameters to characterize the storm: $\Delta P$, $R_p$, $V_f$, $\theta$, $B$, $\ell$, with their physical meaning given in Table 1. These parameters will be treated as inputs in the ADCIRC simulator. Although the behavior of hurricanes is much more complex than this characterization, using this simplified storm parameterization is acceptable for the probabilistic characterization of future storms since no practical or robust model exists to represent these effects for surge-frequency calculations for future
Fig. 1. Diagram of storm surge models based on ADCIRC and storm parameters. The left panel shows ADCIRC and its coupling with SWAN. The right panel shows storm parameters when a storm approaches the coastline (Toro et al., 2010). ADCIRC has bathymetry and topography mesh and wind and pressure fields as inputs. Storm parameters are used to derive the wind and pressure fields.

storms. In this application, the response variable of interest is the peak surge elevation (PSE) for each landfalling hurricane simulated from these surge models, where the peakness is taken across time over the course of one storm.

Table 1. Storm characteristics parameters.

| Input variables | Physical meaning                                      |
|-----------------|-------------------------------------------------------|
| $\Delta P$      | central pressure deficit of the storm (mb)            |
| $R_p$           | scale pressure radius in nautical miles               |
| $V_f$           | storm’s forward speed (m/s)                           |
| $\theta$        | storm’s heading in degrees clockwise from north       |
| $B$             | Holland’s $B$ parameter (unitless)                    |
| $\ell$          | landfall location in latitude and longitude           |

2.2 Model Validation

In this work, our goal is to develop an emulator for this coupled ADCIRC + SWAN model for storm surge prediction. The detailed validation of the coupled ADCIRC + SWAN model has been performed against a variety of data sources (tide harmonic constituent data, surge measurements, water level gages, and wave buoy data) and storm events (Hurricane Charley 2004, Tropical storm Gabrielle 2001, Hurricane Donna 1960) in FEMA coastal flood hazard studies (e.g., FEMA, 2017). The coupled ADCIRC + SWAN model has been validated to observed surges in several studies for historical storms, and shows good model performance with typical errors below 0.3 meters (Cialone et al., 2017; Dietrich et al., 2011, 2012; FEMA, 2017).

From a physics perspective, ADCIRC + SWAN explicitly incorporates ubiquitous wave effects on water levels and currents through the SWAN model. Before modern comput-
ing, wave setup effects were determined via approximate equations and added onto surge hazard estimates. Now, model coupling is standard practice for both researchers and practitioners to more correctly represent the physical processes, with clear benefits (e.g., Dietrich et al., 2011). ADCIRC + SWAN has been used in all regions of the U.S. Gulf and Atlantic coasts (including our study region) by both FEMA and USACE in their flood hazard studies. Flooding forecasting work still struggles to utilize coupled models because of the computational cost, and our work also has the potential to aid such efforts, partly thanks to the speed of emulator construction. There is a substantial need to develop an efficient emulator for the high-fidelity simulator ADCIRC + SWAN to aid flood hazard studies and forecasting work.

2.3 Model Simulation Setup

In FEMA coastal flood hazard studies (e.g., FEMA, 2017), storm surge hazard assessment is accomplished via the annual exceedance probability (AEP) for hurricane-prone areas. The quantification of AEP requires large-scale numerical simulations from ADCIRC. Statistical modeling is used to develop characteristics of synthetic storms based on historical tropical cyclones. The wind and pressure fields are used as inputs into hydrodynamic models such as ADCIRC to predict storm surges. In this application, the ADCIRC simulator and the ADCIRC + SWAN simulator are run on the same mesh with 148,055 nodes (spatial points). The mesh and simulation characteristics were constructed for a FEMA coastal flood hazard study in Southwest Florida (FEMA, 2017) and these simulations were carried out using the same standards and methods documented in that study. The peak surge hazard estimates produced by that study are considered to represent current conditions (i.e. sea level and climate in the years around when the study is done), and the joint probability distribution of tropical cyclone parameters is constructed from regional historical data.

We primarily focus on peak storm surges at \( N = 9,284 \) spatial locations in the Cape Coral subregion of the study area, since Cape Coral is a study region in the FEMA Region IV’s mission. Section S.1 of the Supplementary Material gives a brief description of coastal flood study and shows the full mesh of ADCIRC and the selected spatial locations. To design the experiment, we select 50 unique combinations of storm parameters \((\Delta P, R_p, V_f, \theta, B)\) based on the maximin Latin hypercube design (LHD) in the input domain \([30,70] \times [16,39] \times [3,10] \times [15,75] \times [0.9,1.4]\). This parameter range corresponds to a core region of major surge hazards of interest in the FEMA coastal study (FEMA, 2017). For each combination of these 5 storm parameters, the landfall location \( \ell \) is repeated with one \( R_p \) spacing along the coastline in Cape Coral. For each of the 5 storm parameters, the initial position of landfall location is randomly chosen, meaning that no two storms make landfall at the same location, and the number of landfalls for each of the 50 parameter combinations varies, with a higher number of smaller storms; this reflects the smaller spatial scale of storm surge for smaller storms, which necessitates higher sampling to capture the more localized response. The meteorological forcing in both the
ADCIRC simulator and the ADCIRC + SWAN simulator is produced by a single group (Oceanweather, Inc.) using the work in Cardone and Cox (2009). The full simulation can be found from the Coastal Flood Modeling Database - Southwest Florida (Asher and Liu, 2022).

In total, we obtained 226 inputs, meaning that on average, each of the 50 parameter combinations is used to generate 4.5 storms. These 226 inputs will be referred to as $X_0$. We randomly selected 60 inputs from the 226 inputs to run the ADCIRC + SWAN simulator, which will be referred to as $X_2$. Here 60 model runs are selected because the folklore for Gaussian process emulation is to use 10$d$ model runs. Then we randomly selected 150 inputs from the the remaining 166 inputs to run the ADCIRC simulator, which will be referred to as $X_1$. To characterize the difference between the ADCIRC simulator and the ADCIRC + SWAN simulator, we also randomly chose 50 inputs from the 60 inputs to run the ADCIRC simulator, which will be referred to as $X_2^1$. Let $X_1 := X_1^1 \cup X_2^2$ be the collection of 200 inputs from $X_1^1$ and $X_2^2$. Notice that only 50 inputs in the ADCIRC + SWAN simulator are nested within the 200 inputs in the ADCIRC simulator.

Figure 2 shows peak surge elevations over 9,284 spatial locations from the ADCIRC simulator and the ADCIRC + SWAN simulator at two different input settings $x_1 = (48.30, 20.48, 6.187, 62.28, 1.260, -82.08, 26.59)^\top$ and $x_2 = (68.85, 34.34, 8.778, 55.57, 1.066, -82.15, 26.69)^\top$. The output surfaces also have very different variations in different regions at each fidelity level. This indicates that a spatially-varying mean function or a spatially-varying variance function may help capture the spatial variations in the output space. The third column shows that PSEs have their maximum difference less than 0.3 meters between the low and high fidelity simulators, and also shows that the discrepancy has different spatial structures. At some specific regions such as the Fort Myers Beach (on the top right panel), very sharp changes can be detected. Physically, the changes in the surge elevation arise from differences in the spatial and temporal structures of the surge-only versus the wave response to storm forcing. For instance, in the top panel, the addition of wave-driven water level setup leads to greater overtopping (a situation when waves are higher than the dunes or structures they encounter) of coastal barrier islands, bringing greater water into the semi-protected bays in the southeastern portion of the figure. It can be difficult to detect these sorts of patterns without modeling wind-driven wave effects. In what follows, we develop a cokriging-based emulator to approximate the high-fidelity simulator by combining simulations from a limited number of high-fidelity runs and a larger number of low-fidelity simulation runs.

3 Multifidelity Computer Model Emulation

Section 3.1 gives a brief introduction of the general autoregressive cokriging framework, and Section 3.2 presents the proposed methodology called parallel partial cokriging.
Fig. 2. Comparison of model runs from the ADCIRC simulator and the ADCIRC + SWAN simulator at two input settings. The first and second columns show the model runs from the low-fidelity simulator and the high-fidelity simulator. The third column shows the difference between the high-fidelity run and the low-fidelity run.

3.1 Background on Autoregressive Cokriging Modeling

Assume that the computer model can be run at \( s \) levels of sophistication corresponding to output functions \( y_1(\cdot), \ldots, y_s(\cdot) \). The computer model associated to \( y_t(\cdot) \) is assumed to be more accurate than the one associated to \( y_{t-1}(\cdot) \) for \( t = 2, \ldots, s \). Let \( X \) be a compact subset of \( \mathbb{R}^d \), which is assumed to be the input space of computer model. Further assume that the computer model \( y_t(\cdot) \) is run at a set of input values denoted by \( X_t \subset X \) for \( t = 1, \ldots, s \), where \( X_t \) contains \( n_t \) input values. The autoregressive cokriging model at any input \( x \in X_t \) is

\[
y_t(x) = \gamma_{t-1}(x)y_{t-1}(x) + \delta_t(x), \quad t = 2, \ldots, s,
\]

where \( \delta_t(\cdot) \) is the unknown location discrepancy representing the local adjustment from level \( t-1 \) to level \( t \), and \( \gamma_{t-1}(x) \) is the scale discrepancy representing the scale change from level \( t-1 \) to level \( t \) at input \( x \). This well-interpreted model is induced from the so-called Markov assumption: no further information is gained about \( y_t(x) \) by observing \( y_{t-1}(x') \) for any other \( x \neq x' \) (Kennedy and O'Hagan, 2000).

To account for uncertainties in the unknown functions \( y_1(\cdot) \) and \( \delta_t(\cdot) \), we assign Gaussian processes

\[
y_1(\cdot) | \beta_1, \sigma_1^2, \phi_1 \sim \mathcal{GP}(\mathbf{h}_1^\top(\cdot) \beta_1, \sigma_1^2 r(\cdot, \cdot | \phi_1)), \\
\delta_t(\cdot) \sim \mathcal{GP}(\mathbf{h}_t^\top(\cdot) \beta_t, \sigma_t^2 r(\cdot, \cdot | \phi_t)),
\]

for \( t = 2, \ldots, s \). \( \mathbf{h}_t(\cdot) \) is a vector of basis functions and \( \beta_t \) is a vector of coefficients at fidelity level \( t \). In practice, the basis functions \( \mathbf{h}_t(\cdot) \) along with \( \mathbf{w}_t(\cdot) \) should be determined by exploratory data analysis following standard Gaussian process modeling procedure. \( \gamma_{t-1}(x) \) can be modeled as a basis function representation, i.e., \( \gamma_{t-1}(x) = \mathbf{w}_{t-1}(x)^\top \xi_{t-1} \),
where $\mathbf{w}_{t-1}(\mathbf{x})$ is a vector of known basis functions and $\mathbf{\xi}_{t-1}$ is a vector of unknown coefficients. Here, $r(\cdot, \cdot | \mathbf{\phi}_t)$ is a correlation function with correlation parameters $\mathbf{\phi}_t := (\phi_{t,1}, \ldots, \phi_{t,d})^\top$ at fidelity level $t$, where $d$ denotes the number of input parameters. Following the seminar work (Sacks et al., 1989), we use the product form of correlation structure to allow anisotropy in each input dimension, i.e., $r(\mathbf{x}, \mathbf{x}' | \mathbf{\phi}_t) = \prod_{i=1}^d r(x_i, x_i' | \phi_{t,i})$, where each $r(x_i, x_i' | \phi_{t,i})$ can be chosen as the Matérn correlation function although other choice is available (see Ma and Bhadra, 2022). The Matérn correlation function is

$$r(u | \phi) = \frac{2^{1-v}}{\Gamma(v)} \left( \frac{\sqrt{2v}u \phi}{\phi} \right)^v K_v \left( \frac{\sqrt{2v}u \phi}{\phi} \right),$$

where $u = |x_i - x_i'|$ is the Euclidean distance, $K_v$ is the modified Bessel function of the second kind, and $v$ is the smoothness parameter that controls the mean-square differentiability of random processes. Following the standard practice of computer model emulation, $v = 2.5$ is chosen because of its closed form expression and twice mean-square differentiability of random processes (e.g., Ma, 2020).

One way to implement the autoregressive cokriging model defined in Equations (3.1) and (3.2) for the storm surge application is to treat spatial coordinates as an additional input parameter. This can avoid dealing with the high-dimensional output, but it requires dealing with large-scale computations in evaluating the likelihood function. In particular, we have $9,284 \times 200$ model output values for the low-fidelity simulator ADCIRC and $9,284 \times 60$ ones for the high-fidelity simulator ADCIRC + SWAN. Fitting the autoregressive cokriging model by treating spatial coordinates as an additional input would require about $1.4 \times 10^{19} = (9284 \times 260)^3$ flops to evaluate the likelihood and about 46,252 gigabytes memory to store the covariance matrix with double precision. In addition, the computation of the predictive distribution would be infeasible in standard computers as large number of unknown parameters could not be analytically integrated out; this is because the experimental design in our application is not necessarily fully nested across levels of code as required in existing autorigressive cokriging implementations (e.g., Kennedy and O’Hagan, 2000; Le Gratiet, 2013; Qian and Wu, 2008). Another challenge is to model nonstationarity in the output space, where the storm surges in Cape Coral show strong heterogeneous spatial dependence structures.

### 3.2 The Parallel Partial Cokriging Emulator

We propose the parallel partial cokriging emulator that couples ideas from the parallel partial Gaussian process (Gu and Berger, 2016) with the cokriging model. This approach mitigates the aforementioned challenges in the storm surge application.

We consider that at each level the output functions and their additive discrepancy functions are modeled as multivariate GPs where each dimension corresponds to a spatial location. This induces a cokriging model with high-dimensional output due to the massive spatial locations available. Two popular ideas for modeling multivariate output in computer models are the nonseparable covariance model between the input space and

---
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output space via basis-function representations for outputs Higdon et al. (2008) and the separable covariance model between input space and output space (Conti and O’Hagan, 2010).

However, these approaches have not been developed in the multifidelity setting. What follows is to discuss whether they can provide useful ideas to solve the storm surge application. Specifically, the basis-function representation approach (Higdon et al., 2008) requires the output to be represented in terms of a few principal components. However, exploratory analysis suggests that this is not possible in the storm surge application, due to the large changes in the storm output from different input simulations. For the separable model (Conti and O’Hagan, 2010), it is computationally infeasible due to massive output that the storm surge simulators generate for each simulation. To deal with the high-dimensional output in the separable model, Gu and Berger (2016) propose the PP Gaussian process emulator, which assumes conditionally independent Gaussian processes for each spatial coordinate with the same range parameter. This approach is able to borrow information across the data-poor input dimensions when the data are rich in the spatial dimension with linear computational cost in terms of the number of simulator outputs $N$. However the adoption of the PP ideas in the multifidelity setting with possibly non-nested designs is not straightforward. What follows is to introduce the proposed emulator methodology.

### 3.2.1 The Parallel Partial Cokriging Model

In the storm surge application, we have $s = 2$ fidelity levels for computer models: ADCIRC and ADCIRC + SWAN. Each simulation of these computer models generates output values at the same $N = 9,284$ spatial locations. Let $n_t$ denote the number of computer simulations at fidelity level $t$, where $n_1 = 200$ and $n_2 = 60$ in the application. Let $y_{t,j}$ be a vector of output values over all inputs in $X_t$ at coordinate $j$ and fidelity level $t$. Let $y^t := [y_{t,1}, \ldots, y_{t,N}]$ be a $n_t \times N$ matrix of output values across all input values and all spatial locations at level $t$. Let $y^j := (y_{1,j}^T, \ldots, y_{s,j}^T)^T$ be a vector of output values at coordinate $j$ over all inputs in $X$ and all fidelity levels.

For each coordinate $j = 1, \ldots, N$ and fidelity level $t = 2, \ldots, s$, we specify the cokriging model for any input $x \in X_t$ as

$$y_{t,j}(x) = \gamma_{t-1,j}(x)y_{t-1,j}(x) + \delta_{t,j}(x).$$

(3.3)

Here, for $y_{t-1,j}(x)$ and $\delta_{t,j}(x)$, we assign Gaussian processes priors:

$$y_{1,j}(\cdot) \mid \beta_{1,j}, \sigma^2_{1,j}, \Phi_1 \sim \mathcal{GP}(h_1^T(\cdot)\beta_{1,j}, \sigma^2_{1,j}r(\cdot, \cdot | \Phi_1)),$$

$$\delta_{t,j}(\cdot) \sim \mathcal{GP}(h_t^T(\cdot)\beta_{t,j}, \sigma^2_{t,j}r(\cdot, \cdot | \Phi_1)),$$

(3.4)

where $h_t(\cdot)$ is a vector of common fixed basis functions across all $N$ spatial locations. In the storm surge application, these basis functions are assumed to be constant functions based on exploratory analysis. For $\gamma_{t-1,j}(x)$, it is represented as a function of $x$, but it will be assumed as unknown constants in the real application, i.e., $\gamma_{t-1,j}(x) := \gamma_{t-1,j}$.
since the physics knowledge suggests that the coupled computer model ADCIRC+SWAN tends to generate higher storm surges than ADCIRC due to the wave effects. For each coordinate \( j \), we assume different regression parameters \( \hat{\beta}_j := \{ \hat{\beta}_{1,j}, \ldots, \hat{\beta}_{s,j} \} \), different variance parameters \( \sigma_j^2 := \{ \sigma_{1,j}^2, \ldots, \sigma_{s,j}^2 \} \), and different scale discrepancy parameters \( \gamma_j := \{ \gamma_{1,j}, \ldots, \gamma_{t-1,j} \} \). The correlation parameters \( \phi_j \) are assumed to be the same across different spatial coordinates to simplify computations following (Gu and Berger, 2016).

We call the proposed model defined in (3.3) and (3.4) the parallel partial cokriging model. The “parallel partial” reflects the fact that our model can be thought of as involving different autoregressive cokriging models at each coordinate which share common input correlation parameters. As mentioned in Section 3.1, likelihood-based inference requires that the collection of input runs at each level is nested in order to have closed-form inference, i.e., \( \mathcal{X}_t \subset \mathcal{X}_{t-1} \). In the next section, we present a data-augmentation technique to deal with possibly non-nested design so that statistical inference based on the PP cokriging model can be carried out.

### 3.2.2 Data Augmentation for Non-Nested Design

The specification of convenient priors facilitating the tractability of the marginal likelihood and the analytic integration of the unknown parameters require the available experimental design to be fully hierarchical nested; i.e., \( \mathcal{X}_{t+1} \subset \mathcal{X}_t \). This restrictive requirement can be found by examining the likelihood that results from (3.3) and (3.4) and it is inherited from the cokriging model. As this requirement is not satisfied in our application, to address this issue we propose a suitable data-augmentation remedy that imputes the data with missing values to create a fully nested design.

We replace the original input design \( \mathcal{X}_t \) by \( \hat{\mathcal{X}}_t = \mathcal{X}_t \cup \tilde{\mathcal{X}}_t \) such that \( \tilde{\mathcal{X}}_t := \mathcal{X}_{(t+1):s} \setminus \mathcal{X}_t \) represents a collection of missing inputs that have not been run by the simulator at fidelity level \( t \) in order to form a nested design, where \( \mathcal{X}_{(t+1):s} := \cup_{k=0}^{s} \mathcal{X}_k \) represents the collection of observed inputs from fidelity level \( t+1 \) up to the highest fidelity level \( s \). Let \( \tilde{y}_{t,j} \) be a vector of missing output values at all inputs in \( \tilde{\mathcal{X}}_t \) at coordinate \( j \) and fidelity level \( t \). In what follows, we use \( \tilde{n}_t \) to denote the number of input values in the augmented set \( \tilde{\mathcal{X}}_t \). Let \( \tilde{\mathbf{y}}_j := (\tilde{\mathbf{y}}_{1,j}^\top, \ldots, \tilde{\mathbf{y}}_{s,j}^\top)^\top \) be a vector of missing output values at coordinate \( j \) over all fidelity levels, where \( \tilde{\mathbf{y}}_{s,j}^\top \) is defined to be empty for notational convenience. Let \( (\hat{\mathbf{y}}_t)_j^{(N)} := (\hat{\mathbf{y}}_{t,1,j}^\top, \ldots, \hat{\mathbf{y}}_{t,N,j}^\top)^\top \) be a vector of missing output at fidelity level \( t \) over all \( N \) spatial coordinates. Let \( \tilde{\mathbf{y}}_{t,j} := (\tilde{\mathbf{y}}_{t,j}^\top, \tilde{\mathbf{y}}_{t,j}^\top)^\top \) be a vector of augmented output over all inputs at fidelity level \( t \) at the \( j \)th spatial coordinate and \( \hat{\mathbf{y}}_{j}^{\varphi} := (\hat{\mathbf{y}}_{j}^{\varphi}^\top, \hat{\mathbf{y}}_{j}^{\varphi}^\top)^\top \) be a vector of augmented output over all inputs at coordinate \( j \). Then the augmented sampling distribution at coordinate \( j \) is

\[
L(\hat{\mathbf{y}}_{j}^{\varphi} \mid \beta_j, \gamma_j, \sigma_j^2, \phi_j) \propto \pi(\hat{\mathbf{y}}_{1,j} \mid \beta_{1,j}, \sigma_{1,j}^2, \phi_1) \prod_{t=2}^{s} \pi(\hat{\mathbf{y}}_{t,j} \mid \hat{\mathbf{y}}_{t-1,j}, \beta_{t,j}, \gamma_{t,j}, \sigma_{t,j}^2, \phi_t),
\]  

(3.5)
The augmented posterior distribution $\pi$ where each conditional distribution is given in Section S.4 of the Supplementary Material. Let $\tilde{fidelity}$ code as well as demonstrate the good performance of the PP cokriging emulator. with the proposed data-augmentation technique. These examples show that Incorpo-
non-nested design conjugate priors and break the training problem into smaller more tractable ones.

In Section S.2 and Section S.3 of the Supplementary Material, artificial examples are used to illustrate the performance of autoregressive cokriging with a non-nested design with the proposed data-augmentation technique. These examples show that Incorporating information from a low-fidelity code can improve inferential results on the high-fidelity code as well as demonstrate the good performance of the PP cokriging emulator.

3.2.3 Empirical Bayesian Inference via an MCEM Algorithm

Let $\tilde{y}^D := (\tilde{y}_1, \ldots, \tilde{y}_N)$ be a $(\sum_{i=1}^s n_i) \times N$ matrix of augmented outputs over all fidelity levels and all spatial locations. We introduce the following notation: $\beta := (\beta_1^T, \ldots, \beta_N^T)^T$, $\gamma := (\gamma_1^T, \ldots, \gamma_N^T)^T$, and $\sigma^2 := (\sigma_1^2, \ldots, \sigma_N^2)^T$. The overall augmented sampling distribution across all $N$ spatial locations is the product of each augmented sampling distribution

$$L(\tilde{y}^D | \beta, \gamma, \sigma^2, \phi) = \prod_{j=1}^N L(\tilde{y}_j^D | \beta_j, \gamma_j, \sigma_j^2, \phi).$$ (3.6)

We specify the following a priori model for the unknown parameters

$$\pi(\beta, \gamma, \sigma^2, \phi) = \pi(\phi) \prod_{j=1}^N \left\{ \pi(\beta_{s,j}, \sigma_{s,j}^2) \prod_{l=1}^{s-1} \pi(\beta_{l,j}, \gamma_{l,j}, \sigma_{l,j}^2) \right\},$$ (3.7)

where independent Jeffreys priors can be assigned on $\beta_{t,j}, \gamma_{t-1,j}, \sigma_{t,j}^2$: i.e., $\pi(\beta_{t,j}, \gamma_{t-1,j}, \sigma_{t,j}^2) \propto \frac{1}{\sigma_{t,j}^2}$ for $t = 2, \ldots, s$, and $\pi(\beta_{1,j}, \sigma_{1,j}^2) \propto \frac{1}{\sigma_{1,j}^2}$ at each coordinate $j$. For each level $t$, we assign a jointly robust prior (Gu, 2019) on $\phi_t$ which is a proper prior and has desirable properties for Gaussian process emulation.

After integrating out model parameters $\{\beta, \gamma, \sigma^2\}$, the conditional distribution of $\tilde{y}^D$ given $\phi$ is

$$\pi(\tilde{y}^D | \phi) = \prod_{j=1}^N \pi(\tilde{y}_{1,j} | \phi_1) \prod_{t=2}^s \pi(\tilde{y}_{t,j} | \phi'_t, \tilde{y}_{t-1,j}),$$ (3.8)

where each conditional distribution is given in Section S.4 of the Supplementary Material. The augmented posterior distribution $\pi(\phi | \tilde{y}^D)$ can be obtained via Bayes’ theorem: $\pi(\phi | \tilde{y}^D) \propto \pi(\tilde{y}^D | \phi) \times \pi(\phi)$, where $\pi(\phi)$ is a proper prior.
To estimate $\phi$, we adopt an empirical Bayesian approach which maximizes the integrated posterior $\pi(\phi \mid \tilde{y}_j^\otimes)$, since empirical Bayes approaches provide faster computational results compared to the fully Bayesian ones which often require Markov chain Monte Carlo methods. As direct maximization of $\pi(\phi \mid \tilde{y}_j^\otimes)$ is impossible due to the intractable form of $\pi(\phi \mid \tilde{y}_j^\otimes)$, we introduce a Monte Carlo expectation-maximization (MCEM) algorithm (Dempster et al., 1977; Wei and Tanner, 1990) to tackle this challenge. The MCEM algorithm consists of two important steps: in E-step, the Q-function is defined as a function of certain conditional expectation that is approximated by Monte Carlo methods; in M-step, maximization of this function is performed with respect to the unknown parameters; for detailed development of this MCEM algorithm; see Algorithm 1 of the Supplementary Material.

3.2.4 Prediction

For any new input $x_0 \in \mathcal{X}$, the goal is to make prediction for $\{y_{s,j}(x_0), j = 1, \ldots, N\}$ based upon the data $y^\otimes$. With the prior model (3.7), the predictive distribution of interest is $y_{s,j}(x_0 \mid y^\otimes, \phi)$ for $j = 1, \ldots, N$.

In what follows, we derive a new approach to predicting $y_{s,j}(x_0)$ and termed it as a sequential prediction approach. The idea is to add the new input $x_0$ to each collection of missing inputs $\tilde{\mathcal{X}}_t$ such that a hierarchically nested design can be obtained. To fix the notation, we define $\tilde{\mathcal{X}}^0_t := \tilde{\mathcal{X}}_t \cup \{x_0\}$ and $\tilde{\mathcal{X}}^0_t := \tilde{\mathcal{X}}_t \cup \tilde{\mathcal{X}}^0_t$. Hence the collection of inputs $\{\tilde{\mathcal{X}}^0_t : t = 1, \ldots, s\}$ also forms a nested design with $\tilde{\mathcal{X}}^0_t \subset \tilde{\mathcal{X}}^0_{t-1}$. Let $y(x_0) := (y_1(x_0)^\top, \ldots, y_s(x_0)^\top)^\top$ with $y_j(x_0) := (y_{1,j}(x_0), \ldots, y_{s,j}(x_0))^\top$. The predictive distribution of $y(x_0)$ given $y^\otimes$ and $\phi$ is the product of $N$ independent distributions with

$$
\pi(y(x_0) \mid y^\otimes, \phi) = \prod_{j=1}^N \pi(y_j(x_0) \mid \tilde{y}_j^\otimes, \phi).
$$

The following result gives the predictive distribution at each spatial coordinate. Its proof follows from standard kriging theory.

**Proposition 1 (Sequential Prediction).** Given the PP cokriging model and the non-informative priors (3.7), the predictive distribution across all fidelity levels at spatial coordinate $j$ for $j = 1, \ldots, N$ is

$$
\pi(y_j(x_0) \mid \tilde{y}_j^\otimes, \phi) = \pi(y_{1,j}(x_0) \mid \tilde{y}_{1,j}, \phi_1) \prod_{t=2}^{s-1} \pi(y_{t,j}(x_0) \mid \tilde{y}_{t,j}, \tilde{y}_{t-1,j}, y_{t-1,j}(x_0), \phi_j) \times \pi(y_{s,j}(x_0) \mid y_{s-1,j}(x_0), y_{s,j}, \phi_s).
$$

The conditional distributions on the right-hand side of (3.9) are Student-t distributions with de-
where the total computational cost required for such a simulation is $O(n_t)$. The degrees of freedom, location, and scale parameters given by

$$v_{t,j} := n_t - q_t,$$

$$\mu_{t,j} := T(x_0)\hat{b}_{t,j} + r_t^T(x_0)\hat{R}_t^{-1}(\hat{y}_{t,j} - \hat{T}_{t,j}\hat{b}_{t,j}),$$

$$V_{t,j} := \frac{S^2(\phi_t, y_{t,j})}{n_t - q_t}c_{t,j}(x_0),$$

with $\hat{b}_{t,j} := (\hat{T}_{t,j}^T\hat{R}_t^{-1}\hat{T}_{t,j})^{-1}\hat{T}_{t,j}^T\hat{R}_t^{-1}\hat{y}_{t,j}$, $S^2(\phi_t, y_{t,j}) := (\hat{y}_{t,j} - \hat{T}_{t,j}\hat{b}_{t,j})^T\hat{R}_t^{-1}(\hat{y}_{t,j} - \hat{T}_{t,j}\hat{b}_{t,j})$,

$$c_{t,j}(x_0) := r(x_0, x_0|\phi_t) - r_t^T(x_0)\hat{R}_t^{-1}r_t(x_0) + [T_{t,j}(x_0) - \hat{T}_{t,j}\hat{R}_t^{-1}r_t(x_0)]^T(\hat{T}_{t,j}^T\hat{R}_t^{-1}\hat{T}_{t,j})^{-1}[T_{t,j}(x_0) - \hat{T}_{t,j}\hat{R}_t^{-1}r_t(x_0)],$$

where $r_t(x_0) := r(\hat{X}_t, x_0 | \phi_t)$ and $T_{t,j}(x_0) = [h_t(x_0), y_{t-1,j}(x_0)]$.

Proposition 1 shows that a random sample from the predictive distribution can be sequentially drawn from a collection of conditional distributions in an efficient manner, since the total computational cost required for such a simulation is $O(\sum_{s=1}^3 \hat{n}_t^2)$ at each spatial coordinate. As the correlation matrix is the same across all spatial locations at each fidelity level, the total computational cost to obtain one single random sample from the predictive distribution across all spatial locations is $O(\sum_{s=1}^3 \hat{n}_t^2 + N \sum_{s=1}^3 \hat{n}_t^2)$, which is linear in $N$ when $\sum_{s=1}^3 \hat{n}_t^2 \ll N$. Notice that a sample from $\pi(y_s(x_0) | y^\phi, \phi)$ can be obtained via the composition sample technique based on $\pi(y_s(x_0) | y^\phi, \phi) = \int \pi(y_s(x_0) | y^\phi, \phi) \pi(y^\phi | y^\phi, \phi) d y^\phi$, with the missing data $y^\phi$ being generated from the distribution $\pi(y^\phi | y^\phi, \phi)$ given in Section S.6 of the Supplementary Material. In practice, $\phi$ needs to be replaced with its maximum a posteriori estimate obtained via the MCEM in Algorithm 1 of the Supplementary Material. Vanilla Monte Carlo approximation is used to compute the predictive mean and predictive variance of the predictive distribution $\pi(y_s(x_0) | y^\phi, \phi)$ when the design is not nested. For a nested design, closed-form expressions for the posterior predictive mean and posterior variance across all fidelity levels are given in Lemma 1 of the Supplementary Material.

In Section S.5 of the Supplementary Material, we derive the one-step prediction formula based on the idea in Kennedy and O’Hagan (2000) and Le Gratiet (2013) when the design is nested. The sequential prediction formula in Proposition 1 has several advantages over the one-step prediction formula in Section S.5 of the Supplementary Material. First, the high-dimensionality of simulator output makes the one-step prediction formula computationally infeasible in the storm surge application, since this sequential prediction formula has $O(N(\sum_{s=1}^3 \hat{n}_t^3))$ computational cost. Second, to obtain predictive distribution $\pi(y_{s,j}(x_0) | y^\phi, \phi)$, model parameters $\{\gamma, \sigma^2\}$ have to be numerically integrated out in the one-step prediction formula. Thus, Monte Carlo approximation is required to take account of uncertainty in both model parameters $\{\gamma, \sigma^2\}$ and missing data $y^\phi$. This will even hinder the practicality of the one-step prediction formula for large number of spatial locations. In contrast, the sequential prediction formula explicitly integrate model parameters $\{\beta, \gamma, \sigma^2\}$ without relying on Monte Carlo approximations.
3.2.5 Computational Cost

The PP cokriging model can allow efficient computations in output space due to the following reasons. In parameter estimation, each iteration of the MCEM algorithm in Algorithm 1 of the Supplementary Material requires the computation of so-called $Q$-function in E-step of MCEM and its numerical optimization with respect to correlation parameters $\phi_j$ at each level of code. The evaluation of $Q$-function requires matrix inversions and matrix multiplication of size $\tilde{n}_t \times \tilde{n}_t$. Such an evaluation requires $O(MN\tilde{n}_t^2 + \tilde{n}_t^3)$ computational cost across $N$ spatial locations and $M$ Monte Carlo samples. If the numerical optimization requires $k$ evaluations of $Q$-function to find the optimal value, the overall computational cost in each iteration of the MCEM algorithm is $O(kMN\sum_{t=1}^{s} \tilde{n}_t^2 + k\sum_{t=1}^{s} \tilde{n}_t^3)$ without any parallelization. Notice that parallelization across $t$ is possible according to Algorithm 1 of the Supplementary Material. This is a one-time computational cost. In the predictive distribution (3.9), each conditional distribution requires matrix inversions and matrix multiplication of size $\tilde{n}_t \times \tilde{n}_t$. This requires $O(\tilde{n}_t^3 + N\tilde{n}_t^2)$ computational cost. One random sample generated from the predictive distribution at one new input value requires $O(\sum_{t=1}^{s} \tilde{n}_t^2 + N\sum_{t=1}^{s} \tilde{n}_t^2)$ computational cost. As $\tilde{n}_t$ is typically small (a few hundreds at most) in many real applications, the computational cost in prediction is linear in the number of spatial locations, $N$. This indicates the scalability of the proposed method to handle high-dimensional output for multifidelity computer models.

3.3 Near Equivalence of PP Cokriging and Separable Cokriging

The PP cokriging emulator turns out to have nearly the same marginal predictive distributions at each spatial location as a separable autoregressive cokriging model, where the separability refers to the fact that unknown spatial correlation matrices $\Sigma := \{\Sigma_t : t = 1, \ldots, s\}$ on the spatial domain are assumed for the Gaussian process that approximates the level 1 code and the Gaussian processes in the location-scale discrepancy function. This result is an analogy of Theorem 6.1 of Gu and Berger (2016) for autoregressive cokriging models. In what follows, we will assume a nested design. This leads to the following matrix-normal distribution for the separable autoregressive cokriging with $s$ levels:

$$L(y^\phi \mid B, \Gamma, \Sigma, \phi) = MN_{n_t,N}(y_1 \mid H_1 B_1, R_1, \Sigma_1) \times \prod_{t=2}^{s} MN_{n_t,N}(y_t \mid H_t B_t + W_{t-1} \Gamma_{t-1}, R_t, \Sigma_t),$$

(3.10)

where $MN_{n_t,N}(\cdot, \cdot, \cdot)$ is a $n_t \times N$ matrix normal distribution. $B := \{B_1, \ldots, B_s\}$ with $B_t := [\beta_{t,1}, \ldots, \beta_{t,N}]$ being a $q_t \times N$ matrix of unknown mean parameters. $W_{t-1} := [y_{t-1,1}(x_t), \ldots, y_{t-1,N}(x_t)]$ is an $n_t \times N$ matrix. $\rho_{t-1} := (\gamma_{t-1,1}, \ldots, \gamma_{t-1,N})^\top$ is an $N \times 1$ vector. $\Gamma_{t-1} := \text{diag}\{\rho_{t-1}\}$ is an $N \times N$ diagonal matrix.

We can show that under the constant prior on the location parameters and any prior on spatial correlation matrices $\{\Sigma_t : t = 1, \ldots, s\}$, the resulting predictive mean in the separable autoregressive cokriging model is simply the predictive mean in the PP cokrig-
ing model, and the resulting predictive variance in the separable autoregressive cokriging model is almost equal to the predictive variance in the PP cokriging model. Thus, if only the mean and marginal predictive variance are concerned, there is no need to introduce spatial correlation structures in the output space. This fact is established in the next theorem with its proof given in Section S.8 of the Supplementary Material.

**Theorem 1.** For a separable autoregressive cokriging model with likelihood in (3.10), given the objective prior

\[ \pi(B_1, \ldots, B_s, \Gamma_1, \ldots, \Gamma_{s-1} \mid \Sigma_1, \ldots, \Sigma_s, \phi) \propto 1 \]  

(3.11)

for the parameters of mean functions and scale discrepancy functions, the following hold:

1. The posterior predictive mean at level \( t \) in the separable autoregressive cokriging emulator, at an unobserved input \( x_0 \) and at spatial coordinate \( j \), is identical to the PP cokriging emulator mean.

2. The posterior predictive variance at level \( t \) in the separable autoregressive cokriging emulator, at an unobserved input \( x_0 \) and at spatial coordinate \( j \), depends on \( \Sigma_t \) through the posterior mean of the \( j \)th diagonal term \( E[\Sigma_{jj}^t \mid y^\phi, \phi_t] \). It is identical to the PP cokriging emulator variance, if \( E[\Sigma_{jj}^t \mid y^\phi, \phi_t] = (n_t - q_t)\hat{\sigma}_{ij}^2 / (n_t - q_t - 2) \), where \( \hat{\sigma}_{ij}^2 \), defined in Lemma 1 of the Supplementary Material, is an estimator of \( \sigma_{ij}^2 \) under nested design.

Theorem 1 indicates that the PP cokriging emulator and the separable autoregressive cokriging emulator can have the same predictive mean and marginal predictive variance under nested design when \( n_t - q_t \) is large as in practice, since the new posterior expectation of \( \Sigma_{jj}^t = \sigma_{ij}^2 \) will be approximately the same as \( \hat{\sigma}_{ij}^2 \). Moreover, when the scale discrepancy function \( \gamma_{ij} \) is fixed at one. It is easy to check that the results in Theorem 1 still hold. When the design is not nested, it can be readily checked that PP cokriging possesses the properties as in the nested design with the same proof except for notational difference by introducing the missing data. That is, the fact that missing data are available only affects how computation is carried out and does not alter the properties of the PP cokriging emulator. Thus, in practice, the predictive mean and predictive variance in PP cokriging can be used in practice as long as posterior draws from the predictive distribution over the spatial domain is not concerned. In addition, risk assessment of storm surges in the FEMA report (FEMA, 2017) only requires computation of the annual exceedance probability at each location, which is a function of predictive mean and predictive variance.

## 4 Analysis of Storm Surge Simulations

In this section, the PP cokriging emulator is used to analyze high-dimensional output from the ADCIRC simulator and the ADCIRC + SWAN simulator.

The analysis of emulation results and numerical comparison is presented to demonstrate the advantage of the parallel partial cokriging model with high-dimensional output. The proposed PP cokriging methodology is implemented in the R package ARCokrig
The PP cokriging model is trained on 200 inputs from the ADCIRC simulator and 60 inputs from the ADCIRC + SWAN simulator, where 50 inputs from the second fidelity level are nested within the first fidelity level. With such model runs, the proposed method can be applied readily. To measure predictive performance, we run the ADCIRC + SWAN simulator at 166 inputs from the original 226 inputs after excluding 60 inputs as described in Section 2.3.

Moreover, we train the PP kriging emulator via the R package RobustGaSP with the same 60 high-fidelity runs used in the PP cokriging emulator. As the landfall location is along the coastline, we define a distance measure $d_\ell$ to replace the actual longitude and latitude coordinate of the landfall location. Specifically, we first choose a reference location $\ell_0$ to be the landfall location that is in the most northwest direction along the coastline. Then for any landfall location $\ell$, $d_\ell$ is defined as the spherical distance between $\ell$ and $\ell_0$. As the coastline is unique, the landfall location determines the distance measure $d_\ell$ and vice versa. In the implementation of the PP kriging emulator and the PP cokriging emulator, the input variables are $\Delta P$, $R_p$, $V_f$, $\theta$, $B$, $d_\ell$. Evaluation of predictive performance is based on root-mean-squared-prediction errors (RMSPE), coverage probability of the 95% equal-tail credible interval (CVG(95%)), average length of the 95% equal-tail credible interval (ALCI(95%)), and continuous rank probability score (CRPS; Gneiting and Raftery, 2007). We also compute the Nash-Sutcliffe model efficiency coefficient (NSME):

$$\text{NSME} := 1 - \frac{\sum_{j=1}^{N} \sum_{x} \{m_j(x) - y_{2,j}(x)\}^2}{\sum_{j=1}^{N} \sum_{x} \{m_j(x) - \bar{y}_{2,j}\}^2},$$

where $m_j(x)$ is the value to predict the high-fidelity simulator $y_{2,j}(\cdot)$ at input $x$ and $j$-th spatial coordinate and $\bar{y}_{2,j} := \sum_{x \in X_2} y_{2,j}(x) / n_2$ is the average of code $y_{2,j}(\cdot)$ at $j$-th spatial coordinate. The NSME computes the residual variance with the total variance, which has a similar meaning as the coefficient of determination. The closer NSME is to 1, the more accurate the model is. If the ADCIRC simulator is used to predict the ADCIRC + SWAN simulator at these 166 new inputs, NSME is -1.089, which indicates that the mean of the training data in the high-fidelity simulator is a much better predictor than the low-fidelity simulator at these inputs.

### 4.1 Emulation Accuracy

In the PP cokriging model, we include constant basis functions $h_t(\cdot)$ according to exploratory data analysis. The scale discrepancy function $\gamma_{t-1,j}$ is assumed to be an unknown constant that does not depend on input. This assumption still allows the scale discrepancy function to vary across different fidelity levels and spatial coordinates. For parameter estimation, the MCEM algorithm is initialized with multiple starting values and took about 5 hours to achieve convergence for a pre-specified tolerance on a 2-core Macbook Pro with 8 GB random access memory. The predictive mean and predictive variance is approximated by 30 random draws from the distribution (3.9). Negligible im-
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Fig. 3. Scatter plot of predicted PSE against held-out PSE over $N = 9,284$ spatial locations at the input setting $x_1$.

Improvement is seen from increasing the number of draws. The estimated range parameters show that the peak surge elevation is highly dependent on the inputs: central pressure deficit ($\Delta P$), Holland’s B parameter ($B$), since these two inputs have relatively large range parameters compared to their input ranges in the training sets. The small impact of the landfall location ($\ell$) is due to our focus on a small coastal region in Cape Coral.

A direct approach to building an emulator for the high-fidelity model run is to use the PP kriging emulator trained only with the high-fidelity simulations. As an additional comparison, we also include the prediction results based on the PP kriging emulator using the 200 low-fidelity runs only. The results in Table 2 show that the PP cokriging emulator gives best prediction results all the three emulators, since the PP cokriging model gives smallest RMSPE and CRPS and largest CVG and NSME. It is also interesting to see that PP cokriging is able to give largest CVG with a modest ALCI. As a baseline, the low-fidelity simulator is directly used to predict the high-fidelity simulator over these 166 new inputs, resulting in the RMSPE at 0.132, which is similar to the RMSPE obtained using the PP cokriging emulator trained on the low-fidelity runs only. The PP kriging emulator trained on high-fidelity runs only gives much better CVG and CRPS than it does when trained on the low-fidelity runs only, while PP kriging emulator trained on the high-fidelity runs only gives larger RMSPE than it does when trained on the low-fidelity runs only. This indicates that the folklore of using 10$d$ runs for emulating the high-fidelity simulator does not perform satisfactorily and that the low-fidelity simulator is a biased surrogate model for the high-fidelity simulator in the storm surge application. Figure 3 indicates that the PP cokriging emulator performs much better than the PP kriging emulator at the input setting $x_1$, since its predicted PSE are scattered around the 45-degree straight line. In contrast, the PP kriging emulator has a comparably worse performance. All these numerical and visual results confirm the advantage of using the PP cokriging emulator in the storm surge application by effectively borrowing information across different fidelity levels.

In the storm surge application, the high-fidelity simulator is about 10 times slower than the low-fidelity simulator. Increasing the number of model runs in the high-fidelity simulator is therefore computationally prohibitive. The computational cost of predicting
a new high-fidelity model run via the PP cokriging emulator is negligible compared to that needed to get a single run from the actual ADCIRC + SWAN simulator. This implies that emulating the high-fidelity simulator by using the our proposed PP cokriging emulator that combines only a small number of high-fidelity runs and a few hundred low-fidelity runs is preferable than using the low-fidelity simulator, in terms of both accuracy and computational cost. The capability to use the low-fidelity simulator, without substantial loss of accuracy through use of the PP cokriging emulator, to explore more of the parameter space greatly enhances the feasibility of achieving high-precision modeling results without a massive computational budget.

Table 2. Predictive performance of emulators at \( n^* = 166 \) held-out inputs over all \( N = 9,284 \) spatial locations. PP kriging was trained based on low-fidelity runs and high-fidelity runs separately. PP cokriging was trained based on both the low-fidelity simulation and high-fidelity simulation. PP = parallel partial.

|                      | RMSPE | CVG(95%) | ALCI(95%) | CRPS | NSME |
|----------------------|-------|----------|-----------|------|------|
| PP kriging with low-fidelity data | 0.130 | 0.042    | 0.023     | 0.109 | 0.979 |
| PP kriging with high-fidelity data   | 0.174 | 0.913    | 0.532     | 0.083 | 0.966 |
| PP cokriging           | 0.040 | 0.992    | 0.257     | 0.024 | 0.998 |

4.2 Uncertainty Analysis

Cross-validation in the previous section showed that the PP cokriging emulator can provide very accurate predictions when compared to the true high-fidelity surge model runs in an overall sense. Figure 4 compares the predicted storm surges against held-out storm surge from the high-fidelity surge model across \( N = 9,284 \) spatial locations at two storm inputs that are used in Figure 2 and Figure 3. At these two inputs, the PP cokriging emulator seems to have large predictive uncertainties in the southeast region of Cape Coral and to have small predictive uncertainties in the Pine Island Sound Aquatic Preserve and the Caloosahatchee River. The largest predictive standard deviation in the PP cokriging emulator across all spatial locations is around 0.2, which is smaller than the difference between the high-fidelity simulator and the low-fidelity simulator.

Next, we explore the relationship between storm inputs and error structures in the PP cokriging emulator. We compute the prediction errors across all spatial locations at all held-out inputs. Figure 5 shows that the majority of emulation errors range from -0.5 to 0.5. This indicates that the PP cokriging emulator can capture the input-output relationship quite well. The residuals become larger as the central pressure deficit and the forward speed increase. The scale pressure radius seems to impact the emulation error in an opposite way as central pressure deficit. The residuals across different spatial locations are different as shown in Figure 5. This indicates that the current PP cokriging emulator can partially capture the inhomogeneous structures in the output space, and some variations due to inputs are still left; see Section 5 for discussions on nonstationarity modeling in input space.
Finally, we show the parameter estimates for $\beta_1$, $\sigma_1$, $\beta_2$, $\gamma_1$, and $\sigma_2$ in Figure 6. As we can see, these estimated parameters show strong spatially-varying structures at different regions. The estimated regression parameters $\hat{\beta}_1$ and standard deviation $\hat{\sigma}_1$ at the low-fidelity level seem to be smoother than those estimates at fidelity level 2. This is because more variations are captured by the Gaussian process at the low-fidelity level. The remaining variations captured by the discrepancy function $\delta_{2,j}(\cdot)$ are small. This implies that the Gaussian process at the low-fidelity level fits well with model runs from the ADCIRC simulator and the discrepancy between the low-fidelity simulator and the high-fidelity simulator is relatively small. The estimated scale discrepancy parameters $\hat{\gamma}_1$ at all locations also show strongly heterogeneous spatial structures with values slightly greater than 1. This indicates that the high-fidelity simulator is more likely to generate higher values of storm surges than the low-fidelity simulator, but this trend is very small. The estimated standard deviations $\hat{\sigma}_1$ and $\hat{\sigma}_2$ seem to have more local structures than their corresponding regression parameters. This makes sense because we expect the regression trend in Gaussian processes to capture large-scale variations, and covariance structure to capture small-scale variations.

A central task in coastal engineering is to perform risk assessment of storm surges. The proposed emulator can produce predictive mean and predictive variance of storm surges over large number of spatial locations, which are practically useful and advantageous in risk assessment of storm surges in coastal flood hazard studies (e.g., Cialone et al., 2017; FEMA, 2017; Niedoroda et al., 2010), because computation of annual exceedance probabilities at one frequency level can require several thousands of storm surge simulations generated by a surge prediction model, which is prohibitively costly (e.g., FEMA, 2017). Practitioners in ocean engineering can use the proposed PP cokriging emulator to evaluate AEP using Monte Carlo approximations. This would be computationally efficient as running large number of storm surge simulations is not required once the emulator is readily available. The application of an emulator in risk assessment of storm surges is
pursued elsewhere.

**Fig. 5.** Prediction errors across all $N = 9,284$ spatial locations against each storm parameter at all held-out inputs.

5 Discussion

Coastal flood hazard studies by FEMA and USACE use ADCIRC + SWAN to quantify the storm surge hazard, where simulation from this computer model is time-consuming and resource-intensive. We have built a parallel partial cokriging emulator to predict storm surges using simulations from both ADCIRC + SWAN and ADCIRC. The PP cokriging

**Fig. 6.** Estimated parameters across all spatial locations. The estimated parameters show strong heterogeneous spatial patterns.
emulator effectively provides the marginal predictive distributions of storm surges for any storm characteristics at each spatial location. These marginal predictive distributions are also almost identical to the marginal predictive distributions obtained in situations where any spatial correlation matrix is used. These marginal predictive distributions can be directly used to compute annual exceedance probabilities in coastal flood hazard studies, which provide a convenient tool for practitioners in ocean engineering to perform risk assessment and surge forecasting research. The PP cokriging emulator not only has similar prediction accuracy as the high-fidelity simulator ADCIRC + SWAN, but also has a linear computational cost in terms of output values and also induces nonstationarity in output space, which is crucial to capture non-smooth storm surge surface. Field measurements of historical storm data including both observed surges and characteristics of storms that making landfall in Southwest Florida (SWFL) are very limited with only one gague station operating in Fort Myers. If there were sufficient storm data available, the proposed emulator could be further used to model the discrepancy between actual storm surges and ADCIRC + SWAN simulations, since accurate prediction of the actual storm surges can help perform more accurate coastal flood hazard studies. Although this paper focuses on a small region in SWFL, there is also a significant interest in extending the current method from a local region to the entire SWFL region so that the relationship between AEP and storm parameters can be quantified over a much larger coastal region.

The PP cokriging emulator assumes conditional independence across spatial locations that essentially leads to a separable covariance structure between input space and output space to simplify computations. This assumption can help capture nonstationary spatial patterns in the storm surge application. If interest lies in joint modeling across spatial locations, one can choose a spatial window to enable joint modeling. A related concern is the assumption of common correlation parameters at all spatial locations. If correlation parameters differ at each spatial location, the computational cost would not be linear in terms of spatial coordinates. This is a key advantage when the hazard from storm surge is assessed over a large spatial domain. One can potentially partition the domain into a set of subregions and allow different correlation parameters across these subregions.

In the storm surge application, we used a limited number of runs to train the emulator due to computational constraints. To aid coastal flood hazard studies and storm surge forecasting, one may use the proposed PP cokriging emulator to setup the design in a statistical optimal way such as sequential design (Le Gratiet and Cannamela, 2015) or to use large number of model runs. The latter problem can be tackled via computationally efficient Gaussian process approximation approaches (e.g. Gramacy and Apley, 2015). The storm surge output shows quite rough structure across the spatial domain due to hurricane characteristics and heterogeneous topography. One can introduce nonstationarity in input space via treed Gaussian process (Gramacy and Lee, 2008; Konomi and Karagiannis, 2021). Another interesting exploration for the proposed methodology is related to non-nested design on how much gain is obtained by allowing the design is not hierarchically nested over the traditional nested design. There is also an interest in developing emulators when multifidelity computer codes have different spatial resolutions.
These possible directions could be pursued in future.
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S.1 Nodes in ADCIRC and Selected Points in Cape Coral

In the FEMA coastal flood hazard study in the Southwest Florida region, FEMA (2017) used an ADCIRC model to predict storm surges and then computed the annual exceedance probability (AEP) at multiple locations in order to quantify the storm surge hazard. Precisely, AEP was defined as the probability of storm surge exceeding a given flood level across the entire space of storm characteristics at a spatial location over a period of time. The flood levels of interest in coastal flood study are the $10^{-4}$, $2^{-1}$, $1^{-1}$, and $0.2$-percent-annual-chance of exceedance. They are often used as annual chance in many FEMA reports and documents in place of the annual chance of exceedance. The calculation of this annual chance requires thousands of simulations from an ADCIRC model, and hence are computationally prohibitive. The methodology developed in the paper provides an approach to alleviate such computational challenges for coastal flood hazard study.

In the FEMA coastal flood hazard study in the Southwest Florida region (FEMA, 2017), ADCIRC is run on a mesh with 148,055 nodes (spatial points), where numerical computation of the underlying physical models is done and output is returned. This mesh is made up of unstructured triangular grids spanning across coastal areas including Gulf of Mexico and Southwest coast of the United States; see Panel (a) of Figure S.1. Previous study (e.g., Dietrich et al., 2012; FEMA, 2017; Luettich and Westerink, 2004) shows that ADCIRC can only generate accurate output in Southwest Florida region when its output is validated against historical storm data. In this paper, we focus on a subregion of Southwest Florida in Cape Coral. After eliminating spatial locations in the deep ocean and those extending inland (far away from the coastline), we primarily focus on 9,284 spatial locations shown in the Panel (b) of Figure S.1.

Fig. S.1. On the left panel: ADCIRC generated output over 148,055 nodes. On the right panel: the zoom-in view of these nodes in the Cape Coral region with selected 9,284 spatial locations highlighted in red.
S.2 Toy Example with Univariate Output

In this section, we illustrate the proposed method with a toy example for univariate output. To demonstrate the cokriging model with the proposed Bayesian estimation method, we adapt an example from Le Gratiet (2013) and consider a low-fidelity code \( y_1(x) = 0.5(6x - 2)^2 \sin(12x - 4) + 10(x - 0.5) - 5 \), and a high-fidelity code \( y_2(x) = 2y_1(x) - 20x + 20 + \sin(10\cos(5x)) \), where a constant scale discrepancy and a nonlinear location discrepancy are assumed. The experiment is setup as follows. We choose 20 design points in \([-1, 1]\) with spacing 0.1 for the low-fidelity code. For the high-fidelity code, we consider 10 design points \([-1, -0.8, -0.55, -0.4, -0.2, 0, 0.2, 0.4, 0.6, 1]\) for non-nested design. This gives a non-nested design with two points \([-0.55, -0.2]\) that are not in the low-fidelity level code. For predictive purpose, we choose 200 points uniformly spaced in the domain \([-1, 1]\).

We perform the typical kriging with high-fidelity runs using the package RobustGaSP (Gu et al., 2019); see the result in the left panel of Figure S.2. Then we use the proposed method to perform autoregressive cokriging using the package ARCokrig. The cokriging result is shown on the right panel of Figure S.2. By combining information from both low-fidelity code and high-fidelity code, the autoregressive cokriging model gives much better result than kriging itself and can approximate the high-fidelity code more accurately.

![Fig. S.2. Illustration of the cokriging model under a non-nested design. The triangles represent design points for the high-fidelity code (level 2 code). The dots represent design points for the low-fidelity code (level 1 code). The left panel shows the kriging result based on high-fidelity runs, and the right panel shows the cokriging result based on both low-fidelity runs and high-fidelity runs. The bounds in gray areas are 95% credible intervals.](image)

When the design is not nested, the Monte Carlo EM algorithm in Section S.4 will be used to estimate correlation parameters \( \phi \). Then the missing data \( \hat{y}^\theta \) can be estimated.

S.2
based on the posterior $\pi(y^D | y^D, \hat{\phi})$ in Section S.6 of the Supplementary Material, where $\hat{\phi}$ denotes the estimated correlation parameters. The prediction can be obtained by directly generating Monte Carlo samples from the posterior $\pi(y^D | y^D, \hat{\phi})$. To study the impact of the number of Monte Carlo samples on parameter estimation in the MCEM algorithm and prediction under non-nested design, we also investigated the performance of prediction based on different Monte Carlo sample sizes. In the first situation, we vary the Monte Carlo sample size $M$ in the MCEM algorithm and prediction; in the second situation, we fixed the Monte Carlo sample size $M$ to be 30 to estimate correlation parameters in the MCEM algorithm. Then we generate Monte Carlo samples from the predictive distribution with Monte Carlo sample size varying from $M = 10$ to $M = 100$. In these two situations, we compared the RMSPEs over 200 input values for the high-fidelity code with results shown in Figure S.3. Clearly, we could see that as $M$ is greater than 25, the RMSPE becomes stable in these two situations. This indicates that the MCEM algorithm shows convergence and it is safe to get prediction based on more than 25 Monte Carlo samples from the predictive distribution.

**Fig. S.3.** Prediction performance with different Monte Carlo sample sizes under a non-nested design. The horizontal axis represents the Monte Carlo sample size varying from 10 to 100 with increment 1. The vertical axis represents the RMSPE over 200 input values for the high-fidelity code. The blue curve shows the RMSPEs by keeping the Monte Carlo sample size to be the same in the MCEM algorithm and the predictive distribution, where the Monte Carlo sample size varies from 10 to 100. The red curve shows the RMSPEs by fixing the Monte Carlo sample size at 30 in the MCEM algorithm and varying the Monte Carlo sample size in the predictive distribution.
S.3 Artificial Example with Functional Output

In this section, we illustrate the proposed PP cokriging method with an artificial example, where the output is functional. This example is created based on the univariate example in Section S.2. We consider the following low-fidelity code:

\[ y_1(x, t) = 0.5(6x - 2)^2 \sin(12x - 4) + 10(x - 0.5) - 5 + xt^3 + 2t \exp(-t), \quad (S.1) \]

and the high-fidelity code

\[ y_2(x, t) = 2y_1(x, t) - 20x + 20 + \sin(10 \cos(5x))t \cos(t), \quad (S.2) \]

where the variable \( x \) is assumed to be a physical input parameter and \( t \) is considered to be a time point. The goal here is to emulate the functional output from the high-fidelity code for any given input variable \( x \). As an illustration, we use the same input design as in Section S.2, and consider the output over 30 time points in \([0, 2]\). Figure S.4 indicates that the proposed PP cokriging method gives reasonable results with predictive mean aligned along the 45-degree line. In addition, the RMSPE is 0.4026 and CVG(95%) is 0.987, and the NSME is 0.999. These numerical measures also suggest that the proposed PP cokriging method gives reasonable prediction results for predicting the high-fidelity code.

![Diagnostics of prediction over 200 input values across 30 time points with PP cokriging. Left panel shows the predictive mean of the high-fidelity code versus the held-out outputs from the high-fidelity code over 200 input values across 30 time points. Right panel shows the predictive mean, 95% percentile predictive intervals for the high-fidelity code versus the held-out outputs from the high-fidelity code over randomly selected 500 points out of 6000 (= 200 \times 30) points.](image)

**Fig. S.4.** Diagnostics of prediction over 200 input values across 30 time points with PP cokriging. Left panel shows the predictive mean of the high-fidelity code versus the held-out outputs from the high-fidelity code over 200 input values across 30 time points. Right panel shows the predictive mean, 95% percentile predictive intervals for the high-fidelity code versus the held-out outputs from the high-fidelity code over randomly selected 500 points out of 6000 (= 200 \times 30) points.
S.4 The Monte Carlo Expectation-Maximization Algorithm

In the augmented marginal distribution (3.8), its conditional distributions are given by

\[ \pi(\tilde{y}_{t,j} \mid \phi_t, \tilde{y}_{t-1,j}) \propto |\tilde{R}_t|^{-1/2} |\tilde{T}_{t,j}|^{-1/2} \{S^2(\phi_t, \tilde{y}_{t,j})\}^{-(n_t - q_t)/2} \text{,} \]

where \( \tilde{T}_{t,j} = \tilde{H}_t \) for \( j = 1, \ldots, N \) and \( \tilde{T}_{t,j} = [\tilde{H}_t, \tilde{W}_{t-1,j}] \) for \( t = 2, \ldots, s \) and \( j = 1, \ldots, N \). \( S^2(\phi_t, \tilde{y}_{t,j}) := \tilde{y}_{t,j}^T \tilde{Q}_t \tilde{y}_{t,j} \) with \( \tilde{Q}_t := \tilde{R}_t^{-1} \{I - \tilde{T}_{t,j} (\tilde{T}_{t,j}^T \tilde{R}_t^{-1} \tilde{T}_{t,j})^{-1} \} \).

In the EM algorithm (Dempster et al., 1977), we treat \( \tilde{y}^{\varnothing} \) as “missing data” and \{\( \tilde{y}^{\varnothing}, y^{\varnothing} \)\} as the complete data. Let \( \phi^{[t]} \) be the parameters in the \( \ell \)th iteration of the EM algorithm. The EM algorithm consists of two steps. The first step is to compute the so-called Q-function based on a complete-data-log-likelihood \( \ln \pi(\tilde{y}^{\varnothing}, \phi) \) in the E-step, which is given by

\[ \ln \pi(\tilde{y}^{\varnothing}, \phi) = \sum_{i=1}^s g_t(\phi_t, (\tilde{y}_t)^N_{j=1}) \] (S.3)

where \((\tilde{y}_t)^N_{j=1} := (\tilde{y}_{t,1}, \ldots, \tilde{y}_{t,N})^T\) and \( g_t(\phi_t, (\tilde{y}_t)^N_{j=1}) := \ln \pi(\phi_t) - \sum_{j=1}^N \ln |\tilde{T}_{t,j}^{-1} \tilde{R}_t^{-1} \tilde{T}_{t,j}|/2 - N \ln |\tilde{R}_t|/2 - (n_t - q_t) \sum_{j=1}^N \sum_{s=1}^n S^2(\phi_t, \tilde{y}_{t,j})/2 \).

Starting with initial values \( \phi^{[1]} \) at the \( \ell \)-th iteration, we compute the Q-function in the E-step: \( Q(\phi; \phi^{[\ell]}) = E_{\pi(\tilde{y}^{\varnothing}, y^{\varnothing}, \phi^{[\ell]})} \{\ln \pi(\tilde{y}^{\varnothing}, \phi)\} \), where the conditional distribution \( \pi(\tilde{y}^{\varnothing} \mid y^{\varnothing}, \phi^{[\ell]}) \) is given in Section S.6 of the Supplementary Material. As this expectation cannot be computed analytically, Monte Carlo samples from the distribution \( \pi(\tilde{y}^{\varnothing} \mid y^{\varnothing}, \phi^{[\ell]}) \) can be used to approximate this expectation. Specifically, the Q-function is

\[ Q(\phi; \phi^{[\ell]}) \approx \frac{1}{M} \sum_{k=1}^M \sum_{i=1}^s g_t(\phi_t, (\tilde{y}_t)^N_{j=1}), \] (S.4)

where \((\tilde{y}_t)^N_{j=1} : t = 1, \ldots, s\) is a sample from the distribution \( \pi(\tilde{y}^{\varnothing} \mid y^{\varnothing}, \phi^{[\ell]}) \). The second step is to numerically maximize this function with respect to parameters \( \phi_t \) for \( t = 1, \ldots, s \). This leads to the so-called Monte Carlo EM (MCEM) algorithm (Wei and Tanner, 1990).

In each iteration of the MCEM algorithm, the computation of the function \( g(\phi_t, (\tilde{y}_t)^N_{j=1}) \) has computational cost \( O(Nn_t^3) \). Lemma 2 in Section S.9 of the Supplementary Material shows that the computational complexity of this function can be reduced to \( O(Nn_t^2 + n_t^3) \), which substantially reduces computational cost when \( N \) is very large as in our real application. In addition, parameters \( \{\phi_t : t = 1, \ldots, s\} \) can be estimated independently in the M-step. This allows great advantage in estimating model parameters with the proposed methodology. As the number of simulations is limited for high-fidelity simulators in real applications, the proposed cokriging model is anticipated to produce more stable
estimates than independent kriging models. The procedure of the MCEM algorithm is given in Algorithm 1.

Algorithm 1 The MCEM algorithm

Input: Initial values $\phi^{[1]}$, data $y$ and $\ell = 1$.
Output: Values $\phi$ that maximize $\pi(\phi \mid y)$.

1: repeat
2:   Generate $M$ samples from $\pi(\tilde{y}^\phi \mid y^\phi, \phi^{[\ell]})$, which are denoted by $\{(\tilde{y}^\phi_j)^N_{j=1} : t = 1, \ldots, s; k = 1, \ldots, M\}$.
3:   for $t = 1, \ldots, s$ do  
4:       $\triangleright$ can be run in parallel
5:       E-step: 
6:       $\hat{Q}_{t,M}(\phi_t \mid \phi^{[\ell]}) = \frac{1}{M} \sum_{k=1}^{M} g_t(\phi_t, (\tilde{y}^\phi)^N_{j=1})$.
7:       M-step: 
8:       $\phi^{[\ell+1]}_t := \arg\max_{\phi_t} \hat{Q}_{t,M}(\phi_t \mid \phi^{[\ell]})$.
9:   end for
10: until certain stopping convergence criterion is satisfied.

S.5 One-Step Prediction

In what follows, we derive the predictive distribution based on the same idea used in Kennedy and O’Hagan (2000); Le Gratiet (2013). It is easy to show that

$$\pi(y_s(x_0) \mid y^\phi, \phi) = \prod_{j=1}^{N} \int \pi(y_{s,j}(x_0) \mid y^\phi_j, \beta_j, \gamma_j, \sigma^2_j, \phi) \pi(\beta_j, \gamma_j, \sigma^2_j \mid y^\phi_j)$$

$$\times d\{\beta_j, \gamma_j, \sigma^2_j\}.$$ 

Notice that

$$\pi(y_{s,j}(x_0) \mid y^\phi_j, \beta_j, \gamma_j, \sigma^2_j, \phi) = \int \pi(y_{s,j}(x_0) \mid \tilde{y}^\phi_j, \beta_j, \gamma_j, \sigma^2_j, \phi)$$

$$\times \pi(\tilde{y}^\phi_j \mid y^\phi_j, \beta_j, \gamma_j, \sigma^2_j, \phi) d\{\tilde{y}^\phi_j\},$$

where $\pi(\tilde{y}^\phi_j \mid y^\phi_j, \beta_j, \gamma_j, \sigma^2_j, \phi)$ is a multivariate normal distribution with mean and variance given in Section S.6 of the Supplementary Material. $\pi(y_{s,j}(x_0) \mid \tilde{y}^\phi_j, \beta_j, \gamma_j, \sigma^2_j, \phi)$ is a normal distribution with mean $m_{s,j}(x_0)$ and variance $v_{s,j}(x_0)$ given in Proposition 2.

**Proposition 2 (One-Step Prediction).** The mean $m_{s,j}(x_0)$ and variance $v_{s,j}(x_0)$ in the con-
ditional predictive distribution \( \pi(y_{s,j}(x_0) \mid \tilde{y}_j^\theta, \beta_j, \gamma_j, \sigma_j^2, \Phi) \) are given by

\[
m_{s,j}(x_0) = f_j^T(x_0) \beta_j + c_j^T(x_0) (\Sigma')^{-1} (y_j^\theta - \tilde{F}' \beta_j),
\]

\[
v_{s,j}(x_0) = \sigma_j^2 r(x_0, x_0) \phi_s) - c_j^T(x_0) (\Sigma')^{-1} c_j(x_0),
\]

where the vector \( f_j(x_0) \) is given by

\[
f_j(x_0) := \left( \prod_{i=1}^{s-1} \gamma_{ij} \right) \hat{h}_1^T(x_0), \left( \prod_{i=1}^{s-1} \gamma_{ij} \right) \hat{h}_2^T(x_0), \ldots, \gamma_{s-1,j} \hat{h}_{s-1}(x_0), \quad \hat{h}_s^T(x_0) \right)^T.
\]

\( \Sigma' \) is an \( s \)-by-\( s \) block matrix with the \((i,i')\)-th block of size \( \tilde{n}_t \)-by-\( \tilde{n}_t \) given by

\[
\Sigma_{i,i'}^{ij}(\tilde{x}_t, \tilde{x}_t) := \begin{cases} \sum_{k=1}^{s} \left( \prod_{l=k}^{i-1} \gamma_{lj} \right) \sigma_{lj}^2 r(\tilde{x}_t, \tilde{x}_t) \mid \Phi_k), & \text{for } i = i'; \\
\left( \prod_{k=1}^{i'-1} \gamma_{kj} \right) \Sigma_{i,i'}^{ij}(\tilde{x}_i, \tilde{x}_i'), & \text{for } i < i'.
\end{cases}
\]

The vector \( c_j(x_0) \) is \( c_j(x_0) := (c_{1,j}(x_0, \tilde{x}_1), \ldots, c_{s,j}(x_0, \tilde{x}_s)) \)^T with

\[
c_{t,j}(x_0, \tilde{x}_t) = \gamma_{t-1,j} c_{t-1,j}(x_0, \tilde{x}_t) + \left( \prod_{k=t}^{s-1} \gamma_{kj} \right) \sigma_{lj}^2 r(x_0, \tilde{x}_t) \mid \Phi_k), t = 2, \ldots, s,
\]

where \( \prod_{k=s}^{s-1} \gamma_{k,j} := 1 \) for all \( j \)'s and \( c_{1,j}(x_0, \tilde{x}_1) := \left( \prod_{k=1}^{s-1} \gamma_{kj} \right) \sigma_{1j}^2 r(x_0, \tilde{x}_1) \mid \Phi_1). \) The \((i,k)\)th block in the matrix \( \tilde{F}' \) is \( \tilde{F}_{i,k} := \prod_{l=k}^{s} \gamma_{lj} h_l(\tilde{x}_l) \) for \( i \geq k \), and \( \tilde{F}_{i,k} := 0 \) for \( i < k \).

Proof. In the univariate setting, this formula is the same as the one in Kennedy and O’Hagan (2000); Le Gratiet (2013); Qian and Wu (2008). As the predictive distribution is independent given the range parameters, the result follows straightforwardly for spatial coordinate \( j \). \( \square \)

The one-step prediction formula in Proposition 2 requires \( O(N(\sum_{i=1}^{s} \tilde{n}_i)^3) \) flops to obtain predictions over all \( N \) spatial locations. It is worth pointing out that integrating out model parameters \( \{ \gamma_j, \sigma_j^2 : j = 1, \ldots, N \} \) requires Monte Carlo approximations for \( N \) spatial locations. This is computationally demanding if we want to account for uncertainties in these model parameters when the number of spatial locations is large as in the storm surge application. Of course, one may generate prediction by plugging the posterior estimates of these model parameters into the predictive distribution, however, doing so would not allow us to account for these model parameters across all the spatial locations. This will underestimate predictive uncertainty. So, the one-step prediction formula should be avoid in practice.
S.6 Distributions

It is straightforward to show that the conditional distribution $\pi(\hat{y}_j \mid y_j, \beta, \gamma, \sigma_j^2, \phi)$ can be factorized as

$$
\pi(\hat{y}_j \mid y_j, \beta, \gamma, \sigma_j^2, \phi) = \pi(y_1 \mid y_j, \beta_{1,j}, \sigma_j^2, \phi_1) \prod_{t=2}^{s-1} \pi(\hat{y}_t \mid \hat{y}_{t-1}, y_j, \phi_t),
$$

where the conditional distributions on the right-hand side are $\pi(\hat{y}_j \mid y_j, \beta, \gamma, \sigma_j^2, \phi)$.

The conditional distributions are multivariate normal distributions with means and variances given by

$$
\mu_{y|y}^{t_j} := \hat{T}_{t_j} b_{t_j} + r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t) R_t^{-1} (y_{t,j} - T_{t_j} b_{t_j}),
$$

$$
\Sigma_{y|y}^{t_j} := \sigma_{y|y}^{2} (r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t) - r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t) R_t^{-1} r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t)),
$$

where $\hat{T}_{t_j} := \hat{H}_{1,j}, \hat{T}_{t_j} := [\hat{H}_{1,j}, y_{t-1,j}(\hat{\mu}_t)]$ for $t > 1$, $b_{1,j} = \beta_1$, and $b_{t_j} = (\beta_{t_j}^\top \gamma_{t-1,j})^\top$ with $t = 2, \ldots, s$.

The joint distribution of $\hat{y}^\varrho$ and $\phi$ can be obtained via $\pi(\hat{y}^\varrho, \phi) = \pi(\hat{y}^\varrho | \phi) \pi(\phi)$. Suppose that the missing data $\hat{y}$ only depends on $y$ and missing data $\hat{y}_{t-1}$. It follows that, the conditional distribution $\pi(\hat{y}^\varrho | y^\varrho, \phi)$ is given by

$$
\pi(\hat{y}^\varrho | y^\varrho, \phi) = \prod_{j=1}^{N} \pi(\hat{y}_{1,j} | y_{1,j}, \phi_1) \prod_{t=2}^{s-1} \pi(\hat{y}_{t,j} | \hat{y}_{t-1,j}, y_{t,j}, \phi_t),
$$

where the conditional distributions on the right-hand side are $\hat{n}_t$-dimensional Student-$t$ distribution for $t = 1, \ldots, s - 1$, whose degrees of freedom is $n_t - q_t$, location parameters $\mu_{t_j}$, and scale parameters $V_{t_j}$ are

$$
\mu_{t_j} := \hat{T}_{t_j} \hat{b}_{t_j} + r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t) R_t^{-1} (y_{t,j} - T_{t_j} \hat{b}_{t_j}),
$$

$$
V_{t_j} := \frac{S^2(\phi_t, y_{t,j})}{n_t - q_t} \Sigma_{y|y}^{t_j}
$$

with

$$
\hat{b}_{t_j} := (T_{t_j} R_t^{-1} T_{t_j})^{-1} T_{t_j} R_t^{-1} y_{t,j},
$$

$$
S^2(\phi_t, y_{t,j}) := y_{t,j} Q_t y_{t,j},
$$

$$
\Sigma_{y|y}^{t_j} := R_t - r_t^\top (\hat{\mu}_t) R_t^{-1} r_t(\hat{\mu}_t) + [\hat{T}_{t_j} - T_{t_j} R_t^{-1} r_t(\hat{\mu}_t)]^\top
$$

$$
\cdot (T_{t_j} R_t^{-1} T_{t_j})^{-1} [\hat{T}_{t_j} - T_{t_j} R_t^{-1} r_t(\hat{\mu}_t)],
$$

where $R_t := r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t)$, $r_t(\hat{\mu}_t) := r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t)$, and $\hat{R}_t := r(\hat{\mu}_t, \hat{\Sigma}_t | \phi_t)$. $Q_t := R_t^{-1} \{I - T_{t_j} (T_{t_j} R_t^{-1} T_{t_j})^{-1} T_{t_j} R_t^{-1}\}$. 


S.7 PP Cokriging with Nested Design

Let \( \hat{y}_{t,j}(x_0) := E[y_{t,j}(x_0) | y^0, \phi] \) be the predictive mean and \( \hat{\sigma}^2_{t,j}(x_0) := \text{Var}[y_{t,j}(x_0) | y^0, \phi] \) be the predictive variance at \( j \)th coordinate and level \( t \). In what follows, \( \hat{y}_{t,j}(x_0) \) is called the cokriging predictor and \( \hat{\sigma}^2_{t,j}(x_0) \) is called the cokriging variance at new input \( x_0 \) for \( j \) coordinate and level \( t \).

**Lemma 1.** Suppose that \( n_t - q_t > 2 \). For \( j = 1, \ldots, N \), the cokriging predictor and cokriging variance at fidelity level \( t \) are given by

\[
\hat{y}_{t,j}(x_0) = T_{t,j}(x_0) \hat{b}_{t,j} + r_{t,j}^T(x_0) R_t^{-1} (y_t - T_{t,j} \hat{b}_{t,j}),
\]

\[
\hat{\sigma}^2_{t,j}(x_0) = \hat{\gamma}_t^2 \hat{\sigma}_{t-1,j}(x_0) + \frac{n_t - q_t}{n_t - q_t - 2} \hat{\sigma}^2_{t,j} \left\{ r(x_0, x_0; \phi_t) - r_t^T(x_0) R_t^{-1} r_t(x_0) + \kappa_{t,j} \right\},
\]

where \( T_{t,j}(x_0) := h_1(x_0), T_{t,j}(x_0) := [h_t^T(x_0), \hat{y}_{t-1,j}(x_0)]^\top \) for \( t > 1 \), \( T_{1,j} := H_1, T_{t,j} = [H_t, y_{t-1,j}(\mathcal{X}_t)], \hat{\sigma}_{0,j} := 0, \hat{b}_{t,j} := (T_{t,j} R_t^{-1} T_{t,j})^{-1} T_{t,j} R_t^{-1} y_t, \hat{\gamma}_{t,j} \) is the generalized least square estimator for \( b_{t,j} := (\beta_{t,j}, \gamma_{t,j})^\top \) with \( \gamma_{0,j} = 0, \hat{\sigma}^2_{t,j} := (n_t - q_t)^{-1} (y_{t,j} - T_{t,j} \hat{b}_{t,j})^\top R_t^{-1} (y_{t,j} - T_{t,j} \hat{b}_{t,j}), \) and

\[
\kappa_{t,j} := [T_{t,j}(x_0) - T_{t,j} R_t^{-1} r_t(x_0)]^\top (T_{t,j} R_t^{-1} T_{t,j})^{-1} [T_{t,j}(x_0) - T_{t,j} R_t^{-1} r_t(x_0)]
\]

\[
+ \hat{\sigma}_{t-1,j}(x_0) \left\{ y_{t-1,j}(\mathcal{X}_t) Q_t^H y_{t-1,j}(\mathcal{X}_t) \right\}^{-1}.
\]

with \( Q_t^H := R_t^{-1} - R_t^{-1} H_t (H_t^T R_t^{-1} H_t)^{-1} H_t^T R_t^{-1} \).

**Proof.** As independence across spatial locations is assumed, we utilize the predictive formulas independently at each spatial location and then let the input correlation matrix to be the same across each spatial location. Thanks to Theorem 3.3 of Ma (2020), the prediction formula at each fidelity level is available in a closed form. The results thus follow immediately.

---

S.8 Proof of Theorem 1

**Proof.** We first establish the results for predictive mean and then establish the results for predictive variance.

Let \( y^t(x_0) := (y_{t,1}(x_0), \ldots, y_{t,N}(x_0))^\top \) be a vector of outputs at input \( x_0 \) at level \( t \) across \( N \) spatial coordinates. The joint distribution of \( y(x_0) := [y_1(x_0), \ldots, y_N(x_0)] \) and \( y^0 \) is a
product of matrix-normal distributions across $s$ levels,

$$
\left(y(x_0) \mid y^\varphi, B, \Gamma, \Sigma, \phi \sim \mathcal{MN}_{n_1+1,N}\left(\begin{pmatrix} h_1^T(x_0) & r(x_0, x_0; \phi_1) \\ H_1B_1 & r_1(x_0) \end{pmatrix}, \begin{pmatrix} R_1 \\ \Sigma \end{pmatrix}\right) \right)
\times \prod_{t=2}^s \mathcal{MN}_{n_t+1,N}\left(\begin{pmatrix} h_t^T(x_0)B_t + (y^{t-1}(x_0))^\top \Gamma_{t-1} \\ H_tB_t + W_{t-1}\Gamma_{t-1} \end{pmatrix}, \begin{pmatrix} r(x_0, x_0; \phi_t) \\ r_t(x_0) \end{pmatrix}, \Sigma_t\right),
$$

(S.5)

where $r_t(x_0) := r(x_t, x_0; \phi_t)$. Thus the predictive distribution of $y(x_0) := [y_1(x_0), \ldots, y_N(x_0)]$ given $y^\varphi$ and $B, \Gamma, \Sigma, \phi$ is

$$
\pi(y(x_0) \mid y^\varphi, B, \Gamma, \Sigma, \phi) = p(y^1(x_0) \mid y^{1,\varphi}, B_1, \Sigma_1, \phi_1)
\times \prod_{t=1}^s p(y^t(x_0) \mid y^{t,\varphi}, y^{t-1,\varphi}, B_t, \Gamma_t, \Sigma_t, \phi_t),
$$

(S.6)

with

$$
p(y^1(x_0) \mid y^{1,\varphi}, B_1, \Sigma_1, \phi_1) = \mathcal{MN}_{1,N}\left(E[y^1(x_0) \mid y^{1,\varphi}, B_1, \Sigma_1, \phi_1], \Lambda_1, \Sigma_1\right),
$$

$$
p(y^t(x_0) \mid y^{t,\varphi}, y^{t-1,\varphi}, B_t, \Gamma_t, \Sigma_t, \phi_t) = \mathcal{MN}_{1,N}\left(E[y^t(x_0) \mid y^{t,\varphi}, y^{t-1,\varphi}, B_t, \Gamma_t, \Sigma_t, \phi_t], \Lambda_t, \Sigma_t\right),
$$

(S.7)

where

$$
E[y^1(x_0) \mid y^{1,\varphi}, B_1, \Sigma_1, \phi_1] := h_1^T(x_0)B_1 + r_1^T(x_0)R_1^{-1}\{y^{1,\varphi} - H_1B_1\},
$$

$$
\Lambda_1 := r(x_0, x_0; \phi_1) - r_1^T(x_0)R_1^{-1}r_1(x_0),
$$

$$
E[y^t(x_0) \mid y^{t,\varphi}, B_t, \Gamma_{t-1}, \Sigma_t, \phi_t] := h_t(x_0)B_t + (y^{t-1}(x_0))^\top \Gamma_{t-1}
+ r_t^T(x_0)R_t^{-1}\{y^{t,\varphi} - H_tB_t - W_{t-1}\Gamma_{t-1}\},
$$

(S.8)

$$
\Lambda_t := r(x_0, x_0; \phi_t) - r_t^T(x_0)R_t^{-1}r_t(x_0).
$$

Using the objective prior (3.11) yields the posterior of $B, \rho := [\rho_1, \ldots, \rho_{s-1}]^\top$ given $y^\varphi, \Sigma, \phi$ as a product of posteriors:

$$
\pi(B, \rho \mid y^\varphi, \Sigma, \phi) = \pi(B_1 \mid y^{1,\varphi}, \Sigma_1, \phi_1)\prod_{t=2}^s \pi(B_t, \rho_{t-1} \mid y^{t,\varphi}, y^{t-1,\varphi}, \Sigma_t, \phi_t),
$$
Taking the expectation over \( \gamma \) for the posterior predictive mean \( \hat{\beta} \), the separable autoregressive cokriging emulator is

\[
\left( \begin{array}{c} B_{1} \\ \rho_{t-1} \end{array} \right) \sim \mathcal{MN}_{q_{1},N} \left( \hat{B}_{1}, [H_{1}^{\top}R_{1}^{-1}H_{1}]^{-1}, \Sigma_{1} \right),
\]

where \( T_{t} := [H_{t}, W_{t-1}] \). \( \hat{B}_{1} := [H_{1}^{\top}R_{1}^{-1}H_{1}]^{-1}H_{1}^{\top}R_{1}^{-1}y^{1,\gamma} \). \( \hat{B}_{t}^{\top}, \hat{\rho}_{t-1}^{\top} := [T_{t}^{\top}R_{t}^{-1}T_{t}]^{-1}T_{t}^{\top}R_{t}^{-1}y^{1,\gamma} \).

(1) Predictive Mean:

For the \( j \)th coordinate at level \( t \), it follows from \((S.9)\) that

\[
\beta_{1,j} \sim \mathcal{N}_{q_{1}} \left( \hat{\beta}_{1,j}, \Sigma_{11}^{jj} [H_{1}^{\top}R_{1}^{-1}H_{1}]^{-1} \right),
\]

where \( \hat{\beta}_{1,j} := [H_{1}^{\top}R_{1}^{-1}H_{1}]^{-1}H_{1}^{\top}R_{1}^{-1}y_{1,j} \). \( \hat{\beta}_{t,j}, \hat{\gamma}_{t-1,j}^{\top} := [T_{t,j}^{\top}R_{t,j}^{-1}T_{t,j}]^{-1}T_{t,j}^{\top}R_{t,j}^{-1}y_{t,j} \).

For the \( j \)th coordinate at level \( t = 1 \), it follows from \((S.8)\) that the predictive mean in the separable autoregressive cokriging emulator is

\[
E[y_{1,j}(x_{0}) \mid y^{\gamma}, B, \rho, \Sigma, \phi] = h_{1}^{\top}(x_{0}) \beta_{1,j} + r_{1}^{\top}(x_{0})R_{1}^{-1}[y_{1,j} - H_{1}\beta_{1,j}]
\]

Taking the expectation over \( \beta_{1,j} \) w.r.t. the posterior \((S.10)\) in \((S.11)\) yields the same formula for the posterior predictive mean \( \hat{y}_{1,j}(x_{0}) \) in the PP cokriging emulator in Lemma 1 under nested design.

For the \( j \)th coordinate at level \( t > 1 \), it follows from \((S.8)\) that the posterior predictive mean in the separable autoregressive cokriging emulator is

\[
E[y_{t,j}(x_{0}) \mid y^{\gamma}, B, \rho, \Sigma, \phi] = E[y_{t-1,j}(x_{0}) \mid y^{\gamma}, y_{t-1,j}, B, \rho, \Sigma, \phi] \{ E[y_{t,j}(x_{0}) \mid y^{\gamma}, y_{t-1,j}, x_{0}, B, \rho, \Sigma, \phi] [y_{t}(x_{0})] \}
\]

Taking the expectation over \( \beta_{t,j}, \gamma_{t-1,j} \) w.r.t. the posterior \((S.10)\) in \((S.12)\) yields the same formula for the posterior predictive mean \( \hat{y}_{t,j}(x_{0}) \) in the PP cokriging emulator in Lemma 1 under nested design.

(2) Predictive Variance:

The proof of predictive variance consist of two steps: In Step 1, we derive the expression for \( \text{Var} \{y_{t,j}(x_{0}) \mid y^{\gamma}, \Sigma, \phi\} \); in Step 2, we derive the formula for \( \text{Var} \{y_{t,j}(x_{0}) \mid y^{\gamma}, \phi\} \) by
marginalizing out $\Sigma$.

Note that according to Conti and O'Hagan (2010), the predictive distribution of $y(x_0) := [y_1(x_0), \ldots, y_N(x_0)]$ given $y^\varphi$ and $\Sigma, \phi$ is

$$
\pi(y(x_0) \mid y^\varphi, \Sigma, \phi) = p(y^1(x_0) \mid y^{1,\varphi}, \phi_1) \prod_{i=1}^{s} p(y^t(x_0) \mid y^{t,\varphi}, y^{t-1,\varphi}, \Sigma_t, \phi_t),
$$

with

$$
p(y^1(x_0) \mid y^{1,\varphi}, \Sigma_1, \phi_1) = MN_{1,N} \left( E[y^1(x_0) \mid y^{1,\varphi}, \Sigma_1, \phi_1], \Lambda_1^*, \Sigma_1 \right),
$$

$$
p(y^t(x_0) \mid y^{t,\varphi}, y^{t-1,\varphi}, \Sigma_t, \phi_t) = MN_{1,N} \left( E[y^t(x_0) \mid y^{t,\varphi}, y^{t-1,\varphi}, \Sigma_t, \phi_t], \Lambda_t^*, \Sigma_t \right),
$$

where

$$
E[y^1(x_0) \mid y^{1,\varphi}, \Sigma_1, \phi_1] := h_1^T(x_0) \hat{B}_1 + r_1^T(x_0) R_1^{-1} \{ y^{1,\varphi} - H_1 \hat{B}_1 \},
$$

$$
\Lambda_1^* := \Lambda_1 + \{ h_1(x_0) - H_1 R_1^{-1} r_1(x_0) \}^T (H_1^T R_1^{-1} H_1)^{-1} \times \{ h_1(x_0) - H_1 R_1^{-1} r_1(x_0) \},
$$

$$
E[y^t(x_0) \mid y^{t,\varphi}, \Sigma_t, \phi_t] := h_t^T(x_0) \hat{B}_t + (y^{t-1}(x_0))^T \hat{f}_{t-1}
+ r_t^T(x_0) R_t^{-1} \{ y^{t,\varphi} - T_t \hat{B}_t - W_{t-1} \hat{f}_{t-1} \},
$$

$$
\Lambda_t^* := \Lambda_t + \{ T_t(x_0) - T_t R_t^{-1} r_t(x_0) \}^T (T_t^T R_t^{-1} T_t)^{-1} \times \{ T_t(x_0) - T_t R_t^{-1} r_t(x_0) \},
$$

$$
T_t(x_0) := [h_t(x_0), (y^{t-1}(x_0))^T]
$$

**Step 1:** The formula for the predictive variance at level $t$ and $j$th spatial coordinate follows from the law of total variance:

$$
\text{Var} \{ y_{t,j}(x_0) \mid y^\varphi, \Sigma, \phi \} = \text{Var} \{ E[y_{t,j}(x_0) \mid y^\varphi, y_{t-1,j}(x_0), \Sigma, \phi] \mid y^\varphi, \Sigma, \phi \}
+ E \{ \text{Var}[y_{t,j}(x_0) \mid y^\varphi, \Sigma, \phi, y_{t-1,j}(x_0)] \mid y^\varphi, \Sigma, \phi \}
$$

with

$$
\text{Var} \{ E[y_{t,j}(x_0) \mid y^\varphi, y_{t-1,j}(x_0), \Sigma, \phi] \} = \text{Var} \{ y_{t-1,j}(x_0) \hat{y}_{t-1,j} \mid y^\varphi, \Sigma, \phi \}
= \hat{y}_{t-1,j}^2 v_{t-1,j}(x_0)
$$

$$
E \{ \text{Var}[y_{t,j}(x_0) \mid y^\varphi, \Sigma, \phi, y_{t-1,j}(x_0)] \mid y^\varphi, \Sigma, \phi \} = E \{ \Sigma_{ij} \Lambda_t^* \mid y^\varphi, \Sigma, \phi \}
= \Sigma_{ij} \{ \Lambda_t + \kappa_{t,j} \},
$$

where $\Sigma_{ij} = \sigma_{t,j}^2$. 

S.12
Step 2: Applying the law of total variance again yields
\[
\text{Var}\{y_{t,j}(x_0) \mid y^\phi, \phi\} = \text{Var}_{\Sigma}y^\phi,\phi \left\{ E[y_{t,j}(x_0) \mid y^\phi, \Sigma, \phi] \right\} + E_{\Sigma}y^\phi,\phi \left\{ \text{Var}[y_{t,j}(x_0) \mid y^\phi, \Sigma, \phi] \right\}.
\]
Note that the first term above is zero, since the posterior mean does not depend on \(\Sigma_t\) according to (S.12). Thus, it follows from (S.16) that
\[
\text{Var}\{y_{t,j}(x_0) \mid y^\phi, \phi\} = \gamma_1^2 \vartheta_{t-1,j} \gamma_{t-1,j}(x_0) + E\{\Sigma^j_j \mid y^\phi, \Sigma, \phi\}\{\Lambda_t + \kappa_{t,j}\},
\]
as desired.

S.9 Ancillary Results

**Lemma 2.** Let \(T_{t,j} := [H_t, W_{t-1,j}]\) and \(Q_t := R_t^{-1}\{I - T_{t,j}(T_{t,j}^\top R_t^{-1} T_{t,j})^{-1}T_{t,j}^\top R_t^{-1}\}\) for \(t > 1\). Then the following result holds:
\[
S^2(\phi_t, y_{t,j}) = y_{t,j}^\top Q_t^H y_{t,j} - y_{t,j}^\top K_t \Omega_{t-1,j} K_t y_{t,j} + 2y_{t,j}^\top R_t^{-1} \Omega_{t-1,j} K_t y_{t,j} - y_{t,j}^\top R_t^{-1} \Omega_{t-1,j} R_t^{-1} y_{t,j}
\]
where \(Q_t^H := R_t^{-1}\{I - H_t(H_t^\top R_t^{-1} H_t)^{-1}H_t^\top R_t^{-1}\}\), \(K_t := R_t^{-1} H_t(H_t^\top R_t^{-1} H_t)^{-1}H_t^\top R_t^{-1}\), and \(\Omega_{t-1,j} := W_{t-1,j}(W_{t-1,j}^\top Q_t^H W_{t-1,j})^{-1}W_{t-1,j}^\top\). These two identities show that the computational cost to compute \(\sum_{j=1}^{N} \ln |T_{t,j}^\top R_t^{-1} T_{t,j}|\) and \(\sum_{j=1}^{N} \ln S^2(\phi_t, y_{t,j})\) is reduced from \(O(Nn_t^3)\) to \(O(n_t^3 + Nn_t^2)\).

**Proof of Lemma 2.** Notice that
\[
T_{t,j}^\top R_t^{-1} T_{t,j} = \begin{pmatrix} H_t^\top R_t^{-1} H_t & H_t^\top R_t^{-1} W_{t-1,j} \\ W_{t-1,j}^\top R_t^{-1} H_t & W_{t-1,j}^\top R_t^{-1} W_{t-1,j} \end{pmatrix},
\]
\[
(T_{t,j}^\top R_t^{-1} T_{t,j})^{-1} = \begin{pmatrix} A_t^{-1} + A_t^{-1} H_t^\top R_t^{-1} \Omega_{t-1,j} R_t^{-1} H_t A_t^{-1} & -M_t \\ -M_t^\top & \omega_{t-1} \end{pmatrix},
\]
where \(\omega_{t-1} := (W_{t-1,j}^\top Q_t^H W_{t-1,j})^{-1}\), \(A_t := H_t^\top R_t^{-1} H_t\), \(M_t := A_t^{-1} H_t^\top R_t^{-1} W_{t-1,j}^\top \omega_{t-1}\). Using block matrix determinant yields the formula to compute the determinant of \(T_{t,j}^\top R_t^{-1} T_{t,j}\).
Using the block matrix inverse yields
\[
T_{t,j}(T_{t,j}R_t^{-1}T_{t,j})^{-1}T_{t,j} = H_tA_t^{-1}H_t^T + H_tA_t^{-1}H_t^T R_t^{-1}\Omega_{t-1,j}R_t^{-1}H_tA_t^{-1}H_t^T - W_{t-1,j}\omega_{t-1}W_{t-1,j}^T H_tA_t^{-1}H_t^T - H_tA_t^{-1}H_t^T R_t^{-1}W_{t-1,j}\omega_{t-1}W_{t-1,j}^T + W_{t-1,j}\omega_{t-1}W_{t-1,j}^T.
\]
Combining these terms yields the formula to compute \( S^2(\phi_i, y_{t,j}) \).

**S.10 Additional Results**

This section gives some figures referenced in Section 4. Figure S.5 shows the scatter plot of predicted PSE against held-out PSE at input setting \( x_2 \) over randomly sampled 1,000 spatial locations with 95% percentile predictive intervals. Figure S.6 shows the scatter plot of predicted PSE against held-out PSE at input setting \( x_2 \). It suggests that the PP cokriging emulator gives better prediction than the PP kriging emulation at input setting \( x_2 \). Figure S.7 shows the scatter plot of predicted PSE against held-out PSE at input setting \( x_2 \) over randomly sampled 1,000 spatial locations with 95% percentile predictive intervals. All these results also confirm that the PP cokriging performs quite well for the real application in terms of prediction uncertainty.

![Scatter plot of predicted PSE against held-out PSE](image)

**Fig. S.5.** Scatter plot of predicted PSE against held-out PSE over randomly sampled \( N = 1,000 \) spatial locations at the input setting \( x_1 \). The red curve shows the 95% percentile predictive intervals.
Fig. S.6. Scatter plot of predicted PSE against held-out PSE over $N = 9,284$ spatial locations at the input setting $x_2$.

Fig. S.7. Scatter plot of predicted PSE against held-out PSE over randomly sampled $N = 1,000$ spatial locations at the input setting $x_2$. The red curve shows the 95% percentile predictive intervals.