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ARNAUD GIRAND

Abstract. In this paper, we classify the algebraic isomonodromic deformations that can be obtained through restriction to generic lines of logarithmic flat connections on the complex projective plane $\mathbb{P}^2\mathbb{C}$ whose singular locus is a quintic curve. We then explicitly compute the (finite) finite mapping class group orbits of the associated points in the character variety and describe the new algebraic Garnier solutions that can be obtained through this procedure. Modified: August 12, 2018.
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1. Introduction

1.1. Representation theoretic result. The object of this paper is to classify all new Garnier solutions that can be obtained through restriction to generic lines of logarithmic flat connections on the complex projective plane $\mathbb{P}^2\mathbb{C}$ whose singular locus is a quintic curve. In order to do so, we first look at this problem from a purely representation theoretic point. Indeed, if $\nabla$ is some logarithmic flat $\mathfrak{sl}_2(\mathbb{C})$–connection over $\mathbb{P}^2\mathbb{C}$ whose polar locus is a quintic curve $Q$, then it is determined, as per the classical Riemann–Hilbert correspondence, by the data of its monodromy representation

$$\rho_{\nabla} : \pi_1(\mathbb{P}^2 \setminus Q) \to SL_2(\mathbb{C}).$$

Therefore, our first move will be to classify the group representations

$$\rho : \Gamma \to PSL_2(\mathbb{C})$$

, where $\Gamma$ is the fundamental group of the complement of some quintic curve in $\mathbb{P}^2(\mathbb{C})$, that satisfy the following conditions:
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(C1) the image of \( \rho \) is irreducible and infinite;
(C2) \( \rho \) does not factor through a curve (see Definition 2).

These two conditions appear, in light of previous work by Diarra [8] and Mazzocco [20] to constitute a reasonable starting point to try and produce new algebraic isomonodromic deformations of the five punctured sphere.

If a monodromy representation \( \rho \) satisfies these conditions, then the local monodromy (see Definition 16) around any irreducible component of \( Q \) must be non-trivial. Indeed, one would otherwise get a factorisation of \( \rho \) through the fundamental group of the complement of some curve in \( \mathbb{P}^2 \) with degree at most 4 in which case earlier work by Cousin (see Section 5.1 in [6]) proves that \( \rho \) cannot satisfy both (C1) and (C2). We prove the following result.

Theorem A. Let \( \Gamma \) be the fundamental group of the complement of some quintic curve \( Q \) in \( \mathbb{P}^2(\mathbb{C}) \) and let \( \rho : \Gamma \to \text{PSL}_2(\mathbb{C}) \) satisfy the following conditions:

(C1) the image of \( \rho \) is irreducible and infinite;
(C2) \( \rho \) does not factor through a curve.

Then the triple \((\Gamma,\rho,Q)\) is (up to global conjugacy for \( \rho \) and \( PGL_3(\mathbb{C}) \) action for \( Q \)) one of the following:

1. \( \Gamma \cong \langle a,b,c \mid (ab)^2(ba)^{-2} = (ac)^2(ca)^{-2} = [b,c] = 1 \rangle \),
   \[ \rho : a \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad b \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad c \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix} , \text{ for some } u,v \in \mathbb{C}^* , \]
   and the curve \( Q \) is composed of three lines tangent to a conic ;

2. \( \Gamma \cong \langle a,b,c \mid [a,b] = [a,c^{-1}bc] = 1, (bc)^2 = (cb)^2 \rangle ,
   \[ \rho : a \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad b \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} , \text{ for some } u,v \in \mathbb{C}^* , \]
   and \( Q \) is made of three concurrent lines and a conic tangent to two of the latter ;

3. \( \Gamma \cong \langle a,b,c \mid [a,b] = [b,c^2] = 1, ca = bc \rangle ,
   \[ \rho : a \mapsto \begin{pmatrix} t & 0 \\ 0 & t^{-1} \end{pmatrix}, \quad b \mapsto \begin{pmatrix} t^{-1} & 0 \\ 0 & t \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} , \text{ for some } t \in \mathbb{C}^* . \]

Here, the curve \( Q \) is one of two special configurations of two lines and a cubic, described in Section 2.5.2.

Note that the above triples do occur but do not necessarily satisfy conditions (C1) and (C2), depending on the parameters.

The proof of the above theorem, as detailed in Section 2, is built upon Degtyarev’s work on classifying the non–abelian fundamental groups of the complement of quintic plane curves in \( \mathbb{P}^2_\mathbb{C} \) [7]. We give a detailed description of the curves corresponding to each of the cases in Theorem A.

1.2. Garnier solutions and mapping class group orbits. In the second part of this paper, we set up the basis of the method we will use to actually construct algebraic isomonodromic deformations corresponding to the group representations appearing in Theorem A. Taking inspiration from Hitchin’s works on the Painlevé VI equation [14] sur l’équation de Painlevé VI, we make the following remark: if one has a logarithmic flat connection \( \nabla \) over the projective plane \( \mathbb{P}^2_\mathbb{C} \) whose polar locus is exactly some degree five algebraic curve, then since any generic line intersects
such a curve at five points the family of connections given by the restriction of $\nabla$ to such lines yields an isomonodromic deformation of the five punctured sphere. Moreover, the monodromy representation of any such restricted connection has the same image as that of $\nabla$.

More precisely, let $L$ be some line generically chosen in the complex projective plane $\mathbb{P}^2_\mathbb{C}$; then $L$ intersects the polar locus of the connection $\nabla$ at exactly five points, which we can (up to Möbius transformation) assume to be equal to 0, 1, $\infty$ and $t_1, t_2 \in \mathbb{C}^* \setminus \{1\}$. Restricting $\nabla$ to $L$ one gets a logarithmic flat connection over the five punctured Riemann sphere $\mathbb{P}^2_5 := \mathbb{P}^2_\mathbb{C} \setminus \{0, 1, t_1, t_2, \infty\}$ whose monodromy representation $\rho_L$ is given by the diagram

\[
\begin{array}{ccc}
\pi_1(\mathbb{P}^2_5) & \cong & F_4 \\
\rho_L & \longrightarrow & \pi_1(\mathbb{P}^2_\mathbb{C}^* - Q) \\
& & \rho \downarrow \\
& & SL_2(\mathbb{C})
\end{array}
\]

where $\tau$ is the natural surjective morphism given by the Lefschetz hyperplane theorem (see Theorem 7.4 in [21]). Since $\nabla$ is flat, it is known [18] that $\rho_L$ does not depend (up to conjugacy) on the choice of the generic line $L$. Therefore, there
exists a Zariski–open set in the dual $\hat{F}^2(\mathbb{C})$ such that all connections in the family $(\nabla_L)_{L \in \mathcal{V}}$ have the same monodromy (up to conjugacy).

Using the explicit description of the curves appearing in Theorem A, we are then able to actually compute the corresponding monodromy representations. Namely, if one sets $F_4 := \langle d_1, d_2, d_3, d_4 \mid \emptyset \rangle$ then they are (in the same order and up to conjugacy):

\[
\begin{align*}
\rho_1 : d_1 & \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} 0 & u^2 \\ -u & 0 \end{pmatrix} \\
\rho_2 : d_1 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix} \\
\rho_3 : d_1 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} 0 & u^{-1} \\ -u & 0 \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} u^{-1} & 0 \\ 0 & u \end{pmatrix} \\
\rho_4 : d_1 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} u^{-1} & 0 \\ 0 & u \end{pmatrix}.
\end{align*}
\]

We then turn our attention to the corresponding orbits under the mapping class group action on the $SL_2(\mathbb{C})$–character variety of the five punctured sphere, namely the categorical quotient of its variety of representations under the diagonal conjugacy action of $SL_2(\mathbb{C})$: \[Char(0, 5) := \text{Hom}(F_4, SL_2(\mathbb{C}))//SL_2(\mathbb{C}).\]

The links between these orbits and the algebraicity of isomonodromic deformations has been extensively studied by Dubrovin–Mazzocco [10], Boalch [2], Cantat–Loray [3] and Cousin [5]. In particular, it is now known that such an orbit is finite if and only if the associated isomonodromic deformation gives rise to an algebraic Garnier solution. We give explicit computations for these, in the form of the following result.

**Theorem B.** Consider the following four families of representations (parametrised by some $u, v, s \in \mathbb{C}^*$) of the free group over four generators $F_4 := \langle d_1, \ldots, d_4 \mid \emptyset \rangle$ into $SL_2(\mathbb{C})$.

\[
\begin{align*}
\rho_1 : d_1 & \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} 0 & u^2 \\ -u & 0 \end{pmatrix} \\
\rho_2 : d_1 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix} \\
\rho_3 : d_1 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} 0 & s^{-1} \\ -s & 0 \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} s & 0 \\ 0 & s^{-1} \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} s^{-1} & 0 \\ 0 & s \end{pmatrix} \\
\rho_4 : d_1 & \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, & d_2 & \mapsto \begin{pmatrix} s & 0 \\ 0 & s^{-1} \end{pmatrix}, & d_3 & \mapsto \begin{pmatrix} s & 0 \\ 0 & s^{-1} \end{pmatrix}, & d_4 & \mapsto \begin{pmatrix} s^{-1} & 0 \\ 0 & s \end{pmatrix}.
\end{align*}
\]

Then:

(1) the associated points in $Char(0, 5)$ give rise to four pairwise distinct families of length four finite orbits under the pure mapping class group PMCG(0, 5);

(2) the families of (non–pure) mapping class group orbits associated with $\rho_1$ and $\rho_2$ are also distinct; however those associated with $\rho_3$ and $\rho_4$ are special cases of $\rho_2$–type orbits. More precisely, this means that for any $s \in \mathbb{C}^*$ and $i = 3, 4$ there exist two parameters $(u, v)$ (depending on $s$ and $i$) such that
the orbit of the class of \( \rho \) with parameter \( s \) is equal to that of \( \rho_2 \) with parameters \((u, v)\).

1.3. Explicit construction of the solutions. Going from Theorem \[\text{[13]}\] we know that our procedure yields two distinct two-parameter families of finite mapping class group orbits. Therefore, the next step should be to try and explicitly construct the associated isomonodromic deformations and algebraic Garnier solutions. Note that the existence, and uniqueness up to gauge transformation, of such families of connections follows from the classical Riemann–Hilbert correspondence. The original part of our work does indeed reside in the fact that we give explicit constructions for these objects and the associated algebraic Garnier solutions. Solutions associated with \( \rho_1 \). This deformation has already been quite extensively studied in one of our earlier works \[\text{[12]}\]. We quickly recall the main result of this paper, namely the explicit formulas giving a logarithmic flat connection over \( \mathbb{P}^2 \) whose monodromy representation is exactly \( \rho_1 \).

**Theorem 1** (Girand \[\text{[12]}\]). There exists an explicit two-parameter family \( \nabla_{\lambda_0, \lambda_1} \) of logarithmic flat connections over the trivial rank two vector bundle \( \mathbb{C}^2 \times \mathbb{P}^2 \rightarrow \mathbb{P}^2 \) with the following properties:

(i) the polar locus of \( \nabla_{\lambda_0, \lambda_1} \) is equal to the quintic \( Q \in \mathbb{P}^2 \) and as such does not depend on \( \lambda_0, \lambda_1 \in \mathbb{C} \);

(ii) the monodromy of \( \nabla_{\lambda_0, \lambda_1} \) is conjugated to \( \rho_{u,v} \) with \( u = -e^{-i\pi \lambda_0} \) and \( v = e^{-i\pi \lambda_1} \). It is a virtually abelian dihedral representation of the fundamental group \( \Gamma := \pi_1(\mathbb{P}^2 - Q) \) into \( SL_2(\mathbb{C}) \) whose image is not Zariski-dense.

The connection \( \nabla_{\lambda_0, \lambda_1} \) is given in some affine chart \( \mathbb{C}^2_{x,y} \subset \mathbb{P}^2 \) by:

\[
\nabla_{\lambda_0, \lambda_1} = d - \frac{1}{2(x^2 + y^2 + 1 - 2(xy + x + y))}((\lambda_0 A_0 + \lambda_1 A_1 + A_2),
\]

where

\[
A_0 := \left( \begin{array}{c}
2(x - 1)ydx + (x^2 + x(y - 2) - y + 1)x^2\frac{dy}{y} & 2(x - 1)ydx + (x^2 + y(x - y + 3) - 2)\frac{y}{x} \\
-2y^2dx + (x + y - 1)x^2\frac{dy}{y} & -2(x - 1)ydx - (x^2 + x(y - 2) - y + 1)x^2\frac{dy}{y}
\end{array} \right)
\]

\[
A_1 := \left( \begin{array}{c}
2(x - 1)(y - 1)x^2dy + 2(x - 1)\frac{dy}{y} & 2(x - 1)(y - 1)x^2dy + 2(2x - y + 2)\frac{dy}{y} \\
-(x + y - 1)y^2dx - 2x^2dy & -(x^2 + y - 1)(y - 1)x^2dy - 2(x - 1)\frac{dy}{y}
\end{array} \right)
\]

\[
A_2 := \left( \begin{array}{c}
(x + y + 1)y dx - (x^2 + x(y + 2) - y + 1)x^2\frac{dy}{y} & -2(x^2 - y)\frac{dy}{y} \\
0 & (x + y + 1)y dx + (x^2 - x(y + 2) - y + 1)x^2\frac{dy}{y}
\end{array} \right)
\]

Moreover, the monodromy representation of the above factors through a curve if and only if there exists \((p, q) \in \mathbb{Z}^2 \setminus \{(0, 0)\}\) such that \( p\lambda_0 + q\lambda_1 = 0 \).

Solutions associated with \( \rho_2 \). In Section \[\text{[4]}\] we adapt the tools introduced in \[\text{[12]}\] to give an explicit construction of the family of algebraic isomonodromic deformations appearing in Theorem \[\text{[A]}\]. Namely, we give explicit formulas for an algebraic family of logarithmic flat connections on the trivial rank 2 vector bundle over \( \mathbb{P}^2(\mathbb{C}) \) whose polar locus is exactly the quintic curve \( Q \) given by:

\[
y(y - t)(x^2 - yt) = 0.
\]

The fundamental group of the complement of the curve \( Q \) is isomorphic to the second group appearing in Theorem \[\text{[A]}\] namely:

\[
\langle a, b, c | [a, b] = [a, c^{-1}bc] = 1, (bc)^2 = (cb)^2 \rangle.
\]

In a similar fashion to Theorem \[\text{[1]}\] we prove the following result.
**Theorem C.** There exists an explicit two–parameter family $\nabla_{\lambda_0,\lambda_1}$ of logarithmic flat connections over the trivial rank two vector bundle $\mathbb{C}^2 \times \mathbb{P}^2 \to \mathbb{P}^2$ with the following properties:

(i) the polar locus of $\nabla_{\lambda_0,\lambda_1}$ is equal to the quintic $Q' \subset \mathbb{P}^2$ defined by the equation (in homogeneous coordinates $[x:y:t]$)

$$y(y - t)(x^2 - yt) = 0;$$

(ii) the monodromy of $\nabla_{\lambda_0,\lambda_1}$ is conjugated to $\rho_{u,v}$ with $u = e^{i\pi \lambda_0}$ and $v = e^{i\pi \lambda_1}$. It is a virtually abelian dihedral representation of the fundamental group $\pi_1(\mathbb{P}^2 - Q)$ into $SL_2(\mathbb{C})$ whose image is not Zariski–dense.

The connection $\nabla_{\lambda_0,\lambda_1}$ is given in the affine chart $\mathbb{C}^2_{x,y} \subset \mathbb{P}^2$ by:

$$\nabla_{\lambda_0,\lambda_1} = \frac{1}{y(y - 1)(x^2 - y)} \Omega_{\lambda_0,\lambda_1},$$

where

$$\Omega_{\lambda_0,\lambda_1} := \begin{pmatrix}
- \frac{(y-1)(x^2-y)}{4y} dy \\
\frac{2\lambda_0 y(y-1)dx + (\lambda_0 x(1-y) + \lambda_1(x^2-y))dy}{2} \\
\frac{2\lambda_0 y(y-1)dx + (\lambda_0 x(1-y) + \lambda_1(x^2-y))dy}{y-1(x^2-y) dy}
\end{pmatrix}.$$ 

Moreover, the monodromy representation of such a connection factors through an orbicurve if and only if there exists $(p, q) \in \mathbb{Z}^2 \setminus \{(0,0)\}$ such that $p \lambda_0 + q \lambda_1 = 0$.

2. Classification of non–degenerate representations

2.1. Representations factoring through a curve. Representations of fundamental groups of quasi-projective varieties in $SL_2(\mathbb{C})$ have been classified mainly by Corlette and Simpson [3]. One important class of such representations is that of those factoring through a curve.

**Definition 2.** [3][17] Let $\Gamma$ be the fundamental group of the complement of some curve in $\mathbb{P}^2(\mathbb{C})$. We say that a representation $\rho : \Gamma \to PSL_2(\mathbb{C})$ factors through a curve if there exists a complex projective curve $C$, a divisor $\Delta$ (resp. $\delta$) in $\mathbb{P}^2$ (resp. $C$), an algebraic mapping $f : \mathbb{P}^2 - \Delta \to C - \delta$ and a representation $\tilde{\rho}$ of the fundamental group of $C - \delta$ into $PSL_2(\mathbb{C})$ such that

(i) $\Delta$ contains $Q$, therefore there exists a natural group homomorphism $m : \pi_1(\mathbb{P}^2 - \Delta) \to \Gamma_2$;

(ii) the diagram

$$\begin{array}{ccc}
\pi_1(C - \delta) & \xrightarrow{f_*} & \pi_1(\mathbb{P}^2 - \Delta) \\
\rho \downarrow & & \downarrow \rho_{\text{ram}} \\
& & PSL_2(\mathbb{C})
\end{array}$$

commutes.

Moreover, if some representation $\varrho : \Gamma \to SL_2(\mathbb{C})$ is such that $P \circ \rho : \Gamma \to SL_2(\mathbb{C})$, we will say that $\varrho$ factors through an orbicurve.

Indeed, representations admitting such a factorisation can be obtained through pullback from the monodromy of some logarithmic flat connection on a curve [17]. Moreover, we have the following refinement by Loray, Pereira and Touzet [17] of a theorem by Corlette and Simpson [3].
We will also need a few Artin groups, namely:

$\rho$-presentation method.

"Unusual" groups. Here we shall list some exceptional groups arising in Degtyarev's Proposition 5.

2.2. Understanding the list. In [7], Degtyarev classifies the quintic curves in the projective plane $\mathbb{P}^2(\mathbb{C})$ whose complement has non-abelian fundamental group. In this work we are interested in infinite groups giving rise to representations satisfying conditions (C1) and (C2), so we shall recall the parts of the aforementioned list of interest to us, starting by briefly recalling the notations used.

2.2.1. Groups appearing in the list.

Toric groups. Toric group are the family of fundamental groups of toric links, defined as follows:

- for $r \geq 1$, set $T_{2,2r} := \langle a, b | (ab)^r = (ba)^r \rangle$;
- if $p$ and $q$ are two relatively prime integers set $T_{p,q} := \langle a, b | a^p = b^q \rangle$.

Braid groups. Recall that the braid group on $p$ strands is given by:

$B_p := \langle \sigma_1, \ldots, \sigma_{p-1} | [\sigma_i, \sigma_j] = 1 \text{ if } |i - j| > 1, \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \rangle$.

"$G$-type groups". Let $p$ be a prime number and $T \in \mathbb{Z}[t]$ be some integral polynomial; then we define the groups $G(T)$ and $G_p(T)$ as the extensions:

$0 \rightarrow \mathbb{Z}[t]/(T) \rightarrow G(T) \rightarrow \mathbb{Z} \rightarrow 0$

and

$0 \rightarrow \mathbb{F}_p[t]/(T) \rightarrow G_p(T) \rightarrow \mathbb{Z} \rightarrow 0$

where the conjugation action of the generator of the quotient on the kernel is the multiplication by $t$. Note that these groups are solvable, therefore we will be able to use the following well-known result.

Proposition 5. Let $G$ be a solvable group. Then any irreducible group representation $\rho : G \rightarrow PSL_2(\mathbb{C})$ with infinite image is dihedral.

Artin groups. We will also need a few Artin groups, namely:

- $A^1(p,q,r) := \langle a, b, c | a^p = b^q = c^r = abc \rangle$;
- $A^2(p,q,r) := \langle a, b, c | a^p = b^q = c^r = abc = 1 \rangle$;
- $A^4(p,q,r) := \langle a, b | a^p = b^q = 1, (ab)^r = (ba)^r \rangle$.

"Unusual" groups. Here we shall list some exceptional groups arising in Degtyarev's classification by giving finite presentations obtained through the Zariski–Van Kampen method.

- $\Gamma_5 := \langle u, v | u^3 = v^7 = (uv^2)^2 \rangle$;
- $\Gamma_4 := \langle a, b, c | aba = bab, abc = bcb, abcb^{-1}a = bcb^{-1}abc^{-1} \rangle$;
- $\Gamma_3 := \langle a, b | [a^3, b] = 1, ab^2 = ba^2 \rangle$;
- $\Gamma_3' := \langle a, b, c | aca = cac, [b, c] = 1, (ab)^2 = (ba)^2 \rangle$;
- $\Gamma_2 := \langle a, b, c | [a, b] = [a, c^{-1}bc] = 1, (bc)^2 = (cb)^2 \rangle$;
- $\Gamma_2' := \langle a, b, c | (ab)^2 = (ba)^2, (ac)^2 = (ca)^2, [b, c] = 1 \rangle$. 

Theorem 3 (Corlette–Simpson, Loray–Pereira–Touzet). Let $X$ be a quasi-projective surface. Then any non-rigid representation $\rho : \pi_1(X) \rightarrow PSL_2(\mathbb{C})$ with Zariski-dense image factors through a curve.

Remark 4. This implies that any representation satisfying condition (C1) that is neither rigid nor dihedral factors through a curve.
2.2.2. Arnol’d’s notation for curve singularities. In order to allow for an efficient listing of the curves involved in Degtyarev’s classification we will make use of Arnol’d’s notation for curves singularities. More specifically:

- we will denote by $A_p$ a singular point of local type $x^2 + yp + 1 = 0$;
- we will denote by $E_6$ a singular point of local type $x^3 + y^4 = 0$;
- we will say that a curve is of type $C_{k_1} \sqcup \ldots \sqcup C_{k_n}$ if it (globally) has $n$ irreducible components of respective degrees $k_1, \ldots, k_n$. In the case where several such components have the same degree, we will use the shorthand notation $mC_{k_\ell}$;
- if any degree $d$ irreducible component of our curve has singular points, we shall denote it by writing $C_d (\Sigma)$, where $\Sigma$ is the list of the aforementioned curve’s singularities, of the form $m_1 A_{p_1} \sqcup \ldots \sqcup m_n A_{p_n}$ (note that if the curve is smooth, we will simply use the shorthand $C_d$ instead of $C_d (\emptyset)$);
- finally, we will use the following notation regarding the mutual position of two irreducible curves $C$ and $C'$:
  - $\times d$ if $C'$ intersects $C$ with multiplicity $d$ at a non–singular point of $C$;
  - $A_p$ if $C'$ intersects $C$ transversally at a singular point of $C$ of type $A_p$;
  - $A_p^*$ if $C'$ is tangent (with smallest possible multiplicity) to $C$ transversally at a singular point of $C$ of type $A_p$.

Moreover, if the curve is of type $C_3 \sqcup 2C_1$ and the two lines intersect at one of the special points described above, we shall underline it in the list.

Example 6. A curve of type $C_3 (A_1) \sqcup C_1$ with intersection $\times 2, \times 1$ would be made up of a nodal cubic and a line, the latter intersecting the former at two smooth points, once with a tangent and the other transversally. The same curve with intersection $A_1, \times 1$ would have the line intersect the cubic transversally at both some smooth point and the nodal singular point.

2.2.3. The list. Table I sums up Degtyarev’s list; for more details we refer the reader to the original paper [7]. Note that we have eliminated all finite groups from the list before reproducing it.

We shall go through Degtyarev’s list in three steps:

- first, we investigate curves with large singularities, allowing us to remove some of them from the list;
- secondly, we eliminate any group in the list which cannot yield a representation satisfying conditions (C1) and (C2) for purely algebraic reasons;
- finally, we review the remaining fundamental groups in the list by curve type.

Doing so, we will make heavy use of the following elementary fact about $\text{PSL}_2(\mathbb{C})$ (for a proof, see Lemma 1.2.3 in [13]).

Lemma 7. Let $M \in \text{PSL}_2(\mathbb{C})$ centralising some non–abelian subgroup $G \leq \text{PSL}_2(\mathbb{C})$; then $M$ is the identity element of $\text{PSL}_2(\mathbb{C})$. 
below. a quintuple point through a rather elementary reasoning, as evidenced by the result 2.3.

Large singularities. The goal of this paragraph is to study the special cases where the quintic curve has some large order (i.e. greater or equal to three) singular point. In fact, we prove that representations of the fundamental group of the complement of such curves almost always factor through some curve.

2.3.1. Five-fold singularities. First, we can eliminate the case of the curve $5C_1$ with a quintuple point through a rather elementary reasoning, as evidenced by the result below.

| Curve type          | Intersection type(s)                      | Group(s)          |
|---------------------|-------------------------------------------|-------------------|
| $C_5(A_6 \sqcup 3A_2)$ | —                                         | $\Gamma_5$        |
| $C_4(3A_2) \sqcup C_1$ | $\times 2, \times 2$ or $A_2^*, \times 1$ | $\Gamma_4$        |
|                     | $\times 2, \times 1, \times 1$ or $A_2^*, \times 1$ | $B_3$             |
|                     | else                                      | $G_3(t + 1)$      |
| $C_4(2A_2 \sqcup A_1) \sqcup C_1$ | $\times 4$ or $2, \times 2$ | $B_4$             |
|                     | $\times 2, \times 2$                      | $B_3$             |
| $C_4(A_4 \sqcup A_2) \sqcup C_1$ | $\times 3, \times 1$ | $\mathbb{Z} \times A^2(2, 3, 5)$ | $B_3$ |
|                     | $A_4^*$                                   | $B_3$             |
|                     | $A_2, \times 2$                           | $G_3(t + 1)$      |
| $C_4(A_2 \sqcup A_2) \sqcup C_1$ | $A_2, \times 2$ | $B_3$             |
| $C_4(A_6) \sqcup C_1$ | $A_6, \times 2$                           | $B_3$             |
| $C_4(A_5) \sqcup C_1$ | $\times 4$ or $2, \times 2$ | $B_3$             |
| $C_4(E_6) \sqcup C_1$ | $\times 4$                               | $T_{3,4}$         |
|                     | $\times 2, \times 2$                      | $B_3$             |
| $C_3(A_2) \sqcup C_2$ | $\times 3, \times 3$                       | $\Gamma_3$       |
| $C_5(A_2) \sqcup 2C_1$ | $\times 3; \times 2, \times 1$ | $\Gamma_3'$       |
|                     | $\times 3; A_2^*$                          | $T_{2,6}$         |
|                     | $\times 3; x_1, A_2$                        | $T_{2,4}$         |
|                     | $x_3; x_1, x_1, x_1$                        | $\mathbb{Z} \times B_3$ |
|                     | $x_3; A_2 \times 1$                        | $\mathbb{Z} \times B_3$ |
|                     | $x_3; x_1, x_1, x_1$                        | $\mathbb{Z} \times B_3$ |
|                     | $x_2, x_1, x_1, x_2$                       | $\mathbb{Z} \times B_3$ |
|                     | $A_2, x_1, x_1, x_2$                       | $G(t^2 - 1)$      |
| $C_3(A_1) \sqcup 2C_1$ | $\times 3; \times 3$                       | $G(t^3 - 1)$      |
|                     | $\times 3; x_1, x_2$                        | $G(t^2 - 1)$      |
|                     | $\times 1, x_2; x_1, x_2$                  | $G(t^2 - 1)$      |
| $2C_2 \sqcup C_1$ | the two $C_2$ intersect with multiplicity 4 | $\mathbb{F}_2, T_{2,4}$ |
|                    | the two $C_2$ intersect at two points       | $\mathbb{F}_2, T_{2,4}$ |
| $C_2 \sqcup 3C_1$ | the three $C_1$ have a common point         | $\Gamma_2, \mathbb{Z} \times \mathbb{F}_2$ |
|                    | else                                      | $\Gamma_2, \mathbb{Z} \times \mathbb{F}_2, \mathbb{Z} \times T_{2,4}$ |
| $5C_1$             | the five $C_1$ have a common point          | $\mathbb{F}_4$    |
|                    | there is a quadruple point                  | $\mathbb{Z} \times \mathbb{F}_3$ |
|                    | there are two triple points                 | $\mathbb{F}_2 \times \mathbb{F}_2$ |
|                    | there is only one triple point              | $\mathbb{Z} \times \mathbb{Z} \times \mathbb{F}_2$ |

Table 1. Degtyarev’s list
**Proposition 8.** Let \( Q \) be a quintic in the projective plane \( \mathbb{P}^2(\mathbb{C}) \) of type \( 5C_1 \) such that its five irreducible components share a common point. Then any representation \( \rho : \pi_1(\mathbb{P}^2 - Q) \to PSL_2(\mathbb{C}) \) with non-abelian image factors through a curve.

**Proof.** Since all irreducible components of \( Q \) intersect at a common point then by blowing it up we get a locally trivial fibration

\[
\hat{\mathbb{P}}^2 - \hat{Q} \leftarrow \mathbb{C} \\
\downarrow \quad f \\
B
\]

where \( B \) is isomorphic to \( \mathbb{P}^1 \) minus five points and \( \hat{Q} \) is the total transform of the quintic \( Q \). The homotopy exact sequence associated with \( f \) then yields:

\[
0 = \pi_1(\mathbb{C}) \to \pi_1(\hat{\mathbb{P}}^2 - \hat{Q}) \to F_4 = \pi_1(B) \to \pi_0(\mathbb{C}) .
\]

Since \( \pi_1(\mathbb{P}^2 - Q) \cong \pi_1(\hat{\mathbb{P}}^2 - \hat{Q}) \) (as we blew up a point in \( Q \)) then one gets that \( \pi_1(\mathbb{P}^2 - Q) \cong \pi_1(B) \) thus \( \rho \) factors through \( B \) by means of the morphism \( f \). \( \square \)

**2.3.2. Quadruple singularities.** In the rare case where a quintic curve in Degtyarev’s list has a quadruple singularity, we can discard it using the following result.

**Proposition 9.** Let \( Q \) be a quintic in the projective plane \( \mathbb{P}^2(\mathbb{C}) \) of type \( 5C_1 \) such that exactly four of its irreducible components share a common point. Then any representation

\[
\rho : \pi_1(\mathbb{P}^2 - Q) \to PSL_2(\mathbb{C})
\]

with non-abelian image factors through a curve.

**Proof.** Up to an element in \( PGL_3(\mathbb{C}) \), one can assume that the line that does not intersect the other four at their common point is the line at infinity and that the aforementioned quadruple point is the origin of the corresponding affine chart (identified with \( \mathbb{C}^2 \)). One gets a locally trivial fibration \( \psi : \mathbb{P}^2 - Q \to \mathbb{P}^1 \) defined as follows: for any point \( x \in \mathbb{P}^2 - Q, \psi(x) \) the line going through the origin and \( x \). This fibration has fibre equal to \( \mathbb{C}^* \) and a natural section given by any line not contained in \( Q \) nor going through the origin, the latter giving us an homeomorphism

\[
f : \mathbb{P}^2 - Q \sim \mathbb{P}^1 \times \mathbb{C}^* \\
x \mapsto (\psi(x), \tau(x)) ,
\]

where \( \tau(x) \) is the slope of the line \( \psi(x) \subset \mathbb{C}^2 \). This means that \( \pi_1(\mathbb{P}^2 - Q) \cong \mathbb{F}_3 \times \mathbb{Z} \).

The fact that the image of \( \rho \) must be non-abelian dictates that the image of one of these factors must also be. As such, any element in the image of the other one centralises a non-abelian subgroup in \( PSL_2(\mathbb{C}) \) and so must be trivial by Lemma 7. Thus one gets that \( \rho \) factors through \( \mathbb{P}^1 \) (as \( \pi_1(\mathbb{C}^*) = \mathbb{Z} \) is abelian). \( \square \)

**2.3.3. Triple singularities.** It remains to see what happens when the studied curve has a singular point of order exactly three.

**Proposition 10.** Let \( Q \) be a quintic in the projective plane \( \mathbb{P}^2(\mathbb{C}) \). Assume that there exists a triple point \( p_0 \in Q \), i.e. that for any line \( L \) in \( \mathbb{P}^2 \) containing \( p_0 \) one has \( \text{Card}(L \cap (Q - p_0)) = 2 \) (counted with multiplicity); then any representation.
\[ \rho : \pi_1(\mathbb{P}^2 - \mathcal{Q}) \to PSL_2(\mathbb{C}) \] with nonabelian, non–dihedral infinite image factors through a curve up to pull–back by a double covering.

**Proof.** Start by blowing up \( p_0 \); in the following we will denote by \( \hat{C} \) (resp. \( \tilde{C} \)) the total (resp. strict) transform of any curve \( C \subset \mathbb{P}^2 \) by this blow–up. This turns the pencil of lines going through the point \( p_0 \) into an actual fibration

\[ \begin{array}{cc}
\mathbb{P}^2 & \mathbb{P}^1 \\
\downarrow f & \downarrow \\
B &
\end{array} \]

endowed with a natural section \( \tau \) given by the exceptional divisor \( E(p_0) \) (note that both \( E(p_0) \) and \( B \) are isomorphic to the projective line \( \mathbb{P}^1 \)). Since a generic line containing \( p_0 \) in \( \mathbb{P}^2 \) cuts \( \mathcal{Q} - p_0 \) at two distinct points, we also get a "double section" of this fibration, namely a ramified double–covering \( r : C \to \mathbb{P}^1 \) and a mapping \( \sigma : C \to \hat{\mathbb{P}}^2 \) such that the diagram

\[ \begin{array}{cc}
\hat{\mathbb{P}}^2 & \mathbb{P}^1 \\
\downarrow f & \downarrow \sigma & \uparrow r & \uparrow \tau \\
C & B
\end{array} \]

commutes. Note that by construction \( \sigma(C) \) is a component of the strict transform of \( \mathcal{Q} \); in the case where it is reducible we have a much stronger result (see Remark 11).

Consider the fibre product \( S := \hat{\mathbb{P}}^2 \times_B \hat{C} \); by definition, this is exactly the set

\[ \{ (p, q) \in \hat{\mathbb{P}}^2 \times C \mid f(p) = r(q) \}, \]

giving us another commutative diagram (and a natural mapping \( \chi : S \to \hat{\mathbb{P}}^2 \)):

\[ \begin{array}{cc}
S & \mathbb{P}^2 \\
\downarrow \pi & \downarrow f & \uparrow \chi \sigma \tau \\
C & \mathbb{P}^1 & \mathbb{P}^1
\end{array} \]

The second projection \( \pi : S \to C \) yields a fibration

\[ \begin{array}{cc}
S & \mathbb{P}^1 \\
\downarrow \pi & \downarrow & \uparrow r \chi \tau \\
C & \mathbb{P}^1 & \mathbb{P}^1
\end{array} \]

endowed with three distinct sections \( \sigma_0, \sigma_1 \) and \( \sigma_{\infty} \). Indeed one can define two sections of \( \pi \) using the double section \( \sigma \) as follows: for any \( x \in C \) there exists \( y \in C \) (generically distinct from \( x \)) such that \( r(x) = r(y) \), so we set \( \sigma_0(x) := (\sigma(x), x) \) and \( \sigma_0(x) := (\sigma(y), x) \) (this is well defined since \( f \circ \sigma = r \)). The third section \( \sigma_{\infty} \) is then given by the exceptional divisor: \( x \mapsto \tau \circ r(x) \). Note that there are finitely many points \( x \in C \) such that \( \sigma_i(x) = \sigma_j(x) \) for some \( i \neq j \) (i.e., \( i, j = 0, 1, \infty \)); indeed these special points come from either singular points of \( \mathcal{Q} - p_0 \), fibres of \( f \) tangent to \( \mathcal{Q} \) or possible intersections between \( E(p_0) \) and the strict transform of \( \mathcal{Q} \) in \( \hat{\mathbb{P}}^2 \).

One can now establish a birational mapping \( h \) between \( S \) and the direct product \( \mathbb{P}^1 \times C \). Let \( x \in C \) be some generic point (so that \( \sigma_0(x), \sigma_1(x) \) and \( \sigma_{\infty}(x) \) are pairwise
distinct) and define $h$ on $L$ as the homography sending $\sigma_0(x)$ (resp. $\sigma_1(x), \sigma_\infty(x)$) onto $0$ (resp. $1, \infty$). This defines a rational mapping inducing an isomorphism between a Zariski–open set in $S$ and one in $C \times \mathbb{P}^1$.

Let us now look at the above recipe in topological terms: since we are blowing up a point in $Q$ then $\pi_1(\mathbb{P}^2 - Q) \cong \pi_1(\mathbb{P}^2 - \tilde{Q})$. Then remark that we can extend our representation $\rho$ to the fundamental group of the complement of $\tilde{Q} \cup L_1 \cup \ldots \cup L_k$, where the $L_i$ are the fibres of $f$ that are either fibres above the ramification locus of $r$ or contain points of the indeterminacy locus of $h$ or $h^{-1}$, by setting the image of any simple loop around any special fibre $L_i$ that is not a component of $\tilde{Q}$ to be the identity matrix $I_2$.

This means that we have a new representation $\tilde{\rho} : \pi_1(\mathbb{P}^2 - (\tilde{Q} \cup L_1 \cup \ldots \cup L_k)) \to PSL_2(\mathbb{C})$ such that $\text{Im}(\tilde{\rho}) = \text{Im}(\rho)$. The covering $r$ being non–ramified above $B - f(L_1 \cup \ldots \cup L_k)$ one gets that the fundamental group $G := \pi_1(\mathbb{P}^2 - (\tilde{Q} \cup L_1 \cup \ldots \cup L_k))$ is isomorphic to an index at most two subgroup of $\pi_1(\mathbb{P}^2 - (Q \cup L_1 \cup \ldots \cup L_k))$. Thus, by restriction, one gets a representation $\rho_G : G \to PSL_2(\mathbb{C})$.

Since the birational map $h$ only blows up and/or contract divisors contained in $\xi^*(\tilde{Q} \cup L_1 \cup \ldots \cup L_k)$, there is an isomorphism between $G$ and the fundamental group $G'$ of $C \times \mathbb{P}^1 - \delta$, where $\delta$ is the strict transform under $h$ of $\xi^*(\tilde{Q} \cup L_1 \cup \ldots \cup L_k)$ (i.e the Zariski–closure of its image under $h$). This divisor $\delta$ is by construction a finite union of "vertical" and/or "horizontal" curves in $C \times \mathbb{P}^1$ thus $C \times \mathbb{P}^1 - \delta = (C - \eta) \times (\mathbb{P}^1 - \eta')$, where $\eta$ (resp. $\eta'$) is a finite divisorial sum of points in $C$ (resp. $\mathbb{P}^1$). This in turn implies that $G' \cong \pi_1(C - \eta) \times \pi_1(\mathbb{P}^1 - \eta')$.

Since $\text{Im}(\rho_G)$ is an index at most 2 subgroup in the non–dihedral group $\text{Im}(\rho)$, it must be non–abelian. This forces the image of one of the factors in $G$ to be non–abelian therefore any element in the image of the other one centralises a non–abelian subgroup in $PSL_2(\mathbb{C})$ and so is trivial by Lemma 4. As such, $\rho_G$ factors through either $C - \eta$ or $\mathbb{P}^1 - \eta'$, using either the first or the second projection. □

**Remark 11.** If the "double section" $\sigma$ in the proof above is actually made up of two well–defined sections (i.e if $\sigma(C)$ is a reducible component of $Q$), then one naturally does not need the non–dihedral hypothesis. Indeed, $\sigma(C)$ must be made out of two lines and so we get three well–defined sections of the initial fibration, without needing to go through a double covering. Thus, any representation $\rho : \pi_1(\mathbb{P}^2 - Q) \to PSL_2(\mathbb{C})$ with nonabelian, infinite image factors through a curve.

The following curves have a triple singularity that falls under Remark 11 therefore we can remove them from the list:

- $C_4(E_6) \cup C_1$;
- $C_3(A_2) \cup 2C_1$ with intersection types $\times 3; A_2 \times 3; \times 1, A_2$ and $\times 1, \times 2; \times 1, A_2$;
- $2C_2 \cup C_1$ if either the two conics intersect with multiplicity 4 and the line is their common tangent at this point ($F_2$–case in the list) or if they have two intersection points through which the line passes ($F_2$–case);
- $C_2 \cup 3C_1$ if two of the line are tangent to the conic and the third passes through both tangency points;
- $5C_1$ with any number of triple points.

In the first two cases, one needs to chose the singular point of the irreducible component with highest degree as the singularity in Proposition 11. For example,
when one looks at a curve of type $C_4(E_6) \sqcup C_1$ then one sees that any line going through the $E_6$ type singular point intersects the quintic in two distinguishable other points: one on the quartic $C_4$ and one on the line $C_1$. Thus, after blowing up the aforementioned singular point, the pencil of lines going through it becomes a fibration endowed with two sections. Thus Lemma 7 forces the image of one of the factors in $G$ to be non-abelian therefore any element in the other one centralises a non-abelian subgroup in $PSL_2(\mathbb{C})$ and so is trivial. As such, $\rho_G$ factors through either $C - \eta$ or $P_1 - \eta'$, using either the first or the second projection.

To treat the case of $2C_2 \sqcup C_1$, take any intersection between the line and quadric and for $C_2 \sqcup 3C_1$ and $5C_1$ take any intersection between exactly three components. Note that this means that we can completely eliminate the free group on two generators $F_2$ from the list.

2.4. Eliminating groups. In this paragraph, we eliminate several groups that, for strictly algebraic reasons, cannot give rise to a representation satisfying conditions (C1) and (C2). More precisely, we prove the following result.

**Proposition 12.** Let $G$ be one of the following groups:

- the braid groups $B_3$ and $B_4$;
- the group $G(t^3 - 1)$;
- the groups $G_p(t + 1)$ for some prime number $p$;
- the Artin group $A_4^2(2, 3, 5)$;
- the "unusual" groups $\Gamma_4$, $\Gamma_3$ and $\Gamma'_3$;
- any direct product of $\mathbb{Z}$ and one of the above.

Let $\rho$ be a representation of $G$ into $PSL_2(\mathbb{C})$. Then $\rho$ cannot satisfy both conditions (C1) and (C2).

2.4.1. Braid groups.

On three strands. Consider the group $B_3 = \langle \sigma_1, \sigma_2 | \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2 \rangle$ ; we prove the two following lemmas.

**Lemma 13.** There is no representation $\rho : B_3 \to PSL_2(\mathbb{C})$ with non-abelian dihedral image.

**Proof.** Let $A$ (resp. $B$) be the image of $\sigma_1$ (resp. $\sigma_2$) by $\rho$. Then one has $ABA = BAB$ and thus $A = (AB)^{-1}B(AB)$ is conjugate to $B$. Moreover, one can easily check that $(AB)^3$ commutes with the whole (non abelian) image of $\rho$ and so must be trivial (Lemma 7). Since $\rho$ is dihedral then since its image must be non abelian one must have (up to global conjugacy and permuting $A$ and $B$) either

$$A = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} \lambda & 0 \\ 0 & \lambda^{-1} \end{pmatrix}$$

or

$$A = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & -\lambda \\ \lambda^{-1} & 0 \end{pmatrix}$$

for some $\lambda \in \mathbb{C}\setminus\{0, -1, 1\}$ (if $\lambda = \pm 1$ then the image of $\rho$ would be abelian). In the first case, since $A$ and $B$ are conjugate, $\lambda$ must be equal to $\pm i$ and so the groupe generated by $A$ and $B$ is finite abelian. In the second case, the condition one can only have $ABA = BAB$ if $\lambda = \pm 1$ i.e if $A = B$, meaning that the image of $\rho$ must be abelian. $\square$
Lemma 14. Let \( \rho : B_3 \to PSL_2(\mathbb{C}) \) be a representation with irreducible non-dihedral image. Then \( \rho \) cannot be rigid.

Proof. As above, let \( A \) (resp. \( B \)) be the image of \( \sigma_1 \) (resp. \( \sigma_2 \)) by \( \rho \). Since \( \rho \) is not dihedral, then it is Zariski–dense and so must be rigid by Theorem 3. Up to global conjugacy, one can assume that either

\[
A = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{or} \quad A = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}
\]

for some \( u \in \mathbb{C} \setminus \{0, -1, 1\} \).

In the first case, the facts that \( A \) and \( B \) are conjugate and \( \text{Im}(\rho) \) must be non-abelian forces

\[
B = \begin{pmatrix} 1 & 0 \\ u & 1 \end{pmatrix}
\]

for some \( u \in \mathbb{C}^* \), but then for any such \( u \) one has \( ABA = BAB \) in \( PSL_2(\mathbb{C}) \) if and only if \( u = -1 \). However, one easily checks that for any \( v \in \mathbb{C}^* \) the following defines a representation of \( B_3 \):

\[
\sigma_1 \mapsto \begin{pmatrix} v & 1 \\ 0 & v^{-1} \end{pmatrix}, \quad \sigma_2 \mapsto \begin{pmatrix} v^{-1} & 0 \\ -1 & v \end{pmatrix}
\]

and so \( \rho \) is not rigid. In the second case, one can check that the equation \( B = (AB)^{-1}B(AB) \) (in the variable \( B \)) admits a solution for any \( u \neq 0, \pm 1 \) and that such a pair \( (A, B) \) defines a representation of \( B_3 \) for any such \( u \). Therefore, the representation cannot be rigid. \( \square \)

The combination of Lemmas 13 and 14 with Theorem 3 yield that no representation \( \rho : B_3 \to PSL_2(\mathbb{C}) \) may satisfy conditions (C1) and (C2). On four strands. Consider the group

\[
B_4 = \langle \sigma_1, \sigma_2, \sigma_3 \mid [\sigma_1, \sigma_3], \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2, \sigma_3 \sigma_2 \sigma_3 = \sigma_2 \sigma_3 \sigma_2 \rangle
\]

and let \( A \) (resp. \( B, C \)) be the image of \( \sigma_1 \) (resp. \( \sigma_2, \sigma_3 \)) by \( \rho \); the braid relations then give us:

\[
[A, C] = I_2, \quad ABA = BAB \quad \text{and} \quad BCB = CBC.
\]

If either \( A \) or \( C \) is trivial then \( \rho \) factors through a representation of \( B_3 \) and so cannot satisfy conditions (C1) and (C2). Moreover, \( B \) cannot be trivial since the image of \( \rho \) must be non-abelian, nor can \( A \) commute to \( B \).

All three matrices must be conjugate as \( B = (AB)^{-1}A(AB) \) and \( C = (BC)^{-1}B(BC) \). As such, if \( \rho \) is dihedral then by applying Lemma 13 we get that both the groups \( \langle A, B \rangle \) and \( \langle B, C \rangle \) must be finite; combined with the fact that \( A \) and \( C \) commute, this forces \( \text{Im}(\rho) \) to be finite.

Else, we proceed again as above: up to global conjugacy, one can assume that either

\[
A = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{or} \quad A = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}
\]

for some \( u \in \mathbb{C} \setminus \{0, -1, 1\} \).

In the first case, the facts that \( A, B \) and \( C \) are conjugate and \( \text{Im}(\rho) \) must be non-abelian forces (up to global conjugacy)

\[
B = \begin{pmatrix} 1 & 0 \\ u & 1 \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} 1 & v \\ 0 & 1 \end{pmatrix}
\]
for some $u, v \in \mathbb{C}^*$, but then the relation $ABA = BAB$ (resp. $BCB = CBC$) in $PSL_2(\mathbb{C})$ if and only if $u = -1$ (resp. $v = 1$). However, one easily checks that for any $w \in \mathbb{C}^*$ the following defines a representation of $B_4$:

$$
\sigma_1 \mapsto \begin{pmatrix} w & 1 \\ 0 & w^{-1} \end{pmatrix}, \quad \sigma_2 \mapsto \begin{pmatrix} w^{-1} & 0 \\ -1 & w \end{pmatrix}, \quad \sigma_3 \mapsto \begin{pmatrix} w & 1 \\ 0 & w^{-1} \end{pmatrix},
$$

and so $\rho$ is not rigid. In the second case, since $A$ and $C$ commute one must have

$$
C = \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}
$$

for some $v \in \mathbb{C} \setminus \{0, -1, 1\}$.

One can then check that both equations $B = (AB)^{-1}B(AB)$ and $B = (CB)C(CB)^{-1}$ (in the variable $B$) admits a solution for any $u, v \neq 0, \pm 1$ and that such a triple $(A, B, C)$ defines a representation of $B_4$ for any such $u, v$. Therefore, the representation cannot be rigid.

2.4.2. Groups of type $G(T)$ and $G_{\rho}(T)$. Recall that since these groups are solvable, any of their irreducible representation into $PSL_2(\mathbb{C})$ must have dihedral image (see Proposition 5).

The group $G(t^3 - 1)$. Since $t^3 - 1 = (t - 1)(t^2 + t + 1)$, the group $G(t^3 + 1)$ is isomorphic to the semi-direct product $\mathbb{Z}^3 \rtimes \mathbb{Z}$, where:

$$
\varphi(n) \cdot \begin{pmatrix} u \\ v \\ w \end{pmatrix} = \begin{pmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & -1 & 0 \end{pmatrix}^n \begin{pmatrix} u \\ v \\ w \end{pmatrix}.
$$

Fix the following set of generators for $G(t^3 - 1)$:

$$
a := \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad b := \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad c := \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad d := \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}
$$

and let $A, B, C, D$ be their images under $\rho$. Then $C$ centralises the whole image of $\rho$, which we assumed nonabelian therefore it must be equal to the identity in $PSL_2(\mathbb{C})$. Moreover, since $A$ and $B$ commute and $\text{Im}(\rho)$ is dihedral and non–abelian one must have, up to global conjugacy:

$$
A = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad B = \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}
$$

and

$$
D = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}
$$

for some $u, v \in \mathbb{C}^*$. Note that $A$ must be equal to $B$ in the second case because those two matrices need to commute.

Using the above generators, one gets that in $G(t^3 - 1)$ one has the relation $d \cdot a = b \cdot d$ and so one must have $DA = BD$, which is only possible in the first case and if $uv = \pm 1$. But one also has $d^2 \cdot a = b \cdot d^2$ and so $A = B = I_2$ in $PSL_2(\mathbb{C})$, which is impossible as the image of $\rho$ must be non–abelian.
Groups of type $G_p(t+1)$. Let $p$ be some prime integer; then the group $G_p(t+1)$ is isomorphic to the semi-direct product $\mathbb{F}_p \rtimes \mathbb{Z}$ where $\phi(n) \cdot k = (-1)^n k$. As such, it has two generators $a := (1,0)$ and $b := (0,1)$ such that (using multiplicative notation) $\alpha^p = 1$ and $ab^2 = b^2 a$.

If we consider a representation $\rho : G_p(t+1) \to \text{PSL}_2(\mathbb{C})$ and set $(A,B) := (\rho(a), \rho(b))$ then since $B^2$ commutes with every element of $\text{Im}(\rho)$ we must have $A^p = B^2 = I_2$, therefore the aforementioned image must be isomorphic to the semi-direct product $\mathbb{F}_p \rtimes \mathbb{F}_2$ and so is finite.

2.4.3. Group $A^2(2,3,5)$. If one sets $A := \rho(a)$, $B := \rho(b)$ and $C := \rho(c)$ then one gets $A^2 = B^3 = C^5 = ABC = I_2$ in $\text{PSL}_2(\mathbb{C})$. Lifting this to $SL_2(\mathbb{C})$, one can therefore assume that $A^2 = \pm I_2$, $B^3 = (AB)^5 = -I_2$ (up to changing $B$ to $-B$) and so $\text{Tr}(A) \in \{-2,0,2\}$, $\text{Tr}(B) = 2 \cos(\pi/3) = 1$ and $\text{Tr}(C) = 2 \cos(\pi/5)$ or $2 \cos(3\pi/5) = -2 \cos(2\pi/5)$.

The study of hypergeometric equations by Schwartz’s yielded a list of all triples of matrices $(M_1, M_2, M_3)$ in $SL_2(\mathbb{C})$ satisfying $M_1 M_2 M_3 = I_2$ such that the group $\langle M_1, M_2, M_3 \rangle \leq SL_2(\mathbb{C})$ is finite. An account of these works can be found in Chapter IX of [22], with the list itself being reproduced on p. 310. If $\text{Tr}(A) = 2 \cos(\pi/2) = 0$ then the aforementioned Schwartz’s list gives us that the image of $\rho$ is finite, isomorphic to $2\mathbb{F}_5$. Else, $A$ must be equal to $\pm I_2$ and so $BC = \pm I_2$: $\text{Im}(\rho)$ must be abelian.

"Unusual" groups. Several of the exceptional groups appearing in Degtyarev’s list can be eliminated for algebraic reasons, as we show in this paragraph.

The group $\Gamma_4$. Consider the following group:

$$\Gamma_4 := \langle a,b,c \mid aba = bab, cbc = bcb, a(bcb^{-1})a = (bcb^{-1})a(bcb^{-1}) \rangle .$$

Let $\rho$ be a representation of the above group into $\text{PSL}_2(\mathbb{C})$ and set $A$ (resp. $B$, $C$) to be the images $\rho(a)$ (resp. $\rho(b)$, $\rho(c)$). First remark that if $[B,C] = I_2$ in $\text{PSL}_2(\mathbb{C})$ then the second relation in the presentation above becomes:

$$C^2 B = CB^2,$$

i.e. $C = B$

therefore $\rho$ factors through a representation of the group:

$$\langle a,b \mid aba = bab \rangle$$

which is isomorphic to the braid group $B_3$ and so cannot satisfy both conditions (C1) and (C2).

Let’s assume then that $B$ does not commute to $C$. This implies that the restriction $\tilde{\rho}$ of $\rho$ to $\langle B,C \rangle$ factors through the braid group $B_3$, therefore it cannot have dihedral image by Lemma [14]. So we get from Lemma [14] that there is an analytic family of matrices $u \mapsto B(u), C(u)$ containing $B$ and $C$ such that $C(u)B(u)C(u) = B(u)C(u)B(u)$ for any $u$ in some Zariski-open set in $\mathbb{C}$. Therefore, $[A,B]$ must not be the identity or else one would have $A = B$ and so $\rho$ would not be rigid. But then, one checks that, similarly to what we did in Lemma [14] the braid relations

$$AB(u)A = bab \quad \text{and} \quad A(B(u)C(u)B(u)^{-1})A = (B(u)C(u)B(u)^{-1})A(B(u)C(u)B(u)^{-1})$$

are compatible and so give us a way to analytically deform $A$ as well, and so $\rho$ is not rigid.
The group $\Gamma_3$. We are looking at representations of the group
\[ \Gamma_3 := \langle a, b \mid [a^3, b] = 1, ab^2 = ba^2 \rangle \]
into $\text{PSL}_2(\mathbb{C})$. Let $\rho$ be such a representation and set $A$ (resp. $B$) to be the images $\rho(a)$ (resp. $\rho(b)$), then Lemma \[ \text{forces} A^3 \text{ to be the identity and so up to conjugacy it must lift to the following matrix in } SL_2(\mathbb{C}): \]
\[ \begin{pmatrix} r & 0 \\ 0 & r^{-1} \end{pmatrix} \]
where $r$ is some root of the polynomial $Z^2 + Z + 1$. Then the relation $AB^2 = B^2A$ and condition (C1) force $B$ to lift to
\[ \begin{pmatrix} \frac{r+2}{3} & 1 \\ -\frac{2}{3} & \frac{1-r}{3} \end{pmatrix}. \]
However, the triple $(A, B, (AB)^{-1})$ appears in Schwartz’s list \[ ; as a consequence, such a representation has finite image (in this case isomorphic to $\mathbb{A}_4$).

The group $\Gamma'_3$. This group is given by the following presentation:
\[ \Gamma'_3 := \langle a, b, c \mid [b, c] = 1, (ab)^2 = (ba)^2 \rangle. \]
Let $\rho$ be a representation of the above group into $\text{PSL}_2(\mathbb{C})$ and set $A$ (resp. $B$, $C$) to be the images $\rho(a)$ (resp. $\rho(b)$, $\rho(c)$). Condition (C1) and the fact that $B$ and $C$ commute force the pair $(A, C)$ to be non–commutative. Since $A$ and $C$ are conjugate, it is possible to assume, up to conjugacy that:
\[ A = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad B = \begin{pmatrix} v & 0 \\ w & w^{-1} \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} u & 0 \\ 1 & u^{-1} \end{pmatrix} \]
for some $u, v, w, t \in \mathbb{C}^*$. Solving the equations $ACA = CAC$ and $(AB)^2 = (BA)^2$ in $\text{PSL}_2(\mathbb{C})$ in the aforementioned variables, we get the following one–parameter families ($u \in \mathbb{C}^*$) of representations satisfying condition (C1):

(1)
\[ A = \begin{pmatrix} u^{-1} & 1 \\ 0 & u \end{pmatrix}, \quad B = \begin{pmatrix} u^2 & 0 \\ -(u^2 + 1)(u^4 - u^2 + 1) & u^{-2} \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} u & 0 \\ -1 & u^{-1} \end{pmatrix}; \]

(2)
\[ A = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad B = \begin{pmatrix} \frac{u^3 - u^2 + 1}{u^2} & 0 \\ -\frac{u^2}{u^3 + u^2 + 1} & u^{-2} \end{pmatrix} \quad \text{and} \quad C = \begin{pmatrix} u & 0 \\ -u^4 + u^2 + 1 & u^{-1} \end{pmatrix}. \]

However, it is quite straightforward to check that these are not conjugate to representations with dihedral image: indeed if that were the case then in any pair of non–commutating matrices there should be one with eigenvalues $\pm i$. This can only happen here if $u$ is equal to $\pm i$ ; this cannot happen in case 1, as the associated representation has reducible image, nor in case 2 since $B$ would be equal to the identity. Consequently, it follows from Theorem \[ that all of the above factor through a curve.
2.4.4. Product groups of \( \mathbb{Z} \) and one of the above. Let \( \rho : \mathbb{Z} \times G \to \text{PSL}_2(\mathbb{C}) \) be a group representation satisfying condition (C1) and set \( a \) to be a generator of the "\( \mathbb{Z} \)-part of the above product. Then \( \rho(a) \) centralises the entire image of \( \rho \), is a non-abelian subgroup of \( \text{PSL}_2(\mathbb{C}) \): therefore \( \rho(a) \) is the identity element in \( \text{PSL}_2(\mathbb{C}) \) and so \( \rho \) factorises through a representation of \( G \). It follows that there is no representation of \( \mathbb{Z} \times G \) satisfying conditions (C1) and (C2), as this would imply there exists one of \( G \).

\[
\begin{array}{|c|c|c|}
\hline
\text{Curve type} & \text{Intersection type(s)} & \text{Group(s)} \\
\hline
C_5(A_6 \sqcup 3A_2) & \times 3; \times 1, \times 2 & \Gamma_5 \\
C_3(A_1) \sqcup 2C_1 & \times 1; \times 2; \times 1, \times 2 & G(t^2 - 1) \\
& \text{the two } C_2 \text{ intersect with multiplicity } 4 & G(t^2 - 1) \\
& \text{the two } C_2 \text{ intersect at two points} & T_{2,4} \\
2C_2 \sqcup C_1 & \text{the three } C_1 \text{ have a common point} & \Gamma_2, \mathbb{Z} \times \mathbb{F}_2 \\
& \text{else} & \Gamma_2', \mathbb{Z} \times T_{2,4} \\
C_2 \sqcup 3C_1 & \times 3; \times 1, \times 2 & G(t^2 - 1) \\
& \text{the two } C_2 \text{ intersect with multiplicity } 4 & G(t^2 - 1) \\
& \text{the two } C_2 \text{ intersect at two points} & T_{2,4} \\
\end{array}
\]

Table 2. Degtyarev’s list, after elimination of groups.

2.4.5. Filtered list. Proposition [12] allows us to substantially reduce Degtyarev’s list, as evidenced in Table 2. It now only remains to look at this new list on a curve by curve basis to conclude the proof of Theorem A.

2.5. Remaining quintic curves and their fundamental group.

2.5.1. Irreducible quintics. The only such curve with infinite non-abelian fundamental group is that of type \( C_5(A_6 \sqcup 3A_2) \); the aforementioned group being isomorphic to

\[
\Gamma_5 := \langle u, v | u^3 = v^7 = (uv^2)^2 \rangle.
\]

This case has been previously studied by Cousin (see [6] Section 5.2, pages 110–112): any such representation factors through \( 10 : 1 \) ramified cover over \( \mathbb{P}^1 \), and so cannot satisfy condition (C2).

2.5.2. Curves of type \( C_3(A_1) \sqcup 2C_1 \). We already eliminated the case where the intersection type is \( \times 3; \times 3 \) so we are left with \( \times 3; \times 1, \times 2 \) and \( \times 1 \times 2; \times 1 \times 2 \). The fundamental group of the complement of both these curves is isomorphic to the solvable group \( G(t^2 - 1) \) so \( \rho \) must be dihedral (see Proposition 5). This group is isomorphic to \( \mathbb{Z}^2 \varphi \times \mathbb{Z} \), where:

\[
\varphi(n) \cdot \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}^n \begin{pmatrix} u \\ v \end{pmatrix},
\]

therefore it has three generators

\[
a := \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad b := \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \text{and} \quad c := \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \quad 1
\]

such that \( b \cdot c = c^2 \cdot b, \; ca = bc \) and \( [a, b] = 1 \). Thus if one sets \( A, B, C \) to be the images of these generators in \( \text{PSL}_2(\mathbb{C}) \), then one has necessarily \( C^2 = I_2 \). Since the
image of $\rho$ must be dihedral non-abelian, this implies that up to global conjugacy one gets diagonal $A$ and $B$ and:

$$C = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.$$ 

Therefore, the relation $CA = BC$ implies that there exists $u \in \mathbb{C}^*$ such that:

$$A = \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad \text{and} \quad B = \begin{pmatrix} u^{-1} & 0 \\ 0 & u \end{pmatrix}.$$ 

This is the third item in Theorem A.

2.5.3. Curves of type $2C_2 \sqcup C_1$. We already treated the "$F_2$–cases" in Degtyarev’s list using Remark 11, so we only need to concern ourselves with the remaining cases.

![First case](image)

**Figure 2.** First case.

First, we consider the case where the two quadric curves have an intersection point of multiplicity 4 and the linear component is not the common tangent at the aforementioned point; an example of such a pair of curves is given (in homogeneous coordinates $[x : y : z]$) by the equation

$$(yz - x^2)(yz - x^2 - y^2) = 0.$$ 

It is a straightforward application of the Zariski–Van Kampen method (see Section 1.1.2 in [13] or [23] for an account of this method) to show that the local monodromy around the linear component centralises the whole fundamental group. Indeed, if
one looks at the loops given in Figure 2 then the braid monodromy relations yield that the fundamental group of the complement of this curve is generated by the loops $g_1, g_2$ and $g_3$ and that $g_3$ centralises the other two. Therefore, no such representation can satisfy conditions (C1) and (C2).

The case where the two conics intersect at two points is treated in much the same way (see Figure 3); here again the local monodromy around the line, materialised by the loop $g_3$ must centralise the entire group and so be trivial, which contradicts conditions (C1) and (C2).

2.5.4. Curves of type $C_2 \sqcup 3C_1$. We already eliminated one of those when looking at triple singularities; let us now deal with the others.

Case 1: the three lines have a common point. If two of them are tangent to the conic then the fundamental group of the complement of this curve is given by:

$$\Gamma_2 := \langle a, b, c \mid [a, b] = [a, c^{-1} bc] = 1, (bc)^2 = (cb)^2 \rangle.$$  

More precisely, if one applies the Zariski–Van Kampen method to this curve, one can identify $a$, $b$ and $c$ with (respectively) the loops $g_3$, $g_2$ and $g_1$ in Figure 4.

If one sets $A := \rho(a)$, $B := \rho(b)$ and $C := \rho(c)$ then it follows from the fact that the local monodromy must be non–trivial and Lemma 7 that $B$ must commute to $C^{-1} BC$. Thus, the commutator $[B, C^2]$ must be trivial, hence $C^2$ must be the identity element in $PSL_2(\mathbb{C})$ and since $C$ cannot be trivial and $[A, B] = 1$ then up to global conjugacy $\rho$ must be of the following type:

$$\rho : a \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad b \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \text{for } u, v \in \mathbb{C}^* .$$

Figure 3. Second case.
Figure 4. First case.

This is the second case in Theorem A

Figure 5. Second case.

On the other hand, if at most one of the lines is tangent to the conic, we derive from the Zariski–Van Kampen method that the local monodromy around one of the non–tangent lines must centralise the whole fundamental group. More precisely, braid monodromy relations from Figure 5 yield that the loop $g_3$ is in the centraliser of the fundamental group of the complement of the pictured curve.

Case 2: the three lines do not have a common point. In this case one must have at least two lines tangent to the conic in order to get a non–abelian fundamental group. If all three lines are tangent to the conic then the fundamental group of the complement is isomorphic to

$$\Gamma'_2 := \langle a, b, c \mid (ab)^2(ba)^{-2} = (ac)^2(ca)^{-2} = [b, c] = 1 \rangle ,$$
which we extensively studied in [12] and corresponds to the first case in Theorem A. Otherwise, it is once again a consequence of braid monodromy relations that the local monodromy about any line not tangent to the conic must commute to every loop in the fundamental group (see Figure 6), thus we can discard this type of curve as well.

3. Mapping class group orbits

We saw in Section 2 that there are at most four families of "interesting" representations of fundamental group of complement of quintics into $PSL_2(\mathbb{C})$. The aim of this paper is to explain how one can use this to obtain isomonodromic deformations of the five punctured sphere and to describe the associated mapping class group orbits.

3.1. General method. Let $\nabla$ be a rank two logarithmic flat $\mathfrak{sl}_2(\mathbb{C})$–connection over $\mathbb{P}^2(\mathbb{C})$ whose polar locus is exactly some quintic plane curve $Q \subset \mathbb{P}^2(\mathbb{C})$ and let $\rho : \pi_1(\mathbb{P}^2(\mathbb{C}) \setminus Q) \to SL_2(\mathbb{C})$ be its monodromy representation. Assume that the representation $\rho$ is non–degenerate in the following sense.

**Definition 15.** We say that the monodromy representation associated with a rank two logarithmic flat $\mathfrak{sl}_2(\mathbb{C})$–connection over $\mathbb{P}^2(\mathbb{C})$ is non–degenerate if

- its image forms an irreducible subgroup of $SL_2(\mathbb{C})$;
- its local monodromy around any irreducible component of $Q$ is projectively non–trivial (i.e is non-trivial in $PSL_2(\mathbb{C})$).

If the representation $\rho$ factors through an orbicurve, then it is a known fact [4, 17] that $\rho$ can be obtained as the monodromy of the pullback of some logarithmic flat connection over a curve. Isomonodromic deformations of punctured spheres arising from such constructions have been extensively studied by Diarra [8, 9], so let us

**Figure 6. Third case**
assume that \( \rho \) does not factor through an orbicurve. Therefore, it follows from Theorem A that the pair \((\pi_1(P^2(C) \setminus Q), P \circ \rho)\) (where \(P : SL_2(C) \to PSL_2(C)\) is the canonical projection) must be one of the following:

1. \( \pi_1(P^2(C) \setminus Q) \cong \langle a, b, c \mid (ab)^2(ba)^{-2} = (ac)^2(ca)^{-2} = [b, c] = 1 \rangle \),
   \( \rho : a \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad b \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad c \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix} \), for some \( u, v \in C^* \);

2. \( \pi_1(P^2(C) \setminus Q) \cong \langle a, b, c \mid [a, b] = [a, c^{-1}bc] = 1, (bc)^2 = (cb)^2 \rangle \),
   \( \rho : a \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad b \mapsto \begin{pmatrix} v^{-1} & 0 \\ 0 & v \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), for some \( u, v \in C^* \);

3. \( \pi_1(P^2(C) \setminus Q) \cong \mathbb{Z}^2 \times \mathbb{Z} \),
   \( \rho : a \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad b \mapsto \begin{pmatrix} u^{-1} & 0 \\ 0 & u \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \), for some \( u \in C^* \).

Let \( L \) be a generic line in the projective plane \( P^2(C) \); then \( L \) must intersect the quintic \( Q \) at exactly five points; identify \( L \) to \( P^1 \) choosing a coordinate so that these are \( 0, 1, \infty \) and some \( t_1, t_2 \). By restricting \( \nabla \) to \( L \), we get a logarithmic flat connection \( \nabla_L \) over the punctured Riemann sphere \( \hat{P}^1_5 := P^1(C) \setminus \{0, 1, t_1, t_2, \infty\} \) whose monodromy \( \rho_L \) is defined through the following diagram:

\[
\begin{array}{ccc}
\pi_1(P^1_5) & \cong & \mathbb{F}_4 \\
\rho_L & \mapsto & \pi_1(P^2(C) \setminus Q) \\
\rho & \downarrow & \rho_L \\
SL_2(C) & \end{array}
\]

where \( \tau \) is the natural morphism given by restriction to \( L \); the Lefschetz hyperplane theorem (see [21], Theorem 7.4) shows that it is in fact onto. By construction, there exists a Zariski–open subset \( U \) of the dual projective space \( \hat{P}^2(C) \) such that the family \((\nabla_L)_{L \in U}\) is an isomorphic deformation of the five punctured sphere.

Local monodromy. Using the Zariski–Van Kampen method, it is actually quite straightforward to explicitly describe \( \rho_L \) in the three cases above. Indeed, if one denotes \( \mathbb{F}_4 := \langle d_1, \ldots, d_4 \mid \emptyset \rangle \) then the Lefschetz morphism \( \tau \) is given by (respectively):

1. \( \begin{array}{c}
d_1 \mapsto b \\
d_2 \mapsto a \\
d_3 \mapsto bab^{-1} \\
d_4 \mapsto c \\
\end{array} \)
2. \( \begin{array}{c}
d_1 \mapsto c \\
d_2 \mapsto b \\
d_3 \mapsto a \\
d_4 \mapsto b \\
\end{array} \)
3. (a) \( \begin{array}{c}
d_1 \mapsto b \\
d_2 \mapsto ba \\
d_3 \mapsto a \\
d_4 \mapsto b^{-1}ab \\
\end{array} \)
   \hspace{1cm}
3. (b) \( \begin{array}{c}
d_1 \mapsto b \\
d_2 \mapsto a \\
d_3 \mapsto a \\
d_4 \mapsto b^{-1}ab \\
\end{array} \)

Note that each of the images of the \( d_i \) correspond to the local monodromy around some irreducible component of the polar locus, in the following sense: let \( C \) be an irreducible curve contained in the polar locus of some logarithmic flat \( sl_2(C) \)–connection \( \nabla \) over \( \hat{P}^2 \), with associated monodromy representation \( \rho \). Set a point \( p \in C \) such that no other irreducible curve in the polar locus of the connection...
passes through $p$; then if $U$ is a sufficiently small analytic neighbourhood of $p$ one gets:

$$\pi_1(U \setminus C \cap U) \cong \mathbb{Z}.$$  

Let $\gamma$ be any loop generating the above cyclic group; the conjugacy class of the matrix $\varrho(\gamma)$ does not depend on the choice of a base point for the fundamental group. Indeed, if $\gamma$ is chosen as above for some base point $q$ and if $q'$ is some other point in the complement of the polar locus, then if one takes $\delta$ to be any path between $q'$ and $q$, the loop $\delta \cdot \gamma \cdot \delta^{-1}$ is an element of the fundamental group of the complement based at $q'$ whose monodromy is conjugate to $\varrho(\gamma)$.

**Definition 16.** Using the notations above, define the local monodromy of $\nabla$ around $C$ as the conjugacy class of the matrix $\varrho(\gamma)$.

As such, the restricted monodromy $\rho_L$ must be given (up to global conjugacy) by the matrices appearing in Table 3.

| Case | $x = 0$                                      | $x = 1$                                      | $x = t_1$                                | $x = t_2$                                      | $x = \infty$                                |
|------|---------------------------------------------|---------------------------------------------|------------------------------------------|-----------------------------------------------|---------------------------------------------|
| 1.   | $\begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}$ | $\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}$ | $\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ | $\begin{pmatrix} 0 & u^2 \\ -u^{-2} & 0 \end{pmatrix}$ | $\begin{pmatrix} -uv^{-1} & 0 \\ 0 & -u^{-1}v \end{pmatrix}$ |
| 2.   | $\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ | $\begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}$ | $\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}$ | $\begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}$ | $\begin{pmatrix} 0 & -(uv^2)^{-1} \\ uv^2 & 0 \end{pmatrix}$ |
| 3. (a) | $\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$ | $\begin{pmatrix} 0 & u^{-1} \\ -u & 0 \end{pmatrix}$ | $\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}$ | $\begin{pmatrix} u^{-1} & 0 \\ 0 & u \end{pmatrix}$ | $\begin{pmatrix} -u & 0 \\ 0 & -u^{-1} \end{pmatrix}$ |
| 3. (b) | $\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ | $\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}$ | $\begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}$ | $\begin{pmatrix} u^{-1} & 0 \\ 0 & u \end{pmatrix}$ | $\begin{pmatrix} 0 & u^{-1} \\ -u & 0 \end{pmatrix}$ |

**Remark 17.** Note however that not all virtually abelian representations have finite mapping class group orbits. Indeed, this is even false in the four punctured case, as evidenced by Mazzocco’s work on Picard’s solutions of the Painlevé VI equation [19].

### 3.2. Mapping class group orbits

The link between algebraic isomonodromic deformations of punctured sphere and finite orbits under the mapping class group action have been extensively studied in recent years [5][10][16]. In this paragraph, we describe the orbits associated with the isomonodromic deformations discussed earlier and show that only two of them are in fact distinct.

First let us fix some notations; the class of a representation $\rho : F_4 = \langle d_1, \ldots, d_4 | \emptyset \rangle \to SL_2(\mathbb{C})$
in the $SL_2(\mathbb{C})$–character variety $\text{Char}(0,5)$ of the five punctured sphere is fully determined by the following:

$$
t_1 := \text{Tr}(\rho(d_1)), \quad t_2 := \text{Tr}(\rho(d_2)), \quad t_3 := \text{Tr}(\rho(d_3)),
$$

$$
t_4 := \text{Tr}(\rho(d_4)), \quad t_5 := \text{Tr}(\rho(d_1d_2d_3d_4)),
$$

$$
r_1 := \text{Tr}(\rho(d_1d_2)), \quad r_2 := \text{Tr}(\rho(d_1d_3)), \quad r_3 := \text{Tr}(\rho(d_1d_4)),
$$

$$
r_4 := \text{Tr}(\rho(d_2d_3)), \quad r_5 := \text{Tr}(\rho(d_2d_4)), \quad r_6 := \text{Tr}(\rho(d_3d_4))
$$

and

$$
r_7 := \text{Tr}(\rho(d_1d_2d_3)), \quad r_8 := \text{Tr}(\rho(d_1d_2d_4)), \quad r_9 := \text{Tr}(\rho(d_1d_3d_4)), \quad r_{10} := \text{Tr}(\rho(d_2d_3d_4)).
$$

We know from Cousin’s work [5] that there is a correspondence between algebraic isomonodromic deformations of the five punctured sphere and finite orbits under the action of the pure mapping class group $\text{PMCG}(0,5)$ on the character variety $\text{Char}(0,5)$. It is known that (see for example Section 9.3 in [11]) one has the following isomorphism (for any $n \geq 3$):

$$
\text{PMCG}(0, n+1) \cong \text{PB}_n/Z(\text{PB}_n);
$$

where $\text{PB}_n$ is the pure braid group on $n$ strands, i.e the kernel of the natural group homomorphism $B_n \rightarrow \mathfrak{S}_n$. As such, $\text{PMCG}(0, n+1)$ is an index $n!$ subgroup of the complete mapping class group $\text{MCG}(0, n+1)$.

3.3. Orbits under the pure mapping class group. In order to prove Theorem [11] we need to explicitly compute the orbits of the families of representations concerned. We have done so using a straightforward “brute–force” algorithm implemented in Maple. We make use of the following facts:

- the braid group on four strands

$$
B_4 = \langle \sigma_1, \sigma_2, \sigma_2 | [\sigma_1, \sigma_3], \sigma_1\sigma_2\sigma_1 = \sigma_2\sigma_1\sigma_2, \sigma_3\sigma_2\sigma_3 = \sigma_2\sigma_3\sigma_2 \rangle
$$

acts on the character variety $\text{Char}(0,5)$ as follows: the braid $\sigma_i$ sends the class of some representation $\rho : F_4 \rightarrow SL_2(\mathbb{C})$ to that of the representation $\rho^{\sigma_i}$ defined by:

$$
\rho^{\sigma_i} : d_j \mapsto \begin{cases} 
\rho(d_i)\rho(d_{i+1})\rho(d_i)^{-1} & \text{if } j = i, \\
\rho(d_i) & \text{if } j = i + 1, \\
\rho(d_j) & \text{else}
\end{cases}. 
$$

- The pure braid group $\text{PB}_4$ is generated by the following braids, for $1 \leq i < j \leq 3$:

$$
\sigma_{i,j} := (\sigma_j \ldots \sigma_{i+1})\sigma_i(\sigma_j \ldots \sigma_{i+1})^{-1};
$$

- the centre of the pure braid group on four strand is generated by the squared fundamental braid

$$
\Delta^2 := (\sigma_3\sigma_2\sigma_1\sigma_2\sigma_1\sigma_1)^2.
$$

It is quite straightforward to see that $\Delta^2$ acts on a representation $\rho$ as the conjugacy by $\rho(d_1)\rho(d_2)\rho(d_3)\rho(d_4)$ and thus acts trivially on $\text{Char}(0,5)$. Therefore the orbit of the class of $\rho$ under the action of $\text{PMCG}(0,5)$ is the same as its orbit under that of $\text{PB}_4$.
We will now look in turn at the two conclusions of Theorem \[13\] by computing the associated orbits and using this data to reach the desired conclusion.

It follows from the remarks we made at the beginning of the proof that one only needs to compute the orbit of the classes of the representations \([\rho_i]\) under the pure braid group on four strands; which we achieve by using simple "brute-force" algorithms (should the reader want to know exactly how this is achieved, these algorithms are written down in Appendix A of \[13\]).

In the coordinates \((L, \tau)\) described earlier, the orbits of the classes of the representations \(\rho_1, \ldots, \rho_4\) under the action of PMCG(0, 5) are as follows:

\[
\begin{align*}
[\rho_1] & \quad (1) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, 0, 0, -\frac{u^2 + v^2}{uv} \right) \quad \left( \frac{1 + u^2 v^2}{uv}, 0, 0, 0, -\frac{1 + u^4}{u}, 0, 0, -\frac{u^4 + v^2}{uv^2}, -\frac{1 + u^2}{u} \right) \\
& \quad (2) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, 0, 0, -\frac{u^2 + v^2}{uv} \right) \quad \left( \frac{1 + u^2 v^2}{uv}, 0, 0, 0, -\frac{u^4 + v^2}{u^2 v^2}, 0, 0, -\frac{u^4 + v^2}{uv^2}, -\frac{1 + u^2}{u} \right) \\
& \quad (3) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, 0, 0, -\frac{u^2 + v^2}{uv} \right) \quad \left( \frac{1 + u^2 v^2}{uv}, 0, 0, 0, -2, 0, 0, -\frac{1 + u^2}{v}, -\frac{1 + u^2}{wu^2} \right) \\
& \quad (4) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, 0, 0, -\frac{u^2 + v^2}{uv} \right) \quad \left( \frac{1 + u^2 v^2}{uv}, 0, 0, 0, -\frac{1 + u^4}{v}, 0, 0, -\frac{1 + u^2}{v}, -\frac{u^4 + v^2}{u^2 v^2} \right)
\end{align*}
\]

\[
[\rho_2] & \quad (1) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, \frac{1 + v^2}{v}, 0 \right) \quad \left( 0, 0, 0, 1, u^2, \frac{1 + u^4}{u^2 v^2}, 0, 0, 0 \right) \\
& \quad (2) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, \frac{1 + v^2}{v}, 0 \right) \quad \left( 0, 0, 0, 1, u^2, \frac{2}{u^2 v^2}, 0, 0, 0 \right) \\
& \quad (3) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, \frac{1 + v^2}{v}, 0 \right) \quad \left( 0, 0, 0, \frac{u^2 + v^2}{uv}, \frac{1 + v^4}{v^2}, \frac{u^2 + v^2}{uv}, 0, 0 \right) \\
& \quad (4) \quad \left( \frac{1 + v^2}{v}, \frac{1 + u^2}{u}, \frac{1 + v^2}{v}, 0 \right) \quad \left( 0, 0, 0, \frac{u^2 + v^2}{uv}, \frac{2}{uv}, \frac{1 + u^2}{v}, 0, 0 \right)
\]

\[
[\rho_3] & \quad (1) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{-1 + s^2}{s}}{} \right) \quad \left( -\frac{1 + s^2}{s}, 0, 0, 0, 0, -\frac{1 + s^2}{s^2}, -2, 0, 0 \right) \\
& \quad (2) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{-1 + s^2}{s}}{} \right) \quad \left( -\frac{1 + s^2}{s}, 0, 0, 0, 0, -\frac{1 + s^2}{s^2}, -2, 0, 0 \right) \\
& \quad (3) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{-1 + s^2}{s}}{} \right) \quad \left( -\frac{1 + s^2}{s}, 0, 0, 0, 0, -\frac{1 + s^2}{s^2}, -2, 0, 0 \right) \\
& \quad (4) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{-1 + s^2}{s}}{} \right) \quad \left( -\frac{1 + s^2}{s}, 0, 0, 0, 0, -\frac{1 + s^2}{s^2}, -2, 0, 0 \right)
\]

\[
[\rho_4] & \quad (1) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}}{} \right) \quad \left( 0, 0, 0, 0, 0, \frac{1 + s^2}{s^2}, 2, 2, 0 \right) \\
& \quad (2) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}}{} \right) \quad \left( 0, 0, 0, 0, 0, \frac{1 + s^2}{s^2}, 2, 2, 0 \right) \\
& \quad (3) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}}{} \right) \quad \left( 0, 0, 0, 0, 0, \frac{1 + s^2}{s^2}, 2, 2, 0 \right) \\
& \quad (4) \quad \left( \frac{0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}}{} \right) \quad \left( 0, 0, 0, 0, 0, \frac{1 + s^2}{s^2}, 2, 2, 0 \right).
\]
One can then see just by checking the first four coordinates $t_1, \ldots, t_4$ (corresponding to the traces of the matrices $\rho(d_1), \ldots, \rho(d_4)$) that these constitute four distinct parametrised families of finite orbits, thus proving the first point of Theorem B.

3.4. Extended orbits. In order to show that these orbits are "truly different", we wish to know whether or not any two of them are contained in some orbit under the mapping class group action of $\text{MCG}(0,5)$ over $\text{Char}(0,5)$. First, we use the extended orbit computation algorithm showcased in Appendix A of the author’s PhD thesis [13] to actually compute the orbits of the classes of $\rho_1, \ldots, \rho_4$ under the aforementioned action. Since these range in size from 40 to 240 elements we shall refer the reader to that particular appendix for the complete list, and we will restrict ourselves to giving the highlights.

The first thing to remark is that the orbit of $\rho_1$ (resp. $\rho_2, \rho_3, \rho_4$) is made up of 240 (resp. 120, 120, 40) elements. This means that we have at least two distinct mapping class group orbits here: that of $\rho_1$, that of $\rho_2$ since they both have different cardinalities and the same number of free parameters. It now remains to see whether or not the family of orbits given by $\rho_3$ and $\rho_4$ are distinct from these two.

Looking at the list, one remarks that the fiftieth element in the orbit of $\rho_2$ is equal to

$$\left(0, 0, \frac{1 + v^2}{v}, \frac{1 + v^2}{u}, 0, 0, 0, 2, \frac{1 + u^2 v^2}{u v}, \frac{1 + u^2 v^2}{u v}, 0, 0, 0\right).$$

A quick computation shows that the above becomes, after the change of parameters $u \mapsto -s, v \mapsto s$

$$\left(0, 0, \frac{1 + s^2}{s}, \frac{1 + s^2}{s}, 0, 0, 0, 0, 2, \frac{1 + s^4}{s}, 0, 0, 0\right)$$

which is actually the first point in the extended orbit of $\rho_3$. Therefore, these two orbits must be equal. Moreover, the one–hundred and fourth element in the orbit of $\rho_2$ is equal to

$$\left(0, 0, \frac{1 + u^2}{u}, 0, 0, 0, 0, \frac{1 + u^2 v^2}{u v}, \frac{1 + u^2 v^2}{u v}, 2, 0, 0, 0\right).$$

Here again, an adequate change of parameters (namely $u, v \mapsto s$ turns it into the first element in the orbit of $\rho_4$

$$\left(0, 0, \frac{1 + u^2}{u}, \frac{1 + u^2}{u}, 0, 0, 0, \frac{1 + u^4}{u^2}, 2, 0, 0, 0\right)$$

meaning that this one is just a special case of that of $\rho_2$.

4. Explicit construction of the remaining Garnier solution

The object of this paragraph is to give an explicit construction of a family of logarithmic flat connections on $\mathbb{P}^2$ whose monodromy realises the second representation in Theorem A and to describe the associated isomonodromic deformation of the five punctured sphere. In order to do so, we will follow broadly the method outlined in [12], without going into as much detail since both constructions are quite similar.
4.1. **Set-up.** Consider the projective plane quintic curve $Q' \subset \mathbb{P}_C^2$ defined (in homogeneous coordinates $[x : y : z]$) by the equation:

$$y(y - z)z(x^2 - yz) = 0.$$ 

![Figure 7. Fundamental group of $\mathbb{P}^2 - Q'$ and restriction to a generic line.](image)

We know from Degtyarev’s list that the fundamental group of the complement of the quintic $Q'$ is isomorphic to:

$$\Gamma_2' := \langle a, b, c | [a, b] = [a, c^{-1}bc] = 1, (bc)^2 = (cb)^2 \rangle.$$ 

More precisely, we get from the Zariski–Van Kampen method that we can take $c$ (resp. $a, b$) to be a loop realising the local monodromy around the conic $C'$ defined by the equation $x^2 - yz = 0$ (resp. the lines $(y = z), (y = 0)$). The Lefschetz hyperplane theorem (see [21], Theorem 7.4) tells us that the natural morphism $\tau : F_4 \to \Gamma_2'$ stemming from restriction to a generic line is onto and if we chose a line passing through the base point used to define $a, b$ and $c$ then $\tau$ is given (up to changing the generators $g_i$) by (see Figure 7):

- $g_1 \mapsto c$
- $g_2 \mapsto b$
- $g_3 \mapsto a$
- $g_4 \mapsto b$
- $g_5 \mapsto (cbab)^{-1} = (cb^2a)^{-1}$.

As per Theorem A, we wish to construct a family of logarithmic flat connections over $\mathbb{P}^2$ with polar locus equal to $Q'$ and monodromy of the form:

$$\rho_{u,v} : a \mapsto \begin{pmatrix} u & 0 \\ 0 & u^{-1} \end{pmatrix}, \quad b \mapsto \begin{pmatrix} v & 0 \\ 0 & v^{-1} \end{pmatrix}, \quad c \mapsto \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \text{ for } u, v \in \mathbb{C}^*.$$
4.2. A suitable double cover. As in our earlier work [12], the key point of our construction will be to find a properly ramified double cover so that we are able to obtain a connection with dihedral monodromy. Here, since the local monodromy with projective order two arises along the line \( \{ y = 0 \} \), we will need to have the aforementioned cover ramify there. Consider the following 2:1 birational map:

\[
\pi : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^2
\]

\[
([u_0 : u_1], [v_0, v_1]) \mapsto [u_0 v_1^2 : u_1 v_0^2 : u_1 v_1].
\]

The map \( \pi \) has indeterminacy locus equal to the point \( \{ ([1 : 0], [1 : 0]) \} \) and ramifies over \( \{ y = 0 \} \subset \mathbb{P}^2 \). Moreover, one also has (see Fig. 8):

\[
\pi^* C' = \{ ([u_0 : u_1], [v_0 : v_1]) \in \mathbb{P}^1 \times \mathbb{P}^1 \mid (u_0 v_1 - u_1 v_0)(u_0 v_1 + u_1 v_0) = 0 \}
\]

\[
= \{ u = v \} \cup \{ u = -v \} \subset \mathbb{P}^1 \times \mathbb{P}^1,
\]

\[
\pi^* \{ y = z \cap \{ z \ne 0 \} \} = \{ ([u_0 : u_1], [v_0 : v_1]) \in \mathbb{P}^1 \times \mathbb{P}^1 \mid v_0^2 = v_1^2 \}
\]

\[
= \{ v = 1 \} \cup \{ v = -1 \} \subset \mathbb{P}^1 \times \mathbb{P}^1,
\]

\[
\pi^* \{ y = 0 \} \cap \{ z \ne 0 \} = \{ ([u_0 : u_1], [v_0 : v_1]) \in \mathbb{P}^1 \times \mathbb{P}^1 \mid v_0 = 0 \}
\]

\[
= \{ v = 0 \} \subset \mathbb{P}^1 \times \mathbb{P}^1
\]

and

\[
\pi^* \{ z = 0 \} = \{ ([u_0 : u_1], [v_0 : v_1]) \in \mathbb{P}^1 \times \mathbb{P}^1 \mid u_1 v_1^2 = 0 \}
\]

\[
= \{ u = \infty \} \cup \{ v = \infty \} \subset \mathbb{P}^1 \times \mathbb{P}^1.
\]

**Figure 8.** Ramification locus of \( \pi \).

This means that the quintic \( Q' \) is pulled back by \( \pi \) onto seven lines in \( \mathbb{P}^1 \times \mathbb{P}^1 \). The cover \( \pi \) corresponds to the quotient of \( \mathbb{P}^1 \times \mathbb{P}^1 \) under the involution \( (u, v) \mapsto (u, -v) \).

Now let us consider the elementary transformation of \( \mathbb{P}^1 \times \mathbb{P}^1 \) defined by:

\[
b : \mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1 \times \mathbb{P}^1
\]

\[
([u_0 : u_1], [v_0 : v_1]) \mapsto ([u_0 v_0 : u_1 v_1], [v_0 : v_1]);
\]

then one can easily check that:

\[
b^* \{ u = \pm v \} \cap \{ v \ne 0, \infty \} = \{ ([u_0 : u_1], [v_0 : v_1]) \in \mathbb{P}^1 \times \mathbb{P}^1 \mid (u_0 v_0 - \pm v_0)(u_1 v_1 - \pm v_1) = 0 \}
\]

\[
= \{ u = \pm 1 \} \subset \mathbb{P}^1 \times \mathbb{P}^1.
\]
and
\[ b^*\{u = \infty\} = \{(u_0 : u_1, v_0, v_1) \in \mathbb{P}^1 \times \mathbb{P}^1 | u_1v_1 = 0\} \]
\[ = \{u = \infty\} \cup \{v = \infty\} \cup \{v = \infty\} \subset \mathbb{P}^1_u \times \mathbb{P}^1_v. \]

The heuristic behind this procedure can be summed up as follows: imagine that we have a logarithmic flat connection \( \nabla \) over \( \mathbb{P}^2 \) satisfying the hypotheses of Theorem \( \mathcal{C} \); then \( \pi^* \nabla \) will be a logarithmic flat connection over \( \mathbb{P}^1 \times \mathbb{P}^1 \) whose monodromy around \( \{v = 0\} \) must be (projectively) trivial since \( \pi \) ramifies over \( \{y = 0\} \). As such, its monodromy group must be abelian and the pullback connection \( (\pi \circ b)^* \nabla \) also has abelian monodromy and factors through the fundamental group of the complement of

\[ \{u = \infty\} \cup \{v = \infty\} \cup \{u = 1\} \cup \{u = -1\} \cup \{v = 1\} \cup \{v = -1\} \in \mathbb{P}^1_u \times \mathbb{P}^1_v \]

which is a product of free groups. This will allow us to set up a construction quite similar to the one undertaken in \[12\].

4.3. Constructing the connection. Drawing inspiration from the above heuristic and our previous paper on this topic \[12\], we consider the trivial rank two vector bundle \( E_0 \) on \( X := \mathbb{P}^1 \times \mathbb{P}^1 \) endowed with the logarithmic flat connection:
\[ \nabla_0 := d + \frac{1}{2} \begin{pmatrix} \omega_0 & 0 \\ 0 & -\omega_0 \end{pmatrix}, \]
where \( u, v \) are projective coordinates on the base \( X \) and
\[ \omega_0 := \lambda_0 \left( \frac{du}{u-1} - \frac{du}{u+1} \right) + \lambda_1 \left( \frac{dv}{v-1} - \frac{dv}{v+1} \right), \]
with \( (\lambda_0, \lambda_1) \in \mathbb{C}^2 \setminus \{(0,0)\} \). This connection generically has singular locus equal to four lines in \( X \) and its local monodromy is given by the following matrices:

- around \( \{u = \pm 1\} \):
  \[ \left( \begin{array}{cc} e^{-i\pi \lambda_0} & 0 \\ 0 & e^{i\pi \lambda_0} \end{array} \right)^{\pm 1}; \]
- around \( \{v = \pm 1\}, j = 0, 1 \):
  \[ \left( \begin{array}{cc} e^{i\pi \lambda_j} & 0 \\ 0 & e^{-i\pi \lambda_j} \end{array} \right)^{\pm 1}. \]

One easily checks that the one–form \( \omega_0 \) is the pullback under the elementary transform \( b \) of:
\[ \omega_1 := \lambda_0 \left( \frac{du}{u-v} - \frac{du}{u+v} + \frac{u}{v} \left( \frac{dv}{u+v} - \frac{dv}{u-v} \right) \right) + \lambda_1 \left( \frac{dv}{v-1} - \frac{dv}{v+1} \right). \]

Note that this one–form gets non–trivial local monodromy around the lines \( \{v = 0\} \) and \( \{u = \infty\} \); it naturally gives rise to a Riccati foliation, defined by the following one–form over \( \mathbb{P}(E_0) = X \times \mathbb{P}^1 \):
\[ \mathcal{R}_1 := dw - \omega_1 w \]
where \( w \) is a projective coordinate on the fibres.

Now define the following involution on the projective bundle \( \mathbb{P}(E_0) \):
\[ \eta : X \times \mathbb{P}^1 \to X \times \mathbb{P}^1 \\
(u, v, w) \mapsto (-u, -v, -w) \]
that leaves invariant the one–form $\mathcal{R}_1$. This means that if we extend $\pi$ into the map

$$\bar{\pi} : X \times \mathbb{P}^1 \to \mathbb{P}^2 \times \mathbb{P}^1$$

$$(u, v, [w_0 : w_1]) \to (\pi(u, v), [w_0 + w_1 : w_0 - w_1])$$

then $\mathcal{R}_1$ is the pullback under $\bar{\pi}$ of the Riccati one–form defined in some affine chart by:

$$\mathcal{R} := dw + \left( \frac{\lambda_0}{x^2 - y} \, dx + \left( \frac{\lambda_0 x}{x^2 - y} - \frac{\lambda_1}{2(y-1)} \right) \, \frac{dy}{y} \right) \, w^2$$

$$\frac{dy}{2y} - \frac{\lambda_0 y}{x^2 - y} \, dx + \frac{1}{2} \left( \frac{\lambda_0 x}{y(x^2 - y)} - \frac{\lambda_1}{y - 1} \right) \, dy .$$

The above is a logarithmic one–form over $\mathbb{P}^2 \times \mathbb{P}^1$ whose singular locus is exactly the quintic $Q'$. Moreover, this lifts (as explained in details in [12]) to a logarithmic flat connection $\nabla = \nabla_{\lambda_0, \lambda_1}$ over the trivial bundle $\mathbb{C}^2 \times \mathbb{P}^2$ over the projective plane $\mathbb{P}^2$, namely

$$\nabla = d + \left( \frac{\lambda_0}{x^2 - y} \, dx + \left( \frac{\lambda_0 x}{x^2 - y} - \frac{\lambda_1}{2(y-1)} \right) \, \frac{dy}{y} \right) - \frac{\lambda_0 y}{x^2 - y} \, dx + \frac{1}{2} \left( \frac{\lambda_0 x}{y(x^2 - y)} - \frac{\lambda_1}{y - 1} \right) \, dy ;$$

see Table 4 for the exact residues.

| Divisor | Residue | Eigenvalues |
|---------|---------|-------------|
| $y = 0$ | \( \begin{pmatrix} -\frac{1}{4} & 0 \\ \frac{\lambda_0 + \lambda_1 x}{2x} & 1/4 \end{pmatrix} \) | $\pm \frac{1}{4}$ |
| $y = 1$ | \( \begin{pmatrix} 0 & -\frac{\lambda_1}{2} \\ -\frac{\lambda_1}{2} & 0 \end{pmatrix} \) | $\pm \frac{\lambda_1}{2}$ |
| $C$     | \( \begin{pmatrix} 0 & \frac{\lambda_0 x}{2x} \\ \frac{\lambda_0}{2x} & 0 \end{pmatrix} \) | $\pm \frac{\lambda_0}{2}$ |
| $L_{\infty}$ | \( \begin{pmatrix} -\frac{1}{4} & 0 \\ \frac{\lambda_1}{2} & 1/4 \end{pmatrix} \) | $\pm \frac{1}{4}$ |

Table 4. Residues for $\nabla$. 


divisor
The fact that this does not generically factor through an orbicurve can then be proven using exactly the same argument used to prove Theorem C in our previous paper [12]. Indeed, there generically is no algebraic relations between the coefficients of the matrices in table 4.

4.4. Restriction to generic lines. We now fix $\lambda_0, \lambda_1 \in \mathbb{C}^*$ and consider the connection induced by $\nabla$ on generic lines in $\mathbb{P}^2$, such a line being given in the affine chart $\{ z = 0 \}$ by an equation of the form $y = ax + b$. As in our previous paper [12], we obtain an isomonodromic deformation $(\nabla_{a,b})_{a,b}$ over the five punctured sphere whose associated Riccati one-form is given by the following local formula (in the aforementioned affine chart):

$$\mathcal{R}(\nabla_{a,b}) = \frac{2a^2y^4 + (4ab - 2 - 2a^2)y^3 + (2 - 4ab + 2b^2)y^2 - 2b^2y}{2y(y-1)(a^2y^2 + (2ab - 1)y + b^2)}dw + \frac{\alpha_2(y)w^2 + \alpha_1(y)w + \alpha_0}{2y(y-1)(a^2y^2 + (2ab - 1)y + b^2)}dy$$

where

$$\alpha_2(y) := (\lambda_0a + \lambda_1a^2)y^2 + ((a-b)\lambda_0 + (2ab-1)\lambda_1)y + \lambda_0b + \lambda_1b^2$$
$$\alpha_1(y) := -a^2y^3 + (a^2 - 2ab + 1)y^2 + (2ab - b^2 - 1)y + b^2$$
$$\alpha_0(y) := -(\lambda_0a + \lambda_1a^2)y^3 + ((a+b)\lambda_0 + (1 - 2ab)\lambda_1)y^2 - (\lambda_0b + \lambda_1b^2)y$$

As such, if one chooses a parameter $c$ such that $c^2 = 1 - 4ab$ then one gets a family of logarithmic flat connections $(\nabla_{a,c})_{a,c}$ over $\mathbb{P}^1 \setminus \{ 0, 1, t_1, t_2, \infty \}$, where:

$$t_1 = \left( \frac{c-1}{2a} \right)^2 \text{ and } t_2 = \left( \frac{c+1}{2a} \right)^2$$

An explicit local expression for this isomonodromic deformation can be obtained simply by replacing $b$ by $\frac{1-c^2}{4a}$ in the above formula for $\mathcal{R}(\nabla_{a,b})$; this allows us to explicitly compute the spectral data for $\nabla_{a,c}$, as detailed in [13].

4.5. Associated Garnier solution. Start by setting

$$\check{H} := \frac{M_0}{y} + \frac{M_1}{y-1} + \frac{M_2}{y-t_1} + \frac{M_3}{y-t_2}$$

then since the lower left coefficient of the residue at infinity $M_\infty$ of $\nabla_{a,c}$ is zero, the numerator of $\check{H}$ must be a degree two polynomial in $y$, say:

$$\check{H}_{2,1} = \frac{c(t_1, t_2)(y^2 - S_q(t_1, t_2)y + P_q(t_1, t_2))}{y(y-1)(y-t_1)(y-t_2)},$$

where $S_q := q_1 + q_2$ and $P_q := q_1q_2$, with $q_1, q_2$ some algebraic functions of $(t_1, t_2)$. In the same manner that we did in earlier work on the subject [12], we obtain a rational parametrisation of $S_q, P_q, t_1, t_2$. 

More precisely, the parameters \((a,c)\) give a rational mapping \((\mathbb{P}^1)^2 \to (\mathbb{P}^1)^4\) giving explicit expressions of \((t_1,t_2,S_q, P_q)\), namely:

\[
\begin{align*}
t_1 &= \frac{(c-1)^2}{4}, \\
t_2 &= \frac{(c+1)^2}{4}, \\
S_q &= \frac{(1 - c^2 + 4a^2)\lambda_0 + 2a(c^2 + 1)\lambda_1}{4a^2(\lambda_0 + a\lambda_1)}, \\
P_q &= -\frac{(c-1)(c+1)(4a\lambda_0 + (1-c^2))}{16a^4(\lambda_0 + a\lambda_1)}.
\end{align*}
\]

We can now prove that we have indeed constructed a family of algebraic solutions for a Garnier system. More precisely, it is a two-variables Hamiltonian system:

\[
\begin{align*}
\partial_{k_i} p_i &= -\partial_{q_i} H_k \quad i, k = 1, 2 \\
\partial_{k_i} q_i &= \partial_{p_i} H_k \quad i, k = 1, 2
\end{align*}
\]

equivalent to the isomonodromy equation for five-punctured spheres, where the pair of Hamiltonians \((H_1, H_2)\) is explicitly known (the exact formulas however are a bit cumbersome; thus we refer the reader to Appendix B in [13]; see also [15, 20]). Note that it differs from the one presented in [12], as the local eigenvalues are not the same.

**Proposition 18.** Let \(q_1, q_2\) be the algebraic functions defined above; then there exist two algebraic functions \(p_1(t_1, t_2)\) and \(p_2(t_1, t_2)\) such that \((q_1, q_2, p_1, p_2)\) is a solution of (3).

**Proof.** We proceed exactly as we did for the first family of solutions: we consider the "symmetrised" system:

\[
\begin{align*}
\partial_{k_i} S_q &= (\partial_{p_i} + \partial_{q_i}) H_k \\
\partial_{k_i} P_q &= (q_2 \partial_{p_i} + q_1 \partial_{q_i}) H_k \\
\partial_{k_i} S_p &= -((\partial_{q_i} + \partial_{p_i}) H_k) \\
\partial_{k_i} \gamma &= \frac{1}{(q_1 - q_2)^2} ((q_1 - q_2)(\partial_{q_i} + \partial_{q_i}) + (p_1 - p_2)(\partial_{p_i} + \partial_{p_i})) H_k
\end{align*}
\]

where \(S_p := p_1 + p_2\) and \(\gamma = \frac{p_1 - p_2}{q_1 - q_2}\). To obtain this we first had to consider the variable \(\delta := q_1 - q_2\) and then eliminate it using the fact that all expressions obtained had even degree in \(\delta\) and that \(\delta^2 = S_q^2 - 4P_q\).

Assume that \((p_1, p_2)\) are two algebraic functions such that \((q_1, q_2, p_1, p_2)\) is a solution of (2). Using the first two equations with \(k = 1\) one then gets \(S_p\) and \(\gamma\) as functions of \(\partial_{k_i} S_q\) and \(\partial_{k_i} P_q\) which in turn are rational functions of \((a,c)\), namely:

\[
\gamma = \frac{8(1+a)(\lambda_0 + a\lambda_1)a^3}{(c^2 - 1)(1 + c + 2a)(1 - c + 2a)},
\]

\[
S_p = \frac{-2a(1 + 3a - c^2 + 4a^2 - 3ac^2 + 4a^3)\lambda_0 + (2a + 4a^2 + 2ac^2)\lambda_1}{(c^2 - 1)(1 + c + 2a)(1 - c + 2a)}.
\]

This completes the rational parametrisation of all relevant variables and allows us to check that \((S_q, P_q, S_p, \gamma)\) indeed satisfies the above system, in the exact same way we did in [12].
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