Work and Efficiency of Quantum Otto Cycles in Power Law Trapping Potentials
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We study the performance of a quantum Otto cycle driven by trapping potentials of the form $V_q(x) \sim x^{2q}$. This family of potentials possesses a simple scaling property which allows for analytical insights into the efficiency and work output of the cycle. We show that, while both the mean work output and the efficiency of two Otto cycles in different trapping potentials can be made equal, the work probability distribution will still be strongly affected by the difference in structure of the energy levels. Lastly, we perform a comparison of quantum Otto cycles in various physically relevant scenarios and find that in certain instances, the efficiency of the cycle is greater when using potentials with larger values of $q$, while, in other cases, with harmonic traps.

The systems we study obey the Hamiltonian

$$\dot{H}(q, \omega_q) = -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \frac{1}{2} m (\omega_q x)^{2q}$$

where $q = 1, 2, 3, ...$ and $\omega_q$ represents the magnitude of the generalized trapping potential \cite{12, 14}. Note that this generalized trapping potential reverts to the harmonic oscillator for $q = 1$ and to the 'infinite' box potential for $q = \infty$. The system undergoes a cycle consisting of four processes \cite{see Figs.1(a,b) for a schematic representation}:

1. First an adiabatic compression from a state $A_q$ ($q$ is the anharmonic parameter mentioned earlier), characterized by $\omega_q = \omega_q'$, to $B_q$, where the amplitude of the trapping is $\omega_q'' > \omega_q'$ (no coupling to any thermal bath during this process); This is followed by a heat exchange at constant Hamiltonian parameters (no work is done nor received) from $B_q$ to $C_q$ due to a weak coupling to a thermal reservoir; The third process is an adiabatic expansion from $C_q$ to $D_q$ (no coupling to any thermal bath in this process either); Lastly, a heat exchange with the cold reservoir at constant Hamiltonian parameter brings the system back to state $A_q$. The cycle is fully determined by the choice of $\omega_q'$, $\omega_q''$ and by the temperatures $1/\beta_A$ and $1/\beta_C$ (we will refer to these last two parameters as the ‘extremal’ temperatures because they are the lowest and highest temperatures achieved in the system).

During the thermodynamic cycle, energy is exchanged under the form of work and heat transfer. When the Hamiltonian parameter $\omega_q$ varies from a value $\omega_q'$ to $\omega_q''$ following a process $p$, the (inclusive) work is described by the work probability distribution function $P(W_p) = \sum_{m,n} \delta(W_p - E_{m}'' + E_{n}'') \mathcal{P}^{m,n} P_n$ where $E_{m}''$ and $E_{n}'$ are the eigenvalues of, respectively $\hat{H}(q, \omega_q')$ and $\hat{H}(q, \omega_q'')$, $P_n$ is the initial thermal probability of occupation of the energy eigenvalue $n$ and $\mathcal{P}^{m,n}$ is the transition probability from the energy eigenstate $n$ to the eigenstate $m$ relative to the process $p$ (see for example \cite{1}). When the system instead undergoes solely a heat exchange, for example between states $B_q$ and $C_q$, the heat transferred.
can be computed as the difference of the mean energies \( \langle Q_{B_q \rightarrow C_q} \rangle = \langle E \rangle_{C_q} - \langle E \rangle_{B_q} \). And the efficiency of the cycle, \( \eta_q \), is defined, as per usual, by the ratio of the modulus of net work done divided by the heat transferred into the system \( \eta_q = -\left( \langle W_{A_q \rightarrow B_q} \rangle + \langle W_{C_q \rightarrow D_q} \rangle \right) / \langle Q_{B_q \rightarrow C_q} \rangle \).

While the cycle we study is commonly known as the Otto cycle, it should be noted that in the ‘classical’ Otto cycle, a process in which no work is done or received corresponds to an isochoric process (no change in volume), but in the systems and regimes analyzed here, a process with no work transfer is obtained when the parameters of the Hamiltonian are kept unchanged. In this process, the volume occupied by the gas \( V = \sqrt{a^2 \beta} \) does change, as heat is introduced into the system [20].

To gain a deeper insight into the problem we rescale the Hamiltonian using the dimensionless coordinate \( X = \left( \frac{m}{\hbar} \right)^{\frac{1}{4+\gamma}} (\omega_q)^{\frac{2}{4+\gamma}} x \). The dimensionless Hamiltonian \( \hat{H}_q \) is thus

\[
\hat{H}_q = \frac{\hat{H}(q, \omega_q)}{m^{\frac{1}{4+\gamma}} (\hbar \omega_q)^{\frac{2}{4+\gamma}}} = -\frac{1}{2} \frac{\partial^2}{\partial X^2} + \frac{1}{2} X^2 q
\]

with eigenvalues \( \varepsilon_{n,q} \). From (2), we observe that the \( n^{th} \) energy eigenvalue of \( H \), \( \varepsilon_n(\omega_q) \), can be written as

\[
\varepsilon_n = m^{\frac{1}{4+\gamma}} (\hbar \omega_q)^{\frac{2}{4+\gamma}} \varepsilon_{n,q}.
\]

Now, considering a process in which the Hamiltonian parameter of the trapping potential is changed from \( \omega_q \) to \( \omega_q' \), we can state, using the aforementioned scaling argument, that the ratio between two energy levels of the same order, will only depend on the ratio of parameters of the trapping potential, namely

\[
\mu_q = \frac{\varepsilon_n(\omega_q')}{\varepsilon_n(\omega_q)} = \left( \frac{\omega_q'}{\omega_q} \right)^{\frac{2}{4+\gamma}} \text{ or } \frac{\varepsilon_n(\omega_q')}{\varepsilon_n(\omega_q)} = \left( \frac{\omega_q}{\omega_q'} \right)^{\frac{2}{4+\gamma}}
\]

In the following we will refer to \( \mu_q \) as the energy ratio parameter. For a given pair of parameters such that \( \omega_q' > \omega_q \) (compression), the energy ratio parameter is bounded: \( 0 < \mu_q < 1 \). Moreover, the scaling properties of the Hamiltonian [11] implies that states are always thermal during adiabatic processes. In fact, for any adiabatic process, where the population of each energy level remains unchanged, an initial thermal state remains thermal so long as \( \beta \varepsilon_n(\omega_q') = \beta' \varepsilon_n(\omega_q) \) (where \( \beta' \) has to be the same for every state \( n \)) [22]. Using Eq. (3) we can then derive the inverse temperature of the final state \( \beta' = \beta \varepsilon_n(\omega_q')/\varepsilon_n(\omega_q) = \mu_q \beta \), which is independent of \( n \).

Using the energy ratio parameter \( \mu_q \), it is also possible to express the average work of an adiabatic process in a simple form. Considering for example the compression from \( A_q \) to \( B_q \), the average work is written as

\[
\langle W_{A_q \rightarrow B_q} \rangle = \sum_{m,n} [\varepsilon_m(\omega_q') - \varepsilon_n(\omega_q')] P_{mn} \rho_n
\]

\[
= \left( \frac{1}{\mu_q} - 1 \right) \sum_n \varepsilon_n(\omega_q') \sum_l e^{-\beta A_x(\omega_q')}
\]

\[
= 1 - \frac{\mu_q}{\mu_q} \langle E_{A_q} \rangle
\]

where \( \langle E_{A_q} \rangle \) is the average energy of the initial state \( A_q \) [31]. Furthermore, it is also possible to write the efficiency of the cycle in terms of the energy ratio parameter.

\[
\eta_q = 1 - \mu_q
\]

where, in reference to Eq. (1), we have used \( \langle W_{A_q \rightarrow B_q} \rangle = (1/\mu_q - 1) \langle E_{A_q} \rangle \), \( \langle W_{C_q \rightarrow D_q} \rangle = (\mu_q - 1) \langle E_{C_q} \rangle \) and \( \langle Q_{B_q \rightarrow C_q} \rangle = \langle E_{C_q} \rangle - \langle E_{A_q} \rangle / \mu_q \). In classical thermodynamics the efficiency of the Otto cycle can be written as a function of only the compression ratio \( \kappa_q = V_{A_q}/V_{B_q} \) (the ratio between the volume before and after the compression), and of the adiabatic parameter \( \gamma = C_p/C_v \) (the ratio between the heat capacity at constant pressure and at constant volume). In this spirit, we write \( \mu_q \) as a function of the ratio of volumes of the quantum gas by making use of the rescaling of \( X \) and the definition of volume \( V \)

\[
\kappa_q = \frac{V_{A_q}}{V_{B_q}} = \left( \frac{\omega_q'}{\omega_q} \right)^{\frac{2}{4+\gamma}} = \frac{1}{\sqrt{\mu_q}}
\]

This allows us to write the efficiency of the Otto cycle as

\[
\eta_q = 1 - \frac{1}{\kappa_q^2 - 1} = 1 - \frac{\beta B_q}{\beta A_q}
\]

which is the same expression as the efficiency of a classical Otto cycle [21] since, for our family of potentials, \( \gamma = 3 \) [32].

Eq. (7) shows that, independent of the value of \( q \), the efficiency of the cycle is only a function of the ratio of temperature at the ends of the compression process. It is thus possible to either compare the efficiency of engine cycles with different values of \( q \) or adjust their parameters such that the engine cycles would have the same efficiency. It is also possible to adjust the parameters of engine cycles with different \( q \) such that the mean energy at each vertex of the cycle are identical (we will refer to this as ‘matched energies condition’). This requirement will force both cycles not only to have the same efficiency, but also the same average transfers of heat and work in each process. While the ‘matched energies condition’ guarantees that mean values obtained for the engine cycles are the same, the work fluctuations are bound to be different, due to the different energy level structure of traps with different \( q \).

In Figs. (1a,b) we represent the Otto cycle in an average energy, \( \langle E \rangle \), against trapping parameter, \( \omega_q \), diagram. The blue continuous line represents a cycle for
where the summation includes all possible values of $W_{A_q \rightarrow B_q}$ and $W_{C_q \rightarrow D_q}$ [29]. Figs 1(c,d) also clearly show that whether the work fluctuation actually grows or decreases with an increasing anharmonic parameter $q$, depends strongly on the additional matching condition (same initial temperature, volume or any other relevant physical quantity).

The different work fluctuations for various values of $q$ are rooted in the difference in work probability distributions of the various anharmonic parameters $q$ which is evident in Fig 2. In particular, Figs 2(a,c) show the work probability distribution for the expansion process, between $C_q$ and $D_q$. In Fig 2(b) we are using the ‘matched energies condition’ and, to uniquely define the parameters of the cycles, we also chose the same temperature $1/\beta_{A_q}$ for both cycles (for the exact parameters, see the caption). Obviously, the histograms are not equidistant in Fig 2(b) because, unlike in Fig 2(a), the energy levels are not equidistant. It is also noticeable that the standard deviation in Fig 2(c) is different from Fig 2(a). These two aspects (the non equidistance of energy levels and the different variance) are also well represented in Figs 2(b,d) where the net work probability distributions of the compression process for $q = 1$ and $q = 2$ are depicted respectively. In Figs 2(e,f) we show instead the work probability distribution for the full cycle. We notice clearly that the average work output is negative and that the standard deviation is different in the two cases. We also note the presence of small histograms between
FIG. 3: (Color online) (a,b) Efficiency of Otto cycles for different values of $q$ versus $\omega'^{q}_{1}$. (c,d) Comparison of average work done in a cycle $\langle W_{cycle}\rangle$ versus $\omega'^{q}_{1}$. In all the plots the continuous blue line is used for $q = 1$, dashed pink line for $q = 2$ and dot-dashed red line for $q = 3$. The compared cycles have the same extremal temperatures ($\beta_{A_i} = \beta_{A_j} = 10 \ h \omega^{i}_{1}$ and $\beta_{C_i} = \beta_{C_j} = h \omega^{i}_{1}$ with $i, j = 1, 2, 3$) and, for (a,c), matched extremal volumes ($V_{A_i} = V_{A_j}$ and $V_{C_i} = V_{C_j}$ with $i, j = 1, 2, 3$), while in (b,d) matched extremal energies ($\langle E_{A_i}\rangle = \langle E_{A_j}\rangle$ and $\langle E_{C_i}\rangle = \langle E_{C_j}\rangle$) with $i, j = 1, 2, 3$).

much larger ones in Fig.3(f) but not in Fig.3(e). This is due to the presence of non equally-spaced energy levels for $q > 1$.

It is also important to investigate physically relevant scenarios that veer away from the stringent ‘matched energies condition’. For instance, the extremal temperatures $1/\beta_{A_q}$ and $1/\beta_{C_q}$ could be the same for two engine cycles (because the engines could be coupled to the same two thermal baths). To uniquely define all the parameters of the cycle, two more independent conditions are needed. In Figs.4 two physically relevant examples are considered: (a,c) the case in which the extremal energies ($\langle E_{A_q}\rangle$ and $\langle E_{C_q}\rangle$) are also matched, and (b,d) the case in which the extremal volumes ($V_{A_q}$ and $V_{C_q}$) are identical. As shown in Figs.4(a,b), the efficiency of the engine cycles is an increasing function of $q$ when the extremal energies are the same, while it decreases with increasing $q$ when the extremal volumes are made the same. Furthermore, Figs.4(c,d) shows the net work output of the respective matching conditions, which may in fact, be either larger in the harmonic (continuous line) or in the matched anharmonic cases (lines with symbols) depending on the specific matching condition (extremal volumes or extremal mean energies etc.), and on the value of the matched $\omega'^{q}_{1}$.

As a last case study, we choose the parameters $\omega'_{q}$ and $\omega'^{q}_{q}$ such that the average net work output and the mean initial energy $\langle E_{A_q}\rangle$ are matched to their corresponding values in the harmonic engine while keeping the extremal temperatures matched for engine cycles with different $q$. In this case we expect the efficiency to be dependent on the choice of $q$, which is clearly seen in Fig.4(a), where each curve shows the efficiency for different values of $q$. We note that the figure consists of two separate curves for any given $q$ because the work output when the two extremal temperatures are fixed is not a monotonous function of $\omega'^{q}_{q}$, as can be seen in Fig.4(b). This figure also shows that by fixing the extremal temperatures, there are values of work output which are attainable by the harmonic potential that cannot be generated by anharmonic potentials (to do so would require for instance, a much larger temperature at $C_q$ or a much lower temperature at $A_q$). It is for this exact reason that in Fig.4(a)
there exists a central region of the plot along the $\omega''_q/\omega'_1$ axis for which there are no lines representing the efficiency of engine cycles within an anharmonic trap. In addition, Fig. 4(a) also shows that given a particular $\omega''_q$, the efficiency of all the anharmonic engine cycles (with the same average work and extremal temperatures) can either be always better (for low compressions) or worse (for large compressions) than that of the harmonic cycle. Note that the thin black continuous line in Fig. 4 shows the efficiency of an engine cycle in a harmonic trap which still has the same $(E_{Aq})$ and $(W_{cycle})$ as the original solid harmonic curve, but is now achieved with a different $\omega''_1$. This analysis of Figs. 4(a,b) also teaches us that, while a desired amount of net work can be obtained with multiple $\omega''_q$, one particular choice of this value may give the best efficiency.

In conclusion, we have studied a quantum Otto cycle driven by a particular class of trapping potentials. This family of potentials allows for the investigation of the relative performance of heat engines between harmonic and anharmonic configurations, which paves the way toward optimizing the work fluctuations by detailed design of the trapping geometry. In our analytical treatment that is made possible by the scaling properties of these potentials, we have found that, regardless of the values of the anharmonic parameter $q$, all engine cycles share the same expression for the efficiency, which corresponds to the classical expression. However, despite this apparent similarity in the expression for the efficiency, we have shown that the work probability distribution is still strongly affected even when both the average work output and efficiency of the cycles for different potentials are made identical. Subsequently, we have also analyzed cases in which engine cycles with different potentials are made to operate between the same extremal temperatures and studied various physically relevant scenarios for detailed and quantitative comparisons of the different engine cycles; we have found that, if the extremal energies of the cycle are matched, the engines within power law potentials with $q > 1$ have greater efficiencies than those within a harmonic potential. On the contrary, if the extremal volumes are equal, then engines within harmonic potential are more efficient. Lastly, we have also shown that, for the case in which the extremal temperatures are the same for the two engines and the parameters are chosen such that the average work output is the same, then, for small compressions, engine cycles within an anharmonic potential are more efficient than cycles within harmonic trapping potentials, while for larger compressions the converse is true.

An experimental realization of these engine cycles can be done with ultracold ions confined in a Paul trap, in which the trapping potential’s shape is made anharmonic and changed periodically in time. This engine cycle could be produced following the procedure detailed in 18.
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As heat is introduced into the system with the Hamiltonian parameters held unchanged, work would have to be done on the system for the gas to occupy the same amount of volume.

We use the fact that, for an adiabatic process, $P^{mn} = \delta_{mn}$ where $\delta_{m,n}$ is Kronecker’s delta.

This is a consequence of the equation of state $PV = 2\langle E \rangle$ which is valid for the family of trapping potentials considered.