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Abstract

Around the globe the number of older people in relation to the rest is constantly growing. As a result, medical and care facilities cannot handle the growing number of patients. Therefore, elderly in-home assistance gets more attention an importance. Due to issues regarding memory, physical strength and reduced self-assessment, old people face a lot of challenges in accomplishing their activities of daily living. This thesis is meant to address these problems by analysing the required infrastructure of a home-care facility as well as the arising issues regarding used components, especially wireless sensors. After the analysis, a prototype of a home-care system is designed and implemented. Furthermore, the issue of energy consumption of the used wireless sensor node is addressed by modifying the intelligence of the used sensor. After that, the design and components of the prototype used for the energy consumption analysis is explained, together with the programming structure of the sensor nodes used in this thesis. Thereupon, the results are of the simulations are discussed and compared with the authors ‘expectations. Finally the overall outcomes of the thesis are analysed and summed up, followed by a short outlook of further possible improvements and developments.
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Introduction

1.1 Application Area and Motivation
The fact of decreasing birth rate combined with higher life expectation due to improved medical possibilities nowadays leads to an imbalanced relation between young and old people. Therefore, the resulting costs for healthcare increases significantly. Additionally, there is lack of qualified and trained personnel. Integration of ICT supports and partly compensates nursing personnel in different areas such as home care for elderly people. Vital signs of people can be monitored and analysed remotely, also known as tele-monitoring.

The introduction of ICT to the fields of health-care and home-care results in a decrease of time and personnel needs, which in return leads to a distinct reduction of expenses. Therefore, a demand for solutions of ICT systems usable in health-care exists.

For the above-mentioned reasons the Austrian company K-E-B.com Elektrotechnik GmbH is interested in an approach of solving the integration problem as well as a prototype implementation.

1.2 Problem Studied
Two problems are addressed in this thesis. On the one hand a functional prototype of an elderly in-home assistance system should be developed, that makes it possible to provide surveillance in terms of detecting falls of the patient as a healthcare applications. On the other hand, the energy consumption problem introduced to the system by the use of wireless sensor should be analysed and a possible solution to this problem should be implemented. This will be realized using an approach that modifies the intelligence of the used sensor in order to save energy.

1.3 Approach Chosen to Solve the Problem
In order to solve the problem addressed in this thesis, the following approach is going to be used. The thesis will be split into two parts. The first part is going to discuss the design of the elderly in-home assistance system in theory and subsequently present a concrete implementation based on the design requirements determined before. The second part is going to address the energy consumption problem of the used wireless sensor. A concept to solve this issue is introduced and described theoretically. After that, the concept is implemented in the system prototype specified and developed before. In addition to that, simulations are conducted with the modified sensor within the prototype setup to determine the success of the concept and the resulting energy savings.
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1.4 Thesis Goals and Expected Results

- Design and implement a working prototype for an elderly in-home assistance system
- Provide a working solution to the energy consumption problem of wireless sensors used in the system
- Evaluation of the results and suggestion of further research work for improvements to the developed prototype as well as the energy saving concept

1.5 Structure

This thesis consists of six main chapters. In chapter 2, an introduction to the topic of ICT and healthcare is given, providing the necessary interconnection background for the elderly in-home assistance concept. Chapter 3 is then describing the concept of elderly in-home assistance in detail, discussing possible issues regarding the design as well as its implementation. In addition to that, the issue of energy consumption of the used sensor components is addressed as well. From both parts, problem statements are derived which are going to be handled in the prototype. In chapter 4, the design of the prototype as well as its included components are described theoretically and afterwards implemented. Chapter 5 focuses on the energy consumption of a sensitive part of the system that was designed, namely the wireless sensor node which is battery driven. Therefore, the authors introduce a software-based approach to overcome this issue. In addition, the concept is implemented into the prototype and after that simulations are conducted to evaluate the concept and its quality, followed by a discussion of the results. In chapter 6, the conclusion of the work is presented, followed by chapter 7 that suggests further improvements and future work.
2 ICT and Healthcare

The population of elderly people\textsuperscript{1} in many European countries is increasing. This was proved by via a study by SDI-Research on the example of the population pyramid of Austria\textsuperscript{2}, see figure 2-1. The Swedish Ministry of Health and Social Affairs published a fact sheet that shows the same developments in Sweden \cite{15}. This development is significant in developing countries and observable around the world \cite{18}. However, European countries exhibit the highest amount of elderly people. Therefore diseases known for elderly people will become more common and healthcare for elderly people will become even more important. Rehabilitation will be moved to private residences to diminish costs by reducing the amount of people staying in hospital beds.

The Swedish government supports home care for elderly and disabled people so that they can live at home \cite[p.1]{16}. This would lead to more medical assignments for home-care personnel if people will not stay as long in hospitals as they do now, though the number of qualified personnel has not been raised as it would be necessary to cover the increased demand \cite[p.1]{16}. To receive home care from a municipality in Sweden a citizen must apply for aid. A caseworker will examine the application and decide on the goal, the amount of care needed and define what kind of care is required.

![Figure 2-1: Demographic Pyramid of Austria](image)

The home care personnel will then visit the person and help them in the determined way \cite[p.8]{16}.

The majority of the personnel are staff nurses\textsuperscript{3}. Women mostly carry out a care-related profession. It is often low paid and has no high status in society. This leads to a difficult situation regarding the recruitment for new personnel. Care personnel often lack the adequate education. The government expects a positive influence on the status of the profession due to research and integration of technology into these jobs \cite[p.1-2]{16}.

\begin{itemize}
\item[\textsuperscript{1}] The term "elderly people" refers to persons that are 65 years or older
\item[\textsuperscript{2}] http://www.who.int/healthinfo/survey/ageingdefnolder/en/index.html
\item[\textsuperscript{3}] http://www.sdi-research.at/lexikon/alterspyramide.html
\item[\textsuperscript{3}] http://www.lasvegassun.com/news/2008/may/27/man-woman-nurse-engineer/
\end{itemize}
Information Technology (IT) solutions for home care are already available, though mostly not in use in this area. For example, tele-cardiology could be used to monitor vital signs\(^4\). The use of Information and Communication Technology (ICT) will be obligatory in the future to provide the possibility for elderly to stay at home. The work should be more effective and performance evaluations of the services provided could be done more efficiently.

The improvements reach beyond the use if ICT could also increase the job satisfaction of the care personnel itself and therefore improve the work situation and the image of the profession [16, p.2].

ICT has a large potential as hospitals already use advanced IT systems for analysis and embedded technology for operations [27, p.9]. Administrative tools for coordination and communication are in use as well. However, these systems are not commonly used in elderly care. Hence, the required communication between different systems is not possible due to missing standards in that area. Moreover, in order to benefit from ICT organizations have to adapt to the system and train their employees on how to use it properly [27, p.9]. Care assistants have been working with some kind of technology for a long time as they use ergonomic and household technology like lifts to move people from or into a bed [16, p.4]. IT Systems are often used as administrative tools for timetables and organizational issues, though they are rarely used in operative work regarding mobile solutions like sensor technology or remote monitoring.

The development and implementation of ICT in home care, focused on how to improve the services provided by the care assistant and to reduce costs, make long term planning necessary [16, p.7]. In addition, political support is vital - there have been projects, though not in a large enough scale to connect multiple organizations [16, p.7]. Another issue regarding the implementation and development of home care systems is that the home care personnel have mostly no influence regarding the processes or decisions related to the bought equipment. Medical informatics systems are built to provide medical expertise; knowledge and supportive work with patients is often not seen as important as it should be [16, p.41].

Furthermore, the communication between all involved parties could be improved. Patient related information like medication or treatment plans for rehabilitation are not available for care assistants [27, p.20]. To improve the communication between the governments, the hospitals and the home care organizations a common IT system or at least a standardized interface is needed. As a result the integration of ICT systems would be much more useful in home care. Moreover, the integration involves different parties like the health care personnel, technology suppliers, the owners of residences and the government [27, p.1].

\(^4\) [http://www.vitaphone.de/en/home.html](http://www.vitaphone.de/en/home.html)
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However, integration alone is not enough. The personnel needs to be advised how to work with it efficiently and procedures have to be changed to adapt to the system [27, p.9].

Though, integration is yet not common; only hospitals use advanced technology in the medical area. Nowadays, IT systems are well known and have been used in many different areas of application. Therefore, technical difficulties are not the cause to delay the development [27, p15]. Though, the impact of these systems in the area of home care is not decreasing costs and improving the quality of the service. In order to improve the situation, different organizations would need to work together, which fails due to uncertainties regarding payment responsibilities. As a result, the development is delayed significantly [27, p.19].

The advantages of ICT in home care are for elderly people to stay at home longer in their familiar surroundings. Their home needs to be equipped with ICT networks and most houses are connected or could easily be connected to the Internet. Sensors need to be installed, which would cause costs in the beginning. The health condition of patients could be improved. They will not need to go to doctors as often for checks if they do not want to due to their vital signs could be monitored remotely. Permanent monitoring would make it possible to diagnose possible issues earlier and improve treatments for the patient. Overall, this leads to a more efficient way of using health care combined with reduced costs, seen over a long-time period. Hospitals and healthcare centers need the possibility to monitor the sensors of all people in their area. Furthermore, the home care personnel need to learn to cope with ICT Systems.

Overall, the integration of ICT leads to a high investment at the beginning, which involves all parties working in healthcare including hospitals and the government, although it increases the quality and safety of home and healthcare for everybody [27, p.25].
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3 Elderly In-home Assistance

As mentioned in the chapter before, ICT and elderly in-home assistance are getting wider importance and attention. This chapter will discuss technical related ICT system issues as well as upcoming aspects due to used components in the system for elderly in-home assistance. Furthermore, problem statements will be developed regarding the identified issues.

3.1 System Design

Elderly in-home assistance (EHA) aims at the relocation of medical and health services from medical institutions to the patients’ home. These services range from nursing personnel for chronic illnesses or illnesses which can be treated in an ambulant way up to support elderly people to live their daily life in their own homes. Included in this daily routine are activities of daily living (ADLs)\(^5\) such activities include self-care (e.g. eating, dressing, body cleaning), work and leisure. The difficulties here lie in the fact that elderly people tend to display reduced capabilities regarding memory, movements and sagacity\(^6\). This can lead to dangerous situations like the scenario of a forgotten cooktop after dinner, falls or body injuries due to heavy lifting or climbing on furnishings. Therefore, EHA has to provide functionalities for monitoring the patient as well as the environment the patient is living in and report any possible source of danger or accident to the caregivers or responsible persons like family doctor or relatives.

Upcoming challenges regarding the above specified requirements are that the patient wants to remain independent and self-sustaining as long as possible. Hefty sensors, wires, or complicated user interfaces to use EHA services are barriers regarding the patients’ ability to roam freely inside her home. Hence it is important to consider these aspects when designing an EHA system concept. The next section will show possible components and services of an EHA system.

---

\(^5\) [http://www.medterms.com/script/main/art.asp?article](http://www.medterms.com/script/main/art.asp?article)

\(^6\) [http://www.altenpflegeschueler.de/psychologie-soziologie/allgemeine-Wahrnehmung-2.php](http://www.altenpflegeschueler.de/psychologie-soziologie/allgemeine-Wahrnehmung-2.php)
As can be seen in figure 3-1, the three main blocks in an EHA system are connectivity, the components and the applications. In order to provide connectivity inside the home as well as to remote locations several technologies may be used, may it be wired or wireless. On the side of wireless technologies there are DECT and WIFI solutions (GPRS, 802.11x, Bluetooth). On the side of wired possibilities dedicated infrastructures like Ethernet or twisted pair may be an option as well as shared infrastructure like PowerLine technologies.

Figure 3-1: Components of an Elderly In-home Assistance System, adapted from [42]
The components of an EHA system can be split into four main parts as there are human machine interfaces, healthcare services and sensor APIs, implicit network operation component and remote monitoring and maintenance components [42]:

- **Human Machine Interfaces** - On the one hand, the user interfaces have to be easily accessible and self-explaining if they are used by the patients directly, on the other hand they have to be advanced enough for the trained care personnel and they have to be reachable via external connections, so remote access is important as well.

- **Healthcare devices and sensor APIs** - The server infrastructure must be able to communicate and interact with the integrated healthcare devices and sensor systems. Therefore, suitable APIs and middleware solutions have to be provided.

- **The implicit network operation component** - This component interacts in a proactive way by identifying the user’s needs and preferences depending on his/her identity. Furthermore, it provides interaction with remote health centres via text, voice or video.

- **Remote monitoring and maintenance component** - These functionalities provide remote monitoring capabilities in order to observe several in-home assistance components. Therefore, it is possible to identify possible failure and dropouts of components early enough. This check can include body functions of patients via sensor devices as well.

The major focus in this thesis is on healthcare applications related to elderly in-home assistance. These applications can be categorized into four groups [1]:

- **Activities of daily living monitoring** - Here, the system tries to track the daily activities of the patient like watching TV, sleeping, eating and detect abnormal situations.

- **Fall and movement detection** - These applications are focused on physical condition surveillance of the patient. Especially elderly patients that are recovering from operations are prone to falls and as a result can sustain heavy wounds or even death.

- **Location tracking** - If patients are cognitively impaired, these applications can help to keep them safe and support them in order to still live independently.

- **Medical status monitoring** - Applications settled in this area make heavy use of medical and environmental sensors to obtain the health status of the patient. Examples here would be blood pressure, heart rate and oxygen saturation.

Regarding the above-mentioned applications for healthcare, the authors like to focus on the fall and movement detection in their work. In the upcoming section, related work will be presented that is dedicated to elderly in-home assistant systems as well as healthcare applications regarding fall and movement detection.
3.1.1 Related Work

The design of EHA systems is an active scientific research field. In the work of Zhou et al. [54] an approach towards a case-driven ambience intelligence system was pursued. This system and the included technologies are targeting the support of ADLs by combining multiple sensor information and, based on them, make decisions and act accordingly. Therefore, an information model was designed based on predefined cases and transformed to an embedded platform usable for EHA in a smart home.

Another example can be found in the work of Yao et al. [51]. They experimented with wearable devices and wireless sensor networks to improve plug-and-play interoperability between infrastructure and wearable devices. They concluded that it is not possible to get rid of human interaction but sensor devices and fitting infrastructure can indeed heavily support the patient if human interaction and technical environment are well combined.

Purwar et al. [30] have done an interesting work in the application area of fall and movement detection by the use of a real-time triaxial accelerometer. They sensor used gathers the data from the accelerometer and transfers it for further processing to a central node. They achieved an accuracy of 81% regarding a correct detection. They point out that if the sensor is worn with a higher altitude to the ground (for example at the chest), the results are far better than if it was worn at the wrist.

Also settled in the application area of fall detection is the work of Wang et al. [44]. This version of accelerometer works with a head-level attached sensor, which is able to distinguish abnormal situations like a fall from ADLs. Via a self-developed algorithm eight kinds of falling situations as well as seven daily activities can be differentiated. The method behind this algorithm is based upon taking the difference between the initial time of the body hitting the ground and the time when the body of the patient is in rest.

Another research work by Leijdekkers et al. [21] proposed the concept of measuring fast accelerations and determines if a fall has happened or is not related to the movements after the acceleration has occurred. However, this approach has been marked as unreliable due to the fact that a patient can move after a fall due to pain.

3.1.2 Problem Statement

In conclusion, it can be stated that the main problems regarding the design of an elderly in-home assistant system are to support the patient without withdrawing his or her independency while at the same time provide constant surveillance and support of ADLs. It is also important to include smart decision capabilities into the system so that external personnel are only consulted if really necessary. By doing so, reduction of accruing costs to a minimum gets possible.

3.2 Sensor Related Energy Consumption

Energy consumption is not only an important topic regarding the whole system design, but also has a huge impact in a financial aspect. The energy costs for a smart home have to be paid and in addition to that the battery exchange of mobile device is not only time consuming but also produce more waste and extra costs. According to an experimental research study [31] with several non-experimental sensors it turned out for
the communication portion of the sensor node being the most energy consuming part. The energy expenditure by processing data on the sensor node was marginal. This can be exemplified by the fact that processing several bits consumes less energy than the transmission of a single bit [41]. In order to put these findings into numbers it can be declared that communication of a sensor node occupies up to 80% of the total energy consumption, while processing the data and sensing functionalities only require 20% [24], as can be seen in figure 3-2.

Two general approaches can be identified in order to counter this problem. One of them is energy scavenging or energy harvesting [46]. The concept is based on gaining energy from the surrounding environment. Examples therefore can be found in solar energy, mechanical energy like vibrations or thermal energy, as well as gaining energy from electro-magnetic fields. A major challenge in this research field is to provide an energy supply without any interruption, which requires at the moment a battery as a buffer. By using energy scavenging techniques it is possible to use a green form of energy and to support the sensor node with a theoretically unlimited energy supply [23]. The second approach is based on methods for energy conservation. The concept behind this term is to reduce energy consumption in the designated device in all components.

Three forms of energy drain can be identified, as there are active current consumption, standby current consumption (sleep mode) and off-mode current consumption. The first kind of drain can be described as the sum of static energy consumption and dynamic energy consumption caused by switched or clocked device parts. The second form is nearly only based on static energy consumption due to dynamical drains being removed by stopping switched and clocked components. The third form of energy drain presented is caused by the sub-threshold leakage of transistors due to the power supply still be connected to the chip even if it is not active. In order to take actions against these forms of energy drain there exist several techniques covering all layers of a device starting with silicon IP, over SOC design up to dedicated system software. The company Texas Instruments (TI) calls its approach SmartReflex Technology [6]. As it can be seen in figure 3-3, the approach consists out of three layers, each of them covering a specific technical aspect of how to preserve energy in wireless devices.
3.2.1 Related Work
A lot of research is currently conducted related to the issue of energy consumption of wireless sensor devices. One example is the paper by Zhang et al. [53]. It discusses the concept of using two transmission channels instead of one based on the hypothesis that it is often not necessary to keep a transmission channel alive continuously and that it is sufficient to trigger data transmissions off the sensor node on-demand only. The introduced second channel is dedicated to surveillance purposes. Thus, it enables the sensor node to provide transmission on-demand capabilities combined with zero energy consumption during idle time. In respect to the second channel, only a receiving unit is required. Such a receiving unit can be realized by installing a RFID module on the sensor node. In return, the RFID offers benefits in terms of instant response as well as energy scavenging and no idle energy consumption while listening. When being woken up the RFID module activates the regular transmission module and the gathered data of the sensor can be transmitted via the first channel.

Mondal et al. gave another example in [26]. The proposal of this work is to reduce the payload of the transmissions via the application of compression techniques like LPC. In order to prove their point, they conducted a comparison between this method and others as well as plain transmissions. The proposition of this paper also aims at the reduction of transmissions. Though not based on compression techniques, the sensor node’s intelligence is altered to reduce the transmission payload instead.

However, not only energy consumption is a possibility. As mentioned before, there lies great potential in energy harvesting as well. An on-going development shows interest not only in green energy by solar energy, but rather in body related energy sources as well. On example is the work of Renaud et al. [32] or Lauterbach et al. [20] and Leonov et al. [22] that are focusing on gaining energy by exploiting the motion of the human body or its thermal energy.

3.2.2 Problem Statement
In conclusion, it can be testified that the problem of energy consumption has to be addressed by either energy harvesting technologies or energy conservation approaches. Due to the fact that the hardware platform is often not modifiable, software-based approaches promise compatibility as well as potential regarding energy conservation.
ICT System Design & Implementation Using Wireless Sensors to Support Elderly In-home Assistance
4 System Design and Results
This section discusses the components and architecture of the prototype, while the section after that deals with the technical implementation. The sensor nodes' intelligence and its implementation are described in the last two sections.

4.1 System Concept
The prototype fulfils two main tasks. First, a surveillance network including sensors and a camera must be set up in order to guarantee monitoring of a person’s vital signs and movement. This includes detection of certain patterns, in this specific case a person’s movement and fall. Additionally, the prototype provides a centralized platform that handles sensor and network traffic and enables management functionalities such as camera control. Furthermore, emergency notifications are sent via the network to remote devices. Figure 4-1 shows the architecture of the used prototype in a general way.

According to figure 4-1, several key systems and devices where chosen to accomplish the given tasks described before. The prototype system can be divided into three main parts: data gathering and transmission (DG&T), monitoring and surveillance (M&S) as well as management, control and storage (MCS). Figure 4.2 depicts how these components are interconnected and their data-flow.

Sensor nodes and base stations as well as wireless transmission are part of DG&T block.
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Cameras and mobile notification devices are located in the M&S part. MCS contains a web server to handle incoming sensor data from the base station. In addition, camera images or streams are displayed in this block using a management tool and notifications are sent to remote devices via the SIP protocol. A database server enables storage of either sensor data or camera images. Collected sensor data is sent one-way to the management and control block where it is processed.

A bidirectional communication is established between the management, control and storage part and the monitoring and surveillance part to allow outgoing emergency notifications as well as incoming camera data. Each component used in the prototype is described in detail below:

- **Sensor Node** - Sensor nodes are used to gather any kind of information, e.g. heart rate and movement of persons (or patients) or room temperature. Depending on required data either mobile sensor nodes e.g. carried by a person to measure vital signs or stationary sensors are used to collect data. This allows a setup of sensor networks to measure different physical aspects of rooms and patients simultaneously. Measured data is sent to one or more base stations using wireless communication for mobile sensors or wired communication for stationary sensors.

- **Base Station** - The base station is used to receive data sent by sensor nodes or a sensor network. Therefore, its technological aspects depend on the sensor nodes in use. If mobile sensors are used, the base station must be able to handle wireless communication. The base station is responsible for routing data and information collected by sensors or sensor networks to other connected networks or servers where data is further processed.

- **Camera** - Cameras are installed in different rooms as stationary surveillance devices. Each room equipped with either stationary or mobile sensors should be monitored by at least one camera. This ensures visual coverage of areas where sensor nodes are present. Present cameras allow capturing situations when sensor node data indicates an emergency. In some cases it is not necessary to monitor a certain area the entire time. Camera images or streams can be triggered by certain sensor data patterns and emergencies to allow privacy as long as possible. These systems could be used in a retirement centre for example.

- **Session Initiation Protocol (SIP) Server** - A SIP server is used to allow Voice over Internet Protocol (VoIP) communication between prototype components. SIP requires an IP-based network to function. Existing wiring inside a building can be used as well as the Internet to connect remote facilities. Communication terminals can be installed inside rooms where sensor nodes are operational to allow communication from VoIP phones or VoIP mobile phone applications to a room’s communication terminal. This connection is established manually by dialling the terminals number or each time a sensor data pattern triggers an emergency event.

- **Mobile Device** - Any device capable of using SIP and VoIP serves as a suitable solution for the prototype. Several smart phones provide the opportunity to install SIP applications that allow SIP communication when connected to a wireless local area network (WLAN).
Web Server - The web server used in this prototype receives and processes collected sensor data. The server also triggers certain events depending on sensor data values. An example is an emergency notification using VoIP functionality of the SIP server if a sensor measurement exceeds a pre-set threshold value or specific sensor data is received. Furthermore, it allows analysis and processing of collected data that is stored in a database server afterwards.

Database Server - A database server is used as the prototypes storage device. It uses a relational database model to store any kind of data received by the web server, e.g. sensor measurement values and camera images. The web server and the management tool are components that can store data as well as access- required information from the database server using SQL queries.

Management Tool - A management application provides all necessary functionalities to control the web server. It also handles displaying camera images or streams and storage or export options for sensor measurements. Mainly it acts as the human-computer-interface (HCI).

Network - A suitable network is necessary to connect all mentioned components above. It is required to support TCP/IP in order to allow SIP and HTTP to function properly. An Internet connection is not required but would allow remote access to the servers or distributed server architecture. Furthermore, VoIP connections can be established independent of the remote devices position.

4.2 System Implementation
In order to keep the prototype simple, several prototype components are combined and not implemented individually. Web server and management tool are embedded into one application and the SIP servers as well as the database server are installed on a single workstation which also runs the application mentioned before.

4.2.1 Sensor Setup
Sun’s (Sun Microsystems was taken over by Oracle in 2009. Despite that fact, the authors will stick with the original name Sun instead the official name Sun Oracle) Small Programmable Object Technology (SPOTs) represents tiny, battery-driven devices equipped with wireless communication technology in order to provide a new, future-oriented prototype and development platform for Java-based network programming. Application scenarios are settled in the fields of environmental surveillance, robotics, asset tracking and e-health for example. The core of the SPOTs is represented via a Java virtual machine (VM) which was especially designed to meet the SPOTs’ demands. An own section is dedicated to this VM later on.
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The SPOT is built out of several stacks that in total provide sensors and actuators for a huge variety of applications. On the boards in the single stacks there are accelerometers, temperature sensors, LEDs, buttons, light detectors and I/O pins for attaching external sources as well. Depending on the duty cycling used, the SPOT can maintain operative for months by one single charge of its battery that is rechargeable.

The big advantage in comparison to other embedded development platforms is the fact that it is not necessary to learn new and unfamiliar programming languages or use complicated, sometimes expensive tools. Also debugging is often a major issue. For the SPOTs, standard Integrated Development Platforms (IDE) like NetBeans or Eclipse can be used due to the use of Java [39].

4.2.1.1 Squawk Virtual Machine
Squawk is a VM based upon the Java Micro Edition (Java ME) and is dedicated to embedded systems and programming of small devices. The standard VMs for Java are coded in low-level programming languages like C or C++ and on the deepest level in assembler. The main difference to these VMs is the fact that the core for Squawk is nearly up 100% Java-based and therefore it is out of the group of meta-circular interpreters. For this reasons Squawk VM is the optimal solution in this case for a perfect integration of Java resources like interfaces, threads or objects.
Squawk comes with a very small footprint regarding memory demands and minimal external dependencies. Inside the VM all applications are treated, as objects and therefore are completely isolated from other applications running on the SPOT inside the VM at the same time. Some of the most important features are e.g. the capability of On-Device Dynamic Loading and Linking paired with On-Device Verification which means that program components are dynamically loaded and linked on the SPOT as well as verified providing same reliable results as the Connected Limited Device Configuration (CLDC).

Another advantage comes with the Exact Garbage Collection. The VM uses the principals of garbage collection akin to the correspondent on desktop computers. Its special ability lies in the knowledge of all references and their whereabouts. Therefore, it can trace and collect all of them completely. Also, its EEPROM-aware memory system brings stability and performance by dividing the existing memory into three main spaces namely ROM, RAM and electrically EEPROM.

In addition to the above-mentioned feature, the VM profits from the extremely compact class-file representation used. The Squawk VM converts class-files into a much more compact form in order to provide the above mentioned profits. This change leads to a reduction regarding off-device storage and transmission demands, together with on-device loading requirements [37].
4.2.1.2 Solarium

The Solarium suite comes along with the Sun SPOT package and provides an environment for remote management of networks built by SPOTs. For Solarium being a Java application itself, it is also platform independent. Managing SPOTs via Solarium makes it possible to administrate applications running on SPOTs during runtime. Solarium is capable of detecting SPOTs either via the USB interface or via radio connection. Once detected, the suite can be used to deploy and un-deploy software on the spots, together with basic commands like start, pause, resume and stop regarding the deployed applications. While connected, it is also possible to check the status of the SPOTs in terms of battery level or memory capacity. Special views like the radio view or the deployment view make it easier to view and analyse data gathered from the SPOTs.

![Diagram of Solarium Network Setup](image)

**Figure 4-5: Solarium Network Setup, adapted from [38]**

In the deployment view it is possible to specify a certain setting of a group of SPOTs forming a network structure. One can set the specific application on each SPOT and by a one-click action all SPOTs are configured accordingly at the same time.

Also dependencies and states of the SPOTs can be monitored. Another important feature is the emulation of a SPOT. Emulated SPOTs act like real SPOTs. Java programs can be deployed, ran and debugged as well. It is also possible to form a heterogeneous network structure with emulated as well as with real SPOTs [38].
4.2.2 Base Station
A base station is a computer that handles all wireless sensor connections and communication. To provide multi-sensor connection, each sensor is connected to a different port on the base station. The base station acts as a converter for wireless communication to wired communication (TCP/IP). Wireless data packets are therefore parsed and valid information is extracted which is then sent over the IP network using HTTP post commands.

4.2.3 Camera Setup
As the main camera a Mobotix Q24 is used. It provides easy setup and access via HTTP, so it can be configured using any web browser. The camera is fully accessible using defined URL commands. The lens enables a full panorama view when mounted on the ceiling. The resolution ranges from 160x120 pixels to 2048x1536 pixels and it only requires a light intensity of 1 Lux when acquiring pictures at 60Hz or 0.05 Lux at 1Hz when working in full colour mode. Black and white colour mode only 0.1 or 0.005 Lux are required [25]. The camera also provides loudspeakers and a microphone as well as an integrated VoIP SIP client for voice communication from and to the camera.

The SIP client can be configured via web interface and a SIP server is necessary for further SIP calls. These camera functionalities replace a SIP transmission terminal in each room where this camera is installed.

4.2.4 Web Server and Application Setup
The web server application is implemented in C# using Windows Forms. The application uses the .NET Framework 4 which provides all necessary functionality and components. The implementation can be divided into four main parts:

- Web server
- Camera control
- Database management and control
- Visualization

The web server part provides methods and functionalities for establishing HTTP connections from and to HTTP sources, such as base stations. It also enables reading of HTTP requests such as sensor values sent via HTTP post commands. The web server also implements a self-testing functionality as well as logging and export functionalities for received HTTP commands. The camera control part covers full functionality of handling camera commands, e.g. image acquiring as a live stream, error handling and SIP emergency calls.

It uses Web Request and Web Response classes included in the .NET Framework 4 to communicate with the camera and to execute commands directly on the camera. Database management and control is implemented using the .NET Framework 4 SQL-Client classes. This part is responsible for establishing database connections (open, close) and error handling. Functionalities for storing information into the database as well as reading database entries are implemented here. This part has direct relation to the visualization part where database information is displayed. The visualization part provides
display functionalities for database entries using the .NET Chart Control. It therefore uses the database management functions to extract data from the database and displays it using different types of graphs, e.g. lines, bars, dots and so on.

### 4.2.5 Web Server

The web server is controlled by interaction with the application form. The web server tab contains buttons to start and stop the web server as well as a self-test button. When the start button is pressed, a label indicates whether the start was successful or not. Pressing the same button that was used to start the server can stop the server. If a self-test is run, another label shows if the test was successful or not. Furthermore, the web server tab contains a text box where incoming post requests are displayed. Each request is time-stamped and then displayed. This log contains the IP address and port from where the request was made (remote system, base station) and a destination IP address and port (web server) as well as detailed information on the transferred data. The connection log may be exported using the export button or cleared using the clear button.

The main functionalities are encapsulated into a Web Listener class. This class can be instantiated by calling the constructor of this class and an optional port parameter may be passed. Without the parameter passed, the Web Listern class is configured to listen on port 8080. The first member of this class is a form parameter that can be set on demand. All the logging is done to this form. This member should be set to the main form after having the Web Listener class instantiated. The second member is an Http Listener class found in the System.Net namespace.

This class provides full functionality for listening on specific ports for defined IP addresses. The listening procedure blocks all application functionalities. A solution to this problem is to create a separate thread to handle the listening. This leads to the third member, as it is a thread that is responsible to solve the blocking problem. The fourth and fifth members are the port to listen on a Boolean variable that indicates whether the Web Listener class is currently listening or not. Furthermore, an ENUM for self-testing is added which can be ‘SUCCESS’ or ‘FAILED’. The Web Listener class also encapsulates a nested Worker class that handles all necessary HTTP request processing. This class is described later on. The class constructor sets the port and the Boolean variable to false; it also instantiates a new Http Listener class. It is important to define which IP address the Http Lister class should listen on. This is done as follows:

```csharp
p = port;
l = new HttpListener();
string s = "http://+:" + p.ToString() + "/";
l.Prefixes.Add(s);
```

The ‘+’ pattern in the string which is added to the prefixes of the Http Listener instance indicates to listen to any IP address which sends HTTP requests. The main functions of the Web Listener class are Start (), Stop (), Listen (), Test () and Write2Log () where the Listen () and Write2Log () function are not accessible from outside the class. The Start () function simply creates a new thread that executes the Listen () function and sets the Boolean variable to true. The Stop () function stops the Http Listener that was started in the Listen () function and sets the Boolean variable back to false.

The Listen () function starts the Http Listener instance by calling its Start () function
and afterwards accepting incoming HTTP requests by calling the GetContext() function. This function is the blocking part for which the thread was created. It waits for the next context to arrive. Each accepted context from the GetContext() is the passed on to the nested Worker class and an additional thread is created to handle the processing.

The Test() function simply creates a HTTP post request that is sent to localhost. Depending on the reachability of the server, it returns ‘SUCCESS’ or ‘FAILED’ as the test result.

The Write2Log() function is called each time a context has been passed to the Worker class and if a form was set, it writes information to the log text box using the appropriate delegate defined in the form. The Worker class only has to members: an HttpContext class variable which includes request and response possibilities as well as a stream which stores the transferred data and a WebListener class variable to access the functions from the WebListener class. The only function implemented in the Worker class is ProcessRequest(). When instantiated in the WebListener class, the instantiates WebListener itself and the accepted context have to be passed to the constructor. In the ProcessRequest() functions the context is extracted from the stream and the data is logged by calling the WebListeners Write2Log() function. After successful reading from the stream an acknowledgement is sent back to the remote sender.

4.2.6 Camera Control

Camera control can be accessed when activating the camera tab in the form. It automatically starts capturing the camera images and displays the received images in a picture box. While the connection to the camera is being established, a bitmap that is displayed in the picture box notifies the user about the process. If no connection is available, the user is notified by a different bitmap that is loaded into the picture box. For camera access the camera IP and the URL must be specified and the necessary network credentials (username and password) must be created using the NetworkCredential class in the System.Net namespace.

The camera control part implements two main functions: ProcessImage() and GetImage() as well as two functions for creating the notification bitmaps mentioned above. The ProcessImage() is triggered using a new thread inside the main form. This thread is started when the camera tab is selected and stops when any other tab is activated. It captures images as long as a Boolean capture variable is set to true. To avoid over-head, the Sleep() function inside the System.Threading namespace should be called after capturing an image. An integer number can be passed to this function that indicates how many milliseconds the thread should sleep. Changing this value will also change the sampling rate of the camera, if a slower or faster sampling rate is required.

Due to the high sampling frequencies for live streams, memory overflow may occur. The .NET garbage collector works too slowly in this case, though it is possible to call it inside C# code. This is done as follows:

GC.Collect(); - Calling this function will remove all unused references and memory allocated in the image acquiring process. This function should be called after each image captured. The ProcessImage() function calls the GetImage() by passing an URL as string where to load the image. The GetImage() function creates a new WebRequest from the
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System.Net namespace using the URL provided from the ProcessImage () function. The image information is stored in the web request stream and can be extracted by calling the static FromStream () function inside the Image class. A code example is provided below:

```
string URL = FileURL;
WebRequest request = WebRequest.Create(URL);
request.Proxy = null;
request.Credentials = new NetworkCredential(camUser, camPassword);
request.Timeout = 5000;
Image CamImage = Image.FromStream(request.GetResponse().GetResponseStream(), true, true);
```

The two ‘true’ values passed to the function enable embedded colour management and image data validation. The extracted image is then displayed inside the form using the appropriate delegate inside the form. The functions for creating the notification bitmaps are used when starting the thread before the first image is acquired or when the WebRequest instance inside the Getimage () function returns a timeout for the request.

4.2.7 Database Design & Implementation

A database and its tables are usually designed using the Entity-Relationship-Attribute-Model, short ERA. The ERA uses parts of the real world that are then mapped to data models. There are three main parts to describe these mappings: entities, relationships and attributes. Entities for example could be persons or projects. In general, these entities are objects in the real world. Relationships are used to link different entities or to create context between entities. Attributes are information of interest about entities, for example the name and birthdate of a person. This model is used in further steps to create a database that fits the needs for the setup.

4.2.7.1 Conceptual Data Model

For designing the database model, Sybase PowerDesigner 15 is used. First, a CDM (Conceptual Data Model) has to be created as it can be seen in A. This type of model covers the structure and planning of a database. From a CDM either a PDM (Physical Data Model A) or a LDM (Logical Data Model A) can be derived. The CDM consists of several tables, also called entities. These entities are connected via relationships. Possible relations are one to one (1:1), one to many (1:n) and many to many (m:n). These relations may result in restrictions or new tables that occur in the PDM or LDM. The following entities were created in the CDM:

- SensorTypes
- SensorNodes
- SensorMeasurements
- SensorData
- Person
- Rooms

http://www.sybase.com/products/modelingdevelopment/powerdesigner
4.2.7.2 Entities

The ‘SensorTypes’ entity is used to specify the type of a sensor node when different types of Sensors are used, e.g. pulse sensors, accelerometers or temperature sensors. Each type is described by a maximum of 64 characters or numbers and has a unique integer number as an ID which also serves as the primary key for this table. This ID is also used to link the database entries in the ‘SensorTypes’ entity to the entries in the ‘SensorNodes’ entity.

The ‘SensorNodes’ entity is used to store all information about every sensor. Each sensor has a unique ID and a unique address. The ID is entered as an integer number and the IEEE address may contain a maximum of 64 characters or number. The ID and the IEEE address are used as the primary key for the ‘SensorNodes’ entity. It is also possible to name each sensor. The name is stored in a field of maximum 64 characters.

The ‘SensorMeasurements’ entity groups several entries from the ‘SensorData’ entity to a single measurement. A grouping of several sensor data values is required due to the fact that there may be sensors with more than one value measured, e.g. an accelerometer measures acceleration in x, y and z directions when a Cartesian coordinate system is used. For each measurement, a timestamp is stored as well. As there may be several measurements at the same time, this timestamp is not unique for a single measurement and therefore may not be used as the primary key. Each measurement therefore has a unique ID and is stored as an integer. Additionally, a flag called ‘risk’ can be set to identify whether certain values of a measurement were above or below given thresholds.

The ‘SensorData’ entity stores all kinds of sensor values. Each sensor data has a unique ID that is an integer number. This number also serves as the primary key for the table. Each of the sensor data values is stored in a single field that is a float data type.

The ‘Persons’ entity stores information about people who carry a sensor, e.g. patients in a hospital. For the sake of convenience each person listed in the Persons entity has an ID that is an integer number and the persons first and last name. The ID serves as the primary key in this table and the names may not be longer than 64 characters. This entity could cover more detailed information like address, illnesses and so on.

The ‘Rooms’ entity is used for storing information about rooms. This is achieved by the use of an ID (integer number) and a name with a maximum of 64 characters. The ID is the primary key for the ‘Rooms’ entity. This entity is mainly used for linking sensors that are carried by persons to cameras that are in the same room. So, for example it is now possible to store a camera image to the ‘CameraImages’ entity when a certain sensor value is measured by knowing which camera is in the same room of the sensor.

The ‘Cameras’ entity is used to store information about all deployed cameras. Each camera has a unique integer ID that serves as the primary key for this table. This table
also stores the name with a maximum of 64 characters and the camera IP with a maximum of 16 characters. This table also includes the URL for acquiring the camera images that is used by the web server application. This URL may not have more than 128 characters. This table may be extended with further camera commands if required.

The ‘CameraImages’ entity serves as storage for all camera images that need to be stored or archived. Each image has a unique integer ID that is also as the primary key for this table and a timestamp when the image was taken. This timestamp may not be unique as there are several cameras that may take a picture at the same time and therefore is not suitable for primary key purposes. The ‘image data’ field contains binary information of an image that was stored to the database using streams. A full image can be obtained by deserialising the binary information.

4.2.7.3 Relationships
In order to connect entities and have SQL queries to function correctly, relationships between database tables or entities have to be defined. As mentioned above there are three main relationships:

• One-to-one
• One-to-many
• Many-to-many

These relationships may be slightly modified by mandatory or dependent entities or minimum requirements to be zero or one. The first relationship is located between the ‘SensorTypes’ entity and the ‘SensorNodes’ entity. A type of a sensory may describe zero, one or more sensor nodes while a sensor node may only have one sensor type describing it and a sensor node may not exist without a sensor type describing it. This finding results in a one-to-many relationship from ‘SensorTypes’ to ‘SensorNodes’ having the ‘SensorTypes’ entity set to dependent for the ‘SensorNodes’ entity. The second relationship arises between the ‘SensorNodes’ entity and the ‘SensorMeasurements’ entity. A sensor node may have collected zero, one or many sensor measurements. A sensor measurement may only have been taken by one certain sensor node and may not exist without a sensor node. This requires the ‘SensorNodes’ entity to be set dependent for any ‘SensorMeasurements’ entry. This relationship is a one-to-many relationship when seen from the ‘SensorNodes’ entity’s view.

The next relationship occurs between the ‘SensorMeasurements’ entity and the ‘SensorData’ entity. A sensor measurement may consist of at least one or more sensor data values. Sensor data may only be part of one certain sensor measurement and may not exist without a sensor measurement. This requires the ‘SensorMeasurements’ entity to be set dependent for any ‘SensorData’ entry. This relationship is a one-to-many relationship when seen from the ‘SensorMeasurements’ entity’s view.

A further relationship is located between the ‘SensorNodes’ entity and the ‘Persons’ entity. A sensor may be attached to zero or one person(s) while a person may carry zero, one or more sensors, so this is a one-to-many relationship when viewed from the ‘Persons’ entity to the ‘SensorNodes’ entity.
There is a further relationship between the ‘Persons’ entity and the Rooms’ entity. A person may live in one or many rooms, whereas a room may have zero, one or more persons in it. This results in a many-to-many relationship. These kinds of relationships require an additional entity that is created in the LDM. This new entity will store all additional information about the connected persons and rooms.

The next relationship is between the ‘Rooms’ entity and the ‘Cameras’ entity. Each room may have zero, one or more cameras mounted whereas a camera can only be mounted in zero or one room(s). This finding leads to a one-to-many relationship from the ‘Rooms’ entity’s view.

The last relationship exists between the Cameras entity and the ‘CameralImages’ entity. Cameras may take zero, one or many images. An image may only refer to one camera and a camera image may not exist without a camera that has taken it. So the ‘Camera’ entity has to be dependent on the ‘CameralImages’ entity. So this is a one-to-many relationship seen from the ‘Cameras’ entity to the ‘CameralImages’ entity. All other entities do not have any relationship with each other.

4.2.7.4 Logical Data Model & Physical Data Model

The physical and logical data model can be easily derived from the conceptual data model using Sybase PowerDesigner. To start the conversion the conversion tool must be started via ‘Tools’ - ‘Generate Physical Data Model’ or ‘Tools’ - ‘Generate Logical Data Model’ inside the PowerDesigner application.

The logical data model now contains the database entities, as they will be stored inside the database server, see appendix A. It can be seen that the relationship between the ‘Rooms’ entity and ‘Persons’ entity resulted in a complete new entity that is connected to the ‘Rooms’ and ‘Persons’ entities. Furthermore, all dependent relationships lead to an extension of the respective entity. For example the ‘SensorData’ entity now contains primary key fields from the ‘SensorMeasurements’ entity that serve as foreign keys as well as primary key in this table. The ‘SensorData’ even contains primary key fields from all sensor entities due to the dependency property set in these entities. The nondependent relationships only turn into foreign key in the respective entity, for example the ID of the ‘Rooms’ entity becomes a foreign key in the Cameras’ entity. These foreign keys are then used to join tables for specific SQL queries, so that only connected table entries are selected.

The physical data model derived from the CDM is fitted to a certain database architecture, e.g. different versions of the Microsoft SQL Server, Oracle database server or MySQL server. It uses data types available from the selected database architecture. Due to experience, the Microsoft SQL Server is chosen to be the storage device of the prototype. The model described before may be easily imported to the Microsoft SQL Server 2008 Express using the Sybase PowerDesigner tool. This tool can be launched via ‘Database’- ‘Generate Database’ inside the PowerDesigner application. This tool generates a full SQL script file that is then executed on the Microsoft SQL 2008 Express database server. Now it is possible to fill the database tables with information about persons, rooms, sensors and cameras using Microsoft’s SQL Server Management Studio that is included in the installation package.
Microsoft offers a free lightweight version of the Microsoft SQL Server 2008 known as Microsoft SQL Server 2008 Express. This express server fits all prototype needs. The RC2 of the express server is used. The SQL server can be accessed from C# and other programming languages using the SQL server native client driver.

### 4.2.8 SIP Server

3CX phone system is a free Session Initiation Protocol (SIP) server. It can be configured via a HTTP interface for remote configuration or a management tool. The interface is easy to handle and new users can be created without great knowledge of SIP and SIP servers. The server handles all SIP communication for created users, e.g. cameras and cell phones. A typical setup scenario of a SIP server can be seen in figure 4-6.

![Figure 4-6: Typical SIP Server Setup](image)

From this setup, the idea was derived to use a mobile phone with wireless LAN capability. Due to the available material for the prototype, an iPhone was used. Regarding SIP software on the phone, two programs were tested: NetDial Sip Phone and PocketBone. The first one was more stable than the second one, but due to the fact that only PocketBone supports video calls over SIP, it was chosen for the prototype despite its instability.

---

8 [http://www.3cx.com/ip-pbx/index.html](http://www.3cx.com/ip-pbx/index.html)
9 [http://www.3cx.com/phone-system/3CXPhoneSystem brochure.pdf](http://www.3cx.com/phone-system/3CXPhoneSystem brochure.pdf)
10 [http://itunes.apple.com/us/app/netdial-sip-phone/id378721185?](http://itunes.apple.com/us/app/netdial-sip-phone/id378721185?)
11 [http://itunes.apple.com/us/app/pocketbone/id349891336?](http://itunes.apple.com/us/app/pocketbone/id349891336?)
4.2.9 Network

The whole network uses TCP/IP communication except the wireless part between sensors and base stations. It is possible to use the setup in an Ethernet LAN or separate parts and connect them over the Internet. For example the web server and the database can be deployed and accessed via the web server application. Beware that firewalls may block connection establishments if they are configured incorrectly! The sensor information may then be sent over the Internet by the base station using HTTP. Base stations and sensors always have to be connected locally.

4.2.10 Programming

In order to develop the software for the prototype as well as for the energy consumption simulations, the predefined package was used that comes along with the SPOTs. It consists of Solarium as a testing environment, NetBeans 6.9.1 as IDE and all necessary drivers for the USB connection. The developing hardware was a 2006 MacBook Pro running Mac OS 10.6.5. Before starting, one has to choose the SDK version for flashing and programming the SPOTs. In this thesis, the v6.0 Yellow Beta2 SDK was used. The first step before the actual programming and deployment can start is to flash the SPOTs and also the USB transceiver unit to the SDK used for development. Connecting the devices via USB and download the SDK onto them by using the SPOT Manager Tool that comes along with Solarium can do this.

The software for the prototype is based on a re-written combination of the Telemetry-Demo, SendDataDemo and HTTPDemo included in the SDK. It consists of three Java classes called AccelMonitor.java, TelemetryMain.java and a helper class called PeriodicTask.java. The last mentioned class is taken as a whole out of the TelemetryDemo and provides a framework for a task in order to take samples in a regular interval. It makes use of the AT91 TC timer counter of the SPOTs with reliable results as long as the interval is smaller than two seconds.

The AccelMonitor.java class is responsible for gathering the raw data out of the LIS3L02AQ Accelerometer on board the SPOTs. It implements the former mentioned PeriodicTask.java class and therefore has a doTask () method that is triggered periodically to obtain the accelerometer values. Out of these values, the total square of all three axes is computed and checked by the method doCheckValue () in order to verify if the measured values exceed the threshold values that indicate a fall of a person. This threshold was obtained empirically beforehand via test series using the unmodified TelemetryDemo and its graphical desktop counterpart. For an example graph see figure 4-7. If the threshold is violated, the method doSendHTTP () establishes a HTTP connection to the web server in order to transmit the alarm signal.
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The third class named TelemetryMain.java is extending the MIDlet class from the Java ME in order to be run-able on the SPOT’s VM. Once the SPOT is turned on, TelemetryMain.java is automatically loaded after booting.

Unless the SPOT is turned off or the Java program is stopped via Solarium, it runs on constantly. In the setup for the simulations regarding the energy consumption of the SPOTs, the programming structure was altered in comparison to the prototype mentioned before. One change was a new implementation of the periodic sampling without the use of the PeriodicTask.java in order to reduce the footprint of the application and use as much self-written code as possible.

This time the code package consists of two classes, DropMonitor.java and SensorSampler.java. The first one includes access to the accelerometer and provides a method called getValues() to read out the raw values together with the current battery capacity in mAh. Concerning the battery capacity, there arose some difficulties to obtain these values. It seems that in every SDK the way of accessing the battery has changed. One would assume that like any other class an instantiation would look like this:

```java
IBattery myBattery = new Battery();
```

However when it comes to the SPOTs it is necessary to do this via an instance of the board in the SPOT. From this instance the PowerController object has to be gained and from this in return a Battery object. Interestingly in the project for the prototype it was possible to do this in one rush:

```java
private IBattery = Spot.getInstance().getPowerController().getBattery();
```

In the project of the simulations it had to be done in two steps. Until now, the authors were not able to figure out why this misbehaviour occurs. The handling of the battery seems to be a general problem, as there are a lot of discussions going on in the SunSpot forum as well.1213

---

12 https://www.sunspotworld.com/forums/viewtopic.php?f=37&t=3551
13 https://www.sunspotworld.com/forums/viewtopic.php?f=37&t=1428
private IPowerController power = Spot.getInstance().getPowerController();
private IBattery battery = power.getBattery();

The SensorSampler.java class contains an instance of the above described DropMonitor.java class. It also holds the three different intelligence levels called Tiers for the according simulations described in a section later on. The Tier implementations allow the simulation of normal IEEE 802.15.4 radio transmissions as well as tests with additional layers like TCP used for HTTP.
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5 Experiments and Results
In order to evaluate a sensor node’s energy consumption regarding its given intelligence, a tier-based concept is introduced. Figure 5-1 shows that a low intelligent sensor node requires a certain amount of energy. Energy consumption is decreasing while sensor nodes intelligence is increased.

For example, if sensor measurements are processed and evaluated on a remote workstation, each sensor data value must be transmitted from the sensor node to its base station, which results in a high payload.

Due to the fact that energy consumption is higher while transmitting than when processing data on the CPU or reading sensor values, it is obvious to reduce the amount of transmissions and rather increase processing time on the sensor. This is done by implementing logic, in this case intelligence, on the sensor itself. The sensor is then responsible for pattern recognition and decision making itself. Data transfer only occurs if required, e.g. data values match a certain pattern.

As mentioned before, a tier-based intelligence system is introduced. A higher tier of intelligence refers to a more complex version of the nodes intelligence implementation. The energy consumption of each tier is then measured and evaluated.
5.1 Sensor Node Intelligence Concept
A three-tier intelligence system is chosen to fit all necessary requirements for energy consumption measurement. Intelligence implementation is kept simple in each tier since measuring and evaluating a sensor nodes energy consumption behaviour is prior in order to making a node as intelligent as possible. The approaches described in detail in the next three sections were chosen as the three intelligent tiers. Figure 5-2 displays a graph indicating which sensor values are transmitted by each tier.

- **Tier 1 - The non-intelligent sensor node** – The Tier 1 sensor node was implemented to send each measurement immediately after it gets measured. This can be seen in figure 5-2. No processing intelligence was implemented and thus the sensor node itself does not make a decision itself. As there are no decisions made by the sensor node, this task will be carried out by a remote workstation which has intelligence implemented. It is expected to be the most energy consuming method because the radio communication will be active permanently. However, if communication interruptions occur, these interruptions can be used as signals to determine different situations. For example, the person carrying a sensor walked outside the observed area, the remaining sensor battery could be too low or the sensor device had been deactivated unintentionally. Therefore, it can be pointed out that in either case something has gone wrong and the observed person requires assistance.

- **Tier 2 - The semi-intelligent sensor node** – The Tier 2 sensor node is able to decide on its own whether it is actually necessary to transmit data to the base station or not. This decision is based on a person’s movement that is measured by the sensor node. For example, if the person starts moving, like standing up, walking or sitting down data transmission to the base station is initiated. If the movement stops, for example when the person is sitting or resting, the sensor will stop its transmission. In this case, the risk of falling and other dangerous situation is minimal when compared to movement situations. A threshold defines whenever data transfer is necessary. This can be seen in figure 5-2. This semi-intelligent tier is intended to save battery energy due to the reduced amount of payload. However, for pattern recognition and decision making a remote workstation is required. The energy consumption in this implementation
is expected to decrease as of the interrupted transmission during periods of time in which the person carrying a sensor is not moving. Observation of devices functionality like remaining battery or the person’s location is almost impossible. One possibility to overcome this drawback is to include a periodic heartbeat signal that would lead to a higher payload and therefore higher energy consumption. This was not implemented in the prototype in order not to distort measurements.

Tier 3 - The intelligent sensor node – The implementation of the intelligent sensor node fulfils simple pattern recognition itself. A single alarm message is transmitted each time a person’s fall is detected instead of transmitting several data values in a certain time period. Therefore, a higher threshold than in the previous tier is defined. This is a very basic solution that can be easily extended or modified if required. The remote workstation is directly informed about the sensor nodes decision, e.g. that the person fell. The measured data values are not transmitted as they are in the two previous tiers. Therefore, the transmission only occurs in emergency cases. However, the node itself needs to be capable of recognizing data patterns. In some cases this leads to the need of a powerful processor on the sensor node, depending on data complexity and feature extraction algorithm. Due to this fact, the pattern recognition intelligence of this tier is kept simple. This kind of implementation is expected to have the lowest energy consumption. Otherwise, the sensor device is only observing and processing data. To observe the sensors functionality, a periodic heartbeat signal would be needed (see previous section).

5.2 Discussion of Results
In order to ensure a deterministic behaviour, the simulations were done in three runs for each tier. Tables 5.1 to 5.3 illustrate the data extracted from the simulation runs. All tiers use the IEEE 802.15.4 standard regarding radio communication. As performance evaluation criteria the energy drain of the sensor node for each run was measured in coulomb per minute. As it turned out, the simulation outcomes regarding the energy consumption within the single tiers were all within a certain range except the second run of tier 1, which could be traced back to errors in the sensor readings.

By comparing the outcome of tier 1 to the outcome of tier 2, it can be seen that tier 2 results in 12.7% less energy consumption than tier 1. This result can be traced back to the reduction of the transmitted sample data. This has been expected due to the decrease of sent data in average from 746.8 to 37.2 transmissions per minute. Hence, 95.1% less data was transmitted - from 173,515 transmissions to 6,532 in average.

| Table 5.1: Battery Consumption Overall Table Tier 1 |
|-----------------|-------|-------|----------|---------|---------|
|                 | Total | per minute | data | send rate | samples |
| Tier1-Run1      | 2717.13 Ws | 0.1907W  | 176902 | 80.57ms | 176902 |
| Tier1-Run2      | 2328.6 Ws  | 0.1711W  | 168576 | 80.75ms | 168576 |
| Tier1-Run3      | 2655.45 Ws | 0.1885W  | 175066 | 80.45ms | 175066 |
| max             | 2717.13 Ws | 0.1907W  | 176902 | 80.75ms | 176902 |
| min             | 2328.6 Ws  | 0.1711W  | 168576 | 80.45ms | 168576 |
| average         | 2567.02 Ws | 0.1834W  | 173515 | 80.59ms | 173515 |
Table 5.2: Battery Consumption Overall Table Tier 2

| Tier2-Run | Total    | per minute | data | send rate | samples |
|-----------|----------|------------|------|-----------|---------|
| Run1      | 1628.37Ws| 0.1582W    | 5341 | 80.13ms   | 202729  |
| Run2      | 1698.15Ws| 0.1594W    | 10641| 80.45ms   | 206707  |
| Run3      | 1741.85Ws| 0.1627W    | 3615 | 80.45ms   | 211987  |
| max       | 1741.85Ws| 0.1627W    | 3615 | 80.45ms   | 211987  |
| min       | 1628.37Ws| 0.1582W    | 3615 | 80.13ms   | 202729  |
| average   | 1689.49Ws| 0.1601W    | 6532 | 80.05ms   | 207141  |

The number of transmissions in tier 3 is reduced to 8 in average from tier 2 to tier 3, which results in a reduction of 99.8%. However, in numbers of transmissions it is only a reduction of about 6,524 that is compared to the reduction from tier 1 to tier 2 only of 3.9%. It leads to a slight increase, which means a reduction in energy consumption of 11.4% in comparison to tier 1.

Furthermore the Watt-second per sample are 14.7942 mWs for tier 1 and 8.1662 mWs for tier 2 (44.76% reduction compared with tier 1) and 8.1326 mWs for tier 3 (44.94% reduction compared with tier 1).

Overall, the resulting energy savings comparing tier 3 and tier 2 did not reach the authors’ expectations, though the savings in data transmissions are minor compared to the 95.1% data transmission reduction from tier 1 to tier 2.

The deviant results in tier 3 regarding the expected energy consumption are interesting and important issues. Some margin of the gained divergence can be interconnected to the experimental technology platform SunSPOT. However, as it was demonstrated in research before, a significant energy drain can be observed during idle and overhearing periods.

Table 5.3: Battery Consumption Overall Table Tier 3

| Tier3-Run | energy consumption | data  | samples |
|-----------|--------------------|-------|---------|
| Run1      | 2314.35Ws          | 0.1604W | 9   | 288411  |
| Run2      | 2333.41Ws          | 0.1610W | 11  | 289871  |
| Run3      | 2397.86Ws          | 0.1665W | 4   | 288072  |
| max       | 2397.86Ws          | 0.1665W | 11  | 289871  |
| min       | 2314.35Ws          | 0.1604W | 4   | 288072  |
| average   | 2348.58Ws          | 0.1627W | 8   | 288785  |

This drain can be as high as transmitting or receiving data [9, 35, 34]. Therefore, it can be stated that it is not possible to reduce the overall energy consumption related to the radio device below a certain value. Though, a total shutdown or a deep sleep cycle of the radio part would be a suitable compensation in this demonstration setup, due to the fact, that the sensor node is only sending data and receives none.

The authors like to remark, that in this thesis the hardware was used as it was without any physical manipulation. Therefore, only the resources available in the SunSPOT API were used in order to do the measurements. After evaluating the results according to the measurements done, the authors came to the conclusion that a more appropriate and accurate way would be in performing the measurements physically by using external
instruments which is subject to future work.

5.3 Discussion of an Alternative Approach
Due to the fact that the amount of energy that could be saved was smaller than expected, an alternative approach to the simple threshold concept may be considered. Therefore, the authors of this thesis suggest the concept of neural networks, which could be implemented on the sensor in exchange for the threshold software concept.

The idea of artificial neural networks is based on biological neural networks [2]. The term neural network in this text refers to the artificial version of a neural network. In order to achieve a similar structure and functionality of its biological equivalent, a neural network consists of several artificial neurons that are interconnected. Each connection between two nodes in a network is weighted individually. Therefore, neural networks are able to ‘learn’ input patterns through different algorithms as explained in [4] and [14] and perform input classification. These learning algorithms can either be supervised or non-supervised. Supervised networks require a learning cycle before meaningful classification is achieved, whereas non-supervised perform their learning on the fly. The most basic form of a neural network is a simple perceptron that operates as a linear two-class classifier as described in [33]. It uses a single binary output (‘Heaviside’ function) for classification.

An input is defined as a vector \(x_i\) (\(i=0...N-1\)) where \(N\) is the number of inputs to the network. Input values are weighted by corresponding weights of a vector \(w_i\) (\(i=0...N-1\)) and summed up. A bias \(b\) may be added. The output \(y\) is therefore defined as follows:

\[
y = \begin{cases} 
1 & \sum_{i=0}^{N-1} w_i \cdot x_i + b \geq 0 \\
0 & \sum_{i=0}^{N-1} w_i \cdot x_i + b \leq 0 
\end{cases}
\]  

(5.1)

A perceptron is trained using the perceptron-learning algorithm. New values for weights and bias are calculated as follows where \(t\) is defined as the target value (0 or 1).

\[
\omega_i^{\text{new}} = \omega_i^{\text{old}} + (t - y) \cdot x_i \\
b^{\text{new}} = b^{\text{old}} + (t - y)
\]  

(5.2)

(5.3)

An advanced form of a perceptron is the so-called ADALINE (Adaptive Linear Element) developed by Widrow and Hoff (Widrow & Hoff, 1960), which uses the least-mean-square (LMS) learning algorithm and a sign (+1 and -1) output function. This algorithm changes the weight values of the vector \(w\) in order to minimize the squared error. The error function \(Q\) relative to a weight \(w_i\) is shown in figure 5-3.
The error function $Q$ is defined as follows:

$$Q = \bar{E}^2 = \frac{1}{M} \sum_{m=1}^{m-1} E(y_m^2 - t_m)^2$$  \hspace{1cm} (5.4)

The value for $M$ is defined as the number of different input vectors. Usually the weights are adjusted after each step in a learning cycle where $M = 1$. In some cases, $M$ is chosen larger than 1, which is called ‘batch’ learning. $Q$ is derived by $w_i$ using the chain rule in order to move the weight $w_i$ towards its optimal value depending on the gradient of $Q$. A scaling factor $\eta$ is introduced to determine the weights’adjustment. This factor is often referred to as the learning rate. This leads to the following overall result (assuming $M = 1$):

$$\omega_i^{new} = \omega_i^{old} + \eta \cdot (t - y) \cdot x_i$$  \hspace{1cm} (5.5)

$$b^{new} = b^{old} + \eta \cdot (t - y)$$  \hspace{1cm} (5.6)

Perceptron and ADALINE have the shared restriction of classifying only linear separable problems. In order to extend these networks to non-linear classification the output of either perceptron or ADALINE are changed to sigmoidal (non-linear) functions with proper derivatives and combined to a complex network of several elements. The simplest form of these networks is called back-propagation network that is a multilayer perceptron and described in [48].

These networks are based on a generalized version of the LMS algorithm (gradient decent algorithm) which allows non-linear transfer functions for each unit as long as they are derivable. A network usually consists of three layers: input, hidden and output layer. Each input node is connected to each hidden node as well as each hidden node is connected to each output node. An example for a back propagation network can be seen in figure 5-4.
The error in back propagation networks propagate backwards from the output nodes to the inner nodes as described in [47] and weights that minimize the error are adjusted. These networks and the knowledge how they operate can be used to detect movement patterns in sensor node measurements.

Each input vector covers a certain amount of samples collected by the sensor node. The number of input nodes must match the number of samples in the input vector. It is important that all possible patterns can be represented within the samples provided as input for the network! Each output node matches a decision towards a specific pattern that is depending on the use of the sensor node.

In the case of movement detection examples for these patterns would be: walking, running and falling. Decisions are transmitted to the sensor’s base station either as strings or for simplicity as single integer values to reduce the transmission amount. Training data must be gathered before implementing a back propagation network on the sensor node. A dedicated computer can be used to calculate all necessary weights for the network, which are transferred to the sensor node after calculations are completed to avoid training cycles on a sensor node itself and to preserve energy for measurements.

There are several frameworks available for implementing neural networks on different platforms such as C# or Java. A Java framework is provided by Oracle.
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6 Conclusion

Around the globe the number of older people in relation to the rest is constantly growing. As a result, medical and care facilities cannot handle the growing number of patients. Therefore, elderly in-home assistance gets more attention and importance. Due to issues regarding memory, physical strength and reduced self-assessment, old people face a lot of challenges in accomplishing their activities of daily living.

This thesis was meant to address the above-mentioned issues in two ways. First, a prototype was developed that provided functions for surveillance of elderly people in ambulant home-care, retirement homes or hospitals. The main aspect of the prototype was to implement an alert system in case a patient falls. If such an accident occurs, the nursing personal or relatives should be able to contact the patient and check remotely whether she is all right or medical treatment is necessary. Using a wireless sensor that has embedded an accelerometer in order to detect the fall and in case sends an alert signal to a web server did this.

The server then triggers a 360-degree sight camera with an intercom. The camera initializes a SIP call in order to get help and clarify the situation. Also, normal room surveillance is possible by using the web server and does a motion habit analysis of the gathered patient data in a graphical way. Long-term analysis is also possible due to a database accessible by the web server.

The second part of the thesis work focused on the energy consumption issue of the used wireless sensor node. It could be shown that it is possible to reduce the energy consumption in certain application scenarios by increasing the sensor node's intelligence and therefore reduce the amount of data and the used energy for acquiring and transmitting it. The conducted simulation has shown that, with an increase of intelligence in the sensor node, a data reduction of over 95% can be achieved which is a dramatically reduction. Also, a reduction of energy consumption could be increased by 12%.

While this is below the expectations the authors had, it still is a noticeable decrease. It clearly indicates that increasing intelligence in sensor nodes is only one possible step to solve the energy consumption issue and not the ultimate solution. Additional concepts like the described SmartReflex Technology approach by Texas Instruments or energy scavenging concepts should be considered and integrated into the system concept.
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7 Future Work

Some interesting points for further development regarding the prototype as well as the optimization of the sensor’s energy consumption exist. Possible add-ons for the prototype would be the implementation of supporting additional sensors for other purposes like blood pressure or pulse and their online analysis with help of the web server. Also, a multi-patient control centre would be attractive for use in hospitals or retirement houses.

Regarding the energy savings of the sensor, one could conduct further research in the difference of using other frequency bands as 2.4 GHz as well as other radio technologies like Bluetooth. Another interesting scenario would be the use of multiple sensor nodes with a different offset regarding the used sampling time. The resulting energy savings compared to the higher costs for the additional sensors would be interesting. Also, the actual implementation of the neural network approach as a comparison remains future work.

In addition to that, the topic of energy harvesting in order to power the sensors battery while on duty is an important aspect. Due to the fact that the sensor in this thesis is worn at the belt in the middle of the body, it is normally covered by cloth and therefore solar panels or similar are not suitable. One could think of charging via a magnetic field or by mechanical energy like it is used for hand watches in order to draw them.

As already mentioned in the thesis before, the measurement of the energy drain could also be improved by the use of external instruments like an Ampère meter in order to get more accurate data.
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9 Appendix

9.1 Database Design

Figure A.1: Conceptual Data Model
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Figure A. 2: Logical Data Model

Figure A. 3: Physical Data Model
9.2 Historical Foundation of Elderly In-home Assistance

In order to provide background information about the origin of elderly in-home assistance, the authors of this thesis included this chapter of history of intelligent buildings (the ancestor of smart homes) and a definition of the term intelligent building itself. The following passage will provide a summed description of the development of building automation through the decades starting at the end of 1940s according to [50]. In addition to that the description is also depicting in a comprehensive way in figure 9-1 in order to guide the reader through this chapter.

One cannot fix the start of building automation or intelligent buildings (IB) at certain date. It is more like a flowing development starting in the years after World War II (WWII). The general expansion led to the demand of more comfort inside buildings which in return led to the development of more complex and better heating and cooling control systems. Pneumatic controls and electrical switches were used in order to achieve this task, still needed to be supervised by humans. In the 50s, pneumatic sensor transmitters together with possibilities of remote controlling triggered a paradigm shift from several controlling units to a more centralized approach by uniting all control operations into a single control room. This shift was supported by the on-going evolution of miniaturization, reducing the physical space requirements of the equipment more and more.

In the 60s, with help of control companies, electromechanical multiplexing systems were introduced to the market. This led to a huge decrease of costs for installation as well as maintenance. The multiplexer provided the technology in order to reduce the needed
wiring inside the buildings. Based upon this development, there was no need for a whole building dedicated to control tasks anymore. Instead, all control functions could be combined into a single console, which included logging functions for the first time. These logging functions made it possible to automatically record out of norm values with their corresponding settings at this time in order to provide a baseline for an analysis afterwards.

From the beginning of the 70s, the new mini computers with central processing units (CPUs) and programmable logic controllers (PLCs) found their way into building automation. Together with the reactions to the oil embargo in 1973, energy management systems (EMS) became a standard and a lot of applications in that area came up like optimum start/stop programs or day/night control systems. As a side effect, also a lot of applications dedicated to security and fire alert popped up. With the new systems, owners of buildings were now able to compare the energy consumption of buildings and gain better cost control.

Finally, in the 80s the introduction of the personal computer (PC) revolutionized the control industry. Due to low chip prices, the speed of development in that area increased dramatically and the vendors of control systems also spent more money and time into developing new systems and not only tried to optimize present technologies. The so far used pneumatics was more and more replaced by distributed direct digital controls (DDDCs). Also, the control terminals were modified in order to provide more usability and user-friendly attributes, resulting in the exchange of old terminals to PC systems, which were meanwhile widely accepted due to their presence in universities and the industry. The programming also evolved to high level programming languages like C or Pascal.

So it is obvious that an intelligent building from the WWII is not the same any more than 30 to 40 years later, not to mention from today’s state-of-the-art technology. Therefore, it is necessary to define the term intelligent building in order to fit today’s needs and properties of current application areas. The upcoming chapter is discussing several definitions for intelligent buildings and is then defining a new, overall definition.

The definition of the term intelligent building varies a lot, depending on which organization is consulted or what country is chosen. According to Leifer (1988),

‘An intelligent building is one in which the building fabric, space, services and information systems can respond in an efficient manner to the initial and changing demands of the owner, the occupier and the environment.’ [7, p.6]

This definition focuses on the integrative aspect of IBs meaning that every component, not only the technical ones, is contributing as subsystem of the building. Furthermore, the building’s highest priority is to serve the owner, occupier and environment in an optimal and constant way.

The European Intelligent Building Group is concentrating mainly on the occupant of the IB, but adds another interesting aspect:

‘[...] creates an environment which maximizes the effectiveness of the buildings occupants while at the same time enabling efficient management of
Thus, the tasks managed by the IB have to be accomplished in a way that uses as few resources as possible, while it protects used resources in terms of obtaining durability.

‘Use of technology and process to create a building that is safer and more productive for its occupants and more operationally efficient for its owners.’ [5, p.17]

This definition introduces the aspect of safety for its occupants. The term safer can be interpreted in two ways: the first one regarding the direct physical health of the occupant, while it also implies an indirect safety for the occupants being less harmful and therefore safer for the environment surrounding the IB.

‘An intelligent building would include a situation where the properties of the fabric vary according to the internal and external climates to provide the most efficient and user friendly operation in both energy and aesthetic terms. [3, p.39]

Lush (1987) pushes with his definition above in a totally different direction. He points out the important fact of the IB’s building materials to feature multiple properties in order to behave accordingly to the environment’s influences. He also pinpoints the important aspect of aesthetics playing a major role regarding objects that are in daily use by humans.

An article in the New York Times (1984) rounds up this listing of definitions and provides an interesting metaphor to the topic of IB:

‘[…] an intelligent building has a computer for a brain and a fibre-optic-cable nerve system that tenants use for their telephone and data processing communications.’ [29]

This metaphor is interesting because it brings forth the aspects of human interaction. If the IB is seen as an abstract form of artificial being, parallels can be drawn to a situation of people living together. In order to ‘live well together’ the building has to communicate with the occupants via terminals as well as react accordingly to the actions of its tenants, recognized through its sensors.

For covering all the important aspects mentioned before, the authors came up with the following definition:

An intelligent building is continuously adapting to its occupant, owner and environment regarding its material properties, as well as its services. This should be done on the one hand in a safe way while on the other hand aiming at a low demand of resources, combined with increased productivity and appealing aesthetics.
9.3 Wireless Technologies in Elderly In-home Assistance

This chapter is dedicated the important aspect of security in smart homes and in-home assistance setups. Therefore, three technologies are presented, addressed to provide security as well as energy efficient properties.

9.3.1 ZigBee

ZigBee is settled in the area of wireless networking technologies and was developed by the ZigBee Alliance\(^{14}\) based on the IEEE 802.15.4 standard\(^ {15}\). It is intended to provide connectivity for applications with characteristics of low-data rates and short distance transmissions. The protocol stack included in the ZigBee draft is based on four layers which can be seen in figure 9-2.

The Physical Layer (PHY) and the Medium Access Control Layer (MAC) are taken out of the IEEE 802.15.4 standard, while all layers above are elements of the ZigBee specification released by the ZigBee Alliance. For the PHY layer three frequency domains are used as there are 868MHz, 915MHz and 2.4GHz in Europe, the US and as a universal solution respectively. In order to access the channel, two main methods can be identified. The first is the Carrier Sense Multiple Access - Collision Avoidance (CSMA-CA) mechanism which is competitive and the second one which is based upon guaranteed time slots (GTS), being non-competitive.

Sitting on top of the MAC layer, the Network Layer (NWK) is responsible for the networks topology as well as the address assignment regarding the nodes inside the network. There are two different kinds of addresses. The first one has a length of 16 bits and is similar to the 'normal' IP addresses used on the Internet for example. The second kind is 64 bits long and can be compared to a MAC address of a network card. The first one is used by coordinator and routing devices inside the ZigBee network to assign addresses to end devices and use them for routing and transmission purposes [36].

\(^{14}\) [http://www.ZigBee.org/](http://www.ZigBee.org/)
\(^{15}\) [http://standards.ieee.org/getieee802/802.15.html](http://standards.ieee.org/getieee802/802.15.html)
The Application Layer (APL) represents the top level of the ZigBee stack. So called application objects reside inside this layer, developed by vendors in order to provide a customized device fitting best for the respective application. The whole stack management is done via these objects whose number can be up to 240 for each device. The ZigBee standard is also designed to provide profiles in order to support development of application objects as well as increase interoperability. These profiles are discussed more detailed in the upcoming section [12].

9.3.1.1 ZigBee Profiles

The ZigBee technology includes several profiles\(^\text{16}\), each of them dedicated to a special application area like:

- Home Automation
- Building Automation
- Smart Energy
- Telecommunication Services
- Health Care

Another example mentioned above is the Home Automation Public Application Profile. It includes recommendations for home-networks up to 500 nodes. This limit is not absolute, but experience shows that networks with a higher density of nodes are not working as reliably as within this given density. The target groups for this kind of profile are mainly private persons and professionals working within the area of home

\(^{16}\) [http://www.zigbee.org/Standards/Overview.as](http://www.zigbee.org/Standards/Overview.as)
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automation but without specific knowledge concerning ZigBee technology. The installation concepts included in this profile aim at easy installation and providing possibilities of cross-over Original Equipment Manufacturer (OEM) vendors integrations.

The installation shall provide a basic and sporadic real-time control of devices within the network. These real-time actions are triggered by the user by pushing buttons or activating switches in the house. The result shall end in a quick response to the user’s actions with the desired outcome. During the remaining time, the network usually remains in an idle state. The network can contain either components of the standard feature set or the PRO feature set, as long as a ratio of about 50:50 is guaranteed. The more preferred solution however is a homogeneous environment of one feature set only. All used devices must be MSP certified in order to work properly. In addition to that, ’E-Mode’ commission must be supported, defined by a ’one button push / two button push’ approach or a remote controlling device of an OEM vendor.

The HAPA profile should not be mixed up with other ZigBee profiles due to possible incompatibility which occur due to security implementations in higher stack levels for example. Typical applications scenarios would be a ’on work’ mode where all non-used electrical devices, including light and air-condition, are turned off or set to a minimum. Another scenario would be a home theatre where a single button dims the light, lowers the blinds and starts TV and DVD playback.

9.3.1.2 Security Considerations

Despite the good properties of ZigBee, one has to be aware of some security issues that have to be considered when dealing with ZigBee technology.

One of them is related to the Smart Energy Profile mentioned in the section before. According to Gianluca Dini and Marco Tiloca in [8] there exist concerns regarding the network- and link keys used in this profile. If a ZigBee device ends its current mission, it leaves the network as well as it does during maintenance. Of course, this means that it may not be able to connect again without proper reauthorization, so abuse is impossible. However, this implies that a proper key revocation / redistribution policy is established. This is not the case in the Smart Energy Profile. The easiest method would be that the Trust Centre simply deletes the key of the leaving device, so it is not valid anymore. But nothing in the profile description refers to how to handle leaving devices. This means that by compromising a device that has left the network and make it re-join, eavesdropping and the use of application commandos is possible, as well as injecting counterfeited information regarding routing or payload. The ZigBee specification indeed includes a statement about periodic updates, but either it states something about how to set it or grants the possibility of asynchronous triggers in case of a device leaving the network.

So the renewal of the networking key is the only possibility. Therefore, two methods are described in the ZigBee specifications, namely a broadcast-based and a unicast-based approach. The first one uses the old network key in order to protect the new one.

So this approach is not appropriate due to the compromised network key as described above already. The second approach uses a point-to-point method in order to distribute the new network keys, protecting them via a transport key. But this results in additional
overhead and is only practical for a small amount of nodes due to scaling factors in encryption.

But not only is the network key endangered, also the link key used to connected devices directly. There is no hint in the specification what to do in case a device linked to another leaves the network. There are methods described regarding preparations to do if a device is signalling that it will leave, but this only aims on routing issues, not the danger of a compromised device hacking into another one via an old link key.

9.3.2 LonWorks

The Californian Company Echelon started to develop LonWorks and its underlying Control Network Protocol (ISO/IEC 14908-1) in 1988 [10, p.15]. The goal was to develop a cost-effective standard method for control networks using inexpensive control devices to communicate over a network by providing a standard, the devices of multiple manufacturers are able to cooperate. A complete platform has been developed which provides tools and methods for designing, creating and installing intelligent control devices.

Control Networks are mostly used in factory automation, building controls and embedded machines. LonWorks uses decentralized control network architecture [10, p.6] where the control over the network is intelligently distributed over the network. Intelligent control devices use a common protocol to communicate with each other and each device has embedded intelligence and control functions. Devices can range from simple sensors to complex supervisory controllers or data acquisition devices. Control networks are characterized by their small massages with low overhead which are transmitted frequently and need a high reliability to arrive at their target.

LonWorks is an open solution for building automation in industrial areas and home automation as well as in transportation and public utility control networks [10, p.7]. Due to the used decentralized architecture, processing is distributed in the whole network. Therefore, it is more robust and reliable as single points of failure are minimized. Using inexpensive devices and the open network control protocol allows lower installation and life-cycle costs and makes the network flexible to adoptions and extensions. The LonWorks platform consists among other things of the following components [10, p.16-18]:

- **Smart Transceivers** - consist of a neuron core and a transceiver. The neuron core is the processing unit and is named after the neurons in the brain because the control network works in a similar way. The Neuron Core implements Layer two to six of the ISO/OSI Reference Model, the device manufacturer adds application layer code to support the functionality of the device.

- **Development Tools** are used by the manufactures to develop applications for their produced devices.

- **Routers** are used as network components. They support multiple
transmission media and the creator of the network can decide which medium suits best for the needed application. The routers control the network traffic and can partition sections.

- Smart controllers - are used as web servers. It is possible to remotely access them and access the data managed by the smart server.

To connect the different devices of a LonWorks control network, two different possibilities exist [10, p.18]. Smaller networks of up to 200 devices can install themselves using the LonWorks interoperability self-installation (ISI) protocol [10, p.21]. Therefore, devices discover and communicate with each other, they configure themselves and each device takes over a part of the network management. The second option is the managed network in which device configuration and communication is defined by a user beforehand [10, p.20]. Managed networks also offer the possibility of monitoring services. The Management Server is only needed during the installation process and maintenance.

The assumptions behind the development of LonWorks have been that networked control systems have a common requirement, independent of the area of application and that networked system are much more powerful than not connected ones [10, p.8]. The information in the packets sent through the control network is the same in different applications. Control Networks are optimized for performance, packet size and response requirements, therefore data networking technology is not appropriate [10, p.9].

The implementation of a control network requires wiring. Different technologies are supported to offer a solution for different areas of application. In factory automation twisted pair wires can be used, for home automation or vehicles like trains using the power lines of the power grid could be easier and therefore also a cheaper solution [10, p.10]. An effective system design is important. The processing capability which is defined by the channel capacity of a network can be increased by partitioning a large network into multiple smaller ones [10, p.11]. To make it possible for manufacturers to concentrate on the device itself, standard network services are provided. They do not need to develop a control system, and therefore they can use the development time won by improving the device.

9.3.2.1 Communication Layer Protocol

The LonWork implementation of the Control Network Protocol (ISO/IEC 14908-1) is called LonTalk [10, p.26]. It is optimized for control applications and provides a complete seven layer communication protocol.

Layer 1: The physical layer defines the transmission using a physical medium, called channel [10, p.31]. LonTalk supports multiple physical media like for example twisted pair cable, link power, radio, fibre optics or infrared. Routers can be used to connect multiple physical media. All supported media are bidirectional and the transmission rate depends on the medium and the transceiver used. A free network topology is supported [10, p.32] which allows any combination of star, loop and bus topologies. This has advantages, for example existing wiring in a building can be used for a control network and rewiring is only needed for extensions [10, p.34].
This reduces the time needed and costs of the installation or extension of a control network. Furthermore, a link power system is possible which allows the transmission of data and power on the same twisted pair cable. This can also be combined with locally powered devices. Another easy solution is the usage of the power line of a building. This is mostly used in home and transportation systems [10, p.39]. It uses the existing power line wiring as a data medium for the control network.

Layer 2: The link layer defines media access methods and data encoding [10, p.41]. If a device has a packet to send, it waits until the channel it needs to use is idle. Once it is idle, it waits a random interval and, if the channel is still idle, sends its packet. A unique characteristic of the control network protocol is that the number of randomizing slots increases with the increase in network load.

The media access control algorithm is based on the CSMA algorithm. P-persistent CSMA means that a device sends in a given randomizing slot with the probability P [10, p.42], Ethernet for example uses p is one [10, p.43]. This algorithm is dependent on collision detection, though this method is mostly not very reliable on many media used by control networks. The control network protocol uses a method called predictive p-persistent CSMA [10, p.44]. P is dynamically adapted to the current network load.

This is done by counting the number of devices which are expected to send data in the next cycle. Therefore, few packets sent and a light network load means that the number of randomized slots is smaller and the media access delays are minimized. During heavy network load a high number of randomizing slots is used and collisions can be minimized. Furthermore, the control network protocol supports a priority mechanism which allows reducing the response time of critical packets [10, p.44].

With a network management tool, a number of priority slots can be assigned. One device or a group of devices can be designated to a certain priority slot. Priority packets are added to a priority queue in a device and will be sent before any other non-priority packet. In routers, these priority packets are put at the front of the sending queue and the router will send the packages as priority packets if a priority slot has been assigned to the router.

Layer 3: The network layer defines the naming and addressing of devices and how packets are routed [10, p.50]. The name of each Neuron Core is a unique Neuron ID which is a 48bit number. It uniquely identifies the Neuron Core and does not change. The address is a unique identifier within a network. It is used by routers to transmit packets. It can be changed as needed. The Neuron ID could be used as address, but then only point-to-point connections would be allowed. The control network protocol uses a hierarchical addressing method [10, p.51].

The address consists of three parts, the domain which is used to communicate with domain components, the subnet which addresses a collection of devices and the node address which is unique for each device in a network. The domain is a logical collection of devices and network components which can use multiple channels. Also it is possible to have multiple domains on one channel to avoid interference between different networks using the same channel. The domain id is 0, 1, 3 or 6 bytes, it will be sent with each packet. Therefore, unnecessary overhead could be produced by choosing a long domain id if it is not needed. A maximum of 256 subnets are allowed per domain [10, p.52]. Subnets are logical collections of up to 127 devices.
These devices need to be on the same physical channel. The node id is a unique 7 bit code within the subnet it belongs to. Overall, a maximum of 32,385 devices are possible within one domain, but a control network may consist of multiple domains. Another possibility for a logical collection is the group [10, p.54]. Groups are within a domain and are independent of their physical location. They can be used very efficiently to send a packet to more than one device without addressing each device on its own.

Layer 4: The transport layer is responsible to ensure reliable delivery of messages [10, p.59]. There exist four basic types to ensure this [10, p.60].

- **Acknowledged** - If a receiver gets a packet addressed to it, it will send an acknowledgment back to the sender to confirm the packet. It is the most reliable method.
- **Repeated** - The sender sends a packet multiple times without expecting a response from the receivers. This method is used mostly for broadcasts to reduce the network load caused by the acknowledgments.
- **Unacknowledged** - This method is used to transmit packets whose loss would have no perceptible effect on the system, for example a packet from a periodic heartbeat.
- **Request/Response** - is handled by the session layer. It is similar to acknowledged, but each device sends a response with useful data, not only an acknowledgment that it received the packet.

Layer 5: The session layer controls the data exchange and implements an authentication protocol to ensure a sender is authorized to send a command [10, p.61]. For authentication, a 48bit key is used. The key is distributed for a domain during the installation process. To authenticate a message, the receiver challenges the sender with a random number. The number is transformed using the key. If sender and receiver transform the random number to the same result, the authentication is successful. This authentication is always enabled, if the key has not been set during installation a default key is used.

Layer 6: The presentation layer adds structure to the sent data and defines how messages are encoded [10, p.69].

Layer 7: The application layer provides a set of standard network services to configure and observe the network [10, p.79]. Through additional application standards it is ensured that the applications and devices from multiple manufacturers are able to communicate and cooperate with each other.

LonWorks for example has been used to control the street lightning in Oslo to reduce the streetlight operating costs, increase safety and allow the remote control and monitoring [11, p.1]. The devices communicate using the existing power line connections. Different sensors, for example weather sensors and internal astronomical clocks are used to determine the natural light of the sun and the moon to dynamically dim the streetlights. This allows a reduction in the energy costs and furthermore increases the lamp life span.
9.3.2.2 Security Considerations

According to the company Real Time Automation\(^\text{17}\), there are some drawbacks related to LonWorks when it comes to the topic security. In comparison to other technologies, LonWorks does not implement data encryption and is relying on sender authentication. The main difference lies in the focus of the techniques. While data encryption is used to make data unreadable for third persons, sender authentication proves that the sender’s provided identity is its real one and, one step further, whether the sender then is allowed to send or not.

In order to prove, the sending device’s authentication request, a 64bit random number is send to the device. The receiving device transforms this number with its own, secret and unique ID number and sends back the result. Its counterpart, knowing the secret ID of all devices that may contact it, does the same operation and then compares the returned result from the other device with its own transformation result. If they match, the requesting device has been authenticated successfully.

However, this method only guarantees that devices only accept data from authenticated devices. It does not protect the data in the network from being eavesdropped, nor does it prevent the possibility of hacking a central device and therefore gaining all the stored keys. Also, there is the potential danger of Man-in-the-Middle Attacks in order to perform a reply attack to the central device. Doing so, the transformed answer message could be intercepted and used for own transmission purposes.

9.3.3 Z-Wave

Z-Wave is a proprietary wireless communication standard developed and maintained by the Danish company Zensys and the Z-Wave Alliance. The standard was developed to fit special needs in building and home automation. The Z-Wave alliance is a coalition of independent manufacturers which are specialized in wireless home automation systems. With about 160 alliance members and 170 products, Z-Wave is market leader in the ‘wireless home control’ sector. Well-known members of the alliance are Danfoss, Intel Corporation, Monster Cable, Universal Electronics, Wayne-Dalton and Zensys itself. The Z-Wave standard is a direct competitor of the ZigBee standard\(^\text{18}\).

Z-Wave provides a transmission rate between 9600 bits per second and 40000 bits per second. It uses 2-FSK (frequency shift keying) for signal transmission. This technique modulates a carrier frequency with the data signal. The modulated signal is sent and demodulated by the receiver. This transmission technology provides high robustness to noise signals. Z-Wave uses the industrial, scientific and medical (ISM) radio band which is located at around 900MHz in the frequency spectrum.

In Europe, the used frequency is 868.42MHz and in USA it is 908.42MHz. The transmission range for Z-Wave communication is about 200 meters in the open field. Depending on building materials, the transmission range indoors is 30 meters maximum.

The Z-Wave standard uses a meshed network topology which means that each device,

\(^{17}\) [http://www.rtaautomation.com/LonWorks/]
\(^{18}\) [http://www.z-wavealliance.org/modules/AllianceStart/]
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also called node, is connected to one or more other nodes in the network. The advantage of meshed networks is the fact that messages between two nodes can be transmitted although these nodes are not directly connected with each other, e.g. the distance between these two nodes is too high. The message is then transmitted using other nodes in between.

Thus, a Z-Wave network can span much further than the range of a single device. This type of transmission is called routing. Z-Wave enables the use of 232 devices in a single network. Furthermore, it is possible to connect two or more networks with each other by installing so called bridges[^19][^43].

The Z-Wave protocol provides interoperability for all products which means that there is a standardized communication across any Z-Wave product. The interoperability is achieved by standardizing on two levels: command level and device level. In the command level, all transferable commands between nodes are standardized. In the device level, all products must be a member of a certain device class which defines mandatory, recommended and optional commands and their parameters[^20].

### 9.3.3.1 Protocol Stack

The Z-Wave protocol stack consists of 4 layers:

- Physical Layer
- Transport Layer
- Network/Routing Layer
- Application Layer

The physical layer, also called PHY/MAC layer, controls and gives access to the radio frequency (RF) media. As mentioned before FSK with Manchester channel encoding is used in the PHY/MAC layer. The data stream consists of a preamble, start of frame (SOF), frame data and end of frame (EOF) symbols. The frame data is the only part which is passed onto the transport layer. In general, the PHY/MAC layer is independent of the RF media, frequency and modulation method used for transmission. Further, the PHY/MAC layer has a collision avoidance mechanism included which prevents nodes from starting a transmission while other nodes have active transmissions [52, 28].

The transfer layer is responsible for data transmission between two network nodes. This transmission also includes acknowledgements for confirming successful transmission, checksum checks for detecting transmission errors and retransmission in cases of unacknowledged data packages or detected checksum errors. The transfer layer uses different frame layouts for each task mentioned above. The used frames are single-cast frames, transfer acknowledgement frames, multicast frames and broadcast frames [52, 28]. The network/routing layer provides correct package routing between two network nodes as well as data retransmission. Further, it scans the network topology in order to build routing tables and perform routing table updates. Each node in a Z-Wave network has routing capabilities. This is the key feature of the Z-Wave standard. The routing

[^19]: [http://www.z-wavealliance.org/modules/AllianceStart/](http://www.z-wavealliance.org/modules/AllianceStart/)
[^20]: [http://www.hometoys.com/httnews/jun05/articles/zensys/homecontrol.htm](http://www.hometoys.com/httnews/jun05/articles/zensys/homecontrol.htm)
layer provides two frames: a routed single cast frame which is a one-node destination frame which contains repeater information and a routed acknowledge frame which is a routed single-cast frame without payload to confirm that a routed single cast frame has reached its destination. Routing tables stores information about the network topology. They are bit field tables which store connection between nodes in the mesh network [52, 28].

The application layer covers all application, specific commands as well as the Z-Wave specific commands for a node. It decodes and executes commands in a Z-Wave network. This is done in a main loop. Each command is defined within a command class. Each command may contain any parameters associated with the specific command. The number of available parameters depends on the command itself. A large part of the application layer, despite the assignment of Home IDs and Node IDs, is implementation-specific and can be different in each implementation [52, 28].

9.3.3.2 Security Considerations

The original version of the Z-Wave standard used a security algorithm called triple data encryption algorithm (DES) with a key of 56 bits. Due to the fact that Z-Wave customers claimed that security was not an issue, the security feature and security layer were removed from the Z-Wave protocol. Therefore, the Z-Wave standard lacks data encryption and transmits network information in plain text which allows eavesdroppers to capture this information. It is then possible to determine which command controls devices functionality.

Eavesdroppers could rebroadcast the command to force certain actions, e.g. to open a door or turn lights and intruder detections on and off. The only way to protect sensible devices from unauthorized access in Z-Wave networks is to use a so called rolling code which is already used in automated door locks for cars. A transmitter sends an access code, with function instructions. The receiver stores the current access code in memory. If it receives the same access code again the instruction is accepted. Transmitter and receiver must use the same pseudo-random number generator to pick identical new codes when an access code is sent or received which means that transmitter and receiver must be synchronized. This method is only vulnerable to hacks done by using powerful computers.

Future Z-Wave standards may include the advanced encryption standard (AES) to provide powerful security functionalities. This is required for the use in non-residence and commercial buildings. Z-Wave has a special procedure for setting up new devices in an existing Z-Wave network. The initial transmissions are run at low power which makes them undetectable at some distance away. Furthermore, buttons on the controller as well as buttons on the device must be pressed simultaneously [19, 43].
9.3.4 Comparison between ZigBee and Z-Wave

Since LonWork is focused differently than ZigBee and Z-Wave, the authors decided to give a short, point-wise overview of the differences between Z-Wave and ZigBee:

- ZigBee is a non-proprietary standard, while Z-Wave is a proprietary standard
- Both are wireless standard
- Both provide the possibility of meshed networks
- Both are designed for low power consumption
- ZigBee provides higher data rate than Z-Wave
- ZigBee has built-in security features, which Z-Wave is lacking
- Z-Wave focuses on residential command, ZigBee on industrial, residential, and medical sectors
- Z-Wave modules are half the size of ZigBee modules due to lack of security
- Z-Wave suffers of higher latency than ZigBee

Due to its lower latency, its focus on the medical sector with its profiles, security features and non-proprietary properties, ZigBee will be used for the prototype and simulations. This also goes along very well with the fact that the radio module used in the testing devices is based on IEEE 802.15.4 which is the basis for ZigBee as well.