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Abstract

Hydrodynamical simulations of star formation indicate that the motions of protostars through their natal molecular clouds may be crucial in determining the properties of stars through competitive accretion and dynamical interactions. Walsh, Myers & Burton recently investigated whether such motions might be observable in the earliest stages of star formation by measuring the relative shifts of line-centre velocities of low- and high-density tracers of low-mass star-forming cores. They found very small (∼ 0.1 km s⁻¹) relative motions. In this paper, we analyse the hydrodynamical simulation of Bate, Bonnell & Bromm and find that it also gives small relative velocities between high-density cores and low-density envelopes, despite the fact that competitive accretion and dynamical interactions occur between protostars in the simulation. Thus, the simulation is consistent with the observations in this respect. However, we also find some differences between the simulation and the observations. Overall, we find that the high-density gas has a higher velocity dispersion than that observed by Walsh et al. We explore this by examining the dependence of the gas velocity dispersion on density and its evolution with time during the simulation. We find that early in the simulation the gas velocity dispersion decreases monotonically with increasing density, while later in the simulation, when the dense cores have formed multiple objects, the velocity dispersion of the high-density gas increases. Thus, the simulation is in best agreement with the observations early on, before many objects have formed in each dense core.
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1 INTRODUCTION

Over the past eight years, hydrodynamical simulations of clustered star formation have led to the realisation that dynamical processes may be crucial to determining the statistical properties of stars. As opposed to the isolated star formation model (e.g., Shu, Adams & Lizano 1987; Padoan & Nordlund 2002), where a star’s final mass is determined by the mass of the dense core that is accreted on to the star, protostars in a cluster move around within the overall gravitational potential well of the gas-rich cluster accreting competitively (Zinnecker 1982; Bonnell et al. 1997, 2001; Bonnell, Bate & Vine 2003). The most massive stars form near the centre of the cluster into which gas is funnelled by the overall gravitational potential well and where the gas densities, and therefore the accretion rates, are highest. This may explain why even very young clusters are mass segregated (Bonnell & Davies 1998; Hilborn & Hartmann 1998). Simultaneously, dynamical interactions between protostars may eject objects from the gas-rich dense cores, terminating their accretion and setting their final masses (Klessen, Burkert & Bate 1998). In particular, such dynamical ejections may be responsible for producing low-mass stars and brown dwarfs (Reipurth & Clarke 2001; Bate, Bonnell & Bromm 2002a). Along with the stellar initial mass function (IMF), dynamical interactions may also be crucial for the production of close binary systems (Bate, Bonnell & Bromm 2002b), providing the velocity dispersion in star-forming regions (Bate, Bonnell & Bromm 2003; Bate & Bonnell 2005), and truncating circumstellar discs (Bate et al 2003).

Recently, Walsh, Myers & Burton (2004) investigated whether or not such dynamical motions arise very early in the star formation process. Specifically, they examined whether dense cores that are likely to collapse to form stars or that are already forming stars are moving ballistically relative to their low-density envelopes. They used N₂H⁺ (1−0) observations to identify high-density cores and measure their line-centre velocities and ¹³CO (1−0) or C¹⁸O (1−0) observations to find their corresponding low-density envelopes and measure their line-centre velocities. If dense cores move ballistically, they expected to find differences in the line-center velocities comparable to the line width of the CO spectra, assuming that the CO line width is representative of the escape velocity of the envelope. Alternatively, if dense cores do not move ballistically, they expected to see much smaller
Figure 1. The star-forming cloud at five different times ($t = 1.0, 1.1, 1.2, 1.3, \text{and } 1.4$ $t_0$, top to bottom). At each time, we plot the full column-density maps (left panels, see also Bate et al. 2003) while in the centre and right panels we plot only the high-density and low-density gas components as defined in the main text (centre panels from the same angle as the left panels, right panels by rotated 90° perpendicular to the page). The panels measure 0.8 pc across, and the column density ranges from $\log N = -2.7$ to $-0.3$ with $N$ measured in g cm$^{-2}$. 
differences in line-center velocities, similar to or smaller than the \( N_2H^+ \) line width, which traces the internal random motions within dense cores. They found that the distribution of line-centre velocity differences was certainly narrower than the average \( ^{13}CO \) and \( ^{18}O \) line widths and was even somewhat narrower than the \( N_2H^+ \) line width. Thus, they concluded that the dense cores did not move ballistically with respect to their envelopes. This implies that dense cores do not gain significant mass by accreting gas as they move through the lower-density environment.

An obvious question raised by Walsh et al.’s study is whether hydrodynamical simulations in which competitive accretion and dynamical interactions between protostars lead to the statistical properties of stars consistent with their observations or not. In this paper, we analyse the simulation of Bate et al. (2003) in a similar manner to Walsh et al. to determine whether dense cores in the simulation have large or small velocities relative to the low-density envelopes in which they are embedded. Bate et al. performed a hydrodynamical simulation of the collapse of a 50 solar mass molecular cloud to form a small cluster of 50 stars and brown dwarfs. We find that, in agreement with the observations, there are only small line-centre velocity differences between high-density cores and their associated low-density envelopes. In Section 2, we describe the method we used to analyse the simulation and compare it to that of Walsh et al. In Section 3, we present our results. Our conclusions are given in Section 4.

2 METHODS OF ANALYSIS

Walsh et al. (2004) observed various low-mass star-forming molecular clouds using Doppler shift spectroscopy. By looking at specific molecular lines (tracers) in the spectra collected, they gathered information on the relative velocities of different components in the clouds. They chose the tracer \( N_2H^+ (1 - 0) \) to characterise the high-density gas within dense cores, and \( ^{13}CO (1 - 0) \) and \( ^{18}O (1 - 0) \) to map the low-density gaseous envelopes surrounding the high-density cores. The \( N_2H^+ \) line is expected to trace molecular gas with densities \( \sim 2 \times 10^5 \) cm\(^{-3}\) (Ungerrechts et al. 1997). \( CO \) lines trace gas with lower densities; we assume \( \sim 10^2 \) cm\(^{-3}\) for \( ^{13}CO \) (Ungerrechts et al. 1997) and \( \sim 10^3 \) cm\(^{-3}\) for \( ^{18}O \) (Tachihara, Mizuno & Fukui 2000). To establish whether the core gases and envelope gases were in close proximity to one another along the line of sight their morphologies were compared. For close proximity to be assumed, they required “that the peak of the CO emission lie within the 50% contour of \( N_2H^+ \) and that the 50% contour of the CO species encloses the 50% \( N_2H^+ \) contour” (Walsh et al. 2004). The line-centre velocity difference between the high-density core and the low-density envelope indicates whether they are co-moving (small difference), or if the affioplement is short lived (large difference). They considered a large velocity difference to be similar to or greater than the CO line width, while a small difference should be less than the intrinsic \( N_2H^+ \) line width.

In order to make comparisons between these observations and the smoothed particle hydrodynamics (SPH) simulation of Bate et al. (2003), we analysed the simulations using a method that mimicked the observational analysis. We analysed 5 snapshots from the simulation taken at times of \( t = 1.0, 1.1, 1.2, 1.3, \) and \( 1.4 \) initial cloud free-fall times \( (t_f = 1.90 \times 10^5 \) yr). The first snapshot is just before the first protostar forms, the last is at the end of the simulation when the cluster had formed 50 stars and brown dwarfs. First, we separately selected the gas from the snapshots of the simulation that had densities between 1/3 and 3 times those of the typical tracer densities mentioned above (i.e., \( 2 \times 10^5, 10^5 \) cm\(^{-3}\), and \( 10^4 \) cm\(^{-3}\)). For most of this paper, we assume there is little difference between \( ^{13}CO \) and \( ^{18}O \) in the sense that both trace low-density gas and, therefore, we perform much of our analysis using only a single low-density tracer with a typical density of \( 10^3 \) cm\(^{-3}\). However, for the final overall analysis we do consider two low-density tracers, associating \( ^{13}CO \) with gas at \( \sim 10^2 \) cm\(^{-3}\) and \( ^{18}O \) with gas at \( \sim 10^4 \) cm\(^{-3}\). We note that, in reality, the density-dependence of the tracer molecules will not be as sharp or distinct as the intervals we use to analyse the numerical simulations and may extend over a wider or narrower range of densities. However, without actually including chemistry in the simulations it is difficult to make the analysis more accurate. Furthermore, since the overall goal of this paper is to determine whether or not there is a velocity difference between the high-density cores and their low-density envelopes, using idealised densities and distinct cuts should make us more likely to detect the difference than is the case with observations in which signals from low- and high-density regions are somewhat blended. Some examples of column-density plots of the density-screened clouds can be seen alongside full column-density maps in Fig. 1 (note that the high-density gas and low-density gas are plotted together in each of the centre and right-hand panels, rather than plotting them separately, since this allows a visual comparison of where they are situated relative to each other).

For a particular line-of-sight towards the cloud, we constructed column-density maps (100 x 100 pixels over spatial scales of 0.8 x 0.8 pc) for each gas density. Applying the same proximity relation (mentioned above) as Walsh et al. (2004) to these column-density maps yielded cores and envelopes meeting the same criteria as in the observations. This relation requires that intensity peaks be identified for each of the tracers. This was achieved utilising a simple neighbouring pixel comparison, scanning the entire field and identifying points with intensity values higher than the 4 nearest neighbouring points. Contours about the high-density gas peaks, at 50% of the peak’s value, were then identified. Coordinates within these contours were then checked for any low-density gas peaks. If found, a contour at 50% of the value of the maximal low-density gas column-density peak was then identified. In the analysis of the simulation, most high-density contours contained a low-density peak and passed the first test – only 22 percent of the high-density cores failed. The second and final requirement was that the low-density contour entirely encompass the high-density contour. Should the final criteria fail to be met by the 50% contour of the maximal low-density gas peak, the next highest low-density gas peak was used to produce a contour, and so on, until all the peaks were exhausted. The vast majority of cores passed this second test – only 3 percent failed. If the final criteria was fulfilled then the high-density core \( (N_2H^+ \) equivalent) and low-density envelope \( (^{13}CO \) equivalent) were considered to be associated with one another (as in the observational analysis). When we considered both \( ^{13}CO \) and \( ^{18}O \) envelopes, these low-density regions both had to pass the above tests but there was no additional criteria applied between the two low-density tracers.

The radial velocities of SPH gas particles contributing to each pixel inside the 50% high-density contour were then added together, weighted by their contribution to the line-of-sight column densities, to produce two velocity spectra, one each for the high- and low-density gas. This gave the equivalent of Doppler spectroscopy maps of the high- and low-density gas. The ‘line-centre’ velocities of the high-density core and low-density envelopes were then calculated as the mean velocities of these ‘spectra’.

An example of an extracted core, its corresponding envelope,
and their velocity spectra are shown in Fig. 2. Typically, viewing a snapshot from a particular angle resulted in 7 or 8 cores being identified. The average core and envelope masses were 9 and 5 \( M_\odot \) and their average diameters were 0.16 and 0.6 pc, respectively. These are similar to the sizes of the cores and envelopes studied by Walsh et al., and the masses of the cores are similar to those observed in low-mass star-forming regions. Although it might have been expected that the typical envelope mass would be larger than the typical core mass, we caution against over-interpreting these numbers – the values obtained are entirely dependent on the density ranges that we assume when taking the low-density and high-density cuts. Furthermore, recall that the simulation being analysed here contains only 50 \( M_\odot \) in total. Later in the simulation \( \approx 10 \) percent of this mass is already in the form of stars and brown dwarfs, while much of the remaining gas falls outside of the two density cuts. Thus, with a typical core mass of 9 \( M_\odot \), the mass defined as being in the envelope is never likely to be substantially larger than the typical core mass.

We view each of the 5 snapshots from \( \approx 80 \) different angles. From each different viewpoint both the shapes of the cores/envelopes and the motions of the gas along the line-of-sight change. This not only increases our sample size, but also ensures that we will detect high relative velocities (if they exist) even if the relative velocities are apparently small from some particular lines-of-sight. So by viewing the clouds from multiple directions we obtain many distinct sets of results.

At the suggestion of the referee, we also examined the effect of degrading the resolution of the column-density maps to match observations. The beam widths of the observations used by Walsh et al. (2004) are quoted as being 35” or 50” FWHM depending on the observations. In the SPH simulations, particles are inherently smoothed over their hydrodynamic smoothing (resolution) length using a spline function that approximates a Gaussian. Thus, smoothing the data to mimic the observations was easily accomplished simply by taking the greater of the hydrodynamical smoothing length that subtends an angle of 50” at 140 pc (i.e., 0.017 pc) when performing the analysis. An example of the effect of the smoothing is given in Fig. 3. We expected that any smoothing of the data (mixing in gas from nearby spatial locations) was only likely to decrease the magnitude of the measured relative velocities between the cores and envelopes. This was true in every case (see Figure 4 and the next section).
Figure 4. The left panels give the velocity dispersion as a function of gas density at five different times during the simulation ($t = 1.0, 1.1, 1.2, 1.3, \text{ and } 1.4$). In the centre panels, the upper plot at each time displays the velocity dispersion using representative Gaussians at the densities denoted by the arrows in the left hand plots (i.e., high density of $2 \times 10^5$ cm$^{-3}$, red dashed line; low density of $1 \times 10^3$ cm$^{-3}$, black solid line). The lower panel at each time displays a histogram of the line-centre velocity differences between the high-density core and low-density envelope gas. These figures present our results in the same manner as Walsh et al. (2004) (Figure 2 of their paper). The right panels give the same information as the centre panels, but were produced using the smoothed data. In all cases, the histograms are much narrower (with dispersions ranging from 0.25 to 0.27 km s$^{-1}$) than the high- or low-density gas velocity dispersions (ranging from 0.35 to 0.55 km s$^{-1}$), and in all cases, smoothing of the data to match the observational resolution decreases the dispersion of the line-centre velocity differences (which then range from 0.18 to 0.24 km s$^{-1}$).
They state that low-density gas velocity distributions that could be fit with multiple Gaussian components were fitted with two or three Gaussians, and that the Gaussian with the line-centre velocity that was closest to the N$_2$H$^+$ line-centre velocity was selected as representing the associated envelope. We took two approaches to dealing with our synthetic spectra. One was to use a method similar to Walsh et al., fitting multiple Gaussians. So for each case we fitted a Gaussian to a low-density spectrum and if the peak of the residual was greater than 25% of the original peak, we fitted a second Gaussian. However, the spectra of our low-density gas envelopes were often not well represented by one or two Gaussians but displayed more structure (e.g. Fig. 5). Furthermore, when Walsh et al. fitted more than one Gaussian to their low-density gas distributions, they always took the Gaussian whose line-centre velocity was closest to that of the high-density tracer as being the envelope that was associated with the high-density core. Since their method of looking for large relative motions depends entirely on the distribution of relative line-centre velocities, this seemed to us to potentially bias their results in favour of small relative velocities. Therefore, we decided that a more robust method was not to attempt to fit Gaussians to give a line-centre and a dispersion, but instead simply to calculate the mean (line-centre) velocity and the standard deviation (dispersion) of the spectrum about this mean. In fact, when averaged over the five different snapshots and multiple viewing angles, both methods of analysis gave similar conclusions. However, because we believe that the second method is more robust, we only discuss those results from this point on.

### 3 RESULTS

After all dense core/envelope pairs had been identified in each time snapshot, viewed from all angles, and their line-centres (mean velocities) and dispersions (standard deviations) had been measured, we analysed them in the same manner as Walsh et al. (2004). The overall results are shown in Fig. 6 in a similar manner to those of Walsh et al. In the top panel we plot three Gaussian distributions whose standard deviations are given by the mean standard deviations of all of the high-density (equivalent to N$_2$H$^+$) and low-density envelope (equivalent to $^{13}$CO and C$^{18}$O) velocity spectra. The velocity dispersions are 0.43, 0.40, and 0.37 km s$^{-1}$, respectively. In the lower panels, we plot histograms of the distribution of differences in mean (equivalent to line-centre) velocities between each pair of tracers (gas densities). The dispersions of the histograms are 0.27, 0.16, and 0.16 km s$^{-1}$, from top to bottom.
Relative motions of dense cores and envelopes

It is clear that the velocity dispersion of the gas is a function of both density and time. Early in the simulation, just before the first star forms, the velocity dispersion decreases almost monotonically with increasing density. Hence the $^{13}$CO line width is larger than the $^{13}$C$^+$H$^+$ line width (similar to the observations). However, later in the simulation, the velocity dispersion at high densities increases while the velocity dispersion at low densities decreases and there is a minimum gas velocity dispersion at $\sim 3 \times 10^{-20} \text{ g cm}^{-3}$ (i.e. $\sim 10^4 \text{ cm s}^{-1}$). Thus, at later times, the $^{13}$C$^+$H$^+$ line width becomes larger than the $^{13}$CO line width. We attribute this evolution to two effects. In the simulation the turbulent motions in the cloud decay with time – the turbulence is not driven. This explains the decrease of the low-density gas velocity dispersion with time. At high densities, as time progresses, groups of stars and brown dwarfs form in the cores. The dynamical motions of the stars and brown dwarfs stir up the gas, increasing the velocity dispersion of the high-density gas with time. Note that there is no obvious dependence of the line-centre velocity difference histograms on the evolutionary time of the simulation, and in all cases they are significantly narrower than the line widths.

As pointed out by Walsh et al., the main difference between their observations and the simulations is that they observed relatively isolated low-mass cores, while the simulations to date have concentrated on star cluster formation. Therefore, Walsh et al.’s observations are most similar to the simulation analysed at early times, when only a few objects have formed and there are no large groups of stars and brown dwarfs embedded in the dense cores. At early times (e.g., top row of panels in Figure 6, we see that this is indeed when the line widths of $^{13}$C$^+$H$^+$ and $^{13}$CO are most similar to Walsh et al.’s observations in the sense that the line width of the high-density gas is narrower than that of the low-density gas.

In Figure 7 we also investigate the dependence of the results on the density of the gas being traced. The centre panels give the results for the first and last (top and bottom) time snapshots at the

density (equivalent to $^{13}$CO and C$^{18}$O) velocity spectra. In the other three panels, we plot histograms of the distributions of differences in line-centre velocities between each pair of density tracers.

Following Walsh et al., if there are significant motions of the cores with respect to their envelopes it is expected that the relative-velocity distributions will be similar to the width of the low-density gas (equivalent to CO) velocity spread. However, if only small random motions are observed the relative-velocity distributions will be very narrow. Walsh et al. found that the spread of the relative line-centre velocity dispersion was certainly smaller than the CO dispersion and probably smaller than the N$_2$H$^+$ dispersion. We draw the same overall conclusion from the analysis of the hydrodynamical simulation: the dispersion in relative velocities is smaller than the line widths of either the low-density or high-density gas. Thus, there is no evidence that the dense cores and envelopes have large velocities relative to one another.

Although the distributions of line-centre velocity differences are all much narrower than the gas tracer line widths, the line widths of the tracers themselves do differ from the observations. In particular, Walsh et al. found that the $^{13}$CO line widths were wider than the C$^{18}$O line widths which were in turn were wider than the N$_2$H$^+$ line widths. Averaged over our five time snapshots, we find that all three line widths are similar in the simulations – while the $^{13}$CO line width is almost identical to that in the observations of Walsh et al., the C$^{18}$O and N$_2$H$^+$ line widths are generally wider in the simulations. This indicates that there is a difference between the observations and simulation at high gas densities: the high-density gas velocity dispersion is usually larger in the simulations.

To investigate this, we examined the dependence of the gas velocity dispersion on density and how it evolves with time during the simulation. In the left hand panels of Figure 7 we plot the gas velocity dispersion as a function of density, averaged over many view angles, for each of the five snapshots. The arrows indicate the densities of our high (N$_2$H$^+$) and low ($^{13}$CO) density tracers.

Figure 7. The effect of altering the densities used to define the high- and low-density gas. The top panels are for the simulation at $t = 1.0 \ t_d$, just before the first protostar forms, while the lower panel at the end of the simulation ($t = 1.4 \ t_d$). The centre panels use the standard densities of $2 \times 10^5$ and $1 \times 10^4 \text{ cm}^{-3}$ to define high- and low-density gas, respectively. In the left panels both densities are reduced by a factor of 3, while in the right panels the densities are 3 times greater. Notice that going to higher-density tracers or later times increases the ratio of the high-density velocity dispersion (or line width) to the low-density velocity dispersion. This can also be inferred from the left panels of Figure 4. Again, with the exception of the early-time high-density tracer plots (top right), the histograms of line-centre velocity differences are significantly narrowed than either the high or low-density gas line widths.
standard tracer densities (i.e. $10^3$ and $2 \times 10^5$ cm$^{-3}$ for $^{13}$CO and N$_2$H$^+$, respectively). The left hand panels give the results when both densities are reduced by a factor of 3, while the right hand panels give the results when both densities are increased by a factor of 3. What can be seen is that as the tracer densities are increased, the line widths again are in better agreement with the observations in the sense that the ratio of the line widths of the low-density gas to the high-density gas is larger. Thus, it may be that we have assumed that the densities which are being traced by the molecular lines are slightly too high – reducing them by only a factor of 3 can produce a ratio of the $^{13}$CO to N$_2$H$^+$ line widths that is very similar (Fig. 7 top-left panel) to that found by Walsh et al. Whether this is correct or not could only be tested properly by including chemistry and optical depth effects in the simulations (well beyond the scope of this study). Note that at early times, (top row in Figure 4) the widths of the line-centre velocity difference histograms appear to increase as the tracer densities are increased. This does not appear to be the case later in the simulation, however.

Finally, in the right hand panels of Figure 4 we give the results when the simulation has been smoothed to mimic the spatial resolution of the observations. Comparing these to the centre panels, which have not been smoothed, we see that the line widths of the N$_2$H$^+$ and $^{13}$CO are essentially independent of the smoothing. However, in all cases the distributions of line-centre velocity differences are narrower when the analysis is performed with smoothing. In particular, the wings of the histograms tend to disappear when smoothing is applied. This indicates that Walsh et al.’s observations may slightly underestimate the dispersion in the line-centre velocity differences. It also shows that our conclusion that the line-centre velocity differences are much narrower than the tracer line widths is robust against spatial smoothing.

4 CONCLUSIONS

Walsh et al. (2004) investigated whether or not the relative line-centre velocities of dense cores and their associated low-density envelopes in low-mass star-forming clouds were large compared to the intrinsic line widths of the cores and envelopes. They found small relative velocities ($\sim 0.1$ km s$^{-1}$) and interpreted this as evidence against a dynamical picture of star formation in the sense that dense cores do not appear to gain significant mass by accreting gas as they move through the lower-density environment. In this paper, we have analysed the hydrodynamical simulation of Bate et al. (2003) in a similar manner to Walsh et al. Despite the fact that the dynamical processes of competitive accretion and dynamical interactions between stars and brown dwarfs are crucial for determining the stellar properties in this simulation, we find good agreement with the observations of Walsh et al., in the sense that the simulation also displays small relative velocity differences between dense cores and their associated envelopes ($\approx 0.2$ km s$^{-1}$). Thus, the dynamical picture of star formation provided by this and other similar hydrodynamical simulations is not invalidated by the observations of Walsh et al.

Our simulations do display some differences when compared with the observations in terms of the intrinsic line widths of the high- and low-density gas. Whereas Walsh et al. find that the line widths of the high-density tracer are smaller than those of low-density tracers, we find that in the simulation the ratio of the line widths of high- to low-density gas is a function both of time and of the absolute density of the tracers. There are three main effects. First, because the simulations assume decaying rather than driven turbulence, the line width of low-density gas decreases with time. Second, the line width of high-density gas increases with time. We attribute this to stirring of the high-density gas as small groups of stars form within the dense cores. Finally, if the density ratio of the high- and low-density tracers is maintained but the absolute values of the tracer densities are decreased we find that the ratio of the low-density line width to the high-density line width increases. In general, the line width behaviour found in the simulation is most similar to Walsh et al.’s observations at early times (before the dense cores contain groups of stars) and for lower tracer densities than the canonical numbers we have used here. We attribute the former effect to the fact that Walsh et al.’s observations were of relatively isolated low-mass cores each forming only a few stars, while the simulation analysed here is of a high-density cloud that forms groups of stars in the high-density cores that stir up the gas. The latter effect may mean that agreement would be improved by including chemical evolution in the calculations and optical depth effects in the synthetic ‘observations’ to better trace which gas is actually contributing to the molecular line emission. Performing a star formation simulation of a lower density cloud with chemical evolution to test whether such a simulation does indeed give better agreement with the observations gives us a goal to aim for in the future!
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