ACE-HGNN: Adaptive Curvature Exploration Hyperbolic Graph Neural Network
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Abstract—Graph Neural Networks (GNNs) have been widely studied in various graph data mining tasks. Most existing GNNs embed graph data into Euclidean space and thus are less effective to capture the ubiquitous hierarchical structures in real-world networks. Hyperbolic Graph Neural Networks (HGNNs) extend GNNs to hyperbolic space and thus are more effective to capture the hierarchical structures of graphs in node representation learning. In hyperbolic geometry, the graph hierarchical structure can be reflected by the curvatures of the hyperbolic space, and different curvatures can model different hierarchical structures of a graph. However, most existing HGNNs manually set the curvature to a fixed value for simplicity, which achieves a suboptimal performance for graph learning due to the complex and diverse hierarchical structures of the graphs. To resolve this problem, we propose an Adaptive Curvature Exploration Hyperbolic Graph Neural Network named ACE-HGNN to adaptively learn the optimal curvature according to the input graph and downstream tasks. Specifically, ACE-HGNN exploits a multi-agent reinforcement learning framework and contains two agents, ACE-Agent and HGNN-Agent for learning the curvature and node representations, respectively. The two agents are updated by a Nash Q-learning algorithm collaboratively, seeking the optimal hyperbolic space indexed by the curvature. Extensive experiments on multiple real-world graph datasets demonstrate a significant and consistent performance improvement in model quality with competitive performance and good generalization ability.
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I. INTRODUCTION

Graphs are widely used to model the complex relationships between objects, such as social networks [1], academic networks [2], and biological networks [3]. In recent years, graph representation learning has shown its effectiveness in capturing the irregular but related complex structures in graph data [1]. As an important topology characteristic, hierarchical structures are ubiquitous in many real-world graphs, such as the hypernym structure in natural languages [4], [5], the subordinate structure of entities in the knowledge graph [6], [7], and the organizational structure for fraud detection [8] or complex production systems [9], [10]. In our work, we focus on studying the tree-like structure[1], which exists extensively in real-world networks [11].

Recently, hyperbolic space has been introduced into Graph Neural Networks (GNNs) and achieves better performance and interpretability in node representation learning, because compared with the Euclidean space, the hierarchical structure of graphs can be better captured in the hyperbolic space [4]. To learn the node representations in hyperbolic space, Hyperbolic Graph Neural Networks (HGNNs) extend the node feature aggregation of Graph Neural Networks into hyperbolic space, and effectively fuse the node features and the hierarchical structures to acquire the superior node representations for graphs. However, even though most real-world graphs have tree-like structures, how a graph is like a tree differs significantly. Thus, a major limitation of existing HGNNs is that they cannot adaptively choose the appropriate hyperbolic space to represent the graphs with different degrees of tree-like structures.

Inspired by some relevant works [11], [12], we use hyperbolic curvature to measure similarity between hyperbolic geometry and Euclidean geometry. In addition, some recent works [13], [14] on graph representation learning have focused on the relationship between graph structures and geometric embedding spaces with different curvatures.

Figure 1. An example of hyperbolic graph distance (red solid line) and hyperbolic embedded distance (red dash line) between two nodes on a binary tree in hyperbolic spaces with different curvatures (K).

1We interchangeably use the terms hierarchy or hierarchical structure and tree-like structure in this paper.
Graphs with different structures (e.g., cycle or tree structure) have different information distortion when embedded in the Euclidean or non-Euclidean embedding spaces. Figure 1 illustrates an intrinsic connection between hyperbolic curvatures and hierarchies of graphs. It shows that different curvatures significantly affect distance metrics in hyperbolic space. When the curvature decreases, the hyperbolic embedded distance is more reflective of the tree structure because it is close to the shortest path length of the two nodes (i.e., hyperbolic graph distance). When the curvature approaching zero, the hyperbolic embedded distance is close to the Euclidean embedded distance, leading to the information loss of the hierarchical structure. Therefore, a natural problem is, “Can we design a Hyperbolic Graph Neural Network model which can automatically learn the appropriate curvature to obtain desirable adaptability for different graphs with tree-like structures?”

In existing hyperbolic graph learning methods, the curvature is either chosen as a hyper-parameter or learned in the training process. sGCN [14] and mixed product spaces learning [13] try to adjust curvature only depending on the estimation of the original graph topology, which cannot adapt to different graphs and downstream tasks. HGNN [15] takes curvature as a parameter to learn. However, they only slightly adjust the curvature in a relatively limited range to make the node representation learning process converge.

In conclusion, there still lacks an unified and end-to-end learning architecture for both graph representation learning and optimal curvature searching.

To address the above problems, we propose a novel Adaptive Curvature Exploration Hyperbolic Graph Neural Network named ACE-HGNN [16]. The basic idea is that we take the downstream task as the environment in reinforcement learning (RL) and calculate the feedback reward based on the hyperbolic node representations. Specifically, we design two agents: the adaptive curvature exploration agent (ACE-Agent) and the hyperbolic graph neural network agent (HGNN-Agent). The ACE-Agent is designed to independently learn the optimal curvature in a broad range of the parameter space based on reinforcement learning. The HGNN-Agent with variable curvature is designed to learn the node representations in hyperbolic space with particular curvature. To fully ensure learning both curvature exploration and graph representations in hyperbolic space, we propose a multi-agent reinforcement learning framework to search for the optimal curvature and learn node representations collaboratively. The optimization objective is that the two cooperative agents achieve a Nash equilibrium. The visualization results in hyperbolic space provide an intuitive understanding of how different curvatures affect the model’s capability of capturing the hierarchy. We summarize our contributions as follows:

- We make an observation and analysis of the adaptability problem for HGNNs with different hierarchical topologies in hyperbolic space, and transform the embedding space adaptability problem into an optimal curvature exploration problem in hyperbolic space.
- We propose a novel end-to-end architecture, named adaptive curvature exploration hyperbolic graph neural network (ACE-HGNN), to guide the selection of optimal embedding space. To our best knowledge, it is the first attempt to utilize reinforcement learning in hyperbolic machine learning.
- Extensive experiments on five typical real-world datasets demonstrate a significant and consistent improvement in model adaptability with competitive performance. And we also visualize the node representations and attention scores of ACE-HGNN to intuitively show the capability of capturing structures.

II. PRELIMINARIES AND NOTATIONS

Hyperbolic space commonly refers to manifolds with constant negative curvature and is used for modeling complex networks [11]. Among the common isometric models used to describe hyperbolic spaces [12], the hyperboloid (Lorenz) model has recently been widely used in machine learning [15]–[17].

Hyperboloid manifold. The hyperboloid model is an \( n \)-dimensional hyperbolic geometry as a manifold in the \( (n+1) \)-dimensional Minkowski space. A hyperboloid manifold \( \mathbb{H}^{n,-} = \{ x \in \mathbb{R}^{n+1} \mid \langle x, x \rangle_H = -1/\zeta^2, \zeta > 0 \} \) in \( n \)-dimensional space with curvature \( K = -1/\zeta^2 \) \((\zeta > 0)\). \( \langle \cdot, \cdot \rangle_H \) is Lorentzian scalar product and \( \langle x, y \rangle_H := -x_0 y_0 + x_1 y_1 + \cdots + x_n y_n \). The distance \( d_H(x,y) \) on the hyperboloid model is defined as:

\[
d_H(x,y) = \zeta \text{arccosh} \left( \frac{\langle x, y \rangle_H}{\zeta^2} \right). \tag{1}
\]

Logarithmic map and exponential map. For \( x, y \in \mathbb{H}^{n,-}, v \in T_x \mathbb{H}^{n,-} \), such \( v \neq 0 \) and \( x \neq y \), \( x \) is the reference point, the logarithmic map is a map from hyperboloid space \( \mathbb{H}^{n,-} \) to the tangent space \( T_x \mathbb{H}^{n,-} \), and the exponential map maps back to hyperboloid space \( \mathbb{H}^{n,-} \). The tangent space \( T_x \mathbb{H}^{n,-} := \{ v \in \mathbb{R}^{n+1} | \langle v, x \rangle_H = 0 \} \) centered at point \( x \) is a \( n \)-dimensional Euclidean space. The logarithmic map \( \log\zeta(\cdot) \) and exponential map \( \exp\zeta(\cdot) \) are:

\[
\log\zeta(y) = d_H(x,y) \frac{y + \frac{1}{\zeta} \langle x, y \rangle_H x}{\|y + \frac{1}{\zeta} \langle x, y \rangle_H x\|_H}, \tag{2}
\]

\[
\exp\zeta(v) = \cosh \left( \frac{\|v\|_H}{\zeta} \right) x + \frac{\sinh \left( \frac{\|v\|_H}{\zeta} \right)}{\|v\|_H} v, \tag{3}
\]

where \( \|v\|_H = \sqrt{\langle v, v \rangle_H} \) is the Lorentzian norm of \( v \).

2The datasets and the source code are released at https://github.com/RingBDStack/ACE-HGNN.

3In this paper, we consider hyperbolic space is a constant negative curvature space, and the curvature is the sectional curvature [13]. To facilitate the calculation and expression, we interchangeably use the curvature \( K \) and the curvature parameter \( \zeta \).
III. CURVATURE VERSUS HIERARCHICAL STRUCTURE

In this section, we perform a qualitative analysis and leverage the embedding distortion to reveal the intrinsic connections between curvature and the hierarchical structure. Then, we give a further analysis to demonstrate curvature is the dominant factor of model’s representation ability. Finally, we transform the adaptability problem of hyperbolic graph representation learning into a multi-objective optimization problem of curvature exploration and model optimization.

A. Embedding Distortion

Previous works use distortion to measure the information loss of topology embedding in Euclidean space \cite{13, 14}. However, the feature information, which plays an important role in graph representation learning, is rarely taken into account by the current distortion measurements. Therefore, to measure the distortion of both hierarchical structure and feature information, we propose the embedding distortion to measure the embedding quality in hyperbolic space. First, we define two important distances including embedded distance and graph distance as follows.

**Embedded distance** is the distance between two nodes in the embedding space (dash lines in Figure 2), which can be regarded as the semantic distance or feature similarity between two nodes. We use $d_E$ and $d_{H}$ to denote the embedding distance in Euclidean and hyperbolic embedding spaces, which can be computed by the inner product and the Lorentzian scalar product, respectively. For the nodes $A$ and $D$ in Figure 2(a), their Euclidean embedded distance is $d_E(A, D)$ (blue dash line), and the hyperbolic embedded distance is $d_H(A, D)$ (red dash curve).

**Graph distance** is the length of the shortest path between two nodes in a graph. Information propagation is an essential function of many real-world networks (e.g., Internet and brain network), and we use it to measure the topological distance between two nodes in graph representation learning. As shown in Figure 2(a), the hyperbolic graph distance between nodes $A$ and $D$ (purple solid lines) is $g_H(A, D) = d_E(A, B) + d_E(B, C) + d_E(C, D)$.

Embedding distortion can be defined as the overall inconsistency between embedded distance and graph distance. Formally, we define embedding distortion as follows.

**Definition 1 (Embedding Distortion).** Given a graph $G$ with node set $V$, the embedding distortion $D$ in the hyperbolic embedding space $\mathbb{H}$ is defined as:

$$D = \frac{1}{|V|^2} \sum_{i,j \in V} \left| \left( \frac{d_E(i,j)}{g_H(i,j)} - 1 \right) \right|.$$  \hspace{1cm} (4)

B. Connection of Curvature and Embedding Distortion

In this section, we analyze the connection between embedding distortion and curvature by showing how hyperbolic distance changes with curvature. We employ the following conclusions from the existing work of hyperbolic geometry in complex network \cite{11} to analyze the hyperbolic distance metrics. The hyperbolic distance (in hyperboloid manifold) $d_H$ between two points at polar coordinates $(r, \theta)$ and $(r', \theta')$ is given by the hyperbolic law of cosines:

$$\cosh \frac{d_H}{\zeta} = \cosh \frac{r}{\zeta} \cosh \frac{r'}{\zeta} - \sinh \frac{r}{\zeta} \sinh \frac{r'}{\zeta} \cos \Delta \theta,$$  \hspace{1cm} (5)

where $\Delta \theta$ is the angle between the points. Eq. (5) converges to their familiar Euclidean analogs ($d_E \rightarrow d_E$ at $\zeta \rightarrow 0$). For sufficiently large $r/\zeta, r'/\zeta$, and $\Delta \theta > 2\sqrt{e^{-2r/\zeta} - e^{-2r'/\zeta}}$, $d_H$ can be closely approximated by:

$$d_H = r + r' + 2\zeta \ln \sin \frac{\Delta \theta}{2} \approx r + r' + 2\zeta \ln \frac{\Delta \theta}{2}.$$  \hspace{1cm} (6)

The hyperbolic embedded distance $d_E$ between two points is approximately the sum of their radius, minus some $\Delta \theta$-dependent correction, and $\Delta \theta \rightarrow 0$ at $\zeta \rightarrow 0$. Then we denote $(r_1, \theta_1), (r_2, \theta_2), \ldots, (r_n, \theta_n)$ as points in the shortest path between $(r, \theta)$ and $(r', \theta')$. According to Eq. (6), we can derive the hyperbolic graph distance $g_H$ as follows:

$$g_H = r + r' + 2 \sum_{m=1}^{n} r_m + 2\zeta \sum_{k=1}^{n-1} \ln \frac{\Delta \theta_k}{2},$$  \hspace{1cm} (7)

where $\Delta \theta_k$ is the angle of each adjacent point pair in the shortest path. For the tree-like graph, the shortest path
navigation between two nodes tends to be close to the center, and this property is enhanced with the curvature parameter $\zeta$ decreasing. Based on the above properties of tree-like graph in hyperbolic space, we can observe $d_{H} \rightarrow g_{H}$ when $\zeta \rightarrow 0$ and $\Delta \theta_{k} \rightarrow 0$. To give a more intuitive explanation, Figure 2 shows a simple structure in the hyperboloid manifold with different curvatures.

Based on the above properties of curvature, we can transform the adaptability problem of hyperbolic graph representation learning as a multi-objective optimization problem consisting of the optimal curvature selection and HGNN optimization, as defined in the next section.

C. Problem Definition

We aim to minimize the embedding distortion and learn the optimal graph node representation by the HGNNs simultaneously. Thus, we take the combination of optimal curvature selection and HGNN representation learning as a multi-objective optimization problem from the adaptability problem of hyperbolic graph representation learning. Given a graph $G$ with label set $Y$, the problem can be defined as follows:

$$\arg \min_{\phi, K} f(G) = \left[ \text{Loss} (h; Y, \phi, K), \mathcal{D} (h; K) \right]$$

s.t. $h = \text{HGNN}(G), K \in (-\infty, 0]$.

However, in multi-objective optimization, there is usually no unique global optimal solution [18]. Fortunately, current deep reinforcement learning paradigm provides us with inspiration. We attempt to introduce multiple agents as interactive decision makers to solve the multi-objective optimization efficiently for the specific downstream task. In the next section, we will introduce our method based on multi-agent reinforcement learning.

IV. PROPOSED METHODOLOGY

In this section, we outline the ACE-HGNN framework, an Adaptive Curvature Exploration Hyperbolic Graph Neural Network, and show how it is applied for hyperbolic node representation learning. Figure 3 shows our collaborative reinforcement learning framework with two agents to solve the multi-objective optimization problem, where the Adaptive Curvature Exploration Agent (ACE-Agent) explores the curvature for better hyperbolic representation space and Hyperbolic Graph Neural Network Agent (HGNN-Agent) learns the node representations in the hyperbolic space with the selected curvature.

A. Adaptive Curvature Exploration Agent (ACE-Agent)

Owing to the properties of hyperbolic logarithmic mapping and Riemannian optimization [19], the range of curvature updating is fairly small during the learning process (our experiments confirmed this phenomenon in Section V). Therefore, it is difficult to update it as a learning parameter using back-propagation in the HGNN model. To address this issue, we design an Adaptive Curvature Exploration Agent (ACE-Agent), which adaptively explores the optimal curvature under the reinforcement learning framework for each HGNN layer. Formally, we define the state, action, and reward of the ACE-Agent as follows.

**ACE-Agent State $S_{t, ACE}$**: Since the curvature directly indicates the hyperbolic embedding space, we define the state of ACE-Agent of epoch $t$ as:

$$S_{t, ACE} = (\zeta_{1}^{t-1}, \ldots, \zeta_{L}^{t-1})$$

where $(\zeta_{1}^{t-1}, \ldots, \zeta_{L}^{t-1})$ are the explored curvatures of the last epoch, and $L$ is the number of layers of the model in HGNN-Agent. We take the state when the reinforcement learning terminates as the explored optimal curvature.

**ACE-Agent Action $A_{t, ACE}$**: To minimize the embedding distortion in Eq. (4) and explore the optimal curvature, we take the deviation from the Parallelogram Law to estimate the embedding distortion and use the deviation from the Parallelogram Law to estimate the optimal curvature, we take the average value as the new estimated curvature.

**ACE-Agent Reward Function $R_{t, ACE}$**: We define the reward of ACE-Agent directly based on the performance on the specific task comparing with the last state:

$$R_{t, ACE} = \mathcal{M}(h^{c,t}) - \mathcal{M}(h^{c,t-1})$$

where $h^{c,t}$ is the hyperbolic embedding vector with $c$ and $\zeta$ is the evaluation metric of the downstream task.
The exponential mapping with curvature $K$ transforms and aggregates the neighbours' hidden feature of the previous layer $\ell - 1$ in the tangent space of the origin and then projects the result into a hyperbolic space with different curvatures:

$$h^{\ell} = \sigma^{\otimes^c} \left( \text{AGG}^c \left( \left( W^{\ell} \otimes^{c-1} h^{\ell-1} \right) \oplus^{c-1} b^{\ell} \right) \right),$$

where $\otimes^c$ and $\oplus^c$ are the Möbius vector addition and scalar-vector multiplication \[16\], $\sigma^{\otimes^c}$ is the hyperbolic non-linear activation function, and $\text{AGG}^c$ is the hyperbolic neighborhood aggregation.

Next, we introduce the four operations (i.e., feature mapping, linear transformation, neighbor aggregation, and activation) of an HGNN layer with variable curvature in detail.

1. **Hyperbolic Feature Mapping with Variable Curvature.** For feature mapping from Euclidean space to hyperbolic space, we can perform the exponential mapping with curvature $K = -1/\zeta^2$ to transform the node features according Eq. (3) as:

$$h^{c}_{i} = \exp^{c}_{0} (x) = \exp^{c}_{0} ((0, x)),$$

where $x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n$ is a vector in Euclidean space, $(0, x) = (0, x_1, x_2, \ldots, x_n)$ satisfies the Lorentzian scalar product $(0, x) \cdot (0, x) = 0$. The feature mapping from a hyperbolic space with curvature parameter $\zeta$ to another hyperbolic space with $\zeta'$ is $h^c_{i} = \exp^{c}_{0} \left( \log^{c}_{0} (h^c_{i}) \right)$.

2. **Hyperbolic Linear Transformation.** HGNNs leverage the exponential and logarithmic mapping to perform Euclidean transformations in the tangent space $\mathbb{T}^{\zeta^c}_{0}$ in global Euclidean transformations in the tangent space $T^{\zeta^c}_{0}$ to $h^{c}_{i}$ in the tangent space of each center point, and then map the average node embeddings $h^{c}_{n}$ in the tangent space of each center point, and then map the average node embeddings back to the hyperbolic space by exponential mapping as introduced in Section III. In this way, HGNNs can directly perform the Euclidean attention mechanism in tangent space, and the attention based aggregation in hyperbolic space can be defined as follows:

$$w_{ij} = \text{softmax}_{j \in N(i)} \left( \text{MLP} \left( \log^{c}_{0} \left( h^{c}_{n,i} \right) \right) \right),$$

$$\text{AGG}^{c}_{n,i} = \exp^{c}_{n,i} \left( \sum_{j \in N(i)} w_{ij} \log^{c}_{0} \left( h^{c}_{n,j} \right) \right).$$

3. **Hyperbolic Activation with Variable Curvature.** Similar to the above operations, HGNNs also extend the Euclidean non-linear activation function to the hyperbolic space $\mathbb{H}^n$ by using the tangent space $T^{\zeta^c}_{0}$. We use the tangent space of the origin $\mathbb{T}^{\zeta^c}_{0}$ shared across hyperboloid...
Algorithm 1: ACE-HGNN

**Input:** Graph $G$; Number of training epochs $E$; Initial curvature parameter $c_0$ for each HGNN encoding layer; Exploration probability $\epsilon$.

**Output:** Predicted result of the downstream task.

```plaintext
for $t = 1, 2, \ldots, E$ do
    Get state $S_t^t = (\epsilon_{HGNN}^t, \epsilon_{ACE}^t)$;
    Take an action $A_t^t$ by the $\epsilon$-greedy policy;
    // HGNN-Agent
    Calculate node embeddings $h_{HGNN}^{c,t}$ by Eq. (14);
    Get reward $R_{HGNN}^t$ for HGNN-Agent by Eq. (21);
    // ACE-Agent
    Calculate node embeddings $h_{ACE}^{c,t}$ by Eq. (12);
    Get reward $R_{ACE}^t$ for ACE-Agent by Eq. (13);
    // Update both agents
    Update best policy for each agent $\pi_{HGNN}^t(S_t)$ and $\pi_{ACE}^t(S_t)$ by Eq. (23);
    Update HGNN-Agent and ACE-Agent via Nash Q-learning by Eq. (22);
end
```

The HGNN-Agent can interact with the ACE-Agent and learn different curvatures. Hence, the hyperbolic activation function $\sigma^{\langle c' \rangle}$ with variable curvature is:

$$
\sigma^{\langle c' \rangle}(h_{HGNN}^{n,c}) := \exp^{\langle c' \rangle} \left( \sigma^{c} \left( \log^{c}(h_{HGNN}^{n,c}) \right) \right). 
$$

Based on the above operations, we can build a multi-layer HGNN model as the architecture of HGNN-Agent. Then we formally define the state, action, and reward of the HGNN-Agent as follows.

**HGNN-Agent State** $S_{HGNN}^t$: HGNN-Agent aims to learn the optimal node representations in the hyperbolic space with the given curvature. We define the HGNN-Agent state as:

$$
S_{HGNN}^t = (\epsilon_{1}^{t-1}, \epsilon_{2}^{t-1}, \ldots, \epsilon_{L}^{t-1}), \tag{19}
$$

where $(\epsilon_{1}^{t-1}, \ldots, \epsilon_{L}^{t-1})$ are the curvatures of $t-1$ epoch from ACE-Agent, and $L$ is the layer number of the HGNN.

**HGNN-Agent Action** $A_{HGNN}^t$: The action of HGNN-Agent is defined as whether to update the learned embeddings by taking the new curvatures. Formally, the action space of HGNN-Agent is defined as:

$$
A_{HGNN}^t = \{\epsilon_{HGNN}^t \leftarrow \epsilon_{ACE}^t, \epsilon_{HGNN}^t \leftarrow \epsilon_{HGNN}^{t-1}\}. \tag{20}
$$

**HGNN-Agent Reward Function** $R_{HGNN}^t$: Same as the ACE-Agent, the reward of HGNN-Agent is also defined based on the performance improvement on the specific task comparing with the last state:

$$
R_{HGNN}^t = M(h^t) - M(h^{t-1}), \tag{21}
$$

where $M(\cdot)$ is the evaluation metric of the downstream task.

### C. Multi-Agent Learning with Nash Q-Learning

In this section, we introduce the collaborative learning of the HGNN-Agent and the ACE-Agent based on reinforcement learning. The objective is to converge the learning of the two agents to Nash equilibrium (i.e., all agents cannot independently update the learning result to improve the collaborative performance of the downstream task).

We leverage Nash Q-learning [20] to update the two agents and adopt an $\epsilon$-greedy policy with an exploration probability $\epsilon$ when taking actions. The ACE-Agent and HGNN-Agent share a global state $S$, and the Nash Q-learning optimization fits the Bellman optimality equation as follows:

$$
NashQ(S') = \pi_{HGNN}^t(S') \pi_{ACE}^t(S') Q_t(S'),
$$

$$
Q_t(S, A_{HGNN}^t, A_{ACE}^t) \leftarrow Q_t(S, A_{HGNN}^t, A_{ACE}^t) + \alpha (R_t^t + \beta NashQ_t(S') - Q_t(S, A_{HGNN}^t, A_{ACE}^t)), \tag{22}
$$

where $Q(\cdot)$ is the Q-function, $\alpha$ is learning rate, and $\beta$ is the discount factor.

If the HGNN-Agent and the ACE-Agent have reached Nash equilibrium, the RL algorithm will stop, and the curvature parameter $\zeta$ will keep fixed during the next training process.

$$
\pi_{HGNN}^t(S'), \pi_{ACE}^t(S') \leftarrow Nash(Q_{HGNN}^t(S'), Q_{ACE}^t(S')) \tag{23}
$$

where $\pi_{HGNN}^t$ and $\pi_{ACE}^t$ are the best policy of two agents, respectively. Intuitively, Eq. (23) means that the RL algorithm finds the optimal curvature. The overall algorithm is given in Algorithm 1.

### V. Experiments

In this section, we conduct comprehensive experiments to demonstrate the effectiveness and adaptability of ACE-HGNN on various datasets and tasks, and the results are shown in Table I. We further analyze the training efficiency, the embedding distortion, and the attention weights to investigate the expressiveness of ACE-HGNN.

#### A. Experimental Setup

**Datasets.** We use a variety of open datasets including citation networks (Cora [23], Citeseer [21], and Pubmed [24]), hypertext networks (WebKB [14]) and protein-protein interaction networks (PPI [25]). The dataset statistics are shown in Table II. Since focusing on the hierarchy of the graph, we compute the Gromov’s $\delta$-hyperbolicity [26–28] for each graph dataset, where $\delta$ can measure how tree-like a graph is. A smaller $\delta$ indicates the graph is more hyperbolic, and the graph becomes a tree when $\delta = 0$.

**Baselines.** We compare ACE-HGNN with a variety of baseline methods including neural network methods, Euclidean GNNs, and hyperbolic GNNs. For neural network methods, we consider Multi-Layer Perceptron (MLP)
in Euclidean space and HNN [16] in hyperbolic space. For Euclidean GNNs, we consider GCN [21], GAT [22], and GraphSAGE [1]. For hyperbolic GNNs, we consider HGCN [15] and $\kappa$GCN [14].

**Settings.** We set the common parameters as the number of layers $L=2$, the hidden layer and embedding dimension $dim=16$, $dropout=0.5$, the learning rate $lr$ varying from 1e-4 to 5e-4, and the weight decay is 5e-3. Especially, for the hyperbolic models (HNN, HGCN, $\kappa$GCN, and our ACE-HGNN), the initial curvature $\gamma_0=1$. The other parameters are set as the default values in their papers. For our ACE-HGNN, the $\epsilon$-greedy policy is set to 0.9 initially, and it decays in each epoch until reaching $\epsilon_{min}=0.1$, the weight parameter of estimated curvature $\gamma=0.2$, the learning rate of Q-Learning $\alpha$ varying from 0.2 to 0.9, and the discount factor $\beta=0.9$. We follow the dataset split setting in [15].

**B. Performance Comparison on Benchmark Datasets**

We evaluate our methods compared with baselines for two downstream tasks, link prediction (LP) and node classification (NC). Table I summarizes the performance of ACE-HGNN and the baseline methods on five datasets, where the best results are shown in bold and the second-best ones are underlined. We run five times and report the average results and standard deviations.

For the link prediction task, we sample a portion of nodes and edges from the network, marking them with identical numbers of positive tags and negative tags. We use Fermi-Dirac decoder [4], [11], a generalization of sigmoid, to compute the connection probability between two nodes. We utilize ROC-AUC score to measure the performance. Compared with the second-best results, ACE-HGNN improves the ROC-AUC of link prediction by 3.04% and 4.87% on Citeseer and PPI, respectively. For the node classification task, we directly classify nodes on the hyperboloid manifold using the hyperbolic multi-class logistic regression [16] and use the F1 score as the performance indicator. Compared with the second-best method, ACE-HGNN also improves the F1 score of node classification by 3.34% and 5.90% on Citeseer and Pubmed, respectively.

Overall, we can get the following observations: (1) Our ACE-HGNN shows satisfying representative ability and achieves the best average performance among all datasets. (2) Generally, previous hyperbolic models (HNN, HGCN, $\kappa$GCN, and our ACE-HGNN), the initial curvature $\gamma_0=1$. The other parameters are set as the default values in their papers. For our ACE-HGNN, the $\epsilon$-greedy policy is set to 0.9 initially, and it decays in each epoch until reaching $\epsilon_{min}=0.1$, the weight parameter of estimated curvature $\gamma=0.2$, the learning rate of Q-Learning $\alpha$ varying from 0.2 to 0.9, and the discount factor $\beta=0.9$. We follow the dataset split setting in [15].

**C. Further Analysis**

**Comparison of embedding distortion.** In Section III, we discuss embedding distortion caused by hyperbolic graph learning models. Here we utilize the global average of embedding distortion (Definition 1) to evaluate the distortions of benchmarks and our method on Cora and Pubmed. The average embedding distortions in link prediction task are shown in Figure 4 and a lower embedding distortion indicates better preservation of the graph structure. Obviously, ACE-HGNN has the lowest average embedding distortion among these models, indicating that the adaptive curvature exploration of our ACE-HGNN can effectively preserve the hierarchy of different graphs.
Analysis of learning efficiency. We plot the training process of ACE-HGNN to verify the effectiveness of the proposed reinforcement learning framework in Figure 5, where each plot shows the changing trend of ROC-AUC value on valid set in the LP task during the whole learning process. On each dataset, ACE-HGNN converges within a few hundred epochs. It is obvious that the performance of ACE-HGNN quickly rises to the best. For example, on the Cora dataset, ACE-HGNN in 39 epochs achieves equivalent performance to HGCN in 100 epochs, giving us around 2.56x speedup.

Analysis of curvature learning. Existing HGNNs mainly learn the curvature in two ways: using trainable curvature as a model parameter (as in HGCN) or estimating an optimal curvature by the statistics (as in $\kappa$GCN). The comparison results of the curvature learning process are shown in Figure 6. Note that the curvature of $\kappa$GCN is pre-estimated and keeps fixed during the learning process (the purple dashed line). Compared with HGCN, our RL-based ACE-HGNN can explore a larger scope of curvature in the learning process and converge to a better curvature. In addition, the curvature learned by ACE-HGNN finally converges near the estimated optimal curvature of $\kappa$GCN and is automatically fine-tuned to achieve better performance. We also observe that the curvatures of the two layers (ACE-HGNN$_1$ and ACE-HGNN$_2$) present a close relationship with competition and cooperation: (1) in several continuous epochs, the curvatures of two HGNN layers often choose opposite actions simultaneously or remain unchanged at the same time; (2) but on the scale of the entire training process, the overall trend of two layers is the same.

Embedding visualization. Figure 7 shows the embedding visualization of nodes in the test set of Cora using t-SNE [29], where the color of node indicates its class. We can observe that HGCN and ACE-HGNN cluster nodes in a better way on separation compared with GCN and GAT. In contrast to HGCN, our ACE-HGNN indicates higher intra-class similarity and clearer distinct boundaries among different classes. This phenomenon indicates that the hyperbolic spaces with inappropriate curvature are “underfitting” or “overfitting” to the topology of the graph, which may reduce the performance in downstream tasks.

Analysis of attention weight. To further illustrate the effect of curvature on aggregating neighbor information, we visualize the attention weights of HGNN-Agent neighbor aggregations on datasets with different $\delta$-hyperbolicity. Figure 8 shows the corresponding embeddings and attention weights in the 2-hop neighborhood of an example node (red). The color darkness denotes the hierarchy of nodes and the intensity of edges between the neighbours denotes the attention weights. We observe that the center nodes are more concerned about their (grand)parents on datasets with lower $\delta$. In contrast to Citeseer, the aggregations on Cora and WebKB pay more attention to the high hierarchy of nodes.

VI. RELATED WORK

A. Graph Neural Networks and Reinforcement Learning

Graph Neural Networks (GNNs) [1], [21], [22] are powerful deep representation learning methods for graphs and have been widely studied. Most of existing GNNs focus on preserving local topological information via neighbors or high-order proximity [1], [22], [30], walks [31], and motifs [32]. There are a few attempts to leverage RL to optimize the representation capability of GNNs on various
scenarios [8], [33]–[37]. However, they learn representations in Euclidean space and cannot effectively capture the hierarchical topological information, which is of vital importance in real-world graphs.

B. Hyperbolic Graph Representation Learning

Hyperbolic geometric space was introduced into complex networks earlier to represent the small-world and scale-free of complex networks [11], [38]. With high capacity and hierarchical-structure-preserving ability, hyperbolic space is recently introduced into graph neural networks [15], [17], [39]. To the best of our knowledge, only a few studies [13], [14] have discussed the correlation of the graph topological structure and curvature of non-Euclidean geometric embedding. These works are used to estimate the optimal fixed curvature through the statistics of the original graph data, and then applied to the learning model of hyperbolic graph representation.

VII. CONCLUSION

In this work, we propose ACE-HGNN, a novel adaptive curvature exploration hyperbolic graph neural network via multi-agent reinforcement learning. We are the first to introduce multi-agent reinforcement learning to hyperbolic graph representation learning. For graphs with different hierarchical structures and various downstream tasks, our multi-agent reinforcement learning based method can search an appropriate hyperbolic space with optimal curvature and learn good node representations simultaneously. Moreover, the adaptive curvature exploration can also intuitively give a reasonable interpretation of model learning, reflecting the model’s preference for graph feature or structure information. We hope that our work will inspire the future development of hyperbolic geometric representation learning.
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