Evaluation of Supervised Learning Models in Predicting Greenhouse Energy Demand and Production for Intelligent and Sustainable Operations
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Abstract: Plants need a specific environment to grow and reproduce in fine fettle. Nevertheless, climatic conditions are not stable and can impact their well-being and, consequently, harvest quality. Thus, greenhouse cultivation is one of the suitable agricultural techniques for creating and controlling the inside microclimate to be adequate for plant growth. The relevance of greenhouse control is widely recognized. The prediction of greenhouse variables using artificial intelligence methods is of great interest for intelligent control and the potential reduction in energetic and financial losses. However, the studies carried out in this context are still more or less limited and several machine learning methods have not been sufficiently exploited. The aim of this study is to predict the air conditioning electrical consumption and photovoltaic module electrical production at the smart Agro-Manufacturing Laboratory (SamLab) greenhouse, located in Albenga, north-western Italy. Different supervised machine learning methods were compared, namely, Artificial Neural Networks (ANNs), Gaussian Process Regression (GPR), Support Vector Machine (SVM) and Boosting trees. We evaluated the performance of the models based on three statistical indicators: the coefficient of correlation (R), the normalized root mean square error (nRMSE) and the normalized mean absolute error (nMAE). The results show good agreement between the measured and predicted values for all models, with a correlation coefficient R > 0.9, considering the validation set. The good performance of the models affirms the importance of this approach and that it can be used to further improve greenhouse efficiency through its intelligent control.
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1. Introduction

In recent years, the agricultural sector has undergone a clear and rapid evolution. The main objective is to make a compromise between the tremendously increasing food demand and decreasing natural resources while ensuring quality products. Protected agriculture has become more modern and competitive. Nowadays, it adopts innovative and impressive technologies that allow for a rational use of resources and a high yield and quality production. This cultivation technique that has become an integral part of agricultural activity allows for producing different kind of plants throughout the year and during the off season. However, it is an energy-intensive cultivation technique with an energy request around 40% of the total production cost [1]. Thus, efficient management can significantly contribute not only to minimizing the energy needs but also to increasing the yield and the quality of the product. The use of intelligent technologies to predict the microclimate inside a greenhouse and/or energy consumption can be of great importance to...
develop a good energy management strategy and to maintain the required inside air conditions for plant growth.

Currently, the agricultural sector faces a real revolution. The advent of technologies and the implementation of artificial intelligence (AI) play a key role in this revolution and have taken the agriculture framework to an advanced level [2]. Artificial intelligence (AI) can lead to real-time monitoring and decision making, which can be of considerable interest to further improve and develop this sector. Substantial research has been devoted to this target. Jha et al. [3] presented a comprehensive review of the present state of automation in agriculture and discussed the applications of Artificial Neural Networks (ANNs), machine learning (ML), and the Internet of Things (IoT) for precision farming. In another review paper, Patrício and Riederb [4] evaluated the approaches and the issues of computer vision and artificial intelligence applied to precision crops grain agriculture. Pantazi et al. [5] described in exhaustive manner different artificial intelligence methods and their applicability in precision farming. Artificial intelligence (AI) can be applied in protected agriculture in many ways, such as to maintain an adapted microclimate to the plant growth, to optimize the irrigation process, to properly apply pesticides and herbicides or to optimize the energy consumption.

To predict the agricultural greenhouses variables, different machine learning (ML) methods can be used. Artificial Neural Networks (ANNs) have been largely used to this purpose. Pahlavan et al. [6] analyzed ANNs with different architectures to predict the yield of basil greenhouses’ production in Isfahan province, Iran. The energy equivalent of human labor, diesel fuel, chemical fertilizers, farm yard manure, chemicals, electricity and transportation were fixed as inputs and the basil yield as output. In [6], a multilayer perceptron ANN with a 7-20-20-1 structure was considered as the best model with a coefficient of determination of 0.976, a root mean square error of 0.046 and a mean absolute error of 0.035. To model the greenhouse inner air humidity under the climatic conditions of northern China, He et al. [7] proposed an ANN model using a back-propagation (BP) training learning method based on the principal component analysis (PCA) method (to simplify network structure and the data samples). In their study, the accuracy of the model was evaluated using the coefficient of determination, and a value of 0.8842 was obtained in the validating phase. In another study, Uchida Frausto and Pieters [8] proposed an ANN with a vector containing the regressors of an auto-regressive model with exogenous variables (ARX). The proposed model was used to predict the air temperature inside a greenhouse based on the external air temperature and humidity, global solar radiation and sky cloudiness. Their findings show the importance of the selection of an adequate number of neurons in the hidden layer, given their impact on the prediction accuracy. According to the authors, an agreement up to 75% was found when using 20 neurons in the hidden layer, and it dropped to around 40% when using eight neurons in the hidden layer.

Furthermore, other methods can be used in predicting greenhouses variables. Taki et al. [9] studied the feasibility of controlling greenhouse climate conditions and energy consumption for a polyethylene greenhouse in the climatic conditions of Isfahan province, Iran. In their study, a comparison of ANN (multilayer perceptron (MLP) with radial basis function (RBF)) and Support Vector Machine (SVM) methods was conducted. The results showed that the RBF neural network model is more accurate in estimating the parameters inside the greenhouse and the energy exchange, with a range of root mean square error of about 0.07–0.12°C. In another work, Yu et al. [10] predicted the inside air temperature of a Chinese solar greenhouse using a Least Squares Support Vector Machine (LSSVM) optimized by the improved particle swarm optimization algorithm (IPSO). The LSSVM model showed suitable accuracy compared to standard SVM and back propagation ANN (BP-ANN), with a lower mean square error of about 0.0281. Zou et al. [11] predicted the inside air temperature and humidity of a solar greenhouse in the Institution Vegetable and Fruit of Chinese Academy of Agricultural Sciences using the convex bidirectional extreme learning machine (CB-ELM) method. This method showed the highest accuracy.
(root mean square error of about 1.4409°C and 2.4988% for temperature and relative humidity, respectively) compared to Bidirectional Extreme Learning Machine (B-ELM), Back Propagation Neural Network (BPNN), Support Vector Machine (SVM) and Radial Basis Function (RBF).

The use of machine learning methods for predicting greenhouse variables is of great interest to develop intelligent management strategies and reduce potential energetic and financial losses. Moreover, several machine learning methods have not been sufficiently exploited. This study focuses on predicting the air conditioning electrical consumption and the photovoltaic module electrical production that will make it possible to have a preliminary idea of the energy needs and resources of the greenhouse for a better management, and that can also help reduce some financial costs related to measurement and monitoring instrumentation. The prediction is performed using different supervised machine learning algorithms, namely, Artificial Neural Networks (ANN), Gaussian Process Regression (GPR), Support Vector Machine (SVM) and Boosting. We evaluated and compared the performance of the models based on three statistical indicators: the coefficient of correlation ($R$), the normalized mean absolute error (nMAE) and the normalized root mean square error (nRMSE).

2. Materials and Methods

2.1. Data Sets

In this study, the datasets used to build the studied models were provided by the monitoring system of the Smart Agro-Manufacturing Laboratory (SamLab) greenhouse [12]. This high-efficiency greenhouse is located in Albenga, Italy, and occupies an area of 151.47 m² with an even span shape (15.30 m length, 9.9 m width, 3.5 m eave height and 5.6 m roof-top height) and a glass envelop with a galvanized steel structure and aluminum frame (Figure 1). The greenhouse is equipped with passive technologies (operable windows and shading/reflecting system) and renewable energy systems (semi-transparent PV panels and a ground coupled heat pump, GCHP). A more detailed description of the greenhouse is presented in a previous investigation by the authors [13].

Figure 1. SamLab greenhouse.

2.2. Data Acquisition

The SamLab greenhouse is equipped with a complete data acquisition and monitoring system that measures and records different parameters related to the greenhouse systems and the inside climatic conditions. Many pressure, temperature and mass flow rate sensors allow acquiring a huge amount of hourly and sub hourly data. This data acquisition system is composed of different subsystems: the EcoForest Heat Pump (HP) Datalogger (webserver inside the HP), the Bbone Datalogger and the Raspberry Datalogger; as
presented in Figure 2. Moreover, external temperature and solar radiation, related to the selected time periods (March and mid-August to mid-September 2020), are used to train and validate the models. The data for the analyzed location (i.e., Albenga) are partially measured on site (temperature) and partially deduced from the "Liguria Region Agency for the Environment" webpage [14] (solar irradiance).

![Diagram](image)

**Figure 2.** SamLab greenhouse data acquisition and monitoring subsystems.

### 2.3. Description of the Models

The main goal of this study is to compare the performance of four methods in predicting the air conditioning electrical consumption and PV module electrical production. The following methods were attempted: ANN, GPR, SVM and Boosting. To reach this goal, the present study follows 3 steps, summarized as follows: random split of the dataset (70% for training and 30% for validation), implementation of the four different models, optimization of the chosen models' hyperparameters to improve their performance and comparison of the models' performance in terms of their statistical indicators (Section 2.4).

During the training phase, both input and output (training dataset) data are provided to the models so the models could learn from them. The validation dataset is inaccessible until the models are completely trained. The inputs of the validation dataset are used to predict the desired outputs, and they are compared to the actual outputs.

The models' hyperparameters, as parameters allowing for controlling the learning process, strongly affect their performance. In this study, for GPR, SVM and Boosting tree models, the selection of the optimal parameters was carried out by automatically trying different hyperparameter combinations based on an optimization scheme that aims to minimize the mean square error (MSE) of the model and returns the model using optimized hyperparameters. The optimal parameters depend on the predicted parameters.
2.3.1. Artificial Neural Networks, ANNs

Artificial Neural Networks (ANNs) are powerful methods that have shown their ability to solve complex nonlinear problems and determine the relationship between inputs and outputs. The fundamentals of ANNs were inspired by the structure of the human brain system [15].

In this study, a “back propagation” multi-layer perceptron neural network is used. The network architecture (2-10-1) is composed of one input layer with two neurons (external temperature and global solar radiation), one hidden layer with ten neurons and one output layer with one neuron (air conditioning electrical consumption or PV module production), as presented in Figure 3. The selected activation function is the hyperbolic tangent sigmoid function (Equation (2)).

\[ y = w_{ob}a(w_{oh}x + b_{h}) + b_{o} \]  
\[ a(w_{oh}x + b_{h}) = \frac{2}{1 + e^{-2(w_{oh}x + b_{h})}} - 1 \]  

where \( w_{ob} \) is the weights the matrix of the connections between the inputs and the hidden neurons, \( w_{oh} \) is the weights vector of the connections between the hidden and the output neurons, \( b_{h} \) is the vector of biases of the hidden neurons and \( b_{o} \) is the bias of the output neuron.

2.3.2. Gaussian Process Regression, GPR

Gaussian Process Regression is a powerful supervised machine learning method that showed its ability for learning and accurately predicting from a small dataset. It is an application of the Gaussian process to solve regression problems [16], defined as a collection of random variables in a way that any subset of them is jointly Gaussian. Furthermore, the Gaussian process could represent the distribution over a random function \( f(x) \) evaluated at any specific input \( x \in \mathbb{R}^{d} \). As presented in Equation (3) [17], the Gaussian process is specified by the mean function \( m(x) \) (Equation (4) [17]) and the kernel function, or the so-called covariance function \( k(x, x') \) (Equation (5) [17]).

\[ f(x) \sim GP(m(x), k(x, x')) \]
\[ m(x) = E[f(x)] \]  
\[ k(x, x') = E[(f(x) - m(x))(f(x') - m(x'))] = \text{cov}(f(x), f(x')) \]

Considering that \( \{x_i, y_i\}^N_{i=1} \in \mathbb{R}^d \times \mathbb{R} \) is the training dataset and \( \{x_i\}^N_{i=1} \in \mathbb{R}^d \) is the validation dataset, the distribution of Gaussian process functions is given in Equation (6) [17].

\[
\begin{bmatrix}
  f(x) \\
  f(x_i)
\end{bmatrix} \sim N\left( \begin{bmatrix}
  m(x) \\
  m(x_i)
\end{bmatrix}, \begin{bmatrix}
  k(x, x) + \sigma^2 I & k(x, x_i) \\
  k(x_i, x) & k(x_i, x_i)
\end{bmatrix} \right)
\]

(6)

where \( \sigma^2 \) is a GP hyper-parameter, indicating the covariance noise.

2.3.3. Support Vector Machine (SVM)

The Support Vector Machine regression method is derived from the early support vector machine developed to solve classification problems [18]. This method seeks a function that roughly maps the variation of the actual output parameters from the input parameters based on a training sample. The best function is the hyperplane that gathers a maximum number of points (Figure 4). Then, the model becomes able to predict the variation of the output parameters from a new dataset containing only the input parameters.

\[ f(x) = (w, x) + b \]

(7)

where \( w \) is a vector and \( b \) is a scalar. Support vector regression aims to find the best hyperplane characterized by \( w^* \) and \( b^* \) that minimize the overall gap between \( f \) and \( y_i \) and giving a better fitting model (Equation (8) [19]).

\[
(w^*, b^*) = \arg \min_{w, b} \sum_{i=1}^{N} (y_i - (w, x_i) - b)^2
\]

(8)
2.3.4. Boosting

Boosting is one of the competitive ensemble methods based on gathering multiple learners into an aggregate predictor that undoubtedly expands the domain of solutions [20]. Furthermore, each learner is individually different from the other, making it possible to extract different relationships from a given dataset, which will yield much better results than a single individual predictor. Thus, it leads to a long training time (long simulation time). The particularity of Boosting compared to the other techniques of ensemble methods is that each learner seeks to correct the weaknesses of the previous one by an iterative approach, reducing the bias, as presented in Figure 5.

![Boosting trees model](image)

**Figure 5.** Boosting trees model.

Considering that \( \{x_i, y_i\}_{i=1}^{N} \subset \mathbb{R}^d \times \mathbb{R} \) is the training dataset and \( \{x_i, \hat{y}_i\}_{i=1}^{N} \subset \mathbb{R}^d \) is the validation dataset, \( M \) is the regression trees model and \( e \) is the residual in Equations (9) and (10) [21].

\[
y_i = M_i(x_i) + e_i \quad \text{(9)}
\]
\[
e_i = y_i - M_i(x_i) \quad \text{(10)}
\]

The residual is modeled with a second model \( M_2 \) and then associated to the previous one. The goal is to compensate for the deficiency of \( M_1 \) for a better prediction, as presented in Equations (11) and (12) [21]. The same applies for the residual \( e_2 \).

\[
e_i = M_2(x_i) + e_2 \quad \text{(11)}
\]
\[
y_i = M_1(x_i) + M_2(x_i) \quad \text{(12)}
\]

2.4. Performance Analysis

In order to assess the performance of the studied methods in predicting the desired outputs, three of the statistical indicators widely used in the literature are employed to compare the predicted and measured values: the coefficient of correlation \( R \), the normalized root mean square error \( nRMSE \) and the normalized mean absolute error \( nMAE \).
these indicators are calculated based on Equations (13), (14) and (15) [22], respectively. Normalized values of MAE and RMSE are used to prevent the dataset scale dependency [23].

\[
R = \frac{\sum_{i=1}^{n} (M_i - \overline{P})(P_i - \overline{P})}{\sqrt{\sum_{i=1}^{n} (M_i - \overline{M})^2 \sum_{i=1}^{n} (P_i - \overline{P})^2}} \times 100
\]

(13)

\[
nRMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (P_i - M_i)^2} \times 100
\]

(14)

\[
nMAE = \frac{1}{M} \sum_{i=1}^{n} |P_i - M_i| \times 100
\]

(15)

where \( P_i \) and \( M_i \) are the \( i \)th predicted and measured values, and \( \overline{P} \) and \( \overline{M} \) are their mean values, respectively. The coefficient of correlation \( (R) \) measures the strength of the relationship between predicted and measured values; when the paces of the curves are similar, the correlation coefficient \( R \) is close to one. The normalized root mean square error \( (nRMSE) \) allows for evaluating the dispersion of the predicted values in respect to the measured ones. Finally, the normalized mean absolute error \( (nMAE) \) allows for measuring the absolute error between the predicted and measured values, which could help evaluate the model’s accuracy. When the values of both \( nRMSE \) and \( nMAE \) are close to zero, the models are considered better.

3. Results and Discussions

In this section, the main results obtained in predicting the air conditioning electrical consumption and PV module electrical production are presented. The performance of each model in predicting the outputs (air conditioning electrical consumption, PV module electrical production) are evaluated for each studied machine learning method, namely, ANN, GPR, SVM and Boosting. For all models, the dataset is randomly split into two subsets using the “Holdout” method. The first one (70%) has been used to train the model and the second one (30%) has been used to validate the model.

3.1. Prediction of the Air Conditioning Electrical Consumption

Figures 6 and 7 present the curves of variation of the air conditioning electrical consumption, during the month of March and from mid-August to mid-September, respectively, using the four studied machine learning methods. The graphs show that the predicted values have good agreement with the measured ones, with coefficients of correlation in the validation phase and for the month of March of about 92.46% for ANN, 91.57% for GPR, 90.76% for SVM and 91.17% for Boosting. For the period from mid-August to mid-September, the coefficients of correlation are around 94.01%, 96.21%, 94.05% and 95.96% for ANN, GPR, SVM and Boosting, respectively.
Figure 6. Measured and predicted air conditioning electrical consumption for the month of March (validation set).
The results obtained for the period from mid-August to mid-September are much better than those obtained for the month of March. This could be explained by the fact that during summer days, the external temperature and solar radiation (inputs of the models) are the main parameters influencing the microclimate inside a greenhouse and could be sufficient in predicting its air conditioning electrical consumption. On the contrary, during the month of March, other climatic parameters are more intensive and can influence the greenhouse microclimate, e.g., wind, precipitation and sky cloudiness. GPR outperforms all evaluated models in predicting the air conditioning electrical consumption in the period from mid-August to mid-September. For the month of March, the ANN model slightly outperforms the other models. Table 1 summarizes the statistical indicators ($R$, nRMSE and nMAE) of the models in predicting the air conditioning electrical consumption in the month of March and from mid-August to mid-September.

Table 1. The models' performance in predicting the air conditioning electrical consumption (March, mid-August to mid-September).

| Output                  | Period          | Model   | Training          | Validation         |
|-------------------------|-----------------|---------|-------------------|-------------------|
| Air conditioning        | March 2020      | ANN     | 2-10-1            | $R$ (%) | nRMSE (%) | nMAE (%) | $R$ (%) | nRMSE (%) | nMAE (%) |
| electrical consumption  |                 | GPR     | $\sigma = 1.5$   | 97.8712 | 18.8831    | 10.8624 | 92.4610 | 12.9642 | 5.321    |
|                         |                 | SVM     | $\epsilon = 6.35$| 91.2684 | 24.4969    | 15.0304 | 91.5676 | 15.7289 | 6.4811   |
|                         |                 | Boosting| 36 learners       | 91.6594 | 22.6429    | 13.6338 | 91.1679 | 16.8750 | 6.4712   |
| Mid-August/             |                 | ANN     | 2-10-1            | 97.6209 | 24.9683    | 13.6470 | 95.0121 | 15.0257 | 5.3083   |
| Mid-September 2020     |                 | GPR     | $\sigma = 4.7$   | 96.3606 | 19.6298    | 10.5916 | 96.2057 | 12.8562 | 4.9058   |
3.2. Prediction of PV Module Electrical Production

Figures 8 and 9 present the curves of variation of the PV module electrical production, during the month of March and from mid-August to mid-September, respectively, using the four studied machine learning methods. The graphs show that the predicted values have a good agreement with the measured ones, with coefficients of correlation in the validation phase and for the month of March of about 96.12% for ANN, 92.38% for GPR, 91.29% for SVM and 91.88% for Boosting. For the period from mid-August to mid-September the coefficients of correlation are around 96.33%, 94.21%, 93.55% and 94.13% for ANN, GPR, SVM and Boosting, respectively.

Figure 8. Measured and predicted PV module electrical production for the month of March (validation set).
Comparing the coefficients of correlation and considering the validation sets, the ANN model outperforms the studied models in predicting the PV module electrical production, in both periods, especially for the month of March. The ANN model is followed by GPR, then Boosting trees and finally, the SVM method. As for the prediction of the air conditioning electrical consumption, the models have better performance in predicting the PV module electrical production during the period of mid-August to mid-September; the same explanation as stated previously could be provided. Table 2 presents the models’ performance in predicting the PV module electrical production in the month of March and from mid-August to mid-September.

Table 2. The models’ performance in predicting PV module electrical production (March, mid-August to mid-September).

| Output                  | Period               | Model       | Training | Validation |
|-------------------------|----------------------|-------------|----------|------------|
|                         |                      |             | $R$ (%)  | $nRMSE$ (%)| $nMAE$ (%) |
| PV module electrical production | March 2020          | ANN 2-10-1 | 97.3864  | 33.1328    | 20.9530    |
|                         |                      | GPR $\sigma = 3.97$ | 92.6129  | 42.7174    | 21.9206    |
|                         |                      | SVM $\epsilon = 0.7150$ | 92.7159  | 42.7893    | 20.7340    |
|                         |                      | Boosting 39 learners | 94.1176  | 35.9266    | 19.7293    |
| Mid-August/Mid-September 2020 | ANN 2-10-1         | 97.6136  | 30.0094  | 16.1551    | 96.1150    |
|                         |                      | GPR $\sigma = 4.41$ | 95.0153  | 24.9565    | 18.9918    |
|                         |                      | SVM $\epsilon = 7.65$ | 95.3025  | 23.6884    | 12.2957    |
|                         |                      | Boosting 36 learners | 95.0063  | 21.5596    | 13.7941    |

3.3. Comparison and Analysis

The normalized root mean square error (nRMSE) is also a good statistical indicator in evaluating the models’ performance. In this study, the nRMSE varies between 12.86%...
(prediction of the air conditioning electrical consumption in the period from mid-August to mid-September using the GPR model) to 24.72% (prediction of the PV module electrical production in the month of March using the Boosting trees method), as presented in Figure 10a. According to several studies [23–25], the selected models have acceptable to good performances (10% < nRMSE < 30%). The nRMSE values vary from 12.96% to 22.05% for the ANN, from 12.86% to 21.50% for the GPR, from 15.48% to 23.34% for the SVM and from 13.83% to 24.72% for the Boosting trees method.

Figure 10b shows the variation of the nMAE in predicting the air conditioning electrical consumption and the PV module electrical production using the four machine learning methods (ANN, GPR, SVM, Boosting). The values vary from 4.91% (prediction of air conditioning electrical consumption in the period of mid-August to mid-September using the GPR method) to 10.02% (prediction of PV module electrical production during the month of March using the ANN method). In addition, for the nMAE, it should be highlighted that the values obtained in the prediction of the outputs during the month of March are much better than those obtained in the period of mid-August to mid-September.

As a general conclusion, the best performance is obtained when using the ANN and GPR models. Moreover, the SVM method has shown moderate performance. On the contrary, the Boosting trees has good performance in the training phase, but it decreases considerably in the validation phase compared to the other methods. Indeed, the basis on which the Boosting trees method is based can lead to over-fitting and the model also learns the noise of the measurements. This problem can be more noticeable when the size of the dataset is small, which is the case in this study. This explains the relatively low performance obtained using the Boosting trees method compared to the other methods. Furthermore, it must be noted that the training time of the Boosting trees method is longer than that of the others.

4. Conclusions

The prediction of a greenhouse's microclimate and its energy uses is of great interest and can be used to adequately manage needs and resources. It can also be useful to apply preventive measures avoiding extreme indoor climate parameters and protecting crops
from damage. This study focuses on predicting the air conditioning electrical consumption and the photovoltaic module electrical production based on different supervised machine learning methods, namely, Artificial Neural Networks (ANNs), Gaussian Process Regression (GPR), Support Vector Machine (SVM) and Boosting. We compared the performance of the models based on three statistical indicators: the coefficient of correlation ($R$), the normalized mean absolute error (nMAE) and the normalized root mean square error (nRMSE).

The four considered models have acceptable to good performances with $10\% < nRMSE < 30\%$. The prediction of both air conditioning electrical consumption and PV module electrical production showed better performance in the period of mid-August to mid-September compared to those obtained in the month of March. This can be explained by the fact that in the period of March, the greenhouse microclimate and the PV module production are influenced by weather parameters other than external temperature and solar radiation (wind velocity, precipitations, sky cloudiness, etc.). On the contrary, during the period of mid-August to mid-September, the external temperature and solar radiation can be considered as the major influencing weather parameters.

Considering the three statistical indicators, the ANN and GPR methods showed the best performances, while the Boosting method had the worst performance. It can be concluded that Boosting can lead to over-fitting, especially when a small dataset is available, and has a longer training time. In fact, the model also learns the noise of the measurements, which decreases its performance in the validation phase. Thus, the ANN and GPR methods can be recommended for controlling the greenhouse microclimate and predicting its energy uses with a small dataset.

The good performance of the models proves the interest of implementing this approach in the greenhouse for an intelligent control system. Thus, it will further improve the efficiency of the greenhouse by having a preliminary idea of its energy needs and resources. In addition, this will reduce some financial charges related to measurement and monitoring instrumentation.
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Nomenclature

| Abbreviation | Description                                      |
|-------------|--------------------------------------------------|
| ANN         | Artificial Neural Network                        |
| $b$         | Bias                                             |
| $e$         | Residuals                                        |
| GPR         | Gaussian Process Regression                      |
| HVAC        | Heating, Ventilation and Air Conditioning        |
| $k$         | Kernel function                                  |
| $M$         | Measured                                         |
| ML          | Machine learning                                 |
| nMAE        | Normalized mean absolute error (%)               |
| nRMSE       | Normalized root mean square error (%)            |
| $P$         | Predicted                                        |
$R$ \hspace{1cm} Coefficient of correlation (%)

SamLab \hspace{1cm} Smart Agro-Manufacturing laboratory

SVM \hspace{1cm} Support Vector Machine

$w$ \hspace{1cm} Weight

$x$ \hspace{1cm} Inputs

$y$ \hspace{1cm} Outputs

$\epsilon$ \hspace{1cm} Deficiency of the model

$\sigma^2$ \hspace{1cm} Covariance noise
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