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Abstract

Discriminative unsupervised learning methods such as contrastive learning have demonstrated the ability to learn generalized visual representations on centralized data. It is nonetheless challenging to adapt such methods to a distributed system with unlabeled, private, and heterogeneous client data due to user styles and preferences. Federated learning enables multiple clients to collectively learn a global model without provoking any privacy breach between local clients. On the other hand, another direction of federated learning studies personalized methods to address the local heterogeneity. However, work on solving both generalization and personalization without labels in a decentralized setting remains unfamiliar. In this work, we propose a novel method, FedStyle, to learn a more generalized global model by infusing local style information with local content information for contrastive learning, and to learn more personalized local models by inducing local style information for downstream tasks. The style information is extracted by contrasting original local data with strongly augmented local data (Sobel filtered images). Through extensive experiments with linear evaluations in both IID and non-IID settings, we demonstrate that FedStyle outperforms both the generalization baseline methods and personalization baseline methods in a stylized decentralized setting. Through comprehensive ablations, we demonstrate our design of style infusion and stylized personalization improve performance significantly.

Introduction

Deep learning models are growing exponentially over the demand on endless data. In a centralized setting, all data is accessible to train a deep learning model at a massive scale. However, with the emerging of edge devices, it is more desirable to train a small-sized deep learning model on local training data and aggregate local models to form a global model for a new deployment. McMahan et al. (2017) proposes federated learning that enables multiple local clients to collectively train a global model in a iterative updating process without sharing local training data between clients. By labelling each example generated on a local device, federated learning has demonstrated competitive performances on various computer vision tasks (Li et al. 2019; Liu et al. 2020; Long, Shelhamer, and Darrell 2015). However, manually labeling all data from numerous local devices is increasingly expensive and concerns users with privacy issue. This substantial requirement leaves most of data on local devices unlabeled. Additionally, data collected and accessible locally is very user-centered, which induces high data heterogeneity across devices due to distinctive user style and preference. Figure 1 depicts the learning process on user-centered unlabeled data in a distributed environment.

In the absence of labeled training data, Self-Supervised Learning (SSL) has been developed to pretrain a model with unlabeled data and learn visual representations that are well-generalized to downstream tasks. Discriminative and generative self-supervised methods received growing attentions in recent years (Chen et al. 2020a,b; Donahue and Simonyan 2019; Gidaris, Singh, and Komodakis 2018; Jaiswal et al. 2020; Zhang, Isola, and Efros 2016; He et al. 2022). Contrastive learning has become the most popular discriminative SSL method that either computes InfoNCE (Oord, Li, and Vinyals 2018) on positive and negative examples (Chen et al. 2020a,b) or predicts projected latent of only positive examples (Grill et al. 2020; Chen and He 2021; Zbontar 2020; Long, Shelhamer, and Darrell 2015).
The success of the contrastive learning on visual datasets engenders research and study about applying such a method to other formats of data, such as audio data (Saied, Grangier, and Zeghidour 2021) and medical data (Mohsenvand, Izadi, and Maes 2020). However, the effectiveness of the method in a distributed environment seeks further study. Applying contrastive learning in a distributed system with stylized local data poses two core challenges. First, without any supervision, learning a generalized global model is more difficult when all local data is diverse in distribution and limited in volume. Second, while securing a generalized global model, customizing personalized local models is also harder when local data is dispersed not only in class distribution but also in style. These two obstacles require completely different treatments to resolve. Generalization involves a strong regularization to align different local models whilst personalization weakens such regularization to promote customized fit on local dispersed data.

Figure 2: Intuition of style infusion to improve representations via contrastive learning.

In this work, we address both generalization and personalization of the federated unsupervised representation learning with the utilization of local style information. In (Von Kügelgen et al. 2021), authors assume that an image is generated by a content factor \((c)\) and a style factor \((s)\). The authors further prove that, under a self-supervised learning framework, the feature extractor learns content-identifiable representations that are robust to augmentations applied (upper part of Figure 2). Based on this argument, our intuition is that a locally extracted image feature is a product of a generalized content feature \((h_c)\) and a personalized style feature \((h_s)\). During self-supervised learning, the content feature is infused with locally extracted style features so that the learned representation is also robust to this latent distortion (lower part of Figure 2). Since every client has its own style and preference, infusing extracted local style features into global content features and facilitating personalized features in a decentralized setting become feasible to achieve good results in both generalization and personalization. We propose Federated with Style (FedStyle) via training a local style feature extractor and combining a content feature extracted via a local content model with the style feature to generate a style-infused representation for contrastive learning. This incorporation of style and content features empowers the local content models to be robust to local distortion in addition to other image-level distortions applied for contrastive learning (Chen et al. 2020a). With local models robust to local distortions, a generalized global model robust to various distortions can be aggregated. When deploying on downstream tasks, apart from the generalized content feature, a stylized content feature is also used to promote personalization.

With extensive experiments, we evaluate the effectiveness of FedStyle in terms of generalization and personalization under both IID and non-IID data distributions. To simulate user-centered data style, we evaluate FedStyle on three different data types: 1. Digit consisting MNIST (Deng 2012), USPS (Hull 1994), and SVHN (Netzer et al. 2011); 2. Office Home (Venkateswara et al. 2017) consisting Art, Clipart, Product, and Real World styles; 3. Adaptiope (Ringwald and Stiefelhagen 2021) consisting Synthetic, Product, Real Life styles. FedStyle delivers a more generalized global model than the FedAvg baseline and achieves higher personalized accuracy than personalized federated algorithms: FedRep (Collins et al. 2021), FedPer (Arivazhaghan et al. 2019), FedProx (Li et al. 2020), APFL (Deng, Kamani, and Mahdavi 2020), and Ditto (Li et al. 2021).

Related work

Unsupervised Representation Learning. URL, aims to learn generalized data representations from unlabeled data. Self-supervised Learning (SSL) designs pretext tasks based on either easily constructed labels (discriminative) or reconstructions of original data (generative). Before the surge of contrastive learning, discriminative SSL methods train on manually constructed labels such as colors (Zhang, Isola, and Efros 2016), rotations (Gidaris, Singh, and Komodakis 2018), positions of split patches (Noroozi and Favaro 2016), etc. Contrastive Learning. CL, relies on a simple idea that different views of the same data example should be as similar as possible. In other words, the representation of an image should be robust to any distortions applied to the image’s appearance. Many CL approaches compute the InfoNCE loss (Oord, Li, and Vinyals 2018). Minimizing the loss pulls representations of similar/positive examples closer and pushes representations of dissimilar/negative examples further in the latent space. Chen et al. (2020a) formulates augmented views of the same image as positive examples and all other representations in a mini training batch as negative examples. Chen et al. (2020b) recognizes the same positive examples but adopts a memory bank to store many momentum-updated representations as negative examples. Other CL methods exclude the notion of negative examples and only predict positive representations from a projected view (BYOL (Grill et al. 2020) and SimSiam (Chen and He 2021)) or reduce redundancy in the feature dimension space (Barlow Twin (Zbontar et al. 2021)).

Federated Unsupervised Representation Learning. FURL, adapts URL in a distributed system that learns a common representation model without supervision while preserving data privacy. Federated Learning allows selected local models to be trained on local data and aggregates these local models to form a global model in an iterative communication process. In the absence of labeled data, unsupervised representation learning such as contrastive learning is applied to the distributed system. However, simply aggregating...
local models causes deterioration in performances due to local data heterogeneity and small local training size. Methods have been developed to mitigate the deterioration. FedCA (Zhang et al. 2020) utilizes a dictionary storing representations from clients to address the heterogeneity and an alignment model trained on a public dataset on the server to address the misalignment. FedU (Zhuang et al. 2021) modifies BYOL that only updates the predictor of the local model if the divergence from the previous communication round is below a certain threshold. He et al. (2021) explores the flexibility of centralized CL methods in the distributed system and emphasizes the personalization of local models by updating global parameters locally and updating local parameters separately. Wu et al. (2021) proposes the fusion of features from other clients to reduce the false negative ratio and feature space matching of neighboring clients to alleviate misalignment. Nonetheless, these methods may violate the user privacy protocol as they share information between local clients, or they require extraneous architecture for each client, which increases the memory burden at clients’ ends. Furthermore, the aforementioned methods do not address both global generalization and local personalizations and do not apply to more than one contrastive learning algorithm.

**Personalized Federated Learning.** PFL, focuses on better local performances with auxiliary local architecture or information. Aggregating diverse local models trained on heterogeneous data causes a slow convergence of the global model and results in poor local performances. Multitask-learning-based PFL (Dinh et al. 2021; Marfoq et al. 2021) trains a personalized model for each client by considering each client as a different task and computing similarity between pairwise client relationships. Clustering-based PFL (Sattler, Müller, and Samek 2020; Briggs, Fan, and Andras 2020) clusters local models based on group-level client relationships and adapts new client models based on the clusters. Meta-learning-based PFL (Fallah, Mokhtari, and Ozdaglar 2020; Khodak, Balcan, and Talwalkar 2019) adapts the global model to a personalized model by finetuning locally. However, the aforementioned types of PFL require extra computational power to compute similarity or finetuning, and this requirement slows down the learning process. Without labeled data, unsupervised learning expects an even longer training time to yield good performance. Model-based PFL learns a global model for the common knowledge while learning local models for local knowledge. To learn the local model only requires regularization to the global model or partial local model update on the fly. FedPer (Arivazhagan et al. 2019) only updates the base of the global model at local ends while finetunes the MLP classifier locally. FedRep (Collins et al. 2021) trains the encoder and the classifier separately for different local epochs and only aggregates the local base encoders on the server. APFL (Deng, Kamani, and Mahdavi 2020) learns a convex mixture of a local and a global model as the personalized model. FedProx (Li et al. 2020) regularizes the local model to the current global model to avoid fast divergence while allowing the local model to converge better on local data. Ditto (Li et al. 2021) extends FedProx by optimizing the global model locally and regularizing the local model to the optimized global model. We compare with these model-based PFL methods as the proposed method includes a style model as the local model and the training involves two models.

**Federated with Style (FedStyle)**

Under a decentralized system with unlabeled local data, we adapt unsupervised representation learning to train a generalized global model. Figure 3 demonstrates three components of the proposed method. We propose to extract local style information by contrasting local original images with sobel filtered images (3a). We propose to improve the generalization of the global model by importing the style information for a style infusion (3b) that is beneficial to unsupervised representation learning. And we propose improve personalization of the local models via stylized content features (3c) that are tailored to local heterogeneous data. Additionally, we provide an analysis of the effectiveness of proposed style-infused loss on learning better representations.

**Problem Setting** In a distributed system, there are N clients. The current global model weight is updated to a set {C} containing α portion of total clients at each communication round. Each selected client, k ∈ {C}, trains a model with weights w_k on local data D_k for E_l local epochs. After local training, the selected clients send w_k to the server, and the server aggregates it as a global model with weights w. This process is repeated for E_g communication rounds. The overall goal is to minimize:

$$\min_w \mathcal{L}(w) = \frac{1}{n} \sum_{k=1}^{n} \mathcal{L}_k(w, D_k),$$  \hspace{1cm} (1)$$

where \( \mathcal{L}_k(w, D_k) \) is the local loss of client k on data distribution D_k. In this problem, we assume each D_k has an user style s_k. The federated unsupervised representation learning approach trains a local content model to compute a local loss and averages local content models on the server. Algorithm 1 outlines the overall process of federated unsupervised representation learning.

**Algorithm 1: Federated unsupervised representation learning algorithm.** * denotes a federated learning method (FedAvg, FedRep, FedProx, FedPer, APFL, Ditto, FedStyle)

**Input:** Server global model, w. Number of clients, N. Client local models, w_k. Local data distribution, D_k. Communication rounds, E_g. Local training epochs, E_l. Client sample ratio, α. Method arguments, args.

1: Initialize \( w, w_k, k \in \{1, N\} \).
2: for round = 1 : E_g do
3: Sample \( K = \lfloor \alpha \times N \rfloor \) clients set \{C\}.
4: for i ∈ \{C\} do
5: LocalUpdate_i(w, w_i)
6: for epoch = 1 : E_l do
7: minimize \( L_i \leftarrow \text{LocalTraining}_i(w_i, D_i, \text{args}_i) \)
8: end for
9: end for
10: \( w = \sum_{k \in \{C\}} \frac{1}{|D_k|} w_k \) // global aggregate
11: end for
Local style extraction

We propose to extract local style information for each client by contrasting original local data with a Sobel filtered (Kanopoulos, Vasanthavada, and Baker 1988) data which is a strong augmentation with a consistent and distinctive style. (Figure 3a as a visual description). This consistent style serves as a reference across clients to isolate user styles without sharing local information. Each client is equipped with a style model, $f_w$, and a style projector, $g_w$, to extract a style representation $z_s$ from each data $x$. $z_s = g_w(f_w(x))$. To contrast local style $s_k$ with the Sobel filtered style, we compute a supervised InfoNCE loss to separate local style representations from the Sobel style representations. Furthermore, InfoNCE maximizes the mutual information between data with the same local style (Tschannen et al. 2019) hence the extracted style representations contain as much local information as possible. The style loss of a mini-batch $x_B \sim D_k$ is:

$$L_{style} = \sum_{x_i \in x_B} \sum_{i \neq j, i,j = 1} \frac{1}{2B-1} \left[ \exp(z_i \cdot z_j / \tau) - \exp(z_i \cdot z_j / \tau) \right] + \log \sum_{n=1}^{2B} \left[ \exp(z_i \cdot z_n / \tau) \right]$$

where $B = |x_B|$, $z_i = g_w(f_w(x_i))$ and $\tau$ is a temperature term. Each image $x_i$ in the mini-batch is processed via a Sobel filter and this doubles the total number of images in the mini-batch. In the end, $2B$ images have two styles with an equal number. Minimizing (2) will maximize the similarity between representations of the same style. A detailed style extraction procedure is listed in Algorithm 2.

Algorithm 2: Local style extraction algorithm.

\textbf{Input}: Local style model, $f_{w_k}$. Local style projector, $g_{w_k}$. Local data distribution, $D_k$. Local style extraction epochs, $E_s$.

1: \textbf{for} epoch=1:$E_s$ \textbf{do}
2: \textbf{for} mini batch $x_B \sim D_k$ \textbf{do}
3: \textbf{for} $x_i \sim x_B$ \textbf{do}
4: \quad $s_{i,k} \sim f_{w_k} (x_i)$, $s_{sobel,i} = f_{w_k} (\text{Sobel}(x_i))$
5: \textbf{end for}
6: \textbf{end for}
7: \textbf{end for}
8: \textbf{end for}

Local style infusion for contrastive learning

With a style model, each client can extract local style for each local data point. By infusing the extracted local style feature with the generalized content feature, we allow the content model to be also robust to local style distortion. Therefore, we can obtain a more generalized global model when aggregating improved local content models. The process is described in Figure 3b. To combine the style feature with the content feature and generate a style-infused content feature, we apply a non-linear MLP as a generator $G_w$ that takes the concatenation of the content feature and the style feature as inputs. $h_w' = G_w(\text{concat}(h_w^1, h_w^2))$. The style-infused feature is passed to the content projector, $g_w$, and we compute a style-infused unsupervised loss based on the output of $g_w$. The total loss of local training is:

$$L = L_{unsup}(g_w(h_w^1), g_w(h_w^2)) + \lambda \times L_{unsup}(g_w(h_w^1'), g_w(h_w^2'))$$

where $L_{unsup}$ can be any general contrastive learning algorithm (SimCLR, MoCo, SimSiam, BYOL, Barlow Twins,
Algorithm 3: Local style infusion algorithm.

**Input:** Local content model, $f_{wc,k}$. Local content projector, $g_{wc,k}$. Local style model, $f_{ws,k}$. Local generator, $G_{ws,k}$. Local distribution, $D_k$. Local unsupervised loss, $L_{unsup}$. Scale on style-infused loss, $\lambda$.

1. freeze $f_{ws,k}$
2. for mini batch $x_B \sim D_k$ do
3. for $x_i \sim x_B$ do
4. $h_{s,i} \leftarrow f_{ws}(x_i)$, $h_{sobel,i} \leftarrow f_{ws}(\text{Sobel}(x_i))$
5. $x_1^s, x_2^s \leftarrow \text{Augmentations}(x_i)$
6. $h_{c,i}^s \leftarrow f_{wc}(x_1^s)$, $h_{c,i}^r \leftarrow f_{ws}(x_2^s)$
7. $h_{c,i}^w \leftarrow G_{ws}(\text{concat}[h_{c,i}^s, h_{s,i}])$
8. $h_{c,i}^g \leftarrow G_{wc}(\text{concat}[h_{c,i}^w, h_{sobel,i}])$
9. end for
10. $g_{w,c} \leftarrow \text{backward}(L_{unsup}(g_{w,c}(h_{c,g}^s), g_{w,c}(h_{c,g}^r)))$
11. $+ \lambda \times L_{unsup}(g_{w,c}(h_{c,g}^s), g_{w,c}(h_{c,g}^r)))$
12. end for

etc.), and $\lambda$ is a scale factor modulating the effect on the style-infused unsupervised learning loss. A detailed algorithm is outlined in Algorithm 3. The clients in FedStyle only transmit local content models to the server. The overall FedStyle algorithm is listed in Algorithm 4.

Algorithm 4: FedStyle algorithm

1. Initialize $w, w_{s,k}, w_{c,k}, w_{g,k}, k \in [1 : N]$.
2. Algorithm 2($w_s,k,D_k,E_k$), $k \in [1 : N]$.
3. for round = 1 : $E$ do
4. Sample $K = \lceil \alpha \times N \rceil$ clients set $\{C\}$.
5. for $i \in \{C\}$ do
6. $w_{c,i} \leftarrow w$
7. for epoch = 1 : $E_i$ do
8. Algorithm 3($w_{c,i}, w_{s,i}, w_{g,i}, D_i, \lambda$)
9. end for
10. end for
11. $w = \sum_{k \in \{C\}} \frac{1}{|D_k|} w_{c,k}$
12. end for

Personalizing with stylized content feature

For personalized downstream tasks, apart from the learned generalized content feature, we also impart the stylized content feature for the tasks (4). By adding the stylized content feature, the linear classifier can learn more customized variations of the image content feature and hence identify the object more correctly. The stylized content feature serves as an additional augmentation that is tailored to local data. For the personalization linear evaluation, we optimize the generator along with the linear classifier.

$$h = h_c + G_{ws}(\text{concat}[h_c, h_a])$$  (4)

Analysis of style-infused representation

During the training of FedStyle, we introduce style-infused representations to compute an additional unsupervised loss in (3). Like the first part of the total loss, the second unsupervised loss trains the content model to learn invariant features between two representations infused with different local styles. In (Von Kügelgen et al. 2021), authors prove that self-supervised learning with data augmentations trains the model to approximate an inverse of a function that simulates the generation process of an image from a content factor and a style factor. The image generation process is assumed to be a smooth and invertible function of the content, $c$, and the style, $s$, $x = F(c, s)$. The global minimum of the unsupervised loss $L_{unsup}(g_{ws} \circ f_{ws}(x^1), g_{ws} \circ f_{ws}(x^2))$ is reached when $g \circ f$ is approaching the smooth inverse function of $F$. And the content factor is identifiable from the extracted representation through $g \circ f$. In other words, the $g \circ f$ is learning invariant features that are robust at identifying the content factor. However, representation collapse can happen when $g \circ f$ is not invertible. With different constraints like architecture regularizations (batch norm layer or deeper network (Fetterman and Albrecth 2020)) to maximize the output entropy of the $g \circ f$, the collapse can be prevented. Similar to the argument, we assume that the image representation in the latent space, $z$, is a product of the content feature, $h_c$, and the style feature, $h_s$. $z = F(h_c, h_s)$. We deploy the generator, $G$, so that $g \circ G$ is approximating the $F'$ and the content feature is identifiable from the style-infused representation by minimizing the second part of (3). Since this generation process takes place in a low-dimensional latent space, $F'$ can be approximated by two simple networks ($g$ and $G$ are both two-layer MLPs). However, since $g \circ G$ is not invertible, a strong emphasis (large $\lambda$) on the second unsupervised loss can cause $G$ to collapse due to the weak architecture regularization. With both unsupervised losses, the local content model learns robust representations that are invariant to local distortions in the latent space as well as various augmentation distortions on the original data.

**Experiments**

**Datasets** We run experiments on three different data types that each has different number of styles of same objects: Digit (MNIST, USPS, SVHN), Office Home (Art, Clipart, Product, Real World), and Adaptope (Synthetic, Product, Real Life). Detailed information on each data type is listed in the Appendix. Since Office Home and Adaptope do not have designed training and testing splits, we run 4 random trials\(^1\) with different training and testing splits (0.7/0.3 training/testing split) and report the average performance. In IID settings, each client has the same amount of samples across classes, and the total number of images for each client is the same so that local models are optimized with the same training steps. In non-IID settings, the amount of samples in each class on each client is sampled from a Dirichlet distribution parameterized by the concentration $\beta$ (see Appendix), and all clients have the same amount of total images.

**Federated learning settings** Both local style model and local content model are ResNet18 (He et al. 2016), and the projector and the generator are two-layer MLPs (Haykin 1994) with the ReLU activation. The hidden dimension of the MLPs is set to 256 by default, and the output dimension is set to 128. We run $E_g = 100$ communication rounds, and $E_c = 5$ local epochs. $\alpha = 1.0$ when there is only one client for each style, and $\alpha = 0.5$ when there are $\{5, 10\}$ clients.

\(^1\)Random seeds 2011, 2015, 2021, 2022
for each style. For the FedStyle setting, $E_s = 10$ and $\lambda$ is listed in the result table. The input size of Digit datasets is 32 by 32 and other data types is 224 by 224. For other personalized federated learning methods, the adaptation to federated unsupervised representation learning and the setting are described in Appendix.

We use the SGD optimizer with a learning rate of 0.1 for all approaches. The batch size for all experiments is 64. For unsupervised learning methods, we apply SimCLR (Chen et al. 2020a) and SimSiam (Chen and He 2021) since these two methods only require one content model. Hence the memory requirement for each client is minimized. Note that SimSiam has an additional two-layer MLP predictor. The temperature term $\tau = 0.07$ for all InfoNCE loss functions.

**Evaluations and Results**

We evaluate both generalization and personalization by linear evaluation. We follow (Zhuang et al. 2021) for the linear evaluation in a decentralized setting. To evaluate the generalization ability of the aggregated global model, the global model is fixed and a linear classifier is trained on all data in each style dataset and evaluates the Top-1 accuracy on the corresponding testing data. To evaluate the personalization ability of a local model, FedStyle fixes both the local content model and local style model and follow (4) to extract local features. Other baseline methods fix local model(s) to extract local features. The linear classifier is trained on local data only and evaluates the Top-1 accuracy on the corresponding testing data in each style dataset.

**Single client in each style dataset** In this setting, each style dataset has only one client and all clients are sampled with an equal amount of unlabeled data. We only evaluate the IID setting where there is no heterogeneity in user preferences (class distributions). In Table 1, we present the Top-1 accuracy of the proposed method and baseline methods. Although in digit data type the improvement is limited, FedStyle is consistently performing better than FedAvg baseline in terms of generalization ability. In terms of personalization ability, FedStyle works better than all baseline methods in almost all datasets, and on average it achieves the highest accuracy in both SimCLR and SimSiam contrastive learning variations. In digit data type, the improvement is significant in the SVHN dataset. We deduce the reason is that SVHN is a more realistic dataset and hence the style is more dynamic compared to MNIST and USPS datasets. So introducing style-infused representations as additional distortions improves the content model more. The improvement of FedStyle shown in Table 1 suggests the effectiveness of the proposed method when there is heterogeneity in user styles.

**Multiple clients in each style dataset** Next we evaluate all methods on a slightly larger scale of federated learning. We perform the linear evaluation when there are 5 clients in each style dataset for Office Home and Adaptope data types and 10 clients in Digit data type with considerations of the size of each data type. We also evaluate all methods in both IID (Homogeneous) and two non-IID (Heterogeneous @ $\beta = 0.2$ and @ $\beta = 0.8$) settings. As shown in Table 2 and 3, the overall improvement seems less significant w.r.t the single client setting for all three data types. This is because that only half of the clients are selected at each communication round. On average, each client is only trained for 250 epochs on fewer data. Under an SSL framework, a larger data size and longer training time are essential to achieve better performance. However, there are cases where FedStyle outperforms baselines to a larger extent. The overall performance of FedStyle in multi-client IID and non-IID settings is the best in terms of generalization and personalization. This consistent improvement suggests that FedStyle works at a larger scale where the data is heterogeneous in both style and preference.

**Ablation studies**

**Stylized content feature**

The benefit of the stylized content feature while deploying the downstream tasks is to improve personalization. By imparting both generalized and stylized content features, the combined feature results in better performance. We quantify this benefit by comparing the performances with only the generalized feature (shown in the right figure). With multiple clients for each style dataset, the personalization performance is averaged over {Ho,He@0.2,He@0.8}. With only the generalized content representation, the performance drops slightly but still is better than other baseline methods since the local content model itself is improved. With the addition of a stylized content feature, the combined feature is more customized to local data and hence delivers better performance.

**Style feature under non-IID data distribution** We visualize the distributions of extracted style features, $\mathbf{l}_s$, of all clients using t-SNE (Van der Maaten and Hinton 2008). As illustrated in Figure 4, the relative positions of style features extracted from all clients are consistent across different settings. This suggests that the features extracted via the local style model are consistent with the local style. The shape/distribution of the same client is different across different styles and distributions.
This page discusses the use of FedStyle to address the generalization of the global model and personalization of the local models in a user-centered decentralized system with unlabeled data. It explores the effect of the style-infused loss on the learned representations, runs experiments with $\lambda = \{0.01, 0.10, 0.50, 1.00, 5.00, 10.0\}$, and reports average linear evaluations on Office Home @ 1 client and Adaptilope @ 1 client in Table 4. For SimCLR, with $\lambda$ too large, personalizing with the generator $G$ fails and collapses due to the weak architecture regularization. The case of SimSiam, both personalization and generalization deliver much lower accuracy when large $\lambda$ is applied. SimSiam still works to some extent under large $\lambda$ because it regularizes the output entropy of the model via stop-gradient operation while $\lambda$ is applied.

**Conclusion**

In this paper, we propose FedStyle to address the generalization of the global model and personalization of the local models in a user-centered decentralized system with unlabeled data. We propose to extract local style information to improve the global generalization and stylize the content feature to encourage local personalization. We provide an analysis of the effectiveness of style infusion in enhancing the robustness of the learned representation. The proposed method extends to multiple contrastive learning frameworks.

---

**Table 1:** Linear evaluations on generalization and personalizations when each style dataset has 5 clients.

| Style extraction time | FedStyle | FedProx | FedAvg | FedRep | FedPer |
|------------------------|----------|---------|--------|--------|--------|
| 0.50                   | 0.540    | 0.512   | 0.615  | 0.649  | 0.651  |
| 1.00                   | 0.546    | 0.354   | 0.624  | 0.638  | 0.692  |
| 5.00                   | 0.534    | 0.201   | 0.552  | 0.566  | 0.566  |

**Table 2:** Linear evaluations on generalization and personalizations when each style dataset has 10 clients.

| Style extraction time | FedStyle | FedProx | FedAvg | FedRep | FedPer |
|------------------------|----------|---------|--------|--------|--------|
| 0.50                   | 0.540    | 0.512   | 0.615  | 0.649  | 0.651  |
| 1.00                   | 0.546    | 0.354   | 0.624  | 0.638  | 0.692  |
| 5.00                   | 0.534    | 0.201   | 0.552  | 0.566  | 0.566  |

**Table 3:** Linear evaluations on generalization and personalizations when each Digit style dataset has 10 clients.

| Style extraction time | FedStyle | FedProx | FedAvg | FedRep | FedPer |
|------------------------|----------|---------|--------|--------|--------|
| 0.50                   | 0.540    | 0.512   | 0.615  | 0.649  | 0.651  |
| 1.00                   | 0.546    | 0.354   | 0.624  | 0.638  | 0.692  |
| 5.00                   | 0.534    | 0.201   | 0.552  | 0.566  | 0.566  |

**Table 4:** Effect of $\lambda$ on representations.

When $E_0 = 0$, there is only biased noise infused with the content feature. Though this allows the content model to be robust to biased noise in the latent space, there is an improvement when the trained style feature is infused instead of biased noise. Figure on the right shows such improvement when style extraction time increases to 10 and 100 epochs. For SimCLR, prolonging the style extraction time too long only improves the performance slightly. For SimSiam, increasing style extraction time to 100 epochs results in better performance. But prolonging the style extraction time too long only improves the performance slightly. For SimSiam, increasing style extraction time to 100 epochs results in better performance. But
In various controlled decentralized settings, FedStyle addresses data heterogeneity caused by heterogeneous user preference and styles.
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Information on datasets

We run experiments on the three data types. Each data type consists of different styles of same objects. This simulates the distinctive user style in a distributed system. The detail of each data type is listed in the Table 5. To sample equal number of images for each style dataset in a data type, the average number of total training images in all style datasets is sampled (duplicate sampling if necessary).

| Data types | Style datasets | # object classes | # images      |
|------------|----------------|------------------|---------------|
| Digit      | MNIST/SVHN/USPS| 10               | 70k~110k/10k  |
| Office Home| Art/Clipart/Product/Real World | 65 | ~24k~44k/44k~44k |
| Adaptiope  | Synthetic/Product/Real Life  | 125 | 12.3k/12.3k/12.3k |

Table 5: Dataset information

Non-IID sampling

To sample different proportions of object classes in each client, we use a Dirichlet distribution with concentration $\beta$ to determine the number of each class to be sampled. A larger $\beta$ means a more even distribution among classes. Figure 5 shows examples of data distributions with different concentrations for different data types.

Adapting personalized methods for federated unsupervised representation learning

We adapt all baseline methods (FedAvg, FedProx, FedRep, Fedper, APFL, and Ditto) to the federated unsupervised learning since these methods are originally proposed to solve supervised problems. The workflow for all methods is as illustrated in Algorithm 1, but details in args, $LocalUpdate()$, and $LocalTraining$ are different and will be described in the following sections. Note that $w$ consists of weights in a feature extraction model $f$ and weights in a feature projector $g$. The default settings for parameters used in the experiments is listed in the [args] for each method.

$$LocalUpdate(w, w_k)$$

**FedAvg**

1: $w_k \leftarrow w$

**FedRep, FedPer**

1: $w_k \leftarrow w^* \text{ for } \forall i \in f$

**FedProx, APFL, Ditto**

1: $w_{k,g} \leftarrow w$ // Store $w$ temporally as $w_{k,g}$

$$LocalTraining(w, D_k, args_*)$$

**FedAvg, FedPer [args: None]**

1: Initialize optimizer
2: for $x_{1B} \sim D_k$ do
3: for $x_i \sim x_{1B}$ do
4: $x_{1B}^1, x_{1B}^2 \leftarrow Augmentations(x_i)$
5: $h_{i1} \leftarrow f_{w_{i1}}(x_{i1}^1), h_{i2} \leftarrow f_{w_{i2}}(x_{i2}^2)$
6: $z_{i1} \leftarrow g_{w_{i1}}(h_{i1}), z_{i2} \leftarrow g_{w_{i2}}(h_{i2})$
7: end for
8: $w_k \leftarrow \text{backward}(\mathcal{L}_{unsup}(z_{i1}^B, z_{i2}^B))$
9: end for

**FedRep [args:None]**

1: for epoch $= 1 : E_l$ do
2: Initialize optimizer, freeze $f_{w_{ik}}$
3: for $x_{1B} \sim D_k$ do
4: for $x_i \sim x_{1B}$ do
5: $x_{1B}^1, x_{1B}^2 \leftarrow Augmentations(x_i)$
6: $h_{i1} \leftarrow f_{w_{ik}}(x_{i1}^1), h_{i2} \leftarrow f_{w_{ik}}(x_{i2}^2)$
7: $z_{i1} \leftarrow g_{w_{ik}}(h_{i1}), z_{i2} \leftarrow g_{w_{ik}}(h_{i2})$
8: end for
9: $g_{w_{ik}} \leftarrow \text{backward}(\mathcal{L}_{unsup}(z_{i1}^B, z_{i2}^B))$
10: end for
11: end for
12: for epoch $= 1 : E_l$ do
13: Initialize optimizer, freeze $g_{w_{ik}}$
14: for $x_{1B} \sim D_k$ do
15: Repeat 4-8.
16: $f_{w_{ik}} \leftarrow \text{backward}(\mathcal{L}_{unsup}(z_{i1}^B, z_{i2}^B))$
17: end for
18: end for

Figure 5: The data distribution of each client using non-IID data partition. The color bar denotes the number of data samples. Each rectangle represents the number of data samples of a specific class in a client.
APFL \(\text{args} : \alpha = 0.5, w_{k,g}\)
1: Initialize optimizers
2: for \(x_{B} \sim D_k\) do
3: for \(x_i \sim x_{B}\) do
4: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
5: \(h_{i,g}^1 \leftarrow f_{w_{k,g}}(x_1^i), h_{i,g}^2 \leftarrow f_{w_{k,g}}(x_2^i)\)
6: \(z_{i,g}^1 \leftarrow g_{w_{k,g}}(h_{i,g}^1), z_{i,g}^2 \leftarrow g_{w_{k,g}}(h_{i,g}^2)\)
7: \(h_i^1 \leftarrow f_{w_k}(h_1^i), h_i^2 \leftarrow f_{w_k}(h_2^i)\)
8: \(z_i^1 \leftarrow g_{w_k}(h_i^1), z_i^2 \leftarrow g_{w_k}(h_i^2)\)
9: \(\hat{z}_i^1 \leftarrow \alpha \times z_{i,g}^1, \hat{z}_i^2 \leftarrow \alpha \times z_{i,g}^2\)
10: \(\hat{z}_i \leftarrow (1 - \alpha) \times z_i^1 + (1 - \alpha) \times z_i^2\)
11: end for
12: \(w_{k,g} \leftarrow \text{backward}(L_{\text{unsup}}(z_1^B, z_2^B))\)
13: \(w_k \leftarrow \text{backward}(L_{\text{unsup}}(z_{1,B}^B, z_{2,B}^B))\)
14: end for

FedProx \(\text{args} : \mu = 0.2, w_{k,g}\)
1: Initialize optimizer
2: for \(x_{B} \sim D_k\) do
3: for \(x_i \sim x_{B}\) do
4: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
5: \(h_i^1 \leftarrow f_{w_k}(x_1^i), h_i^2 \leftarrow f_{w_k}(x_2^i)\)
6: \(z_i^1 \leftarrow g_{w_k}(h_i^1), z_i^2 \leftarrow g_{w_k}(h_i^2)\)
7: end for
8: \(w_k \leftarrow \text{backward}(L_{\text{unsup}}(z_1^B, z_2^B) + \frac{\mu}{2}||w_k - w_{k,g}||^2)\)
9: end for

Ditto \(\text{args} : \mu = 2, w_{k,g}\)
1: for epoch = 1 : \(E_l\) do
2: Initialize optimizer
3: for \(x_{B} \sim D_k\) do
4: for \(x_i \sim x_{B}\) do
5: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
6: \(h_{i,g}^1 \leftarrow f_{w_{k,g}}(x_1^i), h_{i,g}^2 \leftarrow f_{w_{k,g}}(x_2^i)\)
7: \(z_{i,g}^1 \leftarrow g_{w_{k,g}}(h_{i,g}^1), z_{i,g}^2 \leftarrow g_{w_{k,g}}(h_{i,g}^2)\)
8: end for
9: \(w_{k,g} \leftarrow \text{backward}(L_{\text{unsup}}(z_{1,B,g}^B, z_{2,B,g}^B))\)
10: end for
11: end for
12: for epoch = 1 : \(E_l\) do
13: Initialize optimizer
14: for \(x_{B} \sim D_k\) do
15: for \(x_i \sim x_{B}\) do
16: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
17: \(h_i^1 \leftarrow f_{w_k}(x_1^i), h_i^2 \leftarrow f_{w_k}(x_2^i)\)
18: \(z_i^1 \leftarrow g_{w_k}(h_i^1), z_i^2 \leftarrow g_{w_k}(h_i^2)\)
19: end for
20: \(w_k \leftarrow \text{backward}(L_{\text{unsup}}(z_1^B, z_2^B) + \frac{\mu}{2}||w_k - w_{k,g}||^2)\)
21: end for
22: end for
Information on datasets

We run experiments on the three data types. Each data type consists of different styles of same objects. This simulates the distinctive user style in a distributed system. The detail of each data type is listed in the Table 1. To sample equal number of images for each style dataset in a data type, the average number of total training images in all style datasets is sampled (duplicate sampling if necessary).

| Data types         | Style datasets       | # object classes | # images       |
|--------------------|----------------------|------------------|----------------|
| Digit              | MNIST/SVHN/USPS      | 10               | ~70k/100k/10k  |
| Office Home        | Art/Cigar/Product/Real World | 85              | ~24k/24k/24k   |
| Adaptiope          | Synthetic/Product/Real Life | 123             | 12.3k/12.3k/12.3k |

Table 1: Dataset information

Non-IID sampling

To sample different proportions of object classes in each client, we use a Dirichlet distribution with concentration $\beta$ to determine the number of each class to be sampled. A larger $\beta$ means a more even distribution among classes. Figure 1 shows examples of data distributions with different concentrations for different data types.

Adapting personalized methods for federated unsupervised representation learning

We adapt all baseline methods (FedAvg, FedProx, FedRep, FedPer, APFL, and Ditto) to the federated unsupervised learning since these methods are originally proposed to solve supervised problems. The workflow for all methods is as illustrated in Algorithm 2, but details in $\text{args, LocalUpdate}$, and $\text{LocalTraining}$ are different and will be described in the following sections. Note that $w$ consists of weights in a feature extraction model $f$ and weights in a feature projector $g$. The default settings for parameters used in the experiments is listed in the $\text{[args : ]}$ for each method.

LocalUpdate ($w, w_k$)

| Method   | Code | Description |
|----------|------|-------------|
| FedAvg   | $w_k \leftarrow w$ | Store $w$ temporarily as $w_{k, g}$ |
| FedRep, FedPer | $w_k^* \leftarrow w^*$ for $* \in f$ | |
| FedProx, APFL, Ditto | $w_{k, g} \leftarrow w$ | Store $w$ temporarily as $w_{k, g}$ |

LocalTraining ($w_k, D_k, \text{args}_*$)

| Method | Code | Description |
|--------|------|-------------|
| FedAvg, FedPer | $\text{args: None}$ | |

1: Initialize optimizer
2: for $x_{k} \sim D_k$ do
3: for $x_i \sim x_{k}$ do
4: $x^1_i, x^2_i \leftarrow \text{Augmentations}(x_i)$
5: $h^1_i \leftarrow f_{w_k}(x^1_i), h^2_i \leftarrow f_{w_k}(x^2_i)$
6: $z^1_i \leftarrow g_{w_k}(h^1_i), z^2_i \leftarrow g_{w_k}(h^2_i)$
7: end for
8: $w_k \leftarrow \text{backward}(\mathcal{L}_{unsup}(z^1_B, z^2_B))$
9: end for

FedRep | $\text{args: None}$ |
1: for epoch = 1 : $E_1$ do
2: Initialize optimizer, freeze $f_{w_k}$
3: for $x_{k} \sim D_k$ do
4: for $x_i \sim x_{k}$ do
5: $x^1_i, x^2_i \leftarrow \text{Augmentations}(x_i)$
6: $h^1_i \leftarrow f_{w_k}(x^1_i), h^2_i \leftarrow f_{w_k}(x^2_i)$
7: $z^1_i \leftarrow g_{w_k}(h^1_i), z^2_i \leftarrow g_{w_k}(h^2_i)$
8: end for
9: $g_{w_k} \leftarrow \text{backward}(\mathcal{L}_{unsup}(z^1_B, z^2_B))$
10: end for
11: end for
12: for epoch = 1 : $E_1$ do
13: Initialize optimizer, freeze $g_{w_k}$
14: for $x_{k} \sim D_k$ do
15: Repeat 4-8.
16: $f_{w_k} \leftarrow \text{backward}(\mathcal{L}_{unsup}(z^1_B, z^2_B))$
17: end for
18: end for
**APFL** \[\text{args : } \alpha = 0.5, w_{k,g}\]

1: Initialize optimizers
2: for \(x_B \sim D_k\) do
3: for \(x_i \sim x_B\) do
4: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
5: \(h_{1,g}^i \leftarrow f_{w_{k,g}}(x_1^i), h_{2,g}^i \leftarrow f_{w_{k,g}}(x_2^i)\)
6: \(z_{1,g}^i \leftarrow g_{w_{k,g}}(h_{1,g}^i), z_{2,g}^i \leftarrow g_{w_{k,g}}(h_{2,g}^i)\)
7: \(h_1^i \leftarrow f_{w_k}(x_1^i), h_2^i \leftarrow f_{w_k}(x_2^i)\)
8: \(z_1^i \leftarrow g_{w_k}(h_1^i), z_2^i \leftarrow g_{w_k}(h_2^i)\)
9: \(\hat{z}_1^i \leftarrow \alpha \times z_{1,g}^i \text{detach()} + (1 - \alpha) \times z_1^i\)
10: \(\hat{z}_2^i \leftarrow \alpha \times z_{2,g}^i \text{detach()} + (1 - \alpha) \times z_2^i\)
11: end for
12: \(w_{k,g} \leftarrow \text{backward}(L_{\text{unsup}}(z_1^B, z_2^B))\)
13: \(w_k \leftarrow \text{backward}(L_{\text{unsup}}(\hat{z}_1^B, \hat{z}_2^B))\)
14: end for

**FedProx** \[\text{args : } \mu = 0.2, w_{k,g}\]

1: Initialize optimizer
2: for \(x_B \sim D_k\) do
3: for \(x_i \sim x_B\) do
4: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
5: \(h_1^i \leftarrow f_{w_k}(x_1^i), h_2^i \leftarrow f_{w_k}(x_2^i)\)
6: \(z_1^i \leftarrow g_{w_k}(h_1^i), z_2^i \leftarrow g_{w_k}(h_2^i)\)
7: end for
8: \(w_k \leftarrow \text{backward}(L_{\text{unsup}}(z_1^B, z_2^B) + \frac{\mu}{2} ||w_k - w_{k,g}||^2)\)
9: end for

**Ditto** \[\text{args : } \mu = 2, w_{k,g}\]

1: for epoch = 1 : \(E_i\) do
2: Initialize optimizer
3: for \(x_B \sim D_k\) do
4: for \(x_i \sim x_B\) do
5: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
6: \(h_{1,g}^i \leftarrow f_{w_{k,g}}(x_1^i), h_{2,g}^i \leftarrow f_{w_{k,g}}(x_2^i)\)
7: \(z_{1,g}^i \leftarrow g_{w_{k,g}}(h_{1,g}^i), z_{2,g}^i \leftarrow g_{w_{k,g}}(h_{2,g}^i)\)
8: end for
9: \(w_{k,g} \leftarrow \text{backward}(L_{\text{unsup}}(z_{1,g}^B, z_{2,g}^B))\)
10: end for
11: end for
12: for epoch = 1 : \(E_i\) do
13: Initialize optimizer
14: for \(x_B \sim D_k\) do
15: for \(x_i \sim x_B\) do
16: \(x_1^i, x_2^i \leftarrow \text{Augmentations}(x_i)\)
17: \(h_1^i \leftarrow f_{w_k}(x_1^i), h_2^i \leftarrow f_{w_k}(x_2^i)\)
18: \(z_1^i \leftarrow g_{w_k}(h_1^i), z_2^i \leftarrow g_{w_k}(h_2^i)\)
19: end for
20: \(w_k \leftarrow \text{backward}(L_{\text{unsup}}(z_1^B, z_2^B) + \frac{\mu}{2} ||w_k - w_{k,g}||^2)\)
21: end for
22: end for