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Brand image assessment is a key step to reasonably quantify the value of a brand and has far-reaching significance for improving the competitiveness of an enterprise. With the rapid development of Internet technology, traditional questionnaires can no longer meet the current needs of brand image assessment. In this environment, the huge amount of fragmented consumer topic data provides a rich data resource and new research ideas for brand image assessment. Therefore, a brand image assessment method based on consumer sentiment analysis is proposed. First, a topic-based brand image cognitive label extraction method is proposed by setting language rules, aggregation rules, and ranking rules according to the characteristics of online topic data. Then, the fusion of cognitive labels and deep features is performed by fusing the deep features extracted from word vectors. Finally, a supervised learning support vector machine is selected as the sentiment classification model. The experimental results show that based on the obtained important cognitive labels, enterprises are able to better understand the unique attributes that consumers have for the brand; the feature fusion approach is better evaluated and can accurately reflect consumers’ views on brand image and quantified as brand score.

1. Introduction

With the rapid development of the global market, various brands are becoming more and more colorful, but the trend of product homogeneity is intensifying, leading to increasingly fierce competition among enterprises. For an enterprise to gain lasting vitality, it must have a clear and superior brand image. Brand image assessment is a key step in understanding brand image and is the first step in improving brand quality and developing brand communication strategies. Enterprises need a way to objectively assess their brand image. This will enable companies to better grasp consumers’ psychological perceptions and thus develop precise marketing strategies that vary from person to person and can provide support and more insight into future decisions. Internet technology has broken the traditional ecology of information dissemination and changed the previous way of information delivery. The traditional brand evaluation method based on a questionnaire survey can no longer meet the current demand for brand image evaluation.

In the new information communication ecology, user-generated content brings unprecedented opportunities and challenges for brand image mining [1–3]. Based on user-generated data, social networks can improve the feasibility, operability, and flexibility of brand image assessment. Analyzing the sentiment tendency of texts through natural language processing techniques for user-topic texts is a new trend in brand image assessment and has a very practical application value [4–8]. The task process of sentiment analysis includes sentiment feature extraction and sentiment classification. The first task of sentiment feature extraction is to find the words (features) that represent the user’s point of view and then classify the features for sentiment tendency [9–11]. From a psychological perspective, the brand image refers to the sum of consumers’ psychological feelings about the brand’s products and services. Brand image is divided into two main dimensions, one that is the user’s perception of the functional attributes of the brand and one that reflects the emotional value of the brand.

Consumer perception of a brand is the overall impression of the consumer of the brand [12]. The most basic
element of brand image assessment is brand perception. The explosive growth of topic texts provides a massive source of data for brand perception analysis. Therefore, this paper focuses on brand research through topic text sentiment analysis techniques, so as to extract the attributes of brands that consumers pay attention to. It also quantifies consumers’ attitudes toward brands into brand scores, so that companies can understand consumers’ views more intuitively and objectively, understand the strengths and weaknesses of brand images, and provide them with decision support for resource allocation and product strategy adjustment.

The rest of the paper is organized as follows: In Section 2, the related research is studied in detail, while Section 3 provides the detailed methodology of brand image cognitive label extraction. Section 4 provides the detailed brand image evaluation method based on a weighted fusion model. Section 5 provides the results and discussion. Finally, the paper is concluded in Section 6.

2. Related Research

Brand image theory was first proposed in the United States in the 1960s. After that, brand image theory has been developed continuously, and brand image is gradually interpreted as a collection of consumers’ perception of various elements and concepts of a brand. Brand image in general can be divided into two categories, one from the image visual elements and concepts of a brand. Brand image became clearer by using the Big Five personality theory to construct a brand personality theory.

From a psychological perspective, the brand image refers to the sum of consumers’ psychological feelings about a brand. Psychological image is divided into two main dimensions, one that is the user’s perception of the functional attributes of the brand and one that reflects the emotional value of the brand. The perception of functional attributes refers to the ability of the brand to satisfy functional needs [15]. For example, a car can fulfill the function of a substitute, and coffee can refresh the mind. Currently, defining brand image at the psychological level has been dominant in the field of related research. Sentiment analysis from a psychological perspective consists of two components: feature selection of texts and feature-based sentiment classification models. Early sentiment analysis was mainly based on a rule-based feature approach to classification. Recently, many researchers have started to study machine learning classification for sentiment analysis methods. Suhasini et al. [16] used a fusion of machine learning and rules for sentiment classification of microblog data with good results and solved the problem of sentiment classification of fuzzy words by combining rules and statistics. Kang et al. [17] compared plain Bayes, support vector machine (SVM), and Rocchio (ROC) classification models, where the second classifier effect is the best performance among the three. The above findings suggest that machine learning-based classification methods are more scalable, while rule-based classification methods need to be constrained by the corpus.

In this paper, we analyze massive topic sentiment data for brand evaluation and set language rules, aggregation rules, and ranking rules to extract consumers’ cognitive label (CL) of the brand. This cognitive label is used to achieve a shallow portrait of the brand. Meanwhile, the feature selection method incorporating deep features improves the evaluation effect of the classification model. Finally, a supervised learning support vector machine is selected as the sentiment classification model.

The main innovation points and contributions of this paper are as follows.

(1) A topic sentiment-based brand image cognitive analysis method is proposed to extract the features of topic text and improve the effect of the sentiment recognition algorithm. By regularizing the topic data (constraint rules), consumers’ cognitive labels of brands are extracted.

(2) In order to make up for the defect that shallow features cannot obtain complete semantic information, this paper introduces the method of fusing deep features, fusing shallow learning features with deep learning features to solve the problem of recognizing a large number of nonentity words in the text, enriching the set of features used by the classification algorithm, and improving the correct rate of text classification.

3. Brand Image Cognitive Label Extraction Based on Topic Sentiment

The effect of sentiment classification is crucial with feature selection, and this paper proposes a rule-based cognitive feature extraction method and aggregates cognitive labels with the help of a synonym dictionary and Jaccard similarity. Finally, the TF-MF model is applied to calculate the importance of cognitive labels.

3.1. Language Rules for Cognitive Label Extraction

Definition of cognitive label: users’ knowledge and understanding of brand connotation. For example, the Redmi Note, which positions itself in the low and midrange market, users’ cognitive labels of its brand are “within one thousand dollars,” “teenager,” “big screen,” “good pixel,” “lagging,” etc. In this paper, $w$ is used to denote the cognitive labels.
Let the corpus set \( T = \{ t_1, t_2, \ldots, t_n \} \), where \( t_i \) denotes a corpus instance. Different users use different lengths of utterances to express their feelings or experiences about a brand. In general, a single phrase may contain several aspects of a user’s perception of a brand. However, one aspect of the user’s perception of a brand is usually not in several phrases, but in a single phrase. For example, “It’s really good! The system is smooth, the screen is good, the performance is good, but unfortunately there is no transparent case. [Big Love] It’s really good!” In this corpus, the idea of “no transparent case” can only be expressed in one phrase. However, the phrase “smooth system, good screen, and good performance” contains the perceptions of “smooth system,” “good screen,” and “good performance.” The corpus is partitioned using the dot mark set \( D = \{ ?, ! \} \) to obtain a set \( S = \{ s_1, s_2, \ldots, s_m \} \) of phrases, where \( m > n \). We choose phrase \( s_j \) as the basic unit to extract the candidate cognitive labels.

After splitting the input text into a series of phrase collections \( S \), the traditional feature extraction view is to deal with adjectives. However, in addition to adjectives, nouns, adverbs, and verbs are often used to express opinions and perceptions. For example, “big” as an adjective is often used to modify nouns. If “big brand” is the user’s perception of the brand, then this noun phrase can be regarded as the user’s perception of a brand, then this noun phrase can be regarded as the user’s perception of a brand. In order to understand the importance of the acquired cognitive labels in the minds of consumers, the importance of the cognitive labels needs to be ranked. The entire corpus set is \( T \) and the set of tags appearing in this corpus is \( W^* \). The elements in the initial tag set \( W \) are replaced by representative elements in the same tag cluster. \( f_{w^*} \) denotes the number of occurrences of the word \( w^* \) in the corpus set \( T \) and \( B \) denotes the number of corpus containing the word \( w^* \) in the corpus set. Considering that \( w^* \) is already a label with actual meaning, the importance of the label \( w^* \) can be calculated according to the TF-MF model.

\[
\text{TFMF}(w^*) = \frac{f_{w^*}}{\sum_{w \in W} f_{w^*}} \times \log \left( \frac{B}{|T|} + 1 \right).
\]

An example of the TF-MF model is given as follows. Suppose the corpus set \( T \) has five different corpora.
training model is 5. The output results in a vector set of floating-point numbers and the vector values are normalized.

4.2. Emotion Classification Model with Feature Fusion. We fuse shallow cognitive label extraction and deep feature filtering to improve the accuracy of feature selection and optimize the classification results. Then, the training text is trained for classification using an SVM classifier, which we call CL-C-SVM.

The processing of text content in sentiment analysis can be reduced to the processing of a vector of a certain length. For the extracted cognitive labels, they can be represented in the form of one-hot. Each cognitive label represents a dimension, and a sentence may be represented by thousands of dimensions. The position of words that have appeared in the sentence is filled with 1, and the position corresponding to words that have not appeared is filled with 0. This allows the text data to be represented by a high dimensional 0-1 vectorization. The extracted cognitive labels and the word vectors from the training output are fused to generate new feature files, and the flow of feature fusion is shown in Figure 4.

4.3. Definition of Brand Image. For a brand, which contains a lot of products, products at the same time contain a lot of models, different models of goods in the e-commerce site, and a large number of sellers, thus generating a large number of topic comments data. The good or bad topic comments can represent the brand’s reputation to a certain extent. According to the principle of statistics, in the context of big data statistics, good or bad user word-of-mouth can be used as a standard for a high or low brand image, so the brand assessment given in this paper is defined as

\[
\text{score} = \sum_{i=0}^{m} w_{ij} - \sum_{i=0}^{n} w_{ij},
\]

where \(m\) denotes the number of positive comments and \(n\) denotes the number of negative comments. \(w_{ij}\) denotes the ranking of each cognitive label \(j\) in the sentence \(i\).

5. Experiment and Result Analysis

5.1. Data Selection and Preprocessing. Two competing cellphone brands, <Huawei mate50> and <Samsung Galaxy S22>, were selected for the experiment. Records about these two brands were searched on three online platforms, namely B2C e-commerce cell phone category comment information, Sina Weibo and Zhongguancun Online, and 10,000 records...
each were randomly selected as the experimental data set. Each corpus was segmented with the dot as the separator to obtain the basic unit phrases for label extraction. The NLPIR system was used for word segmentation and lexical annotation, and the deactivated words in the records were removed using a deactivated word list. The Huawei mate50 dataset has 27575 phrases, with a maximum of 163 words and a minimum of 1 word in the phrase, and an average...
length of 5 words. The Samsung Galaxy S22 dataset has 34563 phrases, with a maximum of 195 words and a minimum of 1 word, and each phrase has an average of 5 words. The overall distribution is shown in Figure 5.

5.2. Cognitive Labeling Analysis. Using the speech chain rule, the initial set of cognitive labels is obtained, and the results are shown in Table 2.

The above table shows that the initial cognitive labels extracted at this point are cluttered and disorganized. Next, critical information needs to be obtained through linguistic aggregation and importance ranking methods. Based on Jaccard similarity and synonym dictionary to calculate the similarity between tags, the initial cognitive tags are aggregated, the tags are ranked using TF-MF rules, and the top 5 tags are taken, as shown in Table 3.

From Table 3, it can be seen that the method in this paper can effectively extract the cognitive labels of consumers, so as to obtain the key elements of users’ perception of brand image. Through the method in this paper, it can help companies recognize their image in consumers’ mind and discover the most and least satisfied areas of users, thus providing strong support for subsequent brand image evaluation.

5.3. Classification Performance. The dataset was annotated manually and labeled with the review data sentiment classification as positive or negative reviews. The labeled data were divided into a training set and a test set in the ratio of 9:1. The classical IG (information gain)-SVM model was selected as the comparison algorithm to compare with the proposed CL-SVM and CL-C-SVM classification algorithms to verify their effectiveness. The metrics for evaluating the algorithms were chosen as accuracy rates commonly used in the field of natural language. The accuracy comparison of the different classification models is shown in Figure 6.

From the accuracy comparison shown in Figure 6, it is clear that the CL-C-SVM algorithm proposed in this paper has the best sentiment classification effect. By analyzing the data, the reason can be obtained that the choice of IG, CL, or feature fusion by the feature extraction algorithm leads to a large difference in the actual results. The fused features are more comprehensive and compensate the problem that shallow features cannot explain the meaning of a large number of non-CL words. Combining the shallow filtered CL with deeper features that contain more hidden meanings can improve the accuracy of feature selection.

5.4. Brand Image Evaluation Experiment. For the two cell phone brands, the results of brand image assessment using the CL-C-SVM model are shown in Table 4.

In order to conduct a manual and subjective assessment of brand image ratings, this paper adopted a user questionnaire + ranking approach. For the above two cell phone brands, 1000 online questionnaires were randomly distributed at the entrance of a large supermarket. The target audience was consumers who had used these two cell phone brands, and they were asked to rate these two cell phone brands. A score of 1 was set as a passing score, and the higher the score, the better the brand’s psychological impression on users. The scores and the number of people were multiplied to obtain the average score and normalized to within 1000, and the final results were obtained as shown in Table 5. The comparison of brand scores for different methods is shown in Figure 7.

The scores of different brands are shown in Figure 7, and it is found that the brand scores calculated by the CL-C-SVM model have the best fit with the scores of the user questionnaire. The brand scores derived from the CL-SVM
model are slightly less effective but better than those calculated by the IG-SVM model. The practical value of the CL-C-SVM model was verified by comparing the results with those of the manual questionnaire.

6. Conclusions

In this paper, a brand image cognitive analysis method based on topic sentiment is proposed to extract features of topic text and improve the effect of the sentiment recognition algorithm. At the same time, the feature selection method incorporating deep features makes up for the defect that shallow features cannot obtain complete semantic information and enriches the set of features used by the classification algorithm. The experimental results show that the proposed cognitive label extraction method can effectively obtain the key elements of users' brand image and discover the most and least satisfied areas of users. In addition, the CL-C-SVM model can accurately quantify consumers' brand scores on brand image, and the results are almost consistent with the manual questionnaire approach. However, the extraction of cognitive labels does not take into account the influence of unexpected events, resulting in the assessment of the model failing to reflect the real-time changes in corporate image, which is important in practical applications. Therefore, further work on this issue will be conducted in subsequent studies.
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