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Abstract

Over-parameterized deep networks trained using gradient-based optimizers are a popular choice for solving classification and ranking problems. Without appropriately tuned ℓ2 regularization or weight decay, such networks have the tendency to make output scores (logits) and network weights large, causing training loss to become too small and the network to lose its adaptivity (ability to move around) in the parameter space. Although regularization is typically understood from an overfitting perspective, we highlight its role in making the network more adaptive and enabling it to escape more easily from weights that generalize poorly. To provide such a capability, we propose a method called Logit Attenuating Weight Normalization (LAWN), that can be stacked onto any gradient-based optimizer. LAWN controls the logits by constraining the weight norms of layers in the final homogeneous sub-network. Empirically, we show that the resulting LAWN variant of the optimizer makes a deep network more adaptive to finding minima with superior generalization performance on large scale image classification and recommender systems. While LAWN is particularly impressive in improving Adam, it greatly improves all optimizers when used with large batch sizes.

1 Introduction

The advent of large scale deep models with tens of millions to billions of parameters has resulted in three trends in the community: (1) State-of-the-art performance on over-parameterized networks for problems like image classification, language modeling, machine translation, text classification and recommender systems. (2) Development of optimizers like Stochastic Gradient Descent (SGD) with heavy-ball momentum [33], Adam [22], AdamW [27], LAMB [45] and their extensions with ℓ2 regularization and weight decay to improve generalization performance. (3) Increased emphasis on theory to understand the optimizer landscape, especially how to tune different hyperparameters well to escape poor minima for both large and small batch sizes. In this work, inspired by all three trends, we propose a new training method, explain why it works, and show improved performance over popular optimizers across a wide range of batch sizes for classification and ranking tasks.

Complex deep networks can easily learn to classify a large fraction of examples correctly as training progresses. These networks have two characteristics: (a) they have one or more contiguous homogeneous layers at the end forming the final homogeneous sub-network, and, (b) they are trained with exponential-type loss functions like logistic loss and cross entropy that asymptotically attain their least value of zero when the network score goes to infinity. Let us collectively refer to this network score as logit. After the network has learned to correctly classify a large fraction
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A layer is homogeneous if the activation function of each unit of the layer satisfies \( \phi(\alpha x) = \alpha \phi(x) \). Linear and ReLU are examples of such activation functions.
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of training examples, the weights of the end homogeneous layers and the logits grow to make the training loss (and hence its gradient) very small. This, seen in optimizers like SGD [4] and Adam [22] when used with no (or mild) $\ell_2$ regularization or weight decay, leads to loss flattening (Details in Appendix [3]). This further leads to loss of adaptivity of the network [39], causing training to stall in regions of sub-optimal generalization.

Figure 1 shows the generalization performance (Test HR@10) of Adam (green dotted line) applied to a fully homogeneous network on a classification task. After 115 epochs, Margin p50 (median margin over the training examples; blue dotted line) becomes large and the training gets stuck in the basin of a sub-optimally generalizing minimum. The minimum is also overfitting due to the tussle between good and noisy examples.

Consider that training has reached a point where logits are becoming large. There are two ways of attenuating the logit values: (a) multiply the logits by a factor, $0 < \alpha < 1$ and use this factor for the rest of the training; (b) constrain the norms of layer weights for the rest of the training. To provide a rough demonstration of the value of these methods, we return to the experiment of Figure 1 and, after epoch 115, we shrink the logits to one-fifth, and then continue training while keeping the weight norms of each layer fixed. This leads to superior generalization with no overfitting toward the end of training. Method (a) alone is not sufficient since further training will increase the logits again to reduce the training loss. Method (b) is more effective; also, in this case we could have worked with smaller logits by switching to constrained training very early.

Our method, Logit Attenuating Weight Normalization (LAWN) can be used with any gradient-based base optimizer. LAWN begins with normal, unconstrained training in the initial phase and then fixes the weight norms of the layers for the rest of the training. The training on the constrained norm surfaces is done by employing projected gradients instead of regular gradients.

Although, adaptive methods like Adam have known to struggle with convolutional neural networks, the LAWN variant of Adam achieves very impressive performance across multiple network architectures and tasks. At large batch sizes, most optimizers get caught in sub-optimal regions due to lowered stochasticity which is worsened by increased logits. LAWN’s attenuation of the logits helps avoid this worsening. Due to this, the LAWN variants of SGD, Adam and LAMB work significantly better than their base versions at large batch sizes. Table 1 which compares the generalization performance of SGD, Adam and LAMB against their LAWN variants on the popular ImageNet dataset, powerfully showcases the two observations on LAWN mentioned above.

| Optimizer | Batch Size | 
|-----------|------------|
|           | 256        | 16k        |
| SGD       | 76.00 (0.04) | 74.48 (0.06) |
| SGD-L     | 76.12 (0.01) | 75.56 (0.02) |
| Adam      | 71.16 (0.05) | 70.60 (0.02) |
| Adam-L    | 76.18 (0.03) | 76.07 (0.08) |
| LAMB+     | 74.30 (0.01) | 73.43 (0.03) |
| LAMB-L    | 76.48 (0.05) | 75.93 (0.02) |

Table 1: ImageNet validation accuracy. Comparison of LAWN variants ($^*$-L) of different optimizers with their base variants on the ImageNet validation set. LAWN enables Adam to work on image classification tasks with very little drop in performance at large batch sizes. Current optimizers have a much steeper drop-off in performance as batch size increases. Standard error is mentioned in parentheses.
In the following sections, we motivate (§2) and develop LAWN (§3) as a new training method. We then proceed to show (§4) that LAWN effectively improves adaptivity of networks and leads to much better generalization than known methods, e.g. $\ell_2$ regularization and weight decay using a wide variety of networks for image classification (CIFAR, ImageNet) and recommender systems (MovieLens, Pinterest).

2 The Need for LAWN

In this section we motivate LAWN by describing the problem settings in which normal training struggles and in which LAWN could improve generalization performance. We define these problem settings in §2.1 then describe what we mean by loss of adaptivity in §2.2. We review the strengths and weaknesses of existing methods for avoiding loss of adaptivity in §2.3. With this context, we elaborate on the LAWN method in §3.

Notations. For the rest of the paper we will use multi-class setting as the running example. The following notations will be used: $n$ is the number of weight variables; $m$ is the number of training examples; $i$ is the index used to denote the index of a training example; $y_i$ is the target class of the $i$-th training example; $k$ is the index used to denote a class; $nc$ is the number of classes; $w$ is the weight vector of the deep net; $p_k(w)$ is the class $k$ probability assigned by the deep net with weight vector $w$. For an optimizer, $\eta$ denotes the learning rate and $B$ is the batch size.

2.1 When does LAWN work?

Let us describe the problem settings in which we expect generalization improvement using LAWN.

Problem type. We are mainly interested in classification and ranking problems which form a score for the target. In binary classification this score is the logit score of the target class; in a multiclass problem, this score is the difference between the target class score and the maximum score over the remaining classes. For ease of presentation we will simply refer to such scores as logit. We consider a loss function that attains its least value (usually zero) asymptotically as logit goes to infinity. The logistic loss for binary classification and the cross entropy loss based on softmax for multi-class classification are important cases. Problems like regression that use a loss function such as the squared loss (which attains its minimum at a finite value) may not have much benefit using LAWN. In a multi-task setting, when the total loss is an additive mix of several individual task losses, LAWN can be useful even if just one of them is suited for LAWN.

Homogeneity. A network layer is said to be homogeneous if multiplying either all weights or all incoming signals of the layer by a constant $\alpha$ leads to the output of the layer being multiplied by $\alpha$. The presence of bias weights in a layer causes a violation of homogeneity since the input multiplied by them is always $1$, i.e., $W(\alpha x) + b \neq \alpha(W x + b)$. Since the number of bias weights in any layer is small, we will ignore this as a minor issue and take a layer (which is otherwise homogeneous) to be homogeneous for all theoretical reasoning; also, see Lyu and Li [28] for a discussion of this matter. A layer of linear or relu units is homogeneous. When classification and ranking problems are used, the final layer of the network is usually linear (it generates the class scores) and hence homogeneous. Homogeneity in the end layer(s) is the reason for logit to become large and hence it plays a key role in the utility of LAWN. A maximal contiguous set of homogeneous layers of a network will be referred to as a homogeneous subnet.

The final layer that forms the class scores and all preceding contiguous homogeneous layers is called the final homogeneous subnet ($fhsn$). In the case of a batch normalization (BN) layer, we can break the layer into two sublayers: the first sublayer does normalization (non-homogeneous) over a batch of examples, and the following second sublayer applies scaling (homogeneous) and shift (which is akin to bias weights). Thus, when BN is encountered, the second sublayer is treated as homogeneous and, if it is immediately followed by a homogeneous activation function, then it gets included as a part of the homogeneous subnet that follows it. Similar ideas hold for other normalizations such as layer normalization. We will refer to the weights in $fhsn$ as $w_{fhsn}$. Figure 2 gives an example to illustrate these definitions.

When $fhsn$ contains all the layers of the network, we call it a fully homogeneous network. Fully homogeneous networks are popularly used in recommender systems [15, 47].

Network Complexity. This refers to the complexity of the network in relation to the number of training examples. Most deep networks used in applications are over-parametrized. Roughly, we
will take over-parametrized to mean that the network is so powerful that training easily locates a $w$ that classifies all examples correctly, i.e., the target class has the highest score among all classes. Given the presence of $f_{hsn}$ which can lead to large logit scores, this would also mean that, by making $w_{f_{hsn}}$ go to $\infty$ we can make the training loss go to zero.

For LAWN to work usefully, we do not require over-parametrization per se, but a network which is very flexible and training easily pushes the loss of most training examples very small. A small set of examples can remain misclassified; for example, this often happens when data augmentation is used. Below, in §2.2 we will explain how this situation of most examples attaining very small loss values creates an issue.

### Generalization Metrics

Our focus is on improving metrics that are based on score ordering as opposed to the actual values of scores. More precisely, we are interested in test set metrics such as classification error, AUC, NDCG etc. as opposed to logistic loss, cross entropy loss, probability calibration error etc. Deep networks are known to be poor with respect to the latter metrics ([11]) but which can be improved in the post-training stage; the adaptation of LAWN to improving such metrics will be taken up in a follow-up work.

#### 2.2 Issue of loss of adaptivity

Consider the problem setting defined in §2.1 and the minimization of the normally used unregularized training loss, $L(w) = -\frac{1}{m} \sum_{i=1}^{m} \log p_y(w)$. With the network being sufficiently powerful, training causes the losses of a large fraction of the training examples to become very small. During training, this happens due to $w_{f_{hsn}}$ becoming large, the logit becoming large, and $p_y \rightarrow 1$ for those examples. Due to these, each of the following become very small: the gradient of most example-wise loss terms; $\Sigma$, the covariance of the noise associated with minibatch gradient; and, $H$, the Hessian of the training loss. We will refer to this collective happening as loss flattening.

It has been established via theoretical and empirical arguments that the powerful generalization ability of a deep net comes from its ability to escape regions of attraction of "sharper" minima with sub-optimal generalization performance and go to better solutions. Appendix [H] gives an idea of the escape mechanism for the SGD method using an analysis given by Wu et al. [42]. It is worth recalling from there, the following rough guiding condition for SGD to escape from a poor solution: $\lambda_{\text{max}} \{ (I - \eta H)^2 + \eta^2 (m - B) \Sigma \} > 1$, where $\lambda_{\text{max}}(A)$ denotes the largest eigenvalue of $A$. If training is at a sub-optimal generalization point and loss flattening occurs (which means that $H$ and $\Sigma$ become small), then the escape condition is difficult to satisfy and hence it becomes difficult for the network to escape from this solution and then train further to go to a better solution. A carefully increased learning rate schedule to cause the escape followed by the use of normal learning rates to go to a better solution can make this happen, but no such automatic sophisticated learning rate adjustment mechanism has been devised yet. We will refer to this inability of the network to escape out of a sub-optimal solution due to loss flattening as loss of adaptivity (also see §7 in [39]).

#### 2.3 Current methods for dealing with loss of adaptivity

Several methods have been suggested in the literature to handle the issue of loss of adaptivity. We briefly describe three key ones: label smoothing regularization (LSR) [39], flooding [19], and $\ell_2$ regularization/weight decay [27]. LSR modifies $L(w)$ via making the target class less confident by fixing its probability as $(1 - \epsilon_{\text{LSR}})$ and reassigning $\epsilon_{\text{LSR}}$ to the remaining classes. This makes the loss attain its minimum at finite logit values. Flooding modifies the loss as $L_{\text{Flooding}}(w) = |L - \epsilon_{\text{Flooding}}|$ so that the training process is forced to move around the hypersurface defined by $L - \epsilon_{\text{Flooding}} = 0$. $\ell_2$ regularization is a traditional method that modifies the loss as $L_{\ell_2} = L(w) + \frac{\lambda}{2} \|w\|^2$. Weight decay, as used in the recent deep net literature decouples the term $\lambda w$ from...
the gradient and instead includes the additive term, \(-\lambda w\) at the weight update step. Later, in §3 we will return to discuss these methods in relation to LAWN.

3 The LAWN Method

A smooth classification loss such as the one based on logistic or cross entropy functions is necessary for gradient-based training. Consider a network with weights \(\tilde{w}\) and corresponding \(fhsn\) weights \(w_{fhsn}\). When we extend \(w_{fhsn}\) along a radial direction, i.e., \(w_{fhsn} = \alpha \tilde{w}_{fhsn}\), \(\alpha \in \mathbb{R}_+\), while keeping the weights of the network outside \(fhsn\) unchanged, the classification error on a set of examples (e.g., the training error computed on a training set or the generalization error computed on a test set) remains unaffected whereas classification loss varies a lot with \(\alpha\). In particular, if \(\tilde{w}\) classifies a set of examples strictly correctly, then, as \(\alpha\) goes from 0 to \(\infty\), the average loss on these examples goes from \(\log(nc)\) to zero asymptotically. During normal training, with weight directions having a good radial component, training loss does become very small. Earlier, in §2 we saw how, when training loss becomes very small, it causes loss flattening, which leads to a loss of adaptivity of the network. Therefore, it makes sense to suitably contain the radial movement of \(w_{fhsn}\) by constraining \(\|w_{fhsn}\|\). The essential spirit of LAWN is along this idea.

\(fhsn\) is a homogeneous subnet which can have more than one layer. A homogeneous subnet has many redundancies [6]. For example, we can take any one layer, multiply all weights in the layer by a constant and divide all the weights of another layer by the same constant and hence keep the input-output function of the subnet unaltered. Given this, one can choose to constrain the weights in \(fhsn\) in one of the following two ways: (a) coarsely at the full \(fhsn\) level by constraining \(\|w_{fhsn}\|\); (b) finely at the layer level by constraining each \(\|w_{fhsn}^{\ell}\|\) where \(w_{fhsn}^{\ell}\) denotes the weights of a layer \(\ell\) in \(fhsn\). In this paper we work with constraints at the layer level since it removes more redundancies.

Consider constrained training via layer-wise weight normalization: \(\|w_{fhsn}^{\ell}\| = c^{\ell} \forall \ell\) where the \(c^{\ell}\) are kept constant. It is useful to understand how the loss contours behave as the \(c^{\ell}\) go from small to big values. When the \(c^{\ell}\) are large, we know that loss flattening will happen. When the \(c^{\ell}\) are small, the distinction between the loss values of well classified examples and poorly classified examples diminishes and so, optimizers will find it harder to traverse the contours and go to the right place of best generalization. Given this, we take a simple and natural approach to LAWN training. We initialize the network with weights having small magnitude using a standard weight initialization method and start a given optimizer in its free (unconstrained) form. At a suitable point in that training process, with weights at some \(\tilde{w}\), we switch to constrained training defined by setting

\[
\|w_{fhsn}^{\ell}\| = c^{\ell} \text{ where } c^{\ell} = \|\tilde{w}_{fhsn}^{\ell}\| \forall \ell
\]

(1)

The \(c^{\ell}\) are fixed for the rest of the LAWN training. Constrained training corresponds to solving the optimization problem,

\[
\min L(w) \text{ s.t. } (1)
\]

(2)

using a modified version of any given gradient-based optimizer.

Though the homogeneous layers outside \(fhsn\) do not contribute to the growing of the scores at the end of the network that leads to loss flattening, for better performance we have found that it is useful to constrain them too. In the case of BN, we can even constrain the weight layer that just precedes it. Thus, in LAWN, the \(\ell\) in (1) can be taken to include all such weight groups in the network; we do this in our implementation and use it for all experiments reported in this paper.

The switching from free training to constrained training can be done by one of the following methods. (1) We can switch after running free training for a certain number of epochs, and tune this number as a hyperparameter using a coarse grid. (2) We can track the training accuracy (done simply and efficiently by tracking accuracy on the minibatches used) and switch to constrained training when it starts plateauing at a decent high value and still far from loss flattening. All experiments reported in this paper are done using the first method. It would be useful to try the second method in the future.

Hoffer et al. [16] gives a bounded weight normalization method which also constrains the weight norm. However, it does not combine free and constrained trainings, and it does not set up and demonstrate the use of constrained training as a powerful method for use with a general optimizer for

\[\text{Weight norm bounding in neural nets is theoretically well-founded for improving generalization [3, 29]; in LAWN, the bounding is done in a specific way to avoid loss of adaptivity.}\]
improving the performance by overcoming loss flattening and loss of adaptivity. Also, the method, as stated in the paper, does not work well. See Table 2.

**Algorithm 1 LAWN Method**

1: Fix $E_{total}$ and BatchSize to suitable values.
2: Choose a set of values for $\eta_{peak}$, $E_{warmup}$ and $E_{free}$.
3: for each set of hyperparameter choices do
4:   Initialize the network weights.
5:   Start the free (unconstrained) training with linear warmup.
6:   Stop after $E_{free}$ epochs and switch to constrained training.
7:   Do constrained training with linear warmup and decay.
end for

LAWN Implementation. We employ a simple approach to the implementation of constrained training. Let $x$ denote a weight subvector of any group (for eg., the weights and biases of a fully connected layer constitute one group) and some generic optimizer suggests a direction $d$ for $x$ to move. To remove the radial component we modify $d \rightarrow d_p$ by projecting $d$ to the hyperplane with $x$ as its normal. Then we do the update $x_{new} = x + \eta d_p$ where $\eta$ is the learning rate. Since this step increases the norm, we complete the step with a normalization: $x_{new} \leftarrow \beta x_{new}$ where $\beta = \|x\|/\|x_{new}\|$. If an adaptive optimizer such as Adam is used, all direction-related subvectors used are changed to the corresponding projected quantities; in particular, if $g^x$ is the gradient subvector corresponding to $x$ then the projection of $g^x$ to the hyperplane with $x$ as its normal is used in all updates involving the gradient. Appendix C gives the full details of SGD-LAWN, Adam-LAWN and LAMB-LAWN.

An alternative implementation to deal with the norm constraint, $\|x\| = c$ is to define an unconstrained vector $v$ and set $x = c v/\|v\|$ and simply apply any optimizer to $v$. This is the implementation suggested in Salimans and Kingma [35]; see equation (2) there. (Note, however, that Salimans and Kingma [35] keeps the radial component by including the scale parameter, $g$.) One downside with this method, which makes normalization a part of the computational graph, is that automatic differentiation through the normalizing transformation increases the computational cost [18]. It is worth considering this idea in future implementations of LAWN.

Let us now write the LAWN method as a complete algorithm. The free and constrained trainings of LAWN can be done with any given optimizer. LAWN does a total of $E_{total}$ epochs; $E_{total}$ is fixed for a given dataset. After $E_{free}$ epochs of free training it switches to do constrained training for $(E_{total} - E_{free})$ epochs. Learning rate schedules are important for deep networks to attain good performance [25, 26, 27]. In free training we linearly ramp the learning rate from 0 to $\eta_{peak}$ in $E_{free}$ epochs. In constrained training, we ramp the learning rate from 0 to $\eta_{peak}$ in $E_{warmup}$ epochs and then linearly ramp down the learning rate from $\eta_{peak}$ to 0 in the remaining epochs. Figure 21 in Appendix D shows this in detail. The LAWN algorithm is described in Algorithm 1.

**Fully homogeneous nets and implicit bias.** Suppose the network that we use is fully homogeneous and have an over-parametrized training problem. For such classification problems, it has been shown that gradient descent methods [28, 31, 32, 38, 40] have good implicit (inductive) bias properties. Specifically, it has been shown for fully homogeneous nets that gradient-based methods asymptotically attain weight directions that maximize the normalized margin (“max margin”):

$$\max_w \text{margin}(w)/\Pi\|w^\ell\|$$

where margin($w$) is the margin given by the network with weights $w$ on the training set. Clearly, for any $\delta^\ell \in R_+$, doing $w^\ell \leftarrow \delta^\ell w^\ell$ individually for each $\ell$ will not alter the value of the normalized margin. So, it is not surprising that the max margin directions can also be obtained by solving [1]

$$\max_w \text{margin}(w), \text{s.t. } \|w^\ell_{fhsn}\| = c^\ell \forall \ell$$

See Appendix E for a proof of this result.

Though there have been attempts at optimizing margin maximization directly [2], it is not worth attempting because: (a) for problems that are mildly over-parametrized, it can be very sensitive to noise and lead to poor generalization and (b) the severe non-convexity and added non-smoothness of the objective make it a very hard problem to solve.

A better approach is to blend naturally with normal training via approximating margin($w$) by a smooth function such as $h(L_{Normal}(w))$ where $h(x) = -\log(exp(x) - 1)$. Thus, (3) can be effectively approximated by

$$\max_w h(L(w))/\Pi\|w^\ell\|$$
Lyu and Li \cite{28} makes effective use of \textbf{(5)} in its theory of implicit bias. Since $h(x)$ decreases monotonously for positive $x$, maximizing margin($w$) is equivalent to minimizing $L$ and this leads us directly to \textbf{(2)} as an approximation of \textbf{(4)}. This is a great property of LAWN - that, its constrained optimization problem, \textbf{(2)}, is closely connected to the implicit bias defined by \textbf{(3)}. As the $\{c^i\}$ become large, the solutions of \textbf{(2)} converge in direction to the solutions of \textbf{(3)}. Thus we can view LAWN’s constrained optimization as a way of capturing implicit bias while also avoiding loss flattening. Poggio et al. \cite{31,32} discuss these properties for fully homogeneous nets, but they do not point out the issue of loss flattening and loss of adaptivity and so they do not develop an effective overall training method like LAWN to overcome that issue.

LSR and Flooding do not enjoy the implicit bias property because their optima are finitely located. By themselves, they have to mainly rely on the noise associated with minibatch stochasticity for reaching points of good generalization\footnote{It is worth noting that Szegedy et al. \cite{39}, which introduced the idea of LSR, also uses $\ell_2$ regularization for training.}. On the other hand, $\ell_2$ regularization, like LAWN, also approximates implicit bias - the former uses the weight norm in the objective function and the latter uses it in the constraints. See Appendix E for details. Having said that, \textbf{(2)} used by LAWN could be better because of the following reasons. (a) It does not interfere with the formation of the main classification boundary in the early phase of free training. (b) The $c^i$ values are set naturally and differently for different layers of the network and so they do not require tuning. On the other hand, the $\ell_2$ regularization constant, $\rho$ is a single value for all the layers and it needs to be chosen to avoid the extremes of loss flattening (which happens if $\rho$ is set too low) and too much interference with loss minimization (which happens if $\rho$ is too big). In general, $\rho$ has to be carefully tuned, say using a logarithmically spaced set of values, to get the best performance \cite{12,27}.

| Batch Size | LSR | Flooding | WD | Hoffer | LAWN |
|------------|-----|----------|----|--------|------|
| 10k        | 68.66 | 68.44    | 70.12 | 44.54  | 70.41 |
| 100k       | 67.34 | 67.60    | 69.28 | 45.52  | 70.77 |

Table 2: Test HR@10 (MovieLens-1M) of LAWN vs. other methods for controlling loss of adaptivity. For two different batch sizes, LAWN comprehensively outperforms other methods, including Weight Decay (WD). Complete details are in Appendix D.

Quick comparison with other methods. We used a recommendation systems task (MovieLens-1M classification) to compare LAWN to other methods for controlling loss of adaptivity across two different batch sizes. Table 2 shows the results. LAWN outperforms all other methods. The second best method is weight decay and hence it is used as the baseline for all remaining experiments. The weight normalization technique suggested by Hoffer et al \cite{16} requires a modification along the lines of LAWN in order for it do well.

LAWN and large batch sizes. For a fixed epoch budget, larger batch sizes require a smaller number of steps; combined with distributed computation this helps speed up training. However, since stochasticity of updates reduces with large batch size, the mechanism of escape from suboptimal solutions gets affected. Thus, one usually sees a reduction in generalization performance as batch size is increased \cite{13}. Loss flattening makes this issue worse by affecting adaptivity. LAWN, by helping overcome this issue, leads to a more graceful degradation of performance as a function of batch size. The degradation becomes far less (even zero) when the total number of steps is allowed to decently increase with batch size.

An extended LAWN method. Suppose we keep track of a historically smoothed average logit score over an epoch, and at some point of the training find that it exceeds a threshold that is set to a value around the point where loss flattens, say 3 for logistic loss (see Appendix E for a plot of the logistic loss function). We can multiply the class scores of the network by a factor, $0 < \alpha < 1$ and do constrained LAWN training while also multiplying the class scores by the same fixed factor $\alpha$ for the rest of the training. Earlier, in §1 Figure 1 we demonstrated the value of this simple method for a recommender network on the MovieLens dataset. This can lead to an automatic way for deciding...
4 Experiments

To evaluate LAWN, we compared regular and LAWN-based variants of some optimizers - SGD with momentum [33], Adam [22] and LAMB [45]. Traditionally, SGD with momentum has demonstrated strong performance for computer vision tasks [8,54], whereas adaptive methods like Adam perform well on other domains (eg. recommender systems, text classification). To demonstrate the efficacy of LAWN across a wide variety of tasks, we conducted experiments on the CIFAR [23] and ImageNet [5,24] datasets for image classification, and the MovieLens [13] and Pinterest [8] datasets for item recommendation. All model training code was implemented using the PyTorch library [30] and experiments were conducted on machines with NVIDIA V100 GPUs. For each experiment, we report the average test metric over 3 runs. We did not tune the Adam hyperparameters $\epsilon, \beta_1$ and $\beta_2$, which could have led to further improvements for Adam-LAWN.

All LAWN optimizers use a 3-phase learning rate schedule as described in §3. Base variants use a 2-phase learning rate schedule that incorporates both warmup and decay. For base variants, we tuned $E_{\text{warmup}}$, peak learning rate, and weight decay. For LAWN variants, we tuned $E_{\text{free}}$, $E_{\text{warmup}}$ and peak learning rate. Appendix D contains details about hyperparameters and their tuning.

4.1 Image Classification for CIFAR-10 and CIFAR-100

For both CIFAR-10 and CIFAR-100 [23], we used the VGG-19 CNN network [37] with 1 fully connected final layer. Our ImageNet experiments use a ResNet-based [14] architecture. All experiments were run with a 300 epoch budget. As seen in Table 3, LAWN variants either match or outperform the base variants across batch sizes. Adam-LAWN is particularly impressive. This is in stark contrast to earlier held beliefs that adaptive optimizers cannot match SGD’s generalization performance for image classification tasks [41].

Effect of batch size. LAWN variants cause more graceful degradation of performance with batch size, as compared to base variants. Adam-LAWN causes almost no degradation in generalization performance even at batch size 10k (see Figures 3(a), 3(b)).

Effect of $E_{\text{free}}$. We observed that switching early to LAWN mode (i.e. fixing $E_{\text{free}}$ to less than 10 epochs) usually works well for generalization. See Appendix D for details. This is consistent with our hypothesis that constrained training should kick in before loss flattening sets in.

| Method  | CIFAR-10 | CIFAR-100 |
|---------|----------|-----------|
|         | 256      | 4k        | 10k       | 256      | 4k        | 10k       |
| SGD     | 93.99    | 93.48     | 92.99     | 73.49    | 71.68     | 71.07     |
| SGD-L   | 93.96    | 93.50     | 93.43     | 73.67    | 72.71     | 71.80     |
| Adam    | 93.48    | 92.93     | 92.63     | 70.84    | 68.91     | 68.61     |
| Adam-L  | 93.91    | 93.74     | 93.84     | 72.99    | 73.12     | 72.97     |
| LAMB    | 93.76    | 93.27     | 92.91     | 71.29    | 69.39     | 67.76     |
| LAMB-L  | 93.67    | 93.22     | 92.92     | 71.25    | 69.68     | 69.16     |

Table 3: Test Acc. on CIFAR-10 and CIFAR-100. Standard error in the the range [0.1, 0.45]. Details in Appendix D.
epochs for the two smallest batch sizes, and 500 epochs for the two biggest batch sizes for each dataset. Details about the datasets, pre-processing, model and evaluation can be found in Appendix D. A summary of the performance of the aforementioned optimizers on all 3 datasets can be found in Table 4. LAWN-based optimizers consistently outperform their base variants. SGD and SGD-LAWN failed to generalize well at large batch sizes and this requires further investigation.

| Method   | MovieLens-100k | MovieLens-1M | Pinterest |
|----------|----------------|--------------|-----------|
|          | 1k  | 10k | 100k | 400k | 1k  | 10k | 100k | 1M  | 1k  | 10k | 100k | 1M  |
| SGD      | 66.33 | 65.58 | Fail | Fail | 70.91 | 69.31 | Fail | Fail | 86.62 | 85.57 | Fail | Fail |
| SGD-L    | 66.91 | 66.49 | Fail | Fail | 70.91 | 70.41 | Fail | Fail | 86.61 | 85.99 | Fail | Fail |
| Adam     | 66.01 | 66.03 | 63.20 | 63.98 | 69.87 | 70.12 | 69.28 | 68.99 | 87.27 | 85.97 | 85.81 | 85.30 |
| Adam-L   | 66.81 | 66.91 | 66.24 | 66.14 | 70.80 | 70.41 | 70.77 | 70.66 | 86.85 | 86.61 | 86.04 | 86.06 |
| LAMB     | 65.45 | 65.34 | 64.23 | 62.57 | 69.91 | 69.77 | 69.44 | 68.95 | 86.63 | 85.91 | 85.80 | 85.65 |
| LAMB-L   | 66.56 | 66.54 | 66.52 | 66.14 | 70.86 | 70.86 | 70.68 | 70.34 | 86.83 | 86.25 | 85.99 | 86.07 |

Table 4: Test HR@10 on MovieLens and Pinterest recommendations. Standard error is in the range [0.15, 0.25], details in Appendix D.

Weight decay vs. LAWN. Weight decay was used and tuned for all the base optimizers since it arrests the uncontrolled growth of network weights, helping avoid loss of adaptivity. The LAWN variants do not use weight decay but still outperform the base variants.

Effect of batch size. LAWN variants of Adam and LAMB scale to very large batch sizes (1 million for MovieLens-1M, 400k for MovieLens-100k) without any appreciable loss in accuracy. Both SGD and SGD-LAWN could only scale to batch size 10k. Adam-LAWN’s strong scalability with batch size is consistent with results obtained from the CIFAR experiments.

Effect of $E_{free}$. Similar to the results of the CIFAR experiments, fixing $E_{free}$ to a small value works well for LAWN. Details are in Appendix D.

4.3 Image Classification for ImageNet

As compared to CIFAR, the ImageNet classification problem is more representative of real world classification problems. We used a variant of the popular ResNet50 model as the classifier. We considered a small (256) and a large (16k) batch size for this experiment, and fixed training budget to be 90 epochs.

Results for batch size 256. Overall results can be found in Table 1 (see §1). SGD, used in conjunction with momentum and weight decay, has long been the optimizer of choice for image classification. We retain the tuned value for weight decay of the base SGD optimizer for the free phase of SGD-LAWN experiments. SGD-LAWN marginally outperforms SGD.

Adam is well known to perform worse than SGD for image classification tasks. For our experiment, we tuned the learning rate and could only get an accuracy of 71.16%. In comparison, Adam-LAWN achieves an accuracy of more than 76%, marginally surpassing the performance of SGD-LAWN and SGD.

We found it difficult to reproduce ImageNet results using the LAMB algorithm. We made minor modifications (details in Appendix D) to the original algorithm to make it more stable, and call the resultant algorithm LAMB+. LAMB-LAWN (the LAWN version of the unmodified LAMB) comprehensively outperforms LAMB+ for batch size 256 by achieving an accuracy close to 76.5%.

Results for batch size 16k. For the large batch size of 16k, we noticed that LAWN retains strong generalization performance. Both Adam-LAWN and LAMB-LAWN achieve very high accuracy, with Adam-LAWN retaining its performance at such a large batch size by crossing the 76% test accuracy mark. This is with only additionally tuning for the LAWN variants $E_{free}$ and $E_{warmup}$.

5 Conclusion

In this paper we develop LAWN as a simple and powerful method of modifying deep net training with a base optimizer to improve weight adaptivity and lead to improved generalization. Switching from free to weight norm constrained training at an appropriate point is a key element of the method. We study the performance of the LAWN technique on a variety of tasks, optimizers and batch sizes, demonstrating its efficacy. Tremendous overall enhancement of Adam and the improvement of all base optimizers at large batch sizes using LAWN are important highlights.
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A Related Work

The main paper contextually covers all related works at appropriate places. In this section we collect the key papers that are closely related to the LAWN technique and briefly discuss them.

Modern DNNs are largely “over-parameterized”, i.e. the number of model parameters outnumber the training samples. For example, modern convolutional neural networks [14, 24] have tens to hundreds of millions of parameters, and provide state-of-the-art classification performance on datasets with a few million samples [5].

The issue of loss flattening and the resulting loss of adaptivity is highlighted in [39]. Several well-known techniques are used to mitigate this issue. $\ell_2$ regularization is often used in conjunction with optimizers like SGD, heavy-ball momentum [33] and adaptive optimizers [7, 22, 46], among others. Recently, weight decay [12, 27], which is not the same as $\ell_2$ regularization for adaptive optimizers, has become popular to reign-in network weights and prevent the model from becoming overconfident on training samples. Other techniques are: (a) label smoothing regularization [39], which makes the model less confident about predictions by changing the ground-truth label distribution; and (b) flooding [19] which tries to keep the aggregate training loss to be around a specified small value.

From a theory perspective, weight norm bounding has been shown to be useful for improving generalization [3, 29]. Salimans and Kingma [35] uses weight normalization as a transformation; but, by also keeping the scale component, it ends up allowing logits to grow large. Hoffer et al [16] discusses keeping the norms of the parameters fixed, but it would require a LAWN-like method to work effectively.

A perplexing property of SGD-like optimization methods is their ability to provide strong generalization performance. It has been observed that using small batch sizes makes it easier to extract better generalization performance from networks [21]. The noise injected into the optimization procedure by stochastic mini-batch gradients and the learning rate help improve generalization performance. This makes it difficult to use large batch sizes for optimization, where the noise component of the gradient diminishes with increasing batch sizes. Large batch sizes are interesting because they can help speed up the training process by leveraging multiple machines. Poor generalization performance for large batch sizes is attributed to them stalling around “sharp” minimizers [21]. Goyal et al [9] scale ImageNet training to batch sizes of 8k without obvious loss in generalization performance, by carefully tuning parameters like learning rate and batch normalization. Other recent efforts to train large-batch models include [17, 36, 43, 44, 45]. It is important to note that for a majority of the cited works, large batch gains do not necessarily hold across tasks or datasets.

Recent theory has shown implicit bias of optimizers to maximize the (normalized) $\ell_2$-margin of linear models [10, 38] and fully homogeneous neural networks [28, 31, 32, 40]. LAWN and $\ell_2$ regularization approximate this implicit bias property.

B Loss Flattening

Consider a binary classification problem. Figure 4 depicts the logistic loss as a function of logit. Notice that loss becomes extremely small once the logit value crosses a certain threshold (say 2.5). A small value of loss yields small gradients, making it difficult for neural network training to be adaptive. We define this as loss flattening. Multiclass classification is slightly more complex. The difference between the score of the target class and the largest score of the remaining classes plays the role of the logit and, when it becomes large enough, loss flattening occurs.

![Figure 4: Logistic loss becomes small and flat if the logit crosses a threshold of 2.5 or more. Training becomes less adaptive when the losses of most examples fall in the flat zone.](image)
Algorithm 2: ResetState($m$, $v$)

1: **Input**: First moment $m$ and second moment $v$
2: **Output**: Updated $m$ and $v$
3: $m = 0$
4: $v = 0$

Algorithm 3: Project($g^\ell$, $w^\ell$, $c^\ell$, $k$, $t$)

1: **Input**: Gradient or gradient-like update $g^\ell$, weights $w^\ell$ and norm $c^\ell$ for layer $\ell$, LAWN switch step $k$, current step $t$.
2: **Output**: Projected gradient $h^\ell$.
3: if $t < k$ then
4: $h^\ell = g^\ell$
5: else
6: $h^\ell = g^\ell - \frac{w^\ell}{\|w^\ell\|} g^\ell$
7: end if

Algorithm 4: NormalizeWeights($w^\ell_t$, $c^\ell$, $k$, $t$)

1: **Input**: Weights $w^\ell_t$ and norm $c^\ell$ for layer $\ell$, LAWN switch step $k$, current step $t$.
2: **Output**: Normalized weights $n w^\ell_t$.
3: if $t < k$ then
4: $n w^\ell_t = w^\ell_t$
5: else
6: $n w^\ell_t = \frac{c^\ell}{\|w^\ell_t\|} w^\ell_t$
7: end if

Algorithm 5: UpdateWeights($g^\ell_t$, $w^\ell_{t-1}$, $\lambda$, $k$, $t$)

1: **Input**: Gradient or gradient-like update $g^\ell_t$ and weights $w^\ell_{t-1}$ for layer $\ell$, weight decay factor $\lambda$, LAWN switch step $k$, current step $t$.
2: **Output**: Updated weights $\hat{g}^\ell_t$.
3: if $t < k$ then
4: $\hat{g}^\ell_t = g^\ell_t + \lambda w^\ell_{t-1}$
5: else
6: $\hat{g}^\ell_t = g^\ell_t$
7: end if

C Detailed LAWN algorithms

Consider the optimization of a network consisting of $L$ layers. We apply LAWN to a given layer $\ell$ by switching to constrained training at a suitable point during the optimization group. An example of $\ell$ is the combination of the weight and bias terms for a feed forward layer, where we consider the norms of both the weight and bias as a whole after switching to constrained training.

The figure on the right shows a constrained training step of SGD-LAWN for updating $w^\ell$, the weight subvector of a generic group. The weight vector is updated using the projected gradient. The updated weight vector is then normalized in order to ensure that it has the same euclidean norm as the previous iterate.

We now provide detailed algorithms for Adam-LAWN and LAMB-LAWN. For each LAWN version, we do a side-by-side comparison with its regular version. Differences are highlighted in pink.
Algorithm 6 Adam With Weight Decay

1: Input: Training set $P$, Network layers $L$, $w_0 \in \mathbb{R}^d$, learning rates $\{\eta_t\}_{t=0}^T$, parameters $\epsilon > 0$ and $0 < \beta_1, \beta_2 < 1$, weight decay factor $\lambda \in \mathbb{R}$.
2: Initialize variables $m_0 = 0, v_0 = 0$.
3: for $t$ in $1...T$ do
4: Draw batch $S_t$ from $P$
5: $g_t = \text{ComputeGrad}(w_{t-1}, S_t)$
6: $m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$
7: $v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$
8: $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$, $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$
9: Compute $r_t = \frac{\bar{m}_t}{\sqrt{\bar{v}_t} + \epsilon}$
10: Compute $\hat{r}_t^\ell = r_t^\ell + \lambda w_t^\ell_{t-1}$
11: $w_t^\ell = w_t^\ell_{t-1} - \eta_t \hat{r}_t^\ell \forall \ell$
12: end for

Algorithm 7 Adam-LAWN

1: Input: Training set $P$, Network layers $L$, $w_0 \in \mathbb{R}^d$, learning rates $\{\eta_t\}_{t=0}^T$, parameters $\epsilon > 0$ and $0 < \beta_1, \beta_2 < 1$, weight decay factor $\lambda \in \mathbb{R}$, lawn switch step $1 <= k <= T$.
2: Initialize variables $m_0 = 0, v_0 = 0$.
3: for $t$ in $1...T$ do
4: Draw batch $S_t$ from $P$
5: if $t = k$ then
6: ResetState($m_{t-1}, v_{t-1}$), $\hat{c} = ||w_{t-1}^\ell|| \forall \ell$
7: end if
8: $g_t = \text{ComputeGrad}(w_{t-1}, S_t)$
9: $g_t^\ell \leftarrow \text{Project}(g_t^\ell, w_{t-1}^\ell, c^\ell, k, t) \forall \ell$
10: $m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$
11: $v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$
12: $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$, $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$
13: Compute $r_t = \frac{m_t}{\sqrt{\bar{v}_t} + \epsilon}$
14: Compute $\hat{r}_t^\ell = \text{UpdateWeights}(r_t^\ell, w_{t-1}^\ell, \lambda, k, t) \forall \ell$
15: $w_t^\ell = w_{t-1}^\ell - \eta_t \hat{r}_t^\ell \forall \ell$
16: NormalizeWeights($w_t^\ell, c^\ell, k, t) \forall \ell$
17: end for

Algorithm 8 LAMB

1: Input: Training set $P$, Network layers $L$, $w_0 \in \mathbb{R}^d$, learning rates $\{\eta_t\}_{t=0}^T$, parameters $\epsilon > 0$ and $0 < \beta_1, \beta_2 < 1$, weight decay factor $\lambda \in \mathbb{R}$, scaling function $\phi$.
2: Initialize variables $m_0 = 0, v_0 = 0$.
3: for $t$ in $1...T$ do
4: Draw batch $S_t$ from $P$
5: $g_t = \text{ComputeGrad}(w_{t-1}, S_t)$
6: $m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$
7: $v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$
8: $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$, $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$
9: Compute $r_t = \frac{\bar{m}_t}{\sqrt{\bar{v}_t} + \epsilon}$
10: Compute $\hat{r}_t^\ell = r_t^\ell + \lambda w_t^\ell_{t-1}$
11: $w_t^\ell = w_t^\ell_{t-1} - \eta_t \phi(w_t^\ell) \bar{r}_t^\ell \forall \ell$
12: end for

Algorithm 9 LAMB-LAWN

1: Input: Training set $P$, Network layers $L$, $w_0 \in \mathbb{R}^d$, learning rates $\{\eta_t\}_{t=0}^T$, parameters $\epsilon > 0$ and $0 < \beta_1, \beta_2 < 1$, weight decay factor $\lambda \in \mathbb{R}$, lawn switch step $1 <= k <= T$, scaling function $\phi$.
2: Initialize variables $m_0 = 0, v_0 = 0$.
3: for $t$ in $1...T$ do
4: Draw batch $S_t$ from $P$
5: if $t = k$ then
6: ResetState($m_{t-1}, v_{t-1}$), $\hat{c} = ||w_{t-1}^\ell|| \forall \ell$
7: end if
8: $g_t = \text{ComputeGrad}(w_{t-1}, S_t)$
9: $g_t^\ell \leftarrow \text{Project}(g_t^\ell, w_{t-1}^\ell, c^\ell, k, t) \forall \ell$
10: $m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t$
11: $v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2$
12: $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$, $\bar{v}_t = \frac{v_t}{1 - \beta_2^t}$
13: Compute $r_t = \frac{\bar{m}_t}{\sqrt{\bar{v}_t} + \epsilon}$
14: Compute $\hat{r}_t^\ell = \text{UpdateWeights}(r_t^\ell, w_{t-1}^\ell, \lambda, k, t) \forall \ell$
15: $w_t^\ell = w_{t-1}^\ell - \eta_t \hat{r}_t^\ell \forall \ell$
16: NormalizeWeights($w_t^\ell, c^\ell, k, t) \forall \ell$
17: end for

Algorithm 6 correspond to clipping the trust ratio $\phi(w_t^\ell) ||r_t^\ell||$ to a max value of 1.0.
D Experiments

We now describe the detailed experimental setup for all experiments. For Adam, LAMB, Adam-LAWN and LAMB-LAWN, we fixed $\beta_1 = 0.9$ and $\beta_2 = 0.999$. For Adam, we used $\epsilon = 10^{-8}$ and the rest use $10^{-6}$.

D.1 Learning Rate Schedule

LAWN-based optimizers run unconstrained training for $E_{\text{free}}$ epochs, and then switch to constrained training with projected gradients.

We propose using a learning rate schedule that accommodates two stages of warm up (for free and constrained training), followed by learning rate decay in the constrained phase. Both warm up and decay of the learning rate have proved beneficial for generalization performance, even for adaptive optimizers [25, 27]. For regular optimizers, we use a linear warmup of the learning rate followed by linear decay to zero. Figures 5 and 6 depict the aforementioned schedules.

D.2 CIFAR Experimental Setup

Dataset Details Both CIFAR-10 and CIFAR-100 contain the same set of 50k images for training and 10k images for the test set. CIFAR-10 uses 10 labels, whereas CIFAR-100 uses 100 labels.

Dataset Pre-Processing For both CIFAR-10 and CIFAR-100, we employ data augmentation techniques for training. We use RandomCrop($32$, padding = 4) and RandomHorizontalFlip. Additionally, for CIFAR-100, we also use RandomRotation(15). We mean center all the training and test samples.

Network Architecture We used VGG-19 network with a single fully connected layer for all CIFAR experiments. The network is almost homogeneous except for the batch normalization layer. Link to the code used will be released once the paper is accepted.

Hyperparameters For each optimizer, we tuned the following parameters: learning rate, $E_{\text{free}}$ and $E_{\text{warmup}}$. We use linear learning scheduling where $E_{\text{total}}$ is fixed at 300 epochs. $E_{\text{warmup}}$ is searched in [5, 20, 40, 60]. $E_{\text{free}}$ is searched in [1, 5, 20, 40] for the LAWN methods. Momentum for SGD and SGD-LAWN was fixed at 0.9. Gradient clipping was used for all optimizers with the gradient norm clipped to a maximum value of 1.0.

The peak learning rate $\eta_{\text{peak}}$ is swept in a two-stage grid search, the grid at the first stage is wide but coarse while the grid at the second stage is narrow but dense near the best point found in the first stage. Six values are searched in the first stage and five points are searched in the second stage. Details can be found in Table 5.

For non-LAWN methods, weight decay is used. Its value is swept over [1e-5, 1e-4, 1e-3]. Weight decay is not applied in LAWN methods except the free phase of SGD-LAWN. Results with standard error are shown in Table 6.

Figure 7(a) shows the effect of LAWN switch point $E_{\text{free}}$ on CIFAR-10 when Adam-LAWN is used.
Table 5: Peak learning rate values for CIFAR-10 and CIFAR-100.

| Optimizer | Batch Size | CIFAR-10 | CIFAR-100 |
|-----------|------------|----------|-----------|
| Coarse search | 256, 4k, 10k | 1e-5, 1e-4, 1e-3, 0.01, 0.1, 1.0 | 1e-5, 1e-4, 1e-3, 0.01, 0.1, 1.0 |
| SGD | 256 | 0.5, 0.7, 0.9, 1.1, 1.3 | 0.20, 0.21, 0.22, 0.23, 0.24 |
| | 4k | 1.5, 1.7, 1.9, 2.1, 2.3 | 0.8, 0.9, 1.0, 1.1, 1.2 |
| | 10k | 1.3, 1.5, 1.7, 1.9, 2.1 | 1.3, 1.4, 1.5, 1.6, 1.7 |
| SGD-L | 256 | 0.21, 0.22, 0.23, 0.24, 0.25 | 0.16, 0.17, 0.18, 0.19, 0.20 |
| | 4k | 1.5, 1.6, 1.7, 1.8, 1.9 | 1.2, 1.3, 1.4, 1.5, 1.6 |
| | 10k | 1.0, 1.1, 1.2, 1.3, 1.4 | 1.6, 1.7, 1.8, 1.9, 2.0 |
| Adam | 256 | [1, 2, 3, 4, 5] × 10⁻³ | [6, 7, 8, 9, 10] × 10⁻³ |
| | 4k | [5, 6, 7, 8, 9] × 10⁻³ | [8, 9, 10, 11, 12] × 10⁻³ |
| | 10k | [7, 8, 9, 10, 11] × 10⁻³ | [8, 9, 10, 11, 12] × 10⁻³ |
| Adam-L | 256 | [5, 6, 7, 8, 9] × 10⁻⁴ | [3, 4, 5, 6, 7] × 10⁻⁴ |
| | 4k | [4, 5, 6, 7, 8] × 10⁻³ | [1, 2, 3, 4, 5] × 10⁻³ |
| | 10k | [4, 5, 6, 7, 8] × 10⁻³ | [5, 6, 7, 8, 9] × 10⁻³ |
| LAMB | 256 | [1, 2, 3, 4, 5] × 10⁻² | [4, 5, 6, 7, 8] × 10⁻² |
| | 4k | [1, 2, 3, 4, 5] × 10⁻³ | [5, 6, 7, 8, 9] × 10⁻² |
| | 10k | [2, 3, 4, 5, 6] × 10⁻² | [3, 4, 5, 6, 7] × 10⁻² |
| LAMB-L | 256 | [6, 7, 8, 9, 10] × 10⁻³ | [0.5, 1, 2, 3, 4] × 10⁻² |
| | 4k | [1, 2, 3, 4, 5] × 10⁻³ | [2, 3, 4, 5, 6] × 10⁻² |
| | 10k | [1, 2, 3, 4, 5] × 10⁻³ | [4, 5, 6, 7, 8] × 10⁻² |

Table 6: Test Acc. on CIFAR-10 and CIFAR-100 with standard error.

| Method | CIFAR-10 | | CIFAR-100 | |
|--------|----------|--------|----------|--------|
| | 256 | 4k | 10k | 256 | 4k | 10k |
| SGD | 93.99 (0.05) | 93.48 (0.09) | 92.99 (0.20) | 73.49 (0.43) | 71.68 (0.26) | 71.07 (0.14) |
| SGD-L | 93.96 (0.06) | **93.50** (0.05) | **93.43** (0.12) | **73.67** (0.12) | **72.71** (0.07) | **71.80** (0.36) |
| Adam | 93.48 (0.11) | 92.93 (0.01) | 92.63 (0.06) | 70.84 (0.23) | 68.91 (0.05) | 68.61 (0.28) |
| Adam-L | **93.91** (0.04) | **93.74** (0.04) | **93.84** (0.08) | **72.99** (0.02) | **73.12** (0.11) | **72.97** (0.10) |
| LAMB | 93.76 (0.07) | **93.27** (0.08) | 92.91 (0.03) | **71.29** (0.11) | 69.39 (0.06) | 67.76 (0.22) |
| LAMB-L | 93.67 (0.04) | 93.22 (0.05) | **92.92** (0.03) | 71.25 (0.17) | **69.68** (0.16) | **69.16** (0.09) |

Figure 7: Effect of $E_{free}$ on Adam-LAWN.
D.3 Recommendation Systems Experimental Setup

**Dataset Details** Table 7 contains statistics about the 3 datasets used.

| Dataset         | n(samples) | n(users) | n(items) |
|-----------------|------------|----------|----------|
| MovieLens-100k  | ~100k      | 943      | 1682     |
| MovieLens-1M    | ~1M        | 6040     | 3706     |
| Pinterest       | ~1.5M      | 54906    | 9909     |

Table 7: Datasets for item recommendation.

**Dataset Pre-Processing** Following the experimental setup used in He et al [15], we first remove all users in the 3 datasets that have less than 20 interactions. We then binarize the data by treating any interactions as 1s (positives) and the absence of an interaction as 0s (negatives). While training, we sample four negatives for every positive. The negatives are refreshed every epoch.

**Network Architecture** We adopt the multi-layer perceptron (MLP) architecture used by He et al [15]. The MLP is used in conjunction with user and item embeddings. The embeddings are concatenated and pushed through the MLP. The MLP follows a tower pattern, and results in a scalar output prediction \( y_{ui} \) for a user \( u \) and item \( i \), which can then be compared to the ground truth label \( y \) using the binary cross entropy loss for training and evaluation purposes. The number of units in each layer of the MLP are 256-128-64-1, where the first layer takes a 256-dimensional vector as input. Consequently, user and item embeddings are of 128 dimensions each.

**Evaluation Details** For each user in the datasets, we consider the latest interaction with an item for test performance evaluation. Specifically, we use the hit ratio@10 metric, where the test item is part of 100 randomly sampled items that the user has not interacted with in the past. The metrics records whether the test item occurs in the top 10 of the predicted ranking of the 100 items.

**Hyperparameters**

We tuned the following parameters: learning rate, \( E_{\text{free}} \) and weight decay. Momentum for SGD and SGD-LAWN was fixed at 0.9. \( E_{\text{total}} \) was fixed at 300 epochs for all experiments, and \( E_{\text{warmup}} \) was fixed at 30 epochs.

For LAWN optimizers, we tuned \( E_{\text{free}} \) and did not use any weight decay pre- or post-switch to constrained training. For regular optimizers, we tuned weight decay. We used a different grid of learning rates for SGD and SGD-LAWN, in comparison to other optimizers. This is because SGD usually requires a higher learning rate than adaptive optimizers for optimal performance.

Table 8 contains information about the different hyperparameters that were tuned. Results with standard error can be found in Tables 9, 10 and 11. Figure 7(b) shows the effect of \( E_{\text{free}} \) on MovieLens-100k when Adam-LAWN is used.

| Parameter                          | Values                                      |
|------------------------------------|---------------------------------------------|
| \( E_{\text{warmup}} \)            | 30                                          |
| \( E_{\text{free}} \) (LAWN only)  | [0.1, 1, 5, 20, 50, 100]                   |
| Weight decay (non-LAWN only)       | [1e-4, 1e-3, 1e-2, 1e-1, 0]                |
| Learning rate (non-SGD)            | [1e-5, 5e-5, 1e-4, 5e-4, 1e-3, 5e-3, 1e-2, 5e-2] |
| Learning rate (SGD and SGD-LAWN)   | [1e-2, 5e-2, 1e-1, 0.25, 0.5, 0.75, 1.0, 2.0, 2.5, 3.75, 5.0] |

Table 8: Parameter grid for LAWN and regular optimizers.

D.4 ImageNet Experimental Setup

**Dataset Details** The ImageNet dataset consists of about 1.2 million training images and 50,000 validation images.
### Table 9: Test HR@10 on MovieLens-100k with standard error.

| Method  | MovieLens-100k |
|---------|----------------|
|         | 10k  | 100k | 400k |
| SGD     | 66.33 (0.24) | 65.58 (0.17) | Fail | Fail |
| SGD-L   | **66.91** (0.16) | **66.49** (0.16) | Fail | Fail |
| Adam    | 66.01 (0.25) | 66.03 (0.15) | 63.20 (0.24) | 63.98 (0.25) |
| Adam-L  | **66.81** (0.17) | **66.91** (0.15) | **66.24** (0.16) | **66.14** (0.22) |
| LAMB    | 65.45 (0.25) | 65.34 (0.16) | 64.23 (0.16) | 62.57 (0.17) |
| LAMB-L  | **66.56** (0.22) | **66.54** (0.20) | **66.52** (0.25) | **66.14** (0.23) |

### Table 10: Test HR@10 on MovieLens-1M with standard error.

| Method  | MovieLens-1M |
|---------|---------------|
|         | 10k  | 100k | 1M  |
| SGD     | 70.91 (0.18) | 69.31 (0.17) | Fail | Fail |
| SGD-L   | 70.91 (0.12) | **70.41** (0.05) | Fail | Fail |
| Adam    | 69.87 (0.07) | 70.12 (0.11) | 69.28 (0.10) | 68.99 (0.21) |
| Adam-L  | **70.80** (0.09) | **70.41** (0.20) | **70.77** (0.04) | **70.66** (0.22) |
| LAMB    | 69.91 (0.12) | 69.77 (0.09) | 69.44 (0.10) | 68.95 (0.12) |
| LAMB-L  | **70.86** (0.21) | **70.86** (0.04) | **70.68** (0.08) | **70.34** (0.19) |

### Table 11: Test HR@10 on Pinterest with standard error.

| Method  | Pinterest |
|---------|-----------|
|         | 10k  | 100k | 1M  |
| SGD     | **86.62** (0.05) | 85.57 (0.20) | Fail | Fail |
| SGD-L   | 86.61 (0.20) | **85.99** (0.20) | Fail | Fail |
| Adam    | **87.27** (0.07) | 85.97 (0.01) | 85.81 (0.01) | 85.30 (0.20) |
| Adam-L  | 86.85 (0.10) | **86.61** (0.10) | **86.04** (0.10) | **86.06** (0.20) |
| LAMB    | 86.63 (0.10) | 85.91 (0.10) | 85.80 (0.10) | 85.65 (0.20) |
| LAMB-L  | **86.83** (0.10) | **86.25** (0.10) | **85.99** (0.10) | **86.07** (0.10) |

### D.4.1 Data Pre-processing

This model uses the following data augmentation:

For training:

- Normalization (0 mean, 1 std. dev.)
- Random resized crop to 224 × 224
- Scale from 8% to 100%
- Aspect ratio from 3/4 to 4/3
- Random horizontal flip

For inference:

- Normalization (0 mean, 1 std. dev.)
- Scale to 256 × 256
- Center crop to 224 × 224
D.4.2 Model

We used the ResNet-50-v1.5 model for ImageNet classification, which differs slightly from the original ResNet-50 model\cite{14}. For more details, the reader can refer to this open source code repository\url{https://github.com/NVIDIA/DeepLearningExamples}.

D.4.3 The LAMB+ algorithm

The LAMB algorithm uses a ratio consisting of a transformation of the network weight norm in the numerator and the update (including contribution of weight decay) in the denominator. This is known as the trust ratio. Without any or small weight decay, the trust ratio can grow to a large value and cause the training to become unstable. To counter this, we cap the trust ratio to have a max value of 1.0 (Algorithm 8). We found this to make training more stable, and to have better generalization performance. We refer to this algorithm as LAMB+.

D.4.4 Hyperparameter tuning

All optimizers were tuned with a fixed epoch budget of 90 epochs regardless of batch size. For optimizers that use weight decay, we did not apply weight decay to batch normalization parameters. Momentum for SGD and SGD-LA WN was fixed at 0.875. Gradient clipping was used for all optimizers except SGD and SGD-LA WN, with the gradient norm clipped to a maximum value of 1.0.

Small batch size

For SGD at a batch size of 256, we grid searched the learning rate over the set \{0.1, 0.256, 0.5\} and fixed weight decay to $10^{-4}$. Following \cite{9}, we allow 0.5 epochs for $E_{\text{warmup}}$ and then decay the learning rate linearly to zero at the end of training. For SGD-LA WN at a batch size of 256, we retained the peak learning rate from the best SGD setting and tuned $E_{\text{free}}$ and $E_{\text{warmup}}$ over a small grid of \{1, 5, 10\}. We used weight decay during the $E_{\text{free}}$ phase to arrest the growth of network weights, but not during the LA WN phase.

For Adam, we grid searched the learning rate over the set \{0.0001, 0.00125, 0.0025, 0.005\} and did not use any L2 regularization or weight decay. We used 0.16 epochs for $E_{\text{warmup}}$ and used linear decay. For Adam-LA WN, we grid searched the learning rate from \{0.0003, 0.0006, 0.0008, 0.004\}. Similar to SGD-LA WN, we tuned $E_{\text{free}}$ and $E_{\text{warmup}}$ over a small grid of \{1, 5, 10\}.

For LAMB and LAMB+, we bootstrapped using suggestions in literature and fixed weight decay to 0.01 and $E_{\text{warmup}}$ to 0.16 epochs. We grid searched the learning rate over \{0.001, 0.002, 0.0035, 0.005\}. For LAMB-LA WN, we fixed weight decay to 0.01 for the pre-LA WN phase and $E_{\text{free}}$ to match learning rate warmup of LAMB to 0.16 epochs. We tuned $E_{\text{warmup}}$ over a grid of \{1, 5, 10\} and used the same grid for learning rate as LAMB.

Large batch size

For SGD for large batch size, we retain the weight decay value to be $10^{-4}$. Since learning rate warmup is important for large batch sizes \cite{9}, we tune $E_{\text{warmup}}$ over a grid of \{0.16, 1, 5, 10\} epochs. We also tuned the learning rate over the values \{1.0, 5.0, 10.0\}. For SGD-LA WN for large batch size, we used the same grid for learning rate as SGD. We tuned $E_{\text{free}}$ and $E_{\text{warmup}}$ over a small grid of \{1, 5, 10\}.

For Adam at a batch size of 16k, we tuned peak learning rate over a grid of \{0.001, 0.003, 0.005, 0.008, 0.01\}, weight decay over \{0, 1e-3, 1e-2\} and duration of learning rate warmup over \{5, 10, 20\}. For Adam-LA WN for large batch size, we used the same grid for learning rate as Adam. Similar to SGD-LA WN and Adam-LA WN at small batch sizes, we tuned $E_{\text{free}}$ and $E_{\text{warmup}}$ over a small grid of \{1, 5, 10\}.

For LAMB and LAMB+, we again fixed weight decay to 0.01. We grid searched the learning rate over \{0.01, 0.02, 0.02828, 0.03, 0.04\}. We chose 0.02828 because that’s the reported learning rate for LAMB on ImageNet for batch size of 16k. We grid searched $E_{\text{warmup}}$ over \{5, 10, 20\}.

For LAMB-LA WN, we retained the best settings of learning rate and weight decay from LAMB and tuned $E_{\text{free}}$ and $E_{\text{warmup}}$ over a small grid of \{5, 10, 20\}.
D.5 LAWN vs. Other methods for controlling loss of adaptivity

We now provide details of the experiments for table 2 where we compare LAWN to other methods for controlling loss of adaptivity.

The dataset was fixed to MovieLens-1M, and experiments were run for batch sizes of 10k and 100k. Learning rate was tuned using a small grid of \{0.001, 0.005, 0.01\} for each method. For flooding, we tuned the flooding parameter over the grid \{0.2, 0.3, 0.4\}. For LSR, the \(\alpha\) parameter was fixed at 0.05. All experiments were run 3 times, and the average of the runs was reported.

E Max margin formulations - Fully homogeneous, Over-parameterized nets

In this section, we establish equivalence between normalized margin maximization (see (3)) and its constrained form (see (4)), to which LAWN is related. Then, using similar arguments, we also explain how \(\ell_2\) regularization is related to normalized margin maximization.

**LAWN.** We first prove that, for fully homogeneous nets, the norm constrained maximization of margin is equivalent to normalized margin maximization. While Banburski et al [1] proves a similar result, its statement and proof are imprecise, and not in the form needed to support LAWN. Hence, we provide a new formulation and a more detailed demonstration.

Let \(\phi_i(w)\) denote the target class logit for example \(i\), where \(w = \{w^\ell\}\) is the weight vector of the fully homogeneous network with \(w^\ell\) being the weight subvector of layer \(\ell\). Let \(\{c^\ell\}\) be any set of positive constants.

**Lemma 1.** The following optimization formulations are equivalent:

\[
\max_{\{w^\ell\}} \min_i \phi_i(\{w^\ell\}) \quad \text{s.t.} \quad \|w^\ell\| = c^\ell \quad \forall \ell
\]

and, at their respective (local) optima, for each \(\ell\), \(u^\ell\) and \(w^\ell\) are along the same direction.

**Proof.** Let us start from (7) and reduce it to (6). We begin by rewriting (7) as

\[
\max_{\gamma \in R_+, \{w^\ell\}} \gamma \quad \text{s.t.} \quad \|w^\ell\| = c^\ell \quad \forall \ell, \quad \phi_i(\{w^\ell\}) \geq \gamma \quad \forall i
\]

For each \(\ell\), let us reparameterize \(w^\ell\) using a new set of variables \(u^\ell\) as

\[
u^\ell = \frac{c^\ell}{\|w^\ell\|} u^\ell
\]

where each \(u^\ell\) is now unconstrained. With this reparameterization, the equality constraints, \(\|w^\ell\| = c^\ell \quad \forall \ell\) in (8) are automatically satisfied; hence, they can be removed. This leads us to the equivalent formulation

\[
\max_{\gamma \in R_+, \{u^\ell\}} \gamma \quad \text{s.t.} \quad \phi_i(\{\frac{c^\ell}{\|w^\ell\|} u^\ell\}) \geq \gamma \quad \forall i
\]

By the homogeneity of each \(\phi_i\) we get

\[
\max_{\gamma \in R_+, \{u^\ell\}} \gamma \quad \text{s.t.} \quad \phi_i(\{u^\ell\}) \geq \gamma' \quad \forall i
\]

where

\[
\gamma' = \frac{\gamma \Pi^\ell}{c}, \quad \text{and} \quad c = \Pi^\ell c^\ell
\]

Using \(\gamma'\) instead of \(\gamma\) as a new variable and omitting \(c\) as a constant, we get the new problem

\[
\max_{\gamma' \in R_+, \{u^\ell\}} \gamma' \quad \text{s.t.} \quad \phi_i(\{u^\ell\}) \geq \gamma' \quad \forall i
\]

\(\gamma'\) is a new variable and \(\gamma\) is a constant.

Since the \(\phi_i\) are homogeneous in each \(u^\ell\), the objective function in (6) is unaffected by the scale (one individual scale for each \(\ell\)) of the \(u^\ell\) and hence (9) has a continuum of solutions (a conic manifold of dimension equal to the number of \(\ell\)'s). A solution, \(\{w^\ell\}\) of (7) is one specific normalized solution on that manifold.
Now we can remove $\gamma'$ as a variable and rewrite the problem as

$$\max_{\{w'\}} \min_i \phi_i(\{u'\}) \prod_i \|u'\|$$ (14)

which is the same as (6) with $u'$ and $v'$ being one and the same set of variables. This proves Lemma 1.

**Remark 1.** The optimization problems in (6) and (7) have local optima. Though not stated in any previous work, it is worth pointing out that, in general position, the optima of (7) are isolated and finite in number. Transversality theorem of differential topology may be used to establish this. (In a single layer network the optimum is unique.) By appropriately defining and restricting to local neighborhoods of a local optimum, the equivalence indicated in Lemma 1 does apply to the local optima of (6) and (7) too.

**$\ell_2$ Regularization.** Lyu and Li [28] shows that, instead of (6), implicit bias can also be expressed via the optimization problem,

$$\max_v \min_i \phi_i(v) \|v\| #\ell$$ (15)

where $#\ell$ is the number of layers in the fully homogeneous network. Then, using the same arguments used in the proof of Lemma 1, we can show that (15) is equivalent to

$$\max_w \min_i \phi_i(w) \text{ s.t. } \|w\| = c$$ (16)

Like in §3 (see the discussion around (5)), we can approximate the margin, $\min_i \phi_i(w)$ by $h(L(w))$, use the monotonicity of $h$, and replace $\|w\| = c$ by $\|w\|^2 = c^2$ to get the approximate problem,

$$\min_w L(w) \text{ s.t. } \|w\|^2 = c^2$$ (17)

The $\ell_2$ regularization formulation,

$$L_{\ell_2} = L(w) + \frac{\rho}{2} \|w\|^2$$ (18)

is nothing but the regularized equivalent of (17), i.e., the trajectory of solutions of (18) as $\rho$ goes from 0 to $\infty$ is same as the trajectory of solutions of (17) as $c$ goes from $\infty$ to 0. Thus, like LAWN, $L_2$ regularization also approximates implicit bias, with the approximation becoming better as $\rho \to 0$.

**F Explaining escape**

Recent theoretical and empirical analysis have pointed out that deep net training needs two key phases to yield good generalization [20, 42] – Phase 1: Escaping poor minima; and Phase 2: Achieve implicit bias in the region of the chosen minimum. These phases are influenced by the training paradigm (the type of formulation, regularization, normalizations employed, etc.) and the training hyperparameters ($\eta$, the learning rate, and $B$, the batch size are the two crucial ones).

Phase 1 of the training identifies which minimum’s region of attraction that the training finally falls into. Escaping regions of attraction of “sharper” minima with sub-optimal generalization performance is an important function of phase 1. Two matrices - $\Sigma$, the covariance of the noise associated with minibatch gradient, and $H$, the Hessian of the training loss - combine with $\eta$ and $B$ to dictate what happens in phase 1. To give a rough guidance, Wu et al [42] conduct a rough theoretical analysis around a minimum and require that the following condition is met for escape from that minimum:

$$\lambda_{\max} \left\{ (I - \eta H)^2 + \frac{\eta^2 (m - B) \Sigma}{B(m - 1)} \right\} > 1$$ (19)

where $\lambda_{\max}(A)$ denotes the largest eigenvalue of $A$, $m$ is the total number of training examples and, $\Sigma$ and $H$ are evaluated at the minimum. The following are useful to note.

- As we move to large batch sizes and hence get $B$ closer to $m$, the effect of the second term diminishes significantly, causing the escaping to become difficult. This is a key reason why normal training methods suffer from a loss of generalization performance with large batch sizes.
When the target class logit values become very large and hence training loss starts moving very close to zero, $H$ and $\Sigma$ themselves become very small, thus severely hampering the escape. A careful scheduling of $\eta$ to very large values to cause the escape and then come back to smaller $\eta$ values to continue the training to a better minimum are needed. But designing such a schedule is hard.

Phase 2 of the training is where the optimization method implicitly affects the generalization performance; for example, several gradient based methods [28, 31, 32, 38, 40] lead to a direction that locally maximizes the normalized margin.

LAWN helps in both of the phases. First, by keeping weights (and hence logits) well bounded and keeping most examples away from regions where loss flattens to zero, $\Sigma$ and $H$ are kept large and hence escape from sub-optimal minima is made easier. In fact, even with large batch sizes where $B$ comes close to $m$, the largeness of $H$ can make escape possible. This is why, as demonstrated in [4] Lawn does much better than normal training with large batch sizes. Second, as argued in [4] the implicit bias (normalized margin maximization) properties are well-approximated by the constrained formulations used by Lawn, possibly helping performance to be improved in phase 2 too.