Neutral weak currents in nucleon superfluid Fermi liquids: Larkin-Migdal and Leggett approaches
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I. INTRODUCTION

One of important mechanisms for cooling of superfluid neutron star interiors is nucleon Cooper pair breaking and formation (PBF) with a radiation of neutrino-antineutrino pairs, $N^+ \rightarrow N^- + \nu + \bar{\nu}$ (see [1-21, 22] and references therein). Neutrinos are produced in weak interactions in which the lepton current $I_{\mu} = \bar{\nu}(1 - \gamma_5)\nu$ is coupled to the vector ($V_{\mu} = g_V \bar{\Psi} \gamma^\mu \Psi$) and the axial-vector ($A_{\mu} = g_A \bar{\Psi} \gamma^\mu \gamma_5 \Psi$) nucleon currents: $\mathcal{L} = -\frac{G}{\sqrt{2}} (V^\mu - A^\mu) I_{\mu}$, where $G \approx 1.2 \times 10^{-5}$ GeV$^{-2}$ is the weak interaction coupling, $g_V = 1$ and $g_A = 1.26$. For the nuclear vector current holds $\partial_\mu V^\mu = 0$ that corresponds to the conservation of the baryon charge. Early works [1-14] did not care about the vector-current conservation. The latter is fulfilled only if in-medium renormalization of the vector current is performed together with a corresponding renormalization of Green’s functions. This problem was tackled in Refs. [17-21]. Reference [16] indicated that the emissivity of the 1$\Sigma_0$ PBF processes on the vector current should be dramatically suppressed ($\propto v_F^4$, where $v_F$ is the Fermi velocity of non-relativistic nucleons) provided the vector current conservation is fulfilled. Reference [16] used expressions derived within the standard BCS formalism of the superconductivity theory [23, 24] for low excitation energies $\omega$, $|\vec{q}| \ll \Delta$, where $\Delta$ is the nucleon pairing gap and $\omega$ is the net $\nu\bar{\nu}$ energy, whereas the PBF reaction kinematics permits only $\omega > 2\Delta$, $|\vec{q}| < \omega$. The correlation effects in the particle-hole channel were neglected and processes induced by the axial-vector current were disregarded.

The consistent calculation of the PBF emissivity induced by the vector and axial-vector currents was performed in Ref. [18] within the Larkin-Migdal-Leggett Fermi liquid approach. The latter takes properly into account of the correlation effects in both particle-particle and particle-hole channels. It was demonstrated that the neutrino emissivity is actually controlled by the axial-vector current and is suppressed only by the factor $\propto v_F^4$, rather than $\propto v_F^3$ as was stated in Ref. [16]. This result was supported in the subsequent work [19], which however continued to work out the vector current contribution neglecting the correlation effects in the particle-hole channel.

The convenient Nambu-Gorkov formalism developed for the description of metallic superconductors, cf. Refs. [25, 26], does not distinguish interactions in particle-particle and particle-hole channels. These interactions can be, however, essentially different in strongly interacting matter, like in nuclear matter and in liquid He$^3$. The adequate methods for Fermi liquids with pairing were developed for zero temperature by Larkin and Migdal in Ref. [25] (see also [26]) and for a finite temperature by Leggett in Ref. [27, 28]. The problem of calculation of a response function of a Fermi system to an external interaction becomes tractable at cost of introduction of a set of Landau-Migdal parameters for quasiparticle interactions. Parameters can be either evaluated microscopically or extracted from analysis of experimental data, see [26]. The technical difference of the mentioned approaches is that Larkin and Migdal worked out equations for full in-medium vertices, whereas Leggett calculated directly a response function. The former approach was aimed at the study of transitions in nuclei, and the latter on the analyzes of collective modes in superfluid Fermi liquid. The principal equivalence of both approaches was emphasized by Leggett in Ref. [27, 28].

In Ref. [18] we used the Larkin-Migdal approach. More specifically, we solved the Larkin-Migdal equations for the vertices induced by the weak vector and axial-vector currents and calculated the current-current correlation function $\chi_a$, $a = \{V, A\}$, and the PBF emissivity. The explicit expression for $\chi_a$ was obtained at $T = 0$. It is sufficient to calculate emissivity of the process for $T \ll 2\Delta$ since small exponential factor $e^{-2\Delta/T}$ comes already from the phase space volume and the temperature correction to $\chi_a(T = 0)$ is small in this limit. Despite Larkin-Migdal equations
were derived in their original paper for $T = 0$, actually the results can be generalized for arbitrary $T$. In Ref. [18] we sketched which expressions should be modified at finite temperatures.

Recent paper [22] tried to adopt the Leggett formalism to calculate the PBF emissivity for the $1S_0$ neutron pairing and came to different results compared to those derived in Ref. [18], even in case $T \ll \Delta$. One of the points of Ref. [22] was to find the PBF emissivity for arbitrary $T \neq 0$. In view of the explicit claim by Leggett in Ref. [28] on the equivalence of his approach to that of Larkin and Migdal, this difference looks worrisome and requires a clarification.

The aim of this paper is to reveal the correspondence between the Larkin-Migdal and Leggett approaches and to generalize the results of Ref. [18] to arbitrary temperatures. We argue also that the results of the work [22] are based on misinterpretation and wrong solution of the Leggett equations.

The paper is organized as follows. In Section [II] we introduce the Fermi liquid approach to the problem of the neutrino emissivity from nucleon matter. We focus on the emissivity via the PBF reactions. The main expressions are presented in the diagrammatic form valid at arbitrary temperatures. Then in Section [III] we demonstrate how the Larkin-Migdal equations and the Leggett equations follow from the same set of diagrams. In Section [IV] we solve the Larkin-Migdal equations for the vertices induced by the vector and axial-vector currents and, then, present expressions for the PBF emissivity recovering the results of Ref. [18] formulated now for arbitrary temperatures. In Section [V] we demonstrate how the same results can be obtained within the Leggett formalism. In Section [VI] we discuss the flaws in Ref. [22]. We conclude with Section [VII].

II. GENERAL EXPRESSIONS FOR NEUTRINO EMISSIVITY AND CURRENT-CURRENT CORRELATORS

In this section we recall the main expressions for the neutrino emissivity obtained in Ref. [18], writing them in the form valid at arbitrary temperatures. To be specific we consider a neutron system with the s-wave pairing. The neutrino emissivity

$$\varepsilon_{\nu\bar{\nu}} = \frac{G^2}{4} \int \prod_{i=1}^{2} \frac{d^3q_i}{(2\pi)^3} \frac{\langle \omega_1 + \omega_2 \rangle}{2\omega_i} \frac{3}{\exp(\omega_1 + \omega_2)/T - 1} \sum \chi(q_1 + q_2)$$

is expressed through the imaginary part of the Fourier-transform of the current-current correlator $\chi(q) = \chi_\nu(q) + \chi_A(q) = \int d^4x e^{-i(q\cdot x)} \langle N[(V^\nu(x)V^\nu(0) + A^\mu(x)A^\nu(0)] l_\nu(x) l_{\nu,0}^\mu(0)|N\rangle$, where $q = (\omega_1 + \omega_2, q_1 + q_2)$. The averaging is done over the vector of state, $|N\rangle$, of the fermion system with pairing at thermal equilibrium. The summation runs over the lepton spins.

We use non-relativistic limit for nucleons since the nucleon Fermi energy $\epsilon_F \ll m$, where $m$ is the nucleon mass. The bare vertices for the nucleon currents as they follow from the expansion of the Lagrangian are $V^{0\mu} \approx \psi_1(p') (1, (\vec{p}' + \vec{p})/2m) \psi(p)$ and $A^{0\mu} \approx \psi_1(p') (\vec{\sigma}(\vec{p}' + \vec{p})/2m, \vec{\sigma}) \psi(p)$, where $\vec{\sigma} = (\sigma_1, \sigma_2, \sigma_3)$ are the Pauli matrices acting on free nucleon spinors $\psi$, and $\vec{p}'$ and $\vec{p}$ are outgoing and incoming momenta.

In a system with pairing a particle can transit into a hole and a condensate pair and vice versa. The one-particle one-hole irreducible amplitudes of such processes are depicted in Fig. 1. Besides the normal Green’s function $G$ one introduces anomalous Green’s functions $\hat{G}^{(1)}$, and $\hat{G}^{(2)}$, which diagrammatic notations are given in Fig. 1. The Green’s function for the hole is defined as $\hat{G}^h(p) = \hat{G}^T(-p)$. Superscript $T$ denotes matrix transposition. The normal and anomalous Green’s functions are related by Gor’kov equations. The normal Green’s function is diagonal in spin space $\hat{G}(p) = G(p) 1$, but the anomalous Green’s functions are equal to $\hat{F}^{(1)}(p) = \hat{F}^{(2)}(p) = \hat{F}(p) = F(p) i\sigma_2$. We will not discuss here the details of the Fermi liquid renormalization procedure, see Refs. [25, 27, 32]. The latter allows to separate contributions from the pole and regular parts of the Green’s functions in all relevant quantities. We assume that this procedure is properly done and we deal further only with the pole parts of the Green’s functions.

FIG. 1: Amplitudes of the transition of a particle into a hole and a condensate pair, $\Delta^{(1)}$ and vice versa, $\Delta^{(2)}$, and normal, $G$, and anomalous, $F$, Green’s functions.
Such corrections are usually omitted in most calculations within the Fermi liquid theory for superfluids. We estimate that the neglected terms are at most of the order of $\Delta / \omega$. Note that the same value is characterized by the effective mass $m^*$ and the residue $a$:

$$G(p) = \frac{a (\epsilon + \epsilon_p)}{\epsilon^2 - E_p^2 + i0\text{sgn} \epsilon}, \quad F(p) = \frac{-a \Delta}{\epsilon^2 - E_p^2 + i0\text{sgn} \epsilon},$$

where $E_p^2 = \epsilon_p^2 + \Delta^2$ with the pairing gap $\Delta$, and $\epsilon_p = p^2/(2m^*) - \mu(T)$, $\mu$ is the chemical potential, $\mu(T = 0) = \epsilon_F = p_F^2/(2m^*)$. At finite temperature one can use the Matsubara techniques with the replacement $\epsilon \rightarrow i\epsilon_n = i\pi(2n + 1)$.

The amplitude in the particle-particle channel is parameterized as

$$\Gamma_{\xi}^{ac}(\vec{n}, \vec{n}^\prime) = \Gamma_0^{\xi}(\vec{n}, \vec{n}^\prime)(i\sigma_2)^a_0 (i\sigma_2)^c_0 + \Gamma_1^{\xi}(\vec{n}, \vec{n}^\prime)(i\sigma_2)^a_0 (\vec{\sigma})^c_0,$$

and the interaction in the particle-hole channel is

$$\Gamma_{\omega}^{ac}(\vec{n}, \vec{n}^\prime) = \Gamma_0^{\omega}(\vec{n}, \vec{n}^\prime) \delta_b^a \delta_d^c + \Gamma_1^{\omega}(\vec{n}, \vec{n}^\prime) (\vec{\sigma})^a_b (\vec{\sigma})^c_d.$$

Here and below $\vec{n} = \vec{p}/|\vec{p}|$ and $\vec{n}^\prime = \vec{p}^\prime/|\vec{p}^\prime|$. Superscript "$\omega$" indicates that the amplitude is taken for $|q| \ll \omega$ and $\omega \ll \epsilon_F$, where $\omega$ and $q$ are transferred energy and momentum. We use that $\epsilon_{p + \vec{q}/2} \approx \epsilon_p + \vec{v} \vec{q}/2$, where $\vec{v}$ is the nucleon velocity at the Fermi surface, $\vec{v} = \vec{v}_F \vec{n}(1 + O(T^2/\epsilon_F^2))$. Since in the PBF processes $|\vec{q}| \lesssim \Delta$, the terms neglected are of the order of $O(\Delta^2/\epsilon_F^2)$. Actually, the denominators of the Green’s functions are $|\omega \pm (\epsilon_{p + \vec{q}/2} - \epsilon_{p - \vec{q}/2})| \ll \epsilon_F$. Moreover, the terms $\propto \vec{v} \vec{q}$ may vanish under the angular integrations. Taking this into account we estimate that the neglected terms are at most of the order of $\Delta/\epsilon_F \ll 1$ compared to the retained terms. Such corrections are usually omitted in most calculations within the Fermi liquid theory for superfluids.

The empirical information is usually expressed in terms of dimensionless parameters

$$\Gamma_0^{\xi}(\vec{n}, \vec{n}^\prime) = \frac{f^{\omega, \xi}(\vec{n}, \vec{n}^\prime)}{a^2 \rho(n_0)}, \quad \Gamma_1^{\xi}(\vec{n}, \vec{n}^\prime) = \frac{g^{\omega, \xi}(\vec{n}, \vec{n}^\prime)}{a^2 \rho(n_0)},$$

where $\rho = \frac{m^*}{2\pi^2}$ is the density of states at the Fermi surface.

The pairing gap is determined by the $\Gamma_0$ term in the particle-particle interaction, and the gap equation reads

$$\Delta(\vec{n}) = -\langle \Gamma_0^{\xi}(\vec{n}, \vec{n}^\prime) A_0(\Delta(\vec{n}^\prime)) \rangle_{\vec{n}^\prime},$$

and

$$A_0(\Delta) = \int d\Phi_T G_0(p) G^h(p) \theta(\xi - \epsilon_p),$$

where $G_0(p) = 1/(\epsilon - \epsilon_p + i0\text{sgn}\epsilon)$ is the Green’s function for the Fermi system without pairing ($\Delta = 0$), and $\xi \sim \mu$ is the cutting parameter. Usually the gap is determined with $\xi = \mu$. We use the following notations for the angular integration

$$\langle \ldots \rangle_{\vec{n}} = \int \frac{d\Omega_{\vec{n}}}{4\pi} \langle \ldots \rangle,$$

and for the integration

$$\int d\Phi_T f(\epsilon, \epsilon_p) = \begin{cases} \rho \int_{-\infty}^{+\infty} \frac{d\epsilon}{2\pi \epsilon} \int_{-1}^{1} d\epsilon_p f(\epsilon, \epsilon_p) & \text{for } T = 0 \\ \rho T \sum_{n = -\infty}^{+\infty} \int_{-1}^{1} d\epsilon_p f(i\epsilon_n, \epsilon_p) & \text{for } T \neq 0 \end{cases}.$$ 

Note that the same value $A_0$ can be introduced as $A_0 = \int d\Phi_T (G(p) G^h(p) + F(p) F(p)) \theta(\xi - \epsilon_p)$, cf. Ref. [28].

---

1 Definition of the value $A_0$ is here the same as in Ref. [28] and differs by sign from that used in Ref. [27, 28].
We anticipate here the relation between the vertices. The diagrammatic representation for the current-current correlator entering (1) is shown in Fig. 2. The dash line relates to the Z-boson coupled to the neutral lepton currents. In terms of the Green’s functions and the quasiparticle interactions we write it as

\[ \chi_\alpha(\omega, \vec{q}) = \frac{1}{2} \text{Tr} \left\langle \int d\Phi_T \dot{\hat{\tau}}^a_\alpha \left\{ \hat{G}_+ \hat{\tau}_a \hat{G}_- + \hat{F}_+ \dot{\hat{\tau}}^a_\alpha \hat{F}_- + \hat{G}_+ \dot{\hat{\tau}}^{(1)}_a \hat{G}_- + \hat{F}_+ \dot{\hat{\tau}}^{(2)}_a \hat{F}_- \right\} \right\rangle_{\vec{n}}, \]  

(7)

\( a = V \) for the vector current and \( a = A \) for the axial-vector currents. The trace is taken in the nucleon spin space. Doing calculations in Matsubara technique, we use notations: \( G_+ = G(p_0 + \omega, \vec{p} + \vec{q}/2) \) and \( G_- = G(p_0, \vec{p} - \vec{q}/2) \), and similarly for \( F_\pm \) functions. For continuous frequencies we use the symmetrical 4-vector notations, i.e. \( G_\pm = G(p \pm q/2) \) and, analogously, \( F_\pm = F(p \pm q/2) \). The left vertices in Fig. 2 are the bare vertices generated by the weak currents

\[ \hat{\tau}_V^0(\vec{n}, q) = g_V \left( \tau_{V,0}^0 l_0 - \dot{\tau}_{V,0}^0 \hat{l} \right) \hat{l}, \quad \hat{\tau}_{A,0}^0 = \hat{\tau}_{A,1}^0 = \tau_{A,0}^0 \frac{e_V}{a} \hat{\tau}, \]

(8a)

\[ \hat{\tau}_{A,0}^\omega(\vec{n}, q) = -g_A \left( \tau_{A,0}^\omega \sigma l_0 - \tau_{A,0}^\omega \sigma \hat{l} \right), \quad \hat{\tau}_{A,1}^\omega = \tau_{A,1}^\omega \frac{e_A}{a} \hat{\tau}, \]

(8b)
eV and eA are effective charges of the vector and axial-vector currents, cf. [13]. The corresponding vertices for holes are defined as

\[ \hat{\tau}_V^0(\vec{n}, q) = \left[ \hat{\tau}_V^0(\vec{n}, q) \right]^T = g_V \left( \tau_{V,0}^0 l_0 + \dot{\tau}_{V,0}^0 \hat{l} \right) \hat{l}, \]

(9a)

\[ \hat{\tau}_{A,0}^\omega(\vec{n}, q) = \left[ \hat{\tau}_{A,0}^\omega(\vec{n}, q) \right]^T = -g_A \left( -\tau_{A,1}^\omega \sigma^T l_0 - \tau_{A,1}^\omega \sigma^T \hat{l} \right), \]

(9b)

We used here explicitly that \( \tau_{\omega,0}^\omega(-p, q) = -\tau_{\omega,0}^\omega(p, q) \) and \( \tau_{\omega,1}^{\omega}(-p, q) = -\tau_{\omega,1}^{\omega}(p, q) \).

The right vertices in Fig. 2 are the full in-medium-dressed vertices, which are functions of the out-going frequency \( \omega \) and momentum \( \vec{q} \), and the nucleon velocity \( \vec{v} \simeq v_p \vec{n}, \vec{n} = \vec{p}/p \). In absence of external magnetic field the spin structure of the full vertex is the same as the spin structure of the bare vertex. Therefore, we write

\[ \hat{\tau}_V = g_V \left( \tau_{V,0} l_0 - \tau_{V,1} \hat{l} \right) \hat{l}, \quad \hat{\tau}_{A,0}^{\omega} = g_A \left( \tau_{A,0}^\omega \sigma^T l_0 - \tau_{A,0}^\omega \sigma \hat{l} \right), \]

(10a)

\[ \hat{\tau}_{A,1}^{\omega} = -g_A \left( \tau_{A,1}^\omega \sigma^T l_0 - \tau_{A,1}^\omega \sigma \hat{l} \right), \]

(10b)

\[ \hat{\tau}_{A,0}^{\omega} = g_A \left( \tau_{A,0}^\omega \sigma^T l_0 - \tau_{A,0}^\omega \sigma \hat{l} \right), \]

(10c)

\[ \hat{\tau}_{A,0}^{\omega} = g_A \left( \tau_{A,0}^\omega \sigma^T l_0 - \tau_{A,0}^\omega \sigma \hat{l} \right), \]

(10d)

We anticipate here the relation between the vertices \( \hat{\tau}_V^{(1)} \) and \( \hat{\tau}_V^{(2)} \), which will be proven later. The full vertices are determined by the diagrammatic equations depicted in Fig. 3. These graphical equations were first introduced by Larkin and Migdal [23]. The blocks in Fig. 3 correspond to the two-particle irreducible interaction in the particle-particle channel, \( \Gamma^\xi \), and the particle-hole irreducible interaction in the particle-hole channel, \( \Gamma^\omega \). We emphasize that only chains of bubble diagrams are summed up in this particular formulation. Thus, the imaginary part of \( \chi \) accounts only for one-nucleon processes. To include two-nucleon processes within a quasi-particle approximation, one should add diagrams with self-energy insertions to the Green’s functions and iterate the Landau-Migdal amplitudes \( \Gamma^\omega, \xi \) in Fig. 3 in the horizontal channel [24].

Working out the spin structure in (7) we obtain

\[ \chi_V(q) = g_V^2 \left\langle \left( \tau_{V,0} l_0 - \tau_{V,1} \hat{l} \right) \hat{l} \right\rangle_{\vec{n}}, \]

(11a)

\[ \chi_A(q) = g_A^2 \left\langle \left( \tau_{A,0}^{\omega} \sigma^T l_0 - \tau_{A,1}^{\omega} \sigma \hat{l} \right) \hat{l} \right\rangle_{\vec{n}}, \]

(11b)
where we introduced new scalar and vector response functions
\[
\chi_{\alpha,0}(\mathbf{n}, q) = \int \mathcal{d} \Phi_T \left( G_+ G_- \tau_{\alpha,0} - F_+ F_- \tau_{\alpha,0}^h + (G_+ F_- - F_+ G_-) \tilde{\tau}_{\alpha,0} \right), \tag{12a}
\]
\[
\tilde{\chi}_{\alpha,1}(\mathbf{n}, q) = \int \mathcal{d} \Phi_T \left( G_+ G_- \tau_{\alpha,1} + F_+ F_- \tau_{\alpha,1}^h + (G_+ F_- - F_+ G_-) \tilde{\tau}_{\alpha,1} \right). \tag{12b}
\]

It is instructive to express susceptibilities \((11a)\) and \((11b)\) in terms of the polarization tensors \(\chi_{\alpha}(q) = l_{\mu} \Pi_{\alpha\nu}(q) l_{\nu}\).

The polarization tensors can be written through the auxiliary bare and dressed currents, \(\tilde{J}_\alpha^\nu(\mathbf{n}, q)\) and \(\tilde{J}_{\alpha,\mu}(\mathbf{n}, q)\), respectively,
\[
\Pi_{\alpha\nu}(q) = \frac{1}{2} \langle \text{Tr} \{ \tilde{J}_\alpha^\nu(\mathbf{n}, q) \tilde{J}_{\alpha,\nu}(\mathbf{n}, q) \} \rangle \mathbf{n}, \tag{13}
\]

where the vector currents are
\[
\tilde{J}_V^\nu(\mathbf{n}, q) = \left( \tau_{V,0}^\nu, \bar{\tau}_{V,1}^\nu \right) \mathbf{1}, \quad \tilde{J}_V^\nu(\mathbf{n}, q) = \left( \chi_{V,0}, \bar{\chi}_{V,1} \right) \mathbf{1}, \tag{14}
\]

and the axial-vector currents are
\[
\tilde{J}_A^\mu(\mathbf{n}, q) = \left( \sigma \tau_{A,1}, \bar{\sigma} \tau_{A,0} \right), \quad \tilde{J}_A^\mu(\mathbf{n}, q) = \left( \bar{\sigma} \bar{\chi}_{A,1}, \sigma \chi_{A,0} \right). \tag{15}
\]

Thus, the polarization tensors can be cast as
\[
\Pi_{V\alpha} = \left( \begin{array}{cc}
\Pi_{V00} & \Pi_{V0} \\
\Pi_{V1} & \Pi_{V1}
\end{array} \right), \quad \Pi_{A\alpha} = \left( \begin{array}{cc}
\Pi_{A00} & \Pi_{A0} \\
\Pi_{A1} & \Pi_{A1}
\end{array} \right)
\]

The integration over the lepton phase space can be performed analytically, cf. [18], and the neutrino emissivity is then cast in terms of the polarization tensor as
\[
\varepsilon_{\nu\nu} = \varepsilon_{\nu\nu,V} + \varepsilon_{\nu\nu,A},
\]
\[
\varepsilon_{\nu\nu,A} = \frac{G^2}{48 \pi^4} \int_0^\infty \int_0^{\omega} d|q| \frac{\omega |q|^2}{\omega^2 + m^2 - 1} K_a(q), \tag{18}
\]
\[
K_a(q) = (q_\mu q_\nu - g_{\mu\nu} q^2) 2 \Pi_{\alpha\nu}(q).
\tag{19}
\]

The polarization tensor for the conserving vector current must be transverse \(\Pi_{V\alpha}^{\mu\nu} q_\nu = q_\mu \Pi_{V\alpha}^{\mu\nu} = 0\). This property will be explicitly proven below in Section IV and in Appendix B. Taking it into account and using \((16)\) we find
\[
K_V(q) = \frac{eV q^2}{\alpha} \left( \bar{q}^2 - \omega^2 \right) \Re \langle \chi_{V,0}(\mathbf{n}, q) - \bar{q} \bar{\chi}_{V,1}(\mathbf{n}, q) \rangle \mathbf{n}, \tag{20}
\]
\[
K_A(q) = \frac{eA q^2}{\alpha} \left( \bar{q}^2 \langle \bar{\chi}_{A,1}(\mathbf{n}, q) \rangle \mathbf{n} + (3 \omega^2 - 2 \bar{q}^2) \langle \chi_{A,0}(\mathbf{n}, q) \rangle \mathbf{n} - \omega \langle \bar{q} \bar{\chi}_{A,1}(\mathbf{n}, q) \rangle \mathbf{n} \right. \tag{21}
\]
\[
- \omega \langle \bar{q} \bar{\chi}_{A,1}(\mathbf{n}, q) \rangle \mathbf{n} - \omega \langle \bar{q} \bar{\chi}_{A,1}(\mathbf{n}, q) \rangle \mathbf{n}.\]

Finally, once the full in-medium vertices \([10a \text{ } 10b \text{ } 10c \text{ } 10d]\) are known, expressions \([18 \text{ } 20 \text{ } 21]\) together with \([12a \text{ } 12b]\) solve the problem of neutrino emission from superfluid neutron matter via the PBF reactions.

In the rest of the paper we demonstrate two methods for the calculation of the full vertices.

III. CORRESPONDENCE BETWEEN LARKIN-MIGDAL AND LEGGETT FORMALISMS

The coupling of an external field to the non-relativistic fermion is described by the \(2 \times 2\) matrix acting in the fermion spin space. Any rank-2 matrix can be decomposed into a unity matrix and Pauli matrices \(\sigma\). Thus, we have
\[
\hat{\tau}(\mathbf{n}, q) = t_0(\mathbf{n}, q) \mathbf{1} + \hat{\sigma} t_1(\mathbf{n}, q),
\]
\[
\hat{\tau}^{(1)}(\mathbf{n}, q) = \left( t_0^{(1)}(\mathbf{n}, q) \mathbf{1} + \hat{\sigma} t_1^{(1)}(\mathbf{n}, q) \right) i \sigma_2,
\]
\[
\hat{\tau}^{(2)}(\mathbf{n}, q) = i \sigma_2 \left( t_0^{(2)}(\mathbf{n}, q) \mathbf{1} + \hat{\sigma} t_1^{(2)}(\mathbf{n}, q) \right).
\tag{22}
\]
The hole-vertex is decomposed as
\[
\hat{\tau}^h(\vec{n}, q) = t_0^h(\vec{n}, q) \hat{1} + \sigma^T \vec{t}_0^h(\vec{n}, q) = t_0(-\vec{n}, q) \hat{1} + \sigma^T \vec{t}(\vec{n}, q). \tag{23}
\]

The spin structures of the weak coupling vertices \((8)\) and \((10)\), we primarily deal with, demonstrate that the vector current contributes only to the vertices with subscript 0 and the axial-vector current couples only to the vertices with subscript 1. E.g., for the vector current
\[
t_0^\omega = g v \left(\tau^\omega_{V,0} l_0 - \tau^\omega_{V,1} \vec{l} \right),
\]
\[
t_0 = g v \left(\tau_{V,0} l_0 - \tau_{V,1} \vec{l} \right),
\]
\[
\vec{t}_1^\omega = \vec{t}_1 = 0,
\tag{24}
\]
and for the axial-vector current
\[
t_0^\omega = t_0 = 0,
\]
\[
\vec{t}_1^\omega = -g A \left(\vec{\tau}_{A,1} l_0 - \vec{\tau}_{A,0} \vec{l} \right),
\]
\[
\vec{t}_1 = -g A \left(\vec{\tau}_{A,1} l_0 - \vec{\tau}_{A,0} \vec{l} \right).
\tag{25}
\]

After opening the spin structure of the diagrams in Fig. 3 we arrive at the following set of equations for \(t_0, t_0^h, t_0^{(1)}\) and \(t_0^{(2)}\) (for brevity we omit the dependence of the vertices on \(\vec{n}, \omega\) and \(\vec{q}\)):
\[
t_0 - t_0^{(h)} = \left\langle \int d\Phi_T \Gamma_0 \left[ G_+ G_- t_0 - F_+ F_- t_0^h - G_+ F_- t_0^{(1)} - F_+ G_- t_0^{(2)} \right] \right\rangle_{\vec{n}'} \tag{26a},
\]
\[
t_0^h - t_0^{(h)} = \left\langle \int d\Phi_T \Gamma_0 \left[ G_+ G_- t_0^h - F_+ F_- t_0 - F_+ G_- t_0^{(1)} - G_+ F_- t_0^{(2)} \right] \right\rangle_{\vec{n}'} \tag{26b},
\]
\[
t_0^{(1)} = -\left\langle \int d\Phi_T \Gamma_0^\xi \left[ G_+ G_- t_0^{(1)} - F_+ F_- t_0^{(2)} + G_+ F_- t_0 + F_+ G_- t_0^h \right] \right\rangle_{\vec{n}'} \tag{26c},
\]
\[
t_0^{(2)} = -\left\langle \int d\Phi_T \Gamma_0^\xi \left[ G_+ G_- t_0^{(2)} - F_+ F_- t_0^{(1)} + F_+ G_- t_0 + G_+ F_- t_0^h \right] \right\rangle_{\vec{n}'} \tag{26d}.
\]

The similar set of equations for 3-vector vertices \(\vec{t}_1, \vec{t}_1^{(h)}, \vec{t}_1^{(1)}\) and \(\vec{t}_1^{(2)}\) is written with the only differences that \(\Gamma_0^{\omega, \xi}\) is replaced by \(\Gamma_0^{\omega, \xi}\) and in front of all terms with \(t^h\) the sign must be changed. The origin of this sign change is the identity \(\sigma_2 \sigma^T \sigma_2 = -\vec{\sigma}\).

For the sake of convenience we introduce brief notations, e.g.,
\[
\int d\Phi_T G_+^h F_- = G_+^h \cdot F_-.
\tag{27}
\]

The details of calculations of these products within the Matsubara techniques are deferred to Appendix A. E.g., we recover useful relations
\[
G_+ \cdot G_- = G_+^h \cdot G_- , \quad G_+ \cdot F_- = -F_+ \cdot G_- , \quad F_+ \cdot G_- = -G_+ \cdot F_- ,
\tag{28}
\]
see Eqs. (A13), (A15) and (A18) in [28]. From (26) we can immediately find relations between the vertices \(t_0^{(1)}\) and \(t_0^{(2)}\). Taking the sum of Eqs. (26c) and (26d) and making use of Eq. (28) we obtain the homogeneous equation for the sum \(t_0^{(1)} + t_0^{(2)}\),
\[
t_0^{(1)} + t_0^{(2)} = -\left\langle \int d\Phi_T \Gamma^\xi \left[ G_+ G_- - F_+ F_- \right] \left( t_0^{(1)} + t_0^{(2)} \right) \right\rangle_{\vec{n}'} ,
\tag{29}
\]
which implies
\[
t_0^{(1)} + t_0^{(2)} = 0 .
\tag{30}
\]

The latter relation justifies the parameterization of the full in-medium vertices in Eqs. (102) and (103). The same relation is valid for \(t_1^{(1)}\) and \(t_1^{(2)}\) vertices.
A. Larkin-Migdal equations

In their original paper [25], Larkin and Migdal presented Eqs. (26) in somewhat different form. They noted that the vertices for the holes, \( t^h \), can be obtained from the particle vertices with the change \( \vec{n} \to -\vec{n} \),

\[
t^h_0(\vec{n}, q) = t_0(-\vec{n}, q), \quad t^h_1(\vec{n}, q) = t_1(-\vec{n}, q). \tag{31}
\]

Therefore, one can introduce the operator \( \hat{\pi} \), which performs this change of \( \vec{n} \) in the vertex

\[
\hat{\pi} t_0(\vec{n}, q) = t^h_0(\vec{n}, q), \quad \hat{\pi} t_1(\vec{n}, q) = t^h_1(\vec{n}, q). \tag{32}
\]

In view of relation (30), Eqs. (26) for scalar vertices '0' and four equations for 3-vector vertices \( \vec{t}_1 \) can be cast in terms of four equations

\[
\begin{align*}
t_0 - \vec{t}_0^" &= \left\langle \Gamma^0_0 \left( L(\hat{\pi}) t_0 + M \vec{t}_0 \right) \right\rangle_{\vec{r}'}, \tag{33a} \\
t_0 &= -\left\langle \Gamma^L_0 \left( \left( N + A_0 \right) t_0 + O(\hat{\pi}) \right) \right\rangle_{\vec{r}'}, \tag{33b} \\
\vec{t}_1 - \vec{t}_1^" &= \left\langle \Gamma^L_1 \left( L(-\hat{\pi}) \vec{t}_1 + M \vec{t}_1 \right) \right\rangle_{\vec{r}'}, \tag{33c} \\
\vec{t}_1 &= -\left\langle \Gamma^L_1 \left( \left( N + A_0 \right) \vec{t}_1 + O(-\hat{\pi}) \right) \right\rangle_{\vec{r}'}. \tag{33d}
\end{align*}
\]

We shall call this set of equations the Larkin-Migdal equations. In Ref. [25], these four equations are further reduced to only two equations with the help of the operator \( \hat{P} \) (defined by Eq. (31) in Ref. [25]), which includes additionally the change of the sign between Eqs. (33a) and (33c) and between Eqs. (33b) and (33d). Functions \( L, M, N, \) and \( O \) are defined as in Ref. [25]

\[
\begin{align*}
L(\vec{n}, q; \hat{\pi}) &= G_+ \cdot G_- - F_+ \cdot F_- \hat{\pi}, \\
M(\vec{n}, q) &= G_+ \cdot F_+ - F_+ \cdot G_-, \\
N(\vec{n}, q) &= G_+ \cdot \tilde{G}_h - F_+ \cdot F_- \cdot A_0, \\
O(\vec{n}, q; \hat{\pi}) &= -G_+ \cdot F_- - F_+ \cdot \tilde{G}_b \hat{\pi}. \tag{34}
\end{align*}
\]

We emphasize that Eqs. (34) are valid at arbitrary temperature. The temperature dependence is hidden in the convolutions of the Green’s functions (31). In Ref. [25], the latter ones were calculated explicitly only for \( T = 0 \) using the method of Ref. [30]. The extension to \( T \neq 0 \) is straightforward within the Matsubara technique, see Appendix A.

B. Leggett equations for vertices and correlation functions

In this section, starting from Eqs. (26), we derive the equations obtained by Leggett in Refs. [27, 28], thus, demonstrating interrelation of Larkin-Migdal and Leggett approaches and their principal equivalence.

The primary goal of works [27, 28] was to calculate the response function of the superfluid Fermi liquid to the source of an external field \( \hat{\pi}\omega(\vec{n}, q) \) at \( \omega, q \ll \Delta \) and to study collective modes in a superfluid. The excitations of the density, spin-density, current and spin current fluctuations with \( \hat{\pi}\omega = \vec{1}, \sigma_3, \vec{n}, \) and \( \vec{n} \sigma_3, \) respectively, were considered. In Refs. [27, 28] it was explicitly assumed that the source is diagonal in the spin space and the vertex is characterized by the directions of \( \vec{n} \) and of the projection of the spin \( s \). Then the vertices can be classified as "even" and "odd" depending on whether they change the sign at the simultaneous replacement \( \vec{n} \to -\vec{n} \) and \( s \to -s \). So the vertices \( \vec{1} \) and \( \vec{n} \sigma_3 \) are "even", whereas \( \sigma_3 \) and \( \vec{n} \) are "odd".
Using relations [28] we are able to present Eqs. (26) in the matrix form

\[
\mathcal{T}_0(\vec{n}, q) = \mathcal{T}_0^\omega(\vec{n}, q) + \langle \mathcal{\hat{T}}_0(\vec{n}, \vec{n}', q) \mathcal{T}_0(\vec{n}', q) \rangle_{\vec{n}', q},
\]

(35)

\[
\mathcal{T}_0 = \begin{bmatrix} t_0^{(1)} \\ -t_0^{(2)} \\ t_h \\ t_0 \end{bmatrix}, \quad \tilde{\mathcal{T}}_0 = \begin{bmatrix} 0 \\ 0 \\ t_{\omega} \\ t_0 \end{bmatrix}, \quad \mathcal{\hat{\Gamma}}_0 = \begin{bmatrix} \Gamma_0^\varepsilon & 0 & 0 & 0 \\ 0 & \Gamma_1^\varepsilon & 0 & 0 \\ 0 & 0 & \Gamma_0^\varepsilon & 0 \\ 0 & 0 & 0 & \Gamma_1^\varepsilon \end{bmatrix},
\]

(36)

\[
\mathcal{\hat{G}}_4 = \begin{bmatrix} -G^h_+ \cdot G_- \cdot F_+ \cdot F_- \\ -F_+ \cdot G_- \cdot F_+ \cdot F_- \\ -G^h_+ \cdot G_- \cdot F_+ \cdot F_- \\ -F_+ \cdot G_- \cdot F_+ \cdot F_- \end{bmatrix} \mathcal{\hat{G}}_4 = \begin{bmatrix} -F_+ \cdot G_- \cdot F_+ \cdot F_- \\ -G^h_+ \cdot G_- \cdot F_+ \cdot F_- \\ -F_+ \cdot G_- \cdot F_+ \cdot F_- \\ -G^h_+ \cdot G_- \cdot F_+ \cdot F_- \end{bmatrix}.
\]

The matrix \( \mathcal{\hat{G}}_4 \) is precisely the matrix used by Leggett in Eq. (3) of Ref. [28]. The same matrix enters the equation for the vector vertices in [22].

\[
\mathcal{T}_1(\vec{n}, q) = \mathcal{T}_1^\omega(\vec{n}, q) + \langle \mathcal{\hat{T}}_1(\vec{n}, \vec{n}') \mathcal{\hat{G}}_4(\vec{n}', q) \mathcal{T}_1(\vec{n}', q) \rangle_{\vec{n}', q},
\]

(37)

\[
\mathcal{T}_1 = \begin{bmatrix} t_1^{(1)} \\ -t_1^{(2)} \\ -t_{\omega} \\ t_1 \end{bmatrix}, \quad \tilde{\mathcal{T}}_1 = \begin{bmatrix} 0 \\ 0 \\ -t_{\omega} \\ t_1 \end{bmatrix}, \quad \mathcal{\hat{\Gamma}}_1 = \begin{bmatrix} \Gamma_0^\varepsilon & 0 & 0 & 0 \\ 0 & \Gamma_1^\varepsilon & 0 & 0 \\ 0 & 0 & \Gamma_0^\varepsilon & 0 \\ 0 & 0 & 0 & \Gamma_1^\varepsilon \end{bmatrix}.
\]

These equations elucidate the meaning of the "arrow space" introduced by Leggett in Ref. [27] in application to the in-medium vertices.

To proceed further we introduce even and odd vertices. In our case the even vertices are

\[
t^+ = \frac{1}{2}(t_0 + t_h), \quad \tilde{t}^+ = \frac{1}{2}(\tilde{t}_1 - \tilde{t}_1^h),
\]

(38)

and the odd ones are

\[
t^- = \frac{1}{2}(t_0 - t_h), \quad \tilde{t}^- = \frac{1}{2}(\tilde{t}_1 + \tilde{t}_1^h).
\]

(39)

With these definitions the bare vertices \( \hat{\mathcal{T}} \) and \( \hat{\mathcal{\hat{T}}} \), considered by Leggett in Ref. [28], contribute only to the even vertices, whereas \( \vec{n} \) and \( \vec{\sigma} \) to the odd vertices.

Equations for the even and odd amplitudes follow from Eqs. (26) if we take the half-sum and the half-difference of Eqs. (26-26d) and making use of Eq. (33) we obtain the equation for the anomalous vertex \( \frac{1}{2}(t^{(2)} - t^{(1)}) = \tilde{t} \). The systems [35] and [37] acquire then the same matrix form

\[
\mathcal{\hat{T}}(\vec{n}, q) = \mathcal{T}_0^\omega(\vec{n}, q) + \langle \mathcal{\hat{T}}(\vec{n}, \vec{n}') \mathcal{\hat{G}}_3(\vec{n}', q) \mathcal{T}(\vec{n}', q) \rangle_{\vec{n}', q},
\]

(40)

\[
\mathcal{\hat{T}} = \begin{bmatrix} -\tilde{t} \\ -\tilde{t}^+ \\ -t^+ \\ t^+ \end{bmatrix}, \quad \tilde{\mathcal{T}} = \begin{bmatrix} 0 \\ -t^- \omega \\ -t^- \omega \\ t^- \omega \end{bmatrix}, \quad \mathcal{\hat{\Gamma}}_3 = \begin{bmatrix} \Gamma_0^\varepsilon & 0 & 0 & 0 \\ 0 & \Gamma_1^\varepsilon & 0 & 0 \\ 0 & 0 & \Gamma_0^\varepsilon & 0 \\ 0 & 0 & 0 & \Gamma_1^\varepsilon \end{bmatrix},
\]

(41)

\[
\mathcal{\hat{G}}_3 = \begin{cases} -(G^0_+ \cdot G^-_+ + F_+ \cdot F_-) & G^h_+ \cdot F_+ \cdot F_- + G_+ \cdot G_- \cdot F_+ \cdot F_- \\ G^h_+ \cdot G_- \cdot F_+ \cdot F_- & \frac{1}{2}(G^0_+ \cdot G^-_+ - G^h_+ \cdot G^-_+ + F_+ \cdot F_-) \\ G^h_+ \cdot G_- \cdot F_+ \cdot F_- & \frac{1}{2}(G^0_+ \cdot G^-_+ - G^h_+ \cdot G^-_+ - F_+ \cdot F_-) \\ G^h_+ \cdot G_- \cdot F_+ \cdot F_- & \frac{1}{2}(G^0_+ \cdot G^-_+ - G^h_+ \cdot G^-_+) - F_+ \cdot F_- \end{cases}
\]

and we do not distinguish the vertices with subscripts 0 and 1. In Eq. (40) we have to use \( \Gamma_0^\omega(\xi) = \Gamma_0^\omega(\xi) \) for the vertices without \( \sigma \) matrices (subscript 0) and \( \Gamma_1^\omega(\xi) = \Gamma_1^\omega(\xi) \) for the vertices with \( \sigma \) matrices (subscript 1). In Eq. (41) we recognize the minor of the matrix \( \gamma \) introduced by Leggett, see Eq. (12) in Ref. [28]. Actually, Leggett in Ref. [28] presented these equations in a different form. To reproduce this form, following [28] we introduce new quantities

\[
\kappa(\vec{n}, q) = \frac{1}{2}(G^h_+ \cdot G^-_+ + G_+ \cdot G_-) + F_+ \cdot F_-,
\]

(42)

\[
\lambda(\vec{n}, q) = F_+ \cdot F_-.
\]
All entries in the matrix (41) can be expressed through these two functions

\[
G^h_+ \cdot F_- - F_+ \cdot G_- = -\frac{\tilde{\omega}_q}{\Delta} \lambda(n, q), \tag{43a}
\]

\[
G^h_+ \cdot F_- + F_+ \cdot G_- = \frac{\omega}{\Delta} \lambda(n, q), \tag{43b}
\]

\[
G_+ \cdot G^h_- + F_+ \cdot F_- = A_0 + \frac{\omega^2 - (\tilde{\omega}_q)^2}{2\Delta^2} \lambda(n, q), \tag{43c}
\]

\[
\frac{1}{2} (G^h_+ \cdot G^h_- - G_+ \cdot G_-) = -\frac{\omega}{\tilde{\omega}_q} \kappa(n, q). \tag{43d}
\]

In [28] Leggett emphasized that relations (43a, 43b, 43c) are valid for any \(\omega, \tilde{\omega}, \) and \(\omega \ll \Delta\). In Appendix A we re-derive these relations and demonstrate that, actually, Eq. (43d) is valid for arbitrary \(\omega\) and \(\tilde{\omega}\). Thereby, we prove that one may use these conditions in kinematic region of the PBF reactions.

With the help of Eq. (43) we rewrite the system of equations (40) as

\[
\begin{bmatrix}
0 & -\omega & 0 & 0 \\
-\omega & 0 & 0 & \Gamma^\omega \\
0 & 0 & 0 & \Gamma^\omega \\
0 & 0 & \Gamma^\omega & 0
\end{bmatrix}
\begin{bmatrix}
A_0 + \frac{\omega^2 - (\tilde{\omega}_q)^2}{2\Delta^2} \lambda \\
-\frac{\omega}{\tilde{\omega}_q} \lambda \\
-\frac{\Delta}{\omega} \lambda \\
-\frac{\omega}{\tilde{\omega}_q} \lambda
\end{bmatrix} = \begin{bmatrix}
-t^- \\
-t^+ \\
t^- \\
t^+
\end{bmatrix}.
\]

Here we recognize Eq. (22) of Ref. [28], if we identify

\[
t^+ \omega \rightarrow \xi^+, \quad -t^+ \omega \rightarrow \xi^-, \quad -t^- \rightarrow \psi_1, \quad -t^- \rightarrow \psi_2, \quad t^+ \rightarrow \psi_3.
\]

Note that according to these assignments the quantities \(\xi^\pm\) introduced in (22) by Leggett ought to be defined as \(\xi^\pm(n) = \frac{1}{2}[\xi(-\vec{\rho}, -s) \pm \xi(\vec{\rho}, s)]\). Leggett defined \(\xi^\pm\) with opposite sign. It has no influence on the correctness of his results, since the quantities \(\psi_{1,2,3}\) were not identified in [28] with in-medium vertices and the final expressions for the correlation functions, Eq. (23) in Ref. [28] depend quadratically on \(\xi^\pm\). Further, we shall name the system of equations (44), the Leggett equations.

Now we formulate the current-current correlation function in terms of the Leggett notations (using \(t^\pm\) and \(\tilde{t}\) vertices). First, we express correlation functions (41) in terms of vertices \(t, t^h\) and \(\tilde{t}\), cf. Eq. (22),

\[
\chi = \chi_0 + \chi_1,
\]

\[
\chi_0 = \left\langle \int d\Phi T_0^\omega(n, q) \left[ G_+ G_- t_0(n, q) - F_+ F_- t_0^h(n, q) + (G_+ F_- - F_+ G_-) \tilde{t}_0(n, q) \right] \right\rangle_{n},
\]

\[
\chi_1 = \left\langle \int d\Phi T_0^{\tilde{t}}(n, q) \left[ G_+ \tilde{t}_0(n, q), + F_+ \tilde{t}_0^h(n, q) + (G_+ F_- - F_+ G_-) \tilde{t}_0(n, q) \right] \right\rangle_{n}.
\]

Further transformations we illustrate at hand of \(\chi_0\). We do replacements \(\epsilon_p \rightarrow -\epsilon_p\) and \(\epsilon_n \rightarrow -\epsilon_n\) (\(\epsilon \rightarrow -\epsilon\) for \(T = 0\), which do not change the integrals and the Matsubara sums, but induce replacements \(F_+ \rightarrow F_+, G_+ \leftrightarrow G_+^h\) and \(t \leftrightarrow t^h\). Then we add the resulting expression to the initial one, divide by two and obtain

\[
\chi_0 = \frac{1}{2} \left\langle \int d\Phi T_0^\omega(n, q) \left[ G_+ G_- t_0(n, q) - F_+ F_- t_0^h(n, q) + (G_+ F_- - F_+ G_-) \tilde{t}_0(n, q) \right] \right\rangle_{n} + \frac{1}{2} \left\langle \int d\Phi T_0^{\tilde{t}}(n, q) \left[ G_+ \tilde{t}_0^h(n, q) - F_+ \tilde{t}_0(n, q) + (F_+ G_- - G_+^h F_-) \tilde{t}_0(n, q) \right] \right\rangle_{n}.
\]

The latter expression can be easily rewritten in terms of the even and odd vertices \(t_0^{\pm}\) with the result

\[
\chi_0 = \left\langle t_0^{+\omega} \left[ (G_+^h \cdot F_- + F_+ \cdot G_-) (-\tilde{t}_0) + \frac{1}{2} (G_+^h \cdot G_- - G_+ \cdot G_-) (t_0^{-}) \right] \frac{\omega}{\tilde{\omega}_q} \lambda (-\tilde{t}_0) + \left( \frac{\Delta}{\omega} \lambda (t_0^{-}) + (\kappa - 2\lambda) t_0^{+} \right) \right\rangle_{n}.
\]

which in the Leggett’s notations (42) turns into

\[
\chi_0 = \chi_{0+} + \chi_{0-},
\]

\[
\chi_{0+} = \left\langle t_0^{+\omega} \left[ \frac{\omega}{\tilde{\omega}_q} \lambda (-\tilde{t}_0) + \frac{\omega}{\tilde{\omega}_q} \kappa (t_0^{-}) \right] \right\rangle_{n},
\]

\[
\chi_{0-} = \left\langle -t_0^{-\omega} \left[ -\frac{\omega}{\tilde{\omega}_q} \lambda (-\tilde{t}_0) + \kappa (t_0^{-}) - \frac{\omega}{\tilde{\omega}_q} \kappa t_0^{+} \right] \right\rangle_{n}. \tag{46}
\]
With replacements (45) we recover Eqs. (23a), and (23b) of Ref. [28]. Note that the current-current correlator χ is given by the sum of the even and odd terms, whereas Ref. [28] presents two independent expressions, one ∝ ξ^+ and another one ∝ ξ^−. For the vertices considered in Ref. [28] either the term ∝ ξ^+ is zero or that ∝ ξ^−. But in general case the correct expression is given by Eq. (46). Similar equation holds also for the vertices with subscript 1:

\[
\begin{align*}
\chi_1 &= \chi_{1+} + \chi_{1-}, \\
\chi_{1+} &= \left(\epsilon_{\tau_1}^{\tau+\omega} - \frac{\omega}{v q} \kappa (\epsilon_{\tau_1}^{\tau-}) + (\kappa - 2\lambda) \epsilon_{\tau_1}^{\tau+}\right)_\pi, \\
\chi_{1-} &= \left(\epsilon_{\tau_1}^{\tau-\omega} + \frac{\omega}{v q} \kappa (\epsilon_{\tau_1}^{\tau+})\right)_\pi.
\end{align*}
\]

(47)

Concluding this section we stress that both Larkin-Migdal and Leggett equations for the vertices and the current-current correlators follow from the same set of equations, and, hence, the results of the calculation of the emissivity in both approaches should be the same, provided calculations are performed correctly. Now we will focus on the solution of these equations.

IV. SOLUTION OF LARKIN-MIGDAL EQUATIONS AND CORRELATION FUNCTIONS

We apply the Larkin-Migdal equations (33) for the case of the weak-current vertices [9,10]. For the weak vector current vertices we use Eqs. (33a,33b) and for the weak axial-vector current vertices, Eqs. (33c,33d). Then we separate the parts proportional to the scalar l_0 and to the vector l and obtain altogether 8 equations for vector and axial-vector current vertices. We cast these sets of equations in the following form [18],

\[
\begin{align*}
\tau_{a,0}(\bar{n}, q) &= \tau_{a,0}^\omega(\bar{n}, q) + \langle \Gamma_{a}^\omega(\bar{n}, \bar{n}^\prime) [L(\bar{n}^\prime, q; \bar{P}_{a,0}) \tau_{a,0}(\bar{n}^\prime, q) + M(\bar{n}^\prime, q) \tilde{\tau}_{a,0}(\bar{n}^\prime, q)] \rangle_{\bar{n}^\prime}, \\
\tilde{\tau}_{a,0}(\bar{n}, q) &= - \langle \Gamma_{a}^\omega(\bar{n}, \bar{n}^\prime) [(N(\bar{n}^\prime, q) + A_0) \tilde{\tau}_{a,0}(\bar{n}^\prime, q) + O(\bar{n}^\prime, q; \bar{P}_{a,0}) \tau_{a,0}(\bar{n}^\prime, q)] \rangle_{\bar{n}^\prime}, \\
\tilde{\tau}_{a,1}(\bar{n}, q) &= \tilde{\tau}_{a,1}^\omega(\bar{n}, q) + \langle \Gamma_{a}^\omega(\bar{n}, \bar{n}^\prime) [L(\bar{n}^\prime, q; \bar{P}_{a,1}) \tilde{\tau}_{a,1}(\bar{n}^\prime, q) + M(\bar{n}^\prime, q) \tilde{\tau}_{a,1}(\bar{n}^\prime, q)] \rangle_{\bar{n}^\prime}, \\
\tilde{\tau}_{a,1}(\bar{n}, q) &= - \langle \Gamma_{a}^\omega(\bar{n}, \bar{n}^\prime) [(N(\bar{n}^\prime, q) + A_0) \tilde{\tau}_{a,1}(\bar{n}^\prime, q) + O(\bar{n}^\prime, q; \bar{P}_{a,1}) \tilde{\tau}_{a,1}(\bar{n}^\prime, q)] \rangle_{\bar{n}^\prime}.
\end{align*}
\]

(48a)-(48d)

To write one set of equations for both vector and axial-vector weak currents we introduced the notation for the effective interaction \(\Gamma_a^{\omega,\xi} = \Gamma_a^{\omega,\xi}_0\), if \(a = V\), and \(\Gamma_a^{\omega,\xi} = \Gamma_a^{\omega,\xi}_1\), if \(a = A\). Operators \(\tilde{P}_{a,i}\) are defined as follows

\[
\tilde{P}_{a,i} = (-1)^i P_{a,i} \hat{\pi}, \quad i = 0, 1
\]

(49)

with parameters

\[
P_{V,0} = 1, \quad P_{V,1} = -1, \quad P_{A,0} = -1, \quad P_{A,1} = 1,
\]

(50)

which are eigenvalues of operators \(\tilde{P}_{a,i}\), when the latter are acting on the bare vertices

\[
\tilde{P}_{a,0} \tau_{a,0} = P_{a,0} \tilde{\tau}_{a,0}, \quad \tilde{P}_{a,1} \tilde{\tau}_{a,1} = P_{a,1} \tilde{\tau}_{a,1}.
\]

(51)

To proceed let us for simplicity assume that \(\Gamma_a^\omega\) and \(\Gamma_a^\xi\) contain only zero-th Legendre harmonics. Extension to higher harmonics will be done elsewhere [31]. From (48b) we find

\[
\tilde{\tau}_{a,0}(q) = -\eta_a^{\omega} \frac{\langle O(\bar{n}, q; P_{a,0}) \rangle_{\bar{n}} \tau_{a,0}(q)}{\langle N(\bar{n}, q) \rangle_{\bar{n}}},
\]

(52)

where

\[
\eta_a^{\omega} = \frac{\Gamma_a^{\omega} \langle N(\bar{n}, q) \rangle_{\bar{n}}}{1 + \Gamma_a^{\omega} \langle N(\bar{n}, q) \rangle_{\bar{n}}},
\]

(53)

For the channel \(a\), for which the gap equation \(1 = -A_0 \Gamma_a^{\xi}\) is valid, we obtain \(\eta_a^{\xi} = 1\). For another channel, \(\eta_a^{\xi} \neq 1\). For the s-wave pairing we consider in the present paper, it holds \(1 = -A_0 \Gamma_a^{\xi}\). In Ref. [18] we have put \(\eta_a^{\xi} = 1\) in
both channels since owing to the identity \( \langle O(n', q; -1) \rangle_{\tilde{v}} = 0 \) one gets \( \tilde{v}_{A,0} = 0 \) independently on the assumed value of \( \eta_{A}^{\xi} \), provided only zeroth harmonics of the interaction are retained. Substituting Eq. (52) in Eq. (48b) we obtain
\[
\begin{align*}
\tau_{a,0}(q) &= \gamma_{a}(q; P_{a,0}) \tau_{a,0}^{\omega}, \\
\gamma_{a}^{-1}(q; P) &= 1 - \Gamma_{a}^{\omega} \langle \mathcal{L}_{a}(\tilde{n}, q; P) \rangle_{\tilde{v}},
\end{align*}
\]
where we introduce the notation
\[
\mathcal{L}_{a}(\tilde{n}, q; P) = L(\tilde{n}, q; P) - \eta_{a}^{\xi} \langle O(\tilde{n}, q; P) \rangle \frac{M(\tilde{n}, q)}{\langle N(\tilde{n}, q) \rangle_{\tilde{v}}}. 
\]
Solving the second pair of the Larkin-Migdal equations (48c, 48d) we first note that for the constant \( \Gamma_{a}^{\omega} \) and \( \Gamma_{a}^{\xi} \) the angular vertex proportional to \( \tilde{v} \) is not renormalized in medium. However, in view of the identity
\[
\langle f(\tilde{n}, q) \rangle_{\tilde{v}} = \langle f(\tilde{n}, q') (\tilde{n} q') \rangle_{\tilde{v}} \frac{q'}{\tilde{v}}^2
\]
valid for an arbitrary scalar function \( f \) of \( \tilde{n} \) and \( \tilde{v} \), the full vertices gain a component proportional to \( \tilde{v} \). Thus we decompose 3-vectors \( \tilde{v}_{a,1}(\tilde{n}, q) \) and \( \tilde{v}_{a,1}(\tilde{n}, q) \) into the parts proportional to the \( \tilde{n}, \tilde{n}_q = \tilde{v}/|\tilde{v}| \) vectors and introduce new scalar form factors
\[
\tilde{v}_{a,1}(\tilde{n}, q) = \tau_{a,1}^{\omega} \tilde{n} + \tau_{a,1}^{(q)}(q) \tilde{n}_q, \quad \tilde{v}_{a,1}(\tilde{n}, q) = \tilde{v}_{a,1}^{(q)}(q) \tilde{n}_q
\]
with the bare vertex \( \tau_{a,1}^{\omega} = (\tilde{n} \tilde{v}_{a,1}^{\omega}) \). Action of the operator \( \tilde{P}_{a,1} \) on the vertices (57) is given by
\[
\begin{align*}
\tilde{P}_{a,1} \tilde{v}_{a,1}(\tilde{n}, q) &= P_{a,1} \tau_{a,1}^{\omega} \tilde{n} + (\tilde{P}_{a,1} \tilde{n}_q \tau_{a,1}^{(q)}(q), \\
\tilde{P}_{a,1} \tilde{v}_{a,1}(\tilde{n}, q) &= (\tilde{P}_{a,1} \tilde{n}_q \tilde{v}_{a,1}^{(q)}(q).
\end{align*}
\]
Then, from Eq. (48d) we recover
\[
\tilde{v}_{a,1}^{(q)}(q) = -\eta_{a}^{\xi} \langle O(\tilde{n}, q; -P_{a,1}) \rangle \frac{M(\tilde{n}, q)}{\langle N(\tilde{n}, q) \rangle_{\tilde{v}}} \tau_{a,1}^{\omega}.
\]
From Eq. (48c), substituting there Eq. (58), we find
\[
\tau_{a,1}^{(q)} = \gamma_{a}(q; -P_{a,1}) \Gamma_{a}^{\omega} \langle \mathcal{L}_{a}(\tilde{n}, q; P_{a,1})(\tilde{n} \cdot \tilde{n}_q) \rangle \tilde{v} \tau_{a,1}^{\omega}.
\]
Here we introduce the quantity
\[
\mathcal{L}_{a}(\tilde{n}, q; P) = L(\tilde{n}, q; P) - \eta_{a}^{\xi} \langle M(\tilde{n}, q) \rangle \frac{O(\tilde{n}, q; P)}{\langle N(\tilde{n}, q) \rangle_{\tilde{v}}}
\]
and use the identity
\[
\langle \mathcal{L}_{a}(\tilde{n}, q; P_{a,1}) \rangle \tilde{v} = \langle \mathcal{L}_{a}(\tilde{n}, q; P_{a,1}) \rangle \tilde{v},
\]
which allows to use for the vector vertices the same function \( \gamma_{a} \) as for the scalar vertex.

In terms of the loop-functions (44) the response functions (12a, 12b) can be expressed as
\[
\begin{align*}
\chi_{a,0}(\tilde{n}, q) &= L(\tilde{n}, q; \tilde{P}_{a,0}) \tau_{a,0}(\tilde{n}, q) + M(\tilde{n}, q) \tilde{v}_{a,0}(\tilde{n}, q), \\
\chi_{a,1}(\tilde{n}, q) &= L(\tilde{n}, q; \tilde{P}_{a,1}) \tilde{v}_{a,1}(\tilde{n}, q) + M(\tilde{n}, q) \tilde{v}_{a,1}(\tilde{n}, q).
\end{align*}
\]
Using solutions (52) and (54) for the scalar vertices we find
\[
\chi_{a,0}(\tilde{n}, q) = \gamma_{a}(q; P_{a,0}) \tau_{a,0}^{\omega} \mathcal{L}(\tilde{n}, q; P_{a,0}).
\]
With the help of Eq. (57) we construct
\[
\tilde{v}_{a,1}(\tilde{n}, q) = L(\tilde{n}, q; P_{a,1}) \tilde{n} \tau_{a,1}^{\omega} + L(\tilde{n}, q; -P_{a,1}) \tilde{n}_q \tau_{a,1}^{(q)}(\tilde{n}, q) + M(\tilde{n}, q) \tilde{n}_q \tau_{a,1}^{(q)}(\tilde{n}, q).
\]
Using solutions (65) and (67) for the three-vector vertices we obtain
\[
\chi_{a,1}(\vec{n}, q) = \left( L(\vec{n}, q; P_{a1}) \vec{n} - M(\vec{n}, q) \right) \frac{\langle O(\vec{n}, q; P_{a1})(\vec{n} \vec{n}_q) \rangle_{\vec{n}}}{\langle N(\vec{n}, q) \rangle_{\vec{n}}} \tau_{a,1}^\omega + \mathcal{L}_a(\vec{n}, q; -P_{a1}) \gamma_a(q; -P_{a1}) \Gamma_a^\omega \langle \tilde{L}_a(\vec{n}, q; P_{a1})(\vec{n} \vec{n}_q) \rangle_{\vec{n}} \vec{n} \tau_{a,1}^\omega,
\]
and, then, rewrite it as follows
\[
\chi_{a,1}(\vec{n}, q) = \tau_{a,1}^\omega, \quad \gamma_a(q; -P_{a1}) \mathcal{L}_a(\vec{n}, q; P_{a1}) + \delta \chi_{a,1}(\vec{n}, q), \quad \delta \chi_{a,1}(\vec{n}, q) = \eta_a^\xi \frac{M(\vec{n}, q)}{\langle N(\vec{n}, q) \rangle_{\vec{n}}} \langle O(\vec{n}, q; P_{a1})(\vec{n} \vec{n}') \rangle_{\vec{n}} \tau_{a,11}^\omega,
\]
\[
+ \gamma_a(q; -P_{a1}) \tau_{a,1}^\omega \mathcal{L}_a(\vec{n}, q; -P_{a1}) \left( \mathcal{L}_a(\vec{n}, q; P_{a1}) \right) \vec{n}_q \mathcal{L}_a(\vec{n}, q; -P_{a1}) \left( \tilde{L}_a(\vec{n}, q; P_{a1}) \right) \vec{n}_q \mathcal{L}_a(\vec{n}, q; -P_{a1}) \vec{n}_q \tau_{a,1}^\omega.
\]

Please, pay attention to some misprints in Eqs. (16,17) of Ref. [18], which are now corrected in Eqs. (68,69,72) and (65). The final expressions for the emissivity in [18] remain unchanged.

In [18] we have demonstrated the vector current conservation up to terms \( \propto v^6_{F \mu} \) for \( T = 0 \). In the present work we are able to prove that the vector current is exactly conserved for arbitrary temperatures. In Appendix B we prove relations
\[
\langle \omega \chi_{V,0} - \vec{q} \chi_{V,1} \rangle_{\vec{n}} = 0,
\]
\[
\Im(\langle \vec{q} \vec{q} \rangle) (\omega \chi_{V,0} - \vec{q} \chi_{V,1})_{\vec{n}} = 0.
\]

These relations ensure the transversality of the polarization tensor for the weak vector current [10], \( \Pi^\nu_{V \mu} q^\nu = 0 = q_\mu \Pi^\mu_{V \nu} \).

The averages entering the quantities \( K_V \) and \( K_A \), Eqs. (20) and (21), which determine the neutrino emissivities [18], acquire now the following form
\[
\langle \chi_{a,0}(\vec{n}, q) \rangle_{\vec{n}} = \gamma_a(q; P_{a0}) \tau_{a,0}^\omega \mathcal{L}(\vec{n}, q; P_{a0}),
\]
\[
\langle \chi_{a,0}(\vec{n}, q) \rangle_{\vec{n}} = \gamma_a(q; P_{a0}) \tau_{a,0}^\omega \mathcal{L}(\vec{n}, q; P_{a0})(\vec{q} \vec{q} \vec{n}),
\]
\[
\langle \vec{q} \chi_{a,1}(\vec{n}, q) \rangle_{\vec{n}} = \gamma_a(q; -P_{a1}) \mathcal{L}_a(\vec{n}, q; P_{a1})(\vec{n} \vec{n}_q) \tau_{a,1}^\omega.
\]

The averages enter the quantities \( K_V \) and \( K_A \), Eqs. (20) and (21), which determine the neutrino emissivities [18], acquire now the following form
\[
\frac{1}{a^2 \rho} \langle \mathcal{L}(\vec{n}, q; +1) \rangle_{\vec{n}} \approx \frac{q^2 v^2_{\mu} \gamma_a}{3 \omega^2} \left( 1 + \frac{3 q^2 v^2_{\mu}}{5 \omega^2} \right) g_T(0, 0, 0) + \frac{v^4_{\mu} q^4}{5 \omega^2} \left( \frac{\partial g_T(0, 0, 0)}{\partial \omega^2} + \frac{\partial g_T(0, 0, 0)}{\partial \vec{q}^2 \vec{n}^2} \right)
\]
\[
- \frac{q^4 v^4_{\mu}}{45 \omega^2} g_T(0, \omega, 0) + (\eta_a^\xi - 1) \frac{q^4 v^4_{\mu}}{10 \omega^2} \frac{\partial^2 g_T(0, 0, 0)}{\partial \vec{q}^2 \vec{n}^2},
\]
\[
+ (\eta_a^\xi - 1) \left( 1 + \frac{3 q^2 v^2_{\mu}}{5 \omega^2} \right) \frac{q^2 v^2_{\mu}}{3 \omega^2} \frac{\partial g_T(0, \omega, 0)}{\partial \vec{q}^2 \vec{n}^2} + O(q^6 v^6_{\mu} / \omega^6),
\]
\[
\frac{1}{a^2 \rho} \langle \mathcal{L}(\vec{n}, q; -1) \rangle_{\vec{n}} = \frac{1}{a^2 \rho} \langle \mathcal{L}(\vec{n}, q; -1) \rangle_{\vec{n}} \approx \frac{q^2 v^2_{\mu} \gamma_a}{3 \omega^2} \left( 1 + \frac{3 q^2 v^2_{\mu}}{5 \omega^2} \right) (g_T(0, 0, 0) - g_T(0, \omega, 0))
\]
\[
+ \frac{v^4_{\mu} q^4}{5 \omega^2} \left( \frac{\partial g_T(0, 0, 0)}{\partial \omega^2} + \frac{\partial g_T(0, 0, 0)}{\partial \vec{q}^2 \vec{n}^2} \right)
\]
\[
- \frac{q^4 v^4_{\mu}}{5 \omega^2} \frac{\partial g_T(0, \omega, 0)}{\partial \vec{q}^2 \vec{n}^2} + O(q^6 v^6_{\mu} / \omega^6),
\]
\[
\frac{1}{a^2 \rho} \langle \mathcal{L}_a (\bar{n}, q; +1) (\bar{n} n_q) \rangle_n = \frac{1}{a^2 \rho} \langle \tilde{\mathcal{L}}_a (\bar{n}, q; -1) (\bar{n} n_q) \rangle_n \\
\approx \frac{|q| v_F}{3 \omega} \left( 1 + \frac{3 q^2 v_F^2}{5 \omega^2} \right) g_T(0, 0, 0) - \frac{4 |q|^3 v_F^3}{45 \omega^3} g_T(0, \omega, 0) \\
+ \frac{v_F^5 q^3}{5 \omega} \left( \frac{\partial g_T(0, 0, 0)}{\partial \omega^2} + \frac{\partial g_T(0, 0, 0)}{\partial (\bar{v} q)^2} \right) \\
+ (\eta_n^2 - 1) \frac{|q| v_F}{3 \omega} \left( 1 + \frac{3 q^2 v_F^2}{5 \omega^2} \right) g_T(0, \omega, 0) \\
+ (\eta_n^2 - 1) \frac{|q|^3 v_F^3}{5 \omega} \frac{\partial g_T(0, \omega, 0)}{\partial (\bar{v} q)^2} + O(\bar{q}^5 v_F^5/\omega^5),
\]

(68c)

\[
\frac{1}{a^2 \rho} \langle \mathcal{L}_a (\bar{n}, q; -1) (\bar{n} n_q) \rangle_n = \frac{1}{a^2 \rho} \langle \tilde{\mathcal{L}}_a (\bar{n}, q; +1) (\bar{n} n_q) \rangle_n \\
\approx \frac{|q| v_F}{3 \omega} \left( 1 + \frac{3 q^2 v_F^2}{5 \omega^2} \right) \left( g_T(0, 0, 0) - g_T(0, \omega, 0) \right) \\
+ \frac{v_F^5 q^3}{5 \omega} \left( \frac{\partial g_T(0, 0, 0)}{\partial \omega^2} + \frac{\partial g_T(0, 0, 0)}{\partial (\bar{v} q)^2} \right) \\
- \frac{|q|^3 v_F^3}{5 \omega} \frac{\partial g_T(0, \omega, 0)}{\partial (\bar{v} q)^2} + O(\bar{q}^5 v_F^5/\omega^5),
\]

(68d)

where \( g_T(\bar{n}, \omega, \bar{q}) \) function is determined by Eqs. (A4) of Appendix A and

\[
g_T(0, 0, 0) = 1 - \int_1^\infty \frac{dy}{y^2 \sqrt{y^2 - 1}} \frac{2}{ey \Delta + 1}.
\]

From these results we immediately see that the correlation functions \( \gamma_a \) differ from unity only in the second order in \( v_F |q| \), i.e.

\[
\gamma_a(q; P) \approx 1 + O(\Gamma_\omega a^2 \rho q^2 v_F^2/\omega^2).
\]

(69)

From (68a) and (68b) we obtain that in the expression for the emissivity induced by the vector currents (20) both scalar and vector components, (67a) and (67d), contribute at the order \( v_F^4 \),

\[
\Im \langle \chi_V(0, \bar{n}, q) \rangle \approx -\frac{4 q^4 v_F^4}{45 \omega^4} e v_a a \rho \Im g_T(0, \omega, 0),
\]

\[
\Im \langle \bar{v} \chi_V(1, \bar{n}, q) \rangle \approx -\frac{2 q^2 v_F^2}{9 \omega^2} e v_a a \rho \Im g_T(0, \omega, 0).
\]

Working in the leading order in \( v_F \) we have to put \( \gamma_V \to 1 \) in view of Eq. (69). Thus, generalization of the corresponding result of Ref. [17] to arbitrary temperatures reduces in the leading order to the replacement \( \Im g \to \Im g_T(0, \omega, 0) \) with

\[
\Im g_T(0, \omega, 0) = -\frac{2 \pi \Delta^2 \theta (\omega - 2 \Delta)}{\omega \sqrt{\omega^2 - 4 \Delta^2}} \left( 1 - 2 n \left( \frac{\omega}{2T} \right) \right).
\]

(70)

Finally, for the neutron PBF emissivity on the vector current we obtain (for one neutrino flavor)

\[
e^{nPBF}_{n, V} \approx \epsilon^{(0)}_{n, V} g_V^2 e_V^2 \frac{4}{81} v_F^4, \quad g_V^2 e_V = 1.
\]

(71)

This is precisely the result derived in Ref. [18]. The coefficient \( \frac{4}{81} v_F^4 \) distinguishes this result from that previously obtained in Ref. [1] with the bare vertices,

\[
\epsilon^{(0)}_{\nu \nu} = \frac{4 \rho G^2 \Delta_n^7}{15 \pi^3} I(\frac{\Delta}{T}), \quad I(z) = \int_1^\infty \frac{dy y^5}{\sqrt{y^2 - 1}} \frac{1}{(e^2 y + 1)^2}.
\]

(72)
Expression (71) deviates only slightly from the corresponding result obtained in Ref. 16 with bare vertices.

Now let us turn to neutrino emissivity induced by the axial-vector current. In the expansion $v_F \ll 1$ the leading term contributing to the emissivity is of the order $v_F^4$. Keeping only the leading terms we cast Eq. (21) as

$$K_A \approx -\frac{g_A^2}{\Lambda^2} \rho v_F^2 q^2 \left[ 1 + \left( 1 - \frac{2}{3} \frac{q^2}{2\Lambda^2} \right) \Im g_T(0,\omega,0) \right].$$

(73)

The correlation factors $\gamma_\alpha$ contribute at the sub-leading order $\sim v_F^2$, therefore we neglected these terms in approximate expression (73). We emphasize that the last two cross terms in the squared brackets in Eq. (21) cannot be eliminated.

Finally, for the neutron PBF emissivity induced by the axial-vector current we obtain (for one neutrino flavor)

$$\epsilon_{\nu\nu,\nu}^{n_{\text{PBF}}} \approx \left( 1 + \frac{11}{21} \frac{2}{3} \right) g_A^2 \epsilon_{\nu\nu,\nu}^{(0n)}.$$  

(74)

This again coincides with the result derived in [15]. The resulting emissivity is the sum of contributions (71) and (74). We stress that Eqs. (71) and (74) are approximate expressions obtained in the leading order in $v_F$. General result looks more cumbersome but it is easily recovered with the help of Eqs. (37). The latter equations are derived in the present paper at arbitrary temperature.

V. SOLUTION OF LEGGETT EQUATIONS AND CORRELATION FUNCTIONS: AXIAL-VECTOR CURRENT

In this section on example of the weak axial-vector current we will show how to correctly apply the Leggett formalism to calculate the current-current correlators. We operate with equations (44) and demonstrate explicitly how one should exploit the even and odd vertices (38,39).

The bare vertex generated by the axial-vector current [60] gives rise only to the contribution to the $\tilde{t}_1$ vertex. E.g., from (25) we have

$$\tilde{t}_1^\omega = -g_A \frac{e_A}{a} (\tilde{v} l_0 - \tilde{l}), \quad \tilde{t}_1^+ = -g_A (\tilde{\tau}_{A,1}(\vec{n},q) l_0 - \tau_{A,0}(\vec{n},q) \tilde{l}),$$

(75)

and the anomalous vertex is given by

$$\tilde{t}_1^- = -g_A (\tilde{\tau}_{A,1}(\vec{n},q) l_0 - \tau_{A,0}(\vec{n},q) \tilde{l}).$$

(76)

In accordance with Eqs. (38,39) the even and odd vertices are

$$\tilde{t}_1^{+\omega} = -g_A \frac{e_A}{a} \tilde{v} l_0, \quad \tilde{t}_1^{+} = -g_A (\tilde{\tau}_{A,1}(\vec{n},q) l_0 - \tau_{A,0}(\vec{n},q) \tilde{l}),$$

$$\tilde{t}_1^{-\omega} = g_A \frac{e_A}{a} \tilde{l}, \quad \tilde{t}_1^{-} = -g_A (\tilde{\tau}_{A,1}(\vec{n},q) l_0 - \tau_{A,0}(\vec{n},q) \tilde{l});$$

$$\tilde{\tau}_{A,1}^{+}(\vec{n},q) = \frac{1}{2} \tilde{\tau}_{A,1}^{+}(\vec{n},q) \pm \tilde{\tau}_{A,1}^{-}(\vec{n},q),$$

$$\tilde{\tau}_{A,0}^{+}(\vec{n},q) = \frac{1}{2} (\tau_{A,0}(\vec{n},q) \pm \tau_{A,0}(\vec{n},q)).$$

(77)

Substituting these vertices in (44) and separating the parts proportional to $l_0$ and $\tilde{l}$ we arrive at two sets of equations for the scalar and vector vertices. The set for the $\tilde{t}_1^{+\omega}$ and $\tilde{t}_1^{+}$ vertices is

$$\tilde{\tau}_{A,0} = \Gamma_0^\xi \left( -A_0 \tilde{\tau}_{A,0} + \left< \frac{\tilde{\omega}^2 - (\tilde{\omega}^2)^2}{2\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tilde{\tau}_{A,0} - \left< \frac{\tilde{\omega}^2}{\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{+} - \left< \frac{\tilde{\omega}}{\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{-} \right);$$

$$\tau_{A,0}^{+} = \frac{e_A}{a} + \Gamma_0^\xi \left( - \left< \frac{\tilde{\omega}}{\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tilde{\tau}_{A,0} + \left< \kappa(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{+} + \left< \frac{\tilde{\omega}}{\Delta} \kappa(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{-} \right);$$

$$\tau_{A,0}^{-} = \Gamma_0^{\xi} \left( - \left< \frac{\tilde{\omega}}{\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tilde{\tau}_{A,0} + \left< \frac{\tilde{\omega}}{\Delta} \kappa(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{+} + \left< \kappa(\vec{n}',q) - 2\lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{-} \right).$$

(78)

Here we explicitly take into account that the vertices do not depend on $\vec{n}$, provided $\tilde{\omega}^2$, these equations are simplified as

$$\tilde{\tau}_{A,0} = \Gamma_0^{\xi} \left( -A_0 \tilde{\tau}_{A,0} + \left< \frac{\tilde{\omega}^2 -(\tilde{\omega}^2)^2}{2\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tilde{\tau}_{A,0} - \left< \frac{\tilde{\omega}^2}{\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{+} \right),$$

$$\tau_{A,0}^{+} = \frac{e_A}{a} + \Gamma_0^{\xi} \left< \kappa(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{+},$$

$$\tau_{A,0}^{-} = \Gamma_0^{\xi} \left( - \left< \frac{\tilde{\omega}}{\Delta} \lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tilde{\tau}_{A,0} + \left< \kappa(\vec{n}',q) - 2\lambda(\vec{n}',q) \right>_{\vec{n}',\tilde{t}} \tau_{A,0}^{-} \right).$$

(79)
Taking into account Eq. (A30) we have
\[ \langle \kappa(\vec{n}', q) \rangle_{\vec{n}'} = \langle L(\vec{n}', q; -1) \rangle_{\vec{n}'} \equiv \langle L_A(\vec{n}', q; -1) \rangle_{\vec{n}'} \text{, since } \langle O(\vec{n}, q; -1) \rangle_{\vec{n}} \equiv 0. \]
Thus, we recover Eq. (54) with \( P_{A,0} = -1 \). The anomalous vertex (52) vanishes for \( P_{A,0} = -1 \) in agreement with Eq. (79).

The second set of equations is for the vector vertices \( \bar{\tau}^\pm_{A,1} \) and \( \bar{\tau}^-_{A,1} \):

\[
\bar{\tau}^+_{A,1}(\vec{n}, q) = \Gamma_1^\omega \left( \langle A_0 \bar{\tau}^-_{A,1}(\vec{n}', q) \rangle_{\vec{n}'} - \langle \frac{\omega}{q} \lambda(\vec{n}', q) \bar{\tau}^+_{A,1}(\vec{n}', q) \rangle_{\vec{n}'} \right),
\]
\[
\bar{\tau}^-_{A,1}(\vec{n}, q) = \frac{eA}{a} \bar{v} + \Gamma_1^\omega \left( \langle \frac{\omega}{q} \lambda(\vec{n}', q) \bar{\tau}^+_{A,1}(\vec{n}', q) \rangle_{\vec{n}'} - \langle \frac{\omega}{q} \kappa(\vec{n}', q) \bar{\tau}^-_{A,1}(\vec{n}', q) \rangle_{\vec{n}'} \right). 
\]

The inspection of these equations reveals that the first and the third equations have trivial solutions \( \bar{\tau}^-_{A,1} = \frac{eA}{a} \bar{v} \) and \( \bar{\tau}^-_{A,1} = 0 \). Presenting the solution for the second equation in the form \( \bar{\tau}^+_{A,1} = \frac{eA}{a} \bar{v} \) we obtain

\[
\bar{\tau}^-_{A,1}(\vec{n}, q) = \Gamma_1^\omega \left( \langle \kappa(\vec{n}', q) \rangle_{\vec{n}'} - 1 \right) \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'} = \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'} \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'}^{-1}. 
\]

In the last expression using first Eq. (A30) and then Eqs. (61, 61) we obtain

\[
\bar{\tau}^-_{A,1}(\vec{n}, q) = \frac{\omega}{q} \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'} = \frac{\omega}{q} \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'} = \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'} \langle \bar{L}_A(\vec{n}', q; -1) \rangle_{\vec{n}'}^{-1}. 
\]

Thus, we recover expressions (57, 59), which we have derived above within the Larkin-Migdal formalism.

Now we shortly dwell on the axial-vector current-current correlators, as they follow from the Leggett formalism. Substituting the vertices (77) in Eqs. (17) for the correlators and the corresponding polarization tensor terms we obtain

\[
\chi_1^A = \chi_{1+}^A + \chi_{1-}^A,
\]
\[
\chi_{1+}^A = g_2^A \frac{eA}{a} \int_0^1 \left[ \frac{\omega}{q} \kappa(\vec{n}, q) \bar{\tau}^+_{A,1}(\vec{n}, q) + \langle \kappa(\vec{n}, q) - 2\lambda(\vec{n}, q) \rangle \bar{\tau}^-_{A,1}(\vec{n}, q) - \frac{\omega}{q} \lambda(\vec{n}, q) \bar{\tau}^-_{A,1}(\vec{n}, q) \right]_n,
\]
\[
\chi_{1-}^A = -g_2^A \frac{eA}{a} \int_0^1 \left[ \kappa(\vec{n}, q) \bar{\tau}^+_{A,1}(\vec{n}, q) + \frac{\omega}{q} \kappa(\vec{n}, q) \bar{\tau}^-_{A,1}(\vec{n}, q) - \frac{\omega}{q} \lambda(\vec{n}, q) \bar{\tau}^-_{A,1}(\vec{n}, q) \right]_n.
\]

The elements of the polarization tensor \( \Pi_A \) derived here agree with those defined in Eq. (17) with the correlators obtained within the Larkin-Migdal approach, \( \Pi_{0h} \), and the bare vertices \( \Pi_{0h} \).

We bring attention to the presence of the cross-terms \( \Pi_{0h}^A \) and \( \Pi_{0h}^A \), which were introduced in Ref. 18. These terms survive, even if we omit for simplicity all correlation effects and put \( \Gamma_\tau = 0 \). In the latter case we get

\[
\Pi_{0h}^A(\omega, q') = -g_2^A \frac{eA}{a} \left[ \frac{\omega q'}{q} \kappa(\vec{n}, q) \right]_n.
\]

Thus, we see that the cross-terms do not vanish, in contradiction with the claim of Ref. 22. The same cross-terms are obtained from Eqs. (8, 17, 62) and (65) within Larkin-Migdal formalism.
VI. CRITICAL REMARKS TO REF. 22

The results of Ref. [18] were criticized by Leinson in Ref. [22], where the emissivity of the PBF processes in the neutron superfluid with s-wave paring was recalculated in the framework of the Leggett approach. The Fermi liquid amplitude of the NN interaction considered in Ref. [22] included the zero and first Legendre harmonics in the particle-hole channel. Comparison of the results of Ref. [22] with our results obtained in Ref. [18] and here in Section IV reveals essential differences, even if one keeps only zeroth harmonics in the particle-hole interaction and also in the absence of such interactions. Therefore we are forced to do some relevant comments.

(i) In Ref. [22] the spatial component of the weak vector current (the bare vertex $\propto \vec{v}$) does not contain the induced term $\propto \vec{q}/|\vec{q}|$. It can be directly seen that such a term should appear in Eq. (31) of Ref. [22], if we substitute $\vec{T}^{-} \propto \vec{v}$ in the third term of Eq. (31) and use the relation (56) above. In the same way the anomalous vertex $\vec{T}$ gets the component $\propto \vec{q}/|\vec{q}|$. The presence of these induced components of the in-medium vertices is essential for establishing of the transversality of the polarization tensor and proving of the vector current conservation. Without these terms the Ansatz (39) in [22] is invalid.

(ii) The temporal part of the axial-vector current (the bare vertex $\propto \vec{v}\vec{\sigma}$) gets in Ref. [22] the renormalization factor

$$\frac{1}{1 - \frac{4\pi}{\omega} (\kappa(n) - 2\lambda(n))_{\vec{n}}} \approx 1 + \frac{4\pi}{\omega} g_{R}(0, \omega, 0) + O(g_{0} n_{F}^{2} q^{2}/\omega^{2}).$$

The result (85) is obviously incorrect, since the direction-independent interaction (zeroth harmonics) cannot renormalize the vertex proportional to $\vec{n}$, the loops in Fig. 3 do not depend on $\vec{n}$.

From our calculations in Ref. [18] and here in Section V we see that only the average $\langle \kappa(n) \rangle_{\vec{n}} \sim O(n_{F}^{2} q^{2}/\omega^{2})$ enters the correlation factors in Eqs. (80) and (81). We can argue differently. We see that the first term on the right-hand side of Eq. (55) differs from unity even in the limit $v_{F} \rightarrow 0$. Assume now $\omega \gg \Delta$. In this limit the correlation factor should take the form as in the case of a normal Fermi liquid with the ordinary Lindhard’s function (taken now in the limit $\omega \gg |\vec{q}| v_{F}$). It is well known that the Lindhard function is $\propto v_{F}^{2}$ in this limit, see [2, 4, 26] and Eq. (69) above. This argument brought up in Ref. [18] was not perceived by the author of Ref. [22].

In Ref. [22] the author is surprised that in Ref. [18] we mentioned importance of correlation effects but dropped them in the final expression for the emissivity. We note that only in the expressions for the neutrino emissivities written up to the leading orders in $v_{F}$ [17, 19, 21] we can put $\gamma_{a} \simeq 1$. This, obviously, does not mean that $NN$ correlation factors can be always ignored. General expressions for vertices in Ref. [18] contain correlation terms. Examples, where correlation terms give rise to important contributions, can be found in Refs. [4, 18]. Also, in Ref. [18] we mentioned a principal problem in applications of the BCS approximation to the description of pairing in nuclear systems. In the BCS approximation one uses the same interactions in particle-particle and particle-hole channels, whereas in the nuclear matter they can be significantly different. Since the Migdal theorem (valid for the electron-phonon interaction) does not hold in case of strongly interacting system, one should use the general Larkin-Migdal-Leggett formalism. Arguing, we mentioned that in particle-particle channel the Landau-Migdal parameter is necessary attractive $f_{0}^{p} < 0$ (to provide s-pairing), but in the particle-hole channel one has $f_{0}^{h} > 0$ at some densities, as follows from estimates of these parameters, see [20].

The origin of the mistake that have led in Ref. [22] to Eq. (85) is the wrong assignment of the bare vertex $\xi_{\pm}$ in Eq. (91) there. The physical vertex cannot be proportional to $|\vec{v}|$ which in the coordinate space would correspond to the operator $\sqrt{\nabla^{2}}$ having bad analytical properties. Consequently, Eqs. (96) and (97) in Ref. [22] are incorrect, as being written for scalars but not for vector objects. Following the original prescriptions of Refs. [27, 28], for the temporal part of the axial-vector current, $\vec{v}\vec{\sigma}$, we have to put $\xi_{+} = \vec{v}\vec{\sigma}$ and $\xi_{-} = 0$. Then the original Leggett equations (22) in Ref. [28] yield the solution

$$\psi_{1} = 0, \quad \psi_{2} = \frac{\Gamma_{\vec{n}}^{w} \omega \langle \kappa(n') \rangle_{\vec{n}}'}{1 - \Gamma_{\vec{n}}^{w} \langle \kappa(n') \rangle_{\vec{n}}'} \frac{\vec{q}\vec{\sigma}}{q^{2}}, \quad \psi_{3} = \vec{v}\vec{\sigma}.$$  

For the spatial component of the axial-vector current, $\vec{\sigma}$, we have $\vec{\xi}_{+} = \vec{\sigma}$ and $\vec{\xi}_{-} = \vec{\sigma}$ and the solutions are

$$\dot{\vec{\psi}}_{1} = \dot{\vec{\psi}}_{3} = 0, \quad \dot{\vec{\psi}}_{2} = \frac{\vec{\sigma}}{1 - \Gamma_{\vec{n}}^{w} \langle \kappa(n') \rangle_{\vec{n}}'}.  

Thus, the main results of Ref. [22] presented in Section VII and in Fig. 1 are false, since Eqs. (118,119) and (125) are derived with the incorrect solutions of the Leggett equations.

(iii) The author of Ref. [22] claims the vanishing of the mixed term of the polarization tensor $\Pi^{0i}$ and $\Pi^{i0}$, see Eq. (106) in [22]. This conclusion is drawn at hand of incorrect Eqs. (98,99) in [22]. In Eq. (98) the left, bare vertex
must be taken as \( \vec{v} \) and should stand under the integral, then the first term in the brackets gives non-vanishing result. In (99) the first term produces the finite value if one uses the results of the correctly formulated and solved Leggett equations.

Further comments are in order:

Ref. [22] pays attention to the essential temperature dependence of the imaginary part of the retarded polarization function, which, as we have shown, is an artifact of the incorrect solution (85). These corrections are small in the limit \( T \ll \Delta \). Also they are small for \( v_F^2 \ll 1 \) for arbitrary \( T \). In general, the imaginary part of the full retarded polarization function contains information not only on the processes of the one-nucleon origin (i.e. the PBF processes) but also on all multi-nucleon processes, e.g. on the two-nucleon \( NN \)-bremsstrahlung processes. It has been explained in Ref. [18] (see text before Eq. (8)). In the limit \( T \ll 2\Delta \) the phase space of different processes is well separated and contributions of the PBF and the \( NN \)-bremsstrahlung processes are easily decoupled. How to perform generalization to arbitrary temperatures was mentioned in Ref. [18], also rough estimations of the dropped temperature dependent corrections are presented there, see discussion after (13). The full expressions for the emissivities of the PBF processes obtained in the given paper are obvious generalizations of the corresponding expressions of Ref. [18]. For \( v_F \ll 1 \) the result of Ref. [18] proves to be correct in the leading order for all temperatures \( T < T_c \), provided for \( I(z) \) one uses general expression (72) rather than its low temperature limit.

Even if we artificially omit all \( NN \) correlation effects, the result of Ref. [22] for the emissivity induced by the axial-vector current, Eq. (121), disagrees with the result of Ref. [18] (see Eq. (34) in the latter work). The first difference is the factor \( (m^*/m)^2 \) in the first term in the round brackets of (121), which Ref. [22] recovered in the form originally presented in Refs. [2, 3]. Ref. [18] argued that this term should be replaced by unity. The factor \( (m^*/m)^2 \) appears, if one writes the temporal component of the axial-vector current as for the bare current \( \vec{\sigma}\vec{p}/m = \vec{v} m^*/m \), where \( \vec{v} \) is the velocity of the nucleon quasi-particles. If the same arguments are applied to the spatial component of the vector current, there would be a problem with the conservation of the vector current. Indeed, the Ward identity between the Green’s functions of the quasiparticles with energies \( E \) and spatial components of the axial-vector current, which falls out in Ref. [22] because of the incorrect solution of the Leggett equations.

In Ref. [22] stresses that the second correction term, 11/21, in Eq. (121) was obtained first in Ref. [1]. Note that the correction found and used in previous works was twice as small, and it was corrected in Ref. [18]. However the main difference between Eq. (121) in [22] and Eq. (34) in [18] is the absence in Eq. (121) of the cross terms of the temporal and spatial components of the axial-vector current, which falls out in Ref. [22] because of the incorrect solution of the Leggett equations.

The factor \( \frac{1}{T} \) accompanying the Landau-Migdal parameter \( g_0 \) in Eqs. (100,101) of Ref. [22] with the origin in Eq. (90) was taken as in Ref. [28], where \( \vec{\sigma} \) stands for the operator of nucleon spin, whereas in the amplitude and the bare axial current in Ref. [22], see Eqs. (1) and (89) there, \( \sigma \) enter as the Pauli matrices.

In spite of the special comment by Leggett that the relation (43) is valid in the limit \( v|\vec{q}|, \omega \ll \Delta \) only (see the comment before Eq. (17) in Ref. [28]), Ref. [22] uses this relation for \( \omega > 2\Delta \) without any explanation.

VII. CONCLUSION

In Ref. [25] Larkin and Migdal extended the Fermi liquid approach onto Fermi systems with pairing. The equations for the full normal and anomalous vertices (the Larkin-Migdal equations) have been derived. They considered a particular case of s-wave paring at zero temperature, aiming at applications to atomic nuclei [33–35]. In Refs. [27, 28] Leggett generalized this approach to the Fermi liquid at non-zero temperature and applied it to study the low-frequency, low momenta collective excitations. In difference with Larkin and Migdal, Leggett formulated equations in a matrix form for symmetric and antisymmetric vertices (the Leggett equations). Explicit equations were formulated for vertices with the symmetry \((1, \sigma_3, p_\mu, p_\sigma \sigma_3)\).

The present analysis provides necessary, although self-evident, extensions of the Larkin- Migdal formalism (25) to arbitrary temperature and of the Leggett formalism (27, 25) to arbitrary frequencies and momenta and to the vector and axial-vector weak current symmetry. Efficiency of the Larkin-Migdal and the Leggett approaches generalized in such a way is demonstrated on example of the calculation of the neutrino emissivity in the reactions of the nucleon Cooper pair breaking and formation. To be specific we considered s-state neutron pairing and included only zero harmonics in the Fermi liquid interaction both in the particle-particle and in the particle-hole channels. Compared to our previous work [18], where explicit expressions were found in the low temperature limit \( T \ll 2\Delta \), here we performed generalizations to arbitrary temperatures. Since recently there were published works, where presence of
the formal difference in the Larkin-Migdal and Leggett approaches have led to misleading conclusions, we carefully analyzed both approaches demonstrating explicitly that they indeed lead to the very same results.

First, from the diagrammatic equation for the current-current correlator and vertices we reproduced the Larkin-Migdal and the Leggett equations. Within the Matsubara techniques for \( T \neq 0 \) we showed the correspondence between the vertices and the loop functions introduced in both approaches. It turned out possible to cast all necessary loop functions in terms of the one master function \( g_T \). In passing we proved the validity of a relation between the loop functions at arbitrary frequencies and momenta, which has been previously proven by Leggett in the low frequency-momentum region.

Then we solved first the Larkin-Migdal and then the Leggett equations for the renormalized vertices of the neutral weak currents at arbitrary temperature and found the current-current correlator for the neutrino-antineutrino pair in the neutron superfluids, imaginary part of which describes the neutrino-antineutrino pair production in reactions with the nucleon Cooper pair breaking and formation. Also we proved the exact conservation of the vector current.

The results of recent publication \cite{22} based on the Leggett approach are found to be invalid because of falsely interpretation of the Leggett equations and their wrong solution.
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Appendix A: The loop functions

At zero temperature the loop functions \cite{31} were calculated in Ref. \cite{30} using the Feynman method for the integral of the Green’s function products

\[
L(\vec{n}, q; P) = a^2 \rho \left[ \frac{\vec{q} \cdot \vec{v}}{\omega - \vec{q} \cdot \vec{v}} (1 - g(z)) - \frac{g(z)}{2} (1 + P) \right],
\]

\[
M(\vec{n}, q) = -a^2 \rho \frac{\omega + \vec{q} \cdot \vec{v}}{2 \Delta} g(z),
\]

\[
N(\vec{n}, q) = a^2 \rho \frac{\omega^2 - (\vec{q} \cdot \vec{v})^2}{4 \Delta^2} g(z),
\]

\[
O(\vec{n}, q; P) = a^2 \rho \left[ \frac{\omega + \vec{q} \cdot \vec{v}}{4 \Delta} + \frac{\omega - \vec{q} \cdot \vec{v}}{4 \Delta} P \right] g(z).
\]

The universal function \( g \) is given by

\[
g = 2 \int d\Phi_0 \frac{F_+ F_-}{a^2 \rho} = \int \frac{2 \Delta^2 d\Phi_0}{(\epsilon_+ - E_+^2)(\epsilon_- - E_-^2)},
\]

where \( \int d\Phi_0 = \int d\Phi_T \) for \( T = 0 \), see Eq. \cite{21}:

\[
\epsilon_\pm = \epsilon \pm \frac{i}{2} \omega \quad \text{and} \quad E_\pm = E_{p \mp q/2}.
\]

Calculation of the integral yields

\[
g(z) = \frac{\text{arcsinh} \sqrt{z^2 - 1}}{z \sqrt{z^2 - 1}} - \frac{i \pi \theta(z^2 - 1)}{2z \sqrt{z^2 - 1}}, \quad \text{(A2)}
\]

\[
z^2 = \frac{\omega^2 - (\vec{q} \cdot \vec{v})^2}{4 \Delta^2} > 1, \quad \vec{v} = v_F \vec{n}.
\]

At finite temperatures the Feynman method does not work \cite{30} and the Matsubara techniques can be used instead:

\[
g_T(\vec{n}, i \omega_m, \vec{q}) = 2 \int d\Phi_T \frac{F_+ F_-}{a^2 \rho} = 2 \Delta^2 \int_{-\infty}^{+\infty} d\epsilon_P \sum_{n=\pm \infty}^{+\infty} \frac{T}{[(i \epsilon_n + i \omega_m)^2 - E_+^2][(i \epsilon_n)^2 - E_-^2]}.
\]

Here \( \epsilon_n = (2n + 1) \pi T \) and \( \omega_m = 2m \pi T \). Thus, we obtain

\[
g_T(\vec{n}, i \omega_n, \vec{q}) = \Delta^2 \int_{-\infty}^{+\infty} d\epsilon_P \left[ \frac{(E_+ - E_-)}{E_+ E_-} \frac{(n(E_+) - n(E_-))}{(i \omega_m)^2 - (E_+ - E_-)^2} - \frac{(E_+ + E_-)}{E_+ E_-} \frac{(1 - n(E_-) - n(E_+))}{(i \omega_m)^2 - (E_+ + E_-)^2} \right], \quad \text{(A4)}
\]
with the fermion occupation function \(n(x) = 1/(\exp(x/T) + 1)\). After the replacement \(i\omega_n \to \omega_+ = \omega + i0\) we obtain the analytical continuation to the retarded \(g_T\) function in the \(\omega\) complex plane. Other Matsubara sums of products of the normal and anomalous Green’s functions can be obtained with the help of the following general relation

\[
S^{ab}_{\epsilon p, \bar{n}, i\omega, \bar{q}} = T \sum_n \frac{X_{n, +} X_{n, -}}{[(i\epsilon_n + i\omega_m)^2 - E_+^2]} \left( \frac{Y_{a, +} Y_{b, -}}{\omega^2 + (\epsilon_+ + \epsilon_- + E_+ - E_-)} - \frac{Y_{a, +} Y_{b, -}}{\omega^2 + (\epsilon_+ + \epsilon_- - E_+ + E_-)} \right),
\]

where

\[
X_{n, \pm} = \{\Delta, B_{n, \pm}, \bar{B}_{n, \pm}\}, \quad B_{n, +} = i\epsilon_n + i\omega_m + \epsilon_+, \quad B_{n, -} = i\epsilon_n + \epsilon_-,
\]

\[
\bar{B}_{n, +} = -i\epsilon_n - i\omega_m + \epsilon_+, \quad \bar{B}_{n, -} = -i\epsilon_n + \epsilon_-,
\]

\[
Y_{\pm} = \{\Delta, A_{\pm}, \bar{A}_{\pm}\}/2E_\pm, \quad Y_{\pm} = \{\Delta, \bar{A}_{\pm}, A_{\pm}\}/2E_\pm,
\]

\[
A_{\pm} = \epsilon_\pm + E_\pm, \quad \bar{A}_{\pm} = \epsilon_\pm - E_\pm, \quad \epsilon_\pm = \epsilon_{\bar{p}, \pm, \bar{q}, \pm}/2.
\]

Convolutions of the Green’s functions can be expressed through the corresponding elements of the matrix \(S^{ab}\) integrated of \(d\epsilon_p\), e.g.,

\[
(F_+ \cdot G^-_\omega)(\bar{n}, \omega, \bar{q}) = a^2 \rho \int_{-\infty}^{+\infty} d\epsilon_p S^{13}(\epsilon_p, \bar{n}, \omega, \bar{q}).
\]

The matrix \(S^{ab}\) has the following properties

\[
S^{ab}(\epsilon_p, \bar{n}, \omega, \bar{q}) = S^{ba}(-\epsilon_p, \bar{n}, -\omega, -\bar{q}), \quad (A6)
\]

and since \(Y^{(2)}_{\pm} = \bar{Y}^{(3)}_{\pm}\)

\[
S^{33}(\epsilon_p, \bar{n}, \omega, \bar{q}) = S^{22}(\epsilon_p, \bar{n}, -\omega, -\bar{q}). \quad (A7)
\]

Relation \(A6\) allows to interchange the order of Green’s function in the convolutions with the simultaneous change of \(\omega \to -\omega\) and \(\bar{q} \to -\bar{q}\), e.g.,

\[
(F_+ \cdot G^h_-)(\bar{n}, \omega, \bar{q}) = (G^h_+ \cdot F_-)(\bar{n}, -\omega, -\bar{q}),
\]

\[
(G_+ \cdot G^h_-)(\bar{n}, \omega, \bar{q}) = (G^h_+ \cdot G_-)(\bar{n}, -\omega, -\bar{q}),
\]

\[
(F_+ \cdot G_-)(\bar{n}, \omega, \bar{q}) = (G_+ \cdot F_-)(\bar{n}, -\omega, -\bar{q}). \quad (A8)
\]

From \(A7\) we find

\[
(G^h_+ \cdot G^-_\omega)(\bar{n}, \omega, \bar{q}) = (G_+ \cdot G^-_\omega)(\bar{n}, -\omega, \bar{q}). \quad (A9)
\]

Now we are able to consider the Green’s function products entering the matrix \(S^{ab}\). We find, see \[15, 17,\]

\[
(G_+ \cdot G_-)(\bar{n}, \omega, \bar{q}) = a^2 \rho \Delta \int_{-\infty}^{+\infty} d\epsilon_p \left[ \frac{n(E_+ - n(E_-))}{2E_+ E_-} \frac{\epsilon_+ + \epsilon_- + E_+ - E_-}{\omega^2 - (E_+ - E_-)^2} \right]
\]

\[
+ \frac{1 - n(E_+ - n(E_-))}{2E_+ E_-} \frac{\epsilon_+ + \epsilon_- - E_+ + E_-}{\omega^2 - (E_+ + E_-)^2}, \quad (A10)
\]

\[
(G_+ \cdot F_-)(\bar{n}, \omega, \bar{q}) = -a^2 \rho \Delta \int_{-\infty}^{+\infty} d\epsilon_p \left[ \frac{n(E_+ - n(E_-))}{2E_+ E_-} \frac{\omega E_+ + \epsilon_+ (E_+ - E_-)}{\omega^2 - (E_+ - E_-)^2} \right]
\]

\[
+ \frac{1 - n(E_+ - n(E_-))}{2E_+ E_-} \frac{-\omega E_+ - \epsilon_+ (E_+ + E_-)}{\omega^2 - (E_+ + E_-)^2}, \quad (A11)
\]
Eqs. (A13), (A15) and (A18) are used in the paper body, see Eq. (28).

Combining the last two equations with (A8) we prove \( \omega \) making use of the replacement \( \epsilon \rightarrow -\epsilon \) and comparing with (A4) and (A3) we find

\[
\omega = (F_+ \cdot G_+)(\vec{n}, \omega, \vec{q}) = -(F_+ \cdot G_-)(\vec{n}, \omega, \vec{q}).
\]  

(A13)

Now we state the results for \((F_+ \cdot G_-)\) and \((G_+ \cdot F_-)\) products

\[
(F_+ \cdot G_-)(\vec{n}, \omega, \vec{q}) = -a^2 \rho \Delta \int_{-\infty}^{+\infty} \text{d} \epsilon_p \left[ \frac{n(E_-) - n(E_+)}{2E_+ E_-} \epsilon_+ E_- \omega + \epsilon_+ (E_+ - E_-) \right] \left[ \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} \right] \frac{\omega^2 - (E_+ - E_-)^2}{\omega^2 + (E_+ - E_-)^2}.
\]  

(A16)

Making use of the replacement \( \epsilon \rightarrow -\epsilon \), as in Eqs. (A11A12) we are able to prove that

\[
(F_+ \cdot G_-)(\vec{n}, \omega, \vec{q}) = -(G_+ \cdot F_-)(\vec{n}, \omega, \vec{q}).
\]  

(A18)

Eqs. (A13), (A15) and (A18) are used in the paper body, see Eq. (28). Now we turn to the derivation of relations (43). Consider first (43a). From (A12) and (A17) we have

\[
(G_+ \cdot F_-)(\vec{n}, \omega, \vec{q}) = -a^2 \rho \Delta \int_{-\infty}^{+\infty} \text{d} \epsilon_p \left[ \frac{n(E_-) - n(E_+)}{2E_+ E_-} \epsilon_+ E_- \omega + \epsilon_+ (E_+ - E_-) \right] \left[ \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} \right] \frac{\omega^2 - (E_+ - E_-)^2}{\omega^2 + (E_+ - E_-)^2}.
\]  

(A14)

It is easy to verify that this integral does not change under the replacement \( \vec{q} \rightarrow -\vec{q} \), since then \( \epsilon_ \rightarrow \epsilon_\) and \( E_\rightarrow E_\). Therefore \( (G_+ \cdot G_-)(\vec{n}, \omega, \vec{q}) = (G_+ \cdot G_-)(\vec{n}, \omega, -\vec{q}) \). One can see that the replacement \( \epsilon \rightarrow -\epsilon \) in the integral is equivalent to the replacement \( \omega \rightarrow -\omega \). Hence we prove the relation \((G_+ \cdot G_-)(\vec{n}, -\omega, \vec{q}) = (G_+ \cdot G_-)(\vec{n}, \omega, \vec{q}) \).

Combining the last two equations with (A5) we prove

\[
(G_+ \cdot G_-)(\vec{n}, \omega, \vec{q}) = (G_+ \cdot G_-)(\vec{n}, \omega, -\vec{q}) = (G_+ \cdot G_-)(\vec{n}, \omega, \vec{q}).
\]  

(A15)

Now we state the results for \((F_+ \cdot G_-)\) and \((G_+ \cdot F_-)\) products

\[
(G_+ \cdot F_-)(\vec{n}, \omega, \vec{q}) = -a^2 \rho \Delta \int_{-\infty}^{+\infty} \text{d} \epsilon_p \left[ \frac{n(E_-) - n(E_+)}{2E_+ E_-} \epsilon_+ E_- \omega + \epsilon_+ (E_+ - E_-) \right] \left[ \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} \right] \frac{\omega^2 - (E_+ - E_-)^2}{\omega^2 + (E_+ - E_-)^2}.
\]  

(A17)
Similarly, using the symmetry properties of the integrand under the change $\epsilon_p \rightarrow -\epsilon_p$ we verify that in the sum $(G^h_+ \cdot F_-) + (F_+ \cdot G_-)$ only the term with $\omega$ will survive in the numerator

\[
(G^h_+ \cdot F_-) + (F_+ \cdot G_-) = -a^2 \rho \Delta \int_{-\infty}^{+\infty} d\epsilon_p \frac{(n(E_-) - n(E_+)) - (E_+ - E_-) \omega}{2E_+ E_-} \frac{-\omega}{\omega^2 - (E_+ - E_-)^2} + \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} \frac{(E_+ + E_-) \omega}{\omega^2 + (E_+ + E_-)^2} = a^2 \rho \frac{\omega}{2} g_{\text{TR}}(\tilde{n}, \omega, \tilde{q}) = \frac{\omega}{\Delta} (F_+ \cdot F_-).
\]

Thus, we recovered Eq. (A33). Before we consider relations (A33c) and (A33d) let us simplify the numerators in (A10) and (A14). We use

\[
\epsilon_\pm = \epsilon_p \pm \frac{1}{2} (\tilde{v} \tilde{q}), \quad \frac{1}{2} (E_+^2 + E_-^2) = \epsilon_p^2 + \frac{1}{4} (\tilde{v} \tilde{q})^2 + \Delta^2, \quad \frac{1}{2} (E_+^2 - E_-^2) = \epsilon_p (\tilde{v} \tilde{q}),
\]

and obtain

\[
(\epsilon_+ E_- + \epsilon_- E_+) \omega - (\epsilon_+ \epsilon_- \pm E_+ E_-) (E_- \mp E_+) = (E_- \mp E_+) \left( \Delta^2 + \left[ (\tilde{v} \tilde{q})^2 - (E_- \pm E_+)^2 \right] \frac{\omega^2 + (\tilde{v} \tilde{q})^2}{2(\tilde{v} \tilde{q})} \right). \tag{A20}
\]

From Eq. (A19) follows that $(G^h_+ \cdot G_-) - (G_+ \cdot G_-)$ is an odd function of $\omega$ and contains only the terms from (A20) linear in $\omega$. Oppositely, $(G^h_+ \cdot G_-) + (G_+ \cdot G_-)$ is an even function of $\omega$ and contains the terms from (A20) independent of $\omega$. Hence we can write

\[
\frac{1}{2} (G^h_+ \cdot G_- - G_+ \cdot G_-) = -\frac{\omega}{2(\tilde{v} \tilde{q})} a^2 \rho \int_{-\infty}^{+\infty} d\epsilon_p \frac{(n(E_-) - n(E_+)) (E_- - E_+)}{2E_+ E_-} \frac{(\tilde{v} \tilde{q})^2 - (E_+ + E_-)^2}{\omega^2 - (E_+ - E_-)^2} + \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} \frac{(E_+ + E_-) (\tilde{v} \tilde{q})^2 - (E_- - E_+)^2}{\omega^2 - (E_+ + E_-)^2}, \tag{A21}
\]

and

\[
\frac{1}{2} (G^h_+ \cdot G_- + G_+ \cdot G_-) + (F_+ \cdot F_-) = a^2 \rho \frac{1}{2} \int_{-\infty}^{+\infty} d\epsilon_p \frac{(n(E_-) - n(E_+)) (E_- - E_+)}{2E_+ E_-} \frac{(\tilde{v} \tilde{q})^2 - (E_+ + E_-)^2}{\omega^2 - (E_+ - E_-)^2} + \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} \frac{(E_+ + E_-) (\tilde{v} \tilde{q})^2 - (E_- - E_+)^2}{\omega^2 - (E_+ + E_-)^2}. \tag{A22}
\]

Comparing Eqs. (A21) and (A22) we conclude that

\[
\frac{1}{2} (G^h_+ \cdot G_- - G_+ \cdot G_-) = -\frac{\omega}{(\tilde{v} \tilde{q})} \left[ \frac{1}{2} (G^h_+ \cdot G_- + G_+ \cdot G_-) + (F_+ \cdot F_-) \right], \tag{A23}
\]

thus, recovering Eq. (A33d).

We turn now to the derivation of the relation (A33c). First, we note that in (A13) the terms with $\omega$ in the numerator do not contribute because of their symmetry properties with respect to the change of the sign of $\epsilon_p$. In the other terms in the numerator we can use

\[
\epsilon_+ \epsilon_- \pm E_+ E_- = \frac{1}{2}(E_+ \pm E_-)^2 - \frac{1}{2}(\tilde{v} \tilde{q})^2 - \Delta^2.
\]

Then after the separation of the pole part we obtain

\[
(G_+ \cdot G^h_-) = a^2 \rho \frac{\omega^2 - (\tilde{v} \tilde{q})^2 - 2\Delta^2}{2\Delta^2} \frac{1}{2} g_{\text{TR}}(\tilde{n}, \omega, \tilde{q}) + a^2 \rho \frac{1}{2} \int_{-\infty}^{+\infty} d\epsilon_p \frac{n(E_-) - n(E_+)}{2E_+ E_-} (E_- - E_+) + \frac{1 - n(E_-) - n(E_+)}{2E_+ E_-} (E_+ + E_-) \tag{A24}
\]
The last divergent term must be cut at some scale $\xi \sim \mu$ and is nothing else but the quantity $A_0$ in Eq. (35), which enters the gap equation (41). The relation (43) follows now immediately.

Now we are in the position to generalize expressions for the loop functions (31) for $T \neq 0$:

\[
M(n, \omega, \vec{q}) = -a^2 \rho \frac{\omega + \vec{q} \vec{q} \cdot \omega}{2 \Delta} \, g_T(n, \omega, \vec{q}),
\]

\[
N(n, \omega, \vec{q}) = a^2 \rho \frac{\omega^2 - (\vec{q} \vec{q} \cdot \omega)^2}{4 \Delta^2} \, g_T(n, \omega, \vec{q}),
\]

\[
O(n, \omega, \vec{q}; P) = a^2 \rho \left[ \frac{\omega + \vec{q} \vec{q} \cdot \omega - \vec{q} \vec{q} \cdot \vec{P}}{4 \Delta} \right] \, g_T(n, \omega, \vec{q})
\]

(A24)

with $g_T$ given by Eq. (A3). The $L$ function is less straightforward. We find

\[
L = (G_+ \cdot G_- - P F_+ F_-)
\]

\[
= -a^2 \rho \int_{-\infty}^{\infty} \frac{d\epsilon_p}{2 E_+ E_-} \left[ \frac{n(E_-) - n(E_+)}{\omega^2 - (E_+ - E_-)^2} \left( \Delta^2 (1 + P) + ((\vec{q} \vec{q} \cdot \omega)^2 - (E_+ + E_-)^2) \frac{\omega + (\vec{q} \vec{q} \cdot \omega)}{2 (\vec{q} \vec{q} \cdot \omega)} \right) - \frac{1}{\omega^2 - (E_+ + E_-)^2} \left( \Delta^2 (1 + P) + ((\vec{q} \vec{q} \cdot \omega)^2 - (E_+ + E_-)^2) \frac{\omega + (\vec{q} \vec{q} \cdot \omega)}{2 (\vec{q} \vec{q} \cdot \omega)} \right) \right]
\]

\[
= -a^2 \rho \frac{1 + P}{2} \, g_T - a^2 \rho \frac{1}{2 (\vec{q} \vec{q} \cdot \omega)} \int_{-\infty}^{\infty} \frac{d\epsilon_p}{2 E_+ E_-} \left[ \frac{n(E_-) - n(E_+)}{\omega^2 - (E_+ + E_-)^2} \left( \Delta^2 (1 + P) + ((\vec{q} \vec{q} \cdot \omega)^2 - (E_+ + E_-)^2) \frac{\omega + (\vec{q} \vec{q} \cdot \omega)}{2 (\vec{q} \vec{q} \cdot \omega)} \right) \right]
\]

(A25)

Then with the help of the relation

\[
(\vec{q} \vec{q} \cdot \omega)^2 - (E_+ + E_-)^2 = \frac{4 (\vec{q} \vec{q} \cdot \omega)^2 \Delta^2}{(E_+ + E_-) \omega^2 - (\vec{q} \vec{q} \cdot \omega)^2}
\]

(A26)

we present

\[
\frac{(\vec{q} \vec{q} \cdot \omega)^2 - (E_+ + E_-)^2}{\omega^2 - (E_+ + E_-)^2} = \frac{4 (\vec{q} \vec{q} \cdot \omega)^2 \Delta^2}{(E_+ + E_-) \omega^2 - (\vec{q} \vec{q} \cdot \omega)^2} \left( \frac{1}{\omega^2 - (E_+ + E_-)^2} - \frac{1}{(\vec{q} \vec{q} \cdot \omega)^2 - (E_+ + E_-)^2} \right).
\]

(A27)

Finally after comparison with Eq. (A3) we derive

\[
L(n, \omega, \vec{q}; P) = a^2 \rho \left[ \frac{\vec{q} \vec{q} \cdot \omega - \vec{q} \vec{q} \cdot \vec{P}}{\omega \omega + \vec{q} \vec{q}} \, g_T(n, \omega, \vec{q}) - \frac{1 + P}{2} \, g_T(n, \omega, \vec{q}) \right]
\]

(A28)

For $T = 0$, $g_T(n, \vec{q}) = 1$ and the old result (A1) is recovered.

The relation between the function $\kappa$ used in the Leggett equation (41) and the functions used in the Larkin-Migdal equations (33) is derived with the help of the substitution of Eq. (A27) into Eq. (A22) and by making use of the fact that the function $g_T$ is even function of $\vec{q}$. Thus we obtain

\[
\kappa(n, \omega, \vec{q}) = a^2 \rho \left( \frac{\vec{q} \vec{q} \cdot \omega}{\omega^2 - (\vec{q} \vec{q} \cdot \omega)^2} \, g_T(n, \omega, \vec{q}) \right)
\]

\[
= \frac{\vec{q} \vec{q} \cdot \omega}{\omega + \vec{q} \vec{q}} \, L(n, \omega, \vec{q}; -1) = \frac{1}{2} \left( L(n, \omega, \vec{q}; -1) + L(n, -\omega, \vec{q}; -1) \right).
\]

(A29)

From (A28) and (A3) we verify that $L(n, -\omega, -\vec{q}; P) = L(n, \omega, \vec{q}; P)$ and $L(-n, \omega, -\vec{q}; P) = L(n, \omega, \vec{q}; P)$, and therefore

\[
\langle \kappa(n, \omega, \vec{q}) \rangle_{\tilde{n}} = \frac{1}{2} \left( \langle L(n, \omega, \vec{q}; -1) \rangle_{\tilde{n}} + \langle L(n, -\omega, -\vec{q}; -1) \rangle_{\tilde{n}} \right)
\]

\[
= \frac{1}{2} \left( \langle L(n, \omega, \vec{q}; -1) \rangle_{\tilde{n}} + \langle L(-n, -\omega, \vec{q}; -1) \rangle_{\tilde{n}} \right)
\]

\[
= \langle L(n, \omega, \vec{q}; -1) \rangle_{\tilde{n}}.
\]

(A30)
Appendix B: Current conservation

Here we prove the transversality of the polarization tensor (13), \( \Pi^{\mu\nu} q_\nu = 0 \) which guarantees the conservation of the vector current in a superfluid Fermi liquid.

As we have shown in Appendix A the loop functions \( M, N, O \) and \( L \) are expressed through the only \( g_T \) function defined for arbitrary temperature. From definitions (55), (60) of functions \( \mathcal{L}_a \) and \( \bar{\mathcal{L}}_a \) and expressions for the loop functions (A21) and (A28) we deduce that

\[
\omega \langle \bar{\mathcal{L}}(\vec{n}, q; P_{a,0}) \rangle_{\bar{a}} = \langle \bar{\mathcal{L}}(\vec{n}, q; P_{a,1}) (\vec{v} \vec{q}) \rangle_{\bar{a}} \tag{B1}.
\]

From Eq. (13) we obtain

\[
\Pi^{0\mu}_V(\omega, q) q_\mu = \frac{e_V}{a} \omega \langle \chi_{V,0}(\vec{n}, q) \rangle_{\bar{a}} - \langle \vec{q} \bar{\chi}_{V,1}(\vec{n}, q) \rangle_{\bar{a}}, \tag{B2}
\]

\[
\Pi^{\mu}_V(\omega, q) q_\mu = \frac{e_V}{a} \langle \vec{v}_i (\omega \chi_{V,0}(\vec{n}, q) - \vec{q} \bar{\chi}_{V,1}(\vec{n}, q)) \rangle_{\bar{a}}, \tag{B3}
\]

with \( e_V = 1 \). To demonstrate transversality of the polarization tensor for the vector current we need to prove vanishing of these components.

Applying the averages given in Eqs. (67a, 67c), Eq. (B1) and using that \( P_{a,0} = -P_{a,1} \) we obtain

\[
\langle \omega \chi_{a,0}(\vec{n}, q) \rangle_{\bar{a}} - \langle \vec{q} \bar{\chi}_{a,1}(\vec{n}, q) \rangle_{\bar{a}}
= \omega \gamma_a(q; P_{a,0}) \langle \mathcal{L}(\vec{n}, q; P_{a,0}) \rangle_{\bar{a}} \tau^\omega_{a,0} - \gamma_a(q; -P_{a,1}) \langle \bar{\mathcal{L}}(\vec{n}, q; P_{a,1}) (\vec{n} \cdot \vec{q}) \rangle_{\bar{a}} \tau^\omega_{a,1}
= \tau^\omega_{a,0} \gamma_a(q; P_{a,0}) \left( \omega \langle \bar{\mathcal{L}}(\vec{n}, q; P_{a,0}) \rangle - \langle \bar{\mathcal{L}}(\vec{n}, q; P_{a,1}) (\vec{v} \cdot \vec{n}) \rangle \right) = 0.
\]

Remarkably, this relation holds both for the vector current and for the axial-vector currents, i.e. \( \Pi^{0\mu}_V(\omega, q) q_\mu = 0 \).

Now we turn to the second necessary relation (B3). Calculating the product \( \vec{q} \bar{\chi}_{V,1} \) we use Eq. (B5). Consider first

\[
\vec{q} \delta \bar{\chi}_{V,1}(\vec{n}, q) = \frac{e_V}{a} \rho \frac{(\omega + \vec{v} \cdot \vec{q}) g_T(\vec{n}, q)}{((\omega^2 - (\vec{v} \cdot \vec{q})^2) g_T(\vec{n}, q))} \langle (\vec{v} \vec{q})^2 g_T(\vec{n}, q) \rangle_{\bar{a}}
+ \gamma_V(q; +1) \Gamma^V \left( \mathcal{L}_V(\vec{n}, q; q) +1 \langle \bar{\mathcal{L}}_V(\vec{n}, q; -1) (\vec{q} \vec{n}^\prime) \rangle_{\bar{a}} \right) \tau^\gamma_{V,0}.
\]

Here we used Eqs. (A24). Making use of this relation and Eqs. (B1) and (B3) we calculate

\[
\langle (\vec{v} \vec{q}) (\omega \chi_{V,0} - \vec{q} \bar{\chi}_{V,1}) \rangle_{\bar{a}}
= \langle (\vec{v} \vec{q}) \left( \omega \gamma_V(q; +1) \mathcal{L}_V(\vec{n}, q; q) + (\vec{v} \cdot \vec{q}) \gamma_V(q; +1) \mathcal{L}_V(\vec{n}, q; -1) \right) \rangle_{\bar{a}} \tau^\gamma_{V,0}
= \langle (\vec{v} \vec{q}) \mathcal{L}(\vec{n}, q; q) \rangle_{\bar{a}} - \langle (\vec{v} \vec{q})^2 \mathcal{L}(\vec{n}, q; -1) \rangle_{\bar{a}} \tau^\gamma_{V,0}
- a \rho \frac{\langle (\vec{v} \vec{q}) (\omega + \vec{v} \cdot \vec{q}) g_T(\vec{n}, q) \rangle_{\bar{a}}}{((\omega^2 - (\vec{v} \cdot \vec{q})^2) g_T(\vec{n}, q))} \langle (\vec{v} \vec{q})^2 g_T(\vec{n}, q) \rangle_{\bar{a}}. \tag{B4}
\]

Interestingly, there is no dependence on \( \gamma^\omega_0 \) in the last expression. Finally, using explicit expression for the loop functions (A24, A28) we arrive at the identity

\[
\langle \vec{v}_i (\omega \chi_{V,0}(\vec{n}, q) - \vec{q} \bar{\chi}_{V,1}(\vec{n}, q)) \rangle_{\bar{a}} = e_V a \rho \langle \vec{v}_i (\vec{v} \vec{q}) \rangle_{\bar{a}}, \tag{B5}
\]

which means that \( \Pi^{i\mu}_V(\omega, q) q_\mu = 0 \).
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