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In this article, we aim to develop new \((k, s)\)-fractional integral and differential operators containing \(S\)-functions as kernels in a form of generalized \(k\)-Mittag-Leffler functions. We also set up various properties of such operators. Furthermore, we consider a variety of implications of the major outcomes that will be very useful in the implementation of scientific, engineering, and technical problems.

1. Introduction and Preliminaries

More focus has been given in recent years to the development of fractional calculus applications. The fractional calculus is very important in the development of integration and differentiation with the fractional calculus powers of real numbers or complex numbers (for example, integral and differential operators). The properties and application of the fractional calculus operator are described by [1, 2]. For more modern fractional calculus developments, the reader can refer to [3–7]. Some new results for \(\psi\)-Hilfer fractional pantograph-type differential equation depending on \(\psi\)-Riemann–Liouville integral are studied by Foukrach et al. [8].

In the frame of fractional derivatives, Alqahtani et al. [9] studied nonlinear \(F\)-contractions on \(b\)-metric spaces and differential equations with Mittag-Leffler kernel. Many scholars have computed numerous fractional integral inequalities containing the various fractional integration and differentiation operators over the past few years (see [10, 11]). The \(k\) symbols are well known from a number of sources related to the measurement of finite differences (see [12, 13]). In the literature, \(k\)-fractional integral operators have recently been considered by different scholars.

For this function, we begin the literature with the following properties. The Pochhammer \(k\)-symbols and \(k\)-gamma function were introduced by Diaz and Pariguan (see [14])

\[(\xi)^{n,k} = \begin{cases} 1, & (n = 0, \xi \in \mathbb{C}), \\ \xi(\xi + k) \cdots (\xi + (n - 1)k), & (n \in \mathbb{N}, \xi \in \mathbb{C}, k > 0), \end{cases}\]

\[\Gamma_k(\rho) = \int_0^\infty z^{\rho-1} e^{-z/k} dz, \quad \rho \in \mathbb{C}, \Re(\rho) > 0.\]  

(1)

In the same paper, they spell out the relations

\[\Gamma_k(\rho + k) = \rho \Gamma_k(\rho),\]  

(2)

\[\Gamma_k'(\rho) = (k)^{(\rho/k)-1} \Gamma\left(\frac{\rho}{k}\right).\]  

(3)

The \(k\)-fractional integral is develop by [15] as

\[I_k^p(\xi) = \frac{1}{k \Gamma_k(\xi)} \int_0^\xi (x - z)^{(\xi/k)-1} f(z) dz.\]  

(4)
When we choose \( k = 1 \), then \( I_k^\nu(f(x)) \) shows the result of the Riemann-Liouville (R-L) fractional integration formula. We have

\[
I^\nu(f(x)) = \frac{1}{\Gamma(\nu)} \int_0^x (x - z)^{\nu - 1} f(z) dz.
\]

Formulas for \( k \)-fractional integral are developed by [15] as

\[
I_k^\nu \left( x^{(\nu/k) - 1} \right) = \frac{\Gamma_k(\nu)}{\Gamma_k(\rho + \nu)} x^{((\rho/k) + (\nu/k) - 1)},
\]

\[
I_k^\nu \left( (x - u)^{(\nu/k) - 1} \right) = \frac{\Gamma_k(\nu)}{\Gamma_k(\rho + \nu)} (x - u)^{((\rho/k) + (\nu/k) - 1)}.
\]

The R-L \((k, s)\)-fractional integral of order \( \zeta > 0 \) was elucidated by [16].

\[
\int_{[a,b]}^\nu f(x) = \left( \frac{s + 1}{} \right)^{(\nu/k) - 1} \frac{\Gamma_k(\nu)}{\Gamma_k(\rho + \nu)} \int_a^x (x^s - z^s)^{((\rho/k) + (\nu/k) - 1)} z^\nu f(z) dz,
\]

where \( x \in [a, b], k > 0 \) and \( s \in \mathbb{R} \setminus \{-1\} \). In the same paper, they defined the following result:

\[
I_k^\nu \left[ (x^s - a^s)^{\theta/k} - 1 \right] = \frac{\Gamma_k(\theta)}{(s + 1)^{\theta/k} - 1} \Gamma_k(\theta + \zeta)^{-1}.
\]

In recent years, the applications of the fractional calculus are given by the researchers (see [17, 18]). By using generalized \( k \)-fractional integrals, Gruss-type integral inequalities for generalized R-L \( k \)-fractional integrals, and \((k, s)\)-R-L fractional integral inequalities for continuous random variables, analytical properties of \((k, s)\)-Riemann-Liouville fractional integral several researchers have also provided such results including Hermit-Hadamard-type inequalities by using the definition of \((k, s)\)-fractional integrals [19–23].

The \( S \)-function is given by [24]

\[
S_{(\nu, \sigma, \zeta,k)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right) = \sum_{n=0}^\infty \frac{(p_1)_n \cdots (p_l)_n(\sigma)_{n,k} x^n n!}{(q_1)_n \cdots (q_m)_n \Gamma_k(n \zeta + v)n!},
\]

\( k \in \mathbb{R}; \nu, \sigma, \zeta \in \mathbb{C}; \mathfrak{R}(\zeta) > 0, p_i (i = 1, 2, \ldots, l), q_j (j = 1, 2, \ldots, m), \mathfrak{R}(\zeta) > k \mathfrak{R}(\xi), \) and \( l < m + 1 \).

The Pochhammer symbol \((\zeta)_n, (\zeta \in \mathbb{C}, n \in \mathbb{N})\) defined in terms of gamma function (as also see [7])

\[
(\zeta)_n = \begin{cases} 1, & (n = 0, \zeta \in \mathbb{C}), \\ \zeta(\zeta + 1) \cdots (\zeta + n - 1), & (n \in \mathbb{N}, \zeta \in \mathbb{C}). \end{cases}
\]

For some more result on \( S \)-function, the reader can refer to [25–29].

### 1.1. Special Cases

(i) Choosing \( l = 0 = m \) in equation (9), it becomes generalized \( k \)-Mittag-Leffler function, defined by Saxena et al. [30].

\[
S_{(\nu, \sigma, \zeta,k)} \left( -i \cdot -x \right) = \sum_{n=0}^\infty \frac{(\sigma)_{n,k} x^n}{n!} E_{\nu,k}(x),
\]

where \( \mathfrak{R}(\varsigma/k) - \xi > l - m \).

(ii) For \( \xi = m \), equation (9) yields

\[
S_{(\nu, \sigma, \zeta,k)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right) = \sum_{n=0}^\infty \frac{(p_1)_n \cdots (p_l)_n(\sigma)_{n,k} x^n}{(q_1)_n \cdots (q_m)_n \Gamma_k(n \zeta + v)n!},
\]

where \( \mathfrak{R}(\varsigma) > kl \).

(iii) When \( \xi = 1 \), equation (9) yields

\[
S_{(\nu, \sigma, \zeta,k)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right) = \sum_{n=0}^\infty \frac{(p_1)_n \cdots (p_l)_n(\sigma)_{n,k} x^n}{(q_1)_n \cdots (q_m)_n \Gamma_k(n \zeta + v)n!},
\]

\[
= S_{(\nu, \sigma, \zeta,k)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right),
\]

where \( \mathfrak{R}(\varsigma) > kl \).

(iv) For \( k = 1 \), equation (14) yields \( K \)-function defined by Sharma [31]

\[
S_{(\nu, \sigma, \zeta,1)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right) = \sum_{n=0}^\infty \frac{(p_1)_n \cdots (p_l)_n(\sigma)_{n,k} x^n}{(q_1)_n \cdots (q_m)_n \Gamma_k(n \zeta + v)n!},
\]

\[
= K_{(\nu, \sigma, \zeta)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right),
\]

where \( \mathfrak{R}(\varsigma) > l - m \).

(v) When \( \sigma = 1 \) (equation (16)), it reduces to generalized \( M \)-series defined by [32] (see also [33])

\[
S_{(\nu, 1, \zeta,1)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right) = \sum_{n=0}^\infty \frac{(p_1)_n \cdots (p_l)_n x^n}{(q_1)_n \cdots (q_m)_n \Gamma_k(n \zeta + v)n!},
\]

\[
= M_{(\nu, 1, \zeta)} \left( p_1, \ldots, p_l; q_1, \ldots, q_m; x \right),
\]

where \( \mathfrak{R}(\varsigma) > l - m - 1 \).

(vi) When \( p = q = 0 \) (equation (18)), it reduces to generalized Mittag-Leffler function, defined by [34]
\[
S_{(0,0)}^{(c,v,1,1)}(-;c;v) = \sum_{n=0}^{\infty} \frac{x^n}{n!(nc+v)n!} = E_{cv}(x),
\]

where \(c, v \in \mathbb{C}, \Re(c) > 0, \Re(v) > 0\).

2. \((k,s)\)-Fractional Integrals and Differentials of \(S\)-Function

In this section, we develop \((k,s)\)-fractional integration and differentiation operators containing \(S\)-function as its kernel. Also, we study \((k,s)\)-fractional calculus; we define integral operators in terms of \((k,s)\) as follows.

**Definition 1.** If \(k > 0\) and \(c, v, \sigma, \xi, \tau \in \mathbb{C}, \Re(c) > 0, \Re(v) > 0, \Re(\sigma) > 0\), then

\[
\left( s^k_0^\nu_{\xi,\sigma;a,c} f \right)(x) = \frac{1}{k} \int_a^x \left( x^{\nu+1} - x^{\nu+1} \right)^{(\nu/k)-1} \left( \tau(x-z)^{\nu/k} \right) f(z) \, dz.
\]

where \(x > \rho\). Substituting \(s = 0\), then (20) reduces to the operator

\[
\left( s_k^\nu_{\xi,\sigma;a,c} f \right)(x) = \frac{1}{k} \int_a^x (x-z)^{\nu+1} f(z) \, dz.
\]

In particular, the integral operator in (21) decreases to the well-known R-L fractional integral operator defined as \(\tau = 0\) and \(k = 1\).

\[
\left( I_{\nu}^\sigma f \right)(x) = \frac{1}{\nu} \int_a^x (x-z)^{\nu-1} f(z) \, dz.
\]

The integral operator is described by \(s_{-1}^k I_{\nu}^\sigma a_c\), and also, \((k,s)\)-fractional order left side and right side fractional differential operators are described by \((k,s)\)-\(D_{\rho,k}^\nu\) and \(D_{k-\rho,k}^\nu\). Also, we used left- and right-sided R-L \((k,s)\)-fractional integral operators \(s_{-1}^k I_{\nu}^\sigma a_+\) and \(s_{-1}^k I_{\nu}^\sigma a_-\). Similarly, the left- and right-sided R-L \((k,s)\)-fractional differential operators are \(D_{\rho,k}^\nu\) and \(D_{k-\rho,k}^\nu\), respectively. By using the Lebesgue measurable integral of a real or complex valued function, we can describe both R-L \((k,s)\)-fractional integral operators. The Lebesgue measurable integral of a valued function that is denoted and defined as real or complex form

\[
L(\rho, v) = \left\{ f : \|\psi_1\|_1 = \int_\rho^v \|\psi(x)\| \ dx < \infty ; \psi \in L(\rho, v) \right\}.
\]

**Definition 2.** For \(\psi(x) \in L(\rho, v), c \in \mathbb{C}, \Re(c) > 0, k > 0\), then we define the R-L left-sided \((k,s)\)-fractional integral operator of order \(c\) as

\[
\left( s_{-1}^k D_{\nu}^\sigma f \right)(x) = \frac{1}{k^\nu} \int_a^x (x-z)^{\nu+1} f(z) \, dz.
\]

The R-L right-sided \((k,s)\)-fractional integral operator of order \(c\) is defined as

\[
\left( s_{-1}^k D_{\nu}^\sigma f \right)(x) = \frac{1}{k^\nu} \int_a^x (x-z)^{\nu+1} f(z) \, dz.
\]

**Definition 3.** For \(k > 0; s \in \Re\{-1\}; c \in \mathbb{C}, \Re(c) > 0\) and \(n = [\Re(c)] + 1\), then the R-L left- and right-sided \((k,s)\)-fractional differential operators are defined as

\[
\left( s_k^\nu_{\xi,\sigma;a,c} f \right)(x) = \left[ \frac{1}{x^\nu} \right] \left( k^{\nu+1} \left( x^{(\nu+1)/k} \right) f \right)(x),
\]

respectively. Substituting \(k=1\) and \(s=0\), then the R-L left- and right-sided \((k,s)\)-fractional integrals and derivatives will reduce to the well-known R-L left-side and right-side fractional integrals and derivatives; see [35, 36].

**Definition 4.** The generalized \((k,s)\)-fractional derivative operator is denoted by \(s_a^k D_{\nu}^\sigma f\) where \(c\) is the order such that \(0 < c < 1\) and \(0 < \nu < 1\) is defined as

\[
\left( s_a^k D_{\nu}^\sigma f \right)(x) = \left[ \frac{1}{x^\nu} \right] \left( k^{\nu+1} \left( x^{(\nu+1)/k} \right) f \right)(x).
\]

Obviously, when \(\nu=0\), then (27) reduces to the R-L \((k,s)\)-fractional derivative operators \(s_a^k D_{\nu}^\sigma\) (24).

**Lemma 5.** For \(k > \theta\), the following result for \((k,s)\)-fractional derivative operator \(s_a^k D_{\nu}^\sigma f\) defined in (27) holds true:

\[
\left( s_a^k D_{\nu}^\sigma f \right)(x) = \frac{\Gamma_k(\theta)}{(s+1)^{(\nu+1)/k+1}} \Gamma_k(1+\nu)(\theta-c)^{-\nu},
\]

with \(x > \rho, 0 < c < 1, 0 < \nu < 1\), and \(\Re(\theta) > 0\).

**Proof.** We obtain from equation (8)

\[
\left( s_a^k D_{\nu}^\sigma f \right)(x) = \frac{\Gamma_k(\theta)}{(s+1)^{(\nu+1)/k+1}} \Gamma_k(1+\nu)(\theta-c)^{-\nu},
\]

where \(\Gamma_k(\theta)\) is the R-L fractional gamma function. The main step in the proof is to show that the integral in (28) converges absolutely and uniformly on any compact interval of the form \([a,b]\) with \(\rho < a < b\).
\[
\frac{1}{x^\nu} \frac{d}{dx} \left( \gamma_{\nu}^{(1-v)(k-\nu)} \left[ (x^{+1} - a^{+1}) \right] \right) (x)
\]
\[
= \frac{[1-v](k-\nu) + \theta - k]}{k(s+1)(((1-v)(k-\nu))^{-1} - \theta)} \cdot (x^{+1} - a^{+1}) \left[ ((1-v)(k-\nu) + \theta) \right] -2),
\]
which by applying the relation given by (2) yields
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \right) (x) = \Gamma_{\nu}(\theta) \cdot \left( x^{+1} - a^{+1} \right) \left[ (((1-v)(k-\nu) + \theta) \right] -2),
\]
\[
= \frac{[1-v](k-\nu) + \theta - k]}{k(s+1)(((1-v)(k-\nu))^{-1} - \theta)} \cdot \Gamma_{\nu}(\theta) \cdot (x^{+1} - a^{+1}) \left[ (((1-v)(k-\nu) + \theta) \right] -2),
\]
which is the desired proof.

**Theorem 6.** For \( k > 0 \), the following result always holds true:
\[
\frac{1}{x^\nu} \frac{d}{dx} \left[ (x^{+1} - a^{+1}) \right] \left[ \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right] = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left[ \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right] -1,\]
where \( s \in \mathbb{R} \setminus [-1], \nu, \sigma, \xi \in \mathbb{C}, \mathbb{R}(\nu) > 0, \mathbb{R}(\xi) > 0, \mathbb{R}(\sigma) > 0. \)

**Proof.** The proof is obvious by applying \((1/x^\nu) d/dx)^{\alpha}\) where \( \alpha = 1, 2. \) □

**Corollary 7.** Choosing \( l = 0 = m \) in equation (32), it becomes generalized \( k \)-Mittag-Leffler function and we get a result earlier given by Nisan et al. [37].

**Corollary 8.** Choosing \( \xi = m \) in equation (32) and using equation (12), we get
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(33)

**Corollary 9.** Choosing \( \xi = 1 \) in equation (32) and using (14) yield
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(34)

**Corollary 10.** Choosing \( k = 1 \) in equation (34) then \( S \)-function converted in to \( K \)-function and using (16) yield
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(35)

**Corollary 11.** Choosing \( \sigma = 1 \) in equation (35) and using equation (16), it becomes generalized \( M \)-series defined by Sharma and Jain [32]
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(36)

**Corollary 12.** Choosing \( l=0=m \) in equation (36), it becomes generalized \( k \)-Mittag-Leffler function [34]
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(37)

**Theorem 13.** Suppose \( k > 0, x > a(a \in \mathbb{R}_+ = [0, \infty)) \) and \( \nu, \sigma, \tau \in \mathbb{C}, \mathbb{R}(\nu) > 0, \mathbb{R}(\sigma) > 0, \mathbb{R}(\tau > 0), \) then
\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(38)

\[
\left( D_{\nu,k}^{\alpha} \left[ (x^{+1} - a^{+1}) \right] \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) \right) (x) = (s+1)^{\alpha} \left( x^{+1} - a^{+1} \right) \left( \gamma_{\nu}^{(1-v)(k-\nu)} S_{(l,m)}^{(c_{\nu},\sigma,\xi,k)} \right) \left( \tau(x^{+1} - a^{+1}) \right) -1,\]
(39)
By using equation (7), we get
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = \frac{\left( x^{a+1} - a^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right)}{(s+1)^{c-k}}.
\]
(40)

Proof. By using equation (7), we get
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = \frac{\left( x^{a+1} - a^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right)}{(s+1)^{c-k}}.
\]
(41)

Substituting \( z^{a+1} = a^{a+1} + y(x^{a+1} - a^{a+1}) \), this implies \( dz = ((x^{a+1} - a^{a+1})/(s+1))dy \), we get
\[
\left( i D^*_a \left[ \left( x^{a+1} - a^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = \frac{\left( x^{a+1} - a^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right)}{(s+1)^{c-k}}.
\]
(42)

This completes the proof of (38).
\( \square \)

Now, to prove (39),
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = \frac{\left( x^{a+1} - a^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right)}{(s+1)^{c-k}}.
\]
(43)

and using (38), this take the following form:
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = k_r \left( \frac{1}{\tau^2} \right)^n \left( (s+1)^{-(c-k)-n} \left( x^{a+1} - a^{a+1} \right)^{(v_i)k+n-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right) \right).
\]
(44)

Applying (32), we have
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = \left( (s+1)^{-(c-k)} \left( x^{a+1} - a^{a+1} \right)^{(v_i)k+n-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right) \right).
\]
(45)

This completes the desired proof.

Now, to prove (40), we have
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = k_r \left( \frac{1}{\tau^2} \right)^n \left( (s+1)^{-(c-k)-n} \left( x^{a+1} - a^{a+1} \right)^{(v_i)k+n-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right) \right).
\]
(46)

Using (28), we get
\[
\left( i D^*_a \left[ \left( z^{a+1} - z^{a+1} \right)^{(v_i)k-1} S^a_{(\tau)} \left( \tau \left( z^{a+1} - z^{a+1} \right)^{\sigma k} \right) \right] \right)(x) = \frac{\left( x^{a+1} - a^{a+1} \right)^{(v_i)k+n-1} S^a_{(\tau)} \left( \tau \left( x^{a+1} - a^{a+1} \right)^{\sigma k} \right)}{(s+1)^{c-k}}.
\]
(47)

which completes the desired proof.

**Corollary 14.** Choosing \( p = q = 0 \) in equations (38), (39), and (40), it reduces to generalized k-Mittag-Leffler function and we get a result earlier given by Nisar et al. [37].
Corollary 15. Choosing $\xi = q$ in equations (38), (39), and (40) and using equation (12), we get

\[
\left(\frac{D^\nu}{x^s}\right)^*_\alpha\left[\left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}\left(1/s\right)_{\nu}^{(\nu,v,0,k)}\left(\tau(x^{s+1} - a^{s+1})^\nu\right)\right](x)
\]

\[
= \left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}S^{(\nu,v,0,k)}_{\nu}(x^{s+1} - a^{s+1})^\nu,
\]

\[
\left(\frac{D^\nu}{x^s}\right)^*_\alpha\left[\left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}\left(1/s\right)_{\nu}^{(\nu,v,0,k)}\left(\tau(x^{s+1} - a^{s+1})^\nu\right)\right](x)
\]

\[
= \left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}S^{(\nu,v,0,k)}_{\nu}(x^{s+1} - a^{s+1})^\nu.
\]

(48)

Corollary 16. Choosing $\xi = 1$ in equations (38), (39), and (40) and using (14) yield

\[
\left(\frac{D^\nu}{x^s}\right)^*_\alpha\left[\left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}\left(1/s\right)_{\nu}^{(\nu,v,0,k)}\left(\tau(x^{s+1} - a^{s+1})^\nu\right)\right](x)
\]

\[
= \left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}S^{(\nu,v,0,k)}_{\nu}(x^{s+1} - a^{s+1})^\nu,
\]

(49)

\[
\left(\frac{D^\nu}{x^s}\right)^*_\alpha\left[\left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}\left(1/s\right)_{\nu}^{(\nu,v,0,k)}\left(\tau(x^{s+1} - a^{s+1})^\nu\right)\right](x)
\]

\[
= \left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}S^{(\nu,v,0,k)}_{\nu}(x^{s+1} - a^{s+1})^\nu.
\]

(50)

Corollary 17. Choosing $k = 1$ in equations (49), (50), and (51) then S-function reduces to K-function, and using (16), it yields

\[
\left(\frac{D^\nu}{x^s}\right)^*_\alpha\left[\left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}\left(1/s\right)_{\nu}^{(\nu,v,0,k)}\left(\tau(x^{s+1} - a^{s+1})^\nu\right)\right](x)
\]

\[
= \left(x^{s+1} - a^{s+1}\right)^{(v/k)-1}S^{(\nu,v,0,k)}_{\nu}(x^{s+1} - a^{s+1})^\nu,
\]

(52)
If we substitute $s = 0$ in (38), (39), and (40), then we have some special results of the S-function.

**Corollary 20.** Suppose $k > 0, x > a(a \in \mathbb{R}_+ = [0, \infty))$ and $\varsigma, \xi, \varsigma, \tau \in \mathbb{C}, \mathcal{R}(\nu), \mathcal{R}(\varsigma) > 0, \mathcal{R}(\sigma) > 0, \mathcal{R}(\varsigma) > 0$, then

\[
\left( I^{\varsigma, \tau, \sigma}_{a+\nu, \varsigma} \right)\left( (a)^{c+1} \right)(x) = (a)^{c+1} S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1},
\]

where

\[
S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1}.
\]

If we substitute $k = 1$ in (59), (60), and (61), then we have some special results of the S-function.

**Corollary 21.** Suppose $x > a(a \in \mathbb{R}_+ = [0, \infty))$ and $\varsigma, \nu, \varsigma, \tau \in \mathbb{C}, \mathcal{R}(\nu), \mathcal{R}(\varsigma) > 0, \mathcal{R}(\sigma) > 0, \mathcal{R}(\varsigma) > 0$, then

\[
\left( I^{\varsigma, \tau, \sigma}_{a+\nu, \varsigma} \right)\left( (a)^{c+1} \right)(x) = (a)^{c+1} S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1},
\]

where

\[
S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1}.
\]

3. Some Properties of the Operator $\left( \frac{k^{s, \tau, \sigma}}{k^{s+1, \varsigma, \nu}} \right)(x)$

**Theorem 22.** For $k > 0$ and $\varsigma, \nu, \sigma, \xi, \varsigma, \tau \in \mathbb{C}, \mathcal{R}(\varsigma) > 0, \mathcal{R}(\nu) > 0, \mathcal{R}(\sigma) > 0$ and $\mathcal{R}(\varsigma) > 0$, we have

\[
\left( \frac{k^{s, \tau, \sigma}}{k^{s+1, \varsigma, \nu}} \right)(x) = \left( \frac{\Gamma_k(x+1)}{\Gamma_k(s+1)} \right) \frac{(x^{s+1} - a^{s+1})^{(c+1)/(s+1)}}{S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1}}.
\]

Proof. From (20),

\[
\left( \frac{k^{s, \tau, \sigma}}{k^{s+1, \varsigma, \nu}} \right)(x) = \frac{1}{k} \int_a^x \left( (s+1) \Gamma_k(x) \right) \frac{(x^{s+1} - a^{s+1})^{(c+1)/(s+1)}}{S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1}} z^\nu f(z) dz.
\]

Therefore, we have

\[
\left( \frac{k^{s, \tau, \sigma}}{k^{s+1, \varsigma, \nu}} \right)(x) = \frac{1}{k} \int_a^x \left( (s+1) \Gamma_k(x) \right) \frac{(x^{s+1} - a^{s+1})^{(c+1)/(s+1)}}{S_{(\nu, \varsigma)\varsigma} (x-a)^{c+1}} z^\nu f(z) dz.
\]

As $U$ is measurable on $\varsigma$, we can write

\[
\int_a^x U(x, z) dz = \int_a^x (x^{s+1} - a^{s+1})^{(c+1)/(s+1)} z^\nu f(z) dz = \frac{k}{\nu} \left( x^{s+1} - a^{s+1} \right)^{\nu/(s+1)}.
\]

Thus, we get

\[
\frac{k}{\nu} \left( x^{s+1} - a^{s+1} \right)^{\nu/(s+1)}.
\]
Again, integral the above term, we have
\[
\int_a^b \left( \int_a^b U(x, t) S_{(\nu, \varepsilon)}^{(\nu, \varepsilon)} \left( \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right) \right) |f(x)| \, dz \, dx
\]
\[= \int_a^b |f(x)| \left( \int_a^b U(x, z) S_{(\nu, \varepsilon)}^{(\nu, \varepsilon)} \left( \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right) \right) \, dz \, dx
\]
\[= \sum_{n=0}^{\infty} \left( \frac{(a_1)_n \cdots (a_p)_n}{(q_1)_n \cdots (q_m)_n} \right) \frac{(\nu + cn)^n}{(\nu + cn + k)^{\nu + cn + k}} \times \int_a^b \frac{|f(x)| \, dz}{(\nu + cn + k)^{\nu + cn + k}}
\]
By changing the order of integration, we obtain
\[
\left( \int_a^b \left[ \int_U^{\nu k} \left[ \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right] \right] f(x) \, dx \right) = \frac{1}{k!} \int_a^b \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) f(x) \, dx
\]
\[\times \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) |f(u)| \, du
\]
Using (38), we have
\[
\left( \int_a^b \left[ \int_U^{\nu k} \left[ \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right] \right] f(x) \right) = \frac{1}{k!} \int_a^b \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) |f(u)| \, du
\]
\[\times \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) u \, du
\]
Thus, we get
\[\left( \int_a^b \left[ \int_U^{\nu k} \left[ \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right] \right] f(x) \right) = \frac{1}{k!} \int_a^b \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) |f(u)| \, du
\]
To prove the second part of the theorem, consider the RHS of (70); then, by applying (20), we get
\[
\left( \int_a^b \left[ \int_U^{\nu k} \left[ \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right] \right] f(x) \right) = \frac{1}{k!} \int_a^b \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) f(u) \, du
\]
\[\times \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) u \, du
\]
By interchanging the order of integration, we have
\[\left( \int_a^b \left[ \int_U^{\nu k} \left[ \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right] \right] f(x) \right) = \frac{1}{k!} \int_a^b \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) f(u) \, du
\]
\[\times \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) u \, du
\]
Again, by making use of (24) and using (38), we get
\[\left( \int_a^b \left[ \int_U^{\nu k} \left[ \tau(x^{\nu_1} - z^{\nu_1})^{\nu k} \right] \right] f(x) \right) = \frac{1}{k!} \int_a^b \left( (s + 1)^{1-(\nu k)} \right) \left( (s + 1)^{1-(\nu k)} \right) f(u) \, du
\]
Thus, (74) and (77) complete the proof of (70).

4. Concluding Remarks

In this article, we develop some new results of $(k, \varepsilon)$-fractional integral and differential operators involving $S$-function under the extension of left and right R-L $(k, \varepsilon)$-fractional integral and differential operators. Also, we find
some special cases of functions like $k$-Mittag-Leffler function, $K$-function, and $M$-series. If we set $l = 0 = m$, then we obtained results of the generalized $k$-Mittag-Leffler function given by [37], and if we set $s = 0$, the results obtained are reduced to the well-known results given by [38]. If we select $k = 1$ and $s = 0$, then the results obtained are reduced to the Mittag-Leffler function’s well-known results.
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