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ABSTRACT
The psychotherapy intervention technique is a multifaceted conversation between a therapist and a patient. Unlike general clinical discussions, psychotherapy’s core components (viz. symptoms) are hard to distinguish, thus becoming a complex problem to summarize later. A structured counseling conversation may contain discussions about symptoms, history of mental health issues, or the discovery of the patient’s behavior. It may also contain discussion filler words irrelevant to a clinical summary. We refer to these elements of structured psychotherapy as counseling components. In this paper, the aim is mental health counseling summarization to build upon domain knowledge and to help clinicians quickly glean meaning. We create a new dataset after annotating 12.9K utterances of counseling components and reference summaries for each dialogue. Further, we propose ConSum, a novel counseling-component guided summarization model. ConSum undergoes three independent modules. First, to assess the presence of depressive symptoms, it filters utterances utilizing the Patient Health Questionnaire (PHQ-9), while the second and third modules aim to classify counseling components. At last, we propose a problem-specific Mental Health Information Capture (MHIC) evaluation metric for counseling summaries. Our comparative study shows that we improve on performance and generate cohesive, semantic, and coherent summaries. We comprehensively analyze the generated summaries to investigate the capturing of psychotherapy elements. Human and clinical evaluations on the summary show that ConSum generates quality summary. Further, mental health experts validate the clinical acceptability of the ConSum. Lastly, we discuss the uniqueness in mental health counseling summarization in the real world and show evidences of its deployment on an online application with the support of mpathic.ai.
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1 INTRODUCTION
Mental health counseling is one of the front-line defenses against mental health illness. In medical and primary care settings, the doctor follows a highly-structured assessment approach that elicits specific information about the patient’s medical problems to rule out different diagnoses. In psychotherapy counseling sessions, patients take center stage in elucidating their situation with subtle details. The therapist introduces diverse auxiliary context in conversations to put the patient at ease, discuss events happening in the patient’s recent past including the feelings, reflections and emotions that the patient experiences, and other relevant topics. Follow-up conversations with the patient are also vital for a successful treatment. The points of the counseling session that are crucial for continuity of care in follow-up and treatment planning include: (a) the patient’s presenting problem, (b) symptoms and diagnosis, (c) treatments (current and prior), (d) mental status and

Figure 1: A sample counseling session instance from the MEMO dataset. Symptom and History, Patient Discovery, Reflecting, and Discussion Filler are psychotherapy elements. The summaries pertaining to this truncated snippet of conversation is shown at the bottom. Note: The summary and conversation are truncated for brevity.
risk assessment, and (e) other varied context and history. An efficient way to present this information to a therapist is to summarize the therapist-patient conversation. The process highlighted earlier, differentiates a mental health counseling session from other medical conversations, and extraction of relevant utterances is key to avoid noise in generated summaries.

In this paper, we aim for the task of counseling conversation summarization. Our work incorporates domain knowledge to generate summaries that inherit essential psychotherapy elements. Earlier studies [22, 29] show attention-based architectures to generate summary. Recent studies [1, 32] use segmentation of the conversation based on topic similarities in summarizing dialogue. Extending the ideas by incorporating mental health domain knowledge, we propose ‘counseling components’ for each utterance to include the understanding associated with counseling conversation. Comprehensive analyses of counseling conversations show that the conversation aims to discuss the reasons for the problem, discover the patient’s insights, and reflect on their past. Hence, we create the dataset, MEMO1 where we annotate 12.9K utterances with the following four labels - symptom and history, patient discovery, reflecting, discussion filler. Also, we annotate and validate the dataset with the help of mental health experts.

The state-of-the-art models are capable of generating semantically rich text; however, to pick the fitting symptoms and essence of the counseling problem is still a challenge. In this paper, we incorporated mental health domain knowledge using the Patient Health Questionnaire (PHQ-9) [18] to represent an established set of questions to assess the patient’s mental health symptoms. The PHQ-9 specifically assesses depressive symptoms but represents an example of symptom-specific domain knowledge. This approach could be generalized to other frequently-used assessments focusing on other symptom profiles like anxiety (e.g., GAD-7). Taking advantage of domain knowledge, we identify utterances categorized as discussion filler or irrelevant and will not be prioritized. Labeling across different counseling conversations aids the model to map similarities and serve as the supervision signal to attend to salient utterances and extract appropriate information to be a part of the summaries.

We propose ConSum2, a mental health counseling summarization architecture. The complete pipeline of the model works in three different modules: (a) The first module (MH-Know) exploits domain knowledge to filter utterances irrelevant to the counseling summarization task. (b) Secondly, we propose a discussion filler classification module that filters irrelevant utterances like ‘yeah’, ‘ummm’, etc. (c) The third module predicts the counseling components to utilize the structured therapy knowledge for summarization task.

We run our experiments on the MEMO dataset. Evaluations show improvements across all baselines and discuss the effect of counseling components and effective use of domain knowledge in our ConSum model. Finally, we discuss the uniqueness of counseling summarization and explore the generalizability of ConSum. Significant contributions of our work are as follows:

- We propose a novel counseling summarization dataset - MEMO and present a novel annotation scheme for psychotherapy elements viz. symptom and history, patient discovery, reflecting aspects, and discussion filler in utterances of counseling dialogue.
- We propose a new problem specific metric to evaluate summaries i.e., Mental Health Information Capture (MHIC) metric which reasonably evaluates summaries that are most useful from a counseling’s perspective.
- Mental health experts in mpatheric.ai meticulously analyzed MEMO. They studied the results on various clinical and linguistic parameters to evaluate the acceptability of ConSum’s performance for commercial and clinical application at scale.

2 RELATED WORK

Given the critical nature of the medical domain, the pace of adoption of modern deep learning models did not gain enough traction for impactful change. Instead, it was used to address mundane medical procedures. On the other hand, summarization is a long-studied problem in text processing. Earlier, most of the focus and improvements were on extractive summarization, with a drastic shift to abstractive summarization recently. Some of the work done in the medical health domain is discussed below, followed by a section on technical progress in summarization methods.

2.1 Mental Health and NLP

One of the early works by Chen and Verma [4] explored a simple information retrieval system to fetch information from medical documents using document summaries. They employed medical ontology to help fine-tune the user query; however, simple summarization methods limited its effectiveness. Later, an NLP-based framework was introduced by Konovalov et al. [16] to identify a personnels’ physical exposure (in a battle) and their emotional reaction to it. Their work highlighted the importance of subtle indicators of mental illness and the advantages of diagnosing "early components" in counseling. Strauss et al. [33] analyzed clinical forms in mental health to cut down on the arduous task of manual analysis using machine learning. Their work paved the way to explore machine learning as a tool to automate tasks dependably, to a certain extent.

Secondly, certain efforts helped address mental health problems specifically. Kennedy et al. [15] showed a comprehensive study about the management of adults with Major Depressive Disorder (MDD). Their analysis identifies different stages of depression and discusses an appropriate level of antidepressant to choose based on the patient’s age, anxiety levels, and long episode duration. Subsequently, the prescribed antidepressants are monitored for satisfactory patient response. This notion motivates the identification of key indicators of the patient’s conversation with the therapist and follow-up sessions that rely on the patient’s past interactions (and prescriptions). Tran and Kavuluru [34] experimented with neural network models to predict the mental illness condition from neuropsychiatric notes. These notes comprised 300 words on average about the patient’s present illness and events associated with it, followed by a psychiatric review system that mentions mental illness associated with the patient. Despite using various models such as RNN, BiRNN, and LSTM, it is a straightforward classification problem among the 13 predefined mental illnesses.

---

1MEMO: Mental Health suMmarizeOn dataset

2ConSum: Counseling Summarization
In deep learning based summarization models, extractive summarization [7] addressed the problem of doctors going through elaborate discharge diagnoses by summarizing them using the BERT model. They used character-level tokens to reduce the parameter size of the BERT model to deploy in low-resource setups. However, there were no sizeable efforts made in explicitly capturing medical information in summaries.

Some of the contemporary approaches include the work by Iye et al. [13] where they generated artificial datasets from genuine mental health records. Besides, Azfia et al. [1] focused on identifying PICO (Patient/Problem, Intervention, Comparison, and Outcome) on a well-structured sequence of sentences from medical documents to present a concise extractive summary only. Recently, to filter relevant utterances, Gaur et al. [11] used domain knowledge from patient health care questionnaire (PHQ-9) to build knowledge graphs. They used an unsupervised approach to build abstractive summaries for the counseling session. Zhang et al. [40] showed the generation of summary in two steps, one for building chunks of partial summaries and then second for fusing those chunks to generate final summary. Moreover, Zarafi and Zulkernine [38] showed an online application developed based on medical domain-specific annotation and information extraction.

### 2.2 Dialogue Summarization

Broadly, the two categories of dialogue summarization tasks are extractive (utterance filtering) and abstractive (semantically rich). Summarization has been long studied under various settings [2, 9]. Earlier, Chen et al. [6] proposed a graph-based approach for extractive summarization wherein topical similarities between each sentence are identified using Probabilistic Latent Semantic Analysis (PLSA). Saggio and Poibeau [26] highlighted two broad extractive summarization techniques, which are superficial techniques including statistical-based approach and knowledge-based methods for pre-training from a large corpora.

An observation on conversation summaries reveals that capturing salient points with a coherent narration (abstractive) is the most succinct format to express. Hence, abstractive summarization gained traction with early work by Nallapati et al. [22] exploring encoder-decoder architecture which was further extended with suitable attention mechanism by Vaswani et al. [35] for abstractive summarization. Then, a mix of extractive and abstractive summarization with a suitable copy model was introduced by See et al. [29]. They used a generator model for abstractive summarization, a copy model for extractive summarization, and a coverage vector to limit repetition in summarization. In the sequence, Chen and Bansal [5] proposed a reinforcement learning-based approach to extract the salient sentences and concised them to summary sentences with an abstractive network. They employed a specific emphasis to reduce redundancy in the extracted utterances from the conversation.

Further nuanced observation of the relation between salient sentence extraction and conversation utterances shows the dependence on certain groups of utterances. On this basis, recent work by Narayan et al. [23] introduced topic distribution based on Latent Dirichlet Allocation [3]. Extending on the idea of topic segregation, Song et al. [32] used three labels to tag each utterance with - Problem Description, Diagnosis, and Other. They showed that adding utterance labels aids in summarization performance. Nevertheless, since their reference summaries are extractive, the complexities of their models are limited. Further, Zhang et al. [39] and Raffel et al. [25] pushed the boundaries of abstractive summarization by generating semantically rich sentences, diversely adapted to different generative tasks. In the clinical conversation domain, Quiroz et al. [24] and Krishna et al. [17] followed the approach of important utterance selection for medical conversation summarization.

### 3 MEMO: MENTAL HEALTH SUMMARIZATION DATASET

We create a novel dataset for the task of counseling conversation summarization in which we extend data collected from the publicly available counseling conversation dataset – HOPE [20]. The dataset contains 12.9K utterances from 212 counseling conversations between therapist and patient. The dataset is gathered from multiple counseling videos on publicly available platforms like YouTube. It belongs to diverse demographic groups with distinct mental health matters and several therapists, helping researchers propose a generalized approach. Further, the authors extracted transcriptions from the videos and pre-processed them. Collected dialogues are dyadic, in which patients and therapists are the only interlocutors. Since our task aims for counseling summarization built upon domain knowledge, we extend the HOPE dataset to annotate psychotherapy elements and counseling summary. We consulted with a team of the leading mental health experts and proposed a hierarchical labeling structure for each utterance. We discuss the details related to annotation in Section 3.1. The same experts helped us develop annotation guidelines and validate the annotations. We now discuss the extended dataset, which we call MEMO.

Next, the task is to add psychotherapy elements to these dyadic conversations. We observe that the conversations can contain three essential counseling components, namely symptom and history, patient discovery, and reflecting utterances as shown in Figure 2. The rest of the conversation between therapist and patient falls under the category of discussion filler. Furthermore, to ensure the reference summaries represent rich knowledge considering the clinical and linguistic perspectives and contained psychotherapy elements, we follow the annotation guidelines designed by the team of mental health experts.

#### 3.1 Annotation Process

Counseling conversations are typically challenging as the patients are reluctant to express themselves in front of therapists. As a consequence, therapist articulately involves the patient into discussion. In support of this, we meticulously analyze counseling conversations to symptom and history of the mental health problem, the discovery of the patient’s behavior, and insights into the past story reflecting on the patient’s current situation. The rest of the counseling conversation is generally enclosed with discussion filler phrases. To better understand the counseling and support summarization task, focusing only on a subset of knowledge-enhanced utterances, we annotate counseling components and discussion filler for all utterances. With the help of a comprehensive annotation process in place, the techniques used by therapists are highlighted with each utterance. Therapists can be significantly helped with AI based tools.
adhering to such domain-specific annotation guidelines. With the help of guidelines, the annotations keep track of the therapy techniques; therefore, the summaries generated are succinct in their information. We discuss more about annotation process of psychotherapy elements in Appendix A.

**Psychotherapy elements:** Mental health therapy sessions are composed of counseling components that effectively contribute towards successful interventions and discussion filler which barely add any relevance to the summary generation. We labeled utterances with four fine-grained labels:

- **Symptom and History (SH):** It captures the utterances that comprise the most insightful information for the therapist to assess the patient’s situation. A few examples are mentioned below:

  | Speaker | Examples |
  |---------|----------|
  | Patient | “Ever since I moved into the apartment I have been feeling anxious” |
  | Patient | “This has been the first time I have experienced mood swings” |
  | Patient | “I would be so stressed afterward. And worried I would make another mistake” |

- **Patient Discovery (PD):** The patients coming in for a counseling session arrive with complex thoughts. The therapist tries to build therapeutic relationships to calm patients to unravel their thoughts. Examples are as follows:

  | Speaker | Examples |
  |---------|----------|
  | Therapist | “Don’t worry if it lasts for several days” |
  | Therapist | “I believe sleep is not an issue for you anymore now that you are getting eight hours of sleep everyday” |
  | Therapist | “Any drug or alcohol use?, Has it ever happened to you?” |

- **Reflecting (RT):** Therapist utterances are concise most of the time, which is to ensure there is sufficient space for the patient to express themselves. Patients are encouraged to share their stories and events of their lives. On the other hand, the therapist understands the patient by giving them an imaginary situation to assess their actions. Some utterances are shown below:

  | Speaker | Examples |
  |---------|----------|
  | Patient | “By the time it it’s my turn to present I start. I just, I’m almost like just…” |

- **Discussion Filler (DF):** When a therapist and a patient engage in conversation, they articulate some utterances that are peripheral to the session. In this work, we tag them as discussion filler. These include pleasantries (‘Good morning!’), non-lexical fillers (‘Ummm’), acknowledgments (‘Right’), and restatement of affirmations in subsequent utterances (‘Yeah. Yeah’), etc. Discussion Filler utterances carry little to no relevance in the summary generation.

### 3.2 Data Analysis

Table 1 shows data analysis on MEMO. The dataset consists of an almost equal number of patient and therapist utterances. Therapist utterances are tagged more with discussion filler labels showing that therapists converse to put the patients at ease and agree with them. PD is the most prominent label in the dataset. Patients tend to talk about several auxiliary topics, not their mental health issue, when asked to share their experiences, whereas RT is the least tagged label.

### 3.3 Ethical Considerations

Three domain experts reviewed the annotations at mpathic.ai, a seed-stage corporation specializing in conversation analysis in commercial applications, including evaluation of psychotherapy, coaching, and customer services. All experts are independently licensed in clinical practice and have backgrounds in automating fidelity of therapy at scale. They included a board-certified, licensed psychologist (SPL) with over 15 years of experience in applying machine learning to psychotherapy evaluation, a licensed clinical social worker specializing in the evaluation of human labeling for machine learning, and doctoral-level counselor, director of Clinical AI at mpathic.ai.

Following Sekhon et al.’s framework [30], they reviewed the summaries for clinical acceptability in the areas of affective attitude, burden (i.e., the cognitive load of interpreting the summaries), ethicality, coherence (i.e., how well the summaries were understood), opportunity costs (i.e., pros and cons of utilizing the summaries), and perceived effectiveness (i.e., how well they might perform in a clinical setting). The acceptability parameters were independently evaluated and given a ranking of 0-2 on each parameter with 0 being not acceptable, 1, being acceptable with modification, and 2 being acceptable for commercialization. After independent ranking, discrepancies were discussed, and an average gold-standard acceptability ranking was determined for each summary. Additionally, the experts provided feedback for commercialization considerations in applications like electronic health care records and quality assurance.

### 4 PROPOSED METHODOLOGY

In this section, we describe our proposed method, called ConSum. It encodes dialogue’s utterances and uses three modules in the
pipeline to extract complementary information. These three modules operate independently on the selection and filtering of utterances. We use mental health’s Patient Health Questionnaire (PHQ-9) [18] knowledge similarity (MH-Know) and discussion filler classifier, we generate binary mask arrays from each module, which is fused to filter the utterances. On the other hand, the classification from counseling components classifier augments each utterance with mental health aspects. We describe each module below.

- **Discussion Filler Classifier (DFC):** Discussion filler classification is a binary classification task. We use a feed-forward network with 2 hidden layers to classify each utterance $u_i$ into ‘counseling’ or ‘discussion filler’ from the obtained input representations. It compresses representations to 100 dimensional hidden representation and then to 2 at the output layer. A dropout of 30\% is applied between the linear layers to regularize the model’s performance. The model is trained with adam optimizer to minimize the cross-entropy loss. The output is a mask array labeled $r_i$ where $r_i$ represents mask array from dialogue $D_i$. Using independent networks to classify the discussion filler label and the counseling components classifier augments each utterance with mental health aspects. We describe each module below.

- **Mental Health Knowledge Infused Utterance Selection (MH-Know):** Earlier efforts in mental health counseling summarization paid less attention to the domain knowledge. Patient Health Questionnaire (PHQ-9) represents an established set of questionings to assess the patient’s mental health condition [18]. We use PHQ-9 lexicons [37] to compute similarity between nine questions and input utterance. The intuition is to obtain the most relevant utterances corresponding to knowledge infused questions. We use BERTScore [41] to compute the similarity between the utterances $u_i$ and the PHQ-9 lexicons $PHQ_i = \{phq_1, phq_2, \ldots, phq_9\}$. The nine similarity scores, $s = \{s_1, s_2, \ldots, s_9\}$ corresponding to each utterance ranges between 0 and 1 each. The summation of similarity score denoted by $\psi$ is compared with the hyperparameter tuned value of threshold denoted by $\phi$.

$$s_i = \text{bertscore}(u_i, phq_i) \Rightarrow \psi_i = \sum_{m=1}^{9} s_m$$

The value of $\phi$ is experimentally chosen to retain maximum domain knowledge and intervention components without compromising other pipelines’ impact. This creates a mask-array, $\sigma_i = \{\sigma_1, \sigma_2, \ldots, \sigma_n\}$ containing 1 for cases where intervention similarity score is less than the threshold and 0 otherwise. Here, $i \in \sigma_i$ represents $i$th utterance.

$$\sigma_i = \begin{cases} 1, & \text{if } \psi_i \leq \phi. \\ 0, & \text{otherwise} \end{cases}$$

ConSum prioritizes the utterances fetched from the MH-Know module along with corresponding counseling tags to generate summary. During experimentation, we use the threshold value of 6 to extract utterances relevant to the task.

- **Counseling Components Classifier (CCC):** As discussed earlier, the four components are SH, RT, PD, and DF (c.f. Section 3.1). Considering SH, RT and PD as the key components contributing to the summary generation, we frame the problem as a four-class classification task. Hence, for each utterance representation of dimension $d$, we first fetch the ‘counseling context’ across utterances. As the counseling progresses, we maintain the context of the dialogue through a GRU layer on top of the utterance representations. Further, we apply multi-head self-attention following Vaswani et al. [35]. Representations fused with attention weights are passed through two dense layers to learn hidden representations from 100 dimensional and then further to 3. We apply a
softmax classifier to predict probabilities corresponding to each class label.

Identification of discussion filler is a domain-independent binary classification task. Therefore, rather than following an end-to-end model for psychotherapy element classification, we opt for a hierarchical model to predict discussion filler and counseling component. In our case, the standard model performs well for DFC. However, we sense the requirement of a model that can learn contextual counseling labels in the summary generation process. The remaining section shows the direct use of counseling labels in the summary generation module.

- **Summary decoder:** We obtain two mask-arrays from the MH-Know module and DFC. Discussion Filler mask $\tau$ and knowledge-infused mask $\sigma$ are merged as follows. $F$ denotes the resulting mask array. Further, utterances $U_i$ from the dialogue $D_i$ are concatenated with predicted counseling components (c.f. Section 4) and filtered using the final mask array $F$. The final subset of utterances with domain knowledge and counseling components ($CL_i$) are concatenated, resulting in $G$. It is used as an input to fine-tune the pre-trained T5 model [25] for abstractive summary generation.

$$F = (\sigma \cap \tau)'; G = (U_i \otimes CL_i) \otimes F$$

5 EXPERIMENTS AND RESULTS

This section reports our experimental results, comparative study, and other analyses. To evaluate the summaries, we use ROUGE [19] metrics, namely Rouge-1 (R-1), Rouge-2 (R-2), and Rouge-L (R-L). In addition, we show QuestEval (QAE) score and Bleurt Score (BS) to capture the contextual advantage in abstractive summarization. QuestEval [28] comprehensively judges the reference and predictions on four aspects – consistency, coherence, fluency, and relevance by generating question-answer pairs on the given source document, reference, and generated summaries. Bleurt [31] utilizes pre-training on the BERT model using unsupervised techniques with millions of synthetic examples to generalize all possible data distributions. At last, we show human and clinical evaluations to validate the quality of generated summaries. We show hyperparameters and other experiment details Appendix B.

5.1 Baselines

We choose following systems as our baselines - Pretrained Language Model (PLM): Feng et al. [10] used DialoGPT to segment topics and then generated summaries with BART. **RankAE:** Zou et al. [42] used BERT to group utterances into segments and further generated summaries using denoising auto-encoder [36]. **Segmented Modeling (SM):** Goo and Chen [12] leveraged dialogue act information on standard BiLSTM [22] architecture. **Transfer Learning with unified Text-to-Text Transformer (T5):** Raffel et al. [25] used a shared framework on transformer architecture to pre-train on huge custom crawled corpus (C4). **Pegasus:** Zhang et al. [39] introduced a novel pre-training objective of using gap-sentences-generation and then generated summaries.

5.2 Results and Ablation Study

The experimental results on MEMO are shown in Table 2. ConSum performs better than all other baselines with the highest R-1 score of 45.36 and R-2 score of 15.71 – significant improvements of 11.12 and 4.52 points over the best baseline, respectively. The PLM model turns out to be the second ranked model in both cases with an R-1 score of 34.24 and an R-2 score of 11.19. It shows the importance of topic segmentation in a conversational dataset, which aids in the summarization outputs. In contrast, PLM scores the highest R-L score of 33.35; however, its summaries have a higher structural similarity instead of contextual similarity between its output and the reference summaries. On the other hand, ConSum produces a dominant performance on Bleurt score with a difference of 0.90 points over the best baseline (~0.5655 of T5 vs 0.3407 of ConSum). This score indicates contextually superior performance concerning the reference summary.

We also show the effect of counseling components and different modules in the pipeline and analyze the results. We demonstrate the importance of our domain-specific modules by evaluating various combinations of counseling components. We show our ablation study in Table 3. We observe that masking SH and PD utterances have a drastic effect on R-1 score as it reports a reduction of over 25 points. Similarly, we observe reductions in other metric as well – 10 points in R-2, 17 points in R-L, 5 points in QAE, and 33 points in BS. Moreover, we observe similar phenomena in masking any two components (PD and RT; SH and RT) as well. We also perform experiments with masking one component at a time and observe inferior results on average. Overall, we observe that removing the information of any counseling components degrades the performance of ConSum. Moreover, the importance of CCC module in

### Table 2: Results obtained on MEMO. We report Rouge-1 (R-1), Rouge-2 (R-2), Rouge-L (R-L), Bleurt Score (BS) and QuestEval Score (QAE).

| Model   | R-1   | R-2   | R-L   | QAE  | BS            |
|---------|-------|-------|-------|------|---------------|
| PLM     | 34.24 | 11.19 | 33.35 | 24.34| -0.8678       |
| RankAE  | 25.57 | 3.43  | 24.16 | 29.98| -1.063        |
| SM      | 20.46 | 3.80  | 18.87 | 20.22| -0.9454       |
| Peg      | 29.71 | 7.77  | 27.57 | 36.80| -0.6130       |
| ConSum  | 31.44 | 5.63  | 27.38 | 33.55| -0.5655       |

| Model   | R-1   | R-2   | R-L   | QAE  | BS            |
|---------|-------|-------|-------|------|---------------|
| ConSum - SH – PD | 20.92 | 5.00  | 7.44  | 20.71| 0.0019        |
| ConSum - PD – RT | 36.00 | 9.00  | 9.14  | 20.47| 0.2032        |
| ConSum - RT – SH | 28.63 | 8.06  | 9.55  | 23.02| -0.0209       |
| ConSum – SH | 39.77 | 9.55  | 8.98  | 24.11| 0.1908        |
| ConSum – PD | 36.87 | 10.02 | 11.22 | 33.38| 0.2420        |
| ConSum – RT | 42.01 | 9.83  | 16.50 | 18.03| 0.2060        |
| ConSum – MH-Know – CCC | 39.67 | 9.95  | 12.69 | 21.19| 0.2003        |
| ConSum – MH-Know | 40.42 | 10.09 | 11.06 | 23.97| 0.2429        |

### Table 3: Ablation study on the effect of different modules of ConSum. SH, PD, DF and RT are psychotherapy elements. MH-Know and CCC are knowledge infused module and counseling component classifier module respectively. We present our analysis on five scores to understand all aspects of summary generation.

| Counselling Label | R-1   | R-2   | R-L   | QAE  | BS            |
|-------------------|-------|-------|-------|------|---------------|
| ConSum – SH – PD  | 20.92 | 5.00  | 7.44  | 20.71| 0.0019        |
| ConSum – PD – RT  | 36.00 | 9.00  | 9.14  | 20.47| 0.2032        |
| ConSum – RT – SH  | 28.63 | 8.06  | 9.55  | 23.02| -0.0209       |
| ConSum – SH       | 39.77 | 9.55  | 8.98  | 24.11| 0.1908        |
| ConSum – PD       | 36.87 | 10.02 | 11.22 | 33.38| 0.2420        |
| ConSum – RT       | 42.01 | 9.83  | 16.50 | 18.03| 0.2060        |
| ConSum – MH-Know  | 39.67 | 9.95  | 12.69 | 21.19| 0.2003        |
| ConSum – MH-Know  | 40.42 | 10.09 | 11.06 | 23.97| 0.2429        |
Whenever the patient goes to work, the patient is worried that they might have ADHD. The patient does not suffer from depression, anxiety nor use drugs or call it a metaphysical stuff. The patient feels overwhelming and feels like having this issue since childhood. Therapist made him realise his problems and patient was curing gradually. Therapist suggested him use. The patient was raised Catholic and they feel guilty about spending more money on drugs and parties. The patient has switched 12 houses in the past year and feel it must have affected their kids. The patient occasionally borrows money and gets less sleep in general.

Table 5: Human evaluation on the summaries generated from ConSum model.

| Model | Relevance | Consistency | Fluency | Coherence |
|-------|-----------|-------------|---------|-----------|
| RankAE | 2.80      | 2.91        | 3.02    | 2.98      |
| T5    | 2.99      | 3.05        | 3.04    | 2.95      |
| ConSum | 3.37      | 3.22        | 3.11    | 3.13      |

Counseling Summarization using Mental Health Knowledge Guided Utterance Filtering
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Capturing mental health information is presented in Section 6. Further, we perform ablation with the MH-Know module and observe similar phenomenon with the omission of the MH-Know module as well.

5.3 Error Analysis

Table 4 shows example summaries generated by T5 as well as ConSum. Sticking to our primary aim of covering mental health-related aspects in summaries, we observe that T5 generates rich semantics; however, lacks in attending critical domain-related phrases in many cases. On the other hand, ConSum encapsulates more domain knowledge and captures critical information inherited from three counseling components. For instance, in the first example in Table 4, T5 covers only the high-level gist of the conversation, viz. ‘They secretly talk about incident’. whereas ConSum covers essential phrases keeping the semantics intact viz. ‘Patient feels overwhelming and feels like having this issue since childhood’. Moreover, we observe that T5 also commits a few mistakes and generates irrelevant text in both examples (as highlighted in red).

5.4 Clinical and Human Evaluation

A team of mental health experts use clinical acceptability framework [30] to evaluate generated summaries. The clinical acceptability framework involves six parameters – affective attitude, burden, ethicality, coherence, opportunity costs, and perceived effectiveness (c.f. Appendix C for more details). Experts rate each summary considering the acceptability parameters on a continuous scale of 0 to 2, where higher rating signifies better acceptability. Through expert evaluation, we obtain an average rating of 0.94 out of 2.00 – which falls under the standard acceptability range of 0.70 to 1.40 by mental health experts [30]. Hence, the domain experts conclude the summaries to be acceptable for applications in therapy settings. However, in some cases, they pointed out issues with ConSum in comprehending metaphors and subtle transcription errors, which affected the semantic. Tables 6 and 7 in Appendix show the acceptability ratings and definition of acceptability parameters, respectively. Overall, mpathic.ai recommend deploying ConSum with their customers and a commercial pilot with a health-coaching therapy company.

Furthermore, results of human evaluation on four standard linguistic parameters namely, relevance (selection of relevant content), consistency (factual alignment between the summary and the source), fluency (linguistic quality of each sentence), and coherence (structure and organization of summary) are shown in Table 5. Each parameter is rated on the scale of 1 to 5 and found to be qualitatively better than the best baselines.

6 MENTAL HEALTH INFORMATION CAPTURE (MHIC) METRIC

Our primary aim is to capture most critical components of mental health counseling leading to successful interventions. Since most of the deep learning methodologies are able to generate contextually and semantically rich text, we observe their incompetence in attaining essential phrases relevant to mental health aspects such as symptom, history of the illness, or other reflecting aspects. Consequently, it becomes extremely challenging to qualitatively assess the summaries and discriminate between the state-of-the-art and domain-specific models. Hence, we propose a new problem-specific metric, MHIC, to mitigate the issue of disregarding such aspects. Mental Health Information Capture (MHIC) attains to the domain-specific counseling components in generated summaries. It incorporates the prediction of counseling components classifier and Rouge 1 score (R-1) to evaluate the generated summaries qualitatively. We calculate MHIC for each counseling component $C_L \in \{SH, PD, RT\}$ as follows:

$$MHIC(C_L) = R1\_Score(S_p, H_i)$$
Though dialogue summarization in clinical domains [14, 21, 32] is a well-explored research area, it remains unexplored in the mental health counseling domain. Considering this, in this paper, we raise the research question as “Why mental health counseling summarization is different than other medical conversation summarization?” To answer this question, first, we draw significant differences between the two domains and subsequently, show that our proposed model, ConSum, is specifically designed to handle crucial counseling components of the mental health conversations. Clinical practitioners directly aim for the core problem and the conversation about disease and symptoms are up-front – usually patients do not shy away discussing their concerns. On the other hand, patients suffering from mental health issues are very much reluctant to speak out their issues in a blunt fashion. In our proposed model, we leverage these insights and specifically design various domain-specific sub-modules (DFC, MH-Know, and CCC) to account for such attributes. As a result, ConSum is unique to the mental-health counseling domain instead of other domains.

To demonstrate this, we exploit an existing summarization dataset for clinical conversations in Chinese (ChiCCo) [32] and extend it for our purpose. Following Song et al. [32], we translate the dataset into English using Google Translate. Since ConSum requires counseling psychotherapy elements to operate, we obtain these from the pretrained counseling component and discussion filler classifiers. Subsequently, we train ConSum and other comparative systems on the ChiCCo dataset.

We show detailed results of the comparative study in Appendix Section D. In comparison with the encouraging performance of ConSum on MEMO (c.f. Table 2), we argue that ConSum is competent in handling crucial components of the mental health counseling pretty efficiently, as in the absence of such components in other domains, it underperforms.

8 COMMERCIALIZATION OF CONSUM

In this section, we discuss deployment aspects of ConSum as a commercial tool for mental health experts. We lay down two key challenges and resolutions in this respect.

Challenges:

- Ethical concern: The first critical challenge in the commercialization of ConSum is the usage of publicly available data for training – we extend HOPE to develop MEMO. It would be unethical to use it for commercialization.
- Data sparsity: Even though ConSum performs well on MEMO covering many aspects of mental health components, our experts suggest to include diverse and sophisticated data in the training process, prior to commercialization.

Resolutions: We resolve these challenges in the following way and hope to deploy ConSum as a real-world tool soon.

- We recently signed an MoU with mpathic.ai to commercially utilize a large-scale conversational dataset to extend the training of ConSum.
- We conduct the experiments and evaluate outputs in two different research labs and an industrial lab at mpathic.ai to cross-check the consistency and quality of ConSum.
- Further, a team of mental health experts from the University of Washington, Wake Forest University, and mpathic.ai validate the feasibility of ConSum as a commercial application in the real world.

9 CONCLUSION

Considering the situation of mental health therapies amid the COVID-19 pandemic, in this paper, we attempted to empower therapists through our research in mental health counseling summarization. To this end, we developed a novel summarization dataset, MEMO, in a dyadic counseling setup. Moreover, to model the counseling summarization in an abstractive fashion, we proposed a domain-enrich transformer architecture, ConSum. It utilized three domain-centric sub-modules viz. a discussion filler classifier, a counseling component classifier, and a PHQ-9 driven mental health knowledge-infused utterance selection module. Our extensive ablation study and the comparative analysis established the superiority of ConSum over several existing models. Furthermore, ConSum is being considered for a large-scale deployment by mpathic.ai.
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A ANNOTATION PROCESS
Augmenting dialogue utterances with additional information can aid the model to learn the representations better given the limited dataset. The therapists exhibit the three most essential skills, which are - active listening, observing non-verbal actions, and building rapport. Elaborating on the techniques followed by therapists in any of their counseling sessions can be categorized as follows: Attending is being in company of a person and giving them your full attention, Silence is to let the patient take complete control of the context, language and pace of their interaction, Paraphrasing lets the patient know that the therapist is actively listening to them by presenting a concise information of context discussed, Clarifying questions makes the therapist understand the patient’s issue while avoiding any leading questions which puts the patient at discomfort, Focusing enables the therapist to make decisions with the patient about the issues the patient wants to focus on and disregard other topics, Building Rapport connects the therapist with the patient in an amicable manner, Summarizing is paraphrasing the context discussed till then in a more extended fashion and Immediacy reveals how the therapist feels towards the patient after listening to their events which is regarded as the most necessary skill of a therapist. Finally, Homeworks are given by therapists to patients to follow a particular routine until the next follow-up session, which helps in the patient’s path to recovery.

To incorporate the information of the techniques discussed above in the dialogue set, we introduce a set of 4 annotation labels considering the structure of therapy counseling sessions carefully and with the help of extensive discussion with leading mental health experts. The annotations are arranged hierarchically in two levels. The first level is binary classification among two labels, namely - Counseling components and Discussion Filler, followed by a sub-classification on counseling components to the following - Symptom and History (SH), Patient Discovery (PD), and Reflecting (RT).

B IMPLEMENTATION DETAILS
We used Hugging Face to use pre-trained transformers and further fine-tune it for the downstream tasks. All the experiments are carried out on V100 GPUs with GPU RAM of 32GB and 512GB RAM. We discuss the implementation of models below.

B.1 Hyperparameters
T5: We use t5-base offered by Simple Transformers library. For the hyperparameters, namely max_length, repetition_penalty, num_beams, train_batch_size, max_epochs, we set values of 150, 5.0, 8 and 200 respectively.
SM: We use the standard framework of this model, which consists of BiLSTM layer for dialogue history encoder and two LSTM networks each for dialogue act labeling and summary decoder. We set only one hidden layer with a size of 256 units for each LSTM network. We experiment using summary attention with a train batch size of 16 and number of epochs as 100.
PLM: As followed by the standard pipeline of this model, we use

GPT-2 byte pair encoding (bpe) and binarizer provided by Fairseq. We experiment with BART model for the summarizer. The parameters, namely beam_size, min_len, max_len, block_ngram, are set to 4, 10, 150 and 3, respectively. We train with a batch size of 4 and number of epochs as 200.

RankAE: We implement the standard BERT encoding for the utterances, which includes the speaker information at the beginning of each utterance. For the encoding, we set shard_size as 2000, min_tgt_tokens as 10 and max_tgt_tokens as 150. Following this, the hyperparameters for the main model, namely max_pos, dec_dropout, dec_layers, dec_hidden_size, lr_bert, are set to 512, 0.2, 6, 768 and 1e−3, respectively. The decoder and encoder follow the same parameters. The train batch size is 4, and number of epochs is 100.
Pegasus: From the standard set of pretrained models, we use xsum. The tokenizer is set to the use longest_token. For the model, we set warmup_steps, weight_decay, max_length as 500, 0.01 and 150, respectively. The train batch size is 4, and num_train_epochs is 200, respectively.

B.1.1 ConSum. We first generate embeddings from distil − bert − uncased. Further, we implement the model in 3 sub-modular tracks namely, counseling component classifier, discussion filler classifier and MH-Know. Let’s discuss the implementation step by step:

Counseling component classifier: The embeddings are passed through a linear layer to bring down the embedding size from 768 to 100. We pass the new input to GRU with size set to 100 and hidden output size is also 100. Further linear layers bring down the embedding of size 100 to 4. We train the sub-module for 20 epochs with a learning rate of 0.001 and batch size 4. We optimize the Adam optimizer using cross-entropy loss.
MH-Know: The embeddings are used to calculate the bert score. We use the 0.1.0 version of bert score to calculate the similarity. The scores obtained are ranged between 0 to 1. Here, a bert score of 1 represents highly similar and 0 represents highly dissimilar. The summation of all bert score calculated across nine set of lexicons is further used for masking array formation. The mask array is a binary array equivalent to the batch size or dialogue size.
DPC: The distil-bert embedding are fine-tuned for binary classification task. On top of encoder, we use a linear layer to condense embedding space from 768 to 100 and further from 100 to 2 with a dropout value of 0.20. We use adam optimizer and cross-entropy loss to perform the training.

C CLINICAL VALIDATION
We design an annotation scheme to create a novel dataset in the domain of mental health counseling. The dataset belongs to a critical domain where mental health expert’s validation is a must. A team of mental health experts from the University of Washington, Wake Forest University, and mpactic.ai validated the feasibility of ConSum as an application in the real world. We conducted clinical evaluations from two different experts for clinical acceptability measures. All experts are independently licensed in clinical practice and have backgrounds in automating fidelity of therapy at scale. They included a board-certified, licensed psychologist (SPL) with over 15
Table 6: Mental health experts rate the summaries generated by ConSum on mental-health aspects.

| Construct                  | Definition                                                                 | Application                                                                 |
|----------------------------|---------------------------------------------------------------------------|----------------------------------------------------------------------------|
| Affective attitude         | How an individual feels about an intervention                           | What are your perceptions of the intervention based upon your clinical knowledge |
| Burden                     | Perceived amount of effort required to participate                       | How much effort is required to understand the intervention, consider: spelling, grammar, overall interpretation |
| Ethicality                 | Extent to which this is a good fit with your organization’s value system | How does this align with your respective code of ethics? Are there concerns? |
| Intervention Coherence     | Extent to which the intervention is understood                           | How well the summaries are understood                                      |
| Opportunity Cost           | The extent to which one would benefit from using this intervention      | Pros and cons of using this intervention in your respective setting        |
| Perceived Effectiveness    | Extent to which this intervention will perform in the intended setting   | How well this will perform in your clinical setting                         |

Table 7: Individual metrics as reported in Table 6 are explained with the application setting.

Table 8: Results on the clinical conversation ChiCCo dataset. Domain-centric ConSum underperforms in the non-mental health conversation setup. Together with the encouraging performance on MEMO, it demonstrates the high association of ConSum for the mental health domain.

D COUNSELING VS CLINICAL CONVERSATION SUMMARIZATION

In this section we discuss the critical difference between the clinical and counseling conversations. Unlike mental health counseling, clinical conversations are more direct towards the problem. In mental health counseling, it is the job of the therapist to frame the conversation flow and build therapeutic alliance to gain the trust of patients. Another crucial difference is the direction of information (viz issues, symptoms, etc.) flow between the patient and the medical personnel – in clinical conversations, patients usually convey their issues and symptoms without any prompts from the doctor; whereas, most often than not, the therapist has to nudge and encourage patients to express their issues in counseling sessions. To support this, we conduct a comparative analysis on ChiCCo and MEMO datasets. Table 8 shows the results. As expected, ConSum does not perform well due to its highly domain-centric modules. Furthermore, we also observe that T5, which is essentially ConSum without the there domain-specific modules, obtains the overall best performance among all models.