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Over the past 5 years, large-scale sequencing has been revolutionized by the development of several so-called next-generation sequencing (NGS) technologies. These have drastically increased the number of bases obtained per sequencing run while at the same time decreasing the costs per base. Compared to Sanger sequencing, NGS technologies yield shorter read lengths; however, despite this drawback, they have greatly facilitated genome sequencing, first for prokaryotic genomes and within the last year also for eukaryotic ones. This advance was possible due to a concomitant development of software that allows the de novo assembly of draft genomes from large numbers of short reads. In addition, NGS can be used for metagenomics studies as well as for the detection of sequence variations within individual genomes, e.g., single-nucleotide polymorphisms (SNPs), insertions/deletions (indels), or structural variants. Furthermore, NGS technologies have quickly been adopted for other high-throughput studies that were previously performed mostly by hybridization-based methods like microarrays. This includes the use of NGS for transcriptomics (RNA-seq) or the genome-wide analysis of DNA/protein interactions (ChIP-seq). This review provides an overview of NGS technologies that are currently available and the bioinformatics analyses that are necessary to obtain information from the flood of sequencing data as well as applications of NGS to address biological questions in eukaryotic microorganisms.

The first report on the sequence of 10 consecutive bases in a DNA strand was published in 1968 (117), but methods to reliably obtain longer DNA sequences, namely, Sanger and Maxam-Gilbert sequencing, were not available until 1977 (71, 96). Of these, only Sanger sequencing underwent improvements that led to automation and therefore, for the next 30 years, large-scale sequencing projects, e.g., whole-genome sequencing for various species, relied on this technology (41). However, despite (or indeed because of) much progress in the area of genome sequencing, it became clear that even more information was to be gained not only from sequencing one genome per species but rather from sequencing and comparing the genomes of different individuals or strains/lines from the same species. This would enable a better grasp of genetic diversity and, in the case of humans, allow “personalized medicine” approaches. To make this feasible, novel techniques were needed that overcame current limitations of Sanger sequencing with respect to throughput and costs (98), and in the last decade, a number of different methods were developed that not only have revolutionized the field of genome sequencing but also can be applied to other biological questions not previously addressed by sequencing-based approaches. This review provides an overview of these so-called second-generation or next-generation sequencing (NGS) technologies and their applications with a special focus on addressing questions relevant to the biology of eukaryotic microorganisms.

NEXT-GENERATION SEQUENCING TECHNOLOGIES

All commercially available NGS technologies differ from automated Sanger sequencing in that they do not require cloning of template DNA into bacterial vectors. Apart from being less labor-intensive, this has the distinct advantage that cloning biases, e.g., due to difficulties with cloning of AT-rich regions or genes that are toxic for Escherichia coli, are avoided. In most NGS approaches, template DNA is fragmented, bound to a substrate, and amplified by PCR to generate clonal representations of the original fragments that are spatially separated for subsequent sequencing (75, 99). A current exception to this is the Helicos system, which does not require template amplification but rather sequences single-template molecules (9, 36). The sequencing itself is achieved by a number of methods that make use of different enzymes (polymerases or ligases) and chemistries to generate light signals that are recorded by highly sensitive detection methods. A common theme of all NGS technologies is the high degree of parallelization, in which millions to billions of sequencing reactions take place at the same time in small reaction volumes, thereby allowing a much higher throughput than automated Sanger sequencing. The following section provides a brief overview of NGS technologies; for a detailed description of the currently available NGS systems, the reader is referred to several comprehensive reviews (66, 75, 99).

The first NGS technology that became commercially available was the Roche/454 genome sequencer (454 Life Sciences, Branford, CT) (68). While the first machines were capable of delivering read lengths of ∼100 bases, the current generation of instruments and chemistry reaches read lengths of >400 bases. These read lengths are the longest that can currently be
achieved by any NGS system; however, this is offset by lower throughput and higher per-base costs than for other systems (Table 1). Two other widely used NGS platforms are the Illumina/Solexa genome analyzer (Illumina, San Diego, CA) (6) and the ABI SOLiD system (Applied Biosystems, Carlsbad, CA). While they have a higher throughput than the 454 genome sequencer, they yield much shorter read lengths (Table 1). Another platform that is commercially available is the Polonator (http://www.polonator.org) (100). It is the only open-source system among the NGS technologies but currently also the system with the shortest read lengths (Table 1).

So far, the only platform that uses single-molecule sequencing and therefore avoids amplification biases is the HeliScope sequencer (Helicos, Cambridge, MA). The technique of single-molecule sequencing has recently been reported to be applicable not only to DNA but also to RNA (86). A robust, commercially available single-molecule system that directly sequences RNA would constitute another major innovation since this would circumvent not only the need for cloning and/or amplification but also the need for reverse transcription of RNA to generate cDNA, thereby avoiding a number of experimental steps that can introduce biases and misrepresentations of the original RNA molecules.

Yet another NGS technology that is scheduled to become available in 2010 is real-time DNA sequencing with single polymerase molecules (28) (Pacific Biosciences, Menlo Park, CA). This method makes use of the high processivity of DNA polymerase, i.e., the fact that DNA polymerase can add thousands of nucleotides to a growing DNA strand without releasing its substrate in between. Consequently, read lengths of >1,000 bases are theoretically possible from a single DNA polymerase molecule and have been achieved under test conditions (28). Further developments in the area of NGS can be expected in the near future, reducing the costs of genome sequencing even more. One example is DNA nanoball sequencing, which was reported to bring the costs for a human genome sequence down to $4,400 (24). Several methods that no longer rely on DNA polymerases or ligases but use nanopore or scanning probe techniques may be emerging novel sequencing technologies. However, these technologies are in a preliminary state, and it has yet to be demonstrated that they can deliver DNA sequences at single-nucleotide resolution (8, 62).

One general problem with all current NGS reads is their shorter length and higher error rate than those of Sanger sequence reads (Table 1). The short read lengths in particular present significant hurdles when it comes to assembling large sequence stretches, e.g., during whole-genome shotgun sequencing. The development of new algorithms to handle NGS data has helped to overcome this problem (see below). Another important improvement is the ability to sequence both ends from a DNA fragment (paired-end sequencing) now implemented for most of the commercially available NGS platforms. Paired-end data allow the scaffolding of contigs (contiguous sequences) in the absence of contiguous coverage of intervening sequences (33). Paired ends can be obtained from the ends of random, usually small DNA fragments. In addition, methods like mate-pair sequencing have been devised, where random DNA fragments are circularized, thereby combining previously distant ends. This DNA is then sheared to generate linear fragments as templates for sequencing. This procedure makes it possible to obtain sequence information from the ends of long fragments (6, 48).

Another issue that has prevented the use of NGS in many cases is that for projects where a large number of samples need to be sequenced, the costs of NGS can be prohibitive. Furthermore, for many purposes the sequence depth delivered by NGS is not needed. However, NGS can still be of use in these cases, because multiplexing, i.e., the sequencing of many individual samples in a single sequencing run, has been developed for a number of NGS platforms (19, 52, 76, 103). Multiplexing can be achieved by labeling individual samples using bar-coded primers during preparation of the sequencing library. The libraries are pooled prior to sequencing, and afterwards, sequence reads are computationally assigned to different samples.

**APPLICATIONS OF NGS TECHNIQUES**

**Genome sequencing.** One of the most obvious applications of sequencing techniques with high throughput at low costs is genome sequencing. Here, one can distinguish between resequencing, i.e., sequencing of genomes from a species for which a reference genome is already available, and de novo sequencing (Fig. 1). Resequencing is currently one of the major areas of application for NGS. Here, platforms with short reads but high throughput can reach their full potential; because with a reference genome available even relatively short reads can be mapped with high confidence to the reference sequence. This approach works well even for large genomes, like those of mammals, and a number of individual genomes, e.g., from humans and cattle, have already been sequenced using NGS.
technologies (1, 6, 26, 47, 72, 91, 97, 111, 114). Sequence reads that are mapped to a reference genome can be used to identify single-nucleotide polymorphisms (SNPs), small insertions or deletions (indels), and copy number variations (CNV) or other structural variants, thereby helping to better understand the genetic basis of phenotypic differences.

The widespread application of NGS to the de novo sequencing and assembly of genomes is an important goal (Fig. 1). However, the short read lengths make the assembly difficult, especially for the larger, more complex, and often repeat-rich genomes of eukaryotes. Therefore, the first genomes that were sequenced with NGS technologies were from bacteria (32, 68, 93). For eukaryotic de novo genome sequencing, NGS was first used in combination with Sanger sequencing, thereby reducing the overall costs because a lower coverage of the (more expensive) Sanger reads was needed. This combined approach was used for sequencing the genomes of, e.g., the filamentous fungus Grosmannia clavigera (21) and the cucumber Cucumis sativus (39). However, a combination of improvements in read lengths, the ability to sequence paired-end reads, and novel assembly algorithms that can deal with large numbers of short reads have now made possible the assembly of eukaryotic genomes from NGS reads. The first two eukaryotic genomes to be assembled solely from NGS reads are those of the giant panda, assembled from Solexa reads (56), and the filamentous fungus Sordaria macrospora, assembled from a combination of Solexa and 454 reads (85).

Analysis of genome organization. NGS technologies can be used not only for determining the DNA sequence of a genome but also for resolving higher-order structures within the eukaryotic nucleus. Examples are methods like Hi-C, ChIP- (chromatin immunoprecipitation)-seq, and methyl-seq (Fig. 1). Hi-C allows identification of genomic regions that are not necessarily close in terms of consecutive sequence but are brought into spatial proximity within the nucleus as a consequence of the three-dimensional organization of chromatin (59). Analysis of this spatial organization is achieved by first cross-linking DNA and proteins in the cell, then digesting the DNA with a restriction enzyme, end labeling it with biotin, and then ligating under diluted conditions that promote self-ligation of fragments that are close to each other, i.e., cross-linked fragments. The resulting fragments are sheared, and biotinylated fragments are isolated and sequenced using paired-end NGS strategies. The sequence reads are mapped to a reference genome, and three-dimensional maps of DNA organization at the nuclear, chromosomal, or megabase (intrachromosomal interactions) scale can be established. This was first reported for the human genome at a resolution of 1 Mb (59), and a similar technique was reported for yeast with a resolution in the kilobase range (25).

In eukaryotes, nuclear DNA is packed with proteins into chromatin, and the chromatin structure is highly dynamic and influences a range of cellular processes, e.g., the transcriptional activity in a genomic region (38). Changes in chromatin structure, e.g., nucleosome positioning, are mediated by a number of proteins that interact directly with DNA or with one another. One recently developed method to study the genomewide distribution of DNA-interacting proteins is ChIP-seq. This approach also starts with cross-linking DNA and proteins within the cell and fragmenting the DNA; then the protein of choice in a complex with bound DNA is immunoprecipitated with a specific antibody. Next, the cross-linking is reversed and
the DNA is isolated and sequenced (89). For both Hi-C and ChIP-seq, short-read/high-throughput methods are suitable because, usually, these methods are used when a reference genome is available. ChIP-seq offers a number of advantages over its predecessor ChIP-chip because the array-based ChIP-chip method requires microarrays ideally covering a complete genome, and due to the high costs of producing such arrays, they are available for only a few species (89). ChIP-seq experiments were first performed with the yeast Saccharomyces cerevisiae and several mammalian cell types and helped to shed light on the genome-wide distribution of nucleosomes, transcription factor binding sites, and methylation states of chromatin proteins that influence genome activity and hence cellular development (2, 5, 45, 77, 95). Similar types of experiments, including methyl-seq or MeDIP-(methylated DNA immunoprecipitation)-seq, can be conducted to determine the genome-wide distribution of methylated cytosine bases in DNA that provide another layer of epigenetic control in eukaryotic cells (50).

**Analysis of gene expression.** Next to the (re)sequencing of genomes, sequencing of cDNAs is one field to which NGS was applied quickly and successfully. The use of NGS to obtain transcriptomics data is collectively known as RNA deep sequencing or RNA-seq (112) (Fig. 1). The first studies were published in 2008 for the yeasts S. cerevisiae (81) and Schizosaccharomyces pombe (115) and the plant Arabidopsis thaliana (60), as well as mammalian cells (17, 80), and since then for a number of other organisms (67).

RNA-seq has several advantages over other methods, e.g., expressed sequence tag (EST) sequencing, serial analysis of gene expression (SAGE), and microarray hybridizations to obtain transcriptomics data (84). Compared to EST sequencing and SAGE, both of which also rely on the sequencing of cDNAs or cDNA tags, the much higher throughput and consequently the increased sequencing depth of RNA-seq provides a much better resolution that allows not only the quantification of expression levels but the identification of transcript boundaries at the single-nucleotide level (80, 115). During the last decade, microarrays were the most widely used method to determine transcript levels at a whole-genome scale, and they have greatly contributed to our knowledge about gene expression in eukaryotic microbes (10, 27, 83). However, using microarrays, transcripts can be detected only when there is a corresponding probe on the chip, and arrays for most organisms were designed to cover only the annotated coding (or, if known, transcribed) regions of a genome. Later generations of arrays, so-called tiling arrays, can cover complete genomes at various resolution levels (7); however, they are more expensive and consequently available for only a few organisms. Nevertheless, the use of tiling arrays has already allowed a glimpse at the transcriptional landscape of eukaryotic genomes—a landscape that is much more complex than previously thought (46).

RNA-seq can be used to extend this picture because transcribed regions of a genome can be determined at single-nucleotide resolution without having to rely on prior annotation or indeed any prior knowledge concerning transcribed regions within a genome. The use of tiling arrays and RNA-seq led to the discovery that, contrary to what was expected, most of the eukaryotic genome is transcribed; i.e., large numbers of (presumably) noncoding RNAs are present in those organisms that have been analyzed so far (43, 60, 81).

Apart from the discovery of novel transcripts, RNA-seq data can be used to map transcript boundaries, e.g., the ends of 5′ and 3′ untranslated regions, as well as exon/intron boundaries. For eukaryotic microorganisms, this will be extremely useful in combination with de novo genome sequencing since most sequenced genomes can only be annotated automatically, with manual annotation projects being extremely labor- and cost-intensive and therefore restricted to a few select model organisms. This leads to automatically predicted gene models that are often not correct, especially with respect to intron distribution. The inclusion of RNA-seq data in a genome sequencing project allows much better, evidence-based gene predictions during automated annotation without greatly increasing costs. This was the case even for the well-annotated genomes of S. cerevisiae and Schizosaccharomyces pombe (81, 115), and RNA-seq data were also used to improve genome annotation of the filamentous fungus Aspergillus oryzae (110).

To fully exploit the information contained in RNA-seq reads, one has to consider how to identify and map reads that span splice junctions and therefore cannot be mapped directly to the genome sequence. A number of novel algorithms have been developed to deal with this problem, and some of them also allow quantification of mapped reads (see below). This is important when RNA-seq data are to be used for the genome-wide quantitative analysis of gene expression, similar to microarray hybridization data. Among eukaryotic microorganisms, RNA-seq has already been used to quantify gene expression for, e.g., yeasts (81, 115), A. oryzae (110), and the truffle Tuber melanosporum (69). Compared to microarrays, RNA-seq is still more expensive when large numbers of samples need to be analyzed to compare gene expression under multiple different conditions. However, for organisms where no microarrays are currently available or where transcriptomics data are to be used primarily for annotation or general screening purposes, RNA-seq is an attractive alternative. Furthermore, the development of multiplexing approaches where different samples can be sequenced in one sequencing run as well as the steady increase of reads per run and decrease in costs per base will make RNA-seq an important tool for future transcriptomics studies.

RNA-seq can be extended to sequence only specific subsets of RNAs. One example for this is ribosome profiling, a method for quantitatively monitoring those parts of mRNAs that are translated (42). For this purpose, mRNA fragments that are bound by ribosomes and thereby protected from nuclease digestion are isolated, reverse transcribed, and sequenced. Studies with S. cerevisiae indicated that the data obtained by ribosome profiling correlate well with protein abundance as measured with mass spectrometry (42). Thus, RNA-seq and its variants provide a means for detailed, genomewide studies of gene expression at various levels.

**BIOINFORMATICS CHALLENGES**

As outlined above, NGS can be used for a wide variety of highly interesting and promising experimental approaches, and additional NGS-based applications will certainly be devised within the coming years. However, the most significant hurdle
that researchers face with any NGS approach is the analysis of the huge amounts of data generated by these experiments. This starts with the fact that there are currently no unified data formats, moves on to problems associated with de novo assembly or mapping of millions to billions of reads, assembly of spliced transcripts, or quantification of RNA-seq data, and at some point leads to the questions of where and how to store the large files associated with different steps of NGS analysis. These challenges and some solutions will be described in this section.

**Data formats.** Both Sanger and NGS techniques result in light signals that have to be decoded to determine the base sequence in the DNA. This process is named “base-calling” and depends on the sequencing platform used; however, in general each base call results in the base and a respective quality score that describes how likely it is that the called base is the correct one. A widely used base-calling software for Sanger sequencing reads is phred, and the corresponding quality scores are called phred scores (30, 31). A number of file formats to represent sequence data and/or quality scores have already been developed for Sanger reads, and one format for the combined base sequence and phred scores that has also been adopted for NGS reads is the FASTQ format (18). However, apart from the original FASTQ format developed at the Wellcome Trust Sanger Institute, two FASTQ variants are used by Illumina/Solexa that calculate quality scores using equations different from the ones used by phred (18). Therefore, there are now at least three FASTQ versions that differ in the way the quality scores are calculated, and it is usually up to the user to determine the format for any given file. In addition to FASTQ, there are a number of other file formats, most of them specific to different NGS platforms or applications. As most software packages currently accept only a limited number of input file formats, the first step in dealing with NGS data is often the conversion of the original files into a format that can be used as input for downstream processing, e.g., assembly, mapping, etc. A number of freely available software tools have been developed to deal with this problem (e.g., http://bioinf.com.uvp.es/sff_extract/index.html or http://maq.sourceforge.net/fq_all2std.pl); however, the constant development of new technologies accompanied by new file formats as well as the lack of standard formats for downstream applications requires that users pay close attention to data format changes.

Downstream analyses involving NGS data also generate large files. Many NGS applications start with the mapping of reads to a reference genome (see below and Fig. 1), and, similar to the case with the sequence data, there are also a number of formats in which mapping data can be stored. Most of these were developed for a specific mapping software and cannot directly be used by other programs. However, there are efforts under way to standardize mapping data formats, thereby making them more interchangeable among programs. For example, mapping data in the Sequence/Alignment Map (SAM) format or its compressed equivalent BAM can now be used by a number of downstream applications, including several genome viewers (54).

Because the field of NGS is new and advancing rapidly, there are no “start to finish” software suites available for dealing with NGS data. Rather, users have to piece together their own analysis pipelines according to their experimental questions. A distinct advantage when dealing with NGS data is the ability to write small scripts in one of the programming languages commonly used for bioinformatics tasks (http://www.open-bio.org), because this allows users to perform data transformations and extractions tailored to their specific needs.

**De novo assembly.** The de novo assembly of genomes from NGS reads is not a trivial task, and assembly programs that were developed for Sanger reads usually are not suitable for this purpose. One reason for this is the number of reads that are required for NGS assemblies. Whereas a 3- to 10-fold coverage can yield high-quality draft assemblies from whole-genome shotgun Sanger data for eukaryotic genomes, assemblies from shorter reads require a much higher coverage. To date, two eukaryotic genome sequences have been published, both of which were assembled solely from NGS reads. The genome of the giant panda was assembled from a 73-fold coverage of 52-nucleotide (nt) Solexa reads (56), and the genome of the filamentous fungus *Sordaria macrospora* was assembled from an 85-fold coverage of 36-nt Solexa reads and an additional 10-fold 454 coverage (85). There are two main reasons why such high coverages are necessary for these assemblies: (i) the short read lengths require more reads within a region to confidently assemble contigs and (ii) the NGS reads have a higher error rate. With enough coverage, the higher error rate is not a problem, because the higher number of reads effectively “quenches” errors in single reads and leads to overall high accuracy in the final assembly. The short read length, however, causes difficulties that cannot be overcome by increasing the number of reads alone because repeat regions, which are widespread especially in the genomes of higher eukaryotes, cannot be assembled from reads that are shorter than the lengths of the repeats. One solution to improve an assembly by scaffolding reads known to be physically linked is the generation of paired-end data (see above). This approach was used for sequencing both the giant panda and *Sordaria macrospora* genomes (56, 85). Another solution is the combination of shorter and longer reads, e.g., Solexa and 454 reads (21, 85). During the last years, a number of programs were developed specifically for the de novo assembly of NGS reads (Table 2). These programs incorporate new types of algorithms that are able to deal with the huge number of reads (79). Most of them allow combinations of reads from different sequencing platforms and incorporate paired-end data. This makes the assembly of large, complex genomes from NGS data possible; e.g., the assembly of the giant panda genome was performed with SOAPdenovo (58) while the *Sordaria macrospora* genome was assembled with Velvet (118).

**Mapping of reads to a reference genome, quantification, and detection of sequence variants.** With the exception of de novo assembly, NGS applications usually require mapping of reads to a reference genome prior to downstream analyses (Fig. 1; Table 2). Similar to de novo assembly, mapping NGS reads requires algorithms that can deal with the huge number of short reads—a computational problem for which algorithms developed for a usually much smaller number of Sanger reads are not well suited. Therefore, a number of novel algorithms specifically adapted to NGS read mapping were developed in the last years (90, 108) (Table 2). These programs are designed to deal with a number of issues that have to be considered when mapping NGS reads: some mapping algorithms use qual-
TABLE 2. Some freely available software tools for the analysis of NGS data∗

| Area of application | Software | Reference(s) |
|---------------------|----------|--------------|
| **De novo assembly** | ABySS   | 102          |
|                     | ALP/PATHS| 12           |
|                     | Celera/CABOG | 78       |
|                     | Edena   | 37           |
|                     | EULER-SR| 15           |
|                     | OSRA    | 11           |
|                     | SHARCXS | 23           |
|                     | SOAPdenovo | 58       |
|                     | SSAKE   | 113          |
|                     | VCAKE   | 44           |
|                     | Velvet  | 118          |
| **Assembly visualization** | ABySS-Explorer | 82     |
|                     | EagleView | 40        |
| **Mapping to reference genome** | Bowtie | 51          |
|                     | BWA     | 55           |
|                     | Maq     | 55           |
|                     | SOAP2   | 57           |
| **SNP/indel identification, consensus building** | MAQ     | 55           |
|                     | SAMtools| 54           |
|                     | Slider II| 65          |
|                     | SOAPsnp | http://soap.genomics.org.cn |
| **Graphical view of mapped reads** | Artemis/BamView | 13, 14    |
|                     | IGV     | http://www.broadinstitute.org/igv |
|                     | SAMtools| 54           |
| **Identification of splice junctions, transcript assembly/quantification** | Tophat, Cufflinks | 107, 109 |
|                     | Oases   | http://www.ebi.ac.uk/~/zerbino/oases |

∗This (noncomprehensive) list gives programs for different stages of NGS analysis. Software packages specifically designed for the analysis of ChIP-seq data are not included here, but an overview can be found in reference 90. Further information is available in several recent reviews (79, 90, 108) or at http://www.seqanswers.com.

ity score data to calculate a mapping quality for individual reads. This is especially important because of the combination of short read lengths and higher error rates of NGS reads compared to Sanger reads. A related problem is the number of mismatches that are allowed for a read to still be mapped to a genomic position. Mismatches can originate from sequencing errors; however, when genomes from different individuals/strains/lines are sequenced, some mismatches will be caused by SNPs or other sequence variants and therefore are of biological interest. As in de novo assembly, repeats are one of the major concerns in mapping, because one read might be mapped to several genomic regions. There is no single “right” solution to this problem, and the behavior of mapping algorithms varies from completely excluding such reads to mapping them to the best hit to mapping them to all hits. Especially in applications where the quantification of mapped reads is the desired readout, e.g., in ChIP-seq or RNA-seq experiments, the question of how to map such “multithread” is important. For example, using only uniquely mapped reads increases specificity whereas using multithreads increases sensitivity (90).

A specific mapping problem occurs with RNA-seq reads because reads that span splice junctions cannot be mapped to a genomic site. Several programs were developed to identify splice junctions either during the mapping or by first mapping all “mappable” reads and then identifying those reads that connect the transcribed regions that were identified in the previous mapping step (90) (Table 2). Thus, RNA-seq can be used to determine transcribed regions and splice sites at the single-nucleotide level (81, 115), but another area of application is the quantification of transcript levels across samples. The number of reads for each gene is a first measure of the gene’s expression level; however, the number of reads is dependent not only on the transcript amount in the original sample but also on the length of the gene’s mRNA. To normalize the read count by the mRNA length, expression values can be given as mapped reads per kilobase per million reads (RPKM) (80). Similar to the mapping of genomic reads, the multiread problem also occurs during mapping of RNA-seq reads. Here, it not only is due to repeat regions including paralogous genes but can also arise from, e.g., alternative splice forms and thereby cause not only mapping but also quantification problems. As with genomic mapping, there is no single solution to these concerns, but users can choose between a number of programs that offer different solutions to these problems (90, 108). Downstream analyses of RNA-seq data include normalization and validation steps similar to those for microarrays. By now, procedures for the analysis of microarray data are well established and include sophisticated statistical analyses that can be adapted for use with RNA-seq data (27, 35, 83).

One of the major aims of genome resequencing is to detect genomic variability between individuals or different strains/lines. This requires the ability to detect differences between the reference genome and the resequenced DNA. These differences can take the form of SNPs or indels of few bases but also include larger insertions or deletions and more complex forms of rearrangements, e.g., structural variants (48). A number of tools can identify SNPs and small indels in mapped read data (Table 2), but these tools usually do not find extensive insertions, deletions, or rearrangements. These types of sequence differences can be extracted, e.g., by using paired-end data, because insertions or deletions will shift the position of one end of the pair to a distance farther from or closer to its companion read. When the size of the sequenced fragments and therefore the length of the distance between ends is known, deviations of the mapping distance of reads on the reference genome from the expected distance indicate either deletions (mapping distance is larger than expected) or insertions (mapping distance is smaller than expected). More complex types of rearrangements can, for example, be determined by taking read orientation into account (48).

Data storage. NGS has made large-scale sequencing projects possible even for small research groups, whereas genome centers are now gearing up for even higher throughput than was previously achieved with automated Sanger sequencing (74). However, one problem for all researchers conducting NGS projects is how to store the resulting data. The large number of sequence reads delivered by NGS platforms results in file sizes, e.g., for FASTQ files, that are well in the gigabyte range, and downstream applications like mapping yield files of a similar size so that the amount of data even from a single project often reaches the terabyte range. Therefore, especially for individual researchers, storage and backup schemes that were quite sufficient for Sanger sequencing projects can quickly run out of storage space with even a few NGS-based experiments.

The International Nucleotide Sequence Database Collabo-
rations (INSDC) (http://www.insdc.org/), which includes the National Center for Biotechnology Information (NCBI), the European Bioinformatics Institute (EBI), and the DNA Data Bank of Japan (DDBJ), has established a database for NGS data, the SRA (Sequence Read Archive) (101). The SRA contains not only the actual sequences and quality scores but also metadata about the sequencing project to which individual data files belong. However, the large number of reads makes searching those data with established algorithms like BLAST (3) impractical in terms of search time and would in most cases not yield informative results anyway due to the short read lengths. Therefore, researchers can download the data, but the convenient online searches and other tools that we have become accustomed to are currently not available for NGS data. One major challenge is therefore how to make NGS data accessible to the research community.

**NGS TO STUDY EUKARYOTIC MICROORGANISMS**

NGS technologies hold great potential for the study of eukaryotic microorganisms. One reason for this is that because of their mostly small genome sizes, high sequence coverage can already be achieved with a moderate amount of NGS and therefore projects like genome sequencing that were previously restricted to large genome centers are now possible even for small groups. Filamentous fungi were among the first eukaryotes for which *de novo* genome sequencing projects included or were solely based on NGS reads (21, 70, 85), and yeasts were among the first organisms for which RNA-seq was established (81, 115). For other eukaryotic microorganisms, NGS has been so far mainly used in transcriptomics studies in combination with Sanger sequencing to establish EST libraries, e.g., for the oomycete *Pythium ultimum* (16) or the charophyte algae *Coleochaete orbicularis* and *Spirogyra pratensis* (106). However, with 65 sequenced genomes and more than 70 genome sequences in progress from green algae to a number of species that belong to diverse phylogenetic groups summarized as protists (http://www.ncbi.nlm.nih.gov/genomes/leuks.cgi), it is only a matter of time until NGS-based approaches are applied to eukaryotic microorganisms on a broad scale. Several areas of (potential) application of NGS to help answer questions concerning eukaryotic microbiology are described below.

**Metagenomics.** One area where higher sequencing capacities might shed light on fundamental issues is biodiversity research. It has been known for decades that the number of microorganisms that cannot be cultured under laboratory conditions by far exceeds the number of those which can be cultured (20). One way to gain access to these uncultured organisms (archaeae, bacteria, and eukaryotes) was developed in the 1980s and involves environmental surveys of rRNAs; i.e., partial rRNA genes are cloned directly or (mostly) after PCR amplification from environmental samples and sequenced (87). This approach still has some limitations, one of which is that because of the high degree of conservation of the rRNA sequences, they cannot be used to differentiate between closely related species.

One further step along the road to a broader glimpse at biodiversity was taken by metagenomics approaches (49, 116). Metagenomics involves the cloning and sequencing of nucleic acids isolated directly from environmental samples and is therefore not restricted to the rRNA genes. Moreover, this approach not only can be used to study microbial biodiversity in general but also allows the characterization of the environmental distribution of microorganisms as a means to characterize specific biotopes. First, metagenomic studies were performed using Sanger sequencing; however, the use of NGS techniques further improves the possibilities offered by metagenomics because NGS eliminates the need for cloning, thereby excluding cloning biases. Additionally, it has a higher sensitivity due to increased sequencing depths at lower costs (20, 22). It has long been known that eukaryotic microorganisms make up most of the eukaryotic biodiversity (29, 88), and metagenomic approaches using NGS are one way to increase our knowledge about these little-known groups. Moreover, metagenomics using NGS can be taken a step further to include not only environmental DNA but also RNA, as was recently demonstrated in a study of gene expression in ocean waters (34). Furthermore, tree-of-life projects, e.g., for the fungal tree of life (73), will benefit from increased sequencing capabilities.

**Analysis of individual genetic variation.** While sequencing of one genome per species already allows insights into the species’ biology, genetic variation that leads to phenotypic variation between individuals cannot be deduced from one genome sequence alone. Information about individual genetic variation is of pivotal interest, as it helps to address a number of fundamental biological questions. For example, such information can be used for evolutionary analyses as well as, especially in the case of microorganisms, identifying mutations and differences between pathogenic and apathogenic strains, toxin producers and nontoxigenic variants, or wild-type strains and strains optimized for industrial production. Individual genetic variations range from SNPs to small indels and rearrangements to large structural variants. The most comprehensive overview of such variations is of course to be gained by sequencing not only candidate regions but whole genomes, and with the advent of NGS, sequencing of a large number of genomes from one species becomes feasible. The availability of NGS technologies has led to “1,000 genomes” projects, where the genomes for ~1,000 individuals from one species are to be sequenced, e.g., for humans (http://www.1000genomes.org/), *Drosophila melanogaster* (http://www.broadinstitute.org/science/projects/fungal-genome-initiative), and *Arabidopsis thaliana* (http://www.1001genomes.org/). Eukaryotic microorganisms with their usually smaller genomes are also good candidates for such projects, and for several species, there is already more than one genome available or the sequencing is under way, e.g., for *S. cerevisiae* (61) and other yeasts as well as filamentous fungi (e.g., http://www.jgi.doe.gov/genome-projects/, http://www.broadinstitute.org/science/projects/fungal-genome-initiative).

Genomic comparisons can be used to address open questions like mutation rates in evolving populations and their correlation to organismic adaptation. This was, for example, studied by whole-genome sequencing of yeast strains that evolved under controlled laboratory conditions (4, 64). Another study with yeast used whole-genome sequences of parental strains and their offspring to characterize sites of meiotic recombination at the nucleotide level (92). This combination of genetic and genomic analyses can even be used to determine mutations that are responsible for mutant phenotypes or, in the case of humans, cause disease. This was shown in two cases
of inheritable disorders where the affected genes were identified by whole-genome sequencing of several family members (94) or of only one genome from an affected individual and subsequent genotyping of family members for putative candidate genes (63).

Another application where whole-genome sequencing is of particular interest is the analysis of industrial production strains. Such strains are mostly generated by repeated rounds of conventional mutagenesis, and therefore the number and nature of the mutations that contribute to the desired phenotype are usually not known. Genome sequencing of production strains as well as the original strains and/or intermediates of the mutation/selection process can help to narrow down candidate genes/genomic regions that are targets of mutations that improve strain properties. A study of a *Pichia stipitis* strain selected for high ethanol conversion from xylose showed that a 10× to 15× sequence coverage with any one of three NGS platforms (Solexa, SOLiD, or 454) was sufficient to detect single-nucleotide mutations with high sensitivity in the strain (104).

**Genomewide dynamics and expression studies.** The yeasts *S. cerevisiae* and *Schizosaccharomyces pombe* were among the first species for which RNA-seq studies were performed (81, 115); similar studies of filamentous fungi were not long to follow (69, 110). In the oomycete *Pythium ultimum* as well as in the chytrid fungus *Coccolithus ovalisporus* and *Spirogyra pratenis*, NGS was used in combination with Sanger sequencing to establish EST databases (16, 106). Especially for species for which microarrays have not yet been established, it will in most cases be easier to start directly with sequencing-based approaches for high-throughput studies.

Apart from unraveling genome activity in a single species, with more and more transcriptomics data available, comparative functional genomics will become even more powerful. Comparative functional genomics uses the conservation of co-expression in different species as a means to identify those genes whose expression might be of fundamental significance under the conditions investigated (105). Thus, gene expression patterns can be used as molecular phenotypes, similarly to other phenotypic traits that are used for phylogenetic analysis.

Over the last years, high-throughput analyses have demonstrated genomewide links between genome organization at the nucleosome level and genome activity, e.g., regulation of gene expression. Thus, a systems biology approach using methods like ChIP-seq, methyl-seq, and RNA-seq to simultaneously study genome conformation and transcriptional activity will greatly enhance our understanding of eukaryotic biology. For the human genome, this integrated approach is ongoing in the ENCODE (Encyclopedia of DNA elements) project (29a), and similar projects for filamentous fungi are currently underway (for example, http://projectreporter.nih.gov/project_info_description.cfm?aid=7635564&icde=0).

**CONCLUSIONS**

NGS technologies offer a promising new avenue for discovery in many fields of research, including several that, so far, have mainly used approaches not based on sequencing. Although there is still room for improvement, especially with respect to read lengths and error rates, NGS platforms as well as analysis software tools have evolved to already allow, for example, the de novo sequencing and assembly of eukaryotic genomes solely from NGS reads. However, one major concern about NGS is the question of how to deal with the flood of data that NGS platforms produce. Therefore, the development of bioinformatics tools and databases to better cope with these types of data will be one of the main factors determining how useful NGS will be for a wider research community. Nevertheless, the advent of NGS is already a major breakthrough in molecular biology, genetics, and beyond, as well as a great leap forward for genomics and systems biology analyses.
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