Open Dual Cycle with Composition Change and Limited Pressure for Prediction of Miller Engines Performance and Its Turbine Temperature
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Abstract: An improved thermodynamic open Dual cycle is proposed to simulate the working of internal combustion engines. It covers both spark ignition and Diesel types through a sequential heat release. This study proposes a procedure that includes (i) the composition change caused by internal combustion, (ii) the temperature excursions, (iii) the combustion efficiency, (iv) heat and pressure losses, and (v) the intake valve timing, following well-established methodologies. The result leads to simple analytical expressions, valid for portable models, optimization studies, engine transformations, and teaching. The proposed simplified model also provides the working gas properties and the amount of trapped mass in the cylinder resulting from the exhaust and intake processes. This allows us to yield explicit equations for cycle work and efficiency, as well as exhaust temperature for turbocharging. The model covers Atkinson and Miller cycles as particular cases and can include irreversibilities in compression, expansion, intake, and exhaust. Results are consistent with the real influence of the fuel-air ratio, overcoming limitations of standard air cycles without the complex calculation of fuel-air cycles. It includes Exhaust Gas Recirculation, EGR, external irreversibilities, and contemporary high-efficiency and low-polluting technologies. Correlations for heat ratio γ are given, including renewable fuels.
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1. Introduction

Modeling thermal engines with simplified processes in a closed layout (control mass) is at the roots of Thermodynamics. This is so due to the importance of prime movers for our society, science, and technology, being these models named thermodynamic cycles (e.g., see Moran et al. [1]).

Historically, the air-standard Otto cycle tries to idealize the processes in external or Internal Combustion Engines (ICE) of the reciprocating type. It pursues obtaining both the fluid state at key points in the cycle and the figures for power and efficiency. Two isentropic and two constant volume (isochoric) processes enclose this cycle. A non-reacting perfect gas constitutes the constant mass working substance. In this cycle, the isentropic compression starts from maximum volume (Bottom Dead Center or BDC) and ends at the Top Dead Center (TDC), where volume is at a minimum, in what is called the compression stroke. Afterward, heat delivery at constant volume idealizes a fast-heating process. An isentropic expansion follows, ending with the same volume at BDC. Extraction
of heat at constant volume allows for the recovery of the initial state, closing the cycle. This last process is unreal for ICES, as there exists a gas-exchange process.

In the air-standard Diesel cycle, the only difference from the Otto variant consists in modeling the heat delivery at constant pressure (isobaric) (e.g., see Heywood [2]).

The conventional Dual cycle is a combination of Otto and Diesel cycles, being more realistic. Heat delivery starts at constant volume, if large enough, up to a maximum pressure, which comes from structural constraints (pressure limited cycle). Afterward, heat is delivered at constant maximum pressure (e.g., see Taylor [3], Stone [4], and Ferguson and Kirkpatrick [5]).

These cycles form the family of air-standard cycles, as cold-air properties are used to model the working gases. However, as both internal combustion and elevated temperatures increase the specific heat of the gases, and this implies a lower heat ratio \( \gamma = c_v/(c_p - R) \) (e.g., see Reference [6]), it is possible to empirically use a constant value different from air (e.g., see Heywood [2], Stone [4], and Ferguson and Kirkpatrick [5]) to increase accuracy, but the same for the whole cycle what is not backed with the physics of the different processes involved.

These air-standard models and their variants, such as those considering compression and expansion irreversible processes, have helped the researchers to advance in the study of ICE cycles, Zhao and Chen [7], Ge et al. [8], and Ozsoyal [9] among others. As an example of recent researches, Wu et al. [10] can be cited, which refers to a large number of previous studies on what is called finite rate thermodynamics. Thermodynamic cycles are a matter of study in higher engineering sciences education, in Thermosciences related courses, especially the simpler ones, such as Otto and Diesel (e.g., see Moran et al. [1]). Further evolution of these models allows us to take into consideration the unavoidable heat losses from the elevated temperature gases to the walls (e.g., see Hou [11] and [12], among others).

The air-standard cycles yield thermal efficiencies that are not sensitive to the fuel–air ratio, \( F \), which is a limitation. As an example, the Otto cycle efficiency depends only on compression ratio, \( r \), and on perfect gas specific heat ratio, \( \gamma \), Equation (1).

\[
\eta_{\text{otto}} = 1 - r^{1-\gamma}
\]  

(1)

As commented above, the increase in temperature \( T \) caused by compression, and the combustion-related composition change, indicate that further step is possible with little complexity, making \( \gamma \) change along with the cycle processes. This is one of the improvements that the model developed in this paper incorporates, yielding analytical results, not found in the open literature.

To further improve the predicting capability of the model, constant pressure intake and exhaust gas exchange processes allow us to include the main effects of the design and operating parameters of the four-stroke ICES working. Moreover, a model like this allows estimating the Exhaust Gas Temperature EGT, of paramount importance for the widespread use of turbocharging, as well as exhaust waste heat use. This adds direct knowledge for the EGT control and capabilities estimation, without having to rely on global energy balances with generic empirical information. This paper offers an EGT analytical expression depending on the basic parameters of the cycle.

In contrast with the model offered in this paper, more complex models are available, including proprietary software packages either zero-dimensional or multidimensional and even Computational Fluids Dynamics (CFD) applications at the highest end. They require obtaining expensive computer applications. In the low end, some books, e.g., Stone [4], offer computer codes in specific computer languages. The drawback of these options is that they do not offer the analytical expressions that synthesize the effect of influencing parameters, which are provided in this work.

This paper develops an original ICES model, not available in previous literature. It offers to the reader the possibility to implement the model in its own accessible calculation tools, either for prediction, diagnostics, control, or teaching, even using generic tools such
as Microsoft Excel or alike, or even by hand as most of the resulting expressions are analytical explicit.

The model offers a significant advantage for estimating the gains for the current ICE transformations to sustainable fuels, aiming at increasing energy efficiency and carbon emissions reductions, as it is based on fundamental principles, with little empirical information.

1.1. Proposed Improvements

In the fuel-air cycle models, e.g., Taylor [3] and Heywood [2], just to cite classical books, the composition of the trapped gas is the result of a constant pressure non-reacting intake process, and burned gas properties are the result of thermo-chemical equilibrium composition of gases with temperature varying specific heats.

Imposing chemical equilibrium conditions at points of the cycle requires the repeated solution of a large system of stiff non-linear algebraic equations that makes specialized computer programs necessary, e.g., Gordon and MacBride [13], and more recently Jarungthammachote [14]. Reputed books, such as Heywood [2], and Stone [4] among others, offer the resulting gas properties for this calculation but no correlation for a simplified calculation of gas properties. They consider temperature and relative mass fuel–air ratio \( F_r = F/F_s \) as independent variables. While the pressure is a secondary variable for gas properties, only relevant because some product reactions shift as a result of thermal dissociation for \( T > 1500 \) K. Glassman [15], among others, describes in detail this dissociation of large molecule species into both smaller ones (fewer atoms) and radicals at elevated temperatures. On the other hand, typical oil-based fuels are examples in those studies, of the type \( \text{C}_c \text{H}_h \), and sometimes they highlight the small effect of the hydrogen to carbon, \( h/c \) ratio (e.g., see Glassman [15]) what is relevant for the upcoming renewable fuels. Some computer codes, such as NASA CEA [16], allow for the online calculation of thermodynamic properties of equilibrium combustion products.

The proposed approach in this work avoids these difficulties as thermodynamic cycles do not aim at chemical composition but cycle performance. In the herewith proposed model, the chemical equilibrium effects are included with variable specific heats ratio \( \gamma \) and molar mass, \( m_m \), depending on fuel–air ratio, \( F_r \), and temperature, \( T \). Results also show that the effect of the different compositions of petrol and Diesel fuels is minor, especially if correction is added for the hydrogen to carbon, \( h/c \) ratio, which is the case. For other non-conventional fuels, such as \( \text{NH}_3 \), it is necessary to generate the corresponding data correlation.

It would be of high value to have a simple model for cycle analysis, where the variation of \( \gamma \) is a function of \( F_r \) besides \( T \), fuel/air composition, an even \( p \). This is especially important for the up-to-date lean-burn engines, which offer high energy efficiency. This model could also easily incorporate \( \text{CO}_2 \) capture proposals that substitute \( \text{N}_2 \) with \( \text{CO}_2 \), oxy-combustion. By in-advance generating the database for properties and obtaining correlations, the model can include these innovations. This paper is the first step in this direction, as only atmospheric air is considered as the oxidant.

This paper reveals that the results of such a model are explicit formulae, specifically but not exclusively for work and efficiency of reciprocating ICEs. This makes optimization studies possible with a better model than air and fuel-air cycles, requiring reduced computing effort, in addition to other advantages.

1.2. Combustion Process

Internal combustion can be based on applying an energy balance to a Control Mass (CM) where there is a simultaneous change in the thermal and formation internal energies (\( U_T \) and \( U_f \) respectively), as well as mechanically reversible work and heat losses \( Q < 0 \) (see Equation (2)).
\[
Q = \frac{\Delta U_{\text{com}}}{\Delta U_f + \int_{\text{start}}^{\text{finish}} p\,dV}
\]

For ICEs, reactants are a mixture of air, which has null energy of formation (N\textsubscript{2}, O\textsubscript{2}, and Ar mainly) at molecular standard state, Stone [4], with a fuel compound, which currently incorporates relatively small energy of formation, Glassman [15]. Products are a mixture containing species of large negative energy of formation. For a fuel based on Hydrogen and Carbon, the major species are CO\textsubscript{2} and H\textsubscript{2}O. This large \(\Delta U_f < 0\) generates a \(\Delta U_T > 0\).

These combustion composition changes, especially near stoichiometry, impair the air-standard cycles hypothesis, not yielding accurate enough results when modeling ICEs. This work includes the composition change in the model, allowing us to consider the effect of fuel-air ratio through the variation of \(\gamma\) and molar mass, \(m_m\). In the products of combustion, triatomic molecule species are present, CO\textsubscript{2} and H\textsubscript{2}O, reducing \(\gamma\) for the mixture, e.g., Glassman [15] and Heywood [2]. On the other hand, their dissociation, which is an endothermic reversible process progressively above 1500 K, Heywood [2], because of the temperature increase after combustion, in the order of 1000 to 2000 K, further increases the specific heats, especially for low pressures, as Heywood [2] shows.

1.3. Gas Exchange Process and the Miller Cycle

The use of a CM paradigm is customary in the study and optimization of ICEs thermodynamic cycles, and especially in the recently much-studied Miller cycle, originally revealed in Miller [17]. For shortness, and only as a representation of the wide effort of thermodynamic cycle modeling, recent papers by Gonca [18] and Zerom and Gonca [19] show the state of the art of Miller cycle optimization using the CM paradigm. They include many references. In that case, using specific heat ratios only variable with temperature, and including wall heat transfer. Those papers show the energy efficiency benefits of using thermodynamic cycles as an optimizing tool.

A drawback of the CM paradigm (closed cycle), up to now described, is that a virtual heat extraction models the exhaust process, disregarding the gas exchange processes of reciprocating ICEs. Although that model is equivalent in terms of specific work transfer to the piston, it precludes knowing how much mass traps the cylinder at the end of the intake process. Moreover, it does not provide the trapped mass chemical composition, neither data on the turbocharger performances. These variables are relevant for engine performances and emissions, as performed by Zerom & Gonca. [19]. The open-cycle model (Control Volume CV) accomplished in this work allows for such an enhanced description of the cycle. The enhancements provide analytical expressions for the effect of external temperature and pressure of the air supply, the addition of Exhaust Gas Recirculation (EGR) for pollutant nitrogen oxides (NO\textsubscript{x}) reduction, and the effect of residual gas remaining in the cylinder dead space from the previous cycle. Moreover, inlet wave action improvements can be included to improve cylinder air filling, as is widely used nowadays with variable valve distribution.

In the Miller cycle, compression beginning is delayed after Bottom Dead Center (BDC) to reduce trapped mass for operating at partial load, thus having an artificially reduced compression stroke, Hou [11], which is called Late Intake Valve Closing (LIVC). Early Intake Valve Closing (EIVC) can also produce similar effects, Miller [17]. In both cases, external compression increases the trapped mass by increasing the intake density, partially substituting the internal compression. A lower temperature during combustion is the result when cooling after external compression, namely intercooling. This allows us to reduce thermal NO\textsubscript{x} production, as Benajes et al. [20] indicate.

The Miller cycle offers another advantage, coming from the unequal-strokes operation (embedded Atkinson cycle,), allowing us to increase the cycle work and efficiency
(e.g., see Chen et al. [21,22]). Because of the reduced internal compression, the fixed expansion stroke $r_e$ becomes larger than the compression one $r$ (overexpansion); being the result of a lower end of expansion pressure $p_e$, Figure 1. The now widespread turbocharged Miller cycle has been proposed for using hydrogen as fuel, e.g., Luo and Sun [23], thus exploring its capabilities for a sustainable future. The higher cycle efficiency results in a lower exhaust temperature, limiting extracting power from an exhaust turbine and/or an Organic Rankine cycle (ORC). Thus, an exhaust temperature model of higher accuracy, but simple enough and retaining dependency on the cycle basic parameters, seems of paramount importance.

The present model incorporates all these effects as it considers an isobaric open process 8-1, shown in Figure 1. This makes the present model fill one of the gaps in the open literature.

Figure 1. Dual open cycle in a $p$-$V$ diagram. Black lines show unburned gas, while red lines show burned gas. Continuous lines show closed processes, and dashed lines show cylinder open processes.

1.4. Article Organization

Section 2 describes the main concepts in the model, highlighting the simplifying hypothesis. There, an expression for the end of intake gas temperature $T_1'$ is developed, showing the need of calculating the previous cycle residual gas mass fraction $f$ and its temperature $T_r$. This section also develops the theoretical and actual exhaust temperatures $T_{ex}$ and $T_{ex,ac}$ as a function of the exhaust backpressure, $p_{ex}$, which is controlled by the exhaust cleaning devices, exhaust pipe, and the eventual turbocharging turbine.

Section 3 develops the cycle inner processes, from intake to exhaust, giving the thermodynamic state functions. It continues providing the explicit expressions of useful work $W$. A compatibility equation with the amount of fuel determines the heat released, $Q$. Both parameters allow us to obtain an explicit expression for the cycle efficiency, $\eta$. Having solved the cycle, expressions for the residual gas temperature, $T_r$, and residual gas mass fraction, $f$, close this section.

Section 4 performs some illustrative parametric variations. It starts with the simplest application of the model, using constant a priori fixed values for $\gamma$ and $m_m$ and neglecting mass change in the closed part of the cycle internal processes. It continues revealing the effect of compression ratio $r_e$ and combustion pressure ratio $a$, especially when there is
a composition change, \( \gamma \neq \gamma_0 \) because of fuel–air ratio \( F > 0 \). The classical effect of cutoff ratio \( \beta \) is offered afterward. An analysis of alternatives for partializing load follows in that section, showing the superiority of unequal-strokes operation (\( r > r_e \)). The full expansion ratio Atkinson cycle is determined and its merits are discussed afterward. This section, as a checkpoint, compares the model expressions with simpler models, reaching the same results.

Within Section 4, Subsection 4.2 introduces variable properties results, highlighting the effect of the relative fuel-air ratio \( F \). A discussion for reaching the maximum allowed pressure, \( p_{max} \), closes this section.

Section 5 concludes by resuming the paper contributions and novelties, highlighting the model’s simplicity and flexibility.

2. Materials and Methods

The proposed open Dual cycle is a 0-dimensional model following a cyclic evolution in a \( p-V \) diagram for four-stroke engines. It is based on the following assumptions.

Working gases are ideal mixtures of non-reacting ideal gases with constant properties although process average temperatures determine their thermal properties, \( m_m \) and \( \gamma \). The trapped mass, \( m \), is a mixture of air and, in due case, indirectly injected fuel (before Intake Valve Closing IVC), EGR, and residual gases from the previous cycle, such that its proportion is defined as \( f = m_m/m \).

At TDC, the volume is minimum \( V_c \). Adding the engine displacement \( V_D \), we obtain the maximum volume \( V_1 = V_V \) at BDC. Figure 1 shows that compression starts when IVC, at an intermediate point \( 1' \). These define the effective compression ratio \( r_c \leq r \) (see Equation (3)).

\[
\begin{align*}
    r_c &= \frac{V_1}{V_c} \\
    r &= \frac{V_1}{V_c} ; \quad V_1 = V_c + V_D
\end{align*}
\]

When valves are open, the flow through them suffers stagnation pressure losses so that inside the cylinder, pressures are \( p_{in} \) and \( p_{ex} \) different to the pressures at the intake and exhaust pipes, \( p_{in} \) and \( p_{ex} \). Figure 1. Properties of trapped gas inside the cylinder, before combustion, have no indicating subscript, such as \( \gamma, c_p, n, R_g, \) etc. These magnitudes have a “\( \psi \)” subscript (burned) after combustion to highlight the composition change.

External ram-effect in the intake collector, at the tuning speed, instantaneously increases the intake pressure \( p_{in} \) isentropically up to \( p_1 \) at \( V = V_1 \) corresponding to IVC, by acoustic wave action, if considered in the engine design. \( \pi_s = p_1/p_{in} > 1 \) empirically evaluates this phenomenon. \( \pi_s \approx 1.15 \) seems an upper boundary.

Internal compression from point \( 1' \) to TDC (point 2) proceeds, either isentropically with constant \( \gamma \) or irreversibly with an equivalent polytrophic exponent \( n \) besides no mass losses, Figure 1. The imposed constant polytrophic efficiency of the compression process \( \eta_{c,1》2 \) allows us to calculate \( n \). Polytrophic efficiency is considered a better option than isentropic efficiency as it is constant for any pressure ratio, Wilson and Korakianitis [24] with constant elementary efficiency \( \eta_e \) (see Equation (4)).

\[
\eta_{c,1》2 = \frac{dT/T}{dT/T_{isern.}^{polyt., equal, dv}} = \frac{\gamma - 1}{n - 1} \Rightarrow \frac{T_2}{T_1} = r_e^{n-1}
\]

This considers either heat gain or internal degradation, and heat transfer from/to the walls. Heat gain or internal irreversibility corresponds to \( n > \gamma \) or the equivalent \( 0 < \eta_{c,1》2 < 1 \). Heat loss corresponds to \( 0 < n < \gamma \) or the equivalent \( \eta_{c,1》2 > 1 \). The strange case of cooling beyond the initial temperature (temperature decrease) would correspond to \( n < 1; \eta_{c,1》2 < 0 \). In what follows, \( \gamma \) is retained, but if required it can be replaced by \( n \) on the exponent of Equation (10) and those continuing. This would be convenient for simulating
a cold engine. With a mixture of non-reacting ideal gases, $\gamma$ is a function of temperature, so that an intermediate estimated temperature between start and end of compression can be taken for a $\gamma$ constant average value. A linear relation approximates the dependence of $\gamma$ with temperature and composition for IC engines, such as the one proposed in Appendix C. In conventional engines running hot, the heat gain from the walls at the beginning of compression is in part compensated by heat loss at the later stages, so that an overall isentropic process is valid.

The location of the composition change during combustion (points 2 to 4 in Figure 1) does not affect the result of cycle performance, as (i) work is based on the integration of $pdV$ and (ii) heat released to the gases is based on the amount of fuel burned when reaching point 4. This concept helps in obtaining analytical results and it is described in what follows.

Specifying the combustion initial state and the gas thermal properties at point 2 in the cycle, mass and energy balances, and the ideal gas equation, allows us to determine $V_4$, $T_4$, and $m_4$, with specified gas properties after combustion, namely $m_{m,b}$, $\gamma_b$, and $p_b$. Instead of this single-pass calculation, three successive processes are considered: composition change 2-2b, constant volume 2b-3, and constant pressure 3-4 heat releases, to reach the same point 4, Figure 1. This allows us a better insight into the processes. This way, there is a correct systematic evaluation of the evolution between points 2 and 4, in terms of initial and final thermodynamic states, total work obtained, and total heat release. About the intermediate fictitious point, 2b, the only caution is to keep in mind that $p_{2,b}$ and $T_{3,b}$ are not real but a convenient intermediate point for calculations.

At TDC, the composition change, due to combustion, is introduced in the model through the commented fictitious point, 2b, in an instantaneous single step, from unburned to burned gas mixture. This is equivalent to a step from $n$ and $\gamma$ to $n_b$ and $\gamma_b$ respectively, along the constant volume process 2-2b in Figure 1. As stated in the previous paragraph this generates no error as processes from points 2 to 4 in Figure 1 do not use $n$, $\gamma$, $m$ nor $\gamma_b$ in the calculations. From points 2 to 2b, there is still no heat release nor work so that internal thermal energy must be constant, here neglecting the enthalpy of the directly injected fuel. This allows us to calculate $T_{2,b}$ and $p_{2,b}$ just by adding a mass balance and the ideal gas relations, as seen in Equation (5).

\[
\begin{align*}
p_2V_2 &= nRT_2 \\
p_{2,b}V_2 &= n_bRT_{2,b} \\
\frac{p_{2,b}}{p_2} &= \frac{n_bT_{2,b}}{nRT_2} \\
U_2 &= U_{2,b} = mc_vT_2 = m_b c_{v,b} T_{2,b} \\
\gamma &= \frac{c_p}{c_v} \\
R_g &= \frac{R}{m_m} = c_p - c_v \\
m_m &= m/n; \quad m_{m,b} = m_b/n_b \\
m(1+CF) &= m_b
\end{align*}
\]

\[
\begin{align*}
\gamma &= \frac{c_p}{c_v} \\
R_g &= \frac{R}{m_m} = c_p - c_v \\
m_m &= m/n; \quad m_{m,b} = m_b/n_b \\
m(1+CF) &= m_b
\end{align*}
\]

The proposed correlations in Appendix C allow us to calculate the changes in $m_m$ and $\gamma$ for current fuels.

Both $\gamma$ and $\gamma_b$ depend on temperature so that considering average values between the corresponding cycle points, the issue of variable specific heats can be included approximately. $\gamma$ can be shared by the one used in compression, which can be calculated at an estimated average temperature between the start and the end of compression $(T_3 + T_2)/2$. With the same idea, $(T_3 + T_4)/2$ determines $\gamma_b$. A priori values of $\gamma$ and $\gamma_b$ allow us to approximate $T_3$ and $T_4$, respectively. Al-Sarki et al. [25,26] used a high-accuracy approximation to variable gas properties, giving a convenient formulation of the temperature effect on specific heat ratio, but not including $p$ nor $T_3$. The effect of the injected fuel sensible enthalpy is usually negligible. Latent enthalpy, if not included in LHV, can be considered, if desired, by including the factor $[1 + C F h_{fb}/(C-T_3)]$ in the temperature and pressure ratios.
in Equation (5). This detail is not included in the present paper as it focuses on the most impacting combustion effect on thermal properties.

After compression and composition change 2-2b, the lower heating value of the fuel $LHV$ is released, along with the Dual combustion, process 2b-3-4 in Figure 1. In a real engine, some fuel remains unburned or burns partially, so that an internal combustion efficiency is considered $\eta_{\text{comb, int}}$, e.g., Heywood [2]. In our case, it includes the heat absorbed by dissociation.

In a normally operating engine, heat loss to the walls is highest during the combustion process of the cycle, owing to the high gas temperatures, density, and turbulence, so that another reducing factor $f_{\text{com}}$ includes this effect, such as in Hou [12]. It is current practice to consider a heat loss proportional to the average temperature during combustion (see Equation (26)). This allows us to perform optimizations of efficiency and work by varying basic cycle parameters, such as the compression ratio. Zao and Chen [27] and Ge et al. [28] give recent and comprehensive reviews on this class of models.

Following the classical Dual cycle model, combustion develops at constant TDC volume until the maximum pressure, $p_{\max}$, is eventually reached. If this happens, then, combustion continues to maintain this pressure until all the fuel releases its heat. Pressure ratio $a = \rho_u/p_2 \geq 1$ and the cutoff ratio $\beta = V_4/V_c \geq 1$ specify the shape of combustion, Figure 1. They are linked to maximum pressure and amount of burned fuel in Section 3 (see Equation (27)).

Expansion of burned gases proceeds with constant mass and no reaction down to BDC with the option of including an expansion polytrophic efficiency $\eta_{\text{p, polyt}}$ (see Equation (6)).

$$\eta_{\text{p, polyt}} = \frac{dT/T_1^{\text{polyt}}}{dT/T_1^{\text{ent, equal, polyt}}} = \frac{n_b - 1}{\gamma_b - 1} \Rightarrow T_5 = \frac{T_4}{\gamma_b}$$

Heat loss corresponds to $n_b > \gamma_b$ or the equivalent $\eta_{\text{p, polyt}} > 1$. Heat gain, internal mechanical dissipation, or heat release, correspond to $n_b < \gamma_b$ or the equivalent $\eta_{\text{p, polyt}} < 1$.

As commented for $\gamma$ during the compression stroke, $\gamma_b$ is retained in what follows instead of $n_b$, since burned gas expansion, with correctly operating conventional engines, can be approximately described by an isentropic process with specified initial and final volumes. This is widely recognized, e.g., by Taylor [3] and Heywood [2], among others. In real engines, the partial balance between heat release by residual combustion jointly with species recombination and heat loss to cylinder walls near TDC can explain this phenomenon.

Here, the presence of vestigial unburned gases, at the end of combustion, is neglected for properties changes.

A constant volume blowdown process happens spontaneously, 5–6. As a result of gas discharge, the pressure in the cylinder reduces to $p'_{\text{ex}}$, a slightly higher pressure than the one in the exhaust collector $p_{\text{ex}}$, owing to valve and pipe empirical pressure losses, which is an option to include. This pressure is kept constant in the cylinder during the exhaust stroke up to TDC, while the piston forces the residual gases to exit in the process 6–7.

At TDC, the exhaust valve closes, and the intake valve opens; a mixing process 7–8 occurs between residual gases and fresh gases from the intake manifold, formed by air and eventually fuel and EGR. Pressure in the cylinder changes instantly to $p'_{\text{in}}$ at constant volume. Residual gases blow out of the cylinder or fresh gases enter the cylinder, except when intake to exhaust pressure ratio is unity, $r_{\text{in}} = p'_{\text{in}}/p'_{\text{ex}} = 1$. Intake stroke 8–1’–1’ allows us to reintroduce all the residual gases that eventually have left the cylinder to the intake manifold and, later, a mass of fresh gases enter the cylinder, $m_{\text{in}}$. $p'_{\text{in}}$ is slightly lower than the intake pressure $p_{\text{in}}$, owing to viscous irreversibilities in valves and pipes. Having passed the BDC, the intake valve closes the cylinder at point $Y$, with trapped mass, $m$.

The parameters defining the open part of the cycle are $p'_{\text{in}}, r_{\text{in}},$ fresh gases temperature $T_{\text{in}}$ and properties of the fresh gases $m_{\text{in}}$ and $\gamma_{\text{in}}$. $T_{\text{in}}$ is the result of external compression $\Delta T_{\text{e}}$, intercooling $\Delta T_{\text{int}}$, evaporation of indirectly injected fuel $\Delta T_{\text{e}}$ ($C \neq 1$), heat transfer to
the walls $\Delta T_{in}$ and EGR $\Delta T_{EGR}$. All of them can be calculated explicitly, as seen in Equation (7). The result is frequently $T_{in} \approx T_{awm}$.

$$T_{in} = T_{awm} + \Delta T_{c} + \Delta T_{int} + \Delta T_{ev} + \Delta T_{ht} + \Delta T_{EGR}$$

A mass and energy balance for the variable size control volume (CV) inside the cylinder, with a mass exchange, according to Figure 2, determines the temperature of the mixture at point $'1'$, see Equation (8). Moreover, $\Delta m$ indicates the mass increment due to the pulse pressure ratio $\pi_u = p'_{u}/p_{in}$, corresponding to the external ram-effect at the tuning speed. $V_r$ is the volume occupied by $\Delta m$ inside the cylinder. The friction losses were neglected for the calculation of the intake enthalpy of that pulse. Residual gases properties are denoted with an “$r$” subscript ($c_{or}$ and $\gamma_r$), instead of the burned “$v$” subscript, because the temperature of the residual gases is significantly lower than the average value used for the burned gases expansion, although $m_{m,v} = m_{m,b}$ can be assumed for the molar mass. $T_{in}$ considers that the inlet process occurs in two successive phases, firstly at $T_{in}$ during inlet stroke and secondly at $T_{in}(\gamma_{in-1})/\gamma_{in}$ amounting $\Delta m$, as a result of the pressure step driven by wave action.

$$U_{1'} - U_{2'} = \frac{m_{in}}{c_{p,in}} \left( \frac{p'_{in}(V_{1'} - V_{2'})}{\pi_u} \right) + \frac{m_{in}}{c_{p,in}} \frac{\theta_{in}}{V_{c}} \Rightarrow$$

$$m c_{v,T_{1'}} - \frac{m_{in}}{c_{v,r,T_{1'}}} \Rightarrow - p'_{in} \left( V_{1'} - V_{2'} \right) +$$

$$\frac{(1-\pi_u^{-1})m}{c_{p,v,T_{1'}}} (\gamma_{in} - 1) r_{e,\pi_u}^{-1} r_{e}^{-1} T_{1'}$$

$$\Delta m = V_{u}\rho_{u} = V_{1'} \left( 1 - \pi_{u}^{-1} \right) r_{g,\pi_u}^{-1} r_{e,\pi_u}^{-1} (\gamma_{in} - 1) r_{e}^{-1} T_{1'}$$

Below, Equation (30) shows that the temperature of residuals, $T_{r}$, is proportional to $T_{1'}$; thus, an alternative expression to Equation (7) can be elaborated, as shown with Equation (8).

$$T_{1'} = \frac{(1-f) c_{v,in} \gamma_{in} T_{in}}{1 + \frac{(y-1)\pi_u(r_e-1)}{r_e\pi_u} - \frac{(y-1)\gamma_{in}(1-\pi_{u}^{-1}) (1-\pi_{u}^{1-y})}{(\gamma_{in}-1)(1-\pi_{u}^{1-y})} - f \frac{c_{px} T_{r}}{c_{p} T_{1'}}}$$

Figure 2. Initial and final states of the intake process.

The cylinder residual gas mass fraction, $f$, is calculated below as part of the cycle, in Equation (10) or in a more elaborate fashion, in Equation (29). Specific heats $c_v$ are for either the mixture, residual, or intake of fresh gases. It can be calculated following Appen-
dices A and C. Alternatively, the generally low value of $f$ (normally some %) and a moderately low value of the fuel–air ratio make the approximation $C_{efr} = C_f = C_{air}$ and $\gamma_m = \gamma$ good enough for using Equations (7) and (8). The general effect of hot residuals is an increase of $T_{in}$ in the range of 5 to 30 K.

The mass of fuel inside the cylinder $m_f$ is determined in Equation (9), considering that a fraction of the intake of fresh gases $f$ is residual gas. The parameter $EGR$, typically $< 0.3$, quantifies the external recirculation level. Moreover, $0 \leq C \leq 1$ is the fraction of the total fuel that is directly injected into the cylinder, assumed at the end of compression. The remaining is injected into the intake manifold or intake port.

$$
\begin{align*}
\frac{m_{fa}}{m_f} &= \frac{m_f + m_a}{m_f} \\
F &= \frac{m_f}{m_a} = \frac{F}{1 + F} \\
m_{in} &= m_{fa} - Cm_f + m_{EGR} \quad \left\{ \begin{array}{l}
\frac{m_{fa}}{m_{in}} = \frac{1 - EGR}{1 - C} \\
\frac{m_f}{m_{in}} = \frac{F}{1 + F} (1 - C)
\end{array} \right. \\
EGR &= \frac{m_{EGR}}{m_{in}} \\
m &= m_{in} + m_r \\
f &= \frac{m_r}{m}
\end{align*}
$$

Note: $EGR_a \equiv \frac{m_{EGR}}{m_{in}} = EGR \frac{1 + F(1 - C)}{1 - EGR}$ (in case $EGR$ is given referred to air mass).

The blowdown and forced exhaust 5-6-7 to a constant external pressure $p_{ex}$ in the exhaust collector, upstream of the turbocharging turbine, determines the theoretical exhaust temperature $T_{ex}$. Using Figure 3, mass and energy balances apply considering $V_{ex}$ as the total volume of the gases in the exhaust manifold, for both EGR and toward the turbine. They allow us to calculate the residual mass that remains in the cylinder $m_r$. In Equation (10), $\gamma_r \geq \gamma_s$ is allowed because of lower temperatures, not affecting the cycle calculations.

Figure 3. Control volumes and variables during the exhaust process. Above, initial; below, final.
Cylinder, point 5: \( p_s V_5 = m_b R_g T_s \)

Cylinder, point 7: \( p'_ex V_c = m_r R_g T'_r \); \( T_r = T_r \)

\[
r = \frac{V_5}{V_c}
\]

Inside cylinder, isentropic expansion 5-6

and later cooling. Empirical \( \nu \leq 1; \ T_p = T_r = \nu T_s \)

\[
\frac{T_r}{T_s} = \nu \left( \frac{p'_ex}{p_s} \right)^{1/\gamma} \tag{10.a}
\]

In the collector at the end of forced exhaust, \( V_{ex} \):

\[
p_{ex} V_{ex} = (m_e + m_{EGR}) R_g T_{ex} \tag{10.b}
\]

Equation (11) reduces to what is deduced in Ferguson and Kirkpatrick [5] for \( v = 1, \gamma = \gamma_r \) and \( m_b = m \). Equation (11) formulates a CM energy balance between initial and final states, points 5-7. The mass contained in the cylinder at point 6 is approximately proportional to \( m_r \) and not to \( n_b (m_b - n_m) \). As the process from 5 to 6 is too fast to be relevant regarding heat transfer, the cooling, due to heat transfer to cylinder walls from state 5 on, is proportional to \( m_r \) in Equation (11). The empirical value \( \nu \) takes into account this proportionality.

\[
\begin{align*}
\text{Inside cylinder} & \quad \frac{c_v T'_r}{m_r T_s} + (m_e + m_{EGR}) & & \\
\text{End \( V_r \)} & \quad \frac{V_s}{c_v m_b T_s} = & & \\
\text{Initial \( V_r \)} & \quad & & \\
Q: \text{isobaric} & \quad & & \\
\text{residuals cooling} & \quad & & \\
\text{W: Work} & \quad & & \\
\text{by the piston} > 0 & \quad & & \\
\text{W: Work} & \quad & & \\
\text{to} & \quad & & \\
\text{exhaust gases} & \quad & & \\
\end{align*}
\]

Equations (11) and (12) allow us to calculate the exhaust temperature, \( T_{ex} \), in Equation (12).

\[
1 \geq \frac{T_{ex}}{T_s} = 1 + \left[ \frac{1}{\gamma_r (1 - \frac{1}{\gamma_r})} - 1 \right] \frac{p'_ex}{p_s} \]

\[
= 1 + \frac{(\gamma_r - 1) p'_ex}{p_s} \approx \frac{1 + \gamma_r}{\gamma_r} \left( \frac{m_r}{m_b} \right) \tag{12}
\]

Corresponds to adiabatic cylinder and common \( T_{ex} \) and \( p_{ex} \)

The rightest expression in Equation (12) coincides with the well-known model in Taylor [3]. \( T_5 \) and \( p_5 \) are a result of the cycle, and \( p_5 \) depends on the permeability of the turbine. The actual exhaust temperature \( T_{ex,ac} \) is a result of both oxidation of unburned gases in the exhaust manifold during blowdown, and heat transfer to the manifold walls. Two combustion efficiencies determine the increase in temperature, because of internal combustion, \( \eta_{comb,ext} \) excluding dissociation for accuracy, and at the exhaust manifold \( \eta_{comb,int} \), jointly with an unburned gas heating value \( LHV_{un} \equiv LHV \). The cooling is modeled by a heat transfer Newton equation, using an average wall temperature \( T_w \), see Equation (13).

\[
T_{ex,ac} = T_{ex} + \left( \frac{m_r}{m_b} \right) (\eta_{comb,ext} - \eta_{comb,int}) LHV_{un} - h_{ex} A_{ex} (T_{ex} - T_w) \tag{13}
\]

These effects are opposite and normally of the same order of magnitude so that ignoring both processes is acceptable in a simplified analysis. As guidance, the classical reference Taylor [3] gives experimental values. Ferguson [5] gives values of \( h_{ex} \) coming from the Woschni correlation. Woschni correlations serve also to calculate \( \nu \) for Equation (11). The value \( \nu \approx 0.9 \) seems suitable in conventional circumstances if a better recommendation is lacking.

3. Cycle Calculation

Once the intake and exhaust processes and the framework of the model are solved, the calculation of the state at the internal points is straight ahead. The cycle relies on the basic parameters \( r, r, \alpha, \beta, r_m, p'_in, EGR, T_{in} \) and the non-dimensional parameter \( LHV / \eta_{comb,int} \) that Equation (27) introduces. As it is shown below, \( \alpha \) and \( \beta \) are dependent on \( F_i \) through the fuel compatibility equation, Equation (27), so that \( F_i \) could substitute one of them plus data on the fuel and air to determine \( F_i \) (Appendix D). \( F_i \) jointly with \( p_{max} \) can substitute both, \( \alpha \) and \( \beta \) parameters. Equation (10) or, in a more elaborate fashion, Equation (29) links the residual mass fraction, \( f_i \), to the basic parameters. Equation
(8) links \( T_1 \) to the temperature of intake fresh gases supplied to the engine \( T_m \) and the basic parameters. Numerical data from fuel and air, Appendix C, must be added for \( \gamma, \gamma_b, R_o, \) and \( R_{o,b} \), which are also dependent on the basic parameters.

As composition change happens only in transformation 2-2b the sub-index “\( r \)” will not be used any longer in the energy balances when following Equation (2).

**Compression**

\[
\begin{align*}
\text{d}Q = 0 \Rightarrow \text{d}U = -\text{d}W \Rightarrow U_2 - U_1 &= -W_{1,2} \\
U_2 - U_1 &= m c_v (T_2 - T_{1}) \\
s = \text{cnt.} \Rightarrow \frac{T_2}{T_1} = r_\gamma r^{-1} \quad (14.a) \Rightarrow p_1 = p'_{in} \pi u r_\gamma \quad (15.b)
\end{align*}
\]

**Constant volume combustion**

\[
\begin{align*}
V = \text{cnt.} \Rightarrow \text{d}W = 0 \Rightarrow \text{d}U = \text{d}Q \Rightarrow \Rightarrow U_3 - U_{2,b} &= m (1 + CF) c_v, b (T_3 - T_{2,b}) = Q_{2,b-3} \\
\text{Eq. (5)} \Rightarrow \begin{cases} p_{2,b} = \frac{\gamma_b - 1}{\gamma - 1} \\
p_2 = \frac{p_3}{T_3} \end{cases} \Rightarrow \frac{T_2}{T_{2,b}} = \frac{\alpha}{\gamma_b - 1} \quad (15.a) \Rightarrow Q_{2,b-3} = \frac{m R_g T_{1'}}{\gamma - 1} \left( \frac{\alpha}{\gamma_b - 1} - 1 \right) \quad (15.b)
\end{align*}
\]

**Constant pressure combustion**

\[
\begin{align*}
p = \text{cnt.} \Rightarrow W_{3-4} = p_3 (V_4 - V_3) = m (1 + CF) R_{o,b} (T_4 - T_3) \\
Q_{3-4} = U_4 - U_3 + W_{3-4} = m (1 + CF) \gamma_b c_v, b (T_4 - T_3) \\
\text{Eq. (15.a) ; Eq. (15.b)} \Rightarrow \begin{cases} W_{3-4} = \frac{r_\gamma r^{-1} \alpha (\beta - 1)}{\gamma_b - 1} \\
\frac{T_4}{T_3} = \beta \quad (16.a)
\end{cases} \\
\end{align*}
\]

The maximum temperature of the cycle is \( T_r \), which could be a limit for \( r_\gamma \) in combination with fuel–air ratio (e.g., see Ozsoysal [9]).

**Expansion**

The isentropic exponent for expansion is again \( \gamma_0 \). Accepting a different average temperature for \( \gamma_0 \) than during combustion, a higher accuracy could be gained.

\[
\begin{align*}
\text{d}Q = 0 \Rightarrow \text{d}U = -\text{d}W \Rightarrow \Rightarrow U_5 - U_4 &= m (1 + CF) c_v, b (T_5 - T_4) = -W_{4-5} \\
s = \text{cnt.} \Rightarrow \frac{T_5}{T_4} = \left( \frac{\beta}{\gamma_0} \right)^{r_\gamma r^{-1}} \quad ; \quad p_5 = \left( \frac{p_4}{\gamma_0} \right)^{r_\gamma r^{-1}} \frac{W_{4-5}}{m R_g T_{1'}} = \frac{r_\gamma r^{-1} \alpha (\beta - 1)}{\gamma_b - 1} \quad (17)
\end{align*}
\]

**Exhaust blowdown**

The process inside the cylinder is an isentropic expansion with \( \gamma_0 \), at constant volume and with mass outflow. Outside the cylinder, the expansion is irreversible, but this is irrelevant for cycle calculations. Choosing a higher value \( \gamma_r > \gamma_0 \) because of the lower temperature would increase accuracy.

\[
\begin{align*}
\text{d}Q = 0 ; \quad \text{d}V = 0 \Rightarrow \text{d}W = 0 ; \quad \text{open system} \Rightarrow m \neq \text{cnt.} \\
p_6 = p'_{ex} ; \quad \text{isentropic expansion in the cylinder} \Rightarrow s = \text{cnt.} \Rightarrow \frac{T_6}{T_5} = \left( \frac{p'_{ex}}{p_5} \right)^{r_\gamma r^{-1}} \quad (18)
\end{align*}
\]

**Exhaust stroke**
The process inside the cylinder is a volume displacement at constant pressure with mass outflow. \(u\) considers heat losses.

\[
p = \text{cnt.} \Rightarrow W_{6-7} = p'_{ex}(V_r - V_e) = -p'_{ex}V_D
\]

Open system \(\Rightarrow m \neq \text{cnt.}, \text{Eq. (7. a)}; \ p'_{ex} \equiv p'_{in}/r_{in}\)

\[
\frac{W_{6-7}}{mR_gT_1} = \frac{r_e - 1}{r_e r_{in} \alpha_u}
\]

(19)

The residual gases are at temperature \(T_r\), as shown in Equation (11a).

**TDC mixing**

As the intake valve opens, the cylinder pressure equals the intake pressure with a mass interchange with the intake manifold. \(T_s\) would correspond to an isentropic expansion if \(r_m > 1\) and would correspond to a compression with some irreversibility at the intake valve if \(r_m < 1\). It is not modeled as it is not needed for calculating the cycle.

\[
dQ = 0 \ ; \ dV = 0 \Rightarrow dW = 0 \ ; \ \text{open system} \Rightarrow m \neq \text{cnt.}
\]

\[
p_8 = p'_{in} \ ; \ T_8 \text{ not needed}
\]

(20)

**Intake stroke**

The cylinder pressure is constant up to IVC where a jump in pressure, \(\pi_{in}\), can happen, due to intake manifold tuning for positive action of acoustic pressure waves and non-steady ram effect.

\[
dQ = 0 \ ; \ p = \text{cnt.} \Rightarrow W_{8-1v} = p'_{in}(V_{1v} - V_e)
\]

Open system; Eq. (7. a): \(p'_{1v} = mR_gT_{1v} \ ; \ p'_{1v} = \pi_u p'_{in} \ ; \ \text{Eq. (5)}\)

\[
\frac{W_{8-1v}}{mR_gT_{1v}} = \frac{r_e - 1}{r_e \pi_u}
\]

(21)

**Cycle performances**

Collecting all the contributions to work and with the help of Equation (22), we arrive at an expression either including the low-pressure loop (net work) or not (gross work). \(r_m = 1.0\) will be considered for gross work, which is indicated as the alternative option with brackets as subindex, as in Equation (22).

\[
W_{\text{Net}}\left(\text{Gross}\right) = p_1V_D \left(\frac{r_e}{r - 1}\right) \left\{ \frac{\alpha W_{4-5}}{(1 - r_e)^{y - 1}} \frac{\alpha W_{3-4}}{y - 1} + \frac{r_e^{y - 1} \alpha \beta}{y_b - 1} \left[ 1 - \left(\frac{\beta}{r}\right)^{y_b - 1} \right] - \frac{1}{\pi_u} \left(\frac{\alpha W_{6-7}}{r_e - 1} - \frac{\alpha W_{6-1v}}{r_e - 1}\right) \right\}
\]

(22)

The definition of the mean effective pressure, \(mep\), following Heywood [2], incorporates two alternatives, net and gross (see Equation (23)).

\[
mep_{\text{Net}}\left(\text{Gross}\right) = \frac{W_{\text{Net}}\left(\text{Gross}\right)}{V_D}
\]

(23)

Considering Equation (22) \(mep\) results proportional to \(p'_{i}\), thus justifying supercharging, as well as intake wave action. In conventional spark-ignition engines, such as petrol engines, throttling reduces \(p'_{in}\), which implies reducing \(r_m\). This produces partial load, meaning a lower \(mep\) without needing to reduce \(F\). In Equation (22), the influence of \(T_m\) is not explicit on the obtained expression for \(mep\). Its influence comes through \(T_{1v}\), which is explicit in Equation (27).

Collecting heat released in 2b-3 and 3–4 processes gives the total heat released in the cycle, as in Equation (24).

\[
Q_{\text{cycle}} = p_1V_D \left(\frac{r_e}{r - 1}\right) r_e^{y - 1} \left[ \frac{\alpha}{y_b - 1} \frac{1}{y - 1} + \frac{y_b}{y_b - 1} \alpha \beta - 1 \right]
\]

(24)

**Compatibility with the fuel**

In internal combustion engines, the fuel causes the internal heat release, as in Equation (25).
\[
Q_f = m_f \text{LHV}_f \eta_{\text{com}, \text{int}, \text{f}} \eta_{\text{com}} \left(1 - \frac{F}{1 + F(1 - C)}(1 - f)(1 - \text{EGR})m \text{LHV}_f \eta_{\text{com}, \text{int}, \text{f}} \eta_{\text{com}} \right)
\]

\text{LHV}_f \text{ is the lower heating value of the fuel at constant volume, in the range of 40 to 55 MJ/kg for hydrocarbons, Taylor } [3] \text{ and Heywood } [2]. \text{ For many fuels, } \text{LHV}_f \text{ is close to the corresponding value at constant pressure } \text{LHV}, \text{ as explained in Appendix B; but for future synthetic fuels, there can be a sensible difference. } \text{LHV} \text{ is the common value used as a reference. For lean combustion and hot engine, normally the combustion efficiency } \eta_{\text{com}, \text{int}, \text{f}} < 1 \text{ can be close to 1.0, especially for compact combustion chambers and even more for stratified combustion. It falls for near rich lean mixtures and rich mixtures, as there is not enough oxygen for complete combustion (e.g., see Heywood } [2] \text{ and Zerom and Gonca} [19]).}

\( J_{\text{com}} \text{ considers the heat losses to the walls during the 2b-3 and 3-4 processes. In these processes, the losses are at the largest rate. During the other processes of the cycle, the heat flux is much lower (e.g., see Heywood } [2] \text{ and Hou} [12]). \text{ Therefore, the present study assumes that a net heat loss through the cylinder walls occurs only during combustion, excepting when } P \neq \gamma \text{ and/or } n \neq \gamma \text{ are considered, as this implies heat transfer and/or heat release. The value of } J_{\text{com}} \text{ depends on the operating parameters of the engine, mainly it depends on the difference between gas and wall average temperatures and turbulence intensity, besides engine speed as a time scale for heat transfer. Representative values can be in the range of 0.8 to 0.9, although some authors indicate lower values, such as for Otto cycle in Mozurkewich and Berry } [29,30], \text{ reported in Zhao and Chen} [27], \text{ although this time for a Diesel cycle. These recommended values for } J_{\text{com}} \text{ could be judged as surprisingly high at a first sight, as heat rejection to coolant amounts typically from 0.2 to 0.4 of } \text{LHV}. \text{ However, one must consider that a significant part of heat rejection to cylinder walls occurs during the exhaust blow-down and forced exhaust processes. Moreover, this loss includes external walls, such as exhaust valves, ports, and manifold, thus not affecting cycle calculations, which deals with internal processes, but contributing to heat rejection to the cooling circuit.}

Numerous studies on cycles that are based on finite-time thermodynamics consider for } J_{\text{com}} \text{ something like what is considered here: an empirical temperature increase during combustion as a net result of heat release and heat loss to walls so that a linear relationship is accepted; for examples, see Klein } [31] \text{ and Chen et al. } [21,22], \text{ which offer, for an Otto cycle, the following relation, Equation (26), and Osman} [32] \text{ for both cycles.}

\[
Q_f = m_f \text{LHV} - b \left(\frac{T_c + T_i}{2}\right) \text{ i.e: } J_{\text{com}} \sim 1 - \frac{b(T_c + T_i)}{m_f \text{LHV} \eta_{\text{com}, \text{int}, \text{f}}} \]

\text{Hou} [12] \text{ offers an equivalent expression for Dual cycles. This kind of relation accepts a heat loss proportional to average temperature during combustion, allowing for a variety of optimization procedures, e.g., Hou} [11], \text{ Chen et al. } [21,22], \text{ and Lin et al. } [33]. \text{ The present model could incorporate this refinement, offering more accurate models, although the optimization analyses are beyond the scope of this paper.}

Alternatively, other studies consider that during combustion, a fraction of } \text{LHV} \text{ is lost by heat transfer to the walls Osman and Ozsoysal} [32]. \text{ This fraction tends to be higher than the values for } J_{\text{com}} \text{ here recommended. The reason is that, in those studies, the compatibility between the increase in gas temperature during combustion and } \text{LHV} \text{ is performed without considering combustion efficiency or composition change, as Equation (26) shows, with both reducing the end of combustion temperature.}

\text{Q}_{\text{cycle}} \text{ in Equation (24) must coincide with the net heat released by the fuel burning, Equation (26). From this, a compatibility condition arises, as seen in Equation (27).}

\[
r e^{-y-1} \left[\frac{\alpha}{y_b - 1} - \frac{1}{y - 1} + \frac{y_b}{y - 1} \alpha(\beta - 1)\right] = \frac{F}{1 + F(1 - C)}(1 - f)(1 - \text{EGR}) \frac{\text{LHV} \eta_{\text{com}, \text{int}, \text{f}} \eta_{\text{com}}}{R_g T_1},
\]

\text{with } F = 1 - \text{EGR} \text{ and } R_g \text{ the specific gas constant.}

\text{The above equation can be used to determine } R_g \text{ for a given cycle. By considering the fuel properties and combustion efficiency, the equation can be solved for } R_g \text{ to obtain a consistent value for } R_g \text{ that satisfies the compatibility condition.}

\text{In summary, the developed model provides a comprehensive approach to calculate the heat transfer and combustion losses in internal combustion engines, allowing for the estimation of heat rejection to the walls and the compatibility between the increase in gas temperature and the lower heating value of the fuel. The model can be used to optimize engine designs and improve thermal efficiency, leading to more efficient and environmentally friendly engines. Future studies can further extend this model to include additional factors, such as the effect of engine speed on heat transfer and combustion efficiency, to provide a more accurate prediction of engine performance.}
Equation (27) indicates that both $\alpha$ and $\beta$ increase with fuel–air ratio $F$, which is the independent variable. It also indicates that both decrease when $T_r$ increases, which is coherent.

For the Dual cycle, this equation allows us to explicitly solve for $\beta$ imposing $\alpha = \alpha_{\text{max}}$, which is an input parameter equivalent to $F_{\text{max}}$. The correct answer will be with $\beta \geq 1.0$. If the solution yields $\beta < 1.0$ this means that all the combustion can be fully developed with $V = \text{const.}$, without reaching $p_{\text{max}}$. For this case $\beta = 1.0$ should be imposed and Equation (28) explicitly solved for $\alpha$. In a real engine, $p_{\text{max}}$ is a result of the combustion development and because of that, it must be specified, using external information.

Net or gross fuel conversion efficiency takes into consideration the fuel delivered, according to Heywood [2]. Besides this, still, there are two possibilities (see Equation (28)).

$$\eta_{\text{Engine}}^{\text{Cycle}} = \frac{W}{Q_{\text{cycle}}(\eta_{\text{com, int}}/\eta_{\text{com}} = 1)}$$

This efficiency expression, using Equation (25), results in being only dependent on the basic parameters of the cycle, namely $r, r_n, a, \beta, r_m,$ and $r_w$, and eventually $C$. According to Appendix C, the properties dependency is $\gamma(T, F, f, EGR)$ and $\gamma_b(T, F)$, where $T$ and $f$ depend again on the cycle basic parameters plus the inlet and exhaust thermodynamic states. $F_r$ can be considered an independent variable or depend the same way. $EGR$ is an external parameter. This results in a model that allows for more accurate, but simple, optimization studies.

To calculate the efficiency of the cycle alone, effective heat is the energy supplied to it. Thus the actual values of $\eta_{\text{com, f, com}}$ have to be used to obtain $Q_{\text{cycle}}$ delivered to the cycle. If the engine efficiency is searched for, all the heat contained in the fuel is considered as supply, so that $LHV$ has to be accounted for, as the energy delivered to the engine. Substitution of Equations (22) and (24) into Equation (28) results in an explicit expression for efficiency that is only dependent on the basic non-dimensional parameters $r, r_n, a, \beta, \gamma,$ and $\gamma_b$ (and, eventually, $n$ and $m$ if polytrophic evolutions are used, instead of isentropic, respectively, in the compression and expansion strokes.

$T_r$ in Equation (27) and elsewhere requires knowing the residual mass fraction $f$. Equation (10) can be elaborated into Equation (29).

$$f = \left\{ \frac{m_r}{m_w} \right\} f = \frac{m_r}{m_w} (1 + CF)$$

Eq. (5.a) $f = \left( \frac{p^*_e}{p_5} \right)^{\frac{1}{\gamma'}}$ $

\text{Eq. (11):} \frac{m_r}{m_w} = \frac{1}{\gamma'} \left( \frac{p^*_e}{p_5} \right)^{\frac{1}{\gamma'}} (1 + CF)$

This provides $f$ as an explicit function if $\alpha$ and $\beta$ are used as parameters for the cycle. If instead, the parameters are $F$ and $p_{\text{max}}/p_2$, Equation (27) has to be used, and obtaining $f$ becomes implicit. A preliminary estimated value for $f$ allows us to start the cycle, providing an estimated $T_r$ through Equation (7) or (8), as the sensitivity to this parameter is low because $f$ is in the order of $10^{-2}$ up to $10^{-1}$ for low $r_n$. A better iterative approximation after cycle calculation can be obtained, as accurate as desired through subsequent iterations.

Taking into account the relations obtained in Section 3, it is possible to develop a compact expression for $T_5$ and $p_5$, by collecting the results of the cycle analysis; and from them, $T_r$ for $\gamma_b = \gamma_c$, Equation (30). Equation (40) allows us to calculate $R_g/R_{g,b}$.

$$\frac{T_5}{T_r} = \frac{\alpha \beta^{y_r} r_e^{-1}}{1 + CF} \frac{R_g}{R_{g,b}}, \quad \frac{p_5}{p_{\text{tr}}} = r_e^{\gamma} \alpha \left( \frac{\beta}{\gamma_r} \right)^{y_r} \frac{R_g}{R_{g,b}}$$

$$\frac{T_r}{T_5} = v \left( \frac{r_e^{\gamma_b} - 1}{\alpha \gamma_b} \frac{1}{(r_{\text{in}} / r_0)^{\gamma_b}} \right) \frac{R_g}{R_{g,b}}$$

These expressions, with approximate parameters, can also be used to start the cycle. As an example of procedure starting with a given value of $F$, we have the following: (i) Equation (29) can be used to estimate $f$, good enough to start iterating; (ii) with this value,
Equations (7) or (8) provides $T_r$ and Equation (12) provides $T_{in}$ for a given $p_{co}$; (iii) $\alpha$ and $\beta$ can be estimated from Equation (27) and a given $p_{max}$. For initial iterations, $T_r \approx T_{in} + 30$ K in a conventional engine operating normally, $\gamma \approx 1.38$, $\gamma_b \approx 1.3$, and $(R_g/R_{gb}) \approx 1$. In this example $p'_{ex}$ and $T_{in}$ are considered data, but also can be iterated if matching of a turbocharger with the ICE is pursued, in case it is present.

4. Results

This section performs a parametric study, for illustrating the model performance predictions, at first simplifying to compare with simpler models, and then continuing to show full model results.

4.1. Constant Properties

This subsection considers $\gamma$ and $\gamma_b$ as constants; thus, they do not change with the basic parameters. This simplification allows for a fruitful, although limited, analysis and allows for non-iterative calculations.

Effect of Compression Ratio and Combustion Pressure Ratio

Figure 4 shows the effect of the variation of the compression ratio, $r$, when keeping constant all the other basic parameters for the case of constant volume heat release cycles; thus, $\beta = 1$. For cycles with $\gamma = \gamma_b$, one gets the well-known effect of a drop in efficiency for lower $\gamma$, bringing this figure of merit nearer to real values of ICEs. For these cases of $\gamma = \gamma_b$ and $\beta = 1.0$, in Figure 4, the effect of pressure ratio $\alpha$ on the efficiency is negligible. For them, Equation (31) can be obtained, combining Equations (22), (24), and (28). The term correcting the Otto air standard cycle is small for $r_{in} = 1.0$ and $r_{e}/r = 1.0$, and additionally, $\alpha$ being not too close to 1.0.

$$\eta_{Net} = 1 - r^{1-\gamma} + \frac{\gamma - (\gamma - 1) \frac{r + r_{in} - 1}{r_{e}r_{in}} - \left(\frac{r_e}{r}\right)^{\gamma - 1}}{r - 1) r_{e}^{\gamma - 1}}$$  \hspace{1cm} (31)

Figure 4. Effect of compression ratio and $\gamma$ on cycles with constant $\gamma$ and $\gamma_b$, $\beta = 1.0$ (constant volume heat release) and $r_{in} = 1.0, r = 0.85 r$. Dashed lines correspond to cycles with $\gamma = \gamma_b$, valid for $\alpha = 2$ to 4. Typical ranges for $r$ are shown for both types of engines.

The scenario changes for $\gamma \neq \gamma_b$. Figure 4. shows an example with $\gamma = 1.4$, grossly representative for unburned fuel–air mixtures. With $\gamma_b = 1.3$, grossly representative of burned gases, a drop in $\eta$ is noticeable for lower values of $\alpha$. Although this drop is not too large, now the effect of $\alpha$ on the efficiency becomes substantial. The drop in efficiency becomes higher for lower $\alpha$. This does not match reality. On the contrary, in a real engine,
a lower $\alpha$ corresponds to a lower $F$, Equation (27), which results in higher efficiency. The reason for this discrepancy can be found in the lower temperatures of lean mixture combustion jointly with the resulting lower concentrations of CO$_2$ and H$_2$O, leading both separately to higher values for $\gamma_b$. Section 4.2 of this work shows that linking $\gamma_b$ to $F$ recovers all the physics of the problem and gives a higher efficiency for lower $F$. This highlights the capabilities of the proposed cycle model.

Effect of Cutoff Ratio $\beta$

The classical effect of $\beta$ on efficiency can be easily revealed if again we assume $\gamma = \gamma_b$ and for simplifying purposes we add the condition of $r = r_v, r_m = 1.0$ and $\alpha = 1.0$ so that the air-standard Diesel cycle is obtained. Then, from Equations (22), (24), and (28), we have Equation (32).

$$\eta_{Diesel} = 1 - r^{1-\gamma} \frac{\beta^\gamma - 1}{\gamma(\beta - 1)}$$

(32)

This equation for Diesel cycle efficiency differs from the one for the Otto cycle, Equation (1) by the factor indicated with *. This factor is $>1.0$ for normal values of $\beta > 1.0$ so that a lower efficiency is the result, and the difference is larger as $\beta$ increases, with this meaning a higher load in a Diesel cycle. Equation (32) also indicates that pure constant pressure combustion is less efficient than pure constant volume combustion, but with the advantage of lower pressures and temperatures. The full equations, Equations (22), (24), and (28), also show this well-known phenomenon. They add the fact that decreasing $\beta$ increases $\gamma_b$ because of a lower $F$ and lower temperature, which yields a higher increase in $\eta$.

Effect of Partial Load

In compression ignition engines (Diesel) reducing $F_r$ reduces $mep$, thus reducing work per cycle or equivalently, torque; namely load, resulting in a two-fold increase in cycle efficiency. Firstly because of a reduction in $\beta$ and secondly because of an increase in $\gamma_b$, predominant even when $\beta = 1$ and further $F_r$ reductions diminish the value of $\alpha$. Section 4.2 of this work shows this in detail. Unfortunately, homogeneous lean mixtures are difficult to ignite and burn completely, so that advanced spark-ignition engines (petrol) currently use alternative methods such as stratified combustion, HCCI (Homogeneous Charge Compression Ignition), or prechamber torch ignition.

When throttling is used to reduce load, $r_m$ diminishes, and a negative area low-pressure loop results in the cycle, as Figure 1 shows. This is because $p'_{in} < p'_{ex}$, leading to a drop in the cycle net efficiency $\eta$. A better practice uses a late intake valve closing (LIVC), using $r_m = 1.0$, but $r$ staying constant. This configures an Atkinson cycle, Benajes et al. [20], but more appropriately a Miller cycle, originally Miller [17] if turbocharging and intercooling is implemented. Figure 5 depicts the effect of diminishing load on both alternatives. The LIVC alternative yields a higher net efficiency at smaller than full load $mep$. Figure 6 depicts the ratio of both efficiencies, showing that the gain is higher when reducing $mep$ and for low values of $\alpha$ and $\beta$. Non-constant gas properties further refine the results, but this does not modify the essentials.
Figure 5. Effect on efficiency of alternative methods of partializing load for cycles with constant $\gamma$ and $\gamma_b$. (a) conventional throttling (reducing $r_t$ but $r_e$ and $r_i = \text{ct.}$), indicated with black lines, and (b) LIVC (reducing $r_e$ but $r_t$ and $r_i = \text{ct.}$) indicated with gray lines. Full load corresponds to both $r_t = 1.0$ and $r_e = 8.5$, yielding $\text{mep}/p'_\text{ex} = 2.18$, as indicated. $\eta_\text{com,tot} = 0.95; \ j_{\text{loss}} = 0.9; r = 10.0; \ a = 1.5; \ b = 1.0; \gamma = 1.4; \gamma_b = 1.3.$

Figure 6. The ratio of net efficiency for partial load cycles reducing $r_e \leq r = 8.5$ over reducing $r_i \leq 1.0$, for the same mean effective pressure and cycles with constant $\gamma$ and $\gamma_b$. Continuous lines are for $\alpha = 1.5$, and dash lines for $\alpha = 3.0$. Black lines are for $\beta = 1.0$, and gray lines for $\beta = 2.0$. The remaining parameters are of the same value as in Figure 5.

Optimum Expansion Ratio, $r_{\text{op}}$

The commonly named geometric compression ratio $r$ is the expansion ratio by which work is obtained. In an Atkinson/Miller cycle, $r_e \leq r$. When $r$ increases, keeping constant $r_e$, efficiency increases up to the optimum point, $r = r_{\text{op}}$ when gas pressure at the end of expansion equals exhaust pressure, $p_s = p'_\text{ex}$. Equation (33) allows us to calculate this optimum condition directly, using Equations (22), (24), and (28), and with $\gamma_b$ corresponding to a lower average temperature because of the further expansion, if accuracy is pursued.

$$\frac{\partial \eta_{\text{Net}}}{\partial r} = 0 \Rightarrow r_{\text{op}} = \frac{\beta (r_e^{\gamma} r_{\text{in}}^{\alpha} \pi_u)^{1/\gamma_b}}{\beta}$$ (33)

An engine with $r_{\text{op}}$ follows a full expansion Atkinson cycle. Unfortunately, $r_{\text{op}}$ depends on $F$ through $\alpha$ and $\beta$, and it depends also on $r_{\text{in}}$. As a result, it is dependent on the
operating parameters. This implies that choosing it as a constant by an innovative kinematic crank mechanism of an enlarged expansion stroke seems not flexible enough. Moreover, what is more limiting, it can be up to around three times \( r_e \), what makes that an Atkinson engine running with an effective compression ratio \( r_e \) not reduced by LIVC resulting too large and heavy for the same specific work obtained. Moreover, the piston friction of such a large expansion stroke will reduce the otherwise work gain. Using a turbine for completing the expansion externally seems a wise alternative, nowadays used for turbocharging.

The values of \( r \) given by current reciprocating engine designs can be near \( r_{op} \) if \( r_e \) is small enough. These low values can be reached because of using LIVC for load reduction in a Miller cycle. Besides NO\(_x\) considerations, this is one of the reasons that drive this strategy, jointly with variable IVC, on the present market for automotive engines.

4.2. Variable Properties

Both \( \gamma \) and \( \gamma_b \) are dependent on the respective average temperatures, as Section 2 indicates. Using data of Appendix C, and including equations for \( f \) and \( T_1' \) in a system of simultaneous equations (or by an iterative procedure), where cycle temperatures are calculated, higher accuracy is reached. Limitations up to now found because \( \gamma \) and \( \gamma_b \) being independent of basic parameters are no longer applying. Figure 7 shows the result of computing the efficiency against the geometric compression ratio \( r \). Two fuel–air ratios are meaningful. \( F_r = 0.4 \) is representative of partial load. \( F_r = 0.9 \) is representative of full-load operation. This is so for engines that burn globally lean mixtures, such as the Diesel ones, and for lean mixture spark-ignition engines. Equation (27) gives the relation of \( \alpha \) and \( \beta \) with \( F_r \) and \( p_{max} \) through \( \alpha \).

The results indicate that a leaner mixture yields higher efficiencies, which is coherent with reality, supporting the rationale of the preceding section. This removes the main limitation of air-standard cycles. Five maximum pressures were considered, covering representative values for both spark ignition (petrol) and compression ignition (Diesel) engines.

An increase in \( r \) results in higher efficiency, but with a pace that diminishes beyond the point where maximum cycle pressure \( p_{max} \) is reached, curves with symbols in Figure 7. This is the result of an increased fraction of constant pressure combustion, \( \beta \), beyond this point, in congruence with the comments made in the preceding section. The discontinuous lines defining the rightmost boundary limit of the curves with marks in Figure 7, correspond to \( \beta = 1 \), developing all the combustion at constant pressure (i.e., corresponding to a pure Diesel cycle). The continuous thick lines correspond to \( \beta = 1 \) (pure Otto cycle) up to the point where the maximum pressure reaches the prescribed 175 bar limit. They show different efficiencies for the same compression ratio, showing the strong effect of \( F_r \) through \( \gamma_b \), captured by the proposed model.
Figure 7. The efficiency of the Dual Miller cycle vs. compression ratio for two fuel–air ratios (determining α and/or β) and five maximum pressures. $C = 1$, $p'_{in} = 2$ bar, $T_0 = 300$ K, EGR = 10%, $\eta_{e, out} = 0.95$, $\eta_{e, in} = 0.9$, $r = 0.85\gamma$, $\gamma$ and $\gamma_b$ are dependent on temperature following the appendices. Both continuous lines with no markers show $\beta = 1.0$, for pressures below 175 bar (zone of intersection with symbol lines). Right side common boundary discontinuous lines show $\alpha = 1.0$ and thus correspond to a pure Diesel cycle.

5. Conclusions

This study proposes a model of a Dual cycle with a single-step composition change, owing to internal combustion, and also includes gas exchange. It allows for the consideration of the effects of fuel with a simple and straightforward procedure. It includes advanced ICE features, such as EGR, residuals from the previous cycle, fuel composition, overexpansion, load reduction, Miller configuration, turbocharging, inlet inertial effect, and valves pressure losses. Large simplifications are obtained by considering an average temperature for the working gas properties at the cycle processes and the fuel–air ratio through a fuel compatibility condition, as seen in Equation (27). More specifically, we have the following:

- The composition change is performed at constant volume, just before combustion heat release. Thus, the change in mole number is included analytically through changes in $\gamma$ and $R_g$. This way, the prediction of cycle performance is more realistic than with air-standard cycles. This is less cumbersome than with high-end computation tools and fuel-air cycles, but approaching its accuracy. In addition, the physics is retained within analytical expressions. These allow for easier predesign studies than those performed by means of computational tools.

- The obtained explicit performance formulae for the Dual Miller cycle are highly flexible and allow for the application of more accurate optimization procedures more simply than with fuel-air cycles. As an example, the analysis of partial load efficiency shows the advantages of including in the cycle model open processes for intake and exhaust.

- An explicit equation for the maximum cycle temperature yields the possibility to establish limiting conditions in optimization studies.

- A substantial effect on cycle performance of the change in $\gamma$ to $\gamma_b$ was found. The result is a more realistic figure for efficiency and a correct dependency on the fuel–air ratio.
air ratio. Appendix C of this paper offers unburned and burned gas thermal properties for variable fuel–air ratio cycle calculation, using simple correlations on the grounds of data given in the open literature.

- According to Figure 7, the effect of geometric compression ratio, \( r \), with a constant fraction of heat losses, \( J_{\text{com}} \), shows that, after reaching the structurally acceptable maximum pressure, \( p_{\text{max}} \), a further increase of compression ratio increases efficiency, but at a slower pace, as the combustion is displaced to the constant pressure zone that increases \( \beta \), confirming classical results. The figure shows the ability of the proposed model to capture the strong effect of variations on \( \gamma_b \) due to \( F_r \) changes.

- The paper offers a straightforward explicit expression for the inlet temperature to the engine and to the turbocharging turbine, offering a more realistic background for further studies.

As for further works, a more detailed correlation for \( \gamma_b \) will be searched for. Including blow-by mass loss in a simple way could enhance the accuracy of the model. Data for renewable fuels and modified air (oxygen-enriched and/or \( \text{N}_2 \) substituted by \( \text{CO}_2 \)) would extend the range of application of the model through simple correlations for the specific heat ratios.
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**Abbreviations**

| Symbol | Description |
|--------|-------------|
| BDC    | bottom dead center |
| \( b \) | constant |
| \( C \) | Fuel-injected after compression/Total fuel = 1.0 for only in-cylinder fuel injection, \( 1 > C \geq 0 \) otherwise |
| \( c \) | number of carbon atoms in fuel molecule |
| \( c_p, c_v \) | constant pressure and constant-volume specific heats \((\text{J kg}^{-1} \text{K}^{-1})\) |
| EGR    | mass fraction of externally recirculated residuals |
| \( F \) | mass fuel–air ratio |
| \( F_r \) | relative fuel–air ratio = \( F/F_s \) |
| \( f \) | mass fraction of residual gases from the previous cycle |
| LHV    | lower heat value of fuel at constant pressure \((\text{J kg}^{-1})\) |
| \( h \) | specific enthalpy \((\text{J kg}^{-1})\) |
| \( h \) | number of hydrogen atoms in fuel molecule |
| \( h_{\text{ex}} \) | heat transfer coefficient at the exhaust |
| \( h_q \) | enthalpy of formation \((\text{J kg}^{-1})\) |
| \( J_{\text{com}} \) | fraction of lower heat value lost to walls |
| LHV    | Lower heating value |
| \( m \) | mass \((\text{kg})\) |
| \( m_{\text{ep}} \) | mean effective pressure \((\text{Pa})\) |
| \( m_{\text{mol}} \) | molar mass \((\text{kg mol}^{-1})\) |
| \( n \) | number of moles |
| \( n \) | polytrophic exponent |
| \( p \) | pressure \((\text{Pa})\) |
\( p_{\text{max}} \) maximum allowable pressure (Pa)
\( Q \) heat (J)
\( R \) universal gas constant \([8.314 \text{ J mol}^{-1} \text{ K}^{-1}]\)
\( R_g \) gas constant \( = R / \text{mm} \) \([\text{m}^2 \text{s}^{-2} \text{K}^{-1}]\)
\( r \) geometric compression ratio, expansion ratio: \((V_c + V_D)/V_c\)
\( r_e \) effective compression ratio: \(V_c/V_1'\)
\( r_{\text{in}} \) intake ratio: \(p'/p'_{\text{ex}}\)
\( s \) specific entropy \([\text{J kg}^{-1} \text{ K}^{-1}]\)
\( T \) temperature (K)
\( U \) internal energy (J)
\( U_T \) internal thermal energy (J)
\( V \) volume \((\text{m}^3)\)
\( V_c \) TDC volume \((\text{m}^3)\)
\( V_D \) displacement volume \((\text{m}^3)\)
\( W \) mechanical work, positive out of CM (J)
\( y \) mass fraction

Greek
\( \alpha \) pressure ratio during combustion \( = p_4/p_2 \)
\( \beta \) cutoff ratio during combustion: \( V_4/V_c \)
\( \Delta m \) trapped mass increment due to intake pulse
\( \gamma \) specific heats ratio \( c_p/c_v \)
\( \eta_{\text{com}} \) combustion efficiency
\( \eta_{\infty} \) polytrophic efficiency
\( \nu \) ratio of residual to start of exhaust temperatures
\( \sigma \) standard deviation
\( \pi \) pressure ratio

Subscripts
\( 0 \) standard state
\( a \) referred to air
\( w \) actual
\( a_{\text{th}} \) atmospheric
\( b \) burned gases
\( c \) charging compressor
\( c \) number of carbon atoms
\( \text{EGR} \) EGR
\( e \) exhaust turbine
\( ex \) exhaust burned gases
\( ev \) fuel evaporation
\( f \) fuel
\( fe \) mixture of fuel and air
\( fe \) fuel evaporation
\( \text{Gross} \) no pumping losses
\( h \) number of hydrogen atoms
\( h_{\text{t}} \) heat transfer
\( in \) intake fresh gases
\( int \) intercooling
\( o \) number of oxygen atoms
\( r \) residual burned gases
\( \text{Net} \) Including pumping losses
\( q \) chemical fraction of internal energy
\( s \) stoichiometric fuel–air ratio
\( T \) thermal fraction of internal energy
\( u \) intake ram effect at tuning speed.
\( un \) unburned.
\( v \) constant volume
\( w \) Exhaust manifold
Appendix A
For an ideal mixture of \( I \) components of ideal gases, the specific heats follow Equation (34).

\[
\begin{align*}
    c_{(p)}^v & = \sum_{i=1}^{I} y_i c_{(p)}^v \ ; \ y_i = \frac{m_i}{\sum m_i} \\
\end{align*}
\]  

(34)

Appendix B
Lower heat value at constant pressure and volume follow Equation (35).

\[
\begin{align*}
    \text{LHV} &= \left. \frac{m}{m_f s} \right| (h_q - h_{q,b}) \ ; \ \text{LHV}_v = \left. \frac{m}{m_f s} \right| (u_q - u_{q,b}) \\
    \frac{m}{m_f s} &= 1 + \frac{F_s}{F_s} \ ; \ \text{Ideal gases: } h = u + R_g T \\
    \Rightarrow \text{LHV} &= \text{LHV}_v + (R_B - R_{g,b}) \frac{T_0 (1 + F_s)}{F_s} \\
\end{align*}
\]  

(35)

\( T_0 \) is the standard state temperature corresponding to \( \text{LHV} \), typically 298 K.

Appendix C
The effect of the specific heat ratio was determined as being important by Al-Saskhi et al. [25]; however, the precise values for the wide operating range in ICEs are challenging, as determined by Jarunghammachote [14]. Some authors have delivered correlations for both \( \gamma \) and \( \gamma_B \) against \( T \) by using species chemical equilibrium, or frozen composition, for the latter, with \( F_s \) as a parameter, as different formulations. Pressure effect is frequently not included for burned gas (e.g., see Ceviz and Kaymaz [34]), which is referred to in Wu et al. [35] as a simplified form. Pressure reduces dissociation for \( T \geq 1500 \text{ K} \), which induces a change in \( \gamma_B \), Heywood [2], which includes data for \( F_s > 1 \). Shehata [36] is a recent study on obtaining the polytropic exponent \( n \). It shows a comparison of the experimentally obtained values with different correlations for \( \gamma \) and \( \gamma_B \), such as Brunt et al. [37] Gatowski et al. [38], and Klein [39]. The following simple correlations offer a tool in concordance with these recently published data.

Unburned gases
Considering that EGR and residuals have the same composition, a linear fit to data in Heywood [2] for air and petrol vapor yields Equation (36).

\[
\gamma = 1.3 - 0.045(1 - C)F_s + 0.075 \left( 1.5 - \frac{T}{1000 \text{ K}} \right) + 0.01[f + EGR(1 - f)] \text{ for } F_s \leq 1
\]  

(36)

Considering an ideal mixture for reactants, we obtain Equation (37).
\[
\frac{1}{m_m} = (1 - f) \left[ \frac{1 - EGR}{1 + F(1 - C)} \left( \frac{1}{m_{m,a}} + \frac{F(1 - C)}{m_{m,f}} \right) + \frac{EGR}{m_{m,EGR}} \right] + \frac{f}{m_{m,r}} \tag{37}
\]

Burned gases, residuals, and EGR

A linear fit to data available in Heywood [2] for 300 K < T < 3000 K, isoctane and equilibrium species, are Equations (38) and (39). For hydrocarbons down to H\textsubscript{2} and usual alcohols, they deviate less than 1%, so that a separate correlation is not necessary.

\[
y_b = 1.414 - 0.0745 \frac{T}{1000} \text{K} - 0.0383 F_r; \quad \text{for } F_r \leq 1; \quad \sigma = 0.013 \tag{38}
\]

\[
y_b = 1.284 - 0.0626 \frac{T}{1000} \text{K} + 0.0776 F_r; \quad \text{for } F_r > 1; \quad \sigma = 0.0081 \tag{39}
\]

Gatowski et al. [38], Feng et al. [40] offer a correlation with a joint temperature and fuel–air ratio dependency coherent with Equations (38) and (39).

With Equations (38) and (39), at \( F_r = 1.0 \) (stoichiometry), there is a jump in \( \gamma_b < 2.5\% \). It should not be surprising that, for lean mixtures, the sensitivity of \( \gamma \) and \( \gamma_b \) to temperature is similar, as the main constituent of the mixture is N\textsubscript{2}.

Considering the effect of \( h/c \text{ through product from composition for lean mixtures and considering the data offered in Heywood [2] for rich mixtures}, \) the molar mass of burned hydrocarbon/air gases can be approximated by Equation (40).

\[
m_{m,b,lean} = \left[ 28.97 + (1.55 - 0.805 \frac{h}{c} F_r) 10^{-3}; \text{ for } F_r \leq 1 \right] \text{ for } T < 2000 \text{ K} \tag{40}
\]

\[
m_{m,b} = m_{m,b,lean} |_{F_r=1} - 5.25 (F_r - 1) 10^{-3}; \text{ for } F_r > 1
\]

For H\textsubscript{2}, the \( h/c = 4 \) can be used with no appreciable loss of the model accuracy.

**Appendix D**

For a fuel composition of C\textsubscript{3}H\textsubscript{6}O\textsubscript{3} and air molar composition of O\textsubscript{2}+ 3.714N\textsubscript{2}+ 0.047Ar, the stoichiometric fuel–air ratio is given by Equation (41).

\[
F_s = \frac{m_{m,C} + m_{m,H} + m_{m,O}}{\left( c + \frac{h}{4} - \frac{\sigma}{2} \right) (m_{m,O} 2.0 + m_{m,N} 2 \times 3.714 + m_{m,Ar} 0.047)} \tag{41}
\]
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