Vibronic interaction in trans-dichloroethene studied by vibration- and angle-resolved photoelectron spectroscopy using 19–90 eV photon energy
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Abstract

Valence photoelectron spectra and photoelectron angular distributions of trans-dichloroethene have been measured with vibrational resolution at photon energies between 19–90 eV. Calculations of photoelectron anisotropy parameters, $\beta$, and harmonic vibrational modes help provide initial insight into the molecular structure. The photon energy range encompasses the expected position of the atomic Cl 3p Cooper minimum. A corresponding dip observed here in the anisotropy of certain photoelectron bands permits the identification and characterisation of those molecular orbitals that retain a localised atomic Cl character.

The adiabatic approximation holds for the $X^2\text{A}_u$ state photoelectron band, but vibronic coupling was inferred within the $A-B-C$ and the $D-E$ states by noting various failures of the Franck-Condon model, including vibrationally dependent $\beta$-parameters. This is further explored using the linear vibronic coupling model with interaction parameters obtained from $ab\ initio$ calculations. The $A/B$ photoelectron band is appreciably affected by vibronic coupling owing to the low-lying conical intersection of the $A^2\text{A}_g$ and $B^2\text{B}_u$ states. The $C^2\text{B}_g$ band is also affected, but to a lesser extent. The adiabatic minima of the $D^2\text{A}_u$ and $E^2\text{A}_g$ states are almost degenerate and the vibronic interaction between these states is considerable. The potential energy surface of the $D^2\text{A}_u$ state is predicted to have a double-minimum shape with respect to the $a_u$ deformations of the molecular structure. The irregular vibrational structure of the resulting single photoelectron band reflects the non-adiabatic nuclear dynamics occurring on the two coupled potential energy surfaces above the energy of their conical intersection.
I. Introduction

Molecular photoionization is often considered within a model employing the Born-Oppenheimer and Franck-Condon approximations,¹ wherein each electronic state has an associated isolated potential energy surface. Under these conditions, the photoelectron spectrum due to a particular electronic state exhibits regular progressions involving only the totally symmetrical vibrational modes. However, this simple picture may be changed radically by vibronic interaction between neighbouring ionic states that modifies the photoionization dynamics. The interaction of two or more energetically close-lying electronic states, through the nuclear motion, results in a breakdown of the Born-Oppenheimer approximation and the ensuing non-adiabatic effects, which account for motion of the nuclei on more than one potential energy surface, are evident in the photoelectron band vibrational structure. Observable changes can vary between slightly irregular (both in terms of vibrational energies and intensities) but still recognizable progressions in the case of weak vibronic coupling, to a complete loss of any regular vibrational pattern for strong vibronic coupling. In the latter case, vibronic coupling calculations predict numerous vibrational excitations, some of which involve non-totally symmetrical vibrational modes. The summation of these excitations may result in a diffuse photoelectron band with no identifiable structure.

Although less frequently studied in this context, the vibrationally resolved photoelectron anisotropy parameter, β, may provide further detailed evidence of vibronic interaction between states.² In a recent investigation of cis-dichloroethene³,⁴ it was shown that vibronic coupling strongly influences the A/B/C states, and the D/E states. These effects not only modify the vibrational structure but also introduce unexpected energy dependencies in the photoelectron angular distribution (PAD). In the isolated electronic state Franck-Condon approximation, the motions of the electrons and nuclei are assumed to be fully decoupled, and β-parameters are expected to be independent of vibrational state. Conversely, variations of the PAD measured across a photoelectron band, even when the vibrational structure of the band is quasi-regular, can be a sensitive indicator of vibronic interaction. This behaviour has been reported in the D/E state interaction in cis-dichloroethene,³ and has also been seen in a recent similar study of oxalyl chloride.⁵ Even more strikingly, in the presence of a strong vibronic interaction producing a diffuse band structure, such as the A/B state region of cis-dichloroethene, the PAD and its β-parameter can transition between two limits, reflecting the changing electronic character in the coupled states.²,³,⁴

In situations where the Born-Oppenheimer and Franck-Condon approximations break down, an adequate theoretical modelling accounting for vibronic coupling of the electronic states involved is of crucial importance for the interpretation of the observations. At present, the non-adiabatic effects can be efficiently treated within the framework of the general vibronic coupling theory,¹,⁶,⁷ which is also very well suited for radical cationic states interacting via totally and non-totally symmetric vibrational modes.⁸-¹³ The approach is based on the model Hamiltonian theory for diabatic electronic states and in its simplest formulation employs a linear approximation for the potential energy terms.¹,⁶ The resulting linear vibronic coupling (LVC) models can be parameterized using results of ab initio electronic structure calculations and employed for studies of nuclear dynamics.

In this paper, we extend our earlier vibration and angle resolved studies of cis-dichloroethene³,⁴ to investigate the trans isomer of this compound. Because the strength of vibronic interactions depends upon both the energetic separation between the participating ionic states and on the molecular geometry (through the allowed totally symmetrical and the vibronically induced non-totally
symmetrical vibrational modes) we expect the interstate mixing in the trans isomer to differ from that already observed in the cis isomer. These differences can be attributed to shifts in the valence orbital binding energies\(^{14}\) and to different point group symmetries (\(C_{2v}\) for the cis isomer, \(C_{2h}\) for the trans isomer).

Previous studies of the photoionization and electronic structure of trans-dichloroethene include photoelectron spectra recorded with HeI,\(^{15-19}\) HeII,\(^{18,20}\) AlK\(\alpha,^{21}\) and synchrotron\(^{22}\) radiation. A more recent comparative study of dichloroethene isomers employed threshold photoelectron spectroscopy (TPES) and synchrotron radiation.\(^{14}\) The valence orbitals of trans-dichloroethene have also been studied using symmetric noncoplanar (e,2e) spectroscopy.\(^{23}\) These experimental investigations provided interpretations that were advanced by calculation of vertical ionization energies, and subsequent theoretical work has also addressed the calculation of adiabatic ionization energies.\(^{24,25}\)

The broad features observed in the inner valence region of trans-dichloroethene, due to electron correlation, have been studied theoretically.\(^{20,26}\) The currently accepted valence electron orbital ordering is \(\ldots (\text{7a}_1)^2 (\text{7b}_1)^2 (\text{8a}_g)^2 (\text{8b}_g)^2 (\text{9a}_u)^2 (\text{2a}_u)^2 (\text{2b}_u)^2 (\text{9b}_u)^2 (\text{10a}_g)^2 (\text{3a}_g)^2 \ldots\) although density functional calculations may reverse the \(8\text{b}_g/8\text{a}_g\) ordering\(^{27}\) and other discrepancies are found in the older literature that may be attributed to the limitations of computational methods available at the time.

Much higher resolution experimental spectra, although restricted to the electronic ground state of the cation, have been recorded using VUV-laser pulsed field ionization with photoelectron (PFI-PES)\(^{28}\) and mass-analysed threshold ion (PFI-MATI)\(^{29}\) detection. Vibrational assignments were achieved in either case using high level frequency calculations and Franck-Condon intensity simulations. This approach was also adopted in an earlier theoretical study of the cis-, trans-, and 1,1-dichloroethene isomers to predict vibrational structure of not only their ground state cations but also of the next three excited states.\(^{25}\) Some further insights into vibrational structure of the trans-dichloroethene cation may be obtained from a vibrationally resolved VUV absorption study of the associated Rydberg states (sharing a common molecular core with the free cation).\(^{27}\)

In the current investigation, measurements of the valence photoelectron spectrum and PADs of trans-dichloroethene are repeated using a number of photon energies between 19 and 90 eV. This extended photon energy range offers possible assistance with confirming or discounting accidentally encountered continuum resonances, since these may also influence the PAD. It has also long been recognised that the \(\sigma\) or \(\pi\) orbital character may be inferred from their characteristic energy-dependent \(\beta\)-parameters in the range from threshold to several tens eV.\(^{30,31}\) More significantly, this range encompasses the expected position of the atomic Cl 3p Cooper minimum (CM).\(^{32-34}\) The influence of a CM is usually best evidenced in the photoelectron angular distributions, and such observations will allow for close examination of the associated photoionization dynamics. Breakdown of the Franck-Condon approximation in molecular systems has been predicted to be induced by CM phenomena,\(^{35}\) and some weak evidence of vibrationally dependent \(\beta\)-parameters has been adduced in the vicinity of the atomic-like bromine CM in the photoionization of bromobenzene.\(^{36}\) More confidently, we can expect that any observation of CM in the PADs of small molecular halides will reveal the extent of halogen lone-pair character in the molecular structure, as was already demonstrated for several other molecular chlorides.\(^{3,30,37-40}\)

In this work, photoelectron spectra are recorded as pairs using synchrotron radiation with linear polarization set, alternately, to align perpendicular and parallel to the detection axis accepted by the spectrometer. The general form of the photoelectron angular distribution is, as well known, given by\(^{41}\)
\[ I(\theta) = 1 + \beta P_2(\cos \theta), \]  

(1)

where \( P_2 \) is the second Legendre polynomial, and \( \theta \) is the angle of electron emission with respect to the polarization vector and so the perpendicular- and parallel-polarized intensities may be denoted as \( I(90^\circ) \) and \( I(0^\circ) \), respectively. These spectra are conveniently combined in two different ways. The first synthesises a so-called Magic Angle spectrum, \( I_{MA} \), which shows no dependence on, and so requires no knowledge of, the \( \beta \)-parameter. This is, of course, advantageous for initial examination of vibrational intensities. \( I_{MA} \) is conventionally obtained as an independently recorded spectrum at \( \theta = 54.7^\circ \), since at this angle the 2\(^{nd} \) Legendre polynomial term (Eq. (1)) vanishes. Using the properties of the Legendre polynomials one can, however, show a similar cancellation of angular dependence by forming

\[ I_{MA} \equiv I(54.7^\circ) = I(0^\circ) + 2I(90^\circ). \]  

(2)

Alternatively, with a little more manipulation, one finds a second useful combination giving a value for \( \beta \):

\[ \beta = \frac{2(I(0^\circ) - I(90^\circ))}{I(0^\circ) + 2I(90^\circ)} \]  

(3)

In what follows, we first outline the experimental and computational methods. A full inner and outer valence region spectrum is then briefly discussed, after which we focus on the outer valence region having binding energies below 18 eV. The \( \beta \)-parameters and branching ratios (proportional to the relative cross-sections) are first presented and compared with theoretical calculations on a band by band basis, considering just electronic state dependency. Subsequently, the vibrational structure (intensity and angular distribution) is analysed, initially in the context of Born-Oppenheimer assumptions and using Franck-Condon simulations. Finally, computational modelling of the vibronic interactions that are revealed in this molecule is presented and discussed.

II. Methods

The current trans-dichloroethene investigation closely parallels the experimental and computational methods of our earlier investigation of cis-dichloroethene\(^3,4 \) and so here we provide only brief details; the reader is referred to these earlier papers for a fuller account.

A. Experimental

The polarization dependent photoelectron spectra were recorded with a VG Scienta R4000 hemispherical electron analyser mounted on the soft X-ray undulator-based PLÉIADES beamline at the SOLEIL synchrotron facility. The monochromator exit slit width was set at 50 \( \mu m \), which, when combined with the 400 grooves/mm grating, corresponds to theoretical optical resolutions of \( \sim1 \) and 7 meV, respectively, at photon energies of 19 and 90 eV. The photoelectron spectra were measured using an analyser pass energy of 10 eV and a 0.2 mm curved entrance slit, resulting in a theoretical spectrometer resolution of 5 meV. Translational Doppler broadening also contributes to the overall peak width.\(^{42} \) Such contributions amount to \( \sim3.9 \) and 11.4 eV for electrons ejected from trans-dichloroethene with kinetic energies of 9.369 and 80.369 (corresponding to the formation of the \( X^2A_u \) state in the vibrationally unexcited level using photon energies of 19 and 90 eV, respectively).
Trans-dichloroethene is a liquid with a significant vapour pressure at room temperature. After several freeze/pump/thaw cycles to remove volatile impurities, the vapour was introduced into the experimental chamber without heating.

All the spectra were normalized to the sample pressure, the accumulation time, and the photon flux prior to processing. The transmission efficiency of the electron analyser was determined, as described by Jauhiainen et al., and all the spectra were corrected for this variation. These normalized spectra were then used in conjunction with eqs (1) and (3) to evaluate the experimental photoelectron anisotropy parameters and branching ratios associated with a particular binding energy range, as described previously. Table 1 lists the binding energy ranges used to analyse the photoelectron spectra of trans-dichloroethene. The mean β-parameters and branching ratios evaluated in this manner are thus vibrationally averaged values and can be compared with corresponding theoretical predictions obtained in fixed nuclei calculations. Our analysis procedure also allows the variation in the β-parameter as a function of the binding energy across a specific photoelectron band to be determined, thereby enabling the variation in the β-value associated with specific vibrational excitations to be observed. Errors for the β-values were estimated by propagation of the assumed statistical (Poisson) counting uncertainty through the evaluation of eq (3). The resulting error bars do not include any adjustment for possible systematic error that may arise, for example, from non-ideal spectrometer performance.

The electron binding energy scale was calibrated by comparing the position of the adiabatic ionization transition of the HOMO (whose identification is discussed in the section on Vibrationally Resolved Results of the X-band and in Supplementary Material) with the value of 9.631 eV obtained in the PFI-PES and PFI-MATI studies.

B. Computational

The vertical ionization spectra have been computed using the outer valence Green’s function (OVGF) method, the equation-of-motion coupled cluster (EOM-IP-CCSD) approach, and the third-order algebraic-diagrammatic construction (ADC(3)) approximation for the one-particle Green’s function. The computational schemes are implemented respectively in the GAUSSIAN (versions 09, 16), Q-Chem (v4.2), and local version of GAMESS (2014 R1) program packages. In the calculations of ionization spectra, the carbon and chlorine K-shell orbitals and the chlorine L-shell orbitals were kept frozen. Theoretical photoelectron spectra were constructed from the ADC(3) results by convoluting the calculated data with Lorentzians of 0.4 eV (FWHM). All these electronic structure calculations were performed using the cc-pVTZ basis set and an optimised MP2 ground-state geometry. This planar (C2h) geometry corresponds to experimental gas-phase electron diffraction measurements and coordinate values are given in Table S1 (Supplementary Material).

Photoionization properties (cross-sections, β-parameters) were calculated at the same fixed, initial geometry using a static-exchange, independent electron, continuum multiple scattering model with a Xα exchange potential (CMS-Xα). Our method has been described previously, and is only briefly summarized here. A self-consistent neutral molecule potential, modelled as overlapping spherical regions centred on each atomic site, is constructed with the whole enclosed within a spherically symmetric outer sphere that extends to infinity. Within these regions the exchange contribution to an effective one-electron potential is represented using the Slater Xα local density approximation. The wavefunctions are expressed in a symmetry-adapted basis of spherical harmonic functions on each centre, with radial functions obtained by direct numerical integration within the
Franck-Condon simulations were prepared using harmonic vibrational frequencies and normal modes. For the excited cation state calculations, we used either coupled cluster methods with the equations-of-motion formalism (EOM-CCSD) and the cc-pVTZ basis, or time-dependent density functional theory with the B3LYP functional (TD-B3LYP) and 6-311G(d,p) basis, both implemented in the Gaussian 16 suite of programs.\textsuperscript{52} Franck-Condon factors were then calculated using the adiabatic hessian model, including Duschinsky rotations, provided in Gaussian 16.\textsuperscript{52} With the EOM-CCSD/cc-pVTZ excited state parameters we used neutral ground state normal modes obtained at the MP2/cc-pVTZ level, while for the TD-DFT based simulations we switched, for consistency, to a B3LYP/6-311G(d,p) calculation.

The vibronic transition energies, as well as the corresponding spectral intensities, are computed variationally. For this purpose, the Hamiltonian of Eq. (4) is expressed in a direct-product harmonic

\[
\begin{align*}
\hat{H}_{ij} = & \begin{cases} 
\hat{H}_{0} + E_{i} + \sqrt{2} \sum_{s \in \gamma} \kappa_{i}^{s} Q_{s}, & i = j \\
\sqrt{2} \sum_{s \in \nu} \lambda_{ij}^{s} Q_{s}, & i \neq j 
\end{cases}
\end{align*}
\]

(4)

Here \(E_{i}\) denote vertical ionization energies associated with the \(i\)-th cationic state, \(\kappa_{i}^{s}\) and \(\lambda_{ij}^{s}\) are the so-called intrastate and interstate coupling constants, respectively, and \(Q_{s}\) are the dimensionless normal coordinates associated with the totally symmetric (\(\gamma\)) and non-totally symmetric (\(\nu\)) normal modes \(\nu_{s}\). The Hamiltonian \(\hat{H}_{0}\) refers to the electronic ground state and describes the set of non-interacting harmonic oscillators, \(\nu_{s}\), with frequencies \(\omega_{s}\).

The vibronic transition energies, as well as the corresponding spectral intensities, are computed variationally. For this purpose, the Hamiltonian of Eq. (4) is expressed in a direct-product harmonic
oscillator basis of $\hat{H}_0$ eigenstates, and a computational procedure based on the Lanczos algorithm is employed. The spectral envelope was obtained by convoluting the calculated spectrum with Lorentzians of 0.011 eV FWHM which accounted for the phenomenological broadening.

The vibronic interaction in the Hamiltonian (Eq. (4)) can be "switched off" by setting all $\lambda_{ij}^s$ constants to zero. The resulting model allows the spectrum to be evaluated analytically and yields intensities that follow a Poisson distribution. Comparison of such a Poisson spectrum (without vibronic coupling) with the vibronic spectrum provides useful insight into the role of vibronic coupling.

In order to set up the model of Eq. (4), the parameters $E_i$, $\omega_s$, $\kappa_i^s$, $\lambda_{ij}^s$ have to be known. The ground-state vibrational frequencies $\omega_s$ were again those computed at the MP2/cc-pVTZ level of theory (Table S3) as used for the full FC simulations. The vertical ionization energies $E_i$, as well as the coupling constants $\kappa_i^s$ and $\lambda_{ij}^s$, were obtained using the OVGF/cc-pVTZ calculations. In the determination of the coupling constants, the OVGF calculations were performed for molecular structures distorted along the normal coordinates of the respective vibrational modes. The potential energy part of the LVC model Hamiltonian (Eq. (4)) was then fitted to the results of the OVGF calculations using equations presented in our previous paper.

For further use we introduce the Poisson parameters $a_{is} = \left( \kappa_i^s / \omega_s \right)^2$ and $a_{ijs} = \left( \lambda_{ij}^s / \omega_s \right)^2$ for the totally and non-totally symmetric modes, respectively. These dimensionless quantities reflect the extent to which the respective mode is excited.

III. Results and Discussion

A. Overview of the complete valence shell photoelectron spectrum

Calculated vertical ionization energies are compared with experimental values in Table 2, and the correlated OVGF, EOM-IP-CCSD, and ADC(3) methods are seen to display good agreement with experiment and with each other. The EOM-IP-CCSD and ADC(3) methods are in many respects similar computational schemes. Both treat 2h-1p (two-hole one-particle) states at the level of first order perturbation theory. But while ADC(3) provides a consistent third-order description of the ionization energies and relative intensities (pole strengths) of 1h (one-hole) transitions, in EOM-IP-CCSD these quantities are treated consistently only through second and first-order perturbation theory, respectively. We therefore prefer the ADC(3) results for simulating the electronic ionization spectra as has proved successful in previous studies.

In Figure 1 we compare the theoretical spectrum obtained from the ADC(3)/cc-pVTZ energies and pole strengths with the experimental photoelectron spectrum of trans-dichloroethene, recorded at a photon energy of 80 eV using parallel polarized radiation. The overall agreement between the experimental and calculated spectra is good, thereby allowing the observed structure to be identified. The calculated pole strengths shown in Table 2 (~0.9) indicate that the single particle model of ionization, where ionization from a specific orbital gives rise to a single photoelectron band, is valid for the eight least tightly bound orbitals in trans-dichloroethene.
The single particle model, however, begins to breakdown for the 7b\textsubscript{u} orbital, and several satellite states are predicted to occur at binding energies both below and above that for the main-line (Figure 1). In the experimental spectrum, the photoelectron band due to the 7b\textsubscript{u} orbital displays three distinct peaks, at binding energies of 19.01, 19.31 and 19.52 eV. The experimental spectrum also exhibits a general rise in the background intensity, beginning at \(~17.6\) eV, and this seems to match the location of the satellites predicted for the 8a\textsubscript{g} orbital. The prominent peak centred at a binding energy of 22.45 eV appears to correlate with the cluster of satellites associated with the 7a\textsubscript{g} orbital, and, to higher energy, the numerous low intensity satellites predicted for the 6b\textsubscript{u} and 6a\textsubscript{g} orbitals probably account for the broad features in the experimental spectrum.

According to the ADC(3) calculations, a shake-up satellite involving the ejection of one electron from the 3a\textsubscript{u} orbital, together with the excitation of another electron from the same orbital into a low lying \(b_3(\pi^*)\) valence orbital, occurs at a binding energy of 14.45 eV, which would signal an incipient failure of the single particle model. However, this predicted shake-up state, which lies just above the \(D/E\) bands due to ionization from the 2a\textsubscript{g} and 9a\textsubscript{g} orbitals, does not appear to give rise to a distinct feature in the experimental spectrum.

**B. State resolved results**

Henceforward, we focus our attention on the outer valence region below a binding energy of 18 eV, and especially the six bands below 15 eV. Figure 2 shows the Magic Angle spectrum recorded at \(h\nu = 22.0\) eV. A basic estimate of the vertical ionization energies obtained from Hartree-Fock (HF) orbital energies using Koopmans’ theorem is placed alongside more sophisticated methods (OVGF, ADC(3) and EOM-IP-CCSD) in Table 2, where all but the HF/Koopmans’ values are seen to closely match the experimental peak positions. The inclusion of the OVGF results in Fig. 2 illustrates the good correspondence achieved by these calculations. Assignments can thus be made for at least the first six photoelectron bands, based upon the orbital identifications given in Table 2, and are shown in Fig. 2. A visual representation of these orbitals is provided in Figure 3, and Mulliken orbital populations are listed in Table 3.

The experimental photoelectron anisotropy parameters, \(\beta\), averaged across the individual electronic bands (defined by their binding energy ranges given in Table 1), are shown for each photon energy examined in our study in Figure 4. The \(\beta\)-parameter for the HOMO has the typical characteristics associated with a \(\pi\) orbital: an essentially monotonic but rapid rise from a low value near threshold, reaching a plateau with a limiting \(\beta \approx 1.5\) at high kinetic energies. The experimental \(\beta\)-parameters for the next four bands, \(A\text{=}D\), all show a distinct dip at a photon energy \(~45\) eV, coinciding with the position of the atomic Cl 3p Cooper minimum.\(^{33}\) This dip is well reproduced in the theoretical \(\beta\) curves calculated for the corresponding orbital ionizations, helping to corroborate the identification of the observed dips as Cooper minima. Examining the iso-surface density plots for the 10a\textsubscript{p}, 9b\textsubscript{u} and 2b\textsubscript{g} orbitals (Fig. 3 and Table 3), associated with the \(A\), \(B\) and \(C\) electronic states, it is seen that these orbitals possess a very high Cl lone pair character and so it is expected that they would show strong atomic-like behaviour with pronounced Cooper minima.\(^{34}\) The fourth of these orbitals, 2a\textsubscript{w}, associated with the \(D\) state, has a significantly reduced Cl population (0.58), and the out-of-plane symmetry of the Cl lone pair orbitals here permits interaction with the C=C \(\pi\) bonding, consequently reducing the atomic-like character. This reduction is reflected in a shallower Cooper minimum, seen in both the experimental and theoretical \(D\) state \(\beta\)-parameters.
The E band (strictly the high energy side of the strongly overlapped D/E bands) shows an overall reduction in the $\beta$-parameter across the photon energy range, but also provides the greatest discrepancy with its corresponding 9a$^{-1}$ calculation, although both theory and experiment still display a shallow Cooper minimum. The Cooper minimum aside, the predicted 9a$^{-1}$ behaviour differs from that of the preceding $\pi$ orbitals, for example the HOMO, by rising much more slowly from the low value at threshold. This is a known behaviour typical of $\sigma$-type molecular orbitals, and could hence be expected from the 9a$^{-1}$ orbital character (Fig. 3 and Table 3). One explanation for the apparent offset between the theoretical and experimental curves is that the E band sampling method does not fully separate out the larger, overlapping D band contribution. An alternative, to be examined below, is that the D 2A$_1$-E 2A$_g$ states are vibronically coupled, with consequent deviation from the uncoupled state $\beta$-parameter calculations appearing in Fig. 4.

The F/G state subpanel in Fig. 4 shows that now both experimental and theoretical $\beta$-parameters have the characteristic $\sigma$-bond character, namely a much slower rise in $\beta$ from the low threshold value as the energy increases. The (8b$_u$)$^{-1}$ / (8a$_g$)$^{-1}$ ordering predicted by the HF/Koopmans’ approximation is reversed by those calculations that provide a better treatment of electron correlation (Table 2) but we make no attempt to distinguish experimentally the overlapped 8b$_u$/8a$_g$ contributions.

Summarising, the X and F/G bands show no indications of a chlorine like Cooper minimum, whereas the other outer valence bands of trans-dichloroethene do. The depth of the Cooper minima observed in the experimental $\beta$-parameters is consistent with that in the calculated $\beta$s, and clearly reflects the amount of atomic-like lone pair character predicted for each molecular orbital. It has been suggested from structure in the high harmonic (HHG) spectrum generated in trans-dichloroethene$^{44}$ that the HOMO might also display a Cooper minimum. A priori this seems unlikely from the orbital calculations, and is not supported by the $\beta$-parameter results reported here.

Branching ratios (relative intensities of the electronic bands normalized to unity$^{44}$) are shown in Figure 5 where they are compared with theoretical predictions derived from the calculated photoionization cross sections. The experimental A, B, C state ratios show evidence of the Cl 3p Cooper minimum around 40 eV, as already inferred from examining the $\beta$-parameters. The summed F/G ratio shows a strong rise around this region. It should be noted, however, that as the ratios are normalised to unity, the dips due to the Cooper minima in the A, B and C state ratios will cause a corresponding rise in the ratios of the other bands. As noted above for the $\beta$-parameters, the lack of separate distinct maxima in the heavily overlapping experimental D/E bands means any attempted separation of these states is very arbitrary. Hence, we compare only the combined D/E experimental branching ratio with the summed D+E calculated branching ratios in Fig. 5. While, experimentally, the merged D/E ratio is essentially flat across the photon energy range, the calculation does suggest there should be a weak Cooper minimum dip (corroborating the $\beta$-parameter results). Overall, however, the calculated cross sections provide very reasonable agreement for the branching ratios of bands that are strongly affected by Cooper minima, but somewhat overestimate the X and F/G branching ratios in the 25–45 eV region, perhaps as a coupled consequence of the underestimated D/E ratio in this region.

C. Vibrationally resolved results

1. X band

Figure 6 displays an expanded view of the X state photoelectron band, with its distinct vibrational structuring. This structure has been readily assigned, with guidance from the PFI vibrational
results\textsuperscript{28,29} to three progressions, involving various combinations of the totally symmetric $\nu_2^+$, $\nu_3^+$, $\nu_4^+$ and $\nu_5^+$ modes. These progressions are labelled in Fig. S1 (Supplementary Material) and transition energies are given in Table S4. A 300K Franck-Condon simulation using our calculated MP2/cc-pVTZ harmonic frequencies (Table S3, Supplementary Material) corroborates this assignment and is included for comparison in Fig. 6. The two peaks observed below 9.6 eV are clearly identified as hot band excitations, predominantly from the thermally excited $\nu_5$ mode of the neutral, and disappear in a 0K simulation. A further expanded examination of the 300K simulation, in the near threshold region below 9.65 eV (Figure S2 Supplementary Material), indicates that, unlike in the cis- isomer\textsuperscript{3}, the nominal adiabatic ionization peak is not significantly skewed by underlying transitions from thermally excited levels. Hence, the position of the experimental peak is anticipated to coincide with the true adiabatic transition to within 0.5 meV. While the relative peak intensities of the 300K FC simulation are not in exact agreement with those in the experimental spectrum, the overall match with experiment is nevertheless very convincing.

Our $X$ state photoelectron band yields vibrational energies of 179, 116 and 45 meV for the $\nu_2^+$, $\nu_4^+$ and $\nu_5^+$ modes, respectively, based upon the spacing between the peak due to the adiabatic transition and that associated with the first member in each progression. The corresponding energies reported by Woo et al\textsuperscript{28} are 180.0, 117.0 and 45.5 meV, respectively. Our vibrational simulation predicts that the peak observed at 9.793 eV (Table S4) contains a contribution from the $4^1\Sigma^+$ transition in addition to that from the $3^1 \Pi$ transition. Thus, the spacing between this peak and that due to the adiabatic transition is slightly greater than the vibrational energy (156.0 meV) obtained for the $\nu_5^+$mode in the PFI studies\textsuperscript{28}.

The experimental photoelectron anisotropy parameter is also shown in Fig. 6 to illustrate the variation in the $\beta$-parameter, as a function of binding energy, across the $X$ state band. The $\beta$-parameter is seen to have a virtually constant value at this photon energy, and indeed at all other photon energies examined, independent of vibrational level. This $\beta$-parameter behaviour is then also as expected within the Frank-Condon approximation. Overall, the $X$ $^2\Delta_u$ band ionization appears to be fully consistent with the Born-Oppenheimer treatment embodied in the Franck-Condon approximation.

2. A/B bands

The A/B band region is examined more closely in Figure 7. The excited ion state harmonic frequencies required for a vibrational simulation were calculated using either the TD-B3LYP or the EOM-CCSD methods and the optimized geometries and frequencies appear in Supplementary Material as Tables S5 and S6 respectively. The TD-B3LYP vibrational calculations for the $^{2}A_g$ state in $C_{2h}$ symmetry returned an imaginary frequency of $b_u$ symmetry (corresponding to the C-Cl antisymmetric stretch), indicating that the true potential minimum was not found. While this might instead suggest a propensity of the $^{2}A_g$ state cation for distortion along this normal mode coordinate we failed to locate a lower-lying global true minimum even when symmetry constraints in the calculation are relaxed to permit the lower $C_s$ geometry. However, the $C_{2h}$ EOM-CCSD calculation did not display these problems, and so it is possible that the apparent symmetry breaking in the TD-B3LYP calculations may be an artefact\textsuperscript{66}.

An A band FC simulation obtained from the EOM-CCSD harmonic analysis is included in Figure 7. Superficially, this plot gives a favourable impression of the simulation; while the origin peak is relatively too intense, the next four peaks are reproduced, and with approximately the correct relative intensity. However, there is a major caveat concerning the frequency scaling adopted for the
simulation in Fig. 7. Although it is standard practice to scale calculated harmonic frequencies to compensate for recognised deficiencies in both the harmonic approximation itself and the adopted method/basis, tabulations of the recommended factors derived by systematic studies are almost all >0.9 and most typically fall in the range 0.95—1.0.67-69 We are not aware of any systematic study covering the EOM-CCSD/cc-pVTZ frequency calculations, but the scaling factor of 0.83, empirically identified by matching to the experimental spectrum in Fig. 7, appears then quite extraordinary and unexpected.

The TDDFT and EOM-CCSD $B$ band calculations do, however, produce very similar results for frequencies of the key fully symmetric modes $\nu_2^{-}$$-$$\nu_5^{-}$ (Supplementary Material Table S7) and this further translates to yield very similar FC simulations. Hence, any justifiable corrective scaling factors must be effectively identical for both. Both simulations are plotted in Fig. 7 with a scaling of 0.97 as recommended for B3LYP/6-311G(d,p) calculations.68,69 (This, incidentally, further casts suspicion on the $A$ band EOM-CCSD simulation scaling.) In practice, the choice of precise scaling factor for the $B^3\Pi_g$ state is a moot consideration as the experimental $B$ band region does not at all resemble its simulations.

The experimental $\beta$-parameters, also plotted in Fig. 7, display significant variations across the $A/B$ region bands. There is a marked increase in the $\beta$ value at a binding energy of 12.0 eV, which we have assumed is the onset of the $B$ state ionization. However, below this energy, in the $A$ state region, $\beta$ makes an even bigger step-function increase between the apparent origin peak (labelled $o$ in Fig. 7) at 11.842 eV, and the second major peak (labelled $p$) at 11.919 eV. The lower anisotropy displayed by peak $o$ is a behaviour that is maintained through the Cooper minimum, and across the full photon energy range (Figure 8(a)). This figure also shows that the $\beta$-parameters associated with the other peaks ($p-t$) exhibit a pronounced dip due to the Cooper minimum. The corresponding vibrational branching ratios, plotted in Fig. 8(b), likewise show that in the Cooper minimum region the behaviour displayed by peak $o$, the nominal $A$ state origin, is quite idiosyncratic.

As first suggested by Domcke,2 vibronically induced intensity borrowing can also signify that the differential cross section (angular distribution) acquires characteristics associated with the other, interacting state. As a result, the $\beta$-parameter can vary with the extent of vibronic interaction occurring across a photoelectron band, thereby contradicting the FC assumption that $\beta$ should remain invariant. Consequently, our $\beta$-parameter observations may be interpreted as revealing an onset of strong vibronic mixing falling between peaks $o$ and $p$.

Summarising, we conclude that experimental results for the merged $A/B$ band in trans-dichloroethene do not accord with simple Franck-Condon model expectations. The FC simulations of vibrational structure (relative intensities, peak spacings) are not wholly convincing, certainly not in the $B$ state region, nor does the vibrationally resolved photoelectron anisotropy show the simple decoupled, invariant behaviour predicted by the FC assumptions. We defer further discussion of the evident failure of the simple Franck-Condon modelling until Section III.D.3.

3. $C$ band

The $C$ state photoelectron band, plotted in Figure 9, superficially presents a rather regular vibrational structure, and empirically we can identify progressions in a $\sim740 \text{ cm}^{-1}$ vibrational mode, built upon 0, 1, or (more tentatively) 2 quanta excitation of a 280 cm$^{-1}$ mode. By comparison with calculated frequencies in $C_{2v}$ symmetry (Supplementary Material Table S8) these are likely to be, respectively,
the fully symmetric $\nu_4^+$ (C-Cl stretching) and $\nu_5^+$ (C=C-Cl) bending modes. Once again, distinct hot bands are observed below the adiabatic peak at 12.583 eV in the experimental spectrum (Fig. 9).

The TD-B3LYP and EOM-CCSD vibrational calculations for the $C_{2v}$ $C^2B_g$ state are reported in Tables S5 and S8. Exactly as we found for the $A (10a_g)^1$ state calculations, constraining the geometry to the same $C_{2v}$ symmetry as the neutral molecule in the TD-B3LYP calculation produces one imaginary frequency of $b_2$ symmetry, suggesting that a distorted planar $C_2$ geometry would be more stable. However, it was again not possible to locate a lower, global minimum even with relaxed symmetry constraints, and this symmetry breaking is likewise probably a computational artefact.66 Again, also, the EOM-CCSD calculations were not so affected, and the 300K FC simulation using these harmonic normal modes is shown in Fig. 9.

The FC simulation very well corroborates the empirical assignment of the strongest peaks as a progression comprised principally of the $\nu_4 a_g$ mode, both in terms of spacing and relative intensities. This does not extend to the intermediate experimental peaks, empirically assigned to combinations with one or two quanta excitation in the $\nu_5 a_g$ mode. Neither the position, and certainly not the intensity, of these peaks is adequately reproduced by the FC simulation. We anticipate that this may flag some vibronic interaction and defer further consideration until Section III.D.

The $\beta$-parameter (Fig. 9) displays fairly constant behaviour across the C band, except in the region of the hot bands, below 12.56 eV, where it drops very significantly. The shallow decrease in $\beta$ across the rest of the band structure can be attributed to a reduction of electron kinetic energy as the vibrational excitation increases; as may be observed in the non-vibrationally resolved $\beta$-parameter (Fig. 4), around $h\nu=22$ eV $\beta(E)$ has positive gradient. Consequently, and with no need to invoke vibronic interactions, as the $C$ state’s vibrational(electron kinetic) energy increases(decreases) across the photoelectron band the $\beta$-parameter measured with a photon energy of 22 eV can be expected to decrease(increase) because of this $\beta(E)$ gradient. Conversely, at $h\nu=40$ eV where the fixed equilibrium geometry $\beta(E)$ has the opposite (negative) gradient entering into the CM dip (Fig. 4), a very slight increase in the value of $\beta$ with increasing vibrational excitation resolved across the majority of the C band is observable. Unlike the vibrational structure, which is irregular, the $C^2B_g$ $\beta$-parameters do not immediately appear to display significant deviations from Franck-Condorn assumptions.

4. **D/E Bands**

The D/E state photoelectron band, shown in Figure 10, displays extended vibrational structure superimposed on a broad continuum, with the E state appearing to contribute as a shoulder to high binding energy. Although regular progressions cannot be identified, the structure exhibits numerous short series with spacings of $\sim 35 – 45$ meV. The EOM-CCSD and TD-B3LYP vibrational calculations (Supplementary Material Tables S9 and S10) show the excited D $(2a_u)^1$ state adopting a twisted geometry ($C_2$ symmetry). Loss of planarity stabilises the D state ion by 7 kJ mol$^{-1}$ (EOM-CCSD/pVTZ) to 10 kJ mol$^{-1}$ (TD-B3LYP/6-311G(d,p)) and is readily rationalised as the ionization removes an electron from the C=C $\pi$ orbital.

The vibrational simulations (Fig 10) for the $(2a_u)^1$ ionization achieve a good qualitative agreement with experiment, capturing the rather unique vibrational character of this band when compared and contrasted with those found at lower binding energies. Because of the big planar–twisted geometry change on ionization, one can expect a significant range of vibrational excitations. Prominent among these, as indicated by the FC simulations, are the $\nu_4^+ a$ (H-atom wag) and $\nu_5^+ a$ (Cl-C-Cl def.) modes,
but with extensive combination bands producing the more irregular appearance. Consideration of possible contribution made by the \((9\alpha_g)\) ionization is deferred to Section III.D.3.

There is a strong variation of \(\beta\) across the \(D/E\) band(s), with the value near the high energy end of the band being approximately half that in the peak. There are strong indications that a quantitative treatment of the photoionization dynamics is not available within the simple Franck-Condon model, and that a coupled \(D-E\) state simulation is required.

5. \(F/G\) Bands

For completeness, we show in Figure 11 an expanded view of the \(F/G\) bands, and the associated \(\beta\)-parameters. The vibrational structure on the low energy side of the band appears to consist of two short progressions, each involving excitation of a mode having an energy of \(\sim 95 \text{ meV} (766 \text{ cm}^{-1})\), with one of the progressions having an additional excitation of another mode with an energy of \(\sim 40 \text{ meV} (323 \text{ cm}^{-1})\). The alternating peak intensity in this region is reflected by the well resolved alternations in the \(\beta\)-parameter. Towards higher binding energy, the vibrational structure becomes increasingly complex and the value of the corresponding \(\beta\)-parameter steadily decreases. The inset to Fig. 11 shows results recorded at the higher photon energy of 46 eV. The mean \(\beta\) value changes with photon energy, as already established, but it is further evident that the variation in \(\beta\) across the band envelope is also now different. Given this evidence as a clear indication of the Franck-Condon breakdown, and the possibility that an independent electron model of ionization is also breaking down for these deeper lying orbitals, we make no attempt at a vibrational simulation for now.

D. Vibronic Interaction

1. Tuning and coupling modes

In Tables 4 and 5 we present vibronic coupling constants \(\kappa_i^s\) and \(\lambda_{ij}^s\) for the five lowest excited states of the \(\text{trans}\)-dichloroethene radical cation. Inspection of the \(\kappa_i^s\) and \(\lambda_{ij}^s\) values allows one to understand which modes are most important for the vibronic coupling problem under study. The totally symmetric modes have to be considered since they tune the intersection of the potential energy surfaces, and the non-totally symmetric modes are responsible for the coupling of the surfaces. In these tables we present also the Poisson parameters \(a\), which are more informative than the coupling constants, since they directly characterize the maximal extent to which the modes are excited.

It follows from the magnitudes of the calculated \(a\) values (Table 4), that the totally-symmetric modes \(v_2^s\) and \(v_5^s\) should be taken into account for proper treatment of vibronic coupling of the \(A^2\AA_g\), \(B^2\BB_u\), and \(C^2\BB_g\) states as at least one of them is active in each of the potentially coupled states. The C-Cl stretching mode \(v_4^s\) is seen to be particularly important for the \(A^2\AA_g\) and \(C^2\BB_g\) states, as empirically corroborated by the long \(v_4^+\) progression observed in the \(C\) state spectrum (Fig 9). Likewise, the first vibrationally excited peak (\(\sim 11.92 \text{ eV}\)) in the \(A\) band region (Fig. 7) is attributed by the EOM-CCSD FC simulation to the \(v_4^+\) mode. For the \(B^2\BB_u\) state, Table 4 indicates that the CCCI angle deformation mode \(v_5^s\) is be particularly important. All five totally-symmetric modes are expected to be active in the \(D^2\AA_u\) and \(E^2\AA_g\) states, including (somewhat atypically) the C-H stretching mode \(v_1^+\). The most active modes here are again the low-frequency modes \(v_4^+\) and \(v_5^+\). This picture differs from the one
observed in cis-dichloroethene\textsuperscript{4} where the \(\nu_4^+\) and \(\nu_5^+\) modes dominated in all states while the remaining totally-symmetric modes were comparatively less important.

As seen from Table 5, certain interstate coupling constants, \(\lambda\), could not be determined. The reason for this is that the present LVC model could not be fitted to the potential energy surfaces of the interacting state along the coordinates of the respective modes. A similar situation was encountered in our studies of cis-dichloroethene\textsuperscript{4} but in that case we could, however, estimate approximate \(\lambda\) constants from the single (lowest) surface. In the present study of the trans-isomer this approach unfortunately turned out to be inapplicable. Thus, the present dynamics calculations were performed whilst exempting modes for which we failed to identify \(\lambda\) constants, \textit{i.e.}, the \(\nu_{12}^+ (b_u)\) and \(\nu_7^+ (a_u)\) modes for the \(A-B-C\) states, and the \(\nu_9^+ (a_u)\) mode for the \(D-E\) states. The formally calculated negative Poisson parameters for these interactions (Table 5) are unphysical, but their magnitude can still be informative to characterise the energy changes along the respective coordinates. As seen from the values obtained, the effects of the neglected modes can in principle be appreciable. However, these effects can be recovered only in higher-order models, beyond the present LVC approximation.

Disregarding the excluded modes, the general coupling situation in trans-dichloroethene is quite similar to that in cis-dichloroethene.\textsuperscript{4} The lowest two excited cationic states, \(A \, 2A_g\) and \(B \, 2B_u\), are moderately coupled by the two modes, \(\nu_{10}^+ (b_u)\) and \(\nu_{11}^+ (b_u)\), describing in-plane C-H bending and C-Cl stretching deformations, respectively. The role of the low-frequency CCCI angle deformation mode, \(\nu_{12}^+ (b_u)\), remains, as discussed above, so far unclear. The second and the third lowest excited states, \(B \, 2B_u\) and \(C \, 2B_u\), are appreciably coupled via the \(\nu_6^+ (a_u)\) out-of-plane CH bending mode, whereas the role of the low-frequency out-of-plane torsion mode \(\nu_7^+ (a_u)\) mode in their coupling is again unclear. Finally, there is a definite \(A \, 2A_g-C \, 2B_g\) coupling via the out-of-plane CH bending mode \(\nu_5^+ (b_g)\).

Just as in cis-dichloroethene, the \(D\) and \(E\) states in trans-dichloroethene are strongly coupled. However, in contrast to the cis-isomer, this coupling in the trans-isomer is firmly established only via one mode, \(\nu_6^+ (a_u)\), while the role of the second coupling mode, \(\nu_7^+ (a_u)\), has yet to be understood (Table 5).

2. Potential energy surfaces

Another important aspect of vibronic coupling concerns the potential energy surfaces of the interacting states. More specifically, the energy gaps separating the electronic states and the minimal energies of their conical intersections (CIs) play a decisive role in defining the spectral domains where the adiabatic approximation breaks down (Table 6).

The \(A\), \(B\), and \(C\) states are compactly grouped (~0.8 eV), just as in cis-dichloroethene.\textsuperscript{4} The vertical energy intervals within the group are however somewhat modified: the \(A-B\) interval is slightly decreased and the \(B-C\) interval is slightly increased (~0.1 eV). The vertical gap between the \(D\) and \(E\) interacting states is slightly reduced compared to that in the cis-isomer and amounts to only 0.17 eV. Such small vertical separations of the states within the \((A-B-C)\) and the \((D-E)\) groups should necessarily lead to a certain type of adiabatic approximation breakdown.

Before discussing further characteristics related to the potential energy surfaces, we recall that whereas the present vertical ionization energies are obtained from our OVGF \textit{ab initio} calculations, the adiabatic transition energies and the minimal energies of conical intersections are estimated from the present LVC model using analytical expressions presented in Ref. 1 (Eqs. (3.23)-(3.26), (3.31) on pages 130-133).
As can be seen (Table 6), the $A^2A_g$ state of trans-dichloroethene is involved in the conical intersection with the $B^2B_u$ state, with a minimal intersection energy of 12.07 eV. Since the CI is located ~0.2 eV above the adiabatic minimum of the $A^2A_g$ state potential energy surface (characterized by a transition energy of 11.83 eV) and the non-adiabatic effects become important only near and above the CI, one can expect that for a certain part of the $A$-$B$-$C$ spectrum, at low energy, the ordinary Franck-Condon approximation should be valid. On the other hand, the CI is located in energy almost directly at the adiabatic minimum of $B^2B_u$ state (12.01 eV), so that the entire spectrum of the $B^2B_u$ state should lie within the domain of non-adiabatic dynamics. These inferences concur with the conclusions drawn from the FC vibrational structure simulations shown in Fig. 7, despite the caveat about the required extreme scaling of the $A$ state harmonic frequencies. The step change in the $\beta$ anisotropy parameter observed at ~11.88 eV (Fig. 7) might, however, be taken to indicate a lower onset for vibronic interaction in the $A$-$B$ band region.

The $C^2B_g$ state is involved in CIs with both the $A^2A_g$ and $B^2B_u$ states. The minimal energy of the $C^2B_g$-$A^2A_g$ CI is 13.12 eV, which is well above the adiabatic minimum of the $C^2B_g$ state at 12.61 eV. The $C^2B_g$-$B^2B_u$ intersection takes place at an even higher energy of 13.70 eV. In view of the moderate coupling strength mentioned above, the spectral envelope of the $C^2B_g$ state might therefore be relatively unaffected by non-adiabatic effects, again concurring with the partially successful Franck-Condon simulation for this state (Fig. 9).

The vertical energy gap between the $D^2A_u$ and $E^2A_g$ states is 0.17 eV. The states become nearly degenerate when their $E_{0,0}$ transition energies are considered (13.69 and 13.68 eV, at the $C_{2h}$ molecular configuration). Our LVC model predicts that the $D^2A_u$ state should develop a potential energy surface with a double-minima along the coordinate of the $\nu_6(a_u)$ mode, as a result of the strong vibronic coupling with the $E^2A_g$ state, characterized by a stabilization energy of 0.017 eV. A similar symmetry-breaking was predicted by our calculations for the analogous pair of states in cis-dichloroethene. In trans-dichloroethene this yields the low-symmetry $C_2$ point group structure as the true minimum of the potential energy surface, whereas the symmetric $D_{2h}$ structure appears as a saddle point connecting the $C_2$ minima. This picture agrees very well with the results of the direct geometry optimization calculations discussed above.

The $D^2A_u$-$E^2A_g$ minimal CI energy predicted by the LVC model is 13.8 eV, which is slightly above (~0.1 eV) the adiabatic minima of both states. Most of the overlapping photoelectron band falls above the intersection point and so nuclear dynamics will occur on both interacting surfaces in a non-adiabatic mode. This implies that the effects of vibronic coupling will be particularly strong in the spectral band system formed by these two states.

3. Simulation of Vibronic Spectra

The numerical results from our LVC model (Tables 4–6) have successfully corroborated the possibilities for vibronic interaction that were inferred experimentally in Section III.C, and clearly identify the mechanisms that would permit this. One form of evidence driving the experimental inferences was an observed deviation of the vibrational structure from Franck-Condon expectations. It is then natural to examine how simulations using the LVC model may overcome the FC limitations. We first recall that, as explained in section II.B, the current LVC model describes vibronic transition energies with only ground state vibrational parameters. The final-state totally symmetric vibrational modes are effectively approximated with ground state frequencies — unlike the FC simulations (Section III.C) where the excited state vibrational parameters are explicitly calculated. Hence, we only
expect qualitative agreement with experiment from the first order LVC model. Nevertheless, insight into the influence of vibronic coupling can be gained by comparing the so-called Poisson spectrum, which excludes the interstate coupling terms, with the “full” vibronic simulation. Comparison of both with experiment also helps to better appreciate the manifestations of vibronic coupling in each studied photoelectron band.

The $A^2A_g / B^2B_u$ and $C^2B_g$ spectra

The results of our vibronic modelling of the ($A^2A_g$-$B^2B_u$-$C^2B_g$) state band system are shown in Figure 12 where the theoretical spectrum accounting for vibronic coupling (Figure 12(b)) is compared with the experimental spectrum (Figure 12(a)), and with the Poisson spectrum(Figure 12(c)). The spectra were aligned so that the position of the peak at lowest binding energy in each spectrum matches. An overall shift of 0.025 and 0.019 eV was applied to the vibronic and Poisson spectra, respectively, which accounts for the mean error of the respective theoretical treatments.

As expected, the Poisson spectrum obtained without the treatment of vibronic coupling does not reproduce several important features of the band observed in the experimental spectrum between binding energies of 11.8 and 12.3 eV — most notably the second most intense peak at ~11.9 eV is “missing”. By way of contrast, the full vibronic simulation shown in panel (b)) introduces an additional peak at this binding energy, identified as a transition to a vibronic state of $B_u$ symmetry. Importantly, this also helps rationalise the large step rise in the $\beta$ anisotropy parameter observed experimentally at this binding energy (Fig.7) and which we previously inferred in section III.C.2 as a possible consequence of vibronic mixing.$^2$ While this feature lies below the predicted 12.07 eV energy of the A-B conical intersection (Table 6) it reveals a significant role for nonadiabatic dynamics in the general vicinity of such an interaction, often considered as zones where nuclear motion effectively may proceed simultaneously on both intersecting surfaces.

More generally, the full LVC simulation generates much more vibronic structure across the $A/B$ region and achieves a good semi-quantitative agreement with experiment. This especially constitutes a big improvement for binding energies above 12 eV, the “$B$” band, for which the FC simulation in Fig. 7 (and Poisson spectrum in Fig. 12c) fail badly. Although not quantitatively accurate (owing to deficiencies discussed in the preceding paragraphs), the 1st order LVC calculations without doubt reflect the underlying $A/B$ vibronic coupling. Unfortunately, our calculation provides no means for interpreting the final vibronic states (since this would require an explicit evaluation of the corresponding wavefunctions and their transformation from the diabatic to adiabatic basis,$^1$ which is not feasible in our case for technical reasons). Thus, at present, the vibronic features cannot be unambiguously assigned.

Moving on to consider the better separated $C$ state, a comparison of the Poisson and vibronic simulated spectra (Figures 12(c) and 12(b), respectively) shows the envelope of the $C^2B_g$ progression is little changed by the vibronic coupling, and indeed both are similar to the FC simulation in Fig. 9. There, in section III.C.3, we were able to assign the principal features to a progression in the fully symmetric $v_{s^*}$ mode that is easily reproduced by all the current simulations. However, the weaker intermediate lines, tentatively assigned to excitations of the $v_{s^*}$ mode, appear shifted, and relatively more intense in the experimental spectrum than in the FC, Poisson, or full LVC simulations. Moreover, in the vibronic simulation, dense clusters of lines built around the allowed Franck-Condon excitations
of the $a_g$ modes, are just discernible. These lines are of $B_g$ symmetry (shown by blue colour) and therefore belong either to the $^2B_u \times a_g$ or $^2A_g \times b_g$ vibronic states. As a consequence of their presence, some slight broadening of the lines in the vibronic spectrum can be seen, caused by the interaction with the two lower-lying states.

Our results confirm that the $C^2B_g$ state is vibronically coupled to the $A^2A_u$ and $B^2B_u$ states, but since the CI of the respective potential energy surfaces occur well above the adiabatic minimum of the $C^2B_g$ state, the interactions are, as expected, weak. The 1st order LVC model we have employed suggests that incorporating vibronic effects does not offer an immediate improvement on the moderately successful intensity distribution provided by FC simulation, but this has to be a qualified judgement. It has already been noted that, at the level employed here, reliable vibrational mode parameters not available to treat the excited state dynamics. Additionally, the vibronic modelling of the interaction with the nearest $B^2B_u$ state is necessarily incomplete due to the missing (undetermined) $v_7$ interstate coupling constant, $\lambda$ (Table 5).

*Vibronic structure of the $D^2A_u / E^2A_g$ bands*

As in cis-dichloroethene, the $D$ and $E$ states form a single photoelectron band with very complex vibronic structure, located in the 13.65-14.7 eV energy interval (Figure 13(a)). As discussed above, the $D^2A_u$ and $E^2A_g$ states fully overlap and have virtually identical adiabatic origins. Even at the non-interacting level, this situation gives rise to a highly complex envelope, as apparent from the Poisson spectrum (Figure 13(c)). The overall envelope of the Poisson spectrum matches quite well the width of the experimental $D/E$ band spectrum. However, the experimental curve shows minimally resolved vibronic structure, resembling more the $D^2A_u$ state FC simulation made with a twisted $C_2$ geometry (Fig. 10) in the lower half of the binding energy range, whereas the Poisson model predicts a very structured envelope extending across the full $D/E$ band range.

Enabling the vibronic interaction further complicates the spectrum predicted by the LVC model (Figure 13(b)), especially above the predicted CI at 13.8 eV. The agreement between the experimental and theoretical spectra improves, especially at higher energy, but there remain certain qualitative distinctions in intensity and resolution at binding energies below the experimental $D/E$ band maximum. The less structured pattern of the experimental envelope in this region can only be explained by the presence of a sufficiently large number of vibronic satellites which are associated here with the excitations of $a_v$ coupling modes. The absence of such satellites in our calculations can be related to the limitations of our LVC model, which presumably underestimates the coupling of the $D^2A_u$ and $E^2A_g$ states (since, as discussed above, it treats only one of the two available $a_v$ coupling modes).

Finally, it should be noted that the present $D^2A_u - E^2A_g$ vibronic model might also not be fully complete, since it does not include the $^2B_g(3a_u - 2(\pi) b_g(\pi^*))$ shake-up satellite state, predicted by our ADC(3) calculations (Table 2) in the vicinity of the $D^2A_u$ and $E^2A_g$ states. The respective vertical ionization energies of the three states are 14.45, 13.93 and 14.15 eV, so that they all lie close enough to be vibronically coupled. In Figure 1 it can be seen that the $^2B_g(3a_u - 2b_g)$ satellite state contributes to the $D$-$E$ band, though with a rather small photoelectron intensity. In the case of sufficiently strong coupling, the intensity however could be borrowed from the other states, so that a quite different overall spectral envelope of the $D$-$E$ band could be obtained.
IV. Summary

In this study we have recorded VUV photoelectron spectra and photoelectron angular distributions of trans-dichloroethene over a wide photon energy range. We have been able to identify and assign the photoelectron bands with the aid of calculations, corroborated by the observed photon energy dependence of the photoelectron anisotropy parameter $\beta$ for these bands. This helps distinguish the photoionization of $\sigma$- and $\pi$- type orbitals. More particularly, it helps identify the degree of atomic-like character of chlorine lone pair orbitals from the depth of their Cooper minima, observed around 40 eV, the energy of the 3p Cooper minimum in atomic chlorine.

All bands below a binding energy of 18 eV have at least some resolved vibrational structure. The first $X (3a_u)^1$ state (ionization of the C=C $\pi$ orbital) exemplifies the behaviour associated with a fully adiabatic cation. Its vibrational structure is extensive, but regular, and is readily assigned by empirical observation. The intensity distribution is also well reproduced by simulations using calculated harmonic normal modes and the Franck-Condon approximation. Moreover, the photoelectron $\beta$-parameter displays no vibrational level dependence, indicating a full uncoupling of electronic and nuclear motion in this state.

The $X^2A_u$ state thus sets a benchmark used for preliminary assessment of the other bands’ behaviour. With this in mind, in the overlapped $A^2A_g / B^2B_u$ region FC simulations reproduce the vibrational structure of the $A$ state rather well, but fail badly across the higher energy $B$ state region. Significantly, however, a step-function rise of the $\beta$ anisotropy parameter just above the $A$ state origin provides an alternative flagging of suspected vibronic interaction. In contrast, the $C^2B_u$ band is better separated in the spectrum and has a regular vibrational structure that empirically appears to be straightforwardly assigned (as a progression in $v_4^+$ in combination with 0–2 quanta of the $v_5^+$ mode). Also, the experimental $\beta$-parameter is effectively constant across the main area of the band in accordance with the FC approximations. However, there are serious deficiencies in the intensity distribution and in the identification of the $v_5^+$ mode excitation evidenced in the Franck-Condon simulation of this band. The $D^2A_u$ and $E^2A_g$ bands, which are heavily overlapping, have a closely spaced, irregular vibrational structure on the low binding energy side. The qualitatively different experimental appearance is partially captured by a harmonic Franck-Condon simulation, but the $\beta$-parameter again shows a very significant variation with vibrational energy level. Finally, the $F/G$ bands, again strongly overlapping, have a seemingly regular vibrational structure to low binding energy, but with an oscillating $\beta$-parameter across these vibrational peaks. There are, however, suggestions that the independent single particle model for ionization may be starting to break down in this region, and for now further investigation has been restricted.

These initial assessments stimulated a more detailed investigation of vibronic interaction in the $A$-$B$-$C$ and $D$-$E$ states using the linear vibronic coupling model with coupling parameters obtained from $ab\ initio$ calculations. The calculated vibrational mode coupling parameters and adiabatic potentials are sufficient to confirm the likelihood of vibronic interaction within these groups of states, and to identify the mechanisms that allow this to occur. For the $A^2A_g$ and $B^2B_u$ states a low-lying conical intersection was identified that enables a non-adiabatic coupling between these states, resulting in a single $A/B$ photoelectron band that should be appreciably influenced by the vibronic interaction. This is confirmed by the identification of vibronically induced satellite transitions throughout the $A/B$ band region by the LVC simulations and a much more realistic looking simulation of the $B$ state region.
However, having claimed a confirmation of the vibronic interaction across the overlapped $A \, ^2A_u / B \, ^2B_u$ band it may then seem inconsistent that the $A$ state FC vibrational simulation (Fig. 7) appears to show much better agreement with experiment for the lower binding energy region than does the LVC calculation that incorporates a treatment of the vibronic coupling. First, one must recall the caveat, that the harmonic scaling factor required to bring the FC simulation into such seemingly good agreement is unexpectedly small. Nevertheless, it seems unlikely that such close agreement is purely coincidental. Perhaps the difficulties noted with converging the adiabatic potential (with a tendency to deform along a $b_u$ symmetry mode) and the exaggerated anharmonicity that the scaling might imply, are in some sense diagnostic of the distortion of the adiabatic harmonic potential by the nearby conical intersection. In all events the most significant experimental signature of vibronic interaction is found not in the vibrational structure, but in the step-function increase of the $\beta$-parameter that occurs just above the $A$ state origin peak. This is an expected consequence of vibronic intensity borrowing, and is strongly confirmed to coincide with the onset of vibronically induced features in the LVC simulation. Within its acknowledged limitations, the LVC simulation unambiguously confirms the dominance of vibronic structure in the $B$ state region lying above the predicted conical intersection.

The $C$ state band is also shown by the LVC coupling constants to be affected by vibronic coupling within this group, although to a lesser degree and hence with less impact on the observed spectrum. A relatively flat experimental $\beta$-parameter curve offers no hint of non-FC behaviour. Nevertheless, an irregular vibrational peak intensity pattern is readily identified in the experiment by comparison with all three simulations (Poisson, LVC, FC). That LVC spectrum simulation fails, however, to provide a significantly improved quantitative agreement with experiment over the non-coupled Poisson and FC models is likely attributable to the missing $\nu_7$ coupling constant and reliance on only ground state frequencies in the current first order LVC calculation.

Stronger vibronic interaction is predicted for the heavily overlapped $D \, ^2A_u$ and $E \, ^2A_u$ states by the LVC calculations. The adiabatic minima of these two states are found to be almost degenerate in energy with strong interstate coupling terms. Consequently, the potential energy surface of the $D \, ^2A_u$ state is predicted to have a double-minimum shape with respect to the $a_u$ deformations of the molecular structure and a single photoelectron band is expected to result. Similar circumstances arose in our earlier study of the cis-isomer. Experimentally, both isomers display a long progression in the lower energy region, arising from a twisting distortion in the cation, and which is reasonably well modelled in the FC simulations. The better resolved structure afforded in the cis-isomer spectrum nevertheless reveals a clearly irregular structure around 0.1 eV above the band origin, that is not so readily discerned in the less well defined band of the trans-isomer. The LVC vibrational simulation for the trans-isomer not unexpectedly predicts an irregular vibrational structure that reflects non-adiabatic nuclear dynamics occurring on the two coupled potential energy surfaces, but without achieving a fully quantitative match to experiment. However, for both isomers, a similar variation of the $\beta$-parameter across the $D/E$ band provides an alternative indicator of vibronic interaction, and further helps corroborate the essential coupling identified by the LVC model.

At the level employed here, the LVC simulations are not expected to provide fully realistic simulations of the experimental spectra. The limitations of current restriction to a first order treatment are evident in the difficulties encountered in fitting the potentials and the consequent failure to extract three needed interstate coupling constants. Secondly, higher order potential fitting would be required to accurately reproduce realistic excited state frequencies. While acknowledging these deficiencies in the current model, these LVC calculations successfully confirm the inferences made by considering
apparent limitations of the Franck-Condon modelled vibrational structure and/or information from vibrationally resolved photoelectron angular distributions. It is also salutary to realise how extensively the spectra and properties of even relatively small molecules like the dichloroethenes are dominated by vibronic interaction.

SUPPLEMENTARY MATERIAL
See supplementary material for further presentation of experimental spectra, tables for computed geometry and vibrational modes and a table giving measured cation vibrational energies.
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Tables

Table 1

Binding energy regions used to define the electronic bands when extracting photoelectron anisotropy parameters and branching ratios from the polarization dependent spectra.

| Band | Binding energy range (eV) |
|------|---------------------------|
| X    | 9.60 – 10.50              |
| A    | 11.80 – 12.00             |
| B    | 12.00 – 12.30             |
| C    | 12.55 – 13.10             |
| D    | 13.50 – 14.00             |
| E    | 14.00 – 15.00             |
| F/G  | 15.60 – 17.40             |
Table 2.

Energies $E$ (eV) and intensities $P$ of the outer valence vertical ionization transitions in *trans*-dichloroethene computed using the HF, OVGF, ADC(3), and EOM-IP-CCSD methods and the cc-pVTZ basis set. The experimental values are given for comparison. Only transitions with $P \geq 0.01$ are shown.

| Cationic state | Molecular orbital | Type | HF | OVGF | ADC(3) | EOM-IP-CCSD | Expt. $^a$ |
|----------------|-------------------|------|----|------|---------|-------------|-----------|
|                |                   |      | $E$| $E$  | $P$     | $E$         |           |
| $\text{X}^2\text{A}_u$ | $3\text{a}_u$ | $\pi$ | 9.93 | 9.68 | 0.91 | 9.72 | 0.90 | 9.76 | 0.92 | 9.8 $^c$ |
| $\text{A}^2\text{A}_g$ | $10\text{a}_g$ | $\sigma_{\text{GLP}}$ | 12.67 | 11.86 | 0.90 | 11.84 | 0.89 | 11.88 | 0.93 | 11.8 $^c$ |
| $\text{B}^2\text{B}_u$ | $9\text{b}_u$ | $\sigma_{\text{GLP}}$ | 12.83 | 12.04 | 0.90 | 11.98 | 0.89 | 12.04 | 0.93 |           |
| $\text{C}^2\text{B}_g$ | $2\text{b}_g$ | $\pi_{\text{GLP}}$ | 13.53 | 12.70 | 0.90 | 12.64 | 0.87 | 12.71 | 0.93 | 12.6 $^c$ |
| $\text{D}^2\text{A}_u$ | $2\text{a}_u$ | $\pi$ | 14.91 | 13.88 | 0.88 | 13.93 | 0.85 | 13.96 | 0.92 | 13.8 |
| $\text{E}^2\text{A}_g$ | $9\text{a}_g$ | $\sigma$ | 14.98 | 14.05 | 0.90 | 14.15 | 0.89 | 14.16 | 0.93 | 14.2 |
| $\text{F}^2\text{B}_g$ | $8\text{b}_u$ | $\sigma$ | 17.67 | 16.43 | 0.87 | 16.45 | 0.82 | 16.53 | 0.91 | 16.2 |
| $\text{G}^2\text{A}_g$ | $8\text{a}_g$ | $\sigma$ | 17.90 | 16.26 | 0.89 | 16.49 | 0.88 | 16.36 | 0.92 |           |

$a$ Band maxima, as estimated from the present photoelectron spectrum recorded at a photon energy of 80 eV.

$b$ The EOM-IP-CCSD pole strength is evaluated as one-hole character of the final state wavefunction.

$c$ The lowest energy peak in these bands, assumed to be near to the adiabatic transitions, occur at 9.631, 11.843 and 12.589 eV for the $\text{X}^2\text{A}_u$, $\text{A}^2\text{A}_g$/B $^2\text{B}_u$ and C $^2\text{B}_g$ states, respectively.

$d$ $3\text{a}_u$-$2\text{b}_g$ two-electron excitation/ionization

$e$ The $F$ and $G$ band identification shown here as, respectively, $(8\text{b}_u)^{-1}$ and $(8\text{a}_g)^{-1}$ ionizations are based upon the HF orbital ordering. The other calculations shown here indicate the reverse ordering should be applied.
Table 3.

Mulliken atomic population in the outer valence molecular orbitals of trans-dichloroethene (units are electrons; sum over all atoms is 2) calculated at the HF/cc-pVTZ level; the $\sigma$, $\pi$ orbital descriptions are used to indicate, respectively, the in- or out-of plane character of the orbital.

| Atom | $8a_g$ ($\sigma$) | $8b_u$ ($\sigma$) | $9a_g$ ($\sigma$) | $2a_u$ ($\pi$) | $2b_u$ ($\pi_{Cl\text{LP}}$) | $9b_u$ ($\sigma_{Cl\text{LP}}$) | $10a_g$ ($\sigma_{Cl\text{LP}}$) | $3a_u$ ($\pi$) |
|------|------------------|------------------|------------------|----------------|-----------------|----------------|----------------|-------------|
| C    | 0.59             | 0.36             | 0.32             | 0.41           | 0.05            | 0.03           | 0.07           | 0.57        |
| H    | 0.22             | 0.06             | 0.12             | 0.0            | 0.0             | 0.02           | 0.04           | 0.01        |
| Cl   | 0.19             | 0.58             | 0.56             | 0.58           | 0.95            | 0.94           | 0.89           | 0.42        |
Table 4.

Intrastate coupling constants $\kappa$ (eV) and Poisson parameters $\alpha$ for the five lowest excited states of the trans-dichloroethene radical cation along the totally symmetric ($a_g$) vibrational modes; maximal vibrational quantum numbers $n_s$ for individual modes used in the direct product basis for the ($A^2A_g$, $B^2B_u$, $C^2B_g$) and ($D^2A_u$, $E^2A_g$) spectra computations.

| Mode | $A^2A_g$ | $B^2B_u$ | $C^2B_g$ | $n_s$ (A-B-C) | $D^2A_u$ | $E^2A_g$ | $n_s$ (E-D) |
|------|----------|----------|----------|---------------|----------|----------|-------------|
| $\kappa$ |          |          |          |               |          |          |             |
| $v_1^+$ | 0.017    | 0.042    | 0.005    | -0.054        | 0.180    |          |             |
| $v_2^+$ | -0.050   | 0.032    | 0.044    | -0.062        | 0.170    |          |             |
| $v_3^+$ | -0.036   | -0.049   | -0.045   | -0.046        | -0.105   |          |             |
| $v_4^+$ | -0.034   | 0.014    | 0.082    | 0.089         | 0.080    |          |             |
| $v_5^+$ | -0.009   | -0.018   | 0.012    | 0.060         | 0.033    |          |             |
| $\alpha$ |          |          |          |               |          |          |             |
| $v_1^+$ | 0.002    | 0.011    | 0.0      | –             | 0.018    | 0.199    | 4           |
| $v_2^+$ | 0.061    | 0.026    | 0.046    | 2             | 0.094    | 0.699    | 10          |
| $v_3^+$ | 0.051    | 0.091    | 0.078    | 4             | 0.081    | 0.423    | 8           |
| $v_4^+$ | 0.099    | 0.015    | 0.568    | 8             | 0.668    | 0.546    | 10          |
| $v_5^+$ | 0.042    | 0.155    | 0.069    | 4             | 1.822    | 0.556    | 20          |
Table 5

Interstate coupling constants $\lambda$ (eV) and Poisson parameters $\alpha$ within the two groups of cationic states ($A^2A_g$, $B^2B_u$, $C^2B_g$) and ($D^2A_u$, $E^2A_g$), treated in the present linear vibronic coupling models; maximal vibrational quantum numbers $n_s$ for individual modes used in the direct product basis for the ($A^2A_g$, $B^2B_u$, $C^2B_g$) and ($D^2A_u$, $E^2A_g$) spectra computations.

| Constant | $A^2A_g - B^2B_u$ | $A^2A_g - C^2B_g$ | $B^2B_u - C^2B_g$ | $D^2A_u - E^2A_g$ |
|----------|-------------------|-------------------|-------------------|-------------------|
| $\lambda$ | $\nu_9^+$ ($b_u$) | $\nu_{10}^+$ ($b_u$) | $\nu_{11}^+$ ($b_u$) | $\nu_{12}^+$ ($b_u$) | $\nu_8^+$ ($a_u$) | $\nu_7^+$ ($a_u$) | $\nu_6^+$ ($a_u$) | $\nu_5^+$ ($a_u$) |
| $\alpha$ | 0.014 | 0.036 | 0.035 | $-$ $^a$ | 0.034 | 0.038 | $-$ $^a$ | 0.118 | $-$ $^a$ |
| $n_s$ | $-$ | 6 | 10 | $-$ | 10 | 10 | $-$ | 20 | $-$ |

$^a$ The constant $\lambda$ cannot be determined since the potential energy surfaces along this mode are not described by the present linear vibronic coupling model. The Poisson parameter $\alpha$ (unphysically negative in this case) is shown to at least demonstrate the magnitude of the energy change along the respective coordinate (see text for details).
Table 6

Calculated (OVGF/cc-pVTZ, LVC model) vertical ($E_v$) and adiabatic ($E_{00}$) energies for the six lowest ionization transitions in trans-dichloroethene. $E_{int}$ is the minimal energy of the conical intersection between the potential energy surfaces for the two groups of cationic states, ($A^2A_g$, $B^2B_u$, $C^2B_g$) and ($D^2A_u$, $E^2A_g$), treated in the present vibronic coupling models. All values are in eV.

| State      | $E_v$ | $E_{00}$ | $E_{int}^a$ |
|------------|-------|----------|-------------|
|            |       |          | $A^2A_g$    |
| $X^2A_u$   | 9.68  | 9.40     |             |
| $A^2A_g$   | 11.86 | 11.83    |             |
| $B^2B_u$   | 12.04 | 12.01    | 12.07       |
| $C^2B_g$   | 12.70 | 12.61    | 13.12       |
| $D^2A_u$   | 13.88 | 13.69 $^b$ |             |
| $E^2A_g$   | 14.05 | 13.68    | 13.80       |

$^a$ Obtained from the respective LVC models for pairs of interacting states.

$^b$ Saddle point. The present LVC model predicts a double-minimum potential energy surface, characterized by a stabilization energy of 0.017 eV.
Figures

Figure 1

The valence shell photoelectron spectrum of trans-dichloroethene: (a) experimental spectrum recorded at a photon energy of 80 eV; (b) theoretical spectrum obtained using the ADC(3) method and the cc-pVTZ basis set.
Figure 2

The outer valence region, Magic Angle, photoelectron spectrum of trans-dichloroethene, recorded with a photon energy of 22 eV. OVGF calculations of the vertical ionization energies are marked along the bottom. Note that, as shown in the figure and Table 2, these calculations reverse the energetic ordering of the \((8a_g)^{-1}\) and \((8b_u)^{-1}\) ionization relative to the HF orbital ordering.
Figure 3

Iso-surface density plots of the eight highest occupied molecular orbitals of trans-dichloroethene produced using the results of the HF/cc-pVTZ calculations.
Figure 4

Photoelectron anisotropy parameters, $\beta$, measured for the outer valence states of trans-dichloroethene. Error bars on the experimental data points are typically no bigger than the plotting symbols. The D/E bands overlap so the experimental division into D and E regions is somewhat arbitrary. CMS-X$\alpha$ calculations of $\beta$ for the corresponding orbital ionizations are shown for comparison.
Figure 5

Branching ratios, obtained as normalized relative experimental band intensities (symbols) or calculated cross-section ratios (continuous curves). Error bars on the experimental data are typically no bigger than the plotting symbols. Because the experiments do not fully resolve the $D/E$ and $F/G$ bands, these data pairs are summed for plotting.
Figure 6
The X band magic angle PES and Franck-Condon simulations, both arbitrarily scaled for best comparison. The FC simulation uses MP2/cc-pVTZ harmonic frequencies, scaled by a factor 0.96. Individual FC factors and positions are marked for 0K transitions from the vibrationless ground state only, and for clarity this plotting has been restricted to the 25 most intense transitions. All calculated transitions are included in the 300K simulation of the band profile. This was produced by folding the FC stick spectrum, including hot bands originating from thermally excited neutral levels, with a 7.5 meV HWHM Gaussian function to take account of experimental resolution and rotational widths. The spectrum of experimental β parameters is also shown.
Figure 7

The A/B band region of the magic-angle PES, corresponding $\beta$-parameter curve, and 300K Frank-Condon simulations. The latter are arbitrarily scaled for comparison and the position of the A $^2$A_g simulation vibrational origin has been set at 11.843 eV binding energy, as judged by eye. Vibrational origins of the B $^2$B_u simulations are positioned at the calculated EOM-IP-CCSD vertical ionization energy, 12.04 eV (Table 2). All the FC simulations utilise a 7.5 meV HWHM Gaussian shaping function to represent contributions from experimental resolution and rotational widths. The principal experimental peaks are labelled o – t for convenience when these are discussed in the text.
Figure 8

Vibrationally resolved $\beta$-parameters (a) and branching ratios (b) measured across the photon energy range of this study. Error bars on the individual data points are typically no bigger than the plotting symbols. The individual peaks are identified by labels o – t as introduced in Fig. 7.
Figure 9

The C band region of the PES and the corresponding $\beta$-parameter curve. A tentative assignment to progressions in the $v_4 a_g$ and $v_5 a_g$ Cl stretch/bending modes is indicated along the top of the figure. A 300K Frank-Condon simulation, using EOM-CCSD/cc-pVTZ harmonic frequencies scaled by a factor 0.97, is also shown. For clarity only the 80 most intense FC factors are plotted as a stick spectrum but the full set has been convoluted with a 7.5 meV HWHM Gaussian function to produce a more realistic impression that takes account of experimental resolution and rotational widths. The figure also includes the experimental $\beta$ parameter spectrum.
Figure 10

D/E band region of the PES and the corresponding experimental $\beta$-parameter values. A 300K ECEOM-
CCSD/cc-pVTZ vibrational simulation for the twisted $C_2$ equilibrium geometry of the $D^\pi_A$, state ion
is plotted with arbitrary intensity, and the offset between the internal vibrational energy in the
simulation (upper axis) and the experimental binding energy axis is judged by eye.

$\hbar\nu = 22.0$ eV

trans-dichloroethene
Figure 11

The $F/G$ band region of the PES and the corresponding $\beta$-parameter values recorded at a 22 eV photon energy. The inset shows a similar data set recorded at 46 eV photon energy.
Figure 12

The $A^2A_g$, $B^2B_u$ and $C^2B_g$ state photoelectron bands: (a) experimental spectrum; (b) theoretical spectrum taking into account the vibronic coupling between the three states obtained using the LVC model based on the parameters from the OVGF/cc-pVTZ calculations; (c) theoretical spectrum obtained using the same model as in (b), but without the vibronic coupling. This is equivalent to the Poisson spectra for the three states (see text for details). Individual transitions to vibronic states of $A_g$, $B_u$, and $B_g$ symmetry are shown in the spectra as green, red, and blue bars, respectively. The relative intensities of the spectra (a-c) were chosen in such a way that the height of the peak at the lowest binding energy in each spectrum is approximately equal to unity. The spectra were aligned so that the positions of these peaks, in each spectrum, coincide.
Figure 13

The $D^2A_u$ and $E^2A_g$ state photoelectron band system: (a) experimental spectrum; (b) theoretical spectrum taking into account the vibronic coupling between the two states obtained using the LVC model based on the parameters from the OVGF/cc-pVTZ calculations; (c) theoretical spectrum obtained using the same model as in (b), but without the vibronic coupling. This is equivalent to the Poisson spectra for the two states (see text for details). Individual transitions to vibronic states of $A_u$ and $A_g$ symmetry are shown in the spectra as green and red bars, respectively.
trans-dichloroethylene
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ADC(3)/cc-pVTZ

1 = 3a_u (\pi)
2 = 10a_g (\pi)
3 = 9b_u (\pi)
4 = 2b_g (\pi)
5 = 2a_u (\pi)
6 = 9a_g (\sigma)
7 = 8b_u (\sigma)
8 = 8a_g (\sigma)
9 = 7b_u (\sigma)
10 = 7a_g (\sigma)
11 = 6b_u (\sigma)
12 = 6a_u (\sigma)

4^* = 3a_u^{-2}(\pi) b_g(\pi^*), 2b_g
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(b) Vibrational Branching ratio

Vibrational Branching ratio vs. Photon energy (eV)
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