COMPARE: A Taxonomy and Dataset of Comparison Discussions in Peer Reviews

Shruti Singh
Dept. of Computer Science and Engg.
Indian Institute of Technology,
Gandhinagar
Gujarat, India
singh_shruti@iitgn.ac.in

Mayank Singh
Dept. of Computer Science and Engg.
Indian Institute of Technology,
Gandhinagar
Gujarat, India
singh.mayank@iitgn.ac.in

Pawan Goyal
Dept. of Computer Science and Engg.
Indian Institute of Technology,
Kharagpur
West Bengal, India
pawang.iitk@gmail.com

Abstract—Comparing research papers is a conventional method to demonstrate progress in experimental research. We present COMPARE, a taxonomy and a dataset of comparison discussions in peer reviews of research papers in the domain of experimental deep learning. From a thorough observation of a large set of review sentences, we build a taxonomy of categories in comparison discussions and present a detailed annotation scheme to analyze this. Overall, we annotate 117 reviews covering 1,800 sentences. We experiment with various methods to identify comparison sentences in peer reviews and report a maximum F1 Score of 0.49. We also pretrain two language models specifically on ML, NLP, and CV paper abstracts and reviews to learn informative representations of peer reviews. The annotated dataset and the pretrained models are available at https://github.com/shruti-singh/COMPARE.

Index Terms—Scientometrics, Peer Review, Taxonomy

I. INTRODUCTION

The advent of open-access, online peer reviewing platform OpenReview[1]platform provides an opportunity to curate and analyse peer reviews and enhance our understanding of paper acceptance decisions. A crucial factor impacting a research paper’s acceptance to a conference or a journal is its positioning with respect to the existing literature in the field. The discussion of previous research includes many aspects such as demonstrating potential challenges in previous works, comparison against state-of-the-art papers, discussion of datasets, and the evolution of techniques over time. While improvement in benchmarks/results is not the only measure of progress, it is a significant indicator of progression in a positive direction. All comparisons must be complete, precise, and thorough (hereafter, ‘meaningful comparison’). In contrast, lack of a proper comparison with important previous works can be termed a ‘non-meaningful comparison’. Although meaningful comparison of papers is not the only criterion for paper acceptance to a venue, it is an indicator of the paper’s quality and a primary reason for most rejected papers [1].

As per the current practice, reviewers use their domain knowledge to evaluate whether a candidate paper meaningfully compares itself against existing literature. An automated system to detect if the paper meaningfully compares against existing literature can assist the reviewers and speed-up the overall peer-review pipeline. However, several challenges exist in developing such predictive systems: (i) the volume and diversity of existing literature and (ii) meaningful comparison is a highly subjective and multi-faceted problem. For example, a candidate paper can be rejected if it only compares itself against weaker baselines or presents comparative results on non-standard, small-scale, or biased datasets. Peer review texts often evaluate and discuss the comparative analysis conducted in the candidate paper. Figure[1] illustrates examples of review texts discussing the meaningful and non-meaningful comparison of papers. As a first step towards understanding the various aspects of comparison discussions, we propose an exhaustive hierarchical categorization of different scenarios.

1https://openreview.net/
from comparison discussions in peer review texts (Section III). In this paper, we present COMPARE, a taxonomy and a manually curated dataset of comparative discussions present in peer reviews of papers submitted to International Conference on Learning Representations (ICLR) between the years 2017–2020. We leverage the peer reviews to build a taxonomy of comparison discussion consisting of four aspects and thirteen subcategories (Section III). The dataset (Section IV) comprises ~1,800 sentences with comparison and non-comparison labels. We also annotate each sentence with fine-grained categories as per our proposed hierarchical categorization. We pretrain two language models based on RoBERTa [2]: (i) MLRoBERTa, and (ii) MLEnRoBERTa, specifically on ML, NLP, and CV paper abstracts, and ICLR review texts (Section V-A). MLEnRoBERTa is trained on the masked dataset, in which scientific entities are masked with Task, Material, and CV paper abstracts, and ICLR review texts (Section V-A). We denote the sentiment of the subcategory by the suffix of the subcategory name. Due to space limitations, exemplar sentences for each subcategory are presented on https://github.com/shruti-singh/COMPARE.

II. RELATED WORK

Several works focus on curation of peer review data [3], and further analysis such as sentiment analysis of reviews and decision prediction [3, 4]. Several works [5, 6] focus on extraction and prediction of diverse argumentation schemes such as: (i) Evaluation, Request, Fact, Reference, Quote, and Non-argument, and (ii) Non-argument, Supporting arguments, and Attacking arguments. Fortanet et al. analyse peer reviews in Applied Linguistics and Business Organisation fields and propose a broad taxonomy of reviews and present linguistic patterns for three categories: Criticism, Recommendation, and Requests. Gosden provide a taxonomy consisting of categories: Technical Detail, Claims, Discussion, References, and Format. Mungra and Webber identify frequent linguistic patterns in works submitted to medico-scientific journals by Italian researchers by using categories and data-terms from previous works [8, 10].

Chakraborty et al. annotate ~2,500 review sentences with eight aspects, including the aspect meaningful comparison, and their associated sentiments. Since Chakraborty et al. choose sentences closest to the seed set of sentences in terms of cosine similarity as candidates for annotation, the dataset does not exhaustively cover all scenarios of comparison discussions. To the best of our knowledge, no prior work presents an elaborate discussion on ‘meaningful comparison’ of ML research papers and the associated hierarchical structure. Also, none of the previous works curate a comparison-specific dataset of research papers and propose approaches to automatically identify comparison sentences from the data.

III. THE TAXONOMY OF COMPARISONS

A thorough observation of a large volume of review sentences suggests four comparison categories: (i) dataset, (ii) baseline, (iii) task, and (iv) metric-specific. Each of the four categories is further divided into subcategories. Each subcategory is associated with a positive or negative sentiment, and hence each comparison sentence also contains a sentiment label. Positive and negative sentiment subcategory denote meaningful-comparison and non-meaningful comparison respectively. We denote the sentiment of the subcategory by the suffix of the subcategory name. Figure 2 details the proposed taxonomy. Due to space limitations, exemplar sentences for each subcategory are presented on https://github.com/shruti-singh/COMPARE.

1) Dataset: Dataset-specific category sentences outline comparative discussions around the dataset used in the candidate paper. The two subcategories are:

- **D0_Neg**: Candidate paper requires a thorough evaluation over one or more standard datasets.
- **D1_Pos**: Candidate paper has evaluated itself on a sufficiently relevant number of datasets.

2) Baseline: Baseline-specific sentences discuss the completeness, thoroughness, and relevancy of baseline papers cited in the candidate paper. The baseline-specific category is divided into six sub-categories:

- **B0_Neg**: Candidate paper requires comparison against more state-of-the-art baselines.
- **B1_Neg**: Candidate paper requires comparison against an explicitly stated baseline. In contrast to B1_Neg, B0_Neg category sentences are general recommendations.
- **B2_Neg**: Candidate paper inadequately compares itself against a specific baseline.
- **B3_Neg**: Candidate paper compares itself against incomparable baselines (a.k.a unfair comparison).
- **B4_Pos**: Candidate paper has compared against a specific baseline.
- **B5_Pos**: Candidate paper has compared against all possible baselines.

3) Task: Task-specific sentences discuss the merits of the proposed task in the candidate paper. This category is divided into three subcategories:
We use the peer review texts publicly available on the OpenReview\(^3\). We select 39 papers (with equal proportions of accepted and rejected decisions, evenly spread out across four years) submitted to ICLR between 2017–2020. Overall, we sample 117 review texts.\(^4\) For each review text, we manually classify each sentence as comparison or non-comparison. Note that the annotation task is not trivial as it requires domain-specific expertise. Overall, we annotate 143 comparison sentences and 1,658 non-comparison sentences. Each comparison sentence is further annotated into four broad categories and associated subcategories (described in Section III).

### IV. Dataset

We use the peer review texts publicly available on the OpenReview\(^3\). We select 39 papers (with equal proportions of accepted and rejected decisions, evenly spread out across four years) submitted to ICLR between 2017–2020. Overall, we sample 117 review texts.\(^4\) For each review text, we manually classify each sentence as comparison or non-comparison. Note that the annotation task is not trivial as it requires domain-specific expertise. Overall, we annotate 143 comparison sentences and 1,658 non-comparison sentences. Each comparison sentence is further annotated into four broad categories and associated subcategories (described in Section III).

#### 4) Metric: Metric-specific sentences measure the relevancy of evaluation metrics employed in the candidate paper. This category is divided into two subcategories:

- **M0_Neg**: The candidate paper uses an unfair comparison metric, or a specific metric is missing.
- **M1_Pos**: The comparison metrics used by the candidate paper are fair or exhaustive.

### V. Classification Approaches

We experiment with various classifiers to identify comparison sentences in our dataset. We randomly split the annotated dataset into the train and test sets. The train set comprises 21 reviews.\(^4\) The train set comprises 296 review sentences, out of which 26 sentences are labeled as comparative sentences. The remaining annotated dataset comprising 96 reviews is considered as a test set. Next, we describe several encoding schemes to encode a review sentence before classification.

#### A. Encoding peer review sentences

A key component in our classification pipeline is the language model used to encode the peer review text. We experiment with three pre-trained models: Universal Sentence Encoder (USE, \^[11]\), BERT (base uncased, \^[12]\), SciBERT \^[13\]. We also experiment with two variants of the RoBERTa\(^2\) model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\], and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020). The first variant (hereafter, ‘MLEnRoBERTa’) uses a masked version of the above model. Both variants are trained on the abstracts of accepted papers from NeurIPS\(^\text{\small{\cite{19}}}}\) (1987–2019), CVPR\(^\text{\small{\cite{20}}}}\) (2013–2020), ICLR\(^\text{\small{\cite{21}}}}\) (2016–2020), the entire ACL Anthology dataset \^[14\] and ICLR paper reviews\(^\text{\small{\cite{22}}}}\) (2017–2020).
baseline. If no such chunk can be extracted, we encode the whole sentence. The exact formulation of the chunking approach is skipped due to space constraints.

B. Classification using ML classifiers

We encode sentences in the training set using text encoders (Section V-A) to train 10 traditional ML classifiers: (i) SVM with linear, polynomial, and RBF kernel (SVM), (ii) Logistic Regression with L1 and L2 regularization (LR), (iii) Decision Tree (DT), (iv) Random Forest (RF), (v) Gaussian Naive Bayes (NB), (vi) Gaussian Process Classifier (GPC), (vii) K-Nearest Neighbors (KNN), (viii) AdaBoost (AB), (ix) Bagging Classifier (BC), and (x) Multilayer Perceptron (MLP). We use 5-fold cross-validation and grid search for hyperparameter tuning.

VI. CLASSIFICATION RESULTS

Table III details the classification results on the test set. We observe maximum precision with the SciBERT model with sentence representations. However, SciBERT yields a lower recall value than other encoding schemes. We observe a better F1 score with chunk representations than sentence representations with all models except for SciBERT, which performs similarly with both the encoding schemes. Both MLRoBERTa and MLEnRoBERTa perform better than SciBERT in terms of F1 score when paired with chunk representations. One thing to be mindful of is the difference in the results of the ML classifiers is that the dataset is imbalanced and small with only 8% comparative sentences. We are currently extending the proposed dataset by leveraging semi-supervised labeling techniques.

VII. CONCLUSION AND FUTURE WORK

To the best of our knowledge, this is the first work to study meaningful comparison discussions. We believe that automatic extraction and analysis of comparison discussions in peer review texts will extensively enhance our understanding of factors that affect the paper acceptance decisions. The automatic summarization of comparative statements from different reviewers can help meta-reviewers quickly glance over the concise discussion on the paper’s overall experimental results comparison. Furthermore, this dataset can be used for the problem where given the candidate paper text, the system generates comparative statements mentioning if the paper has performed meaningful comparison. The hierarchy of comparison can also be used for evaluation of papers by reviewers.
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