When minds matter for moral judgment: intent information is neurally encoded for harmful but not impure acts
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Abstract

Recent behavioral evidence indicates a key role for intent in moral judgments of harmful acts (e.g. assault) but not impure acts (e.g. incest). We tested whether the neural responses in regions for mental state reasoning, including the right temporoparietal junction (RTPJ), are greater when people evaluate harmful vs impure violations. In addition, using multivoxel pattern analysis, we investigated whether the voxel-wise pattern in these regions distinguishes intentional from accidental actions, for either kind of violation. The RTPJ was preferentially recruited in response to harmful vs impure acts. Moreover, although its response was equally high for intentional and accidental acts, the voxel-wise pattern in the RTPJ distinguished intentional from accidental acts in the harm domain but not the purity domain. Finally, we found that the degree to which the RTPJ discriminated between intentional and accidental acts predicted the impact of intent information on moral judgments but again only in the harm domain. These findings reveal intent to be a uniquely critical factor for moral evaluations of harmful vs impure acts and shed light on the neural computations for mental state reasoning.

Key words: moral judgment; theory of mind; purity; temporoparietal junction

Introduction

Suppose that someone is shot. In one case, the killer aims and fires. In another case, the gun the ‘killer’ is cleaning for his friend goes off by accident. The difference between murder and manslaughter emerges robustly in the law and in our intuitive moral judgments. Mens rea or ‘guilty mind’ represents a key element of criminal action (Hart, 1968). Similarly, the agent’s intent represents an important factor in everyday moral and social evaluations (Mikhail, 2007). Adult observers typically judge intentional harms as worse than accidental harms (Piaget, 1965/1932; Malle and Knobe, 1997; Knobe, 2005; Borg et al., 2006; Cushman, 2008; Young and Saxe, 2011; Chakroff et al., 2013). Young children follow suit once they develop a theory of mind, the capacity to reason about agents’ mental states (e.g. beliefs, intentions) (Killen et al., 2011; Hamlin, 2013).

Recent behavioral research, however, suggests that, while intent plays a critical role in moral judgments of harmful actions (e.g. assault), intent is significantly less important for judging ‘impure’ acts, concerning food and sex (e.g. ingesting taboo substances or sleeping with blood relatives; Young and Saxe, 2011; Russell and Giner-Sorolla, 2011a; Chakroff et al., 2013). When delivering judgments of impure acts, people focus primarily on the outcome of the act itself (Young and Saxe, 2011), rather than the agent’s reasons or intentions. Convergent research has demonstrated that, during moral judgment, people place less exculpatory weight on the circumstances or
situations that led to impure (vs harmful) acts (Russell and Giner-Sorolla, 2011b; Piazza et al., 2013). Rather than search for external reasons or circumstances that led to impure action, people are more likely to explain impure action with respect to the internal dispositions of the agent (Chakroff and Young, 2015), who may also be seen as having a corrupted or tainted character (Chakroff et al., 2013; Rottman et al., 2014; Uhlmann and Zhu, 2014). These findings suggest distinct cognitive signatures for distinct moral domains, as in a number of recent proposals (Graham et al., 2011; Janoff-Bulman and Carnes, 2013; Rai and Fiske, 2011).

Since processing the difference between intentional and accidental harm depends on the capacity to think about another person’s thoughts, we suggest that the cognitive process of theory of mind is engaged for moral evaluations of harms more so than for moral evaluations of impure acts. Note that this proposal differs subtly from alternative proposals in which theory of mind is fully deployed for evaluating both harmful and impure acts, and participants encode intent for both domains to the same extent but simply decide to assign less moral weight to intent in the case of impure acts.

Adjudicating between these proposals using purely behavioral data is challenging; however, tasks that rely on theory of mind have been shown to elicit a distinctive neural signature. One critical test is to determine whether the neural mechanisms that support theory of mind are preferentially engaged for moral judgments of harmful vs impure acts. Moreover, we can ask whether there is evidence for the key cognitive computations (i.e., theory of mind) in the harm domain but not the purity domain—do these neural mechanisms support the representation of an act as intentional or accidental depending on the moral domain? The hypothesis we favor is that distinct moral violations engage theory of mind to differing degrees, and that neural evidence for the computation of intent will be present during the processing of harmful, but not impure acts.

Functional magnetic resonance imaging (fMRI) research has implicated a consistent network of brain regions for theory of mind and social cognition, including the right and left temporoparietal junction (RTPJ, LTPJ), precuneus (PC) and medial prefrontal cortex (MPFC) (Fletcher et al., 1995; Gallagher et al., 2000; Saxe and Kanwisher, 2003; Dodell-Feder et al., 2011; Watz et al., 2012; Carter and Huettel, 2013). For example, the response in these regions is higher when participants read stories describing or requiring inferences about mental states such as false beliefs, compared with when participants read stories about physical states such as false or outdated signs, maps or photographs (Saxe and Kanwisher, 2003; Perner et al., 2006; Gobbini et al., 2007). Of these regions, the RTPJ appears to be especially selective (Perner et al., 2006); for example, the RTPJ is recruited not only for mental states over physical states but also for mental states over other socially relevant information such as socially salient physical traits or bodily sensations (Saxe and Powell, 2006).

Moral judgment tasks also consistently elicit RTPJ activity (Borg et al., 2006; Greene et al., 2004; Moran et al., 2011; Decety and Cacioppo, 2012; but see Parkinson et al., 2011). When we encounter moral agents, we often ask ourselves: What was he thinking? Did she mean to do it? Was that an accident or on purpose? The RTPJ is robustly recruited for encoding explicit mental states for moral judgment and integrating mental states with morally relevant outcomes (Young and Saxe, 2008, 2009b), for the spontaneous inference of mental states in morally relevant contexts (Young and Saxe, 2009a) and for the extra processing of mental states for ‘intuitive prosecution’ (Young et al., 2011). Temporarily disrupting activity in the RTPJ also disrupts mental state reasoning for moral judgment, rendering moral judgments more outcome-based (Young et al., 2010a). This study probes the functional profile of the network of regions implicated in theory of mind; however, our strongest hypotheses concern the RTPJ, given prior evidence of its specificity for mental state processing in moral judgment. Specifically, we hypothesize that the RTPJ response should be higher for moral judgments of harm vs purity violations.

Moreover, if moral evaluation of harmful actions is sensitive to specific features of mental state content (e.g. intent), but moral evaluation of purity violations is not, then we should expect to see different computational signatures, or sensitivity to these dimensions, in the neural response elicited by each of these domains within the neural network for theory of mind. Although prior fMRI studies have shown the RTPJ to be recruited robustly for different components of mental state reasoning, across different tasks, the average RTPJ response (i.e. the mean signal change, across all voxels in the region) appears to be unaffected by a wide range of manipulations of specific features of mental states, including whether beliefs are true vs false (Jenkins and Mitchell, 2009), justified vs unjustified (Young et al., 2010c), positive vs negative (Kliemann et al., 2008), surprising vs unsurprising (Young et al., 2010b), and whether inferences about mental states are ‘constrained’ vs ‘open-ended’ (Jenkins and Mitchell, 2009).

However, recent work using multivoxel pattern analysis (MVPA) has shown that it is possible to decode stimulus features or categories based on patterns of activity within regions, even in the absence of differential mean blood oxygen level dependent (BOLD) responses (Haxby et al., 2001; Bedny et al., 2011; Fedorenko et al., 2012; Hsieh et al., 2012), and to relate pattern information to differences in participant behavior (Haynes and Rees, 2006; Norman et al., 2006; Raizada et al., 2010). A recent study conducted using a subset of the data reported here has demonstrated that, in neurotypical adults, the pattern of activity in RTPJ distinguishes between intentional and accidental harms (Koster-Hale et al., 2013). This study extends these analyses to voxel patterns associated with intentional and accidental impure acts. We expected the intentional-accidental dimension to be encoded in its voxel-wise pattern, but selectively for harmful acts, and not impure acts. Furthermore, we expected that the degree of pattern discrimination would predict the weight assigned to intent by participants, as in Koster-Hale et al. (2013), but that this relationship would be specific to harmful acts and not emerge for intentional and accidental impure acts.

This study tested these hypotheses by measuring both the average magnitude of response and the voxel-wise pattern in brain regions implicated in theory of mind. Participants read stories about harmful and impure acts and delivered judgments of moral wrongness in the scanner. We hypothesized that (i) as in prior behavioral work, intent would exert a greater influence on moral judgments of harmful vs impure acts, (ii) the RTPJ would be recruited more for evaluating harmful vs impure acts, (iii) the voxel patterns in the RTPJ would differentiate between intentional and accidental harmful acts but not impure acts and (iv) individual differences in voxel pattern discrimination in RTPJ would predict the weight placed on intent during moral judgments of harmful acts but not impure acts.

**Material and methods**

**Participants and procedures**

Twenty-three right-handed college undergraduate students (mean age = 27 years, seven women) participated in the study for...
payment. All participants were native English speakers, had normal or corrected-to-normal vision and gave written informed consent in accordance with the requirements of Internal Review Board at MIT. Participants were scanned at 3T (at the MIT scanning facility in Cambridge, MA) using twenty-six 4-mm near-axial slices covering the whole brain, and 3 × 3-mm in-plane resolution. Standard echoplanar imaging procedures were used (TR = 2 s, TE = 40 ms, flip angle 90°). A subset of the data collected for this study were analyzed and reported previously (i.e. harmful conditions only; Koster-Hale et al., 2013) alongside reanalyses of other previously published datasets; here we report results from the full dataset.

Participants were scanned while reading 60 stories: 12 intentional harmful acts, 12 accidental harmful acts, 12 intentional impure acts, 12 accidental impure acts and 12 neutral stories (see Supplementary information for full text of all stimuli). Harm stories included both physical harms (e.g. poisoning someone) and psychological harms (e.g. humiliating someone). Impure stories included both sexual violations (e.g. sex with a blood relative) and pathogen violations (e.g. eating maggots). We used three categories of mental state verbs to describe intent, applied equally across domains: [knew/thought], [realized/discovered], [saw/noticed]. Stories were presented in cumulative segments:

1. Background (6 s)—e.g. the protagonist is at a party
2. Action (4 s)—e.g. the protagonist has sex
3. Outcome (4 s)—e.g. the sexual partner is a sibling/stranger
4. Intent (4 s)—e.g. the protagonist acted intentionally/accidentally
5. Judgment (4 s)—the question appears alone on the screen

In the scanner, for each story, participants made moral judgments of the action on a 4-point scale, ‘not at all morally wrong’ (1) and ‘very morally wrong’ (4), using a button box. Moral judgment data were not collected for three participants.

Stories were presented in a pseudorandom order; the order of conditions was counterbalanced across runs and across subjects, and no condition was immediately repeated. Participants never saw both intentional and accidental versions of the same scenario. Word count was matched across conditions. Ten stories were presented in each 5.5 min run; the total experiment, involving six runs, lasted 33.2 min. Rest blocks of 10 s were interleaved between each story. The text of the stories was presented in a white 40-point font on a black background. Stories were projected onto a screen via Matlab 5.0 running on an Apple MacBook Pro.

In the same scan session, subjects participated in four runs of a theory of mind functional localizer task (belief vs non-belief). The task contrasted mental state stories requiring inferences about false beliefs with control stories requiring inferences about ‘false’ physical representations, i.e. a photograph or map that had become outdated. Control stories were matched for linguistic complexity and logical structure. The stimuli and story presentation for this task were exactly as described in Saxe and Kanwisher (2003), Experiment 2.

fMRI data analyses

MRI data were analyzed using SPM8 (http://www.fil.ion.ucl.ac.uk/spm) and custom software. Each subject’s high resolution T1-weighted structural scan was coregistered and normalized to Montreal Neurological Institute (MNI) brain space, and the parameters from this process were used to normalize each subject’s motion-corrected EPI images into MNI space. Images were smoothed using a Gaussian filter (full width half maximum = 5 mm), and high-pass filtered during analysis. A slow event-related design was used and modeled using a boxcar regressor to estimate the hemodynamic response for each condition. An event was defined as a single story, and the event onset was defined by the onset of text on screen. The timing of story components was constant for every story, so independent parameter estimates could not be created for each component. Components were instead separated based on the time of the response corresponding with each story segment, accounting for hemodynamic lag.

Both whole-brain and tailored regions of interest (ROI) analyses were conducted. We defined ROIs for each subject individually based on a whole brain analysis of the independent theory of mind localizer. We defined ROIs as contiguous voxels significantly more active while the subject read belief stories, as compared with control stories.

Mean ROI responses

Within each ROI, we averaged across voxels to extract a single time course of BOLD response. We calculated a baseline value as the average ROI response across all inter-stimulus time points, excluding the first 4 s after each stimulus offset, to allow the hemodynamic response to settle. Then, for each condition, we calculated an average stimulus-locked BOLD time course, averaging across all blocks in the condition. These condition time courses were expressed in terms of percent signal change (PSC) relative to the baseline: PSC = 100 * (time course – baseline) / baseline. In each ROI, PSC during story segment presentation (adjusted for hemodynamic lag) was compared across conditions (Poldrack, 2006).

Multivoxel pattern analysis. Each participant’s data were divided into even and odd runs and, within these partitions, the mean response (beta value) of every voxel in the individual ROI was calculated for each condition, mean centered based on the voxel’s average response across conditions. Voxel patterns were correlated over even and odd runs, both within and across conditions. An index of classification was calculated for each condition pair as the z-scored within-condition correlation minus the z-scored across-condition correlation. A region was categorized as successfully classifying a category of stimuli if, across individuals, the within-condition correlation across voxels was significantly higher than the between-condition correlation (Hazebry et al., 2001).

Results

Behavioral results

A 2 (domain: harmful vs impure) × 2 (intent: intentional vs accidental) within-subjects ANOVA revealed that participants judged harmful violations as worse than impure violations (main effect of domain: F(1,19) = 5.27, P = 0.03, ηg² = 0.22), and intentional violations as worse than accidental violations (main effect of intent: F(1,19) = 210.9, P < 0.001, ηg² = 0.92). As in prior work (Young and Saxe, 2011; Russell and Giner-Sorolla, 2011a,b; Chakroff et al., 2013), this intent effect varied in magnitude across moral domains (intent × domain interaction: F(1,19) = 11.57, P = 0.003, ηg² = 0.38); the effect was greater for judgments of harmful acts (intentional: 3.13, accidental: 1.41; t(19) = 18.55, P < 0.001) than impure acts (intentional: 2.62, accidental: 1.43; t(19) = 7.74, P < 0.001). The same pattern replicated across scenarios, in an item-wise
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Mean ROI responses. We performed a 2 (domain: harmful vs im-
pure) × 2 (intent: intentional vs accidental) ANOVA of the RTPJ response, averaged across the entire time
course. Central to our key hypothesis, the mean response was
higher for harmful vs impure acts in the LTPJ (F(1,21) = 3.77, P = 0.07,
ηp² = 0.15) but not in the PC (F(1,22) = 0.003, P = 0.96) or the DMpFC
(F(1,17) = 0.07 , P = 0.80)1. Notably, in the RTPJ, the difference in
magnitude between harmful and impure acts was not predict-
ive of the difference in the effect of intent for moral judgments
of harmful vs impure acts (r(17) = 0.12, P = 0.63).

Convergent with the ROI analyses, a whole-brain conjunc-
tion analysis between the ToM localizer and the harmful > im-
pure contrasts revealed overlap in the RTPJ, LTPJ, and PC (Figure
4 and Table 1). Each voxel was considered overlap only if its
value reached significance independently for each contrast at
P < 0.05, FDR corrected, k > 10. Conjunction images are provided
for illustrative purposes, and not to argue for a complete con-
gruence between the ToM network and the regions revealed in
the harmful > impure contrast, which we see as partially over-
lapping (insofar as moral judgments of harms rely on ToM) but
distinct.

Multivoxel pattern analysis. As reported in Table 2, analyses re-
vealed a separation in the pattern of response for intentional vs
accidental acts, but only for harmful acts, and only in the RTPJ.
No ROI distinguished between intentional and accidental im-
pure acts. Across participants, the degree to which the RTPJ dis-
criminated between intentional and accidental violations
predicted the degree that participants judged intentional harms
as worse than accidental harms (r(17) = 0.6, P = 0.006), as re-
ported in Koster-Hale et al. (2013). This correlation was not sig-
nificant for impure acts (r(17) = 0.2, P = 0.41). Notably, the degree

1 Additional analyses on anatomically defined insula ROIs revealed
higher response for harmful versus impure acts, both in left insula
(F(1,22) = 10.89, P = 0.003, ηp² = 0.33) and right insula (F(1,22) = 16.38,
P = 0.001, ηp² = 0.43), but no difference by intent, and no interaction.
of pattern discrimination was not significantly positively correlated with the mean PSC in RTPJ for harmful: $r(21) = -0.29, P = 0.18$; impure: $r(21) = 0.12, P = 0.60$, suggesting that domain difference in pattern discrimination was not driven by increased "signal" in RTPJ for harmful vs impure acts. Finally, collapsing across intentional and accidental acts, there was a separation in the pattern of response to harmful vs impure acts in the RTPJ ($F(1,22) = 7.50, P = 0.01, \eta^2_p = 0.25$), LTPJ ($F(1,21) = 11.07, P = 0.003, \eta^2_p = 0.34$) but not DMPFC ($F(1,17) = 2.75, P = 0.12, \eta^2_p = 0.14$). There was also a strong separation of patterns in PC ($F(1,22) = 24.60, P < 0.001, \eta^2_p = 0.53$) despite an absence of mean BOLD differentiation in this ROI.

**Discussion**

The widespread role of mental state reasoning in moral judgment can be seen across disciplines, including philosophy, law, psychology and neuroscience. Yet here, using behavioral and neuroimaging methods, we show that people are not always mindful of moral minds—people encode an agent’s beliefs and intentions more for some kinds of actions over others. The RTPJ, identified using an independent localizer task, was preferentially recruited when participants judged harmful vs impure acts, and its voxel-wise response contained information about intent in the case of harmful but not impure acts.

This study builds on a prior body of work implicating the RTPJ in mental state reasoning and moral judgment. Activity in the RTPJ correlates with the use of mental states for evaluating harmful actions: people with a high RTPJ response judge accidental harms more leniently (Young and Saxe, 2009a). Meanwhile, transiently disrupting RTPJ activity using transcranial magnetic stimulation reduces the role of mental states in moral judgment; as a consequence, moral judgments rely more on other factors, such as the action’s outcome—whether or not harm was done (Young et al., 2010a). Together, these findings support a critical role for the RTPJ in the neural network that supports reasoning about the minds of moral agents, especially for harmful acts.

Notably, the enhanced response in the RTPJ for harmful vs impure acts was observed as soon as an act was revealed to be harmful vs impure (e.g. the powder was poisonous/the sexual partner was a sibling; see Supplementary information). Thus, the neural difference appeared even before the presentation of explicit mental state information (e.g. whether the violation was committed intentionally or accidentally). Consistent with this finding, prior work has shown robust RTPJ recruitment for evaluating harmful actions in the absence of explicit mental state information (Kliemann et al., 2008; Young and Saxe, 2009a). When reading about morally relevant actions, participants may be provoked to think about the agent’s beliefs and intentions. Accordingly, the RTPJ response at this stage could reflect the process of spontaneously thinking about an agent’s thoughts, without constructing a specific representation of the belief or intent.

Could the enhanced RTPJ response to harmful vs impure acts track with an overall increase in salience related to moral
wrongness? While participants judged harmful acts as more morally wrong than the impure acts, as in our prior work (Chakroff et al., 2013; Chakroff and Young, 2015), impure acts may be seen as less common, more weird (e.g. bizarre, strange, not simply uncommon) and more disgusting (Chakroff and Young, 2015), all of which could lead to an overall increase in saliency for impure vs harmful acts. We would not necessarily predict that saliency related to moral wrongness in particular would drive activation in the ToM network, let alone the RTPJ specifically. Furthermore, we did not find that moral judgments were predictive of BOLD signal in RTPJ, a natural prediction that would follow from a saliency account of the present results.

The present work builds on recent findings demonstrating that the RTPJ encodes intent only in stable voxel-wise patterns of activity, rather than mean activity across voxels (Koster-Hale et al., 2013). Here, we demonstrate that this pattern discrimination is present when participants are presented with harmful acts but not impure acts. Convergent with the observed patterns of neural activity, the behavioral data reflected a greater sensitivity to the difference between intentional and accidental harms compared with intentional and accidental purity violations, as in prior work (Young and Saxe, 2011; Russell and Giner-Sorolla, 2011a,b; Chakroff et al., 2013). Here we also found that individual differences in pattern discrimination in RTPJ predicted the weight given to intent during moral judgments (as reported in Koster-Hale et al., 2013), but only for judgments of harmful acts, and not impure acts. Importantly, this pattern did not emerge from analyses of the average magnitude of response in the RTPJ. Although the average response was higher for harmful vs impure acts, the average response magnitude did not predict behavioral sensitivity to intent. Together these results suggest that the pattern discrimination found for harmful but not impure acts was not driven by overall increased signal in the relatively high average response to harm. Indeed, across participants, pattern discriminability was not predicted by the average magnitude of response relative to baseline.

Why might encountering a harmful agent elicit more mental state reasoning than encountering an impure agent? On one account, harm norms and purity norms serve different adaptive functions. We may wish to avoid harmful agents on the basis of

---

Table 1. Brain regions, X, Y, Z coordinates, and cluster sizes (k) for the conjunction between the independent contrasts of Belief > Photo and Harmful > Impure, each viewed at a threshold of P < 0.05, FDR corrected.

| Region              | X   | Y   | Z   | k  |
|---------------------|-----|-----|-----|----|
| LTPJ                | -60 | -52 | 12  | 512|
| Left middle temporal| -52 | -28 | -16 | 214|
| PC                  | -6  | -46 | 44  | 112|
| RTPJ                | 48  | -48 | 14  | 97 |
| RTPJ                | 64  | -54 | 30  | 89 |
| Left insula/temporal| -44 | 20  | -18 | 48 |
| RTPJ                | 66  | -50 | 12  | 41 |
| RTPJ                | 48  | -52 | 26  | 15 |

---

Table 2. MVPA results

| Region               | Within    | Across    | F      | df | P    | $r^2_P$ |
|----------------------|-----------|-----------|--------|----|------|---------|
| Intentional vs accidental harmful | RTPJ | 1.13(0.10) | 1.05(0.11) | 5.27 | 1.22 | 0.03 | 0.19 |
|                      | LTPJ      | 1.28(0.06) | 1.36(0.05) | 2.56 | 1.21 | 0.12 | 0.11 |
|                      | PC        | 0.96(0.08) | 0.99(0.08) | 0.36 | 1.22 | 0.55 | 0.02 |
|                      | DMPFC     | 0.91(0.08) | 0.87(0.11) | 0.52 | 1.17 | 0.48 | 0.03 |
| Intentional vs accidental impure | RTPJ | 1.00(0.09) | 0.97(0.09) | 0.7  | 1.22 | 0.41 | 0.03 |
|                      | LTPJ      | 1.26(0.07) | 1.24(0.07) | 0.12 | 1.21 | 0.73 | 0.01 |
|                      | PC        | 0.94(0.10) | 0.88(0.08) | 1.44 | 1.22 | 0.24 | 0.06 |
|                      | DMPFC     | 1.00(0.13) | 1.05(0.09) | 0.28 | 1.17 | 0.6  | 0.02 |

Within and Across z-scored correlation coefficients, mean (standard error), for accidental vs intentional acts. While RTPJ, LTPJ and PC discriminated between harm and purity violations, only RTPJ discriminated between accidental and intentional harms and no region distinguished between accidental and intentional purity violations.

---

Fig. 4. Conjunction (orange) between the independent contrasts of Belief > Photo (Yellow), and Harmful > Impure (Red), each viewed at a threshold of P < 0.05, FDR corrected. Viewed at $x = 61, y = -52, z = 33$. 
what they might do to us in the future. Reliable predictions about ‘friend or foe’ require information about intent: an agent who causes harm intentionally (us accidentally) will be more likely to do so again at the next encounter. Harm norms and their enforcement via punishment may therefore function to prevent us from hurting each other, preserving social order (Sheikh and Janoff-Bulman, 2010). Put another way, harm norms function over moral ‘dyads’ which consist of an ‘agent’ and a ‘patient’ (Gray and Wegner, 2009; Waytz et al., 2010b). The patient, along with other observers of the agent’s action, may wish to establish innocence or guilt, friend or foe, by considering the contents of the agent’s mind.

In contrast, purity norms appear to lack true ‘victims’ in this sense—the agent and patient are often one and the same (Haidt, 2001). Purity norms may be in place to protect ourselves from a range of self-destructive behaviors—from sleeping with our siblings to consuming contaminants, for example (Chapman et al., 2009; Graham et al., 2011). As such, intent matters less (Appiah, 2006; Young and Tsai, 2013). Usually our aim is simply to avoid bad outcomes for ourselves—even in the absence of possible punishment. In addition, we know our own ‘friend or foe’ status; usually, we are not our own enemy. Thus, it may also be the case that we do not spontaneously reflect on our own intentions (Gweon et al., 2011). In this study, all moral scenarios were presented in the second person but future imaging work should directly investigate the role of intent in moral judgments of self vs other across domains (Kedia et al., 2008; Decety and Porges, 2011; Chakroff et al., 2013).

A related account is that purity norms may help us avoid individuals who are ‘impure’ by our local standards, on the basis of their external actions (rather than internal mental states). Purity norms may thus reinforce group boundaries, while harm norms help us avoid enemies with ill intent, whether they are within or outside our group (Jost et al., 2008; Graham et al., 2011; Janoff-Bulman and Carnes, 2013). Individuals made ‘impure’ by their actions may even be subsequently dehumansized, and elicit less spontaneous mental state reasoning (Bandura, 1999; Harris and Fiske, 2006; Waytz et al., 2010a) and harsher moral judgment (Wheatley and Haidt, 2005; Chapman et al., 2009; Inbar et al., 2009).

It is important to differentiate the above adaptive accounts from the following processing account of the present results. We propose that the pattern of results observed here does not merely reflect ‘other-focused’ vs ‘self-focused’ mental state reasoning for judgments of harmful vs impure acts, respectively. First, we note that in prior behavioral work the role of intent in moral judgments does not depend on the perspective taken by participants toward the act: self-focused (you did X) vs other-focused (Sam did X) (Young and Saxe, 2011). Second, in prior neuroimaging work, participants were asked to think about their own or another’s mental states and no reliable differences in activity were found in the ToM network across the self and other conditions (Gweon et al., 2011). Although the MPFC in particular has been shown to differentiate between judgments of one’s own vs others’ dispositions or preferences (Heatherton et al., 2006; Mitchell et al., 2006), we found no evidence of differentiation between harmful and impure acts within the DMPFC, either based on mean BOLD response or patterns of activation. Thus, we argue that, in the present work, activity in the ToM network does not reflect greater other-focused mental state reasoning for harmful acts and self-focused reasoning for impure acts.

Although mental states dominate both the law and folk morality, this study shows that the neural processes supporting mental state reasoning are engaged preferentially for considering harmful agents, compared with agents who violate purity norms concerning food and sex. Notably, strict liability, liability for which mens rea (guilty mind) need not be proven, is rare in criminal law; however, in many states, the key exceptions include statutory rape, the distribution of contaminated foods and pollution. Research into our punitive and moral attitudes, as well as when we are mindful of other people’s minds, should shed light on the functional roles and perhaps even the evolutionary origins of different moral norms.
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