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Abstract—Most existing methods for category-level pose estimation rely on object point clouds. However, when considering transparent objects, depth cameras are usually not able to capture high-quality data, resulting in point clouds with severe artifacts. Without a complete point cloud, existing methods are not applicable to challenging transparent objects. To tackle this problem, we present StereoPose, a novel stereo image based framework for category-level object pose estimation, ideally suited for transparent objects. For a robust estimation from pure stereo images, we develop a pipeline that decouples category-level pose estimation into object size estimation, initial pose estimation, and pose refinement. StereoPose then estimates object pose based on representation in the normalized object coordinate space (NOCS). To address the issue of image content aliasing, we further define a back-view NOCS map for the transparent object. The back-view NOCS aims to reduce the network learning ambiguity caused by content aliasing, and leverage informative cues on the back of the transparent object for more accurate pose estimation. To further improve the performance of the stereo framework, StereoPose is equipped with a parallax attention module for stereo feature fusion and an epipolar loss for improving the stereo-view consistency of network predictions. Extensive experiments on the public TOD dataset demonstrate the superiority of the proposed StereoPose framework for category-level 6D transparent object pose estimation. Code and demos will be available on the project home page: www.cse.cuhk.edu.hk/~kaichen/stereopose.html.

I. INTRODUCTION

Transparent objects are common in both daily life and industry. Parsing their poses before grasping or manipulating them using robots is of great importance for ensuring accuracy and safety. Because of the generalization ability to novel objects, category-level object pose estimation [1]–[4] has received increasing attention recently. However, this problem is especially challenging for transparent objects. First of all, transparent objects usually have specular and reflective materials. These factors make acquiring high-quality depth maps of transparent objects challenging with commonly used depth sensors. As shown in Fig. 1 (a), their depth maps often exhibit severe artifacts, such as noise and large missing areas. Unfortunately, existing state-of-the-art methods [3], [5] rely on high-quality depth maps and point clouds to handle intra-class shape variation of different objects for accurate object pose estimation. The point cloud artifacts caused by the transparent material are hard to mitigate even with recent techniques such as depth completion and reconstruction [6]–[9]. Without a means to guarantee point cloud quality, these point-cloud-based pose estimation methods perform poorly on transparent objects.

While depth data fail to fully capture transparent objects, RGB data can often exhibit severe content aliasing caused by the transparent material. As shown in Fig. 1 (b), the handle of the mug could be observed on the image, despite being on the back of the mug. The mixed image content brings challenges to predicting dense correspondences of image pixels for object pose estimation. It is because conventional coordinate representations (e.g., instance-level voting field [10] and category-level NOCS map [1]) used on non-transparent objects only describe dense correspondences for the front-view of the object. As shown in Fig. 1 (b) and (c), the RGB image and the conventional front-view NOCS map are highly inconsistent in appearance. Learning this NOCS map from the aliased image has a relatively large ambiguity, which decreases the quality of the predicted NOCS map and makes the category-level pose estimation results not accurate.

To address the above issues, we present StereoPose, a novel stereo image framework for category-level 6D transparent object pose estimation. Instead of explicitly using the object point cloud, StereoPose exploits stereo images to implicitly model the object shape information, which is important for category-level object pose estimation. As shown in Fig. 1, StereoPose estimates NOCS maps for each view of the stereo images. An individual NOCS map provides intra-view correspondences between the camera and the object frame, while the left and right NOCS maps provide inter-view correspondences for the stereo views. Based on these correspondences, StereoPose decouples the estimation of category-level object pose into object size estimation,
initial pose estimation, and pose refinement, which achieves a robust object pose estimation without using the depth map.

Due to the transparent property, the back side of the object can always be observed from the image. Different from opaque object pose estimation, some object structures on the back (e.g., bottle rim or mug handle) can also be informative cues for determining object pose but are neglected in existing methods. To tackle this issue, as shown in Fig. 1 (d), we define a back-view NOCS map for the transparent object. Given an aliased image, we jointly estimate the conventional front-view NOCS map and the back-view NOCS map from the image. Jointly estimating two NOCS maps reduces the learning ambiguity caused by the image content aliasing, which helps to produce a NOCS map more accurately. Moreover, the back-view NOCS map captures informative cues on the back of the object, which also reduces the pose estimation ambiguity caused by object self-occlusion and further improves the pose accuracy for transparent objects. To make full use of the stereo features, we further propose a parallax attention module to fuse stereo image features through the guidance of parallax information. An epipolar geometry loss is applied to constrain the consistency between NOCS maps of left and right views. We summarize our main contributions as follows:

- We propose StereoPose, a novel stereo image based framework for category-level transparent object pose estimation. StereoPose is equipped with a new parallax attention module for stereo image feature fusion and an elaborated pipeline for robust object pose estimation with pure stereo images.

- We define the back-view NOCS map for the transparent objects. It reduces the negative effect of image content aliasing on transparent object pose estimation. It also captures informative structures on the back of the object for more accurate object pose estimation.

- We conduct extensive experiments on the public TOD dataset, which covers three typical categories of transparent objects with about 36K stereo images. StereoPose achieves dramatic performance improvements over other existing methods for category-level 6D transparent object pose estimation.

II. RELATED WORKS

A. Transparent Object Pose Estimation

Transparent objects [11] often exhibit sparkling texture, refractive and reflective material [12]. These factors result in a lot of artifacts on their image appearance and point cloud geometry, which makes accurate pose estimation for transparent objects very challenging [13]. Early methods extract edge information from images for transparent object pose estimation. Phillips et al. [14] develop a heuristic method to analyze the shape of the extracted edge curves for pose estimation of rotationally symmetric transparent objects. Ly senkov et al. [15], [16] extract object silhouettes from the edge information. They assume that the CAD model of the transparent object is available and then estimate object pose by adjusting the pose hypothesis to fit the silhouettes. However, the 2D edge information is ambiguous in determining a complete 6D object pose, which limits the pose accuracy. In order to use the 3D geometry feature for more accurate pose estimation, recent methods [9], [17]–[19] do much effort to recover accurate geometry of transparent objects from their defective RGB-D data. Sajjan et al. [6] present a multi-task learning network to infer surface normal and object boundary of transparent objects for depth refinement. Zhu et al. [7] complete the missing depth with an implicit neural representation. Ichnowski et al. [12] use neural radiance fields to estimate the geometry of transparent objects. Xu et al. [20] develop a two-stage network to jointly refine the depth map and perform pose estimation for transparent objects. However, training an additional network for depth refinement is costly. The refined depth cannot recover the object shape perfectly, and the residual shape distortion would affect the final pose accuracy. In contrast, our method achieves accurate object pose estimation with stereo images.

B. Category-Level Object Pose Estimation

Category-level object pose estimation aims to predict the pose of novel objects. The object intra-class shape variation [21], [22] is the main challenge of applying the network to novel objects for accurate pose estimation. In this regard, previous approaches [23], [24] extract shape-invariant features from depth map for category-level pose estimation. Wang et al. [1] then present the NOCS representation, which represents objects in a normalized canonical space to reduce the shape difference for object pose estimation. Furthermore, Tian et al. [25] describe a prior-based framework to explicitly reconstruct the novel object shape in the NOCS space. This prior-based framework is widely applied to recent methods with further improvements, such as recurrent NOCS model reconstruction [26], dynamic prior adaptation [5], and deep prior deformation [27]. Although the NOCS representation and the prior-based framework are quite popular and have achieved state-of-the-art performance for category-level object pose estimation, nearly all existing methods [28]–[31] highly rely on point cloud data and are therefore not suited for transparent object category-level pose estimation. Our method is a complement to existing methods and is tailored for transparent object category-level pose estimation.

III. METHODOLOGY

In this section, we present the proposed StereoPose for category-level transparent object pose estimation. In Sec. III-A, we present the overall framework based on stereo images. A set of steps are elaborated for accurate pose estimation from pure stereo images. In Sec. III-B, we introduce the back-view NOCS map for transparent objects. We propose to jointly estimate the front-view and back-view NOCS maps to address the problem of image content aliasing for transparent object pose estimation. In Sec. III-C, we present a parallax attention module to integrate features from stereo images for more accurate object pose estimation with complementary features of stereo images.
A. Overview of StereoPose

Different from existing point-cloud-based methods, our proposed StereoPose leverages stereo image features of the transparent object to account for the inherent shape variation of novel objects and predicts NOCS maps to construct dense correspondences for category-level object pose estimation. Following [25], StereoPose is developed based on a similar prior-based framework. Let \( \mathbf{F}_l, \mathbf{F}_r \in \mathbb{R}^{H \times W \times C} \) be stereo features extracted from stereo images, \( \mathcal{P} \in \mathbb{R}^{N \times 3} \) be the average prior model for the corresponding object category. StereoPose predicts a deformation field \( \mathcal{D} \in \mathbb{R}^{N \times 3} \) to reconstruct the shape of the observed transparent object by \( \mathcal{P}' = \mathcal{P} + \mathcal{D} \). Subsequently, StereoPose predicts two matching matrices \( \mathcal{A}_l, \mathcal{A}_r \in \mathbb{R}^{M \times N} \) to predict NOCS coordinates for \( M \) sampled image pixels of the target transparent object as \( \mathcal{M}_{l(r)} = \mathcal{A}_{l(r)} \times \mathcal{P}' \).

For one sampled image pixel \( p \in \mathbb{R}^2 \), its NOCS coordinates on the corresponding NOCS map could be denoted as \( q \in \mathbb{R}^3 \). According to the definition of NOCS in [1], \( p \) and \( q \) should satisfying:

\[
\begin{bmatrix}
    p_1 \\
    1
\end{bmatrix} = \frac{1}{Z} \mathbf{K} \begin{bmatrix}
    s \mathbf{R} & \mathbf{t} \\
    0^T & 1
\end{bmatrix} \begin{bmatrix}
    q_1 \\
    1
\end{bmatrix},
\]

(1)

where \( \mathbf{K} \) denotes the camera intrinsic matrix, \( s \) denotes the isotropic scale factor related to the object size, and \( [\mathbf{R}, \mathbf{t}] \) denotes the transformation matrix corresponding to the 6D object pose. Given a calibrated camera with known intrinsic parameters, category-level object pose estimation aims to recover \( s \) and \( [\mathbf{R}, \mathbf{t}] \) simultaneously. Conventional methods first recover the object point cloud in the camera frame using a depth map, and then jointly estimate \( s \), \( \mathbf{R} \) and \( \mathbf{t} \) by 3D-3D registration. However, it is not applicable to transparent objects with low-quality depth maps.

StereoPose therefore proposes to decouple the estimation of \( s \) and \( [\mathbf{R}, \mathbf{t}] \). An elaborated pipeline then is developed for a robust and accurate category-level pose estimation of transparent objects with pure stereo images. Firstly, we estimate \( s \) based on correspondences between \( \mathcal{M}_l \) and \( \mathcal{M}_r \). As shown in Fig. III (a), we propose to efficiently find the cross-view correspondences based on the predicted NOCS coordinates. Let \( p_l, p_r \in \mathbb{R}^2 \) be two points on the left and right image. Intuitively, \( p_l \) and \( p_r \) are a pair of correspondences if they have the same NOCS coordinates. For a stereo camera with a known baseline length \( b_0 \), we can measure the depth value of the corresponding 3D point as \( d = \frac{f}{\|p_l - p_r\|} \times b_0 \). For arbitrary two pairs of points, we can estimate one scale factor based on the ratio of the distance in the camera frame to the distance in the NOCS space. For a robust estimation, we extract all matched points from \( \mathcal{M}_l \) and \( \mathcal{M}_r \) and average the estimation results across all pairs.

Given the estimated \( s \), StereoPose further solves the remaining \( \mathbf{R} \) and \( \mathbf{t} \) by the Perspective-n-Point (PnP) algorithm [32]. Our method directly leverages 2D-3D correspondences for object pose estimation. Using the RANSAC algorithm [33] would further improve the robustness of the estimation results. We also compare our proposed decoupled pose estimation pipeline with the conventional scheme, in which we first recover 3D positions for all matched points and then jointly estimate \( s \), \( \mathbf{R} \) and \( \mathbf{t} \) by fitting a 3D-3D similarity transformation. Results indicate that our proposed method could achieve higher performance for category-level transparent object pose estimation. To further improve the pose accuracy, similar to [34], we propose to rescale \( \mathbf{t} \), which aims to align the average object depth corresponding to the estimated object pose to the average depth value recovered from matched points of \( \mathcal{M}_l \) and \( \mathcal{M}_r \).

B. Back-View NOCS Map

Though our proposed StereoPose manages to estimate pose for transparent objects from pure stereo images with an elaborated pose estimation pipeline, the problem of image content aliasing has not been addressed for transparent objects. This unresolved problem would significantly affect the pose accuracy. It is because (1) Estimating a conventional front-view NOCS map from the aliased image is of a large ambiguity, which affects the accuracy of the predicted NOCS map; (2) Though the back side could be observed on the RGB image of a transparent object, the conventional front-view NOCS map fails to leverage this information to improve the pose estimation accuracy.

In order to tackle these problems, we define the back-view NOCS map for transparent objects. Fig. III (b) illustrates the generation process. Let \( \mathbf{o} \in \mathbb{R}^3 \) be the camera center, and \( \mathbf{r} \) be a ray marching from \( \mathbf{o} \). Let \( \mathbf{C} \) be the point set that \( \mathbf{r} \) intersects with the object model. The conventional front-view NOCS could be denoted as:

\[
c_{\text{front}} = \phi(\arg\min_{\mathbf{c} \in \mathbf{C}} \|\mathbf{c} - \mathbf{o}\|),
\]

(2)

where \( \phi(\cdot) \) returns the NOCS coordinates for the corresponding point on the object model. For the back view, instead of really moving the camera to the back side for capturing a
back-view NOCS map, we take the NOCS coordinates of the object point along \( r \) that is the farthest from the front-view camera as the corresponding back-view NOCS coordinates. Specifically, the back-view NOCS map is defined as:

\[
e_{\text{back}} = \phi(\arg \max_{c \in \mathbb{C}} \| c - o \|). \tag{3}
\]

According to our definition, the back-view NOCS map would be ideally aligned with the front-view NOCS map as well as the RGB image. It facilitates estimating the back-view NOCS map from the RGB image. Fig. III (b) presents an example for the generated back-view NOCS map. Our proposed back-view NOCS map exhibits the informative structure cues on the back of the object. We then distill the front-view feature and the back-view feature from the aliased image to jointly estimate the front-view and the back-view NOCS maps. It decreases the ambiguity of network learning and helps to improve the NOCS map accuracy. In addition, the proposed StereoPose adopts the PnP solver for object pose estimation. It is based on 2D-3D correspondences, which means that the predicted back-view NOCS map could be directly applied to the PnP scheme for object pose estimation. In other words, the introduction of the back-view NOCS map excavates the structure information on the back of the transparent object for more accurate pose estimation.

C. Parallax Attention for Stereo Feature Fusion

Stereo images provide informative cross-view features for the target object. Properly fusing them enhances the image feature for representing the shape of the transparent object for more accurate category-level object pose estimation. The parallax\(^1\) magnitude of an object exhibited on stereo images would vary with the shape and depth of the object. In other words, the object parallax implicitly indicates this useful information, which could be used to guide the stereo feature fusion for improving the object pose estimation performance.

In this regard, we propose a parallax attention module for stereo feature fusion. Given the stereo image features \( F_l, F_r \in \mathbb{R}^H \times W \times C \), we compute the pixel-wise feature correlation between \( F_l \) and \( F_r \) to softly model the parallax information of an object with respect to the camera. We refer to this pixel-wise correlation as a parallax attention map and use it for stereo feature fusion. Specifically, we leverage the disentangled non-local block [35], [36] to compute the parallax attention map. At first, two whiten layers are used to normalize \( F_l \) and \( F_r \) to \( F'_l \) and \( F'_r \). After that, the attention map could be computed as:

\[
A_{r \rightarrow l} = \sigma(F'_l \otimes F'_r^T), \quad A_{l \rightarrow r} = \sigma(F'_r \otimes F'_l^T), \tag{4}
\]

where \( \otimes \) denotes the batch-wise matrix multiplication, \( \sigma(\cdot) \) is the operation of softmax normalization along the last dimension. The resulted \( A_{r \rightarrow l}, A_{l \rightarrow r} \in \mathbb{R}^H \times W \times W \) are parallax attention maps from the right view to the left view and from the left view to the right view, respectively. To fuse the right-view feature with the left-view one, we convert \( F_r \) to the left-view based on \( A_{r \rightarrow l} \):

\[
F_{r \rightarrow l} = A_{r \rightarrow l} \otimes F_r. \tag{5}
\]

\(^1\)Parallax is a position displacement of matched points on stereo images.

We can follow a similar way to obtain \( F_{l \rightarrow r} \). The converted features are fused with the original feature by an MLP layer for subsequent NOCS map prediction.

D. Epipolar Geometry Loss Function

Since the proposed StereoPose would separately predict NOCS maps for the left view and the right view of the stereo camera, to constrain the inter-view consistency of left-view and right-view NOCS maps, we propose an epipolar geometry loss in this section. Let \( K_l \) and \( K_r \) be the intrinsic matrices of the left camera and the right camera respectively. Let \( R_{l \rightarrow r} \) and \( t_{l \rightarrow r} \) be the relative rotation and translation from the left camera to the right camera, \( M_l \) and \( M_r \) be the left-view NOCS map and the right-view NOCS map. As shown in Fig. III (c), based on the epipolar geometry [37], if we follow the scheme mentioned in Sec.III-A to find a pair of matched points \((p_l, p_r)\) that have the same coordinates in the NOCS space, \( p_l \) and \( p_r \) should satisfy:

\[
p_l K_l^{-1} [t_{l \rightarrow r}] \times R_{l \rightarrow r} K_r^{-1} p_r = 0, \tag{6}
\]

where \( p_l, p_r \in \mathbb{R}^{1 \times 3} \) are homogeneous image pixel coordinates, \( [.]_\times \) denotes computing the skew symmetric matrix of \( t_{l \rightarrow r} \). The epipolar geometry loss \( l_{ep} \) therefore could be directly defined as:

\[
l_{ep} = p_l K_l^{-1} [t_{l \rightarrow r}] \times R_{l \rightarrow r} K_r^{-1} p_r^\top. \tag{7}
\]

To train the StereoPose model, apart from \( l_{ep} \), similar to [25], [26], we use the complete loss function defined as:

\[
L = \lambda_1 l_{ep} + \lambda_2 l_{cd} + \lambda_3 l_{noct} + \lambda_4 l_d + \lambda_5 l_{gt}, \tag{8}
\]

where \( l_{cd} \) is a reconstruction loss for computing the Chamfer Distance between \( P' \) and \( P_{gt} \) as:

\[
l_{cd} = \sum_{x \in P'} \min_{y \in P_{gt}} \| x - y \|^2_2 + \sum_{y \in P_{gt}} \min_{x \in P'} \| x - y \|^2_2. \tag{9}
\]

The NOCS loss \( l_{noct} \) is used to minimize the \( L_1 \) distance between \( M \) and \( M_{gt} \). In addition, we regularize the deformation field with \( l_d = \frac{1}{N} \sum_{d \in D} \| b_d \|^2_2 \) and constrain the distribution of \( A \) by \( l_{gt} = \frac{1}{M} \sum_{i,j} -a_{i,j} \log a_{i,j} \).

IV. EXPERIMENTS

A. Datasets and Evaluation Metrics

We evaluate our proposed StereoPose on the TOD dataset [38]. This dataset contains three categories of transparent objects: bottle (3 instances), mug (7 instances), and cup (2 instances), with 33989 stereo image pairs for 12 different object instances in 10 different environment backgrounds. We follow the setting in [38] to conduct category-level experiments across three different category splits: ‘mug’, ‘bottle’, and ‘bottle and cup’. In each split, we train StereoPose on different instances and evaluate the model on novel instances that are not used during training.

We quantitatively evaluate the performance of category-level object pose estimation following the widely used metrics in [5], [25], [39]. Specifically, the metric of 3D IoU computes the overlapping ratio of 3D bounding boxes corresponding to the ground-truth pose and the predicted pose. We report the mAP with respect to 3D\(_{25}\) and 3D\(_{50}\) in our experiments. In addition, we directly measure the rotation
TABLE I

| Method     | Bottle and Cup | Bottle | Mug |
|------------|----------------|--------|-----|
|            | $3D_{25}$ | $3D_{50}$ | $10^5 cm$ | $10^5 cm$ | $10^5 cm$ | $10^5 cm$ |
| SPD [25]   | 44.3       | 7.4     | 11.5  | 17.8  | 12.2  | 2.3  | 4.2  |
| SGPA [5]   | 46.9       | 9.6     | 13.3  | 22.5  | 14.6  | 2.8  | 5.1  |
| KeyPose [38] | -         | -       | 52.7  | 62.3  | -    | 24.6 | 25.1 |
| StereoPose| 85.4       | 22.2    | 57.8  | 70.3  | 34.7  | 41.3 | 38.2 |

C. Comparison with State-of-the-Art Methods

Since there are few available methods designed for stereo category-level transparent object pose estimation, we adapt existing methods to transparent objects and compare our proposed framework with three state-of-the-art methods. On the one hand, we compare our method with the paradigm of ‘depth completion + opaque object pose estimation’. We first train TransCG [9] on the TOD dataset and use it to improve the depth map. After that, we use the refined depth map for category-level object pose estimation. We choose two state-of-the-art methods (SPD [25] and SGPA [5]) for comparisons. On the other hand, we compare our method with one keypoint-based approach (KeyPose [38]), in which stereo images are used to predict category-level object key points. These key points are then used to recover the complete object pose. Noting that KeyPose does not need depth/point cloud, thus could be applied to transparent object pose estimation without any modification.

Tab. I presents the comparative results. StereoPose significantly outperforms other competing methods in all evaluation metrics. First, StereoPose achieves higher accuracy than ‘depth completion + opaque object pose estimation’. Although the depth accuracy indeed gets apparent improvement after the refinement of TransCG (as shown in Tab. II), the point cloud recovered from the refined depth map still exhibits severe distortion, which cannot represent the shape of the transparent object precisely. The SPD and SGPA are easily affected by the point cloud artifacts. As shown in Fig. 3, without a good point cloud to represent the transparent and translation error between the ground-truth pose and the predicted pose. We report mAP with respect to $10^5 cm$ and $10^5 10 cm$ in our experiments.

B. Implementation Details

StereoPose uses a ResNet-18 [40] with PSP network [41] to extract features for stereo images. Similar to most category-level object pose estimation methods, the target object region is first cropped based on the segmentation result. We train a TransLab [42] model on Trans10K dataset and then directly use the trained model for the transparent object segmentation of the TOD dataset. The cropped object image patch is resized to $224 \times 224$ and then fed into the backbone network for image feature extraction. We set $M = N = 1024$ when reconstructing the NOCS object model and predicting the NOCS map for the observed image under the prior-based framework. For the hyperparameters of the loss function, we empirically use $\lambda_1 = 0.01, \lambda_2 = 5.0, \lambda_3 = 1.0, \lambda_4 = 0.0001$, and $\lambda_5 = 0.01$.

D. Ablation Studies

Back-view NOCS Map. We remove the back-view NOCS branch from the framework and evaluate the network on the same testing dataset. Tab. III presents the experiment results. Without the back-view NOCS map, all metrics suffer a severe drop. As shown in Fig. IV-D, when the handle is on the back of the mug, the model without using the back-view NOCS map cannot localize the handle accurately and produces a large rotation error. In contrast, using the back-view NOCS map could leverage this informative structure cue on the back.

TABLE II

| Original | Refined | Bottle | Cup | Mug |
|----------|---------|--------|-----|-----|
|          | RMSE    | MAE    | RMSE | MAE | RMSE | MAE |
| Bottle   | 0.506   | 0.450  | 0.516 | 0.466 | 0.564 | 0.515 |
| Cup      | 0.071   | 0.065  | 0.075 | 0.068 | 0.080 | 0.072 |
of the object and obtain a very accurate pose estimation result even in this challenging scenario. These results demonstrate the effectiveness of our proposed back-view NOCS map for transparent object pose estimation.

**Stereo Feature Fusion.** We remove the stereo feature fusion module from the framework and evaluate the network on the same testing dataset. Note that we still use both left and right images for network training and only remove the cross-view feature interaction module. Therefore, networks with and without stereo feature fusion are trained on the same number of images. As shown in Tab. III, the pose accuracy of the network without the stereo feature fusion module is significantly inferior to the result of our complete model. These results demonstrate the effectiveness of our proposed stereo fusion module in integrating the cross-view features for more accurate object pose estimation.

**Epipolar Geometry Loss.** We remove $l_{ep}$ when training the network and evaluate the model on the same testing dataset. Tab. III concludes the experiment results. Removing the epipolar loss hurts the pose accuracy in terms of nearly all evaluation metrics. Fig. IV-D further presents the qualitative comparison on the NOCS map. We can find that the epipolar loss acting as a regularization term is effective in improving the quality of the predicted NOCS map. On the one hand, it improves the consistency between the left-view NOCS and the right-view NOCS. On the other hand, the epipolar loss also helps to produce a more accurate NOCS map when compared with the ground-truth NOCS map. These results demonstrate the effectiveness of the proposed epipolar loss for the stereo object pose estimation framework.

### Table III

|   | A | B | C | 3D25 | 3D50 | 10°5cm | 10°10cm |
|---|---|---|---|------|------|--------|---------|
| 1 | ✓ | - | - | 88.1 | 46.5 | 16.8   | 25.4    |
| 2 | ✓ | - | ✓ | 93.3 | 55.4 | 19.8   | 29.3    |
| 3 | ✓ | ✓  | ✓ | 89.9 | 48.5 | 18.7   | 27.9    |
| 4 | ✓ | - | ✓ | 96.4 | 63.2 | 21.3   | 24.2    |
| 5 | ✓ | ✓  | ✓ | 95.5 | 75.2 | 26.8   | 31.0    |
| 6 | ✓ | - | ✓ | 93.6 | 57.7 | 21.6   | 28.8    |
| 7 | - | ✓  | ✓ | 93.0 | 57.2 | 21.1   | 31.7    |
| 8 | ✓ | ✓  | ✓ | 97.9 | 77.4 | 34.4   | 38.2    |

### V. Conclusion

In this work, we propose StereoPose, a novel stereo framework for category-level transparent object pose estimation. StereoPose decouples category-level pose estimation into object size estimation, initial pose estimation, and pose refinement, achieving a robust and accurate pose estimation for transparent objects with pure stereo images. The back-view NOCS map is defined for transparent objects, which excavates the structure information on the back of the transparent object for more accurate pose estimation. To further improve the performance of the stereo framework, we propose a parallax attention module for stereo feature fusion. An epipolar geometry loss is put forward to improve the consistency of stereo-view NOCS maps. Extensive experiments on the public TOD dataset demonstrate the superiority of the proposed StereoPose for category-level 6D transparent object pose estimation, which shows huge potential for robotic applications related to transparent objects.
