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Abstract

Adding terms quadratic in the curvature to the Einstein-Hilbert action renders gravity renormalizable. This property is preserved in the presence of the most general renormalizable couplings with (and of) a generic quantum field theory (QFT). The price to pay is a massive ghost, which is due to the higher derivatives that the terms quadratic in the curvature imply. In this paper the quadratic gravity scenario is reviewed including recent progress on the related stability problem of higher derivative theories. The renormalization of the theory is also reviewed and the final form of the full renormalization group equations in the presence of a generic renormalizable QFT is presented. The theory can be extrapolated up to infinite energy through the renormalization group if all matter couplings flow to a fixed point (either trivial or interacting). Moreover, besides reviewing the above-mentioned topics some further insight on the ghost issue and the infinite energy extrapolation is provided. There is the hope that in the future this scenario might provide a phenomenologically viable and UV complete relativistic field theory of all interactions.
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1 Introduction and summary

Relativistic field theories are the commonly accepted framework to describe particle physics and gravity, at least at currently accessible energies. An important question is whether such framework could hold up to infinite energies and still agree with the experimental data. There are two serious difficulties that one has to overcome in order to give a positive answer to such a challenging question: the non-renormalizability of Einstein gravity [1, 2] and the presence of Landau poles in the Standard Model (SM).

Even if one does not quantize the gravitational field, it is known that quantum corrections due to any relativistic QFT generate terms that are not present in the Einstein-Hilbert action: specifically, local terms quadratic in the curvature tensor and with coefficients of dimension of non-negative powers of energy are generated [3], even if one sets them to zero at the classical level. Therefore, it is not possible to avoid them in a relativistic field theory. The resulting theory is commonly known as quadratic gravity\(^1\) (QG). Starobinsky [5] exploited these unavoidable terms and noted that a non-singular solution that is initially in the de Sitter space can be obtained by taking them into account. This resulted in a pioneering model of inflation, one of the models favoured by the Planck collaboration [4].

What happens if the quantum dynamics of the gravitational field is taken into account in QG? Weinberg [6] and Deser [7] suggested that QG is renormalizable and few years later Stelle proved it rigorously [8].

The presence of these local quadratic terms implies that classical QG belongs to the class of higher derivative theories analysed long time ago by Ostrogradsky [9], who proved that their Hamiltonian is unbounded from below. In QG this manifests in the presence of a massive ghost, which is the price to pay to have a relativistic field theory of quantum gravity\(^2\). The importance of the quantum gravity problem has, however, encouraged several physicists to investigate whether QG can make sense and some recent progress in the ghost problem has been made. Most of the work done so far addressed the ghost problem within finite dimensional quantum mechanical models and therefore the case of a relativistic field theory (and in particular of QG) remains an important target for future research.

Another potential issue of QG is the clash between stability (understood as the absence of tachyons) and the absence of Landau poles [11, 12]: whenever the parameters were chosen to ensure stability, perturbation theory featured a Landau pole; specifically, this Landau pole affected the parameter \(f_0\) appearing in the Lagrangian as \(\sqrt{-g} R^2 / f_0^2\), where \(g\) is the determinant of the spacetime metric \(g_{\mu\nu}\) and \(R\) is the Ricci scalar. Some recent progress has also been made in this problem. In Ref. [13] it was shown that QG coupled to a renormalizable QFT can hold up to infinite energies provided that all couplings flow to a UV fixed point and the gravitational sector flows to conformal gravity (a version of gravity that is invariant under Weyl transformations, \(g_{\mu\nu}(x) \rightarrow e^{2\sigma(x)} g_{\mu\nu}(x)\), where \(\sigma\) is a generic function of the spacetime point \(x\)). The requirement that the QFT part enjoys a UV fixed point indicates the presence of several particles beyond

\(^1\)Other names sometimes used are “\(R^2\) gravity” and “higher derivative gravity” as terms quadratic in the curvature have more than two derivatives of the gravitational field.

\(^2\)It should be noted that QG is distinct from the asymptotic safety proposal for quantum gravity made in [10], where all possible terms (including the non-renormalizable ones beyond the quadratic order) are included: in QG only renormalizable interactions are introduced so that only a finite number of parameters are present. This guarantees the high-energy predictivity of the theory.
the SM, which could be searched for with current and/or future particle experiments and could account for the strong evidence of new physics that we undoubtedly already have (neutrino oscillations, dark matter, etc.).

The aim of this work is to review what is known so far about QG (taking into account the coupling to a general renormalizable QFT). Other monographs and books on QG are present in the literature (see e.g. [14, 15], which focused on the renormalization of the theory). This review also includes the recent progress on the two problems mentioned above (the ghost and the Landau poles) and provides further insight on these issues. The article is structured as follows.

• In Sec. 2 the action of QG coupled to a generic renormalizable QFT is discussed and the known physical degrees of freedom are identified with a new physically transparent method.

• Sec. 3 discusses the renormalizability of the theory; given that detailed proofs are present in the literature and, as mentioned above, books and reviews on this subject already exist, we recall and elucidate a known intuitive argument in favour of renormalizability by providing more details than those currently available. In Sec. 3 we also collect from the existing literature the full renormalization group equations (RGEs) for the dimensionless and dimensionful parameters of QG coupled to the most general renormalizable QFT.

• Sec. 4 is devoted to a pedagogical and detailed discussion of the ghost problem and the recent progress that has been made on this subject; most of the discussion, however, will be limited to simple finite dimensional quantum mechanical models and the extension to the full QG case remains an important target for future research.

• Sec. 5 reviews the issue of the Landau poles and how QG can flow to conformal gravity even in the presence of a generic QFT sector.

2 The theory (including a general matter sector)

In this review we do not consider only pure gravity, but also its couplings to a general renormalizable matter sector.

2.1 Jordan-frame Lagrangian

The full action in the so-called Jordan frame is

\[ S = \int d^4 x \sqrt{-g} \mathcal{L}, \quad \mathcal{L} = \mathcal{L}_{\text{gravity}} + \mathcal{L}_{\text{matter}} + \mathcal{L}_{\text{non-minimal}}. \] (2.1)

We describe in turn the three pieces: the pure gravitational Lagrangian \( \mathcal{L}_{\text{gravity}} \), the matter Lagrangian \( \mathcal{L}_{\text{matter}} \) and the non-minimal couplings \( \mathcal{L}_{\text{non-minimal}} \).

The pure gravitational Lagrangian

\( \mathcal{L}_{\text{gravity}} \) in quadratic gravity is obtained from the Einstein-Hilbert action by adding all possible local terms quadratic in the curvature, whose coefficients have the dimensionality of non-negative
powers of energy:

\[ \mathcal{L}_{\text{gravity}} = \alpha R^2 + \beta R_{\mu\nu}R^{\mu\nu} + \gamma R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} - \frac{\tilde{M}_P^2}{2} R - \Lambda, \]  

(2.2)

where \( R_{\mu\nu\rho\sigma}, R_{\mu\nu} \) and \( R \) are the Riemann tensor, Ricci tensor and Ricci scalar, respectively and the greek indices are raised and lowered with \( g_{\mu\nu} \). Furthermore, \( \alpha, \beta \) and \( \gamma \) are generic real coefficients. If the theory lives on a spacetime with boundaries one should also introduce in \( \mathcal{L}_{\text{gravity}} \) a term proportional to \( \Box R \), where \( \Box \) is the covariant d’Alembertian, in order to preserve renormalizability \([16–18]\); in the applications described in this review such term will not play any role and, therefore, will be neglected. Finally, \( \tilde{M}_P \) and \( \Lambda \) are the reduced Planck mass and the cosmological constant.

One combination of the terms in (2.2) is a total (covariant) derivative, the topological Gauss-Bonnet term:

\[ G \equiv R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} - 4R_{\mu\nu}R^{\mu\nu} + R^2 = \frac{1}{4} \epsilon_{\mu\nu\rho\sigma} \epsilon^{\alpha\beta\gamma\delta} R_{\alpha\beta\mu\nu}R_{\gamma\delta\rho\sigma} = \text{divs}, \]  

(2.3)

where \( \epsilon_{\mu\nu\rho\sigma} \) is the antisymmetric Levi-Civita tensor and “divs” represents the covariant divergence of some current. This total derivative does not contribute to the field equations and can be often ignored. It is therefore convenient to write (2.2) as

\[ \mathcal{L}_{\text{gravity}} = (\alpha - \gamma) R^2 + (\beta + 4\gamma) R_{\mu\nu}R^{\mu\nu} + \gamma G - \frac{\tilde{M}_P^2}{2} R - \Lambda. \]  

(2.4)

Furthermore, for reasons that will become apparent when the degrees of freedom will be identified in Sec. 2.3, it is also convenient to express \( R_{\mu\nu}R^{\mu\nu} \) in terms of \( W^2 \equiv W_{\mu\nu\rho\sigma}W^{\mu\nu\rho\sigma} \), where \( W_{\mu\nu\rho\sigma} \) is the Weyl tensor

\[ W_{\mu\nu\alpha\beta} \equiv R_{\mu\nu\alpha\beta} + \frac{1}{2}(g_{\mu\beta}R_{\nu\alpha} - g_{\mu\alpha}R_{\nu\beta} + g_{\nu\alpha}R_{\mu\beta} - g_{\nu\beta}R_{\mu\alpha}) + \frac{1}{6}(g_{\mu\alpha}g_{\nu\beta} - g_{\nu\alpha}g_{\mu\beta})R. \]  

(2.5)

One has

\[ \frac{1}{2} W_{\mu\nu\rho\sigma}W^{\mu\nu\rho\sigma} = \frac{1}{2} R_{\mu\nu\rho\sigma}R^{\mu\nu\rho\sigma} - R_{\mu\nu}R^{\mu\nu} + \frac{1}{6} R^2, \]  

(2.6)

which, together with the definition of \( G \) in (2.3), gives

\[ R_{\mu\nu}R^{\mu\nu} = \frac{W^2}{2} + \frac{R^2}{3} - \frac{G}{2}. \]  

(2.7)

By inserting this expression of \( R_{\mu\nu}R^{\mu\nu} \) in (2.4) one finds

\[ \mathcal{L}_{\text{gravity}} = \frac{R^2}{6f_0^2} - \frac{W^2}{2f_2^2} - \epsilon G - \frac{\tilde{M}_P^2}{2} R - \Lambda, \]  

(2.8)

where

\[ f_0^2 \equiv \frac{1}{2\beta + 2\gamma + 6\alpha}, \quad f_2^2 \equiv -\frac{1}{\beta + 4\gamma}, \quad \epsilon \equiv \frac{\beta}{2} + \gamma. \]  

(2.9)

We have introduced the squares \( f_0^2 \) and \( f_2^2 \) because the absence of tachyonic instabilities requires \( f_0^2 > 0 \) and \( f_2^2 > 0 \) as we will see in Secs. 2.2, 2.3 and, in a more general context, in Sec. 5.

---

3In this review we use the signature \( \eta_{\mu\nu} = \text{diag}(+1, -1, -1, -1) \) and define

\[ R_{\rho\sigma} \equiv \partial_\rho \Gamma_{\sigma\mu} - \partial_\sigma \Gamma_{\rho\mu} + \Gamma_\rho^\lambda \Gamma_\lambda^\mu - \Gamma_\mu^\lambda \Gamma_\rho^\lambda, \quad \Gamma_\rho^\mu \equiv \frac{1}{2} g^{\rho\sigma}(\partial_\mu g_{\sigma\tau} + \partial_\sigma g_{\mu\tau} - \partial_\tau g_{\mu\sigma}), \quad R_{\mu\nu} \equiv R_{\rho\sigma} g^{\rho\nu}, \quad R \equiv g^{\mu\nu}R_{\mu\nu}. \]
The matter Lagrangian

The general matter content of a renormalizable theory includes real scalars $\phi^a$, Weyl fermions $\psi^j$ and vectors $V^A$ (with field strength $F^A_{\mu\nu}$) and its Lagrangian is

$$ \mathcal{L}_{\text{matter}} = -\frac{1}{4}(F^A_{\mu\nu})^2 + \frac{D_{\mu}\phi^a D^\mu\phi^a}{2} + \bar{\psi}j D\psi_j - \frac{1}{2}(Y^a_{ij}\psi_i\psi_j\phi^a + \text{h.c.}) $$

$$ -\mathcal{V}(\phi) - \frac{1}{2}(M_{ij}\psi_i\psi_j + \text{h.c.}) $$

(2.10)

where

$$ \mathcal{V}(\phi) = \frac{m^2}{2}\phi^a\phi^b + \frac{A_{abc}}{3!}\phi^a\phi^b\phi^c + \frac{\lambda_{abcd}}{4!}\phi^a\phi^b\phi^c\phi^d. $$

(2.11)

The covariant derivatives are

$$ D_{\mu}\phi^a = \partial_{\mu}\phi^a + i\theta^{A}_{ab}V^A_{\mu}\phi^b $$

$$ D_{\mu}\psi_j = \partial_{\mu}\psi_j + it^{A}_{jk}V^A_{\mu}\psi_k + \frac{1}{2}\omega^{ab}_{\mu}\gamma_{ab}\psi_j $$

The gauge couplings are contained in the matrices $\theta^A$ and $t^A$, which are the generators of the gauge group in the scalar and fermion representation respectively, while $Y^a_{ij}$ and $\lambda_{abcd}$ are the Yukawa and quartic couplings respectively. We have also added general renormalizable mass terms and cubic scalar interactions. Of course, for specific assignments of the gauge and global symmetries some of these parameters can vanish, but here we keep a general expression.

The non-minimal couplings

$\mathcal{L}_{\text{non-minimal}}$ represents the non-minimal couplings between the scalar fields $\phi^a$ and $R$:

$$ \mathcal{L}_{\text{non-minimal}} = -\frac{1}{2}\xi_{ab}\phi^a\phi^b R. $$

(2.12)

2.2 Einstein frame Lagrangian

The action in the Jordan frame is most suited to address quantum aspects and to make contact with particle physics. However, when it comes to cosmological applications it is often better to express the gravitational part of the theory in a form closer to Einstein gravity [19, 20]. This will also help us in identifying the degrees of freedom in Sec. 2.3. We now review how to obtain such a form of the theory and, in doing so, we shall neglect quantum corrections, which are best studied in the Jordan frame anyway.

The non-standard $R^2$ term can be removed by adding to the Lagrangian the term

$$ -\sqrt{-g} \left(\frac{R + 3f_0^2\chi/2}{6f_0^2}\right), $$

(2.13)

where $\chi$ is an auxiliary field. This Lagrangian vanishes once the $\chi$ EOM are used and we are therefore free to add it to the total Lagrangian. However, this has the effect of modifying the non-minimal couplings: the term linear in $R$ in the Lagrangian now reads

$$ -\frac{1}{2}\sqrt{-g} f(\chi, \phi) R, $$

$$ f(\chi, \phi) \equiv \tilde{M}_P^2 + \xi_{ab}\phi^a\phi^b + \chi. $$

(2.14)

4The spin-connection $\omega^{ab}_{\mu}$ is defined as usual by $\omega^{ab}_{\mu} = e^e_\mu\partial_{\mu}e^b_e + e^a_\rho\Gamma_{\mu\sigma}^\rho e^{b\sigma}$ and $\gamma_{ab} \equiv \frac{1}{4}[\gamma_a, \gamma_b]$. 
In order to get rid of this remaining non-standard term we perform a Weyl transformation:

\[ g_{\mu\nu} \rightarrow \frac{M_P^2}{f} g_{\mu\nu}, \quad \phi^a \rightarrow \left( \frac{f}{M_P^2} \right)^{1/2} \phi^a, \quad \psi_j \rightarrow \left( \frac{f}{M_P^2} \right)^{3/4} \psi_j, \quad V^A_{\mu} \rightarrow \bar{V}^A_{\mu}. \]  

(2.15)

Now the Lagrangian can still be written as in (2.1), but with

\[ \mathcal{L}_{\text{gravity}} = -\frac{W^2}{2 f^2} - \frac{\bar{M}_P^2}{2} R + \text{divs}, \quad \mathcal{L}_{\text{non-minimal}} = 0, \]  

(2.16)

\[ \mathcal{L}_{\text{matter}} = -\frac{1}{4} (F^A_{\mu\nu})^2 + \bar{\psi}_j i \slashed{D} \psi_j - \frac{1}{2} (Y^a_{ij} \psi_i \psi_j + \text{h.c.}) - \frac{\sqrt{6}\bar{M}_P^2}{2\zeta} (M_{ij} \psi_i \psi_j + \text{h.c.}) + \frac{6\bar{M}_P^2}{\zeta^2} D_\mu \phi_a D^\mu \phi_a + \partial_\mu \zeta \partial^\mu \zeta - U(\zeta, \phi), \]  

(2.17)

where we defined\(^5\) \( \zeta \equiv \sqrt{6}\bar{f} \) and

\[ U(\zeta, \phi) \equiv \frac{36\bar{M}_P^4}{\zeta^4} \left[ \mathcal{V}(\phi) + \Lambda + \frac{3f_0^2}{8} \left( \frac{\zeta^2}{6} - \bar{M}_P^2 - \xi_{ab} \phi_a \phi_b \right)^2 \right]. \]  

(2.18)

In \( \mathcal{L}_{\text{gravity}} \) we have not written explicitly the total derivatives as they typically do not play an important role in cosmology. These total derivatives emerge when the Weyl transformation is applied to the two terms proportional to \( \epsilon \) in (2.8).

The advantage of this form of the Lagrangian, known as the Einstein frame, is the absence of the non-minimal couplings and the \( R^2 \) term. The latter has effectively been traded with the new scalar \( \zeta \), which appears non-polynomially: the scalar kinetic terms are non-canonical and cannot be put in the canonical form with further field redefinitions given that the scalar field metric is not flat; moreover, the Einstein frame potential \( U \) differs considerably from the Jordan-frame one, \( V + \Lambda \). Also, notice that the \( W^2 \) term is also present in the Einstein frame.

It is instructive to write the potential for \( \zeta \) when the other fields \( \phi_a \) are not present or are at the minimum of the potential and are not allowed to fluctuate (for example because they have very large masses). In this case one can make the kinetic term of \( \zeta \) canonical through the field redefinition \( \zeta = \sqrt{6}\bar{M}_P \exp(\omega/(\sqrt{6}\bar{M}_P)) \). The new field \( \omega \) feels a potential

\[ U(\omega) = \Lambda e^{-4\omega/\sqrt{6}\bar{M}_P} + \frac{3f_0^2\bar{M}_P^4}{8} \left( 1 - e^{-2\omega/\sqrt{6}\bar{M}_P} \right)^2, \]  

(2.19)

where we have neglected \( \mathcal{V}(\phi) \) and \( \xi_{ab} \phi_a \phi_b \) as they can be absorbed in \( \Lambda \) and \( \bar{M}_P^2 \) when the scalar fields \( \phi_a \) are absent or they are fixed to constant values. This is the potential of the famous Starobinsky’s inflationary model [5]. There is a stationary point of \( U \) for

\[ e^{-2\omega/\sqrt{6}\bar{M}_P} = \frac{3f_0^2\bar{M}_P^4/8}{\Lambda + 3f_0^2\bar{M}_P^4/8} \]  

(2.20)

\(^5\)notice that in order for the metric redefinition in (2.15) to be regular one has to have \( f > 0 \) and thus we can safely take the square root of \( f \)
Figure 1: *Einstein frame potential as a function of the canonically normalized scalar \( \omega \) equivalent to the scalar \( \zeta \) corresponding to the \( R^2 \) term in the Lagrangian. The quantity \( f_0^2 \) is chosen to be positive (negative) on the left (right). A minimum exists only for \( f_0^2 > 0 \), which corresponds to Starobinsky’s inflationary model.*

whenever the right-hand side is positive. For positive cosmological constant, \( \Lambda > 0 \), such stationary point always exists for \( f_0^2 > 0 \) when it is a point of minimum, but for \( f_0^2 < 0 \) either the stationary point does not exist or it is a point of maximum, not of minimum. This situation is illustrated in Fig. 1 and it is a special case of a more general result (valid when the other scalars \( \phi_a \) can fluctuate freely), which proves that a minimum of the potential exists only for \( f_0^2 > 0 \) and will be presented in Sec. 5.

2.3 The degrees of freedom of quadratic gravity

In Sec. 2.2 we have seen that the \( R^2 \) term is equivalent to a real scalar \( \zeta \). We now complete the determination of the degrees of freedom of QG. We do so by working in the Einstein frame, where the gravity Lagrangian is the one in (2.16). The degrees of freedom associated with the matter Lagrangian can be identified with standard field theory methods and, therefore, we do not discuss them explicitly here.

The total derivatives ("divs") in (2.16) do not modify the degrees of freedom and for this reason will be neglected. Therefore, we focus on the following two terms in the gravity action:

\[
S_W + S_{EH},
\]

where \( S_W \) is the part due to the unusual Weyl-squared term,

\[
S_W = \int d^4x \sqrt{-g} \left[ -\frac{W^2}{2f_0^2} \right].
\]
| Field     | spin | mass                              |
|-----------|------|-----------------------------------|
| Graviton  | 2    | 0                                 |
| Ghost     | 2    | $M_2 \equiv f_2 M_P / \sqrt{2}$   |
| Scalar $\zeta$ | 0    | $M_0 \equiv f_0 M_P / \sqrt{2} + \ldots$ |

Table 1: Degrees of freedom in the gravitational sector. The scalar $\zeta$ is due to the $R^2$ term in the Lagrangian; the dots in its mass $M_0$ represent the possible contribution of other scalars mixing with $\zeta$ (if any), which can be present in specific models.

and $S_{EH}$ is the usual Einstein-Hilbert part,

$$S_{EH} = \int d^4x \sqrt{-g} \left[ -\frac{M_P^2}{2} R \right]. \quad (2.23)$$

We will use a $3+1$ formalism (where space and time are treated separately). We do so because the identification of the degrees of freedom is particularly simple within that formalism.

In this section, however, we will expand the metric around the flat spacetime, $ds_{\text{flat}}^2 = dt^2 - d\vec{x}^2$ as that is sufficient to determine the degrees of freedom. By choosing the Newtonian gauge, the metric describing the small linear fluctuations around the flat spacetime can be written as

$$ds^2 = (1 + 2\Phi(t, \vec{x})) dt^2 - 2V_i(t, \vec{x}) dt dx^i - [(1 - 2\Psi(t, \vec{x})) \delta_{ij} + h_{ij}(t, \vec{x})] dx^i dx^j. \quad (2.24)$$

By definition, the vector $V_i$ and the tensor $h_{ij}$ perturbations satisfy

$$\partial_i V_i = 0, \quad h_{ij} = h_{ji}, \quad h_{ii} = 0, \quad \partial_i h_{ij} = 0. \quad (2.25)$$

The Newtonian gauge is often used to study the small linear fluctuations around the Friedmann-Robertson-Walker (FRW) cosmological metric (see e.g. [21] for a textbook treatment). Instead we here study the fluctuations around the flat spacetime for simplicity. Also, sometimes the Newtonian gauge is defined for the scalar perturbations $\Phi$ and $\Psi$ only (see e.g. [21]). Here we consider a generalization, which also includes the non-scalar perturbations$^6$. In Table 1 we provide the degrees of freedom of the gravitational sector (the part of the spectrum due to $L_{\text{gravity}}$). This includes the scalar $\zeta$ found in Sec. 2.2 and the ordinary graviton and a massive spin-2 ghost graviton, which will be identified in the next sections (2.3.1, 2.3.2 and 2.3.3).

2.3.1 Helicity-2 sector

We start with the helicity-2 sector, whose quadratic action we denote with $S^{(2)}$. Both $S_{EH}$ and $S_W$ contribute to this action: the helicity-2 quadratic action from $S_{EH}$ and $S_W$ are,

$$S^{(2)}_{ES} = \frac{M_P^2}{8} \int d^4x \left( \hat{h}_{ij} \hat{h}_{ij} + h_{ij} \nabla^2 h_{ij} \right),$$

$$S^{(2)}_W = -\frac{1}{4f_2^2} \int d^4x \left( \hat{h}_{ij} \hat{h}_{ij} + 2\hat{h}_{ij} \nabla^2 \hat{h}_{ij} + h_{ij} \nabla^4 h_{ij} \right), \quad (2.26)$$

$^6$A possible gauge dependent divergence of $h_{ij}$ has been set to zero by choosing the gauge appropriately.
where a dot denotes a derivative w.r.t. to time $t$, $\dddot{\nabla}^4 \equiv (\nabla^2)^2$ and $\nabla^2$ is the three-dimensional Laplacian. Thus

$$S^{(2)} = S_{EH} + S_W = \frac{M_P^2}{8M_2^2} \int d^4x \left[ -\dddot{h}_{ij}h_{ij} - 2\dot{h}_{ij}\dddot{h}_{ij} - h_{ij}\dddot{\nabla}^2h_{ij} + M_2^2 \left( \hat{h}_{ij}\hat{h}_{ij} + h_{ij}\dddot{\nabla}^2h_{ij} \right) \right],$$

(2.27)

where $M_2^2 \equiv f_2^2\bar{M}_P^2/2$.

One can go to momentum space with a spatial Fourier transform

$$h_{ij}(t, \vec{x}) = \int \frac{d^3p}{(2\pi)^{3/2}} e^{i\vec{p}\cdot\vec{x}} \sum_{\lambda = \pm 2} h_\lambda(t, \vec{p}) e_\lambda^\nu(\vec{p}),$$

(2.28)

where $e_\lambda^\nu(\vec{p})$ are the usual polarization tensors for helicities $\lambda = \pm 2$. We recall that for $\vec{p}$ along the third axis the polarization tensors satisfying (2.25) are given by

$$e_{11}^{\pm 2} = -e_{22}^{\pm 2} = 1/2, \quad e_{12}^{\pm 2} = e_{21}^{\pm 2} = i/2, \quad e_{3i}^{\pm 2} = e_{i3}^{\pm 2} = 0, \quad e_{ij}^{-2} = (e_{ij}^{+2})^*$$

(2.29)

and for a generic momentum direction $\vec{p}$ we can obtain $e_{ij}^\lambda(\vec{p})$ by applying to (2.29) the rotation that connects the third axis with $\vec{p}$. The polarization tensors defined in this way also obey the orthonormality condition

$$e_{ij}^\lambda(\vec{q})(e_{ij}^\lambda(\vec{q})^*) = \delta^{\lambda\nu}.$$

(2.30)

By using the Fourier expansion in (2.28) one obtains

$$S^{(2)} = \frac{M_P^2}{8M_2^2} \sum_{\lambda = \pm 2} \int dt d^3p \left[ -\dddot{h}_\lambda^*\dddot{h}_\lambda + 2h_\lambda^*\vec{p}^2\dot{h}_\lambda - h_\lambda^*\vec{p}^4h_\lambda + M_2^2 \left( \hat{h}_\lambda^*\hat{h}_\lambda - h_\lambda^*\vec{p}^2h_\lambda \right) \right]$$

$$= \frac{M_P^2}{8M_2^2} \sum_{\lambda = \pm 2} \int dt d^3p \left[ -\dddot{h}_\lambda^*\dddot{h}_\lambda + (\omega_1^2 + \omega_2^2)|\dot{h}_\lambda|^2 - \omega_1^2\omega_2^2|h_\lambda|^2 \right],$$

(2.31)

where

$$\omega_1 \equiv \sqrt{\vec{p}^2 + M_2^2}, \quad \omega_2 \equiv |\vec{p}|.$$

(2.32)

The action $S^{(2)}$ is the sum of the actions of Pais-Uhlenbeck oscillators, which will be studied in Sec. 4.1.2. There we will see that this system is equivalent to a ghost d.o.f. with frequency $\omega_1$ and a normal d.o.f. with frequency $\omega_2$. Therefore, the conclusion is that the helicity-2 sector features a massless field (the ordinary graviton) and a ghost field with mass $M_2 \equiv f_2M_P/\sqrt{2}$. Thus, as anticipated before, we see that $f_2^2 > 0$ is required to avoid tachyonic instabilities. Lorentz invariance implies that the helicity-1 and helicity-0 components of the massive ghost should be present too. We will see how they emerge in the next Secs. 2.3.2 and 2.3.3. The derivation of the ghost field presented here simplifies and agrees with previous proofs based on the $h_{\mu\nu}$ propagator [8,23].

---

7Starting from the initial action (2.8), it is possible to perform field redefinitions and use the auxiliary field method to make the ghost field explicitly appear in the Lagrangian [22]. This is equivalent to what has been done in Sec. 2.2 to make the scalar field $\zeta$ appear explicitly in the Lagrangian.
2.3.2 Helicity-1 sector

Next, we move to the helicity-1 sector, whose quadratic action is denoted here with $S^{(1)}$. $S^{(1)}$ is given by the sum of the Einstein-Hilbert contribution

$$S^{(1)}_{EH} = \frac{\bar{M}^2 P}{4} \int d^4x \left( \partial_i V_j \right)^2,$$

and the Weyl contribution

$$S^{(1)}_W = -\frac{1}{2f_2^2} \int d^4x \left( \partial_i \dot{V}_j \partial_i \dot{V}_j - V_i \vec{\nabla}^2 V_i \right).$$

Thus the full quadratic action in the helicity-1 sector is

$$S^{(1)} = \int d^4x \frac{\bar{M}^2 P}{4M_2^2} \left[ \dot{V}_j \vec{\nabla}^2 \dot{V}_j + V_i \vec{\nabla}^4 V_i - M_2^2 V_j \vec{\nabla}^2 V_j \right].$$

Given that $\vec{\nabla}^2$ is a negatively-defined operator, we see that $V_i$ has a ghost kinetic term and a mass $M_2$ and has therefore to be identified with the helicity-1 components of the massive spin-2 ghost.

2.3.3 Helicity-0 sector

We denote the helicity-0 action with $S^{(0)}$, which has one contribution from the Weyl-squared term and one from the Einstein-Hilbert term, $S^{(0)} = S^{(0)}_W + S^{(0)}_{EH}$. Expanding around the flat spacetime leads to the following helicity-0 action (modulo total derivatives)

$$S^{(0)}_W = -\frac{2}{3f_2^2} \int d^4x \left[ \vec{\nabla}^2 (\Phi + \Psi) \right]^2,$$

$$S^{(0)}_{ES} = \frac{\bar{M}^2 P}{2} \int d^4x \left[ -6\dot{\Psi}^2 + 4\Psi \vec{\nabla}^2 \Phi - 2\Psi \vec{\nabla}^2 \Psi \right].$$

The variation of $S^{(0)}$ with respect to $\Phi$ gives

$$-\frac{4}{3f_2^2 \bar{M}^2 P} \vec{\nabla}^4 (\Phi + \Psi) + 2\vec{\nabla}^2 \Psi = 0.$$

We see that this equation does not depend on the time derivative of the fields and, therefore, has to be considered as a constraint. Solving for $\Phi$:

$$\Phi = -\Psi + 3M_2^2 \vec{\nabla}^{-2} \Psi.$$  

In the expression above $\vec{\nabla}^{-2}$ denotes the inverse Laplacian, which can be defined by going to momentum space, $\vec{p}$, and identifying $\vec{\nabla}^{-2} \rightarrow -1/\vec{p}^2$. Inserting (2.39) into Eqs. (2.36) and (2.37) gives

$$S^{(0)} = \frac{\bar{M}^2 P}{2} \int d^4x \left[ -6\dot{\Psi}^2 + 6\Psi \vec{\nabla}^2 \Psi + 6M_2^2 \Psi^2 \right] = 3\bar{M}_P^2 \int d^4x \left[ -\left( \partial \Psi \right)^2 + M_2^2 \Psi^2 \right].$$

We see that the kinetic term of $\Psi$ is of the ghost type and its mass is $M_2$. Therefore, $\Psi$ represents the helicity-0 component of the ghost spin-2 field.
3 Renormalization

One of the main motivations for considering QG is its improved quantum behaviour with respect to Einstein theory. Therefore, it seems appropriate to discuss the renormalization properties right after the definition of the theory.

3.1 Renormalizability

The renormalizability of QG is suggested by simple power counting arguments, general covariance and dimensional analysis, it is therefore not surprising that some authors [6,7] noted this property several decades ago. There are also formal proofs [8, 24] of the renormalizability of QG, but we do not reproduce them here because they are described in detail in the original articles.

It is illuminating, however, to recall the main ingredients of the intuitive arguments in favour of renormalizability. Let us consider the expansion of QG around the flat spacetime, $g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}$, and a generic loop correction in momentum space. The vertices involving $h_{\mu\nu}$ contain at most 4 powers of the momenta $p$, while the $h_{\mu\nu}$-propagator behaves as $1/p^4$ for large momenta if an appropriate quantization is used [8] (see below). Therefore, in this case, the superficial degree of divergence should be four or less (see, for example, Chapter 12 of [25]). This conclusion holds both in the pure QG and in the presence of the most general renormalizable QFT.

It is instructive to illustrate the quantization that leads to a propagator that behaves as $1/p^4$ for large momenta. The presence of the ordinary graviton and the spin-2 ghost with mass $M_2$ tells us that the $h_{\mu\nu}$-propagator should have two poles,

$$Z_{\text{graviton}} \quad \frac{Z_{\text{ghost}}}{p^2 - M_2^2 + i\epsilon},$$

where $Z_{\text{graviton}}$ and $Z_{\text{ghost}}$ are the corresponding residues and we have allowed for two a priori different prescriptions, $\epsilon$ and $\epsilon'$. The two poles are both proportional to the same tensor structure as they both have spin-2. The requirement that the $h_{\mu\nu}$-propagator behaves as $p^4$ for large momenta leads to the condition $Z_{\text{graviton}} = -Z_{\text{ghost}}$. In this case the $h_{\mu\nu}$-propagator is proportional to

$$\frac{1}{p^2 + i\epsilon} - \frac{1}{p^2 - M_2^2 + i\epsilon'} = -\frac{M_2^2}{(p^2 + i\epsilon)(p^2 - M_2^2 + i\epsilon)} + \pi i\delta(p^2 - M_2^2)(\text{sign}(\epsilon') - \text{sign}(\epsilon)), \quad (3.2)$$

where we have used the formula

$$\frac{1}{x \pm i\epsilon} = \mathcal{P} \frac{1}{x} + i\pi\delta(x) \quad (3.3)$$

with $\mathcal{P}$ being the principal part. The second term on the right-hand side of Eq. (3.2) corresponds to the fact that the poles are shifted in different directions in the complex energy plane for $\text{sign}(\epsilon') \neq \text{sign}(\epsilon)$. Therefore, one obtains a propagator that behaves as $1/p^4$ only if

$\text{sign}(\epsilon') \neq \text{sign}(\epsilon)$.

These formal derivations can also be extended to include the general renormalizable matter sector considered in Sec. 2.

To convince ourselves of the correctness of this statement one could insert the propagator in (3.2) in a loop integral; the effect of the Dirac $\delta$-function is to drop one momentum integration and to add a power of momentum at the denominator, for a total of two (not four) momenta in the power counting.
sign($\epsilon'$) = sign($\epsilon$). Given that the absolute values of $\epsilon$ and $\epsilon'$ are not important this final condition can be simplified to $\epsilon = \epsilon'$.

The condition $\epsilon = \epsilon'$ implies that the ghost should be quantized by introducing an indefinite metric on the Hilbert space [8]. The easiest way to show this is by looking at the action $S^{(0)}$ of the helicity-0 component of the ghost in (2.40), this allows us to avoid the complications due to spacetime indices. The corresponding Lagrangian is

$$\mathcal{L}^{(0)} = \frac{1}{2} \left( -\dot{\Psi}^2 - \Psi \nabla^2 \Psi + M_2^2 \Psi^2 \right),$$  \hspace{1cm} (3.4)

where we have canonically normalized $\Psi$ by rescaling $\Psi \rightarrow \Psi/\sqrt{6}M_p$. The conjugate variable is then

$$\Pi_{\psi} = \frac{\partial \mathcal{L}^{(0)}}{\partial \dot{\Psi}} = -\dot{\Psi}$$ \hspace{1cm} (3.5)

and the canonical commutators are

$$[\Psi(t, \vec{x}), \dot{\Psi}(t, \vec{y})] = -i\delta^{(3)}(\vec{x} - \vec{y}), \quad [\Psi(t, \vec{x}), \Psi(t, \vec{y})] = 0, \quad [\dot{\Psi}(t, \vec{x}), \dot{\Psi}(t, \vec{y})] = 0.$$  \hspace{1cm} (3.6)

Performing a spatial Fourier transform and demanding $\Psi$ to solve its EOM leads to

$$\Psi(t, \vec{x}) = \int \frac{d^3p}{\sqrt{2(2\pi)^3\omega(p)}} \left( b_0(\vec{p})e^{i\vec{p}\cdot\vec{x} - i\omega(p)t} + b_0^\dagger(\vec{p})e^{-i\vec{p}\cdot\vec{x} + i\omega(p)t} \right),$$  \hspace{1cm} (3.7)

where $\omega(p) \equiv \sqrt{p^2 + M_2^2}$, and the commutation rules above imply

$$[b_0(\vec{p}), b_0^\dagger(\vec{q})] = -\delta(\vec{p} - \vec{q}), \quad [b_0(\vec{p}), b_0(\vec{q})] = 0.$$  \hspace{1cm} (3.8)

At this point we have a choice: we can

1. interpret the $b_0$ ($b_0^\dagger$) as annihilation (creation) operators,
2. interpret the $b_0$ ($b_0^\dagger$) as creation (annihilation) operators.

In Case 1, as we will see in Sec. 4.2.1, one should introduce an indefinite metric on the Hilbert space; in Case 2 the indefinite metric can be avoided, but the energies are negative: this statement will be shown in Sec. 4.2.1, but its correctness is intuitive because in that case one would interpret $-\omega(\vec{p})$ (rather than $+\omega(\vec{p})$) as the energy. Let us compute the propagator $P(x)$ in the two cases. The definition is

$$P(x) \equiv \langle 0 | T\Psi(t, \vec{x})\Psi(0)|0 \rangle = \theta(t)P_+(x) + \theta(-t)P_-(x),$$  \hspace{1cm} (3.9)

where

$$P_+(x) \equiv \langle 0 | \Psi(t, \vec{x})\Psi(0)|0 \rangle, \quad P_-(x) \equiv \langle 0 | \Psi(0)\Psi(t, \vec{x})|0 \rangle$$ \hspace{1cm} (3.10)

1. In Case 1 we have

$$P_+(x) = -\int \frac{d^3p}{2(2\pi)^3p_0} e^{-ipx}, \quad P_-(x) = P_+(-x)$$  \hspace{1cm} (3.11)

where $p_0 \equiv \omega(\vec{p})$. The minus sign in (3.11) is due to the minus sign in the commutation relation (3.8). Therefore, by using a standard text-book derivation,

$$P(x) = -\int \frac{d^3p e^{-ipx}}{(2\pi)^4(p^2 - M_2^2 + i\epsilon)},$$  \hspace{1cm} (3.12)

where $\epsilon > 0$. We see that this corresponds to $Z_{\text{ghost}} = -Z_{\text{graviton}}$ and $\epsilon' = \epsilon$.  

13
In Case 2 we still have
\[ P_+(x) = - \int \frac{d^3p}{2(2\pi)^3} e^{-ixp}, \quad P_-(x) = P_+(-x), \tag{3.13} \]
but now \( p_0 = -\omega(\vec{p}) \) (the energies are negative) and one ends up with
\[ P(x) = - \int \frac{d^4p e^{-ipx}}{(2\pi)^4(p^2 - M^2 - i\epsilon)}. \tag{3.14} \]

Note that the overall minus sign has a different origin than in Case 1: here it is due to the negative energy condition \( p_0 = -\omega(\vec{p}) \), not to the commutators as the role of \( b_0 \) and \( b_0^\dagger \) is switched. So in this case one still has \( Z_{\text{ghost}} = -Z_{\text{graviton}} \) but \( \epsilon' = -\epsilon \) and renormalizability does not occur.

Therefore, the conclusion is that renormalizability requires a quantization with an indefinite metric on the Hilbert space. In Sec. 4.2.1 we will show that such a metric should be introduced also to ensure that the Hamiltonian is bounded from below. This raises an interpretational problem as in quantum mechanics the positivity of the metric is related to the positivity of probabilities. This problem will be addressed in Sec. 4.2.6, where the state of the art of the related literature will be discussed.

### 3.2 RGEd

The renormalizability of the theory (including the gravitational sector) allows us to use the standard renormalization group machinery developed for field theories without gravity. In the following the modified minimal subtraction (\( \overline{\text{MS}} \)) scheme will be adopted.

#### 3.2.1 RGEd of the dimensionless parameters

The 1-loop RGEd of the dimensionless parameters are independent of the dimensionful quantities and it is thus convenient to present them separately. Their expression for a general renormalizable matter sector is
\[
\begin{align*}
\frac{df_2^2}{d\tau} &= -f_2^4 \left( \frac{133}{10} + \frac{N_V}{5} + \frac{N_F}{20} + \frac{N_S}{60} \right), \tag{3.15} \\
\frac{df_0^2}{d\tau} &= \frac{5}{3} f_2^4 + 5 f_2^2 f_0^2 + \frac{5}{6} f_0^4 + \frac{f_0^4}{12} (\delta_{ab} + 6 \xi_{ab}) (\delta_{ab} + 6 \xi_{ab}), \tag{3.16} \\
\frac{d\epsilon}{d\tau} &= - \left[ \frac{196}{45} + \frac{1}{360} (62N_V + \frac{11}{2} N_F + N_S) \right], \tag{3.17} \\
\frac{d\xi_{ab}}{d\tau} &= \frac{1}{6} \lambda_{abcd} (6 \xi_{cd} + \delta_{cd}) + (6 \xi_{ab} + \delta_{ab}) \sum_{k=a,b} \left[ \frac{Y_{k2}^2}{6} - \frac{C_{k2}^2}{2} \right] + \\
&- \frac{5 f_2^4}{3 f_0^2} \xi_{ab} + f_0^2 \xi_{ac} \left( \xi_{cd} + \frac{2}{3} \delta_{cd} \right) (6 \xi_{db} + \delta_{db}), \tag{3.18} \\
\frac{dY^a}{d\tau} &= \frac{1}{2} (Y^a Y^b Y^a + Y^a Y^b Y^a) + 2Y^b Y^a Y^b + 
\end{align*}
\]
\[ \frac{d\lambda_{abcd}}{d\tau} = \sum_{\text{perms}} \left[ \frac{1}{8} \lambda_{abf}\lambda_{efcd} + \frac{3}{8}\{\theta^A, \theta^B\}_{ab}\{\theta^A, \theta^B\}_{cd} - \text{Tr} \, Y^a Y^b Y^c Y^{+d} + \frac{5}{8} f_0^4 \zeta^\text{ab} \varepsilon \right] \]

\[ + \frac{5}{8} f_2^4 \zeta^\text{ab} \varepsilon + \frac{5}{6} f_0^4 \left( \delta^\text{ab} + 6 \xi^\text{ae} \varepsilon^\text{eb} \right) \left( \delta^\text{cd} + 6 \xi^\text{cd} \right) + \frac{f_2^2}{4!} \left( \delta^\text{ab} + 6 \xi^\text{ae} \varepsilon^\text{eb} \right) \lambda^\text{efcd} + \lambda^\text{abcd} \left[ \sum_{k=a,b,c,d} \left( Y^k - 3 C^k_{2S} \right) + 5 f_2 \right], \]

where

\[ \tau \equiv \ln \left( \frac{\mu}{\mu_0} \right) / (4\pi)^2, \]

\( \mu \) is the \( \overline{MS} \) energy scale and \( \mu_0 \) is a fixed energy, \( N_V, N_F \) and \( N_S \) are the numbers of gauge fields, Weyl fermions and real scalars. Also, \( Y^k, C^k_{2S} \) and \( C_2 \) are defined by

\[ \text{Tr} \, (Y^a Y^b) = Y^a \delta^{ab}, \quad \theta^A \theta^A = C^a_{2S} \delta_{ab}, \quad C_2 = \epsilon t^A t^A. \]

The sum over “perms” in the RGEs of the \( \lambda_{abcd} \) runs over the \( 4! \) permutations of \( abcd \). We do not show the RGEs of the gauge couplings because they are not modified by the gravitational couplings (see [26] and [27–29]).

Some terms in the 2-loop RGEs have been determined [13]. For example, switching off all couplings but \( f_0^4 \) one obtains the 2-loop RGE for \( f_0^4 \) [13]

\[ \frac{df_0^4}{d\tau} = \frac{5}{6} f_0^4 - \frac{1}{(4\pi)^2} \frac{5}{12} f_0^6. \]

However, a complete expression of the 2-loop RGEs for all couplings is not available yet.

Note that the coefficient \( \epsilon \) of the topological term \( G \) does not appear in the RGEs of the other parameters. Indeed, \( G \) vanishes when the spacetime is topologically equivalent to the flat spacetime and the RGEs, being UV effects, are independent of the global spacetime properties.

The RGEs above are the result of several works. The first attempt to determine the RGEs of \( f_2 \) and \( f_0^4 \) was presented in Ref. [30]. The results of [30] are incomplete and contain some errors. An improved calculation was later provided by [26,31], which, however, still contains an error in the RGE of \( f_0^4 \). The first correct calculation of the RGE of \( f_0^4 \) in the pure gravity case appeared in [12]; indeed, the result of [12] was later checked by [29,32] with completely different techniques. Ref. [29] also extended the results of [12] to include the general couplings to renormalizable matter sectors. The RGE for \( \epsilon \) in the presence of general renormalizable matter fields can be found in [15] (see also [33] for a more recent discussion).

Eqs. (3.15)-(3.16) clearly show that even if the spacetime metric is not quantized and we do not introduce the terms quadratic in the curvature in the Lagrangian, such terms are anyhow generated by loops of matter fields, as originally showed in [3].

### 3.2.2 RGEs of the dimensionful parameters

The 1-loop RGEs of the dimensionful parameters are

\[ \frac{d\bar{M}_P^2}{d\tau} = \frac{1}{3} m^2 + \frac{1}{3} \text{Tr} (\tilde{M}^4 M) + 2 \xi_{ab} m_{ab}^2 + \left( \frac{2 f_0^2}{3} - \frac{5 f_2^4}{3 f_0^6} + 2 X \right) \bar{M}_P^2, \]

(3.24)
\[
\frac{d\Lambda}{d\tau} = \frac{m_{ab}^2 m_{ab}^2}{2} - \text{Tr}[(MM^\dagger)^2] + \frac{5f_2^4 + f_0^4}{8} \bar{M}_P^4 + (5f_2^2 + f_0^2)\Lambda + 4\Lambda X, \tag{3.25}
\]
\[
\frac{dM}{d\tau} = \frac{1}{2}(Y^{ib}Y^b M + MY^{ib}Y^b) + 2Y^b M^\dagger Y^b + Y^b \text{Tr}(Y^{ib}M) +
-3\{C_2 P, M\} + \frac{15}{8} f_2^2 M + MX, \tag{3.26}
\]
\[
\frac{dm_{ab}^2}{d\tau} = \lambda_{abf} m_{ef}^2 + A_{aef} A_{bfe} - 2\left[ \text{Tr}(Y^{\{a}Y^{ib\}}MM^\dagger) +
+ \text{Tr}(Y^{\{a}Y^{ib\}}M^\dagger M) + \text{Tr}(Y^{a}M^\dagger Y^b M^\dagger) + \text{Tr}(MY^{a}MY^{ib}) \right] +
+ \frac{5}{2} f_2^2 \xi_{ab} \bar{M}_P^2 + \frac{f_0^4}{2} (\xi_{ab} + 6\xi_{ae}\xi_{eb}) \bar{M}_P^2 +
+f_0^2 \left( m_{ab}^2 + 3\xi_{bf} m_{af}^2 + 3\xi_{af} m_{bf}^2 + 6\xi_{ae}\xi_{bf} m_{ef}^2 \right) +
+ m_{ab}^2 \left[ \sum_{k=a,b} (Y_k^2 - 3C_{28}^k) + 5f_2^2 + 2X \right], \tag{3.27}
\]
\[
\frac{dA_{abc}}{d\tau} = \lambda_{abf} A_{aef} + \lambda_{acef} A_{efb} + \lambda_{bcef} A_{efa} +
-2 \text{Tr}(Y^{\{a}Y^{ib}}Y^{c}M^\dagger) - 2 \text{Tr}(Y^{\{a}Y^{ib}Y^{c}M^\dagger) +
+f_0^2 \left( A_{abc} + 3\xi_{af} A_{fbc} + 3\xi_{bf} A_{fcb} + 3\xi_{cf} A_{fab} \right) +
+6f_0^2 \left( \xi_{ae}\xi_{bf} A_{efc} + \xi_{ae}\xi_{cf} A_{efb} + \xi_{be}\xi_{cf} A_{efa} \right) +
+A_{abc} \left[ \sum_{k=a,b,c} (Y_k^2 - 3C_{28}^k) + 5f_2^2 + X \right], \tag{3.28}
\]

where the curly brackets represent the sum over the permutations of the corresponding indices: e.g. \(Y^{\{a}Y^{ib}} = Y^a Y^{ib} + Y^b Y^{ia}\). The symbol \(X\) represents a gauge-dependent quantity [13]. The RGEs of massive parameters are gauge dependent as the unit of mass is gauge dependent. Any dimensionless ratio of dimensionful parameters is physical and the corresponding RGE is indeed gauge-independent, as it can be easily checked from Eqs. (3.24)-(3.28).

The RGEs above for the most general renormalizable matter sector where obtained in Ref. [13] and later checked in Ref. [71]. However, before [13] appeared, a number of articles computed the RGEs of some massive parameters in less general models. The RGE for \(\Lambda/\bar{M}_P^4\) in the pure gravity theory was determined in [12] and a detailed description of the methods used can be found in [15]. The RGE of the ratio between the Higgs squared mass \(M_h^2\) and \(\bar{M}_P^2\) was computed in [29] (where the matter sector was identified with the SM).

These general RGEs can be used to address issues related to the high-energy extrapolation, such as the UV-completeness or the vacuum stability of generic theories of the sort studied here.

### 4 Ghosts

In this section we discuss systems (such as quadratic gravity) featuring ghosts, recall the related problems and present some possible solutions. We will mostly focus on finite dimensional systems, but discuss both classical and quantum mechanical aspects.
4.1 Ghosts in classical mechanics

We consider a physical system described by a certain number of coordinates $q_i$ and restrict our attention to Lagrangians that depend on $q_i$, $\dot{q}_i$, $\ddot{q}_i$, and, possibly, on time $t$,

$$L(q, \dot{q}, \ddot{q}, t),$$

where the dot is the derivative w.r.t. $t$ and, from now on, we understand the index $i$. This setup covers the case we are interested in: the Lagrangian of quadratic gravity depends both on the first and second derivatives of the field variables; moreover, an explicit dependence on time emerges e.g. when a cosmological background is considered [20].

In the following paragraphs we will first discuss the derivation of Euler-Lagrange equations of motion and then introduce the Hamiltonian approach.

The least action principle in this context tells us that the variation $\delta S$ of the action $S \equiv \int dt L$ with respect to variations $\delta q$ of the coordinates that vanish on the time boundaries (together with their first derivatives, $\delta \dot{q}$) should be zero $^{11}$:

$$0 = \delta S = \int dt \left( \frac{\partial L}{\partial q} \delta q + \frac{\partial L}{\partial \dot{q}} \delta \dot{q} + \frac{\partial L}{\partial \ddot{q}} \delta \ddot{q} \right).$$

Here we should require that also $\delta \dot{q}$ vanishes on the time boundaries because the values of $q$ at two times are not sufficient to identify the motion as the equations involve derivatives higher than the second order. By integrating by parts the second term in (4.2) once and the third term twice we obtain the Euler-Lagrange equations of motion for four-derivative theories:

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}} \right) = \frac{\partial L}{\partial q}.$$  

We now move to the Hamiltonian approach. We start by defining two canonical coordinates

$$q_1 \equiv q, \quad q_2 \equiv \dot{q}.$$  

In this case the conjugate momenta are defined by

$$p_l \equiv \frac{\delta L}{\delta \dot{q}_l} \equiv \frac{\partial L}{\partial \dot{q}_l} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}_l},$$

where the index $l$ runs over $\{1, 2\}$. A motivation for this definition will be given below in Sec. 4.1.1. For $l = 1$ and $l = 2$ separately the conjugate momenta read

$$p_1 = \frac{\partial L}{\partial \dot{q}} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}}, \quad p_2 = \frac{\partial L}{\partial \ddot{q}}.$$  

Then, one defines as usual the Hamiltonian $H$ as

$$H = p_0 q_1 - L(q, \dot{q}, \ddot{q}, t).$$

$^{10}$Note that the case of fields can be obtained by interpreting the index $i$ as a space coordinate $\vec{x}$.

$^{11}$The summation on the index $i$ is understood: for example $\frac{\partial L}{\partial q} \delta q \equiv \sum_i \frac{\partial L}{\partial q_i} \delta q_i$. 

4.1.1 The Ostrogradsky theorem

Under a non-degeneracy assumption, i.e. the fact that \( \det(\partial^2 L / \partial \ddot{q}^2) \neq 0 \), it is possible to argue that the system is classically unstable \(^{13}\).

Indeed, this assumption allows us to express \( \ddot{q} \) as

\[
\ddot{q} = f(q, \dot{q}, p_2, t), \tag{4.8}
\]

where \( f \) is the inverse of \( \partial L / \partial \dot{q} \) viewed as a function of \( \ddot{q} \). Once Eqs. (4.4) and (4.8) are used, \( H \) reads

\[
H = p_1q_2 + p_2 f(q_1, q_2, p_2, t) - L(q_1, q_2, f(q_1, q_2, p_2, t), t), \tag{4.9}
\]

which is manifestly a function of the form

\[
H = H(q_l, p_l, t). \tag{4.10}
\]

The form of \( H \) in (4.9) implies the celebrated Ostrogradsky theorem \(^{9}\): the Hamiltonian obtained from a Lagrangian of the form \( L(q, \dot{q}, \ddot{q}, t) \), which depends non-degenerately on \( \ddot{q} \) (i.e. \( \det(\partial^2 L / \partial \ddot{q}^2) \neq 0 \)), is not bounded from below.

Indeed, the expression of \( H \) in (4.9) shows that \( H \) depends linearly on the momentum \( p_1 \) and therefore goes to \( -\infty \) if \( p_1 \) tends either to \( +\infty \) or \( -\infty \) (when \( q_2 \) is non-vanishing).

One may wonder why the conjugate momenta is defined as in (4.5). The reason is that the standard form of the Hamiltonian equations of motion follows in this case and, therefore, the Hamiltonian is a constant of motion if it does not depend explicitly on time. In order to see this let us consider an infinitesimal variation of the Hamiltonian and compute it in two different ways, by using (4.7) and (4.10). Respectively we have

\[
dH = p_1 dq_2 + dp_i \frac{\partial L}{\partial dq_2} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}_2} dt - \frac{\partial L}{\partial \dot{q}_2} dq_2 - \frac{\partial L}{\partial \dot{q}_2} dt, \tag{4.11}
\]

\[
dH = \frac{\partial H}{\partial q_l} dq_l + \frac{\partial H}{\partial p_l} dp_l + \frac{\partial H}{\partial t} dt. \tag{4.12}
\]

By using the definition of the conjugate momenta in (4.6) and \( q_2 = \dot{q} \) in the first expression of \( dH \) we obtain

\[
dH = \dot{q}_l dp_l - \frac{\partial L}{\partial dq} dq - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}} \dot{q} - \frac{d}{dt} \frac{\partial L}{\partial t} dt - \dot{q}_l dp_l - \frac{\partial L}{\partial \dot{q}} dq - \dot{p}_2 dq - \frac{\partial L}{\partial \dot{t}} dt. \tag{4.13}
\]

The Euler-Lagrange equations allow us to write the term \( \frac{\partial L}{\partial \dot{q}} dq \) as follows

\[
\frac{\partial L}{\partial \dot{q}} dq = \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}} \right) dq = \dot{p}_1 dq
\]

so

\[
dH = \dot{q}_l dp_l - \dot{p}_1 dq_l - \frac{\partial L}{\partial \dot{t}} dt. \tag{4.15}
\]

\(^{12}\)\( \partial^2 L / \partial \dot{q}^2 \) denotes the Hessian matrix of \( L \), whose elements are \( \partial^2 L / \partial \dot{q}_i \partial \dot{q}_j \).

\(^{13}\)Lagrangians that depend on even higher derivatives of \( q \) have been considered in the literature in the time-independent case \(^{34}\), but these situations go beyond our scope as the quadratic gravity Lagrangian only depends on the derivative of \( q \) up to the second order.
By comparing now this expression with the one in (4.12) we obtain

$$
\dot{q}_l = \frac{\partial H}{\partial p_l}, \quad \dot{p}_l = -\frac{\partial H}{\partial q_l}, \quad \frac{\partial H}{\partial t} = -\frac{\partial L}{\partial \dot{t}}.
$$

(4.16)

Therefore we see that in theories with a Lagrangian of the form $L(q, \dot{q}, \ddot{q}, t)$, which depends non-degenerately on $\ddot{q}$ (i.e. $\det(\partial^2 L/\partial \ddot{q}^2) \neq 0$), the Hamiltonian equations have the standard form provided that the definition of the conjugate momenta are modified according to (4.5). By inserting the first two equations in (4.16) into (4.12) we obtain that the Hamiltonian is a constant of motion provided that $\partial H/\partial t = 0$.

**(In)stabilities**

If a system fulfills the hypothesis of the Ostrogradsky theorem it can develop instabilities. However, this theorem does not directly imply that all solutions of such a system are unstable. Here by "stable solution" we mean a solution of the equations of motion such that for initial conditions close enough to the region of the phase space spanned by this solution the motion is bounded (it does not run away). There are several examples of systems of this type that feature bounded motions: the Pais-Uhlenbeck model [34] to be discussed in Sec. 4.1.2 (in some cases even in the presence of interactions [35–40]) and quadratic gravity expanded at linear level around the flat or de Sitter spacetime [20,41,42].

### 4.1.2 The Pais-Uhlenbeck model

The Ostrogradsky theorem applies to a large class of higher derivative theories, but we have seen that it does not forbid directly the existence of stable solutions. To understand further the issues of higher derivative theories it is convenient to analyse a simple system, which captures some of the essential characteristics of quadratic gravity. In this section we therefore focus on the Pais-Uhlenbeck model [34], whose Lagrangian is

$$
L = -\frac{\ddot{q}^2}{2} + (\omega_1^2 + \omega_2^2)\frac{\dot{q}^2}{2} - \omega_1^2 \omega_2^2 \frac{q^2}{2} - V(q) = -\frac{1}{2}q(d^2 dt^2 + \omega_1^2)(d^2 dt^2 + \omega_2^2)q - V(q) + \text{total derivatives}.
$$

(4.17)

Here $V$ is a function of $q$ representing a possible interaction and $\omega_1$ and $\omega_2$ are real parameters. As we will see, $\omega_1$ and $\omega_2$ represent the frequencies of two decoupled oscillators when $V = 0$. Apart from its simplicity, another reason for considering this model is that it closely resembles the helicity-2 sector of QG (see Eq. (2.31)). In QG $\omega_1 \neq \omega_2$ at finite spatial momentum (see (2.32)); therefore, the unequal frequency case is particularly relevant.

**Lagrangian analysis**

The Lagrangian equation of motion is

$$
(d^2 dt^2 + \omega_1^2)(d^2 dt^2 + \omega_2^2)q + V'(q) = \frac{d^4 q}{dt^4} + (\omega_1^2 + \omega_2^2)\frac{d^2 q}{dt^2} + \omega_1^2 \omega_2^2 q + V'(q) = 0.
$$

(4.18)

Eq. (4.18) makes it manifest why one chooses $\omega_1^2$ and $\omega_2^2$ to be positive: otherwise the solutions of the equations of motion would feature tachyonic instabilities at least for vanishing $V$. 
Figure 2: Solution to the equation of motion (4.18) of the Pais-Uhlenbeck model with $V(q) = \lambda \sin(q)^4$. The plot is presented in units of $\omega_2$. The other parameters are set as follows: $\omega_1 = 2.1$, $\lambda = 1.022$. The motion appears to be bounded and periodic (the vertical dashed lines indicate the period).

The corresponding classical solution, for given initial conditions $q_0 \equiv q(0), \dot{q}_0 \equiv \dot{q}(0), \ddot{q}_0 \equiv \ddot{q}(0)$ at $t = 0$, is

$$q(t) = -\frac{\omega_2^2 \ddot{q}_0 + \dddot{q}_0}{\omega_1^2 - \omega_2^2} \cos(\omega_1 t) + \frac{\omega_1^2 q_0 + \dddot{q}_0}{\omega_2^2} \cos(\omega_2 t) - \frac{\omega_2^2 \ddot{q}_0 + \dddot{q}_0}{\omega_1 (\omega_1^2 - \omega_2^2)} \sin(\omega_1 t) + \frac{\omega_1^2 q_0 + \dddot{q}_0}{\omega_2 (\omega_1^2 - \omega_2^2)} \sin(\omega_2 t).$$

This is a well behaved system without run-away issues for unequal frequencies, $\omega_1 \neq \omega_2$. By taking the limit $\omega_1 \to \omega \equiv \omega$ in the expression above one obtains

$$q(t) = \sin(t \omega) \left[ \frac{t (q_0 \omega^2 + \ddot{q}_0)}{2 \omega} + \frac{3q_0 \omega^2 + \dddot{q}_0}{2 \omega^2} \right] + \cos(t \omega) \left[ q_0 - t (\ddot{q}_0 \omega^2 + \dddot{q}_0) \right].$$

Note that the amplitudes of the sine and cosine functions above grow linearly with $t$.

Run-away (i.e. unstable) solutions can also appear for $\omega_1 \neq \omega_2$ if a non-quadratic potential, i.e. $V \neq 0$, is introduced. However, it has been found numerically that the system admits stable solutions regardless of the unboundedness of the Hamiltonian for some choices of $V$, such as $V(q) \propto \sin(q)^4$ [37]. The situation for this potential is illustrated in Fig. 2. In [39] it was found that the solutions are unstable unless $V$ is bounded from below and above. Of course, this can only be generically true for $\omega_1 \neq \omega_2$ because, for equal frequencies, we have seen that the motion is unbounded even for $V = 0$, which is certainly bounded from below and above.

Hamiltonian analysis

We can now construct the Hamiltonian\(^{14}\) by using the general formulae of Sec. 4.1. Ostrogradsky’s canonical variables defined in (4.5) and (4.4) in this case read

$$q_1 = q, \quad p_1 = \frac{\partial L}{\partial \dot{q}} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}} = (\omega_1^2 + \omega_2^2) \dot{q} + \ddot{q},$$

$$q_2 = \dot{q}, \quad p_2 = \frac{\partial L}{\partial \ddot{q}} = -\dddot{q}.\quad (4.21)$$

\(^{14}\)An analogous construction for QG was performed in [14,43–45].
Note that the non-degeneracy hypothesis of the Ostrogradsky theorem is obviously satisfied in this case: \( \partial^2 L / \partial \dot{q}^2 = -1 \neq 0 \). Indeed, by using the general formula in (4.9) we obtain (in the Pais-Uhlenbeck model \( f(q, \dot{q}, p, t) = -p_2 \))

\[
H = p_1 q_2 - \frac{1}{2} p_2^2 - \frac{\omega_1^2 + \omega_2^2}{2} q_2^2 + \frac{\omega_1^3 \omega_2^2}{2} q_1^2 + V(q_1),
\]

which is obviously unbounded from below. From (4.16) the Hamiltonian equations of motion are

\[
\begin{align*}
\dot{q}_1 &= \frac{\partial H}{\partial p_1} = q_2, & \dot{p}_1 &= -\frac{\partial H}{\partial q_1} = -\omega_1^2 \omega_2^2 q_1 - V'(q_1), \\
\dot{q}_2 &= \frac{\partial H}{\partial p_2} = -p_2, & \dot{p}_2 &= -\frac{\partial H}{\partial q_2} = -p_1 + (\omega_1^2 + \omega_2^2) q_2.
\end{align*}
\]

They imply the classical Euler-Lagrange equation of motion in (4.18).

When \( \omega_1 \neq \omega_2 \), the Hamiltonian in (4.22) can be brought in diagonal form (except for the effect of the interaction \( V \))

\[
H = -\frac{1}{2} (p_1^2 + \omega_1^2 q_1^2) + \frac{1}{2} (p_2^2 + \omega_2^2 q_2^2) + V(q_1)
\]

through the canonical transformation

\[
q_1 = \frac{\tilde{q}_2 - \tilde{p}_1 / \omega_1}{\sqrt{\omega_1^2 - \omega_2^2}}, \quad q_2 = \frac{\tilde{p}_2 - \omega_1 \tilde{q}_1}{\sqrt{\omega_1^2 - \omega_2^2}}, \quad p_1 = \omega_1 \frac{\tilde{p}_2 - \omega_2 \tilde{q}_1}{\sqrt{\omega_1^2 - \omega_2^2}}, \quad p_2 = \frac{\omega_2^2 q_2 - \omega_1 \tilde{p}_1}{\sqrt{\omega_1^2 - \omega_2^2}}.
\]

which satisfies \( q_1 p_1 - q_2 p_2 = \tilde{p}_2 \tilde{q}_2 - \tilde{p}_1 \tilde{q}_1 \). Its inverse is

\[
\begin{align*}
\tilde{q}_1 &= \frac{p_1 - \omega_1^2 q_2}{\omega_1 \sqrt{\omega_1^2 - \omega_2^2}}, & \tilde{q}_2 &= \frac{\omega_1^2 q_1 - p_2}{\sqrt{\omega_1^2 - \omega_2^2}}, & \tilde{p}_1 &= \omega_1 \frac{\omega_2^2 q_1 - p_2}{\sqrt{\omega_1^2 - \omega_2^2}}, & \tilde{p}_2 &= \frac{p_1 - \omega_2^2 q_2}{\sqrt{\omega_1^2 - \omega_2^2}}.
\end{align*}
\]

Note that, given the first equation in (4.25), \( V(q_1) \) introduces interactions between \( \tilde{q}_2 \) and \( \tilde{p}_1 \). However, from (4.24) one can see that the system for \( V = 0 \) is equivalent to two decoupled oscillators with frequencies \( \omega_1 \) and \( \omega_2 \). Note that the first oscillator contributes negatively to the Hamiltonian: this is the manifestation of the Ostrogradsky theorem in this basis. Since the derivation of (4.24) is valid only for \( \omega_1 \neq \omega_2 \) (because otherwise the transformation in (4.25) would be singular) one might hope to have a classical Hamiltonian that is bounded from below for \( \omega_1 = \omega_2 \). This is not the case as the Hamiltonian in the form given in (4.22) is valid for \( \omega_1 = \omega_2 \) too and is not bounded from below.

### 4.2 Quantum mechanics with ghosts

Before examining the peculiar features of the quantization with ghosts, let us spell out some basic assumptions of standard quantum mechanics, which will be made in the presence of ghosts too.

- Quantizing the theory consists in substituting the canonical coordinates \( q_j \) and conjugate momenta \( p_j \) with some operators acting on a vector space, whose elements are identified with the possible states of the system\(^{15}\).

\(^{15}\)For simplicity, in the following we will use the same symbol to denote the quantum operators and the corresponding classical variables (when this does not create confusion).
• The Hamiltonian $H$ in quantum mechanics is defined as a self-adjoint operator ($H^\dagger = H$) with respect to some metric on the vector space of states. $H$ generates the time evolution: the state $|\psi_t\rangle$ at time $t$ is given by

$$|\psi_t\rangle = U(t)|\psi_0\rangle, \quad U(t) \equiv e^{-iHt}. \quad (4.27)$$

Moreover, the Hamiltonian is assumed to have the same expression in terms of $q_j$ and $p_j$ as in classical mechanics, Eq. (4.10).

• The canonical coordinates $q_j$ and their conjugate momenta $p_j$ are promoted to operators by imposing the canonical commutators, i.e.

$$[q_j, p_k] = i\delta_{jk}, \quad [q_j, q_k] = 0, \quad [p_j, p_k] = 0 \quad (4.28)$$

and requiring them to be self-adjoint: $q_j^\dagger = q_j$ and $p_j^\dagger = p_j$.

Possible probabilistic interpretations of quantum theories with ghosts will be discussed in Sec. 4.2.6.

Most of the efforts that have been done so far in quantizing theories with ghosts have focused on simple toy models, which isolate the main source of concern: the presence of four time-derivatives. The model that is typically studied is the quantum version of the Pais-Uhlenbeck construction given in Sec. 4.1.2, which is perhaps the simplest four-derivative extension of an ordinary quantum mechanical model. Therefore, we will mostly focus on it. However, some of the results reviewed in this section can be applied to other models too.

### 4.2.1 Trading negative energies with negative norms

A first thing one can prove is that some Hamiltonians that are not bounded from below can be quantized in a way that their quantum spectrum is instead bounded from below, but this is achieved by introducing an indefinite metric on the Hilbert space (as we will see, this is precisely the metric with respect to which $H$, $q_j$ and $p_j$ have been assumed to be self-adjoint). A classic example is the Pais-Uhlenbeck Hamiltonian\(^{16}\) in Eq. (4.24) for vanishing $V$, which we now discuss in some detail.

The part of the classical Hamiltonian that contributes negatively is

$$H_1 \equiv -\frac{1}{2}(\tilde{p}_1^2 + \omega_1^2 q_1^2), \quad (4.29)$$

and it is on this part that we shall focus as the other one $H_2 \equiv \frac{1}{2}(\tilde{p}_2^2 + \omega_2^2 q_2^2)$, being positive, can be quantized with standard methods. Note that the quadratic Hamiltonian of the ghost of QG can be written as the sum of Hamiltonians of the form (4.29), as is clear from Eqs. (2.40) and (2.35) and the fact that the Lagrangian (2.31) of the helicity-2 sector of QG is the sum of Pais-Uhlenbeck Lagrangians.

\(^{16}\)It is important to recall that Hamiltonian (4.24) is equivalent to the original Hamiltonian in (4.22) when $\omega_1 \neq \omega_2$ a condition that is assumed to hold here (for the quantization of the equal frequency Pais-Uhlenbeck model see e.g. [40,46–49])
What allows us to trade the negative energy in Eq. (4.29) with negative norm is the exchange of creation and annihilation operators: one defines the annihilation and creation operators respectively as

\[ \tilde{a}_1 \equiv \sqrt{\frac{\omega_1}{2}} \left( \tilde{q}_1 - i \frac{\tilde{p}_1}{\omega_1} \right), \quad \tilde{a}_1^\dagger \equiv \sqrt{\frac{\omega_1}{2}} \left( \tilde{q}_1 + i \frac{\tilde{p}_1}{\omega_1} \right), \] (4.30)

where we used \( \tilde{q}_1^\dagger = \tilde{q}_1 \) and \( \tilde{p}_1^\dagger = \tilde{p}_1 \). The relative signs between \( \tilde{q}_1 \) and \( \tilde{p}_1 \) have been switched with respect to the standard case. We keep here the label 1 to recall that the oscillator with label 2 is bound from below. This is because Eq. (4.38) tells us that the spectrum of \( N \) is subject to the usual definition of annihilation and creation operators:

\[ \tilde{a}_2 \equiv \sqrt{\frac{\omega_2}{2}} \left( \tilde{q}_2 + i \frac{\tilde{p}_2}{\omega_2} \right), \quad \tilde{a}_2^\dagger \equiv \sqrt{\frac{\omega_2}{2}} \left( \tilde{q}_2 - i \frac{\tilde{p}_2}{\omega_2} \right). \] (4.31)

From the canonical commutators (4.28) and by using the canonical transformation in (4.26) it follows

\[ [\tilde{q}_j, \tilde{p}_k] = i \delta_{jk}, \quad [\tilde{q}_j, \tilde{q}_k] = 0, \quad [\tilde{p}_j, \tilde{p}_k] = 0, \] (4.32)

which leads to

\[ [\tilde{a}_j, \tilde{a}_k^\dagger] = \eta_{jk}, \quad [\tilde{a}_j, \tilde{a}_k] = 0, \quad [\tilde{a}_j^\dagger, \tilde{a}_k^\dagger] = 0, \] (4.33)

where \( \eta_{11} = -1, \eta_{22} = 1, \eta_{12} = \eta_{21} = 0 \). One can now express \( \tilde{q}_1 \) and \( \tilde{p}_1 \) in terms of \( \tilde{a}_1 \) and \( \tilde{a}_1^\dagger \) as usual and find

\[ H_1 = -\omega_1 \tilde{a}_1^\dagger \tilde{a}_1 + \frac{\omega_1}{2} \equiv \omega_1 N_1 + \frac{\omega_1}{2}, \] (4.34)

where we defined a number operator \( N_1 \equiv -\tilde{a}_1^\dagger \tilde{a}_1 \) (see below) with an unusual minus sign. Indeed, with this definition \( N_1, \tilde{a}_1 \) and \( \tilde{a}_1^\dagger \) satisfy the usual commutation relations

\[ [N_1, \tilde{a}_1] = -\tilde{a}_1, \quad [N_1, \tilde{a}_1^\dagger] = \tilde{a}_1^\dagger, \] (4.35)

which allows us to interpret \( \tilde{a}_1 \) and \( \tilde{a}_1^\dagger \) as annihilation and creation operators respectively: the eigenstates of \( N_1 \), i.e. \( N_1 |n_1\rangle = n_1 |n_1\rangle \), satisfy

\[ \tilde{a}_1 |n_1\rangle = c(n_1) |n_1 - 1\rangle, \quad \tilde{a}_1^\dagger |n_1\rangle = d(n_1) |n_1 + 1\rangle. \] (4.36)

c and \( d \) can be determined up to an overall phase, once the normalization of \( |n_1\rangle \) is fixed. Here, for reasons that will become clear shortly, we allow some norms to be negative and we choose the normalizations\(^{17} \langle n_1 | n_1 \rangle = \nu_{n_1} \), where \( \nu_{n_1} = \pm 1 \). Notice now

\[ -\nu_{n_1} n_1 = \langle n_1 | \tilde{a}_1^\dagger \tilde{a}_1 | n_1 \rangle = |c(n_1)|^2 \langle n_1 - 1 | n_1 - 1 \rangle = |c(n_1)|^2 \nu_{n_1-1}, \] (4.37)

which leads to

\[ |c(n_1)|^2 = -\frac{\nu_{n_1}}{\nu_{n_1-1}} n_1. \] (4.38)

If all norms are positive, i.e. all \( \nu_{n_1} = 1 \), it is possible to show with a standard textbook argument that the spectrum of \( N_1 \) (and therefore, because of Eq. (4.34), that of the Hamiltonian) is not bounded from below. This is because Eq. (4.38) tells us \( n_1 < 0 \) and we can then reach an arbitrary large and negative value of \( n_1 \) by acting with the annihilation operator.

\(^{17}\) More general assignments, \( \nu_{n_1} \neq \pm 1 \) are equivalent because we can always re-normalize the states in a way that \( \nu_{n_1} = \pm 1 \) as long as there are no zero norm states, which we assume here.
The only way to avoid \( n_1 < 0 \) is to take \( \nu_{n_1} = -\nu_{n_1-1} \). Indeed, in this case (4.38) gives\(^{18}\)

\[
|c(n_1)|^2 = n_1, 
\]  
(4.41)

which as usual implies that the spectrum of \( N_1 \) is \( \{n_1\} = \{0, 1, 2, 3, \ldots\} \) (and therefore \( N_1 \) can be appropriately be identified with a number operator) and the spectrum of the Hamiltonian is thus bounded from below. The state with \( n_1 = 0 \) is interpreted as that without ghost quanta and so we require it to have positive norm. Therefore, \( \nu_{n_1} = -\nu_{n_1-1} \) implies that the states with an even (odd) number of ghost quanta have positive (negative) norm.

A similar reasoning can be done in QG linearized around the flat spacetime: the energy becomes bounded from below if an indefinite metric on the Hilbert space is introduced (See Sec. 3.1). Furthermore, we saw in Sec. 3.1 that an indefinite metric should be present also in order for QG to be renormalizable. Therefore, insisting in having arbitrarily negative energies to preserve the positivity of the metric appears to have very little motivation.

As mentioned before, in this construction \( q_j, p_j \) and \( H \) are self-adjoint w.r.t. the indefinite metric. This leads to problems in the definition of probabilities, which we shall address in Sec. 4.2.6.

### 4.2.2 The problem of the wave-function normalization

So far we have given some features of the quantum theory, but we have not yet specified completely the quantization procedure. We still have to define the spectrum of the operators \( q_j \).

Let us discuss this point in the Pais-Uhlenbeck model with \( \omega_1 \neq \omega_2 \) for the sake of definiteness. One possibility would be to assume, as usual, that the spectrum is real for both \( q_1 \) and \( q_2 \). However, this leads to non-normalizable wave functions \([50, 51]\). To see this, we consider the ground-state wave function \( \psi_0(q_1, q_2) \equiv \langle q_1, q_2|0 \rangle \), where \( |0\rangle \) is the vacuum, defined as \( \tilde{a}_1|0\rangle = 0 \) and \( \tilde{a}_2|0\rangle = 0 \), while \( |q_1, q_2\rangle \) is an eigenstate of \( q_1 \) and \( q_2 \). Using the standard representation for the conjugate momentum acting on the wave functions, \( p_i = -i\partial/\partial q_i \), one obtains the ground-state wave function

\[
\psi_0(q_1, q_2) \propto \exp \left( -\frac{q_1^2\omega_1\omega_2 + q_2^2}{2}(\omega_1 + \omega_2) - iq_1q_2\omega_1\omega_2 \right). 
\]  
(4.42)

With this quantization, \( \psi_0(q_1, q_2) \) is non-normalizable along the \( q_2 \)-direction. However, \( \psi_0(q_1, q_2) \) becomes normalizable when one performs the integral of \( |\psi_0(q_1, q_2)|^2 \) on the imaginary \( q_2 \)-axis.

This suggests that one could obtain a consistent quantization by requiring \( q_2 \) to have a purely imaginary spectrum, while assuming a standard quantization (with real spectrum) for \( q_1 \) \([52]\).

### 4.2.3 The Dirac-Pauli quantization

The quantization with purely imaginary eigenvalues for a canonical variable \( \hat{x} \) was first discussed by Pauli \([53]\) for Lagrangians with at most 2 time-derivatives, elaborating on a previous work by

\[^{18}\text{In order to fix } d(n_1) \text{ consider}
\]

\[
-\nu_{n_1}(n_1 + 1) = \langle n_1|a_1^\dagger a_1 - 1|n_1\rangle = \langle n_1|a_1a_1^\dagger|n_1\rangle = |d(n_1)|^2(n_1 + 1) + 1 = |d(n_1)|^2\eta_{n_1+1}, 
\]  
(4.39)

which gives

\[
|d(n_1)|^2 = n_1 + 1. 
\]  
(4.40)
Dirac [54]. In the rest of this work we will refer to this unusual quantization as the Dirac-Pauli quantization. To proceed, let us deduce some basic properties of the Dirac-Pauli quantization for a generic variable \( \hat{x} \).

The defining property is that the spectrum of \( \hat{x} \) is purely imaginary:

\[
\hat{x}|x\rangle = ix|x\rangle.
\] (4.43)

It follows \( \langle x'|\hat{x}|x \rangle = ix\langle x'|x \rangle \), which, together with the self-adjointness of \( \hat{x} \), i.e. \( \langle x'|\hat{x}|x \rangle = \langle x|\hat{x}|x' \rangle^* = -ix\langle x'|x' \rangle^* = -ix\langle x'|x \rangle \), implies \( (x + x')\langle x'|x \rangle = 0 \). The general solution to this equation is \( \langle x'|x \rangle = \delta(x + x')h(x) \), where \( h \) is a function that we set to 1 without loss of generality: this can always be done by rescaling the states \( |x\rangle \). Then, one obtains

\[
\langle x'|x \rangle = \delta(x + x')
\] (4.44)

and the completeness\(^{19}\) condition reads

\[
\int dx|x\rangle\langle -x| = 1 \quad \iff \quad \int dx|x\rangle\langle x| = \eta \quad \iff \quad \int dx|x\rangle\langle x|\eta = 1,
\] (4.45)

where \( \eta \) is the operator defined by \( \eta|x\rangle = |-x\rangle \).

It can be shown that the variable \( \hat{p} \) canonically conjugate to \( \hat{x} \) is also a Dirac-Pauli variable: i.e. \( \hat{p}|p\rangle = ip|p\rangle \) where \( p \) is a generic real number. To show this we first notice that the operator \( \exp(\hat{p}a) \), where \( a \) is a generic real number generates translations in the coordinate space: for an infinitesimal \( a \) we have

\[
\hat{x}e^{\hat{p}a}|x\rangle = \hat{x}(1 + \hat{p}a)|x\rangle = i(x + a)e^{\hat{p}a}|x\rangle,
\] (4.46)

where, in the second step, we have used the canonical commutators in (4.28). This means

\[
e^{\hat{p}a}|x\rangle = |x + a\rangle
\] (4.47)

(a possible overall factor \( k(a, x) \) in front of \( |x + a\rangle \) can be set to one by a suitable definition of \( \hat{p} \)). From here we can construct the entire spectrum of \( \hat{p} \). By applying \( e^{\hat{p}a} \) on \( \int dx|x\rangle \) one discovers that this is an eigenstate with zero momentum, and by applying \( e^{-ip\hat{x}} \) on it, where \( p \) is a generic real number, one generates all possible eigenstates \( |p\rangle \):

\[
|p\rangle = \frac{1}{\sqrt{2\pi}} \int dx e^{-ip\hat{x}}|x\rangle = \frac{1}{\sqrt{2\pi}} \int dx e^{-ipx}|x\rangle, \quad \iff \quad \langle x|p\rangle = \frac{1}{\sqrt{2\pi}} e^{ipx}
\] (4.48)

where the factor \( 1/\sqrt{2\pi} \) has been introduced to ensure the normalization condition

\[
\langle p'|p\rangle = \delta(p + p'),
\] (4.49)

which, again, leads to the completeness relation \( \int |p\rangle\langle p|\eta = 1 \). The states \( |p\rangle \) satisfy

\[
\hat{p}|p\rangle = ip|p\rangle.
\] (4.50)

There are no other eigenstates as \( i\hat{p} \) is self-adjoint with respect to the positively defined metric \( \langle \cdot|\cdot \rangle_{\eta} \equiv \langle \cdot|\eta\cdot \rangle \) and, therefore, \( \hat{p} \) can only have purely imaginary eigenvalues.

The Dirac-Pauli quantization may look strange at first sight, but it can be seen as a complex canonical transformation performed on variables quantized in the ordinary way: \( x \to ix, p \to -ip \).

In Table 2 the basic properties of a Dirac-Pauli variable are summarized.

\(^{19}\)We require the completeness of the states \( |x\rangle \) as part of the definition of the vector space.
They then suggested solving the problem by integrating out four-derivative degrees of freedom, but they ended up with non-normalizable wave functions. But all excited states are normalizable with this quantization. As we have seen, this issue does not arise if the appropriate quantization described above is performed (treating \(n_1\), \(n_2\), has norm \((-1)^{n_1}\). So, not only the ground state, but all excited states are normalizable with this quantization.

At this point it is good to mention that Hawking and Hertog [55] proposed a way to deal with four-derivative degrees of freedom, but they ended up with non-normalizable wave functions. They then suggested solving the problem by integrating out \(\hat{q}\). As we have seen, this issue does not arise if the appropriate quantization described above is performed (treating \(q\) as an ordinary variable and \(\hat{q}\) as a Dirac-Pauli one).

Other consistent quantizations are possible [56, 57]. For example, one could quantize \(\hat{q}_1\) à la Dirac-Pauli, treating instead \(\hat{q}_2\) as an ordinary variable (the variables with a tilde have been defined in Eq. (4.26)). We will address this point after having introduced the path-integral formulation of the theory.

A Dirac-Pauli quantization for the ghost of QG has not been studied yet and is a very interesting topic for future research. By analogy with the results obtained in the Pais-Uhlenbeck model, one expects normalizable wave functions in the QG case too.

| Canonical variable | \(\hat{x}\) on states | \(\hat{p}\) on states | \(\hat{x}\) on functions | \(\hat{p}\) on functions |
|-------------------|------------------------|------------------------|------------------------|------------------------|
| Dirac-Pauli variable | \(\hat{x}|x\rangle = ix|x\rangle\) | \(\hat{p}|p\rangle = i|p\rangle\) | \(\langle x|\hat{x}|\psi\rangle = -ix\langle x|\psi\rangle\) | \(\langle x|\hat{p}|\psi\rangle = \frac{d}{dx}\langle x|\psi\rangle\) |
| Ordinary variable | \(\hat{x}|x\rangle = x|x\rangle\) | \(\hat{p}|p\rangle = p|p\rangle\) | \(\langle x|\hat{x}|\psi\rangle = x\langle x|\psi\rangle\) | \(\langle x|\hat{p}|\psi\rangle = -i\frac{d}{dx}\langle x|\psi\rangle\) |

Table 2: Basic properties of a Dirac-Pauli variable (and its conjugate momentum) compared to the ordinary case. These properties are derived in the text or are simple extensions of the properties derived in the text.

4.2.4 Making the wave functions normalizable

Let us now come back to our original problem, the non-normalizability of the wave functions. For the sake of definiteness, we consider again the Pais-Uhlenbeck model with \(\omega_1 \neq \omega_2\) and assume that \(q_2\) is a Dirac-Pauli variable, while \(q_1\) is an ordinary one. Then we obtain

\[
\psi_0(q_1, q_2) \propto \exp\left(\frac{-q_1^2\omega_1\omega_2 - q_2^2}{2}(\omega_1 + \omega_2) + q_1q_2\omega_1\omega_2\right),
\]

(4.51)

which is now normalizable:

\[
\langle 0|0\rangle = \int dq_1dq_2\langle 0|q_1, -q_2\rangle\langle q_1, q_2|0\rangle = \int dq_1dq_2\psi_0(q_1, -q_2)^*\psi_0(q_1, q_2) < \infty,
\]

(4.52)

where we have used the decomposition of the identity in terms of eigenstates of the coordinate operators and we have taken into account Eq. (4.45) for the Dirac-Pauli variable \(q_2\). Moreover, recall that we have required before \(\langle 0|0\rangle\) to be positive; we fix \(\langle 0|0\rangle = 1\) by appropriately choosing the normalization constant. Then, by using (4.33), one can easily show that the state \(|n_1, n_2\rangle\), where \(n_{1,2}\) are the occupation numbers of \(\hat{a}_{1,2}\), has norm \((-1)^{n_1}\). So, not only the ground state, but all excited states are normalizable with this quantization.
4.2.5 Path-integral formulation

We now present the path-integral formulation of a theory with an arbitrary number of ordinary canonical variables \( q_1, \ldots, q_n \) and Dirac-Pauli variables \( \bar{q}_1, \ldots, \bar{q}_m \) [52, 58]. A state with definite canonical coordinates is denoted here with

\[
|q\rangle = |q_1, \ldots, q_n, \bar{q}_1, \ldots, \bar{q}_m\rangle. \tag{4.53}
\]

We are interested in understanding whether the quantization presented above is consistent in the presence of interactions. Even in ordinary quantum theories the real-time path integral is only a formal object, whose consistency at the rigorous level is unclear. For this reason, we consider the imaginary-time path integral (what would be called the Euclidean path integral in a QFT).

In formulating a quantum theory with the path integral one notices that the full information on the dynamics of the system is encoded in the object \( \langle q_f | \exp (-i H t) | q_i \rangle \), where \( |q_i\rangle \) and \( |q_f\rangle \) are generic states with definite coordinates. Indeed, once this object is known we can determine how the wave function evolves in time. In the presence of some Dirac-Pauli variables one can do something similar, but one inserts an operator \( \eta \) defined by

\[
\eta |q_1, \ldots, q_n, \bar{q}_1, \ldots, \bar{q}_m\rangle \equiv |q_1, \ldots, q_n, -\bar{q}_1, \ldots, -\bar{q}_m\rangle. \tag{4.54}
\]

Namely, instead of considering \( \langle q_f | \exp (-i H t) | q_i \rangle \), one tries to evaluate \( \langle q_f | \eta \exp (-i H t) | q_i \rangle \). This is convenient for reasons that will become apparent soon, but note that \( \langle q_f | \eta \exp (-i H t) | q_i \rangle \) encodes the full dynamical information just like \( \langle q_f | \exp (-i H t) | q_i \rangle \) as both give the matrix elements of the time-evolution operators with respect to a complete basis.

Working with an imaginary time \( t \to -i \tau \), one is thus interested in computing the matrix element \( \langle q_f | \eta \exp (-H \Delta \tau) | q_i \rangle \), where \( \Delta \tau \) is some imaginary-time interval. This, as usual, can be done by decomposing \( \Delta \tau \) in the sum of a very large number \( N \) of very small intervals \( d\tau \), i.e. \( d\tau \equiv \Delta \tau / N \). By writing \( \exp (-H \Delta \tau) = \prod_{j=1}^{N} \exp (-H d\tau) \) and inserting \( N-1 \) times the identity \( \int dq |q\rangle \langle q| = 1 \) one ends up with

\[
\langle q_f | \eta \exp (-H \Delta \tau) | q_i \rangle = \int \prod_{j=1}^{N} dq_j \eta \exp (-H d\tau) |q_{j-1}\rangle \prod_{k=1}^{N-1} dq_k, \tag{4.55}
\]

where \( q_N = q_f \) and \( q_1 = q_0 \). To evaluate \( \langle q_j | \eta \exp (-H d\tau) | q_{j-1} \rangle \) we insert the identity in the form \( \int dp_j \eta |p_{j-1}\rangle \langle p_{j-1}| = 1 \):

\[
\langle q_j | \eta \exp (-H d\tau) | q_{j-1} \rangle = \int dp_j \langle q_j | p_{j-1}\rangle \langle p_{j-1}| \exp (-H d\tau) | q_{j-1} \rangle = \int \frac{dp_j}{2\pi} e^{i p_j (q_j - q_{j-1}) - \tilde{H} (q_{j-1}, p_{j-1}) d\tau}, \tag{4.56}
\]

where we have used Eq. (4.48) and defined

\[
\tilde{H}(q,p) \equiv \frac{\langle p| H |q\rangle}{\langle p| q\rangle}. \tag{4.57}
\]

Here we use a compact notation where the indices and sums over the various degrees of \( q_1, \ldots, q_n \) and \( \bar{q}_1, \ldots, \bar{q}_m \) are understood. By letting \( N \to \infty \) one thus obtains the imaginary-time path integral

\[
\langle q_f | \eta \exp (-H \Delta \tau) | q_i \rangle = \int \delta q \delta p \exp (\int d\tau (ip\tilde{H}(q,p))) \] where \( \delta q \delta p = \frac{dp_0}{2\pi} \lim_{N \to \infty} \prod_{j=1}^{N-1} \frac{dq_j dp_j}{2\pi}, \tag{4.58}
\]
a prime denotes a derivative w.r.t. $\tau$, the integral over $\tau$ is from an initial time $\tau_i$ and a final time $\tau_f$ such that $\Delta \tau = \tau_f - \tau_i$ and it is understood that the integral over $\delta q$ is performed only over those configurations that satisfy $q(\tau_i) = q_i$ and $q(\tau_f) = q_f$.

We see that, modulo the usual subtleties related to the integration over an infinite-dimensional functional space that are present in any quantum theory, the only requirement for the existence of the path integral is that the real part of $\bar{H}(q, p)$ (not$^{20}$ the classical Hamiltonian $H(q, p)$) be bounded from below and that $\bar{H}(q, p)$ diverge fast enough when the canonical coordinates tend to infinity (so that the integrations over $q$ and $p$ converge).

These conditions are satisfied in the Pais-Uhlenbeck model where $q_1$ is quantized in the ordinary way and $q_2$ is quantized à la Dirac-Pauli, at least when the interaction term $V$ is bounded from below$^{21}$ (the usual condition). Indeed, from the Hamiltonian (4.22) it follows

$$\bar{H}(q, p) = ip_1q_2 + \frac{1}{2}p_2^2 + \frac{\omega_1^2 + \omega_2^2}{2}q_2^2 + \frac{\omega_1^2\omega_2^2}{2}q_1^2 + V(q_1), \quad (4.59)$$

which has the required properties. For the Pais-Uhlenbeck model the Euclidean path integral is

$$\langle q_f | \eta e^{-H\Delta\tau} | q_i \rangle = \int \delta q_1 \delta q_2 \delta p_1 \delta p_2 \ e^{\int d\tau (ip_1q_1' + ip_2q_2' - \bar{H}(q, p))}. \quad (4.60)$$

This expression can be further simplified since some integrations can be explicitly performed. Given the first term in (4.59), the $\delta p_1$ integral gives $\delta(q_2 - q_2')$, such that the $\delta q_2$ path integral just fixes $q_2 = q_2'$. Next, the remaining terms in $\bar{H}$ are a sum of positive squares and $V(q_1)$ so all other integrals are convergent assuming that $V$ is bounded from below. Performing the remaining integrals, one finds the Lagrangian Euclidean path integral:

$$\langle q_f | \eta e^{-H\Delta\tau} | q_i \rangle \propto \int \delta q \ e^{\int d\tau L_E(q)}. \quad (4.61)$$

where the classical Euclidean Lagrangian is

$$L_E = \frac{1}{2} \left( \frac{d^2q}{d\tau^2} \right)^2 + \frac{\omega_1^2 + \omega_2^2}{2} \left( \frac{dq}{d\tau} \right)^2 + \frac{\omega_1^2\omega_2^2}{2} q^2 + V(q). \quad (4.62)$$

The Lagrangian path integral appears to be well-defined as $L_E$ is bounded from below. The expression in (4.62) also allows us to study the classical limit. Going back to real time one obtains precisely the Lagrangian we started from, Eq. (4.17). Therefore, in order to take the classical limit, it seems necessary that the classical theory admits some stable solutions. As discussed in Sec. 4.1.2, for some interactions $V(q)$ (bounded from below and above) there are stable solutions. In a generic theory, one expects that the requirement of having a classical limit put stringent conditions on the possible interactions, which so far have not been fully classified.

The path integral (4.61) makes it clear that, if $V(q)$ is chosen to be non-negative everywhere, no negative energies can be present: if they did we should observe a divergence of

---

20 In ordinary quantum theories $\bar{H}(q, p) = H(q, p)$, but in the presence of Dirac-Pauli variables this is not generically the case because of the extra $i$ appearing in the eigenvalues of the Dirac-Pauli coordinates and momenta.

21 If one introduces a more complicated interaction that depends on the other coordinate and momenta $V(q, p)$, the condition is that $\text{Re}V(q, p)$ be bounded from below.
\[ \langle q_f | \eta \exp (-H \Delta \tau) | q_i \rangle \text{ as } \Delta \tau \to \infty, \text{ but the right-hand side of (4.61) does not diverge in that limit as the Lagrangian is a sum of positive terms.} \]

Another issue is that in a theory where the Hamiltonian \( H \) is self-adjoint with respect to an indefinite norm (and nothing else is known) there is no theorem guaranteeing the reality of the energy spectrum. However, it is still possible that the spectrum is real, as we have seen in the case of the unequal-frequency Pais-Uhlenbeck model in Sec. 4.2.1. Even if one introduces a non-trivial interaction term \( V \neq 0 \) in the Pais-Uhlenbeck model with generic unequal frequencies, no complex energies can appear as long as \( V \) is small enough that perturbation theory can be trusted: indeed, a complex energy would require a zero-norm state, but only positive and negative norm eigenstates of \( H \) with no degeneracies are found in Sec. 4.2.1. In a theory where some of the eigenvalues of \( H \) turn out to be complex one should find a sensible interpretation for them. A possible interpretation could be that those states are unstable and some of them (the ones with eigenvalues with positive imaginary parts) lead to a violation of causality\(^{22}\) \([60, 61]\). However, in Ref. \([20]\) it was pointed out that there are some conditions to be fulfilled in order for this violation of causality to be observable and it is easy to engineer a model where these conditions are not met.

Let us come back to the path integral. What would have happened if we had used a different quantization? One could have quantized \( \tilde{q}_1 \) à la Dirac-Pauli and \( \tilde{q}_2 \) as an ordinary variable (the variables with a tilde have been defined in Eq. (4.26) when \( \omega_1 \neq \omega_2 \)). Then, one would have obtained
\[
\langle \tilde{q}_f | \eta e^{-H \Delta \tau} | \tilde{q}_i \rangle = \int \delta \tilde{q}_1 \delta \tilde{q}_2 \delta \tilde{p}_1 \delta \tilde{p}_2 \exp \left[ \int d\tau (i \tilde{p}_1 \tilde{q}_1' + i \tilde{p}_2 \tilde{q}_2' - \bar{H}(\tilde{q}, \tilde{p})) \right],
\]
where
\[
\bar{H}(\tilde{q}, \tilde{p}) = \frac{1}{2} (\tilde{p}_1^2 + \omega_1^2 \tilde{q}_1^2) + \frac{1}{2} (\tilde{p}_2^2 + \omega_2^2 \tilde{q}_2^2) + \bar{V}(\tilde{q}_2, \tilde{p}_1)
\]
and, according to Eq. (4.25),
\[
\bar{V}(\tilde{q}_2, \tilde{p}_1) = V(\frac{\tilde{q}_2 - i \tilde{p}_1 / \omega_1}{\sqrt{\omega_1^2 - \omega_2^2}}).
\]

Given that \( V \) is computed in the complex quantity \( (\tilde{q}_2 - i \tilde{p}_1 / \omega_1) / \sqrt{\omega_1^2 - \omega_2^2} \), the requirement that \( \text{Re} \bar{H}(\tilde{q}, \tilde{p}) \) is bounded from below leads to very peculiar conditions on the function \( V \), which seems very hard to be fulfilled for reasonable \( V \) and thus very hard to be kept in generalizing these results to QG. Therefore, while other quantizations could still be consistent, dedicated studies of these alternative path-integral quantizations in the presence of interactions are not known.

The computation of the Lagrangian path integral has been carried out here within the Pais-Uhlenbeck model. We have used explicitly that some variables are quantized à la Dirac-Pauli. If a Dirac-Pauli quantization for QG will be provided one could also perform the same calculation in QG. One expects that the Lagrangian path-integral for QG is consistent if the classical Euclidean Lagrangian is bounded from below, but there is no substitute of a complete calculation to reach this conclusion. Such calculation would also provide a non-perturbative definition of quantum QG.

\(^{22}\)Nevertheless the commutators between any two field operators at points separated by a spacelike distance are zero \([59]\), like in usual QFT. In QG this property can be easily proved by using the expansion of the free ghost field in creation and annihilation operators introduced as in Sec. 4.2.1 and then by applying the unitary operator that transforms the free ghost field in the interacting one.
4.2.6 Probabilities

We now turn to the possible definitions of probabilities in the presence of ghosts. We have learned in Secs 3.1 and 4.2.1 that both the renormalizability of QG and the requirement that the quantum Hamiltonian must be bounded from below generically lead to the presence of an indefinite metric. This raises problems in defining the probability that a certain event occurs. In quantum mechanics, the possible outcomes of the measurement of an observable $A$ (a self-adjoint operator, $A^\dagger = A$) are in one-to-one correspondence with the eigenstates $|a\rangle$ of $A$ with probabilities given by the Born rule

$$P(\psi \rightarrow a) = \frac{|\langle a|\psi\rangle|^2}{\langle a|a\rangle \langle \psi|\psi\rangle},$$

where $|\psi\rangle$ is the state of the system before the measurement. If some of the states have negative norms, the direct application of the Born rule in the presence of ghosts leads to some negative probabilities.

Since $P(\psi \rightarrow a)$ can be negative only when the denominator $\langle a|a\rangle \langle \psi|\psi\rangle$ is negative a first idea could be to substitute (4.66) with the following modified Born rule:

$$P(\psi \rightarrow a) = \frac{|\langle a|\psi\rangle|^2}{|\langle a|a\rangle \langle \psi|\psi\rangle|},$$

However, (4.67) does not generically satisfy another basic requirement, that the sum of $P(\psi \rightarrow a)$ over all possible eigenvalues $a$ is 1. This is because

$$\sum_a \frac{|\langle a|\psi\rangle|^2}{\langle a|a\rangle \langle \psi|\psi\rangle} = \sum_a \frac{\langle \psi|a\rangle \langle a|\psi\rangle}{\langle a|a\rangle}$$

and here generically we have

$$\sum_a \frac{|a\rangle \langle a|}{\langle a|a\rangle} \neq 1.$$

Indeed, if we assume the eigenstates $|a\rangle$ to form a complete basis and decompose an arbitrary state $|\alpha\rangle$ as $|\alpha\rangle = \sum_{a'} \alpha_{a'} |a'\rangle$, where $\alpha_{a'}$ are complex numbers, we have

$$\sum_a \frac{|a\rangle \langle a|}{\langle a|a\rangle} = \sum_a \alpha_{a'} |a\rangle \langle a|a'\rangle$$

and in general $\langle a|a'\rangle / |\langle a|a\rangle|$ is not equal to $\delta_{aa'}$ because some of the states can have negative norm. This is what some people call the “unitarity problem” (we do not use this terminology here as the time evolution operator is unitary w.r.t. indefinite norm).

We now discuss the most popular ways to address this problem.

Lee-Wick idea

Lee and Wick [62] proposed that a theory with an indefinite metric can still have a unitary $S$-matrix provided that all stable states have positive norm. Since the $S$-matrix connects only asymptotic states that, by definition, are stable, one expects that under this hypothesis the transition probabilities between asymptotic states are positive and add up to one. The Lee-Wick idea has been studied in the context of QG in a number of papers [63–71].
To understand more in detail this idea, let us denote with $|\sigma\rangle$ and $|\sigma'\rangle$ two generic stable states and consider the $S$-matrix elements

$$S_{\sigma'\sigma} \equiv \langle \sigma'|S|\sigma\rangle,$$  
(4.71)

where we have normalized $|\sigma\rangle$ and $|\sigma'\rangle$ to 1 (the Lee-Wick hypothesis implies that the norm of stable states are positive and therefore can be normalized to 1). The operator $S \equiv \lim_{\Delta t \to \infty} U(\Delta t)$ is unitary with respect to the indefinite norm by construction, but we are interested in proving the unitarity of the $S$-matrix in (4.71) because this is what would allow us to claim that the probabilities add up to one: indeed, using the standard Born rule (4.66) leads to

$$\sum_{\sigma'} P(\sigma \to \sigma') = \sum_{\sigma'} |\langle \sigma'|S|\sigma\rangle|^2 = \sum_{\sigma'} S_{\sigma'\sigma}^* S_{\sigma'\sigma}. \quad (4.72)$$

Now, one can rewrite

$$\sum_{\sigma'} |\langle \sigma'|S|\sigma\rangle|^2 = \sum_{\sigma'} \langle \sigma|S^\dagger|\sigma'\rangle \langle \sigma'|S|\sigma\rangle$$  
(4.73)

and this expression would be equal to 1 in two cases

1. if $\sum_{\sigma'} |\sigma'\rangle \langle \sigma'| = 1$ or, more generally,
2. if $S|\sigma\rangle$ can be written as a linear combination of the stable states only.

The first condition cannot be true because we know there are negative norm states, which can never be written as linear combinations of positive-norm states only; indeed, in the presence of negative norm states $\sum_{\sigma'} |\sigma'\rangle \langle \sigma'| = 1$ is replaced by

$$\sum_{\sigma'} |\sigma'\rangle \langle \sigma'| = 1 - \Pi_-, \quad (4.74)$$

where $\Pi_-$ is the projector on the negative-norm subspace. So one has to assume Condition 2, which, although plausible (as one expects $S$ to connect stable states with stable states only), has to be proved. To see when the important probabilistic condition $\sum_{\sigma'} |\langle \sigma'|S|\sigma\rangle|^2 = 1$ is satisfied it is convenient to rewrite it in a form that can be more easily verified by an explicit calculation. To do so we note that

$$\sum_{\sigma'} \langle \sigma|S^\dagger|\sigma'\rangle \langle \sigma'|S|\sigma\rangle = 1 - \langle \sigma|S^\dagger\Pi_- S|\sigma\rangle,$$  
(4.75)

where we have used Eq. (4.74). By writing as usual $S \equiv 1 + iT$ one has

$$\langle \sigma|S^\dagger\Pi_- S|\sigma\rangle = \langle \sigma|T^\dagger\Pi_- T|\sigma\rangle,$$  
(4.76)

which follows from $\Pi_-|\sigma\rangle = 0$. The unitarity of $S$ implies $i(T^\dagger - T) = T^\dagger T$ and, by taking the diagonal matrix element $T_{\sigma\sigma} \equiv \langle \sigma|T|\sigma\rangle$ and using once again Eq. (4.74),

$$2\text{Im} T_{\sigma\sigma} = \sum_{\sigma'} \langle \sigma|T^\dagger|\sigma'\rangle \langle \sigma'|T|\sigma\rangle + \langle \sigma|T^\dagger\Pi_- T|\sigma\rangle$$  
(4.77)

Given that $\Pi_-$ can be written as $\sum_{g} |g\rangle \langle g|$ where $|g\rangle$ represents a complete basis on the negative-norm subspace, we see that the condition that the probabilities sum up to one is equivalent to
the condition that the ghost states $|g\rangle$ do not contribute to the imaginary part of the forward scattering amplitude, represented here by $T_{\sigma\sigma}$. Ref. [69] has recently found that this condition is satisfied if one modifies appropriately the prescription to determine the ghost propagator\textsuperscript{23}.

One issue is that, in order to claim that the negative norm states are unstable, one needs a consistent way of computing the probability of ghost decays. Since there is one ghost field in QG the use of the standard Born rule (4.66) to compute this probability leads to a negative number. This is not necessarily a non-sense as Lee and Wick proposed to consider as physical states only the asymptotic ones and regard the ghost just as a virtual state, which is not directly observable. In this case it might be consistent to assign negative probabilities to such somewhat unobservable events, as pointed out by Feynman [74].

However, one can also argue that the Lee-Wick proposal might not address all potential problems because scattering theory (described by the $S$-matrix) is not the only application of quantum mechanics.

**Defining Positive norms**

Although renormalizability and the existence of a state of minimum energy lead to an indefinite metric, one can still try to define positively defined metrics with the desired property: positive probabilities that add up to one when used in the Born rule. This possibility was studied in a number of articles [52,57,75–80].

Let us consider an example of a positively defined metric. The path-integral formula (4.58) suggests to consider the $\eta$-metric $\langle \eta \rangle \equiv \langle \eta | \eta \rangle$, where $\eta$ is defined for a generic theory in Eq. (4.54). This metric is positively defined because

$$
\langle q_1, \ldots, q_n, \bar{q}_1, \ldots, \bar{q}_m | q_1, \ldots, q_n, \bar{q}_1, \ldots, \bar{q}_m \rangle = \prod_{j=1}^{n} \delta(q_j - q'_j) \prod_{k=1}^{m} \delta(\bar{q}_j - \bar{q}'_j)
$$

(4.78)

and $|q_1, \ldots, q_n, \bar{q}_1, \ldots, \bar{q}_m \rangle$ is complete. In (4.78) we used (4.44) for the Dirac-Pauli variables $\bar{q}_1, \ldots, \bar{q}_m$ and the usual normalization $\langle q_j | q'_j \rangle = \delta(q_j - q'_j)$ for the ordinary variables $q_1, \ldots, q_n$. The $\eta$-metric can be used to compute the probabilities of measuring $q_1, \ldots, q_n, \bar{q}_1, \ldots, \bar{q}_m$ and the corresponding conjugate momenta (in the case of Dirac-Pauli variables, the outcomes of an experiment can be identified with the imaginary parts of the eigenvalues). Below we will show that the probabilities add up to one.

Before doing so we generalize this approach to other observables. First, we have to clarify the meaning of “observables” in this context. An observable $A$ is represented by an operator with a complete set of eigenstates, $|a\rangle$. Indeed, in this case we can define a positively defined metric in the following way. Let us define an operator $P_A$ through\textsuperscript{24}

$$
\langle a' | P_A | a \rangle \equiv \delta_{aa'}.
$$

(4.79)

Note that $P_A$ satisfies $P_A^\dagger = P_A$ and depends in general on $A$. The new positively defined metric is defined by

$$
\langle \psi_2 | \psi_1 \rangle_A \equiv \langle \psi_2 | P_A | \psi_1 \rangle,
$$

(4.80)

\textsuperscript{23}See also [72,73] for other discussions about unitarity.

\textsuperscript{24}This defines $P_A$ because an operator is defined once we give all matrix elements in a complete basis.
where $|\psi_{1,2}\rangle$ are generic states. By using this new metric one can define the probabilities with the usual Born rule: the probability that the outcome of an experiment will measure $a$ for an observable $A$ given that the state before the measurement is $|\psi\rangle$ is given by

$$P(\psi \rightarrow a) \equiv \frac{|\langle a|\psi\rangle_A|^2}{\langle a|a\rangle_A \langle \psi|\psi\rangle_A}.$$  \hfill (4.81)

These probabilities indeed satisfy the basic properties: they are positive and they add up to one:

$$\sum_a P(\psi \rightarrow a) = \sum_a \frac{\langle a|\psi\rangle_A \langle a|a\rangle_A}{\langle a|a\rangle_A \langle \psi|\psi\rangle_A} = \frac{\langle \psi|P_A|\psi\rangle}{\langle \psi|\psi\rangle} = 1, \hfill (4.82)$$

where we used

$$\sum_a |a\rangle\langle a|P_A|\psi\rangle = 1,$$  \hfill (4.83)

which follows from the completeness of $\{|a\rangle\}$ and the defining property of $P_A$, eq. (4.79). Note that this result also holds for time-dependent $|\psi\rangle$ and, therefore, probability is conserved under time evolution. In the specific case when $\langle a|a\rangle$ is either positive or negative (it never vanishes) an explicit expression for $P_A$ is (after having normalized the state in a way that $\langle a|a\rangle = \pm 1$)

$$P_A \equiv \Pi^A_+ - \Pi^A_-,$$  \hfill (4.84)

where $\Pi^A_+$ and $\Pi^A_-$ are the projectors on the positive norm and negative norm eigenstates of $A$, respectively.

### 4.3 Cosmology

In practice the cosmological predictions of QG would be basically those of a standard QFT coupled to Einstein gravity if it were not for the $W^2$ term. This term, as we have seen, corresponds to a spin-2 ghost with mass $M_2 = f_2 M_P/\sqrt{2}$. Therefore, unless one takes $f_2$ really tiny, the only significant effects of the ghost occur in an inflationary context. We will focus then on the inflationary behaviour of the theory here.

The first step in studying the cosmological applications of the theory is to find an FRW metric that satisfies the classical equations. From the experience gained with the Pais-Uhlenbeck model in Sec. 4.2.5, one expects that the classical limit provides precisely the classical action we started from, Eqs. (2.8), (2.10) and (2.12). This is what is assumed basically in the entire literature on the subject. The actual proof of this property would be a significant progress in the understanding of QG.

The FRW metric is

$$ds^2 = dt^2 - a(t)^2 \delta_{ij}dx^idx^j,$$  \hfill (4.85)

where $a$ is the scale factor and we have neglected the spatial curvature parameter as during inflation the energy density is dominated by the scalar fields. The metric in (4.85) leads to standard Friedmann equations as the $W^2$ term vanishes on conformally flat metrics and does not contribute the equations of motion. When the hypothesis of homogeneity and isotropy is relaxed the $W^2$ term contributes instead and its effect has been studied in a number of works [20,41,81–89] (see
Ref. [20] for a general treatment), where the perturbations around the FRW metrics were considered. We do not reproduce the calculations here as they are performed in detail in the original articles. One of the most important results obtained so far is that all perturbations found by solving the linear equations around the FRW metric remain bounded as time passes by [18,20,41,42,90], contrarily to what one would naively expect from the Ostrogradsky theorem. Moreover, by quantizing these linear perturbations with an indefinite metric (with an appropriate generalization of Sec. 4.2.1) one obtains that the conserved Hamiltonian of the full system is bounded from below [20]. What happens beyond the linear order, however, has not been discussed in detail and is an important target for future research.

4.4 Black holes

After the discovery of gravitational waves interpreted as the product of a binary black hole merger [91], the interest in black hole solutions have increased. Therefore, It is important to study the existence and properties of static spherically symmetric solutions in QG. This have been initiated in a number of articles. The first work was done by Stelle [11], who computed the correction to Newton's law due to the extra gravitational terms. A first observation is that the Schwarzschild solution of Einstein gravity in the vacuum is also a solution of the vacuum equations of QG (i.e. in the absence of matter) [11, 92, 93]. Also, Refs. [93–101] found numerically and studied new black hole solutions (not present in Einstein gravity) and Ref. [102] identified a new class of static spherically symmetric solutions without horizon (called the 2-2-hole), which can, nevertheless, mimic the Schwarzschild solution outside the horizon, with interesting implications for the black hole information paradox.

Keeping in mind the Ostrogradsky theorem, an important question is whether a stable black hole (or pseudo black hole, such as the 2-2-hole) exists in the theory. Ref. [98] pointed out that the Schwarzschild solution is stable for large horizon radius \( r_h \), but becomes unstable (see also [103]) when \( r_h \) is taken below a critical value set basically by the inverse ghost mass \( \sim 1/M_2 \) (see also [101]); the endpoint of the instability is conjectured to be another black hole solution, which is not present in Einstein gravity and may be stable when \( r_h \) is small. Ref. [102] considered the creation of a static spherically symmetric solution generated by a thin spherically symmetric shell of matter; when the shell-radius \( l \) is bigger than \( r_h \) black holes are found, while for \( l \lesssim r_h \) the 2-2-hole is found.

Once again in all these works the classical equations (valid as \( \hbar \to 0 \)) of QG are taken to be those generated by the starting action in (2.8), which is what we expect but, as pointed out in Sec. 4.3, a proof is still missing in the literature.

5 Reaching infinite energy

Given that QG (coupled to a general renormalizable matter sector) is renormalizable one can hope that the theory remains valid up to infinite energy. However, soon after the calculation of the gravitational \( \beta \)-functions of [12] it was realized a major obstacle to UV-completeness: the \( \beta \)-function of \( f_0^2 \) in (3.16) is not negative for \( f_0^2 > 0 \) and, therefore, the theory features a growth
of $f_0$ as the energy increases, until perturbation theory in $f_0$ cannot be trusted anymore\textsuperscript{25}. Then, a number of authors [14, 104–108] explored the case $f_0^2 < 0$ claiming that asymptotic freedom can be achieved for all couplings (both the gravitational and matter couplings) if the matter sector is chosen appropriately. Although such programme can lead to mathematically consistent asymptotically free theories, there is a big phenomenological problem when one chooses $f_0^2 < 0$.

Let us consider for simplicity the case where the scalar $\zeta$ (corresponding to the $R^2$ term and introduced in Sec. 2.2) does not mix with other scalars (if any). Then, the squared mass of $\zeta$ equals $M_0^2 = f_0^2 \bar{M}_P^2 / 2$ (see Table 1), which clearly indicates that for $f_0^2 < 0$ the scalar $\zeta$ is tachyonic. One way to obtain $M_0^2 = f_0^2 \bar{M}_P^2 / 2$ is to use the Einstein frame Lagrangian in (2.17) and (2.18) and compute its quadratic approximation for the small fluctuations around the flat spacetime. Another way is to calculate (directly in the Jordan frame) the propagator of $h_{\mu\nu} \equiv g_{\mu\nu} - \eta_{\mu\nu}$, a procedure that was originally performed in Ref. [8], which obtained precisely the masses given in Table 1. This confirms that $f_0^2 < 0$ leads to a tachyonic instability. Yet another way to see why $f_0^2 < 0$ is phenomenologically problematic is to look at the Newtonian potential $V_N(r)$ due to the Lagrangian (2.8) [11, 109]

$$V_N(r) = -\frac{G_N M}{r} \left( 1 - \frac{4}{3} e^{-M_2 r} + \frac{1}{3} e^{-M_0 r} \right),$$

(5.1)

where $G_N$ is Newton’s gravitational constant and $M$ is the mass of the point particle generating the potential. As noted even in the original article [11] by Stelle, this expression only gives an acceptable Newtonian limit for real $M_2$ and $M_0$ (i.e. for positive $f_2^2$ and $f_0^2$): otherwise one would obtain oscillating $1/r$ terms.

One could hope that a phenomenologically viable $f_0^2 < 0$ is achieved by introducing more scalars (besides $\zeta$). However, a general argument, which we now describe, indicates that this is not the case. Consider the Einstein frame potential $U$ (defined in Eq. (2.18)) along the $\zeta$-direction, which can be conveniently parameterised as

$$U = \frac{1}{\zeta^4} \left[ a_1 + a_2 (\zeta^2 - a_3)^2 \right],$$

(5.2)

where $a_1, a_3$ are suitable coefficients, which depend on the other scalar fields, while $a_2 = 3 f_0^2 \bar{M}_P^2 / 8 < 0$ (having assumed $f_0^2 < 0$ here). A necessary condition for the existence of a minimum of $U$ is that

$$\frac{\partial U}{\partial \zeta} = 0,$$

that is

$$\zeta^2 = \frac{a_1 + a_2 a_3^2}{a_2 a_3}.$$

(5.3)

Notice that, if the solution for $\zeta^2$ exists, that is $(a_1 + a_2 a_3^2) / a_2 a_3 > 0$, then it is unique. Moreover, note that $a_2 < 0$ implies that $U$ goes to a negative value as $\zeta \to \infty$. Therefore, there are only three possibilities

- There is no acceptable solution to (5.3) (no solution with $\zeta^2 > 0$).
- The solution to (5.3) is a maximum of the potential (or at most a saddle point once the other scalars are included).

\textsuperscript{25}Different statements in the literature (even recent) appear because some results for the $\beta$ of $f_0$ (obtained before the correct results of [12]) contained wrong signs.
The solution to (5.3) is a point of minimum of $U$, but occurs for a negative value of $U$ (in contradiction with the positive value of the observed cosmological constant). Indeed, if it corresponded to a positive value of $U$ then there would be also a maximum (or a saddle point) given that $U$ goes to a negative value for $\zeta \to \infty$ and this would contradict the uniqueness of the solution in (5.3).

The conclusion is that a minimum of $U$ (if any) must have $U < 0$. This argument generalizes the situation illustrated in Fig. 1, where only the field $\zeta$ was considered.

5.1 Conformal gravity as the infinite energy limit of quadratic gravity

Given that the experiments lead us to take $f_0^2 > 0$, what happens when $f_0$ grows and leaves the domain of validity of perturbation theory? In Ref. [13] (see also references therein), by using a perturbative expansion in $1/f_0$, it was shown that, when $f_0$ grows up to infinity in the infinite energy limit, the scalar due to the $R^2$ term decouples from the rest of the theory and $f_0$ does not hit any Landau pole, provided that all scalars have asymptotically Weyl-invariant couplings and all other couplings approach fixed points. Then, QG can flow to a Weyl-invariant theory, a.k.a. conformal gravity, at infinite energy. The idea that one can approach a Weyl-invariant theory at large energy has been investigated in a number of articles [73,110–115]. We do not reproduce the proof of Ref. [13] because it is described in detail there, but some remarks are in order regarding the implications of this result.

It is important to note that the condition to have a UV fixed point guarantees not only the UV-completeness of the QFT part but also of the gravitational part of the theory (when all parameters flow to their conformal value). This opens the road to the construction and study of relativistic field theories of all interactions that are fundamental, i.e. hold up to infinite energy. This scenario leads to several extra fields (in addition to those present in the SM) as the study of the one-loop $\beta$-functions of the SM reveals the presence of Landau poles. These new fields can then be used to explain in an innovative way the current pieces of evidence for physics beyond the SM (neutrino oscillations, dark matter, baryon asymmetry of the universe, etc.). This nearly unexplored field of research represents a very important target for future research.

5.2 RGEs for conformal gravity and matter

Although flowing to conformal gravity at infinite energy can be consistent, at finite energy conformal invariance is broken by the scale anomaly and the $R^2$ term as well as a non-vanishing value of $\delta_{ab} + 6\xi_{ab}$ are generated. However, this is a multiloop effect (see [13,121–123] and references

$$g_{\mu\nu}(x) \to e^{2\sigma(x)} g_{\mu\nu}(x), \quad \phi_a(x) \to e^{-\sigma(x)} \phi_a(x), \quad \psi_i(x) \to e^{-3\sigma(x)/2} \psi_i(x), \quad V_A^\mu \to V_A^\mu,$$

where $\sigma$ is a generic function of $x$. A scalar has Weyl-invariant couplings when all dimensionful parameters vanish and $\xi_{ab} = -\delta_{ab}/6$.

$^{26}$A Weyl transformation acts as follows on the various fields

$^{27}$Some SM extensions including gauge fields, fermions and scalars can feature a UV fixed point for all couplings and their corresponding phenomenology have been studied [116–120].
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Figure 3: Schematic behaviour of the gravitational couplings as functions of the energy in a possible interesting scenario (described in the text). The energy flows from the scale below which strong interactions are non-perturbative, $\Lambda_{\text{QCD}}$, up to infinite energy (passing through the mass of the W-boson $M_W$, the ghost mass $M_2$ and the Planck mass $M_{\text{Pl}}$).

therein). The full set of one-loop RGE in conformal gravity are given by

$$\frac{df^2_2}{d\tau} = -f^4_2\left(\frac{199}{15} + \frac{N_V}{5} + \frac{N_F}{20} + \frac{N_S}{60}\right)$$

$$\frac{dY^a}{d\tau} = \frac{1}{2}(Y^b Y^b Y^a + Y^a Y^b Y^b) + 2Y^b Y^{\dagger}a Y^b + Y^b \text{Tr}(Y^b Y^a) - 3\{C_{2F}, Y^a\} + \frac{15}{8}f^2_2 Y^a,$$

$$\frac{d\lambda_{abcd}}{d\tau} = \sum_{\text{perms}} [\frac{1}{8}\lambda_{aef}\lambda_{efcd} + \frac{3}{8}\{\theta^A, \theta^B\}_{ab} \{\theta^A, \theta^B\}_{cd} - \text{Tr} Y^a Y^b Y^c Y^d +$$

$$+ \frac{5}{288}f^4_2 \delta_{ab} \delta_{cd} + \lambda_{abcd} \left(\sum_{k=a,b,c,d} (Y^k - 3C_{2S}^k) + 5f^2_2\right)$$

for $f_0 \rightarrow \infty$ and $\xi_{ab} \rightarrow -\frac{1}{6}\delta_{ab}$. We do not show the RGE of the gauge couplings because they are not modified by the gravitational couplings (see [26] and [27–29]). The RGE of $f_2$ was originally derived in [13,26,124,125], while those of $Y^a$ and $\lambda_{abcd}$ were obtained in [13]. This set of equations allows us to search for fundamental theories that enjoy total asymptotic freedom/safety: all couplings (including the gravitational ones) flow either to zero or to an interacting fixed point in the UV.

In Fig. 3 a pictorial representation of a possible resulting gravitational scenario is provided. At high energies the theory is approximately given by conformal gravity, with small corrections (which include the UV irrelevant Einstein-Hilbert and cosmological constant terms). Both $1/f_0$ and $\delta_{ab} + 6\xi_{ab}$ remain very small for the reasons given above. The coupling $f_2$ associated with the $W^2$ term is also chosen to be small both to maintain perturbativity and thus calculability and to provide interesting and potentially observable effects at the inflationary scales. The running of $f_2$ is depicted only up to the mass of the corresponding degrees of freedom, $M_2 = f_2 M_P/\sqrt{2}$. A large
coupling $f_0$ influences physics only at energies much above the Planck mass as its role compared to the Einstein-Hilbert term is suppressed by $E^2/(f_0^2 M_P^2)$, where $E$ is the typical energy of the process under study. Below $M_2$ the gravitational theory resembles Einstein gravity plus small corrections. This behaviour suggests a new paradigm of inflation based on a quasi-conformal theory, a theory where $f_0$ is large and $\xi_{ab} \approx -\delta_{ab}/6$, which so far has been left as a very interesting future development.

The general RGEs in (5.5)-(5.7) can be used to address high-energy issues in the scenario presented above: e.g. the actual verification of a UV fixed point and vacuum stability.

6 Concluding remarks

QG, appropriately extended to include renormalizable couplings with and of a QFT, gives a renormalizable relativistic field theory of all interactions, which is predictive and computable. It has therefore attracted the interest of several researchers since decades and continues to be an important framework in the quest for a UV complete and phenomenologically viable relativistic field theory.

The price to pay is the presence of a ghost and consequently of an indefinite norm on the Hilbert space (which is implied both by renormalizability and the requirement of having a Hamiltonian that is bounded from below). Therefore, much of this review has been dedicated to illustrate some possible ways to address the ghost problem (such as the Dirac-Pauli quantization, the Lee-Wick approach and the possibility to introduce positively defined metrics on the Hilbert space) focusing on simple finite dimensional quantum mechanical models. The full extension of these techniques to the field theory case (and especially the QG case) has not been done yet and is an important goal for future research.

If QG is coupled to a QFT, which enjoys a UV fixed point, the whole theory can hold up to infinite energy and might still be compatible with data. So far, potentially viable theories have only been found for $f_0^2 > 0$, given that $f_0^2 < 0$ leads to a tachyonic instability (as is clear both in the Jordan and Einstein frame). The explicit construction of a QFT sector that satisfies all collider and cosmological bounds and explain the evidence for new physics has not been achieved yet and is an outstanding target for future research. The deep UV behaviour of the theory may be the one of a Weyl invariant theory (conformal gravity): the gravitational coupling $f_0$ and the non-minimal couplings of the scalar $\xi_{ab}$ reach the Weyl invariant values $f_0 \to \infty$ and $\xi_{ab} \to -\delta_{ab}/6$, while all other couplings approach a UV fixed point.
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