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Abstract
Verification of complex, safety-critical systems is a significant challenge. Manual testing and simulations are often used, but are only capable of exploring a subset of the system’s reachable states. Formal methods are mathematically-based techniques for the specification and development of software, which can provide proofs of properties and exhaustive checks over a system’s state space. In this paper, we present a formal requirements-driven methodology, applied to a model of an aircraft engine controller that has been provided by our industrial partner. Our methodology begins by formalising the controller’s natural-language requirements using the (pre-existing) Formal Requirements Elicitation Tool (FRET), iteratively, in consultation with our industry partner. Once formalised, FRET can automatically translate the requirements to enable their verification alongside a Simulink model of the aircraft engine controller; the requirements can also guide formal verification using other approaches. These two parallel streams in our methodology seek to combine the results from formal requirements elicitation, classical verification approaches, and runtime verification; to support the verification of aerospace systems modelled in Simulink, from the requirements phase through to execution. Our methodology harnesses the power of formal methods in a way that complements existing verification techniques, and supports the traceability of requirements throughout the verification process. This methodology streamlines the process of developing verifiable aircraft engine controllers, by ensuring that the requirements are formalised up-front and useable during development. In this paper we give an overview of FRET, describe our methodology and work to-date on the formalisation and verification of the requirements, and outline future work using our methodology.

1 Introduction
The verification of complex systems presents a significant challenge to software engineering, particularly in safety-critical domains such as the aerospace sector. Industry often relies on manual testing and simulation to ensure that systems function correctly. However, these are especially time-consuming and expensive approaches that are only capable of exploring a subset of the system’s reachable states.
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Formal methods are a broad range of mathematically-based approaches for software engineering and verification. Historically, industrial uptake of formal verification approaches and methods has been slow. This may be due to the complexity, usability, or scalability issues sometimes faced by formal methods. However, formal methods are widely applicable to safety-critical applications in sectors like offshore oil and gas, the nuclear industry, and space exploration \([25][14][24]\). They have also proven to be successful in many industrial projects \([37]\).

Recent work argues for better integration of formal and non-formal verification \([12]\). One approach is **corroborative verification** \([36]\), where multiple verification techniques are applied to the system to each provide corroborative evidence that the system satisfies its requirements. This involves, for example, combining approaches that are less formal but are applied to concrete programs (such as simulation-based testing) with formal models, which often operate on more abstract representations of the system. Of course, this kind of mediation relies on a well-defined and unambiguous specification of the system’s requirements, which has long been recognised as a bottleneck in the formal verification process \([34]\).

This paper contributes a three-phase methodology that connects a semi-formal requirements engineering phase with formal verification of a system’s design. The link between these phases also encourages traceability of the requirements through to formalised properties that can be checked against the system and its design. We demonstrate our methodology through the verification of an aircraft engine controller, the requirements and designs of which have been supplied by our industrial partner.

Our methodology starts with the system’s natural-language requirements, elicits further details, and encodes the requirements in a structured natural language. This is a an iterative process that we have performed in close collaboration with our industrial partners, who work for United Technologies Research Center in Ireland. We use the Formal Requirements Elicitation Tool (FRET) \([15]\), developed by a team at the NASA Ames Research Center in the USA for this initial phase. Next, our methodology branches into two parallel phases. One phase uses requirements contracts that are automatically generated by FRET to check if a Simulink diagram of the system’s design meets these requirements. The parallel phase uses the requirements expressed in FRET as the starting point for formal modelling of the system, so that other formal methods may be used to verify properties of the system. In this way we enable developers to adopt alternative verification approaches guided by the formalised FRET requirements. This methodology also supports a corroborative or integrated approach to verification allowing components of the system to be verified using distinct techniques. Finally, we collect the verification artefacts and results produced to assemble a verification report. The nature of this report is for the developer to decide but we include it as a phase of our methodology for completeness.

Using a structured natural language with an underlying formal semantics to encode the requirements, rather than trying to formalise them directly, enables easier communication with our industry partners while still providing a language with enough structure to reduce ambiguity. This produces a clear set of requirements that are easier to formalise than the original natural-language requirements that they are based on, while retaining the collaborative nature of the requirements elicitation process. The two parallel phases in our workflow enable the system to be verified using a combination of complimentary approaches. Overall our methodology combines requirements elicitation, formal verification of Simulink designs, and classical formal methods.

Our methodology is inspired by previous work \([7]\), which describes using FRET as the starting point for verification of Simulink designs and formal models. The contribution of this paper is to introduce a systematic methodology for driving the verification of a system’s design from formalised requirements as well as facilitating heterogeneous verification.

## 2 Background

Formal Methods are a set of mathematically-based techniques for verifying that a software system behaves correctly. Typical examples of formal methods include theorem provers, which provide a proof of correctness of the system’s behaviour; and model checkers, which exhaustively examine the system’s state space to check that properties are preserved in all system executions.

Dynamic properties modelling a system’s safety are typically expressed in a temporal logic such as Linear-time Temporal Logic (LTL) or Computation Tree Logic (CTL) \([13]\). These temporal logics specify changes in the state space of a system in response to events which occur next, globally, or eventually. Expressing safety properties in this way allows the use of theorem provers and model
checkers to formally reason about the system’s behaviour. Properties expressed in temporal logic will be generated as part of our methodology as we connect system requirements to the formal verification of that system’s design.

Formal Methods are particularly beneficial in safety- and mission-critical domains such as aerospace, medical, transport, etc. because they provide a high degree of confidence in the correctness of the system. We aim to use these methods to verify a system’s design, through a workflow that implements our methodology, using the tools introduced in this section.

2.1 Writing Requirements in FRET

FRET is an open-source tool that supports the writing of requirements in a structured natural language called **fretish** \[16\]. FRET helps us to bridge the gap between the English-language requirements provided by our industrial partner and the formal methods that we use during verification. In turn, this link improves the traceability of the requirements throughout the verification process.

**fretish** is a structured English language, where requirements take the form:

```
scope condition component shall timing response
```

The *condition*, *component*, and *response* parts of the requirement are mandatory; the keyword *shall* states that the component’s behaviour must obey the requirement; and the other two parts of the requirement are optional. This allows requirements (described by the *response* clause) that are restricted to a certain *scope*, are triggered by a set of *conditions*, relate to a particular *component* of the system, may have particular *timing* constraints attached.

Figure 1 shows the ‘Create Requirement’ dialogue in FRET – Figure 4 shows the dialogue in more detail, which is explained in Sect. 3. It has fields for the requirement’s ID, the ID of its parent requirement (if it has one), the project that it belongs to, and the requirement’s description in *fretish*. The ‘Rationale and Comments’ item expands to allow the user to describe the requirement textually. This is useful for drafting notes and adding information that aids traceability.

For each requirement, FRET automatically generates formalisations in both past- and future-time metric LTL. These formal translations mean that the requirements themselves can be reasoned about, formally, before the system’s development progresses any further. The fact that this translation happens automatically speeds up this cycle of checks. FRET also displays a diagramatic semantics for each requirement. An example of this can be seen in Figure 1 which shows the time interval where the requirement should hold and the requirements triggering and stopping condition (if they exist). Both the temporal logic and diagramatic representations of the requirements are useful for understanding and sanity-checking the semantics of the requirement that has been written.

Our experience is that FRET and its in-built language, **fretish**, provide a useful intermediate language to enable formalists and requirements engineers to work in collaboration towards formalising a system’s requirements, without a steep learning curve for either team. The **fretish** requirements provide a traceability link between natural-language and formalised requirements. FRET can generate output based on the requirements that is useful both directly and indirectly for verification. We describe the details of our workflow, beginning with using FRET in Sect. 3.

2.2 CoCoSim and Simulink

FRET integrates particularly closely with both Simulink and CoCoSpec \[8\], the latter being a language for describing assume-guarantee contracts using Simulink blocks. FRET can be used to generate CoCoSpec contracts for each requirement, which can then be added to the Simulink diagram of the system that the requirements relate to. These contracts are checked during simulations of the diagram in Simulink using the Kind2 model checker \[9\]. In our methodology, presented in Sect. 3.2 we refer to this as the ‘FRET-Supported’ toolchain.

Where Simulink is not used to design the system, or even where it is but other verification methods are desired, the temporal logic version of the requirements can be incorporated into other formal verification approaches. Where a formal verification tool directly accepts temporal logic, this will be straightforward. Otherwise, the temporal logic and **fretish** versions of the requirements can be used as a guide for formalising the properties and system in other formalisms. In Sect. 3.2 we refer to this as the ‘FRET-Guided’ toolchain.
Figure 1: FRET’s ‘Create Requirement’ Dialogue showing an example of a requirement in FRET with
the requirement’s ID, the parent requirement ID, the project name, the requirement’s description in
FRETISH as well as text boxes recording rationale and comments.
Table 1: The first two requirements for the aircraft engine controller, provided by our industrial partner.

| ID     | Description                                                                                                                                                                                                 |
|--------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| UC5_R_1| Under sensor faults, while tracking pilot commands, control objectives shall be satisfied (e.g., settling time, overshoot, and steady state error will be within predefined, acceptable limits)                                |
| UC5_R_2| Under sensor faults, during regulation of nominal system operation (no change in pilot input), control objectives shall be satisfied (e.g., settling time, overshoot, and steady state error will be within predefined, acceptable limits) |

3 Methodology

In this section we describe our methodology and our work to-date on the formalisation and verification of the requirements of our use case. First, we describe our use case, which is an aircraft engine controller. Then, we describe our methodology and how we have applied it to the requirements of the aircraft engine controller use case.

3.1 Use Case: Aircraft Engine Controller

Our example application is a software controller for a high-bypass civilian aircraft turbofan engine, which was provided by our industrial partner on the VALU3S project. The controller is a representative example of a Full Authority Digital Engine Control (FADEC) system, which monitors and controls everything about the engine, including thrust control, fuel control, power management, health monitoring of the engine, thrust reverser control, and so on.

The controller’s high-level objectives are that it should continue to control the engine (for example keeping settling time, overshoot, and steady state error within acceptable limits), respecting certain operating limits (for example respecting the engine shaft’s upper speed limit), in the presence of:

- sensor faults (a sensor value deviating more than a given amount from its nominal value, or being unavailable),
- perturbation of system parameters (a system parameter deviating more than a given amount from its nominal value), and
- other low-probability hazards (for example, abrupt changes in the outside air pressure).

The controller is also required to detect faults and recover from them, which it does through a change of mode – for example detecting engine surge or stall and changing modes to prevent these hazardous situations. The software controller supplied by our industrial partners is related to existing controllers previously described in the literature.

Our industrial partner has supplied 14 English-language requirements and 20 test cases, which provide more detail about the controller’s required behaviour. Table 1 shows the first two requirements for the aircraft engine controller, provided by our industrial partner. As described in Sect. 3.2.1, in addition to the requirements and test cases, we iteratively formalised the requirements through elicitation meetings with our industrial partner. The controller’s software has been designed in Simulink.

3.2 Our Three-Phase Methodology

Our workflow takes requirements in natural-language and a Simulink diagram as input, and enables the formal verification of the system’s design against the requirements. At a high level, our approach is split into three distinct phases, shown in Figure 2. First we elicit and formalise the natural-language requirements using FRET, in Phase 1. Then we move on to formal verification either supported or
Phase 1: Eliciting and Formalising Requirements

Phase 2A: FRET-Supported Toolchain

Phase 2B: FRET-Guided Toolchain

Phase 3: Verification Report

Figure 2: High-Level Flowchart of our Methodology. After Phase 1 is complete, Phases 2A and 2B can occur in parallel. Phases 2A and 2B can both highlight deficiencies in the requirements, prompting a return to Phase 1.

guided by FRET (Phase 2A and 2B). The ‘FRET-Supported’ toolchain uses FRET’s built-in translation function to produce contracts that can be incorporated into a Simulink diagram. The ‘FRET-Guided’ toolchain uses the formalised requirements to drive the (manual) translation into other formal methods as chosen by the verifier. Both verification phases can be applied in parallel. Finally, Phase 3 involves the assembly of a verification report to capture the verification results and traceability of requirements.

As outlined in Sect. 1, our methodology ‘glues’ the requirements engineering phase and formal verification phases together. These phases use different skills and would often be performed by different teams (or people). With this in mind, our methodology keeps the phases separate, but enables clear communication about the requirements and their formalisation using FRETISH as a common language. This reduces the likelihood of incorrect or inaccurate requirements being formalised, while side-stepping the need for requirements engineers to learn a fully formal language.

In the remainder of this section we describe the workflow in detail. We make use of the aircraft engine controller, described earlier, as a running example.

3.2.1 Phase 1: Eliciting and Formalising Requirements

Eliciting the system’s requirements and formalising them is a task best completed by a collaboration between those knowledgeable about the system and those knowledgeable about formalisation. Using a formal language during this process can often slow down progress, because the systems engineers must learn the intricacies of the formal method and the formalists often try to formalise too much detail too quickly. Thus, in this phase we take the natural-language requirements as input, and produce the FRETISH version of the requirements and the LTL specifications of the requirements as output.

Using FRETISH as an intermediate language between the natural- and formal-language versions of the requirements, frees up the requirements elicitation process, but still provides enough formalisation in the requirements to both reduce ambiguities and make the requirements easier to formalise later on.

The requirements elicitation phase will be slightly different for each system and set of requirements, but in our workflow (shown in Figure 3) we have separated this phase into a cycle of:

Step 1 (Requirements Elicitation): An informal process of discussing the natural-language requirements to clarify and reduce ambiguity, it also may uncover new requirements;

Step 2 (Requirements Formalisation): A manual process of converting the natural-language requirements into FRETISH.
Figure 3: Flowchart of Phase 1: Eliciting and Formalising Requirements. The circular nodes are start and end points, the rectangular nodes are processes (actions), and the rhomboid nodes are inputs or outputs.

After Step 2, if the requirements have enough detail then the phase is over. If not, then the workflow cycles back to Step 1.

In our ongoing work, with our industrial partner, we have translated the 14 natural language requirements of the aircraft engine controller into FRETISH. As an example of how this phase works, we will examine the first two requirements in our case study. Full details describing the requirements elicitation and formalisation process for this use case can be found in our report.

Requirement UC5_R_1 reads: “Under sensor faults, while tracking pilot commands, control objectives shall be satisfied (e.g. settling time, overshoot, and steady state error will be within predefined, acceptable limits)”, which is expressed in FRETISH as:
$$((\text{sensorfaults}) \& (\text{trackingPilotCommands})) \text{ Controller shall satisfy } (\text{controlObjectives})$$

Similarly, Requirement UC5_R_2 reads: “Under sensor faults, during regulation of nominal system operation (no change in pilot input), control objectives shall be satisfied (e.g. settling time, overshoot, and steady state error will be within predefined, acceptable limits)”, which is expressed in FRETISH as:
$$((\text{sensorfaults}) \& (!\text{trackingPilotCommands})) \text{ Controller shall satisfy } (\text{controlObjectives})$$

Through the iterations of requirements elicitation, we added more detail to the requirements, checking with our industrial partners that the requirements were correct. We added detail to the requirements through information gathered from the 20 test cases provided for the use case. For example, Test Case 1 (for Requirement UC5_R_1):

3 https://drive.google.com/drive/folders/1_SSUeh689jHrrEyKWN489-xA2zdCp6q?usp=sharing
Figure 4: The ‘Update Requirement’ Dialogue Box in FRET for Requirement UC5_R_1.1, showing the requirement’s ID, the parent requirement ID, the project name, the requirement’s description in FRETISH as well as both the LTL representation of the requirements and the diagrammatic semantics for the requirement (on the right-hand panel) showing when the requirement becomes active and what its triggering (TC) and stopping (SC) conditions are.

**Preconditions:** Aircraft is in operating mode $M$ and sensor $S$ value deviates at most $\pm R\%$ from nominal value

**Input conditions/steps:** Observed aircraft thrust is at value $V_1$ and pilot input changes from $A_1$ to $A_2$

**Expected results:** Observed aircraft thrust changes and settles to value $V_2$, respecting control objectives (settling time, overshoot, steady state error)

was split into three child requirements in FRETISH. As an example, UC5_R_1.1 is the child requirement (of UC5_R_1) that adds details for the Control Objective *settling time* is written as:

$$
when \ (\text{diff}(r(i),y(i)) > E) \ if \ ((\text{sensorValue}(S) > \text{nominalValue} + R) \\
| (\text{sensorValue}(S) < \text{nominalValue} - R) \ | (\text{sensorValue}(S) = \text{null}) \\
& (\text{pilotInput} => \text{setThrust} = V_2) \ & (\text{observedThrust} = V_1) ) \\
\text{Controller shall until } (\text{diff}(r(i),y(i)) < e) \\
satisfy (\text{settlingTime} >= 0) \ & (\text{settlingTime} <= \text{settlingTimeMax}) \\
& (\text{observedThrust} = V_2)
$$

Figure 4 shows FRET’s ‘Update Requirement’ dialogue for UC5_R_1.1. The “Requirement Description” section (bottom left) shows the FRETISH version of the requirement that we described above. On the right-hand side, the semantics diagram (and accompanying textual description) displays when the requirement becomes active and what its triggering (TC) and stopping (SC) conditions are.

Once the requirements elicitation and formalisation phase is complete, the requirements can be translated into the input language for the formal method(s) chosen for the verification phase. Depending on the formal method chosen, this translation could be automatic or could be provided by the manual application of a set of systematic translation rules. If the design is described in a Simulink diagram, existing tool-support can take formalised requirements and produce contracts compatible...
with Simulink. Where the design has not been described using Simulink, or where the verification efforts would benefit from other formal approaches, we can build a formal model of the system from the available descriptions (the requirements, other models, documentation, etc.) and check the properties (formal encodings of the requirements) against the model.

### 3.2.2 Phase 2A: FRET-Supported Verification

In this phase, we take the FRETISH requirements and the Simulink design as input, and produce CoCoSpec contracts and verification results as output. The CoCoSpec contracts are built from Simulink blocks so that they can be embedded directly in a Simulink diagram. Because this phase is supported by FRET, much of the process is automated. However, the user still needs to provide information to link the FRETISH requirements to the Simulink design, and the CoCoSpec contracts have to be manually added to the Simulink diagram for verification with the Kind2 model checker.

This phase of our workflow has four steps, which can be seen in Figure 5 and which we describe below.

**Step 1 (Attach Simulink Model):** FRET provides a Matlab script that extracts information from a Simulink diagram in a format that FRET can consume. Adding this to the FRET project makes it easier for the user to generate the verification conditions in the next step.

**Step 2 (Generate Verification Conditions):** In FRET, the user can add detail to link the requirements to the Simulink diagram of the system. For example, they can map a component
mentioned in the requirements to a block or collection of blocks, or map a variable in the requirements to a signal in the Simulink diagram. Once this is complete, FRET can generate CoCoSpec contracts for the Simulink diagram, that represent the requirements. As an example, requirement UC5_R_1 (see Table 1) is translated in the the CoCoSpec contract shown below:

```
ensure "UC5_R_1" ((H(not(((sensorfaults) and (trackingPilotCommands))))) or
(not(SI(((sensorfaults) and (trackingPilotCommands))) and
((pre(not(((sensorfaults) and (trackingPilotCommands))))) or FTP)),
(not((controlObjectives)))));
```

This CoCoSpec contract uses the operators: H, SI, pre and FTP. Here H represents the ‘Historically’ past-time LTL operator and SI represents the ‘Since Inclusive’ operator. Then, pre is used to refer to the previous value of the variable following it and FTP refers to the First Time Point of the trace. The specific details of the CoCoSpec generation process are out of the scope of this work but we refer the interested reader to [29] for the full details.

**Step 3 (Formal Verification):** Once the CoCoSpec contracts are incorporated into the Simulink diagram, they can be used to verify that the diagram (and so, the design of the system) obeys the contracts (and so, the requirements) during simulation runs using the Kind2 model checker.

**Step 4 (Evaluate Results):** If the verification fails, then it is possible that the Simulink diagram is incorrect, so it should be improved until the verification passes. It is also possible that the requirements are incorrect, in which case the workflow returns to Phase 1: Requirements Elicitation and Formalisation. If the verification passes, then the Simulink diagram obeys the requirements.

### 3.2.3 Phase 2B: FRET-Guided Verification

In this phase we take both the natural-language and FRETISH versions of the requirements as input, and produce formal properties, a formal model of the system, and verification results as output. This phase uses the FRETISH requirements to drive formal modelling of the system.

We anticipate using formal methods that plug gaps in the verification approach used in Phase 2A. For example, methods that enable more detailed modelling of data, such as Event-B [1]; or more detailed modelling of behaviour, such as Communicating Sequential Processes (CSP) [19]. Again, this phase occurs in four steps, which can be seen in Figure 6 and we describe each of these individual phases below.

**Step 1 (Translate to Verification Conditions):** Using the FRETISH requirements as the source, produce the properties to be verified in the chosen formal language. This is likely to be a non-formal translation process; but if the chosen formal method’s input language is close to FRETISH, then the translation will be straightforward. Obviously if the chosen formal method uses temporal logic, then the LTL translations that FRET automatically produces could be used directly.

**Step 2 (Build Formal System Model):** Since this phase does not directly use a Simulink model, a formal model of the system or design must be constructed separately. This step is likely to involve using the FRETISH and natural-language requirements, the Simulink model (if it exists), and other sources to ensure that the system model is valid.

**Step 3 (Formal Verification):** Using the appropriate tool (such as a model checker or theorem prover) perform the formal verification of the system model (Step 2) against the formal properties (Step 1).
Step 4 (Evaluate Results): As with the 'FRET-Supported' toolchain in Phase 2A if the verification fails, then it is possible that the formal system model is incorrect and requires updates to make it pass the verification. It is also possible that the requirements themselves are wrong, and so the workflow returns to Phase 1: Requirements Elicitation and Formalisation. If the verification passes, then the system model obeys the formalised requirements.

3.2.4 Phase 3: Verification Report

Using the verification results returned by Phase 2A and 2B, along with the formalised requirements produced as part of Phase 1, a verification report is assembled. This report could take various forms, depending on what is required of the development process by laws, regulations, etc. Ensuring that verification (particularly formal verification [26]) can provide evidence of software’s safety that is understandable by, and acceptable to, a regulator (or other organisation with supervisory responsibilities) is key in safety-critical domains.

The report could be a natural-language report, structured as a safety case in a notation like the Goal Structuring Notation [20] or using tools such as the Assurance Case Automation Toolset (AdvoCATE) [11], or a combination of these formats. The key point is that the report facilitates traceability of the verified requirements and explains the extent of the verification activities, which may be useful during the assurance process.
4 Discussion

Our methodology, as presented in this paper, unifies and facilitates the use of multiple verification approaches whilst maintaining and supporting requirements traceability. We demonstrate our methodology through an industrial use case of an aircraft engine controller. Our methodology illustrates the benefits of using a formal approach to requirements capture so that formalised requirements can be directly fed into the verification process with minimal effort.

Simulink is used extensively in the aerospace domain to model systems. We use FRET for requirements formalisation and elicitation because it has direct links to tools used for verifying Simulink diagrams. However, it has been shown that these tools are not always sufficiently scalable for complex requirements [7] so we also outline a pathway where other formal methods can be incorporated to support verification.

Our methodology provides a way to build and examine a series of prototype systems/models before concrete implementation occurs. In particular, we can consider the FRET formalised requirements as a prototype formal model. They contain the conditions that the formal model must obey and some of the requirements even define how certain variables are updated/how the system should behave in a given context. Then, we can analyse the Simulink model which is a prototype implementation that can be examined with respect to the generated CoCoSpec contracts. In addition, we can build formal models of the system which can be treated as prototype implementations since they mirror the behaviour of the final system, with some details abstracted.

4.1 Evolution of Requirements

Our high-level methodology, as captured in Figure 2, contains optional loops that go back from the verification phases (Phases 2A and 2B) to the requirements elicitation phase (Phase 1). The option to return to this earlier phase enables the methodology to respond to errors that are only identified in Phase 2A or 2B, but indicate incorrect or inaccurate requirements. It is important that the requirements are captured as accurately as possible; if errors or omissions in the requirements are found, then any changes to remedy these problems may also propagate to the accompanying Simulink diagram(s) or formal model(s). However, such changes would also propagate if a non-formal requirements engineering approach were being used.

FRET provides some assistance with changes propagating from updated requirements to their derived models and diagrams. First, when a fretish requirement is updated, FRET automatically converts it to LTL, so there is no user overhead in this step. The updated requirement can be re-exported to CoCoSpec (Phase 2A), or the updated requirement can be re-translated into the formal language used before (Phase 2B). These are manual steps, but since the contracts or formal properties have been built from each of the fretish requirements, the traceability provided by FRET makes their regeneration more straightforward than if they had been built directly from the natural language requirements.

In addition to revision of the verification conditions, revision of the system’s design and associated models may be needed if the requirements are found to be wrong. Again, this would be a manual process of updating the design to match the changes to the requirements, but this would also be required in a non-formal approach. In practice, software development follows an iterative process where additional requirements may be added or existing ones modified as development continues and errors or inconsistencies are revealed in the design. Here, FRET provides traceability features that make these updates easier to implement. Requirement IDs enable links between requirements to be traced, the source of the requirement (for example its natural-language counterpart) can be captured in the rationale field, and the CoCoSpec contracts that FRET automatically produces share the name of the requirement from which they were generated. These features mean that the fretish requirements can be linked back to the natural-language requirements, and linked forward to the verification conditions and system designs, therefore finding the target for updates is relatively straight-forward.

4.2 FRET-Supported vs FRET-Guided Verification

As previously mentioned, Phase 2A (FRET-Supported Verification) and Phase 2B (FRET-Guided Verification) can be applied separately or together in parallel. Both phases apply formal verification to the system’s design, but using different languages to specify the properties and using different ways of
describing the design itself. Here we discuss the interactions between these two phases, the situations where each might be useful, and the benefits of applying both phases to a system’s design.

The main difference between the two verification phases are in the targets of the verification. Phase 2A targets a Simulink diagram, using the Kind2 model checker. In contrast, Phase 2B targets a separate formal model of the system, built in a formal method of choice. Direct use of a Simulink diagram as the description of the system is useful (if the diagram exists), but the available checks are limited to those directly describable in FRET. Introducing another formal language, and its associated tools, might be advantageous. Using the approach supported in Phase 2B may enable the verification of properties that it was not possible to verify using the approach supported in Phase 2A, as was found to be the case in related work [7].

Using both phases in parallel provides a more corroborative approach to verification, where different styles of verification are used to corroborate each other [36]. Corroborative verification is often focused on applying multiple verification techniques to the same set of properties, but applying both phases in our methodology also offers the developer the chance to pick and choose which techniques to use to verify which specific requirements. In this ‘divide and conquer’ strategy, a formal method can be chosen that complements the CoCoSpec approach and plugs any gaps or limitations that it may have, as was the approach in [7].

Further, using both phases produces two independent designs, both derived from the same set of formalised requirements. Comparing the design in Simulink to a design in a formal language may help to identify inconsistencies or ambiguities in either design, or in the requirements themselves, that were not identified during requirements elicitation. Exploring different designs in this way may produce more robust implementations, because the requirements have been viewed through a variety of lenses.

5 Related Work

In this section we describe some of the related work in the literature, focussing on the themes of requirement specification, the formal verification of aircraft systems, and the formal verification of Simulink diagrams.

5.1 Requirements Specification

Specifying verifiable and precise requirements can often delay the verification process [34]. Requirements elicitation and formalisation tools can aid this process by helping the user to define unambiguous requirements from the outset. In safety- or mission-critical domains such as the aerospace sector, development is often driven by high-level requirements that are gradually decomposed as the project continues.

Some approaches to requirements engineering simply use natural-language. For example, IBM’s Dynamic Object-Oriented Requirements System (DOORS) is frequently used in industry to manage and support traceability of requirements. In DOORS, requirements are represented in natural-language without any view to formalise them or reduce ambiguities so that they can be easily used by formal methods.

In contrast, there have been multiple approaches developed that support the use of more formal, logical requirements. These include FRET, which uses a structured natural language to provide an LTL semantics for formalised requirements [16]. FRET uses the Structured Assertion Language for Temporal Logic (SALT), which is a general purpose assertion language with property pattern features as an intermediate language [5].

Formalised requirements have also been added to existing, non-formal approaches. For example, the Easy Approach to Requirements Syntax (EARS) uses informal templates to define high-level requirements [28]. However, recent work has provided a formalisation for these templates in LTL [23]. Despite this advancement, EARS does not support contract generation whereas FRET does.

Formal Verification of Aircraft Systems

Formal verification tools and techniques have been applied to an array of aircraft systems. This includes the specification and verification of a landing gear system in Event-B [27] and Abstract State Machines...
Related work focuses on the verification of a sensor voting module used in the landing gear system using model-checking with Asmeta [3].

An Architecture Analysis and Design Language (AADL) Model of an F-16 Autopilot Controller has been translated into Stateful Timed CSP, which was then model checked in the Process Analysis Toolkit (PAT) checker. The Autopilot Controller is a non-linear model that simulates the dynamics of the real aircraft. This work focuses on verifying safety, liveness, and trace refinement properties [38]. Other work that incorporates CSP includes the use of Hybrid CSP to model and verify an aircraft system. The example system is a controller for correcting an aircraft’s position when it has deviated from its intended flight path [31].

In [4], Backes et al. use the Assume Guarantee REasoning Environment (AGREE) [10] for compositional verification of an AADL model of a Quad-Redundant Flight Control System. They use the Kind2 and JKind model-checkers for verification. One of the main difficulties that they had was in formalising natural language requirements at a level of abstraction and detail that was amenable to compositional verification. Our work seeks to streamline this process by including detailed requirements formalisation from the outset.

Formal Verification of Simulink Diagrams

The popularity of Simulink for designing systems has lead to a variety of formal verification techniques that target Simulink diagrams. In addition to its own Simulink Design Verifier [17], the literature contains examples both of model checking and theorem proving as the formal verification approach.

Some of the approaches in the literature translate the elements of a Simulink diagram into the input language of a theorem prover. For example, Herber et al. 2013 [18] present an automatic translation from discrete-time Simulink diagrams to the input language of the UCLID system verification toolkit [5]. Similarly, Reicherdt and Glensner 2014 [33] translate discrete-time Simulink diagrams into Boogie, an intermediate language for the Z3 verification framework [6].

Meenakshi et al. [30] present a tool that automatically translates discrete-time Simulink diagrams into the input language of the model checker NuSMV [7]. Their tool parses information about the Simulink diagram from its textual representation in an mdl file, then translates it for NuSMV. The restriction to discrete-time diagrams is due to NuSMV only catering for discrete models. Their tool can also reverse the translation, to aid with debugging the Simulink diagram from counterexamples.

To capture the continuous-time elements of Simulink diagrams, Liebrenz et al. 2018 [22] provide an automatic translation to differential dynamic logic (dL) to enable interactive theorem proving using KeYmaera X [8]. However, their automatic translation assumes: no algebraic loops, no S Function blocks [9] and no external scripts or libraries.

Instead of translating Simulink diagrams into another language, Bernardeschi et al. 2018 [6] use co-simulation, where Simulink diagrams are simulated in parallel with a model in the PVS theorem prover [10]. The PVS model captures the discrete semantics of the system and the Simulink model captures the continuous dynamics of the system’s environment. They use PVSio-Web [11] which is a Web framework that enables formal-model-based development of Human-Machine Interfaces, to connect the PVS model to the Simulink diagram. They also use an additional block in the Simulink diagram to extract the simulation data. PVSio-Web uses this block’s output to keep the PVS model in-sync with the Simulink simulation.

The addition of blocks to the Simulink diagram is the approach taken by CoCoSpec [8], which we use in our methodology. This approach has already been described in the literature, for example In Araiza-Illan et al. 2014 [2] where assertion blocks are added to Simulink diagrams to describe the properties (over the Simulink signals) that the system should preserve. These assertions take the form of a require block, which is used to describe a Hoare triple: \{precondition\}model\{postcondition\}. A require block is constructed from an Enabled Subsystem, which conditionally executes when a control signal (the precondition) is positive and itself contains an Assert block. Once this specification

---

8UCLID: https://github.com/uclid-org/uclid
9Boogie: https://www.microsoft.com/en-us/research/project/boogie-an-intermediate-verification-language/
10S Function blocks wrap a program, written in either: MATLAB, C C++, or FORTRAN code
11PVSio-Web: http://www.pvsio-web.org/
is added to the Simulink diagram, they provide an automatic translation into the input language of the Why3 theorem proving platform, and used CVC3\footnote{CVC3: https://cs.nyu.edu/acsys/cvc3/} to verify the Simulink diagram against the properties described by the assertion blocks. Their translation strategy works on Simulink signals that are scalar and discrete, but they aimed to extend the approach to continuous time.

6 Conclusions and Future Work

This paper has presented our methodology for developing a verifiable system using a formal requirements-driven approach. This work is targeted for the aerospace domain and we illustrate our methodology via an aircraft engine controller use case that has been supplied by our industry partner, United Technologies Research Center in Ireland.

Our methodology is rooted in requirements elicitation and formalisation, to drive the derivation of appropriate verification conditions and support traceability. We have chosen FRET as the basis for this approach because it has support for verifying Simulink diagrams and previous work has shown that FRET requirements are relatively straightforward to incorporate into other verification formalisms\footnote{Why3: http://why3.lri.fr/}. In saying that, future work will seek to make this link between FRET and other formal methods more seamless.

Our methodology provides an avenue to harness the power of formal methods in a way that complements existing verification techniques, which streamlines the process of developing verifiable aircraft engine controllers. Further, the requirements-driven approach that we adopt supports the traceability of requirements throughout the verification process. The combination of these existing tools applied to an industrial aircraft engine controller has, to the best of our knowledge, not been explored before. We also believe that our approach is flexible and, although we focus on a particular suite of tools, that other tools may be easily incorporated where necessary.

We are continuing to elaborate this use case alongside our industry partner whose primary focus is the aerospace domain. However, we also intend to investigate other domains which make extensive use of Simulink and related approaches to examine and evaluate our work more broadly.
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