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Experiment: detailed description

Figure S1: Complete system elaborating on Fig. 3a from main text, including isolator (Isol.), single-mode polarization-maintaining fiber (PMF), iris and polarizers (Pol.) to reduce stray light. Focusing lens $f_2$ is in fact two achromatic lenses, with individual focal lengths of 750 mm and 180 mm.

This section provides more details on our experimental implementation, including added components to reduce stray light (iris, polarizers) — see Fig. S1. The first spatial light modulator (SLM, Meadowlark, AVR Optics P1920-400-800-HDMI-T, pixel width 9.2 µm) displays an input image $x$ by modulating the phase of the polarization component of the incident collimated beam that is parallel to the extraordinary axis. (The polarization component along the ordinary axis is unchanged.) Because the light incident on this SLM is polarized at 45° after rotation by the half-wave plates, the SLM effectively performs pixel-wise polarization rotation of the beam. A polarizing beamsplitter (PBS) then rejects the unrotated polarization from the SLM. The input activations are thus encoded into optical intensities through this ‘amplitude-mode’ operation of a ‘phase-only’ SLM. To display the input activations in the first layer of the DNN, we use every second pixel of the first SLM and turn every other
pixel ‘off’ such that the input pattern is effectively multiplied by a grating. We then block the zero order in the Fourier plane to reduce background, such as reflection from the backplane. In subsequent layers with fewer input activations (shorter $x$), we use every eighth pixel of the SLM to further reduce crosstalk. The incident light on the second SLM (Hamamatsu X10468-04, pixel width 20 $\mu$m) is horizontally polarized (along the extraordinary axis); this SLM is in the Fourier plane and adds a variable phase delay to each pixel to impart a fan-out phase pattern. We used the weighted Gerchberg-Saxton algorithm (without camera feedback) to determine the phase patterns ($39, 52$), which only needed to be calculated once per network size, as they are independent of the weight and input activation values. The third SLM (Meadowlark, AVR Optics P1920-400-800-HDMI-T, pixel width 9.2 $\mu$m), in the image plane, is used in ‘amplitude mode’, similarly to the first SLM. Telescopes of achromatic lenses (Thorlabs ACT508-250-A, AC508-180-A, and ACT508-750-A) transmit the replicated input activations to the image planes for 1:1 mapping from SLM #1 to SLM #3 to the camera (Thorlabs DCC3240M, pixel width 5.3 $\mu$m). The lens positions along the optical axis are fine-tuned with linear stages. A MATLAB program performs all the control and processing on a digital electronic computer. The supercontinuum source in the throughput experiments is the SuperK EXW-12 from NKT with a VARIA tunable filter.

**Maximum DNN layer size**

The number of pixels in the weighting SLM and camera limit the maximum weight matrix size ($N \times K$) that can be applied in one pass through our system. The number of pixels in the fan-out SLM (DOE) in the Fourier plane dictates the number of spots that can be generated in the image plane, which in turn, sets the maximum output vector length $N$. In Ref. ($52$), with a 1.3-megapixel SLM, 1,500 uniform spots were experimentally generated (which translates to $N = 1,500$ in our scheme). Considering these constraints, with our megapixel spatial light modulators, our setup can theoretically perform million-element matrix-vector multiplication, with $N = K = 1,000$, which we could implement with reduced stray light on the detector for higher data transmission accuracy,
as mentioned in the Discussion. We can achieve additional scaling with higher-resolution SLMs or tiling (see Scaling section below).

**Latency, throughput, energy and chip area of a near-term system**

![Diagram](image)

Figure S2: Path of one input activation through the single-shot ONN in an optimized setup. A VCSEL or µLED converts the signal from the electronic to optical domain (EO conversion) and the optical copy is a reconfigurable diffractive optical element. Each photodetector (PD) includes a weighting element and is electrically connected to $K$ other PDs for analog electronic summation. A transimpedance amplifier (TIA) reads out the analog output signal from each block, which the DAC then converts to the digital domain. The nonlinearity is a simple comparator. Each of the $K$ input activations goes through these processing steps simultaneously such that after one pass, the matrix-vector product is complete.

In this section, we describe the latency, throughput, energy and chip area of a near-term, CMOS-compatible implementation of our single-shot ONN. This proposed system, as shown in Fig. S2 and described in the main text, includes digital-to-analog converters (DAC) and a high-speed source array with $K$ elements, LCoS SLMs for fan-out and weighting, photodetectors (PDs) for optical-to-electrical (OE) conversion, passive, analog electronic summation, and for each block, amplification by a transimpedance amplifier (TIA), analog-to-digital conversion (ADC) and a nonlinearity (NL). We assume a matrix size of 1 million elements ($N = K = 1,000$), as described in the Maximum DNN layer size section above, since megapixel cameras and SLMs are readily available. The latency of the system is defined by the sum of the latencies of each of the components encountered by one input activation. The DAC, light source, TIA and ADC take $\sim 1$ ns each (a standard computer clock
operates at $\sim$GHz). In terms of the NL, Ref. (54) demonstrates an optical ReLU function that operates in sub-ps time scales and also surveys digital electronic, analog electronic and optoelectronic implementations of ReLU with latencies $\leq$ ns. With a photon time of flight of $<10$ ns, the system thus operates with a latency on the order of $\sim10$ ns for a full matrix-vector computation.

As mentioned in the main text, computation is pipelined such that the throughput is defined by the slowest component, yielding $10^6$ MACs per $\sim1$ ns, i.e., petaMAC/s for $N = K = 1,000$.

The energy consumption for a complete matrix-vector multiplication that comprises $N \times K$ MACs is the sum of the DAC, SLM, TIA, ADC and nonlinearity energies, plus the photon energy required to discriminate 256 levels on the TIA:

$$E_{total} = N \cdot \frac{1}{\eta_s \eta_d} \cdot \eta_{PD} \cdot 2^{n_b} \cdot \xi \cdot t + K \cdot E_{DAC} + 2 \cdot E_{SLM} + N \cdot (E_{TIA} + E_{ADC} + E_{NL})$$

where $\eta_s \approx 10\%$ is the source wall-plug efficiency (37, 59), $\eta_d \approx 80\%$ is the optical efficiency of the DOE, $\eta_{PD} \approx 0.2$ A/W is the PD responsivity (40), $n_b = 8$ bits, $\xi \approx 1$ $\mu$A is the TIA sensitivity at 1 GHz (62), $t = 1$ ns is the integration time, i.e., computer clock cycle time, $E_{SLM}$ is the energy consumed by the SLM in one clock cycle ($<10$ nJ) and each of the remaining component energies (TIA (62), ADC (63, 64), DAC (64, 65), NL (7, 11, 54)) are 1 pJ per operation. The total optical efficiency of the DOE, $\eta_d$, depends on the light utilization and diffraction efficiency of the SLM (both $\sim95\%$ in commercial LCoS SLMs such as our Hamamatsu X10468 (61)), as well as the fraction of optical energy in the desired spots generated by the fan-out pattern (determined by Fourier transform, can be $>90\%$ for $\sim100$-$1,000 \times$ fan-out (52, 60)). The product of these factors yields $>80\%$. For $N = K = 1,000$, the energy per MAC ($E_{total}/(N \cdot K)$) is therefore on the order of $\sim10$ fJ/MAC.

These parameters and calculations are summarized in Table S1.

The total chip area of the system is calculated in Table S2. The component areas have been demonstrated experimentally in the literature, in CMOS technology nodes larger than the state of the art – therefore, the TIA, ADC, NL, DAC and VCSEL areas could likely be further miniaturized. The weighting elements, on the other hand, will also be limited by optical spot size. The diffraction limit is sub-$\mu$m for green light, but a pixel size of a few $\mu$m is more reasonable to maintain low crosstalk.
Table S1: Parameters in energy calculation

| Symbol | Parameter | Value \(^{c}\) | Fan-out | Energy/MAC \(^{d}\) |
|--------|-----------|----------------|---------|------------------|
| \(\eta_s\) | Laser wall-plug efficiency | 10\% \((37, 59)\) | | |
| \(\eta_d\) | Optical efficiency of DOE | \(>80\% \((52, 60, 61)\)\) | | |
| \(\eta_{PD}\) | PD responsivity | 0.2 A/W \((40)\) | | |
| \(n_b\) | Effective number of bits | 8 | | |
| \(\xi\) | TIA sensitivity | 1 \(\mu\)A \((62)\) | | |
| \(t\) | Clock cycle time | 1 ns | | |
| \(E_{DAC}\) | Energy per DAC conversion | \(1 \text{ pJ} \((65), (64)\) \) \(N\) | 1 \(\text{pJ}/N \rightarrow 1 \text{fJ/MAC}\) |
| \(E_{SLM}\) | Energy of LCoS SLM | \((<10 \text{ W})t\) \(N \times K\) | <10 nJ/(\(N \times K\)) \(\rightarrow<10 \text{ fJ/MAC}\) |
| \(E_{optical}\) | Optical energy per block \(^{1}\) | \(\frac{1}{\eta_s \cdot \eta_d \cdot \eta_{PD}} \cdot 2^{n_b} \cdot \xi \cdot t \approx 10 \text{ pJ}\) \(K\) | 10 \(\text{pJ}/K \rightarrow 10 \text{ fJ/MAC}\) |
| \(E_{TIA}\) | Energy of TIA | 1 \(\text{pJ} \(62)\) \(K\) | 1 \(\text{pJ}/K \rightarrow 1 \text{ fJ/MAC}\) |
| \(E_{ADC}\) | Energy per ADC conversion | 2 \(\text{pJ} \((63, 64)\)\) \(K\) | 2 \(\text{pJ}/K \rightarrow 2 \text{ fJ/MAC}\) |
| \(E_{NL}\) | Energy of nonlinearity | <1 \(\text{pJ} \((7, 11, 54)\)\) \(K\) | <1 \(\text{pJ}/K \rightarrow <1 \text{ fJ/MAC}\) |
| \(E_{total}\) | Energy of full system | | \(\sim 10 \text{ fJ/MAC}\) |

\(^{1}\) Optical energy for \(2^{n_b}\) distinguishable levels by the TIA.

\(^{2}\) Demonstrated in the literature.

\(^{3}\) DAC within ADC.

\(^{4}\) Assuming \(N = K = 1,000\).

Table S2: Projected chip area

| Element | Area (mm\(^2\)) | Number of elements | Total area (mm\(^2\)) |
|---------|-----------------|--------------------|----------------------|
| Weighting element \(^{1}\) | \(1.4 \cdot 10^{-2} \ (69)\) | \(10^4\) | 14 |
| TIA | 0.0022 \((62)\) | \(10^4\) | 2.2 |
| ADC | 0.0016 \((70)\) | \(10^3\) | 1.6 |
| NL | 0.001 \((71)\) | \(10^3\) | 1 |
| DAC | <0.0016 \((70)\) \(^3\) | \(10^3\) | <1.6 |
| VCSEL | .01 \((72)\) \(^3\) | \(10^3\) | 10 |

| Area of full system | | | 30 |

\(^{1}\) Includes PD (e.g., PDs in Refs. \((18, 43)\)), since weighting element is placed on top of each PD.

\(^{2}\) DAC within ADC.

\(^{3}\) Aperture of 6 \(\mu\)m, pitch of 100 \(\mu\)m in demonstrated array.

in a real system that includes imperfections (i.e., aberrations and misalignment).

**Negative weights**

A number of solutions can implement negative weighting. For example, a second wire can connect all the PDs in a block; charge from the negatively weighted pixels would be directed into this second wire with an analog switch. The output from the ‘negative’ wire can then be subtracted from the output of the ‘positive’ wire. Because this subtraction only occurs once per block, its cost is amortized by a
factor of $K$ and is therefore small with respect to the other costs of the system. Another possibility for negative weighting is to use two PDs per receiver pixel, where one PD pushes charge into the block’s wire in the case of a positive weight, and another pulls charge in the case of a negative weight. The weight value of the unused photodetector is set to maximum extinction. Lastly, the weights can be shifted to all positive values, as described by Wang et al. (26).

**Calibration and image processing**

The LCoS SLM calibrations from the manufacturers are set to map the input values of 0 to 255 linearly to a 0 to $2\pi$ phase shift for normally incident 532 nm light. Since we use the SLMs from Meadowlark/AVR Optics (i.e., SLMs #1 and #3) to modulate amplitude and not phase, the output light intensity then varies sinusoidally with input value and requires recalibration. This SLM model has 2048 voltage settings in hardware with $>2\pi$ phase modulation. In the calibration step, we display a uniform array at one voltage value, then average the outputs to obtain one output value per input voltage. We then step through the input voltage values linearly through time, and fit the inputs versus averaged outputs with a 9th-order polynomial. We use the resulting lookup table as a global calibration to map desired output intensities to SLM input values. The latter are then restricted to 7-8 bits of precision depending on the intensity region since there are multiple maximum to minimum output intensity cycles within the 2048 available input voltage values. Furthermore, because a wide region of SLM #3 is illuminated, local nonuniformities will cause different blocks (subimages) to require slightly different calibrations to achieve a linear weight display. Therefore, we calculate a refined fit per subimage, where we once again display a uniform array at each frame, but here, step through the display values from the global lookup table. We then fit 8th-order polynomials to the inputs versus averaged outputs per subimage and adjust the displayed weight values accordingly.

We also perform simple processing of the output images from the camera. To reduce the impact of stray light in the system, we acquire a background with SLMs #1 and #3 set to all zeros, and subtract this background from every output frame. We also perform $2 \times 2$ pixel binning. Furthermore,
the fan-out pattern displayed on SLM #2 does not yield subimages of equal average intensities on the camera. Therefore, we also acquire a smoothed and background-subtracted calibration map by setting all activations and weights to a constant value, used for normalization in our experiments. In layer 1, the outputs are also divided by the mean intensity per subimage of 100 randomly selected images from the MNIST validation set. The normalization process reduces the effective number of bits for some subimages since we do not make use of the full dynamic range of the camera. We also fan out an extra row to replace the subimage that overlaps with the zero order (as stated in Fig. 4b-d) and the dimmest subimages. The spot uniformity could be improved by adjusting the pattern on SLM #2 with a feedback algorithm \((39, 52)\), eliminating the need for normalization and replacement. In an optimized implementation, the background subtraction can be implemented with a bias voltage.

**Additional confusion matrices**

Figure S3 shows the confusion matrices that correspond to the classification accuracies reported in Table 1.

**Measurement of filtered supercontinuum laser spectra**

We corrected the measured supercontinuum spectra for the wavelength response of our experimental setup, which has low transmission for wavelengths \(<460\) nm or \(>560\) nm, primarily due to the dielectric mirror of SLM #2. To determine our system’s response function, we first set the VARIA filter attachment on the SuperK to the narrowest bandwidth. We then swept its center wavelength (every 10 nm from 450 nm to 630 nm) and measured the summed intensity on the camera with SLMs #1 and #3 set to a uniform display. We performed a similar measurement when we connected the supercontinuum laser to the spectrometer, where we measured and integrated the filtered spectrum at the narrowest bandwidth setting for different center wavelengths. We then estimated our system’s wavelength response as the summed camera intensity per wavelength divided by the spectrometer’s summed intensity per wavelength. We could then calculate the corrected spectra by multiplying the
Figure S3: Confusion matrices for the classification of datasets reported in Table 1.
broad-bandwidth spectra (measured on the spectrometer) by this system response (interpolated).

**Scaling up number of neurons**

With $N = K = 1,000$, our system will be able to accommodate some of the largest DNN layer sizes currently in use, such as those found in Transformers (2). However, as networks are becoming steadily larger (e.g., GPT-3, with fully connected layers with input vectors up to a length of 10,000 elements (73)), the system may need to be further scaled up. One way to increase the number of matrix elements and output neurons is to use SLMs with more pixels, such as the commercially available 10-megapixel SLM in Ref. (69). Another option could be to use multiple SLMs and combine their outputs with a series of beamsplitters. Lastly, at the cost of decreasing energy efficiency and increasing latency, the inputs can be tiled and the weights updated over different time steps with a small local electronic memory at each weight pixel. In state-of-the-art nodes, an SRAM cell’s area is 0.021 $\mu$m$^2$ (74). Therefore, $\sim$80 digital values of 8 bits each can fit into a CMOS chip area of (3.74 $\mu$m)$^2$, which is the area of a pixel in high-resolution SLMs (69). This trade-off space can be evaluated and optimized in future work, e.g., using the DNN mapping tool Timeloop (75).
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