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ABSTRACT

Object detection is essential to safe autonomous or assisted driving. Previous works usually utilize RGB images or LiDAR point clouds to identify and localize multiple objects in self-driving. However, cameras tend to fail in bad driving conditions, e.g., bad weather or weak lighting, while LiDAR scanners are too expensive to get widely deployed in commercial applications. Radar has been drawing more and more attention due to its robustness and low cost. In this paper, we propose a scene-aware radar learning framework for accurate and robust object detection. First, the learning framework contains branches conditioning on the scene category of the radar sequence; with each branch optimized for a specific type of scene. Second, three different 3D autoencoder-based architectures are proposed for radar object detection and ensemble learning is performed over the different architectures to further boost the final performance. Third, we propose novel scene-aware sequence mix augmentation (SceneMix) and scene-specific post-processing to generate more robust detection results. To perform detection on the RF data,\cite{30} directly applies 3D-version of previous models\cite{17,24} for object detection without considering the inherent property of radar sequences. For example, more attention should be paid to the velocity information which can be retrieved from the RF data. The unique properties of RF data can provide us more understanding of the semantic meanings of an object.

In this paper, we propose a branched scene-aware learning framework for radar object detection. Specifically, the framework consists of two parts: a scene classifier and a radar object detector. We find that RF data in different driving scenes exhibit significant differences. Therefore, we partition all radar sequences into different sets based on the driving scene. The scene classifier will predict the scene category for each input radar sequence, sets based on the driving scene. The scene classifier will predict the scene category for each input radar sequence, and robust object detection. First, the learning framework contains branches conditioning on the scene category of the radar sequence; with each branch optimized for a specific type of scene. Second, three different 3D autoencoder-based architectures are proposed for radar object detection and ensemble learning is performed over the different architectures to further boost the final performance. Third, we propose novel scene-aware sequence mix augmentation (SceneMix) and scene-specific post-processing to generate more robust detection results. To perform detection on the RF data,\cite{30} directly applies 3D-version of previous models\cite{17,24} for object detection without considering the inherent property of radar sequences. For example, more attention should be paid to the velocity information which can be retrieved from the RF data. The unique properties of RF data can provide us more understanding of the semantic meanings of an object.

In this paper, we propose a branched scene-aware learning framework for radar object detection. Specifically, the framework consists of two parts: a scene classifier and a radar object detector. We find that RF data in different driving scenes exhibit significant differences. Therefore, we partition all radar sequences into different sets based on the driving scene. The scene classifier will predict the scene category for each input radar sequence, e.g., static or moving background. The object detection branches are trained for two stages. In the first stage, a Scene-aware Learning Network (SLNet) is first trained on all the RF sequences to learn a universal well-behaved object detector. In the second stage, for each type of scene, a scene-specific radar object detector is fine-tuned with the...
Figure 1: An overview of the scene-aware learning framework in test phase. Radar sequences are first classified into different scenes by a 3D-classifier. Then the scene-based switch will pass the radar snippet to the corresponding SLNet branch (orange: Dynamic, blue: Static). SLNet trained on corresponding radar sequence will predict the ConfMaps of objects. Detection results are outputted with a scene-specific post-processing process.

corresponding radar sequences on top of the universal model. As a result, the fine-tuned models are able to learn more scene-specific features for better performance.

Based on well-performed neural network architectures in video recognition, e.g. Conv(2+1)D [26] and ResNet [11], we build different variants of SLNet. For better model generalization accuracy, we design and apply scene-aware augmentations SceneMix on the RF data during training. SceneMix creates a new training radar snippet by inserting a piece of one radar snippet into another snippet of the same scene category. More specifically, the snippet of the radar sequence can be mixed up, cropped and replaced, or de-noised and added with other radar snippets. To make our results more robust, we further design a new type of post-processing to the detection results and vary the process in different scenes.

We train and evaluate our network in ROD2021 challenge. The ROD2021 dataset in this challenge contains 40 sequences for training and 10 sequences for testing. We simply define two scenes: Static and Dynamic, which depend on whether the car carrying the radar sensor is moving or not. In this challenge, our SLNet can achieve about 75.0% average precision (AP) and 81.0% average recall (AR). Moreover, we achieve 97.8% AP and 98.6% AR in the Parking Lot category, ranking first in the challenge.

- We propose a novel scene-aware learning framework for radar object detection based on the type of driving scene.
- We propose to leverage the spatio-temporal convolutional block "R(2+1)D" and build the Scene-aware Learning Network (SLNet) for accurate radar object detection.
- We customize some image-processing methods for radar. Specifically, we propose novel augmentation, post-processing, and ensembling schemes for the new data modality.

2 RELATED WORK
2.1 Object Detection for Images and Videos
Convolution neural network has achieved remarkable performance in various computer vision tasks, including object detection for visual images and videos. Most state-of-the-art image-based object detection methods can be classified into two categories: multiple-stage pipeline and single-stage pipeline.

The classic model of multiple-stage is R-CNN [8]. In this setting, regions of interests (RoIs) are first generated by neural networks. Then in each RoI, detection results will be obtained from the corresponding features. Variants of this model [7, 10, 23] further improve the speed and accuracy of R-CNN. The single-stage pipelines, on the other hand, directly predict the results by a single convolutional network, e.g. YOLO [22].

To capture the relationship between frames in videos, many works have proposed different methods. [28, 35] introduce flow-based methods, which combine the flow information and features extracted on one frame to obtain the prediction. Wang et al. [27] propose memory and self-attention to extract information in the temporal dimension. A more direct way to learn spatiotemporal features is proposed in [25], which builds 3D convolutional networks to extract the features from radar snippets.

2.2 Radar Object Detection
To overcome the bad quality of camera sensors in severe weather or unsatisfied lighting, some prior works [4, 6, 14, 16, 18–20] exploit...
the data from a Frequency Modulated Continuous Wave (FMCW) radar to detect the object more robustly. Considering it is hard to annotate the radar data since a human has less knowledge about what an object like in radar images, previous radar object detection works can be classified into two categories by whether visual data is required during learning.

The first type of radar object detection is to fuse radar and vision images together to obtain a more robust detection result. Nabati, et al. [16] fuses the data collected from radars with vision data to obtain faster and more accurate detections. Meanwhile, Nobis et al. [18] extract and combine features of visual images and sparse radar data in the network encoding layers to improve the 2D object detection results.

The second type is detecting objects based on radar data only. To effectively and efficiently collect radar object annotation, with a calibrated camera or LiDAR sensor, some annotations are automatically generated by high-accuracy object detection algorithms on these data [15, 30]. Wang et al. [30] proposes a cross-modal supervision pipeline to annotation radar sequences with less human labor and represent the radar frequency data in the rage-azimuth coordinates (RAMaps). This pipeline facilitates the development of a radar object detection algorithm.

2.3 CNN for Radar Processing

In the processing of radar data, a series of research [1, 3, 13, 21, 30] explores convolution neural networks to extract features of radar data. To obtain good feature representations for radar data, Capobianco et al. [3] apply a convolutional neural network to the rage Doppler signature. While Angelov et al. [1] try out various network structures, including residual networks and a combination of the convolutional and recurrent networks to classify radar objects. To prevent overfitting, Kwon et al. [13] adds Gaussian noise to the input radar data. Since radar data are usually represented in the format of complex numbers, [5] proposed to utilize complex-valued CNN to enhance radar recognition.

To better extract spatiotemporal information for radar object detection, prior works utilize 3D convolution on radar data. Hazara et al. [9] propose to use 3D CNN architecture to learn the embedding model with a distance-based triplet-loss similarity metric. In [30], three encoder-decoder-based convolution network structures are proposed for radar object detection. The encoder consists of a series of 3D convolution layers and the decoder is composed of several transpose convolution layers.

3 APPROACH

Following [30], we formulate the radar objection detection as follows: with a training radar sequence in the format of RAMaps \( R_{train} \) and its annotation (points with semantic class label) \( y_{train} \), we are required to detect radar objects on the testing sequences \( R_{test} \). ConfMap \( C \) is generated from annotation \( y \) for neural network supervision by utilizing Gaussian distributions to set the values around the object location. With a sliding window \( r \), the network is fed with a snippet of \( R_{train} \) with dimension \( (C_{RF}, \tau, \omega, h) \) and predicts a ConfMap \( \hat{C} \) with dimension \( (C_{cls}, \tau, \omega, h) \). \( C_{RF} \) is the number of channels in RAMaps, which consists of real and imaginary [34], while \( C_{cls} \) is the number of object classes. In the test phase, the output ConfMaps are processed to point detect results \( \hat{y} \). The performance of the model will be evaluated between \( y_{test} \) and \( \hat{y} \).

In this section, we will first introduce the scene-aware learning framework for radar object detection. Then the components in the framework, which are the architecture of Scene-aware Learning Network (SLNet), SceneMix, and Post-Processing, will be described in detail.

3.1 Scene-aware Learning Framework

Radar frequency data under different driving scenes differ greatly. One reason for this is the inherent velocity information in radar signals. Therefore, whether the ego car is moving or not will lead to a great difference in the signals of objects and noise. For example, the relative velocity of a car on the highway may be zero, while it can be very high if the ego car is static. Another is the different possibility of objects appearing in different scenes. Thus, we design a scene-aware learning framework to tackle this problem.

Specifically, we divide all RF data sequences into two scene categories: Dynamic and Static, depending on whether the ego car is moving or not. We adopt a two-stage training approach for the SLNet. In the first phase, all radar snippets are used to train a universal SLNet (described in Section 3.2). In the second phase, we create two branches, each responsible for the radar object detection in one scene. In each branch, we fine-tune the SLNet based on the universal model obtained in the first phase with radar snippets of the corresponding scene. The whole framework is shown in Figure 2.
We also train a scene classifier to classify the input radar snippets into one of these two scenes. With the classifier, the overall framework for scene-aware learning is shown in Figure 1. During the test phase, the scene classifier will first classify a test radar snippet into one of the two scene categories. Based on the scene category, the test radar snippet will then be fed into the corresponding SLNet branch to generate the ConfMap of radar objects. The scene-specific post-processing will be applied to the output ConfMaps of the SLNet (described in Section 3.4) to get final detection results.

3.2 Network Architecture

We build three different network architectures for the ROD2021. The architectures are shown in Figure 3 with (2+1)D Convolution Deconvolution (SLNet-C21DC), ResNet(2+1)D18 Deconvolution (SLNet-R18D), and ResNet(2+1)D18 Upsample-Convolution (SLNet-R18UC), respectively.

SLNet-CDC21 is adopted from RODNet-CDC [30], but we replace the 3D convolution in RODNet-CDC with (2+1)D convolution [26], and add shortcut connections according to [17]. Specifically, a (2+1)D convolutional block splits 3D convolution into a spatial 2D convolution followed by a temporal 1D convolution. Compared with 3D convolutional layer, a (2+1)D convolutional block introduces additional nonlinear rectification between temporal and spatial convolution. Besides, the decomposition of temporal-spatial convolution facilitates the optimization according to [26].

SLNet-R18D substitutes the encoder of SLNet-C21DC with ResNet(2+1)D18 [11]. We also utilize ResNet(2+1)D18 as the classifier to discriminate different scenes and this backbone is experimentally strong enough for this classification task. As for SLNet-R18UC, the encoder is the same as SLNet-R18D while we adopt the structure of the decoder in [2]. The decoder is composed of upsampling and convolution instead of transposed convolution.

With sliced RAMap frames and ConfMaps, we train our SLNet with mean squared error loss:

\[
L_{MSE} = -\sum_{cls} \sum_{i,j} (\hat{C}_{cls}^{i,j} - C_{cls}^{i,j})^2,
\]

where \(C\) represents the ConfMaps generated from annotations, \(\hat{C}\) represents the network prediction, and \(C_{cls}^{i,j}\) represents the probability that object of class \(cls\) appear at pixel \((i, j)\).

Finally, we use an ensemble method on the aforementioned models to get the final results. Specifically, we average the ConfMaps of each model and then identify detection results from the averaged ConfMaps.

3.3 SceneMix

Many data augmentation methods have proven effective in different 2D and 3D tasks. VideoMix [33] and CutMix [32] are powerful augmentation strategies that can both create new training snippets from two existing ones. These augmented images can not only enlarge our training dataset but also enforce our model to be more robust to different scenes.
4.2 Evaluation Metrics

To evaluate our methods, we use the average precision (AP) and average recall (AR) metrics proposed in [30]. Specifically, the object location similarity (OLS) [30] between our detection results and the ground truth are classified as Dynamic and the rest are Static. In addition, to the fast speed of the vehicle carrying the radar sensor, thus, we only apply the first constraint in this scene.

4 EXPERIMENTS

4.1 Datasets

The ROD2021 dataset used in ROD2021 Challenge is a subset of CRUW [30] dataset. There are 50 sequences in total, where 40 of them are provided with annotations. Each sequence lasts around 25-60s with 800-1700 frames. Each frame is a RAMap with a dimension 128×128. The provided annotation is created by a camera-radar fusion algorithm [30].

To validate our algorithm, we randomly choose 8 sequences from 40 sequences with annotations as the validation set and the rest 32 sequences as the training set. Among 40 sequences, about 15% are classified as Dynamic and the rest are Static. In addition to presenting the performance on test set from ROD2021 competition server, we also provide more detailed analysis by conducting experiments on the validation set.

4.2 Evaluation Metrics

To evaluate our methods, we use the average precision (AP) and average recall (AR) metrics proposed in [30]. Specifically, the object location similarity (OLS) [30] between our detection results and the ground truth are classified as Dynamic and the rest are Static. In addition to presenting the performance on test set from ROD2021 competition server, we also provide more detailed analysis by conducting experiments on the validation set.
Table 3: Ablation study on different components of the framework. The vallina version of SLNet-R18UC is trained in a direct way. AP$^S$ and AR$^S$ means the AP and AR on sequences of Static scenes while AP$^D$ and AR$^D$ denote those of Dynamic ones.

| Methods            | AP   | AP$^S$ | AP$^D$ | AR   | AR$^S$ | AR$^D$ |
|--------------------|------|--------|--------|------|--------|--------|
| SLNet-R18UC (vallina) | 47.03 | 70.51  | 18.47  | 46.95 | 75.07  | 27.40  |
| with SceneMix      | 49.97 | 73.55  | 23.16  | 55.94 | 78.09  | 32.14  |
| with Fine-tuning on S | 52.69 | 74.23  | 22.91  | 58.85 | 78.00  | 30.98  |
| with Fine-tuning on D | 50.49 | 73.32  | 28.27  | 56.09 | 77.51  | 37.85  |
| SLNet-R18UC         | 53.41 | 74.23  | 28.27  | 60.00 | 78.00  | 37.85  |

Table 4: Number of different scenes and prediction accuracy.

| Scene     | Static | Dynamic |
|-----------|--------|---------|
| # seq in train | 28     | 4       |
| # seq in test  | 6      | 2       |
| Accuracy    | 100%   | 100%    |

the precision and recall can be computed. With $t$ ranging from 0.5 to 0.9 with a step of 0.05, we get the AP and AR as our evaluation metrics.

4.3 Training Details

Our experiments utilize Adam [12] to optimize the network, and the learning rate is set to $1 \times 10^{-4}$. A cosine annealing with warmup restart scheduler is applied on the optimizer in order to make the training process more smooth. The model is paralleled on 4 GPUs with batch size 64 in total. Given an input radar snippet, the probability of applying VideoMix and VideoCropMix are both $\frac{1}{3}$. The chance of augmentation with NoiseMix is $\frac{1}{2}$. After 50 epochs of training on all sequences, our model is then fine-tuned on sequences of different scenes for 30 epochs. Finally, all trained models are ensembled to get the detection results.

4.4 Results

Table 2 presents final results of models with high ranking in ROD2021 competition. Our model achieves a AP of 75.0%, which outperforms a baseline of 69.8% by simply applying RODNet-CDC without the scene-aware learning framework. It is worth noting that our model ranked first in Parking Lot(PL) scene with respect to the AP score.

To further compare performance of different models, we utilize the validation set to compare our methods with the three models proposed in [30]. The results are shown in Table 1. RODNet-CDC is a shallow 3D CNN encoder-decoder network. RODNet-HG is adopted from [17] with only one stack, while RODNet-HGwI replaces the 3D convolution layers in RODNet-HG with temporal inception layers [24].

To complete the scene-aware learning pipeline, we need to train a 3D scene classifier. The number of different scenes in train and test datasets are shown in Table 4. Our scene classifier can obtain 100% accuracy in predicting the driving scenes.

All results of SLNet in Table 1 are trained in the scene-aware learning framework. We can see that the ensemble version of the scene-aware learning framework outperforms the best results of baselines 8.77% in average precision and 10.10% in average recall. All SLNet (RODNet-CDC, SLNet-R18C, and SLNet-R18UD) outperforms three baselines by 1.46%, 1.84%, and 8.03% in AP respectively.

4.5 Ablation Study

Next, we investigate the effectiveness of different components in the scene-aware learning framework on the validation set of ROD2021 dataset. Table 3 shows the results with and without SceneMix augmentation, and also the results fine-tuning on different scenes.

The vallina version of SLNet-R18UC is trained directly without fine-tuning and SceneMix augmentations. When training with SceneMix, the final AP increases by 1.77%. Based on the SLNet-R18UC trained with SceneMix, we fine-tune on Static and Dynamic scenes separately, and both of the fine-tuned models achieve a better result by 2.72% and 0.52% in AP respectively. Besides, fine-tuning on different scenes will lead to an obvious improvement in the corresponding scene.

Finally, by applying the scene-aware learning framework, we predict each scene with the corresponding model and achieve final AP of 53.41%. We can observe that adding each component contributes to the final results without any performance degradation.

5 DISCUSSION

The scene-aware learning framework can remarkably improve the performance of radar object detection, especially for the Static scene. Despite the success of this model, there are also some limitations which need further attention. First, although scene-aware learning achieves high accuracy on Static scene, the performance on Dynamic ones is not satisfactory enough. More analysis should be done to investigate why this method has inferior performance in other scenarios like campus road, city street, and highways. Besides, apart from two scenes division, it may be possible for the model to generalize to more categories, or even velocity-aware one. Finally, how to apply this model to an unseen scene may be another practical issue. We leave these questions for future work.

6 CONCLUSION

In this paper, we proposed a scene-aware learning framework to detect objects from radar sequences. In the framework, radar sequences will be detected by models fine-tuned on the same scenes. The proposed SLNet can robustly detect objects with high precision.

In addition, the paper presents a new augmentation SceneMix and post-processing method for radar object detection. The proposed method offers a novel and effective solution to take advantage of
the properties of radar data. Our experiments conducted on the ROD2021 dataset demonstrate our proposed framework is an accurate and robust method to detect objects based on radar.
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