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ABSTRACT
This paper studies the effectiveness of the CSI 300 index futures market from the perspective of information efficiency and function efficiency and examines the nonlinear dynamic characteristics of efficiency by using nonparametric methods. For information effectiveness, we find that the price of stock index futures follows a random walk. For function effectiveness, the results show that (1) the average optimal hedge ratio is 0.8702, and the average effective level reaches 86.11%. (2) The error correction mechanism is only supported by stock index futures. The error correction effect only exists in the extreme regime (only 6% of the total observed value). Most of the time (94%), both prices are subject to random walk process. There is no arbitrage trade between futures and spots. (3) Both linear and nonlinear leadership are observed in stock index futures. The nonlinear leadership is mainly reflected in stock index futures. Both leadership types are influenced by institutional changes and significant financial events and evolve over time, which indicates that stock index futures cannot play the dominant role in price discovery. In sum, we conclude that the CSI 300 stock index futures market is effective, despite the flaws in price discovery.
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1. Introduction
The introduction of CSI 300 index futures—the short selling mechanism in China’s security markets—in April 2010 was hailed as one of the landmark developments in China’s financial markets. It is worth noting that the trading volume of CSI 300 index futures reached 58,547 hands and 436,000 hands on the first day of listing and as of June 1, respectively. The latter means that the nominal turnovers of the CSI 300 stock index futures have jumped to second place in the global stock index futures, second only to the S&P 500 mini stock index futures contract. With the strong and ongoing bull market since the second half of 2014, the derivatives market has developed...
rapidly, and the CSI 300 stock index futures became the world’s largest stock index futures in April and May 2015. Most scholars and policy makers believe that index futures will play a stabilising role in China’s financial market. Unfortunately, China’s stock market crashed in June 2015, an event that erased nearly $2 trillion of market capitalisation. The effectiveness of stock index futures, represented by inherent economic functions, such as stabilising the stock market, has therefore been widely questioned. The confusing and seemingly contradictory facts in terms of CSI 300 stock index futures raise a series of questions. Is the CSI 300 stock index futures market effective? How should we treat the development of CSI 300 stock index futures objectively and rationally? To answer these questions, we seek to investigate the authentic effectiveness of CSI 300 stock index futures market.

Most of the literature concentrates on the maturity market of developed countries, such as S&P 500, Hang Seng Index (HSI) and FTSE100). Few studies can help to answer questions about emerging index futures markets, such as that of China (Hou & Li, 2015; Martinez & Tse, 2018; Miao, Ramchander, Wang, & Yang, 2017; Yi & Liang, 2014). In addition, previous studies focus on analysing a single aspect of the effectiveness of the stock index futures market, such as information efficiency (Camelia, Cristina, & Amelia, 2017; Hou & Li, 2015), price discovery (Chen & Tsai, 2017; Martinez & Tse, 2018) and hedging (Dark, 2015). Whereas in this study, we argue that capital market efficiency should include information efficiency and resource allocation efficiency (Samuelson, 2016). Samuelson (2016) stated that information efficiency refers to the ability of timely information absorption reflected in asset prices. Resource allocation efficiency refers to the extent to which the market exerts economic functions, such as hedging in the stock index futures market. This paper makes the following contributions.

First, this paper combines the information efficiency with functional efficiency to investigate the actual effectiveness of the CSI 300 stock index futures market. We include a longer sample period that spans from April 16, 2010 to December 13, 2017. The start of the sample period coincides with the launch of the CSI 300 stock index futures, and our sample period captures the overall evolution of the market, as evinced by its steep rise and dramatic decline.

Second, we obtain some novel findings about efficiency of the CSI 300 stock index futures market, especially in terms of arbitrage and price discovery. For arbitrage, the linear VECM model and T-VECM model show that the error correction mechanism is supported only by stock index futures. The T-VECM model reveals that the error correction effect only exists in the extreme regime (only 6% of the total observed value), which means there is no arbitrage trade for most of the study period (94%), and the stock index futures and indices are subject to random walk (94%). For price discovery, the empirical results show that in stock index futures, there is not only a linear leadership but also a nonlinear leadership that is not recognised by the Granger causality test. Both leadership change over time and the nonlinear leadership was mainly reflected in stock index futures.

Lastly, we apply nonlinear or nonparametric econometric methods to examine the nonlinear dynamics of efficiency ignored by many previous studies. The nonparametric univariate and multiple variance ratio tests based on ranks and signs (Belaire-
Franch & Contreras, 2004; Wright, 2000) are applied to test information effectiveness. Hedging, arbitrage and price discovery are examined using the ECM-GARCH model, the threshold vector error correction model (T-VECM) and nonlinear Granger causality test (Diks & Panchenko, 2006), respectively. With these methodological improvements, we hope this study will achieve more accurate estimates and help to elucidate the efficiency of the emerging stock index future market.

The remainder of this paper is organised as follows. Section 2 reviews the literature. Section 3 pre-processes the data and introduces the methodology used in this study. Section 4 shows the empirical results of information effectiveness. Section 5 reports the empirical results of functional effectiveness, and Section 6 concludes.

2. Literature review

The empirical test of the information effectiveness of securities markets is based primarily on the Efficient Market Hypothesis (EMH) (Malkiel & Fama, 1970), which examines market effectiveness by investigating the correlation of random walk features of asset price volatility. Lo and MacKinlay (1989) made improvement by applying the variance ratio test. The variance ratio test does not require the error terms to be independently and identically distributed and allows for heteroscedasticity in the error term, which makes the variance ratio test superior to traditional tests, such as the serial correlation and ADF tests. Meanwhile, although the power of the traditional variance ratio test is limited by the actual sample size, Wright (2000) proposed non-parametric ranks and signs-based univariate variance ratio tests to overcome this limitation in the Lo-Mackinlay variance ratio test. Based on Wright’s univariate variance ratio test, Belaire-Franch and Contreras (2004) proposes a multiple variance ratio test, which makes up for the deficiency of insufficient sample size in Chow and Denning (1993) similar to that in Lo and MacKinlay (1989). These continuous improvements have led to the wide use of the variance ratio test in researches (Evans, 2006; Huang, 1995; Kim, 2009; Al-Khazali, Ding, & Pyun, 2007).

The test of information effectiveness, however, focuses solely on the futures market. There are also many scholars who combine the futures market and the spot market to examine the performance of the futures market from the three basic functions: hedging, arbitrage and price discovery.

In terms of hedging, the minimum variance hedge ratio (MVHR) based on the minimisation of the variance of the hedged portfolio dominates the literature (Dark, 2015; Lai, 2019; Markopoulou, Skintzi, & Refenes, 2016; Qu, Wang, Zhang, & Sun, 2018). The attractive features of the MV hedge ratio are mainly that it is easy to understand and simple to compute. Recent studies try to upgrade the MVHR by incorporating Markov switching (MS), long memory and asymmetries on the basis of minimum variance (Dark, 2015). In the context of MVHR, various methods for estimating optimal hedge ratios have been developed. Kroner and Sultan (1993) establish the ECM-BGARCH model by combining the vector error-correction model and the GARCH model, considering the cointegration relationship and heteroscedasticity in error term simultaneously. Both within-sample and out-of-sample evidence show that the hedging strategy is potentially superior to conventional strategies. Since then, a
large number of studies using the GARCH-type model to analyse dynamic hedging have emerged, such as BEKK-GARCH (Engle & Kroner, 1995), DCC-GARCH (Engle, 2002), Copula-based GARCH (Patton, 2009) and Markov switching GARCH models (Dark, 2015). However, these approaches ignore the cointegration relationships that exist widely in the financial field (Lee, 2009; Lee & Yoder, 2007) and may have a significant adverse effect on hedging (Lien, 1996). Thus, the VECM-GARCH model, which considers the cointegration relationship between spots and futures, has incomparable advantages in practice (Yang & Awokuse, 2003; Yang, Yang, & Zhou, 2012). Based on the VECM-GARCH model, this study employs the constant conditional correlation (CCC)-GARCH model (Bollerslev, 1990) to simplify the estimation of the dynamic optimal hedge ratio by assuming a constant correlation structure between spots and futures. Then, we evaluate the extent of hedging effectiveness measured by the risk minimisation framework (Ederington, 1979), using the estimated dynamic series of optimal hedge ratio.

In terms of arbitrage, the majority studies are based on the holding cost pricing model and the cointegration statistical arbitrage to analyse pricing deviation, arbitrage trading or strategy (Białkowski & Jakubowski, 2008; Brennan & Schwartz, 1990; Cornell & French, 1983). The existence of an arbitrage strategy theoretically violates assumptions of market efficiency. The classical approach to the problem is based on the cost-of-carry model (Cornell & French, 1983). The model assumes that an investor can make an arbitrage trade if the mispricing series between the market futures price and the theoretical price of a contract do not stay in the corridor determined by transaction costs. Clearly, these frequent arbitrage trades help to bridge the mispricing through dynamic adjustments that are empirically found to be often nonlinear. Numerous studies have explained the nonlinear adjustment process of asset prices using the threshold cointegration model (Forbes, Kalb, & Kofhian, 1999; Hansen & Seo, 2002; Lo & Zivot, 2001). Kim, Chun, and Min (2010) show that there are two thresholds (three regimes) in the S&P 500 index and futures using the nonlinear SupLM test of Hansen and Seo (2002), confirming the existence of a no-arbitrage band and nonlinearity in the adjustment towards equilibrium of the S&P 500 index and futures. This paper utilises the two-regime threshold vector error correction model (T-VECM) proposed by Hansen and Seo (2002) to examine whether the arbitrage function works effectively.

In terms of price discovery, there have been inconsistent conclusions because of the different objects, methods and periods used in previous studies. The mainstream view is that the stock index futures market reacts faster to the new information than the spot market and plays a dominant role in contributing towards price discovery (Chen & Tsai, 2017; Judge & Reancharoen, 2014; Miao et al., 2017; Tse & Chan, 2010). Some scholars find that the spot price leads the futures price in some emerging markets (Chen & Gau, 2009; Okur & Cevik, 2013). For research method, recent studies focus on discussing price discovery from the perspective of volatility spill-over effects or price discovery contributions (Chen & Tsai, 2017; Miao et al., 2017). While many of the initial studies focussed on addressing the question of where price discovery took place, the fact that the price discovery process may evolve over time has been noticed by many scholars (Frijns & Zwinkels, 2018; Li, 2009; Lien, Tse, &
Zhang, 2003). Conversely, some scholars have noticed the nonlinear characteristics of the lead-lag relationship. Silvapulle and Mossa (1999) find that there is a nonlinear relationship between the spots and futures prices by employing the nonlinear causality model (Baek & Brock, 1992) to re-evaluate the lead-lag relationship between spots and futures prices. Huang, Yang, and Hwang (2009) find that the in-sample prediction of the nonlinear model is clearly superior to that of the linear model by comparing the predictive power of the linear model and nonlinear model. Based on a lead-lag analysis of coal, oil and gas, Creamer and Creamer (2016) find that most of the additional relationships observed using the Brownian distance test, which is ignored by the Granger causality test, are confirmed to be relevant to nonlinear relationships. Considering the time variation and nonlinearity in price discovery, this study conducts a traditional linear Granger causality test and the improved nonparametric Granger causality test (Diks & Panchenko, 2006) on different intervals divided by breakpoints regression to test the lead-lag relationship between stock index futures and index comprehensively.

3. Data and methods

3.1. Data selection and preprocessing

3.1.1. Data selection and data preprocessing

This paper selects the daily closing price data of the successive monthly contracts of the stock index futures from the listings of the CSI 300 stock index futures from April 16, 2010 to December 13, 2017. We tie together the price of the delivery month contract closest to the spot price because as the successive monthly contract transacts frequently, in general, the dominant contracts can reflect the price fluctuations in the futures market more accurately and represent the variation trend of the market. To study the functional performance of stock index futures, this paper selects the CSI 300 index in the same period as the spots to analyse the dynamic linkage between futures and spots. In order to reduce the possible heteroscedasticity in the residuals, the following empirical analysis uses logarithmic prices uniformly.

To detect the true efficiency of the CSI 300 index futures market as accurately as possible, this paper applies the break point regression model to divide the sample into different intervals before the formal empirical test. These intervals lay a foundation for researching the nonlinear dynamic characteristics of efficiency in subsequent empirical analysis.

The break point regression model can estimate potential break point dates. The dynamic relationship between stock index futures and the index would change before and after these break points. Considering the robustness of the estimation, we use five commonly used methods, namely, (1) Sequential L + 1 breaks vs. L; (2) Sequential test on all subsets; (3) Global L breaks vs. none; (4) L + 1 breaks vs. global L; and (5) Global information criteria. The maximum number of break points is set to 5, the trimming percentage of the sample is 15%, and the level of significance is 5%.

Table 1 lists estimated results of the five methods. It shows that most methods obtain four break points, and only method 3 obtains five break points. The estimated break point of methods 1 and 2 are the same, while the estimated break point of methods 4 and 5 are
consistent. More importantly, the breakpoint dates estimated by these four methods are almost the same, except for minor differences on individual months. It is worth noting that method 4 combines the global maximisation with the sequential test, while method 5 using the full information criterion further confirms the results of method 4. Therefore, we use the estimation results of method 4, which shows that the optimal breakpoint dates are 6/13/2011, 1/30/2013, 3/12/2015 and 4/29/2016. According to this, the whole sample can be divided into five subsamples: Group A (4/16/2010–6/10/2011, 279 obs), Group B (6/13/2011–1/29/2013, 400 obs), Group C (1/30/2013–3/11/2015, 508 obs), Group D (3/12/2015–4/28/2016, 279 obs) and Group E (4/29/2016–12/13/2017, 398 obs).

3.2. Methods

3.2.1. Variance ratio test

We applied the univariate variance ratio test (Wright, 2000) and multiple variance ratio test (Belaire-Franch & Contreras, 2004) to test the information effectiveness of the stock index futures. Let \( r(\gamma_t) \) be equal to the rank of \( \gamma_t \) in the yield series \( (\gamma_1, \gamma_2, \ldots, \gamma_T) \), and thus define:

\[
r_{1t} = \left( r(\gamma_t) - \frac{T + 1}{2} \right) / \sqrt{\frac{(T-1)(T+1)}{12}}
\]

\[
r_{2t} = \Phi^{-1}(r(\gamma_t)/(T + 1))
\]

where \( \Phi \) is the standard normal cumulative distribution function, \( r_{1t} \) is a simple linear transformation of rank, and \( r_{2t} \) is known as the inverse normal or van der Waerden scores. Using \( r_{1t} \) and \( r_{2t} \) to replace \( \gamma_t \) in the traditional variance ratio statistic, the rank statistics \( R_1 \) and \( R_2 \) can be expressed as follows:

\[
R_1(k) = \left( \frac{\frac{1}{T} \sum_{t=k+1}^{T}(r_{1t} + r_{1t-1} + \ldots + r_{1T-k})^2}{\frac{1}{T} \sum_{t=1}^{T} r_{1t}^2} - 1 \right) / \sqrt{\frac{2(2k-1)(k-1)}{3kT}}
\]

\[
R_2(k) = \left( \frac{\frac{1}{T} \sum_{t=k+1}^{T}(r_{2t} + r_{2t-1} + \ldots + r_{2T-k})^2}{\frac{1}{T} \sum_{t=1}^{T} r_{2t}^2} - 1 \right) / \sqrt{\frac{2(2k-1)(k-1)}{3kT}}
\]

Similarly, by using the signs of the yield series, the signs statistics are expressed as follows:

| Method | Estimated break dates |
|--------|-----------------------|
| 1. Sequential L + 1 breaks vs. L | 6/13/2011, 1/28/2013, 3/31/2015, 5/19/2016 |
| 2. Sequential test all subsets | 6/13/2011, 1/28/2013, 3/31/2015, 5/19/2016 |
| 3. Global L breaks vs. none | 6/13/2011, 1/28/2013, 3/31/2014, 6/08/2015, 7/28/2016 |
| 4. L + 1 breaks vs. global L | 6/13/2011, 1/30/2013, 3/12/2015, 4/29/2016 |
| 5. Global information criteria | 6/13/2011, 1/30/2013, 3/12/2015, 4/29/2016 |
Where \( s_t = 2u(\gamma_t, 0) \), \( s_t(\bar{\mu}) = 2u(\gamma_t, \bar{\mu}) \), and

\[
u(x_t, q) = \begin{cases} 
0.5x_t > q \\
-0.5x_t \leq q 
\end{cases}
\]

Each element of \( s_t \) and \( s_t(\bar{\mu}) \) is 1 with probability 1/2 and −1 otherwise. \( S_2 \) assumes a zero drift value. If the value of the drift parameter is unknown, the procedure described in Luger (2003), based on Campbell and Dufour (1997), is applied to compute \( S_2 \). To overcome the overtesting problem that may exist in the univariate variance-ratio test, the multiple ratio test (Belaire-Franch & Contreras, 2004) is applied and the relevant test statistics are expressed as follows:

\[
CD_{(R_j)} = \max_{1 \leq i \leq m}\{|R_j(k_i)|\}, j = 1, 2
\]

\[
CD_{(S_j)} = \max_{1 \leq i \leq m}\{|S_j(k_i)|\}, j = 1, 2
\]

### 3.2.2. ECM-BGARCH model

The ECM-GARCH Kroner and Sultan (1993) model is applied to analyze dynamic hedging. It is expressed as follows:

Mean equation:

\[
\begin{aligned}
\Delta \ln S_t &= C_s + \alpha_s Z_{t-1} + \beta_s \Delta \ln S_{t-1} + \gamma_s \Delta \ln F_{t-1} + \varepsilon_{st} \\
\Delta \ln F_t &= C_f + \alpha_f Z_{t-1} + \beta_f \Delta \ln S_{t-1} + \gamma_f \Delta \ln F_{t-1} + \varepsilon_{ft}
\end{aligned}
\]

Conditional equation:

\[
\begin{aligned}
\sigma_{ss,t}^2 &= \hat{\sigma}_1 + \hat{\alpha}_1 \varepsilon_{ss,t-1}^2 + \hat{\beta}_1 \sigma_{ss,t-1}^2 \\
\sigma_{ff,t}^2 &= \hat{\sigma}_2 + \hat{\alpha}_2 \varepsilon_{ff,t-1}^2 + \hat{\beta}_2 \sigma_{ff,t-1}^2 \\
\sigma_{sf,t} &= \hat{\sigma}_3 + \hat{\alpha}_3 \varepsilon_{sf,t-1} \varepsilon_{ft} + \hat{\beta}_3 \sigma_{sf,t-1}
\end{aligned}
\]

where \( \varepsilon_{st}|\psi_{t-1} \sim N(0, \sigma_{ss,t}^2) \), \( \varepsilon_{ft}|\psi_{t-1} \sim N(0, \sigma_{ff,t}^2) \). \( \sigma_{ss,t}^2, \sigma_{ff,t}^2, \sigma_{sf,t} \) is the conditional variance and conditional covariance of \( \varepsilon_{st} \) and \( \varepsilon_{ft} \), and \( \psi_{t-1} \) is the information set in period \( t-1 \). Since the model contains many parameters to be estimated, Bollerslev (1990) simplifies the above conditional covariance equation with the assumption that the correlation coefficient between the residuals \( \varepsilon_{st} \) and \( \varepsilon_{ft} \) is constant \( w \), namely,

\[
\sigma_{sf,t} = \rho_{sf} \sigma_{ss,t-1} \sigma_{ff,t-1}
\]
with the hedging effectiveness measure under the risk minimisation framework proposed by Ederington (1979). The optimal dynamic hedging ratio and the corresponding hedging effectiveness are, respectively,

\[
    h^*_t = \frac{\text{Cov}(\Delta \ln S_t, \Delta \ln F_t | \psi_{t-1})}{\text{Var}(\Delta \ln F_t | \psi_{t-1})} = \frac{\text{Cov}(\varepsilon_{st}, \varepsilon_{ft} | \psi_{t-1})}{\text{Var}(\varepsilon_{ft} | \psi_{t-1})} = \frac{\sigma_{sf,t}}{\sigma_{ff,t}^2} \tag{8}
\]

\[
    H_{e,t} = \frac{\text{Var}(\Delta \ln S) - \text{Var}(R(h))}{\text{Var}(\Delta \ln S)} = \frac{2h^*_{t-1} \sigma_{sf,t}^2 - h^*_{t-1} 2\sigma_{ff,t}^2}{\sigma_{ss,t}^2} \tag{9}
\]

### 3.2.3. T-VECM model

The T-VECM model is used to check the existence of thresholds and estimate threshold parameters and cointegration vectors. The general form can be expressed as follows:

\[
    \Delta x_t = \begin{cases} 
    A'_{1}X_{t-1}(\beta) + u_t & \text{if } w_{t-1}(\beta) \leq \theta \\
    A'_{2}X_{t-1}(\beta) + u_t & \text{if } w_{t-1}(\beta) > \theta 
    \end{cases}
\]

Since the threshold effect only occurs at \(0 < P(w_{t-1}(\beta) \leq \theta) < 1\), the constraint is imposed as

\[
    \pi_0 \leq P(w_{t-1}(\beta) \leq \theta) \leq 1 - \pi_0
\]

In the empirical analysis, we generally set \(\pi_0 = 0.05\). The likelihood function of the two-region threshold cointegration model in Hansen and Seo (2002) is expressed as

\[
    L(A_1, A_2, \gamma, \beta, \theta) = -\frac{n}{2} \log \left| \sum_{t=1}^{n} u_t(A_1, A_2, \beta, \theta) \right| - \frac{1}{2} \sum_{t=1}^{n} u_t(A_1, A_2, \beta, \theta)^\gamma - \frac{n}{2} \gamma
\]

For the convenience of calculation, we first fix \((\beta, \theta)\) and calculate the maximum likelihood estimate of \((A_1, A_2, \gamma)\). In fact, it has now degenerated into an OLS estimate. After estimating \((A_1, A_2, \gamma)\), the likelihood function can be obtained accordingly:

\[
    L(\beta, \theta) = L(\hat{A}_1(\beta, \theta), \hat{A}_2(\beta, \theta), \gamma(\beta, \theta), \beta, \theta) = -\frac{n}{2} \log \left| (\beta, \theta) \right| - \frac{np}{2}
\]

To obtain \((\hat{\beta}, \hat{\theta})\), we can use the linear model to establish the possible interval \([\beta_L, \beta_U]\) and \([\theta_L, \theta_U]\) of \((\beta, \theta)\), and then obtain the maximum likelihood estimate of \((\hat{\beta}, \hat{\theta})\) through the grid search on the interval. Regarding the threshold test, on the basis of the union–intersection principle, Davies (1987) proposed statistics:

\[
    \text{Sup}LM = \sup_{\theta_L \leq \theta \leq \theta_U} \text{LM}(\hat{\beta}, \theta)
\]

where \(\hat{\beta}\) is a consistent estimate obtained by using the maximum likelihood estimate in the linear VECM model. When the true cointegration vector \(\beta_0\) is known, Hansen
& Seo (2002) give the following statistics:

\[
SupLM^0 = \sup_{\theta_0 \leq \theta \leq \theta_0} LM(\beta_0, \theta)
\]  

(10)

Regarding the critical value of statistics, Hansen and Seo (2002) derive the null asymptotic distribution, show how to simulate asymptotic critical values, and present a bootstrap approximation.

3.2.4. Nonlinear Granger causality

We followed the nonlinear Granger causality test proposed by Hiemstra and Jones (1994). Under the null hypothesis, the margins of joint probability density function \(f_{X,Y,Z}(x,y,z)\) satisfies the following condition:

\[
\frac{f_{X,Y,Z}(x,y,z)}{f_Y(y)} = \frac{f_X(x) f_Y(y) f_{Y,Z}(y,z)}{f_Y(y) f_Y(y)}
\]

(11)

By defining an associated correlation integral \(C_V(\varepsilon)\), Hiemstra and Jones (1994) argue that (11) implies for any \(\varepsilon > 0\)

\[
\frac{C_{X,Y,Z}(\varepsilon)}{C_Y(\varepsilon)} = \frac{C_X(\varepsilon) C_Y(\varepsilon)}{C_Y(\varepsilon)}
\]

(12)

However, Diks and Panchenko (2006) find that the sensitivity of the HJ test to dependence in the conditional variance could lead to the over rejection under the null. They find that for continuous distributions, the \(C_V(\varepsilon)\) can be calculated as

\[
C_V(\varepsilon) = \int \int I(||s_1 - s_2|| \leq \varepsilon) f_V(s_1) f_V(s_2) ds_2 ds_1
\]

\[
= (2\varepsilon)^d V + o(\varepsilon^d)
\]

(13)

We compare the leading terms of the expansion in powers of \(\varepsilon\) in Equations (12) and (13), and find:

\[
E[f_{X,Y,Z}(X,Y,Z)] E[f_Y(Y)] = E[f_X(X,Y)] E[f_{Y,Z}(Y,z)] E[f_Y(y)]
\]

(14)

By comparing Equations (11) and (14), the null hypothesis implies

\[
q_g \equiv E \left[ \left( \frac{f_{X,Y,Z}(X,Y,Z)}{f_Y(Y)} - \frac{f_X(X,Y) f_{Y,Z}(Y,Z)}{f_Y(Y)} \right) g(X,Y,Z) \right] = 0
\]

For the weight function \(g(X,Y,Z) = f_Y^2(Y)\), the corresponding functional can be expressed as \(q\) :

\[
q = E[f_{X,Y,Z}(X,Y,Z) f_Y(Y) - f_X(X,Y) f_{Y,Z}(Y,Z)]
\]

therefore, a natural estimator of \(q\) based on indicator functions is
\[
T_n(\varepsilon) = \frac{(2\varepsilon)^{-d_x-2d_y-d_z}}{n(n-1)(n-2)} \sum_i \left[ \sum_{k,k\neq i,j,j\neq i} (I_{ik}^{XYZ} I_{ij}^{Y} - I_{ik}^{XY} I_{ij}^{YZ}) \right]
\]

Where \( I_{ij}^W = I(\mid W_i - W_j \mid < \varepsilon) \). Denoting local density estimators of a \( d_W \)-variate random vector \( W \) at \( W_i \) by

\[
\hat{f}_W(W_i) = \frac{(2\varepsilon)^{-d_W}}{n-1} \sum_{j, j \neq i} I_{ij}^W
\]

Diks and Panchenko (2006) simplifies the test statistic as

\[
T_n(\varepsilon) = \frac{(n-1)}{n(n-2)} \sum_i \left( \hat{f}_{X,Y,Z}(X_i, Y_i, Z_i)\hat{f}_Y(Y_i) - \hat{f}_{X,Y}(X_i, Y_i)\hat{f}_{Y,Z}(Y_i, Z_i) \right)
\]

and the optimal bandwidth \( \varepsilon_n \) that asymptotically gives the estimator \( T_n \) with the smallest mean squared error (MSE) is given by

\[
\varepsilon_n^* = C^* n^{-2/7}
\]

Where \( C^* \) is equal to 8.62, which is empirically found to give fast convergence of the size to the nominal value of 0.05.

**4. Empirical test of information validity**

**4.1. Descriptive statistical analysis**

For the price series of the consecutive contracts of the CSI 300 index futures, we first conduct a descriptive statistical analysis to summarise the statistical characteristics of the data. Statistical results show that none of the samples follows a normal distribution at the 5% significance level, and most samples showed a right-biased peak distribution. These are typical features of financial time series and they are therefore suitable for the variance ratio test, especially the univariate variance ratio (Wright, 2000) and the multiple variance ratio test (Belaire-Franch & Contreras, 2004).

**4.2. Information validity test based on variance ratio**

Through formulas (1), (2), and (3), the results of Wright’s univariate variance ratio test results are expressed as Rank, Rank Scores and Signs. Based on Equations (5) and (6), the results of Blaire-Contreras’s multiple variance ratio test is expressed as \( \text{Max}|z_i| \), and the summary test results are shown in Table 2.

The upper half of Table 2 shows the results for the entire sample interval, and the lower half shows the results for subsample A. For the entire sample, the individual tests of Rank, Rank Scores and Signs could not reject the null hypothesis with the lowest concomitant probability of 0.1228, and the concomitant probability in the Rank and Rank Scores test was higher as the lag period was longer. At the same
time, joint tests showed consistent results with that in individual tests, which means that stock index futures not only follow a random walk in the short run but also in the long run.

For group A, both individual tests and joint tests showed a high degree of consistency with the whole sample. In addition, Groups B, C, D and E also reached consistent conclusions. Due to space limitations, the results of the remaining four groups are not listed. It is worth noting that the results of the test applied to the original price series are consistent with those in logarithmic price. Due to space limitations, we have omitted the results of the original price series here.

The above results indicate that the CSI 300 stock index futures markets have reached the weak form efficiency of information, but whether the three basic functions of the stock index futures market are effective must still be verified. Since the CSI 300 stock index futures market has shown weak information effectiveness, we can continue implementing the functional effectiveness test.

5. Empirical test of function effectiveness

5.1. Empirical test of hedging

Before constructing the ECM-GARCH model, it is necessary to examine whether there is significant heteroscedasticity in the disturbance term since we need to use the GARCH model only when heteroscedasticity exists. We can observe the time series of
daily returns of the index futures and index spots to see if there is a volatility agglomeration feature.

In Figures 1 and 2, the daily yields of the index futures and index spots essentially move in tandem. The observations with large variances seem to be clustered together and the observations with small variances seem to be clustered together, which can be preliminarily attributed to the fact that there is a certain volatility agglomeration. We can carry out LM test on the residuals of the VECM model for the strict test of the ARCH effect. The lag order determined by AIC information criterion is 5, and the test results are shown in Table 3.

In Table 3, both the statistic $F$ and the statistic $TR^2$ significantly reject the null hypothesis, indicating that autoregressive conditional heteroscedasticity exists in the error term, so the ECM-GARCH model can be applied. First, the residual $e_{it}$ and conditional variance $\sigma^2_{\epsilon_i,t}$ can be obtained by estimating the GARCH (1, 1) model for
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Figure 1. Daily yield of CSI 300 futures.
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Figure 2. Daily return of CSI 300.
\[ \Delta \ln S_i \]; similarly, the residual \( e_{it} \) and conditional variance \( \sigma^2_{f_i,t} \) can be acquired. Through the residuals \( e_{st} \) and \( e_{ft} \), we find that the correlation coefficient is 0.9285. The conditional covariance \( \sigma_{sf,t} \) can be obtained from Equation (7). The dynamic optimal hedging ratio \( h^*_t \) and the dynamic hedging effectiveness \( H^*_t \) can be calculated by Equations (8) and (9). The relevant statistical results are summarised in Table 4.

In Table 4, the average daily hedging ratio is 0.8702, and the average effective hedging rate reaches 86.11%. The above results indicate that the CSI 300 stock index futures can perform hedging function well and effectively avoid the systematic risk of spot price fluctuations. It is remarkable that the standard deviations of optimal hedge ratio and the corresponding extent of effectiveness are fairly small, strongly indicating that fewer adjustments of the numbers of futures contracts are required with the ECM-GARCH hedging strategy. In other words, fewer transaction costs are required using the ECM-GARCH hedging model and the best hedging and high efficiency can be achieved as long as the operation is appropriate.

### Table 3. ARCH effect test of \( e_{st} \) and \( e_{ft} \) sequences of ECM model.

|       | \( F \) | \( TR^2 \) | \( p \) value  | \( \chi^2 \) |
|-------|--------|-----------|---------------|-------------|
| \( e_{st} \) | 54.5940 | 238.6595  | 0.0000        | 0.0000      |
| \( e_{ft} \) | 93.0210 | 372.9107  | 0.0000        | 0.0000      |

### Table 4. Dynamic hedging ratio and effectiveness.

|       | Mean | Median | Maximum | Minimum | Std.Dev | Skewness | Kurtosis |
|-------|------|--------|---------|---------|---------|----------|----------|
| \( h^*_{t-1} \) | 0.8702 | 0.8765 | 1.1487  | 0.3409  | 0.1192  | -0.5887  | 3.6807   |
| \( h^*_{e,t} \) | 0.8611 | 0.9198 | 0.9781  | -0.3091 | 0.1521  | -2.8135  | 13.0888  |

5.2. **Empirical test of arbitrage**

The arbitrage function of stock index futures can be effectively examined by means of the analysis of the cointegration relationship and the error correction model. According to the general idea, we start with the linear vector error correction model. First, we check the cointegration relationship between variables. By using the ADF unit root test, it is found that \( \ln F \) and \( \ln S \) are both integrated of order 1 \( I(1) \); therefore, we can continue to conduct the cointegration test. Using the Johansen cointegration test, it is found that there is a cointegration relationship between the sequence \( \ln F \) and \( \ln S \). The results indicate that there is a stable linear equilibrium relationship between the CSI 300 stock index futures and the spot index throughout the sample period, which implies the short-term price deviation can return to equilibrium through dynamic adjustment. We can make a preliminary inference that the arbitrage function of CSI 300 stock index futures have been played to a certain extent since the short-term arbitrage behaviour in the stock index futures market only has the effect of bridging these price deviations.

To verify the above conjecture, we further establish a VECM model to investigate the short-term error correction mechanism of the system. The estimated results of
the linear VECM model are expressed as follows:

\[
\begin{align*}
\Delta \ln S_t &= 0.0001 - 0.03 \varepsilon_{t-1} - 0.29 \Delta \ln S_{t-1} + 0.32 \Delta \ln F_{t-1} \\
&\qquad (0.0004) (0.03) (0.06) (0.05) \\
\Delta \ln F_t &= 0.0001 + 0.13 \varepsilon_{t-1} - 0.21 \Delta \ln S_{t-1} + 0.20 \Delta \ln F_{t-1} \\
&\qquad (0.0004) (0.04) (0.07) (0.06)
\end{align*}
\]

where \( \varepsilon_{t-1} = \ln S_{t-1} - 1.01 \ln F_{t-1} + 0.10 \). It can be seen that all lag price changes are significant. The error correction coefficient in the stock index futures equation is significant, however, while that in the index equation is reversed. Since the main purpose of this study is to examine the functional efficiency, both the arbitrage function test and the subsequent test of the price discovery function require us to focus on short-term dynamics. For long-term equilibrium, the significance of the linear vector error correction equation of futures implies that there is a cointegration relationship between futures and spots. We suspect that the phenomenon that the error correction mechanism exists only in the stock index futures market may be related to the fact that stock index futures participate in the transaction, while index spots serve as references for market quotations only.

Considering the possible nonlinear characteristics of dynamic adjustment in terms of arbitrage, we further construct a threshold vector error correction model (T-VECM) by referring to the method of Hansen and Seo (2002). The estimated results of the T-VECM model are expressed as follows:

\[
\begin{align*}
\Delta \ln S_t &= \begin{cases} 
-0.004 - 0.06 w_{t-1} - 0.23 \Delta \ln S_{t-1} + 0.21 \Delta \ln F_{t-1} + \mu_{1t}, & w_{t-1} \leq -0.07 \\
0.010 + 0.21 w_{t-1} - 0.31 \Delta \ln S_{t-1} + 0.47 \Delta \ln F_{t-1} + \mu_{1t}, & w_{t-1} > -0.07 
\end{cases} \\
&\qquad (0.006) (0.07) (0.13) (0.12) (0.20) (0.21) (0.15) \\
\Delta \ln F_t &= \begin{cases} 
0.007 + 0.08 w_{t-1} + 0.02 \Delta \ln S_{t-1} - 0.07 \Delta \ln F_{t-1} + \mu_{2t}, & w_{t-1} \leq -0.07 \\
0.031 + 0.52 w_{t-1} - 0.49 \Delta \ln S_{t-1} + 0.63 \Delta \ln F_{t-1} + \mu_{2t}, & w_{t-1} > -0.07 
\end{cases} \\
&\qquad (0.007) (0.08) (0.13) (0.13) (0.21) (0.27) (0.19)
\end{align*}
\]

where \( w_{t-1} = \ln S_{t-1} - 1.01 \ln F_{t-1} \). It can be seen that the threshold value \(-0.07\) divides the error correction model into two regimes, where the first regime \((w_{t-1} \leq -0.07)\) accounts for 94\% of the observed value, while the second regime \((w_{t-1} > -0.07)\) accounts for only 6\% of the observed value. We label the former and the latter as the ‘typical’ regime and ‘extreme’ regime, respectively. In the typical regime, no coefficients of the spots equation or the futures equation are significant. The error correction effect and dynamic coefficient in the typical regime are much smaller than in the extreme regime. According to the understanding of Hansen and Seo (2002), they are closing in to the white noise, which indicates that \( \ln S_t \) and \( \ln F_t \) are close to the drift-free random walk for most of the time and once again confirms the results of the previous variance ratio test.

As for the extreme regime, the coefficient of the stock index futures equation is significant, except that the coefficient of \( \Delta \ln S_{t-1} \) is at the statistically significant
boundary, while the coefficients of the index equation are not significant, except for the coefficient of $\Delta \ln F_{t-1}$. This finding is very similar to those obtained with the linear VECM model. As far as the results are concerned, the linear model and the threshold model consistently indicate that the system has a certain error correction mechanism that is maintained by stock index futures. More importantly, there is an obvious threshold effect in the error correction mechanism, which indicates that there is little arbitrage opportunity for stock index futures (6%).

### 5.3. Empirical test of price discovery

The price discovery function of the stock index futures market is mainly reflected in the fact that stock index futures can reflect the information shocks more quickly and adjust the price more rapidly, resulting in the price change running ahead of that in index spots. Since the Granger causality test can test whether the short-term lag of one variable has a ‘predictive’ ability for another variable, it can test the short-term lead-lag relationship between stock index futures and index spots.

Because there is at least one unidirectional Granger causality between cointegration variables, linear Granger causality tests can be performed on cointegration variables $\ln S$ and $\ln F$. Consider the possible nonlinear characteristics in price discovery, we apply both linear and nonlinear Granger causality tests to the whole sample and each subsample. The linear Granger causality test is based on the optimal VAR model determined by the AIC information criterion. The nonlinear Granger causality test proposed by Diks and Panchenko (2006) is conducted by running a $T_n$ test on the residual of the above optimal VAR model. Table 5 summarises the linear and nonlinear Granger test results.

In Table 5, statistic $F$ and statistic $T_2$ represent linear and nonlinear Granger causality tests, respectively. $l_S = l_T$ shows the common lag order that represents the lag period of the logarithmic price in the linear causality test and the residual lag order of the optimal VAR model in the nonlinear causality test. The statistic $T_2$ is given by Equation (11), and the bandwidth is determined by Equation (12). After calculation, except for the bandwidth of the whole sample selected as 1.0, the bandwidth of each subsample is 1.5.

By using the whole sample, the $F$ tests how significant bidirectional linear Granger causality. Moreover, the leadership can be observed with more lagged periods, which indicates that index futures and index spots both have a strong linear leading effect in the long run. For each subsample, we analyse from the horizontal and vertical angles. From the horizontal perspective, the index spots in Group A show a more significant linear leading function, while the stock index futures show a certain nonlinear leading effect. Neither the index spots nor the stock index futures in Group B show significant linear or nonlinear leadership. In Groups C and D, the stock index futures show a significant linear and nonlinear leading effect, while the index spots show the opposite. The nonlinear leading effect weakens with the increasing of the linear leading effect. In Group E, the index spots show a significant linear leadership again with a weak nonlinear leading effect. From the vertical perspective, there is a linear guiding effect of the index spots, index futures, index futures and index spots,
in turn, since the listing of CSI 300 index futures, interspersed with a period of no leading effect. In addition, it is worth noting that nonlinear leadership is mainly reflected in stock index futures, which is in line with our expectations for index futures.

The above results reveal that the lead-lag relationship between index futures and index spots is time-varying. Due to the incomparable advantages of futures markets, such as inherent leverage, low transaction costs, and the absence of any short-selling constraints, it is widely accepted that futures markets are supposed to incorporate information more efficiently than spot markets. The results of subsample A, B and E, however, run counter to this expectation. We can speculate about possible causes of this time-varying phenomenon in the light of existing research. For subsample A, we assume that the phenomenon that index spots guide index futures may be closely related to the fact that stock index futures have just been listed. For subsample B, the index spot leadership disappears and there is no lead-lag relationship in each market,
which may be due to the withdrawal of the bear market and mean that the price guidance relationship is undergoing adjustment. Chatrath, Christie-David, Dhanda, and Koch (2002) show evidence of pronounced futures leadership when markets are rising. When markets are falling, futures leadership is less obvious and significant feedback from the cash market is observed. In subsamples C and D, index futures a show good price discovery function, while there is little evidence supporting that the index spot has pronounced leadership. In subsample E, however, the role of leadership reversed unexpectedly once again. Lien et al. (2003) report that the spot market leads the futures market when structural change occurs in the spot index, and the spot market is more informationally efficient than the futures market under high variance conditions in Li (2009). We infer that this reversal may be influenced by a series of institutional changes and major financial events in the first half of 2016, such as the fuse mechanism (including implementation and suspension), new rules for reducing shareholdings (for major shareholders and directors), the depreciation of the RMB and the implementation of the registration system.

6. Conclusions

In this study, we first establish an empirical framework to test the efficiency of the CSI 300 index futures markets from the perspective of information efficiency and function efficiency, and then examine the nonlinear dynamic characteristics of the efficiency of the CSI 300 index futures market by using nonparametric methods.

In terms of information efficiency, we find that the prices of stock index futures follow a random walk or a martingale process throughout the whole sample period or in each subsample interval. According to the effective market hypothesis (Malkiel & Fama, 1970), there is reason to believe that the CSI 300 stock index futures market has reached a weak form of informational effectiveness in both the long term and the short term. The results indicate that the current stock index futures contract price has reflected all historical trading information in the market, and it is impossible for investors to predict price trends and obtain excess profits by analysing historical prices.

Because the CSI 300 stock index futures market has achieved weak information effectiveness, we can continue to examine the functional efficiency. For hedging, the result of the ECM-BGARCH model show that the dynamic optimal hedge ratio has an average of 0.8702 and an average effective level reach of 86.11%, which means that the risk (variance) of the portfolio in the spot market can be reduced by an average of 86.11% after hedging in the CSI 300 stock index futures market. The result is basically in line with findings from some previous studies (Hou & Li, 2013; Yan & Li, 2018), and confirms that the CSI 300 stock index futures market can avoid the systemic risk of the stock index market. This result also shows that the potential optimal hedging can be achieved as long as we accurately grasp the real price linkages between futures and spots.

Regarding arbitrage, the results show that the error correction mechanism is supported only by stock index futures. Additionally, the error correction effect only exists in the extreme regime (only 6% of the total observed value), which means that arbitrage opportunities are rare and arbitrage trades account for only 6% of the total observed value. Most of the time (94% of all observations), both prices are subject to
the random walk process and there is no arbitrage trade between futures and spots. This result shows that stock index futures pricing is reasonable without too many arbitrage opportunities and can exert the function of arbitrage normally to screen the unreasonable fluctuation of the stock market when there are arbitrage opportunities. In terms of price discovery, the empirical results show that in stock index futures, there is both linear leadership and nonlinear leadership that was not recognised by the Granger causality test. The nonlinear leadership was mainly reflected in stock index futures. Neither linear nor nonlinear leadership, however, are as stable as we expected. The results of the subsamples divided by breakpoints show that both linear and nonlinear leadership exist in one period and disappear in another period. Influenced by institutional changes and significant financial events, index futures cannot play a steady dominant role in price discovery, which indicates that the price discovery function of stock index futures must be further improved.

In sum, we can conclude that the CSI 300 stock index futures market is basically effective despite the flaws in price discovery. On the basis of weak information effectiveness, CSI 300 stock index futures have performed the function of hedging and arbitrage well to avoid the systematic risks of spot price fluctuations and screened the unreasonable fluctuations of the stock market. Influenced by financial events and mechanism changes; however, the stock index futures cannot exert price discovery function stably.

In our study, the results of information efficiency and hedging functions are basically consistent with previous studies of financial markets in developed countries (Dark, 2015; Evans, 2006; Markopoulou et al., 2016.) We also find new results for arbitrage showing that the short-term dynamic adjustment process happens only when the difference between the index futures price and index spots price exceeds the threshold, despite the existence of a long-term cointegration relationship. This nonlinear error correction mechanism reflected in the outside minor arbitrage trades actually guarantees the long-term equilibrium relationship over the entire sample period. For price discovery, ignored by most previous studies, we find that there is not only linear leadership but also nonlinear leadership in CSI 300 stock index futures. The nonlinear leadership was mainly reflected in stock index futures. More importantly, influenced by institutional changes and significant financial events, both the linear and nonlinear leadership of stock index futures evolved over the sample period.

This study has some limitations. First, comparing the daily data we used in this study, higher frequency intraday data is able to capture more details of dynamics between index futures and spots than daily data. Second, the effect of hedging may be further improved by combining ECM-BGARCH with the prevailing Markov switching (MS), long memory and asymmetries in volatility, which is worth future examination. Finally, it will be interesting to explore the determinants of the effective stock index futures market and the reasons for instability in the price discovery function. The above limitations will be the main direction for further research.
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