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Abstract

We consider the equations of motion of the full heterotic string field theory including both the Neveu-Schwarz and the Ramond sectors. It is shown that they can be formulated in the form of an infinite number of first-order equations for an infinite number of independent string fields. We prove that the conventional equations of motion are obtained by solving the extra equations for the extra string fields with a certain assumptions at the linearized level. The conventional gauge transformations are also obtained from those in this first-order formulation, which is clarified by deriving some lower order transformations explicitly.
§1. Introduction

The Wess-Zumino-Witten (WZW)-like formulation is one of the promising approaches to construct consistent superstring field theories, which was first proposed for an open superstring field theory and afterwards extended to a heterotic string field theory. In this formulation, string fields are defined using the large Hilbert space which includes the zero mode of the worldsheet fermion $\xi$ coming from bosonization of the superghost $(\beta, \gamma)$. A major advantage of this formulation is that the picture number conservation is built in without explicitly introducing the picture-changing operator, whose collision causes a breakdown of gauge invariance. The action of the Neveu-Schwarz (NS) sector is written as a WZW action using a pure-gauge string field, which is an analog of the Maurer-Cartan form, $g^{-1}dg$.

In spite of this success of the NS sector, the Ramond (R) sector in the WZW-like formulation has been less studied so far. This might be because one of the recent motivation to study string field theories is to find analytic solutions, including that for tachyon condensation, which does not require the R sector. Another reason is the difficulty to construct a covariant action of the R sector consistently with the picture number conservation. There is no question, however, that the full string field theory including the R sector has to be constructed not only for theoretical consistency but also for studying various problems related to the supersymmetry, such as the perturbative finiteness and the supersymmetry breaking. Therefore, as the second best option, the (gauge-invariant) equations of motion was given for the full open superstring as in the case of a self-dual $(2n+1)$ form in $4n+2$ dimensions.

From this reason, we attempted to similarly construct the equations of motion of the full heterotic string field theory, which are nonpolynomial not only in the NS string field $V$ but also in the R string field $\Psi$. Expanding in powers of $\Psi$, we found explicit forms of equations of motion and gauge transformations up to some lower order in $\Psi$, or to all orders in $\Psi$ for certain categories of terms. In addition, we were also able to find that a gauge invariance requires the complete equations of motion to be in the form of

$$\eta G(V) + \frac{\kappa}{2}[(B_{-\frac{1}{2}})^2]_G + Q_G B_{-1} = 0, \quad (1.1a)$$

$$Q_G B_{-\frac{1}{2}} = 0, \quad (1.1b)$$

under the assumption that the NS string field $V$ couples to the R string field $\Psi$ only through the pure gauge string field $G(V)$ in the shifted BRST operator $Q_G$ and the shifted string products $[\cdots]_G$ (G-ansatz). Here $B_{-1/2}$ and $B_{-1}$ are the sum of the terms with the picture numbers $P = -1/2$ and $-1$, respectively, constructed using the shifted string products of $\Psi$.

- The composite fields $B_{-1/2}$ and $B_{-1}$ were denoted as $\Omega$ and $\Sigma$ in Ref.\cite{6}. The phase convention of the R string field $\Psi$ is also changed, which causes the sign difference in front of the second term of (1.1a).
\( \eta \Psi \) and \( Q_G \Psi \). Their explicit forms were obtained at the lower orders in \( \Psi \) and in general expected to be determined by requiring a consistency condition of (1.1a),

\[
\eta \left( \eta G + \frac{\kappa}{2} [ (B_{-\frac{1}{2}})^2 ]_G + Q_G B_{-1} \right) = 0,
\]

although we have not succeeded in proving that the condition has a unique nontrivial solution. The purpose of this paper to establish a method to give an explicit expression of the equations of motion and gauge transformations of the full heterotic string field theory up to an arbitrary order in \( \Psi \). The condition (1.2) will be replaced with an endless sequence of consistency equations including an infinite number of composite fields \( B_{-n/2} \) \((n \geq 1)\) to be determined. These infinite number of equations can also be written in a single equation with the same form as the equation of motion of the closed bosonic string field theory. We can reinterpret them as the first-order equations of motion for the infinite number of independent fields \( B_{-n/2} \) under a certain assumption at the linearized level. We will prove that the conventional equations of motion (1.1) are obtained by solving the extra equations in the first-order formulation, which provides a desired method to give an explicit form of (1.1). An infinite number of gauge transformations in the first-order formulation can also be written in the form of the single transformation with the same form as that in the closed bosonic string field theory. These symmetries are used to fix an ambiguity in the solutions of the extra equations, and reduced to the conventional gauge symmetries.

In §2 of this paper, we will briefly summarize the known results on the equations of motion and the gauge transformations of the full open superstring field theory. This will be useful for examining those of the heterotic string field theory in §3. After introducing some fundamental building blocks and summarizing their properties, the equations of motion, with an endless sequence of the consistency conditions, will be written in a single equation including an infinite number of composite string fields to be determined. We will prove that this equation can be interpreted as the first-order equations of motion, and provides a procedure to obtain the conventional equations of motion (1.1) in a specific form. The conventional gauge transformations can also be obtained from those in the first-order formulation, which will be clarified by deriving some lower order transformations explicitly. Section 4 is devoted to conclusion and discussion. An appendix is added to give some concrete results on the equations of motion and the gauge transformations.
§2. Equations of motion and gauge transformations for open superstring

In this section, we summarize the known results on the open superstring field theory focusing on the equations of motion and the gauge transformations. In the WZW-type open superstring field theory, the NS string field $\Phi$ and the R string field $\Psi$ are both Grassmann even, and carry the ghost and picture numbers $(G, P) = (0, 0)$ and $(0, 1/2)$, respectively. The equations of motion of the full theory, including both the NS and the R sectors, are given by

$$
\eta J(\Phi) + (\eta \Psi)^2 = 0, \quad (2.1a)
$$
$$
Q_J \eta \Psi = 0, \quad (2.1b)
$$

where $J(\Phi) = A_Q = e^{-\Phi}(Qe^{\Phi})$ is a pure-gauge solution of the equation of motion of the open bosonic string field theory, namely, it identically satisfies

$$
QJ(\Phi) + J(\Phi)^2 = 0. \quad (2.2)
$$

The BRST operator $Q_J$ shifted by $J(\Phi)$ is defined on a general open superstring field $A$ by

$$
Q_J A = QA + J(\Phi)A - (-1)^{|A|}AJ(\Phi), \quad (2.3)
$$

and is nilpotent $(Q_J)^2 = 0$ due to $(2.2)$. The equations of motion (2.1) have the symmetry under the gauge transformations,

$$
A_\delta = Q_J A_0 + \eta A_1 - (\eta \Psi) A_{1/2} - A_{1/2} (\eta \Psi), \quad (2.4a)
$$
$$
\delta \Psi = Q_J A_{1/2} + \eta A_{3/2} + \Psi (\eta A_1) - (\eta A_1) \Psi, \quad (2.4b)
$$

where $A_\delta = e^{-\Phi}(\delta e^{\Phi})$ and the gauge parameters $A_{n/2}$, with $n = \text{even}$ (odd), are Grassmann odd NS (R) string fields carrying $(G, P) = (0, n/2)$.

The equations of motion (2.1) are equivalent to the first-order equations,

$$
QJ + J^2 = 0, \quad (2.5a)
$$
$$
Q_J \Omega = 0, \quad (2.5b)
$$
$$
\eta J + \Omega^2 = 0, \quad (2.5c)
$$
$$
\eta \Omega = 0, \quad (2.5d)
$$

where the NS string field $J$ and the R string field $\Omega$ are the independent Grassmann odd string fields, and carry the ghost and picture numbers $(G, P) = (1, 0)$ and $(1, -1/2)$, respectively. The conventional (second-order) equations of motion (2.1) are obtained by solving (2.5a) and (2.5d) using unconstrained string fields $\Phi$ and $\Psi$ as

$$
J = J(\Phi), \quad \Omega = \eta \Psi, \quad (2.6)
$$
and then substitute them into (2.5a) and (2.5b). This first-order equations of motion (2.5) can also be written in a single equation with the same form as the equation of motion of the open bosonic string field theory,

\[ \hat{Q} \hat{A} + \hat{A}^2 = 0, \]  

(2.7)

where

\[ \hat{Q} = Q + \eta, \quad \hat{A} = J + \Omega. \]  

(2.8)

Four equations (2.5) are obtained by expanding (2.7) into the different pictures, \( P = 0, -1/2, -1 \) and \(-3/2\), each of which has to vanish separately.

The gauge-transformations can also be written in a single transformation with the same form as that of the open bosonic string field theory,

\[ \delta \hat{A} = \hat{Q} \hat{\sigma} + \hat{A} \hat{\sigma} - \hat{\sigma} \hat{A}, \]  

(2.9)

with \( \hat{\sigma} = \sigma_{1/2} + \sigma_0 \). These gauge parameters \( \sigma_n \) are, however, not free but constrained because (2.9) is equivalent to the gauge transformations of \( J \) and \( \Omega \) with two constraints,

\[ 0 = Q_J A_{1/2}, \]  

(2.10a)

\[ \delta J = Q_J \sigma_0 + \Omega \sigma_{1/2} - \sigma_{1/2} \Omega, \]  

(2.10b)

\[ \delta \Omega = \eta \sigma_{1/2} + \Omega \sigma_0 - \sigma_0 \Omega, \]  

(2.10c)

\[ 0 = \eta \sigma_0, \]  

(2.10d)

obtained by expanding both sides of (2.9) into different pictures. The first and the last equations, (2.10a) and (2.10d), impose, under (2.5a), that

\[ \sigma_{1/2} = Q_J A_{1/2}, \quad \sigma_0 = \eta A_1. \]  

(2.11)

Substituting this into (2.10b) and (2.10c), we obtain the gauge transformations

\[ \delta J = Q_J \eta A_1 + \Omega (Q_J A_{1/2}) - (Q_J A_{1/2}) \Omega, \]  

(2.12a)

\[ \delta \Omega = \eta Q_J A_{1/2} + \Omega (\eta A_1) - (\eta A_1) \Omega, \]  

(2.12b)

which generate the symmetry of (2.5). The conventional gauge transformation (2.4) can be read from (2.12) using an analog of a Maurer-Cartan (MC) equation,

\[ \delta J(\Phi) = Q_J(e^{-\phi} \delta e^\phi). \]  

(2.13)

The additional symmetries generated by \( A_0 \) and \( A_{3/2} \) come from the degree of freedom keeping \( J(\Phi) \) and \( \eta \Psi \) invariant, respectively.
§3. Equations of motion and gauge transformations for heterotic string

Now let us consider the equations of motion and the gauge transformations for the heterotic string field theory. The NS string field $V$ and the R string field $\Psi$ in the heterotic string field theory are both Grassmann odd, and carry the ghost and the picture numbers $(G, P) = (1, 0)$ and $(1, 1/2)$, respectively. They satisfy the subsidiary conditions for closed string fields.

3.1. String products and their identities

At the beginning, we briefly summarize basic ingredients of the heterotic string field theory. The algebraic structure of the heterotic string field theory includes a BRST operator $Q$ and graded-commutative multi-linear string products, $[B_1, \cdots, B_n]$ with $n \geq 2$. The fundamental identities that the string products satisfy are

$$0 = Q[B_1, \cdots, B_n] + \sum_{i=1}^{n} (-1)^{(B_1 + \cdots + B_{i-1})} [B_1, \cdots, QB_i, \cdots, B_n]$$

$$+ \sum_{\{i_l, j_k\}} \sigma(i_l, j_k) [B_{i_1}, \cdots, B_{i_l}, [B_{j_1}, \cdots, B_{j_k}]], \quad (3.1)$$

where the factor $\sigma(i_l, j_k)$ is defined to be the sign picked up when one rearranges the sequence $\{Q, B_1, \cdots, B_n\}$ into the order $\{B_{i_1}, \cdots, B_{i_l}, Q, B_{j_1}, \cdots, B_{j_k}\}$. The concrete realization of the string products can be constructed based on the polyhedral overlapping conditions.

In addition, there are two important operators $X = \eta$ and $\delta$ to construct equations of motion and gauge transformations. They act on the string products as derivations; that is,

$$X[B_1, \cdots, B_n] = (-1)^X \sum_{i=1}^{n} (-1)^{X(B_1 + \cdots + B_{i-1})} [B_1, \cdots, XB_i, \cdots, B_n]. \quad (3.2)$$

The pure-gauge closed string field $B_Q = G(V)$ is an analog of $J(\Phi) = e^{-\Phi}(Qe^{\Phi})$ in the open superstring field theory, and defined as a pure-gauge solution of the equation of motion of the closed bosonic string field theory.

$$QG(V) + \sum_{n=2}^{\infty} \frac{\kappa^{n-1}}{n!} [G(V)^n] = 0. \quad (3.3)$$

The BRST operator and string products shifted by $G(V)$ can be defined by

$$QG B \equiv QB + \sum_{m=1}^{\infty} \frac{\kappa^m}{m!} [G^m, B], \quad (3.4)$$

$$[B_1, \cdots, B_n]G \equiv \sum_{m=0}^{\infty} \frac{\kappa^m}{m!} [G^m, B_1, \cdots, B_n], \quad (3.5)$$
for general string fields \{B, B_1, \ldots, B_n\}, and play an important role below. Owing to (3.3), this shifted BRST operator \(Q_G\) is nilpotent and acts on the shifted products \([\cdots]_G\) in exactly the same way as (3.1). In contrast, the operator \(X\) is neither graded commutative with \(Q_G\) nor derivation on the shifted products, but satisfies

\[
Q_G(XB) - (-1)^X X(Q_GB) = -\kappa[XG, B]_G,
\]

(3.6a)

\[
X[B_1, \ldots, B_n]_G = \sum_{i=1}^{n} (-1)^{X(1+B_1+\cdots+B_n)}[B_1, \ldots, XB_i, \ldots, B_n]_G
\]

+ \((-1)^X\kappa[XG, B_1, \cdots, B_n]_G.
\]

(3.6b)

The MC equation for the heterotic string is given by

\[
XG(V) = Q_GB_X(V),
\]

(3.7)

where \(B_X(V)\) is an analogous string field to \(A_X = e^{-\Phi}(Xe^\Phi)\) in the open superstring field theory[3] whose explicit form is not necessary in this paper. If we take \(X = \eta\), this leads to a nontrivial identity,

\[
Q_G(\eta G(V)) \equiv 0,
\]

(3.8)

which is essential to derive the general form (1.1) of the equations of motion.

3.2. Equations of motion and their consistency

Using the pure-gauge closed string field \(G(V)\), the equation of motion for the NS sector of the heterotic string is written as[3]

\[
\eta G(V) = 0.
\]

(3.9)

This has the symmetry under the gauge transformations,

\[
B_\delta(V) = Q_GA_0 + \eta A_1,
\]

(3.10)

since

\[
\delta(\eta G(V)) = -\kappa[\eta G(V), \eta A_1]_G.
\]

(3.11)

In particular, the equation of motion (3.9) is invariant under the \(A_0\)-transformation since it keeps \(G(V)\) invariant. When we incorporate the coupling to the R sector, we assume that the NS string field \(V\) appears in the correction terms only through \(G(V)\) in the BRST operator \(Q_G\) and the string products \([\cdots]_G\) and, in consequence, the full equations of motion are as well invariant under the \(A_0\)-gauge transformation:

\[
B_\delta(V) = Q_GA_0, \quad \delta\Psi = 0.
\]

(3.12)
Under this assumption, which we call G-ansatz, the identity (3.8) restricts the form of the full equations of motion as (1.11). In this paper, we impose not only (1.2) but also the consistency of the R equation of motion to determine the explicit forms of $B_{-1/2}$ and $B_{-1}$:

$$\eta \left( \eta G + \frac{\kappa}{2}([B_{-\frac{1}{2}}, B_{-1}]_G + Q_G B_{-\frac{1}{2}}) \right) = 0, \quad (3.13a)$$

$$\eta Q_G B_{-\frac{1}{2}} = 0. \quad (3.13b)$$

After some calculation, one can show that these conditions (3.13) are equivalent, up to the equations of motion (1.1), to

$$\eta B_{-\frac{1}{2}} + \kappa[B_{-\frac{1}{2}}, B_{-1}]_G + \frac{\kappa^2}{3!}([B_{-\frac{1}{2}}]_G^3) + Q_G B_{-\frac{1}{2}} = 0, \quad (3.14a)$$

$$\eta B_{-1} + \kappa[B_{-1}, B_{-\frac{1}{2}}]_G + \frac{\kappa^2}{2}([B_{-1}]_G^2)$$

$$+ \frac{\kappa^2}{2}([B_{-\frac{1}{2}}]_G^2, B_{-1}]_G + \frac{\kappa^3}{4!}([B_{-\frac{1}{2}}]_G^4) + Q_G B_{-2} = 0, \quad (3.14b)$$

with new composite fields, $B_{-3/2}$ and $B_{-2}$ to be determined. We further have to impose the consistency conditions of (3.14) to determine these new fields, which yield

$$\eta B_{-\frac{1}{2}} + \kappa[B_{-\frac{1}{2}}, B_{-1}]_G + \kappa[B_{-1}, B_{-\frac{1}{2}}]_G + \frac{\kappa^2}{2}([B_{-\frac{1}{2}}]_G^2, B_{-1}]_G$$

$$+ \frac{\kappa^2}{2}([B_{-\frac{1}{2}}]_G^2, B_{-2}]_G + \kappa^2[B_{-\frac{1}{2}}, B_{-1}, B_{-\frac{1}{2}}]_G + \frac{\kappa^2}{3!}([B_{-\frac{1}{2}}]_G^3) + \frac{\kappa^3}{5!}([B_{-1}]_G^5) + Q_G B_{-\frac{3}{2}} = 0, \quad (3.15a)$$

$$\eta B_{-2} + \kappa[B_{-\frac{1}{2}}, B_{-1}]_G + \kappa[B_{-1}, B_{-\frac{1}{2}}]_G + \frac{\kappa^2}{2}([B_{-\frac{1}{2}}]_G^2)$$

$$+ \frac{\kappa^2}{2}([B_{-\frac{1}{2}}]_G^2, B_{-2}]_G + \frac{\kappa^3}{3!}([B_{-\frac{1}{2}}]_G^3) + \frac{\kappa^3}{3!}([B_{-1}]_G^3) + Q_G B_{-1} = 0, \quad (3.15b)$$

up to (1.1) and (3.14), with new composite fields $B_{-\frac{3}{2}}$ and $B_{-2}$. This sequence of consistency conditions does not terminate but produce an infinite number of equations with an infinite number of composite fields $B_{-n/2}$ to be determined. The resultant infinite number of equations, however, can simply be written in a single equation with the same form as the equation of motion of the closed bosonic string field theory,

$$\hat{Q} \hat{B} + \sum_{m=2}^{\infty} \frac{\kappa^{m-1}}{m!} [\hat{B}^m] = 0, \quad (3.16)$$

where

$$Q = \hat{Q} + \eta, \quad B = \sum_{n=0}^{\infty} B_{-\frac{n}{2}}. \quad (3.17)$$
The composite fields $B_{-\frac{n}{2}}$ with $n = \text{even (odd)}$ are Grassmann even NS (R) string fields, and have $(G, P) = (2, -n/2)$. The infinite number of equations are obtained by expanding (3.16) into different pictures which have to hold separately. It is easy to confirm that the first seven of the equations actually coincide with (3.3), (1.1b), (1.1a), (3.14) and (3.15) with the identification $B_0 = G(V)$. The consistency of an infinite number of equations can now be shown at once by

$$Q \left( \hat{Q} \hat{B} + \sum_{n=2}^{\infty} \frac{\kappa^{n-1}}{n!} [\hat{B}^n] \right) = - \sum_{m=1}^{\infty} \frac{\kappa^m}{m!} [\hat{B}^m, \left( \hat{Q} \hat{B} + \sum_{n=2}^{\infty} \frac{\kappa^{n-1}}{n!} [\hat{B}^n] \right)], \quad (3.18)$$

which is a consequence of the fact that $\hat{Q}$ gives the same algebraic structure as $Q$: it satisfies the same relation as (3.1). The transformation of composite fields $B_{-\frac{n}{2}}$ are also written in a single transformation with the same form as that of the closed bosonic string field theory:

$$\delta \hat{B} = \hat{Q} \hat{\sigma} + \sum_{m=1}^{\infty} \frac{\kappa^m}{m!} [\hat{B}^m, \hat{\sigma}], \quad (3.19)$$

with the composite parameter $\hat{\sigma} = \sum_{n=-1}^{\infty} \sigma_{-\frac{n}{2}}$, the details of which will be explained later.

3.3. First-order formulation

The equation (3.16) can also be interpreted as the first-order equation for the infinite number of independent string fields $B_{-\frac{n}{2}}$ with $(G, P) = (2, -n/2)$ equivalent to the equations of motion (1.1). In order to see this, let us expand it into different picture numbers, and examine the equation at each picture as the first-order equations of motion.

First of all, the equation with the largest picture, $P = 0$,

$$QB_0 + \sum_{n=2}^{\infty} \frac{\kappa^{n-1}}{n!} [(B_0)^n] = 0, \quad (3.20)$$

can be solved using the unconstrained NS string field $V$ as

$$B_0 = G(V). \quad (3.21)$$

We substitute this solution into the remaining equations below, and consider the $V$ and $\tilde{B} = \sum_{n=1}^{\infty} B_{-\frac{n}{2}}$ as the independent string fields. The next two equations at $P = -1/2$ and $-1$ have the same form as the equations of motion (1-1b) and (1-1a), respectively:

$$Q_G B_{-\frac{1}{2}} = 0, \quad (3.22a)$$

$$\eta G + \frac{\kappa}{2} [(B_{-\frac{1}{2}})^2]_G + Q_G B_{-1} = 0. \quad (3.22b)$$
Here, however, the string fields $B_{-1/2}$ and $B_{-1}$ are two independent string fields. The remaining equations $P \leq -3/2$, which we call the subsidiary equations hereafter, can be written as

$$S_{-(n+2)/2} = \eta B_{-(n+2)/2} + Q_G B_{-(n+2)/2} + \sum_{m=2}^{n+2} \frac{\kappa^{m-1}}{m!} [\left( \hat{B}^m \right)_{-(n+2)/2}]_G = 0, \quad (n \geq 1),$$

where $(\cdots)_P$ denotes the projection onto the terms with the picture number $P$ in total. The notation $S_{-(n+2)/2}$ are introduced to denote the left hand side of the subsidiary equations, with the subscript indicating their picture number, for later use. As with the open superstring case in (2), the conventional equations of motion are obtained from (3.22) if we can determine $B_{-1/2}$ and $B_{-1}$ as the composite fields of the $V$ and $\Psi$ by solving (a part of) the subsidiary equations. Let us next show that this is in fact the case if we assume, as an initial condition, that only the $B_{-1/2}$ of $B_{-n/2}$ is nontrivial (nonzero) at the linearized level. Under this assumption, all the subsidiary equations become trivial at the linearized order, except for

$$S_{-(n+2)/2}^{(1)} = \eta B_{-(n+2)/2}^{(1)} = 0,$$

which can be solved using the unconstrained R string field $\Psi$ as

$$B_{-(n+2)/2}^{(1)} = \eta \Psi.$$  

We explicitly specified the order in $\Psi$ as a superscript. So far, the argument is completely parallel to that of the open superstring field theory. In the heterotic string case, however, the linearized solution (3.25) receives higher order corrections, and also make the infinite number of $B_{-n/2}$ nontrivial. If we plug (3.25) into the subsidiary equations (3.23), we have, at the $(n+2)$-th order,

$$S_{-(n+2)/2}^{(n+2)} = \eta B_{-(n+2)/2}^{(n+2)} + \frac{\kappa^{n+1}}{(n+2)!} \left[ [\eta \Psi]^{n+1} \right]_G$$

$$= \eta \left( B_{-(n+2)/2}^{(n+2)} - \frac{\kappa^{n+1}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}]_G \right) + \frac{\kappa^{n+2}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}, \eta G]_G = 0. \quad (3.26)$$

Under the equation of motion (3.22b), these equations can be solved by

$$B_{-(n+2)/2}^{(n+2)} = \frac{\kappa^{n+1}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}]_G,$$  

except for the $\eta$-exact terms. It is not necessary to consider this ambiguity because the equations of motion (3.16) in the first-order formulation are invariant under the gauge transformation (3.19) with the independent parameters $\sigma_{-n/2}$ for $n \geq 0$ (and $\sigma_{1/2} = Q_G \Lambda_{1/2}$).  

constrained by \( P = 1/2 \) component of \((3.16)\): \( 0 = Q_G \sigma_{1/2} \). The ambiguity coming from the \( \eta \)-exact terms in \( B_{-n/2} \) for \( n \geq 2 \) can be removed using this symmetry since they have the form

\[
\delta B_{-n/2} = \eta \sigma_{-n/2} + \cdots, \quad (n \geq 2).
\]

The ambiguity in \( B_{-1/2} \), on the other hand, cannot similarly be gauged away, but can be absorbed into the redefinition of \( \Psi \) owing to its leading order form \((3.25)\).

The subsidiary equations can similarly be solved under the equations of motion, and determine \( B_{-n/2} \) order by order in \( \Psi \), except for apparent ambiguities coming from the \( \eta \)-exact terms which can be removed in the same manner. General procedure is, however, not so simple because the subsidiary equations are consistent only under the equations of motion, which breaks the independence of the equations at different orders. In order to clarify what the difficulty is, let us examine the consistency equations of the subsidiary equations \((3.23)\),

\[
\eta S_{-(n+2)/2} = -Q_G S_{-(n+4)/2} - \sum_{l=1}^{n+1} \sum_{m=1}^{n-l+2} \frac{\kappa^m}{m!} \left[ (\tilde{B}^m)_{-(n+l+2)/2}, S_{-(l+2)/2} \right] G
- \sum_{m=1}^{n+3} \frac{\kappa^m}{m!} \left[ (\tilde{B}^m)_{-(n+3)/2}, E_{-\frac{1}{2}} \right] G - \sum_{m=1}^{n+2} \frac{\kappa^m}{m!} \left[ (\tilde{B}^m)_{-(n+2)/2}, E_{-1} \right] G, \quad (3.29)
\]

obtained from \((3.29)\) and written in the form suitable for the order-by-order analysis. For the \( S \) at the given order in the left hand side, the \( S \)s in the right hand side are the lower orders in \( \Psi \). The left hand side of the equations of motion \((3.22)\) are simply denoted as \( E_{-1/2} \) and \( E_{-1} \), respectively:

\[
E_{-\frac{1}{2}} = Q_G B_{-\frac{1}{2}}, \quad E_{-1} = \eta G + \frac{\kappa}{2}[(B_{-\frac{1}{2}})^2]_G + Q_G B_{-1}. \quad (3.30)
\]

Substituting the lowest order solution \((3.25)\) into \((3.29)\), we have the consistency equations at the first nontrivial, \((n+2)\)-th, order:

\[
\eta S_{-(n+2)/2}^{(n+2)} = -\frac{\kappa^{n+2}}{(n+2)!} [(\eta \Psi)^{n+2}, \eta G]_G, \quad (3.31)
\]

which guarantees, from the triviality of the \( \eta \)-cohomology, that \( S_{-(n+2)/2}^{(n+2)} \) can be written as the sum of the \( \eta \)-exact part and the term including \( \eta G \) as \((3.26)\). The point we should note is that, owing to the equations of motion, the consistency equations do not hold separately in each order, which prevent to solve the subsidiary equations at different orders independently. We have to take into account the higher order terms neglected in solving \((3.26)\) to consider the subsidiary equations at higher orders. The simplest prescription to avoid this cumbersome
procedure is to modify the subsidiary equations (3.23) as

\[
S(1)_{- \frac{n+2}{2}} = S_{- \frac{n+2}{2}} - f(1)_{- \frac{n+2}{2}} (E_{- \frac{1}{2}}, E_{-1})
\]

\[
\equiv S_{- \frac{n+2}{2}} - \frac{\kappa^{n+2}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}, E_{-1}]_G = 0,
\] (3.32)

keeping the equivalence to the original ones under the exact equation of motion \(E_{-1} = 0\). These new equations give, at the \((n+2)\)-th order,

\[
S(1)_{- \frac{n+2}{2}} = \eta \left( B^{(n+2)}_{- \frac{n}{2}} - \frac{\kappa^{n+1}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}]_G \right) = 0,
\] (3.33)

which are now solved by (3.27) independently of the equations of motion, and therefore make no contribution to the higher orders. All the higher order contributions mentioned above are now incorporated in the improvement term. If we further replace \(B^{(n+2)}_{- n/2}\) with the solution of (3.33), namely (3.27), the modified subsidiary equations (3.32) at the next, \((n+4)\)-th, order are again given by the sum of the \(\eta\)-exact part and the terms including either \(Q_G \eta \Psi\) or \(\eta G\).

Thus we can further modify (3.32) so as to be \(\eta\)-exact at the \((n+4)\)-th order, as computed in the Appendix explicitly.

Repeating this procedure, we can prove by mathematical induction that the subsidiary equations can be solved for \(B_{- n/2}\) order by order in \(\Psi\). Suppose that the subsidiary equations can be modified as

\[
S(k)_{- \frac{n+2}{2}} = S(k-1)_{- \frac{n+2}{2}} - f(k)_{- \frac{n+2}{2}} (E_{- \frac{1}{2}}, E_{-1})
\]

\[
= S_{- \frac{n+2}{2}} - \sum_{i=1}^{k} f(i)_{- \frac{n+2}{2}} (E_{- \frac{i}{2}}, E_{-1}) = 0,
\] (3.34a)

so as to be \(\eta\)-exact at the \((n+2k)\)-th order,

\[
S(k)_{- \frac{n+2k}{2}} = \eta \left( B^{(n+2k)}_{- \frac{n}{2}} + \cdots \right),\] (3.34b)

by replacing \(B^{(n+2i)}_{- n/2}\) for \(0 \leq i \leq k - 1\) with the solutions of the lower order equations,

\[
S(i)_{- \frac{n+2i}{2}} = 0, \quad (0 \leq i \leq k - 1).
\] (3.34c)

The improvement terms represented by \(f(i)_{-(n+2)/2}(E_{-1/2}, E_{-1})\) are assumed to contain either \(E_{-1/2}\) or \(E_{-1}\) for the equivalence to the original equations. For these modified subsidiary equations, we can find the similar consistency equations to (3.29) using those of the equations of motion given in (A.5). Although it is complicated to compute them explicitly, we can see that they have the similar structure to (3.29), namely, \(\eta S(k)\) can be written as the
The sum of the terms including \( S(k) \) and those including either \( E^{-1/2} \) or \( E^{-1} \), as required by the consistency. It is also easy to see that all the \( S(k) \)'s but \( \eta S(k) \) are again lower order in \( \Psi \) than \( \eta S(k) \). From this structure with the induction assumptions \((3.34)\) and the triviality of the \( \eta \)-cohomology, we can conclude that replacing the solutions of

\[
S(k)^{n+2k}_{(n+2)/2} = 0, \tag{3.35}
\]

with \( B^{(n+2k)}_{-n/2} \) in \( S(k) \), we have

\[
S(k)^{(n+2(k+1))}_{(n+2)/2} = \eta \left( B^{(n+2(k+1))}_{-n/2} + \cdots \right) + f(k + 1)^{(n+2)}_{(n+2)/2} (Q_G \eta \Psi, \eta G), \tag{3.36}
\]

where the terms represented by \( f^{-(n+2)/2} (Q_G \eta \Psi, \eta G) \) contain either \( Q_G \eta \Psi \) or \( \eta G \). Thus, if we further modify the subsidiary equations as

\[
S(k + 1)^{(n+2(k+1))}_{(n+2)/2} \equiv S(k)^{(n+2(k+1))}_{(n+2)/2} - f(k + 1)^{(n+2)}_{(n+2)/2} (E^{-1/2}, E^{-1}) = 0, \tag{3.37}
\]

the new subsidiary equations are \( \eta \)-exact at the \((n + 2(k + 1))\)-th order:

\[
S(k + 1)^{(n+2(k+1))}_{(n+2)/2} = \eta \left( B^{(n+2(k+1))}_{-n/2} + \cdots \right) = 0. \tag{3.38}
\]

Hence by the mathematical induction the subsidiary equations can be modified so that we have

\[
S(k)^{(n+2k)}_{(n+2)/2} = \eta \left( B^{(n+2k)}_{-n/2} + \cdots \right) = 0, \tag{3.39}
\]

for an arbitrary \( k \in \mathbb{N} \), which can be solved for \( B^{(n+2k)}_{-n/2} \) and determine \( B_{-n/2} \) order by order in \( \Psi \). The proof is completed.

In this way, the first-order formulation gives a systematic prescription to give an explicit expression of the conventional (second order) equations of motion \((1.1)\). It is worth mentioning that all the infinite number of \( B_{-n/2} \) are needed at each order to determine the equations of motion at the next order. We will further illustrate this prescription with some concrete lower order results in the Appendix.

3.4. **Gauge transformations**

In the first-order formulation, there is the gauge invariance \((3.19)\) with the infinite number of independent parameters. These parameters, however, are not independent in the conventional formulation since we need to use these symmetries to fix the ambiguity in solving the subsidiary equations. They are restricted so as to be consistent with the specific forms of \( B_{-n/2} \) \((n \geq 1)\). In this section, we clarify how the conventional gauge transformations are obtained from \((3.19)\) by explicitly finding the gauge transformations of \( V \) and \( \Psi \) up to some lower order.
Let us examine the transformation (3.19) at each picture. The argument is again parallel to that for the case of the open superstring at the linearized level. The component of the largest picture number \( P = 1/2 \) leads to the constraint \( \sigma_{1/2} = Q_G A_{1/2} \). Since the symmetry generated by \( \sigma_{1/2} \) is not necessary to fix the the ambiguity in the solutions of the subsidiary equations, the parameter \( A_{1/2} \) generates a gauge symmetry in the conventional formulation without any further restriction. We substitute it into the following transformations, and only consider the \( \sigma_{-n/2} \) \((n \geq 0)\) as the parameters to be determined. The next component at \( P = 0 \) gives the transformation law

\[
\delta B_0 = Q_G \sigma_0 + \kappa [B_{-1/2}, Q_G A_{1/2}]_G \\
= Q_G \left( \sigma_0 - \kappa [B_{-1/2}, A_{1/2}]_G \right) - \kappa [Q_G B_{-1/2}, A_{1/2}]_G. \tag{3.40}
\]

This is consistent with \( B_0 = G(V) \), up to the equation of motion (3.22a), and we obtain

\[
B_0 = \sigma_0 - \kappa [B_{-1/2}, A_{1/2}]_G + Q_G A_0. \tag{3.41}
\]

The last term comes from the freedom that keeps \( G(V) \) invariant. The parameter \( \sigma_0 \) is not independent but constrained as with the other parameters. The remaining transformations at \( P \leq -1/2 \) have to be studied order by order in \( \Psi \). At the linearized level, only the \( \sigma_0 \) can be non-zero, except for \( \sigma_{1/2} = Q_G A_{1/2} \), from the consistency with the assumption that only \( B_{-1/2} \) is nontrivial. The only nontrivial relation in (3.19) is therefore

\[
0 = \eta \sigma_0^{(0)}, \tag{3.42}
\]

at \( P = -1 \), which restricts \( \sigma_0 \) as \( \sigma_0^{(0)} = \eta A_1 \) at the leading order. As the consequence, the leading order transformation of \( B_{-1/2} = \eta \Psi \) can be obtained from (3.19) as

\[
(\delta B_{-1/2})^{(1)} = \delta^{(0)} (\eta \Psi) \\
= \eta \left( Q_G A_{1/2} - \kappa [\Psi, \eta A_1]_G \right) - \kappa^2 [\eta G, \Psi, \eta A_1]_G, \tag{3.43}
\]

from which we can read the gauge transformation of \( \Psi \) at the leading order:

\[
\delta^{(0)} \Psi = Q_G A_{1/2} - \kappa [\Psi, \eta A_1]_G + \eta A_{1/2}. \tag{3.44}
\]

The leading order parameter \( \sigma_0^{(0)} \) makes the infinite number of parameters \( \sigma_{-n/2} \) nontrivial at the \((n + 2)\)-th order through the relations at \( P \leq -1 \) in (3.19),

\[
0 = \eta \sigma_{-n/2}^{(n+2)} + \frac{\kappa^{n+2}}{(n + 2)!} [\eta (B_{-1/2})^{(n+2)}, \sigma_0^{(0)}]_G \quad (n \geq 0),
\]

\[
= \eta \left( \sigma_{-n/2}^{(n+2)} - \frac{\kappa^{n+2}}{(n + 2)!} [\Psi, (\eta \Psi)^{n+1}, \eta A_1]_G \right) - \frac{\kappa^{n+2}}{(n + 2)!} [\eta G, \Psi, (\eta \Psi)^{n+1}, \eta A_1]_G. \tag{3.45}
\]
Thus the parameters at the \((n+2)\)-th order are restricted as:

\[
\sigma^{(n+2)} = \frac{\kappa^{n+2}}{(n+2)!} [\psi, (\eta \psi)^{n+1}, \eta A_1]_G, \quad (n \geq 0).
\]

Then the next order transformation of \(B_{-1/2}\) in (3.19) leads to

\[
\eta \delta^{(2)} \psi + \delta^{(0)} = \frac{\kappa^3}{3!} [[(\eta \psi)^2]_G, \psi, \eta A_1]_G + Q_G \left( \frac{\kappa^3}{3!} [\psi, (\eta \psi)^2, \eta A_1]_G + \frac{\kappa^2}{2} [(\eta \psi)^2, \eta A_1]_G \right)
\]

where the first term in the right hand side comes from \(O(\psi^3)\) contribution of the previous order transformation (3.43) through the equations of motion. After some calculation, the next order transformation \(\delta^{(2)} \psi\) can be read as

\[
\delta^{(2)} \psi = \frac{\kappa^3}{3!} [\psi, Q\psi, \eta \psi, \eta A_1]_G - \frac{\kappa^3}{3!} [\psi, [\psi, \eta \psi, \eta A_1]_G]_G + \frac{\kappa^3}{3!} [[\psi, \eta \psi]_G, \psi, \eta A_1]_G
\]

The higher order gauge transformations, \(B_\delta\) (or equivalently \(\sigma_0\)) and \(\delta \psi\), can similarly be obtained order by order in \(\psi\) from the gauge transformation (3.19).

\section*{4. Conclusion and discussion}

In this paper, we have established a method to give an explicit expression of the equations of motion and the gauge transformations for the full heterotic string field theory. An infinite number of extra composite fields have been introduced with an infinite number of consistency conditions. All of these equations have been written in a single equation, which has the same form as the equation of motion of the closed bosonic string field theory. We have shown that these new equations can be interpreted as the first-order equations of motion under an assumption at the linearized level. Then the conventional equations of motion have been obtained by solving extra equations using unconstrained string fields \(V\) and \(\psi\). Thus this first-order formulation provides a systematic method to give the equations of motion explicitly. We have clarified that the gauge transformation of \(V\) and \(\psi\) are also obtained from the gauge transformations in the first-order formulation, which are also written in a single transformation with the same form as that in the closed bosonic string field theory.

\footnote{We again fixed the ambiguity coming from the \(\eta\)-exact terms because it can also be gauged away using the symmetry of the gauge transformation (3.19): \(\delta \hat{\sigma} = \hat{Q} \hat{\tau} + \sum_{m=1}^{\infty} \frac{\kappa^m}{m!} [\hat{B}^m, \hat{\tau}]\) with \(\hat{\tau} = \sum_{n=-2}^{\infty} \tau - n/2\). The details will be discussed elsewhere.}
The most important and challenging problem in the WZW-like formulation is to construct an action including the R sector, which is not straightforward due to the picture number mismatch. One promising construction proposed for the open superstring was given by introducing an auxiliary R string field $\Xi$ with a constraint $Q_{\hat{j}} \Xi = \eta \Psi$ imposed after deriving the equations of motion. We have partially constructed such an action for the heterotic string field theory with the constraint $Q_{G} \Xi = B_{-1/2}$, but not yet succeeded in completing it in a closed form. Another interesting possibility is to find an action which leads to the first-order equations of motion (3.16). Such a possibility was examined for the open superstring, proposing a new superstring field theory. In this formulation, the string fields have all the picture numbers democratically, but it is unclear whether the theory reproduces the correct physical spectrum or not due to the subtlety of the $\hat{Q}$-cohomology of such a space. For the equivalence between the first-order and the conventional formulations of the heterotic string field theory, it is necessary to assume that only the single NS string field $B_{0}$ and the single R string field $B_{-1/2}$ are non-zero at the linearized level. Another difficulty is that the democratic formulation requires explicit insertion of the picture changing operators, which seems to be more serious since there is no midpoint in the heterotic string. This difficulty may be overcome by using the formulation proposed recently.

It is also interesting that the first-order equations of motion can be written in a single equation with the same form as the equation of motion of the closed bosonic string field theory. This suggests that the equations of motion of the Type II superstring field theory in the similar formulation can also be written in a single equation with the same form. It is worthwhile to consider such a possibility in detail, since it is difficult to construct an action of the type II theory even for the NS-NS sector. This is now under investigation.
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Appendix

The first-order formulation provides us a systematic and efficient method to obtain an explicit expression of the equations of motion (1.1). We illustrate it with some new explicit results in this appendix. Some results on the action and the gauge transformations are also given.

From modified subsidiary equations (3.32), we have, at the \((n+4)\)-th order,

\[
S(1)_{\frac{(n+4)}{2}} = \eta B_{\frac{(n+4)}{2}} + Q_G B_{\frac{(n+4)}{2}} + \sum_{m=1}^{n+1} \frac{\kappa^m}{m!} [[(B_{\frac{1}{2}})^m, B_{\frac{(n-m+4)}{2}}]]_G \\
- \frac{\kappa^{n+3}}{2(n+2)!} [\Psi, (\eta \Psi)^{n+1}, [(B_{\frac{1}{2}})^2]]_G = 0. \quad (A.1)
\]

Using (3.25) and (3.27), we can show that these \(S_{\frac{(n+4)}{2}}\) can be written as the sum of the \(\eta\)-exact terms and the terms including either \(Q_G\) or \(\eta G\):

\[
\eta \left( B_{\frac{(n+4)}{2}} + \frac{\kappa^{n+3}}{(n+4)!} [\Psi, Q_G \Psi, (\eta \Psi)^{n+2}]_G + \frac{\kappa^{n+3}}{(n+4)!} (n+3)[\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta \Psi]]_G \right) \\
- \frac{\kappa^{n+3}}{(n+4)!} \sum_{m=0}^{n} \left( \frac{n+3}{m} \right) [\Psi, (\eta \Psi)^{m}, [\Psi, (\eta \Psi)^{n-m+2}]]_G \\
+ \frac{\kappa^{n+3}}{(n+4)!} [\Psi, (\eta \Psi)^{n+2}, Q_G \eta \Psi]_G - \frac{\kappa^{n+4}}{(n+4)!} [\Psi, Q_G \Psi, (\eta \Psi)^{n+2}, \eta G]_G \\
- \frac{\kappa^{n+4}}{(n+4)!} [\Psi, (\eta \Psi)^{n+2}, [\Psi, \eta \Psi, \eta G]]_G \\
+ \frac{\kappa^{n+4}}{(n+4)!} [\Psi, (\eta \Psi)^{n+2}, [\Psi, (\eta \Psi)^{n} \eta G]]_G \\
+ \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n} \left( \frac{n+3}{m} \right) [(\Psi, (\eta \Psi)^{n-m+2}]_G, [\Psi, (\eta \Psi)^{m}, \eta G]_G \\
+ \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n} \left( \frac{n+3}{m} \right) [\Psi, (\eta \Psi)^{m}, [\Psi, (\eta \Psi)^{n-m+2}], \eta G]_G = 0, \quad (A.2)
\]

where \(\binom{n}{m} = \frac{n!}{(n-m)!m!}\). Then we can solve them up to the equations of motion as

\[
B_{\frac{(n+4)}{2}} = - \frac{\kappa^{n+3}}{(n+4)!} [\Psi, Q_G \Psi, (\eta \Psi)^{n+2}]_G - \frac{\kappa^{n+3}}{(n+4)!} (n+3)[\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta \Psi]]_G \\
+ \frac{\kappa^{n+3}}{(n+4)!} \sum_{m=0}^{n} \left( \frac{n+3}{m} \right) [\Psi, (\eta \Psi)^{m}, [\Psi, (\eta \Psi)^{n-m+2}]]_G. \quad (A.3)
\]

Although the \(\eta\)-non-exact part of (A.2) is much complicated than (3.26), it can be read from
the consistency equations of the modified subsidiary equations (3.32),

\[
\eta S(1)_{\frac{n+2}{2}} = -Q GS(1)_{\frac{n+2}{2}} - \sum_{l=1}^{n+1} \sum_{m=1}^{n-l+2} \frac{k^m}{m!} \left( B^m \right)_{\frac{n-l+2}{2}} S(1)_{\frac{n-l+2}{2}} G \\
+ \frac{k^{n+2}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}, Q GS(1)_{\frac{n+1}{2}} G + \frac{k^{n+3}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}, [B_{\frac{1}{2}}, S(1)_{\frac{n+1}{2}} G] G \\
- \sum_{m=1}^{n+3} \frac{k^m}{m!} \left( B^m \right)_{\frac{n+3}{2}} E_{-\frac{1}{2}} G + \frac{k^{n+5}}{(n+4)!} [\Psi, (\eta \Psi)^{n+3}, [B_{\frac{1}{2}}, E_{-\frac{1}{2}} G] G \\
+ \frac{k^{n+7}}{(n+2)!4!} [\Psi, (\eta \Psi)^{n+1}, [\Psi, (\eta \Psi)^3, [B_{\frac{1}{2}}, E_{-\frac{1}{2}} G] G] G \\
- \sum_{m=1}^{n+4} \frac{k^m}{m!} \left( B^m \right)_{\frac{n+4}{2}} E_{-1} G + \frac{k^{n+5}}{(n+2)!} [\Psi, (\eta \Psi)^{n+2}, E_{-1} G \\
- \frac{k^{n+4}}{(n+4)!} (n+3) [\Psi, (\eta \Psi)^{n+2}, Q G \eta \Psi, E_{-1} G \\
+ \frac{k^{n+4}}{(n+4)!} \sum_{m=2}^{n+3} \binom{n+3}{m} [(\eta \Psi)^m G, \Psi, (\eta \Psi)^{n-m+3}, E_{-1} G \\
+ \frac{k^{n+4}}{(n+4)!} \sum_{m=1}^{n+3} \binom{n+3}{m} [\Psi, (\eta \Psi)^m G, (\eta \Psi)^{n-m+3}, E_{-1} G \\
- \frac{k^{n+4}}{(n+4)!} \sum_{m=1}^{n+3} \binom{n+3}{m} [\Psi, (\eta \Psi)^{n-m+3}, [(\eta \Psi)^m, E_{-1} G] G \\
+ \frac{k^{n+4}}{(n+4)!} \sum_{m=0}^{n+2} \binom{n+3}{m} [(\eta \Psi)^{n-m+3}, [\Psi, (\eta \Psi)^m, E_{-1} G] G \\
- \sum_{l=1}^{n+1} \sum_{m=1}^{n-l+2} \frac{k^{m+l+2}}{(l+2)!m!} [(\tilde{B}^m)_{\frac{n-l+2}{2}}, [\Psi, (\eta \Psi)^{l+1}, E_{-1} G] G \\
- \frac{k^{n+6}}{(n+2)!4!} [\Psi, (\eta \Psi)^{n+1}, [Q G \Psi, (\eta \Psi)^3, E_{-1} G] G \\
+ \frac{3k^{n+6}}{(n+2)!4!} [\Psi, (\eta \Psi)^{n+1}, [\Psi, (\eta \Psi)^2, Q G \eta \Psi, E_{-1} G] G \\
- \frac{k^{n+6}}{(n+2)!4!} \sum_{m=2}^{3} \binom{3}{m} [\Psi, (\eta \Psi)^{n+1}, [(\eta \Psi)^m G, \Psi, (\eta \Psi)^{3-m}, E_{-1} G] G \\
\]
Using these explicit results, the subsidiary equations (3.32) can further be modified which can be computed using (3.29) and the consistency equations of the equations of motion, obtained from (3.18). From these new consistency equations, we have as

\[
\eta S \left( \frac{n+1}{(n+2)!} \right) \left[ \Psi, (\eta \Psi)^{n+1}, [\Psi, (\eta \Psi)^m]_G, (\eta \Psi)^{3-m}, E_{-1} \right]_G \\
+ \frac{\kappa^{n+6}}{(n+2)!} \sum_{m=1}^{3} \left( \frac{3}{m} \right) [\Psi, (\eta \Psi)^{n+1}, [\Psi, (\eta \Psi)^m]_G, (\eta \Psi)^{3-m}, E_{-1}B_{-\frac{1}{2}}]_G \\
+ \frac{\kappa^{n+6}}{(n+2)!} \sum_{m=1}^{3} \left( \frac{3}{m} \right) [\Psi, (\eta \Psi)^{n+1}, [\eta \Psi, (\eta \Psi)^m]_G, (\eta \Psi)^{3-m}, E_{-1}B_{-\frac{1}{2}}]_G \\
- \frac{\kappa^{n+6}}{(n+2)!} \sum_{m=0}^{2} \left( \frac{3}{m} \right) [\Psi, (\eta \Psi)^{n+1}, [(\eta \Psi)^{3-m}, [\Psi, (\eta \Psi)^m, E_{-1}B_{-\frac{1}{2}}]_G \\
+ \frac{2}{(n+2)!} \sum_{m=1}^{\kappa^{n+6}+2} [\Psi, (\eta \Psi)^{n+1}, [(\eta \Psi)^{3-m}, [\Psi, (\eta \Psi)^m, E_{-1}B_{-\frac{1}{2}}]_G \\
+ \frac{\kappa^{n+6}}{(n+2)!} [\Psi, (\eta \Psi)^{n+1}, [B_{-\frac{1}{2}}, [\Psi, (\eta \Psi)^2, E_{-1}B_{-\frac{1}{2}}]_G], \tag{A.4}
\]

which can be computed using (3.29) and the consistency equations of the equations of motion,

\[ QG E_{-\frac{3}{2}} = 0, \quad QG E_{-1} + \kappa [B_{-\frac{3}{2}}, E_{-\frac{3}{2}}]_G = 0, \]
\[ \eta E_{-\frac{3}{2}} = -QG S_{(n+2)} - (1 - \delta_{n,1}) \kappa [B_{-\frac{3}{2}}, S_{-\frac{3}{2}}]_G \]
\[ - \sum_{m=1}^{n} \frac{\kappa^{m}}{m!} (\hat{B}^n_{-\frac{3}{2}}, E_{-1}B_{-\frac{3}{2}}) - \sum_{m=1}^{n+1} \frac{\kappa^{m}}{m!} (\hat{B}^n_{-\frac{3}{2}}, E_{-\frac{3}{2}})G, \quad (n = 1, 2), \tag{A.5}
\]

obtained from (3.18). From these new consistency equations, we have

\[ \eta S(1)_{-\frac{n+2}{n+2}} = \eta \left( \frac{\kappa^{n+3}}{(n+3)!} [\Psi, (\eta \Psi)^{n+2}, QG \Psi]_G - \frac{\kappa^{n+4}}{(n+4)!} [\Psi, QG \Psi, (\eta \Psi)^{n+2}, \eta G]_G \right) \]
\[ - \frac{\kappa^{n+4}}{(n+4)!} [\Psi, (\eta \Psi)^{n+2}, [\Psi, \eta G]_G]_G - \frac{\kappa^{n+4}}{(n+4)!} (n+3) [\Psi, \eta G]_G, \]
\[ - \frac{\kappa^{n+4}}{(n+3)!} (n+3) [\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta G]_G]_G \]
\[ + \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n} \left( \frac{n+3}{m} \right) [[\Psi, (\eta \Psi)^{n-m+2}, G, \Psi, (\eta \Psi)^m, \eta G]_G \\
+ \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n+1} \left( \frac{n+3}{m} \right) [[\Psi, (\eta \Psi)^n, [\Psi, (\eta \Psi)^{n-m+2}, G, \eta G]_G], \tag{A.6}
\]

at the \((n+4)\)-th order. The terms in the right hand side come from the \(\eta\)-non-exact part in (A.2). Using these explicit results, the subsidiary equations (3.32) can further be modified as

\[ S(2)_{-\frac{n+2}{n+2}} = S(1)_{-\frac{n+2}{n+2}} - \frac{\kappa^{n+3}}{(n+3)!} [\Psi, (\eta \Psi)^{n+2}, E_{-\frac{3}{2}}]_G \\
+ \frac{\kappa^{n+4}}{(n+4)!} [\Psi, QG \Psi, (\eta \Psi)^{n+2}, E_{-1}]_G + \frac{\kappa^{n+4}}{(n+4)!} [\Psi, (\eta \Psi)^{n+2}, [\Psi, E_{-1}]_G]_G
\]
\[+ \frac{\kappa^{n+4}}{(n+4)!} (n+3)[\Psi, \eta \Psi]_G, \Psi, (\eta \Psi)^{n+1}, E_{-1}]_G + \frac{\kappa^{n+4}}{(n+4)!} (n+3)[\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta \Psi, E_{-1}]]_G \]

\[- \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n} \left( \begin{array}{c} n+3 \\ m \end{array} \right) [\Psi, (\eta \Psi)^{n-m+2}]_G, \Psi, (\eta \Psi)^m, E_{-1}]_G \]

\[- \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n} \left( \begin{array}{c} n+3 \\ m \end{array} \right) [\Psi, (\eta \Psi)^m, [\Psi, (\eta \Psi)^{n-m+2}, E_{-1}]]_G = 0, \quad (A.7) \]

so as to be \(\eta\)-exact at the \((n+4)\)-th order:

\[S(2)^{(n+4)} = \eta \left( B_{\frac{n+4}{2}}^{(n+4)} + \frac{\kappa^{n+3}}{(n+4)!} [\Psi, Q_G \Psi, (\eta \Psi)^{n+2}]_G + \frac{\kappa^{n+3}}{(n+4)!} (n+3)[\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta \Psi]]_G \right. \]

\[- \frac{\kappa^{n+3}}{(n+4)!} \sum_{m=0}^{n} \left( \begin{array}{c} n+3 \\ m \end{array} \right) [\Psi, (\eta \Psi)^m, [\Psi, (\eta \Psi)^{n-m+3}]_G]_G \] \]

which can exactly be solved by \((A.3)\). Substituting this solutions into the new subsidiary equations \((A.7)\), they are again the sum of the \(\eta\)-exact part and the terms including either \(Q_G \eta \Psi\) or \(\eta G\) at the next, \((n+6)\)-th order. We obtain, from the \(\eta\)-exact part,

\[B_{\frac{n+6}{2}}^{(n+6)} = \frac{\kappa^{n+5}}{(n+6)!} \left( [\Psi, (Q_G \Psi)^2, (\eta \Psi)^{n+3}]_G \right. \]

\[- \sum_{m=0}^{n} \frac{2n-m+10}{n+5} \left( \begin{array}{c} n+5 \\ m \end{array} \right) [\Psi, (\eta \Psi)^m, [\Psi, Q_G \Psi, (\eta \Psi)^{n-m+3}]_G]_G \]

\[+ \sum_{m=n+1}^{n+3} \left( \begin{array}{c} n+4 \\ m+1 \end{array} \right) [\Psi, (\eta \Psi)^m, [\Psi, Q_G \Psi, (\eta \Psi)^{n-m+3}]_G]_G \]

\[- \sum_{m=0}^{n+1} \left( \begin{array}{c} n+4 \\ m \end{array} \right) [\Psi, Q_G \Psi, (\eta \Psi)^m, [\Psi, (\eta \Psi)^{n-m+3}]_G]_G \]

\[+ (2n+9)[\Psi, Q_G \Psi, (\eta \Psi)^{n+2}, [\Psi, \eta \Psi]]_G \]

\[+ \sum_{m=0}^{n} \sum_{l=0}^{n-m+1} \left( \begin{array}{c} n+5 \\ m \end{array} \right) \left( \begin{array}{c} n-m+4 \\ l \end{array} \right) [\Psi, (\eta \Psi)^m, [\Psi, (\eta \Psi)^{l+3}]_G]_G \]

\[- \left( \begin{array}{c} n+5 \\ 3 \end{array} \right) [\Psi, (\eta \Psi)^{n+1}, [\Psi, [\Psi, (\eta \Psi)^3]]_G]_G \]

\[- \sum_{m=0}^{n} \frac{(n-m+4)(2n-m+9)}{n+4} \left( \begin{array}{c} n+5 \\ m \end{array} \right) [\Psi, (\eta \Psi)^m, [\Psi, (\eta \Psi)^{n-m+2}, [\Psi, \eta \Psi]]_G]_G \]

\[+ (n+5)(n+3)[\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta \Psi, [\Psi, \eta \Psi]]_G]_G \]

\[+ (n+5)[\Psi, (\eta \Psi)^{n+2}, [\Psi, [\Psi, \eta \Psi]]_G]_G \]
\begin{align}
+ \sum_{m=0}^{n-1} \sum_{l=0}^{n-m-1} \frac{1}{2} \binom{n+5}{m+l+3} \binom{m+l+3}{m} \left[ \Psi, (\eta \Psi)^m, [\Psi, (\eta \Psi)^{l+2}]_G, [\Psi, (\eta \Psi)^{n-m-l+1}]_G \right]_G \\
- \sum_{m=0}^{n} (n+5) \binom{n+3}{m} [\Psi, (\eta \Psi)^m, [\Psi, \eta \Psi]_G, [\Psi, (\eta \Psi)^{n-m+2}]_G]_G \\
+ (n+5)(n+3) [\Psi, (\eta \Psi)^{n+1}, [\Psi, \eta \Psi]_G, [\Psi, \eta \Psi]_G]_G .
\end{align}

These results include the higher order corrections, $B^{(7)}_{-1/2}$ and $B^{(8)}_{-1}$, than those obtained previously.\(^6\)

The string fields $B_{-n/2}$ built with small number of the string products $[\cdots]_G$ can be obtained to all orders,\(^2\)\(^6\) starting from

$$
B_{-1}^{[0]} = \eta \Psi, \quad B_{-n/2}^{[0]} = 0, \quad (n \geq 2),
$$

(A.10)

where the number in $[\cdot]$ at the superscript denotes the number of string products included. The subsidiary equations including the terms with a single string product can formally be written as

$$
\left( \eta B_{-k/2}^{[1]} \right)^{[1]} + \left( QG B_{-k/2}^{[1]} \right)^{[1]} + \kappa^{k+1} \left[ (B_{-1}^{[0]})^{k+2} \right]_G = 0 .
$$

(A.11)

Note that $\eta B_{-n/2}^{[1]}$ and $QG B_{-n/2}^{[1]}$ are including the terms with two or more string products coming through the equations of motion or the fundamental relation (3.1). The superscript [1] at the outer parentheses denotes the terms with a single string product among them. Substituting the general form of terms with one string product,

$$
B_{-k/2}^{[1]} = \sum_{n=1}^{\infty} f_n^{(k)} \kappa^{2n+k-1} [\Psi, (QG \Psi)^{n-1}, (\eta \Psi)^{n+k}]_G ,
$$

(A.12)

into (A.11), we have

$$
f_1^{(k)} = \frac{1}{(k+2)!} , \quad f_n^{(k)} + f_{n+1}^{(k+2)} = 0 ,
$$

(A.13)

for the numerical coefficient $f_n^{(k)}$. This recursion relation is easily solved by

$$
f_n^{(k)} = \frac{(-1)^{n+1}}{(2n+k)!} .
$$

(A.14)

Next, the terms built with two string products can generally be written as

$$
B_{-k/2}^{[2]} = \sum_{n=1}^{\infty} \sum_{m=0}^{n-2} \sum_{l=0}^{n+k} f_{n,m,l}^{(k)} \kappa^{2n+k-1} [\Psi, (QG \Psi)^{n-m-2}, (\eta \Psi)^{n-l+k}, [\Psi, (QG \Psi)^m, (\eta \Psi)^l]_G]_G .
$$

(A.15)
Substituting these expressions into the subsidiary equations,

$$
\left( \eta B_{-1/2}^{[1]} \right)^{[2]} + \left( QG B_{-1/2}^{[1]} \right)^{[2]}
+ \left( \eta B_{-1/2}^{[2]} \right)^{[2]} + \left( QGB_{-1/2}^{[2]} \right)^{[2]}
+ \sum_{i=1}^{k+1} \frac{k!}{l!} (B_{-1/2}^{[0]} l^l, B_{-1/2}^{[1]} l^l) G = 0,
$$

(A-16)

we have

$$
f_{n,0,l}^{(k)} - \left( \begin{array}{c} n+k+1 \\ l+1 \end{array} \right) f_{n-1}^{(k+2)} + \frac{1}{2} f_{n-1}^{(k)} \delta_{l,1} = 0, \quad (n \geq 2, \ 1 \leq l \leq n+k),
$$

(A-17a)

$$
f_{n,n-2,l}^{(k)} + \left( \begin{array}{c} n+k+1 \\ l \end{array} \right) f_{n-1}^{(k+2)} = 0, \quad (n \geq 2, \ 0 \leq l \leq n+k),
$$

(A-17b)

$$
f_{n,m,0}^{(k)} - \left( \begin{array}{c} n-1 \\ m+1 \end{array} \right) f_n^{(k)} = 0, \quad (n \geq 3, \ 1 \leq m \leq n-2),
$$

(A-17c)

$$
f_{n,m,n+k}^{(k)} + \left( \begin{array}{c} n-1 \\ m \end{array} \right) f_n^{(k)} = 0, \quad (n \geq 2, \ 0 \leq m \leq n-2),
$$

(A-17d)

$$
f_{n+1,m,l}^{(k+2)} + \left( \begin{array}{c} n-1 \\ m \end{array} \right) \left( \begin{array}{c} n+k+2 \\ l \end{array} \right) f_n^{(k+2)} = 0,
$$

$$
(n \geq 2, \ 0 \leq m \leq n-2, \ 0 \leq l \leq n+k+1),
$$

(A-17e)

$$
f_{n+1,m,l-1}^{(k+2)} + f_{n,m-1,l}^{(k+2)} - \left( \begin{array}{c} n-1 \\ m \end{array} \right) \left( \begin{array}{c} n+k+2 \\ l \end{array} \right) f_n^{(k+2)}
+ \left( \begin{array}{c} 2n+k+2 \\ 2m+1 \end{array} \right) f_{n+1}^{(k+2)} \delta_{l,m+1}^2 + \left( \begin{array}{c} 2n+k+2 \\ 2m+2 \end{array} \right) f_n^{(k+2)} \delta_{l,m+2} = 0,
$$

$$
(n \geq 2, \ 1 \leq m \leq n-1, \ 1 \leq l \leq n+k+2),
$$

(A-17f)

for the coefficients $f_{n,m,l}^{(k)}$. These recursion relations are solved by

$$
f_{n,m,l}^{(k)} = \begin{cases} 
\sum_{i=0}^{l} \left( \begin{array}{c} n-1 \\ m+l+1-i \end{array} \right) \left( \begin{array}{c} n+k+1 \\ i \end{array} \right) \frac{(-1)^{n+1}}{(2n+k)!} l^l, & \text{for } (0 \leq l \leq m+1), \\
-\sum_{i=0}^{m} \left( \begin{array}{c} n-1 \\ i \end{array} \right) \left( \begin{array}{c} n+k+1 \\ m+l+1-i \end{array} \right) \frac{(-1)^{n+1}}{(2n+k)!} l^l, & \text{for } (m+2 \leq l \leq n+k),
\end{cases}
$$

(A-18)

where the binomial coefficient $\binom{n}{m}$ was generalized as

$$
\binom{n}{m} = \begin{cases} 
\frac{n!}{(n-m)!m!}, & \text{for } (0 \leq m \leq n), \\
0, & \text{for } (m < 0, \text{ or } m > n).
\end{cases}
$$

(A-19)

The results (A-15) with (A-18) are including the correction $B_{-1/2}^{[2]}$ which was not obtained previously. This enables us to write down the corrections to the action, built with two string
products, as
\[
S^{[2]} = \sum_{n=2}^{\infty} \sum_{m=0}^{n-2} h_{n,m,l} \sum_{l=0}^{n-2} n^{-l+1} \sum_{m=0}^{n} (m,l) \neq (0,0) \times \kappa^{n+2} \langle \eta\Psi, [\Psi, (Q_{G}\Psi)^{n-m-2}, (Q_{G}\Xi)^{n-l+1}, [\Psi, (Q_{G}\Psi)^{m}, (Q_{G}\Xi)^{l}]_{G}]_{G} \rangle, \tag{A.20}
\]
where
\[
h_{n,m,l} = (n - l + 2)f^{(2)}_{n,m,l} - \frac{1}{2}f^{(1)}_{n,m,l} - \frac{1}{2}f^{(1)}_{n-m-1}f^{(1)}_{m+1}\delta_{l,m+2}. \tag{A.21}
\]
The part of the conventional equations of motion including two string products or less are reproduced if we impose the constraint \(Q_{G}\Xi = B_{-1/2}^{[0]} + B_{-1/2}^{[1]} + B_{-1/2}^{[2]}\) on the equations of motion derived from the action obtained previously with the correction (A.20).

The first-order formulation also gives a systematic method to obtain the gauge transformations of \(V\) and \(\Psi\), while not as efficient as the one for the equations of motion. The gauge parameters at the \((n+4)\)-th order are restricted as
\[
s^{(n+4)}_{-n/2} = -\frac{\kappa^{n+4}}{(n+4)!} \langle \Psi, Q_{G}\Psi, (\eta\Psi)^{n+2}, \eta A_{1}\rangle_{G} \\
+ \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n+1} \binom{n+3}{m} \langle \Psi, (\eta\Psi)^{m}, [\Psi, (\eta\Psi)^{n-m+2}, \eta A_{1}]_{G} \rangle_{G} \\
+ \frac{\kappa^{n+4}}{(n+4)!} \sum_{m=0}^{n} \binom{n+3}{m} \langle [\Psi, (\eta\Psi)^{n-m+2}]_{G}, \Psi, (\eta\Psi)^{m}, \eta A_{1}\rangle_{G} \\
- \frac{n+3}{(n+4)!} \kappa^{n+4} \langle \Psi, \eta\Psi \rangle_{G}, \Psi, (\eta\Psi)^{n+1}, \eta A_{1}\rangle_{G} + \frac{n+3}{(n+4)!} \kappa^{n+3} \langle \Psi, (\eta\Psi)^{n+2}, Q_{G}A_{1/2}\rangle_{G} \\
- \frac{\kappa^{n+3}}{(n+4)!} \langle \Psi, (\eta\Psi)^{n+2}, \eta A_{3/2}\rangle_{G}, \quad n \geq 0, \tag{A.22}
\]
from which we can compute the gauge transformations \(B_{3}^{(4)}\) and \(\delta^{(4)}\). One can confirm the results reproduce the transformations given in Ref. [6].
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