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Abstract: Owing to the problems that imperfect decomposition process of empirical mode decomposition (EMD) denoising algorithm and poor self-adaptability, it will be extremely difficult to reduce the noise of signal. In this paper, a noise reduction method of underwater acoustic signal denoising based on complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN), effort-to-compress complexity (ETC), refined composite multiscale dispersion entropy (RCMDE) and wavelet threshold denoising is proposed. Firstly, the original signal is decomposed into several IMFs by CEEMDAN and noise IMFs can be identified according to the ETC of IMFs. Then, calculating the RCMDE of remaining IMFs, these IMFs are divided into three kinds of IMFs by RCMDE, namely noise-dominant IMFs, real signal-dominant IMFs, real IMFs. Finally, noise IMFs are removed, wavelet soft threshold denoising is applied to noise-dominant IMFs and real signal-dominant IMFs. The denoised signal can be obtained by combining the real IMFs with the denoised IMFs after wavelet soft threshold denoising. Chaotic signals with different signal-to-noise ratio (SNR) are used for denoising experiments by comparing with EMD_MSE_WSTD and EEMD_DE_WSTD, it shows that the proposed algorithm has higher SNR and smaller root mean square error (RMSE). In order to further verify the effectiveness of the proposed method, which is applied to noise reduction of real underwater acoustic signals. The results show that the denoised underwater acoustic signals not only eliminate noise interference also restore the topological structure of the chaotic attractors more clearly, which lays a foundation for the further processing of underwater acoustic signals.
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1. Introduction

The underwater acoustic signals processing is one of the most active subjects in modern information fields [1,2]. Underwater acoustic signal is a non-linear, non-Gaussian, non-stationary chaotic signal, it is easily effected by the other targets, marine environment and various equipment in the process of acquisition and transmission. These problems will inevitably cause some noise for received signal, which is extremely harmful to target detection, location, classification and recognition [3,4]. And self-characteristic of signal is easily ignored in the traditional underwater acoustic signals denoising methods. Therefore, the more effective technology has a wide application prospect in underwater acoustic signal processing [5–7].
Empirical Mode Decomposition (EMD) is proposed by Huang [8], it is an adaptive decomposition method for processing some non-linear and non-stationary signals. EMD not only does not need to set a basis function but also can overcome the shortcomings of subjective experience. However, mode mixing and boundary effects can easily occur in the decomposition process, so that the different intrinsic mode functions will contain similar components which affect the decomposition effect [9]. In order to overcome these difficulties, Wu and Huang [10] proposed a noise-assisted analysis method ensemble empirical mode decomposition (EEMD). EEMD is the improvement of EMD, the mode mixing can be basically eliminated. However, some residual noise exist in the reconstructed components, the calculation amount of EEMD is larger than EMD. Besides, empirical mode decomposition energy entropy has received largely extensive attention, such as the field of roller bearing fault diagnosis [11].

A complete ensemble empirical mode decomposition with adaptive white noise (CEEMDAN) [12] was proposed. This method can obtain the IMFs by adding adaptive white noise and calculating specific allowance based on EEMD. CEEMDAN can solve these problems that imperfect decomposition process and larger reconstruction error of EMD. Moreover, it can require a few iterations, which can save a lot of computational costs. At present, the CEEMDAN has been widely applied to non-linear signal processing, such as power load prediction [13], gear fault diagnosis [14], medical signal processing [15], wind speed prediction [16] and so forth.

In order to further research the characteristic information of non-linear and non-stationary signals, many methods for measuring complexity have been proposed. such as sample entropy (SampEn) [17], permutation entropy (PE) [18,19], approximation entropy [20], multi-scale permutation entropy (MPE) [21,22] and multi-scale sample entropy (MSE) [23] and so forth. However, for chaotic time series, the calculating speed of SampEn is slower and the mutated signal is more changeable. Although the calculating speed of PE is faster than SampEn, the relationship between signal amplitudes is easily neglected. The application of FE in big data processing is quite difficult because the fuzzy measure of signal cannot be determined. In response to the inherent flaws of the above methods, a new complexity measurement method, dispersion entropy (DE) [24], which was proposed by Rostaghi and Azami in 2016. This method has the advantages of the faster calculating speed and better stability, moreover, it is never affected by mutation signals. Inspired by multi-scale entropy and composite multi-scale, Azami made an improvement of DE and multiscale dispersion entropy (MDE), proposed a refined composite multiscale dispersion entropy (RCMDE) [25]. Compared with other multiscale methods, RCMDE has the advantages of better stability, faster calculation speed, stronger stability and higher recognition rate and so forth. And it is more suitable for researching and processing the non-linear and non-stationary signal. The RCMDE has been applied to check diagnosis of rolling bearings [26].

In view of the advantages of CEEMDAN and RCMDE in non-linear dynamics, they are applied to non-linear chaotic signals and actual underwater acoustic signals and proposed a noise reduction algorithm combined with ETC and wavelet threshold denoising. The key points of the proposed algorithm are as follows: (1) the IMFs by CEEMDAN are reorganized into four reconstructed IMFs, which is beneficial to signal denoising. (2) Wavelet soft threshold denoising is applied to recombination series, the optimal decomposition level is determined by the noise reduction effect of reconstructed IMFs. (3) The proposed algorithm is respectively applied to Chens model and actual underwater acoustic signals. (4) Through qualitative and quantitative analysis to denoised signal, the noise reduction effect of the proposed algorithm is verified by comparing with EMD_MSE_WSTD and EEMD_DE_WSTD.

2. Basic Theory

2.1. Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN)

2.1.1. EEMD

EEMD is an algorithm based on EMD, the specific steps of EEMD are summarized as follows [27]:
Step 1: Define original signal is $x(t)$, $\varepsilon(t)$ represents white noise series with standard normal distribution in the $i$-th experiment. $x_i(t) = x(t) + \varepsilon_i(t)$ is defined as the $i$-th signal, where $i = 1, \ldots, N$ represents the number of experiments.

Step 2: We can obtain $IMF_n^i$ by decomposing $\varepsilon(t)$ from EMD, where $n = 1, \ldots, K$ is the number of IMFs.

Step 3: The $n$-th modal component is defined as $IMF_n$, the average value of $IMF_n^i$ is expressed as:

$$IMF_n = \frac{1}{N} \sum_{i=1}^{N} IMF_n^i$$  \hspace{1cm} (1)

Because of white noise $\varepsilon(t)$ involved in the decomposition in each experiment is different, so the residual signals are different. The residual signals are defined as:

$$r_n^i(t) = r_{n-1}^i(t) - IMF_n^i(t)$$  \hspace{1cm} (2)

2.1.2. CEEMDAN

CEEMDAN is an improved algorithm of EEMD. The key technique of this algorithm is that adds adaptive white noise and calculates the specific residuals to obtain corresponding IMFs. $E_n(\cdot)$ is defined as the $n$-th modal component by EMD. In this paper, $IMF_n^i(t)$ represents the $n$-th modal component obtained by CEEMDAN. the specific steps of CEEMDAN are summarized as follows [28]:

Step 1: Perform $N$ experiments on the signal $x_i(t)$, the first modal component $IMF_1^i(t)$ is defined as:

$$IMF_1^i(t) = \frac{1}{N} \sum_{i=1}^{N} IMF_1^i(t)$$  \hspace{1cm} (3)

Step 2: Calculate the first residual, $r_1(t) = x(t) - IMF_1(t)$.

Step 3: The $i(i = 1, \ldots, N)$ experiments are conducted continuously $r_1(t) + E_1(\varepsilon(t))$ is decomposed until the first modal component of EMD is obtained. Calculate the second modal component $IMF_2(t)$:

$$IMF_2(t) = \frac{1}{N} \sum_{i=1}^{N} E_1\left(r_1(t) + E_1(\varepsilon(t))\right)$$  \hspace{1cm} (4)

Step 4: Calculate the $n$-th residual signal and the $(n + 1)$-th modal component for the remaining phases according to the calculation process of step 3.

$$r_n(t) = r_{n-1}(t) - IMF_n(t)$$  \hspace{1cm} (5)

$$IMF_{(n+1)}(t) = \frac{1}{N} \sum_{i=1}^{N} E_1\left(r_n(t) + E_n(\varepsilon(t))\right)$$  \hspace{1cm} (6)

Step 5: Continue to execute step 4 until the residual signal is no longer decomposed this criterion is that the number of extreme points of residual signal is less than or equal to 2. the final residual signal is as follows:

$$R(t) = x(t) - \sum_{n=1}^{K} IMF_n(t)$$  \hspace{1cm} (7)

Therefore, original signal will be eventually decomposed as:

$$x(t) = \sum_{n=1}^{K} IMF_n(t) + R(t)$$  \hspace{1cm} (8)
This decomposition process is complete and adaptive from the algorithm implementation steps of CEEMDAN. This method not only accurately reorganize original signal by adding different white noise also restore some characteristics of EMD while solving the mode mixing problem. The flow chart of CEEMDAN [29] is designed in Figure 1.

Figure 1. The flow chart of CEEMDAN.
2.2. Effort-To-Compress Complexity (ETC)

Shannon entropy has been widely used to characterize the complexity of time series caused by stochastic processes such as the chaotic dynamic systems. However, it does not perform well on noise-intensive non-stationary time series. By the time, the measure of compression complexity becomes a great alternative solution [30]. At present, the two methods have been used to measure the complexity of signals, namely Lempel-Ziv test (LZ) and effort-to-compress test (ETC). Many researches have confirmed that LZ and ETC are superior to Shannon entropy in accurately characterizing the dynamic complexity of non-linear dynamic systems. However, the ETC has more different complexity value than LZ and Shannon entropy, it can achieve more sophisticated resolution [31]. Therefore, the application of ETC in non-linear, non-stationary underwater acoustic signals should be promising.

ETC is used to compress a known series by an algorithm, which named non-sequential recursive pair substitution (NSRPS) [32], the specific steps of ETC are summarized as follows:

Step 1: Input time series is converted to symbol series so as to compress them by compression calculation, where $s_1, \ldots, s_n$ are defined as input series with the number of $n$.

Step 2: The first iteration is performed when the number of a symbol occurrences is greatest, the series will be replaced by a new symbol. For example, the symbol of “11010010” can be transformed into “12202” caused by “10” has the largest number of occurrences compared with “00”, “01” and “11” in the iteration.

Step 3: Complete the second iteration continuously, in which “12202” is converted to “3202”. In fact, the frequency of occurrence of all symbols is no difference, we choose to replace “12”.

Step 4: The remaining series $s_2, \ldots, s_n$ are respectively iterated according to above algorithm until the length of string is reduced to 1 or the series becomes a constant series. Thus, the change of series “11010010” is expressed as: $11010010 \rightarrow 12202 \rightarrow 3202 \rightarrow 402 \rightarrow 52 \rightarrow 6$.

Step 5: The value of complexity by ETC is obtained according to execution times of this algorithm. where $p$ is defined as the value of ETC, $N$ represents the number of algorithm that required to convert an input series into a constant series by NSRPS.

\[ p = \frac{N}{L-1} \]  \hspace{1cm} (9)

where $L$ represents the length of symbol series, $N$ is a non-negative integer from 0 to $L - 1$, attention should also be paid to:

\[ 0 \leq \frac{N}{L-1} \leq 1 \]  \hspace{1cm} (10)

2.3. Refined Composite Multiscale Dispersion Entropy (RCMDE)

2.3.1. Dispersion Entropy (DE)

DE is a non-linear dynamic analysis method that characterizes the complexity and irregularity of time series, the algorithm is based on the mapping of normal distribution function. Thus, the expectation and standard deviation of data should be considered, the calculation steps of DE are summarized as follows [33]:

Step 1: Define time series is $x = \{x_j, j = 1, 2, \ldots, N\}$, $x$ is mapped to $y = \{y_j, j = 1, 2, \ldots, N\}$ according to normal distribution function, where $y_j \in (0, 1)$. and the normal distribution function $y_j$ is defined as:

\[ y_j = \frac{1}{\sigma \sqrt{2\pi}} \int_{-\infty}^{x_j} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt \]  \hspace{1cm} (11)

where $\mu$ and $\sigma$ respectively represent expectation and standard deviation of time series.
Step 2: The \( y \) is mapped to the range of \([1, 2, \ldots, c]\) by linear transformation.

\[
z_i^c = R \left( c \cdot y_i + \frac{1}{2} \right)
\]

(12)

where \( R \) and \( c \) respectively represent integer function and the number of categories.

Step 3: Calculate the embedded vector \( z_i^{m,c} \):

\[
z_i^{m,c} = \{z_i^c, z_{i+d}^c, \ldots, z_{i+(m-1)d}^c\}
\]

(13)

where \( i = 1, 2, \ldots, N - (m-1)d \), \( m \) and \( d \) respectively represent embedding dimensions and time delays.

Step 4: The dispersion pattern is defined as: \( \pi_{0,v_1,\ldots,v_m-1}^c (v = 1, 2, \ldots, c) \), if \( z_i^c = v_0, z_{i+d}^c = v_1, \ldots, z_{i+(m-1)d}^c = v_{m-1} \), the dispersion patterns of \( z_i^{m,c} \) is \( \pi_{0,v_1,\ldots,v_m-1}^c \).

Step 5: For each dispersion patterns, relative frequency is defined as follows:

\[
p(\pi_{0,v_1,\ldots,v_m-1}^c) = \frac{N_{b}(\pi_{0,v_1,\ldots,v_m-1}^c)}{N - (m-1)d}
\]

(14)

where \( N_{b}(\pi_{0,v_1,\ldots,v_m-1}^c) \) represents the number of \( z_i^{m,c} \) mapped to \( \pi_{0,v_1,\ldots,v_m-1}^c \). Actually, \( p(\pi_{0,v_1,\ldots,v_m-1}) \) shows the ratio of \( N_{b}(\pi_{0,v_1,\ldots,v_m-1}^c) \) to \( z_i^{m,c} \).

Step 6: According to the definition of Shannon, the DE of original time series is defined as:

\[
DE(x, m, c, d) = -\sum_{n=1}^{c} p(\pi_{0,v_1,\ldots,v_m-1}) \ln (p(\pi_{0,v_1,\ldots,v_m-1}))
\]

(15)

The parameters selection has been described in Reference [34]. The value of embedding dimensions and categories should be appropriate, \( m \) is usually taken as 2 or 3, \( c \) is taken as an integer from 3 to 8, \( d \) is 1, the length of input time series should be greater than 2000.

From the results of DE, the larger the value of DE, the higher the irregularity of time series, conversely, the irregularity is lower. From the process of algorithm, when all possible dispersion patterns obtain equal probability value, the complexity of signal is the highest, DE obtains the maximum value \( \ln (c^n) \). If there is a value of \( p(\pi_{0,v_1,\ldots,v_m-1}) \) and it is not zero, it shows that the lower the complexity of time series, the smaller the value of DE [35].

2.3.2. Multiscale Dispersion Entropy (MDE)

MDE is an interval method based on DE for measuring the complexity and regularity of time series. and the specific steps of MDE are summarized as follows [36,37]:

Step 1: For initial time series \( x \), when embedding dimension \( m \) and similar tolerance \( r \) are respectively determined, the \( k \)-th coarse-grained time series with the scale factor \( \tau \) can be constructed. \( w_k^{(\tau)} \) is defined as:

\[
w_k^{(\tau)} = \sum_{a=\left(\tau-1\right)\tau+1}^{\tau} x_{a\tau}, \quad k = 1, 2, \ldots, N/\tau
\]

(16)

where \( \tau \) is a positive integer. For each scale factor, sample data is divided into several sequences with length \( N/\tau \).

Step 2: The MDE with the change of scale factor can be obtained according to the coarse-grained time series, the DE of sample data for each scale factor is defined as:

\[
MDE(x, m, c, d, \tau) = \frac{1}{\tau} \sum_{k=1}^{\tau} DE(w_k^{(\tau)}, m, c, d)
\]

(17)
The MDE algorithm fulfills multiscale transformation by equidistant segmentation and averaging of original data. Although its calculation process is simple and fast, there are some relationships between the data after segmentation, which can easily lead to the loss of information.

2.3.3. Refined Composite Multiscale Dispersion Entropy (RCMDE)

In order to solve the above problems, original data is pre-processed on the basis of MDE and then improve the algorithmic process. The specific steps of RCMDE are summarized as follows:

Step 1: For original time series \( x \), \( \text{length}(*) \) represents the length of signal. the \( k \)-th of coarse-grained series is \( w^k \) \( = \{ w^k_{1,1}, w^k_{1,2}, \ldots, w^k_{1,Nj}, w^k_{2,1}, \ldots, w^k_{2,Nj}, \ldots, w^k_{m,1}, \ldots, w^k_{m,Nj} \} \), where \( k = 1, 2, \ldots, m \), \( \tau \), \( w^k_{i,j} \) is defined as:

\[
\begin{align*}
    w^k_{i,j} &= \frac{1}{\tau} \sum_{a=\text{length}(x)/\tau}^{\text{length}(x)/\tau-j+1} x_{a+j} \quad 1 \leq j \leq \frac{\text{length}(x)}{\tau}
\end{align*}
\]  

(18)

Step 2: For each scale factor, RCMDE is defined as follows:

\[
\begin{align*}
    \text{RCMDE}(x, m, c, d, \tau) &= -\sum_{\pi=1}^{m} \left( \prod_{k=0}^{\tau} \prod_{j=1}^{\text{length}(x)/\tau} p_k \right) \ln \left( \prod_{k=0}^{\tau} \prod_{j=1}^{\text{length}(x)/\tau} p_k \right)
\end{align*}
\]  

(19)

where \( p_k \) represents the average probability of dispersion pattern \( w^k \). \( p_k \) is defined as follows:

\[
\begin{align*}
    p_k &= \frac{1}{\tau} \sum_{j=1}^{\text{length}(x)/\tau} p^k_{ij}
\end{align*}
\]  

(20)

In this paper, the relevant characteristics of RCMDE is verified by analyzing the simulated signals. And the mean value and standard deviation figures of Gaussian white noise (Noise 1) and \( 1/f \) noise (Noise 2) with the length of 3000 are plotted. These figures respectively reflect the mean value and standard deviation of MSE, DE and RCMDE in 10 scale factors. The parameters of MSE are set to: embedding dimension \( m = 2 \), similar tolerance \( r = 0.15 \), and the parameters of MSE are defined as follows: \( m = 2 \), \( c = 3 \), \( d = 1 \). The simulation results of Noise 1 and Noise 2 are shown in Figure 2.
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**Figure 2.** Mean value and standard deviation of results of the Noise 1 and Noise 2. (a) MSE; (b) DE; (c) RCMDE.

As can be seen from Figure 2, the overall trend of this three methods is basically the same. It is found that the entropy of Noise 1 is larger than that of Noise 2 on the low scale, the entropy of Noise 1 monotonously decreases with the increase of scale. Which indicates that the degree of irregularity of Gaussian noise is higher, the main information is on the low scale. However, the curve change of Noise 2 is not obvious, which indicates that the internal structure of Noise 2 is more complex, the main information is not on the low scale. As shown in Figure 2c, the curve of RCMDE is smoother and more stable. Therefore, it has been verified that the RCMDE is more suitable for analyzing these two signals, the stability and accuracy are higher.
2.4. Wavelet Threshold Denoising

An effective signal noise reduction method can play a vital role in the field of signal processing. Wavelet analysis developed from Fourier analysis is a new time-frequency analysis tool, which has favorable time-frequency localized and multi-resolution properties. Wavelet analysis has been widely applied in signal processing field [38–40]. The specific steps of wavelet transform are as follows:

We suppose that the mathematical expression of one dimensional signal with noise is \( f(t) = s(t) + \delta e(t) \), where \( t = 0, 1, \ldots, (n - 1) \). \( s(t), e(t), f(t) \) and \( \delta \) are respectively defined as real signal, Gaussian noise, noise signal and the correlation coefficient of noise.

Step 1: A proper wavelet basis function and decomposition level are selected to perform wavelet decomposition on the noisy signal \( f(t) \).

Step 2: For the high frequency coefficients obtained by wavelet decomposition, the thresholds are estimated according to the appropriate threshold selection criteria.

Step 3: The high frequency coefficients in different decomposition scales are quantified by thresholds.

Step 4: The low frequency coefficients of wavelet decomposition and high frequency coefficients after processing are reconstructed to obtain denoised signals.

There are many wavelet basis functions and threshold selection criteria in the wavelet analysis, the db4 wavelet basis function is used in this paper. Owing to soft threshold denoising can flexibly overcome the discontinuity of hard threshold among many threshold estimation methods, which has been widely applied to signal processing fields. Therefore, the wavelet soft threshold denoising (WSTD) is applied to this paper.

3. The Proposed Noise Reduction Algorithm

3.1. The Proposed Noise Reduction Algorithm

In this paper, a noise reduction method based on CEEMDAN, effort-to-compress complexity, refined composite multiscale dispersion entropy and wavelet soft threshold denoising is proposed. The flow chart of the proposed algorithm is designed in Figure 3.

The specific steps of the proposed algorithm are as follows:

Step 1: An input signal is decomposed into several IMFs by CEEMDAN and arranged from high frequency to low frequency in turn.

Step 2: Calculating the ETC of all IMFs. If the ETC is greater than or equal to threshold \( p \), this IMF will be determined as noise IMF. And set \( p = 0.85 \) after multiple experiments.

Step 3: Calculating the RCMDE of remaining IMFs. If the RCMDE is greater than or equal to threshold \( q \), this IMF is defined as noise-dominant IMFs. If the RCMDE is greater than or equal to threshold \( r \), this IMF is the real signal-dominant IMFs. and the remaining IMFs are judged as the real IMFs, where \( q = 1.85 \), \( r = 1.10 \).

Step 4: Wavelet soft threshold denoising is applied to noise-dominant IMFs and real signal-dominant IMFs. Owing to the noise signals contain different degrees of noise, the optimal denoising effect is distributed in different decomposition levels. In this paper, wavelet basis function is db4, decomposition level is from one to six, the optimal decomposition level is determined according to signal noise ratio (SNR) and root mean square error (RMSE) of denoised IMFs.

Step 5: In order to ensure more effective denoising effect, the noise IMFs are abandoned. We can obtain the final denoised signal by combining real IMFs and denoised IMFs obtained by wavelet soft threshold.
Figure 3. The flow chart of the proposed algorithm.

In steps 2 and 3, the algorithm of determining \( p, q, r \) is as follows:

Step 1: Many researches have confirmed that the noise of signal mainly exists in the high frequency component. In this paper, the IMF1 is a high frequency component by modal decomposition. Thus, the threshold \( q \) is set to 0.85 according to the ETC of IMFs.

Step 2: We suppose that the RCMDE of the remaining IMFs has a value range of \([m, n]\), the average value is \( w \). Take two thresholds in \([m, n]\), namely \( w_1 \) and \( w_2 (w_1 < w_2) \), these IMFs are divided into three parts, namely \( X(m \leq \text{RCMDE} < w_1) \), \( Y(w_1 \leq \text{RCMDE} < w_2) \), \( Z(w_2 < \text{RCMDE} \leq n) \).

Step 3: Firstly, the \( w_1 \) is determined to be a fixed value. And then, the value of \( w_2 \) is continuously adjusted until the signal-to-noise ratio (SNR) of the reconstructed sequences \( Z \) is the largest and the root mean square error (RMSE) of \( Z \) is the smallest. Finally, the RCMDE of \( w_2 \) is defined as the final value of \( q \).
Step 4: The value of $w_1$ is continuously adjusted until the SNR of the reconstructed sequences $X$ is the largest and the RMSE of $X$ is the smallest according to the algorithm of Step 3. Therefore, the RCMDE of $w_1$ is can be defined as the final value of $r$. After repeated experiments, the values of $q$ and $r$ are roughly determined as 1.85 and 1.10.

3.2. Evaluation Method of Chaotic Time Series

In order to evaluate chaotic time series more conveniently, many scholars have proposed some evaluation methods, such as signal-to-noise ratio (SNR), root mean square error (RMSE), correlation dimension, Lyapunov exponent and noise intensity [41,42] and so forth. Thus, in this paper, these evaluation methods are used to evaluate the effect of the proposed noise reduction method.

3.2.1. Signal-To-Noise Ratio (SNR)

Signal-to-noise ratio shows an energy relationship between signal and noise. The higher SNR, the more useful information and the less noise of signal. Therefore, the SNR is a very intuitive method to evaluate the effect of denoised signal by analyzing whether the SNR is improved. The definition of SNR is defined as follows:

$$SNR = 10 \cdot \log_{10} \left( \frac{\|x\|^2}{\|\hat{x} - x\|^2} \right)$$

(21)

where $x$, $\hat{x}$ and $\|*\|$ respectively indicate the noise signal, denoised signal and norm.

3.2.2. Root Mean Square Error (RMSE)

Root mean square error shows the difference between denoised signal and original signal in numerical. and the smaller RMSE, the better noise reduction effect. The RMSE is defined as follows:

$$RMSE = \sqrt{\frac{\|\hat{x} - x\|^2}{\text{length}(x)}}$$

(22)

where $\text{length}(*)$ represents the length of signal.

3.2.3. Correlation Dimension

Fractal dimension is an important parameter to quantitatively analyze the chaotic attractor, which is applied to describe the nonlinear behavior of system. Correlation dimension is a branch of fractal dimension, it has been widely used in signal processing because of simple calculation. In 1983, Grassberger and Procacca proposed the GP algorithm for calculating the correlation dimension of time series [43]. For the time series $\{x_1, x_2, \ldots, x_n\}$, let the embedding dimension of reconstructed phase space is $m$, the delayed sampling is applied to a series with a delay $\tau$. The reconstructed phase space is as follows:

$$\begin{pmatrix}
    x_1 & x_2 & \cdots & x_N \\
    x_{1+\tau} & x_{2+\tau} & \cdots & x_{N+\tau} \\
    \vdots & \vdots & \ddots & \vdots \\
    x_{1+(m-1)\tau} & x_{2+(m-1)\tau} & \cdots & x_{N+(m-1)\tau}
\end{pmatrix}$$

(23)

where $N = n - (m - 1)\tau$. For the reconstructed dynamical system, strange attractors are composed of $y_i = (x_{i}, x_{i+\tau}, x_{i+2\tau}, \ldots, x_{i+(m-1)\tau})$. For any two vectors of $y_i$ and $y_j$ in phase space, the distance between them are as follow:

$$|y_i - y_j| = \max_{1 \leq k \leq m} |y_{ik} - y_{jk}|$$

(24)

Suppose there are $N$ vectors in the reconstructed phase space, the correlation integral is defined as:
\[ C(r) = \frac{1}{N^2} \left( \sum_{i,j} H(r - |y_i - y_j|) \right) \]  

(25)

where \( H(x) \) is Heaviside unit function.

\[ H(x) = \begin{cases} 
0, & x \leq 0 \\
1, & x > 0 
\end{cases} \]  

(26)

The correlation integral \( C(r) \) has the following relationship with \( r \) when \( r \to 0 \):

\[ \lim_{r \to 0} C_n(r) \propto r^D \]  

(27)

where \( D \) represents correlation dimension, it can be obtained by calculating \( D = \frac{\ln(C(r))}{\ln(r)} \).

### 3.2.4. Noise Intensity

For the time series \( \{x(n)\} \), whose noise intensity is approximated by standard deviation \( \sigma \).

\[ \sigma = \sqrt{\frac{1}{N} \sum_{n=1}^{N} [x(n) - \bar{x}]^2} \]  

(28)

where \( n = 0, 1, \ldots, N, \bar{x} = \frac{1}{N} \sum_{n=1}^{N} x(n) \) represents the mean of time series, it is found that the smaller noise intensity, the better the noise reduction effect.

### 3.2.5. Lyapunov Exponent

The Lyapunov exponent judges the chaotic characteristics of the system based on the presence or absence of diffusion motion characteristics of the phase trajectory. Lyapunov exponent is defined as:

\[ \lambda = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \ln \left| \frac{df(x)}{dx} \right|_{x=x_i} \]  

(29)

where \( n \) represents the number of iterations, \( f(x) \) is the differential equation of the dynamic system and \( x \) is the distance of the neighboring points. The positive and negative magnitudes of Lyapunov \( \lambda_i \) respectively represent the degree of divergence or convergence of adjacent trajectories in the phase space. Normally, we only need to calculate the maximum Lyapunov exponent. If the maximum Lyapunov exponent is a positive number, we can determine that there is chaotic component in the system. In this paper, the maximum Lyapunov exponent is used to quantitatively analyze the phase space attractors of the signals.

### 4. The Chaotic Signal Denoising Experiment

In this section, the Chens model is selected for simulation experiments and added Gaussian white noise with different SNR as input signals. In order to verify the noise reduction effect of the proposed algorithm, two combined noise reduction methods are chosen to compare with CEEMDAN_ETC_RCMDE_WSTD. They are EMD_MSE_WSTD and EEMD_DE_WSTD, the first two methods divide IMFs into two reconstructed series, namely noise-dominant IMFs, real signal-dominant IMFs. and we can obtain the final denoised signal by combining real signal-dominant IMFs. The Chens system is expressed as:

\[
\begin{align*}
\dot{x} &= a(y - x) \\
\dot{y} &= (c - a)x - xz + cy \\
\dot{z} &= xy - bz
\end{align*}
\]  

(30)
where $a = 35$, $b = 3$, $c = 28$. The equation is integrated by using a fourth-order Runge–Kutta method with a fixed step size of 0.01 and the initial value of the equation are $x(0) = 0$, $y(0) = 1$, $z(0) = 0$. The $x$ component signal with a length of 2048 points is selected as the chaotic signal, the Chens signal are added Gaussian white noise with different SNR. The denoised results of Chens signals with SNR are $-10$ dB, $0$ dB, $10$ dB and $20$ dB are shown in Table 1. The time-domain waveform and phase space attractors of noisy Chens signal with $10$dB are shown in Figures 4 and 5.

**Table 1.** Denoising results of Chens signals.

| SNR/dB | EMD_MSE_WSTD | EEMD_DE_WSTD | CEEMDAN_ETC_RCMDE_WSTD |
|--------|--------------|--------------|------------------------|
| SNR/dB | RMSE | SNR/dB | RMSE | SNR/dB | RMSE |
| $-10$  | 2.4455 | 0.9591 | 3.7687 | 0.7750 | 4.4430 | 0.6691 |
| $0$    | 8.5354 | 0.7234 | 11.0066 | 0.5883 | 13.1377 | 0.4850 |
| $10$   | 16.3106 | 0.4117 | 18.8902 | 0.3119 | 22.1273 | 0.2556 |
| $20$   | 24.7166 | 0.2448 | 26.5438 | 0.1756 | 31.4315 | 0.0807 |

**Figure 4.** The time domain waveform before and after noise reduction of Chens signal with SNR is 10 dB. (a) The time-domain waveform of the noisy Chens signal with 10dB; (b) The time-domain waveform after noise reduction by EMD_MSE_WSTD; (c) The time-domain waveform after noise reduction by EEMD_DE_WSTD; (d) The time-domain waveform after noise reduction by the proposed algorithm.
It can be seen from Table 1 that the results of the denoised signals are improved by the three methods. However, the SNR of the proposed algorithm is higher, the RMSE is lower. As shown in Figure 4, the clarity and similarity of time-domain waveform by the proposed algorithm are the highest. Which not only achieves noise reduction but also restores the most of useful information. In Figure 5, although the three methods reduce the noise interference on a certain degree, the geometry of attractor obtained by the proposed algorithm has stronger regularity and higher clarity. In order to quantitatively analyze the phase space attractors of the Chens signal before and after noise reduction, the maximum Lyapunov exponent, correlation dimension and noise intensity before and after noise reduction can be calculated. The Characteristic parameters before and after noise reduction for Chens signal with SNR is 10 dB are shown in Table 2.

Table 2. The Characteristic parameters before and after noise reduction for Chens signal.

| Signals                        | Maximum Lyapunov Exponent | Correlation Dimension | Noise Intensity |
|--------------------------------|---------------------------|-----------------------|-----------------|
| Chens signal (SNR = 10 dB)     | 0.3487                    | 2.4369                | 0.2538          |
| EMD_MSE_WSTD                   | 0.2973                    | 2.1702                | 0.2071          |
| EEMD_DE_WSTD                   | 0.2142                    | 1.8960                | 0.1875          |
| CEEMDAN_ETC_RCMDE_WSTD         | 0.1418                    | 1.4542                | 0.1442          |
It can be seen from Table 2 that after the above three methods are used to denoise the Chens signal, the above characteristic parameters of the chens signal are significantly improved compared with before the noise reduction, the improvement of the CEEMDAN_ETC_RCMDE_WSTD is most obvious. Thus, it shows that the noise reduction effect of the proposed algorithm is better than the other two methods.

5. The Underwater Acoustic Signals Denoising Experiment

In order to further verify the effectiveness of this proposed algorithm for chaotic signals. The data used in this paper are three different types of real underwater acoustic signals measured by calibrated omnidirectional hydrophone in the south China sea, namely the Ship-1, Ship-2 and Ship-3. Each type of underwater acoustic signals has 100 sample data. Each sample length is 2048 points and sampling interval is 0.05 ms. The sample data have been filtered, normalized and sampled before the noise reduction experiment, the decomposition results by CEEMDAN are shown in Figure 6.

![Figure 6. (a)](image)

![Figure 6. (b)](image)
It can be seen from Figure 6 that the three types of underwater acoustic signals are decomposed into several IMFs. The different time scale components are not included in single IMF, the same scale component does not appear in different IMFs. It shows that CEEMDAN does not exhibit mode mixing and boundary effects when applied to underwater acoustic signals, which will make more sense for subsequent processing of underwater acoustic signals. The reconstructed series of underwater acoustic signals are shown in Table 3.

| Underwater Acoustic Signals | Noise IMFs | Noise-Dominant IMFs | Real Signal-Dominant IMFs | Real IMFs |
|-----------------------------|-----------|---------------------|--------------------------|-----------|
| Ship-1                      | IMF1      | IMF2, IMF3          | IMF4, IMF5, IMF6, IMF7    | IMF8, IMF9, IMF10 |
| Ship-2                      | IMF1      | IMF2, IMF3, IMF4    | IMF5, IMF6, IMF7, IMF8    | IMF9, IMF10 |
| Ship-3                      | IMF1      | IMF2, IMF3          | IMF4, IMF5, IMF6          | IMF7, IMF8, IMF9, IMF10 |

It can be seen from Table 3 that Ship-1, Ship-2 and Ship-3 are respectively divided into four parts. There is no problem that an IMF is repeatedly defined or undefined. It shows that the proposed algorithm meets the requirements of the IMF. Which will greatly contribute to the noise reduction of the underwater acoustic signals. The time-domain waveform of underwater acoustic signals and phase space attractors after noise reduction are respectively shown in Figures 7–9.
Figure 7. The time-domain waveform and phase space attractors of Ship-1 and denoised Ship-1. (a) The time-domain waveform of Ship-1; (b) The time-domain waveform of denoised Ship-1 with 300 points; (c) The phase space attractors of Ship-1; (d) The phase space attractors of denoised Ship-1.
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It can be seen from Figures 7b, 8b and 9b that the noise of the underwater acoustic signals are well
noise, some useful information and the change of time-domain waveform cannot be distinguished.

Figure 8. The time-domain waveform and phase space attractors of Ship-2 and denoised Ship-2. (a) The
time-domain waveform of Ship-2; (b) The time-domain waveform of denoised Ship-2 with 300 points;
(c) The phase space attractors of Ship-2; (d) The phase space attractors of denoised Ship-2.

Figure 9. The time-domain waveform and phase space attractors of Ship-3 and denoised Ship-3. (a) The
time-domain waveform of Ship-3; (b) The time-domain waveform of denoised Ship-3 with 300 points;
(c) The phase space attractors of Ship-3; (d) The phase space attractors of denoised Ship-3.

As shown in Figures 7a, 8a and 9a, the time domain waveform before noise reduction is full of
noise, some useful information and the change of time-domain waveform cannot be distinguished.
It can be seen from Figures 7b, 8b and 9b that the noise of the underwater acoustic signals are well suppressed and the waveform change of the denoised signals are clearer by comparing 300 points before and after noise reduction. In addition, we can also determine whether the noise is effectively removed by comparing the chaotic attractors of the underwater acoustic signals before and after noise reduction. Because the degree of damage of the attractor self-similar structure is determined by the noise intensity. The greater the noise of signal, the weaker the regularity of attractor trajectory and the lower the self-similarity. It can be seen from Figure 7c,d, Figure 8c,d and Figure 9c,d that the regularity of denoised signals are stronger, the self-similarity are higher. It shows that the proposed algorithm can reduce the noise interference to a large extent.

In order to further quantitatively describe the effectiveness of the proposed algorithm by calculating the correlation dimension, noise intensity, PE and RCMDE for noise signals and denoised signals. The results before and after noise reduction are shown in Table 4.

| Underwater Acoustic Signals | Parameters           | Before Noise Reduction | EMD_MSE_WSTD | EEMD_DE_WSTD | CEEMDAN_ETC_RCMDE_WSTD |
|----------------------------|----------------------|------------------------|--------------|--------------|-------------------------|
| Ship-1                     | Correlation Dimension| 1.7821                 | 1.6698       | 1.5356       | 1.4906                  |
|                            | Noise Intensity      | 0.2250                 | 0.1401       | 0.0977       | 0.0703                  |
|                            | PE                   | 1.5525                 | 1.0854       | 0.8366       | 0.6758                  |
|                            | RCMDE                | 2.5232                 | 1.2350       | 0.9800       | 0.4492                  |
| Ship-2                     | Correlation Dimension| 1.6751                 | 1.5405       | 1.3438       | 1.2004                  |
|                            | Noise Intensity      | 0.2354                 | 0.1380       | 0.1037       | 0.0893                  |
|                            | PE                   | 1.6001                 | 0.9055       | 0.7686       | 0.5359                  |
|                            | RCMDE                | 2.3280                 | 1.2022       | 0.6991       | 0.3658                  |
| Ship-3                     | Correlation Dimension| 1.6869                 | 1.4772       | 1.2355       | 1.1890                  |
|                            | Noise Intensity      | 0.2512                 | 0.1545       | 0.1221       | 0.0927                  |
|                            | PE                   | 1.5466                 | 0.9495       | 0.6792       | 0.5004                  |
|                            | RCMDE                | 2.1359                 | 1.0304       | 0.6751       | 0.3047                  |

As shown in Table 4, the change of correlation dimension, noise intensity, PE and RCMDE are smaller than original signals. However, the change of CEEMDAN_ETC_RCMDE_WSTD is the most obvious, which indicates that the noise is greatly suppressed, the complexity is greatly reduced. Therefore, it is shown that the proposed algorithm can not only effectively remove most of the noise also the chaotic characteristics of underwater acoustic signals is greatly improved. Which will have great advantages in processing actual underwater acoustic signals.

6. Conclusions

In order to solve the problem that inaccurate discrimination of IMFs because of imperfect decomposition process of EMD denoising algorithm and poor self-adaptability, a noise reduction method of underwater acoustic signal denoising based on CEEMDAN, combining ETC, RCMDE and wavelet threshold denoising is proposed. The innovations and conclusions of the proposed denoising method are as follows:

(1) CEEMDAN, as an adaptive decomposition algorithm based on EEMD, is introduced for underwater acoustic signal denoising, which has great development potential in the field of non-linear signal processing.

(2) Compared with existing denoising methods, the IMFs by CEEMDAN are divided into four parts (noise IMFs, noise-dominant IMFs, real signal-dominant IMFs and real IMFs) for the first time.
(3) The RCMDE is better than MSE and DE in analyzing the complexity of chaotic signals, is introduced for underwater acoustic signal denoising. Thus, the RCMDE will have greater potential in chaotic signals processing.

(4) The proposed method is applied to Chens model and three different types of real underwater acoustic signals. The proposed method is compared with EMD_MSE_WSTD and EEMD_DE_WSTD, making qualitative and quantitative analysis for denoised signals. The results show that the proposed algorithm can not only reduce the noise interference to a large extent also obtain more regular and clear chaotic attractors. Which will play an important role in researching the physical characteristics of underwater acoustic signals based on chaos theory.

Author Contributions: G.L., Q.G., H.Y. conceived the idea and research theme. Q.G. designed and performed the experiments. G.L., Q.G., H.Y. analyzed the experimental results. G.L., Q.G., H.Y. wrote and revised the paper.

Acknowledgments: This work was supported by the National Natural Science Foundation of China (No. 51709228).

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Yang, H.; Li, Y.A.; Li, G.H. Noise reduction method of ship radiated noise with ensemble empirical mode decomposition of adaptive noise. Noise Control Eng. J. 2016, 64, 230–242.
2. Li, Y.; Li, Y.; Chen, X.; Yu, J. Denoising and feature extraction algorithms using NPE combined with VMD and their applications in ship-radiated noise. Symmetry 2017, 9, 256. [CrossRef]
3. Zheng, H.M.; Li, Y.A.; Chen, L. Noise reduction of ship signals based on the local projective algorithm. J. Northwest. Polytech. Univ. 2011, 29, 569–574.
4. Liu, X.Z.; Wu, M.H.; Liu, M. Underwater acoustic signal noise reduction method based on LCD-ICA. J. Naval Aeronaut. Astronaut. Univ. 2016, 31, 518–522.
5. Zhou, S.Z.; Zeng, X.Y.; Wang, L. Dynamic threshold orthogonal matching pursuit method for underwater acoustic signal denoising. Tech. Acoust. 2017, 36, 378–382.
6. Li, Y.X.; Li, Y.A.; Chen, X.; Yu, J. Research on ship-radiated noise denoising using secondary variational mode decomposition and correlation coefficient. Sensors 2018, 18, 48.
7. Chen, Z.; Li, Y.A.; Liang, H.T.; Yu, J. Hierarchical cosine similarity entropy for feature extraction of ship-radiated noise. Entropy 2018, 20, 425. [CrossRef]
8. Huang, N.E.; Shen, Z.; Long, S.R.; Wu, M.C.; Shi, H.H.; Zheng, Q.A.; Yen, N.; Tung, C.C.; Liu, H.H. The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series analysis. Proc. R. Soc. A 1998, 454, 903–995. [CrossRef]
9. Damaševičius, R.; Napoli, C.; Sidekerskienė, T.; Woźniak, M. IMF mode demixing in EMD for jitter analysis. J. Comput. Sci. 2017, 22, 240–252. [CrossRef]
10. Wu, Z.; Huang, N.E. Ensemble empirical mode decomposition: A noise-assisted data analysis method. Adv. Adapt. Data Anal. 2009, 1, 1–41. [CrossRef]
11. Lei, R.; Pengjian, S. Fractional empirical mode decomposition energy entropy based on segmentation and its application to the electrocardiograph signal. Nonlinear Dyn. 2018, 94, 1669–1687.
12. Torres, M.E.; Colominas, M.A.; Schlotthauer, G.; Flandrin, P. A complete ensemble empirical mode decomposition with adaptive noise. In Proceedings of the 2011 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Prague, Czech Republic, 22–27 May 2011; pp. 4144–4147.
13. Li, J.; Li, Q. Medium term electricity load forecasting based on CEEMDAN, permutation entropy and ESN with leaky integrator neurons. Electr. Mach. Control 2015, 19, 70–80.
14. Kual, M.; Cheng, G.; Pang, Y.; Li, Y. Research of planetary gear fault diagnosis based on permutation entropy of CEEMDAN and ANFIS. Sensors 2018, 18, 782. [CrossRef] [PubMed]
15. Azami, H.; Rostaghi, M.; Fernández, A.; Escudero, J. Dispersion entropy for the analysis of resting-state MEG regularity in Alzheimer’s disease. In Proceedings of the 38th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Orlando, FL, USA, 16–20 August 2016; pp. 6417–6420.
16. Zhang, W.; Qu, Z.; Zhang, K.; Mao, W.; Ma, Y.; Fan, X. A combined model based on CEEMDAN and modified flower pollination algorithm for wind speed forecasting. *Energ. Convers. Manag.* **2017**, *136*, 439–451. [CrossRef]

17. He, Z.J.; Zhou, Z.X. Fault diagnosis of roller bearings based on ELMD sample entropy and Boosting-SVM. *J. Vib. Shock* **2016**, *35*, 190–195.

18. Bandt, C.; Pompe, B. Permutation entropy: a natural complexity measure for time series. *Phys. Rev. Lett.* **2002**, *88*, 174102. [CrossRef]

19. Li, Y.X.; Li, Y.A.; Chen, Z.; Chen, X. Feature extraction of ship-radiated noise based on permutation entropy of the intrinsic mode function with the highest energy. *Entropy* **2016**, *18*, 393. [CrossRef]

20. Chen, T.; Ju, S.; Yuan, X.; Elhoseny, M.; Ren, F.; Fan, M.; Chen, Z. Emotion recognition using empirical mode decomposition and approximation entropy. *Comput. Electr. Eng.* **2018**, *72*, 383–392. [CrossRef]

21. Morabito, F.C.; Labate, D.; La Foresta, F.; Bramanti, A.; Morabito, G.; Palamara, I. Multivariate multi-scale permutation entropy for complexity analysis of alzheimer’s disease EEG. *Entropy* **2012**, *14*, 1186–1202. [CrossRef]

22. Li, Y.; Li, Y.; Chen, X.; Yu, J. A novel feature extraction method for ship-radiated noise based on variational mode decomposition and multi-scale permutation entropy. *Entropy* **2017**, *19*, 342.

23. Wu, Y.; Shang, P.J.; Li, Y.L. Modified generalized multiscale sample entropy and surrogate data analysis for financial time series. *Nonlinear Dyn.* **2018**, *92*, 1335–1350. [CrossRef]

24. Rostaghi, M.; Azami, H. Dispersion entropy: a measure for time series analysis. *IEEE Signal Process. Lett.* **2016**, *23*, 610–614. [CrossRef]

25. Azami, H.; Rostaghi, M.; Abásolo, D.; Escudero, J. Refined composite multiscale dispersion entropy and its application to biomedical signals. *IEEE Trans. Bio-Med. Eng.* **2017**, *64*, 2872–2879.

26. Li, C.Z.; Zheng, J.D.; Pan, H.Y.; Liu, Q.Y. Fault Diagnosis Method of Rolling Bearing Based on Refined Composite Multiscale Dispersion Entropy and SVM. Available online: http://kns.cnki.net/kcms/detail/42.1294.TH.20180917.1541.002.html (accessed on 17 September 2018).

27. Liu, H.; Mi, X.W.; Li, Y.F. Comparison of two new intelligent wind speed forecasting approaches based on Wavelet packet decomposition, complete ensemble empirical mode decomposition with adaptive noise and artificial neural networks. *Energ. Conv. Manag.* **2018**, *155*, 188–200. [CrossRef]

28. Zhu, M.; Duan, Z.S.; Guo, B.L.; Wang, M. Application of CEEMDAN combined with LMS algorithm in signal denoising of bearings. *Noise Vib. Control* **2018**, *38*, 144–149.

29. Li, Y.X.; Li, Y.A.; Chen, X.; Yu, J.; Yang, H.; Wang, L. A new underwater acoustic signal denoising technique based on CEEMDAN, mutual information, permutation entropy and wavelet threshold denoising. *Entropy* **2018**, *20*, 563. [CrossRef]

30. Balasubramanian, K.; Nagaraj, N. Aging and cardiovascular complexity: effect of the length of RR tachograms. *PeerJ* **2016**, *4*, e2755. [CrossRef]

31. Nagaraj, N.; Balasubramanian, K. Dynamical complexity of short and noisy time series. *Eur. Phys. J. Spec. Top.* **2017**, *26*, 2191–2204. [CrossRef]

32. Nagaraj, N.; Balasubramanian, K.; Dey, S. A new complexity measure for time series analysis and classification. *Eur. Phys. J. Spec. Top.* **2013**, *222*, 847–860. [CrossRef]

33. Azami, H.; Escudero, J. Coarse-graining approaches in univariate multiscale sample and dispersion entropy. *Entropy* **2018**, *20*, 138. [CrossRef]

34. Azami, H.; Escudero, J. Improved multiscale permutation entropy for biomedical signal analysis: interpretation and application to electroencephalogram recordings. *Biomed. Signal Process. Control* **2016**, *23*, 28–41. [CrossRef]

35. Azami, H.; Escudero, J. Amplitude- and fluctuation-based dispersion entropy. *Entropy* **2018**, *20*, 210. [CrossRef]

36. Zhang, Y.D.; Tong, S.G.; Cong, F.Y.; Xu, J. Research of feature extraction method based on sparse reconstruction and multiscale dispersion entropy. *Appl. Sci.* **2018**, *8*, 888. [CrossRef]

37. Azami, H.; Kinneyleng, E.; Ebied, A.; Fernández, A.; Escudero, J. Multiscale dispersion entropy for the regional analysis of resting-state magnetoencephalogram complexity in alzheimer’s disease. In Proceedings of the 39th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Seogwipo, Korea, 11–15 July 2017; pp. 3182–3185.
38. Xiao, M.H.; Wen, K.; Zhang, C.Y.; Zhao, X.; Wei, W.; Wu, D. Research on fault feature extraction method of rolling bearing based on NMD and wavelet threshold denoising. *Shock Vib.* **2018**, *2018*, 9495265. [CrossRef]

39. Figlus, T.; STANČZYK, M. Diagnosis of the wear of gears in the gearbox using the wavelet packet transform. *Metalurgija* **2014**, *53*, 673–676.

40. Wang, J.L.; Wei, Q.X.; Zhao, L.Q.; Yu, T.; Han, R. An improved empirical mode decomposition method using second generation wavelets interpolation. *Digit. Signal Process.* **2018**, *79*, 164–174. [CrossRef]

41. Wang, L.B.; Zhang, X.D.; Wang, X.L. Chaotic signal denoising method based on independent component analysis and empirical mode decomposition. *Acta Phys. Sin* **2013**, *62*, 050201.

42. Rosenstein, M.T.; Collins, J.J.; Luca, C.J.D. A practical method for calculating largest Lyapunov exponents from small data set. *Phys. D Nonlinear Phenomen.* **1993**, *65*, 117–134. [CrossRef]

43. Li, Y.B.; Xie, S.Y.; Zhao, J.; Liu, C.; Xie, X.Z. Improved GP algorithm for the analysis of sleep stages based on grey model. *Scienceasia* **2017**, *43*, 312–318. [CrossRef]