An algorithm for simulating Brownian increments on a sphere

Aleksandar Mijatović¹, Veno Mramor¹,∗ and Gerónimo Uribe Bravo²

¹ Department of Statistics, University of Warwick, & The Alan Turing Institute, United Kingdom
² Instituto de Matematicas, Universidad Nacional Autónoma de México, México

E-mail: a.mijatovic@warwick.ac.uk, veno.mramor@warwick.ac.uk and geronimo@matem.unam.mx

Received 19 August 2020, revised 22 December 2020
Accepted for publication 24 December 2020
Published 25 February 2021

Abstract
This paper presents a novel formula for the transition density of the Brownian motion on a sphere of any dimension and discusses an algorithm for the simulation of the increments of the spherical Brownian motion based on this formula. The formula for the density is derived from an observation that a suitably transformed radial process (with respect to the geodesic distance) can be identified as a Wright–Fisher diffusion process. Such processes satisfy a duality (a kind of symmetry) with certain coalescent processes and this in turn yields a spectral representation of the transition density, which can be used for exact simulation of their increments using the results of Jenkins and Spanò (2017 Ann. Appl. Probab. 27 1478–09). The symmetry then yields the algorithm for the simulation of the increments of the Brownian motion on a sphere. We analyse the algorithm numerically and show that it remains stable when the time-step parameter is not too small.
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1. Introduction
Brownian motion is essentially a continuous time symmetric random walk and is therefore of significant importance in science. Classically, Brownian motion is defined on a (flat) Euclidean space and this process is very well understood. For many applications, however, it is better to model the state space as a curved surface or some other manifold and then Brownian motion
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on the manifold is of interest. The definition of Brownian motion on any Riemannian manifold is possible via the Laplace–Beltrami operator as in [Hsu02] and then a typical example is Brownian motion on the sphere $S^2(R)$ in the three-dimensional Euclidean space $\mathbb{R}^3$. The spherical Brownian motion has been used to model fluorescent markers in cell membranes [KDPN00], motion of bacteria [LTT08], migration of marine animals [BS98] and to study the whole world phylogeography [Bou16], to name a few examples. Brownian motions on more general surfaces and manifold are also of interest (cf [Far02]), but many manifolds (at least those with positive curvature) can be locally approximated by a sphere, so we henceforth only focus on a spherical Brownian motion.

However, whereas the simulation of Euclidean Brownian increments is easy, as it reduces to the simulation of Gaussian random variables, the situation on a sphere is more involved. There is no closed form for the transition density of a spherical Brownian motion, so one is usually forced to use approximations. The first approach is to locally approximate the sphere with a (flat) tangent space and then suitably project the Gaussian increment back to the sphere. This method was for example been applied in [KDPN00], but its drawback is that it ignores the curvature of the sphere, so that it is a good approximation only for very small time-steps or very large radii. Later [NEE03] provided a better approximation for the Brownian motion on the sphere in $\mathbb{R}^4$ and later the algorithm has been adapted to work also on the sphere in $\mathbb{R}^3$ [CEE10]. In [GSS12] a different approximation is derived directly for the Brownian motion on $S^2(R)$. These improved methods not only give good results for small time-steps, but continue to provide a good approximation also for medium-sized time-steps. Nevertheless, all these algorithms are just approximate and as the time-step increases the results become less and less accurate.

The main result in this article is a new representation of a transition density of the spherical Brownian motion given in equation (2.4) and a numerical analysis of an algorithm for the simulation of the increments of spherical Brownian motion arising from it. The representation is a consequence of the skew-product decomposition of the spherical Brownian motion obtained in [MMU20] and the representation of transition densities of Wright–Fisher diffusion processes obtained in [GL83, JS17]. An algorithm for the simulation of the increments of spherical Brownian motion is derived from the representation and is a generalization of [MMU20, algorithm 1] allowing general diffusion coefficients and radii of the sphere.

In contrast to the existing literature in which algorithms produce samples from an approximate distribution and are hence forced to use smaller time-steps for accurate results, our algorithm is exact, so that it produces samples directly from the required distribution of the increments, and can handle arbitrary large time-steps. In fact, its performance improves with increasing time-steps. The limiting factor of our algorithm is actually imperfect floating point arithmetic on computers. Since several quantities in the algorithm have to be computed by complicated expression which become numerically unstable for smaller time-steps, we are actually limited with how small a time-step we are allowed to take. As such, our algorithm complements the other available methods. Moreover, in the numerical examples of section 3 below it appears to outperform them when the parameters are in the correct domain so we can use our algorithm.

2. Theory

We are interested in a Brownian motion on the sphere

$$S^{d-1}(R) := \{ \vec{x} \in \mathbb{R}^d ; \mid \vec{x} \mid = R \}.$$
where $|\vec{x}| := \sqrt{x_1^2 + \cdots + x_d^2}$ is an absolute value of a vector $\vec{x} = (x_1, \ldots, x_d)^T \in \mathbb{R}^d$ so that $R > 0$ represents the radius of the sphere and $d \geq 2$ is the dimension of the ambient Euclidean space. Hence, if we denote by $\rho_{\vec{y}}^{(D,R)}(\vec{x}, t)$ a transition density of the spherical Brownian motion started at $\vec{y} \in S^{d-1}(R)$, we are interested in the diffusion equation:

$$\frac{\partial \rho_{\vec{y}}^{(D,R)}}{\partial t}(\vec{x}, t) = D \nabla_{S^{d-1}(R)}^2 \rho_{\vec{y}}^{(D,R)}(\vec{x}, t), \quad \rho_{\vec{y}}^{(D,R)}(\vec{x}, 0) = \delta(\vec{x}, \vec{y}), \quad (2.1)$$

where $\nabla_{S^{d-1}(R)}^2$ is the Laplace–Beltrami operator on the sphere $S^{d-1}(R)$, $D > 0$ is a diffusion coefficient and $\vec{y} \in S^{d-1}(R)$ is the initial point. Symmetry of the spherical Brownian motion allows us to deduce the following fact: if $A \in \mathbb{R}^d \otimes \mathbb{R}^d$ is any orthogonal matrix, then $\rho_{A\vec{y}}^{(D,R)}(A\vec{x}, t) = \rho_{\vec{y}}^{(D,R)}(\vec{x}, t)$. This in particular shows that it is enough to consider a single initial point—we are going to use the north pole $R \cdot \vec{e}_d \in S^{d-1}(R)$, where $\vec{e}_d := (0, \ldots, 0, 1)^T$ represents the north pole of the unit sphere. Furthermore, symmetry allows us to deduce that $\rho_{\vec{y}}^{(D,R)}(\vec{x}, t)$ does not depend on the whole vector $\vec{x}$ but only depends on the geodesic distance between the vectors $\vec{x}$ and $\vec{y}$.

We are using the standard round metric on the sphere which is induced by the standard Euclidean scalar product $\langle \vec{a}, \vec{b} \rangle = a_1b_1 + \cdots + a_db_d$. The geodesic distance measures the shortest distance between two points (i.e. along great circles which are intersections of the sphere with two dimensional planes through the origin) and is given as a function $\text{dis} : S^{d-1}(R) \times S^{d-1}(R) \to [0, \pi \tau]$.

$$\text{dis}(\vec{x}, \vec{y}) = R \arccos(\vec{x}, \vec{y}) / R^2 = R \theta i.e. \text{the distance is equal to} R \text{times the angle between the two vectors (here denoted by } \theta).$$

Usually, one looks at the standard spherical Brownian motion which diffuses on a sphere $S^{d-1} := S^{d-1}(1)$ of radius 1 and corresponds to $D = 1/2$ with initial point $\vec{e}_d$. Since in unit sphere coordinates relation $\nabla_{S^{d-1}(R)}^2 = \nabla_{S^{d-1}}^2 / R^2$ holds, we can define a new parameter $\tau := 2Dt / R^2$, which we use instead of time and then $\rho_{\vec{e}_d}(\vec{x}, t) = \rho_{\vec{e}_d}^{(1/2)}(\vec{x}/R, \tau)$ holds. This justifies the focus on the standard spherical Brownian motion since we can extend the results to arbitrary radius and diffusion coefficient by rescaling and linear time-change. We will henceforth omit the parameters $D = 1/2$ and $R = 1$ from the notation and simply write $\rho_{\vec{e}_d}(\vec{z}, \tau)$ for the transition density at time $\tau$ of the standard spherical Brownian motion started at $\vec{e}_d$.

Any point $\vec{z} \in S^{d-1}$ can be represented as $\vec{z} = \sin \theta \vec{w} + \cos \theta \vec{e}_d$, where $\vec{w} \in S^{d-2} \subseteq \mathbb{R}^{d-1} \times \{0\}$ and $\theta \in [0, \pi]$ is the angle between the vectors $\vec{z}$ and $\vec{e}_d$. Due to symmetry we see that $\rho_{\vec{z}}(\vec{z}, \tau) = \rho_{\vec{e}_d}(\sin \theta \vec{w} + \cos \theta \vec{e}_d, \tau)$ does not depend on the vector $\vec{w}$ but only depends on the angle $\theta$. Hence we can and will consider the one-dimensional density

$$\rho(\theta, \tau) := \text{Vol}(S^{d-2}(\sin \theta)) \rho_{\vec{e}_d}(\sin \theta \vec{w} + \cos \theta \vec{e}_d, \tau)$$

$$= A_{d-2} \sin^{d-2} \theta \cdot \rho_{\vec{e}_d}(\sin \theta \vec{w} + \cos \theta \vec{e}_d, \tau),$$

where $A_n := 2\pi^{(n+1)/2} / \Gamma(n/2 + 1)$ is the volume of an $n$-dimensional sphere $\mathbb{S}^n$. The additional multiplicative factor $A_{d-2} \sin^{d-2} \theta$ is included due to only considering a one-dimensional process (and its transition density) instead of the whole process on the sphere. For $\tau = 0$ the initial distribution $\rho(\theta, 0)$ of this density is equal to the delta function with support at 0. Using (ultra)spherical harmonics and their addition formula we can get (see [KT81, p 339], where their Jacobi polynomials are normalised differently to our Gegenbauer polynomials) a formal solution of the diffusion equation at time $\tau$:

$$\rho(\theta, \tau) = A_{d-2} \sin^{d-2} \theta \sum_{l=0}^{\infty} \frac{b(l, d) C_l^{(d/2-1)}(\cos \theta)}{A_{d-1} C_l^{(d/2-1)}(1)} e^{l\tau/2}, \quad (2.2)$$
where \( c^{(a)}_n \) are Gegenbauer polynomials given by their generating series \( (1 - 2xt + t^2)^{-a} = \sum_{n=0}^{\infty} C^{(a)}_n(x)t^n \) and \( h(l,d) = \binom{d+l-1}{d-1} - \binom{d+l-3}{d-1} \) is the dimension of the space of spherical harmonics of degree \( l \), corresponding to the eigenvalue \( \lambda_l := -l(l + d - 2) \). Equation (2.2) without the additional factor \( A_{d-2} \) is useful for the process on the sphere, and has also been derived in [Cai04] where a further simplification \( h(l,d)/C^{d/2-1}_l(1) = (2l + d - 2)/(d - 2) \) is used.

In the special case \( d = 3 \), i.e. for the standard unit sphere \( S^2 \), equation (2.2) specializes to the well-known formula

\[
\rho(\theta, \tau) = \frac{\sin \theta}{2} \sum_{l=0}^{\infty} (2l + 1)P_l(\cos \theta) e^{-l(l+1)\tau/2},
\]

(2.3)

where \( P_l \) is the \( l \)th Legendre polynomial. Unfortunately, formal solutions given by formulas (2.2) or (2.3) oscillate a lot even when large amount of terms are taken into account and are therefore not suitable for simulation. One is then usually forced to use some approximative density and sampling from it.

The simplest option is to locally approximate a sphere with its tangent plane and use a standard Brownian increment which is then translated to an increment on a sphere using exponential map i.e. moving an appropriate distance along the geodesics (great circles) of a sphere. Such an approximation corresponds to density \( Q_{\text{tang}}(\theta, \tau) = N_1(\tau) \theta^{d/2-1} \exp(-\theta^2/(2\tau)) \), where \( N_1(\tau) \) is a normalization constant such that \( \int_0^\infty Q_{\text{tang}}(\theta, \tau) d\theta = 1 \). This approximation largely ignores the curvature of the sphere so it is a good approximation only for very small values of parameter \( \tau \). Therefore, [GSS12] proposed an improved approximation. It is given by \( Q_{\text{Approx}}(\theta, \tau) = N_2(\tau) \theta^{(d-2)/2} \exp(-\theta^2/(2\tau)) \), where \( N_2(\tau) \) is a normalization constant. This new approximation continues to give good results even for an intermediate values of \( \tau \).

In the case of \( d = 4 \) the same approximative density was derived in [NEE03] by using a different method.

The main result in this paper is the following alternative representation of a solution of the diffusion equation, which is much more suitable for simulation. It also allows us to do exact simulation in which we are sampling directly from the transition density and not just from an approximative density as in the other previously mentioned methods. The alternative representation of the density (2.2) is given by

\[
\rho(\theta, \tau) = \frac{\sin \theta}{2} \sum_{m=0}^{\infty} q^{d-1}_m(\tau) g_{(\alpha,\beta)} \left( \frac{\theta}{2} \right) \left( \frac{1 - \cos \theta}{2} \right),
\]

(2.4)

where

\[
g_{(\alpha,\beta)} : = \frac{1}{B(\alpha,\beta)} x^{\alpha-1} (1 - x)^{\beta-1}, \quad x \in [0, 1], \alpha, \beta > 0
\]

in which \( B \) represents the beta function so that \( g_{(\alpha,\beta)} \) is a density of a beta distribution and

\[
q^{d-1}_m(\tau) : = \sum_{k=m}^{\infty} (-1)^{k-m} b^{(\tau,d-1)}(m),
\]

\[
b^{(\tau,d-1)}(m) : = \frac{(d + 2k - 2)(d - 1 + m)(k-1)!}{m!(k-m)!} e^{-k(k+d-2)/2},
\]

(2.5)

where the Pochhammer symbol is given by \( a^{(x)} := \frac{\Gamma(a + x)}{\Gamma(a)} \) for \( a > 0, x \geq -1 \).
We will prove that the density \( \rho \) of spherical Brownian motion is actually to simulate an \( S^d \)-valued process \( \tilde{Y} \) uniformly distributed on \( S^d \). As a first impression the representation (2.4) looks just as unwieldy, if not more, than equation (2.2), but it does have a nice probabilistic interpretation, which makes it suitable for simulation. First, the coefficients \( h \) are actually non-negative and they sum up to 1 (see subsection 2.1 below). Additionally, each term in the sum corresponds to the density of a spherical Brownian motion \( \tilde{Y} \) in the direction of \( \tilde{e}_d \) and \( \tilde{e}_d \) is a random vector uniformly distributed on \( S^{d-1} \). The key property of spherical Brownian motion is that its distribution is \( \tilde{Y} \) is actually the transformation of the form \( h(x) = \text{arccos}(1 - 2x) \) (the inverse transformation is \( h^{-1}(\theta) = \frac{1 + \cos \theta}{2} \) and its derivative is exactly the factor \( \frac{\sin \theta}{\cos \theta} \) in front of the sum). Therefore, we see that \( \rho(\theta, \tau) \) is a mixture of densities of transformed Beta distributions.

This immediately yields an algorithm for the simulation from the density \( \rho \). If we denote by \( A_m^{-1}(\tau) \) an \( \mathbb{N}_0 \)-valued random variable with \( P[A_m^{-1}(\tau) = m] = q_m^{-1}(\tau) \), then we can use the standard inversion sampling to simulate \( A_m^{-1}(\tau) \) i.e. for a random variable \( U \sim \text{Uniform}(0, 1) \), the random variable \( \inf \{ M \in \mathbb{N}_0; \sum_{m=0}^{M} q_m^{-1}(\tau) > U \} \) is distributed as \( A_m^{-1}(\tau) \). Given this value, we then simulate an appropriate Beta distributed random variable and after a final transformation we have found our sample from the density \( \rho(\theta, \tau) \).

Our goal is actually to simulate an \( S^d \)-valued random variable correctly distributed as the increment of the Brownian motion on the sphere for an arbitrary initial point, radius and diffusion coefficient. Therefore, we have to recall symmetries of spherical Brownian motion i.e. \( \rho(\theta, \tau)(Ax, t) = \rho(\theta, \tau)(x, t) \) for any orthogonal matrix \( A \). In particular, by taking an orthogonal matrix which fixes the initial point, it implies that there is a component to the increment, which is uniformly distributed on \( S^d \). Combining this fact with the equality \( \rho^{(0, R)}(\tilde{x}, t) = \rho^{(0, R)}(\tilde{x}/|\tilde{x}|, t) \), where \( \tau = 2Dt/R^2 \), and the aforementioned simulation from density \( \rho(\theta, \tau) \) we get the following algorithm for the exact simulation of the increment of the spherical Brownian motion.

Step 4 in algorithm 1 consists of simulating a vector \( N \in \mathbb{R}^d \) with independent standard normal components and setting \( Y = N/|N| \). The key property of the orthogonal matrix \( O(\tilde{y}) \in R^d \otimes R^d \) in algorithm 1 is \( O(\tilde{y})\tilde{e}_d = \tilde{y}/|\tilde{y}| \). In fact, any orthogonal matrix in \( \mathbb{R}^d \otimes \mathbb{R}^d \) with this property would lead to an exact sample. The formula for \( O(\tilde{y}) \) in algorithm 1 is chosen due to its simplicity. Additionally, if only the simulation from the density \( \rho(\theta, \tau) \) is required, we only have to do first three steps and then random variable \( \text{arccos}(1 - 2X) \) has the adequate law. Step 2 constitutes the main technical difficulty of the algorithm 1 and all potential numerical issues stem from it. By taking \( R = 1 \) and \( D = 1/2 \) we see that this algorithm is a more general version of [MMU20, algorithm 1].

2.1. Derivation of the alternative representation of the density in (2.4) and discussion

We will prove that the density \( \rho(\theta, t) \) is indeed represented as in (2.4) and hence justify the correctness of algorithm 1. To do that we have to notice that density \( \rho(\theta, t) \) is actually the transition density of the one-dimensional \([0, \tau] \)-valued process \( Y_t = \text{dis}(Z_t, \tilde{e}_d) \), where \( Z_t \) denotes the standard Brownian motion on the unit sphere \( S^d \) started at \( \tilde{e}_d \). Since \( \cos(Y_t) \) is nothing but...
the last component of the spherical Brownian motion $Z_t$, it is quite natural to further transform the process $Y_t$ and instead look at $X_t = \frac{1 - \cos(\theta)}{2}$. This process is $[0, 1]$-valued and surprisingly turns out to be a Wright–Fisher diffusion process, a member of a family of processes which are well studied and used extensively in genetics. Computations in [MMU20] show that in our case the process $X_t$ is a Wright–Fisher diffusion process with parameters $\theta_1 = \frac{\theta_2}{2}$ and an initial point $y = 0$ (see also [JS17, equations (1) and (3)]). Its transition density $f(x; t)$ is a solution of a Fokker–Planck equation

$$
\frac{\partial f(x; t)}{\partial t} = \frac{\partial^2}{\partial x^2} \left( \frac{x(1 - x)}{2} f(x; t) \right) - \frac{\partial}{\partial x} \left( \left( \frac{d - 1}{4} (1 - x) - \frac{d - 1}{4} x \right) f(x; t) \right), \quad f(x; 0) = \delta(x, 0).
$$

The transition densities of the Wright–Fisher diffusion processes have a spectral decomposition given by the associated Jacobi polynomials [GS10], but such a representation is not suitable for simulation (it is essentially equivalent to representation (2.2)). Fortunately, there exists another representation of their transition densities, which arises from the moment duality between Wright–Fisher diffusion processes and certain coalescent processes. This representation and its use for simulation was given in [GL83] and it is given explicitly in [JS17, equation (4)]. The transformation formula for densities immediately yields $\rho(\theta, \tau) = \sin \frac{\theta}{2} f \left( \frac{\cos \theta}{2}, \tau \right)$ and combining it with [JS17, equation (4)] we immediately get the representation (2.4).

Returning to the algorithm 1 we see that the steps 2 and 3 represent just a simulation from the density $f(\cdot; \tau)$ of a Wright–Fisher diffusion process and are just a particular case of [JS17, algorithm 1]. Furthermore, there is a more probabilistic description of the coefficients $q^{d-1}_m(\tau)$. Let $n \geq 0$ and $\{A_{d-1}^{\nu}(\tau); \nu \geq 0\}$ be a pure death process on the non-negative integers, started at $A_{d-1}^{\nu}(0) = n$, where the only transitions are of the form $m \mapsto m - 1$ and occur at a rate $m(m + d - 2)/2$ for each $m \in \{1, \ldots, n\}$. Then the coefficients $q^{d-1}_m(\tau)$ can be expressed as the limit $q^{d-1}_m(\tau) = \mathbb{P}[A_{d-1}^{\nu}(\tau) = m] = \lim_{\nu \to \infty} \mathbb{P}[A_{d-1}^{\nu}(\tau) = m]$. This in particular shows that coefficients $q^{d-1}_m(\tau)$ are indeed non-negative and sum up to 1.

The coefficients $q^{d-1}_m(\tau)$ are given only as an infinite series as in (2.5) and not as a closed expression, so the exact simulation of $A_{d-1}^{\nu}(\tau)$ is not trivial, but it is possible and is achieved in [JS17]. For our purposes, sufficient accuracy is achieved simply by pre-computing the coefficients up to a certain precision and then using standard inversion sampling.

3. Computer simulations

First, we check numerically that our alternative representation (2.4) is actually equivalent to a more well-known representation (2.2). To see that we are going to let $\tau = 0.5$ and denote by $\rho^2$ the density computed by the first 60 terms in (2.2) and by $\rho^2_0$ density computed by the first 40 terms in (2.4) where each coefficient $q^{d-1}_m(\tau)$ is calculated using the first 60 terms in (2.5). All the densities have been calculated in Mathematica for $d = 3, 4$ and on figure 1 we plot the absolute and relative error. Both errors are extremely small across the interval $[0, \tau]$, which confirms that both densities are equal. Additionally, increasing the dimension $d$ seems to improve results.

Typically, when using algorithms for the simulation of the spherical Brownian motion, we need to repeatedly get samples for a fixed dimension $d$ and time $\tau$. Therefore, first step is to pre-compute coefficients $q^{d-1}_m(\tau)$ to a prescribed precision, so that we can afterwards use them in an inversion sampling of $A_{d-1}^{\nu}(\tau)$. Since the algorithm depends deeply on the representation (2.2),

$$A_{d-1}^{\nu}(\tau) \mapsto \theta \in [0, 1] \text{ uniformly distributed}$$

$$X_d(\theta) \mapsto X_{d-1}^{\nu}(\tau),$$

such that $X_d(\theta)$ is a $d$-dimensional spherical Brownian motion starting from $\theta$ and $X_{d-1}^{\nu}(\tau)$ is a Wright–Fisher diffusion process with parameter $\theta = \frac{\theta_2}{2}$ and initial point $y = 0$ for $\nu \geq 0$. The density of $X_d(\theta)$ is $\rho^2$ and the density of $X_{d-1}^{\nu}(\tau)$ is $\rho^2_0$.

$$X_{d-1}^{\nu}(\tau) \sim \rho^2_0,$$

$$X_{d-1}^{\nu}(\tau) \sim \rho^2_0,$$

$$X_{d-1}^{\nu}(\tau) \sim \rho^2_0.$$
it suffers from a numerical instability as $\tau \to 0$. In theory the algorithm works correctly for all values of $\tau$, but in practice we are limited by running time and by imperfect floating number precision, and whence the potential incorrect computations of the relevant coefficients $q_m^{d-1}(\tau)$.

When $\tau$ is small we have to compute products of the form $\frac{e^{-\tau}}{m!(k-m)!} e^{-(k-d+2)\tau/2}$ for large values of $k$ and $m$, which means multiplying very large and very small numbers. This quickly accumulates numerical errors which cause the algorithm to fail. For example, using direct calculations done in Mathematica via partial sums and the equation (2.5) we calculate $q_0^{26}(0.05)$ to be equal to $-0.00427$ and even more extremely $q_0^{26}(0.03)$ to be equal to $29741.98$. Both of these results are clearly wrong and will cause the algorithm to fail.

In order to understand better how computation of coefficients $q_m^{d-1}(\tau)$ can go wrong, we have to look at the terms $b_k^{(r,d-1)}(m)$ from equation (2.5). We need to be able to quantify the error in our calculations, meaning we need to know how well the partial sums $\sum_{k=m}^{m+K} (-1)^{k-m} b_k^{(r,d-1)}(m)$ approximate the coefficients $q_m^{d-1}(\tau)$. The partial sums form an alternating series and one is tempted to say that the partial sums with even $K$ are always an upper bound for $q_m^{d-1}(\tau)$, whereas the partial sums with odd $K$ are always a lower bound. Unfortunately, for this to hold, we would need $b_k^{(r,d-1)}(m)$ to be equal to 0 as $k \to \infty$, which is not the case, although it is true once $k$ is large enough. To see this we notice that

$$b_k^{(r,d-1)}(m) = \frac{m+k+d-2}{k-m+1} \cdot \frac{2k+d}{2k+d-2} e^{-(2k+d-1)\tau/2},$$

which is a product of three decreasing functions in $k$ and the limit as $k \to \infty$ is equal to 0 (recall that only terms with $k \geq m$ are relevant). This means that as soon as the quotient is for the first smaller than 1 then the terms $b_k^{(r,d-1)}(m)$ start decaying indefinitely. Therefore, for a large enough number of terms taken, the exact value $q_m^{d-1}(\tau)$ always lies between two consecutive partial sums and they differ by just $b_k^{(r,d-1)}(m)$, which is hence also the upper bound for the error. This means that in order to compute coefficients $q_m^{d-1}(\tau)$ to a fixed precision $\varepsilon > 0$ we simple start computing each coefficient via partial sums in an infinite series representation (2.5) and we stop once the terms $b_k^{(r,d-1)}(m)$ start decaying and additionally $b_k^{(r,d-1)}(m) < \varepsilon$ holds.

As we have seen above, the partial sums $\sum_{k=m}^{m+K} (-1)^{k-m} b_k^{(r,d-1)}(m)$ eventually become arbitrarily close to the precise value $q_m^{d-1}(\tau) \in [0, 1]$. However, before reaching this value they can sometimes be very far off, in some cases the difference can be of several orders of magnitude. To see this we plot in figure 2 some of the terms $b_k^{(r,d-1)}(m)$ and some partial sums, which are used in the computation of $q_m^{d-1}(\tau)$.

One of the things immediately recognisable on figure 2 is unimodality of terms $b_k^{(r,d-1)}(m)$, which is obvious from calculations in the previous paragraph. Another noticeable thing is the

![Figure 1. Absolute errors $|\rho_1^d - \rho_2^d|$ on the left plot and relative error $\rho_1^d / \rho_2^d - 1$ on the right plot for $d = 3, 4.$](image-url)
size of the terms. Whereas on the left plot, where time $\tau$ is not too small, values of terms $b_{\tau}^{d-1}(m)$ and partial sums are relatively small, we can see that on the right plot, where the time $\tau$ is smaller, values become really large, in our particular case they are of order $10^5$. We have to contrast this to the fact, that for the values of parameters in the right plot the corresponding coefficient $q_{\tau}^d(0.1)$ is approximately equal to 0.00688 which is of several orders of magnitudes smaller than the terms (and partial sums) used to calculate it. When the difference between the size of terms and the correct value becomes too large, numerical inaccuracies quickly add up and numerically computed coefficients $q_{\tau}^{d-1}(\tau)$ are far from the correct values. This problem becomes even more apparent as the time $\tau$ goes to zero. Inspecting coefficients $q_{\tau}^{d-1}(\tau)$ suggests that the smallest time for which calculations of coefficients still seem to go through without major numerical errors is around $\tau = 0.1$ and the dimension $d$ does not seem to affect this as much (increasing dimension actually extends possible times $\tau$ for which the algorithm works correctly).

We also need to analyse coefficients $q_{\tau}^{d-1}(\tau)$ for a fixed time $\tau$ and dimension $d$ and see which coefficients are relevant for the simulation (i.e. which coefficients are negligible). To get a better understanding we therefore plot on figure 3 some of the coefficients for various times and dimensions.

Again we notice unimodality, which in this case is not directly apparent from the representation (2.5). Additionally, when time $\tau$ increases, the distribution moves to the left, which is intuitively clear from a description via death processes. Similarly, when the dimension $d$ increases, distribution moves to the left, but the effect is less profound.
Since we are limited with how small time $\tau$ we can take i.e. $\tau \geq 0.1$, numerical calculations quickly show that the only relevant coefficients $d_m^{d-1}(\tau)$ are those with $m \leq 40$. All other coefficients will be essentially equal to zero. Of course for larger values of $\tau$ and a larger dimension $d$ there might be even more essentially zero coefficients and there is no harm in setting them all equal to $0$. Therefore, for a fixed time $\tau$ we will only need to pre-calculate each coefficient $q_m^{d-1}(\tau)$ for $m \leq 40$. We do this calculations by taking sufficiently many terms in representation (2.5) to get the desired accuracy. Additionally, we can stop calculations if we reach a coefficient $q_m^{d-1}(\tau)$ which is already small enough and late enough so that the coefficients have already started decreasing. Again, we can set all succeeding coefficients to $0$. Once all relevant coefficients are calculated, we can then use the standard inversion sampling to simulate a random variable $A^{d-1}_\infty(\tau)$ and use it in algorithm 1.

As we have seen, our algorithm does not work well for small values of $\tau$. The bottleneck of algorithm 1 is a simulation of $A^{d-1}_\infty(\tau)$. Hence, if we still want to use a variant of the algorithm, we need to resort to some kind of an approximation and one option is using the following normal approximation for $A^{d-1}_\infty(\tau)$, which was originally given in [Gri84]. Let $\beta = (d - 2)t/2$ and $\eta = e^{\frac{2\beta}{\tau - 1}}$. Then $A^{d-1}_\infty(\tau)$ is approximately distributed as a normal $N\left(\mu(\gamma, t), \sigma(\gamma, t)^2\right)$ random variable, where $\mu(\gamma, t) = \frac{2\gamma}{\tau}$ and $\sigma(\gamma, t)^2 = \frac{4(\eta + \beta)}{\tau + \frac{1}{\eta + \beta} - 2\eta}\beta^{-2}$. Alternatively, one can resort to using the approximation $\Theta \sim Q_{\text{Approx}}(\theta, \tau)$ and setting $X = \frac{1 - \cos(\Theta)}{2}$ instead of steps 2 and 3. Such an approximation actually seems to give better results than the normal approximation.
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