ON STRONG SOLUTION TO THE 2D STOCHASTIC ERICKSEN-LESLIE SYSTEM: A GINZBURG-LANDAU APPROXIMATION APPROACH
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ABSTRACT. In this manuscript, we consider a highly nonlinear and constrained stochastic PDEs modelling the dynamics of 2-dimensional nematic liquid crystals under random perturbation. This system of SPDEs is also known as the stochastic Ericksen-Leslie equations (SELEs). We discuss the existence of local strong solution to the stochastic Ericksen-Leslie equations. In particular, we study the convergence the stochastic Ginzburg-Landau approximation of SELEs, and prove that the SELEs with initial data in $H^1 \times H^2$ has at least a martingale, local solution which is strong in PDEs sense.

1. INTRODUCTION

In 1995, Lin and Liu introduced in [32] the following system of PDEs

$$\begin{align*}
\partial_t v + v \cdot \nabla v - \Delta v + \nabla p &= - \text{div} (\nabla d \odot \nabla d), \text{ in } [0, T) \times O, \\
\partial_t d + v \cdot \nabla d &= \Delta d + |\nabla d|^2 d, \\
\text{div} v &= 0, \text{ in } [0, T) \times O, \\
v &= \frac{\partial d}{\partial n} = 0, \text{ on } [0, T) \times \partial O, \\
|d| &= 1, \text{ in } [0, T) \times O, \\
(v(0), d(0)) &= (v_0, d_0), \text{ in } O,
\end{align*}$$

(1.1a)-(1.1f)

as a simplified model describing the motion of a nematic liquid crystal. The number $T > 0$ is a fixed real number, $O$ is a bounded domain with smooth boundary, the vector fields $v : [0, T) \times O \to \mathbb{R}^2$ and $d : [0, T) \times O \to \mathbb{R}^3$ represent the velocity and director fields, respectively. The function $p : [0, T) \times O \to \mathbb{R}$ is the fluids pressure and $\nabla d \odot \nabla d$ is the matrix defined by

$$[\nabla d \odot \nabla d]_{ij} = \sum_{k=1}^3 \partial_i d_k \partial_j d_k, \quad i, j \in \{1, 2\}. $$

For more details on physical modeling of liquid crystal we refer to the books [13] and [39] and the papers [15] and [28].

The model (1.1) is an oversimplification of a Ericksen-Leslie model of nematic liquid crystal with the one-constant simplification of the Frank-Oseen energy density

$$\frac{1}{2} |\nabla d|^2. $$

However, the model still retains many mathematical and essential features of the hydrodynamic equations for nematic liquid crystals. Moreover, the mathematical analysis of the above equations is quite challenging due to the sphere constraint (1.1e), the highly nonlinear coupling term $- \text{div} (\nabla d \odot \nabla d)$ and the non-parabolicity of the problem which can be seen from the fact

$$\Delta d + |\nabla d|^2 d = -d \times (d \times \Delta d), \text{ for } d \in S^2. $$

Because of these observations, the system (1.1) has been extensively studied and several important results have been obtained. In addition to the paper [32] we cited above we refer, among others, to [19, 20, 31, 33]
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Using a fixed point method, they showed the existence of local strong solution \( u \) for studies have generated several important results which were published in [19], [20] and [16]. These papers This question is very interesting and has been the subject of intensive studies in deterministic case. These \( n \) is the space dimension. There is also the paper [36] which seeks for a special cylinders Wiener process and standard Brownian motion, \( \circ \eta \) is the Stratonovich integral.

We should note that the deterministic version of (1.2), that is,
\[
\begin{align*}
\partial_t v + (v \cdot \nabla)v - \Delta v + \nabla p &= -\nabla \cdot (\nabla n \otimes \nabla n) , \\
\text{div} v &= 0 , \\
\partial_t d + (v \cdot \nabla)d &= \Delta d - \frac{1}{\varepsilon^2}(1 - |d|^2)d , \\
v &= 0 \quad \text{and} \quad \frac{\partial d}{\partial \nu} = 0 \quad \text{on} \, \partial \Omega , \\
v(0) &= v_0 \quad \text{and} \quad d(0) = d_0 ,
\end{align*}
\]
was proposed in [32] as an approximation of the simplified Ericksen-Leslie system (1.1).

Our study in this paper is motivated by the need for a sound mathematical analysis of the effect of the stochastic external perturbation on the dynamics of nematic liquid crystals. While the role of noise on the dynamics of the director \( n \) has been the subject of numerous theoretical and experimental studies in physics, there are very few rigorous mathematical results related to models for nematic liquid under random perturbations. The unpublished manuscript [7] is the first paper to prove the existence of strong solution of (1.2). This result was generalized in [4] to the case where the quadratic \( \varepsilon \) is replaced by a more general polynomial function. The paper [6] deals with weak (both in PDEs and stochastic calculus sense) solutions and the maximum principle.

Very recently, Hausenblas along with the first and the third author of the present considered in [5] the stochastic Ericksen-Leslie-Equations (SELEs)
\[
\begin{align*}
du + [u \cdot \nabla u - \Delta u + \nabla p]dt &= -\text{div} (\nabla n \otimes \nabla n) dt + dW, \quad \text{in} \, [0, T) \times \Omega \\
dn + u \cdot \nabla ndt &= [\Delta n + |\nabla n|^2]n + (n \times h) \circ \eta , \\
\text{div} u &= 0, \quad \text{in} \, [0, T) \times \Omega , \\
|n| &= 1, \quad \text{in} \, [0, T) \times \Omega , \\
(u(0), n(0)) &= (u_0, n_0) , \quad \text{in} \, \Omega .
\end{align*}
\]
Bu using a fixed point method, they showed the existence of local strong solution \( (u_0, n_0) \in H^{\alpha} \times H^{\alpha+1} \) for \( \alpha > \frac{n}{2} \), where \( n = 2, 3 \) is the space dimension. There is also the paper [35] which seeks for a special weak solution \( (u, n) \) of (1.4) with the unknown \( n \) being replaced by an angle \( \theta \) such that \( n = (\cos \theta, \sin \theta) \). This model reduction considerably simplify the mathematical analysis of (1.4).

As we mentioned the model (1.3) was proposed in [32] as an approximation of the simplified Ericksen-Leslie system (1.1). It is also widely used in numerical analysis to handle the sphere constraint (1.1c) in the Ericksen-Leslie equations, see for instance [43]. Hence, a natural questions which now arises is to know whether the solutions \( (u^\varepsilon, n^\varepsilon) \) converge to a solution to the stochastic Ericksen-Leslie equations as \( \varepsilon \to 0 \). This question is very interesting and has been the subject of intensive studies in deterministic case. These studies have generated several important results which were published in [19], [20] and [16]. These papers
are only related to the convergence of smooth solutions solutions. The convergence of the weak solution remains an open questions. Note that an attempt to solve this open problem was done in [32], but it is not clear whether the limit satisfies (1.1) or not.

In the case of the stochastic case, it seems that this note is the first analysis presenting a result on the convergence of the solutions \((u^n, n^n)\) to \((u^2, n^2)\). In particular, we show that by studying the convergence the strong solutions of \((1.2)\) we can construct martingale, local strong to \((1.4)\) with initial data in \(H^1 \times H^2\). Note that strong solution is taken in the sense of PDEs. The result we obtain is not covered in [5] which considered the stochastic ELEs with initial data \((v_0, d_0) \in H^\alpha \times H^{\alpha + 1}\) for \(\alpha > \frac{n}{2}\), where \(n = 2, 3\) is the space dimension. Moreover, the approaches are completely different.

Let us now close this introduction by giving the layout of this paper. In Section 2 we introduce the frequently used notations in this manuscript and our main results, see Theorem 2.6. The proof of this main theorem is based on careful derivation of estimates uniform in \(\varepsilon\) of the solutions \((u^n, n^n)\) to \((1.2)\) and the proof of tightness of laws of these solutions on the space \(C([0, T]; H \times H^1) \cap C_{weak}([0, T]; V \times H^2) \cap L^2_{weak}(0, T; D(A) \times H^3)\) and passage to the limits. These steps are very technical and require long and tedious calculation. Hence, in order to save space we only sketch the main steps of the derivations of uniform estimates in Section 3. Also, we only outline the main ideas of the proof of the tightness and the passage to the limits in Section 4.

2. Notations, the stochastic model and our main result

2.1. Notations and the stochastic model. Let us begin with a brief description of the functional setting.

We will use the symbol \(\mathcal{O}\) to denote the 2D torus \(\mathbb{R}^2/(2\pi\mathbb{Z})^2 = \mathbb{R}^2/\sim\), where by \(\sim\) we understand the standard equivalence relation on \(\mathbb{R}^2\) defined by \(x = (x_1, x_2) \sim y = (y_1, y_2)\) iff there exist \(k \in \mathbb{Z}^2\) such that \(y = x + 2\pi k\). It is well known that \(\mathcal{O}\) can be equipped in a natural differentiable structure so that it becomes a compact riemannian manifold (without boundary). Occasionally it is convenient to view \(\mathcal{O}\) as the square \([0, 2\pi]^2\) with the sides identified. In particular, the riemannian volume measure on \(\mathcal{O}\) can be identified with the Lebesgue measure on \([0, 2\pi]^2\) and the riemannian distance is equal to the following one

\[
d([x]_\sim, [y]_\sim) = \sqrt{\sum_{i=1}^{2} \min\{|y_i - x_i|, |y_i - x_i - 2\pi|\}^2}, \quad [x]_\sim, [y]_\sim \in \mathcal{O},
\]

where the both representatives \(x = (x_1, x_2)\) and \(y = (y_1, y_2)\) of \([x]_\sim\), and respectively, of \([y]_\sim\) have been chosen from \([0, 2\pi]^2\).

Throughout, we will use the following notation

\[
\mathcal{M} = \{d : \mathcal{O} \to \mathbb{R}^3 : |d(x)| = 1 \text{ Leb-a.e.}\}.
\]

All the vector spaces defined on \(\mathcal{O}\) can also be be defined in terms of functions defined on \([0, 2\pi]^2\) satisfying appropriate compatibility conditions on the boundary \(\partial([0, 2\pi]^2) = \{0, 2\pi\} \times \{0, 2\pi\} \cup \{0, 2\pi\} \times [0, 2\pi]\). We follow here the presentation from [41] and [42] Chapert VIII, section 4], see also recent papers [3] and [2]. In particular, we denote by \(\mathbb{H}^{k}(\mathcal{O})\), for \(k \in \mathbb{N}\), the Sobolev space of all vector fields defined on \(\mathcal{O}\), equivalently all \(\mathbb{R}^2\) valued functions defined on \([0, 2\pi]^2\) satisfying appropriate compatibility conditions on the boundary \(\partial([0, 2\pi]^2)\), which are weakly differentiable up to order \(k\) and those weak derivatives are square integrable. Obviously, \(\mathbb{H}^{0}(\mathcal{O}) = L^2(\mathcal{O})\). We denote by \(\mathcal{V}\) the space of all \(C^\infty\) vector fields defined on \(\mathcal{O}\), equivalently all \(\mathbb{R}^2\) valued functions defined on \([0, 2\pi]^2\) satisfying appropriate compatibility conditions on the boundary \(\partial([0, 2\pi]^2)\), such that \(\text{div } u = 0\). We also put

\[
\mathbb{L}^2_0 = \left\{u \in \mathbb{L}^2(\mathcal{O}) : \int_{\mathcal{O}} u(x) \, dx = 0\right\}.
\]

Then, by \(\mathcal{H}\) we define the closure of the space \(\mathcal{V}\) in the space \(\mathbb{L}^2_0\) equipped with the norm and scalar product inherited from the latter space. It is known that \(\mathcal{H}\) is equal to the set \(\{u \in \mathbb{L}^2_0 : \text{div } u = 0\}\). We also put

\[
\mathcal{V} = \mathbb{H}^1(\mathcal{O}) \cap \mathcal{H}.
\]
equipped with the norm and scalar product inherited from the space \( \mathbb{H}^1(\mathcal{O}) \). It turns out that \( V \) can be equipped with another scalar product and norm defined by

\[
\langle u, v \rangle_V := \langle \nabla u, \nabla v \rangle_{L^2}, \quad u, v \in V,
\]

\[
\|u\|_V^2 := \langle \nabla u, \nabla u \rangle_{L^2}, \quad u \in V.
\]

(2.3)

(2.4)

It it known that the original norm is equivalent to the new one. We will only use the latter.

We denote by \( \Lambda \), the Stokes operator defined by

\[
\Lambda: D(\Lambda) \ni u \mapsto -\Pi (\Delta u) \in H,
\]

where

\[
\Pi: \mathbf{L}^2(\mathcal{O}) \rightarrow H
\]

is the orthogonal projection called the Leray–Helmholtz projection. It is known that \( \Lambda \) is a positive, self-adjoint operator in \( H \) with its inverse \( A^{-1} \) being compact. We will use the following norm on the space \( D(\Lambda) \):

\[
\|u\|_{D(\Lambda)}^2 := |Au|_{L^2}^2.
\]

Obviously \( D(\Lambda) \) is a Hilbert space endowed with that norm (and the corresponding scalar product). Moreover, it is known that

\[
D(A^{1/2}) = V \quad \text{and} \quad \langle Au, u \rangle_H = \|u\|_V^2 = |\nabla u|_{L^2}^2, \quad u \in D(\Lambda).
\]

(2.6)

It is also well known (and follows from \( [41, \text{section 2.2}] \)), that \( \Pi \) and \( A \) commute so that for every \( \theta \geq 0 \),

\[
\Pi: D(A^\theta) \rightarrow D(A^\theta) \quad \text{is a bounded linear operator.}
\]

(2.7)

So far we have introduced mostly the functional spaces corresponding to the velocity field. Let us next introduce the spaces corresponding to the director field. By \( H^k, \, k \in \mathbb{N} \), we will denote the Sobolev space of all functions \( n: \mathcal{O} \rightarrow \mathbb{R}^3 \), equivalently all \( \mathbb{R}^3 \)-valued functions defined on \( [0, 2\pi]^2 \) satisfying appropriate compatibility conditions on the boundary \( \partial([0, 2\pi]^2) \), which are weakly differentiable up to order \( k \) and those weak derivatives are square integrable. It is well known that \( H^k \) is a Hilbert space. Let us recall that by the Sobolev embedding theorem, \( H^k \rightarrow C(\mathcal{O}) \) if \( k > 1 \).

We now give few assumptions and notation about the stochastic perturbations.

**Assumption 2.1.** Throughout this paper we are given a complete filtered probability space \( (\Omega, \mathcal{F}, \mathbb{P}, \mathcal{F}) \) with the filtration \( \mathbb{F} = \{ \mathcal{F}_t : t \geq 0 \} \) satisfying the usual hypothesis, i.e., the filtration is right-continuous and all null sets of \( \mathcal{F} \) are elements of \( \mathcal{F}_0 \).

We introduce what we mean by a cylindrical Wiener process in the following definition.

**Definition 2.2.** Assume also that Assumption \( 2.1 \) is satisfied and that \( K \) is a separable Hilbert space with orthonormal basis \( \{ e_j : j \in \mathbb{N} \} \). By a K-cylindrical Wiener process we understand a formal series \( W(t) = \sum_{j=1}^\infty w_j(t)e_j, \quad t \geq 0 \), where \( w_j = (w_j(t))_{t \geq 0}, \, j \in \mathbb{N}, \) is a sequence of i.i.d. standard Wiener processes defined on the filtered probability space \( (\Omega, \mathcal{F}, \mathbb{F}, \mathcal{F}) \). Equivalently, see \( [10, \text{Definition 4.1}] \), a K-cylindrical Wiener process defined on the filtered probability space \( (\Omega, \mathcal{F}, \mathbb{F}, \mathcal{F}) \) we understand a family \( W(t), \, t \geq 0 \) of bounded linear operators from \( K \) into \( L^2(\Omega, \mathcal{F}, \mathbb{F}) \) such that:

(i) for all \( t \geq 0, \) and \( k_1, k_2 \in K, \) \( \mathbb{E} W(t)k_1W(t)k_2 = t(k_1, k_2)_K, \)

(ii) for each \( k \in K, \) \( W(t)k, \, t \geq 0 \) is a real valued \( \mathbb{F}\)-Wiener process.
Now, by projecting the stochastic model (1.2) into the space of divergence free function we obtain the following stochastic PDEs with periodic boundary conditions:

\[ du + \left[ A u + \Pi_L(u \cdot \nabla u) \right] dt = -\Pi_L \left[ \text{div}(\nabla n \circ \nabla n) \right] dt + dW \]  

\[ dn + (u \cdot \nabla)n dt = [\Delta n - \frac{1}{\epsilon^2}(1 - |n|^2)n]dt + (n \times h) \circ d\eta \]

where we assume that the initial data satisfies

\[ n_0 \in \mathcal{M}, \]

and \( \circ d\eta \) denotes the Stratonovich differential.

### 2.2. Our main results.

Let us start with some definitions about stopping times.

**Definition 2.3.** A random function \( \tau : \Omega \rightarrow [0, \infty] \) is called a stopping time, see [26, Definition I.2.1], [37, Definition 4.1], and [14, section III.5], iff for each \( t \geq 0 \), the set \( \{ \omega \in \Omega : t < \tau(\omega) \} \in \mathcal{F}_T \) (or equivalently, \( \{ \omega \in \Omega : \tau(\omega) \leq t \} \in \mathcal{F}_T \)). A stopping time \( \tau : \Omega \rightarrow [0, \infty] \) is called accessible, see [27, section 2.1, p. 45], iff there exists an increasing sequence \( \tau_n \) of stopping times \( \tau_n : \Omega \rightarrow [0, \infty) \) such that \( \mathbb{P}\text{-a.s.} \) (i) for all \( n \in \mathbb{N} \), \( \tau_n < \tau \); (ii) and \( \lim_{n \to \infty} \tau_n = \tau \).

The sequence \( (\tau_n)_{n \in \mathbb{N}} \) as above is usually called an announcing sequence for \( \tau \).

We now continue with the definition of a strong solution to (1.2), see [7] and also [4].

**Definition 2.4.** Assume that \( \epsilon > 0 \) and \( (u_0, n_0) \in V \times H^2 \) satisfies the constraint condition (2.9). Assume also that Assumption 2.1 is satisfied. A process \( (u^\epsilon, n^\epsilon) : [0, \infty) \rightarrow V \times H^2 \) is called a strong solution to the SGL (2.8) iff

(i) the process \( (u^\epsilon, n^\epsilon) \) is \( V \)-valued continuous and \( \mathbb{P} \)-progressively measurable,

(ii) there exits an \( D(A) \times H^3 \)-valued \( \mathbb{P} \)-progressively measurable process \( (\tilde{u}^\epsilon, \tilde{n}^\epsilon) \) such that

\[ (u^\epsilon, n^\epsilon) = (\tilde{u}^\epsilon, \tilde{n}^\epsilon) \]

almost everywhere w.r.t. \( \text{Leb} \otimes \mathbb{P} \);

and, \( \mathbb{P} \) almost surely,

\[ (u^\epsilon, n^\epsilon) \in C([0, \infty); V \times H^2) \text{ and } (\tilde{u}^\epsilon, \tilde{n}^\epsilon) \in L^2_{\text{loc}}([0, \infty); D(A) \times H^3); \]

(iii) for all \( t \in [0, \infty) \),

\[ |n^\epsilon(t)|_{L^\infty} \leq 1, \quad \mathbb{P}\text{-almost surely}, \]

(iv) for all \( t \in [0, \infty) \), the following identities hold true in \( H \) and \( H^1 \) respectively, \( \mathbb{P} \)-almost surely,

\[ u(t) = u_0 - \int_0^t \left[ A u + \Pi_L(u \cdot \nabla u) \right] ds + \Pi_L \left[ \text{div}(\nabla n \circ \nabla n) \right] dt + W(t), \]

\[ n(t) = n_0 + \int_0^t [- (u \cdot \nabla)n + \Delta n - \frac{1}{\epsilon^2}(1 - |n|^2)n]ds + (n \times h) \circ d\eta(s). \]

We now recall the following result about the existence and uniqueness of a global strong solution to (1.2), see [4, Theorem 3.17]. Note that the condition (iii) of Definition 2.4 was proved in [6, Theorem 5.1].

**Theorem 2.5.** Assume that \( h = h(1, 1, 1) \) where \( h \in H^2(\mathcal{O}, \mathbb{R}) \). Assume that Assumption 2.1 is satisfied. Assume that \( W = (W(t))_{t \geq 0} \) and \( \eta = (\eta(t))_{t \geq 0} \) are respectively \( V \) and \( \mathbb{R} \) valued Wiener processes defined on the filtered probability space \( (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}) \). Assume finally that \( \epsilon \in (0, 1) \). Then, for every \( (u_0, n_0) \in V \times H^2 \) there exists a process \( (u^\epsilon, n^\epsilon) : [0, \infty) \rightarrow V \times H^2 \) which is a unique strong solution to (2.8).

A natural questions which now arises is to know whether the solutions \( (u^\epsilon, n^\epsilon) \) converge to a solution to the stochastic Ericsson-Leslie equations as \( \epsilon \to 0 \). This is the subject of the present paper and it seems that this note is the first analysis presenting a result on the convergence of the solutions \( (u^\epsilon, n^\epsilon) \) to the SGL. In particular, we obtained the following result.

\footnote{In the sense that for all \( n \in \mathbb{N} \), \( \tau_n \leq \tau_{n+1}, \mathbb{P}\text{-a.s.} \)}
Theorem 2.6. Assume that $K$ is a separable Hilbert space such that the embedding $K \hookrightarrow V$ is Hilbert-Schmidt. Assume that $\eta = h(1, 1, 1)$ where $h \in H^2(0, \mathbb{R})$.

There exist a filtered complete probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$, a finite stopping $\tau > 0$, a $\mathbb{K} \times \mathbb{R}$-cylindrical Wiener process $(\hat{W}, \hat{\eta}), (u, n), (u^\varepsilon, n^\varepsilon) : [0, \tau] \to V \times H^2$, such that

\begin{equation}
(u^\varepsilon, n^\varepsilon) \to (u, n) \text{ a.s. in } C([0, \tau]; D(A^{\alpha}) \times H^\alpha) \cap L^2(0, \tau; D(A^{\alpha}) \times H^{1+\alpha}), \quad \alpha \in [1, 2),
\end{equation}

for all $t \in [0, T]$, a.s. $n(t) \in \mathcal{M}$

\begin{align*}
u(t \wedge \tau) - \nu_0 &= \hat{W}(t \wedge \tau) - \int_0^{t \wedge \tau} (Au + \Pi_L[u \cdot \nabla u + \text{div}(\nabla n \otimes n)]) \, ds \\
n(t \wedge \tau) - \eta_0 &= \int_0^{t \wedge \tau} (\Delta n + |\nabla n|^2 n - u \cdot \nabla n) \, ds + \int_0^{t \wedge \tau} (n \times \eta) \, d\hat{\eta}.
\end{align*}

Remark 2.7. In the deterministic case, Hong [19] proved that

\[
\frac{1}{2} \leq |n^\varepsilon(t, x)|_{\mathbb{R}^3} \leq 1, \forall t \in [0, T) \text{ a.e. } x.
\]

This is important to handle $\frac{1}{2\varepsilon^2}(1 - |n^\varepsilon|^2)n^\varepsilon$ when one wants to study the convergence of the deterministic Ginzburg-Landau approximation. Unfortunately, we do not know how to prove it in the stochastic case. Therefore, we will need to devise an unusual technique.

The proof of this theorem follows the standard scheme of deriving uniform a priori estimates, establishing tightness in appropriate spaces, using the famous Jakubowski-Skorokhod representation theorem to pass to the limit. In this section we concentrate on the first part, i.e. uniform estimates. Moreover, these steps involve long and tedious calculations. Therefore, in order to save space we only give a sketch of the main ideas of the proof of the above theorem.

Remark 2.8. Note that the previous results obtained in [5] only give the existence of a local solution $(u, n) : [0, \tau] \to D(A^{\alpha}) \times H^{1+\alpha}$ whenever $(u_0, n_0) \in D(A^{\alpha}) \times H^{1+\alpha}, \alpha > \frac{d}{2}, d = 2, 3$. Hence, the present note improves the results from that paper.

Throughout, we put

\[
f_\varepsilon(n) = \frac{1}{\varepsilon^2}(1 - |n|^2)n \text{ and } F_\varepsilon(n) = \frac{1}{4\varepsilon^2}(1 - |n|^2)^2.
\]

3. Ideas of the proof of Theorem 2.6: Uniform estimates

As mentioned the proof of Theorem consists in deriving uniform estimates, proving tightness results and passage to the limit. In this section we concentrate on the first part, i.e. uniform estimates. In the following section we will deal with the second and third parts.

In what follows we choose and fix a separable Hilbert space $K$ such that the embedding $K \hookrightarrow V$ is Hilbert-Schmidt. We also assume that Assumptions of Theorem 2.5 are satisfied, i.e. we assume Assumption 2.1 and that $W = (W(t))_{t \geq 0}$ and $\eta = (\eta(t))_{t \geq 0}$ are respectively $V$ and $\mathbb{R}$ valued Wiener processes defined on the filtered probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and $(u_0, n_0) \in V \times H^2$. We denote by $Q \in \mathcal{L}(V)$ the covariance operator of $W$. Here $\mathcal{L}(V)$ is the space of all bounded linear maps from $V$ into itself.

In this section we also fix $\varepsilon \in (0, 1]$ denote by $(u^\varepsilon, n^\varepsilon) : [0, \infty) \to V \times H^2$ the unique strong solution to the SGL (2.3) guaranteed by Theorem 2.5. Since we want to prove the existence of a local solution, we fix for the remainder of this section a finite time horizon $T > 0$. In all our results below we will find estimates independent of $\varepsilon$. The constants will depend on both the initial data as well as on $T$ but we will not make this dependence explicit.

The first estimates we get are given in the following lemma.
Lemma 3.1. For any \( p \in \mathbb{N} \) there exists a constant \( K_0(p) > 0 \), independent of \( \varepsilon \in (0, 1) \), such that
\[
\mathbb{E} \sup_{t \in (0,T)} \left( |u^\varepsilon(t)|^2_{L^2} + |
abla u^\varepsilon(t)|^2_{L^2} + |F_\varepsilon(n^\varepsilon(t))|_{L^1} \right)^p \leq K_0(p),
\]
\[
\mathbb{E} \left( \int_0^T |\nabla u^\varepsilon(t)|^2 + |\Delta n^\varepsilon(t) + f_\varepsilon(n^\varepsilon(t))|^2 dt \right)^p \leq K_0(p).
\]

Sketch of the proof of Lemma 3.1 The application of the Itô Lemma \([38]\) to the functional \( \Gamma_1(u) + \Gamma_2(n) \), where
\[
\Gamma_1(u) = \frac{1}{2} |u|^2_{L^2} \quad \text{and} \quad \Gamma_2(n) = \frac{1}{2} |\nabla n|^2_{L^2} + \frac{1}{4\varepsilon^2} \int_O \left[ 1 - |n|^2 \right]^2 dx,
\]
the use of the fact \( f_\varepsilon(n^\varepsilon) \perp n^\varepsilon \times h \) and
\[
\langle B(u^\varepsilon, u^\varepsilon) + M(n^\varepsilon), u^\varepsilon \rangle + \langle u^\varepsilon \cdot \nabla n^\varepsilon, f_\varepsilon(n^\varepsilon) - \Delta n^\varepsilon \rangle = 0,
\]
and the use of the elementary equality
\[
|\nabla (n^\varepsilon \times h)|^2_{L^2} + \langle \nabla n^\varepsilon, \nabla (n^\varepsilon \times h \times h) \rangle = |n^\varepsilon \times \nabla h|^2_{L^2},
\]
yield the following energy equality which is the basis if the proof of the lemma:
\[
\mathcal{E}[u^\varepsilon, n^\varepsilon](t) + 2 \int_s^t D[u^\varepsilon, n^\varepsilon](r) dr = \mathcal{E}[u^\varepsilon, n^\varepsilon](s) + |Q^2_{\varepsilon}(V)(t-s)|
\]
\[
+ 2 \int_s^t \langle \nabla n^\varepsilon, (n^\varepsilon \times \nabla h) \rangle dt + 2 \int_s^t \langle u^\varepsilon, dW \rangle
\]
\[
+ \int_s^t |(n^\varepsilon \times \nabla h)|^2_{L^2} dt
\]
where
\[
\mathcal{E}[u, n](t) = \int_O \left[ |u(t, y)|^2 + |\nabla n(t, y)|^2 \right] dy + \int_O F_\varepsilon(n(t, y)) dy,
\]
\[
D[u^\varepsilon, n^\varepsilon](t) = |\nabla u^\varepsilon(t)|^2_{L^2} + |\Delta n^\varepsilon(t) + f_\varepsilon(n^\varepsilon(t))|^2_{L^2}.
\]

Once we have this energy estimate we can refine the approach in \([6]\) to obtain the estimates in Lemma 3.1.

The above lemma give two natural and important uniform estimates, but they are not sufficient for our purpose. We need to derive uniform estimates in the space \( C([0,T]; V \times H^2) \cap L^2([0,T]; D(A) \times H^3) \). In order to derive such estimates let us define an important stopping time.

Let \( \delta, R > 0 \),
\[
\mathcal{E}_R[u, n](t, x) = \int_{B(x,R)} \left[ |u(t, y)|^2 + |\nabla n(t, y)|^2 + F_\varepsilon(n(t, y)) \right] dy,
\]
and define the following three \( \mathbb{F} \)-stopping times
\[
\sigma_1^\varepsilon(R) := \sigma_1^\varepsilon(\delta, R) = \inf \left\{ t \in [0, \infty) : \sup_{x \in O} \mathcal{E}_R[u^\varepsilon, n^\varepsilon](t, x) \geq \delta \right\} \wedge T,
\]
\[
\sigma_2^\varepsilon = \inf \left\{ t \in [0, \infty) : \sup_{x \in O} |n^\varepsilon(t, x)| \leq \frac{\sqrt{2}}{2} \right\} \wedge T,
\]
\[
\sigma^\varepsilon(R) = \sigma_1^\varepsilon(\delta) \wedge \sigma_2^\varepsilon.
\]

We will now use this stopping time to derive uniform estimates in \( C([0,T]; V \times H^2) \cap L^2([0,T]; D(A) \times H^3) \) for the stopped processes \( (u^\varepsilon(\cdot \wedge \sigma^\varepsilon(R)), n^\varepsilon(\cdot \wedge \sigma^\varepsilon(R))) \) for appropriate choice of \( R \). This is motivated by the theory from the deterministic case which shows that uniform estimates in \( C([0,T]; V \times H^2) \cap L^2([0,T]; D(A) \times H^3) \) hold if the energy remains small and \( |n(t)|_{L^\infty} \) does not enter the ball \( B(0, \frac{1}{2}) \), see \([19\), Eq. (3.3)].
Hereafter, we set $O_t = [0, t] \times O$, $t > 0$ and recall the following important lemma, see [40, Lemma 3.1]. Note that Struwe proved his result on a general compact riemannian manifold and hence his result is valid in our case of a compact 2D torus.

**Lemma 3.2** (The Ladyzhenskaya-Struwe inequality). There exist constant $c_0 > 0$ and $r_1 > 0$, independent of $\varepsilon \in (0, 1]$, such that for every $R \in (0, r_1]$ the following inequality holds

$$
|\nabla n^\varepsilon(t,x)|_{L^4(O_t)} \leq c_0 \left( \sup_{(s,x) \in [0,t] \times O} \int_{B(x,R)} |\nabla n^\varepsilon(s,y)|^2 dy \right) \times \left( |\Delta n^\varepsilon|_{L^2(O_t)}^2 + R^{-2} |\nabla n^\varepsilon|_{L^2(O_t)}^2 \right).
$$

(3.8)

**Remark 3.3.** Since $P$ almost surely the $(u^\varepsilon, n^\varepsilon) : [0, T] \to V \times H^2$ is continuous, for any $\delta \in (0, 1/8c_0)$ one can find $r_0 > 0$ such that for any $R \leq r_0$

$$
\sigma^\varepsilon(R) > 0 \text{ a.s.}
$$

Hereafter, we set

$$
R_0 = r_1 \wedge r_0,
$$

(3.9)

$$
\sigma^\varepsilon = \sigma^\varepsilon(R), \quad \text{for a fixed } R \in (0, R_0].
$$

(3.10)

**Lemma 3.4.** Let $\delta \in (0, 1/8c_0)$, $p \in \mathbb{N}$, $r_1 > 0$, $r_0 > 0$ as in Remark 3.3. Let $R_0 = r_1 \wedge r_0$ and for $R \in (0, R_0]$ we set $\sigma^\varepsilon = \sigma^\varepsilon(R)$. Then, there exists a constant $K_1(p) > 0$ independent of $\varepsilon \in (0, 1]$, such that

$$
\mathbb{E} \left( \int_0^{\sigma^\varepsilon} |\Delta n^\varepsilon|_{L^2(O_{\sigma^\varepsilon})}^2 + \frac{1}{8\varepsilon^4} \int_0^{\sigma^\varepsilon} \left| 1 - |n^\varepsilon|^2 \right|^2_{L^2(O_{\sigma^\varepsilon})} + \int_0^{\sigma^\varepsilon} |\nabla n^\varepsilon|^2_{L^2(O_{\sigma^\varepsilon})} ds \right)^p \leq K_1(p).
$$

(3.11)

**Sketch of the proof of Lemma 3.4.** The idea of the proof consists in the following three steps.

- We expand $|\Delta n^\varepsilon + f_\varepsilon(n^\varepsilon)|_{L^2}^2$, use integration by parts and the Young inequality to obtain

$$
|\Delta n^\varepsilon|_{L^2(O_{\sigma^\varepsilon})}^2 + \frac{1}{\varepsilon^4} \left| 1 - |n^\varepsilon|^2 \right|_{L^2(O_{\sigma^\varepsilon})}^2 + \frac{1}{\varepsilon^2} |\nabla n^\varepsilon|_{L^2(O_{\sigma^\varepsilon})}^2 \leq |\Delta n^\varepsilon + f_\varepsilon(n^\varepsilon)|_{L^2(O_{\sigma^\varepsilon})}^2 + 4 |\nabla n^\varepsilon|_{L^4(O_{\sigma^\varepsilon})}^4 + \frac{1}{8\varepsilon^4} \left| 1 - |n^\varepsilon|^2 \right|_{L^2(O_{\sigma^\varepsilon})}^2.
$$

(3.12)

- We use the fact $|n^\varepsilon(t)|^2 \geq \frac{1}{4}$ for $t \in [0, \sigma^\varepsilon]$ to control the term containing $|(1 - |n^\varepsilon|^2)n^\varepsilon|^2$ (this yields the term $|1 - |n^\varepsilon|^2|^2$ in the estimates (3.11)!

- We finally use the Ladyzhenskaya-Struwe lemma and Lemma 3.1 to conclude.

□

Before proceeding further, we recall the following lemma which was proved in [18] in the case of a general domain. For the case of the torus, it is enough to observe that the $d = 2$-dimensional result follows from the $d = 1$-dimensional one. In the latter case, it follows by a simple scaling argument applied to a (large) interval $[0, L]$ with radius $R = 1$ with the centers chosen by $x_i = i, i = 0, \ldots, [L]$. Here $[L]$ denotes the integer part of $L$.

**Lemma 3.5.** There exists a positive number $C > 0$ such that the following holds.

For every $R > 0$ there exists a natural number $N_R \in \mathbb{N}$ such that $N_R \leq CR^{-2}$ and a finite set $\{x_i : i = 1, \ldots, N_R\} \subset \mathcal{O}$ such that

$$
\text{for every } x \in \mathcal{O} \text{ there exists } i \in \{1, \ldots, N_R\} \text{ such that } B(x, R) \subset B(x_i, 2R)
$$

(3.13)

Note that in particular $\mathcal{O} = \bigcup_{i=1}^{N_R} B(x_i, 2R)$.

By staying in $[0, \sigma^\varepsilon]$ and using the above covering lemma we obtain the following lemma.
Lemma 3.6. Assume that $\delta \in (0, 1/8c_0)$, $R_0$ as before. Then, for every $p \in \mathbb{N}$ there exists a constant $K_2(p) > 0$ independent of $\varepsilon \in (0, 1)$ such that

$$\mathbb{E}\exp\left(p \sup_{t \in [0, \sigma^\varepsilon]} \mathcal{E}[u^\varepsilon, n^\varepsilon](t)\right) \leq K_2(p)$$  \hspace{1cm} (3.14)

$$\mathbb{E}\exp\left(p \int_0^{\sigma^\varepsilon} \left[|\Delta n^\varepsilon|^2 + |\nabla u^\varepsilon|^2 \right] ds + \frac{1}{8\varepsilon^4} \left[|1 - |n^\varepsilon|^2|^2 + \frac{1}{\varepsilon} |\nabla n^\varepsilon|^2 \right] ds\right) \leq K_2(p),$$  \hspace{1cm} (3.15)

$$\mathbb{E}\exp\left(p \int_0^{\sigma^\varepsilon} \left|\nabla n^\varepsilon + u^\varepsilon\right|^2 ds\right) \leq K_2(p).$$  \hspace{1cm} (3.16)

Sketch proof of Lemma 3.6. The first estimate (3.14) can be easily obtained. In fact, by covering the torus $\mathcal{O}$ by balls $B(x_k, R_0)$ we obtain

$$\sup_{t \in [0, \sigma^\varepsilon]} \mathcal{E}[u^\varepsilon, n^\varepsilon](t) \leq \sum_{k=1}^{N_{R_0}} \sup_{(t, x) \in [0, \sigma^\varepsilon] \times B(x_k, R_0)} \mathcal{E}_{R_0}[u^\varepsilon, n^\varepsilon](t, x) \leq N_{R_0} \delta,$$

from which we easily derive (3.14).

The proof of the second estimate (3.15) is quite long. We start using the previous estimates and the energy inequality (3.4) and derive that

$$|\Delta n^\varepsilon|^2 \leq \left|\nabla n^\varepsilon + f_\varepsilon(n^\varepsilon)\right|^2 \leq K_3 + \int_0^{\sigma^\varepsilon} \langle \nabla u^\varepsilon, dW \rangle + \int_0^{\sigma^\varepsilon} \langle \nabla n^\varepsilon, n^\varepsilon \times \nabla h \rangle \eta + \frac{K_3}{R_0^2} \int_0^{\sigma^\varepsilon} |\nabla n^\varepsilon|^2 ds.$$  \hspace{1cm} (3.17)

Next, by the Itô formula and the previous exponential inequality estimate (3.14) we obtain

$$\mathbb{E}\left(\exp\left[p \int_0^{\sigma^\varepsilon} \langle u^\varepsilon, dW \rangle + \int_0^{\sigma^\varepsilon} \langle \nabla n^\varepsilon, n^\varepsilon \times \nabla h \rangle \eta + \frac{pK_3}{R_0^2} \int_0^{\sigma^\varepsilon} |\nabla n^\varepsilon|^2 ds\right]\right) \leq C,$$

from which along with (3.17) we derive (3.15). \hfill \Box

We now can derive the following important sets of uniform estimates.

Lemma 3.7. For every $p \in \mathbb{N}$ there exists a constant $K_3(p) > 0$ such that

$$\mathbb{E}\sup_{t \in [0, \sigma^\varepsilon]} |\nabla u^\varepsilon(t)|^2_{L^2} + |\Delta n^\varepsilon(t) + f_\varepsilon(n^\varepsilon(t))|^2_{L^2} \leq K_3(p),$$  \hspace{1cm} (3.18)

$$\mathbb{E}\left[\int_0^{\sigma^\varepsilon} \left(\frac{1}{\varepsilon} (|\Delta n^\varepsilon|^2 + f_\varepsilon(n^\varepsilon(s)) \cdot n^\varepsilon(s))^2_{L^2} \right) ds\right]^p \leq K_3(p),$$  \hspace{1cm} (3.19)

$$\mathbb{E}\left[\int_0^{\sigma^\varepsilon} \left|\nabla n^\varepsilon + f_\varepsilon(n^\varepsilon(s)) \cdot n^\varepsilon(s)\right|^2_{L^2} ds\right]^p \leq K_3(p).$$  \hspace{1cm} (3.20)

The proof of this lemma is very similar to the proof of the following key uniform estimates.

Proposition 3.8. Let $\delta \in (0, 1/8c_0)$, $R_0 = r_0 \land r_1.$ Then for every $p \in \mathbb{N}$ there exists a constant $K_4(p) > 0$ such that

$$\mathbb{E}\left(\sup_{t \in [0, \sigma^\varepsilon]} |A^\varepsilon u^\varepsilon(t)|^2_{L^2} + |\Delta n^\varepsilon(t)|^2_{L^2}\right)^p \leq K_4(p),$$  \hspace{1cm} (3.21)

$$\mathbb{E}\left[\int_0^{\sigma^\varepsilon} \left|\nabla u^\varepsilon|^2_{L^2} + |\nabla \Delta n^\varepsilon|^2_{L^2} \right] ds\right]^p \leq K_4(p).$$  \hspace{1cm} (3.22)
Moreover, \( \sigma^e < T \) is satisfied \( \mathbb{P} \) almost surely.

To derive the above crucial uniform estimates we will need to apply the Itô formula to the functional \( \Lambda : V \times H^2 \to [0, \infty) \) defined by
\[
\Lambda(u, d) = \Lambda_1(u) + \Lambda_2(d),
\]
where \( \Lambda_1 : H^2 \to [0, \infty) \) and \( \Lambda_2 : V \to [0, \infty) \) are the energy functionals defined by
\[
\Lambda_1(d) = \frac{1}{2} |\Delta d|_{L^2}^2 \quad \text{and} \quad \Lambda_2(v) = \frac{1}{2} \|\nabla v\|_{L^2}^2, \quad v \in V, d \in H^2.
\]
We need to establish several lemma involving the first and second Fréchet derivatives of \( \Lambda_1 \) and \( \Lambda_2 \). Before stating and proving these lemma we recall the formulæ for the derivative of \( \Lambda_1 \)
\[
\Lambda_1'(d)[g] = \langle \Delta d, \Delta g \rangle \quad \text{and} \quad \Lambda_1''(d)[g, p] = \langle \Delta g, \Delta p \rangle, \quad d, g, p \in H^2.
\]
We state the following lemma which can be proved using elementary inequalities.

**Lemma 3.9.** There exists a constant \( \alpha_0 \) such that for all \( v \in D(A) \) and \( d \in H^2 \)
\[
\Lambda_2'(v)[-v \cdot \nabla v - \Pi_L[\text{div} (\nabla d \circ \nabla d)]] = -\langle Av, \Pi_L[\text{div} (\nabla d \circ \nabla d)] \rangle \leq \frac{1}{8} (\|\nabla \Delta d\|_{L^2}^2 + \|Av\|_{L^2}^2) + \alpha_0 \|\nabla d\|_{L^4}^4 \|\Delta d\|_{L^2}^2.
\]

**Lemma 3.10.** There exists a constant \( \alpha_1 > 0 \) such that for all \( v \in D(A) \) and \( d \in H^2 \)
\[
\Lambda_1'(d)[-v \cdot \nabla d] = -\langle \Delta d, \nabla (v \cdot \nabla d) \rangle \leq \frac{1}{8} (\|\nabla \Delta d\|_{L^2}^2 + \|Av\|_{L^2}^2) + \alpha_1 \|\nabla v\|_{L^2}^2 + \|\nabla d\|_{L^4}^4 \|\Delta d\|_{L^2}^2.
\]

**Lemma 3.11.** Let \( h \in H^2 \). Then, there exists a constant \( \alpha_3 > 0 \) such that for all \( d \in H^2 \)
\[
\frac{1}{2} \Lambda_1'(d)[(d \times h) \times h] + \frac{1}{2} \Lambda_1''(d)[d \times H] \leq \alpha_3 \|h\|_{H^2}^2 \big( \|\Delta d\|_{L^2}^2 + \|\nabla d\|_{L^4}^4 + \|d\|_{L^\infty}^2 \big) .
\]

**Lemma 3.12.** Let \( h \in H^2 \). Then, there exists a constant \( \alpha_4 > 0 \) such that for all \( d \in H^2 \)
\[
\|\Lambda_1'(d)[d \times h]\|^2 \leq \alpha_4 \|h\|_{H^2}^2 \|\Delta d\|_{L^2}^2 \left( \|\Delta d\|_{L^2}^2 + \|\nabla d\|_{L^4}^4 + \|d\|_{L^\infty}^2 \right) .
\]

One of the most difficult term to control in the application of Itô formula for \( \Lambda(v, d) \) is the term involving the Ginzburg-Landau functional \( f_\varepsilon(d) \). However, with skillful and careful analysis we were able to derive the following important result.

**Lemma 3.13.** There exists a constant \( \alpha_2 > 0 \) such that for all \( \varepsilon \in (0, 1] \) and \( d \in H^3 \) be satisfying
\[
\frac{1}{2} < |d(x)|^2 \leq 1 \quad \text{for all} \quad x \in \mathbb{O},
\]
\[
\Lambda_1'(d)[f_\varepsilon(d)] = \langle \Delta d, \Delta f_\varepsilon(d) \rangle \leq \alpha_2 \|\nabla (\Delta d + f_\varepsilon(d))\|_{L^2}^2 + \|\Delta d + f_\varepsilon(d)\|_{L^4}^4 + \|\nabla d\|_{L^4}^2 \|\nabla d\|_{L^4}^4 + \|\Delta d\|_{L^2}^2 \|\nabla d\|_{L^4}^4
\]
\[
+ \frac{1}{4} \|\nabla \Delta d\|_{L^2}^2 - \frac{1}{2\varepsilon^2} |\Delta (1 - |d|^2)|_{L^2}^2
\]
\[
- \frac{1}{\varepsilon^2} \int_\Omega (1 - |d|^2)^2 \|\nabla \Delta d\|_{L^2}^2 + \|\Delta d\|_{L^2}^2 dx.
\]

**Proof.** Let \( \varepsilon \in (0, 1] \) and \( d \in H^3 \) be satisfies
\[
\frac{1}{2} < |d(x)|^2 \leq 1 \quad \text{for all} \quad x \in \mathbb{O}.
\]
Now, in order to prove the lemma we will need the following identity which is taken from \(^{[21]}\)
\[
d \cdot \Delta^2 d = \frac{1}{2} \Delta^2 |d|^2 - 4 \nabla d \nabla \Delta d - 2 |\nabla d|^2 - |\Delta d|^2.
\]
We also need the following inequality which follows from \(^{[3,30]}\)
\[
\left| \frac{1}{\varepsilon^2} (1 - |d|^2) \right| = \left| \frac{1}{\varepsilon^2} (1 - |d|^2) d \right| (|d|)^{-1} \leq 2 |f_\varepsilon(d)|.
\]
With these two observations in mind we have

\[
(\Delta d, \Delta f_\varepsilon(d)) = \frac{1}{\varepsilon^2}(\Delta^2 d, (1 - |d|^2)d)
\]

\[
= \frac{1}{\varepsilon^2}((1 - |d|^2), \frac{1}{2}\Delta^2|d|^2 - 4\nabla d\nabla \Delta d - 2|\nabla^2 d|^2 - |\Delta d|^2)
\]

\[
= - \frac{1}{\varepsilon^2}|\Delta(1 - |d|^2)|^{2}_{L^2} - \frac{1}{\varepsilon^2}\int_{\Omega}(1 - |d|^2)||\nabla^2 d||^2 + |\Delta d||^2\,dx
\]

\[
+ \frac{4}{\varepsilon^2}\int_{\Omega}[(1 - |d|^2)\nabla d\nabla \Delta d]\,dx
\]

\[
= I_1 + I_2 + I_3.
\]

It is clear that \(I_1 \geq 0\), hence we do not need to worry about it. Since \((1 - |d|^2) \geq 0\) we do not need to deal with \(I_2\). Let us then estimate \(I_3\). For doing so we use (3.34) and get

\[
I_3 \leq 8\int_{\Omega}[(1 - |d|^2)||\nabla d||\nabla \Delta d||\,dx
\]

\[
\leq 8\int_{\Omega}||f_\varepsilon(d) + \Delta d - \Delta d||\nabla d||\nabla \Delta d||\,dx
\]

\[
\leq 8\int_{\Omega}||\Delta d + f_\varepsilon(d)||\nabla d||\nabla \Delta d||\,dx + \int_{\Omega}||\Delta d||\nabla d||\nabla \Delta d||\,dx
\]

\[
= J_1 + J_2.
\]

Using the Young, the Hölder, the Gagliardo-Nirenberg inequalities and the Young inequality in this order yields that for any \(\alpha > 0\) there exists a constant \(C(\alpha) > 0\) such that

\[
J_1 \leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)\int_{\Omega}(|\Delta d + f_\varepsilon(d)||^2|\nabla d|^2)\,dx
\]

\[
\leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)|\Delta d + f_\varepsilon(d)||^2_{L^4}|\nabla d|^2_{L^4}
\]

\[
\leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)|\Delta d + f_\varepsilon(d)||^2_{L^2}|\nabla (\Delta d + f_\varepsilon(d))||^2_{L^4}|\nabla d|^2_{L^4}
\]

\[
\leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)[||\nabla (\Delta d + f_\varepsilon(d))||^2_{L^2} + |\Delta d + f_\varepsilon(d)||^2_{L^2}|\nabla d|^2_{L^4}]
\]

Next, we deal with \(J_2\) in a similar way. Using the Young, the Hölder, the Gagliardo-Nirenberg inequalities and the Young inequality in this order yields that for any \(\alpha > 0\) there exists a constant \(C(\alpha) > 0\) such that

\[
J_2 \leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)\int_{\Omega}(|\Delta d|^2|\nabla d|^2)\,dx
\]

\[
\leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)|\Delta d||^2_{L^4}|\nabla d|^2_{L^4}
\]

\[
\leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)|\Delta d||^2_{L^2}|\nabla \Delta d||^2_{L^4}
\]

\[
\leq \alpha||\nabla \Delta d||^2_{L^2} + C(\alpha)[||\Delta d||^2_{L^2}|\nabla d|^4_{L^4}]
\]

The inequality (3.31) follows from (3.39), (3.40), (3.48) and (3.44) by choosing \(\alpha = \frac{1}{2}\).

Let us sum up our findings from the above lemma in the next remark.

**Remark 3.14.** Let \(h \in H^2, v \in D(A)\) and \(d \in H^3\) be satisfying

\[
\frac{1}{2} < |d(x)|^2 \leq 1 \text{ for all } x \in \Omega.
\]
Let $\alpha_0, \alpha_1, \alpha_2$ be the constants from Lemmata 3.9-3.13 and let us put
\begin{align*}
R_1(d) &:= \alpha_2 \left[ \left| \nabla (\Delta d + f_\varepsilon(d)) \right|_{L^2}^2 + |\Delta d + f_\varepsilon(d)|_{L^2}^2 + |\nabla d|_{L^4}^4 \right], \\
R_2(d) &:= \alpha_3 \left[ |\Delta d|_{L^2}^2 + |\nabla d|_{L^2}^2 + |d|_{L^\infty}^2 \right], \\
S(v, d) &:= |A v|_{L^2}^2 + |\nabla \Delta d|_{L^2}^2 + \frac{1}{\varepsilon} \Delta \left( 1 - |d|^2 \right)_{L^2}^2 + \frac{1}{\varepsilon} \sqrt{(1 - |d|^2)} \nabla d_{L^2}^2 + \frac{1}{\varepsilon} \sqrt{(1 - |d|^2)} \Delta d_{L^2}^2, \\
N_1(d) &:= [\alpha_0 + \alpha_1 + \alpha_2] |\nabla d|_{L^4}^4.
\end{align*}

Then, it follows from Lemma 3.9-3.11 that
\begin{align*}
\Lambda'_1(v) [-\Delta d - v \cdot \nabla v - \Pi_L(\text{div}[\nabla v \otimes \nabla v])] + \Lambda'_2(d) [\Delta d + f_\varepsilon(d) - v \cdot \nabla d + \frac{1}{2} (d \times h) \times h] + \frac{1}{2} \Lambda''(\Delta d \times h) \\
\leq -S(v, d) + R_1(d) + |h|^2_{L^2} R_2(d) + N_1(d) \Lambda(v, d).
\end{align*}

Bearing the notation of this remark in mind, we set
\[
\Phi_1(t \wedge \sigma^\varepsilon) = \exp \left( - \int_0^{t \wedge \sigma^\varepsilon} N_1(n^\varepsilon(s)) ds \right), \quad t \geq 0.
\]

We now state and sketch the proof of the following result.

**Proposition 3.15.** For any $p \in \mathbb{N}$ there exist constants $K_5(p), C_6(p) > 0$, independent of $\varepsilon > 0$, such that
\begin{align*}
\mathbb{E} \left( \sup_{t \in [0, T]} [ |A^\varepsilon v(t \wedge \sigma^\varepsilon)|_{L^2}^2 + |\Delta n(t \wedge \sigma^\varepsilon)|_{L^2}^2 ]^p \right) &\leq K_5(p), \\
\mathbb{E} \left[ \int_0^{T \wedge \sigma^\varepsilon} \left( |A v|_{L^2}^2 + |\nabla \Delta d|_{L^2}^2 + \frac{1}{2\varepsilon} \Delta (1 - |d|^2)_{L^2}^2 \\
+ \frac{1}{\varepsilon} \sqrt{(1 - |d|^2)} |\nabla d|_{L^2}^2 + \frac{1}{\varepsilon} \sqrt{(1 - |d|^2)} |\Delta d|_{L^2}^2 \right) ds \right]^p &\leq K_6(p).
\end{align*}

**Proof.** The proof involves long and tedious calculation, so we will only outline the main idea. Without of loss generality we only prove the estimate for $p \in \mathbb{N}$.

We need to use the Itô’s formula for several processes. We firstly apply Itô’s formula to $\Lambda_2(u^\varepsilon(t \wedge \sigma^\varepsilon))$ and $\Lambda_1(n^\varepsilon(t \wedge \sigma^\varepsilon))$, then to $Z(t \wedge \sigma^\varepsilon)$ where
\[
Z(t \wedge \sigma^\varepsilon) = \Phi_1(t \wedge \sigma^\varepsilon) \Lambda(u^\varepsilon(t \wedge \sigma^\varepsilon), n^\varepsilon(t \wedge \sigma^\varepsilon)), \quad t \in [0, T],
\]
and $\Lambda$ is defined in (3.23). Using (3.54), the uniform estimates in Lemmata 3.1-3.13 and Proposition 3.8 and the fact $\Phi_1 \leq 1$ we infer that for all $p \geq 1$ there exist constants $K_7 > 0$ (depending only on $p$) and $K_8 > 0$ which depends only on $p, T, [Q]_{L^2(V)}, |h|^2_{L^2}$ and $|(v_0, n_0)|_{L^2(V \times H^2)}$ such that for all $\varepsilon \in (0, 1]$
\begin{align*}
\mathbb{E} \sup_{s \in [0, t]} \left[ Z(s \wedge \sigma^\varepsilon) \right]^p + \mathbb{E} \left[ \int_0^{t \wedge \sigma^\varepsilon} \Phi_1(s) S(u^\varepsilon(s), n^\varepsilon(s)) ds \right]^p &\leq K_7 (\mathbb{E}[Z(0)]^p + |h|^2_{L^2} \left( \mathbb{E} \left[ \int_0^{T \wedge \sigma^\varepsilon} R_2(d(s)) ds \right] \right)^p \\
&\quad + \mathbb{E} \left[ \int_0^{t \wedge \sigma^\varepsilon} R_1(d(s)) ds \right]^p + \mathbb{E} \sup_{s \in [0, t]} |M(s \wedge \sigma^\varepsilon)|^p \\
&\leq K_8 + K_7 \mathbb{E} \sup_{s \in [0, t]} |M(s \wedge \sigma^\varepsilon)|^p,
\end{align*}
where the process $M$ is defined by
\[
M(s) = \int_0^s \Phi_1(r) \Lambda_2(u^\varepsilon(r)) dW(r) + \sum_{j=1}^{\infty} \int_0^t \Phi_1(r) \Lambda_1(n^\varepsilon(r)) [n^\varepsilon(r) \times h] \circ d\eta(r), \quad s \in [0, T].
\]
We now use the Burkholder-Davis-Gundy, the Hölder, the Young inequalities, the uniform estimates in Lemmata 3.1, 3.7 and Proposition 3.8, and the fact $\Phi_1 \leq 1$ to deduce that

$$K_T \mathbb{E} \sup_{s \in [0,t]} |M(s \wedge \sigma)^p| \leq \frac{1}{2} \mathbb{E} \sup_{s \in [0,t]} [Z(s \wedge \sigma)^p] + K_8.$$  

(3.57)

Collecting all the above estimates yield there exists a constant $K_9 > 0$ which depends only on $p$, $T$, $|h|_{H^2}^2$ and $|(\nu_0, n_0)|_{V \times H^2}$ such that for all $\varepsilon \in (0,1]$,

$$\mathbb{E} \sup_{s \in [0,t]} [Z(s \wedge \sigma)^p] + \mathbb{E} \left[ \int_0^{t \wedge \sigma^\varepsilon} \Phi_1(s) S(u^\varepsilon(s), n^\varepsilon(s)) ds \right]^p \leq K_9. \quad (3.58)$$

With this at hand, we can now estimate the $\mathbb{E} \sup_{s \in [0,T]} [\Psi(u^\varepsilon, n^\varepsilon)(s \wedge \xi^\varepsilon)]^p$ as follows. Let

$$\Phi_1^{-1} = 1/\Phi_1 = \exp \left( \int_0^t N_1(n^\varepsilon(s)) ds \right).$$

Since $\Phi_1^{-1}$ is an increasing function of the time $t$ we then obtain

$$\mathbb{E} \sup_{s \in [0,T]} [\Psi(u^\varepsilon, n^\varepsilon)(s \wedge \xi^\varepsilon)]^p = \mathbb{E} \sup_{t \in (0,T]} \left[ \Phi_1^{-1}(s \wedge \xi^\varepsilon)Z(s \wedge \xi^\varepsilon) \right]^p \leq \left( \mathbb{E}[\Phi_1^{-1}(T \wedge \xi^\varepsilon)]^{2p} \mathbb{E} \sup_{s \in [0,T]} Z_{2p}(s) \right)^{1/2},$$

(3.59)

from which along with the definition of $\Phi_1$ and the exponential estimates in Lemma 3.6 and (3.58) we derive that for any $R > 0$, $p \geq 1$ there exists a constant $K_{10}$ such that for all $\varepsilon \in (0,1]$,

$$\mathbb{E} \sup_{s \in [0,T]} \left[ |\nabla u^\varepsilon(s \wedge \xi^\varepsilon)|_{L^2}^2 + |\Delta n^\varepsilon(s \wedge \xi^\varepsilon)|_{L^2}^2 \right]^p \leq K_{10}. \quad (3.60)$$

We establish the estimate (3.56) in a similar way. This completes the proof of the proposition. \hfill \Box

4. IDEAS OF THE PROOF OF THEOREM 2.6: TIGHTNESS AND PASSAGE TO THE LIMIT

As in the previous section, in what follows we choose and fix a separable Hilbert space $K$ such that the embedding $K \hookrightarrow V$ is Hilbert-Schmidt. We also assume that Assumptions of Theorem 2.5 are satisfied, i.e. we assume Assumption 2.1 and that $W = (W(t))_{t \geq 0}$ and $\eta = (\eta(t))_{t \geq 0}$ are respectively $V$ and $\mathbb{R}$ valued Wiener processes defined on the filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})$, and $(u_0, n_0) \in V \times H^2$. Since we want to prove the existence of a local solution, we fix for the remainder of this section a finite time horizon $T > 0$. But contrary to the previous section, here we do not fix $\varepsilon \in (0,1]$ but instead consider a family $(u^\varepsilon, n^\varepsilon)_{\varepsilon \in (0,1]}$, where $(u^\varepsilon, n^\varepsilon) : [0, \infty) \to V \times H^2$ the unique strong solution to (2.8) guaranteed by Theorem 2.5.

It will convenient to introduce the following notation. Please note that we omit the superscript $\varepsilon$.

$$f_1(t) = 1_{[0, \sigma^\varepsilon]}(t) (-B(u^\varepsilon(t), n^\varepsilon(t)) - \Pi_L(\text{div}[\nabla n^\varepsilon \circ \nabla u^\varepsilon])), \quad t \in [0, T]$$

$$f_2(t) = 1_{[0, \sigma^\varepsilon]}(t), \quad t \in [0, T],$$

$$g_1(t) = 1_{[0, \sigma^\varepsilon]}(t) \left( -u^\varepsilon(t) \cdot \nabla n^\varepsilon(t) + |\nabla n^\varepsilon(t)|^2 n^\varepsilon(t) + \frac{1}{2}(n^\varepsilon(t) \times \mathbf{h}) \times \mathbf{h} \right), \quad t \in [0, T],$$

$$g_2(t) = 1_{[0, \sigma^\varepsilon]}(t) n^\varepsilon(t) \times \mathbf{h}, \quad t \in [0, T].$$

We then consider the following problem

\begin{align}
\frac{du(t)}{dt} + Au(t) &= f_1(t) dt + f_2(t) dW, \quad t \in (0, T],
\frac{dn(t)}{dt} - \Delta n(t) dt &= g_1(t) dt + g_2(t) \times d\eta, \quad t \in (0, T],
\mathbf{u}(0) &= u_0, \quad \mathbf{n}(0) = n_0.
\end{align}

(4.1a, 4.1b, 4.1c)

This has a unique mild solution $(\mathbf{v}^\varepsilon, \mathbf{d}^\varepsilon)$ such that $(\mathbf{v}^\varepsilon, \mathbf{d}^\varepsilon) \in X_{[0,T]} = C([0, T]; V \times H^2) \cap L^2(0, T; D(A) \times H^3)$ almost surely. Following the idea of [38] page 128), we can prove that

$$(\mathbf{v}^\varepsilon(t \wedge \sigma^\varepsilon), \mathbf{n}^\varepsilon(t \wedge \sigma^\varepsilon)) = (\mathbf{u}^\varepsilon(t \wedge \sigma^\varepsilon), \mathbf{n}^\varepsilon(t \wedge \sigma^\varepsilon)), \forall t \geq 0 \mathbb{P}\text{-a.s.}$$

(4.2)
Thanks to these observations and the uniform estimate in Lemma 3.1 and Proposition 3.8 we obtain the following global estimates

**Proposition 4.1.** For any \( p \in \mathbb{N} \), there exists \( K_{11}(p) > 0 \) independent of \( \varepsilon \in (0, 1] \) such that

\[
E \left( \sup_{t \in [0, T]} \left| A^\varepsilon v^\varepsilon(t) \right|_{L^2}^p + \left| d^\varepsilon(t) \right|_{H^1}^p \right) \leq K_{11},
\]

\[
E \left[ \int_0^T \left( \left| A^\varepsilon v^\varepsilon(t) \right|_{L^2}^p + \left| d^\varepsilon(t) \right|_{H^1}^p \right) dt \right] \leq K_{11}.
\]

Thanks to this proposition we can prove that the family \((v^\varepsilon, d^\varepsilon)\) satisfies the following Aldous condition.

**Proposition 4.2.** There exists a constant \( K_{12} > 0 \), independent of \( \varepsilon \in (0, 1] \), such that for every \( \kappa > 0 \) and every sequence \((\rho_n)_{n \in \mathbb{N}}\) of \([0, T]\)-valued stopping times,

\[
\sup_{0 \leq \theta \leq \kappa} E \left( (|v^\varepsilon|, |d^\varepsilon|)(\rho_n + \theta) \right) \leq K_{12} \kappa.
\]

Now, let us introduce the following notation

\[
X_T = C([0, T]; H \times H^1) \cap C_{\text{weak}}([0, T]; V \times H^2) \cap L^2_{\text{weak}}(0, T; D(A) \times H^3).
\]

We also put

\[
X_T^\varepsilon = C([0, T]; D(A^{\frac{\alpha-1}{2}} \times H^\alpha) \cap L^2(0, T; D(A^\frac{\alpha}{2}) \times H^{1+\alpha})), \quad \alpha \in [1, 2),
\]

\[
Y_T = C([0, T]; V \times \mathbb{R}).
\]

The first corollary below follows from Lemma 3.1

**Corollary 4.3.** We have

\[
(1 - |u|^2) \to 0 \text{ in } L^2(\Omega; C([0, T]; \mathbb{L}^2)).
\]

The second corollary is a consequence of Lemma 3.1, Propositions 3.8 and 4.2 and [9 Corollary 3.9].

**Corollary 4.4.** The family of laws of \([(v^\varepsilon, d^\varepsilon); (W, \eta); \sigma^\varepsilon]\) is tight on \(X_T \times Y_T \times [0, T]\).

From Corollaries 4.3 and 4.4 by applying the Jakubowski-Skorokhod representation theorem, [25] (see also [9 Theorem 3.11]), we have the following result.

**Proposition 4.5.** There exist a new probability space \((\Omega, \mathcal{F}, \mathbb{P})\), not relabeled, \(X_T \times Y_T \times [0, T]\)-valued sequence \((Z^\varepsilon) := \left(\left(\left(\tilde{v}^\varepsilon, \tilde{d}^\varepsilon\right); (W, \eta); \sigma^\varepsilon\right)\right)\) and \(X_T \times Y_T \times [0, T]\)-valued random variable \(Z := \left(\left(\left(v, d\right); (W, \tilde{\eta}); \tau\right)\right)\) such that

\[
law_{X_T \times Y_T \times [0, T]}(Z^\varepsilon) = \text{law}_{X_T \times [0, T]}\left(\left(\left(\tilde{v}^\varepsilon, \tilde{d}^\varepsilon\right); (W, \eta); \sigma^\varepsilon\right)\right),
\]

\[
Z^\varepsilon \to Z \text{ in } (X_T \cap X_T^\varepsilon) \times Y_T \times [0, T] \text{ } \mathbb{P} \text{-a.s.,}
\]

\[
\mathbb{P} \text{-a.s. } \mathbb{P}_{[0, \tau^x]}(\tilde{d}^\varepsilon)^2 - 11 \mathbb{1}_{[0, \tau]} \to 0 \text{ in } L^q([0, T]; \mathbb{L}^2) \forall q \in [2, \infty).
\]

In order to conclude the proof of Theorem 2.6 we need to pass to the limit. Thanks to the strong convergence 4.8 the passage to the equation for the velocity \(v\) can be done as in [9]. The passage to the limit in the director equation needs special care. In particular, we need the convergence 4.9 and the following equivalence result which can be established as well in [11].

**Proposition 4.6.** Let \(u \in C([0, T]; H) \cap L^2(0, T; V)\) and consider the problems

\[
dn + u \cdot \nabla n = \Delta n + |\nabla n|^2 n + \frac{1}{2} G^2_H(n) + (n \times h)d\eta, \quad |n| = 1
\]

and

\[
n \times dn + n \times (u \cdot \nabla n) = - \text{div}(n \times \nabla n) + \frac{1}{2} n \times G^2_H(n) + n \times (n \times h)d\eta, \quad |n| = 1.
\]

If \(n \in C([0, T]; H^1) \cap L^2(0, T; H^2)\) satisfies (4.10) then it satisfies (4.11), and vice versa.

With this proposition at hand and 4.9 we can now carry out as is done in [11] the passage to the limit in the equations for the director field \(n\) and conclude the proof of Theorem 2.6.
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