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In the pursuit of accurate descriptions of strongly correlated quantum many-body systems, dynamical mean-field theory (DMFT) has been an invaluable tool for elucidating the spectral properties and quantum phases of both phenomenological models and \textit{ab initio} descriptions of real materials. Key to the DMFT process is the self-consistent map of the original system into an Anderson impurity model, the ground state of which is computed using an impurity solver. The power of the method is thus limited by the complexity of the impurity model the solver can handle. Simulating realistic systems generally requires many correlated sites. By adapting the recently proposed adaptive sampling configuration interaction (ASCI) method as an impurity solver, we enable much more efficient zero temperature DMFT simulations. The key feature of the ASCI method is that it selects only the most relevant Hilbert space degrees of freedom to describe the ground state. This reduces the numerical complexity of the calculation, which will allow us to pursue future DMFT simulations with more correlated impurity sites than in previous works. Here we present the ASCI-DMFT method and applications to the one-dimensional and two-dimensional Hubbard models that exemplify its efficient convergence and timing properties. We show that the ASCI approach is several orders of magnitude faster than the current best published ground state DMFT simulations, which allows us to study the bath discretization error in simulations with small clusters, as well as to address cluster sizes beyond the current state of the art. Our approach can also be adapted for other embedding methods such as density matrix embedding theory and self-energy embedding theory.

The systematic study of the properties of strongly correlated many-electron systems remains one of the main areas of research in condensed matter physics. In this regard, dynamical mean-field theory (DMFT) has been successfully applied to study metal-insulator phase transitions [1, 2], exotic quantum phases of matter [3, 4], critical exponents in quantum field theories [5], the volume expansion in Plutonium [6] and high temperature superconductivity [7, 8] among other. DMFT works by mapping the many body system of interest self-consistently into an Anderson impurity Hamiltonian [9]. A central feature of the method is the impurity solver, which finds the ground state of the impurity model. Numerically exact solvers based on Monte Carlo approaches [10, 12] can be used in the finite temperature case, but these have difficulties converging to the $T = 0$ regime.

One of the greatest challenges to expand the applicability of zero temperature DMFT is to find an efficient representation of the ground state wave function of the impurity system [13, 22]. Simulations with configuration interaction (CI) [23] based approaches have been used in zero temperature studies. These approaches attempt to identify a subspace in which to find the ground state and have had some success in treating strongly correlated systems [24, 27]. One of these methods, CI singles and doubles (CISD), has been used in an attempt to increase the size of the systems that can be simulated [19, 20]. Additionally an iterative CISD has been considered as a DMFT solver [21, 22], which has also been successful, but somewhat computationally expensive. This iterative CISD approach developed recently, which is called adaptive configuration interaction and is unrelated to the method used in this work [21], misses some of the key features that are important for an efficient DMFT impurity solver as will be described below.

The CI methods currently used in the DMFT literature are not representative of modern CI techniques [28–33]. Selected CI (SCI) methods have recently been shown to be much more efficient than previous CI methods. Recently, the adaptive sampling CI method (ASCI) was introduced as a modern approach to SCI, and since then the ASCI method and other approximate SCI methods have been rapidly developing further [34–39]. The key idea that allows this method to be more efficient than traditional CI methods is to remove the active space and instead to identify the most relevant degrees of freedom in Hilbert space to describe the ground state. The ASCI method has been shown to successfully and efficiently treat strongly correlated electronic systems known for their difficulty, for example the Cr$_2$ dimer [33, 40].

In this work, we implement the ASCI method as the impurity solver for cluster DMFT (CDMFT) simulations. CDMFT, originally proposed for studying lattice models [41–44], works by self consistently finding bath parameters for a set of sites in a sublattice (the cluster). Correlation effects are taken into account [9, 44], allowing for quantum fluctuations between the cluster sites and the rest of the system. This is done by mapping the original system self-consistently into an Anderson impurity model. The parameters of this map are the number of cluster sites $N_c$, the number of bath sites $N_b$, the bath energies and the coupling terms between the bath and cluster sites.

The self-consistent map begins by a choice of the bath
parameters. Given the bath parameters, the ground state of the impurity Hamiltonian is computed using the impurity solver. The Green’s function can then be computed from the wave function $|\Psi\rangle$ and from that one can access the self-energy $\Sigma(\omega)$. These Green’s function and self-energy are local quantities defined only on the cluster. The full lattice Green’s function can be computed from these local quantities. The self-consistent condition then amounts to equating the Green’s function of the Anderson model to the full lattice Green’s function, and this is solved by iteratively fitting the bath parameters. For more details and specific prescriptions on the CDMFT calculation, consult ref [46] and [47].

To proceed, we present ASCI as an impurity solver for the cluster Hamiltonian $H$. There has been a lot of interest in developing CI methods to treat DMFT impurity systems, especially recently [19,22]. CI methods work as an impurity solver by diagonalizing a Hamiltonian in a basis of many-fermion states (determinants). However, traditional CI methods that have been previously considered for this purpose are not the most effective to treat strongly correlated systems since they are missing several important aspects that are central to SCI. A key feature of SCI methods is to identify the most relevant determinants needed to describe the ground state wave function. In particular, ASCI does so by ranking the determinants according to their coefficient in a trial ground state wave function and the Hamiltonian matrix elements [34,40]. The method proceeds iteratively, improving the subspace onto which $H$ is projected. This subspace is referred to as the target space and characterized by the number of determinants included, $\text{tdets}$.

ASCI starts with a guess for the target space, denoted as $\{\text{tdets}\}$, e.g., the Hartree Fock determinant plus some set of low rank excitations (singles, double, triples,...). The ground state energy and wave function of $H$ are then computed in the space $\{\text{tdets}\}$ (e.g., by Lanczos). After diagonalization, the wave function is defined by its expansion coefficients $C_j$. The method then proceeds to update the target space by choosing a new set of determinants (a set of size $\text{tdets}$) that better describes the ground state. This update is done by searching all the singly and doubly excited determinants from a subset of $\{\text{tdets}\}$, which we denote as $\{\text{dsearch}\}$. The size of $\{\text{dsearch}\}$ is a parameter that we choose, $\text{edets}$, and its influence on the simulation is described in detail in ref [33,40].

The set $\{\text{dsearch}\}$ contains the determinants corresponding to the largest coefficients $|C_j|$ from the ground state wave function. We denote all determinants found in the search as the set $\{\text{SD}\}$. This set can have many orders of magnitude more elements than $\{\text{tdets}\}$.

After the search, we calculate

$$A_i = \frac{\sum_j H_{i,j} C_j}{H_{i,i} - E_0},$$

for all determinants in $\{\text{SD}\}$, which provides an estimate of their importance in the ground state wave function. The prime in the sum indicates a sum over $\{\text{tdets}\}$, $H_{i,j} = \langle i | H | j \rangle$, and $E_0$ is the current best estimate of the ground state energy.

A new target space is built by ranking elements of the old target space together with the new singles and doubles, according to the absolute value of their coefficients $C_j$ and $A_i$, respectively, and selecting the $\text{tdets}$ determinants with the largest coefficients. $H$ can then be generated in the new target space and its ground state computed. This process is then repeated until convergence.

This method is advantageous for systems in which the ground state can be described with enough accuracy using a small subset of the total Hilbert space. The required accuracy is application-dependent, but previous work has shown that the ASCI method can treat strongly correlated systems generally accepted as difficult, with higher accuracy and less resources [33,10,48]. The speed of convergence of the ASCI method can be greatly influenced by the correct choice of $\text{tdets}$, with larger $\text{tdets}$ yielding higher accuracy but requiring a longer time for each iteration. When dealing with a new system, one begins with a modest size of the target space and ramps this up until the ground state energy is converged to the desired precision. For a more in depth discussion of the ASCI algorithm and its other parameters, see reference [33,40].

In this Letter, we adapt the ASCI algorithm to provide an impurity solver for CDMFT simulations. For this we need to perform an additional step in order to calculate the Green’s function efficiently, namely to compute a basis for the Hilbert spaces of single particle and hole excitations on top of the ground state target space $\{\text{tdets}\}$. Naively, one would construct these spaces simply by applying the corresponding creation (annihilation) operators on the converged $\{\text{tdets}\}$, in order to be able to represent single particle (hole) excitations. In this basis, we denote the coefficients of the particle (hole) excitation on top of the ground state as $C_i^{N \pm 1}$. This basis would be enough to represent the impurity Hamiltonian in those spaces to the accuracy of the ASCI wave function. However, to compute the impurity Green’s function we need to invert the Hamiltonian (the explicit equations and details of the algorithm are discussed in [47]). To represent the inverse of the Hamiltonian to the accuracy of the wave function, we need more states because by inverting we shuffle all matrix elements communicating with the target space $\{\text{tdets}\}$. The solution to this problem is to add states connected to the single particle (hole) space that cannot be accessed by acting with the creation (annihilation) operator on $\{\text{tdets}\}$. The coefficients of these states in the expansion of the corresponding single particle (hole) states are thus exactly zero. In the spirit of ASCI, we need to search in the space of these zero states to find those relevant for describing the Green’s function. In order to do this, we introduce a ranking to decide which are the most important zero states to get an accurate Green’s function. For each zero state, we
Here the primed sum means that we only add over the states in the naive basis of single particle (hole) excitations from \( \{ D_{t,\text{det}} \} \), \( H_{ij,\pm 1} \) are the Hamiltonian matrix elements in the single particle (hole) space, and \( A_{ij,\pm 1} \) are the coefficients of \(|x\rangle = H^{-1} c^\dagger_{i,\sigma} |GS\rangle \) \((|x\rangle = H^{-1} c_{i,\bar{\sigma}} |GS\rangle)\), \(|GS\rangle\) being the ASCI ground state, in the same basis. If all zero states have been included, then the right hand side of Eq. \( (2) \) should be exactly zero. The absolute value of the right hand side is thus a ranking for the zero states. This approximation introduces a new parameter in the simulation: the number of zero states to add for the Green’s function calculation. For the calculations shown here, we include up to one million zero states, which is always at least one order of magnitude larger than the size of \( \{ D_{t,\text{det}} \} \). This includes all the zero states for the simulations with a 2x2 cluster.

To demonstrate the efficiency of the ASCI method as an impurity solver in CDMFT calculations, we consider here the one-dimensional (1d) and two-dimensional (2d) square lattice Hubbard models. The Hubbard model is characterized by the Hamiltonian

\[
H_{\text{Hub}} = -t \sum_{\langle i,j \rangle, \sigma} (c_{i,\sigma}^\dagger c_{j,\sigma} + h.c.) - \mu \sum_i(n_{i,\uparrow} + n_{i,\downarrow}) + U \sum_i n_{i,\uparrow} n_{i,\downarrow},
\]

with hopping amplitude \( t \), chemical potential \( \mu \), Coulomb interaction strength \( U \) and spin label \( \sigma = \{\uparrow, \downarrow\} \). At half filling we have \( \mu = U/2 \), for other particle fillings one would need to determine the chemical potential and the number of electrons in the impurity model self-consistently according to \[19\]. By optimizing the target space in the ASCI method, we can show that we reproduce the results in the literature with drastically reduced computational resources.

In the supporting information \[17\] we present detailed convergence benchmarks in the case of the 1d Hubbard model. Here we just summarize the main results: A small fraction of the total Hilbert space is indeed enough to obtain accurate representations for the self energy along the imaginary and real axis. In the case of a 1d Hubbard model calculation with \( N_c = 1 \) and \( N_b = 11 \) one only needs about 10000 states out of the total 853776. For \( N_c = 4 \) and \( N_b = 8 \) we reach similarly good results with the same number of states. We compare our results to equivalent zero temperature CI based DMFT algorithms \[21\]. The timings of the ASCI-DMFT algorithm are very favorable, with 30 minutes on a single core of an Intel Core i5 CPU (2.9 GHz) being enough to converge the calculations described above, and a 1d calculation with \( N_c = 8 \) and \( N_b = 16 \) taking 5 hours on the same system.

Having established the timing and convergence properties of the ASCI-DMFT algorithm in the 1d Hubbard model example, we now show its viability for study of the two-dimensional square lattice Hubbard model. Here, we choose \( U/t = 8 \) and different electron fillings. When away from half-filling, one needs to undertake a self-consistent determination of the chemical potential and number of electrons that (a) minimize the energy, and (b) represent the desired lattice filling \[19\]. Using current CI based DMFT methods for this self-consistent calculation is excessively expensive in time, and most benchmarking has therefore been done at half-filling. To show that ASCI-DMFT allows the self-consistent treatment away from half-filling, we report here "single point" calculations with 2x2, 3x3 and 4x4 clusters, where "single point" means that we chose a specific number of electrons and value of chemical potential, corresponding to one step in the self-consistent determination of these. We also present half-filling results.

In the case of the small 2x2 cluster, the compact wave function representation of the ASCI impurity solvers allows us to study the effect of the bath discretization error by performing simulations with \( N_b = 8 \) and 16 bath sites. The spectral weights for these simulations are presented in Figs. \[4\] and \[5\]. The \( N_b = 8 \) calculations can be done in 1 hour on a single core and show excellent agreement with previous literature \[21\], while the \( N_b = 16 \) calculations required 48 hours.

In the \( N_b = 8 \) calculation, the system at half-filling is insulating, while away from half filling it becomes metallic, as can be seen from the hole bands that cross the chemical potential. The role of bath discretization error is illustrated by comparison of this with the results for \( N_b = 16 \) in Fig. \[2\]. We see that the spectral weights change significantly from those obtained with \( N_b = 8 \). In general, the peaks are now less sharp and the spectral weights are more smoothly distributed in frequency space at each k-point. Physically, this indicates that the hole quasi-particles are less well defined than the chemical potential, corresponding to one step in the self-consistent determination of these. We also present half-filling results.

The spectral weights change significantly from those obtained with \( N_b = 8 \). In general, the peaks are now less sharp and the spectral weights are more smoothly distributed in frequency space at each k-point. Physically, this indicates that the hole quasi-particles are less well defined than the chemical potential, corresponding to one step in the self-consistent determination of these. We also present half-filling results.

Using ASCI as an impurity solver also allows us to make first calculations with cluster sizes larger than the current state of the art for CI based DMFT methods. Fig. \[6\] presents spectral weights for single point calculations at three different fillings for simulations with a
FIG. 1. Spectral weights for the two-dimensional square lattice Hubbard model in a calculation with $U/t = 8$, $N_c = (2 \times 2)$ and $N_b = 8$ for different electron fillings. The percentage given corresponds to the number of electrons in the simulation relative to the number of cluster sites. We show a particular cut through the first Brillouin zone. The dashed line represents the chemical potential.

FIG. 2. Spectral weights for the two-dimensional square lattice Hubbard model in a calculation with $U/t = 8$, $N_c = (2 \times 2)$ and $N_b = 16$ for different electron fillings. The percentage given corresponds to the number of electrons in the simulation relative to the number of cluster sites. We show a particular cut through the first Brillouin zone. The dashed line represents the chemical potential.

3x3 cluster and $N_b = 19$, and one single point calculation with a 4x4 cluster and $N_b = 24$ [17] at 1/8 filling. The 3x3 calculations took between two and four days, and the 4x4 needed a full week on 28 cores. The computational bottleneck for these calculations is the fitting step for the bath parameters, which we implement here using the BOBYQA implementation in the nlopt library.

FIG. 3. Spectral weights for the two-dimensional square lattice Hubbard model in a calculation with $U/t = 8$, $N_c = (3 \times 3)$ and $N_b = 19$ for electron fillings $n = 50\%$, 46\% and 14\%, and $N_c = (4 \times 4)$, $N_b = 24$ and $n = 13\%$. The percentage given corresponds to the number of electrons in the simulation relative to the number of cluster sites. We show a particular cut through the first Brillouin zone. The dashed line represents the chemical potential. The black dots represent the results for a 2x2 cluster with $N_b = 8$ at the corresponding filling.

[50, 51]. Increasing the number of cluster and bath sites dramatically increases the number of fitting parameters, which makes the non-linear fitting process expensive and will need to be addressed in future refinements.

The results for 3x3 with $N_b = 19$ show interesting differences from the 2x2 results. At half-filling the system shows the insulating behavior seen for the 2x2 $N_b = 8$ calculations. However, consistent with the larger bath size as noted above, the peaks are significantly more diffuse, just as in the 2x2 $N_b = 16$ calculations. The 3x3 calculations away from half-filling share this general loss of sharpness in the spectral weights. This is also observed in the 4x4 single point calculation (bottom right panel in Fig. 3) which appears to show development of flat bands below the chemical potential. However since is a single point calculation [19] it is not necessarily indicative of the true ground state at this filling.

We have presented a CDMFT implementation using ASCI as the impurity solver, and shown that the superior efficiency of this approach allows study of both the bath discretization error in small clusters and exploration of cluster sizes beyond the current state of the art for CI based DMFT methods. The results provide strong motivation for undertaking further application of modern CI techniques to DMFT. Additional tools available with ASCI include many-body perturbation theory corrections [52] and heat-bath extensions [34], both of which can be expected to accelerate these algorithms for applications of DMFT. A new suite of algorithms for increasing the efficiency of ASCI on modern computers will im-
prove the timings presented here even further [33]. ASCI can also be readily applied to other embedding techniques such as density matrix embedding theory [33], [53].

We demonstrated the effect of the main parameter of the ASCI method in the truncation approach, the size $tdets$ of the active space. The physical properties of the system along the imaginary frequency axis, represented by the cluster self energy, converge very quickly with a modest number of determinants. The convergence on the real frequency axis requires a larger space, but is also fairly rapid, as can be seen from the local densities of states [47]. A reasonable strategy is thus to use small to moderate target space sizes for the DMFT iteration loops, which occur along the imaginary frequency axis, and then to increase the size on the real axis for computing the measurable physical properties of the system. Parameters may be further tuned during the iterations along the imaginary frequency axis by beginning with a small number of determinants, computing a few DMFT loops to bring the bath parameters into the correct range, and then increasing $tdets$ to achieve high accuracy in the fits. This is particularly important for calculations away from half-filling, in which the number of electrons and the chemical potential have to be determined in a self-consistent procedure. Thus, at the beginning of the self-consistent method one could start with a small number of determinants, which can then be increased once the desired particle filling is reached.

Application of ASCI to molecular Hamiltonians, has allowed simulation on the order of 50 electrons in 100-200 sites/orbitals [33]. For DMFT applications, we expect that future iterations of ASCI will allow calculations for 50 to 60 degrees of freedom, of which 20-30 are correlated cluster sites. This will allow the study of complicated systems, e.g., many-band Hubbard models for the study of transitions between exotic phases of matter [56] or realistic many body Hamiltonians, when our impurity solver is combined with existing ab initio methods such as GW-EDMFT [57]. This new efficient impurity solver will also be useful for benchmarking the solution of embedding Hamiltonians with hybrid quantum-classical algorithms realized on quantum computers [58], [59].
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SUPPORTING INFORMATION

Here we present bullet point flow charts for the DMFT and ASCI algorithms. "Ground state" is shortened as GS. A brief physical motivation of the impurity model is also in order: In DMFT, quantum fluctuations outside from the cluster sites is accounted for by introducing the fermionic bath site degrees of freedom. The possibility for a particle to leave the cluster, move through the rest of the lattice and finally return to the cluster is thus represented by the couplings to the single bath sites. From this interpretation it becomes clear that an infinite number of bath degrees of freedom is formally needed to recover the thermodynamic limit behavior of the system. Since exact diagonalization or configuration interaction solver force finite baths, studying the effect of this bath discretization error becomes fundamental to evaluate the validity of DMFT calculations.

**TABLE I. DMFT method [19]**

| Input: | Number of cluster sites $N_c$, Number of bath sites $N_b$, Hamiltonian $H$. |
| Output: | Bath parameters $E_p$, $V_{p,\alpha}$ ($p \in [1, N_b], \alpha \in [1, N_c]$). |
| Algorithm: | 1. Initial guess for bath parameters. Usually this comes from a low level calculation, like Hartree-Fock. |
|           | 2. Compute GS wave function ($GS$) and energy $E_{GS}$ of current impurity model with the impurity solver. |
|           | 3. Compute cluster Green’s function $G_{c}(i\omega)$ and self energy $\Sigma_{c}(i\omega)$. These are $(N_c \times N_c)$ matrices defined as $G_{c,\alpha,\beta}(i\omega) = (GS|c_{\omega+i\mu} \leftrightarrow H + \Sigma_{c}(i\omega)) c_{\beta}(GS) + (GS|c_{\omega+i\mu} \leftrightarrow (H + \Sigma_{c}(i\omega)) c_{\alpha}(GS) and \Sigma_{c}(i\omega) = G_{0}^{-1}(i\omega) - G_{c}(i\omega)$, where $c_{\alpha}, c_{\beta}$ are the annihilation and creation operators for cluster sites $\alpha$ and $\beta$ respectively, $G_{0}(i\omega)$ is the non-interacting Green’s function of the impurity model and $\mu$ is the chemical potential. |
|           | 4. Compute local full lattice Green’s function from the cluster Green’s function by Fourier transforming $G(i\omega, R) = \frac{1}{V_{BZ}} \int_{BZ} dk \exp(i\mathbf{k} \cdot \mathbf{R})[(i\omega + \mu) - h(k) - \Sigma_{c}(i\omega)]^{-1}$. Here $h(k)$ is the Fourier transform of the non-interacting part of $H$ with respect to the unit cell defined by the cluster and $BZ$ stands for the Brillouin zone defined by the same unit cell. To recover the Green’s function on the cluster, we set $R = R_{0} \equiv 0$. |
|           | 5. Impose self-consistency $G_{c}(i\omega) = G(i\omega, R_{0})$. This means that we can express $G(i\omega, R_{0})$ with the bath parameters. |
|           | 6. Find new bath parameters by fitting $G(i\omega, R_{0})$. |
|           | 7. If bath parameters converged, finish. If not, go to step 2. |

**TABLE II. ASCI method [33, 40]**

| Input: | Size $tdets$ of the target space $\{D_{tdets}\}$, size $cdets$ of the core space $\{D_{search}\}$, Hamiltonian $H$, basis (usually localized orbital basis). |
| Output: | Optimal target space of size $tdets$, ground state energy $E_{GS}$ and wavefunction $|GS\rangle$. |
| Algorithm: | 1. Initial guess for target space. This can be a Hartree-Fock solution plus single and double excitations. |
|           | 2. Compute GS in current target space. |
|           | 3. Find connected singles and doubles to the $cdets$ most important target space states (the core space). Most important means largest coefficient in the GS wavefunction. |
|           | 4. Rank all states, target space plus the singles and doubles from the core space, according to Eq. [3]. |
|           | 5. Update the target space by choosing the top $tdets$ states of the ranking in step 4. |
|           | 6. Compute GS in the new target space. |
|           | 7. If GS energy is converged, finish. If not, go to step 3. |

**Convergence benchmark and timings**

To show the effectiveness of ASCI as an impurity solver, we perform convergence tests with respect to the $tdets$ parameter.
We first show that ASCI can indeed identify the most important states to describe the ground state wavefunction for the typical impurity models that are encountered in DMFT calculations. For that, we present the sorted absolute values of the ground state wavefunction coefficients for two systems that can be solved with exact diagonalisation (ED), both at half filling. i) A 1D Hubbard model DMFT calculation with \( N_e = 1 \) and \( N_b = 11 \), Fig. 1. ii) A 2D square lattice Hubbard model cluster DMFT calculation with \( N_e = 2 \times 2 \) and \( N_b = 8 \), Fig. 2. The ED coefficients are shown as blue dashed lines, and the coefficients computed in ASCI calculations with different \( t\text{dets} \), namely \( t\text{dets} = 250, 500, 1000 \) and 3000, are shown as red dots. As a reference, the total number of states in the full Hilbert space is 853776. Additionally, we report the estimated coefficients \( A_{ij} \) for the search set \( \{D_{SD}\} \) in Eq. 1 of the main text as orange circles. In both figures, the ability of ASCI to select the most important \( t\text{dets} \) determinants becomes completely evident, and the coefficients computed with ASCI show excellent agreement with the ED results. The only
FIG. 1. Sorted absolute values of the ground state wavefunction coefficients for the final iteration in a 1D Hubbard model DMFT calculation with $U/t = 8$, $N_c = 1$, $N_b = 11$. The determinant order is determined by the exact diagonalisation calculation, represented in all sub-figures by the blue dashed line. Each sub-figure presents the corresponding wavefunction coefficients for ASCI-DMFT calculations using different $tdets$, namely $tdets = 250, 500, 1000$ and $3000$ as red dots. The estimated coefficients as computed according to Eq. 1 are presented as orange circles.

minor discrepancies arise for the states with smallest coefficients when the target space includes more 3000 states for the 2D system. In this case, ASCI seems to have more difficulties to adapt to the abrupt decrease in the coefficients from the $10^4$-th state onwards. These difficulties arise probably from the higher degree of strong correlation in this two dimensional, cluster calculation. The estimated $A_i$ coefficients, shown as orange circles in the Figures, have a greater discrepancy with the ED results which in some cases can be of some orders of magnitude. However, these estimates follow the general shape of the ED coefficients well and allow for the efficient and accurate identification of the most relevant states. ASCI is shown thus to be able to select the most important states to describe the ground state for the kind of impurity models that arise in DMFT calculations.

Having established the convergence properties of ASCI as an impurity solver, we now show the convergence of the ASCI-DMFT algorithm with increasing $tdets$ for a 1-site calculation on the 1d Hubbard model, with $U/t = 8$ and 11 bath sites ($N_c = 1$, $N_b = 11$). We present results for five values of $tdets$: 250, 500, 1000, 3000 and 10000. At half filling with 12 electrons, half spin up and half spin down, the full Hilbert space has 853776 determinants. In this subsection we are interested in studying the convergence of the full DMFT calculation. This is affected by (a) the convergence properties of the ASCI impurity solver, and (b) how sensitive the fitting step in the DMFT routine is to slight changes in the Green’s function. We have already addressed point (a) in the previous paragraph. We now consider the effect of the fitting process. We compare two different fitting routines, namely the non-linear least squares optimization in SciPy [60] (scipy.optimize.least_squares) and the BOBYQA implementation of the nlopt library [50, 51]. In both cases, we minimize the cost function

$$
\chi = \sum_{\omega_n} \frac{1}{|\omega_n|} \sqrt{\sum_{\mu\nu} \left[ \Delta_{new}(i\omega_n) - \Delta_{baths}(i\omega_n) \right]_{\mu\nu}^2},
$$

(1)

where $N_c$ is the number of sites in the cluster, $N_\omega$ is the number of Matsubara frequencies, $\Delta_{new}(i\omega_n)$ is the new hybridization function computed in the current DMFT iteration and $\Delta_{bath,\mu\nu}(i\omega_n) = \sum_p N_b \frac{V_{p\mu} V_{p\nu}}{E_p - i\omega_n}$ is the hybridization...
FIG. 2. Sorted absolute values of the ground state wavefunction coefficients for the final iteration in a 2D Hubbard model cluster DMFT calculation with $U/t = 8$, $N_c = 2 \times 2$, $N_b = 8$. The determinant order is determined by the exact diagonalisation calculation, represented in all sub-figures by the blue dashed line. Each sub-figure presents the corresponding wavefunction coefficients for ASCI-DMFT calculations using different $tdets$, namely $tdets = 250$, 500, 1000 and 3000 as red dots. The estimated coefficients as computed according to Eq. 1 are presented as orange circles.

function computed with the bath parameters, see [19].

We have to study the convergence properties along both the imaginary and real frequency axes. For this, we report the self-energy along the imaginary frequency axis for calculations using the SciPy fit in Fig. 3 and for calculations using the nlopt fit in Fig. 4. Similar convergence plots for the density of states (DOS) along the real frequency axis are shown for calculations using the SciPy fit in Fig. 5 and for calculations using the nlopt fit in Fig. 6. We report the self-energies along the imaginary frequency axis for both the first and last iteration in the ASCI-DMFT calculation.

By looking at the self-energies as a function of $tdets$ for the first iteration in either Fig. 3 or 4 we confirm the fast converging properties of the ASCI impurity solver that were discussed above. The only appreciable differences with respect to the ED results occur at small frequencies and only for the more modest $tdets$ values, namely 1000 and below. By looking at the self-energies at the last iteration, we can appreciate the differences generated by the fitting routine, see, e.g., the right sub-figures of Fig. 3 and 4. Indeed, although the ED self-energies agree very well between the two different fitting methods, the convergence behavior for the calculations with truncated Hilbert spaces differ noticeably. This is an artefact of the sensitivity of the fitting methods to slight changes in the computed self-energies, and not related to the impurity solver.

This dependence on the fitting method is further exemplified when looking at the DOS along the real frequency axis in Fig. 5 and 6. The SciPy least squares fit gives a fairly consistent convergence behavior as a function of $tdets$. In Fig. 5 almost all peaks fall on top of each other, with the only persistent changes being the continuous decrease of a small satellite peak around $\omega/t = 0$. On the other hand, calculations using the BOBYQA implementation in the nlopt library, see Fig. 6, show more discrepancies between the DOS computed from different values of $tdets$. Although all calculations share the same qualitative structure, which is similar to the one obtained with the SciPy fit, the position of the main peaks can oscillate by almost 0.3 $t$ between calculations (see inset in Fig. 6). There is also a significant change in intensity for the peaks at $\omega/t \approx 4$ and $\omega/t \approx 6$. These results emphasize the importance of the fitting step for achieving quantitatively accurate finite bath DMFT calculations, independently of the quality of the impurity solver used. Indeed, as we point out in the main body of this Letter, for more complicated calculations, such as the 2D square lattice Hubbard model cluster DMFT with $N_c = 4 \times 4$ and $N_b = 24$, the fitting step can be the bottleneck in the ASCI-DMFT method. To further scale zero temperature CI based DMFT studies to larger clusters, the fitting
FIG. 3. Imaginary part of the self-energy along the imaginary frequency axis for a 1d Hubbard model. ASCI-DMFT results with $U/t = 8$, $N_c = 1$, $N_b = 11$ and different sizes of the target space using the SciPy least squares optimization routine. Presented are $tdets = 250$, 500, 1000, 3000 and 10000 in different scales of red, and the exact diagonalisation results in green. We present results for the first and final iteration in the ASCI-DMFT procedure.

The procedure will need to be developed further. For the cluster DMFT calculations presented in this Letter, we chose the BOBYQA implementation of the nlopt library as a fitting method. The reason for this is the superior timing of this implementation compared to that of the SciPy least squares fit, as the number of fit parameters increases. This becomes crucial when treating the 2D Hubbard model with clusters larger than 3x3. In these cases, it becomes necessary to trade the better convergence properties of the SciPy fit for the timing of the nlopt routine in order to converge the DMFT calculations in a reasonable time. Even the more efficient nlopt implementation can require up to 48 hours on a single core per fit for the 4x4 cluster presented in the body of the paper.

It is worth noting that the equally fast convergence in both real and imaginary frequency axes seen in the above results is a peculiarity of the 1 site DMFT calculations. Larger clusters require a significantly bigger value of $tdets$ along the real frequency axis, where the Green’s functions and self energies have a more detailed structure. In our calculations we perform the DMFT iterations with a small $tdets$ parameter until the bath parameters have converged, and then increase $tdets$ by a factor of 2 or 3 in order to compute physical quantities such as the local density of states or the k-resolved spectral weights. A good indicator for an insufficiently large target space along the real frequency is given by the appearance of non-causal self energies [21].

We now give a short timing analysis of the ASCI-DMFT algorithm. The average timing per iteration for the three main steps in the ASCI-DMFT method (ASCI algorithm, computation of the cluster Green’s function and fit using SciPy) for 1-site and 4-site calculations are presented in Fig. 7 as a function of $tdets$. One can see that changing the value of $tdets$ most affects the timing of the ASCI method, followed by the computation of the Green’s function. The fitting is, as expected, nearly independent of $tdets$. For any reasonable size of the target space, the impurity solver step, performed in this work with the ASCI algorithm, is the most time consuming. Thus, the impurity solver is the main bottleneck. For bigger cluster sizes ($N_c = 8$ for example), the computation of the Green’s function can take a comparable time to the impurity solver, especially along the real frequency axis. Additionally, at intermediate cluster sizes ($N_c = 4$) the fitting procedure can be the most time consuming part of the DMFT calculation, which again shows the efficiency of the ASCI algorithm as an impurity solver, see the right panel of Fig. 7.

To further demonstrate the accuracy of our calculations, we present the spectral weights of the 1d Hubbard model for the case with $U/t = 8$, $N_c = 4$ and $N_b = 8$ in Fig. 8. The spectral weights were computed using the prescription given in [61] to unfold the cluster Brillouin zone. This calculation, performed on a target space of 10000 determinants,
FIG. 4. Imaginary part of the self-energy along the imaginary frequency axis for a 1d Hubbard model. ASCI-DMFT results with $U/t = 8$, $N_c = 1$, $N_b = 11$ and different sizes of the target space using the BOBYQA implementation in the nlopt library. Presented are $t\text{dets} = 250$, 500, 1000, 3000 and 10000 in different scales of red, and the exact diagonalisation results in green. We present results for the first and final iteration in the ASCI-DMFT procedure.

was completed in about 3 hours on a single core of an Intel Core i5 CPU (2.9 GHz). A more complicated calculation with $N_c = 8$ and $N_b = 16$ on the same system took about 8 hours on one core. All these timings are to our knowledge two orders of magnitude below the best timings of current methods [21]. The comparison with existing calculations, already tested against the Bethe ansatz [21], is very good.
FIG. 5. Local density of states for a 1d Hubbard model. ASCI-DMFT results with $U/t = 8$, $N_c = 1$, $N_b = 11$ and different sizes of the target space using the SciPy least squares optimization routine. Presented are $tdets = 250$, 500, 1000, 3000 and 10000 in different scales of red and the exact diagonalisation results in green. The inset zooms on the central region of the plot.
FIG. 6. Local density of states for a 1d Hubbard model. ASCI-DMFT results with $U/t = 8$, $N_c = 1$, $N_b = 11$ and different sizes of the target space using the BOBYQA implementation in the nlopt library. Presented are $tdets = 250$, $500$, $1000$, $3000$ and $10000$ in different scales of red and the exact diagonalisation results in green. The inset zooms on the peak at $\omega/t \approx 2$.

FIG. 7. Iteration-average timings of the different parts of the DMFT code as a function of the target space size $tdets$ for a 1d Hubbard model with $U/t = 8$. The cluster sizes are $(N_c = 1, N_b = 11)$ (left) $(N_c = 4, N_b = 8)$ (right). The timing of the ASCI algorithm is presented in red, that of the computation of the cluster Green’s function (GF) in blue and that of the SciPy least squares fit in green.
FIG. 8. Spectral weights for the 1 dimensional Hubbard model in a calculation with $U/t = 8$, $N_c = 4$ and $N_b = 8$. These are computed using the prescription in [61] to unfold the cluster Brillouin zone.