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Abstract

We consider a piecewise analytic real expanding map $f : [0, 1] \rightarrow [0, 1]$ of degree $d$ which preserves orientation, and a real analytic positive potential $g : [0, 1] \rightarrow \mathbb{R}$. We assume the map and the potential have a complex analytic extension to a neighborhood of the interval in the complex plane. We also assume $\log g$ is well defined for this extension.

It is known in Complex Dynamics that under the above hypothesis, for the given potential $\beta \log g$, where $\beta$ is a real constant, there exists a real analytic eigenfunction $\phi_{\beta}$ defined on $[0, 1]$ (with a complex analytic extension) for the Ruelle operator of $\beta \log g$.

Under some assumptions we show that $\frac{1}{\beta} \log \phi_{\beta}$ converges and is a piecewise analytic calibrated subaction.

Our theory can be applied when $\log g(x) = -\log f'(x)$. In that case we relate the involution kernel to the so called scaling function.
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0. INTRODUCTION

We consider a piecewise real analytic expanding map \( f : [0, 1] \to [0, 1] \) of degree \( d \) which preserves orientation and a real analytic positive potential \( g : [0, 1] \to \mathbb{R} \).

We assume the map and the potential have a complex analytic extension to a neighborhood of the interval in the complex plane. We also assume that \( \log g \) is well defined for this complex neighborhood and for the extension of \( g \).

In our notation \( A = \log g \), with \( A \) analytic, then we denote

\[
m(A) = \max_{\nu \text{ an invariant probability for } f} \int A(x) \, d\nu(x),
\]

and \( \mu_\infty A \) any probability which realizes the maximum value. Any one of these probabilities \( \mu_\infty A \) is called a maximizing probability for \( A \). In general these probabilities do not necessarily give positive weight to every open set.

An important result in Complex Dynamics is the following: under the above hypothesis, for a given real analytic potential \( \beta \log g \), where \( \beta \geq 0 \) is a real constant, there exists a real analytic positive eigenfunction \( \phi_\beta \) defined on \([0, 1]\) for the real Ruelle operator \( P_\beta \log g \) of the potential \( \beta \log g \) (see [55], [21], [54]). The existence of a complex analytic extension of \( g \) to the interval \([0, 1]\) (see, for instance, section 2.5 beginning in page 96 [5], or, [54], [44]) is a key point in our proof.

We denote \( \mu_\beta \) the equilibrium state for \( \beta \log g \). We recall that any accumulation point \( \mu_{\beta_n}, n \to \infty \), is a maximizing probability for the real function \( \log g \) (restricted to the interval \([0, 1]\), see for instance [22], [9], [17]). We will present precise definitions later.

It is known that any convergent subsequence of the equicontinuous family \( \frac{1}{\beta} \log \phi_\beta \) is a calibrated subaction (see [17]). Calibrated subactions play a very important role in the understanding of the properties of the maximizing probabilities (see [34], [17], [2]).

A pertinent question is to know if there exists a real analytic calibrated subaction? There are examples where there is no real analytic calibrated subaction (see [6]). Under what hypothesis one can find real analytic calibrated subactions? Is it possible to get piecewise real analytic calibrated subactions under some reasonable conditions? Our purpose here is to address these questions.

A natural strategy would be to consider the complex extension of \( \frac{1}{\beta} \log \phi_\beta \) to a certain complex neighborhood \( O_\beta \) of \([0, 1]\) and then to use the criteria of normal families when \( \beta \to \infty \). One problem we have to face in this approach is that the results in the literature concerning the existence of the eigenfunction \( \phi_\beta \) do not give a sharp information on the size of \( O_\beta \) when
1 Definitions and statement of the main result

A calibrated subaction for $A = \log g$ is a function $V$ such that
\[
\sup_{y \text{ such that } f(y) = x} \{ V(y) + \log g(y) - m(\log g) \} = V(x).
\]

If the maximizing probability is unique the calibrated subaction is unique, up to an additive constant (see [6] (Lemme C) or [2] (Proposition 5)).

In Statistical Mechanics the parameter $\beta \geq 0$ is associated to the inverse of the temperature. Then, one can say that the limit probability of $\mu_\beta$, when $\beta \to \infty$, corresponds to the case of the equilibrium at temperature zero (see [2], [4]). We refer the reader to [34] [32] [36] [17] for general references and definitions on Ergodic Optimization.

In section 6 we will assume that $d = 2$.

We denote $\hat{\Sigma}$ the set $\Sigma \times [0,1]$ and $\psi_i$ indicates the $i$-th inverse branch of $f$. We also denote by $\sigma$ the shift on $\Sigma$. Finally, $T^{-1}$ is the backward shift on $\hat{\Sigma}$ given by $T^{-1}(w,x) = (\sigma(w), \psi_{w_0}(x))$. In order to analyze the analytic properties of the dynamics of $f$ we have to consider the underlying dynamics of the inverse branches, and, then it is natural to consider the extend system $T$ acting on $\hat{\Sigma}$. This kind of approach (in some sense) appears also in the study of the scaling function (see [55]).

Definition 1.1. Consider $A : [0,1] \to \mathbb{R}$ Hölder. We say that $W : \hat{\Sigma} \to \mathbb{R}$ is an involution kernel for $A$, if there is a Hölder function $A^* : \Sigma \to \mathbb{R}$ such that
\[ A^*(w) = A \circ T^{-1}(w,x) + W \circ T^{-1}(w,x) - W(w,x). \]

We say that $A^*$ is a dual potential of $A$, or, that $A$ and $A^*$ are in involution.

Above we denote $A(x)$ and $A^*(w)$ to stress the difference of the domains of each one. Note that $A \circ T^{-1}(w,x) = A(\psi_{w_0}(x))$.

Remark 1.1. In order to show $W$ is an involution kernel for $A$ we just have to show that $A \circ T^{-1}(w,x) + W \circ T^{-1}(w,x) - W(w,x)$ is continuous and just depends on $w$ (see [2]).
Given a Hölder potential \( A = \log g \), the existence and properties of an associated Hölder continuous involution kernel \( W \) was presented in [2], for the purpose of getting a Large Deviation Principle.

We show here the existence of \( W(w, x) \), \( x \in [0, 1], w \in \{1, \ldots, d\}^N \), which is an analytic involution kernel for \( A(x) = \log g(x) \), and a relation with the dual potential \( A^*(w) = (\log g)^*(w) \) defined in the Bernoulli space \( \{1, \ldots, d\}^N \).

In this case we have \( W : \{1, \ldots, d\}^N \times [0, 1] \to \mathbb{R} \), and, by analytic we mean: for each \( w \in \{1, \ldots, d\}^N \) fixed, the function \( W(w, \cdot) \) has a complex analytic extension to a neighborhood of \([0, 1] \).

Here we assume that the maximizing probability for \( A \) is unique which implies the maximizing probability for \( A^* \) is also unique (see [2]). We denote by \( V^* \) the calibrated subaction for \( A^* \).

We denote by \( I^* \) the deviation function for \( A^* \) (see [2]).

Suppose \( V \) is the limit of a subsequence \( \frac{1}{\beta_n} \log \phi_{\beta_n} \), where \( \phi_{\beta_n} \) is an eigenfunction of the Ruelle operator for \( \beta_n A \). Suppose \( V^* \) is obtained in an analogous way for \( A^* \). Then, there exists \( \gamma \) such that
\[
\gamma + V(x) = \sup_{w \in \Sigma} \left[ W(w, x) - V^*(w) - I^*(w) \right].
\]

This expression has interesting relations with the additive eigenvalue problem (see [5] [13]).

We consider on \( \Sigma = \{0, \ldots, d - 1\}^N \) the lexicographic order. We will consider, by technical reasons, the case where \( f : (0, 1) \to (0, 1) \) has positive derivative. In the most of the cases we will consider, \( d = 2 \), in order to avoid an unnecessary heavy notation.

Following [40] we define:

**Definition 1.2.** We say a continuous \( G : \hat{\Sigma} = \Sigma \times [0, 1] \to \mathbb{R} \) satisfies the twist condition on \( \hat{\Sigma} \), if for any \((a, b) \in \hat{\Sigma} = \Sigma \times [0, 1] \) and \((a', b') \in \Sigma \times [0, 1] \), with \( a' > a, b' > b \), we have
\[
G(a, b) + G(a', b') < G(a, b') + G(a', b).
\]

**Definition 1.3.** We say a continuous \( A : [0, 1] \to \mathbb{R} \) satisfies the twist condition, if some of its involution kernels satisfies the twist condition.

Note that if the above is true for some involution kernel it will be also true for any involution kernel (see [40]).

We will assume the twist condition for \( W \) (sometimes called supermodular condition as in section 5.2 in [17]), which is a very natural assumption for the cost in optimization problems (see [5] and the Monge condition in [19]).

The twist condition will assure that for the lexicographic order in \( \Sigma \) (can be any lexicographic order) the multi-valuated function \( x \to w(x) \) is
monotonous decreasing (to be proved later). In the case $f$ is a two to one map (that is, $d = 2$), a special point, which will be called turning point, will play an important role.

The turning point $c$ (see fig. 1) is defined by

$$c = \sup\{x \mid w(x) = (1,w_1,w_2,...) \text{ for some the possible } w(x)\}.$$ 

All results before section 6 are for the general case of a finite $d$. However, our main result, which is Theorem 7.2, is for the case $d = 2$. It claims that:

**Theorem 1.1.** Assume that

a) the maximizing probability $\mu_\infty A$ is unique,

b) has support in a periodic orbit,

c) $\log g$ is twist.

If $d = 2$ and the turning point $c$ is eventually periodic for $f$, then the calibrated sub-action $V : [0,1] \to \mathbb{R}$ for the potential $A = \log g$ is piecewise analytic, with a finite number of domains of analyticity.

There are several examples where the hypothesis of the theorem are true (see section 7). We show that expression (1) above can be used to find explicit calibrated subactions in some cases (see Example 2 in section 7).

**Motivation and discussion on assumptions**

As a motivation for the study of the above problem we mention the papers [58] [1] which consider the fat attractor. For a fixed potential $A = \log g$ (called $\tau$ in the notation of [1]) there exist an extra-parameter $\lambda$. In [1] it is shown that the boundary of this attractor is related the graph of a certain function $u_\lambda$. When $\lambda \to 1$, we have that this $u_\lambda$ (normalized) converges to a calibrated subaction for $A$ (see [4], [3]). One of the conjectures presented in [1], when translated to our language, claims that, if $A$ is $C^2$-generic, then the $u_\lambda$ is piecewise differentiable. The function denoted by $S$ in [58] corresponds to the involution kernel here. The techniques we consider here, namely, duality and the involution kernel, will be used on that context in a forthcoming paper in order to understand the unstable manifold of some special points in the boundary of the attractor.

In the setting of the fat attractor [58] [1] the turning point corresponds to the projection on $S^1$ of the intersection of certain unstable manifolds in the boundary of the attractor [41].

The theory described here can be applied when $\log g(x) = -\log f'(x)$. In that case we relate the involution kernel $W$ to the scaling function (see [55], [31], [44]). The dual potential $A^*$ of $A = -\log f'(x)$ will be the scaling function. The dual relation, via the involution kernel, we consider here is a generalization of the relation of $-\log f'(x)$ and the scaling function. More
precisely, in this case, \( e^{W(w,x)} \), \((w,x) \in \Sigma \times [0,1]\), coincides with the function \( |D\psi_w(x)| \) on the variables \((w,x)\) of \([44]\).

The twist condition (see [26]) on the involution kernel (it is a condition that depends just on \(A\)) plays the same role in Ergodic Transport Theory than the convexity hypothesis in Aubry-Mather Theory (see [45], [16], [25], [43]). Here we will assume this hypothesis which was first considered in [37] and [40]. Examples of potentials \(A\) such that the corresponding involution kernel satisfies the twist condition appear there. The twist condition is an open property in the variation of the analytic potential \(A = \log g\) defined in a fixed open complex neighborhood of the interval \([0,1]\).

It will be clear from our proof that in the case the support of the maximizing probability is not a periodic orbit (a Cantor set for instance), then, one gets an infinite number of distinct domains of analyticity. In this case the turning point will not be eventually periodic.

We point out that a main conjecture in Ergodic Optimization claims that generically (in the Hölder topology) on the potential \(A\) the maximizing probability has support in a periodic orbit (see [17] for related results). Therefore, the assumption that the maximizing probability is a periodic orbit makes sense.

We point out that in the case \(f\) reverses orientation (like \(-2x \mod 1\)), then there is no potential \(A = \log g\) which is twist for the dynamics on \(\Sigma \times [0,1]\). A careful analysis (for different types of Baker maps) of when it is possible for \(A\) to be twist for a given dynamics \(f\) is presented in [40]. We will not consider this case here.

**Strategy of the proof**

By compactness, for each \(x\) there exists at least one \(w(x)\) such that

\[
\gamma + V(x) = \sup_{w \in \Sigma} \left[ W(w,x) - V^*(w) - I^*(w) \right] = \\
\left[ W(w(x),x) - V^*(w(x)) - I^*(w(x)) \right].
\]

For each fixed \(w\) we will prove that \(W(w,x)\) is analytic in \(x\) (in a complex neighborhood of \([0,1]\)).

As for a fixed \(w\), \(W(w,x)\) is analytic on \(x\) (see corollary [3,3]), a result on piecewise analyticity of \(V\) is obtained if we are able to assume conditions to assure that \(w(x) \in \Sigma\) is locally constant as a function of \(x \in [0,1]\) (up to a finite set of points \(x\)). In some case there exist just a finite number of possible points \(w(x)\) (see fig 2).

**Section by section description of the proof**

In Section 2 we present some more basic definitions and in Section 3 we show the existence of a certain function \(h_w(x) = h(w,x)\) which defines
by means of $\log(h(w, x))$ an involution kernel for $\log g$. In Section 4 we present some basic results in Ergodic Optimization, and, we describe the main strategy for getting the piecewise analytic sub-action $V$. Section 4 shows the relation of the scaling function (see [56] [61]) with the involution kernel, and, the potential $\log g = -\log f'$. In fact, we consider in this section a more general setting considering any given potential $\log g$. A main point we will need later is the proof of the analyticity on the variable $x$ for $w$ fixed. This is the purpose of Section 5. In Section 6 (and also 4) we consider Gibbs states for the potential $\beta \log g$, where $\beta$ is a real parameter. In Section 7 and 8 we show the existence of the piecewise complex analytic calibrated sub-action. The main idea is to get the piecewise analyticity for the subaction from the analyticity of the involution kernel. We need in this moment a finiteness condition for the set optimal points. The turning point will play an essential rule in this analysis. In the end of this section an example shows that using our technique it is possible to get explicit computations and to be able to exhibit a calibrated subaction in some complicated examples.

Finally, in the last section we present a result of independent interest for the case where the maximizing probability is not a periodic orbit: we consider properties of the involution kernel for a generic $x$.

We will use here some ideas from Transport Theory (see [59] [60]) to show our main result. We point out that, in principle, this area has no dynamical content. But, considering a cost function (the involution kernel to be defined later) with dynamical properties one can obtain interesting properties in Ergodic Theory. The fundamental relation (Proposition 6.1) and a subsequent lemma show that the underlying dynamics spread optimal pairs for the dual Kantorovich problem. This is a special attribute of Ergodic Transport Theory. In [40] the main issue was the understanding of points in the support of the maximizing measure. Here we focus on properties outside the support.
After this paper was written we discovered that some of the ideas described in section 3 appeared in some form in [51] [31] (but, as far as we can see, not exactly like here).

2 Onto analytic expanding maps

We will consider a complex analytic extension of the real Ruelle operator $P_{\log g}$ and general references for this topic are [50] [54] [53] page 14. We describe briefly below the extension of the Ruelle operator to an action in complex functions defined in a small neighborhood of $I$.

The results we state below can be found basically in [52] section 2 pages 165-167 adapted to the present situation.

Denote $I = [0, 1]$. We say that $f : I \to I$ is an onto map if there exists a finite partition of $I$ by closed intervals

$$\{I_i\}_{i \in \{1, 2, \ldots, d\}},$$

with pairwise disjoint interiors, such that

- For each $i$ we have that $f(I_i) = I$,
- $f_i$ is monotone on each $I_i$.

**Definition 2.1.** We say that $f$ is expanding if $f$ is $C^1$ on each $I_i$ and there exists $\lambda > 1$ such that

$$\inf_{i} \inf_{x \in I_i} |DF(x)| \geq \lambda.$$

Denote by

$$\psi_i : I \to I_i$$

the inverse branch of $f$ satisfying

$$\psi_i \circ f(x) = x$$

for each $x \in I_i$.

We will say that an expanding onto map is analytic if there exists an simply connected, precompact open set $O \subset \mathbb{C}$, with $I \subset O$, such that, each $\psi_i$ has a univalent extension

$$\psi_i : O \to \psi_i(O).$$

**We assume we can choose** $O$ **such that**
- \( \psi_i \) has a continuous extension
  \[
  \psi_i : \mathcal{O} \to \mathbb{C}.
  \]
- We have
  \[
  \psi_i(\overline{O}) \subset O.
  \]
- Moreover
  \[
  \sup_i \sup_{x \in O} |D\psi_i(x)| \leq \lambda = \frac{\tilde{\lambda}^{-1} + 1}{2} < 1.
  \]

Consider a finite word
  \[
  \gamma = (i_1, i_2, \ldots, i_k),
  \]
where \( i_j \in \{1, 2, \ldots, d\} \). Denote \( |\gamma| = k \). Define the univalent maps
  \[
  \psi_\gamma : O \to \mathbb{C}
  \]
as
  \[
  \psi_\gamma = \psi_{i_k} \circ \psi_{i_{k-1}} \circ \cdots \circ \psi_{i_1},
  \]
We will denote
  \[
  I_\gamma := \psi_\gamma(I).
  \]

Given either an infinite word
  \[
  \omega = (i_1, i_2, \ldots, i_k, \ldots) \in \Sigma := \{1, 2, \ldots, d\}^\mathbb{N},
  \]
or a finite word with \( |\omega| \geq k \), define its \( k \)-truncation as
  \[
  \omega_k = (i_1, i_2, \ldots, i_k).
  \]
Note that for \( k \geq 1 \)
  \[
  \psi_{\omega_k} = \psi_{i_k} \circ \psi_{\omega_{k-1}}.
  \]
For every finite word \( \gamma \) we can define the cylinder
  \[
  C_\gamma = \{ \omega \in \{1, 2, \ldots, d\}^\mathbb{N} : |\omega| = \gamma \}.
  \]

Fig 2) The graph of an specific example of a piecewise analytic subaction associated to a maximizing probability which is an orbit of period 2. It is the maximum of \( W(., w_a) \) and \( W(., w_b) \), where \( \{w_a, w_b\} \subset \{1, 2\}^\mathbb{N} \) is an orbit of period 2 for the shift.
3 Analytic potentials, spectral projections and invariant densities

Some of the results presented in this section extend some of the ones in [44]. We say that a function
\[ g: \cup_i \text{int } I_i \to \mathbb{R} \]
is a complex analytic potential if there are complex analytic functions \( g_i: \psi_i(O) \to \mathbb{C} \) such that

- The functions \( g_i \) and \( g \) coincides in the interior of \( I_i \).
- The functions \( g_i \) have a continuous extension to \( \overline{\psi_i(O)} \).
- There exists \( \theta < 1 \) such that
  \[ 0 < \inf_{x \in \overline{\psi_i(O)}} |g'_i(x)| \leq \sup_{x \in \overline{\psi_i(O)}} |g'_i(x)| \leq \theta. \]
- We have
  \[ g_i(\mathbb{R} \cap \psi_i(O)) \subset \mathbb{R}^+. \]

Denote
\[ \tilde{h}_i(x) = g_i(\psi_i(x)). \]

For every finite word \( \gamma \) we will define by induction on the lengths of the words the function
\[ \tilde{h}_\gamma: O \to \mathbb{C} \]
in the following way: Let \( \gamma = (i_1, i_2, \ldots, i_{k+1}) \). If \( |\gamma| = k + 1 = 1 \) define
\[ \tilde{h}_\gamma(x) = g_{i_1}(\psi_{i_1}(x)) , \]
 otherwise
\[ \tilde{h}_\gamma(x) = g_{i_{k+1}} \circ \psi_{i_{k+1}}(x) = \tilde{h}_{\gamma_k}(x) \cdot \tilde{h}_{i_{k+1}} \circ \psi_{\gamma}(x) . \]

As the functions we consider have complex analytic extensions, then, \( \tilde{h}_\gamma \) is complex analytic, but it is real when restricted to the interval \( I \).

**Definition 3.1.** Define the Perron-Frobenious operator
\[ P_{\log g}: C(I) \to C(I). \]
as
\[ (P_{\log g} q)(x) = \sum_i \tilde{h}_i(x) \cdot q(\psi_i(x)). \]

Note that
\[ (P_{\log g}^n q)(x) = \sum_{|\gamma|=n} \tilde{h}_\gamma(x) \cdot q(\psi_\gamma(x)). \]
From \cite{50} there exists a probability $\tilde{\mu}$, with no atoms and whose support is $I$, a Hölder-continuous and positive function $v$ and $\alpha > 0$ such that

\[ P^n_{\log g} v = \alpha^n v, \quad \tilde{\mu}(v) = 1, \] (5)

and

\[ \tilde{\mu}(P^n_{\log g} q) = \alpha^n \tilde{\mu}(q) \]

for every $q \in C(I)$. Let $v\tilde{\mu}$ be the measure absolutely continuous with respect to $\tilde{\mu}$ and whose Radon-Nikodym derivative with respect to $\tilde{\mu}$ is $v$, that is, for every Borel set $A$ we have

\[ v\tilde{\mu}(A) = \int_A v(x) \, d\tilde{\mu}(x). \]

Then the probability $v\tilde{\mu}$ is $f$-invariant. Let $\omega$ be either an infinite word $\omega = (i_1, i_2, \ldots, i_k, \ldots)$ or a finite word with $|\omega| \geq k + n$. Then

\[ \tilde{\mu}(I_{\omega_k+n}) = \frac{1}{\alpha^n} \int_{I_{\omega_k}} \tilde{h}_{\omega_{n+k} - \omega_k}(x) \, d\tilde{\mu}(x), \] (6)

where $\omega_{n+k} - \omega_k$ is the word

\[ (i_{k+1}, i_{k+2}, \ldots, i_{k+n}). \]

The above expression is sometimes called the conformality of the probability $\tilde{\mu}$.

For every finite word $\gamma$, define

\[ h_\gamma = \frac{\tilde{h}_\gamma}{\alpha^{|\gamma|}\tilde{\mu}(I_\gamma)}. \]

$h_\gamma$ is complex analytic but it is real when restricted to $I$.

Note that for $|\omega| \geq k + 1$

\[ h_{\omega_{k+1}}(x) = h_{\omega_k}(x) \cdot g_{i_{k+1}} \circ \psi_{\omega_{k+1}}(x) \frac{\tilde{\mu}(I_{\omega_k})}{\alpha \tilde{\mu}(I_{\omega_{k+1}})} = h_{\omega_k}(x) \cdot \tilde{h}_{i_{k+1}} \circ \psi_{\omega_k}(x) \frac{\tilde{\mu}(I_{\omega_k})}{\alpha \tilde{\mu}(I_{\omega_{k+1}})}. \] (7)

Let $U \subset \mathbb{C}$ be a pre-compact open set. Consider the Banach space $B(U)$ of all complex analytic functions

\[ h: U \to \mathbb{C} \]

that have a continuous extension on $\overline{U}$, endowed with the sup norm.

The following lemma (see theorem 2.3.2 in page 15 in \cite{55}) is a well-known result on holomorphic functions which is very much used in complex dynamics \cite{55, 46}.
Lemma 3.1. If $U, U_1 \subset \mathbb{C}$ are relatively compact open sets such that $\overline{U_1} \subset U$ then the inclusion $i: \mathcal{B}(U) \to \mathcal{B}(U_1)$ is a compact linear operator. So every bounded sequence $f_n \in \mathcal{B}(U)$ has a subsequence $f_{n_i}$ such that $f_{n_i}$ converges uniformly on $\overline{U_1}$ to a continuous function that is complex analytic in $U_1$. Moreover if $U_n$ is a sequence of open sets such that $\bigcup U_n = U$, we can use a diagonal argument to show that we can find a subsequence $f_{n_i}$ and a bounded complex analytic function $f$ on $U$ such that $f_{n_i}$ converges uniformly to $f$ on each compact subset of $U$.

Theorem 3.1. There exists $K > 0$ with the following property: For every infinite word $\omega$ the sequence $h_{\omega_k}$ is a Cauchy sequence in $\mathcal{B}(O)$. Let $h_{\omega}$ be its limit. For every $\omega$ and $x \in O$ we have

$$\frac{1}{K} \leq |h_{\omega}(x)| \leq K.$$ 

Proof. Indeed since 

$$\psi_{ik+1}(I_{\omega_k}) = I_{\omega_{k+1}},$$ 

we have from the conformality property \[\text{(6)}\]

$$\alpha \tilde{\mu}(I_{\omega_{k+1}}) = \int_{I_{\omega_k}} g_{ik+1} \circ \psi_{ik+1}(y) \, d\tilde{\mu}(y). \quad \text{(8)}$$

Since $g_i$ is analytic and 

$$\text{diam } \psi_{\omega_{k+1}}(O) \leq C\lambda^{k+1},$$

by Eq. \[\text{(7)}\] we have that if $\delta_{k,x,y}$ is defined by 

$$\frac{g_{ik+1} \circ \psi_{ik+1}(y)}{g_{ik+1} \circ \psi_{ik+1}(x)} = 1 + \delta_{k,x,y},$$

then, 

$$|\delta_{k,x,y}| \leq C\lambda^{k+1}.$$ 

for every $x,y \in \psi_{\omega_k}(O)$. Here $C$ does not depend on either $x,y \in O$, $k \geq 1$, or $\omega$. In particular, if $\tilde{\delta}_{k,x}$ is defined by 

$$g_{ik+1} \circ \psi_{\omega_{k+1}}(x) \frac{\tilde{\mu}(I_{\omega_k})}{\alpha \tilde{\mu}(I_{\omega_{k+1}})} = 1 + \tilde{\delta}_{k,x},$$

then, by conformality of $\tilde{\mu}$ and the usual bounded distortion argument (for instance \[42\] page 169)

$$|\tilde{\delta}_{k,x}| \leq C\lambda^k.$$
for $x \in O$. This implies that for $m > n$, if $\epsilon_{n,m}$ is defined by
\[
\frac{h_{\omega_m}(x)}{h_{\omega_n}(x)} = 1 + \epsilon_{n,m},
\]
then,
\[
|\epsilon_{n,m}| \leq C_1 \lambda^n
\]
for some $C_1$. Here $C_1$ does not depend on $x, y \in O$, $k \geq 1$, or $\omega$.

Let $m_0$ large enough such that $C_1 \lambda^{m_0} < 1$. Then
\[
\inf_{y \in O, |\gamma| < m_0} |h_{\gamma}(y)| \prod_{k=m_0}^{\infty} (1-C_1 \lambda^k) \leq |h_{\omega_k}(x)| \leq \sup_{y \in O, |\gamma| < m_0} |h_{\gamma}(y)| \prod_{k=m_0}^{\infty} (1+C_1 \lambda^k)
\]
for every $x \in O$, infinite word $\omega$ and $k \geq 1$. In particular there exists $K > 0$ such that
\[
\frac{1}{K} \leq |h_{\omega_k}(x)| \leq K
\]
for every $k \geq 1$, $x \in O$ and infinite word $\omega$. The family $h_{\omega_k}$ is equicontinuous. Indeed, by estimate (9) we have that
\[
\frac{h_{\omega_m}(x) - h_{\omega_n}(x)}{h_{\omega_n}(x)} = \epsilon_{n,m},
\]
and by (10) we have that $h_{\omega_n}$ is bounded above and below. Then, we conclude that $h_{\omega_k}$ converges.

Denote
\[
h_{\omega} = \lim_{k} h_{\omega_k}.
\]
It follows from Eq. (10) that
\[
\frac{1}{K} \leq |h_{\omega}(x)| \leq K
\]
for every $x \in O$ and infinite word $\omega$.

For each $\omega$ the function $h_{\omega}$ is complex analytic. It is the extension of a strictly positive real function defined on $I$.

**Corollary 3.1.** For each $\omega \in \Sigma$ the function $\log h_{\omega}(\cdot): I \to \mathbb{R}$ has a complex analytic extension to $O$.

**Proof.** Since $O$ is a simply connected open set, the functions $h_{\omega}$ are complex analytic, and $h_{\omega}(x) \neq 0$ for every $x \in O$, the result follows from the property of the normal families in Complex Analysis (see [14] Cor. 6.17).
We use the notation $h_\omega(x) = h(\omega, x)$, $h_{\omega_k}(x) = h(\omega_k, x)$, for $x \in [0, 1]$ and $\omega \in \{1, 2, ..., d\}^N$, according to convenience.

For every $\tilde{\mu}$-integrable function $z: I \rightarrow \mathbb{R}$ we can define the signed measure $z\tilde{\mu}$ as

$$(z\tilde{\mu})(A) = \int_A z(x)\tilde{\mu}(x)$$

for every Borel set $A \subset I$.

**Theorem 3.2.** Let $z: I \rightarrow \mathbb{R}$ be a positive Hölder-continuous function. Then, the sequence

$$\rho_z(x) := \lim_k \sum_{|\gamma| = k} h_\gamma(x) \int_{I_\gamma} z d\tilde{\mu},$$

converges for each $x \in O$. This convergence is uniform on compact subsets of $O$. Indeed

$$\rho_z(x) = v(x) \int z d\tilde{\mu},$$

where $v$ is the complex analytic extension of the function $v$ defined in (5). Furthermore, there exists a probability $\mu$ over the Borel sigma algebra in the space of infinite words such that

$$v(x) = \rho_v(x) = \int h_\omega(x) d\mu(\omega).$$

(12)

**Proof.** Define $\rho(k): O \rightarrow \mathbb{C}$ as

$$\rho(k)(x) := \sum_{|\gamma| = k} h_\gamma(x) \int_{I_\gamma} z d\tilde{\mu}.$$  

Firstly we will prove that

$$\rho(k)(x) \rightarrow_k v(x) \int z d\tilde{\mu},$$

(13)

for each $x \in I$. Indeed for $x \in I$

$$\sum_{|\gamma| = k} h_\gamma(x) \int_{I_\gamma} z d\tilde{\mu} = \sum_{|\gamma| = k} h_\gamma(x) z(\psi_\gamma(x))(1 + \epsilon_{x,\gamma})\tilde{\mu}(I_\gamma)$$

$$= \sum_{|\gamma| = k} h_\gamma(x) z(\psi_\gamma(x))\tilde{\mu}(I_\gamma) + \tilde{\epsilon}_{x,k}$$

$$= \alpha^{-k} \sum_{|\gamma| = k} \tilde{h}_\gamma(x) z(\psi_\gamma(x)) + \tilde{\epsilon}_{x,k}$$

14
$$= \alpha^{-k}(P^k_{\log g} z)(x) + \tilde{\epsilon}_{x,k}.$$  

Here,  
$$|\epsilon_{x,\gamma}|, |\tilde{\epsilon}_{x,k}| \leq C\eta^k,$$  
for some $\eta < 1$.  

It is a well-known fact that  
$$\lim_k \alpha^{-k}(P^k_{\log g} z)(x) = v(x) \int z \, d\tilde{\mu}.$$  

So  
$$\lim_k \rho(k)(x) = v(x) \int z \, d\tilde{\mu}.$$  

for $x \in I$.  

Next we claim that $\rho(k)$ converges uniformly on compact subsets of $O$ to a complex analytic function $\rho_z$. Note that by Eq. (10) we have  
$$|\sum_{|\gamma|=k} h_\gamma(x) \int_{I_\gamma} z \, d\tilde{\mu}| \leq K \sup_{x \in I} |z(x)| \sum_{|\gamma|=k} \tilde{\mu}(I_\gamma) \leq K \sup_{x \in I} |z(x)|,$$  

for every $x \in O$, so in particular the complex analytic functions $\rho(k)$ are uniformly bounded in $O$. By Lemma 3.1 every subsequence of $\rho(k)$ has a subsequence that converges uniformly on compact subsets of $O$ to a complex analytic function defined in $O$, so to prove the claim it is enough to show that every subsequence of $\rho(k)$ that converges uniformly on compact subsets of $O$ converges to the very same complex analytic function. Indeed we already proved that such limit functions must coincide with  
$$v(x) \int z \, d\tilde{\mu}$$  
on $I$. Since the limit functions are complex analytic, if they coincide on $I$ they must coincide everywhere in $O$. This finishes the proof of the claim.  

In particular taking $z(x) = 1$ everywhere, this proves that $v: I \to \mathbb{R}$ has a complex analytic extension $v: O \to \mathbb{C}$. Consequently for every function $z$  
$$\rho_z(x) = v(x) \int z \, d\tilde{\mu},$$  
once we already know that these functions coincide on $I$. For any given $z$ we have that $\rho_z(x) = v(x) \int z \, d\tilde{\mu}$ is an eigenfunction of the Ruelle operator. So we got a spectral projection in the space of eigenfunctions.  

Now we will prove the second statement. Consider the unique probability $\mu$ defined on the space of infinite words such that on the cylinders $C_\gamma$, $|\gamma| < \infty$, it satisfies  
$$\mu(C_\gamma) = (v\tilde{\mu})(I_\gamma) = \int_{I_\gamma} v \, d\tilde{\mu}.$$
Note that $\mu$ extends to a measure on the space of infinite words because $v\tilde{\mu}$ is $f$-invariant and it has no atoms. For each fixed $x \in O$, the functions $\omega \to h_{\omega_k}(x)$ are constant on each cylinder $C_\gamma$, $|\gamma| = k$. So

$$\int h_{\omega_k}(x) \, d\mu(\omega) = \sum_{|\gamma| = k} h_\gamma(x) \mu(C_\gamma).$$

By the Dominated Convergence Theorem

$$\int h_\omega(x) \, d\mu(\omega) = \lim_k \int h_{\omega_k}(x) \, d\mu(\omega) = \lim_k \sum_{|\gamma| = k} h_\gamma(x) \mu(C_\gamma) =$$

$$\lim_k \sum_{|\gamma| = k} h_\gamma(x) (v\tilde{\mu})(I_\gamma).$$

\[\blacksquare\]

**Corollary 3.2.** The function $\rho_z = v(x) \int z \, d\tilde{\mu}$ is a $\alpha$-eigenfunction of $P_{\log g}$

$$P_{\log g}(\rho_z) = \alpha \cdot \rho_z.$$

Therefore, any $\rho_z$ is an eigenfunction for the Ruelle operator for $A = \log g$. Later we will consider a real parameter $\beta$ and we will denote by $\phi_{\beta}(x)$ a specific normalized eigenfunction of the Ruelle operator for $\beta \log g$.

The two results described above are in some sense similar to the ones in [55] section 9, [44], [2]. We explain this claim in a more precise way in the next section.

The results described in this section correspond in [44] to the potential $\log g = A = -\log f'$.

### 4 Maximizing probabilities, the dual potential and Scaling functions

From Corollary 3.2, given $A = \beta \log g$, there exists $\alpha_\beta$ and $\rho_\beta$, such that, $P_{\beta \log g}(\rho_\beta) = \alpha_\beta \rho_\beta$, where $\rho_\beta$ has a complex analytic extension to a neighborhood $O_\beta$. The $\phi_{\beta A}$ is colinear with $\rho_\beta$ and satisfies the normalization described above. Therefore, we get from Corollary 3.2 the expression

$$\rho_\beta(x) = \int h_\omega(x) \, d\mu(\omega).$$

Our main purpose in this section is to get the following:

**Proposition 4.1.** For any $\beta$ we have that $\log h_\omega(x) = \log h_\beta(\omega, x)$ is well defined and is an involution kernel for $\beta \log g$. For $\omega$ and $\beta$ fixed, the function $\log h_\beta(\omega, \cdot)$ has a complex analytic extension to a complex neighborhood $O$ of $[0, 1]$. 
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Given a finite word \( \gamma = (i_1, i_2, \ldots, i_k), k > 1 \), define \( \sigma^*(\gamma) = (i_2, \ldots, i_k) \).

For infinite words we define \( \sigma^* \) as the usual shift function. The scaling function \( s: \Sigma \to \mathbb{R} \) of the potential \( g \) is defined as
\[
s(\omega) = \lim_{k \to \infty} \frac{\tilde{\mu}(I_{\omega_k})}{\tilde{\mu}(I_{\sigma^*(\omega_k)})}.
\]

This definition is the natural generalization of the scaling function in [56] and [31]. If we take \( \log g = -\log f' \) then we get their result. It will follow from our results the existence of an involution kernel which provides a co-homology between the scaling function \( \log(\alpha s) \) and \( \log g(x) = -\log f'(x) \). The constant \( \alpha \) is the eigenvalue defined before in section 1.

To verify that the above limit indeed exists, note that by Eq. (8) and since \( g \) is a Hölder-continuous function we have that
\[
\frac{\tilde{\mu}(I_{\omega_{k+1}})}{\tilde{\mu}(I_{\sigma^*(\omega_{k+1})})} = \frac{\int_{I_{\omega_k}} g \circ \psi_{i_{k+1}}(y) \, d\tilde{\mu}(y)}{\int_{I_{\sigma^*(\omega_k)}} g \circ \psi_{i_{k+1}}(y) \, d\tilde{\mu}(y)} = (1 + \epsilon_k) \frac{\tilde{\mu}(I_{\omega_k})}{\tilde{\mu}(I_{\sigma^*(\omega_k)})},
\]
where \( |\epsilon_k| \leq C \lambda^k \). So \( s(\omega) \) is well defined.

Note that, since \( \nu > 0 \) is a Hölder function and \( I_{\omega_k} \subset I_{\sigma(\omega_k)} \),
\[
s(\omega) = \lim_{k \to \infty} \frac{(v\tilde{\mu})(I_{\omega_k})}{(v\tilde{\mu})(I_{\sigma^*(\omega_k)})} = \lim_{k \to \infty} \frac{\mu(C_{\omega_k})}{\mu(C_{\sigma^*(\omega_k)})},
\]
so the the scaling function \( s \) is the Jacobian of the measure \( \mu \).

The dual potential \( g^* \) is defined as
\[
g^*(\omega) := \alpha s(\omega).
\]

**Lemma 4.1.** We have that
\[
\frac{g^*(\omega)}{g(\psi_{i_0}(x))} = \frac{h(\sigma(\omega), \psi_{i_0}(x))}{\tilde{h}(\omega, x)}.
\]

**Proof.** Indeed
\[
\frac{h(\sigma(\omega), \psi_{i_0}(x))}{\tilde{h}(\omega, x)} = \lim_k \frac{h(\sigma(\omega_k), \psi_{i_0}(x))}{\tilde{h}(\omega_k, x)}.
\]

\[
\lim_k \frac{\tilde{h}(\sigma(\omega_k), \psi_{i_0}(x))}{\tilde{h}(\omega_k, x)} \frac{\alpha \tilde{\mu}(I_{\omega_k})}{\alpha^{k-1} \tilde{\mu}(I_{\sigma^*(\omega_k)})}
\]

\[
= \lim_k \frac{\alpha \tilde{\mu}(I_{\omega_k})}{\tilde{\mu}(I_{\sigma^*(\omega_k)})} = \frac{\alpha}{g(\psi_{i_0}(x))} s(\omega)
\]

\( \square \)

From the above we finally get Proposition 4.1.
5 Analyticity of the involution kernel

From last section we get that for each value $\beta \geq 0$

$$\rho_{\beta A}(x) = \int e^{W_\beta(w,x)} d\nu_{\beta A}(w) = \int h_\beta(w,x) d\nu_{\beta A^*}(w),$$

is an eigenfunton for the Ruelle operator of the potential $\beta \log g$. The involution kernel $W_\beta$ depends on the variable $\beta$.

**Remark:** There is a main difference from the reasoning of this section to the procedures in [2]. We will explain this. Suppose $W_1$ is an involution for $\log g$ (that is, $\beta = 1$). Therefore, given a real value $\beta$ we have

$$\beta (\log g)^*(w) = \beta \log g \circ T^{-1}(w, x) + \beta W_1 \circ T^{-1}(w, x) - \beta W_1(w, x).$$

The involution kernel is not unique (see [2]). We point out that $\log(h_\beta(w, x))$ is not necessarily equal to $\beta W_1$. This will require an extra work. We will need to show the existence of a $H_\infty(w, x)$ (complex analytic on $x$), such that, $h_\beta(w, x) \sim e^{\beta H_\infty(w, x)}$ (in the sense that $\lim_{\beta \to \infty} \frac{1}{\beta} \log h_\beta(w, x) = H_\infty(w, x)$).

In other words, we want to replace $W_\beta$ by a $\beta H_\infty$ (in the notation that will be followed later).

We will show in Corollary 5.3 that for each fixed $w$ the family $\frac{1}{\beta} \log h_\beta(w, x)$, $\beta > 0$, is normal.

Remember that for a given $w \in \Sigma$, we have $h_\omega = \lim_k h_{\omega_k}$.

**Proposition 5.1.** Let $K \subset O$ be a compact. There exists $C$ such that the following holds:

A. For every $\beta \geq 1$ and $x \in K$, $\omega \in \Sigma$, we have

$$e^{-\beta C} \leq |h_\beta(\omega_1, x)| \leq e^{\beta C}$$  \hspace{1cm} (14)

B. For every $\beta \geq 1$, $x \in K$, $\omega \in \Sigma$ and $k \geq 1$ we have

$$e^{-C\beta \lambda^k} \leq \left| \frac{h_\beta(\omega_{k+1}, x)}{h_\beta(\omega_k, x)} \right| \leq e^{C\beta \lambda^k}.$$  \hspace{1cm} (15)

C. For every finite word $\gamma$ there is a function

$$q_\gamma: \mathbb{R} \times O \to \mathbb{C},$$

that is holomorphic on $x$, real valued for $x \in \mathbb{R}$ and which does not depend on $K$, such that for every $x \in O$, $\beta \geq 1$, $\omega \in \Sigma$ we have

$$h_\beta(\omega_{k+1}, x) = e^{q_{\gamma k+1}(\beta, x)}.$$  \hspace{1cm} (16)
Furthermore

\[ |q_{\omega_1}(\beta, x)| \leq C\beta \]  

(17)

and

\[ |q_{\omega_{k+1}}(\beta, x) - q_{\omega_k}(\beta, x)| \leq C\beta\lambda^k \]  

(18)

for every \( \beta \geq 1, x \in K, \omega \in \Sigma \) and \( k \geq 1 \).

**Proof of Claim A.** Recall that for \( i \in \{1, \ldots, d\} \)

\[ h_\beta(i, x) = \frac{g^\beta_i(\psi_i(x))}{\alpha\beta_i(I_i)} = \frac{g^\beta_i(\psi_i(x))}{\int_I g_i^\beta(\psi_i(y))\tilde{\mu}_\beta(y)}, \]  

(19)

so

\[ |h_\beta(i, x)| = \frac{1}{\int_I g_i^\beta(\psi_i(y))\tilde{\mu}_\beta(y)}. \]

Since \( g_i \) are holomorphic on \( \psi_i(O) \), \( g_i \neq 0 \) in \( \psi_i(O) \), for every compact \( K \subset O \) there exists \( C_1 \) such that

\[ e^{-C_1} \leq \left| \frac{g_i(\psi_i(x))}{g_i(\psi_i(y))} \right| \leq e^{C_1} \]  

(20)

for every \( x, y \in K \) and \( i \). Since \( \tilde{\mu}_\beta(I) = 1 \), it is now easy to obtain Eq. (14).

**Proof of Claim B.** Since \( g_i \) are holomorphic on \( \psi_i(O) \), \( g_i \neq 0 \) in \( \psi_i(O) \), for every compact \( K \subset O \) there exists \( C_2 \) such that

\[ e^{-C_2|x-y|} \leq \left| \frac{g_i(\psi_i(x))}{g_i(\psi_i(y))} \right| \leq e^{C_2|x-y|} \]  

(21)

for every \( x, y \in K \) and \( i \). Note that every such compact is contained in a larger compact set \( \tilde{K} \subset O \) such that \( \psi_i(\tilde{K}) \subset \tilde{K} \) for every \( i \), so we can assume that \( K \) has this property. Let \( x \in K \). By Eq. (8)

\[ \frac{h_\beta(\omega_{k+1}, x)}{h_\beta(\omega_k, x)} = \frac{\tilde{h}_\beta(\omega_{k+1}, x)}{h_\beta(\omega_k, x)} \frac{\alpha_\beta^k\tilde{\mu}_\beta(I_{\omega_k})}{\alpha_\beta^{k+1}\tilde{\mu}_\beta(I_{\omega_{k+1}})} \]

\[ = \frac{g^\beta_{i_{k+1}}(\psi_{\omega_{k+1}}(x))}{\alpha_\beta}\frac{\tilde{\mu}_\beta(I_{\omega_k})}{\tilde{\mu}_\beta(I_{\omega_{k+1}})} = \frac{g^\beta_{i_{k+1}}(\psi_{\omega_{k+1}}(x))}{\alpha_\beta}\frac{\alpha_\beta\tilde{\mu}_\beta(I_{\omega_k})}{\int_I g^\beta_i(\psi_{\omega_{k+1}}(y))d\tilde{\mu}_\beta(y)} \]

\[ = \frac{g^\beta_{i_{k+1}}(\psi_{\omega_{k+1}}(x))\tilde{\mu}_\beta(I_{\omega_k})}{\int_I g^\beta_i(\psi_{\omega_{k+1}}(y))d\tilde{\mu}_\beta(y)} = \frac{\tilde{\mu}_\beta(I_{\omega_k})}{\int_I g^\beta_i(\psi_{\omega_{k+1}}(y))d\tilde{\mu}_\beta(y)}. \]  

(22)

(23)
In particular

\[ \frac{|h(\omega_{k+1}, x)|}{h(\omega_k, x)} = \frac{\tilde{\mu}(I_{\omega_k})}{\int_{I_{\omega_k}} g_{i_{k+1}}^{\beta} \circ \psi_{i_{k+1}}(y) \, d\tilde{\mu}(y)}. \]

For every \( y \in I_{\omega_k} \) we have

\[ \psi_{i_{k+1}}(y), \psi_{\omega_{k+1}}(x) \in \psi_{\omega_{k+1}}(O) \]

From Eq. (34) we obtain

\[ e^{-C\beta \lambda_k} \leq e^{-C\beta \text{diam } \psi_{\omega_{k+1}}(O)} \leq e^{-C\beta \text{diam } \psi_{\omega_{k+1}}(O)} \leq e^{-C\beta \lambda_k} \]

So

\[ e^{-C\beta \lambda_k} \leq \frac{|h(\omega_{k+1}, x)|}{|h(\omega_k, x)|} \leq e^{-C\beta \lambda_k}. \]

**Proof of Claim C.** Since \( g_i \circ \psi_i : O \rightarrow \mathbb{C} \) does not vanish and \( O \) is a simply connected domain, there exists a (unique) function \( r_i : O \rightarrow \mathbb{C} \) such that \( g_i \circ \psi_i = e^{r_i} \) on \( O \) and \( \text{Im } r_i(x) = 0 \) for \( x \in \mathbb{R} \). Since \( \psi_{\gamma}(O) \cap I \neq \emptyset \) and \( \text{diam } \psi_{\gamma}(O) \leq \lambda^{\gamma} \) we have that

\[ |\text{Im } r_i(\psi_{\gamma}(x))| \leq C_3 \lambda^{\gamma} \]  \hspace{2cm} (24)

for every \( x \in O \) and every finite word \( \gamma \).

Define

\[ q_i(\beta, x) = \beta r_i(x) + \log \frac{1}{\int_{I_{\gamma_k}} g_i^{\gamma} \circ \psi_i(y) \, d\tilde{\mu}(y)}. \]

and \( q_{\gamma} \), with \( \gamma = (i_1, \ldots, i_{k+1}) \), by induction on \( k \), as

\[ q_{\gamma}(\beta, x) = q_{i_k}(\beta, x) + \beta r_{i_{k+1}}(\psi_{\gamma_k}(x)) + \log \frac{\tilde{\mu}(I_{\gamma_k})}{\int_{I_{\gamma_k}} g_{i_{k+1}}^{\beta} \circ \psi_{i_{k+1}}(y) \, d\tilde{\mu}(y)}. \]

It follows from Eq. (22) that \( q_{\gamma} \) satisfies Eq. (16), so

\[ \text{Re } q_{\gamma}(\beta, x) = \log |h(\omega_{\gamma}, x)|, \]

in particular by Eq. (11) e (15) we have

\[ |\text{Re } q_{\omega_1}(\beta, x)| \leq C_4 \beta \]  \hspace{2cm} (25)

and

\[ |\text{Re } q_{\omega_{k+1}}(\beta, x) - \text{Re } q_{\omega_k}(\beta, x)| \leq C_5 \beta \lambda^k \]  \hspace{2cm} (26)
for \( \beta \geq 1 \). Furthermore for every \( \beta \in \mathbb{R}, \omega \in \Sigma \) and \( k \geq 1 \)
\[
|\text{Im } q_{\omega_{k+1}}(\beta, x) - \text{Im } q_{\omega_k}(\beta, x)| = |\beta| \text{Im } r_{\omega_{k+1}}(\psi_{\omega_k}(x))| \leq C_6|\beta|\lambda^k.
\]
Moreover for \( \beta > 0 \) we have
\[
|\text{Im } q_i(\beta, x)| = |\beta||\text{Im } r_i(\psi_{\omega_k}(x))| \leq C_7|\beta|.
\]

For every \( x \in O \) define
\[
H_{\beta,k}(\omega, x) := \frac{1}{\beta}q_{\omega_k}(\beta, x).
\]
In particular, if \( x \in I \) we have that \( h_{\beta}(\omega_k, x) \) is a nonnegative real number by our choice of the branches \( r_i \), so
\[
H_{\beta,k}(\omega, x) = \frac{1}{\beta}\log h_{\beta}(\omega_k, x)
\]
for \( x \in I \). It follows from Proposition 5.1 that for every compact \( K \subset O \) there exists \( D \) such that
\[
|H_{\beta,1}(\omega, x)| \leq D, \quad (27)
\]
\[
|H_{\beta,k+1}(\omega, x) - H_{\beta,k}(\omega, x)| \leq D\lambda^k \quad (28)
\]
for \( x \in K \), and every \( k \) and \( \omega \). So there exists some constant \( C_8 \) such that
\[
|H_{\beta,k}(\omega, x)| \leq C_8
\]
for every \( k, \omega, x \in K \). This implies that the family of functions
\[
\mathcal{F}_1 = \{H_{\beta,k}(\omega, \cdot)\}_k, \omega, \beta \geq 1
\]
is a normal family on \( O \), that is, every sequence of functions in this family admits a subsequence that converges uniformly on every compact subset of \( O \). In Theorem 3.1 we showed that for every \( x \in I \) we have
\[
\lim_k h_{\beta}(\omega_k, x) = h_{\beta}(\omega, x) > 0,
\]
so
\[
\lim_k H_{\beta,k}(\omega, x) = \frac{1}{\beta}\log h_{\beta}(\omega, x),
\]
for \( x \in I \). It follows from the normality of the family \( \mathcal{F} \) that the limit
\[
H_{\beta}(\omega, x) := \lim_k H_{\beta,k}(\omega, x)
\]
extists for every \( x \in O \) and that this limit is uniform on every compact subset of \( O \). Moreover
\[
\mathcal{F}_2 = \{H_{\beta}(\omega, \cdot)\}_\omega, \beta \geq 1
\]
is also a normal family on \( O \).

We consider in \( \Sigma \) the metric \( d \), such that \( d(\omega, \gamma) = 2^{-n} \), where \( n \) is the position of the first symbol in which \( \omega \) and \( \gamma \) disagree.
Corollary 5.1. For every compact $K \subset O$ there exists $C_9$ such that
\[
|H_\beta(\omega, x) - H_\beta(\gamma, y)| \leq C_9|x - y| + C_9d(\omega, \gamma)
\] (29)
for every $x, y \in K$.

Proof. Since the family $F_2$ is uniformly bounded on each compact set $K \subset O$, we have that the family of functions
\[
F_3 := \{H'_\beta(\omega, \cdot)\}_{\omega, \beta \geq 1}
\]
has the same property, so it is easy to see that for every compact $K \subset O$ there exists $C$ such that
\[
|H_\beta(\omega, x) - H_\beta(\omega, y)| \leq C|\omega - \gamma| + Cd(\omega, \gamma).
\] (28)

Note also that Eq. (28) implies
\[
|H_\beta(\omega, x) - H_\beta(\omega_k, x)| \leq C_11\lambda^k.
\]

Let $k + 1 = \log(d(\gamma, \omega)) / \log \lambda$. Then $\gamma_k = \omega_k$ and we have
\[
|H_\beta(\omega, y) - H_\beta(\gamma, y)| \leq |H_\beta(\omega, y) - H_\beta(\omega_k, y)| + |H_\beta(\gamma, y) - H_\beta(\gamma_k, y)| \leq C_12d(\omega, \gamma).
\]

Corollary 5.2. There exists a sequence $\beta_n > 0$ satisfying $\beta_n \to \infty$ when $n \to \infty$ such that the limit
\[
H_\infty(\omega, x) = \lim_{n \to \infty} H_{\beta_n}(\omega, x),
\] (30)
exists for every $(\omega, x)$ in
\[
\{1, \ldots, d\}^N \times O.
\]
Moreover for every compact $K \subset O$ there exist $C_{13}$ such that
\[
|H_\infty(\omega, x) - H_\infty(\gamma, y)| \leq C_{13}|x - y| + Cd(\omega, \gamma)
\] (31)
and the limit in Eq. (30) is uniform with respect to $(\omega, x)$ on
\[
\{1, \ldots, d\}^N \times K
\] (32)
In particular for each $\omega$ we have that $x \to H_\infty(\omega, x)$ is holomorphic on $O$.

Proof. By Corollary 5.1 the family of functions $H_\beta$ is equicontinuous on each set of the form (32), where $K$ is a compact subset of $O$. So given a compact $K \subset O$ and any sequence $\beta_j \to +\infty$, as $j \to \infty$, there is a subsequence $\beta_{j_i}$ such that the limit
\[
\lim_{i \to \infty} H_{\beta_{j_i}}(\omega, x)
\]

exists and it is uniform on the set of the form \( (32) \). Then, choosing an exhaustion by compact sets of \( O \) and using Cantor’s diagonal argument we can find a sequence \( \beta_n \to +\infty \) such that the limit

\[
H_\infty(\omega, x) = \lim_{n \to +\infty} H_{\beta_n}(\omega, x)
\]

exists and it is uniform on every set of the form \( (32) \), with compact \( K \subset O \).

Eq. (31) follows directly from Eq. (29).

This shows the main result in this section:

**Corollary 5.3.** For any \( w \) fixed, \( H_\infty(\omega, x) \) is analytic on \( x \).

From Corollary 5.2 (the convergence is uniform) and from (12)

\[
\rho_v(x) = \int h_\omega(x) \, d\mu(\omega),
\]

we get that for any \( x \in [0, 1] \)

\[
V(x) = \lim_{\beta \to +\infty} \frac{1}{\beta_n} \log \phi_{\beta_n}(x) = \sup_{w \in \Sigma} (H_\infty(w, x) - I^*(w)).
\]

**Proposition 5.2.** The function \( H_\infty(w, x) \) is an involution kernel for \( g \).

**Proof.** Consider \( g \) fixed. Let \( \beta_n \) be a sequence as in Corollary 5.2 For any \( \beta_n \) we have

\[
\frac{g^{\beta_n}*(\omega)}{g^{\beta_n}(\psi_{i_0}(x))} = \frac{h_{\beta_n}(\sigma(\omega), \psi_{i_0}(x))}{h_{\beta_n}(\omega, x)}.
\]

Taking \( \frac{1}{\beta_n} \log \) in both sides and taking the limit \( n \to +\infty \) we get that

\[
g(T^{-1}(\omega, x)) + H_\infty(T^{-1}(\omega, x)) - H_\infty(\omega, x)
\]

depends only in the variable \( w \).

Therefore, \( H_\infty(w, x) \) is an involution kernel (see Remark 1.1). \( \square \)

6 A piecewise analytic subaction

We suppose in this section that the maximizing probability for \( A = \log g \) is unique (then the same happen for \( A^* \), see [17]) in order we can define the deviation function \( I^* \).

Given the analytic involution kernel \( H_\infty(w, x) \) and a fixed calibrated \( V^* \) (unique up to additive constant) define \( W(w, x) = H_\infty(w, x) + V^*(w) \). We point out that \( W \) is also analytic on the variable \( x \in (0, 1) \) for each \( w \) fixed).
The reason for the introduction of such $W$ (and not $H_{\infty}$) is that, in this section, instead of
\[ \gamma + V(x) = \sup_{w \in \Sigma} [H_{\infty}(w, x) - I^*(w)], \]
it will be more convenient the expression
\[ \gamma + V(x) = \sup_{w \in \Sigma} [(W(w, x) - I^*(w)) - V^*(w)]. \]

We assume without lost of generality that the above $\gamma$ (see [2] [10]) is zero.
For each $x$ we get one (or, more) $w(x)$ such attains the supremum above by compactness. Therefore,
\[ V(x) = W(w(x), x) - V^*(w(x)) - I^*(w(x)). \]

If there exists $\tilde{w}$ such that for all $x \in (a, b)$
\[ V(x) = \sup_{w \in \Sigma} (H_{\infty}(w, x) - I^*(w)) = H_{\infty}(\tilde{w}, x) - I^*(\tilde{w}) = W(\tilde{w}, x) - V^*(\tilde{w}) - I^*(\tilde{w}), \]
then $V$ is analytic on $(a,b)$.

Let us consider for a moment the general case ($A$ not necessarily twist).

We denote by $M$ the support of $\mu^*_{\infty,A}$.
As $I^*$ is lower semicontinuous and $W - V^*$ is continuous, then for each fixed $x$, the supremum of $H_{\infty}(w, x) - I^*(w)$ in the variable $w$ is achieved, and we denote (one of such $w$) it by $w(x)$. In this case we say $w(x)$ is optimal for $x$. We also say that $(w(x), x)$ is an optimal pair of points $x \in [0,1], w(x) \in \{0,1\}^N$. One can ask if this $w(x)$ is independent of $x$, and equal to a fixed $\tilde{w}$. This would imply that $V$ is analytic. If for all $x$ in a certain open interval $(a, b)$, the $w(x)$ is the same, then $V$ is analytic in this interval. We will show under some restrictions that given any $x$ we can find a neighborhood $(a, b)$ of $x$ where this is the case. The number of possible intervals can be infinite. We will give later a characterization when it is finite or infinite.

Note that given $x$, any optimal $w(x)$ satisfies $I^*(w(x))$ is finite (otherwise a $w$ with finite $I^*(w)$ will be better). This is a strong restriction in the set of possible $w(x)$, because if $I^*(w)$ is finite, then the $\omega$-limit of $w$ have to be in the support of $\mu_{\infty,A}^*$ (see section 5 [37]).

Example 1. We present examples of optimal pairs.

If $\hat{\mu}_{\text{max}}$ is the natural extension of the maximizing probability $\mu_{\infty,A}$, then for all $(p^*, p)$ in the support of $\hat{\mu}_{\text{max}}$, we have the following expression taken from Proposition 5 in [2].
\[
V(p) + V^*(p^*) = W(p^*,p).
\]

If \((p^*,p)\) in the support of \(\hat{\mu}_{\text{max}}\) (then, \(p \in [0,1]\) is in the support of \(\mu_{\infty,A}\) and \(p^* \in \Sigma\) is in the support of \(\mu_{\infty,A}^*\)), then
\[
V(p) = \sup_{w \in \Sigma} W(w,p) - V^*(w) - I^*(w) = W(p^*,p) - V^*(p^*).
\]

Therefore, \((p^*,p)\) is an optimal pair if \((p^*,p)\) is in the support of \(\hat{\mu}_{\text{max}}\).

That is, \(w(p) = p^*\).

If the potential \(\log g\) is twist, then for any given \(p\) in the support of \(\mu_{\infty,A}\), there is only one \(p^*\), such that \((p,p^*)\) is in the support of \(\hat{\mu}_{\text{max}}\) (see [40]) up to one orbit. If the maximizing probability for \(A\) is a periodic orbit, then the \(p^*\) associated to a \(p\) is unique.

In order to simplify the notation we assume that \(m(A^*) = 0\).

If we denote
\[
R^*(w) = V^* \circ \sigma(w) - V^*(w) - A^*(w),
\]
then we know that \(R^* \geq 0\) because \(V^*\) is calibrated.

Note that the main result in [2] claims that the explicit expression of the deviation function is
\[
I^*(w) = \sum_{n \geq 0} R^*(\sigma^n(w)).
\]

Given \(A\), we denote for \(x, x' \in [0,1]\) and \(w \in \Sigma\)
\[
\Delta(x, x', w) = \sum_{n \geq 1} A \circ \psi_{w,n}(x) - A \circ \psi_{w,n}(x').
\]

The involution kernel \(W\) can be computed for any \((w, x)\) by \(W(w, x) = \Delta_A(x, x', w)\), where we choose a point \(x'\) for good [CLT].

Note that for any \(x, x', w\), we have that \(W(w, x) - W(w, x'') = \Delta(w, x, x'')\).

Given \(A\), suppose \(R\) satisfies
\[
R(x) = V \circ f(x) - V(x) - A(x),
\]
where \(V\) is a calibrated subaction. Consider a fixed involution kernel \(W\).

The next result (which does not assume the twist condition) claims that the dual of \(R\) is \(R^*\), and the corresponding involution kernel is \((V^* + V - W)\).

**Proposition 6.1. (Fundamental Relation) (FR)**

\[
R(\psi_w(x)) = (V^* + V - W)(w, x) - (V^* + V - W)(\sigma(w), \psi_w(x)) + R^*(w).
\]
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Proof. As \( R^*(w) = V^*(\sigma(w)) - V^*(w) - A^*(w) \), we get
\[
V^*(w) - V^*(\sigma(w)) + R^*(w) = -A^*(w),
\]
and, now using \( x = f(\psi_w x) \), we get
\[
V(x) - V(\psi_w x) = V(f(\psi_w x)) - V(\psi_w x) - A(\psi_w x) + A(\psi_w x) = R(\psi_w x) + A(\psi_w x).
\]
Substituting the above in the previous equation we get
\[
(V^* + V - W) (w, x) - (V^* + V - W) (\psi_w x, \sigma(w)) + R^*(w) = [V^* (w) - V^* (\sigma(w)) + R^*(w)] + [V(x) - V(\psi_w x)] - W(x, w) + W(\psi_w x, \sigma(w)) = -A^*(w) + R(\psi_w x) + A(\psi_w x) + W(\psi_w x, \sigma(w)) - W(x, w) = R(\psi_w x),
\]
because \( A^*(w) = A(\psi_w x) + W(\psi_w x, \sigma(w)) - W(x, w) \). So the claim follows. \( \square \)

Note that \( R \geq 0 \), because \( V \) is a calibrated subaction.

Note also that given \( w = (w_0, w_1, ..) \), then, \( \psi_w (x) \) depends only of \( w_0 \).
We can use either notation \( \psi_w (x) \), or \( \psi_{w_0} (x) \).

We know that the calibrated subaction satisfies
\[
V(x) = \max_{w \in \Sigma} (-V^* - I^* + W)(w, x).
\]
Then, we define
\[
b(w, x) = (V^* + V + I^* - W)(w, x) \geq 0,
\]
and,
\[
\Gamma_V = \{(w, x) \in \Sigma \times [0, 1] | V(x) = (-V^* - I^* + W)(w, x)\},
\]
which can be written in an equivalent form
\[
\Gamma_V = \{(w, x) \in \Sigma \times [0, 1] | b(w, x) = 0\}.
\]

Remark 6.1. Note, that \( b(w, x) = 0 \), if and only if, \( (w, x) \) is an optimal pair.

Using \( R^*(w) = I^* (w) - I^* (\sigma(w)) \) (it follows from (51)), the FR becomes
\[
R(\psi_w x) = (V^* + V - W)(w, x) - (V^* + V - W)(\sigma(w), \psi_w (x)) + I^*(w) - I^*(\sigma(w)),
\]
or
\[
R(\psi_w x) = b(w, x) - b(\sigma(w), \psi_w (x)) \quad \text{FR1}.
\]
From this main equation we get:
Lemma 6.1. If \( T^{-1}(w, x) = (\sigma(w), \psi_w(x)) \), then 

a) \( b - b \circ T^{-1}(w, x) = R(\psi_w(x)) \);

b) The function \( b \) is non-decreasing in the trajectories of \( T \);

c) \( \Gamma_V \) is backward invariant;

d) when \( (w, x) \) is optimal then \( R(\psi_w(x)) = 0 \).

Proof: see [18].

In this way \( T^{-n} \) spread optimal pairs.

As \( R \geq 0 \), then the function \( b \) is a kind of Lyapunov function for the iteration of \( T^{-1} \).

From now on we assume \( d = 2 \).

It is known that if \( A \) is twist, then \( x \rightarrow w_x \) (can be multi-valuated) is monotonous non-increasing (see [5] [37] [18]). We recall the proof:

Proposition 6.2. If \( A \) is twist, then \( x \rightarrow w_x \) is monotonous non-increasing.

Proof. Suppose \( x < x' \), and, that \( (w_x, x), (w_{x'}, x') \) are two optimal pairs.

We will show that \( w_x \geq w_{x'} \).

Indeed, as

\[
V(x) = \sup_{w \in \Sigma} (W(w, x) - V^*(w) - I^*(w)) = W(w_x, x) - V^*(w_x) - I^*(w_x),
\]

then

\[
W(w, x) - V^*(w) - I^*(w) \leq W(w_x, x) - V^*(w_x) - I^*(w_x),
\]

for any \( w \), and we also have that

\[
V(x') = \sup_{w \in \Sigma} (W(w, x') - V^*(w) - I^*(w)) = W(w_{x'}, x') - V^*(w_{x'}) - I^*(w_{x'}).
\]

Therefore,

\[
W(w, x') - V^*(w) - I^*(w) \leq W(w_{x'}, x') - V^*(w_{x'}) - I^*(w_{x'}),
\]

for any \( w \).

Suppose, \( x < x' \). Substituting \( w_{x'} \) in the first expression (*) and \( w_x \) in the second one (**) we get

\[
\Delta(x, x', w_{x'}) \leq \Delta(x, x', w_x),
\]

where \( W(x, w) - W(x', w) = \Delta(x, x', w) \). So the twist property implies that

\[
w_{x'} \leq w_x.
\]
We showed before that the twist property implies that for $x < x'$, if $b(w, x) = 0$ and $b(w', x') = 0$, then $w' < w$, which means that the optimal sequences are monotonous non-increasing. Remember, that we define the “turning point $c$" as being the maximum of the point $x$ that has his optimal sequence starting in 1:

$$c = \sup\{x \mid b(w, x) = 0 \Rightarrow w = (1 \, w_2 \ldots)\}.$$ 

The main criteria is the following:

"If $x \in [0, 1]$ has the optimal sequence $w = (w_0 \, w_1 \, w_2 \ldots)$ then

$$w_0 = \begin{cases} 
1, & \text{if } x \in [0, c] \\
0, & \text{if } x \in (c, 1]
\end{cases}$$

Starting from $(x^0, w^0)$ we can iterate FR1 by $T^{-n}(w, x) = (w^n, x^n)$ in order to obtain new points $w^1, w^2 \ldots \in \Sigma$. Unless the only possible optimal point $w(x)$, for all $x$, is a fixed point for $\sigma$, then, $0 < c < 1$.

Note that for $c$ there are two optimal pairs $(w, c)$ and $(w', c)$, where the first symbol of $w$ is zero, and, the first symbol of $w'$ is one.

The next lemma shows an interesting property of optimal pairs. If the maximizing measure for $A$ is supported in a periodic orbit, then the optimal pair $(w_p, p)$, for such points $p$ in the periodic orbit, could not be unique (that is, there exists more the one $w_p$ for a fixed $p$). This can happen (and there examples) in the case the turning point $c$ belongs to the pre-image of the maximizing periodic orbit.

**Lemma 6.2.** If $A$ satisfies the twist property, then $c$ is solution of

$$V(\psi_1 x) + A(\psi_1 x) = V(\psi_0 x) + A(\psi_0 x).$$

*Proof.* As for $y < c$, we have $b(w = (1 \ldots), y) = 0$, taking limit of $y$ on the left side of $c$, then, we have from FR1, that $R(\psi_1 y) = 0$. From this follows $R(\psi_1 c) = 0$, which means $V(c) = V(\psi_1 c) + A(\psi_1 c)$. Analogously, taking limit of $y$ on the right of $c$, we get $V(c) = V(\psi_0 c) + A(\psi_0 c)$. Thus, $V(\psi_1 c) + A(\psi_1 c) = V(\psi_1 c) + A(\psi_1 c)$.

A point $x$ is called eventually periodic (or, pre-periodic), if there is $n \neq m$, such that, $f^n(x) = f^m(x)$.

**Lemma 6.3.** (Characterization of optimal change) Let $c \in (0, 1)$ be the turning point then, for any $x < x'$, such that, $b(w, x) = 0$ and $b(w', x') = 0$, we have $w \neq w'$, if, and only if, there exists $n \geq 0$ such that $f^n(c) \in [x, x']$. Moreover, if $x, x'$ are such that $w(x)$ and $w(x')$ are identical until the $n$ coordinate, then, $f^n(c) \in (x, x')$. 
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Proof.

Step 0
If \( x < x' \leq c \), then, \( w_0 = w'_0 = 1 \), else if \( c < x < x' \), then \( w_0 = w'_0 = 0 \).
Suppose \( w_0 = w'_0 = i \in \{0, 1\} \) then applying FR1 we get \( \psi_i x < \psi_i x' \) and \( b((w_1 w_2 ...), \psi_i x) = 0 \) and \( b((w'_1 w'_2 ...), \psi_i x') = 0 \).

Step 1
If \( \psi_i x < \psi_i x' \leq c \), then, \( w_1 = w'_1 = 1 \), else, if \( c < \psi_i x < \psi_i x' \), then \( w_1 = w'_1 = 0 \). Otherwise, if \( \psi_1 x < c < \psi_1 x' \) we can use the monotonicity of \( f \) in each branch in order to get \( x < f(c) < x' \). Thus
\[ w_1 \neq w'_1 \leftrightarrow x < f(c) < x'. \]
The conclusion comes by iterating this algorithm.

Lemma 6.4. The set
\[ B(w) = \{ x \mid b(w, x) = 0 \} \]
is closed and connected, that is, an interval (could be a single point). More specifically, if \( B(w) = [a, b] \), then, \( a \) and \( b \) are adherence points of the orbit of \( c \).

In particular, if \( c \) is pre-periodic, then, for any non-empty \( B(w) \), there exists \( n, m \) such that \( B(w) = [f^n(c), f^m(c)] \) (unless \( B(w) \) is of the form \([0, b]\), or \([a, 1]\).

Proof. Indeed, remember that \( \psi_i \), for \( i = 0, 1 \), are order preserving. If, \( x < y \), and, \( x, y \in B(w) \), then, we claim that each \( z \in (x, y) \) satisfies \( z \in B(w) \).
Indeed, otherwise if \( \tilde{w} \neq w \) is the optimal sequence for \( z \), we know that there is \( K > 0 \) such that \( \tilde{w}_j = w_j \) for \( j = 0, \ldots, k - 1 \) and \( \tilde{w}_k \neq w_k \). On the other hand
\[ \psi_{k, \tilde{w}} x < \psi_{k, w} y. \]
Without lost of generality suppose \( w_k = 1 \) then \( \tilde{w}_k = 0 \) a contradiction by twist property, analogously if \( w_k = 0 \) then \( \tilde{w}_k = 1 \) a contradiction again.

The closeness follows from the continuity on \( x \) of the function \( b \): if, \( x_n \subset B(w) \), and \( x_n \to \bar{x} \), we observe that
\[ b(w, x_n) = 0 \iff V(x_n) + V^*(w) + I^*(w) - W(w, x_n) = 0, \]
and this implies \( b(w, \bar{x}) = 0 \), that is, \( \bar{x} \in B(w) \).

For the second part it is enough to see that, for each extreme of the interval, for example \( b \), if the optimal \( w \) is not constant in the right side, for any \( \delta > 0 \) there is a image of \( c \), namely \( f^j(c) \in [b, b + \delta) \) taking \( \delta \to 0 \) we get \( f^j(c) \to b^+ \).

□
Remark 6.2. Each set $B(w) = [a, b]$ is such that $a = f^n(c)$, or, $a$ it is accumulated by a subsequence of $f^j(c)$ from the left side. Similar property is true for $b$ (accumulated by the right side).

Lemma 6.5. Let $c \in (0, 1)$ be the turning point. Let us suppose the $c$ is isolated from his orbit, which means that, there is $\delta > 0$, $w^-, w^+$, such that, $b(w^-, x) = 0$, for any $x \in (c - \delta, c]$, and, $b(w^+, x) = 0$, for any $x \in [c, c + \delta)$, then, there is no accumulation points of the orbit of $c$. In this case $c$ is pre-periodic.

Proof. Take $N > 0$, such that $\frac{1}{2N-1} < \delta$, and, consider the sequence

$$\{c, f(c), ..., f^{N-1}(c)\},$$

which gives an partition, which will be denoted by: $\{I_0, I_1, ..., I_{N-1}\}$. Note that the points $f^j(c), j = 0, ..., N - 1$, are not order by $j$. A typical interval would be of the form $I_k = (f^{j_k}, f^{j_{k+1}})$. One of the $I_j$ contains the point 0 in the boundary, and one contains the point 1 in the boundary. It may happen that a certain $f^r(c) \in I_j$, but, then $r > N - 1$. Since each interval $I_j$ does not have in its interior points of the form $f^k(c), k \leq N - 1$, we get from Lemma 6.3 above that:

$$b(w, x) = 0 \to w \in i_0i_1...i_{N-1}, \forall x \in I_j,$$

where $i_0i_1...i_{N-1} \subset \Sigma$ denotes the cylinder with the corresponding symbols. That is, the discrepancy of the corresponding $w$ have to be at order bigger than $N - 1$.

If $c$ is eventually periodic there exist just a finite number intervals $B(w)$ with positive length. The other $B(w)$ are reduced to points and they are also finite.

On the other hand, we claim that $I_j = [a, b]$ can have in its interior at most one in the forward orbit of $c$. 

Indeed, if $I_j \cap \{ f^N(c), f^{N+1}(c), \ldots \} = \emptyset$, then the optimal $w$ will be constant and $I_j$ of the form $[f^n(c), f^{n+1}(c), \ldots]$. Else, if $f^k(c) \in I_j \cap \{ f^N(c), f^{N+1}(c), \ldots \} \neq \emptyset$, for $k \geq N$, we denote by $k$ the minimum one where this happens. Then, we get

$$b(w, x) = 0 \rightarrow w \in i_0i_1\ldots i_{k-1}, \forall x \in I_j.$$

If, we iterate the $k - 1$ times the FR1, then $c \in Z_j = \psi_{i_k-1}\ldots \psi_{i_0}I_j$. By the choice of $N$ we get $Z_j \subset (c - \delta, c + \delta)$ (see Fig. 4). Dividing $I_j = [a, f^k(c)] \cup [f^k(c), b]$ we get

$$b(w, x) = 0 \rightarrow w = (i_0i_1\ldots i_{k-1} \ast w^-), \forall x \in [a, f^k(c)],$$

and,

$$b(w, x) = 0 \rightarrow w = (i_0i_1\ldots i_{k-1} \ast w^+), \forall x \in [f^k(c), b].$$

Therefore, there is no room for another $f^r(c), r \neq k$, to belong to $I_j$.

**Remark 6.3.** The main problem we have to face is the possibility that the orbit of $c$ is dense in $[0, 1]$.

In the case $f$ is $d$ to one, we have to consider a finite number of turning points, and, similar results can also be obtained.

## 7 The countable and the good conditions

We can see from last section that the subaction $V$ will be analytic, up to a finite number of points, if and only if, the point $c$ is eventually periodic. We would like to have sufficient conditions for this happen.

We point out that if the maximizing probability for $A$ is a periodic orbit, then, the same happen for $A^*$ (see [40] [2]).
Remember that a necessary condition for \( w \) to be optimal for some \( x \) is that \( \ell^*(w) < \infty \).

In [37] proposition 19 page 40 it is shown that, if \( \ell^*(w) \) is finite, then

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \delta_{\sigma^j(w)} = \mu^* A.
\]

In principle, it can exist an uncountable number of points \( w \) such that the above limit can occur.

**Definition 7.1.** We say a continuous \( A : [0,1] \to \mathbb{R} \) satisfies the the countable condition, if there are a countable number of possible optimal \( w(x) \), when \( x \) ranges over the interval \([0,1]\).

We denote by \( M \) the support of the maximizing probability periodic orbit for \( A^* \).

Consider the compact set of points \( P = \{ w \in \Sigma, \text{ such that } \sigma(w) \in M, \text{ and } w \text{ is not on } M \} \).

**Definition 7.2.** We say that \( A \) is good, if for each \( w \in P \), we have that \( R^*(w) > 0 \), where \( A^* \) is a dual of \( A \).

If \( A \) is good, according to [13], a point \( w \) satisfies \( \ell^*(w) < \infty \), if, an only if, \( w \) is in the pre-image of the maximizing periodic orbit. Such set of \( w \) is countable, therefore, if \( A \) is good, then \( A \) satisfies the countable condition. The good condition, in principle, is more easy to be checked.

**Lemma 7.1.** Suppose \( A \) satisfies the twist and the countable condition. Then there is at least one \( B(w) \) with positive length of the form \((f^n(c), f^m(c))\). Moreover, for any subinterval \((a,b)\) there exists at least one \( B(w) \) with positive length of the form \((f^n(c), f^m(c))\) inside \((a,b)\).

**Proof.** Denote the possible \( w \), such that, \( \ell^*(w) < \infty \), by \( w_j \), \( j \in \mathbb{N} \).

For each \( w^j \), \( j \in \mathbb{N} \), denote \( I_j = B(w^j) \), the maximal interval where for all \( x \in I_j \), we have that, \((x, w^j)\) is an optimal pair. Some of these intervals could be eventually a point, but, an infinite number of them have positive length, because the set \([0,1]\) is not countable. We consider from now on just the ones with positive length.

Note that by the same reason, in each subinterval \((e,u)\), there exists an infinite countable number of \( B(w) \) with positive length.

We suppose, by contradiction, that each interval \( B(w) = [a,b] \), with positive length is such that, each side is approximated by a sub-sequence of points \( f^j(c) \).

Take one interval \((a_1,b_1)\) with positive length inside \((0,1)\). There is another one \((a_2,b_2)\) inside \((0,a_1)\), and one more \((a_3,b_3)\) inside \((b_1,1)\).
If we remove from the interval $[0, 1]$ these three intervals we get four intervals. Using our hypothesis, we can find new intervals with positive length inside each one of them. Then we do the same removal procedure as before. This procedure is similar to the construction of the Cantor set. If we proceed inductively on this way, the set of points $x$ which remains after infinite steps is not countable. An uncountable number of such $x$ has a different $w(x)$. This is not possible because the optimal $w(x)$ are countable.

Then, the first claim of the lemma is true.

Given an interval $(a, b) \subset (0, 1)$, we can do the same and use the fact that $(a, b)$ is not countable.

**Lemma 7.2.** Suppose $A$ satisfies the twist and the countable condition. If $c$ is the turning point, then, there is $\delta > 0$, $w^-, w^+$, such that, $b(w^-, x) = 0$, for any $x \in (c - \delta, c]$, and, $b(w^+, x) = 0$, for any $x \in [c, c + \delta)$.

That is, $c$ is isolated of its forward orbit by both sides.

**Proof.** If there exist just a finite number of intervals, then $c$ is eventually periodic. We will suppose $c$ is not eventually periodic, and, we will reach a contradiction. Therefore, if $f^n(c) = f^m(c)$, then $m = n$.

Denote by $I_j = [a_j, b_j]$. We denote $I_0$ the interval of the form $[0, b_0]$, and, $I_1$ the interval of the form $[a_0, 1]$. From last lemma, there is $j \neq 0, 1$, and $n_j$ and $m_j$, such that $a_j = f^{n_j}(c)$ and $b_j = f^{m_j}(c)$.

Suppose first that $n_j < m_j$.

Consider the inverse branch $\psi_i$, where $i_1 = i_1$ is such that $\psi_i((f^{n_j})(c)) = f^{n_j-1}(c)$. This $i_1$ do not have to be the first symbol of the optimal $w$ for $f^{n_j}(c)$. Then, $\psi_i(I_j)$ is another interval, which is strictly inside a domain of injectivity of $f$, does not contain any forward image of $c$, and in its left side we have the point $f^{n_j-1}(c)$.

Then, repeating the same procedure inductively, we get $i_2$, such that

$$\psi_{i_2}((f^{n_j-1})(c)) = f^{n_j-2}(c),$$

determining another interval which does not contain any forward image of $c$, and in his left side we have the point $f^{n_j-2}(c)$. Repeating the reasoning over and over again, always taking the same inverse branch which contain $f^n(c)$, $0 \leq n \leq n_j$, after $n_j$ times we arrive in an interval of the form $(c, r_j)$. Note that each inverse branch preserves order. It is not possible to have an iterate $f^k(c)$, $k \in \mathbb{N}$, inside this interval $(c, r_j)$ (by the definition of $I_j$). Then, the optimal $w$ for $x$ in this interval $(c, r_j)$ is a certain $\tilde{w}_j$ which can be different of $\sigma^{n_j}(w_j)$.

Suppose now that $n_j > m_j$.

Using the analogous procedure we get that there exists $r^j$, such that the optimal $w(x)$ for $x$ in the interval $(r^j, c)$ is a certain $\tilde{w}_j$. 
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If both cases happen, then \(c\) is eventually periodic.

The trouble happens when just one type of inequality is true. Suppose without lost of generality that we have always \(n_j < m_j\).

Let’s fix for good a certain \(j\).

Therefore, all we can get with the above procedure is that \(c\) is isolated by the right side.

In the procedure of taking pre-image of \(f^{n_j}(c)\), always following the forward orbit \(f^n(x)\), \(0 \leq n \leq n_j\), we will get a sequence of \(i_1, i_2, \ldots, i_{n_j}\). In the first step we have two possibilities: \(\psi_{i_1}(f^{m_j-1}(c)) = f^{m_j-1}(c)\), or not.

If it happens the second case, we are done. Indeed, the interval \(\psi_{i_1}[f^{n_j}(c), f^{m_j}(c)]\] does not contain forward images of \(c\) (otherwise \([f^{n_j}(c), f^{m_j}(c)]\) would also have). Now we follow the same procedure as before, but, this time following the branches which contains the orbit of \(f^m(c)\), \(0 \leq m \leq m_j\). In this way, we get that \(c\) is isolated by the left side.

Suppose \(\psi_{i_2}(f^{m_j-1}(c)) = f^{m_j-2}(c)\)? If this do not happen (called the second option), then, in the same way as before, we are done (\(c\) is also isolated by the right side). If the expression is true, then, we proceed with the same reasoning as before.

We proceed in an inductive way until time \(n_j\). If in some time we have the second option, we are done, otherwise, we show that any \(x \in (c, f^{m_j-n_j}(c))\) has a unique optimal \(w(x)\) (there is no forward image of \(c\) inside it).

Denote \(k = m_j - n_j\) for the \(j\) we fixed.

From the above we have that for any \(B(w)\), which is an interval of the form \([f^{n_i}(c), f^{m_i}(c)]\), for any possible \(i\), it is true that \(m_i - n_i = k\).

We claim that the set of points \(x\) which are extreme points of any \(B(\tilde{w})\), and, such that \(x\) can be approximated by the forward orbit of \(c\) is finite. Suppose without lost of generality that \(x\) is the right point of a \(B(w) = (z, x)\).

If the above happens, then, by the last lemma, applied to \((a, b) = (x, \epsilon), \epsilon\) small, we have an infinite sequence of intervals of the form \([f^{n_i}(c), f^{n_i+k}(c)]\), such that \(f^{n_i}(c) \to x\), as \(n_i \to \infty\). Therefore, \(x\) is a periodic point of period \(k\). There are a finite number of points of period \(k\). This shows our main claim. Finally, \(c\) is eventually periodic.

\[\square\]

**Theorem 7.1.** Suppose \(A\) satisfies the twist and the countable condition, that the maximizing probability is unique, and, also that it is a periodic orbit, then \(V\) is analytic, up to a finite number of points.

**Proof.** It follows from Lemma 7.2 and Lemma 6.5

\[\square\]

Therefore, we get:
Theorem 7.2. Suppose $A$ satisfies the twist condition and that the turning point is eventually periodic, that the maximizing probability is unique, and, also that it is a periodic orbit, then $V$ is analytic, up to a finite number of points.

The next example shows that the theory we just presented above allows one to compute, via an algorithm, the calibrated sub-action $V$. By this, we mean that, if we know $W$, and, we have some information about the combinatorics of the position of the maximizing orbit, then, we can get the subaction $V$.

Example 2. We assume that $m(A) = 0$ and $T(x) = 2x \pmod{1}$.

In this example we consider an measure supported in a periodic orbit of period 4, $x_0 = \frac{1}{15}$ it is easy to see that in this case the optimal measure on $\hat{\Sigma}$ is supported in:

$$(\frac{1}{15}, 1000...), (\frac{2}{15}, 0100...), (\frac{4}{15}, 0010...), \text{and } (\frac{8}{15}, 0001...).$$

By definition the turning point $c$ should be between $\frac{1}{15}$ and $\frac{2}{15}$. Let us consider two cases:

Case 1: Suppose that $c = \frac{2}{15}$, that is a eventually periodic point, but more than that, $c$ is a pre-image of order 4 of the fix point 1.

The orbit of $c$, which is given by $c = \frac{2}{15}$, $f(c) = \frac{4}{15}$, $f^2(c) = \frac{8}{15}$, $f^3(c) = 1$. In this way the $w(x)$ of the optimal pairs should be constant in the intervals:

$$I_1 = [0, c], I_2 = [c, f(c)], I_3 = [f(c), f^2(c)], I_4 = [f^2(c), f^3(c) = 1].$$

In this case the $c$ is pre-periodic.

Note that the $f^k(c)$ are monotonous in $k$. This is not always the case for other examples.

Since there is one only periodic point in each interval we get:

$b(x, 1000...) = 0, \forall x \in I_1$
$b(x, 0100...) = 0, \forall x \in I_2$
$b(x, 0010...) = 0, \forall x \in I_3$
$b(x, 0001...) = 0, \forall x \in I_4.$
Using the definition of $b$ we get

\[
V(x) = \begin{cases} 
-V^*(1001...) - 0 + W(x, 1000...), & \forall x \in I_1 \\
-V^*(0100...) - 0 + W(x, 0100...), & \forall x \in I_2 \\
-V^*(0010...) - 0 + W(x, 0010...), & \forall x \in I_3 \\
-V^*(0001...) - 0 + W(x, 0001...), & \forall x \in I_4 
\end{cases}
\]

The fundamental relation allow us to write:

\[
V(x) = \begin{cases} 
V(\psi_{1000...}x) + A(\psi_{1000...}x), & \forall x \in I_1 \\
V(\psi_{0100...}x) + A(\psi_{0100...}x), & \forall x \in I_2 \\
V(\psi_{0010...}x) + A(\psi_{0010...}x), & \forall x \in I_3 \\
V(\psi_{0001...}x) + A(\psi_{0001...}x), & \forall x \in I_4 
\end{cases}
\]

In particular, applying in $x_0$ we have:

\[
V(x_0) = V(\psi_{1000...}x_0) + A(\psi_{1000...}x_0) = V(f^3x_0) + A(f^3x_0) \\
V(f(x_0)) = V(\psi_{0100...}f(x_0)) + A(\psi_{0100...}f(x_0)) = V(x_0) + A(x_0) \\
V(f^2(x_0)) = V(\psi_{0010...}f^2(x_0)) + A(\psi_{0010...}f^2(x_0)) = V(f(x_0)) + A(f(x_0)) \\
V(f^3(x_0)) = V(\psi_{0001...}f^3(x_0)) + A(\psi_{0001...}f^3(x_0)) = V(f^2(x_0)) + A(f^2(x_0))
\]

Since $V$ is unique up to constants we can choose $V(x_0) = 0$ for instance an solve the system finding:

\[
V(x_0) = 0, \ V(f(x_0)) = A(x_0), \\
V(f^2x_0) = A(x_0) - A(f^2x_0)) \text{ and } V(f^3x_0) = -A(f^3x_0)
\]

Using this results in the previous formula for $V$ we get the values of $V^*$:

1. $V(x_0) = 0 = -V^*(1000...) - 0 + W(x, 1000...), \text{ thus}$

\[
V^*(1000...) = W(x_0, 1000...).
\]

2. $V(T(x_0)) = A(x_0) = -V^*(0100...) - 0 + W(f(x_0), 0100...), \text{ thus}$

\[
V^*(0100...) = -A(x_0) + W(f(x_0), 0100...).
\]
3. $V(f^2(x_0)) = A(x_0) + A(f(x_0)) = -V^*(0010\ldots) - 0 + W(f^2(x_0), 0010\ldots)$, thus
$$V^*(0010\ldots) = -A(x_0) - A(f(x_0)) + W(f^2(x_0), 0010\ldots)$$

4. $V(f^3(x_0)) = -A(f^3x_0) = -V^*(0001\ldots) - 0 + W(f^3(x_0), 0001\ldots)$, thus
$$V^*(0001\ldots) = A(f^3x_0) + W(f^3(x_0), 0001\ldots)$$

So the explicit formula for $V$ depends on $A$ and is given by

$$V(x) = \begin{cases} 
W(x, 1\overline{000}) - W(x, 1\overline{000}), & \forall x \in I_1 \\
A(x_0) + W(x_0, 0\overline{100}) - W(f(x_0), 0\overline{100}), & \forall x \in I_2 \\
A(x_0) + A(f(x_0)) + W(x, 0\overline{010}) - W(f^2(x_0), 0\overline{010}), & \forall x \in I_3 \\
-A(f^3x_0) + W(x, 0\overline{001}) - W(f^3(x_0), 0\overline{001}), & \forall x \in I_4
\end{cases}$$

Or

$$V(x) = \begin{cases} 
\Delta(x, x_0, 1\overline{000}), & \forall x \in I_1 \\
A(x_0) + \Delta(x, f(x_0), 0\overline{100}), & \forall x \in I_2 \\
A(x_0) + A(f(x_0)) + \Delta(x, f^2(x_0), 0\overline{010}), & \forall x \in I_3 \\
-A(f^3x_0) + \Delta(x, f^3(x_0), 0\overline{001}), & \forall x \in I_4
\end{cases}$$

8 The optimal solution when the maximizing probability is not a periodic orbit

We are going to analyze now the variation of the optimal point when the support of the maximizing probability is not necessarily a periodic orbit. What can be said in the general case?

Consider the subaction defined by,

$$V(x) = \sup_{w \in \Sigma} (H_\infty(w, x) - I^*(w))$$

Remember that as $I^*$ is lower semicontinuous and $H_\infty = W - V^*$ is continuous, then for each fixed $x$, the supremum of $H_\infty(w, x) - I^*(w)$ in the variable $w$ is achieved, and we denote (one of such $w$) it by $w(x)$. In this case we say $w(x)$ is an optimal point for $x$.

We want to show that $w(x)$ is unique for the generic $x$.

Define the multi-valuated function $U : [0, 1] \rightarrow \Sigma$ given by:

$$U(x) = \{w(x)|x \in [0, 1]\}$$

As graph $(U)$ is closed in each fiber, and $\Sigma$ is compact we can define:

$$u^+(x) = \max U(x), \text{ and } u^-(x) = \min U(x).$$
Since the potential $A$ is twist we know that $U$ is a monotone not-increasing multi-valuated function, that is,

$$u^-(x) \geq u^+(x + \delta),$$

when $x < x + \delta$. In particular are monotone not-increasing single-valuated functions.
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We claim that $u^+$ is left continuous. In order to conclude that, take a sequence $x_n \to x$ on the left side. Consider, the sequence $u^+(x_n) \in \Sigma$, so its set of accumulation points is contained in $U(x)$. Indeed, suppose $\liminf u^+(x_n) \to \tilde{w} \in \Sigma$. In one hand, we have, $V(x_n) = H_\infty(u^+(x_n), x_n) - I^*(u^+(x_n))$. Taking limits on this equation and using the continuity of $V$ and $H_\infty$ and the lower semicontinuity of $I^*$ we get,

$$V(x) \leq H_\infty(\tilde{w}, x) - I^*(\tilde{w}).$$

Because $\liminf I^*(u^+(x_n)) \geq I^*(\tilde{w})$. So $\tilde{w} \in U(x)$. On the other hand, $u^+$ is monotone not-increasing, so $u^+(x_n) \geq u^+(x)$. From the previous we get

$$\limsup u^+(x_n) \geq u^+(x) \geq \tilde{w} = \liminf u^+(x_n),$$

that is,

$$\lim_{x_n \to x^-} u^+(x_n) = u^+(x).$$

Now consider a sequence $x_n \to x$ on the right side. Take, the sequence $u^+(x_n) \in \Sigma$, so its set of accumulation points is not necessarily contained in $U(x)$. However it is the case. Let $x_{nk}$ be a subsequence such that, $u^+(x_{nk}) \to \tilde{w}$.

We know that $V(x_{nk}) = H_\infty(u^+(x_{nk}), x_{nk}) - I^*(u^+(x_{nk}))$. Taking limits on this equation and using the uniform continuity of $V$ and $H_\infty$ we get

$$I^*(\tilde{w}) \leq \liminf_{k \to \infty} I^*(u^+(x_{nk})) =$$
\[
= \liminf_{k \to \infty} H_{\infty}(u^+(x_{n_k}), x_{n_k}) - V(x_{n_k}) = H_{\infty}(\tilde{w}, x) - V(x).
\]

In other words, \( V(x) \leq H_{\infty}(\tilde{w}, x) - I^*(\tilde{w}) \), that is, \( \tilde{w} \in U(x) \). So

\[
el(U(x)) \subseteq U(x).
\]

Since \( u^+ \) is monotone not-increasing, \( u^+(x_n) \leq u^+(x) \), thus

\[
\limsup u^+(x_n) \leq u^+(x),
\]

that is, \( u^+ \) is right upper-semicontinuous.

It is known that for any USC function defined in a complete metric space the set of points of continuity is generic.

Therefore, we get that:

**Theorem 8.1.** For a generic \( x \) we have that \( U(x) = \{ u^+(x) = u^-(x) \} \) and \( w(x) \) is unique.

**Proof.** Indeed, suppose that there is a point in the set of continuity of \( u^+(x) \) such that, \( u^+(x) > u^-(x) \) so the monotonicity of \( U \) implies that

\[
u^+(x) > u^-(x) \geq u^+(x + \delta),
\]

for all \( \delta > 0 \). Contradicting the continuity. \( \square \)

**References**

[1] Bamón, Rodrigo; Kiwi, Jan; Rivera-Letelier, Juan; Urzúa, Richard, On the topology of solenoidal attractors of the cylinder. Ann. Inst. H. Poincaré Anal. Non Linéaire 23 (2006), no. 2, 209-236.

[2] A. Baraviera, A. O. Lopes and P. Thieullen, A large deviation principle for equilibrium states of Hölder potentials: the zero temperature case, *Stochastics and Dynamics* 6 (2006), 77-96.

[3] A. T. Baraviera, L. M. Cioletti, A. O. Lopes, J. Mohr and R. R. Souza, On the general XY Model: positive and zero temperature, selection and non-selection, *Reviews in Math. Physics*. Vol. 23, N. 10, pp 1063-1113 (2011).

[4] A. Baraviera, R. Leplaideur and A. O. Lopes, Selection of measures for a potential with two maxima at the zero temperature limit, *SIAM Journ. on Applied Dynamics*. Vol. 11, n 1, 243-260 (2012)

[5] P. Bhattacharya and M. Majumdar, Random Dynamical Systems. Cambridge Univ. Press, 2007.
[6] T. Bousch, Le poisson n’a pas d’arêtes, Annales de l’Institut Henri Poincaré, Probabilités et Statistiques, 36 (2000), 489-508.

[7] T. Bousch, La condition de Walters. Ann. Sci. ENS, 34, (2001), 287-311.

[8] T. Bousch and O. Jenkinson, Cohomology classes of dynamically non-negative $C^k$ functions. Invent. Math. 148, no. 1 (2002), 207-217.

[9] R. Bowen, Equilibrium states and the ergodic theory of Anosov diffeomorphisms, Lecture Notes in Math, 470, (1975)

[10] S. Boyd, Convex Optimization, Cambridge Press (2004)

[11] X. Bressaud and A. Quas, Rate of approximation of minimizing measures, Nonlinearity 20 no. 4, (2007), 845-853.

[12] J. R. Chazottes, M. Hochman, On the zero-temperature limit of Gibbs states, Comm. Math. Phys. 297 (2010), no. 1, 265281 (2009).

[13] W. Chou and R. J. Duffin, An additive eigenvalue problem of physics related to linear programming, Advances in Applied Mathematics 8 (1987), 486-498.

[14] J. Conway, Functions of one complex variable, Springer Verlag, (1978)

[15] P. Collet P, J. Lebowitz and A. Porzio, The dimension spectrum of some dynamical systems J. Stat. Phys. 47, 609-644 (1984)

[16] G Contreras and R. Iturriaga. Global Minimizers of Autonomous Lagrangians, 2004, To appear.

[17] G. Contreras, A. O. Lopes and Ph. Thieullen, Lyapunov minimizing measures for expanding maps of the circle, Ergodic Theory and Dynamical Systems 21 (2001), 1379-1409.

[18] G. Contreras, A. O. Lopes and E. R. Oliveira, Ergodic Transport Theory, periodic maximizing probabilities and the twist condition, preprint UFRGS (2011)

[19] J. Delon, J. Salomon and A. Sobolevski, Fast transport optimization for Monge costs on the circle, SIAM J. Appl. Math, no. 7, 2239-2258, (2010).

[20] E. de Faria and W. de Melo, Mathematical Tools for one-dimensional dynamics, Cambridge Press, (2008)

[21] W. de Melo and S. Van Strien, One-Dimensional Dynamics, Springer Verlag, (1996)
[22] J. P. Conze and Y. Guivarc’h, Croissance des sommes ergodiques et principe variationnel, manuscript circa (1993).

[23] A. Dembo and O. Zeitouni, Large Deviation Techniques and Applications, Springer Verlag, (1998).

[24] R. S. Ellis, Entropy, Large Deviation and Statistical Mechanics, Springer Verlag, (1985)

[25] A. Fathi. Weak KAM Theorem and Lagrangian Dynamics, (2004), To appear.

[26] C. Gole, Symplectic Twist Maps, World Scientific, (2001)

[27] E. Garibaldi and A. O. Lopes, Functions for relative maximization, Dynamical Systems 22, (2007), 511-528.

[28] E. Garibaldi and A. O. Lopes, On the Aubry-Mather Theory for Symbolic Dynamics, Erg Theo and Dyn Systems, Vol 28, Issue 3, 791-815 (2008)

[29] E. Garibaldi, A. O. Lopes and Ph. Thieullen, On calibrated and separating sub-actions, Bull. Braz. Math. Soc., Vol 40 (4), 577-602, (2009)

[30] D. A. Gomes, A. O. Lopes and J. Mohr, The Mather measure and a Large Deviation Principle for the Entropy Penalized Method, Comm. in Contemp. Math, Vol 13, issue 2, 235-268 (2011)

[31] G. Gui, Y. Jiang and A. Quas, Scaling functions, Gibbs measures, and Teichmüller spaces of circle endomorphisms. Discrete Contin. Dynam. Systems 5, (1999), no. 3, pp 535-552.

[32] B. R. Hunt and G. C. Yuan, Optimal orbits of hyperbolic systems. Nonlinearity 12, (1999), 1207-1224.

[33] H. G. Hentschell and I. Procaccia, The infinite number of generalized dimension of fractal and strange attractors Physica 8D, 435-44 (1973)

[34] O. Jenkinson, Ergodic optimization. Discrete and Continuous Dynamical Systems, Series A 15 (2006), 197-224.

[35] O. Jenkinson and J. Steel, Majorization of invariant measures for orientation-reversing maps, Erg. Theo. and Dyn. Syst. (2009).

[36] R. Leplaideur, A dynamical proof for the convergence of Gibbs measures at temperature zero. Nonlinearity 18, no. 6, (2005), 2847-2880.

[37] A. O. Lopes, J. Mohr, R. R. Souza and P. Thieullen, Negative Entropy, Zero temperature and stationary Markov chains on the interval, Bull. Soc. Bras. Math. Vol 40 n 1, (2009), 1-52.
[38] A. O. Lopes, The Dimension Spectrum of the Maximal Measure”, SIAM Journal of Mathematical Analysis, Vol. 20, No 5, pp. 1243-1254, (1989)

[39] A. O. Lopes, Entropy and Large Deviation, SIAM NonLinearity, Vol. 3, No 2, pp. 527-546, (1990).

[40] A. O. Lopes, E. R. Oliveira and P. Thieullen, The dual potential, the involution kernel and transport in ergodic optimization. preprint (2008)

[41] A. O. Lopes and E. R. Oliveira, On the thin boundary of the fat attractor, preprint (2012)

[42] R. Mañé, Ergodic Theory and Differentiable Dynamics, Springer Verlag, (1987)

[43] R. Mañé, Generic properties and problems of minimizing measures of Lagrangian systems, Nonlinearity, 9 (1996), 273-310.

[44] M. Martens and W. Melo, The multipliers of periodic points in one-dimensional dynamics, Nonlinearity 12, (1999), pp 217-227.

[45] J. Mather. Action minimizing invariant measures for positive definite Lagrangian systems. Math. Z., N 2, 169-207, (1991).

[46] J. Milnor, Dynamics in One Complex Variable, Princeton Press (2006).

[47] T. Mitra, Introduction to Dynamic Optimization Theory, Optimization and Chaos, Editors: M. Majumdar, T. Mitra and K. Nishimura, Studies in Economic Theory, Springer Verlag

[48] I. D. Morris, A sufficient condition for the subordination principle in ergodic optimization, Bull. Lond. Math. Soc. 39, no. 2, (2007), 214-220.

[49] L. Olsen, A multifractal formalism. Adv. Math. 116 (1995), no. 1, 82196.

[50] W. Parry and M. Pollicott, Zeta functions and the periodic orbit structure of hyperbolic dynamics, Astérisque 187-188 (1990).

[51] A. A. Pinto and D. Rand, Existence, uniqueness and ratio decomposition for Gibbs states via duality. Ergodic Theory Dynam. Systems 21, (2001), no. 2, 533-543.

[52] M. Pollicott, Some applications of thermodynamic formalism to manifolds with constant negative curvature. Adv. Math. 85 (1991), no. 2, 161192.

[53] M. Pollicott, Symbolic dynamics and geodesic flows. Sminaire de Thorie Spectrale et Gomtrie, No. 10, Anne 19911992, 109129, Univ. Grenoble I, Saint-Martin-d’Hres, 1992
[54] D. Ruelle, Repellers for real analytic maps. *Ergodic Theory Dynamical Systems* 2 (1982), no. 1, 99107.

[55] F. Przytycki and M. Urbanski, Conformal Fractals: Ergodic Theory Methods, Cambridge Press, 2010

[56] M. Shub and D. Sullivan, Expanding endomorphisms of the circle revisited. *Ergodic Theory Dynam. Systems* 5, (1985), no. 2, 285-289.

[57] F. A. Tal and S. A. Zanata, Maximizing measures for endomorphisms of the circle, *Nonlinearity* 21, (2008)

[58] M. Tsujii, Fat solenoidal attractors, *Nonlinearity* 14 (2001) 1011-1027.

[59] C. Villani, Topics in optimal transportation, AMS, Providence, 2003.

[60] C. Villani, Optimal transport: old and new, Springer-Verlag, Berlin, 2009.