Solving Inverse Problems for Spectral Energy Distributions with Deep Generative Networks
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Abstract

We propose an end-to-end approach for solving inverse problems for a class of complex astronomical signals, namely Spectral Energy Distributions (SEDs). Our goal is to reconstruct such signals from scarce and/or unreliable measurements. We achieve that by leveraging a learned structural prior in the form of a Deep Generative Network. Similar methods have been tested almost exclusively for images which display useful properties (e.g., locality, periodicity) that are implicitly exploited. However, SEDs lack such properties which make the problem more challenging. We manage to successfully extend the methods to SEDs using a Generative Latent Optimization model trained with significantly fewer and corrupted data.

1 Introduction

In astrophysics, distributions constructed by energy measurements in different wavelengths, namely Spectral Energy Distributions (SEDs), are important tools for studying the physical properties and evolution of astronomical objects. SEDs can be used for example to determine the luminosity of astronomical objects, the rate at which galaxies form new stars or the rate at which supermassive black holes accrete mass to generate energy in quasars [1 2 3]. However, the measurement process is prone to statistical (random) as well as systematic errors, such as background and foreground noise interference, i.e., atmospheric absorption and distortion, opaque/obscuring dust, etc. Due to these factors, as well as technical limitations, such as camera sensor sensitivity, cooling, resolution, etc, SEDs are collected in scarce, often incomplete datasets. SEDs are compared to physical models in order to find the best-fit model(s), which provides an insight into the underlying physical processes and properties of the target. This highlights the importance of expanding the range and improving the accuracy of the available data points. In the literature, computational methods have been widely used to enhance SEDs and handle the experimental error [4].

In recent years, deep learning has proven to be an important tool for enhancement of real data and in general for solving inverse problems, where the goal is to reconstruct or correct a signal given an incomplete and/or noisy version. Specifically for astronomical data, deep learning techniques have been used mainly for astronomical imaging, such as deblending images of galaxies [5] or image enhancement [6]. For SEDs, deep learning has been used in forward problems such as feature
extraction [7], but not inverse problems. In this paper we use well-known deep learning techniques adjusted appropriately in order to solve various inverse problems for SEDs.

The method we apply is data-driven and utilizes Deep Generative Models as learned structural priors. More specifically, models like Variational AutoEncoders (VAEs) [8] and Generative Adversarial Networks (GANs) [9], trained on large datasets (most frequently of images) are able to extract information about the underlying data distribution and generate realistic samples. These models, once trained, can be used as structural priors for solving inverse problems [10]. Thus, this method requires us to train a high-quality generative network which can model realistic SEDs, with properties such as high-frequency, irregularity etc. In this paper, we use the Generative Latent Optimization framework (GLO) [11] to train a deep generative network suitable for our needs. The framework allows us to train a high-quality generative network with more flexibility than a VAE and at the same time offers training efficiency unlike GANs, which are notoriously hard to train.

In order to train a generative network any state-of-the-art method requires a high-quality large dataset. However, for the case of SEDs these prerequisites are unrealistic since the measurement procedure contains innate error, incompleteness and is particularly expensive. To overcome the issue of erroneous and/or incomplete samples we propose an end-to-end approach: (1) a preprocessing step where we utilize classical computational methods for enhancement, e.g., iterative PCA [4], (2) the deep learning method described above. Our approach is useful for a variety of inverse problems and it can mitigate the long-term cost of solving such problems for SEDs. Furthermore, it is expected to improve overall performance on these problems even with significant corruption and/or incompleteness by leveraging the powerful generalization property as well as the robustness of a deep generative network.

2 Method

Suppose, we collect measurements of the form:

\[ y = Ax^* + \eta, \]

where \( A \) is a measurement matrix and \( \eta \) a noise vector. Our goal is to reconstruct the signal \( x^* \), given \( A \) and \( \eta \), thus solve the linear inverse problem. This formulation usually refers to compressed sensing (where we assume few measurements taken) but can be also used to model several real-world problems concerning SEDs. We tackle the problem for the case of SEDs using a deep generative network as a structural prior [10], a method that has been successfully applied to natural images.

2.1 Building the Generative Network

To build our generative network we use the Generative Latent Optimization (GLO) framework [11], which allows us to train a relatively large generator (sufficiently over-parametrized) in order to achieve good generalization [12]. The framework is based on the manipulation of the generator’s latent space as well as its parameters using a simple reconstruction loss. We use the GLO framework as an alternative to GANs which are trained via an adversarial optimization scheme. Unlike GLO, which consists of a simple loss minimization back-propagated to the latent space, GANs should ideally converge to an (approximate) equilibrium which is not guaranteed and/or requires excessive resources [13]. Thus, when training GANs in practice it is common to examine the generated samples and stop the training when they are satisfactory. In the case of images this technique can be easily applied, but for SEDs this is not feasible. In fact, we use the ability to solve inverse problems as a proxy to evaluate our trained generator.

Let us examine the training procedure more closely. We train the generator \( G: \mathcal{Z} \to \mathcal{X} \), where \( \mathcal{Z} \) denotes the latent space and \( \mathcal{X} \) the underlying class of SEDs which is described by the training set \( \{x_i\}_{i=1}^N \). Prior to training, we randomly initialize the latent codes \( z_i \in \mathcal{Z} \) from a multi-dimensional Normal distribution and pair them with each of the samples \( x_i \). During training, the generator’s parameters and the latent codes \( \{z_i\}_{i=1}^N \) are jointly optimized, as described by [3]. The optimization is driven by a simple reconstruction loss \( \mathcal{L}(\cdot) \), which in our case is Mean Squared Error (MSE).

\[
\min_{G} \frac{1}{N} \sum_{i=1}^N \min_{z_i \in \mathcal{Z}} \mathcal{L}(G(z_i), x_i)
\]
More specifically, the gradient of the loss function with respect to the parameters of the generator and the latent code is back-propagated all the way through the network and to the latent space. This training procedure makes the latent space more structurally meaningful and suitable for reconstruction. To promote this feature, we project the latent codes onto the unit sphere during training [11].

2.2 Reconstruction

Given the generative network $G(\cdot)$, the estimated solution of an inverse problem [1] could be $\hat{x} = G(\hat{z})$ where:

$$\hat{z} = \arg \min_{z \in Z} \frac{1}{m} ||AG(z) - y||_2^2$$

(3)

In other words, we (approximately) optimize the latent code $\hat{z}$ such that the corresponding signal $\hat{x}$ matches the measurements $y$. We optimize $\hat{z}$ by back-propagating the gradient of the reconstruction loss through $G(\cdot)$ [10]. Note that we have to project $z$ onto the unit sphere, similarly to training. In a different approach [10], instead of explicitly projecting $z$ onto the unit sphere, we can apply a regularization to implicitly restrict $z$ as follows:

$$\hat{z} = \arg \min_{z \in Z} \frac{1}{m} ||AG(z) - y||_2^2 + R(z),$$

(4)

where $R(z) = \lambda ||z||_2^2$ is the regularization term and $\lambda$ a balance hyperparameter.

3 Experiments

3.1 Data

We apply our approach to Sloan Digital Sky Survey (SDSS) spectra [1]. Specifically, we use the preprocessed SDSS Corrected Spectra dataset offered by the astroML library [14]. The dataset contains SEDs for 4000 galaxies moved to restframe, preprocessed with iterative PCA and resampled to 1000 wavelengths ($3000 - 8000\,\text{Å}$). Although the preprocessing is imperfect, leading to outlier values, our deep learning approach still displays great performance due to its robustness. Notice that the original SDSS dataset consists of innately incomplete and/or corrupted SEDs, due to the nature of the measurement process. Thus, the original SEDs cannot be used directly for evaluation purposes because we would lack the ground truth. Instead, we consider part of the corrected SEDs produced by the preprocessing step as test data (10% of the preprocessed dataset), which we use for comparisons in Section 3.3.

3.2 Training

We train a Feed-forward neural network with 7 hidden layers and leakyReLU activations (except for the output layer). We use 90% of the preprocessed dataset as our training data and train our network for 10000 epochs with batches of 64 spectra. We use Adam optimization [15] with learning rate 0.1 for the network’s parameters and 0.01 for the latent codes as well as 1d-batch normalization to accelerate the training procedure [16]. We choose a simple Mean Squared Error (MSE) as our loss function and we also apply weight decay to avoid overfitting.

Our spectra consist of measurements for 1000 wavelengths. We choose 50 dimensions for the latent space, which are sufficient for the representation and allow for efficient training and reconstruction. For the reconstruction, we limit the optimization procedure to 1000 epochs and choose a configuration similar to training. The project is developed using PyTorch [17].

3.3 Results

We evaluate our approach, both qualitatively and quantitatively, for different inverse problems, by artificially injecting realistic corruption and/or incompleteness to our test data. For the qualitative evaluation (Figure 1), we examine the performance of our algorithm on inverse problems with missing information. More specifically, the missing information corresponds to either a continuous window of

1https://www.sdss.org/dr12/spectro/
(a) Inpainting problem: measurements are missing in a continuous window.

(b) Super-resolution problem: randomly selected measurements are missing.

Figure 1: The original SED signals and their reconstruction for 40% missing information in inpainting (top) and super-resolution (bottom) settings.

Figure 2: MSE of reconstruction for 100 randomly selected signals on: (a) inpainting, for different levels of missing information (%). (b) denoising, for different levels of added noise ($l_2$-norm).

missing values (inpainting) or randomly chosen values throughout the entire signal (super-resolution). For each problem we randomly select four SED signals from our test set, then apply the appropriate masking and produce a reconstruction. The missing information in both cases is chosen to be 40% of the total number of measurements that compose each SED. We can see that for both problems, the reconstruction closely follows the trajectory of the original signal and in most cases predicts the high-frequency changes and large spikes.

In Figure 2, we examine quantitatively the performance of our algorithm on the problems of (a) inpainting and (b) denoising (that is removing added noise drawn by a normal distribution). For each configuration, we show the reconstruction MSE of 100 randomly selected SEDs (excluding measurements that fall outside 1.5 times the interquartile range). In Figure 2(a), we examine the performance for different levels of missing information and compare between SEDs drawn from test and training data. In both cases the MSE of the vast majority of signals is particularly low for up to 40% of missing information. For reasonable percentages of missing information the performance on test data is on par with the training data. For a sufficient proportion of the examined signals, this trend persists even for larger percentages (see median values). Given that our generative network was optimized to represent the training data, this shows a considerable generalization capability, which is crucial for the effectiveness of our approach. In Figure 2(b), we examine the performance for different levels of added noise and compare between our reconstruction methods, the explicit projection (eq. 3) and the regularization (eq. 4). We can see that for all levels of added noise the MSE is particularly
low, which indicates notable performance on denoising. Furthermore, when regularization is utilized we observe better error concentration, which can be attributed to the flexibility it offers to the reconstruction process.

4 Conclusion and Future Work

We presented an end-to-end deep learning solution for various inverse problems concerning Spectral Energy Distributions (SEDs). Our approach relies on a deep generative network, tailored to the particular properties of SEDs, as a structural prior leveraging its generalization capability. Our preliminary results show promising performance on realistic inverse problems. We are working to extend this project to diverse and more demanding SED families e.g., for different parts of the spectrum. Another future direction involves transfer learning techniques, as well as ensemble learning in order to extend our approach to data that are even more incomplete. Finally, we could augment our method using bi-directional training in order to simultaneously extract information regarding the astrophysical objects we study. This idea draws from recent research on invertible neural networks for inverse problems [18].

Broader Impact

This project will have broad impact in the effort to interpret the SEDs which will be made available with a number of current and future ground-based and space missions such as LSST, Euclid, JWST and SPICA. Although the examples used in this work concentrate on the optical part of the spectrum, the same method can also be used on SEDs which cover the whole spectrum of galaxies from the ultraviolet to the radio. Such studies of the complete SEDs of galaxies are now recognized as essential for a complete understanding of the processes that control galaxy formation and evolution (e.g. [3][19]).
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