On optimization and solution of roots of a function using Taylor’s expansion and fractional derivatives

Ali Dorostkar\textsuperscript{1}
Ahmad Sabihi\textsuperscript{2}

Fractal Group, Isfahan, Iran\textsuperscript{1}
Professor of Mathematics at some of Iranian Universities, Isfahan, Iran \textsuperscript{2}

Abstract

A method is given for finding roots of a one-variable function using Taylor’s expansion of that function and fractional derivative calculated at a suitable tangent point without using Newton’s method, but is regarded as a variant of Halley and Newton’s one. Several examples regarding polynomials are stated as well. Then, the given method is generalized to functions of several variables belonging to an $n$-dimensional space and one example is given for optimization and solution of a nonlinear system of equations by both our method and Gradient Descent one. A comparison of our method is made with Gradient one for a system of the functions of three variables. Our given method seems to be much more rapidly than the Newton’s one since by finding a suitable point on the function’s curve, the number of iterations is to be much less than Newton’s iterative steps. We also find order of fractional derivative, which corresponds to equation’s found root and compare tangent lines drawn at the root by both fractional and classical derivatives. The
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methods given in this paper can be used for optimization of function via fractional derivatives of order $\beta$.
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1. Introduction

As is well-known, mathematics of convex optimization and finding roots of a function have been investigated more than a century and very interesting subjects in this topic have been studied by many researchers in related recent developments. Some of developments in this area are of more applicable in practice than before. Automatic control systems, signal processing, communications and networks, data analysis, electronic circuit design and modeling, finance and statistics, and etc. are of most important applications of optimization since 1990s. Although, we do not wish to deal with the convex or non-convex optimization methods in this paper, since they have advanced much more than our conception. In this paper and section 2, we present a method similar to that of Newton’s one to find roots of an arbitrary equation and then generalize it to functions of several variables. We really make use of the Halley’s method given in 1694 (see [9] and [6]). Several examples are given for clarifying the new method. While presenting the new method of solving an equation, we state another method for finding order of a fractional derivative substituting classical one. The idea of using fractional derivatives in root-finding algorithms is back to Akiül et al. [1] and Candelario et al. [2], but first of all, we find roots and then make use of fractional derivatives for
making a fractional tangent line against classical one and find order of the fractional derivative, which corresponds to equation’s root. This is a distinction between our method and other ones.

In section 3, we present conclusions of this paper. We suggest to readers some documents to further studies such as: [13], [11], [12], [14], [2]

2. Theory

2.1. The functions of one variable

As is well-known, using the Newton’s method ([5], [8], [16], [15], [7]) to solve the equation \( f(x) = 0 \) in the interval \([a, b]\), we find a relation among the suitable point \( x_{n-1} \), the approximate root \( x_n \) and the function derivative at \( x = x_{n-1} \) so that \( x_{n-1} \) and \( x_n \) both belong to \([a, b]\) as follows:

\[
x_n = x_{n-1} - \frac{f(x_{n-1})}{f'(x_{n-1})}
\]  

(2.1)

But, the Newton’s method takes a long step since reaching a solution as \( x_n \) might create \( n \) steps. In this section, we present a variant of Halley and Newton’s method for reaching an approximation solution as \( x^* \in [a, b] \) with at least possible steps provided that we firstly find a suitable point \( x_0 \in [a, b] \).

This method is stated in the following theorem:

A variant of Halley and Newton’s method along with fractional derivative is stated by theorem 1.

**Theorem 1**

Let the function \( f(x) \) be continuous and differentiable up to \( n \)-th order in the interval \([a, b]\) and according to Fig.1, if the root \( x^* \in [a, b] \) denotes a solution
Figure 1: Fractional and classical derivatives at the point $x_0$ and solution $x^*$ by fractional derivative in comparison with Newton’s method.

For $f(x) = 0$ and $x_0 \in [a, b]$ an arbitrarily chosen point, then

$$x^* = x_0 - \frac{f(x_0)}{D^\alpha f(x)|_{x=x_0}}$$

(2.2)

and

$$\left| \frac{f'(x_0) \pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)}}{f''(x_0)} \right| < 1$$

(2.3)

provided that $|\frac{f(x_0)}{D^\alpha f(x)|_{x=x_0}}| < 1$, where $D^\alpha f(x)|_{x=x_0}$ denotes the fractional derivative of $f(x)$ of the order $\alpha$ at the point $x_0$.

**Proof**

Since the function $f(x)$ is continuous and differentiable up to $n$th-order in the interval $[a, b]$, we can consider the function is identical to the Taylor’s expansion for every point of this interval. Making Taylor’s expansion at the
point $x_0$, we have
\[
f(x) = f(x_0) + \frac{f'(x_0)}{1!}(x - x_0) + \frac{f''(x_0)}{2!}(x - x_0)^2 + \ldots \tag{2.4}
\]
Replacing $x = x^*$ in (2.4), yields
\[
f(x^*) = f(x_0) + \frac{f'(x_0)}{1!}(x^* - x_0) + \frac{f''(x_0)}{2!}(x^* - x_0)^2 + \ldots = 0 \tag{2.5}
\]
According to Fig.1
\[
\frac{f(x_0) - 0}{|x_0 - x^*|} = D^\alpha f(x)|_{x=x_0} \tag{2.6}
\]
where denotes the slope of the crossing line between $x_0$ and $x^*$ created by fractional derivative at the point $x_0$.
Substituting $x^* - x_0 = \frac{-f(x_0)}{D^\alpha f(x)|_{x=x_0}}$ from (2.6) for (2.5) and considering the $|\frac{-f(x_0)}{D^\alpha f(x)|_{x=x_0}}| < 1$ and truncating the fourth terms onward, we have
\[
f(x_0) - f'(x_0) \left\{ \frac{-f(x_0)}{D^\alpha f(x)|_{x=x_0}} \right\} + \frac{f''(x_0)}{2} \left\{ \frac{-f(x_0)}{D^\alpha f(x)|_{x=x_0}} \right\}^2 \approx 0 \tag{2.7}
\]
Letting $Z = \frac{-f(x_0)}{D^\alpha f(x)|_{x=x_0}}$ in (2.7), we find a quadratic equation
\[
f''(x_0)Z^2 - 2f'(x_0)Z + 2f(x_0) \approx 0 \tag{2.8}
\]
Solving this equation with regard to $Z$ gives us the inequality (2.3) and the solution $x^*$ given by (2.2).
Some examples of the quadratic and cubic polynomials are stated for representing the accuracy and speed of the mentioned method in theorem1.

**Example 1**

Solve the quadratic equation $x^2 + 3x + 1 = 0$.
Let the function $f(x) = x^2 + 3x + 1$, then $f'(x) = 2x + 3$ and $f''(x) = 2$. 
Letting arbitrarily \( x_0 = 5 \) in \( f', f'' \) and (2.3), we have

\[
\left| \frac{13 \pm \sqrt{13^2 - 2 \times 2 \times 41}}{2} \right| = \frac{13 \pm 2.36}{2} > 1 \quad (2.9)
\]

Thus, \( x_0 = 5 \) is not a suitable one. But, if we let \( x_0 = 0.5 \), then \( f(0.5) = 2.75 \), \( f'(0.5) = 4 \) and \( f''(0.5) = 2 \), then

\[
\left| \frac{4 \pm \sqrt{4^2 - 2 \times 2.75 \times 2}}{2} \right| = \frac{4 \pm 2.24}{2} \quad (2.10)
\]

As we see, only one of the solutions can be correct. The corrected solution is: \( \frac{4 - 2.24}{2} = 0.881 < 1 \), then using (2.2) and (2.3), we find \( x^* = 0.5 - 0.881 = -0.381 \), therefore, one of the solutions is: \( x^* = -0.381 \).

If we let \( x_0 = -3.5 \), then \( f(-3.5) = 2.75 \), \( f'(-3.5) = -4 \) and \( f''(-3.5) = 2 \), then we will find the other solution as follows:

\( x^* = -3.5 - (-0.881) = -2.619 \). Thus, the other solution is: \( x^* = -2.619 \).

**Example 2**

Solve the cubic equation \( x^3 + 2x^2 - 4x - 8 = 0 \).

Let the function \( f(x) = x^3 + 2x^2 - 4x - 8 \) and \( f'(x) = 3x^2 + 4x - 4 \), \( f''(x) = 6x + 4 \).

Let \( x_0 = 3 \), then \( f(3) = 25 \), \( f'(3) = 35 \), and \( f''(3) = 22 \). Regarding (2.3), we have

\[
\left| \frac{35 \pm \sqrt{35^2 - 2 \times 25 \times 22}}{22} \right| \quad (2.11)
\]

where is not acceptable since under the square root symbol is a negative number.

Choosing \( x_0 = 2.5 \) and substituting for the function \( f(x) \), we have
\[ f(2.5) = 10.125, \quad f'(2.5) = 24.75 \quad \text{and} \quad f''(2.5) = 19. \quad (2.3) \text{ gives} \]
\[
\frac{24.75 \pm \sqrt{24.75^2 - 2 \times 10.125 \times 19}}{19}
\]

The only solution \[ \frac{24.75 - \sqrt{24.75^2 - 2 \times 10.125 \times 19}}{19} \]
less than 1 is acceptable.

Therefore, regarding (2.2) and (2.3), the solution for cubic function \( f(x) \) is:
\[ x^* = x_0 - 0.508 = 2.5 - 0.508 \approx 2. \]

The other solution is obtained by putting \( x_0 = -2 \), where gives:
\( f(-2) = 0, \quad f'(-2) = 0 \quad \text{and} \quad f''(-2) = -8 \quad \text{and from (2.3) we have:} \]
\[ x^* = x_0 = -2. \]

Just, we are ready to calculate the value of fractional order given in theorem 1 as theorem 2.

**Theorem 2**

Let \( RL_D^\alpha f(x)|_{x=x_0} \) be Riemann-Liouville fractional derivative of the function of the order \( \alpha \) applied for (2.3) and theorem 1’s conditions hold, then value of \( \beta = -\alpha \) is obtained:
\[
\beta = \frac{\log |\Gamma(\beta + 1)| + \log \left| \frac{f(x_0)f''(x_0)}{f'(x_0) \pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)}} \right| - \log |f(\xi_1)|}{\log(x_0 - a)} \quad (2.13)
\]
where \( a < \xi_1 < x_0 \).

**Proof**

If we make use of the Riemann-Liouville derivative \( RL_D^\alpha f(x)|_{x=x_0} \), we have
\[
RL_D^\alpha f(x)|_{x=x_0} = \frac{1}{\Gamma(n - \alpha)} \frac{d^n}{dx^n} \int_a^x (x - \xi)^{n-\alpha-1} f(\xi) d\xi |_{x=x_0} \quad (2.14)
\]
where \( n - 1 \leq \alpha < n \).
Leibniz integral rule states
\[
\frac{d}{dx} \int_{a(x)}^{b(x)} f(x,t) \, dt = \int_{a(x)}^{b(x)} \frac{\partial}{\partial x} f(x,t) \, dt + f(x,b(x)) \frac{db(x)}{dx} - f(x,a(x)) \frac{da(x)}{dx} \quad (2.15)
\]

Let \( f(x,t) = (x - \xi)^{n-\alpha-1} f(\xi) \), \( a(x) = a \), and \( b(x) = x \) in (2.15), and taking \( n \) times derivation of (2.15), we have (2.14) as follows:
\[
_{RL}D^\alpha f(x)|_{x=x_0} = \frac{1}{\Gamma(-\alpha)} \int_a^x (x - \xi)^{-\alpha-1} f(\xi) d\xi |_{x=x_0} \quad (2.16)
\]

Let \( \beta = -\alpha \) at the point \( x = x_0 \) and substituting for (2.3), then
\[
_{RL}D^{-\beta} f(x)|_{x=x_0} = \frac{1}{\Gamma(\beta)} \int_a^{x_0} (x_0 - \xi)^{\beta-1} f(\xi) d\xi = \frac{f(x_0)f''(x_0)}{f'(x_0) \pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)}} \quad (2.17)
\]

Regarding mean value theorem in fractional integrals for (2.17), yields
\[
\frac{1}{\Gamma(\beta)} \int_a^{x_0} (x_0 - \xi)^{\beta-1} f(\xi) d\xi = \frac{f(\xi_1)}{\Gamma(\beta)} \int_a^{x_0} (x_0 - \xi)^{\beta-1} d\xi = \frac{f(\xi_1)}{\Gamma(\beta)} (x_0 - a)^\beta = \frac{f(\xi_1)}{\Gamma(\beta + 1)} (x_0 - a)^\beta \quad (2.18)
\]
where \( a < \xi_1 < x_0 \).

Thus,
Just, (2.17) and (2.18) imply that
\[
\frac{f(\xi_1)}{\Gamma(\beta + 1)} (x_0 - a)^\beta = \frac{f(x_0)f''(x_0)}{f'(x_0) \pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)}} \quad (2.19)
\]
manipulating (2.19) for obtaining \( \beta \) and taking logarithm from both left and right sides of (2.19) gives our desirable result as (2.13).
Examples 3 and 4 are presented here to make clear the method of obtaining $\alpha$ or $\beta$ mentioned in theorem 2.

**Example 3**

Referring example 1 and considering the solution $x_0 = 0.5$ and $a = 0$, we arbitrarily choose a number between 0 and 0.5 as $\xi_1 = 0.25$, then $f(0.25) = 1.812$ and \[
\frac{f(x_0)f''(x_0)}{f'(x_0)\pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)}} = 3.12.
\]
$\beta$ can be calculated by (2.13) as follows:

\[
\beta = -1.443\log \Gamma(\beta + 1) - 0.784 \quad (2.20)
\]

Just, we solve the equation (2.20) via a maple16 computer program of approximation less than 0.013 and the initial $\beta = -2.01$ as follows:

Restart:

Bet := -2.01;
for i to 99 do
  J := Bet + 1;
  N := evalf(GAMMA(J));
  M := -1.443*ln(abs(N))-.784;
  if (abs(Bet-M) \leq 0.013) then print(Bet);
  print("************");
  else Bet := -2.01-(1/100)*i;
  end if;
end do;

The final solution is: $\beta = -2.86$

Note that choosing $\beta = -2.01$ is due to looking at (2.20), we intuitively understand that $\beta + 1$ puts between -2 and -1. In such a case, $\log(\Gamma(\beta + 1))$ gets a positive value since $\Gamma(\beta + 1) \geq 1$ and (2.20) might have a solution.
For the other solution in example 1, let \( x_0 = -3.5 \), choose \( a = -5 \) and \( \xi_1 = \frac{-3.5 + (-5)}{2} = -4.25 \).
Let \( f(-3.5) = 2.75, f'(-3.5) = -4, f''(-3.5) = 2, f(-4.25) = 6.3125 \), then (2.13) is obtained as follows:

\[
\beta = 2.466 \log \Gamma(\beta + 1) - 1.738  
\]  

(2.21)

Choosing the initial value for \( \beta = -4.01 \), the final solution of the approximation 0.013 is: \( \beta = -4.38 \). For calculating the solution, we make use of Maple16 as follows:

Restart:
Bet := -4.01;
for i to 99 do
J := Bet+1;
N := evalf(GAMMA(J));
M := 2.466*ln(abs(N))-1.738;
if (abs(Bet-M) \leq 0.013) then print(Bet);
print("**************************************");
else Bet := -4.01-(1/100)*i
end if;
end do;

Example 4

Referring example 2 and choosing \( x_0 = 2.5 \) as an initially right point for solution \( x^* \), then choosing \( a = 2 \) and \( \xi_1 = \frac{2.5 + 2}{2} = 2.25 \), we find \( f(2.5) = 10.125, f'(2.5) = 24.75 \) and \( f''(2.5) = 19, f(2.25) = 4.516 \) and \( \beta \) is obtained by the
following relation:

\[ \beta = -1.442 \log \Gamma(\beta + 1) - 2.1418 \]  \hspace{1cm} (2.22)

Choosing the initial value for \( \beta = -3.01 \) of the approximation less than or equal to 0.009, we find the final solution \( \beta = -3.21 \) via the following Maple 16 program:

```
Restart:
Bet := -3.01;
for i to 99 do
    J := Bet+1;
    N := evalf(GAMMA(J));
    M := -1.442*ln(abs(N))-2.1418;
    if (abs(Bet-M) \leq 0.009) then print(Bet);
    print("**************************************");
    else Bet := -3.01-(1/100)*i
    end if;
end do;
```

Regarding the other root \( x_0 = -2 \), we could not find any \( \beta \).

2.2. The functions of several variables - A generalization to \( \mathbb{R}^n \)

Let \( X^* = (x_1^*, \ldots, x_n^*) \) be a root of the convex function \( F(X) = F(x_1, \ldots, x_n) \) and the initial point at \( X_0 = (x_{01}, \ldots, x_{0n}) \), then \( F(X^*) = 0 \). A generalization of theorem 1 only for convex functions is stated as theorem 3.

**Theorem 3**

Given the convex function \( F(x_1, \ldots, x_n) \), if the root \( X^* \in \{(a_1, \ldots, a_n), (b_1, \ldots, b_n)\} \) denotes a solution for \( F(X) = F(x_1, \ldots, x_n) = 0 \) and \( X_0 = (x_{01}, \ldots, x_{0n}) \in \)
[(a₁, ..., aₙ), (b₁, ..., bₙ)] an arbitrary point of the function, then

\[
\frac{F(X₀) - 0}{|X₀ - X*|} = (\nabla^α, \vec{h})F(X)|_{X=X₀}
\]  

(2.23)

and

\[
F(X) = F(X₀) + (h₁D₁ + \ldots + hₙDₙ)F(X₀) +
\frac{1}{2!}(h₁D₁ + \ldots + hₙDₙ)^2F(X₀) + \ldots +
\frac{1}{(m-1)!}(h₁D₁ + \ldots + hₙDₙ)^{m-1}F(X₀) + \ldots
\]  

(2.24)

where \( D₁ = \frac{∂}{∂x₁}, \ldots, Dₙ = \frac{∂}{∂xₙ} \), \( \vec{h} = (h₁, \ldots, hₙ) \) denotes the unit vector, \( \nabla^α = \frac{∂^α}{∂x₁^{i₁}} i₁ + \frac{∂^α}{∂x₂^{i₂}} i₂ + \ldots + \frac{∂^α}{∂xₙ^{iₙ}} iₙ \) and \( i₁, \ldots, iₙ \) denote the vector units of the space and \( α \) order of fractional partial derivative of gradient \( \nabla^α \).

**Proof**

By the Chorlton’s paper [4], we find (2.24) and by theorem 1, we find (2.23) since

\[
F(X*) = F(X₀) + (h₁^*D₁ + \ldots + hₙ^*Dₙ)F(X₀) +
\frac{1}{2!}(h₁^*D₁ + \ldots + hₙ^*Dₙ)^2F(X₀) + \ldots +
\frac{1}{(m-1)!}(h₁^*D₁ + \ldots + hₙ^*Dₙ)^{m-1}F(X₀) + \ldots = 0
\]  

(2.25)

and

\[
h₁^* = (x₁^*, \ldots, xₙ^*) - (x₁₀, x₂, \ldots, xₙ)
\]  

(2.26)

\[
h₂^* = (x₁^*, \ldots, xₙ^*) - (x₁, x₀₂, \ldots, xₙ)
\]  

(2.27)

\[
\vdots
\]

\[
hₙ^* = (x₁^*, \ldots, xₙ^*) - (x₁, x₂, \ldots, x₀ₙ)
\]  

(2.28)
Theorem 4

Let us functions of several variables be analogues to the relations (2.2), (2.3), (2.6), (2.25), (2.7) and (2.8) and they hold for functions of several variables as given $F(X)$ in theorem3 provided that

$$h_1^* = h_2^* = \ldots = h_n^*$$

(2.29)

and

$$dx_1 = dx_2 = \ldots = dx_n$$

(2.30)

then, we have

$$DF(X)|_{X_0} = \sum_{i=1}^{n} \frac{\partial F}{\partial x_i}|_{X_0}$$

(2.31)

and

$$D^2F(X)|_{X_0} = \sum_{i=1}^{n} \frac{\partial^2 F}{\partial x_i^2}|_{X_0} + 2 \sum_{i,j} \frac{\partial^2 F}{\partial x_i \partial x_j}|_{X_0}$$

(2.32)

where $DF(X)|_{X_0}$ denotes the first derivative of the function of several variables $F(X)$ at the point $X_0$ and $D^2F(X)|_{X_0}$ denotes the second derivative of same function $F(X)$ at same point.

Like (2.2) and (2.3), we have

$$X^* = X_0 - \frac{F(X_0)}{(\nabla \alpha \cdot \vec{h})|_{X=X_0} F(X)|_{X=X_0}}$$

(2.33)

and

$$\left| \frac{DF(X)|_{X_0} \pm \sqrt{(DF(X)|_{X_0})^2 - 2F(X_0)D^2F(X)|_{X_0}}}{D^2F(X)|_{X_0}} \right| < 1$$

(2.34)

provided that $|F(X_0)/(\nabla \alpha \cdot \vec{h})|_{X=X_0} F(X)|_{X=X_0}| < 1.$

Proof
The proof is trivial since the relation (2.24) and condition (2.29) regarding chain rule says us
\[ dF(X) = \sum_{i=1}^{n} \left. \frac{\partial F}{\partial x_i} dx_i \right|_{x_0} \]  
(2.35)

Dividing both hand-sides by \( dx_i \) and considering the condition (2.30), we find (2.31). Similarly, the relation (2.32) is proved. (2.33) and (2.34) are exactly similar to (2.2) and (2.3) as well. The conditions (2.29),(2.30) and (2.34) are the necessary for solution of \( F(X) = 0 \) not sufficient ones. To learn more about convex cone and fractional dimension hyperplanes, refer to the paper [10]

**Example 5**

Solve the nonlinear system of equations
\[
\begin{align*}
3x_1 - \cos(x_2x_3) - \frac{3}{2} &= 0 \\
4x_1^2 - 625x_2^2 + 2x_2 - 1 &= 0 \\
\exp(-x_1x_2) + 20x_3 + \frac{10\pi-3}{3} &= 0 \\
\end{align*}
\]  
(2.36)

Let us introduce the associated function
\[ G(x) = \left( \begin{array}{c} 3x_1 - \cos(x_2x_3) - \frac{3}{2} \\
4x_1^2 - 625x_2^2 + 2x_2 - 1 \\
\exp(-x_1x_2) + 20x_3 + \frac{10\pi-3}{3} \end{array} \right) \]  
(2.37)

where
\[ X = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix} \]
One might now define the objective function
\[
F(X) = \frac{1}{2} G^T(X) G(X) = \frac{1}{2} \left( (3x_1 - \cos(x_2x_3) - \frac{3}{2})^2 + (4x_1^2 - 625x_2^2 + 2x_2 - 1)^2 + \right.
\exp(-x_1x_2) + 20x_3 + \frac{10\pi - 3}{3})^2 \right) \quad (2.39)
\]
which we will attempt to minimize.

Regarding (2.31), we have
\[
DF(X)|_{x_0} = \frac{\partial F}{\partial x_1}|_{x_0} + \frac{\partial F}{\partial x_2}|_{x_0} + \frac{\partial F}{\partial x_3}|_{x_0} = \{3 + x_3\sin(x_2x_3) + x_2\sin(x_2x_3)\} \{3x_1 - \cos(x_2x_3) - 1.5\}|_{x_0} + \\
\{8x_1 - 1250x_2 + 2\} \{4x_1^2 - 625x_2^2 + 2x_2 - 1\}|_{x_0} + \\
\{-(x_1 + x_2) \exp(-x_1x_2) + 20\} \{\exp(-x_1x_2) + 20x_3 + \frac{10\pi - 3}{3}\}|_{x_0} \quad (2.40)
\]
and regarding (2.32)
\[
D^2F(X)|_{x_0} = \frac{\partial^2 F}{\partial x_1^2}|_{x_0} + \frac{\partial^2 F}{\partial x_2^2}|_{x_0} + \frac{\partial^2 F}{\partial x_3^2}|_{x_0} + 2 \frac{\partial^2 F}{\partial x_1 \partial x_2}|_{x_0} + 2 \frac{\partial^2 F}{\partial x_1 \partial x_3}|_{x_0} + 2 \frac{\partial^2 F}{\partial x_2 \partial x_3}|_{x_0} = \\
\{x_2^2\cos(x_2x_3) + x_3^2\cos(x_2x_3) + 2\sin(x_2x_3) + 2x_2x_3\cos(x_2x_3)\} \times \\
\{3x_1 - \cos(x_2x_3) - \frac{3}{2}\}|_{x_0} + \{3 + x_2\sin(x_2x_3) + x_3\sin(x_2x_3)\}^2|_{x_0} - \\
1242 \{4x_1^2 - 625x_2^2 + 2x_2 - 1\}|_{x_0} + \{8x_1 - 1250x_2 + 2\}^2|_{x_0} + \\
\{x_1^2 \exp(-x_1x_2) + x_2^2 \exp(-x_1x_2) - 2 \exp(-x_1x_2) + 2x_1x_2 \exp(-x_1x_2)\} \times \\
\{\exp(-x_1x_2) + 20x_3 + \frac{10\pi - 3}{3}\}|_{x_0} + \{-(x_1 + x_2) \exp(-x_1x_2) + 20\}^2|_{x_0} \quad (2.41)
\]
Just we guess a initial point so that

\[ X^{(0)} = 0 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix} \]  

(2.42)

but, the computations show us that \( \Delta = (DF(X)|_{X_0})^2 - 2F(X_0)D^2F(X)|_{X_0} < 0 \) expressed in the relation (2.34) is negative and there is no solution. Therefore, we need to guess another initial point. To find better point, we analyze the system (2.36) and find the following point, which seems to be close to the solutions since the first equation says us that \( \frac{1}{6} \leq x_1 \leq \frac{5}{6} \):

\[ X^{(0)} = \begin{bmatrix} \frac{1}{2} \\ 0.0032 \\ -0.523 \end{bmatrix} \]  

(2.43)

again, we have \( \Delta < 0 \). The other guess we make is only a change in \( x_1 \) as follows:

\[ X^{(0)} = \begin{bmatrix} \frac{2}{3} \\ 0.0032 \\ -0.523 \end{bmatrix} \]  

(2.44)

and we get

\[ F(\frac{2}{3}, 0.0032, -0.523) = 0.427 \]  

(2.45)
This states that we are closing to the minimum of the objective function $F(X)$ and finally closing to the solution.

Just, using the relation (2.33), we find two groups of the solutions as follow:

$$X^{(1)} = \begin{bmatrix} 0.6302 \\ -0.0332 \\ -0.5594 \end{bmatrix}$$

(2.46)

and

$$X^{(1)} = \begin{bmatrix} 0.707 \\ 0.0441 \\ -0.482 \end{bmatrix}$$

(2.47)

For the first group, we have

$$F(0.6302, -0.0332, -0.5594) = 0.44$$

(2.48)

and for second one

$$F(0.707, -0.0441, -0.482) = 0.4$$

(2.49)

If we change the first variable of the initial guess (2.44) by the first one of the first above group, we find

$$X^{(1)} = \begin{bmatrix} 0.6302 \\ 0.0032 \\ -0.523 \end{bmatrix}$$
and

\[ F(0.6302, 0.0032, -0.523) = 0.358 \]  
(2.51)

This means that we are closing much more to the solution.

**A comparison of our method with Gradient descent one**

If we get started with the initial guess given in (2.42) for Gradient Descent method, we find

\[ X^{(1)} = 0 - \gamma_0 \Delta F(0) = 0 - \gamma_0 J_G(0) G(0) \]  
(2.52)

where \( J_G \) denotes Jacobian matrix and \( G(0) \) denotes matrix (2.37) at the vector point \( 0 \). Jacobian matrix is given by

\[
J_G(X) = \begin{pmatrix} 
3 & x_3 \sin(x_2 x_3) & x_2 \sin(x_2 x_3) \\
8x_1 & 2 - 1250x_2 & 0 \\
-x_2 \exp(-x_1 x_2) & -x_1 \exp(-x_1 x_2) & 20 \\
\end{pmatrix}
\]  
(2.53)

then calculating at the point \( 0 \), we have

\[
J_G(0) = \begin{pmatrix} 
3 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 20 \\
\end{pmatrix}
\]  
(2.54)
and

\[ G(0) = \begin{pmatrix} -2.5 \\ -1 \\ 10.472 \end{pmatrix} \]  

(2.55)

that implies that regarding (2.39), \( F(0) = 58.456 \). We see that the initial guess of the Gradient descent method is much more than to that of our method. Just for using (2.52), we need to find \( \gamma_0 \) as well as the initial guess (here we guess \( \gamma_0 = 0.001 \)). Thus,

\[ X^{(1)} = \begin{bmatrix} 0.0075 \\ 0.002 \\ -0.20944 \end{bmatrix} \]  

(2.56)

where implies that \( F(X^{(1)}) = 23.306 \). The calculations show that we need to do 83 iterations of Gradient descent to reach a reasonably minimum value of the function \( F(X) \). But, using our method, we could find a reasonable optimization at 5 iterations since our initial guess was much more close to the solution. In our method, not being negative Delta and condition (2.34) play a vital role in finding faster solutions.

If we get started with initial guess given by (2.44) using Gradient descent, then applying \( \gamma_0 = 0.001 \) we find

\[ X^{(1)} = \begin{bmatrix} 0.66402 \\ 0.00476 \\ -0.52319 \end{bmatrix} \]
and

\[ F(0.66402, 0.00476, -0.52319) = 0.417 \]  \hspace{1cm} (2.58)

that after two iterations, we reach 0.417. In comparison with (2.51) our method shows that the function \( F(X) \) gets values less than the Gradient descent one after two iterations.

**Discussion**

As we stated before, to find a suitable \( x_0 \) for solving an equation by theorem1, we should make use of intuitive feelings. For instance in example1, if we look at the equation \( x^2 + 3x + 1 = 0 \), we see that a solution must be negative. Certainly, we must find a \( x_0 \) closer than to negative numbers not positive ones. \( x_0 = 5 \) is farther than a negative solution but \( x_0 = 0.5 \) is better and closer than to it. Finding a suitable \( x_0 \) before using (2.2) and (2.3) makes the procedure of solution faster. For instance in example 2, we should be able to guess an approximation solution and trade off looking at equation \( x^3 + 2x^2 - 4x - 8 = 0 \). Trading off we understand that \( x_0 = 2.5 \) is closer to actual solution \( x^* = 2 \).

In examples 3 and 4, before using (2.13) and taking an initial \( \beta \), one should pay attention to the signs of \( f(\xi_1) \), \( \Gamma(\beta + 1) \), and \( \frac{f(x_0)f''(x_0)}{f'(x_0)\pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)}} \) in the relation (2.19). Because, choosing \( \beta \) affects to the sign of \( \Gamma(\beta + 1) \). For instance, if \(-1 < \beta < 0 \), \( \Gamma(\beta + 1) > 0 \) or if \(-2 < \beta < -1 \), then \( \Gamma(\beta + 1) < 0 \) and so on.

In example 4, to obtain a \( \beta \) for the solution \( x_0 = -2 \), we could not find such
\[ f(x_0)f''(x_0) \pm \sqrt{f'(x_0)^2 - 2f(x_0)f''(x_0)} = 0 \]

(2.59)

when \( x_0 = -2 \) becomes indeterminate. After removing indeterminable term by evaluating its limit when \( x \) tends to -2, we find the value 0, but there is no \( \beta \) for this value 0.

As we understand from the paper, for having solutions close to real one, roots should be near to real solutions either in the Gradient descent method or in our method. On the other hand, in Gradient descent method, we need find a coefficient \( \gamma_0 \) as well as initially guessed solutions. In our method, there is a criterion for filtering initially guessed solutions so that the number of iterations is limited with regard to Gradient descent method. Both methods show that initial guess should be close to real solutions to reach convergence.

If the function is of several variables, then to obtain the best solution of least time, we should try to fit to inequality (2.34) along with closest guesses to real solutions.

3. Conclusions

In this paper, we can replace the Newton’s method applied to functions of one variable to obtain roots of an equation by the method stated in theorem 1, which is so easier and faster than Newton’s. We also give the method for finding order of a Riemann-Liouville fractional derivative so that the solution of an equation can be done so easier. The methods given by theorems 1 and 2 might be used for optimization as well.

The method given here can be extended and generalized to functions of
several variables. Since theorems 3 and 4 are the extensions of the theorem 1 and 2, we can apply theorem 1’s method for functions of several variables for special cases.
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