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Abstract
Core overshoot is a large source of uncertainty in constructing stellar models. Whether the amount of overshoot is constant or mass dependent is not completely known, even though models sometimes assume a mass-based trend. In this work we use asteroseismic data from stars observed by Kepler to investigate the relationship between various stellar properties and the amount of overshoot needed to properly model a given star. We find a strong positive trend between stellar mass and overshoot amount for stars between 1.1 and 1.5 $M_\odot$, with a slope of 0.89. Additionally, we investigate how inferred stellar properties change as a function of overshoot. Our model grids show that the inferred stellar mass and radius can vary by as much as 14% and 6%, respectively, depending on the extent of overshoot. This mass spread results in a commensurate spread in the ages.

Unified Astronomy Thesaurus concepts: Asteroseismology (73); Stellar convective zones (301); Stellar interiors (1606); Stellar oscillations (1617)

1. Introduction

One of the largest sources of uncertainty in stellar models is the implementation of convection. Due to the short convective timescales compared to the timescales over which the stars are being evolved, several approximations must be made. In many modeling codes, these approximations result in the convective process being controlled by two free parameters: the mixing-length parameter (Böhm-Vitense 1958) and the parameter that determines the extent of overshoot, particularly from convective cores. These values set the efficiency of convection and how far past the convective boundary a bubble is carried due to its velocity and momentum. While the use of these free parameters makes modeling convection much more convenient, the values that should be used when constructing stellar models are uncertain. Without knowledge of the value of the overshoot parameter or mixing-length parameter one must either make an educated guess, which may then produce inaccurate results, or create many more sets of models to account for the extra free dimensions. For a more detailed discussion regarding the difficulties that arise in stellar modeling due to the handling of convection see Kippenhahn et al. (2012), Basu & Chaplin (2017), Salaris & Cassisi (2017), and references therein.

In Viani et al. (2018) we examined the mixing-length parameter using asteroseismology. In this work we use asteroseismology to explore the relationship between various stellar properties and the overshoot value needed to properly model a set of stars. Understanding the relationships between stellar properties and the required overshoot amount will greatly reduce the ambiguity and uncertainty on the value of the overshoot parameter and will reduce the uncertainty in inferred stellar parameters caused by uncertainties in overshoot. Additionally, we explore the impact that different overshoot amounts have on inferred stellar parameters. By assuming various fixed overshoot values for the stars we can track the sensitivity of derived stellar properties to overshoot.

Convective overshoot refers to the phenomenon where a rising convective bubble, moving toward the edge of the convective zone, is carried past the convective boundary due to the bubble’s momentum. While the region outside the convective zone is stable against convection, since the bubble has mass and velocity approaching the boundary it will “overshoot” and move some distance beyond the convective zone. In models, the distance the bubble can overshoot is conventionally modeled as $\alpha_{ov} H_P$, where $H_P$ is the pressure scale height and $\alpha_{ov}$ is the overshoot parameter. While overshooting can happen in both envelope and core convective zones, for the purposes of this work we are only concerned with convective core overshoot in stars that have a convective core.

The inclusion of overshoot in stellar models is important for many reasons. First of all, overshoot is expected because the criteria for determining the convective boundary give a condition on acceleration and not velocity, and hence the convective eddies are expected to continue moving into the stable layer. Second, core overshoot is going to impact the star’s main-sequence lifetime and alter the main-sequence turn-off location in isochrones. Since the overshooting region causes mixing beyond the convective core, its inclusion effectively increases the size of the core thereby increasing the amount of hydrogen available for fusion and consequently increasing the main-sequence lifetime of the star or model. Stellar tracks and isochrones with and without overshoot have substantial differences at turn-off, on the subgiant branch, and also at the base of the red giant branch (see, e.g., Prather & Demarque 1974; Maeder 1976; Maeder & Mermilliod 1981; Chin & Stothers 1991; Stothers 1991; Woo & Demarque 2001; Demarque et al. 2004; Pietrinferni et al. 2004; Yi et al. 2004; Salaris & Cassisi 2017). Many studies have suggested that the inclusion of overshoot in the models may be needed in order to properly fit many open cluster color–magnitude diagrams (CMDs; e.g., Maeder & Mermilliod 1981; Carraro et al. 1993; Daniel et al. 1994; Demarque et al. 1994; Kozhurina-Platais et al. 1997; Nordstrom et al. 1997; Barmina et al. 2002; Woo et al. 2003; Pietrinferni et al. 2004 and others). This is due to many clusters having a characteristic “hook” feature near turn-off as well as a luminosity gap, which are both better reproduced with overshoot. Attempts to tightly constrain the
overshoot amount can be difficult due to uncertainties in helium abundance and metallicity (see, e.g., VandenBerg et al. 2007).

While the need to consider the inclusion of overshoot is apparent, what is less clear is what the value of the overshoot parameter should be. Fits to cluster CMDs suggest that the overshoot should be around $0.2 H_\rho$ (e.g., Maeder & Meynet 1989; Demarque et al. 1994; Kozhurina-Platais et al. 1997, etc.). Typically, this value is used; however, the overshoot amount needed varies on a star by star (or cluster by cluster) basis. The current convention is to implement an overshoot scheme where for massive stars the overshoot amount is around $0.2 H_\rho$ and for lower-mass stars the overshoot parameter increases with stellar mass (Demarque et al. 2004; Pietrinferni et al. 2004; Bressan et al. 2012; Hidalgo et al. 2018). Since these less-massive stars have smaller convective cores, they are expected to have smaller overshoot.

There are earlier, non-asteroseismic, empirical studies of the link between mass and overshoot. A series of papers by Claret & Torres (2016, 2017, 2018, 2019), used a set of 50 eclipsing binaries to determine the overshoot amounts in 100 stars. These studies found a positive trend between stellar mass and overshoot for stars with masses up to about $2 M_\odot$. However, several studies have questioned the reliability of using eclipsing binaries to constrain the amount of overshoot (Constantino & Baraffe 2018; Valle et al. 2016, 2017, 2018), thus cautioning about interpreting the apparent mass trend. A study by Stancliffe et al. (2015) modeled 12 eclipsing binary systems of masses between 1.3 and 6.2 $M_\odot$ and found no trend between overshoot and mass. Tkachenko et al. (2020) examined near-core mixing, convective core mass, and the mass discrepancy in eclipsing binaries.

Asteroseismology allows us to probe the internal structure of stars, and hence should be able to provide more reliable results. One reason that the results from eclipsing binaries must be interpreted with caution is due to uncertainties in the metallicity and elemental abundances and distributions. While this can still be an issue with asteroseismology, an advantage is that there is much more available observational seismic data. With eclipsing binaries there is typically only knowledge of a few parameters, i.e., $T_{\text{eff}}$, metallicity, mass, and radius, while with asteroseismology each frequency is a data point that can be matched to the models.

Silva Aguirre et al. (2011) performed a theoretical study showing that seismic data can be used to determine the existence of a convective core and differentiate the size of the mixed region. An additional advantage is that seismology can be applied to single stars. Many other studies have made use of asteroseismology to probe the extent of the convective core and overshoot region in stars, such as, Deheuvels et al. (2010), Degroote et al. (2010), Deheuvels & Michel (2011), Neiner et al. (2012), Montalbán et al. (2013), Silva Aguirre et al. (2013), Guenther et al. (2014), Aerts (2015), Moravveji et al. (2015), Deheuvels et al. (2016), Mombarg et al. (2019), Angelou et al. (2020), and many others.

Using asteroseismic data, Deheuvels et al. (2016) determined the overshoot amount in a set of Kepler stars. Their results show a positive trend between mass and overshoot. However, not all studies have found such clear trends. Angelou et al. (2020) use Kepler, CoRoT, and radial velocity data to determine overshoot values. While they do see a range in overshoot for their set of stars, they do not see a strong trend between a star’s overshoot and mass. Thus, clearly, additional investigation into the relationship between stellar mass and overshoot is needed.

In this work we will further investigate the possible link between mass and overshoot, as well as investigate possible trends between overshoot and other stellar parameters. We will do this by modeling a set of stars from the Kepler Asteroseismic LEGACY Sample (Lund et al. 2017; Silva Aguirre et al. 2017). Through detailed modeling we will determine the overshoot amount needed to best reproduce each star, making use of the sample’s asteroseismic data.

Additionally, we will use the models to investigate how inferred stellar properties change depending on the overshoot value. In other words, if just one overshoot value is assumed, and only that subgrid is used to determine the stellar properties, how much do the inferred stellar properties change? This is important in understanding the impact that the overshoot parameter has on derived stellar properties and to understand which stellar properties are the most sensitive to overshoot. This will also allow us to examine the potential importance of including multiple overshoot values in modeling studies, instead of the common practice of using only one single value.

The rest of the paper is organized as follows. Section 2 describes the sample of stars, the construction of the stellar models, and the analysis techniques used to determine stellar properties from the model grids. Section 3 shows the relationship between stellar properties and overshoot amount, investigates how much the inferred stellar properties differ depending on overshoot, examines using different overshoot physics, and explores using frequency separation ratios as a predictor of overshoot. Section 4 contains concluding remarks.

2. Data, Models, and Analysis

2.1. Sample of Stars

We use a subset of stars from the Kepler Asteroseismic LEGACY Sample from Lund et al. (2017) and Silva Aguirre et al. (2017). The specific stars included in this work were randomly selected from the higher mass subset of the sample (>1.2 $M_\odot$) to ensure that they would have a convective core. A few lower-mass stars were also included to cover a wider range of parameter space. The full list of the stars examined in this work can be seen in Table 1. Figure 1 shows our sample of stars plotted on a Kiel diagram.

2.2. Constructing the Models

To determine the amount of overshoot needed to best model each of the stars, grids of stellar models were generated using the Yale Rotating Stellar Evolution Code (YREC; Demarque et al. 2008). The models were constructed using the OPAL equation of state (Rogers & Nayfonov 2002) and OPAL opacities (Iglesias & Rogers 1996) with low temperature opacities from Ferguson et al. (2005). The Adelberger et al. (1998) nuclear reaction rates were used, except for the $^{14}$N(p, $\gamma$)$^{15}$O reaction, where the rates of Formicola et al. (2004) were implemented. The models use the Grevesse & Sauval (1998) heavy element distribution. Additionally, Eddington gray atmospheres were used. These models do not include the diffusion and gravitational settling of helium and heavy elements.

An independent grid was constructed for each star. To get an estimate of the parameter space each grid needed to cover, Table 4 from Silva Aguirre et al. (2017) was used. Here the LEGACY stars were modeled using a variety of pipelines with
Table 1

Derived Values for a Variety of Stellar Properties, Including Effective Overshoot, for the Stars in the Sample

| KIC  | Mass (M_⊙) | Age (Gyr) | T_{\text{eff}} (K) | log g   | [Fe/H] | Y_{\alpha} | Mixing Length (H_\alpha) | Overshoot (H_\alpha) |
|------|-------------|-----------|-------------------|--------|--------|------------|-------------------------|----------------------|
| 6116048 | 1.06 ± 0.04 | 5.35 ± 0.64 | 5972 ± 81 | 4.265 ± 0.015 | -0.20 ± 0.07 | 0.260 ± 0.016 | 1.45 ± 0.15 | 0.06 ± 0.04 |
| 12258514 | 1.10 ± 0.03 | 4.79 ± 0.26 | 5936 ± 65 | 4.117 ± 0.007 | -0.16 ± 0.04 | 0.276 ± 0.017 | 1.26 ± 0.11 | 0.08 ± 0.03 |
| 828742 | 1.20 ± 0.07 | 3.79 ± 0.60 | 6096 ± 79 | 4.028 ± 0.012 | -0.14 ± 0.08 | 0.299 ± 0.031 | 1.39 ± 0.11 | 0.14 ± 0.05 |
| 7510397 | 1.21 ± 0.05 | 3.92 ± 0.46 | 6136 ± 78 | 4.028 ± 0.015 | -0.28 ± 0.08 | 0.279 ± 0.026 | 1.36 ± 0.13 | 0.17 ± 0.07 |
| 8179536 | 1.22 ± 0.09 | 3.93 ± 0.93 | 6313 ± 79 | 4.262 ± 0.019 | -0.08 ± 0.09 | 0.310 ± 0.032 | 1.36 ± 0.18 | 0.07 ± 0.06 |
| 10162436 | 1.27 ± 0.06 | 3.74 ± 0.45 | 6109 ± 79 | 3.976 ± 0.010 | -0.21 ± 0.08 | 0.271 ± 0.023 | 1.39 ± 0.14 | 0.25 ± 0.07 |
| 3456181 | 1.39 ± 0.07 | 3.11 ± 0.51 | 6535 ± 79 | 3.947 ± 0.016 | -0.18 ± 0.08 | 0.277 ± 0.026 | 1.53 ± 0.23 | 0.27 ± 0.11 |
| 6508366 | 1.42 ± 0.06 | 3.18 ± 0.43 | 6297 ± 78 | 3.938 ± 0.015 | -0.09 ± 0.07 | 0.270 ± 0.024 | 1.54 ± 0.21 | 0.37 ± 0.10 |
| 5773345 | 1.45 ± 0.08 | 3.25 ± 0.57 | 6094 ± 86 | 3.995 ± 0.017 | 0.18 ± 0.09 | 0.289 ± 0.030 | 1.37 ± 0.15 | 0.43 ± 0.08 |

Note. This table is ordered by the inferred stellar mass.

It is important that we differentiate between the input overshoot for a model and the actual value of the overshoot, which we will refer to as the “effective” overshoot. The input overshoot value is what is entered into the modeling code as the free parameter, while the effective overshoot measures the actual resulting overshoot amount in the model. For stars in the mass range of our sample, these values are often significantly different. The reason that these two values can differ is due to safeguards in modeling codes that prevent unrealistically large overshoot regions. While in simple terms the overshoot radius is defined as

\[ R_{ov} = \alpha_{ov} H_P, \]

this can, in some cases, result in overshooting regions that are larger than the convective core. This is especially the case in lower-mass stars. As \( \alpha \rightarrow 0 \) then \( H_P \rightarrow \infty \), which means that since lower-mass stars have smaller convective cores, the value of \( \alpha_{ov} \) must be reduced or the overshoot region will become unrealistically large (Roxburgh 1992; Woosley & Demarque 2001). To avoid this issue, the actual overshoot radius is defined by

\[ R_{ov} = \frac{\alpha_{ov}}{(1/H_P) + (1/R_{cz})}, \]

where \( R_{cz} \) is the radius of the convective core. If the convective core of the star is large, than Equation (2) simplifies to Equation (1). Since YREC uses Equation (2) to determine the size of the overshoot region, an input value of \( \alpha_{ov} = 0.2 \) does not necessarily translate to an overshoot radius of \( 0.2H_P \). Thus, while the input overshoot value is 0.2, the effective overshoot value will be lower, depending on the value of \( R_{cz} \). Similar safeguards are also present in other modeling codes, for example MESA (Paxton et al. 2018) and GARSTEC (Weiss & Schlattl 2008).

Figure 2 shows the probability density function (PDF) for KIC 8228742 for both measurements of overshoot. Clearly, the PDF of the effective overshoot peaks at a significantly lower value compared to the input overshoot. In this set of model grids, input overshoot values up to 0.8 were used. However, in the effective overshoot space, this translates to an overshoot of around 0.4. The potentially large differences between the input and effective overshoot values are also illustrated in Angelou et al. (2020). While the input overshoot value is important, as that is what can be controlled when constructing the stellar models, the effective overshoot value is the actual extent of the overshooting region. The input overshoot is simply what is
supplied as a free parameter to the modeling code, while the true size of the overshooting region in the model is given by the effective overshoot value. For the rest of this work, when we refer to overshoot, we mean the effective overshoot value, unless otherwise specified.

2.4. Determining Stellar Properties from Model Grids

For each grid, we calculate the $\ell = 0, 1,$ and 2 frequencies for every model that is within $\pm 4\sigma$ of the estimated $T_{\text{eff}}$ and $\log g$. We then calculate the $r_{01}$ and $r_{02}$ frequency ratios, which will be used in the model likelihood calculations. These frequency ratios are given by Equations (3) and (4) (see, e.g., Basu & Chaplin 2017)

$$r_{01}(n) = \frac{\nu_{n, 0} - \frac{1}{2}(\nu_{n-1, 1} + \nu_{n, 1})}{\nu_{n, 1} - \nu_{n-1, 1}}$$

and

$$r_{02}(n) = \frac{\nu_{n+1, 0} - \nu_{n, 2}}{\nu_{n, 1} - \nu_{n-1, 1}}.$$  

These ratios are especially useful because they avoid the need for surface-term corrections that would otherwise have to be applied before comparing model and observed frequencies (Roxburgh & Vorontsov 2003). We have ignored the correlation between the separation ratios; our preliminary investigations showed that the $\chi^2$ is relatively insensitive. Assuming uncorrelated errors speeds up the calculations many fold, which is important since we test millions of models.

A chi-squared value for each model is then determined, following Equation (5), based on the model’s frequency ratios, $T_{\text{eff}}$, and $\log [\text{Fe/H}]$. The $\chi^2$ value is calculated as

$$\chi^2_{\text{total}} = \chi^2_{r_{01}} + \chi^2_{r_{02}} + \chi^2_{[\text{Fe/H}]} + \chi^2_{T_{\text{eff}}},$$

where

$$\chi^2_{r_{01}} = \frac{\sum (r_{01, \text{obs}} - r_{01, \text{model}})^2}{\sigma^2_{r_{01, \text{obs}}} n_{\text{modes}} - 1},$$

$$\chi^2_{r_{02}} = \frac{\sum (r_{02, \text{obs}} - r_{02, \text{model}})^2}{\sigma^2_{r_{02, \text{obs}}} n_{\text{modes}} - 1}.$$  

The total likelihood for each model is then given by

$$L_{\text{total}} \propto e^{-\chi^2_{\text{total}}/2}.$$  

To determine stellar properties we then use a likelihood weighted average. For a given stellar parameter, the likelihoods are converted into a probability density by marginalizing over the other properties and dividing each bin by the number of stars in the bin. Using this probability density information, $P$, the weighted average is then calculated for a wide variety of stellar properties following Equation (11), using overshoot as an example,

$$\langle \alpha_{\text{ov}} \rangle = \frac{\sum \alpha_{\text{ov}, i} P_i}{\sum P_i}.$$  

The uncertainty in each property is determined by

$$\sigma^2 = \frac{\sum (\alpha_{\text{ov}, i} - \langle \alpha_{\text{ov}} \rangle)^2 P_i}{\sum P_i}.$$  

In this manner the stellar properties were determined from each star’s model grids. A visual example of the likelihood weighted average and the uncertainties can be seen in Figure 3, where we show the PDFs for overshoot for four of the stars in the sample is shown in blue. The red line shows the likelihood weighted average value (Equation (11)) and the gray lines show the uncertainty (Equation (12)). The number label indicates the star’s KIC number.

$$\chi^2_{[\text{Fe/H}]} = \frac{(\log [\text{Fe/H}]_{\text{est}} - \log [\text{Fe/H}]_{\text{model}})^2}{\sigma^2_{[\text{Fe/H}]}}.$$  

and

$$\chi^2_{T_{\text{eff}}} = \frac{(T_{\text{eff, est}} - T_{\text{eff, model}})^2}{\sigma^2_{T_{\text{eff}}}}.$$  

Figure 2. PDF for input overshoot (red) and effective overshoot (blue) for KIC 8228742. Overshoot is in units of $H_\nu$.

Figure 3. PDF for effective overshoot (in units of $H_\nu$) for four of the stars in the sample is shown in blue. The red line shows the likelihood weighted average value (Equation (11)) and the gray lines show the uncertainty (Equation (12)). The number label indicates the star’s KIC number.
two values in the upper-right panel is due to the slightly asymmetric PDF for that star.

3. Results and Discussion

3.1. Relationships between Overshoot and Stellar Properties

With the inferred properties for each star determined from the grids of models, we then investigate the relationship between overshoot and various stellar properties. Figure 4 shows overshoot plotted as a function of a few properties.

From Figure 4 there is a clear positive trend between the star’s mass and the overshoot amount. The slope of the weighted line of best fit is 0.89. There are also trends between overshoot and radius, luminosity, and log g, however these trends likely arise due to their correlation with stellar mass. We do not observe a trend between overshoot and mixing length, [Fe/H], age, $T_{\text{eff}}$, or $Y_0$. It may be that the sample size is too small to detect such trends between overshoot and these other stellar properties. The inferred properties for the set of stars are listed in Table 1.

It is also of interest to examine this trend between mass and overshoot in regards to the input overshoot value, instead of the effective overshoot amount. In Figure 5 we plot both sets of overshoot values as a function of mass. As seen in Figure 5 the positive trend with mass is present in both cases. The slope of
the trend is less for the effective overshoot case. As expected, the effective overshoot values are less than the input overshoot values, with the difference being greater at higher masses. The full set of panels from Figure 4 are remade but using the input overshoot instead of the effective overshoot in Figure 14 in the Appendix.

3.2. How Inferred Stellar Properties Change with the Amount of Overshoot

It is also important to examine how the inferred stellar properties change if only one single overshoot value is used in the modeling process. This is crucial, because many modeling studies often only assume a single, fixed, overshoot value. If we see that inferred stellar properties are very sensitive to the overshoot amount, then the use of multiple overshoot values in modeling studies will need to become more commonplace.

Using just one overshoot subgrid at a time, we calculate the inferred stellar properties. The results are plotted in Figure 6. From Figure 6 we see that the derived values of mass, radius, and age can change greatly depending on the grid’s overshoot value. The range in inferred mass, radius, and age values for the different stars can be seen in Table 2. Here we see that the difference in inferred mass can be as high as 14%, the difference in inferred radius as large as 6%, and the difference in inferred age as large as 50%, depending on the overshoot value of the models. The inferred age is by far the most affected property, which makes sense due to the fact that overshoot is effectively altering the amount of fuel available to the core. These large differences in derived stellar properties highlight the key importance of selecting the proper value of overshoot for one’s model grids.

Since the inferred stellar properties can change so drastically depending on the assumed overshoot value, future modeling work needs to be careful to include a wide range of overshoot amounts. Current practice often assumes one overshoot value, or in some cases one set of models without overshoot and one set with a single fixed overshoot value. For example, many of the pipelines used to model stars in the Silva Aguirre et al. (2017) LEGACY paper use only one set of input overshoot values in the models, such as AIMS (Reese 2016; Rendle et al. 2019), C2KSMO (Lebreton & Goupil 2014), and the YMC method described in Silva Aguirre et al. (2015) that used the same YREC code that we use here. Additionally, Viani et al. (2018) assumed either no overshoot or an input value of 0.2\(H_\odot\). Clearly, from Table 2, assuming only one overshoot value is dangerous, as the inferred stellar properties can differ greatly depending on the assumed overshoot amount. Therefore, to obtain the most reliable results, it is important to treat overshoot as a free parameter and include a wide range of overshoot values.

From Figure 6 we also see an interesting trend where as the overshoot value of the grid increases, the inferred value of the mass and radius decrease. This of course means that the inferred age increases. We can compare the slope of the change between the overshoot subgrids for mass and age. In other words, does a star whose mass is very sensitive to the overshoot value of the subgrid also have an age that is more dependent on the overshoot as well. From the red line of best fit in Figure 6 we can plot the slope of the age change as a function of the slope of the mass change. Figure 7 shows this relationship. As expected, there is a trend between the age slope and the mass slope. A star whose mass is affected more by the subgrid’s overshoot value also has an age that is more impacted by the overshoot value.

3.3. Adiabatic Overshoot versus Overmixing

When constructing the stellar models with overshoot, a choice must be made regarding the temperature gradient in the overshooting region. In the models thus far, the overshooting region has an adiabatic temperature gradient. For a subset of the stars we also create grids where the overshoot region has a radiative gradient, but the composition is uniform and the same as the core, also known as overmixing. Zahn (1991) refers to the use of the radiative gradient as “overshooting” and calls the use of the adiabatic gradient “penetrative convection.” The different overshoot implementations will change the model frequencies, and thus impact the likelihood weighted averages of the inferred stellar properties. Figure 8 compares the relationship between overshoot and mass for these two overshoot implementations. As can be seen in Figure 8, there is a positive trend between overshoot and mass regardless of the temperature gradient used. The strength of the trend is fairly similar, with a weighted line of best-fit slope of 0.94 and 0.84 for the adiabatic and radiative gradients, respectively.

Since the overshoot implementation is different, we also expect to see some level of difference in the inferred masses of the stars. The masses derived from the two grids are overall in good agreement, with a mean absolute difference of 2.7%. With the exception of one star, the differences in masses between the two grids are all within the 1σ uncertainty. Even for the star with the largest mass difference, the change is less than 10%.

3.4. Overshoot as a Function of Core Size

We also investigate the relationship between overshoot and the mass of the convective core. Using the grid of models with the overmixing convection implementation (see Section 3.3), we determine the inferred core mass and core size for the stars. Figure 9 plots overshoot as a function of the convective core mass fraction (\(M_{\text{CZ}}/M\)), convective core radius fraction (\(R_{\text{CZ}}/R\)), mixed core mass fraction (\(M_{\text{mixed}}/M\)), and mixed core radius fraction (\(R_{\text{mixed}}/R\)). The convective core fraction refers to just the core, while the mixed core fraction refers to the convective core and the overshoot region together. Clearly, there is a positive trend in all four panels, meaning that stars with larger convective cores have more overshoot. The trend between overshoot and core mass, for both the core only and the full mixed region, has very little scatter and the points nearly all fall directly on the weighted line of best fit. Therefore, the core mass fraction appears to be an excellent indicator of overshoot, at least for this sample of stars.

3.5. Using the \(r_{010}\) Ratios as a Predictor of Overshoot

A previous study by Deheuvels et al. (2016) investigated the possibility of constraining overshoot by fitting a polynomial to the \(r_{010}\) ratios. Since the mean value and the slope of the \(r_{010}\) ratios are related to the size of the core and the mixing beyond the core (see, e.g., Popielski & Dziembowski 2005; Deheuvels et al. 2010; Silva Aguirre et al. 2011) then the form of the dependence of \(r_{010}\) against frequency on overshoot could be used to estimate the amount of overshoot. Deheuvels et al. (2016) used a second order polynomial to express the
Figure 6. Inferred values of various stellar properties for each of the overshoot subgrids for each star. Column 1 shows the mass, Column 2 the radius, and Column 3 the age. The various rows, labeled by KIC number, are the different stars in the study. The orange star symbol in each panel is the inferred value for all subgrids combined. The red line is a line of best fit to help guide the eye. Overshoot is in units of $H_p$. 
Table 2

| KIC    | Mass ($M_\odot$) | $M_{\text{Range}}$ (%) | Radius ($R_\odot$) | $R_{\text{Range}}$ (%) | Age (Gyr) | $\Delta$Age (Gyr) (%) |
|--------|------------------|-------------------------|--------------------|------------------------|-----------|-----------------------|
| 6116048| 1.06             | 0.92–1.06               | 1.24               | 1.20–1.24              | 5.35      | 2.91–5.57              |
| 1228514| 1.10             | 1.07–1.14               | 1.50               | 1.47–1.52              | 4.79      | 4.18–5.05              |
| 8228742| 1.20             | 1.13–1.30               | 1.74               | 1.69–1.81              | 3.79      | 3.22–4.57              |
| 7510397| 1.21             | 1.17–1.29               | 1.73               | 1.70–1.80              | 3.92      | 3.38–4.54              |
| 8179536| 1.22             | 1.16–1.23               | 1.31               | 1.28–1.32              | 1.39      | 1.18–1.83              |
| 10162436| 1.27             | 1.24–1.38               | 1.89               | 1.86–1.97              | 3.74      | 2.84–4.28              |
| 3456181| 1.39             | 1.36–1.42               | 2.04               | 2.03–2.06              | 3.11      | 2.28–3.40              |
| 6508366| 1.42             | 1.40–1.48               | 2.08               | 2.07–2.12              | 3.18      | 2.41–3.54              |
| 5773345| 1.45             | 1.43–1.57               | 1.95               | 1.94–2.02              | 3.25      | 1.93–3.36              |

Note. This table provides the numerical spread for the data presented in Figure 6. For each property, the first column gives the inferred value from the ensemble of all overshoot grids, the second column is the range in inferred values using only one overshoot subgrid at a time, and the third column gives the range percent: $100 \times (\text{highest} - \text{lowest})/(\text{inferred ensemble value}).$

Figure 7. Slope in age as a function of the slope in mass for the data presented in Figure 6.

Figure 8. Effective overshoot as a function of mass for the stars in the sample with an adiabatic overshooting region (blue points) and with a radiative temperature gradient in the overshoot region (orange points). Overshoot is in units of $H_\rho$.

The polynomial from Equation (13) is then fit to the $r_{010}$ ratios of the stellar models as well as to the observed data. For the polynomial fit to the model stars, we only include the model frequencies that are within the observed frequency range for that star. We then examine the models plotted in the $(a_1, a_0)$ plane, along with the location in the plane for the observed data. Figure 10 shows the $(a_1, a_0)$ plane for each star in the sample. The points are colored according to their effective overshoot values. The white points indicate the location of the best-fit model and the observed data. Note that only models with likelihoods of more than 1% of the best-fit model’s likelihood are included in the figure. This is done to exclude the worst fitting models. It can be seen that models with different overshoot values tend to spread themselves out across the $(a_1, a_0)$ plane. While there is overlap between the overshoot values, a model’s location in the $(a_1, a_0)$ plane does seem to have some dependence on overshoot. Note that the panel for KIC 6116048 has an abundance of stars with an overshoot of 0 (purple points) and the trend with overshoot and location in the $(a_1, a_0)$ plane is less clear. This is the lowest-mass star in the sample, and as a result many of the models did not have a convective core. In fact, 95% of the models for this star had no convective core. Since there is no convective core in these models, there cannot be any overshoot and we have defined this to be an effective overshoot of 0.

There are two main differences in our approach to determining the $a_0$ and $a_1$ coefficients compared to Deheuvels et al. (2016). First of all, we make use of the simpler form of the $r_{01}$ and $r_{10}$
The Astrophysical Journal, 904:22 (13pp), 2020 November 20
Viani & Basu

Figure 9. Effective overshoot value (in units of $H_p$) plotted as a function of fractional core radius and mass. From the top left, the panels are: convective core radius fraction ($R_{CZ}/R$), convective core mass fraction ($M_{CZ}/M$), mixed core radius fraction ($R_{\text{mixed}}/R$), and mixed core mass fraction ($M_{\text{mixed}}/M$). The color of the points indicate the star’s total mass. The red line is a weighted linear best fit. The inferred values for this plot come from the grid of models that implement a radiative gradient in the convective region (overmixing).

ratios. Additionally, when fitting the polynomial, Deheuvels et al. (2016) first fit the observed frequencies and used those results to determine $\beta$, $\gamma_1$, and $\gamma_2$. The value of $\beta$, $\gamma_1$, and $\gamma_2$ is then held fixed for the model stars. We, however, allow $\beta$, $\gamma_1$, and $\gamma_2$ to be free parameters for the model stars. Thus, for each model we are allowing all six coefficients to be free. The reason that Deheuvels et al. (2016) fixed the orthogonal coefficients was so that when comparing between the models and the observed star, the $a_n$ coefficients could be compared more directly since the rest of the polynomial was identical. We tested holding the orthogonal coefficients fixed as opposed to allowing them to be free parameters for several of our stars and saw no major difference in the results of the $a_0$ and $a_1$ values.

The advantage of allowing all the coefficients to be free, as opposed to based on the observed star, is that we can then compare all our models for all the stars in the same ($a_1$, $a_0$) plane as an ensemble. This can be seen in Figure 11. Here, we see that the models spread themselves out in the ($a_1$, $a_0$) plane roughly according to the overshoot, even when using the ensemble of stars, and not just one set of grids at a time. There is an island of points (in the lower right) of very low overshoot that do not quite follow the trend as clearly. These points are from the two stars with the lowest inferred overshoot and, as mentioned previously, a large portion of the models for these stars did not have a convective core. For the remainder of the stars however, we see a fairly continuous and smooth trend between overshoot and location in the ($a_1$, $a_0$) plane.

It is of interest that in both Figures 10 and 11 we see most of the overshoot separation occurs in the $a_1$ coefficient. In Deheuvels et al. (2016) the separation was occurring sometimes in the $a_1$ direction, sometimes in $a_0$, and in some cases a combination of both. These results indicate that for this set of stars, the $a_1$ coefficient may perhaps be used as an indicator of overshoot amount.

In Figure 12 we plot overshoot as a function of $a_1$ and $a_0$ for the observed frequencies for all the stars in the sample. Here we see a noticeable trend between $a_1$ and overshoot, albeit with some scatter. A possible trend between $a_1$ and overshoot would be extremely useful in regards to constraining the overshoot value. If a star’s observed frequencies are known, then $a_1$ can be quickly obtained and a rough estimate of overshoot could be made. While we see a more clear and tighter trend between mass and overshoot, determining the mass of a star either requires generating a lot of models, or relying on the asteroseismic scaling relations. Hence, using the $a_1$ coefficient may possibly be a quicker method, provided that the observed frequencies are known. However, more investigation into the $a_1$–overshoot relation is needed. The trend in Figure 12 does contain a lot of scatter. We do not see a trend between $a_0$ and overshoot. For a version of Figure 12 created using the input overshoot instead of the effective overshoot, see Figure 15 in the Appendix.

We also investigate the trend between $a_1$ and overshoot in the stellar models themselves. Figure 13 examines overshoot as a function of $a_1$ using the models from Figure 11. The gray points, which are the individual models, show that a given $a_1$ value can correspond to a range of overshoot amounts. However, when we bin the data and plot the mean of each bin (blue points) a potential trend between overshoot and $a_1$ is seen. The models are grouped by $a_1$ into 10 bins. For each bin the blue point represents the mean overshoot and $a_1$ value for that bin, with the errorbars being the standard deviation within the bin. From the binned data there is an apparent negative trend between overshoot and $a_1$ in the models. So, not only do we see a trend between overshoot and $a_1$ for the inferred
properties of the observed star, we also see this trend for the models themselves.

4. Summary and Conclusions

In this work we determined the amount of overshoot needed to properly model a set of stars from the Kepler Asteroseismic LEGACY Sample. Searching for trends between overshoot and stellar properties, we find a strong positive relationship between overshoot and stellar mass for the mass range of our sample (1.1–1.5 $M_\odot$). This trend with mass is present regardless of whether the temperature gradient in the overshooting region is adiabatic or radiative. We additionally highlight the important difference between a stellar model’s input overshoot and the resulting effective overshoot value.

The trend between mass and overshoot holds promising potential to help reduce the ambiguity and uncertainty in the overshoot parameter. If a rough estimate of the overshoot amount
can be determined using the star’s mass, then the parameter space of overshoot values needed to be included in the models can be made smaller. While there is still a need to include a range of overshoot values in the models, this mass–overshoot relationship can help narrow down the range of the overshoot parameter.

Additionally, we examined the impact that the overshoot value can have on inferred stellar properties. By using only one overshoot subgrid at a time, we determine how the derived stellar parameters change based on the overshoot amount used. We see changes in the inferred stellar mass, radius, and age can be as large as 14%, 6%, and 50%, respectively. These differences highlight the sensitivity of inferred stellar properties to overshoot, and show the importance of selecting the correct overshoot value.

Figure 11. Stellar models in the ($a_1$, $a_0$) plane for all nine stars. Colors indicate the effective overshoot value of the model, in units of $H_P$. The white symbol is the observed value.

Figure 12. Top: effective overshoot as a function of the $a_1$ coefficient for the sample of stars. Here, the $a_1$ value is determined from the observed frequencies of the stars. The red line is a weighted line of best fit. Bottom: effective overshoot as a function of the $a_0$ coefficient for the sample of stars. In both panels overshoot is in units of $H_P$. See Figure 15 in the Appendix for a version of this figure using the input overshoot.

Figure 13. Effective overshoot (in units of $H_P$) as a function of the $a_1$ coefficient for stellar models. The models are plotted in gray and the blue points are the mean of the binned data.
(or range of values) for models. Since the inferred properties are so sensitive to the overshoot amount, these results strongly suggest that including a range of overshoot amounts is preferable to assuming a single fixed value. Many current model libraries that implement overshoot use a single fixed value of overshoot above some certain critical mass, with the overshoot amount decreasing for lower masses (Demarque et al. 2004; Pietrinferni et al. 2004; Bressan et al. 2012; Hidalgo et al. 2018).

Finally, we investigated using the $r_{\odot10}$ ratios as an indicator of overshoot extent. By fitting a polynomial to the $r_{\odot10}$ ratios we see that by plotting the models in the $(a_1, a_0)$ plane the models generally spread themselves out based on the overshoot amount. We see most of this separation in the direction of the $a_1$ coefficient. For this set of stars we see a negative trend between overshoot and $a_1$. While this relationship between $a_1$ and overshoot has a decent amount of scatter, this preliminary work shows potential that the $a_1$ value may also be used to constrain the overshoot amount. Certainly the relationship between $a_1$ and overshoot merits further investigation.

In summary, based on these results, we see a promising potential toward using mass and/or the $a_1$ coefficient as a predictor of overshoot. While the relationships between overshoot and mass and overshoot and $a_1$ have scatter, they still will be very useful in helping to reduce the ambiguity and uncertainty in the overshoot value. While there may always be a need to include a range in overshoot values, based on the demonstrated sensitivity of the inferred stellar parameters to overshoot, obtaining an estimate of the overshoot value using mass or $a_1$ will help constrain the possible values of overshoot. Future work toward a better understanding of the relationship between mass, $a_1$, and overshoot will include increasing the number of stars in the sample and increasing the mass range as well.

This work was partially supported by NSF grant AST-1514676 and NASA grant NNX16AI09G to S.B.

Software: YREC (Demarque et al. 2008).

Appendix

Since the value of the input overshoot is what is supplied to the code when constructing models, it is also of interest to reexamine the main results (Figures 4 and 12) using the input overshoot instead of the effective overshoot. As can be seen in Figures 14 and 15, the trends are still present.

Figure 14. Likelihood weighted average of the input overshoot value (in units of $H_p$) plotted as a function of a variety of stellar properties for the stars in the study. The red line is a weighted linear best fit.
Figure 15. Top: Input overshoot as a function of the $a_1$ coefficient for the sample of stars. Here, the $a_1$ value is determined from the observed frequencies of the stars. The red line is a weighted line of best fit. Bottom: Input overshoot as a function of the $a_0$ coefficient for the sample of stars. In both panels overshoot is in units of $H_P$.
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