Unsupervised Learning on 3D Point Clouds by Clustering and Contrasting
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Abstract—Learning from unlabeled or partially labeled data to alleviate human labeling remains a challenging research topic in 3D modeling. Along this line, unsupervised representation learning is a promising direction to auto-extract features without human intervention. This paper proposes a general unsupervised approach, named ConClu, to perform the learning of point-wise and global features by jointly leveraging point-level clustering and instance-level contrasting. Specifically, for one thing, we design an Expectation-Maximization (EM) like soft clustering algorithm that provides local supervision to extract discriminating local features based on optimal transport. We show that this criterion extends standard cross-entropy minimization to an optimal transport problem, which we solve efficiently using a fast variant of the Sinkhorn-Knopp algorithm. For another, we provide an instance-level contrasting method to learn the global geometry, which is formulated by maximizing the similarity between two augmentations of one point cloud. Experimental evaluations on downstream applications such as 3D object classification and semantic segmentation demonstrate the effectiveness of our framework and show that it can outperform state-of-the-art techniques.
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I. INTRODUCTION

A 3D point cloud is typically represented by a set of sparse 3D points, which is an essential type of geometric data structure [1]. Point cloud has drawn increasing attention due to its wide range of applications [2], such as localization and navigation [3], animation, autonomous driving [4], augmented reality (AR), and virtual reality (VR) [5]. Learning discriminative and transferable point cloud feature representations is a crucial problem in the area of 3D shape understanding [6], [7], as it allows efficient training on downstream tasks such as 3D object detection and tracking, segmentation, object synthesis and reconstruction, classification, registration, and even using 3D data to validate 2D depth estimation. With the help of extensive supervised information, recent deep learning-based techniques [3]–[11] have achieved promising results in point cloud classification, detection, and segmentation [12]. However, they all require intense manual labeling to provide the full supervised information. Annotating point clouds is challenging for several reasons: (1) Sparse, low resolution, and irregular spatial distribution of point cloud poses great challenges to annotation [13]; (2) The large numbers of points that are contained in point clouds greatly increase the labeling costs and reduce efficiency [13]. When there are no sufficient labels available, these models cannot learn proper visual feature representations for downstream 3D understanding tasks. Therefore, learning from unlabeled or partially labeled data to alleviate human labeling is an emerging research topic in 3D modeling. Along this line, unsupervised representation learning is an attractive alternative method to auto-extract features without human intervention [14].

Several studies have tried to develop methods for unsupervised representation learning on point clouds. These approaches can roughly be categorized as either generative or discriminative [15]. Most methods, such as self-reconstruction or auto-encoding [16], generative adversarial network (GAN) [17], and auto-regressive, fall into the first category. They mainly work by mapping an input point cloud into a global latent representation [18], [19] or a latent distribution in the variational case [20], [21] through an encoder and then attempt to reconstruct the input by a decoder. Generative models have proved to be effective in modeling the high-level and structural properties. However, many of these approaches usually assume that all 3D objects have the same pose in an given category [22]. They are therefore sensitive to rotation and translation. Unlike generative approaches, discriminative models learn to predict or discriminate data augmentations. Such approaches preserve the input semantics and have recently been shown to yield rich latent representations for downstream tasks. Among the discriminative models, contrastive methods [18], [22] have shown remarkable results among the recent unsupervised approaches of point cloud representation learning. Contrastive methods further allow the creation of rotation invariant representations [23] via data augmentation and contrasting. The critical idea in contrastive learning is to predict a representation that is closer to the positive examples and farther from the negatives [24]. However, to achieve a better performance, these algorithms require many negative samples to compare and heavily depend on the choice of the negative ones and their pairings with the positives [15], [25]. Usually, such an unsupervised mechanism is computationally expensive, and needs a careful treatment of the negative pairs by either depending on large batch sizes, memory banks, or customized mining strategies to retrieve the negative pairs [15]. Furthermore, most of these unsupervised
learning methods adopt a global pooling layer to generate a global embedding, which discounts the spatial structures and the local information to some degree \cite{18, 21}. Thus, extracting high-level semantic information and reducing the dependence on the negative samples of contrastive learning is an open problem in 3D point cloud data analysis.

Therefore, this paper proposes an unsupervised representation learning method of 3D point clouds to mitigate these issues. Our framework consists of instance-level contrasting and point-level clustering, and it can be applied to any off-the-shelf network architecture. The point-level clustering softly segments the 3D points of each point cloud into a discrete number of geometric partitions. The local features can then be learned by implementing an Expectation-Maximization \cite{26} (EM) like algorithm. The instance-level contrasting directly maximizes the similarity of the two global features extracted from two augmentations of one point cloud for the global feature learning. Our instance-level contrasting, which is inspired by 2D image unsupervised approaches BYOL \cite{15}, and SimSiam \cite{25}, provides supervision to extract global geometry. The instance-level contrasting excludes negative pairs in contrastive learning. It can be treated as a particular case of contrastive learning that only depends on the positive pairs. For the local geometry, we use the observation that humans understand a 3D scene not in terms of points but by assembling it into perceptual groups and structures that are the basic building blocks of recognition \cite{27}. This observation motivates us to propose an end-to-end soft clustering approach that mimics this process to extract discriminating local semantic information.

Our key contributions are summarized as follows:

- To learn the point-wise features, we propose an EM-like soft clustering algorithm, point-level clustering, to boost the network and extract the discriminating local semantic information. To the best of our knowledge, we are the first to apply the optimal transport-based clustering method to learn point-wise features for the 3D point clouds in an unsupervised manner.
- To learn the global features, we propose an architecture agnostic instance-level contrastive learning method which operates on point clouds by maximizing the similarity of the two global features extracted from the two augmented views of one point cloud.
- We conduct thorough experiments, and our model achieves the state-of-the-art performance. In addition, the experiments on the downstream tasks successfully demonstrate the efficacy of our method.

II. RELATED WORK

In this section, we briefly review existing works related to various regional feature extraction techniques on point clouds and works related to unsupervised learning methods for point clouds.

A. Deep learning on 3D point clouds

Recent years have witnessed significant progress in feature learning for 3D shapes due to the ability of deep learning techniques to consume 3D point clouds directly. PointNet \cite{8}, and DeepSets \cite{28} are the pioneering architectures that can handle unordered and unstructured 3D points by independently learning each point of the point cloud and fusing point features with invariant permutation operations. Though efficient, PointNet and DeepSets ignore the local structures that are indispensable to describe the 3D shape. PointNet++ \cite{9} was then proposed to mitigate this issue by developing sampling and grouping operations to extract features from point clusters hierarchically. Similarly, various recent studies such as PointCNN \cite{29}, PointConv \cite{30} DGCNN \cite{10} and Relation-Shape CNN \cite{31} also focus on extracting more semantic features from the local region by separating points into scales or bins, and then, aggregating these features by concatenation \cite{21} or with an RNN. PACConv \cite{32} uses a plug-and-play convolutional operation for deep representation learning on 3D point clouds. AdaptConv \cite{33} proposed to adaptively establish the relationship between a pair of points according to their learned features, effectively and precisely capturing the diverse relations between points from different semantic parts. Sun et al. \cite{34} proposed a point-to-surface representation for 3D point cloud learning considering both the point and the geometric surface simultaneously. \cite{35} developed a perturbation learning-based point cloud upsampling method to generate uniform, clean, and dense point clouds. LGA \cite{36} presented a layer-wise geometry aggregation framework for lossless LiDAR point cloud geometry compression. Transformer3D-Det \cite{37} proposed to solve the 3D object detection task by using the attention mechanism to model the relationship from neighboring clusters to produce more accurate voting centers. Although these methods achieve remarkable success, they require supervised information during the feature learning process. The dependence on annotation impedes the deployment of point cloud models into new real-world settings where labeled data is scarce. Therefore, it is important to develop methods to reduce the number of annotated samples that are required to achieve the required performance of deep learning-based point cloud understanding tasks.

B. Unsupervised representation learning on point clouds

Current 3D sensing modalities have enabled the generation of extensive unlabeled 3D point cloud data \cite{13}. This has boosted a recent line of works on learning discriminative representations of 3D objects using unsupervised approaches. Tasks such as semantic segmentation, registration, object classification, and part segmentation combined with unsupervised pre-training can outperform the traditional fully supervised training pipelines \cite{38, 39}. Unsupervised representation learning approaches could be roughly classified into two categories: generative and discriminative models. Generative models are performed by conducting self-reconstruction that first encodes a point cloud into a feature or distribution and then decodes it back to a point cloud \cite{21}. For example, FoldingNet \cite{16} leverages a graph-based encoder and a folding-based decoder to deform a canonical 2D grid onto the surface of a point cloud. Liu et al. \cite{40} proposed a local-to-global auto-encoder to simultaneously learn the local and global structure of point clouds by local to global reconstruction. \cite{41} focused on designing a graph-based
decoder by leveraging a learnable graph topology to push the codeword to preserve representative features. With the help of GAN, Panos et al. [42] trained the network to generate plausible point clouds by combining hierarchical Bayesian and generative models. However, generative models are sensitive to transformation and tend to learn different representations if the point clouds are rotated or translated. This weakens the network’s ability for point cloud understanding tasks. Moreover, it is not always feasible to reconstruct back the shape from pose-invariant feature representations [23].

As for discriminative methods, some of them rely on using auxiliary handcrafted prediction tasks to learn their representation. For instance, Gao et al. [43] self-train a feature encoder to capture the graph structures by reconstructing these node-wise transformations from the representations of the original and transformed graphs. Following the impressive results achieved with Jigsaw puzzles-based methods in the image domain, Sauder et al. [44] introduced a self-supervised learning task to reconstruct a point cloud from its randomly rearranged parts. However, these two methods are still sensitive to rotation. In contrast, contrastive approaches [18], [25], [45], which are robust to transformation, currently achieve state-of-the-art performance in unsupervised learning. For example, in order to learn representations, Info3D [22] maximizes the mutual information between the 3D shape and a geometric transformed version of the 3D shape. PointContrast [45] was the first to research a unified framework of the contrastive paradigm for 3D representation learning. However, at first, contrastive methods depend on customized strategies to mine and store negative samples, since they often require comparing each example with a large number of negative samples to work well. Apart from that, because of the lack of adequate and semantic local structure supervision, most previous unsupervised approaches are prone to error accumulation during the local structure learning process [18], [21], which weakens the network’s ability to learn the local geometry.

To mitigate these issues, we propose an unsupervised learning method to train a point cloud feature encoder that jointly leverages instance-level contrastive and point-level clustering. The proposed instance-level contrastive representation learning method is inspired by SimSiam [25], and extends its simplicity to the learning of 3D point cloud global representation. Note that instance-level contrastive only depends on the positive pairs. The point-level clustering, which is formulated by implementing an EM-like algorithm, provides local supervision to extract discriminative local features. Our method remains agnostic to the specific choice of the 3D representation or the underlying neural network architecture.

III. THE PROPOSED METHOD

A. Overview

From the human perspective, both the global and local shape information play vital roles in 3D point cloud understanding. The global geometry depicts the overall shape, and the local geometry depicts the detailed shape, which inspires us to learn distinctive representations that retain the global and local geometry. To achieve the goal, this paper proposes an unsupervised method by jointly learning global (instance-level contrastive) and local (point-level clustering) shape information. Our instance-level contrastive-based unsupervised feature learning approach is based on a Siamese network structure [46]. Siamese networks, which have been widely used for 2D unsupervised representation learning tasks, such as BYOL [15] and SimSiam [25], are weight-sharing neural networks applied to two or more inputs. For point-level clustering, we provide an EM-like soft clustering algorithm.

In this paper, we consider a 3D point cloud \( \mathcal{P} = \{p_i \in \mathbb{R}^3 | i = 1, 2, ..., N\} \) with \( N \) elements, in which each point \( \mathbf{p}_i \) is represented by a 3D coordinate. \( \mathcal{P} \) is processed by an encoder backbone \( f_\varphi \) that yields a point-wise feature matrix \( \mathcal{F} = \{f_\mathbf{p}_i\}_{i=1}^N \). \( f_\mathbf{p}_i \) is a feature vector. Our goal is to train a feature encoder \( f_\varphi \) (e.g., PointNet) with parameters \( \varphi \) in an unsupervised fashion. The pipeline of our framework is illustrated in Fig. 1 which includes two modules: instance-level contrasting for the global feature learning, and point-level clustering for the local feature learning. Here is a summary of the two modules before we get into details. The two randomly augmented views \( \mathcal{P}^a \) and \( \mathcal{P}^b \) of \( \mathcal{P} \) are processed by \( f_\varphi \) that yields features \( \mathcal{F}^a \) and \( \mathcal{F}^b \). The encoder \( f_\varphi \) shares weights between the two views. The instance-level contrasting takes as inputs \( \mathcal{F}^a \) and \( \mathcal{F}^b \), and the point-level clustering takes as inputs \( \mathcal{P}^a \) and \( \mathcal{F}^a \). \( f_\varphi \) is then trained by jointly minimizing the instance-level contrasting loss and the point-level clustering loss. The encoder only receives gradient from the top branch. After training, both the instance-level contrasting and the point-level clustering module are discarded, and \( f_\varphi \) can be transferred to downstream tasks.

For all of our algorithmic discussions, \( \| \cdot \|_2 \) is \( l_2 \)-norm, and the Frobenius dot product of two matrices \( \mathbf{A} \in \mathbb{R}^{N \times J} \) and \( \mathbf{B} \in \mathbb{R}^{N \times J} \) is denoted by

\[
\langle \mathbf{A}, \mathbf{B} \rangle \triangleq \sum_{i=1}^N \sum_{j=1}^J A_{ij} B_{ij}.
\]

B. Point-level Clustering Module

As shown in Fig. 2 the core of our end-to-end point-level clustering-based unsupervised feature learning framework.

![Fig. 1. The unsupervised feature learning pipeline includes two modules: Instance-level contrasting and point-level clustering.](image-url)
consists of two components: a) **class probability** $S$ prediction, and b) **label $\gamma$ reassigning**. It can be interpreted as a semantic segmentation task in which each point $p_i$ in a point cloud $P$ is assigned to one of $J$ possible semantic categories or partitions. Specifically, a point cloud $P$ is processed by a neural network consisting of a backbone $f_c$ and a class probability prediction operator that outputs a class probability matrix $S = \{s_{ij} \in [0, 1]^{N,J}\}$. The label reassigning operator, which takes as inputs $S$ and $P$, yields a pseudo-label matrix $\gamma = \{\gamma_{ij} \in [0, 1]\}^{N,J}$. The network parameters of $f_c$ are then learned by minimizing the average cross-entropy loss between the pseudo-label $\gamma$ and the predicted class probability $S$ [47]. The average cross-entropy loss is written as

$$E(\gamma, S) = - \frac{1}{N} \langle \gamma, \log S \rangle = - \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{J} \gamma_{ij} \log s_{ij}. \quad (2)$$

Training with the objective in Eq. (2) requires a labeled dataset. Since the point-wise labels are unavailable, we require a mechanism to assign the label $\gamma$ automatically. Next, we will give a detailed explanation of the class probability prediction and the label reassigning.

**a) Class probability prediction:** As shown in Fig. 3, our model starts with a classification head $\phi_\alpha$ that takes point-wise feature $f_{pi}$ as input and yields a score (logit) vector $g_i = (g_{i1}, g_{i2}, \cdots, g_{ij})$, i.e., $g_i = \phi_\alpha (f_{pi})$. $\phi_\alpha$ is formed by 3 fully connected layers. Each layer consists of a linear layer followed by batch normalization. Except the final layer, each layer has a LeakyReLU [48] activation. The last layer output $N$ vectors with $J$ dimension, which is the same as the number of segmentation categories. The total logit predictions can be summarized by the score matrix $G = \{g_{ij}\}^{N,J}$ that has size $N \times J$. The predicted class probability $s_{ij}$ of $p_i$ that belongs to the $j$-th category is calculated by applying a row-wise softmax operation over $G$, i.e.,

$$s_{ij} = \frac{\exp(g_{ij})}{\sum_{j}' \exp(g_{ij})}. \quad (3)$$

**b) Label reassigning:** To calculate $\gamma$, as shown in Fig. 4, we first define the prototypes as the most representatives of the semantic categories. The softly weighted means (cluster centers) of the points of a point cloud assigned to these partitions can naturally be used as the prototypes, since $S$ also can be interpreted as a soft assignment of each point in $P$ to $J$ discrete spatial partitions (e.g., fuselage, wing and engine of a plane, etc.). The softly weighted mean of partition $j$ is computed as

$$c_{j} = \frac{1}{\sum_{i=1}^{N} s_{ij} p_i, j = 1, 2, \cdots, J}. \quad (4)$$

As a shorthand, we define the $J \times 3$ matrix of all $c_j$ as $C = \{c_j\}_{j=1}^J$. To automatically reassign the $\gamma$ in a fully unsupervised case, we further relax $\gamma_{ij} \in [0, 1]$, which can be treated as a posterior probability of $p_i$ that belongs to the $j$-th category. Optimizing $\gamma$ adopts the same strategy as in Eq. (3) to reassign the labels, which leads to a degenerate solution where every point is assigned to the same category. Our method to assign $\gamma$ is based on the following two assumptions:

- The points of a point cloud should be segmented into equally-sized partitions, which can be modeled as $\sum_{i=1}^{N} \gamma_{ij} = \frac{N}{J}$. This assumption is introduced to avoid that every point is assigned to the same category;
- Inspired by $k$-means, if point $p_i$ belongs to partition $j^*$, point $p_i$ and prototype $c_{j^*}$ should have the shortest distance among the distances of $p_i$ with other prototypes, i.e., $\|p_i - c_{j^*}\|_2 \leq \|p_i - c_j\|_2, j \neq j^*$. This assumption is equivalent to $\min_{j} \sum_{i=1}^{N} \sum_{j=1}^{J} \gamma_{ij} \|p_i - c_j\|_2^2$. It thus provides an objective function to attain $\gamma$.

Furthermore, we have $\sum_{j=1}^{J} \gamma_{ij} = 1$ based on probabilistic properties. Formally, we denote $\Gamma = \frac{\gamma}{N}$ with elements $\Gamma_{ij} = \gamma_{ij}/N$, which can be interpreted as the matrix of joint probabilities. As a shorthand, we define $d_{ij} = \|p_i - c_j\|_2^2$ and the $N \times J$ matrix of all $d_{ij}$ as $D = \{d_{ij}\}^{N,J}$. According to the two assumptions, the learning objective related to $\Gamma$ is thus:

$$\min_{\Gamma} \langle \Gamma, D \rangle,$$

s.t. $\Gamma^\top 1_N = \frac{1}{J} 1_J, \Gamma 1_J = \frac{1}{N} 1_N,$

(5)
where \( \mathbf{1}_J \) denotes the vector of ones in dimension \( J \). These constraints enforce that on average each prototype is selected at least \( \frac{N}{K} \) times in a point cloud and \( \sum_{j=1}^{J} r_{ij} = 1 \). The objective in Eq. (6) is an instance of the optimal transport [50] problem, which can be solved efficiently using Sinkhorn-Knopp [49] algorithm. Specifically, this amounts to solve the following entropic regularized objective

\[
\min_{\Gamma} \left( \Gamma, D \right) - \epsilon H \left( \Gamma \right),
\]

s.t. \( \Gamma^\top \mathbf{1}_N = \frac{1}{J} \mathbf{1}_J, \Gamma \mathbf{1}_J = \frac{1}{N} \mathbf{1}_N, \) (6)

where \( H \left( \Gamma \right) = \left( \Gamma \log \Gamma - 1 \right) \) denotes the entropy of \( \Gamma \) and \( \epsilon > 0 \) is a regularization parameter. Following [49], the solution of the constrained non-linear optimization Problem in Eq. (6) takes the form of a normalized exponential matrix:

\[
\Gamma = \text{diag} \left( \mu \right) \exp \left( \frac{D}{\epsilon} \right) \text{diag} \left( \nu \right),
\]

where \( \mu \) and \( \nu \) are renormalization vectors in \( \mathbb{R}^N \) and \( \mathbb{R}^J \), respectively. The renormalization vectors are calculated using the iterative Sinkhorn-Knopp algorithm [49] with initial conditions satisfying \( \mu = \frac{1}{N} \mathbf{1}_N \) and \( \nu = \frac{1}{J} \mathbf{1}_J \). In practice, we observe that using only 20 iterations is sufficient to achieve good performance.

Our final point-level clustering-based unsupervised learning can be summarized into an implementation of an EM-like algorithm. We learn the model parameters \( \phi_{\alpha} \) and \( \phi_{\beta} \) by minimizing Eq. (2) and attain a label assignment matrix \( \gamma \) by solving the optimization problem in Eq. (7) with respect to \( \Gamma \). We do so by alternating the following two steps:

- **Step 1: representation learning.** Given the current posterior probability matrix \( \gamma \), the model is updated by minimizing Eq. (2) with respect to the parameters of \( \phi_{\alpha} \) and \( \phi_{\beta} \). This is the same as the supervised case that trains the model using the common cross-entropy loss for classification.
- **Step 2: label reassigning.** Given the current model \( \phi_{\alpha} \) and \( \phi_{\beta} \), we calculate the matrix \( \Gamma \) according to Eq. (7). The posterior probability is then attained by \( \gamma = \frac{N}{J} \cdot \Gamma \).

Each update involves a single matrix-vector multiplication with complexity \( O \left( N \times J \right) \), so it is relatively quick even for millions of data points and the cost of this method scales linearly with the number of points \( N \) in a point cloud. Furthermore, orthogonal regularization is also introduced to avoid getting the same output vector for all clustering prototypes, which is calculated by

\[
\mathcal{L}_{\text{orth}} \left( C \right) = \| C^\top C - I \|_1, \tag{8}
\]

with \( C = [ \frac{c_1}{\| c_1 \|_2}, \frac{c_2}{\| c_2 \|_2}, \cdots, \frac{c_J}{\| c_J \|_2} ] \). Pseudocode for the point-level contrasting-based unsupervised feature learning algorithm appears in Algorithm 1.

### C. Instance-level Contrasting Module

The instance-level contrasting is proposed to learn the global representations of the 3D point clouds. As shown in Fig. 5, our architecture takes as input two randomly augmented views \( \mathcal{P}^A, \mathcal{P}^B \) from a point cloud \( \mathcal{P} \). The two views are processed by a neural network consisting of an encoder backbone \( f_{\phi} \), Maxpooling \( \rho \) and a projection MLP \( g \) [25]. The encoder \( f_{\phi} \) and projection \( g \) share weights between the two views. A prediction MLP head [15], denoted as \( q \), transforms the output of one view and matches it to the other view. In particular,

![Instance-level contrasting architecture](image)

**Fig. 5.** Instance-level contrasting architecture. Two augmented views of one point cloud are sequentially processed by the same encoder network \( f_{\phi} \), maxpooling \( \rho \) and a projection MLP \( g \). Then a prediction MLP \( q \) is applied on one branch, and a stop-gradient operation is applied on the other branch. The model maximizes the agreement between \( q^A \) and \( z^B \).

---

**Algorithm 1** Point-level clustering (Python syntax).

**Input:** \( \{\mathcal{P}\} \): a set of 3D point clouds with size \( N \); \( K \): number of optimization steps.

**Output:** backbone \( f_{\phi} \).

1. for \( i \) in range(0, \( K \)) do
   2. \( \mathcal{L} = 0 \)
   3. for \( \mathcal{P} \in \{\mathcal{P}\} \) do
      4. # compute class probability
      5. \( S = \text{softmax} \left( \phi_{\alpha} \left( f_{\phi} \left( \mathcal{P} \right) \right) \right) \)
      6. # compute prototypes
      7. \( C = \left( \frac{1}{\sum_{i=1}^{N} s_{ij}} \sum_{i=1}^{N} s_{ij} p_i \right)_{j=1}^{J} \)
      8. # compute \( D \)
      9. \( D = \left( \| p_i - c_j \|_2 \right)_{i,j} \)
      10. # compute \( \gamma \)
      11. \( \gamma = \text{sinkhorn} \left( \text{stopgrad} \left( D \right), 1e-3, 20 \right) \)
      12. # compute loss
      13. \( \mathcal{L} += \mathcal{E}(\gamma, S) + \eta \mathcal{L}_{\text{orth}} \left( C \right) \)
   4. end for
   5. # update backbone, projector and predictor
   6. \( f_{\phi}, \phi_{\alpha} \rightarrow \text{optimize} \left( \frac{\mathcal{L}}{\eta} \right) \)
   7. end for
   8. return \( f_{\phi} \)

---

**# Sinkhorn-Knopp algorithm.**

**def sinkhorn(D, \( \epsilon \), niters=3):**

1. \( \Gamma = \exp \left( D / \epsilon \right) \)
2. \( \Gamma = \text{sum} \left( \Gamma \right) \)
3. \( N, J = \Gamma \text{.shape} \)
4. \( u, r, c = \text{zeros} \left( N \right), \text{ones} \left( J \right) / J, \text{ones} \left( N \right) / N \)
5. for \( \text{in range}(0, \text{niters}) \) do
   6. \( u = \text{sum} \left( \Gamma, \text{dim}=1 \right) \)
   7. \( \Gamma\ast = \left( r / u \right) \text{.unsqueeze}(1) \)
   8. \( \Gamma\ast = \left( c / \text{sum} \left( \Gamma, \text{dim}=0 \right) \right) \text{.unsqueeze}(0) \)
   9. end for
10. return \( \Gamma \)
Algorithm 2 Instance-level contrasting (Python syntax).

Input: \{\mathcal{P}\}: a set of 3D point clouds with size \(N; K\): number of optimization steps.

Output: backbone \(f_{\varphi}\).

1: for \(i\) in range(0, \(K\)) do
2: \(\mathcal{L} = 0\)
3: for \(\mathcal{P} \in \{\mathcal{P}\}\) do
4: \# random augmentation
5: \(\mathcal{P}^a = \text{aug}(\mathcal{P})\)
6: \(\mathcal{P}^b = \text{aug}(\mathcal{P})\)
7: \# compute projections
8: \(z^a = g(\rho(f_{\varphi}(\mathcal{P}^a)))\)
9: \(z^b = g(\rho(f_{\varphi}(\mathcal{P}^b)))\)
10: \# compute predictions
11: \(q^a, q^b = q(z^a), q(z^b)\)
12: \# compute loss
13: \(\mathcal{L} += \mathcal{D}(q^a, \text{stopgrad}(z^b)) + \mathcal{D}(q^b, \text{stopgrad}(z^a))\)
14: end for
15: \# update backbone, projector and predictor
16: \(f_{\varphi}, g, q \leftarrow \text{optimize } \left(\frac{\mathcal{L}}{\mathcal{P}}\right)\)
17: end for
18: return \(f_{\varphi}\)



the predictor is only applied to the one branch, making the architecture asymmetric [15]. Denoting the two output vectors as \(q^a \triangleq q(g(\rho(F^a)))\) and \(z^b \triangleq g(\rho(F^b))\) with \(F^a = f_{\varphi}(\mathcal{P}^a)\) and \(F^b = f_{\varphi}(\mathcal{P}^b)\). Following [25], a stop-gradient (stopgrad) operation is applied on \(z^b\) to prevent the model from collapsing to a constant mapping in the absence of using negative samples. The model is formulated by maximizing the agreement between \(q^a\) and \(z^b\). Specifically, we define the following mean squared error between the \(l_2\)-normalized prediction \(q^a\) and projection \(z^b\) to measure their agreement.

\[
\mathcal{D}(q^a, z^b) \triangleq \| \frac{q^a}{\|q^a\|_2} - \frac{z^b}{\|z^b\|_2} \|_2^2 = 2 - \frac{2q^a \cdot z^b}{\|q^a\|_2 \cdot \|z^b\|_2}. \quad (9)
\]

This is equivalent to the negative cosine similarity, up to a scale of 2. When stop-gradient is applied on \(z^b\), we measure the similarity between \(q^a\) and \(z^b\) by modifying Eq. (6) as:

\[
\mathcal{D}(q^a, \text{stopgrad}(z^b)). \quad (10)
\]

This means that \(z^b\) is treated as a constant vector in this term. Following [25], we define a symmetrized loss as:

\[
\mathcal{L}_{\text{global}} = \mathcal{D}(q^a, \text{stopgrad}(z^b)) + \mathcal{D}(q^b, \text{stopgrad}(z^a)). \quad (11)
\]

The minimum possible value of Eq. (11) is 0. The encoder on \(q^a\) receives no gradient from \(z^b\) in the first term, but it receives gradients from \(q^b\) in the second term (and vice versa for \(q^b\)). If without adopting the stop-gradient, despite a zero loss during the training process, the representations learned are useless, as all point clouds tend to get the same representation [25], i.e., the model collapses to a constant mapping. We use the pseudocode in Algorithm 2 to illustrate the instance-level contrasting-based unsupervised feature learning.

D. Loss function

By traversing two randomly augmented views \(\mathcal{P}^a, \mathcal{P}^b\) from a point cloud \(\mathcal{P}\), the cluster-level loss is finally computed by

\[
\mathcal{L}_{\text{local}} = \mathcal{E}(\gamma^a, S^a) + \mathcal{E}(\gamma^b, S^b) + \eta \left( \mathcal{L}_{\text{orth}}(C^a) + \mathcal{L}_{\text{orth}}(C^b) \right), \quad (12)
\]

where \(\eta > 0\) is a regularization parameter. We set it as \(2 \times 10^{-3}\) in this paper. \(\gamma^a, S^a\) and \(C^a\) represent the posterior probability, the predicted centers, and the normalized centers of \(\mathcal{P}^a\), respectively. Similarly, \(\gamma^b, S^b\) and \(C^b\) are related to \(\mathcal{P}^b\).

Finally, the total loss is defined as a combination of \(\mathcal{L}_{\text{global}}\) and \(\mathcal{L}_{\text{local}}\):

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{global}} + \mathcal{L}_{\text{local}}. \quad (13)
\]

IV. EXPERIMENTS

In this section, we present the implementation details, the setup of pre-training and the downstream fine-tuning. Then, we explore the performance of the results for object classification, 3D part and semantic segmentation.

A. Implementation details

Our implementation is built on the Pytorch [51] library. We used AdamW [52] as the default optimizer with the base learning rate of 0.001. The batch size was set to 32, and the learning rate was delayed by 0.7 in every 20 epochs. We trained our model 200th epoch. As shown in Figure 6, the loss function decreased and stabilized at around the 200th epoch. All of our models were trained on two Tesla V100-PCI-E-32G GPUs.

1) Data augmentation: The stochastic data augmentation module transforms any given point cloud randomly resulting in two correlated views of the same point cloud, denoted \(\mathcal{P}^a\) and \(\mathcal{P}^b\), which are considered as a positive pair. In this work, we sequentially apply three simple augmentations: random cropping followed by sampling a fixed number of points for each point cloud, random rotation, and random jittering.

- Random Cropping: For each point cloud, we sample a half-space with a random direction \(s \in S^2\) and shift it such that approximately 85% of the points are retained.
• Random Rotation: The training point cloud is randomly rotated along the axis, and the rolling angles are uniformly chosen between $-5.0^\circ$ and $5.0^\circ$.

• Random Jittering: We randomly jitter the points in the point clouds by adding noise sampled from $\mathcal{N}(0; 0.01)$ and clipped to $[-0.025, 0.025]$ on each axis.

2) Point segmentation backbone: We directly compare our implementation against Jigsaw3D [44], and OcCo [13] by extracting the representation after the last point-wise max-pool layer. Our ConClu is flexible with any neural network architecture designed for point cloud segmentation. Following Jigsaw3D, two 3D backbone networks, PointNet [8] and Dynamic Graph CNN (DGCNN) [10], are implemented for fair comparisons. In all cases, our latent dimension is set to 1024 to match prior works. We extract the global feature embedded inside the point-wise classification backbone, when performing feature extraction for the downstream tasks. In the case of PointNet, we extract the global feature vector directly after the point-wise max-pool operation. Similarly, for DGCNN, we obtain the global feature after the pooling layer after the fifth EdgeConv layer.

3) Pre-training setup: For all experiments, we apply our pretext task on the ModelNet40 [53] dataset to train the backbones. ModelNet40 contains 12,331 meshed models from 40 object categories, split into 9,843 training meshes and 2,468 testing meshes, where the points are sampled from CAD models. Following [38], each point cloud consists of 2,048 points by random sampling on the model surface from every model in ModelNet40. Our pre-training dataset is then constructed by using the training set of ModelNet40. The parameters of our projector $g(\cdot)$ and predictor $q(\cdot)$ are set as:

• Projection MLP: The projection MLP (in $g$) consists of 3 fully connected layers. Each layer is composed of a linear layer followed by batch normalization. The hidden layer and the final linear layer output dimension are 1024 and 256, respectively. Except the final layer, each layer has a LeakyReLU activation [48].

• Prediction MLP: The prediction MLP (in $q$) consists of a linear layer with output size 512 followed by batch normalization, a LeakyReLU activation, and a final linear layer with output dimension 256.

B. Fine-Tuning Setup

1) Object Classification: Two classification benchmarks, ModelNet40 [53] and ModelNet10 [53] are used to evaluate the shape understanding capability of our unsupervised learning model. ModelNet10 dataset contains 4,899 pre-aligned shapes from 10 categories. There are 3,991 (80%) shapes for training and 908 (20%) shapes for testing. Following the common protocol presented in prior work [13], [18], a simple linear SVM classifier is adopted to measure the learned representations. The SVM is trained with the extracted global features from the training sets of ModelNet40/10 datasets. Each point cloud consists of randomly sampled 2,048 points from each shape.

Our ConClu compares against a set of methods consisting of previous generative and contrastive approaches, as well as PointNet and DGCNN models with various pretext tasks. The classification results on the test sets are summarized in Table I. The proposed ConClu outperforms all the counterparts that adopt the same backbones. On ModelNet40, our basic PointNet backbone achieves better classification accuracy (89.6%) than the second-best, a modern generating model OcCo [13] (88.7%) and a contrastive approach STRL* [38] (88.3%) which is pre-trained on a larger dataset ShapeNet [54]. Notably, the linear SVM classification performance of our method even surpasses the performance of the fully supervised PointNet, which trains to 89.2% test accuracy from random initialization. Our DGCNN-based model achieves a 91.8% test accuracy, and it outperforms the second-best, STRL* (90.9%), by 0.9%, the pretext task based on Spatio-temporal cues. Our proposed method also attained competitive results on the ModelNet10 dataset, which further justifies the effectiveness of our method. Table I also shows the results of the modified PointNet++ backbone (small) by PointGLR [18], and our approach achieves the state-of-the-art performance of 92.4%. We further re-trained PointGLR (91.9%) with our data augmentation strategies for a fair comparison. Different from the original experiment with PointGLR, the normal vector information is not used.

To gain a better understanding of the unsupervised representation learning capability of our proposed method, we provide a visualization of the global features of PointNet, and DGCNN backbones with OcCo [13] and our ConClu on the ModelNet10 test set in Figures 7 and 8. The features are mapped to 2D space computed using the common dimensionality reduction technique, T-SNE. Fig. 7 (a) and (b) display the embedding...
and 85.2% mIoU overall test accuracy, and it outperforms the random initialized DGCNN (92.2 OA, 84.4% mIoU) by more than 2.6% OA and 0.8% mIoU. It also slightly surpasses the second-best, OcCo initialized DGCNN (94.4% OA, 85.0% mIoU) by 0.4% OA, 0.2% mIoU. Fig. 9 visualizes the results of part segmentation initialized with our model, showing that our method can achieve a excellent performance for part segmentation.

### Table II

| Encoder | Method       | OA (%) | mIoU (%) |
|---------|--------------|--------|----------|
| PointNet| Random       | 92.2   | 84.4     |
|         | Jigsaw [44]  | 93.1   | 82.2     |
|         | OcCo [13]    | 93.4   | 83.4     |
|         | Ours ConClu  | 93.7   | 84.0     |
| DGCNN   | Random       | 92.7   | 84.3     |
|         | Jigsaw [44]  | 94.4   | 85.0     |
|         | OcCo [13]    | 94.4   | 85.0     |
|         | Ours ConClu  | 94.8   | 85.2     |

3) Semantic segmentation: Semantic segmentation, a technique that associates points or voxels with semantic object labels [58], is a fundamental research challenge in point cloud processing. We use this task to evaluate the effectiveness of our method on data that goes beyond simple, free-standing objects. The pre-trained model of the semantic segmentation is fine-tuned on the Stanford Large Scale 3D Indoor Spaces (S3DIS) benchmark [59]. S3DIS consists of 3D scans collected using Matterport scanners from 6 indoor areas, containing 271 rooms and 13 semantic classes. The same pre-processing, post-processing, and training settings as [13] are adopted in our experiments. Each point is described by a 9-dimensional vector (coordinates, RGBs, and normalized location). Table III summarizes the quantitative results. The ConClu-initialized models outperform the excellent baselines Jigsaw and OcCo, in terms of OA and mIoU. PointNet and DGCNN initialized with our ConClu consistently improve their random-initialized counterpart by 4.0% to 1.3% in OA and 8.2% to 4.3% in mIoU. Fig. 10 shows the visualization results, and the predictions are very close to the ground truth.

### Table III

| Encoder | Method       | OA (%) | mIoU (%) |
|---------|--------------|--------|----------|
| PointNet| Random       | 78.9   | 47.0     |
|         | Jigsaw [44]  | 80.1   | 52.6     |
|         | OcCo [13]    | 82.0   | 54.9     |
|         | Ours ConClu  | 82.9   | 55.2     |
| DGCNN   | Random       | 83.7   | 54.9     |
|         | Jigsaw [44]  | 84.1   | 55.6     |
|         | OcCo [13]    | 84.6   | 58.0     |
|         | Ours ConClu  | 85.0   | 59.2     |

### C. Ablation study and analysis

1) Number of clusters: We first explore the influence of the number of clusters or partitions $J$ used in the point-level results of PointNet trained by OcCo [13] and our ConClu, respectively. The embeddings of “nightstand” and “dresser” are mixed together for both methods due to their strong visual similarities. Similar results can be observed from Fig. 8 (a) and (b), which show the embedding results of DGCNN trained by OcCo [13] and our ConClu, respectively. In general, our method generates more discriminative clusters than OcCo [13], which demonstrates the semantic and class separable ability of our unsupervised learning method.

2) Part segmentation: We adopt a part segmentation task to explore the per-point features obtained through our unsupervised pre-training. Part segmentation aims to assign the part category label (e.g., chair leg, cup handle) to each point for an inputted 3D point cloud. We fine-tune and evaluate the model on the ShapeNetPart [54] benchmark, which contains 16,881 objects from 16 categories and has 50 parts in total. Each object consists of 2048 points. During testing, the post-processing is the same as [8]. The overall accuracy (OA) and the mean class intersection over union (mIoU) are used as evaluative criteria to evaluate segmentation performance. Table II compares ConClu initialization with random, Jigsaw [44], and OcCo [13] initialization on object part segmentation. Our method improves the part segmentation performance and exceeds the state-of-the-art baselines (Jigsaw and OcCo) in terms of OA and mIoU. For PointNet, our pre-training improves the performance by 1.9% OA and 1.8% mIoU compared against training using random initialization (93.7% OA, 84.0% mIoU). Our ConClu initialized DGCNN backbone achieves 94.8% OA and 85.2% mIoU overall test accuracy, and it outperforms the random initialized DGCNN (92.2 OA, 84.4% mIoU) by more than 2.6% OA and 0.8% mIoU. It also slightly surpasses the second-best, OcCo initialized DGCNN (94.4% OA, 85.0% mIoU) by 0.4% OA, 0.2% mIoU. Fig. 9 visualizes the results of part segmentation initialized with our model, showing that our method can achieve a excellent performance for part segmentation.

![Fig. 7. T-SNE visualizations of the unsupervisedly learned representations using PointNet backbone on the ModelNet10 test set. Different color represents different categories. (a): OcCo [13]. (b): Ours. Our method produces more separable clusters for different categories.](image1)

![Fig. 8. T-SNE visualizations of the unsupervisedly learned representations using DGCNN backbone on the ModelNet10 test set. Different color represents different categories. (a): OcCo [13]. (b): Ours. Our method produces more separable clusters for different categories.](image2)
clustering block, and Table IV shows the results. It is observed that varying the number of clusters by order of magnitude (16-256) affects the performance slightly (at most 0.5 and 0.6 on ModelNet40 for PointNet and DGCNN, respectively) when they are between 32 and 128. Table IV demonstrates that the number of clusters has little influence, as long as they are “enough”. Throughout the paper, we train point-level clustering block with 64 clusters for PointNet and DGCNN as it produces a good performance. Note that 32 clusters are selected for PointNet++ in our classification task (Table I), since its final layer before max-pooling only outputs 128 point-wise features.

2) Batch size: Usually, the contrastive methods that draw negative examples from the mini-batch suffer from performance drops when their batch size is reduced. Our instance-level contrasting approach does not use negative examples, and it is thus expected to be more robust to smaller batch sizes when compared to the contrastive approaches. To empirically verify this hypothesis, SimCLR [24] is chosen as our baseline. SimCLR repulses different negative pairs, while attracting the same positive pairs. We train our instance-level contrasting and SimCLR using different batch sizes from 8 to 48. Table V tabulates the performance of both instance-level contrasting and our reproduction of SimCLR for batch sizes between 48 down to 8. The performance of SimCLR rapidly deteriorates when the batch size is 8, likely due to the decrease in the number of negative examples. By contrast, the fluctuation of performance of our approach is slight, which suggests that our method is robust to batch sizes as long as there are “enough” for batch normalization. Note that the influence of the batch size for point-level clustering is not discussed here since our clustering method is not involved in contrasting the similarity of pairs.

| Method          | 8    | 16   | 24   | 32   | 40   | 48   |
|-----------------|------|------|------|------|------|------|
| PointNet + SimCLR | 87.5 | 88.0 | 88.2 | 88.1 | 88.5 | 88.4 |
| PointNet + Ours | 88.5 | 88.3 | 88.8 | 88.7 | 88.4 | 88.6 |
| DGCNN + SimCLR  | 88.6 | 89.3 | 89.4 | 89.5 | 89.7 | 90.1 |
| DGCNN + Ours    | 91.0 | 91.2 | 91.1 | 91.2 | 91.3 | 91.2 |

3) Method Design Analysis: To examine the effectiveness of our designs, we also analyze PointNet and DGCNN on ModelNet40/10. Here, the projection dimension for PointNet and DGCNN is 256, and the batch size is 32. The results on ModelNet40 are summarized in Table VI (MN40). The instance-level contrasting model gets a classification accuracy of 91.2% for DGCNN and 88.7% for PointNet. Point-level clustering can significantly improve the accuracy of the baseline model, which increased nearly by 0.9% and 0.6% for PointNet and DGCNN,
respectively. A similar conclusion can be drawn on ModelNet10 from Table VI (MN10). DGCNN can achieve the accuracy of 93.8%, and PointNet can achieve the accuracy of 92.4% only utilizing the instance-level contrasting. When instance-level contrasting is incorporated with point-level clustering, it can improve the performance of PointNet by 0.8% and DGCNN by 1.1%, respectively. Note that our point-level clustering-based unsupervised learning also achieves competitive results. It convincingly verifies the effectiveness of our methods.

| Model          | $\mathcal{L}_{\text{global}}$ | $\mathcal{L}_{\text{local}}$ | Accuracy |
|---------------|-------------------------------|-------------------------------|----------|
| PointNet ConClu | ✓                             | ✓                             | 88.7     |
| DGCNN ConClu  | ✓                             | ✓                             | 91.2     |

V. CONCLUSION

We have proposed ConClu, a general unsupervised representation learning scheme for 3D point cloud by combining instance contrasting and points clustering to enable learning the global and local geometries. Our approach has shown promising results in transferring the pre-trained representations to various downstream 3D understanding tasks (e.g., classification, part segmentation, and semantic segmentation). Our ConClu is independent of any specific neural network architecture for point-wise classification, which allows us to use our method as a generic module for feature extraction from raw point cloud data to improve other 3D models performances.
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