ON PSEUDOCONFORMAL BLOW-UP SOLUTIONS TO THE SELF-DUAL CHERN-SIMONS-SCHRÖDINGER EQUATION: EXISTENCE, UNIQUENESS, AND INSTABILITY
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Abstract. We consider the self-dual Chern-Simons-Schrödinger equation (CSS), also known as a gauged nonlinear Schrödinger equation (NLS). CSS is $L^2$-critical, admits solitons, and has the pseudoconformal symmetry. These features are similar to the $L^2$-critical NLS. In this work, we consider pseudoconformal blow-up solutions under $m$-equivariance, $m \geq 1$. Our result is threefold. Firstly, we construct a pseudoconformal blow-up solution $u$ with given asymptotic profile $z^*$:

$$
\left[ u(t,r) - \frac{1}{|t|} Q \left( \frac{r}{|t|} \right) e^{-i \frac{r^2}{4|t|}} \right] e^{i m \theta} \to z^* \quad \text{in} \ H^1
$$
as $t \to 0^-$, where $Q(r)e^{im\theta}$ is a static solution. Secondly, we show that such blow-up solutions are unique in a suitable class. Lastly, yet most importantly, we exhibit an instability mechanism of $u$. We construct a continuous family of solutions $u^{(\eta)}$, $0 \leq \eta \ll 1$, such that $u^{(0)} = u$ and for $\eta > 0$, $u^{(\eta)}$ is a global scattering solution. Moreover, we exhibit a rotational instability as $\eta \to 0^+$: $u^{(\eta)}$ takes an abrupt spatial rotation by the angle $(\frac{m+1}{m})\pi$ on the time interval $|t| \lesssim \eta$.

We are inspired by works in the $L^2$-critical NLS. In the seminal work of Bourgain and Wang (1997), they constructed such pseudoconformal blow-up solutions. Merle, Raphaël, and Szeftel (2013) showed an instability of Bourgain-Wang solutions. Although CSS shares many features with NLS, there are essential differences and obstacles over NLS. Firstly, the soliton profile to CSS shows a slow polynomial decay $r^{-(m+2)}$. This causes many technical issues for small $m$. Secondly, due to the nonlocal nonlinearities, there are strong long-range interactions even between functions in far different scales. This leads to a nontrivial correction of our blow-up ansatz. Lastly, the instability mechanism of CSS is completely different from that of NLS. Here, the phase rotation is the main source of the instability. On the other hand, the self-dual structure of CSS is our sponsor to overcome these obstacles. We exploited the self-duality in many places such as the linearization, spectral properties, and construction of modified profiles.
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1. Introduction

The Chern-Simons-Schrödinger equations can be viewed as gauged nonlinear Schrödinger equations that generalize the one dimensional cubic nonlinear Schrödinger equation to the planar domain, with nonvanishing Chern-Simons gauge coupling. Interesting novel features are the self-duality and presence of vortex solitons. The goal of this work is to study a dynamical feature of this gauged nonlinear Schrödinger equation under self-duality. More specifically, we study pseudoconformal blow-up solutions. We construct a pseudoconformal blow-up solution for each given asymptotic profile (Theorem 1.1) and show that such a solution is unique (Theorem 1.2). Next, we exhibit a rotational instability of the blow-up solution (Theorem 1.3).

Our work is inspired by works in the context of $L^2$-critical nonlinear Schrödinger equation, by Bourgain and Wang [3], and Merle, Raphaël, and Szeftel [50].

The Chern-Simons theory is a three dimensional topological gauge field theory whose action is an integral of Chern-Simons 3-form [7]. It has applications in condensed matter physics, knot theory, and low dimensional invariant theory.

As the Chern-Simons theory is formulated on three dimensional domain (space-time), it is applicable to describe the dynamics of particles confined to a spatial plane, so called planar physical phenomena, e.g. quantum Hall effect and high temperature superconductivity. This is a sharp contrast to the Yang-Mills or Maxwell theory that takes place on four dimensional space-time. In the 90’s, relativistic and non-relativistic Chern-Simons models were introduced to study vortex solutions in planar quantum electromagnetic dynamics. The Chern-Simons-Schrödinger equations [17–20] are nonrelativistic quantum models describing the dynamics of a large number of charged particles in the plane, that interact among themselves and the electromagnetic gauge field.

1.1. Covariant formulation. The Chern-Simons-Schrödinger model is a Lagrangian field theory on $\mathbb{R}^{1+2}$ associated to the action

$$S[\phi, A] := \int_{\mathbb{R}^{1+2}} \left( \frac{1}{2} \text{Im}(\overline{\partial} D \phi) + \frac{1}{2} |D \phi|^2 - \frac{g}{4} |\phi|^4 \right) + \int_{\mathbb{R}^{1+2}} \frac{1}{2} A \wedge dA.$$  

Here, $\phi : \mathbb{R}^{1+2} \to \mathbb{C}$ is a scalar field, $D_{\alpha} := \partial_{\alpha} + i A_{\alpha}$ for $\alpha \in \{0, 1, 2\}$ is the covariant derivative, $A := A dt + A_1 dx_1 + A_2 dx_2$ is the associated 1-form, $|D_{\alpha} \phi|^2 := |D_1 \phi|^2 + |D_2 \phi|^2$, and $g > 0$ is the strength of the nonlinearity.

In a more abstract fashion, one can view $\phi$ as a section of a $U(1)$ bundle over $\mathbb{R}^{1+2}$. As the topology of $\mathbb{R}^{1+2}$ is trivial, there is a global orthonormal frame, on which a metric connection $D$ is viewed as $D = d + iA$ for some real-valued 1-form $A$.

Computing the Euler-Lagrange equation, we obtain the Chern-Simons-Schrödinger equation

$$\begin{align*}
D_1 \phi &= i D_2 \phi + ig |\phi|^2 \phi, \\
F_{01} &= -\text{Im}(\overline{\phi} D_2 \phi), \\
F_{02} &= \text{Im}(\overline{\phi} D_1 \phi), \\
F_{12} &= -\frac{1}{2} |\phi|^2,
\end{align*}$$  

(1.1)
where $F_{jk} = \partial_j A_k - \partial_k A_j$ are components of the curvature 2-form $F := dA$. Repeated index $j$ means that we sum over $j \in \{1, 2\}$. We note that

\[
D_\alpha D_\beta - D_\beta D_\alpha = iF_{\alpha\beta}.
\]

(1.1) is gauge-invariant. Indeed, if $(\phi, A)$ is a solution to (1.1) and $\chi : \mathbb{R}^{1+2} \to \mathbb{R}$ is any function, then

\[
(e^{i\chi} \phi, A - d\chi)
\]

is also a solution to (1.1) \[1\] When $\chi$ is a constant function on $\mathbb{R}^{1+2}$, we have phase rotation symmetry.

In addition to gauge invariance, (1.1) enjoys many symmetries. It is invariant under space/time translations and spatial rotations. It also has time reversal symmetry (with conjugating $\phi$) and Galilean invariance. Moreover, (1.1) enjoys scaling and pseudoconformal invariance. More precisely, assuming that $(\phi, A)$ is a solution to (1.1), so is $(\tilde{\phi}, \tilde{A})$:

- **$L^2$-scaling:** for any fixed $\lambda > 0$,

\[
\begin{align*}
\tilde{\phi}(t, x) := \lambda \phi(\lambda^2 t, \lambda x), \\
\tilde{A}_0(t, x) := \lambda^2 A_0(\lambda^2 t, \lambda x), \\
\tilde{A}_j(t, x) := \lambda A_j(\lambda^2 t, \lambda x).
\end{align*}
\]

(1.3)

- **Pseudoconformal invariance:** (discrete form)

\[
\begin{align*}
\tilde{\phi}(t, x) := \frac{1}{1 + 2i\phi} \phi(-\frac{1}{\lambda}, \frac{x}{\lambda}), \\
\tilde{A}_0(t, x) := \frac{1}{\lambda} A_0(-\frac{1}{\lambda}, \frac{x}{\lambda}) - \frac{\lambda}{2\pi} A_j(-\frac{1}{\lambda}, \frac{x}{\lambda}), \\
\tilde{A}_j(t, x) := \frac{\lambda}{2\pi} A_j(-\frac{1}{\lambda}, \frac{x}{\lambda}),
\end{align*}
\]

(1.4)

(or, in continuous form) for any fixed $a \in \mathbb{R}$,

\[
\begin{align*}
\tilde{\phi}(t, x) := \frac{1}{1 + 2i\phi} e^{i\frac{1}{\lambda} a |x|^2} \phi\left(\frac{1}{1 + 2|\lambda|}, \frac{x}{1 + 2|\lambda|}\right), \\
\tilde{A}_0(t, x) := \frac{1}{1 + 2|\lambda|} A_0\left(\frac{1}{1 + 2|\lambda|}, \frac{x}{1 + 2|\lambda|}\right) - \frac{\lambda}{2\pi} A_j\left(\frac{1}{1 + 2|\lambda|}, \frac{x}{1 + 2|\lambda|}\right), \\
\tilde{A}_j(t, x) := \frac{\lambda}{2\pi} A_j\left(\frac{1}{1 + 2|\lambda|}, \frac{x}{1 + 2|\lambda|}\right).
\end{align*}
\]

(1.5)

As the scaling invariance (1.3) preserves the $L^2$-norm of $\phi$, we say that (1.1) is $L^2$-critical. The pseudoconformal invariance is a special feature of (1.1). In the context of nonlinear Schrödinger equations, pseudoconformal invariance holds only in the $L^2$-critical setting. It is natural to view (1.1) as a gauged $L^2$-critical nonlinear Schrödinger equation.

By Noether’s principle, associated with phase and space-time translation invariance, the charge $M$, momentum $J_j$, and energy $E$ are conserved:

\[
\begin{align*}
M &:= \int_{\mathbb{R}^2} |\phi|^2, \\
J_j &:= \int_{\mathbb{R}^2} \text{Im}(\bar{\phi} D_j \phi), \\
E &:= \int_{\mathbb{R}^2} \left(\frac{1}{2} |D_x \phi|^2 - \frac{g}{4} |\phi|^4\right).
\end{align*}
\]

\[1\]Gauge invariance of (1.1) under (1.2) holds for an arbitrary $\chi$. Under the additional assumption that $\chi$ is compactly supported in $\mathbb{R}^{1+2}$, the action $S$ is gauge-invariant from the algebra $\int_{\mathbb{R}^{1+2}} dx \wedge dA = \int_{\mathbb{R}^{1+2}} d(\chi \wedge dA) = 0$. Although the Chern-Simons density $\frac{i}{4}(A \wedge dA)$ is not gauge-invariant itself, its integral is gauge-invariant. Note that the remaining densities are gauge-invariant.
These are gauge-invariant quantities. There are other conservation laws, such as the angular momentum and normalized center of mass, associated with rotation and Galilean invariance. Finally, from the scaling and pseudoconformal symmetries, we have virial identities

\[
\begin{align*}
\partial_t \left( \int_{\mathbb{R}^2} |x|^2 |\phi|^2 \right) &= 8 \Phi, \\
\partial_t \Phi &= 2E,
\end{align*}
\]

where

\[\Phi := \frac{1}{2} \int_{\mathbb{R}^2} \text{Im}(\bar{\phi} \cdot x_j D_j \phi).\]

One can alternatively write (1.6) as

\[
8t^2 E^{ij} \phi(0)) = \int_{\mathbb{R}^2} |x|^2 |\phi(t, x)|^2.
\]

The aforementioned conservation laws can also be obtained from the pseudo-stress-energy tensor, which is defined by

\[
\begin{align*}
T_{00} &:= \frac{1}{2} |\phi|^2, \\
T_{j0} &= T_{0j} := \text{Im}(\bar{\phi} D_j \phi), \\
T_{jk} &= T_{kj} := 2\text{Re}(\bar{D}_j \phi D_k \phi) - \delta_{jk} (\Delta T_{00} + g|\phi|^2 T_{00}).
\end{align*}
\]

Here \(\delta_{jk}\) is the Kronecker-delta and \(\Delta\) is the Laplacian on \(\mathbb{R}^2\). We have local conservation laws

\[
\begin{align*}
\partial_t T_{00} + \partial_k T_{0k} &= 0, \\
\partial_t T_{j0} + \partial_k T_{jk} &= 0.
\end{align*}
\]

Taking space-time integrals of \(T_{\alpha 0}\) with various weights, we obtain conservation laws.

**Bogomol’nyi operator.** Let \(\tilde{D}_+\) be the Bogomol’nyi operator defined by

\[
\tilde{D}_+ := D_1 + iD_2.
\]

Its formal \(L^2\)-adjoint is given by \(\tilde{D}_+^* = -D_1 + iD_2\). Observe using (1.1) that

\[
\tilde{D}_+^* \tilde{D}_+ = -D_1 D_2 + F_{12} = -D_1 D_2 - \frac{1}{2} |\phi|^2.
\]

Now the \(\phi\)-evolution of (1.1) is rewritten as

\[
iD_t \phi - \tilde{D}_+^* \tilde{D}_+ \phi + (g - \frac{1}{2}) |\phi|^2 \phi = 0.
\]

Moreover, we can rewrite the energy functional as

\[
E = \int_{\mathbb{R}^2} \left( \frac{1}{2} |\tilde{D}_+ \phi|^2 + \frac{1 - g}{4} |\phi|^4 \right).
\]

If \(g < 1\), the energy is positive-definite. Thus it is natural to view (1.1) with \(g < 1\) as a defocusing equation, for which the global well-posedness and scattering are expected. If \(g > 1\), then (1.1) is viewed as a focusing equation that admits non-scattering (and even blow-up) solutions. We are interested in (1.1) with the critical coupling \(g = 1\), which is referred to as the self-dual case. From Section 1.3, we restrict our discussions to the self-dual case.

\[\text{There is also a local conservation law for the energy. If we define the energy current by } e_0 := \frac{1}{2} |D_\alpha \phi|^2 - \frac{1}{4} |\phi|^4 \text{ and } e_j := -\text{Re}(\bar{D}_j \phi D_k \phi), \text{ then we have } \partial_t e_0 + \partial_j e_j = 0.\]
Polar coordinates. Before imposing equivariant symmetry, it is convenient to formulate (1.1) in polar coordinates on $\mathbb{R}^2$. Let $r := |x|$, and define

$$\partial_r := \frac{1}{r}(x_1 \partial_1 + x_2 \partial_2) \quad \text{and} \quad \partial_\theta := -x_2 \partial_1 + x_1 \partial_2.$$ 

The corresponding covariant derivatives, connection, and curvature components become

$$D_r = \frac{1}{r}(x_1 D_1 + x_2 D_2); \quad D_\theta = -x_2 D_1 + x_1 D_2;$$

$$A_r = \frac{1}{r}(x_1 A_1 + x_2 A_2); \quad A_\theta = -x_2 A_1 + x_1 A_2;$$

$$F_{\theta r} = -\frac{i}{2} \text{Im}(\bar{\phi} \partial_\theta \phi); \quad F_{0 \theta} = r \text{Im}(\bar{\phi} \partial_r \phi);$$

$$F_{r \theta} = r F_{12} = -\frac{i}{2} |\phi|^2.$$ 

The Bogomol’nyi operator has a simple expression in polar coordinates:

$$\tilde{D}_+ = e^{i \theta}[D_r + \frac{i}{r} D_\theta] \quad \text{and} \quad \tilde{D}_- = -e^{-i \theta}[D_r - \frac{i}{r} D_\theta].$$

In particular, we can rewrite the covariant Laplacian $D_j D_j$ as

$$D_j D_j = -\tilde{D}_+ \tilde{D}_- - \frac{1}{2} |\phi|^2 = D_r D_r + \frac{1}{r} D_r + \frac{1}{r^2} D_\theta D_\theta.$$ 

Now the $\phi$-evolution of (1.1) reads

$$i D_\phi + \left(D_r D_r + \frac{1}{r} D_r + \frac{1}{r^2} D_\theta D_\theta\right) \phi + g |\phi|^2 \phi = 0.$$ 

The energy takes the form

$$E = \int_{\mathbb{R}^2} \left(\frac{1}{2} |D_r \phi|^2 + \frac{1}{r^2} |D_\theta \phi|^2 - \frac{g}{4} |\phi|^4\right).$$

1.2. Coulomb gauge and equivariance reduction. Recall that (1.1) has gauge invariance (1.2). Physically, we cannot observe $\phi$ and $A$ by themselves, we only observe gauge-invariant quantities. Thus the evolution of $(\phi, A)$ described by (1.1) should be understood modulo gauge equivalence. In order to discuss the Cauchy problem of (1.1), we need to choose one representative $(\phi, A)$ from its (gauge-)equivalence class. This is usually established by imposing a gauge condition (or, fixing a gauge). In general, the Cauchy problem depends on the choice of gauge.

The Cauchy problem of (1.1) have been studied under the Coulomb gauge and heat gauge. Under the Coulomb gauge, Bergé-de Bourd-Saut [1] obtained local well-posedness in $H^2$. By a regularization argument, they also obtained global existence in $H^1$ for $H^1$ data having small charge, without uniqueness. Huh [15] showed that (1.1) has a unique-in-time solution for $H^1$ data, without continuous dependence though. Recently, Lim [35] obtained $H^1$ local well-posedness with local-in-time weak Lipschitz dependence. Using the heat gauge, Liu-Smith-Tataru [37] established local well-posedness in $H^\epsilon$, $\epsilon > 0$, for small $H^\epsilon$ data with strong Lipschitz dependence. Under the equivariant symmetry (with Coulomb gauge), $L^2$-critical local theory is easily obtained solely using the Strichartz estimates by Liu-Smith [36].

There are also works on global-in-time behaviors. Pseudoconformal symmetry (1.4) applied to the static solution (1.26) directly gives a finite time blow-up solutions in the self-dual case $g = 1$. [14,17]. On the other hand, Bergé-de Bourd-Saut [1] gave sufficient conditions on initial data yielding finite-time blow-up, based on virial identities (1.6) and a convexity argument. Oh-Pusateri [51] obtained small data linear scattering for (1.1) under the Coulomb gauge, by observing a cubic null structure. Using concentration-compactness arguments, Liu-Smith [36] showed...
global well-posedness and scattering for (1.1) under equivariance, if \( g < 1 \) or if the data has charge less than that of minimal standing waves when \( g \geq 1 \).

In this work, we impose the **Coulomb gauge condition**:

\[
\partial_t A_1 + \partial_t A_2 = 0.
\]

(1.15)

Differentiating curvature constraints (1.1) and using (1.15), we obtain

\[
A_0 = \Delta^{-1} [\epsilon_{jk} \partial_j \text{Im} (\mathbf{D}_k \phi)],
\]

\[
A_j = \frac{i}{2} \epsilon_{jk} \Delta^{-1} \partial_k |\phi|^2,
\]

where \( \epsilon_{jk} \) is the anti-symmetric tensor with \( \epsilon_{12} = 1 \). In particular, the spatial part of \( A \) is given by the **Biot-Savart law**

\[
A_j(t, x) = \frac{1}{4\pi} \epsilon_{jk} \int_{\mathbb{R}^2} (x_k - y_k) \frac{|\phi(t, y)|^2}{|x - y|^2} dy.
\]

(1.16)

As recognized in [17], (1.1) under the Coulomb gauge has a **Hamiltonian structure**. Indeed, it is a Hamiltonian flow associated to the energy \( E \) with the symplectic form \( \omega(\phi, \psi) := \text{Im} \int_{\mathbb{R}^2} \phi \partial \psi \). It is helpful to keep this structure in mind, as our duality estimates, self-dual form of the linearized operator, and expansion of the energy functional will all be intuitively based on the Hamiltonian structure.

**Equivariance under the Coulomb gauge.** Under the Coulomb gauge condition (1.15), we impose an **equivariance ansatz** as

\[
\phi(t, x) = e^{im\theta} u(t, r)
\]

for \( m \in \mathbb{Z} \), where \( x = x_1 + ix_2 = re^{i\theta} \). We call \( m \) the **equivariance index**. We will often write \( u \) in place of \( \phi \) when there is no confusion. For example, we denote (1.19) and (1.20) below by \( A_\theta[u] \) and \( A_0[u] \). Or, the energy \( E[\phi, A] = E[u, A[u]] \) is simply denoted by \( E[u] \).

Under the equivariance ansatz (1.17), the connection components \( A_r, A_\theta, \) and \( A_0 \) have simple expressions. Inserting (1.17) into the Biot-Savart law (1.16), we obtain

\[
A_r = 0.
\]

(1.18)

Now \( A_\theta \) can be obtained via integrating the curvature constraint from the origin:

\[
A_\theta = -\frac{1}{2} \int_0^r |u|^2 r' dr'.
\]

(1.19)

To get \( A_0 \), we integrate the curvature constraint from the infinity using the boundary condition \( A_0(r) \to 0 \) as \( r \to \infty \):

\[
A_0 = -\int_r^\infty (m + A_\theta) |u|^2 \frac{dr'}{r'}.
\]

(1.20)

The Bogomol’nyi operator takes the form

\[
\mathbf{D}_+ \phi = e^{i\theta} \mathbf{D}_r + \frac{\hat{i}}{r} \mathbf{D}_\theta \phi = \left[ (\partial_r - \frac{m + A_\theta}{r}) u \right] e^{(m+1)i\theta}.
\]

Taking the radial part, we write

\[
\mathbf{D}_+ u := \partial_r u - \frac{m + A_\theta}{r} u.
\]

(1.21)

Note that its formal \( L^2 \)-adjoint is given by \( \mathbf{D}_-^* u = -\partial_r u - \frac{m + A_\theta}{r} u \).

We sum up our discussions so far. Let \( A_r, A_\theta, \) and \( A_0 \) be given by (1.18), (1.19), and (1.20), respectively. From (1.13), the \( \phi \)-evolution is given by

\[
i\partial_t \phi - A_0 \phi + (\partial_{rr} + \frac{1}{r} \partial_r) \phi - \left( \frac{m + A_\theta}{r} \right) ^2 \phi + g|\phi|^2 \phi = 0.
\]
Separating linear and nonlinear parts, we reorganize the above as

\begin{equation}
\tag{1.22}
i \partial_t \phi + \Delta \phi = -g|\phi|^2 \phi + \frac{2mA_\theta}{r^2} \phi + \frac{A_0^2}{r^2} \phi + A_0 \phi.
\end{equation}

The \(u\)-evolution is given by

\begin{equation}
\tag{1.23}
i \partial_t u + \Delta_m u = -g|u|^2 u + \frac{2mA_\theta}{r^2} u + \frac{A_0^2}{r^2} u + A_0 u,
\end{equation}

where \(\Delta_m\) is the Laplacian adapted to \(m\)-equivariant functions

\begin{equation}
\tag{1.24}
\Delta_m := \partial_{rr} + \frac{1}{r} \partial_r - \frac{m^2}{r^2}.
\end{equation}

From (1.12) and (1.14), the energy takes either the forms

\begin{equation*}
E = \begin{cases} 
\frac{1}{2} \left( \frac{1}{2} \partial_r u^2 + \frac{1}{2} \left( \frac{m + A_x}{r} \right)^2 |u|^2 - \frac{g}{4} |u|^4 \right), & \text{or} \\
\frac{1}{2} \int \left( \frac{1}{2} |D_+ u|^2 + \frac{1 - g}{4} |u|^4 \right).
\end{cases}
\end{equation*}

Here, \(\int\) denotes the integral \(2\pi \int_0^\infty r dr\), as noted in (2.1).

1.3. **Static solution \(Q\) for the self-dual (CSS).**

From now on, we restrict to the self-dual case \(g = 1\).

Substituting \(g = 1\) into (1.12), the energy functional reads

\begin{equation}
E = \int_{\mathbb{R}^2} \frac{1}{2} |\tilde{D}_+ \phi|^2,
\end{equation}

provided \(F_{12} = -\frac{1}{2} |\phi|^2\). In particular, the energy is always nonnegative. Here we explore the connection between zero-energy solutions and static solutions. It turns out that static solutions have zero energy and satisfies a first-order equation, and any zero-energy solutions are gauge equivalent to static solutions.

Let \(\phi : \mathbb{R}^2 \to \mathbb{C}\) and \(A_x = A_1 dx_1 + A_2 dx_2\) satisfy \(F_{12} = -\frac{1}{2} |\phi|^2\). Then \((\phi, A_x)\) has zero energy if and only if \(\tilde{D}_+ \phi = 0\). We call the Bogomol’nyi (or, self-dual) equation

\begin{equation}
\tag{1.25}
\tilde{D}_+ \phi = 0,
\end{equation}

\begin{equation}
\tag{1.26}
F_{12} = -\frac{1}{2} |\phi|^2.
\end{equation}

The self-duality can be seen from the identity [17]

\begin{equation}
D_j \phi = -i \epsilon_{jk} D_k \phi.
\end{equation}

If we extend \((\phi, A)\) on \(\mathbb{R}^{1+2}\) by requiring

\begin{equation}
\partial_\tau \phi = 0, \quad A_0 = \frac{1}{2} |\phi|^2, \quad \text{and} \quad \partial_\tau A = 0,
\end{equation}

then the solution \((\phi, A)\) solves (1.1). As \((\phi, A)\) does not depend on time, such a solution is called static.

Consider now a solution \((\phi, A)\) to (1.1) having zero energy. It should satisfy the Bogomol’nyi equation (1.24) for each time. If we make a gauge transform such that \(A_0 = \frac{1}{2} |\phi|^2\), then by (1.10) \(\phi\) becomes static:

\begin{equation}
\partial_\tau \phi = -iA_0 \phi + iD_j D_j \phi + i|\phi|^2 \phi = -i\tilde{D}_+ \tilde{D}_+ \phi = 0.
\end{equation}

Thus zero energy solutions are gauge equivalent to static solutions.

In fact, the converse direction holds. More precisely, if \((\phi, A)\) is a static solution to (1.1), then it satisfies (1.24), \(A_0 = \frac{1}{2} |\phi|^2\), and has zero energy. To see this, (for a rigorous proof, see Huh-Seok [16]) we take the inner product to the static equation (1.25)

\begin{equation}
A_0 \phi - D_j D_j \phi - |\phi|^2 \phi = 0
\end{equation}

with \(\phi\).
with the covariant $L^2$-scaling vector field $(1 + x_k D_k)\phi$ to conclude that $(\phi, A)$ has zero energy. In particular, the Bogomol’nyi equation $\mathbf{D}_+ \phi = 0$ is satisfied. Applying (1.10), we have $A_0 = \frac{1}{2} |\phi|^2$.

We now impose the Coulomb gauge (1.15) and equivariance ansatz (1.17). We concentrate on the physically relevant case $m \geq 0$ [11]. In fact, one can develop the same theory for $m \leq 0$. If $m \leq 0$, one modifies the definition of $\mathbf{D}_+$ by $\mathbf{D}_1 - i \mathbf{D}_2$ and (1.21) becomes

$$\mathbf{D}_+ u = \partial_r u - \frac{|m| + A_0}{r} u.$$ 

The rest of our arguments proceeds analogously.

One can solve (1.24) following Jackiw-Pi [17]. Indeed, using (1.24), we have

$$\partial_r |\phi|^2 = \frac{2m + 2A_0}{r} |\phi|^2.$$ 

If $|\phi(r_0)| = 0$ for some $r_0 \in (0, \infty)$, then $|\phi(r)| = 0$ for all $r \in (0, \infty)$ by the Gronwall inequality. Henceforth, we assume $|\phi| > 0$. Differentiating the curvature constraints, one can see that the charge density $|\phi|^2$ solves the Liouville equation

$$\Delta \log |\phi|^2 = -|\phi|^2.$$

General forms of solutions to the Liouville equation are known. There are explicit $m$-equivariant static solutions

$$\begin{cases}
\phi^{(m)}(t, x) = \sqrt{8}(m + 1) \frac{|x|^m}{1 + |x|^{2(m+1)}} e^{in\theta}, \\
A_j^{(m)}(t, x) = 2(m + 1) \frac{\epsilon_{jk} x_k |x|^{2m}}{1 + |x|^{2(m+1)}}, \\
A_0^{(m)}(t, x) = 4 \left( \frac{m + 1}{1 + |x|^{2(m+1)}} \right)^2.
\end{cases}$$

These solutions are unique up to the symmetries of (CSS); see [6, 8]. Taking the radial part and suppressing the equivariance index $m$, we define

$$Q(r) := \sqrt{8}(m + 1) \frac{r^m}{1 + r^{2(m+1)}}.$$ 

We have

$$M[Q] = 8\pi(m + 1),$$

$$E[Q] = 0,$$

$$A_0[Q](r) = -2(m + 1) \frac{r^{2(m+1)}}{1 + r^{2(m+1)}}.$$ 

1.4. Pseudoconformal blow-up solutions and main results. We restrict ourselves (11) under the Coulomb gauge condition (1.15), equivariance ansatz (1.17), and the self-dual case $g = 1$. Therefore, we arrive at our main equation

($$\text{CSS}$$)

$$i \partial_t u + \Delta_m u = -|u|^2 u + \frac{2m}{r^2} A_0 u + \frac{A_0^2}{r^2} u + A_0 u,$$

where $\Delta_m$ is defined in (1.23) and the connection components are given by (1.18), (1.19), and (1.20):

$$\begin{cases}
A_r = 0, \\
A_\theta = -\frac{1}{2} \int_0^r |u|^2 r' \, dr', \\
A_0 = -\int_\infty^r (m + A_\theta)|u|^2 r' \, dr'.
\end{cases}$$

One should take care of the boundary terms arising from integration by parts. See [16].

As mentioned above, we abuse notations such that $Q(x) = Q(r)e^{in\theta}$ denotes the $m$-equivariant extension of $Q(r)$.
Or, we can also rewrite \((\text{CSS})\) as a radial form
\[
\tilde{u}(t) = \phi(t)u(r(t)) \quad \text{where} \quad r(t) = t^{1/2}
\]
Later, we will write \((\text{CSS})\) in a self-dual form (see \((3.6)\))
\[
i\partial_t u = L^*_+ D^{(s)}_+ u.
\]
The energy functional has either of the forms
\[
E[u] = \left\{ \begin{array}{ll}
\frac{1}{2} \int |\mathbf{D} u|^2, \\
\frac{1}{2} \int |\partial_r u|^2 - \frac{1}{4} \int |u|^4 + \frac{1}{2} \int \left(\frac{m + A g}{r}\right)^2 |u|^2.
\end{array} \right.
\]
In this work, we are going to construct a family of blow-up solutions. Applying the pseudoconformal symmetry \((1.4)\) to the static solution \(Q\), one obtains an explicit finite-time blow-up solution to \((\text{CSS})\) \([14,17]\)
\[
S(t, r) := \frac{1}{|r|} Q\left(\frac{r}{|r|}\right) e^{-t^2 \frac{r^2}{4 |r|^2}}, \quad \forall t < 0,
\]
where we only wrote the radial part of the solution, for the sake of simplicity. One can apply various symmetries of \((\text{CSS})\) to obtain other explicit blow-up solutions.

Another blow-up solutions to \((1.1)\) were considered by Bergé-de Bouard-Saut \([1]\). There, they used the virial identities and a convexity argument of Glassey \([12]\) to give sufficient conditions for solutions of \((1.1)\) to blow up in finite time (e.g. \(E < 0\)). Unfortunately, such a convexity argument is not so useful in the self-dual case \(g = 1\), due to \(E \geq 0\). Indeed, if \(u(t)\) is a solution to \((\text{CSS})\) with the initial data \(u_0\) and satisfies \(\int |x|^2 |u(t, x)|^2 = 0\) for some time \(t \neq 0\), then \(E[e^{i|u|^2} u_0] = 0\) in view of \((1.7)\). By the earlier discussion, \(u\) is the pseudoconformal transform of a static solution. This argument works in the covariant setting \((1.1)\) with \(g = 1\).

Let us call the blow-up rate of \((1.30)\) as the pseudoconformal blow-up rate. By a pseudoconformal blow-up solution, we mean a finite-time blow-up solution having the pseudoconformal blow-up rate.

In this work, we study pseudoconformal blow-up solutions with prescribed asymptotic profiles \(z^*\). We show existence, uniqueness, and instability. To state our result, let \(z^*\) be an \(m\)-equivariant profile satisfying the hypothesis
\[
-(m + 2)\text{-equivariant function } z^* := e^{-i((2m+2)\theta)} z^* \quad \text{satisfies}
\]
\[
\|z^*\|_{H^k_{m+1}(-\infty,0)} < \alpha^* \quad \text{for some } k = k(m) > m + 3.
\]

**Theorem 1.1** (Construction of pseudoconformal blow-up solutions). Let \(m \geq 1\). Let \(z^*\) be an \(m\)-equivariant profile satisfying \((H)\). If \(\alpha^* > 0\) is sufficiently small, then there is an \(m\)-equivariant solution \(u\) to \((\text{CSS})\) on \((-\infty, 0)\) with the property
\[
\left\{ \begin{array}{ll}
\|u(t, r) - \frac{1}{|t|} Q\left(\frac{r}{|t|}\right) e^{-i\frac{r^2}{4 |t|^2}} e^{i m \theta}\right|_{H^k_{m+1}(0^+, \infty)} \lesssim \alpha^* |t|^{-m} \quad \text{and} \\
\|u(t, r) - \frac{1}{|t|} Q\left(\frac{r}{|t|}\right) e^{i \gamma_{\text{cor}}(t)} - z(t, r)\|_{H^k_{m+1}(0^+, \infty)} \lesssim \alpha^* |t|^{-m+1},
\end{array} \right.
\]
as \(t \to 0^-\). Indeed, \(u\) satisfies the following decomposition estimates
\[
\left\{ \begin{array}{ll}
\|u(t, r) - \frac{1}{|t|} Q\left(\frac{r}{|t|}\right) e^{i \gamma_{\text{cor}}(t)} - z(t, r)\|_{H^k_{m+1}(0^+, \infty)} \lesssim \alpha^* |t|^{-m} \quad \text{and} \\
\|u(t, r) - \frac{1}{|t|} Q\left(\frac{r}{|t|}\right) e^{i \gamma_{\text{cor}}(t)} - z(t, r)\|_{L^\infty_{t}} \lesssim \alpha^* |t|^{-m+1},
\end{array} \right.
\]
where \(z(t, r)\) is a solution to \([z\text{CSS}]\) with the initial data \(z(0, r) = z^*(r)\) constructed in Section \(5.7\) and \(\gamma_{\text{cor}}(t)\) is defined in \((5.23)\).

\(^5\) S.-J. Oh observed this fact. We are indebted to him for including this fact in our manuscript.
The solution constructed in Theorem 1.1 is unique in the following sense.

**Theorem 1.2** (Conditional uniqueness of the pseudoconformal blow-up solutions). Let \( m \geq 1 \). Let \( z^* \) be an \( m \)-equivariant profile satisfying \([1]\). Assume two \( H^1_m \)-solutions \( u_1 \) and \( u_2 \) to (CSS) satisfy

\[
\|u_j(t,r) - \frac{1}{|t|} Q_{\eta}(\frac{r}{|t|}) e^{i\gamma_{\eta}(t)} - z(t,r)\|_{H^1_m} \leq c|t|
\]

for all \( j = 1,2 \) and \( t \) near zero, for sufficiently small \( \alpha^* > 0 \) and \( c > 0 \). Then \( u_1 = u_2 \).

Lastly, we show that the pseudoconformal blow-up solution is instable. This immediately follows by constructing an one-parameter family of solutions in the following sense.

**Theorem 1.3** (Instability of pseudoconformal blow-up solutions). Let \( m \geq 1 \). Assume the hypothesis of Theorem 1.1. Let \( u \) be the solution constructed in Theorem \([1]\). There exist \( \eta^* > 0 \) and one-parameter family of \( H^1_m \)-solutions \( \{u^{(\eta)}\}_{\eta \in [0,\eta^*]} \) to (CSS) with the following properties.

- \( u^{(0)} = u \).
- For \( \eta > 0 \), \( u^{(\eta)} \) scatters both forward and backward in time.
- The map \( \eta \in [0,\eta^*] \mapsto u^{(\eta)} \) is continuous in the \( C([-\infty,0],H^1) \)-topology.
- The family \( \{u^{(\eta)}\}_{\eta \in [0,\eta^*]} \) exhibits the rotational instability near time \( 0 \):

\[
\eta \to 0^+, \limsup_{\eta \to 0^+} \left| \gamma^{(\eta)}(\tau) - \gamma^{(\eta^*)}(\tau) - \left( \frac{m+1}{m} \right) \pi \right| \lesssim \alpha^* \tau,
\]

for all small \( \tau > 0 \).

Taking the pseudoconformal transform on the family \( \{u^{(\eta)}\}_{\eta \in [0,\eta^*]} \), we get

**Corollary 1.4**. Let \( m \geq 1 \). Let \( \{u^{(\eta)}\}_{\eta \in [0,\eta^*]} \) be as in Theorem 1.3. Let \( C \) be the pseudoconformal transformation defined in \([1,4]\). Then,

- \( Cu^{(0)} - Q \) scatters forward in time.
- \( Cu^{(\eta)} \) scatters forward in time.

What can be seen at a glance is that \( Cu^{(0)} - Q \) scatters to a linear solution of \( i\partial_t + \Delta_{m-2} \), but \( Cu^{(\eta)} \) scatters to that of \( i\partial_t + \Delta_m \). However, the sense of scattering in both cases turn out to be equivalent. See Remark 5.6.

To our best knowledge, Theorem 1.1 provides the first example of finite-time blow-up solutions other than \( S(t) \) in the context of (CSS). As mentioned earlier, this work is inspired by the seminal work of Bourgain-Wang \([3]\) in the context of the nonlinear Schrödinger equation, in which they constructed pseudoconformal blow-up solutions for given asymptotic profiles. As (CSS) is a \( L^2 \)-critical Schrödinger-type equation, it shares many features with \( L^2 \)-critical NLS. It is worthwhile to review the results in NLS and compare them with (CSS).

The mass-critical nonlinear Schrödinger equation (NLS)

\[
i\partial_t \psi + \Delta \psi + |\psi|^2 \psi = 0,
\]

on two dimension is
where $\psi : I \times \mathbb{R}^2 \to \mathbb{C}$. (NLS) has no static solutions, but has only standing waves of the form
\[(t, x) \mapsto \lambda e^{i\lambda^2 t} R(\lambda x), \quad \forall \lambda > 0,\]
where $R$ is the ground state satisfying
\[(1.34) \quad \Delta R - R + R^3 = 0.\]
Applying the pseudoconformal symmetry (1.4), we have an explicit pseudoconformal blow-up solution for (NLS)
\[(1.35) \quad S_{\text{NLS}}(t, x) := \frac{1}{|t|} R\left(\frac{x}{|t|}\right)e^{\frac{i|x|^2}{4|t|}}, \quad \forall t < 0.\]

Bourgain-Wang [3] constructed a family of pseudoconformal blow-up solutions to (NLS):

**Theorem 1.5** (Bourgain-Wang solutions [3], stated informally). Let $\zeta^* : \mathbb{R}^2 \to \mathbb{C}$ be a profile that degenerates at the origin at large order, i.e. $|\zeta^*(x)| \lesssim |x|^A$ for some large $A$, and lies in some weighted Sobolev space. Then, there exists a (conditionally unique) solution $\psi_{BW}$ to (NLS) defined near time zero such that
\[\psi_{BW}(t) - S_{\text{NLS}}(t) \to \zeta^* \quad \text{as} \quad t \to 0.\]

Our Theorem 1.1 is analogous to Theorem 1.5.

Pseudoconformal blow-up solutions are believed to be non-generic. In the context of (NLS), there are two supplementary works in this direction. Krieger-Schlag [28] showed that for the 1D critical NLS, there is a codimension 1 manifold of initial data in the measurable category, yielding a pseudoconformal-type blow-up. Merle-Raphaël-Szeftel [50] exhibited instability of Bourgain-Wang solutions [3] as follows.

**Theorem 1.6** (Instability of Bourgain-Wang solutions [50], stated informally). Let $\zeta^*$ be as in Theorem 1.5 and small in some weighted Sobolev space; let $\psi_{BW}$ be the associated Bourgain-Wang solution. Then, there exists a continuous family of solutions $\psi_\eta$ to (NLS) for $\eta \in [-\delta, \delta]$ with $0 < \delta \ll 1$ such that
- $\psi_0 = \psi_{BW}$ is the Bourgain-Wang solution,
- For $\eta > 0$, $\psi_\eta$ is global in time and scatters both forward and backward in time.
- For $\eta < 0$, $\psi_\eta$ scatters backward and blows up forward in finite time under the log-log law (1.37).

They perturbed $R$ to the instability direction $\rho_{\text{NLS}}$ (given in Remark 3.5), say $R - \eta \rho_{\text{NLS}}$, and derived dynamical laws of modulation parameters depending on the sign of $\eta$.

Although it is not present in Theorem 1.6, it is worth noting that they considerably relaxed the degeneracy assumption on $\zeta^*$ at the origin. They also improved the notion of uniqueness of $\psi_{BW}$ that is necessary for Theorem 1.6. Unlike [3], they rely on a robust modulation analysis and avoid the explicit use of the pseudoconformal symmetry. However, the pseudoconformal symmetry is implicitly used in the sense that they made approximate profiles by conjugating the phase $e^{-ib\frac{|x|^2}{4}}$.

Our work also uses modulation analysis as in [50].

**Theorem 1.3** is analogous to Theorem 1.6. However, the instability mechanism of (CSS) turns out to be quite different from that of (NLS); the instability of (CSS) stems from the phase rotation. This is due to the difference of the spectral properties for each problem.

**Comparison between (CSS) and (NLS).**
We view (CSS) as a gauged (NLS). Thus it is instructive to compare fundamental facts and results with (NLS).

1. **Symmetries and conservation laws.** All the symmetries of (CSS) (and also (1.1)) are valid for (NLS), including the scaling, Galilean, and pseudoconformal symmetries. Conservation laws of (CSS) are valid for (NLS) as well, after replacing the covariant derivatives by the usual derivatives. Virial identities also hold.

2. **Linearized operators around $Q$ or $R$.** As we have seen above, (CSS) admits a static solution $Q$, but (NLS) only admits a standing wave solution $e^{itR(x)}$, which is not static. The mass term $-R$ is present in (1.34), but not in the static equation (1.25). From this, $R$ decays exponentially at spatial infinity, but $Q$ only decays as $r^{-(m+2)}$.

The linearized dynamics of (NLS) near $e^{itR}$ and that of (CSS) near $Q$ differ drastically. Denote by $L_{\text{NLS}}$ the linearized operator for (NLS)

\[
L_{\text{NLS}}f = -\Delta f + f - 2R^2 f - R^2 \bar{f} = L + \text{Re}(f) + iL - \text{Im}(f).
\]

$L_{\text{NLS}}$ has continuous spectrum $[1, \infty)$ and two eigenvalues, 0 and a negative value. On the other hand, the linearized operator $L_Q$ (see (3.7) and (3.8)) satisfies

\[
L_Q \Lambda_Q = 0.
\]

This difference is intimately tied to the fact that $e^{itR}$ is not a static solution to (NLS), but $Q$ is a static solution to (CSS). As a consequence, the generalized null spaces of $iL_{\text{NLS}}$ and $iL_Q$ appear to be rather different. Compare Proposition 3.4 with Remark 3.5.

3. **Dynamics below the threshold mass.** $R$ and $Q$ have threshold mass in the sense that nontrivial dynamical behaviors arise from that level of mass. Any solutions to (NLS) having mass less than that of $R$ are global-in-time [61] and scatter [9,27]. In the context of (CSS) (under equivariance), Liu-Smith [36] proved the analogous result, where $Q$ plays the role of $R$. At the level of the threshold mass, we have pseudoconformal blow-up solutions $S(t)$ and $S_{\text{NLS}}(t)$. There are partial results on the threshold dynamics of (NLS); see for instance [26,34,42]. There is no related results for (CSS).

4. **Stable blow-up law.** Finite-time blow-up solutions (with negative energy) have been studied extensively in the context of (NLS). The energy of (NLS) can now attain negative values. In a seminal series of papers by Merle-Raphaël [43,45–48,53], they obtained a sharp description of blow-up dynamics for $H^1$ solutions to (NLS).
having slightly super-critical mass and negative energy; there exists a universal constant $c_*$ such that $\psi(t)$ blows up in the log-log law (almost self-similar with the log-log correction)

$$\|\nabla \psi(t)\|_{L^2} \approx c_* \left( \frac{\log |\log(T-t)|}{T-t} \right)^{\frac{1}{2}}$$

as $t$ approaches to the blow-up time $T$. In fact, there is a larger open set of data yielding the log-log law. (See also a former work by Perelman [52]) It is also known from their results that any finite-time blow-up solutions with slightly supercritical mass must have blow-up rate either the log-log law, or faster than or equal to the pseudoconformal rate. For (1.1) with $g > 1$, when energy is negative, it is expected that a similar log-log law holds; see Bergé-de Bouard-Saut [2].

Note that the blow-up solution $S_{\text{NLS}}$ does not follow the log-log law. It has threshold mass and is apparently instable with respect to shrinking its mass slightly. The solution $S$ to (CSS) also has threshold mass and is instable by the same reason.

**Comments on Theorems 1.1–1.3**

1. **Assumption [H]**. Among smooth functions, (e.g. in the space of $m$-equivariant Schwartz functions) assumption (H) is equivalent to saying that $z^*$ is small with $(\partial_r)^\ell z^*(0) = 0$. Indeed, a smooth $m$-equivariant function $z^*$ satisfies $(\partial_r)^\ell z^*(0) = 0$ for either $0 \leq \ell < m$ or $\ell - m$ is odd. Thus the condition $(\partial_r)^m z^*(0) = 0$ can be considered as a codimension 1 condition in the space of asymptotic profiles.

Assumption (H) requires $z^*$ to be degenerate at the origin. Indeed, any smooth $m$-equivariant function $f$ exhibits degeneracy $|f(x)| \lesssim r^{|m|}$ (see Section 2.2) at the origin, so a $- (m+2)$-equivariant function with $m \geq 1$ shows the degeneracy at least $r^3$. Such a degeneracy is necessary to decouple the marginal interaction between $S$ and $z^*$ because $S(t)$ concentrates at the origin as $t \to 0$. In [NLS], Bourgain-Wang [3] and Merle-Raphaël-Szeftel [50] used the flatness of the asymptotic profile $\zeta^*$ to construct pseudoconformal blow-up solutions.

The choice $-(m+2)$ arises naturally from the long-range interaction in (CSS). As opposed to the (NLS) case, (CSS) has long range potential as can be easily seen from the Biot-Savart law [1.16] or the term

$$\left(\frac{m + A_0[u]}{r}\right)^2 u$$

of (1.28). Regardless how fast $u$ decays, the above potential exhibits $r^{-2}$ tail in general. In our case, our blow-up ansatz is $u \approx S + z$ (recall $S$ (1.30)) so there is an interaction term

$$\left(\frac{m + A_0[S]}{r}\right)^2 z.$$  

As $S$ is concentrated near the origin, we may approximate $A_0[S](r)$ by $A_0[S](+\infty) = -2(m+1)$. Now the choice $(m+2)$ of (H) arises from

$$(\partial_{rr} + \frac{1}{r} \partial_r) - \left(\frac{m - 2(m+1)}{r}\right)^2 = (\partial_{rr} + \frac{1}{r} \partial_r) - \left(-\frac{2}{r}\right)^2 = \Delta - m - 2.$$  

This observation is crucial in our work and leads to a modification of $z$-evolution (CSS). This will be discussed in more detail in Section 5.1.

2. **Assumption $m \geq 1$**. There are many places that the proof does not work if $m = 0$. We list a few here.

Note that the solution $S(t)$ belongs to $H^1$ if and only if $m \geq 1$. The assumption $m \geq 1$ is best possible to construct solutions satisfying (1.31) without truncating the blow-up profile. In this work, we will heavily rely on the explicit computations coming from the pseudoconformal phase, so we hope to avoid any truncations.
There are extra simplifications coming from \( m \geq 1 \). The equivariant Sobolev space \( H^1_m \) (see Section 2.2) has a nice embedding property \( \| \frac{\partial}{\partial t} \|_{L^2} + \| f \|_{L^\infty} \lesssim \| f \|_{H^1_m} \), which fails if \( m = 0 \). Moreover, the first order operator \( L_Q \) (given in (3.3)) shows strong coercivity \( \| L_Q f \|_{L^2} \gtrsim \| f \|_{H^1_m} \) under suitable orthogonality conditions on \( f \) for \( m \geq 1 \). If \( m = 0 \), the coercivity becomes weaker; see Lemma 3.9.

Assumption \( m \geq 1 \) reduces the bulk of the paper and make our arguments easier to follow, both conceptually and technically. Of course, the case \( m = 0 \) remains as an interesting open problem.

3. Interaction of \( S(t) \) and \( z^* \). A sharp contrast to (NLS) is that (CSS) has the long-range interaction even though \( S(t) \) and \( z^* \) live in completely different scales.

In the setup of our blow-up ansatz, we have to detect and take the strong interaction into account. This leads to a modification of the \( z \)-evolution and a correction of the phase parameter \( \gamma(t) \). This is one of the novelties of this work. Even in NLS class, if the nonlinearity is replaced by a nonlocal nonlinearity, there could be a long range interaction. In [30], the authors observed a long range interaction and constructed Bourgain-Wang type solutions for the 4D mass-critical Hartree equation.

However, it turns out that the interaction is not strong enough to affect the blow-up rate. In general, the regularity and decay of the asymptotic profile is related to the blow-up rate. It is an interesting question whether one can generate exotic blow-up rates by prescribing other types of \( z^* \). There are many works on constructing exotic blow-up solutions, for example, [10, 22, 29, 31, 32, 40]. There are also works exhibiting strong interactions between bumps in different scales, for instance, construction of multi-bubbles; see [21, 23, 25, 41].

4. On uniqueness. The time-decay condition (1.33) of Theorem 1.2 is tight with (1.32) of Theorem 1.1 when \( m = 1 \). (1.33) is best from our method. When \( m \) is large, the another argument presented in [50] (see also [57]) works similarly for (CSS). However, when \( m \) is 1 or 2, the argument does not work due to a slow decay of \( Q \). We instead redo the construction proof on the difference \( \epsilon = \epsilon_1 - \epsilon_2 \) with a careful choice of modulation parameters.

5. Rotational Instability. The source of the instability comes from the phase rotation. This is a sharp contrast to that in (NLS). Mathematically, the difference comes from that of spectral properties of the linearized operators. A striking feature is that \( u^{(0)} = u \) does not rotate at all, but \( u^{(n)}, 0 < \eta \ll 1 \), shows an abrupt spatial rotation in a very short time interval \( |t| \lesssim \eta \), by the angle

\[
\left( \frac{m+1}{m} \right) \pi.
\]

In the energy-critical Schrödinger map (1-equivariant), it is believed that there is a rotational instability of blow-up solutions. In [19], authors perform a slow-adiabatic ansatz both in scaling and rotation parameters to construct smooth blow-up solutions in the codimension 1 sense. Their proof sheds light on the rotational instability of the blow-up solutions. However, a sharp description on instability is not fully understood.

Note that we exhibited an one-sided instability \( (\eta \geq 0) \) of pseudoconformal blow-up solutions. The sign condition \( \eta \geq 0 \) is used crucially in two places of our proof: the construction of \( Q^{(0)} \) and Lyapunov functional method.

1.5. Strategy of the proof. Our main theorems are to show the existence, uniqueness, and instability of pseudoconformal blow-up solutions. We will use modulation analysis as in [50]. Unlike [3], we do not explicitly use the pseudoconformal transform, but instead use the pseudoconformal phase \( e^{-ib\frac{|x|^2}{4t}} \).

With a prescribed asymptotic profile \( z^* \), we set \( t = 0 \) as the blow-up time and construct \( u \) on \( [t_0^*, 0) \). This is often called a backward construction. We will show...
the instability and existence at the same time by constructing a family of solutions \( \{ u^{(n)} \}_{\eta \in (0, \eta^*]} \) as in Theorem 1.3. Then, the blow-up solution \( u^{(0)} \) is obtained by a limiting argument as \( \eta \to 0^+ \). The limiting argument requires two steps: obtaining uniform estimates on \( \eta \) and performing a soft compactness argument. This kind of argument is originally due to Merle [44] in the context of \( (\text{NLS}) \). Of course, there should be a separate argument for the uniqueness of the blow-up solution to conclude the instability (to guarantee continuity of the map \( \eta \in [0, \eta^*] \mapsto u^{(0)} \)).

From now on, we focus on the construction of \( u^{(0)} \) (Theorem 1.3).

1. Setup for the modulation analysis. For each fixed \( \eta \in (0, \eta^*] \), we write our solution \( u^{(n)}(t, x) \) as

\[
 u^{(n)}(t, x) = \frac{e^{i\gamma(t)}}{\lambda(t)} (Q^{(n)}_{b(t)} + \epsilon)(t, \frac{x}{\lambda(t)}) + z(t, x)
\]

with the initial data

\[
 u^{(n)}(0, x) = \frac{1}{\eta} Q^{(n)}(\frac{z}{\eta}) + z^*(x).
\]

Here, \( Q^{(n)} \) is some modified profile of \( Q \) to be explained soon, \( f_b(y) := f(y)e^{-ibm|y|^2} \) for a function \( f \), and \( z(t, x) \) is some function with \( z(0, x) = z^*(x) \). We want to construct \( u^{(n)} \) such that

\[
(1.38) \quad \lambda(t) \approx \langle t \rangle = (t^2 + \eta^2)^{\frac{1}{2}}, \quad b(t) \approx |t|, \quad \text{and} \quad \gamma(t) \approx (m+1)\tan^{-1}\left(\frac{t}{\eta}\right).
\]

The motivation for the above choice of modulation parameters will be explained later. Note that the spatial angle \( e^{im\theta + \pi b} = e^{im(\theta + \pi)} \) comes from the identity \( e^{ir}e^{im\theta} = e^{im(\theta + \pi)} \). If we take the limit \( \eta \to 0^+ \) for each fixed \( t < 0 \), we get the pseudoconformal regime.

We will use the rescaled variables \( (s, y) \) such that

\[
 \frac{ds}{dt} = \frac{1}{\lambda^2} \quad \text{and} \quad y = \frac{x}{\lambda}.
\]

Note that \( Q^{(n)}_b \) and \( \epsilon \) are functions of \( (s, y) \), but \( u \) and \( z \) are functions of \( (t, x) \). We often switch between the original variables \( (t, x) \) and rescaled variables \( (s, y) \) via \( \sharp \) and \( \flat \) notations. For example,

\[
 \epsilon^\sharp(s, x) = \frac{e^{i\gamma(t)}}{\lambda(t)} \epsilon(s(t), \frac{x}{\lambda(t)}) \quad \text{and} \quad z^\sharp(s, y) = e^{-i\gamma(s)}\lambda(s)z(t(s), \lambda(s)y).
\]

For parameters \( \lambda, \gamma, \) and \( b \), we abbreviated \( \lambda(t(s)) = \lambda(s) \) and so on. In Section 2.5 we provide conversion formulae between the \( (t, x) \)-variables and \( (s, y) \)-variables.

2. Linearization of \( \text{(CSS)} \). Since we use a decomposition in the \( (s, y) \)-variables as

\[
 u^\flat = Q^{(n)}_b + \epsilon + z^\flat,
\]

it is essential to investigate the linearized evolution around \( u^\flat := Q^{(n)}_b + z^\flat \). As \( z^\flat \) is assumed to be small, we may replace \( u^\flat \) by \( Q^{(n)}_b \). As \( b \) and \( \eta \) are small, \( Q^{(n)}_b \) is a modified profile of \( Q \). Thus we need to study the linearized operator around \( Q \), say \( \mathcal{L}_Q \). In view of self-duality \((g = 1)\), it turns out that the linearized operator \( \mathcal{L}_Q \) is factorized as

\[
 \mathcal{L}_Q = L^*_Q L_Q
\]

for some nonlocal first-order differential operator \( L_Q \). This is first observed by Lawrie-Oh-Shashahani [33]. This factorization is crucial in analyzing the spectral properties of \( \mathcal{L}_Q \), including coercivity. Moreover, we are able to invert \( \mathcal{L}_Q \) under

\footnote{In fact, since \( \tan^{-1}\left(\frac{t}{\eta}\right) \to -\frac{\pi}{2} \) as \( \eta \to 0^+ \), we get a phase-rotated pseudoconformal blow-up solution by the angle \(-\frac{m+1}{2}\pi\).}
a suitable solvability condition, even if $L_Q$ is a nonlocal second-order differential operator. As a result, we are able to compute the generalized nullspace of $iL_Q$ with the relations
\[
 iL_Q\rho = iQ; \quad iL_i^2Q = 4AQ; \quad iL_QiQ = 0; \quad iL_Q\Lambda Q = 0,
\]
where $\Lambda$ is the $L^2$-scaling vector field defined in \eqref{L2-scaling}, and $\rho$ is some profile. It is instructive to compare this with \eqref{normalNLS}, see Remark 3.5.

Coming back to the nonlinear level, self-duality appears in the energy functional as
\[
 E[u] = \frac{1}{2} \int |D_x u|^2.
\]
In view of the Hamiltonian structure, we can write \eqref{CSS} in a more compact form
\[
i\partial_t u = L_u^{\ast}D_u^{(u)} u,
\]
where $L_u$ is the linearized operator of $D_u u$ and $L_u^{\ast}$ is its dual. See \eqref{CSS-dual}. This compact form simplifies the analysis technically. Moreover, it represents that we implicitly use Hamiltonian structure throughout the analysis.

3. Profile $Q^{(n)}$. Recall the expression of $S(t)$ \eqref{S(t)}
\[
 S(t, x) = \frac{1}{|t|} Q_s(t) \left( \frac{x}{|t|} \right).
\]
Thus $S$ is an exact solution to \eqref{CSS} with $\epsilon = z = 0$ and $\eta = 0$. Assuming $\epsilon = z = 0$ for a moment, the equation of $u^2$ and the ansatz $u^2 = Q_b(s)$ suggest
\[
 \frac{\lambda}{\lambda} + b = 0, \quad b + b^2 = 0, \quad \gamma_s = 0.
\]
Note that $\lambda(t) = b(t) = |t|$ and $\gamma(t) = 0$ indeed solve the above ODEs.

One of novelties of this work is finding a rotational instability mechanism by introducing the $\eta$-parameter to $\gamma_s$. Assume $\frac{\lambda}{\lambda} + b = 0$ and $Q_b^{(1,3)}$ solves \eqref{CSS}. Then, we have
\[
 L_{Q_s}^{\ast} D_s^{(Q_s)} Q_s + \gamma_s Q_s - (b_s + b^2) \frac{|w|^2}{4} Q_s = 0.
\]
It turns out that we can impose
\[
 \gamma_s = \eta \theta_{\eta} = \eta \left( \frac{1}{2} \int |Q_s|^2 r dr - (m + 1) \right) \quad \text{and} \quad b_s + b^2 + \eta^2 = 0.
\]
See Section 4.2 for the motivation. This leads to
\[
 L_{Q_s}^{\ast} D_s^{(Q_s)} Q_s + \eta \theta_{\eta} Q_s + \eta^2 \frac{|w|^2}{4} Q_s = 0.
\]
This is a nonlocal second-order equation. Due to the presence of $\eta \theta_{\eta} Q_s$, one expects $Q_s^{(n)}$ decays exponentially. But $Q$ itself shows a polynomial decay, and hence it is difficult to approximate $Q^{(0)}(r)$ by an $\eta$-expansion of $Q(r)$ for $r$ large. Such an $\eta$-expansion is not successful especially when $m$ is small. We thus have to search for a nonlinear ansatz $Q^{(n)}$. Here, the self-duality plays a crucial role. We essentially use the self-duality to reduce this to a first-order equation which we call the modified Bogomol’nyi equation
\[
 D_s^{(Q_s)} p^{(n)} = 0, \quad Q^{(n)} = e^{-\frac{\gamma_s}{2}} p^{(n)}.
\]
The modified profile $Q^{(n)}$ is found by solving this nonlocal first-order equation. The choice \eqref{Q^(n)} is obtained by integrating the ODEs
\[
 \frac{\lambda}{\lambda} + b = 0, \quad \gamma_s = \eta \theta_{\eta}, \quad b_s + b^2 + \eta^2 = 0.
\]
4. Derivation of corrections. As mentioned earlier, although $Q_b{(q)}^\sharp$ and $z$ live on far different scales, there are strong interactions between $Q_b{(q)}^\sharp$ and $z$ from the nonlocal nonlinearities. Before performing a perturbative analysis, we need to capture and incorporate them into the blow-up ansatz. Recall (1.28). It turns out that there are two types of corrections: one is from $Q_b{(q)}^\sharp$ to $z$ and the other is from $z$ to $Q_b{(q)}^\sharp$. The former is absorbed by modifying the $z$-evolution and the latter is absorbed by correcting the phase parameter $\gamma_s$ by the amount $\theta_{z \to Q_b{(q)}}$. It is also interesting that the modified $z$-evolution becomes $-(m+2)$-equivariant [CSS]. This is a sharp contrast to [NLS] since it is from the nonlocal nonlinearities. See more details in Section 5.1.

5. Setup for bootstrapping. Combining all the above information, we arrive at the $\epsilon$-equation

$$
i\partial_t \epsilon - L_{\omega^\epsilon} \epsilon + i b \Lambda \epsilon - \eta \theta_\eta \epsilon = i \left( \frac{\lambda_s}{\Lambda} + b \right) \Lambda (Q_b^{(q)}) + (\gamma_s - \eta \theta_\eta) Q_b^{(q)} + (\lambda_s - \eta \theta_\eta) \epsilon - (b_s + b^2 + \eta^2) |w|^2 Q_b^{(q)} + \tilde{R}_{Q_b^{(q)}, z^\beta} + V_{Q_b^{(q)}, Q_b} + R_{\omega^\epsilon - \omega^\beta}.$$  

Here, $\gamma_s = \gamma + \theta_{z \to Q_b^{(q)}}$ and $\tilde{R}_{Q_b^{(q)}, z^\beta}$ represents the interaction between $Q_b^{(q)}$ and $z^\beta$ after deleting the aforementioned strong interactions. The term $V_{Q_b^{(q)}, Q_b} + \eta \theta_\eta$ is estimated by exploiting the decoupling in scales of $Q_b^{(q)}$ and $z^\beta$.

So far, we have not specified the choice of $(\lambda, \gamma, b)$. To fix them, we will require two orthogonality conditions and one dynamical law governing $\lambda$ and $b$. We impose two orthogonality conditions to guarantee the coercivity

$$(\epsilon, L_{\omega^\epsilon} \epsilon)_{\epsilon_{H^1}} \gtrsim ||\epsilon||_{H_{\omega^\beta}}^2.$$  

Because of the factorization $L_{\omega^\epsilon} = L_{\omega^\epsilon} L_{\omega^\beta}$, a generic choice of orthogonality conditions suffices. For the last one, we choose to impose a dynamical law of $\lambda$ and $b$:

$$(1.39) \quad 2 \left( \frac{\lambda_s}{\Lambda} + b \right) b - (b_s + b^2 + \eta^2) = 0.$$  

We are motivated to make this choice to cancel out $|y|^2 Q_b^{(q)}$ terms of the $\epsilon$-equation since $|y|^2 Q_b^{(q)}$ has insufficient decay (uniformly in $\eta$) for small $m$. More precisely, in the $\epsilon$-equation we have

$$i \left( \frac{\lambda_s}{\Lambda} + b \right) \Lambda Q_b^{(q)} - (b_s + b^2 + \eta^2) |w|^2 Q_b^{(q)} = i \left( \frac{\lambda_s}{\Lambda} + b \right) [\Lambda Q_b^{(q)}]_s + \left[ 2 \left( \frac{\lambda_s}{\Lambda} + b \right) b - (b_s + b^2 + \eta^2) \right] \frac{1}{\Lambda} |w|^2 Q_b^{(q)}.$$  

Note that the first term with $[\Lambda Q_b^{(q)}]_s$ has a sufficient decay.

Having fixed the dynamical laws of $\lambda, \gamma, b$, and $\epsilon$, we setup the bootstrap procedure for $\lambda, b, \gamma$, $||\epsilon||_{H^1}$, and $||\epsilon||_{L^2}$. By standard modulation estimates, we can control the variation of $\lambda, b$, and $\gamma$ by $\epsilon$. We also need a separate argument to control $||\epsilon||_{L^2}$ by $||\epsilon||_{H^1}$. The usual energy inequality does not suffice, we use the Strichartz estimates to control $L^2$ norm of $\epsilon$. On the way, we obtain estimates on $||\epsilon||_{L^2}$ by integrating in time. For this purpose, we introduce a weighted time maximal function $T_{H^1_m}^{(s, q)}[\epsilon]$. 
6. Lyapunov/virial functional method. To close the bootstrap argument, we need to control $H^1_m$ norm of $\epsilon$. From the choice of our initial data, we have $\epsilon(0, x) = 0$. We will propagate smallness from $t = 0$ to $t = t_0$ via the Lyapunov method. Such an energy method was first used by Martel [38] in a backward construction. We will construct a functional $I$ such that $I$ controls the $H^1_m$ norm of $\epsilon$, and $\partial_t I$ is almost nonnegative (as we evolve backward in time). To exploit the coercivity, a natural candidate for $I$ would be the quadratic (and higher) parts of the energy functional

$$E^{(qd)}_u[\epsilon] = E[w^p + \epsilon = E[u^p] - \left(\frac{\delta E}{\delta u}\right)_{u=w^p}, \epsilon]_r.$$  

Solely using $E^{(qd)}_u[\epsilon]$, we cannot have sufficient monotonicity. This is due to the scaling and mass terms $ib\lambda\epsilon - \eta\theta\epsilon$, i.e. $\epsilon$ essentially evolves under

$$i\partial_\epsilon - L_{\epsilon w^p} + ib\lambda\epsilon - \eta\theta\epsilon \approx 0.$$  

To incorporate $ib\lambda\epsilon$, we add $b\Phi_A[\epsilon] to E^{(qd)}_u[\epsilon]$, where $\Phi_A$ is a deformation of $\Phi$ in terms of truncation weight function $\phi_A$ (see (2.20)). $b\Phi_A$ is called a virial correction, which was first introduced by Raphaël-Szeftel [57]. To incorporate $-\eta\theta\epsilon$, we further add $\frac{\eta\theta}{2}M[\epsilon]$. As a result, we will consider

$$I_A := \lambda^2(E^{(qd)}_u[\epsilon] + b\Phi_A[\epsilon] + \frac{\eta\theta}{2}M[\epsilon]).$$  

With this functional $I_A$, we are able to prove that $\lambda^2I_A - \frac{\eta\theta}{2}M[\epsilon] \sim \|\epsilon\|^2_{H^1_m}$ from the coercivity of $L_Q$. For $\lambda^2\partial_sI_A$, we roughly have

$$\lambda^2\partial_sI_A \approx 2b(E^{(A)}_Q, (qd)_{\epsilon})[\epsilon] + \frac{\eta\theta}{2}M[\epsilon]),$$  

where $E^{(A)}$ is a deformation of $E$ in terms of truncation weight function $\phi_A$. Note that $b$ has positive sign. We have

$$E^{(A)}_Q, (qd)_{\epsilon} \approx \frac{1}{2} \int 1_{r \leq A} |L_Q\epsilon|^2$$  

$$+ \frac{1}{2} \int 1_{r > A} \phi''_{\epsilon} |\partial_r \epsilon|^2 + \frac{1}{2} \int 1_{r > A} \frac{\phi'_{\epsilon}}{r} \left(\frac{m + A_0|Q|}{r}\right)^2 |\epsilon|^2$$  

$$- \frac{1}{8} \int (\Delta^2\phi_A) |\epsilon|^2 + (\text{bdry}),$$

where (bdry) is a boundary term evaluated at $r = A$. The first and second lines are apparently nonnegative. For the third line, a crude estimate

$$\left|\frac{1}{8} \int (\Delta^2\phi_A) |\epsilon|^2\right| \lesssim \|r^{-1}\epsilon\|^2_{L^2}$$

using $|\Delta^2\phi_A| \lesssim 1_{r \geq A} \frac{A}{r}$ is on the borderline of acceptable error size. So is (bdry). More precisely, if $\epsilon$ is localized on the region $\{r \sim A\}$, we would not have an improvement. One of the reasons causing this difficulty is that the coercivity of $\lambda^2I_A$ does not control $L^2$ norm of $\epsilon$ (uniformly in $\eta$). This is a difference from (NLS). To resolve this, we average $\lambda^2I_A$ as

$$\lambda^2I = \frac{2}{\log A} \int_{A^{1/2}}^A \lambda^2I_{A'} dA'$$

Then, we can prove that $\lambda^2\partial_sI$ is almost nonnegative. With this $I$, we can close our bootstrap procedure. See Figure 1.

7. Conditional uniqueness. Let $u_1$ and $u_2$ be as in Theorem 1.2. We decompose each $u_j$ with its modulation parameters ($b_j, \lambda_j, \gamma_j$) and $\epsilon_j$, and redo the modulation analysis on $\epsilon := \epsilon_1 - \epsilon_2$. A similar argument is used in [39]. We conclude $\epsilon = 0$ and
Under the weak bootstrap hypothesis

\[
\|f\|_{L^2_m} (\|g\|_{H^1_m} + \|\eta\theta_f\|_{L^2_m}) \leq c|t|^{-1/2}.
\]

We take the \(b\)-operation with the common parameter set \((\lambda_1, \gamma_1)\). Here, the point is that \(u_1\) and \(u_2\) should be rescaled with the common parameters since the hypothesis is \(\|u_2(t) - u_2(t)\|_{H^1} \leq c|t|\). From this, the parameter difference only appears in the difference of \(Q_{b_1, \lambda_1, \gamma_2}\) and \(Q_{b_2, \lambda_2, \gamma_2}\). This leads that estimating \(\epsilon\) boils down to estimating the parameter differences. Furthermore, we observe that (1.39) with \(\eta = 0\) is explicitly solvable:

\[
\frac{b_1}{(\lambda_1)^2} = |t|^{-1/2} = \frac{b_2}{(\lambda_2)^2}.
\]

This observation improves the estimate of \(Q_{b_1, \lambda_1, \gamma_2}\) and \(Q_{b_2, \lambda_2, \gamma_2}\) by a logarithmic factor, which is crucial to conclude the proof.

**Figure 1.** Scheme of the bootstrap.

\((b_1, \lambda_1, \gamma_1) = (b_2, \lambda_2, \gamma_2)\) again by Lyapunov/virial method. Here the crucial idea is to write for \(j \in \{1, 2\}\)

\[
u_j(t, x) = \frac{e^{i\gamma_j}}{\lambda_j} Q_{b_j} \left(\frac{1}{\lambda_j}\right) + z(t, x) + \frac{e^{i\gamma_j}}{\lambda_1} \epsilon_j(t, \frac{x}{\lambda_1}).
\]

We take the \(b\)-operation with the common parameter set \((\lambda_1, \gamma_1)\). Here, the point is that \(u_1\) and \(u_2\) should be rescaled with the common parameters since the hypothesis is \(\|u_2(t) - u_2(t)\|_{H^1} \leq c|t|\). From this, the parameter difference only appears in the difference of \(Q_{b_1, \lambda_1, \gamma_2}\) and \(Q_{b_2, \lambda_2, \gamma_2}\). This leads that estimating \(\epsilon\) boils down to estimating the parameter differences. Furthermore, we observe that (1.39) with \(\eta = 0\) is explicitly solvable:

\[
\frac{b_1}{(\lambda_1)^2} = |t|^{-1/2} = \frac{b_2}{(\lambda_2)^2}.
\]

This observation improves the estimate of \(Q_{b_1, \lambda_1, \gamma_2}\) and \(Q_{b_2, \lambda_2, \gamma_2}\) by a logarithmic factor, which is crucial to conclude the proof.

**Organization of the paper.** Throughout the paper, we present analysis with the \(\eta\)-parameter, \(u^{(\eta)}\). The reader who is interested only in the construction (or, anyone at first reading) may read all assuming \(\eta = 0\) with a minor correction. In fact, the authors conducted this work with \(\eta = 0\) first.

In Section 2, we collect notations, some properties of equivariant Sobolev spaces, and preliminary multilinear estimates. We also introduce time maximal functions on \([t^*_0, 0)\) and present equivariant Cauchy theory on \(L^2_m\) and \(H^s_m\). In Section 3, we discuss the linearization of (CSS). In Section 4, we discuss an instability mechanism and construct the profile \(Q^{(\eta)}\). In Section 5, we set up the modulation analysis, fix modulation parameters, and reduce Theorems 1.1 and 1.3 to the main bootstrap lemma. In Section 6, we close our bootstrap argument by employing the Lyapunov/virial functional method. In Section 7, we prove Theorem 1.2.

There are two appendices. In Appendix A, we discuss equivariant functions and Sobolev spaces for self-containedness. In Appendix B, we sketch the proof of equivariant \(H^s_m\)-Cauchy theory (Proposition 2.10).
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2. Notations and preliminaries

2.1. Basic notations. We mainly work with equivariant (including radial) functions on $\mathbb{R}^2$, say $\phi : \mathbb{R}^2 \to \mathbb{C}$. We also work with their radial part $u : (0, \infty) \to \mathbb{C}$. Thus we use the integral symbol $\int$ to mean

$$\int = \int_{\mathbb{R}^2} dx = 2\pi \int_0^\infty rdr.$$  

We also need the generator $\Lambda$ for the $L^2$-scaling, which is defined by

$$\Lambda f := \left. \frac{d}{d\lambda} \right|_{\lambda=1} \lambda f(\lambda \cdot) = [1 + r \partial_r] f.$$  

The linearized operator at the static solution is only $\mathbb{R}$-linear. We thus work with $L^2(\mathbb{R}^2; \mathbb{C})$ viewed as a real Hilbert space with the inner product

$$\langle f, g \rangle_r := \int \Re(f \overline{g}).$$  

All the functional derivatives will be computed with respect to this real inner product.

For $\eta \geq 0$, we will use the $\eta$-dependent Japanese bracket:

$$\langle t \rangle := (t^2 + \eta^2)^{\frac{1}{2}}.$$  

In addition, we will use notations such as $L^2_{m}, H^1_{m}, f^2, g^p, f_b$, and so on. These will be defined on the way.

We also use the conventional notations. We say $A \lesssim B$ when there is some implicit constant $C$ that does not depend on $A$ and $B$ satisfying $A \leq CB$. For some parameter $r$, we write $A \lesssim_r B$ if the implicit constant $C$ depends on $r$. In this paper, dependence on the equivariance index $m$ is suppressed; we simply write $A \lesssim B$ for $A \lesssim_m B$.

We use (mixed) Lebesgue norms. For $1 \leq p \leq \infty$, we define $\ell^p$ and $L^p$ norms by

$$\|a\|_{\ell^p} := \left( \sum_{k \geq 0} |a_k|^p \right)^{\frac{1}{p}},$$  

$$\|f\|_{L^p} := \left( \int_{\mathbb{R}^d} |f(x)|^p dx \right)^{\frac{1}{p}},$$  

for any sequence $a = (a_0, a_1, \ldots)$ and function $f : \mathbb{R}^d \to \mathbb{C}$. For $1 \leq q \leq \infty$, an interval $I \subseteq \mathbb{R}$, a Banach space $X$, and $f : I \to X$, we denote

$$\|f\|_{L^1_I X} := \left\| \|f(t)\|_X \right\|_{L^1_I (I)}.$$  

In particular, we simply write $L^1_I := L^1(I)$. In case of $I = \mathbb{R}$, we write $L^q := L^q(\mathbb{R})$. If $t \in I \mapsto G(t) \in X$ is continuous and bounded, we write $G \in C_I X$. We also use $f \in L^1_{1, \text{loc}} X$ or $f \in C_{1, \text{loc}} X$ if the restriction of $f$ on any subintervals $J$ of $I$ belong to $L^1 J X$ or $C_J X$, respectively. Finally, the mixed Lebesgue norm $L^1_I L^2_x$ is simply written as $L^1_{I,x}$ in view of Fubini’s theorem.

We also need the following Sobolev norms

$$\|f\|_{H^1} := \|\nabla f\|_{L^2} \quad \text{and} \quad \|f\|_{H^s} := (\|f\|_{L^2}^2 + \|f\|_{H^1}^2)^{\frac{1}{2}}.$$  

In some places (but not often), we need fractional Sobolev norms $(s \in \mathbb{R})$

$$\|f\|_{H^s} := \|\langle D \rangle^s f\|_{L^2},$$  

where $\langle D \rangle^s$ is the Fourier multiplier operator with the symbol $\langle \xi \rangle^s$.  

2.2. Equivariant Sobolev spaces. Let $m \in \mathbb{Z} \setminus \{0\}$. In this subsection, we record some properties of $m$-equivariant functions and associated Sobolev spaces. We confine to $m \neq 0$ for simplicity of the exposition. We also assume $m > 0$ since $m$-equivariant functions with $m < 0$ are merely conjugates of $(-m)$-equivariant function. An elementary detailed exposition is given in Appendix A.

A function $f: \mathbb{R}^2 \to \mathbb{C}$ is said to be $m$-equivariant if
\[ f(x) = g(r)e^{im\theta}, \quad \forall x \in \mathbb{R}^2 \setminus \{0\} \]
for some $g: (0, \infty) \to \mathbb{C}$, where we expressed $x_1 + ix_2 = re^{i\theta}$ with $x = (x_1, x_2)$.

Here is a brief discussion of smooth $m$-equivariant functions $f$ for $m \neq 0$. If we require $f$ to be continuous at the origin, we should have $f(0) = 0$ because the factor $e^{im\theta}$ is not continuous at the origin. Moreover, regularity of $f$ forces $f$ to be degenerate at the origin; in fact, Lemma A.3 says that smooth $m$-equivariant $f$ should have the expression
\[ f(x) = h(x) \cdot (x_1 + ix_2)^m \]
for some smooth radial function $h(x) = h(|x|)$. This explicitly shows the degeneracy of $f$ at the origin from its regularity and $m$.

We turn our attention to equivariant Sobolev spaces. For $s \geq 0$, we define $H^s_m$ by the set of $m$-equivariant functions lying in the usual Sobolev space $H^s(\mathbb{R}^2)$ with denoting $L^2_m := H^0_m$. We equip $H^s_m$ with the usual $H^s(\mathbb{R}^2)$-norm. We denote by $C_c(\mathbb{R}^2 \setminus \{0\})$ the set of smooth $m$-equivariant functions having compact support in $\mathbb{R}^2 \setminus \{0\}$. Here is a useful density theorem for equivariant functions (Lemma A.5): the space $C_c(\mathbb{R}^2 \setminus \{0\})$ is dense in $H^s_m$ if and only if $s \leq m + 1$.

For functions in $C_c(\mathbb{R}^2 \setminus \{0\})$, we have
\[
\Delta f = \partial_{rr} f + \frac{1}{r} \partial_r f - \frac{m^2}{r^2} f,
\]
\[
\|f\|_{H^1}^2 = \|\nabla f\|_{L^2}^2 = \|\partial_r f\|_{L^2}^2 + m^2\|r^{-1}f\|_{L^2}^2,
\]
\[
\|f\|_{H^s}^2 = \|f\|_{L^2}^2 + \|f\|_{H^s}^2.
\]
In particular, we have the Hardy-Sobolev inequality (Lemma A.6): for $m \neq 0$,
\[
(2.5) \quad \|r^{-1}f\|_{L^2} + \|f\|_{L^\infty} \lesssim \|f\|_{H^1}, \quad \forall f \in C_c(\mathbb{R}^2 \setminus \{0\}).
\]
There is also a generalization of Hardy’s inequality (Lemma A.7): if $0 \leq k \leq m$ is an integer, then we have
\[
(2.6) \quad \|r^{-k}f\|_{L^2} + \|r^{-(k-1)} \partial_r f\|_{L^2} + \cdots + \|\partial_r^k f\|_{L^2} \lesssim \|f\|_{H^s}, \quad \forall f \in C_c(\mathbb{R}^2 \setminus \{0\}).
\]
Moreover, one can also have $L^\infty$-estimate for derivatives of $f$; for example, we have
\[
(2.7) \quad \|\partial_r^r f\|_{L^\infty} \lesssim \|f\|_{H^s}, \quad \forall m \geq 2, \ f \in C_c(\mathbb{R}^2 \setminus \{0\})
\]
by mimicking the proof of (2.5).

For an integer $0 \leq k \leq m$, we define the space $\dot{H}^k_m$ by the completion of $C_c(\mathbb{R}^2 \setminus \{0\})$ in $L^2_{\text{loc}}(\mathbb{R}^2)$ with respect to $\dot{H}^k_m$ norm. We have the following embeddings of spaces:
\[
C_c(\mathbb{R}^2 \setminus \{0\}) \hookrightarrow H^s_m \hookrightarrow \dot{H}^k_m \hookrightarrow L^2_{\text{loc}}(\mathbb{R}^2).
\]
By density, it suffices to check estimates regarding $\dot{H}^k_m$ or $\dot{H}^k_m$ norms for $C_c(\mathbb{R}^2 \setminus \{0\})$ functions. In particular, (2.5), (2.6), and (2.7) hold for all functions in $\dot{H}^1_m$, $\dot{H}^k_m$, and $\dot{H}^k_m$, respectively. In this paper, the space $\dot{H}^1_m$ is of particular importance.

\[8\]If $m < 0$, then $f$ has expression $f(x) = h(x) \cdot (x_1 - ix_2)^{|m|}$.
2.3. Time maximal functions. In this subsection, we introduce time maximal functions with the time variable $t$. In the proof of Theorems 1.1 and 1.3, we will use these for functions defined on $[t_0^*, 0)$. Several estimates (say at time $t < 0$) will be obtained by a time integral on $[t, 0)$. For example, $\|e(t)\|$ will be estimated by a time integral of $e(t')$ on $[t, 0)$ with $e(0) = 0$. Thus it is convenient to use a maximal function of time instead of fixed-time quantities.

To motivate this, consider the following situation. If $f : [t_0^*, 0) \to \mathbb{R}$ is given by $f(t) \sim |t|^p$, $p \geq 0$, then we have $\int_0^t |f(t')|dt' \sim \frac{|t|^{p+1}}{p+1} \sim |t| f(t)$. However, if we only know $f(t) \lesssim |t|^p$, then we cannot guarantee that $\int_0^t |f(t')|dt' \lesssim |t| f(t)$.

Instead, we want to introduce some maximal function $Tf$ such that $\int_0^t |f(t')|dt' \lesssim |t| \|Tf\|_p(t)$. For $f(t) \sim |t|^p$, $p \geq 0$, we consider a function $f : [t_0^*, 0) \to X$, where $X$ is a Banach space and $t_0^* \in (-\infty, 0)$.

Fix $\eta \geq 0$. We consider a function $f : [t_0^*, 0) \to X$, where $X$ is a Banach space and $t_0^* \in (-\infty, 0)$. For $t \in [t_0^*, 0)$, let us introduce

$$n(t) := \begin{cases} \left\lceil \max\{0, \log_2 \frac{|t|}{\eta} \} \right\rceil, & \text{if } \eta > 0, \\
\infty, & \text{if } \eta = 0, \end{cases}$$

where $\lceil \alpha \rceil$ is the smallest integer greater than or equal to $\alpha$. For each nonnegative integer $j$, we define

$$a[f; t, j] := \begin{cases} \sup_{\nu \in [2^{-j}, 2^{-j+1})} \|f(t')\|_X, & \text{if } 0 \leq j < n(t), \\
\sup_{\nu \in [2^{-j}, 0)} \|f(t')\|_X, & \text{if } j \geq n(t). \end{cases}$$

For each $s \in \mathbb{R}$, we define the time maximal function $T_X^{(\eta, s)}[f] : [t_0^*, 0) \to [0, +\infty)$ by

$$T_X^{(\eta, s)}[f](t) := \sum_{j=0}^{n(t)} 2^{js} (j^2 + 1)^{-1} a[f; t, j]. \tag{2.8}$$

When $\eta = 0$, we denote $T_X^{(0, s)}[f] = T_X^{(s)}[f]$. When $f$ is scalar-valued, we simply write $T_X^{(\eta, s)}[f] = T_X^{(s)}[f]$. The decay rate $(j^2 + 1)^{-1}$ in (2.8) is a technical factor that is required in the proof of Lemma 2.1 (see (2.15) and (2.17)).

It is clear that $T_X^{(\eta, s)}$ is sub-additive. Indeed, for any scalars $c_n$ and functions $f_n$, we have

$$T_X^{(\eta, s)} \left[ \sum_n c_n f_n \right] \leq \sum_n |c_n| T_X^{(\eta, s)}[f_n].$$

$T_X^{(\eta, s)}$ preserves power-type bounds; if $\|f(t)\|_X \sim (t)^q$ and $s \leq q$ (recall that we defined $(t) := (|t|^2 + \eta^2)^{\frac{1}{2}}$), then we have

$$T_X^{(\eta, s)}[f](t) \sim_q (t)^q.$$

$T_X^{(\eta, s)}$ is idempotent in the sense of (2.10). Moreover, $T_X^{(\eta, s)}$ is designed to behave nicely with integration in $t$; see (2.12) below.

One can easily verify qualitative properties of $T_X^{(\eta, s)}$. If $\eta > 0$ or $f(t) \lesssim |t|^s$ for $t$ near zero, then $T_X^{(\eta, s)}[f]$ has finite values. If $T_X^{(\eta, s)}[f](t_0) < \infty$ for some $t_0 \in [t_0^*, 0)$, then $T_X^{(\eta, s)}[f](t) < \infty$ for all $t \in [t_0, 0)$. Finally, if $f$ is continuous, then so is $T_X^{(\eta, s)}[f]$.

We conclude this subsection with quantitative properties.
Lemma 2.1 (Quantitative properties of $T^{(\eta,s)}_X$). Fix $\eta \geq 0$. Let $q \in \mathbb{R}$, $s \geq 0$, and $1 \leq p \leq \infty$. Then,

\begin{align}
(2.9) \quad \|f(t)\|_X & \leq T^{(\eta,s)}_X[f](t), \\
(2.10) \quad T^{(\eta,s)}_X[f](t) & \sim_x T_{X}^{(\eta,s)}[f](t), \\
(2.11) \quad T^{(\eta,s)}_X[\langle \cdot \rangle^q f](t) & \sim_q \langle t \rangle^q T_{X}^{(\eta,s)}[f](t).
\end{align}

If $\frac{1}{p} + q + s > 0$, we have

\begin{equation}
(2.12) \quad \|\langle \cdot \rangle^q T_{X}^{(\eta,s)}[f]\|_{L^p_{\eta-s}} \lesssim_{p,q,s} \langle t \rangle^{q+\frac{1}{p}} T_{X}^{(\eta,s)}[f](t).
\end{equation}

We remark that all of the above estimates are uniform in $\eta \geq 0$.

Proof. (2.9) is immediate from the definition (2.8).

We turn to (2.10). We have the $\lesssim$ direction by (2.9). To show the $\gtrsim$ direction, we use the following properties of $a[f; t, j]$:

\begin{align}
(2.13) \quad a[a[f; \cdot, k]; t, j] & \leq a[f; t, j + k] + a[f; t, j + k + 1] \quad \text{for all } j, k \geq 0, \\
(2.14) \quad j + k & \leq n(t) \quad \text{if } 0 \leq j \leq n(t) \text{ and } 0 \leq k \leq n(2^{-j} t).
\end{align}

By (2.13) and (2.14), we have

\begin{align}
T^{(\eta,s)}_X[f](t) & \leq \sum_{j=0}^{n(t)} \sum_{k=0}^{(2^{-j} t)} 2^{j+k}s(j^2 + 1)^{-1} \cdot \sum_{j=0}^{n(t)} \left( \sum_{j=0}^{\ell} \frac{\ell^2 + 1}{(j^2 + 1)((\ell - j)^2 + 1)} \right) 2^{j+k}(j^2 + 1)^{-1} \left( a[f; t, \ell] + a[f; t, \ell + 1] \right).
\end{align}

Using

\begin{equation}
(2.15) \quad \sum_{j=0}^{\ell} \frac{\ell^2 + 1}{(j^2 + 1)((\ell - j)^2 + 1)} \lesssim \sum_{j=0}^{\infty} \frac{1}{j^2 + 1} \lesssim 1,
\end{equation}

the estimate (2.10) follows.

The estimate (2.11) easily follows from the observation

\begin{equation}
(2.16) \quad \langle t \rangle \sim 2^{-j} \langle t \rangle \quad \text{whenever} \quad \begin{cases} 
\ell' \in [2^{-j} t, 2^{-j+1} t) \quad \text{if } j < n(t), \\
\ell' \in [2^{-j} t, 0) \quad \text{if } j = n(t).
\end{cases}
\end{equation}

Finally, we assume $\frac{1}{p} + q + s > 0$ and show (2.12). We only provide the proof for $1 \leq p < \infty$ as the case $p = \infty$ can be proved with an obvious modification of the argument. We estimate the LHS of (2.12) as

\begin{align}
\|\langle \cdot \rangle^q T_{X}^{(\eta,s)}[f]\|_{L^p_{\eta-s}} & \lesssim \|2^{-j} t \langle \cdot \rangle^q T_{X}^{(\eta,s)}[f](2^{-j} t)\|_{L^p_{\eta-s} \cap \ell^2} \\
& \lesssim q \|t \langle \cdot \rangle^q \|_{L^p_{\eta-s} \cap \ell^2} 2^{k_s}(k^2 + 1)^{-1} a[f; 2^{-j} t, k]\|_{L^p_{\eta-s} \cap \ell^2}.
\end{align}

where we used (2.16) in the last inequality. We then estimate the above $\ell^p \ell_k^{1-1}$ term using Hölder’s inequality with

\begin{align}
(2.17) \quad & \left\|2^{-j} \langle \cdot \rangle^q \left( (j + k)^2 + 1 \right)^{-1} a[f; t, j + k]\right\|_{L^p_{\eta-s} \cap \ell^2_{k \leq n(2^{-j} t)}} \lesssim_{p,q,s} 1, \\
& \left\|2^{j+k}(j + k)^2 + 1)^{-1} a[f; t, j + k]\right\|_{L^\infty_{\eta-s} \cap \ell^2_{k \leq n(2^{-j} t)}} \leq T_{X}^{(\eta,s)}[f](t),
\end{align}
where we used $a[f;2^{-j}t,k] = a[f;t,j + k]$ and (2.14). This completes the proof of (2.12).

\[ \square \]

2.4. Decomposition of nonlinearity and duality estimates.

**Decomposition of nonlinearity.** Denote by $\mathcal{N}(u)$ the nonlinearity of (CSS):

\begin{equation}
\mathcal{N}(u) := -|u|^2 u + \frac{2m}{r^2} A_0[u]u + \frac{A_2[u]}{r^2} u + A_0[u]u.
\end{equation}

We introduce trilinear terms $\mathcal{N}_{3,0}$, $\mathcal{N}_{3,1}$, $\mathcal{N}_{3,2}$ and quintilinear terms $\mathcal{N}_{5,1}$, $\mathcal{N}_{5,2}$. For $\psi_j : (0, \infty) \to \mathbb{C}$, with abbreviations

\begin{align*}
\mathcal{N}_{3,k} &= \mathcal{N}_{3,k}(\psi_1, \psi_2, \psi_3), \quad \forall k \in \{0, 1, 2\} \\
\mathcal{N}_{5,k} &= \mathcal{N}_{5,k}(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5), \quad \forall k \in \{1, 2\},
\end{align*}

we define

\begin{align}
\frac{\mathcal{N}_{3,0} := -\psi_1 \overline{\psi_2} \psi_3,}{\mathcal{N}_{3,1} := -\frac{m}{r^2} \left( \int_0^r \text{Re}(\psi_1 \overline{\psi_2})r' dr' \right) \psi_3,}
\frac{\mathcal{N}_{3,2} := -\left( \int_0^\infty \frac{m}{r} \text{Re}(\psi_1 \overline{\psi_2})dr' \right) \psi_3,}{\mathcal{N}_{5,1} := \frac{1}{4r^3} \left( \int_0^r \text{Re}(\psi_1 \overline{\psi_2})r' dr' \right) \left( \int_0^r \text{Re}(\psi_3 \overline{\psi_4})r' dr' \right) \psi_5,}
\frac{\mathcal{N}_{5,2} := \frac{1}{2} \left( \int_0^\infty \left( \int_0^r \text{Re}(\psi_1 \overline{\psi_2})r'' dr'' \right) \text{Re}(\psi_3 \overline{\psi_4}) \frac{dr''}{r'} \right) \psi_5.}{\text{In case of } \psi_j = u \text{ for all } j, \text{ we write}}
\end{align}

\[ \mathcal{N}_*(u) := \mathcal{N}_*(u, \ldots, u) \]

for any possible choice of $\star$. Then we can write the nonlinearity $\mathcal{N}$ as

\[ \mathcal{N}(u) = [\mathcal{N}_{3,0} + \mathcal{N}_{3,1} + \mathcal{N}_{3,2} + \mathcal{N}_{5,1} + \mathcal{N}_{5,2}](u). \]

**Introduction of $\mathcal{M}_{4,0}^{(A)}, \mathcal{M}_{4,1}^{(A)}, \text{ and } \mathcal{M}_{6}^{(A)}$.** We introduce a smooth radial weight $\phi$ such that $\partial_r \phi$ is increasing and

\[ \partial_r \phi(r) = \begin{cases} 
3 - e^{-r} & \text{if } r \geq 2, \\
& \text{if } r \leq 1.
\end{cases} \]

We write for $A \in [1, +\infty)$:

\begin{equation}
\phi_A(r) := \begin{cases} 
A^2 \phi\left(\frac{r}{A}\right), & \text{if } 1 \leq A < \infty, \\
\frac{1}{2r^2}, & \text{if } A = \infty.
\end{cases}
\end{equation}

We introduce quartic forms $\mathcal{M}_{4,0}^{(A)}$, $\mathcal{M}_{4,1}^{(A)}$, and sextic form $\mathcal{M}_{6}^{(A)}$. For $\psi_j : (0, \infty) \to \mathbb{C}$, with abbreviations

\begin{align*}
\mathcal{M}_{4,k}^{(A)} &= \mathcal{M}_{4,k}^{(A)}(\psi_1, \psi_2, \psi_3, \psi_4), \quad \forall k \in \{0, 1\} \\
\mathcal{M}_{6}^{(A)} &= \mathcal{M}_{6}^{(A)}(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_6),
\end{align*}
we define
\[(2.21) \quad M_{4,0}^{(A)} := \int \frac{\Delta \phi_A}{2} \cdot \psi_1 \overline{\psi_2} \psi_3 \overline{\psi_4},
M_{4,1}^{(A)} := \int \frac{\phi_A}{r} \cdot \frac{1}{r^2} \left( \int_0^r \text{Re}(\psi_1 \overline{\psi_2}) r' dr' \right) \text{Re}(\psi_3 \overline{\psi_4}),
M_{6}^{(A)} := \int \frac{\phi_A}{r} \cdot \frac{1}{r^2} \left( \int_0^r \text{Re}(\psi_1 \overline{\psi_2}) r' dr' \right) \left( \int_0^r \text{Re}(\psi_3 \overline{\psi_4}) r' dr' \right) \text{Re}(\psi_5 \overline{\psi_6}).\]
In case of $\psi_k = u$ for all $k$, we simply write as
\[M_{4,0}^{(A)}(u) := M_{4,0}^{(A)}(u, \ldots, u)\]
for any choice of $*$. In case of $A = \infty$, we write as
\[M_{*} := M_{*}^{(\infty)}.
\]
We will mostly use the case $A = \infty$; the case $1 \leq A < \infty$ will only appear when we do analysis with the Lyapunov/virial functional in Section 6.5.

The above forms $M_{*}$ arise naturally in the energy functional. In particular, we can rewrite the energy functional $E[u]$ as
\[(2.22) \quad E[u] = \frac{1}{2} \int \left( |\partial_t u|^2 + \frac{m^2}{r^2} |u|^2 \right) - \frac{1}{4} M_{4,0}^{(u)} - \frac{1}{2} M_{4,1}(u) + \frac{1}{8} M_{6}^{(u)}.
\]
If we recall that (CSS) has a Hamiltonian formulation with the Hamiltonian $E$, the nonlinearity $\mathcal{N}$ arises in the functional derivative of the energy. We in fact have
\[(2.23) \quad \begin{cases}
(\mathcal{N}_{3,0}(\psi_1, \psi_2, \psi_3, \psi_4)) = M_{4,0}(\psi_1, \psi_2, \psi_3, \psi_4), \\
(\mathcal{N}_{3,1}(\psi_1, \psi_2, \psi_3, \psi_4)) = -m M_{4,1}(\psi_1, \psi_2, \psi_3, \psi_4), \\
(\mathcal{N}_{3,2}(\psi_1, \psi_2, \psi_3, \psi_4)) = -m M_{4,1}(\psi_3, \psi_4, \psi_1, \psi_2), \\
(\mathcal{N}_{5,1}(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5)) = \frac{1}{2} M_{6}(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_6), \\
(\mathcal{N}_{5,2}(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5)) = \frac{1}{2} M_{6}(\psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_4).
\end{cases}
\]
In view of duality, this says that estimates of multilinear forms $M_{*}$ transfer to estimates of $\mathcal{N}_*$. This formulation simplifies multilinear estimates of $\mathcal{N}_*$.

We conclude this subsection by recording some duality estimates. The first one is well-adapted to the fixed time energy estimate.

**Lemma 2.2** (Duality estimates, I). Let $A \in [1, \infty]$. The following estimates hold uniformly in $A$.

1. For any distinct indices $i, i' \in \{1, 2, 3, 4\}$, we have
\[(2.24) \quad |M_{4,0}^{(A)}| \lesssim \|\psi_i\|_{L^\infty} \|\psi_{i'}\|_{L^\infty} \prod_{j \neq i, i'} \|\psi_j\|_{L^2}.
\]
2. For any distinct indices $i, i' \in \{1, 2, 3, 4\}$, we have
\[(2.25) \quad |M_{4,1}^{(A)}| \lesssim \left| \frac{\psi_i}{r} \right|_{L^2} \left| \frac{\psi_{i'}}{r} \right|_{L^2} \prod_{j \neq i, i'} \|\psi_j\|_{L^2}.
\]
3. For any distinct indices $i, i' \in \{1, \ldots, 6\}$, we have
\[(2.26) \quad |M_{6}^{(A)}| \lesssim \left| \frac{\psi_i}{r} \right|_{L^2} \left| \frac{\psi_{i'}}{r} \right|_{L^2} \prod_{j \neq i, i'} \|\psi_j\|_{L^2}.
\]

**Proof.** In each case, it suffices to consider the case with $A = \infty$ since we have $|\Delta \phi_A| + |\frac{\phi_A}{r}| \lesssim 1$ uniformly in $A$. The estimate (2.24) easily follows by Hölder’s
Lemma 2.4
It will be used mostly in Section 6.4 in a crucial way.

The proof.

\[ \left| \frac{1}{r} \int_0^r \text{Re}(\overline{\psi} \varphi) r' dr' \right| \lesssim \int_0^r \left| \frac{\psi}{r'} \varphi \right| r' dr'. \]

Now the estimates (2.25) and (2.26) follow by Hölder’s inequality with

\[ \left\| \int_0^r \text{Re}(\overline{\psi} \varphi) r' dr' \right\|_{L^\infty} \lesssim \| \psi \|_{L^2} \| \varphi \|_{L^2}. \]

This completes the proof. □

Lemma 2.3 (H^1-estimate of N). Let \( m \geq 1 \). For any possible choice of * in (2.19) and any two distinct indices \( i, i' \), we have

\[ \| N_i \|_{L^\infty} \lesssim \| \psi_i \|_{H^m_1} \| \psi_{i'} \|_{H^m_1} \prod_{j \neq i, i'} \| \psi_j \|_{L^\infty}, \tag{2.27} \]

\[ \| N_i \|_{H^m_1} \lesssim \| \psi_i \|_{H^m_1} \| \psi_{i'} \|_{H^m_1} \prod_{j \neq i, i'} \| \psi_j \|_{H^m_1}. \tag{2.28} \]

Proof. The estimate (2.27) easily follows from the duality relations (2.23), duality estimates (Lemma 2.2), and embeddings (2.5).

To estimate (2.28), we act \( \partial_r \) and \( 1/r \) on \( N_{i,0}, N_{i,1}, N_{i,2} \). These consist of linear combinations of the following expressions:

\[ \partial_r \psi_1 \overline{\psi}_2 \psi_3; \quad \psi_1 (\partial_r \overline{\psi}_2) \psi_3; \quad \psi_1 \overline{\psi}_2 (\partial_r \psi_3); \quad \overline{\psi}_2 \psi_1 \overline{\psi}_3; \quad \frac{1}{r} \left( \int_0^r \psi_1 \overline{\psi}_2 r' dr' \right) \psi_3. \]

These expressions are of types \( N_{i,0}, N_{i,1}, N_{i,2} \), where we replace exactly one \( \psi_j \) by \( \partial_r \psi_j \) or \( r^{-1} \psi_j \). Thus we can apply (2.27) and (2.5) to estimate all the above terms by

\[ \| \psi_1 \|_{H^m_1} \| \psi_2 \|_{H^m_1} \| \psi_3 \|_{H^m_1}. \]

We turn to \( N_{5,1} \) and \( N_{5,2} \). As before, we will investigate what expressions arise when \( \partial_r \) and \( 1/r \) act on \( N_{5,1} \) and \( N_{5,2} \). We first note the following useful tricks:

\[ \partial_r \left( \int_0^r \psi_1 \overline{\psi}_2 r' dr' \right) = \int_0^r \left( (\partial_r \psi_1) \overline{\psi}_2 + \psi_1 (\partial_r \overline{\psi}_2) + \frac{1}{r^2} \overline{\psi}_2 \psi_1 \right) r' dr', \]

\[ \partial_r \left( \int_0^r \psi_1 \overline{\psi}_2 r' dr' \right) = \int_0^r \left( (\partial_r \psi_1) \overline{\psi}_2 + \psi_1 (\partial_r \overline{\psi}_2) - \frac{1}{r^2} \overline{\psi}_2 \psi_1 \right) r' dr'. \]

Therefore, \( \partial_r \) and \( 1/r \) acted on \( N_{5,1} \) and \( N_{5,2} \) consist of expressions of types \( N_{5,1} \) and \( N_{5,2} \), where we replace exactly one \( \psi_j \) by \( \partial_r \psi_j \) or \( r^{-1} \psi_j \). Applying (2.27) completes the proof. □

We also need the following duality estimate adapted to the Strichartz estimates. It will be used mostly in Section 6.4 in a crucial way.

Lemma 2.4 (Duality estimates, II). Let \( A \in [1, \infty] \). The following estimates hold uniformly in \( A \).

1. For any distinct indices \( i, i' \in \{1, \ldots, 4\} \), we have

\[ |\mathcal{M}_{4,0}^{(A)}| \lesssim \| \psi_i \|_{L^\infty} \| \psi_{i'} \|_{L^A} \prod_{j \neq i, i'} \| \psi_j \|_{L^{Ap}}. \tag{2.29} \]

for any \( p_j \in \{2, 4\} \).
(2) For any distinct indices \(i, i' \in \{1, \ldots, 4\}\), there exist \(p_j \in \{2, 4\} \ (j \neq i, i')\) such that
\[
|\mathcal{M}_{4,1}^{(A)}| \lesssim \left\| \frac{\psi_i}{r} \right\|_{L^2} \| \psi_{i'} \|_{L^4} \prod_{j \neq i, i'} \| \psi_j \|_{L^{p_j}}.
\]

(3) For any distinct indices \(i, i' \in \{1, \ldots, 6\}\), there exist \(p_j \in \{2, 4\} \ (j \neq i, i')\) such that
\[
|\mathcal{M}_{6}^{(A)}| \lesssim \left\| \frac{\psi_i}{r} \right\|_{L^2} \| \psi_{i'} \|_{L^4} \prod_{j \neq i, i'} \| \psi_j \|_{L^{p_j}}.
\]

In the above estimates, \(p_j\)’s satisfy the scaling conditions
\[
\sum_{j \neq i, i'} \frac{1}{p_j} = \left\{ \begin{array}{ll}
\frac{3}{4} & \text{for } (2.29), \\
\frac{5}{4} & \text{for } (2.31)
\end{array} \right.
\]

Remark 2.5. Due to expressions of \(\mathcal{M}_{4,1}\) and \(\mathcal{M}_6\), we cannot choose arbitrary \(p_j\)’s satisfying the scaling condition (2.32). The choice of \(p_j\)’s depends on the pair \((i, i')\).

Proof of Lemma 2.4. In each case, it suffices to consider the case with \(A = \infty\) since we have \(|\Delta \psi_{4,4} + \frac{\partial \psi_{4,4}}{\partial t}| \lesssim 1\) uniformly in \(A\). The estimate (2.29) clearly follows by H"older’s inequality. We omit the proof of (2.30) and only show (2.31), as the former is easier than the latter. Henceforth, we focus on (2.31) with \(A = \infty\). Due to symmetry, it suffices to consider five cases: \((i, i') \in \{(1, 2), (1, 3), (1, 5), (5, 1), (5, 6)\}\).

We will rely on
\[
\left\| \frac{1}{r} \int_0^r |f|r^{r'} dr' \right\|_{L^2} \lesssim \|f\|_{L^{\infty}}^{\frac{1}{2}} \quad \text{and} \quad \left\| \int_0^r |f|r^{r'} dr' \right\|_{L^\infty} \lesssim \|f\|_{L^1},
\]
where the first inequality is obtained by interpolating the second one and (B.2).

In case of \((i, i') = (1, 2)\), we estimate as
\[
|\mathcal{M}_6| \lesssim \left\| \frac{1}{r} \int_0^r \left( \frac{\psi_4}{r} \cdot \psi_2 \right) r^{r'} dr' \right\|_{L^2} \left\| \int_0^r \psi_3 \psi_4 \psi_{1} r^{r'} dr' \right\|_{L^\infty} \| \psi_5 \|_{L^2} \lesssim \|r^{-1} \psi_1 \|_{L^2} \| \psi_2 \|_{L^4} \| \psi_3 \|_{L^2} \| \psi_4 \|_{L^2} \| \psi_5 \|_{L^2} \psi_6 \|_{L^2}.
\]

In case of \((i, i') \in \{(1, 3), (1, 5)\}\), we estimate as
\[
|\mathcal{M}_6| \lesssim \left\| \int_0^r \left( \frac{\psi_1}{r} \cdot \psi_2 \right) r^{r'} dr' \right\|_{L^\infty} \left\| \frac{1}{r} \int_0^r \psi_3 \psi_4 \psi_{1} r^{r'} dr' \right\|_{L^2} \| \psi_5 \|_{L^2} \lesssim \|r^{-1} \psi_1 \|_{L^2} \| \psi_2 \|_{L^4} \| \psi_3 \|_{L^2} \| \psi_4 \|_{L^2} \| \psi_5 \|_{L^2} \| \psi_6 \|_{L^2}.
\]

In case of \((i, i') \in \{(5, 1), (5, 6)\}\), we estimate as
\[
|\mathcal{M}_6| \lesssim \left\| \frac{1}{r} \int_0^r \left( \psi_4 \psi_5 \right) r^{r'} dr' \right\|_{L^2} \left\| \int_0^r \psi_3 \psi_4 \psi_{1} r^{r'} dr' \right\|_{L^\infty} \| \psi_6 \|_{L^2} \lesssim \| \psi_1 \|_{L^2} \| \psi_2 \|_{L^4} \| \psi_3 \|_{L^2} \| \psi_4 \|_{L^2} \| \psi_5 \|_{L^2} \| \psi_6 \|_{L^2}.
\]

This completes the proof. \(\square\)

Lemma 2.6 \((L^{\frac{3}{2}}\text{-estimate of } \mathcal{N})\). Let \(m \geq 1\). For any possible choice of \(*\) in (2.19) and any index \(i\), there exist \(p_j \in \{2, 4\} \ (j \neq i)\) depending on \(*\) and \(i\) satisfying
\[
|\mathcal{N}_{4,*,i}|_{L^{\frac{3}{2}}} \lesssim \| \psi_i \|_{H^m_x} \prod_{j \neq i} \| \psi_j \|_{L^{p_j}},
\]
\[
|\mathcal{N}_{5,*,i}|_{L^{\frac{3}{2}}} \lesssim \| \psi_i \|_{H^m_x} \prod_{j \neq i} \| \psi_j \|_{L^{p_j}},
\]
and the scaling conditions

\[
(2.35) \sum_{j \neq i} \frac{1}{\rho_j} = \begin{cases} \frac{3}{4} & \text{for } (2.33), \\ 2 & \text{for } (2.34). \end{cases}
\]

\textbf{Proof.} The proof follows from Lemma 2.4 and duality relations (2.23). We omit the details. \hfill \Box

\section*{2.5. Dynamic rescaling.}

In works of modulation analysis, one introduces modulation parameters \(\lambda(t), \gamma(t)\), and rescale the spacetime variables \((t, x)\) to \((s, y)\). We use \(\lambda(t)\) as a scaling parameter function and define the rescaled variables \((s, y)\) by

\[
\frac{ds}{dt} = \frac{1}{\lambda^2(t)}; \quad y := \frac{x}{\lambda(t)}.
\]

We work with solutions \(u(t, x)\) such that

\[
u(t, x) \approx \frac{1}{\lambda(t)} Q\left(\frac{x}{\lambda(t)}\right)e^{i\gamma(t)} \]

for some fixed profile \(Q\), and time-dependent scaling and phase parameters \(\lambda(t)\) and \(\gamma(t)\). Note that \(u\) is a function of \((t, x)\) but \(Q\) is a function of \(y\). It is thus convenient to introduce notations switching between the \((t, x)\) and \((s, y)\)-variables.

\textit{Introduction of \(\sharp\) and \(\flat\).} Let \(\lambda\) and \(\gamma\) be given. When \(f\) is a function of \(y\), we use the raising operation \(\sharp\) to convert \(f\) to a function of \(x\). Similarly, for a function \(g(x)\), we use the lowering operation \(\flat\) to convert \(g\) to a function of \(y\). We define \(\sharp\) and \(\flat\) via the formulas\(^9\)

\[
\begin{align*}
f^{\sharp}(x) &:= \frac{1}{\lambda} f(x)e^{i\gamma}, \\
g^{\flat}(y) &:= \lambda g(\lambda y)e^{-i\gamma}.
\end{align*}
\]

The raising/lowering operations respect \(L^2\)-scalings in the following sense:

\[
\begin{align*}
\Lambda f^{\sharp} &= [\Lambda f]^{\sharp}; & i f^{\sharp} &= [if]^{\sharp}; & \|f^{\sharp}\|_{L^2} &= \|f\|_{L^2}; \\
\Lambda g^{\flat} &= [\Lambda g]^{\flat}; & i g^{\flat} &= [ig]^{\flat}; & \|g^{\flat}\|_{L^2} &= \|g\|_{L^2}.
\end{align*}
\]

Moreover, we have

\[
\begin{align*}
\Delta f^{\sharp} &= \frac{1}{\lambda^2} [\Delta f]^{\sharp}; & \mathcal{N}(f^{\sharp}) &= \frac{1}{\lambda^2} [\mathcal{N}(f)]^{\sharp}; & \mathcal{M}(f^{\sharp}) &= \frac{1}{\lambda^2} \mathcal{M}(f); \\
\Delta g^{\flat} &= \lambda^2 [\Delta g]^{\flat}; & \mathcal{N}(g^{\flat}) &= \lambda^2 [\mathcal{N}(g)]^{\flat}; & \mathcal{M}(g^{\flat}) &= \lambda^2 \mathcal{M}(g).
\end{align*}
\]

In Sections 5 and 6, we also use the notation

\[
f_b(y) := f(y)e^{-\frac{|y|^2}{4}}.
\]

Note that \([f_b]^{\sharp} \neq [f^{\sharp}]_b\) in general. As we will not use \([f^{\sharp}]_b\) in any places, we will use the notation

\[
f_b := [f_b]^{\sharp}.
\]

\footnote{Note that \(s = s(t)\) is defined up to addition of constants. Only the difference \(s(t_1) - s(t_2)\) is of importance.}

\footnote{Musical notations \(\sharp\) and \(\flat\) are standard in tensor calculus. In our setting, we use \(\sharp\) and \(\flat\) with completely different meaning; we use them to indicate on which scales we view our functions. But we think that \(\sharp\) and \(\flat\) in our setting still shares same spirit with those used in tensor calculus.}
Introduction of the rescaled variables \((s, y)\). Define the rescaled variables \((s, y)\) by
\[
\frac{ds}{dt} = \frac{1}{\lambda^2(t)}; \quad y := \frac{x}{\lambda(t)}.
\]
We will work both on the \((t, x)\) and \((s, y)\)-variables. When we apply \(\sharp\) or \(\flat\) operations on time-dependent functions, we presume that the time variables \(t\) or \(s\) are changed in a suitable fashion. For example, \(\sharp\) acts on \(f(s, y)\) as
\[
f^\sharp(t, x) = \frac{1}{\lambda(t)} f(s(t), \frac{x}{\lambda(t)}) e^{i\gamma(t)}.
\]
The following formulae are useful for converting evolutions on \((t, x)\)-variables to those on \((s, y)\)-variables, and vice versa.
\[\begin{align*}
\partial_s f^\sharp &= \frac{1}{\lambda^2} \left[ \partial_s f - \frac{\lambda}{\lambda} \Lambda f + i \gamma_s f \right]^\sharp, \\
\partial_s g^\flat &= \frac{\lambda^2}{\lambda} \left[ \partial_s g + \frac{\lambda}{\lambda} \Lambda g - i \gamma_s g \right]^\flat.
\end{align*}\]

For example, if \(u(t, x)\) solves \((CSS)\), then we have
\[
i \partial_t u + \Delta_m u = N(u),
\]
\[
i \partial_s u^\flat + \Delta_m u^\flat = N(u^\sharp) + i \frac{\lambda}{\lambda} \Lambda u^\flat + \gamma_s u^\flat.
\]

2.6. Local theory of \(CSS\) under equivariance. The discussion in this subsection holds for any \(g \in \mathbb{R}\) and \(m \in \mathbb{Z}\). Under the equivariance, \(L^2\)-critical local well-posedness of \((1.22)\) is shown in Liu-Smith \([36\, Section\, 2]\) by using a standard application of Strichartz estimates. Note that without equivariance ansatz, local theory of \((1.1)\) was developed by various authors \([1, 15, 35\) (under Coulomb gauge) and \([37\) (under heat gauge). The aim of this subsection is to record the Strichartz estimates and Cauchy theory of \((1.22)\) under the equivariance. Specializing to the self-dual case \(g = 1\), the local theory of \(CSS\) follows.

A pair \((q, r)\) is said to be admissible if \(2 \leq q, r \leq \infty, \frac{1}{q} + \frac{1}{r} = \frac{1}{2}\), and \((q, r) \neq (2, \infty)\). We have the well-known Strichartz estimates:

**Lemma 2.7** (Strichartz estimates). Let \(\phi : I \times \mathbb{R}^2 \to \mathbb{C}\) solve
\[
\left\{ \begin{array}{l}
i \partial_t \phi + \Delta \phi = F, \\
\phi(0) = \phi_0,
\end{array} \right.
\]
in the sense of Duhamel. For any admissible \((q, r)\) and \((\tilde{q}, \tilde{r})\), we have
\[
\|\phi\|_{L^1_t L^q_x} \lesssim_{q, r, \tilde{q}, \tilde{r}} \|\phi_0\|_{L^2} + \|F\|_{L^{\tilde{q}}_t L^{2\tilde{r}}_x},
\]
where \(\tilde{q}\) and \(\tilde{r}\) are conjugate Lebesgue exponents for \(\tilde{q}\) and \(\tilde{r}\), respectively.

**Remark 2.8** (Endpoint Strichartz estimate). If we further assume that \(\phi\) is equivariant, then the Strichartz estimates \((2.36)\) hold for the endpoint pairs \((q, r) = (2, \infty)\) or \((\tilde{q}, \tilde{r}) = (2, \infty)\). See the discussion \([36\, Section\, 2]\), which is based on \([30, 60]\).

Until the end of this subsection, \(\phi_0^{(n)}\) (with \(n \in \mathbb{N}\)) and \(\phi_0\) will always denote initial data. Corresponding maximal lifespan evolution guaranteed by Propositions \(2.9\) and \(2.10\) with the initial data \(\phi_0^{(n)}\) and \(\phi_0\) will be denoted by \(\phi^{(n)} : I_n \times \mathbb{R}^2 \to \mathbb{C}\) and \(\phi : I \times \mathbb{R}^2 \to \mathbb{C}\), respectively.

**Proposition 2.9** (\(L^2\)-critical Cauchy theory \([36\, Section\, 2]\)). Let \(m \in \mathbb{Z}\) and \(t_0 \in \mathbb{R}\).

\[11\] Compared to the statement given in \([36]\), we give a qualitative version of continuous dependence. We also include stability of scattering solutions.
We will also need \( H^s_m \)-subcritical local theory for \( s > 0 \). As the proof is not explicitly given in \([36]\), we provide a brief sketch of the proof in Appendix B.

**Proposition 2.10 (\( H^s_m \)-subcritical Cauchy theory).** Let \( m \in \mathbb{Z}, t_0 \in \mathbb{R}, \) and \( s > 0 \).

1. **(Local existence, uniqueness, and persistence of regularity)** For any \( \phi_0 \in H^s_m \), there exists a unique maximal lifespan solution \( \phi : I \times \mathbb{R}^2 \rightarrow \mathbb{C} \) in \( L^\infty_{t}L^2_x \cap L^4_{t,loc}L^4_x \) to (1.22) with the initial data \( \phi(t_0) = \phi_0 \). Here, \( I \) is an open interval containing \( t_0 \). Moreover, \( \phi \) indeed lies in \( C_{t,loc}L^2_m \) and \( L^4_{t,loc}L^4_x \) for all admissible pairs \((q,r)\).

2. **(Local existence in subcritical sense)** For any \( R > 0 \), there exists \( \delta > 0 \) such that we can guarantee \( I \supset [t_0 - \delta, t_0 + \delta] \) whenever the initial data satisfies \( ||\phi_0||_{H^s_m} \leq R \).

3. **(Continuous dependence and stability of scattering solutions)** The corresponding statement in Proposition 2.9 holds with \( L^2_{x} \), \( C_{t,loc}L^2_{m} \), and \( L^4_{t,loc}L^4_{x} \) replaced by \( H^s_{m} \), \( C_{t,loc}H^s_{m} \), and \( L^4_{t,loc}B^s_{r,2} \), respectively.

4. **(Finite-time blowup criterion)** If \( \sup I < +\infty \), then \( ||\phi(t)||_{H^s_m} \rightarrow \infty \) as \( t \rightarrow \sup I \). One can replace sup \( I \) by inf \( I \) to obtain the analogous statement.

**Remark 2.11.** The space \( B^s_{r,2} \) is the Besov space, whose definition is given in Appendix B. Such a choice of the solution norm is not important in this paper.

### 3. Linearization of (CSS) under equivariance

In this section, we collect information on the linearization of (CSS). For \( g = 1 \), the self-dual case, it turns out that the linearized operator at static solution \( Q \) is also written as a self-dual form

\[
L_Q = L^*_Q L_Q.
\]

This is naturally expected in view of the Hamiltonian formulation.

Linearization under the equivariance symmetry was conducted by Lawrie-Oh-Shahshahani [33] and they observed that linearized operator has the form (3.1). More precisely, they linearized (CSS) in the form

\[
i\partial_t \epsilon - L^*_Q L_Q \epsilon = (\text{h.o.t.}),
\]

where \( u = Q + \epsilon \) solves (CSS).
In the following, we start with Bogomol’nyi operator and its linearization, and use them to write (CSS) in a self-dual form. Then, we can linearize (CSS) and observe that the linearized operator at \( Q \) is of the self-dual form. We study the generalized null space of \( iL_Q \) and coercivity of \( L_Q \).

### 3.1. Linearization of Bogomol’nyi operator.

Because of the Hamiltonian and self-dual structures, it is natural to linearize the Bogomol’nyi operator first. For later use, however, we will linearize at arbitrary profile \( w \). In order to avoid confusion, let us write

\[
D_\pm^{(u)} := \partial_r - \frac{1}{r}(m + A_\theta[u]),
\]

\[
D_\pm^{(u)*} := -\partial_r - \frac{1}{r}(1 + m + A_\theta[u]).
\]

We assume the decomposition \( u = w + \epsilon \).

We first observe the operator identities

\[
D_\pm^{(w)} = D_\pm^{(u)} + (B_w \epsilon) + \frac{1}{2}(B_\epsilon \epsilon),
\]

\[
D_\pm^{(w)*} = D_\pm^{(u)*} + (B_w \epsilon) + \frac{1}{2}(B_\epsilon \epsilon),
\]

where \( (B_w \epsilon) \) (and so is \( \frac{1}{2}(B_\epsilon \epsilon) \)) is interpreted as multiplication operators by real functions, whose explicit formulae are given by

\[
B_w f := \frac{1}{r} \int_0^r \text{Re}(f) r' dr'.
\]

We note that

\[
A_\theta[u] = -\frac{1}{2} r B_u u.
\]

We thus have

(3.2) \[
D_\pm^{(w)} u = D_\pm^{(w)} w + L_w \epsilon + N_w(\epsilon),
\]

where

(3.3) \[
L_w := D_\pm^{(w)} + w B_w,
\]

\[
N_w(\epsilon) := \epsilon B_w \epsilon + \frac{1}{2} w B_\epsilon \epsilon + \frac{1}{2} \epsilon B_\epsilon \epsilon.
\]

Here \( N_w(\epsilon) \) contains the quadratic and cubic parts of \( \epsilon \) that are all nonlocal due to integration in \( r \). We remark that the operators \( B_w \) and \( L_w \) are only \( \mathbb{R} \)-linear, but not \( \mathbb{C} \)-linear. We also record the formal real adjoints

(3.4) \[
B_w^* f = w \int_{r'}^\infty \text{Re}(f) dr',
\]

\[
L_w^* f = D_\pm^{(w)*} f + B_w^* (\overline{w f}).
\]

Note that

\[
A_0[u] u = -B_{u!} \frac{m}{r} |u|^2 - \frac{1}{2} |u|^2 B_u u.
\]

In particular when \( w = Q \), we use \( D_\pm^{(Q)} Q = 0 \) to have

\[
E[Q + \epsilon] = \frac{1}{2} \int |D_\pm^{(Q+\epsilon)} (Q + \epsilon)|^2 = \frac{1}{2} \int |L_Q \epsilon + N_Q(\epsilon)|^2.
\]

Therefore, we can extract the quadratic part of the energy

(3.5) \[
E[Q + \epsilon] = \frac{1}{2} \int |L_Q \epsilon|^2 + (\text{h.o.t.}).
\]

\[12\text{By real adjoint, we view } L^2(\mathbb{R}^2; \mathbb{C}) \text{ as } \mathbb{R}\text{-Hilbert space equipped with the inner product } (u, v)_r = \int \text{Re}(uv) .\]
3.2. Linearization of \textit{(CSS)}. In the self-dual case, it is possible to write \textit{(CSS)} using the (linearized) Bogomol’nyi operator. This is due to the Hamiltonian formulation and a special form of energy (1.29).

\textbf{Proposition 3.1} (\textit{CSS} in the self-dual form). \textit{(CSS)} is equivalent to

\begin{equation}
\label{eq:3.6}
i\partial_t u = L^*_w D^{(w)}_+ u.
\end{equation}

\textbf{Remark 3.2.} As mentioned in Section 1.2 \textit{(1.1)} under the Coulomb gauge enjoys a Hamiltonian formulation. The equation \textit{(CSS)} is naturally written as a Hamiltonian equation:

\[ \partial_t u = -i\frac{\delta E}{\delta u} = -i\frac{\delta}{\delta u} \left( \frac{1}{2} \int |D^{(w)}_+ u|^2 \right). \]

Using the linearization (3.2), one can formally verify (3.6).

\textbf{Proof of Proposition 3.1} Recall that

\[ D^{(w)}_+ u = (\partial_r - \frac{m+1}{r})(\partial_r - \frac{m}{r})u \]

Thus

\[ L^*_w D^{(w)}_+ u = (-\partial_r - \frac{m+1}{r})(\partial_r - \frac{m}{r})u \]

\[ + \left( -\partial_r - \frac{m+1}{r} \right) \left( \frac{1}{2} (B_u u) u + \frac{1}{2} (B_u u) (\partial_r - \frac{m}{r}) u + B^*_u [\varpi(\partial_r - \frac{m}{r}) u] \right) \]

\[ + \frac{1}{2} [B_u u]^2 u + \frac{1}{2} B^*_u [\varpi]^2 B_u u. \]

We can rewrite the terms in the second line of the above display as

\[ (-\partial_r - \frac{m+1}{r}) \left( \frac{1}{2} (B_u u) u + \frac{1}{2} (B_u u) (\partial_r - \frac{m}{r}) u \right) \]

\[ = \frac{1}{2r} (-\partial_r - \frac{m}{r}) [r (B_u u) u] + \frac{1}{2} (r B_u u) (\partial_r - \frac{m}{r}) u \]

\[ = \frac{1}{2r} (-\partial_r, r (B_u u) u - \frac{m}{r} (B_u u) u \]

\[ = -\frac{1}{2} |u|^2 u - \frac{m}{r} (B_u u) u, \]

and

\[ B^*_u [\varpi(\partial_r - \frac{m}{r}) u] = -\frac{1}{2} |u|^2 u - B^*_u [\varpi]^2 u^2. \]

Therefore, we recover the nonlinearity expression as in \textit{(CSS)}, but expressed in terms of \( B_u, B^*_u \):

\[ L^*_w D^{(w)}_+ u = (-\partial_r - \frac{m+1}{r})(\partial_r - \frac{m}{r})u \]

\[ - |u|^2 u - \frac{m}{r} (B_u u) u - B^*_u [\varpi]^2 u^2 \]

\[ + \frac{1}{2} (B_u u)^2 u + \frac{1}{2} B^*_u [\varpi]^2 B_u u \]

\[ = -\Delta_m u - |u|^2 u + \frac{2m}{r^2} A_\theta [u] u + \frac{A^2_\theta [u]}{r^2} u + A_0 [u] u. \]

This completes the proof. \(\square\)

Using (3.6), we can easily linearize \textit{(CSS)}. To linearize \( L^*_w D^{(w)}_+ u \) at \( w \), we write

\[ u = w + \epsilon, \]

\[ D^{(w)}_+ u = D^{(w)}_+ w + L_w \epsilon + N_w (\epsilon), \]

\[ L^*_w = L^*_w + [(B_w \epsilon) + B^*_w [\varpi \cdot] + B^*_w [\varpi \cdot] + \frac{1}{2} (B_w \epsilon) + B^*_w [\varpi \cdot] \] \[ \cdot] D^{(w)}_+ w. \]

Then the linear part \( L_w \epsilon \) of \( L^*_w D^{(w)}_+ u \) is given by

\begin{equation}
\label{eq:3.7}
L_w \epsilon = L^*_w L_w \epsilon + [(B_w \epsilon) + B^*_w [\varpi \cdot] + B^*_w [\varpi \cdot] \] \[ \cdot] D^{(w)}_+ w.
\end{equation}
In particular, when \( w = Q \), we observe the self-duality using \( D_+^{(Q)} Q = 0 \):
\[
\mathcal{L}_Q = L^*_Q L_Q.
\]
With this formulation, we can recover a full linearized equation
\[
 i\dot{u} - L_Q u = L^*_Q N_Q(\epsilon) + \left[ (B_Q \epsilon) + B^*_Q [\tau \cdot] \right] |L_Q \epsilon + N_Q(\epsilon)|
+ \left[ \frac{1}{2} (B_\epsilon) + B^*_\epsilon [\tau \cdot] \right] |L_Q \epsilon + N_Q(\epsilon)|,
\]
as is done in Lawrie-Oh-Shahshahani \cite{LawrieOhShahshahani}. They also observed that there is no derivative falling on \( \epsilon \) in the nonlinearity. This is naturally expected as the nonlinearity of \( \text{CSS} \) contains no derivatives.

3.3. Algebraic relations, solvability, and coercivity of \( \mathcal{L}_Q \). The linearization of \( \text{CSS} \) at \( Q \) is given by
\[
 \partial_t u = -i L_Q u.
\]
Our main goals are to compute the generalized nullspace of \( i L_Q \) and to prove the coercivity of \( \mathcal{L}_Q \) under a transversality condition. Such spectral information stems from the symmetries of \( \text{CSS} \), i.e. phase, scaling, and pseudoconformal symmetries. It turns out that the generalized null space for the self-dual \( \text{CSS} \) is different from that of \( \text{NLS} \) studied in \cite{NLS}.

Differentiating symmetries of \( \text{CSS} \) at the static solution \( Q \), we obtain explicit algebraic identities satisfied by \( \mathcal{L}_Q \). Assume we have a continuous family of solutions \( u^{(a)}(t,r) \) to \( \text{CSS} \) with \( u^{(0)}(t,r) = Q(r) \). Differentiating
\[
 L^*_a(u^{(a)}) D^{(u^{(a)})} a^{(a)} = i \partial_r u^{(a)}
\]
in \( a \) at \( a = 0 \), we obtain
\[
 \mathcal{L}_Q(\partial_a u^{(a)})|_{a=0} = i \partial_r (\partial_a u^{(a)})|_{a=0}.
\]
If we substitute phase, scaling, and pseudoconformal symmetry
\[
 u^{(a)}(t,r) = \begin{cases} 
 e^{iaQ(r)} & \text{(phase)} \\
 aQ(ar) & \text{(scaling)} \\
 \frac{1}{1+at} e^{ia \frac{r}{1+ar}} Q(\frac{r}{1+ar}) & \text{(pseudoconformal)}
\end{cases}
\]
then we obtain
\[
 \mathcal{L}_Q(iQ) = 0, \quad \text{(phase)}
\]
\[
 \mathcal{L}_Q(\Lambda Q) = 0, \quad \text{(scaling)}
\]
\[
 \mathcal{L}_Q(i\epsilon^2 Q) = -4i\Lambda Q, \quad \text{(pseudoconformal)}
\]

Here is a rough discussion on spectral properties of \( \mathcal{L}_Q \). Rigorous results are proved below. Noticing that \( \mathcal{L}_Q f = 0 \) if and only if \( L_Q f = 0 \), we have \( L_Q(iQ) = L_Q(\Lambda Q) = 0 \). As \( L_Q \) is a first-order (nonlocal) differential operator, one can indeed see that \( \ker L_Q = \text{span}_k \{ iQ, \Lambda Q \} \). Moreover, one can invert the operator \( \mathcal{L}_Q \) on the orthogonal complement of \( \ker L_Q \). As a consequence, \( \mathcal{L}_Q \) is coercive on a subspace having trivial intersection with \( \ker L_Q \).

As an application, we can characterize the generalized null space of \( iL_Q \). We first characterize the kernel of \( L_Q \):

**Lemma 3.3** (Kernel of \( L_Q \)). If \( f : \mathbb{R}^2 \to \mathbb{C} \) is a smooth \( m \)-equivariant function such that \( L_Q f = 0 \)\(^{13}\) then \( f \) is a \( \mathbb{R} \)-linear combination of \( \Lambda Q \) and \( iQ \).

\(^{13}\)Actually \( L_Q \) acts on functions from \((0,\infty)\) to \( \mathbb{C} \). By an abuse of notation, we denote by \( f(r) \) the radial component of the \( m \)-equivariant function \( f(x) \).
Proof. As \( f \) is smooth \( m \)-equivariant, Lemma A.3 says that \( f^{(k)}(0) = 0 \) for all \( k \leq m - 1 \). As \( \varphi \in \{ \Lambda Q, iQ \} \) satisfies \( \varphi^{(k)}(0) = 0 \) for \( k \leq m - 1 \) and \( \varphi^{(m)}(0) \neq 0 \), we may subtract an \( R \)-linear combination of \( \Lambda Q \) and \( iQ \) from \( f \) to assume \( f^{(m)}(0) = 0 \). It now suffices to show that \( f = 0 \). Since \( f \) is smooth such that \( f^{(k)}(0) = 0 \) for all \( k \leq m \), by Lemma A.1, the function \( r^{-m} f(r) \) is smooth, \( r^{-m} f(r) |_{r=0} = 0 \), and
\[
\partial_r (r^{-m} f) = r^{-m} (\partial_r f - \frac{m}{r} f) = -r^{-m} (Q B Q + \frac{1}{2} (B Q Q)) f.
\]
We integrate from the origin to get
\[
|f(r)| = \left| \int_0^r \frac{Q}{(r')}^{m+1} \left( \int_0^{r'} Q R e f_2 dr' \right) dr' + \frac{1}{2} \int_0^r (B Q Q) \frac{f(r')}{(r')} m dr' \right| \\
\leq \int_0^r \left\{ (r')^{m+1} Q \left( \int_0^{r'} \frac{Q}{(r')} m dr' \right) + \frac{1}{2} B Q Q \right\} |\frac{f(r')}{(r')} m dr'|
\]
As the factor in the curly bracket is bounded, Gronwall’s inequality concludes that \( f = 0 \).
\( \square \)

Therefore, the kernel of \( L_Q \) (and hence of \( L_Q \)) is spanned \( \{ \Lambda Q, iQ \} \). Since \( (\Lambda Q, iQ)_R = 0 \), in view of Fredholm alternative, it is natural to expect that we can solve \( i L_Q \psi = \Lambda Q \) and \( i L_Q \psi = i Q \). For the former, we already know a solution, which is \( i^{2} r^{2} Q \) given by the pseudoconformal symmetry. But there is no \( \psi \) satisfying \( i L_Q \psi = i^{2} r^{2} Q \) because \( (r^{2} Q, \Lambda Q)_R = -\|r Q\|_{L^2}^2 \neq 0 \) (when \( m \geq 1 \)). For the latter, we can in fact construct a solution \( \rho \) to \( i L_Q \rho = i Q \) in Lemma 3.6 below. But there is no \( \psi \) satisfying \( i L_Q \psi = \rho \) because \( (-i \rho, i Q)_R = -\|Q \rho\|_{L^2}^2 \neq 0 \) (when \( m \geq 1 \)). Therefore, we have found the basis of the generalized null space. In summary,

**Proposition 3.4** (The generalized null space of \( i L_Q \)). The generalized null space of \( i L_Q \) has \( R \)-basis \( \{ i Q, \Lambda Q, i r^{2} Q, \rho \} \) with relations
\[
i L_Q \rho = i Q; \quad \quad \quad \quad \quad i L_Q i r^{2} Q = 4 \Lambda Q; \quad \quad \quad \quad \quad i L_Q \Lambda Q = 0;
\]
where \( \rho \) is given in Lemma 3.6 below.

**Remark 3.5.** It is instructive to compare with \( \text{(NLS)} \). Recall the ground state \( R \) \( (1.34) \) and associated linearized operator \( L_{\text{NLS}} \) \( (1.36) \)
\[
L_{\text{NLS}} f = -\Delta f + f - 2 R^{2} f - R^{2} \mathcal{F}.
\]
It is known from \( 62 \) that under radial symmetry, the generalized null space of \( i L_{\text{NLS}} \) is characterized as
\[
i L_{\text{NLS}} \rho_{\text{NLS}} = i |y|^{2} R, \quad i L_{\text{NLS}} i |y|^{2} R = 4 \Lambda R, \quad i L_{\text{NLS}} \Lambda R = -2 i R, \quad i L_{\text{NLS}} i R = 0.
\]
Notice that \( \Lambda R \) does not belong to the kernel of \( i L_{\text{NLS}} \). This is because it is not a static solution to \( \text{(NLS)} \). Moreover, \( L_{\text{NLS}} \) restricted on real-valued radial functions is invertible. Thus there exists real-valued \( \rho_{\text{NLS}} \) solving \( L_{\text{NLS}} \rho_{\text{NLS}} = |y|^{2} R \). This is in strong contrast to the case of \( \text{(CSS)} \).

**Lemma 3.6** (The generalized eigenmode \( \rho \)). There exists a smooth real-valued solution \( \rho : (0, \infty) \to R \) to
\[
L_{Q}^{*} L_{Q} \rho = Q
\]
satisfying
\[ |\rho(r)| \lesssim r^{2Q} \sim \begin{cases} 
  r^{m+2} & \text{if } r \leq 1, \\
  r^{-m} & \text{if } r > 1.
\end{cases} \]

Moreover, if \( m \geq 1 \), we have the nondegeneracy\(^\text{14}\)
\[ (\rho, Q)_r = \|L_Q \rho\|_{L^2}^2 \neq 0. \]

**Proof.** In the proof, we present how we can solve \( L_Q^* L_Q \rho = \varphi \) whenever \( \varphi \) is a generic real-valued function with \( (\varphi, \Lambda Q)_r = 0 \). For sake of simplicity, however, we only present the special case when \( \varphi = Q \).

At first, we construct a real-valued function \( \tilde{\psi} \) satisfying
\[ (3.9) \quad L_Q^* \tilde{\psi} = Q; \quad |\tilde{\psi}(r)| \lesssim rQ \sim \begin{cases} 
  r^{m+1} & \text{if } r \leq 1, \\
  r^{-m-1} & \text{if } r > 1.
\end{cases} \]

Rewrite \( L_Q^* \tilde{\psi} = Q \) as
\[-\partial_r \tilde{\psi} - \frac{1}{r}(1 + m + A_0[Q])\tilde{\psi} + Q \int_r^\infty \tilde{\psi} dr' = Q. \]

Using the relation \( \partial_r Q - \frac{1}{2}(m + A_0[Q])Q = D_+^{(Q)}Q = 0 \), we renormalize the equation using \( \psi := (rQ)\tilde{\psi} \) as
\[-\partial_r \tilde{\psi} + rQ^2 \int_r^\infty \frac{\tilde{\psi} dr'}{r'} = rQ^2. \]

We integrate from the spatial infinity with \( \tilde{\psi}(\infty) = 0 \) to get the integral equation
\[ (3.10) \quad \tilde{\psi}(r) + \int_r^\infty Q^2 \left( \int_r^{r'} \frac{\tilde{\psi} dr''}{r''} \right) r' dr' = \int_r^\infty Q^2 r' dr'. \]

As \( Q^2 r \lesssim r^{-2m-3} \) for \( r \gg 1 \), we seek for \( \tilde{\psi}(r) \) having decay \( r^{-2m-2} \). Note that
\[
\int_r^\infty Q^2 \left( \int_r^{r'} r^{-2m-2} dr'' \frac{\tilde{\psi}}{r''} \right) r' dr' \leq \frac{1}{2m+2} \int_r^\infty Q^2 (r')^{-2m-1} dr' \leq \frac{\|Q\|_{L^\infty}^2}{(2m+2)^2} r^{-2m-2} = \frac{1}{2} r^{-2m-2}.
\]

As the coefficient of \( \frac{1}{2} r^{-2m-2} \) is less than 1, a standard contraction principle allows us to construct \( \tilde{\psi} \) satisfying
\[ \tilde{\psi}(r) \lesssim r^{-2m-2}, \quad \forall r > 0. \]

In other words, we have
\[ \psi(r) \lesssim (rQ)^{-1} r^{-2m-2}, \quad \forall r > 0, \]

which shows \( r^{-m-1} \) decay at infinity.

In order to show the decay of \( \psi \) at the origin, we use a recursive argument. We crucially exploit the facts \( (Q, \Lambda Q)_r = 0 \) and \( L_Q \Lambda Q = 0 \). For any \( 0 < \delta \leq 1 \), we observe that
\[
|\langle L_Q \tilde{\psi}, 1_{r \geq \delta} \Lambda Q \rangle| = |\langle Q, 1_{r \geq \delta} \Lambda Q \rangle| = |\langle Q, 1_{r < \delta} \Lambda Q \rangle| \lesssim \delta^{2m+2}.
\]

\(^{14}\)If \( m = 0 \), then \( \rho \) has tail \( \sim 1 \) as \( r \to \infty \), so \( (\rho, Q)_r \) is not defined.
On the other hand, we have

\[(L_Q \psi, 1_{r \geq \delta} \Lambda Q)\]

\[= \psi(\delta) \Lambda Q(\delta) \delta + \int_\delta^\infty \psi (\|\partial_r - \frac{m + A_0 [Q]}{r}\| \Lambda Q + \frac{Q}{r} \int_r^\delta Q\Lambda Q r' dr') r dr\]

\[= \psi(\delta) \Lambda Q(\delta) \delta - \int_\delta^\infty \psi \left( \int_0^\delta Q\Lambda Q r' dr' \right) dr.\]

Note that

\[\Lambda Q(\delta) \delta \sim \delta^{m+1},\]

\[\int_\delta^\infty \psi \left( \int_0^\delta Q\Lambda Q r' dr' \right) dr \lesssim \delta^{2m+2} \int_\delta^\infty |\psi(r)| \frac{dr}{r^m}.\]

Recalling \(\tilde{\psi} = rQ\psi\), we arrange the above estimate to obtain the recursive estimate

\[(3.11) \quad |\psi(\delta)| \lesssim \delta^{m+1} \left(1 + \int_\delta^\infty rQ|\psi| \frac{dr}{r} \right).\]

Starting from our rough bound \(|\psi(r) \lesssim (rQ)^{-1/2} r^{-2m-2}\), iterating \((3.11)\) three times yields \(|\psi(\delta)| \lesssim \delta^{m+1}\), which is the desired behavior near the origin. This completes the proof of \((3.9)\).

Next, we construct a real-valued function \(\rho\) satisfying

\[(3.12) \quad L_Q \rho = \psi, \quad |\rho(r)| \lesssim r^2 Q \sim \begin{cases} r^{m+2} & \text{if } r \leq 1, \\ r^{-m} & \text{if } r \geq 1. \end{cases}\]

We solve this by integrating from the origin. Rewrite \(L_Q \rho = \psi\) as

\[\partial_r \rho - \frac{1}{r} (m + A_0 [Q]) \rho + \frac{Q}{r} \int_0^r Q\rho r' dr' = \psi.\]

We conjugate \(Q\) to \(\rho\), i.e. we consider \(p = Q\tilde{\rho}\) and rewrite the equation as

\[\partial_r \tilde{\rho} + \frac{1}{r} \int_0^r Q^2 \tilde{\rho} r' dr' = Q^{-1} \psi.\]

We integrate from the origin with \(\tilde{\rho}(0) = 0\) to write

\[(3.13) \quad \tilde{\rho}(r) + \int_0^r \left(\int_0^r Q^2 \tilde{\rho} r'' dr'' \right) \frac{dr'}{r'} = \int_0^r Q^{-1} \psi dr'.\]

As \(Q^{-1} \psi \lesssim r\) near the origin, we expect \(\tilde{\rho}(r) \lesssim r^2\) near the origin. Since

\[\int_0^r \left(\int_0^r Q^2 (r'')^2 r'' dr'' \right) \frac{dr'}{r'} \lesssim r^{2m+2} \ll r^2, \quad \forall r \ll 1,\]

a standard contraction principle allows us to construct \(\tilde{\rho}\) on \([0, r_0]\) for some \(r_0 \ll 1\) with expected pointwise bound \(\tilde{\rho}(r) \lesssim r^2\).

To construct \(\rho\) beyond \([0, r_0]\), choose an increasing sequence \(\{r_n\}_{n \geq 0} \subset \mathbb{R}\) such that \(r_n \to \infty, r_{n+1} \leq 2r_n\), and \(\int_{r_{n+1}}^{r_{n+1}} Q r'' dr'' \ll 1\). We will construct \(\tilde{\rho}\) on \([r_n, r_{n+1}]\) inductively on \(n\). Suppose we have constructed \(\tilde{\rho}\) on the interval \([0, r_n]\) for some \(n \geq 0\). We then rewrite the integral equation of \(\tilde{\rho}\) as

\[\tilde{\rho}(r) + \int_{r_n}^r \left(\int_{r_n}^r Q^2 \tilde{\rho} r'' dr'' \right) \frac{dr'}{r'} = \int_0^r \left( Q^{-1} \psi - \frac{1}{r'} \int_0^{\min(r, r')} Q^2 \tilde{\rho} r'' dr'' \right) dr'.\]

for \(r \in [r_n, r_{n+1}]\). Since (by Fubini and \(r_{n+1} \leq 2r_n\))

\[\int_{r_n}^r \left(\int_{r_n}^r Q^2 r'' dr'' \right) \frac{dr'}{r'} \leq 2 \int_{r_n}^{r_{n+1}} Q^2 r'' dr'' \ll 1,\]

we can use contraction principle to construct \(\tilde{\rho}(r)\) on \([r_n, r_{n+1}]\).
From the above recursive construction, we have defined \( \tilde{\rho} \) globally on \([0, +\infty)\) but the growth of \( \tilde{\rho} \) can be wild. In order to obtain the desired growth \( \tilde{\rho}(r) \lesssim r^2 \), choose a positive increasing sequence \( \{ C_n \}_{n \in \mathbb{N}} \subset \mathbb{R} \) such that \( |\tilde{\rho}(r)| \leq C_n r^2 \) for all \( r \in [0, r_n] \) and \( n \in \mathbb{N} \). We claim that there exist large \( N \in \mathbb{N} \) and \( C > C_N \) such that \( |\tilde{\rho}(r)| \leq Cr^2 \) for all \( r \geq r_N \). To see this, substitute the bootstrap hypothesis \( |\tilde{\rho}(r)| \leq Cr^2 \) for \( r \geq r_N \) into (3.13) to get
\[
|\tilde{\rho}(r)| \lesssim r^2 + C \log^2 r
\]
for \( r \geq r_N \). If we choose \( N \) large such that \( \log^2 r \ll r^2 \) for \( r \geq r_N \) and \( C > C_N \) large, we get a strong conclusion \( |\tilde{\rho}(r)| \lesssim \frac{1}{2} C r^2 \). Therefore, we obtain \( \tilde{\rho}(r) \leq C r^2 \) by the continuity argument. This translates to the desired bound
\[
\rho(r) \lesssim r^2 Q.
\]

This completes the proof of (3.12).

Remark 3.7 (Explicit construction of \( \psi \)). One can find the explicit formula of \( \psi \) to (3.9) as
\[
L_Q \rho = \psi = \frac{1}{2(m+1)} r Q = \sqrt{2} \frac{r^{m+1}}{1 + r^{2m+2}}.
\]
One can easily verify that this \( \psi \) satisfies \( L_Q^2 \psi = Q \), though we found this formula by writing an ansatz (recall \( \tilde{\psi} = r Q \psi \))
\[
\tilde{\psi} = \sum_{k=1}^{c_k} \frac{c_k}{(1 + r^{2m+2})^k}
\]
with \( c_1 = 4(m+1) \). Note that this ansatz is closed under the iteration scheme (3.10): we have
\[
\int_r^\infty Q^2 \left( \int_{r'}^\infty \frac{1}{(1 + (r^\ell)^{2m+2})^k} \frac{dr'}{r^\ell} \right) r' dr'
= \int_r^\infty Q^2 \left( \sum_{k \geq k} \frac{1}{(2m+2)^k} \frac{1}{(1 + (r^\ell)^{2m+2})^k} \right) r' dr'
= \sum_{k \geq k} \frac{2}{\ell(\ell+1)} \frac{1}{(1 + r^{2m+2})^k+1}.
\]
Starting from \( c_1 = 4(m+1) \), the equation (3.10) determines all the other coefficients \( c_2 = -4(m+1) \) and \( c_3 = c_4 = \cdots = 0 \). This shows
\[
\tilde{\psi} = 4(m+1) \frac{r^{2m+2}}{(1 + r^{2m+2})^2}
\]
and hence (3.14).

Remark 3.8 (Asymptotics of \( \rho \)). For \( m \geq 1 \), we claim that
\[
\rho(r) = \left( \frac{1}{4(m+1)} r^2 - \frac{\|\psi\|_{L^2}^2}{2\pi} \log r + O(1) \right) Q(r)
\]
as \( r \to \infty \). Indeed, the relation \( L_Q^2 L_Q \rho = L_Q^2 \psi = Q \) and estimate \( \tilde{\rho} \lesssim r^2 \) (recall \( \tilde{\rho} = Q^{-1} \rho \)) say that
\[
\int_0^r Q^2 \tilde{\rho} \psi \, dr'' = \int_0^\infty Q \psi \psi \, dr'' - \int_r^\infty Q^2 \tilde{\rho} \psi \, dr'' = \frac{\|\psi\|_{L^2}^2}{2\pi} - O((r')^{-2m})
\]
as $r \to \infty$. Substituting this and (3.14) into the integral equation (3.13) shows
\[ \tilde{\rho}(r) = \frac{1}{4(m+1)} r^2 - \frac{\|\psi\|_{L^2}^2}{2\pi} \log r + O(1) \]
as $r \to \infty$. This completes the proof of (3.15).

We conclude this section with the coercivity estimate. Thanks to the factorization $\mathcal{L}_0 = L^*_Q L_Q$, coercivity of $\mathcal{L}_Q$ easily follows from the characterization of the kernel of $\mathcal{L}_Q$.

**Lemma 3.9 (Coercivity of $\mathcal{L}_Q$).** Let $m \geq 1$. We have
\begin{align*}
(3.16) & \quad \|L_Q f\|_{L^2} \lesssim \|f\|_{\dot{H}^1_m}, & \forall f \in \dot{H}^1_m \\
(3.17) & \quad \|L_Q f\|_{L^2} \geq c_{\psi_1, \psi_2} \|f\|_{\dot{H}^1_m}^2, & \forall f \in \dot{H}^1_m, \; f \perp \{\psi_1, \psi_2\},
\end{align*}
where $\{\psi_1, \psi_2\} \subset (\dot{H}^1_m)^*$ are such that the following matrix has nonzero determinant:
\[ \left[ (iQ, \psi_1)_r \quad (AQ, \psi_1)_r \right] \left[ (iQ, \psi_2)_r \quad (AQ, \psi_2)_r \right] \]
In case of $m = 0$, (3.16) and (3.17) hold true if one replaces $\dot{H}^1_m$ by $\dot{H}^1_{\dot{H}_0}$ and
\[ \|f\|^2_{\dot{H}_m} := \|\partial_r f\|^2_{L^2} + \|(1 + r)^{-1} f\|^2_{L^2}. \]

**Proof.** For simplicity of exposition, we hope to introduce a unified notation
\[ \|f\|^2_{\dot{H}_m} := \left\{ \begin{array}{ll} \|\partial_r f\|^2_{L^2} + \|(1 + r)^{-1} f\|^2_{L^2} & \text{if } m = 0, \\
\|f\|^2_{\dot{H}^1_m} & \text{if } m \geq 1, \end{array} \right. \]
We first show (3.16). Since
\[ \|L_Q f\|_{L^2} \lesssim \|f\|_{\dot{H}_m} + \|QB_Q f\|_{L^2}, \]
it suffices to control the term $QB_Q f$. For this purpose, we express
\[ [QB_Q f](r) = \int_0^\infty K(r, r') \frac{\text{Re} f(r')}{1 + r'} r' dr', \]
\[ K(r, r') := r'^{-1} Q(r)Q(r') (1 + r') 1_{r \leq r'}. \]
Since
\[ \sup_{r > 0} \int_0^\infty |K(r, r')| r' dr' \lesssim \|Q\|_{L^\infty} \sup_{r > 0} \left( \int_0^r (1 + r') Q(r') r' dr' \right) \lesssim 1, \]
\[ \sup_{r > 0} \int_0^\infty |K(r, r')| r dr \lesssim \|Q\|_{L^\infty} \sup_{r > 0} \left( (1 + r') \int_{r'}^\infty Q(r) dr \right) \lesssim 1, \]
Schur’s test yields
\[ \|QB_Q f\|_{L^2} \lesssim \|(1 + r)^{-1} f\|_{L^2} \lesssim \|f\|_{\dot{H}_m}. \]
This completes the proof of (3.16).

We turn to (3.17). We assert the following weak coercivity:
\begin{align*}
(3.18) & \quad \|L_Q f\|_{L^2} \geq c_{\psi_1, \psi_2} \left\{ \begin{array}{ll} \|(1 + r)^{-1} f\|_{L^2} & \text{if } m = 0, \\
\|[1 + r^{-1} f]\|_{L^2} & \text{if } m \geq 1, \end{array} \right. & \forall f \perp \{\psi_1, \psi_2\}.
\end{align*}
We follow the standard strategy used in the proof of Poincaré inequality. If (3.18) fails, then there exists a sequence $\{f_n\}_{n \in \mathbb{N}} \perp \{\psi_1, \psi_2\}$ such that
\[ \|L_Q f_n\|_{L^2} \to 0 \quad \text{and} \quad \left\{ \begin{array}{ll} \|(1 + r)^{-1} f_n\|_{L^2} = 1 & \text{if } m = 0, \\
\|[1 + r^{-1} f_n]\|_{L^2} = 1 & \text{if } m \geq 1. \end{array} \right. \]
We claim for such a sequence that there exist $0 < r_1 < 1$ and $r_2 \gg 1$ with

\begin{equation}
\liminf_{n \to \infty} \| f_n \|_{L^2(|x| < r_2)} > 0, \quad \text{if } m = 0,
\end{equation}

\begin{equation}
\liminf_{n \to \infty} \| f_n \|_{L^2(|x| < r_2)} > 0, \quad \text{if } m \geq 1.
\end{equation}

Let us assume this claim and finish the proof of (3.18). As all the terms of $L_Q f$ except $\partial_r f$ can be controlled by $(1 + r)^{-1} f$ if $m = 0$ and $r^{-1} f$ if $m \geq 1$, we see that $\| \partial_r f_n \|_{L^2}$ is bounded. Passing to a subsequence, we can assume $f_n \to f$ in $\mathcal{H}_m$.

Moreover, we can apply the Rellich-Kondrachov compactness lemma (on the region $\{|x| < r \}$ if $m = 0$ and $\{r_1 < |x| < r_2 \}$ if $m \geq 1$) to guarantee that $f \neq 0$. From the weak convergence, we have $L_Q f = 0$ (weakly) and $(f, \psi_1)_r = (f, \psi_2)_r = 0$. We understand $L_Q f = 0$ on the ambient space $\mathbb{R}^2$ as

\begin{equation}
(\partial_1 + i \partial_2)[f(r)e^{i\theta}] = \left( \frac{A_\theta |Q|}{r} f - QB_Q f \right)(r)e^{i(m+1)\theta}.
\end{equation}

By elliptic regularity, $f$ is a smooth $m$-equivariant solution. By Lemma 3.3, $f$ is an $\mathbb{R}$-linear combination of $A_\theta f$ and $iQ$. Because of orthogonality conditions, we should have $f = 0$, yielding a contradiction. This completes the proof of the weak coercivity (3.18) assuming the claim (3.19).

We turn to show the claim (3.19). Suppose not; we can choose a subsequence (still denoted by $\{f_n\}_{n \in \mathbb{N}}$) such that

\begin{equation}
\begin{cases}
\lim_{n \to \infty} \| f_n \|_{L^2(|x| < r_2)} = 0, & \text{if } m = 0, \\
\lim_{n \to \infty} \| f_n \|_{L^2(|x| < r_2)} < 0, & \text{if } m \geq 1,
\end{cases}
\end{equation}

for any $0 < r_1 < r_2 < \infty$. We first observe the following computation: for any $0 < y_1 < y_2 < \infty$,

\[
\int_{y_1}^{y_2} \left| L_Q f_n - \frac{f_n}{r} \right|^2 r dr = \int_{y_1}^{y_2} |L_Q f_n|^2 r dr - 2 \int_{y_1}^{y_2} \text{Re}(\mathcal{Q}_n L_Q f_n) dr + \int_{y_1}^{y_2} \left| \frac{f_n}{r} \right|^2 r dr
\]

\[
= \int_{y_1}^{y_2} |L_Q f_n|^2 r dr - |f_n|^2 y_2 - 2 \int_{y_1}^{y_2} \text{Re}\left( \frac{f_n}{r} \right)QB_Q(f_n) r dr
\]

\[
+ \int_{y_1}^{y_2} \left( 1 + 2(m + A_\theta |Q|) \right) \left| \frac{f_n}{r} \right|^2 r dr.
\]

Since $A_\theta |Q|(r) \to -2(m + 1)$ as $r \to \infty$, we take $y_1 = r_2$ for sufficiently large $r_2$ and $y_2 \to \infty$ to obtain

\[
\int_{r_2}^{\infty} \left| \frac{f_n}{r} \right|^2 r dr \leq |f_n|^2 r_2 + \int_{r_2}^{\infty} |L_Q f_n|^2 r dr + 2 \int_{r_2}^{\infty} \left| \frac{f_n}{r} \right| QB_Q(|f_n|) r dr.
\]

The last term of the RHS can be absorbed into the LHS as $r_2$ is large. We then average in the $r_2$-variable and take limit $n \to \infty$ to get

\begin{equation}
\liminf_{n \to \infty} \int_{2r_2}^{\infty} \left| \frac{f_n}{r} \right|^2 r dr \lesssim \liminf_{n \to \infty} \int_{r_2}^{2r_2} \left| \frac{f_n}{r} \right|^2 r dr.
\end{equation}

If $m = 0$, then we get a contradiction. Hence (3.19) is true for $m = 0$.

When $m \geq 1$, we should prevent $f_n$ from concentrating at the origin. For this, we need one more computation: for any $0 < y_1 < y_2 < \infty$,

\[
\int_{y_1}^{y_2} \left| L_Q f_n + \frac{f_n}{r} \right|^2 r dr = \int_{y_1}^{y_2} |L_Q f_n|^2 r dr + |f_n|^2 y_2 + 2 \int_{y_1}^{y_2} \text{Re}\left( \frac{f_n}{r} \right)QB_Q(f_n) r dr
\]

\[
+ \int_{y_1}^{y_2} \left( 1 - 2(m + A_\theta |Q|) \right) \left| \frac{f_n}{r} \right|^2 r dr.
\]
Since $A_0[Q](r) \to 0$ as $r \to 0$, we take $y_1 \to 0$ and $y_2 = r_1$ sufficiently small to obtain
\[
\int_0^{r_1} \left| \frac{f_n}{r} \right|^2 r dr \leq \left| f_n \right|^2(r_1) + \int_0^{r_1} |LQf_n|^2 r dr + 2 \int_0^{r_1} \left| \frac{f_n}{r} \right| QB_Q(|f_n|) r dr.
\]
The last term of the RHS can be absorbed into the LHS as $r_1$ is small. We average in the $r_1$-variable and take $n \to \infty$ to get
\[
\liminf_{n \to \infty} \int_0^{r_1} \left| \frac{f_n}{r} \right|^2 r dr \leq \liminf_{n \to \infty} \int_{r_1}^{2r_1} \left| \frac{f_n}{r} \right|^2 r dr.
\]
From (3.20) and (3.21), we get a contradiction. This proves the claim (3.19).

We are now in position to prove the strong coercivity (3.17). If $m \geq 1$, one can proceed as
\[
\|LQf\|_{L^2} = \delta \|\partial_r f\|_{L^2} + (1 - \delta)\|LQf\|_{L^2} \geq \delta \|\partial_r f\|_{L^2} - C\|r^{-1}f\|_{L^2} + c(1 - \delta)\|r^{-1}f\|_{L^2} \geq \delta\|f\|_{\tilde{H}_m},
\]
provided $\delta$ is sufficiently small. If $m = 0$, one uses $|r^{-1}A_0[Q]| \lesssim (1 + r)^{-1}$ to obtain the desired coercivity. This ends the proof of Lemma 3.9. \(\square\)

4. Profile $Q^{(a)}$

From now on, we assume $m \geq 1$.

4.1. Role of pseudoconformal phase. In view of pseudoconformal symmetry (4.1), we use the modified profile
\[Q_b(y) := Q(y)e^{-ib\frac{|y|^2}{2}}.\]
We note that for all small $b \geq 0$
\[
\|Q_b - Q\|_{L^2} \lesssim \begin{cases} b \log b \frac{1}{2} & \text{if } m = 1, \\ b & \text{if } m \geq 2. \end{cases}
\]
If $m = 1$, the logarithmic factor comes from $\|y^2Q\|_{L^2(|y| \leq b^{-\frac{1}{2}})} \sim |\log b|^{\frac{1}{2}}$. As we handle the case $m \geq 1$ in the sequel, we only use the upper bound $b \log b \frac{1}{2}$. Moreover, as we will be in the regime $b \lesssim \lambda$, we use the upper bound $\lambda |\log \lambda|^{\frac{1}{2}}$. See (6.24), (6.40), and (6.57) for instance.

For a function $f$ and $b \in \mathbb{R}$, recall the notation
\[f_b(y) := f(y)e^{-ib\frac{|y|^2}{2}}.\]
We discuss how the pseudoconformal phase $e^{-ib\frac{|y|^2}{2}}$ acts on the (linearized) evolution of (CSS). We record explicit algebras for later use.

**Lemma 4.1** (Conjugation by pseudoconformal phase). For any $b \in \mathbb{R}$, we have
\[
L^*_f D^+(f) f_b = [L^*_f D^+(f)]f_b + ib\lambda f_b - ib^2 \partial_b (f_b),
\]
\[
\mathcal{L}_{w^c} \epsilon_b = [\mathcal{L}_{w^c}]\epsilon_b + ib\lambda \epsilon_b - ib^2 \partial_b (\epsilon_b),
\]
for any functions $f, w, \epsilon$.

**Proof.** By a direct computation, we get
\[
D^+(f_b) g_b = (D^+(f) - ib\frac{\epsilon}{2} g) b, \\
L_{f_b} g_b = (L f - ib\frac{\epsilon}{2} g) b, \\
L^*_f g_b = (L^*_f g + ib\frac{\epsilon}{2} g) b,
\]
Therefore, we obtain the formal parameter equations solves (CSS). By the dynamical rescaling, for any functions which are verified by the pseudoconformal blow-up regime (4.5)

\[ i \frac{\lambda_s}{\lambda} Q_b + b \Lambda Q_b = \lambda_s Q_b, \]

Using the identities

\[ ib^2 D^{(f)}_+ f - L^*_f (ib^2 f) = ib \Lambda f, \]

\[ [\Lambda f]_b - \Lambda f_b = ib^2 f_b, \]

\[ b^2 \frac{\partial}{\partial t} f_b = ib^2 \partial_t (f_b), \]

the first identity (4.2) follows.

To show (4.3), we recall that \( L_w \epsilon \) is the linear part in \( \epsilon \) of \( L^{(w + \epsilon)} (w + \epsilon) \). Therefore, the identity (4.3) follows by substituting \( f = w + \epsilon \) into (4.2) and taking the linear part in \( \epsilon \).

We transfer algebraic identities for \( Q \) to \( Q_b \):

**Lemma 4.2** (Algebraic identities from \( Q_b \)). For each \( b \in \mathbb{R} \), we have

\[ -L^{(Q_b)}_b D^{(Q_b)}_+ Q_b + ib \Lambda Q_b = \frac{b^2}{4} |y|^2 Q_b. \]

Moreover, the linearized operator \( L_{Q_b} \) satisfies the following algebraic identities

\[ L_{Q_b} i Q_b + b \Lambda Q_b = b^2 \partial_b Q_b, \]

\[ L_{Q_b} [\Lambda Q]_b = -ib^2 \partial_b [\Lambda Q]_b, \]

\[ L_{Q_b} i |y|^2 Q_b + b \Lambda (|y|^2 Q_b) = -4i |\Lambda Q|_b + b^2 \partial_b (|y|^2 Q_b), \]

\[ L_{Q_b} \rho_b - ib \Lambda \rho_b = Q_b - ib^2 \partial_b \rho_b. \]

**Proof.** Substitute \( f = Q \) into (4.2) and use \( D^{(Q)}_+ Q = 0 \) to get the first identity. To obtain the algebraic identities satisfied by \( L_{Q_b} \), substitute \( w = Q \) into (4.3) with help of Proposition 3.4. \( \Box \)

We discuss how the pseudoconformal phase \( e^{-ib \frac{|y|^2}{4}} \) represents the pseudoconformal blow-up. Assume that

\[ Q^*_b(t, r) = \frac{1}{\lambda(t)} Q(b(t)) \left( \frac{r}{\lambda(t)} \right)^{\gamma(t)} e^{\nu(t)} \]

solves (CSS). By the dynamical rescaling, \( Q_b \) solves

\[ i \partial_t Q_b - L^{(Q_b)}_b D^{(Q_b)}_+ Q_b = \frac{\lambda_s}{\lambda} \Lambda Q_b + \gamma_s Q_b. \]

Using \( i \partial_t Q_b = b_s \left( \frac{|y|^2}{4} Q_b \right) \) and (4.4), \( Q_b \) satisfies

\[ i \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda Q_b + \gamma_s Q_b - (b_s + b^2) |y|^2 Q_b = 0. \]

Therefore, we obtain the formal parameter equations

\[ \frac{\lambda_s}{\lambda} + b = 0, \quad \gamma_s = 0, \quad b_s + b^2 = 0, \]

which are verified by the pseudoconformal blow-up regime

\[ \lambda(t) = b(t) = |t| \quad \text{and} \quad \gamma(t) = 0, \quad \forall t < 0. \]
4.2. A hint to rotational instability. We now discuss the instability mechanism of pseudoconformal blow-up solutions. We first start formal computations that lead to the instability of $S(t)$ or pseudoconformal blow-up solutions. This section assumes the existence of the modified profile $Q^{(n)}$ below. In fact, construction of $Q^{(n)}$ is an issue and will be discussed in the next subsection.

Fix a small $\eta \geq 0$. We consider a real-valued profile $Q^{(n)}(r)$ that modifies $Q = Q^{(0)}$. We let $Q^{(n)}_b \triangleq e^{-ib\frac{r^2}{\lambda(t)}}Q^{(n)}$ and
\begin{equation}
Q^{(n)}_b(t, r) := \frac{1}{\lambda(t)}Q^{(n)}_b(t)\left(\frac{r}{\lambda(t)}\right)e^{i\gamma(t)}.
\end{equation}
Assume that $Q^{(n)}_b$ solves (CSS). Taking the imaginary part of (4.5), we further require
\begin{equation}
\frac{\lambda_s}{\lambda} + b = 0.
\end{equation}

Now the profile $Q^{(n)}$ should satisfy
\begin{equation}
L_{Q^{(0)}}^rD_+^{Q^{(n)}}Q^{(n)} + \gamma_sQ^{(n)} - (b_s + b^2)\frac{\lambda_s}{\lambda}Q^{(n)} = 0.
\end{equation}

In case of (NLS), the authors of [50] were able to choose $b_s + b^2 = -\eta$ and $\gamma_s = 1$. The instability direction is $\rho_{\text{NLS}}$, which satisfies $\mathcal{L}_{\text{NLS}}\rho_{\text{NLS}} = |y|^2R$. For (CSS), however,
\begin{equation}
\mathcal{L}_Q(\partial_{\eta}|_{\eta=0}Q^{(n)}) = \frac{b_s}{\lambda}Q
\end{equation}
is not solvable. In other words, the law $b_s + b^2 = -\eta$ is forbidden. Thus we have to search for a different instability mechanism.

It turns out that there is a rotational instability for (CSS). Let us require
\begin{equation}
\gamma_s = \eta \quad \text{and} \quad b_s + b^2 = o(\eta).
\end{equation}
Assume that there exists a well-decaying solution $Q^{(n)}$ to (4.6). Differentiating (4.6) in the $\eta$-variable, we have
\begin{equation}
L_Q(\partial_{\eta}|_{\eta=0}Q^{(n)}) + \eta Q = 0.
\end{equation}
Thus we may take
\begin{equation}
\partial_{\eta}|_{\eta=0}Q^{(n)} = -\rho,
\end{equation}
where $\rho$ is constructed in Lemma 3.6.

We now claim that $b_s + b^2$ has nontrivial $\eta^2$-order terms as
\begin{equation}
b_s + b^2 = -c\eta^2, \quad c := \frac{1}{(m+1)^2} + o_{\eta \to 0+}(1).
\end{equation}
To see this, we take the inner product of (4.6) with $\Lambda Q^{(n)}$ to obtain the Pohozaev identity
\begin{equation}
2E[Q^{(n)}] + (b_s + b^2) \cdot \frac{1}{2}||yQ^{(n)}||_{L^2}^2 = 0.
\end{equation}
We can compute the leading order term of $2E[Q^{(n)}]$ as
\begin{equation}
2E[Q^{(n)}] = \int |D_+^{Q^{(n)}}Q^{(n)}|^2 = (\eta^2 + o(\eta^2))||L_Q\rho||_{L^2}^2.
\end{equation}
Therefore,
\begin{equation}
b_s + b^2 = -\frac{4||L_Q\rho||_{L^2}^2}{||rQ||_{L^2}^2}(\eta^2 + o(\eta^2)).
\end{equation}
As we know by Remark 3.7 that
\begin{equation}
L_Q\rho = \psi = \frac{1}{2(m+1)}rQ,
\end{equation}
there the sign condition for $\eta$ is not necessary.
the claim follows.

Summing up the above discussions, we are led to the ODEs
\begin{equation}
\begin{aligned}
\frac{\lambda}{s} + b &= 0; \\
\gamma &= \eta; \\
b_s + b^2 + c\eta^2 &= 0.
\end{aligned}
\end{equation}

There is a global-in-time exact solution
\begin{equation}
\begin{cases}
\lambda(t) = \sqrt{t^2 + c\eta^2}, \\
\gamma(t) = \frac{1}{\sqrt{c}} \tan^{-1} \left( \frac{t}{\sqrt{c}} \right), \\
b(t) = -t.
\end{cases}
\end{equation}

Thus for any fixed \( t > 0 \), we observe a phase rotation
\[
\lim_{\eta \to 0^+} \left( \gamma(t) - \gamma(-t) \right) = \frac{\pi}{\sqrt{c}} = (m + 1)\pi.
\]

Finally noting that \( e^{\gamma} \cdot f(r)e^{imb} = f(r)e^{imb(\theta + \frac{\pi}{2})} \), this corresponds to a spatial rotation with the angle
\[
\left( \frac{m + 1}{m} \right) \pi
\]

near time zero.

When \( \eta > 0 \) is small, \( Q_\eta^r \) is an exact scattering solution to (CSS), which is close to \( S(t) \). At the blow-up time \( t = 0 \) of \( S(t) \), the solution \( Q_\eta^r \) abruptly takes a spatial rotation by the angle \( (m + 1)\pi \). This is a sharp contrast to \( S(t) \), which does not rotate at all. We will exhibit the same instability mechanism for other pseudoconformal blow-up solutions.

### 4.3. Construction of \( Q^{(n)} \)

In this subsection, we rigorously construct the modified profiles \( Q^{(n)} \) for all small \( \eta > 0 \). From (4.6) with (4.7), we expect \( Q^{(n)} \) to show an exponential decay. If we recall that \( Q \) has a polynomial decay, then approximating \( Q^{(n)}(r) \) by an \( \eta \)-expansion of \( Q(r) \) does not make sense for large \( r \). For \( m \) small, performing an \( \eta \)-expansion leads to a harmful spatial decay. To resolve this issue, we have to search for a nonlinear deformation of \( Q^{(n)} \). We crucially exploit the self-duality. The main novelty of the construction of \( Q^{(n)} \) is that we can reduce (4.6) to a first-order differential equation. Although we exhibit the same mechanism, we warn that \( Q^{(n)} \) in this subsection is slightly different from that in Section 4.2. This is merely due to a technical reason.

When \( \eta = 0 \), we could impose the laws \( \gamma_s = 0 \) and \( b_s + b^2 = 0 \), and (4.6) becomes
\[
L_0^+ D_+^{(Q)} Q = 0.
\]

Because of the self-duality, this reduces to the Bogomol’nyi equation
\[
D_+^{(Q)} Q = 0.
\]

Inspired by this reduction, we twist the Bogomol’nyi equation by the \( \eta \)-parameter that introduces a nontrivial \( \gamma_s Q^{(n)} \) term in (4.6). This is one of the crucial points that we make use of the self-duality.

**Lemma 4.3** (Modified Bogomol’nyi equation). Let \( \eta \geq 0 \). Assume we have a profile \( Q^{(n)} \) satisfying
\[
D_+^{(Q)} P^{(n)} = 0, \quad Q^{(n)} = e^{-\eta} \frac{2}{\pi} P^{(n)},
\]
or equivalently,
\begin{equation}
D_+^{(Q)} Q^{(n)} = -\frac{2}{\pi} r Q^{(n)}.
\end{equation}
Then $Q^{(n)}$ satisfies

\begin{equation}
L_{Q^{(n)}}^* D_+^{(Q^{(n)})} Q^{(n)} + \eta \theta_\eta Q^{(n)} + \eta^2 |y|^2 Q^{(n)} = 0
\end{equation}

with

\begin{equation}
\theta_\eta := \frac{1}{4\pi} \int |Q^{(n)}|^2 - (m + 1).
\end{equation}

Proof. We compute

\[ L_{Q^{(n)}}^* D_+^{(Q^{(n)})} Q^{(n)} = \frac{\eta}{2} L_{Q^{(n)}}^*[r Q^{(n)}] \]

\[ = \frac{\eta}{2} \left( \left( \frac{m + 1 + A_0 Q^{(n)}}{r} \right) (r Q^{(n)}) - \left( \int_r^\infty |Q^{(n)}|^2 r' dr' \right) Q^{(n)} \right) \]

\[ = \frac{\eta}{2} \left[ r \left( D_+^{(Q^{(n)})} + \frac{2m + 2 + 2A_0 Q^{(n)}}{r} \right) Q^{(n)} - \left( \int_r^\infty |Q^{(n)}|^2 r' dr' \right) Q^{(n)} \right]. \]

Using the algebra

\[ 2A_0 Q^{(n)} - \left( \int_r^\infty |Q^{(n)}|^2 r' dr' \right) Q^{(n)} = -\frac{1}{2\pi} \left( \int |Q^{(n)}|^2 \right) Q^{(n)}, \]

we have

\[ L_{Q^{(n)}}^* D_+^{(Q^{(n)})} Q^{(n)} = -\eta^2 \frac{r^2 Q^{(n)}}{4} + \eta \left( m + 1 - \frac{1}{4\pi} \int |Q^{(n)}|^2 \right) Q^{(n)}. \]

This completes the proof of (4.9). \(\square\)

In particular,

\[ Q^{(n)}_b(t, x) = \frac{1}{\lambda(t)} Q^{(n)}_b \left( \frac{x}{\lambda(t)} \right) e^{\gamma(t)} \]

is an exact solution to \textbf{CSS} if $\lambda, \gamma, b$ satisfy

\begin{equation}
\begin{cases}
\frac{\lambda}{\lambda} + b = 0, \\
b^2 + b^2 = -\eta^2, \\
\gamma = \eta \theta_\eta.
\end{cases}
\end{equation}

For each fixed $\eta > 0$, the following $(\lambda_\eta, \gamma_\eta, b_\eta)$ solves (4.11):

\begin{equation}
\begin{cases}
\lambda_\eta(t) := t, \\
\gamma_\eta(t) := \theta_\eta \tan^{-1} \left( \frac{x}{y} \right), \\
b_\eta(t) := -t.
\end{cases}
\end{equation}

Since we will construct $Q^{(n)}$ as a deformation of $Q$, we have $\theta_\eta = (m + 1) + O(\eta).$

Now, we solve the first-order equation (4.8) and derive estimates on $Q^{(n)}$. We solve (4.8) from $r = 0$ up to $r = R_\eta$ using a perturbative argument around $Q$. This is possible on the regime where the linearization $Q^{(n)} \approx Q + \eta \partial_\eta |_{\eta = 0} Q^{(n)}$ is valid. The presence of $\eta^2 |w|^2 Q^{(n)}$ in (4.9) suggests that $Q^{(n)}$ has additional exponential decay $e^{-\eta^2 |x|^2}$. Since $Q$ decays polynomially, we expect that the linearization is valid on the region $r \ll \eta^{-\frac{1}{2}}$. Beyond $r = R_\eta$, we cannot view $Q^{(n)}$ as a perturbation of $Q$. Instead, we directly look at (4.8) and observe that $A_0 Q^{(n)}(R_\eta) \approx -2(m + 1)$. This says that $m + A_0 Q^{(n)}$ takes negative values. Thus $P^{(n)}$ should decay polynomially and can be solved globally on $(0, \infty)$.

---

16Here the profile $Q^{(n)}$ is different from that in Section 4.2. Compare (4.11) and (4.7). This is nothing but transforming $\eta$ to $\eta_1 = \eta_1(n)$.
For $B > 1$ to be chosen large, let
\[ R_0 := (B\eta)^{-\frac{1}{4}}. \]

**Proposition 4.4** (Construction of $Q^{(n)}$). There exist $B > 1$, $\eta^{**} > 0$, and one-parameter families \{\(Q^{(n)}\)\}_{n \in [0,\eta^{**}]} and \{\(P^{(n)}\)\}_{n \in [0,\eta^{**}]} of smooth real-valued functions on $(0, \infty)$ satisfying the following properties.

1. (Equations of $Q^{(n)}$ and $P^{(n)}$)

\[
\begin{aligned}
D_+^{Q^{(n)}} P^{(n)} &= 0, \\
Q^{(n)} &= e^{-\eta^{**} \frac{2}{r}} P^{(n)}, \\
Q^{(0)} &= P^{(0)} = Q.
\end{aligned}
\]

2. (Uniform bounds on $Q^{(n)}$) For any $t \in \{0,1\}$, we have

\[
|\partial_t^t Q^{(n)}(r)| \lesssim 1_{r \leq R_0} r^{-t} Q + (R_0)^{-t} Q(R_0) \cdot 1_{r \geq R_0} e^{-\eta^{**} \frac{2}{r}}.
\]

In particular, we have

\[
\sup_{n \in [0,\eta^{**}]} |\partial_t^t Q^{(n)}(r)| \lesssim r^{-t} Q.
\]

3. (Differentiability in the $\eta$-variable) We have

\[
|Q^{(n)} - Q + \eta \cdot (m + 1) \rho| \lesssim \eta^2 r^4 Q, \quad \forall r \leq R_0.
\]

4. (Subcritical mass of $Q^{(n)}$) We have

\[
\int |Q^{(n)}|^2 = \int |Q|^2 - \frac{\eta}{2(m + 1)} \int |rQ|^2 + o_{n \to 0}(\eta).
\]

In particular,

\[
\theta_\eta = (m + 1) - \frac{\eta}{8\pi(m + 1)} \int |rQ|^2 + o_{n \to 0}(\eta).
\]

5. (Decay of $P^{(n)}$) We have

\[
\lim_{r \to \infty} \log \frac{P^{(n)}}{\log r} = -(m + 2) + \frac{\eta}{8\pi(m + 1)} \int |rQ|^2 + o_{n \to 0}(\eta).
\]

In particular, the decay of $P^{(n)}$ is slower than $Q$.

6. ($L^2$-difference of $Q^{(n)}$ and $Q$) We have

\[
\|Q^{(n)} - Q\|_{L^2} \lesssim \begin{cases} 
\eta |\log \eta|^{\frac{1}{2}} & \text{if } m = 1, \\
\eta & \text{if } m \geq 2.
\end{cases}
\]

**Proof.** The small parameter $\eta^{**} > 0$ will be chosen later. Let us assume $\eta^{**} \leq 1$ for now. We will introduce a renormalized unknown $\tilde{v}$ and write the equation in $\tilde{v}$. To get some motivation, we first note a formal computation. If $Q^{(n)}$ exists, then we have

\[
D_+^{Q^{(n)}} Q^{(n)} = -\eta^{**} Q^{(n)}.
\]

Differentiating in the $\eta$-variable at 0, we get the relation

\[
LQ[\partial_\eta Q^{(n)}]_{\eta=0} = -\frac{1}{2} r Q.
\]

Recalling $LQ \rho = \psi = \frac{1}{2(m+1)} r Q$ given in Remark 3.7, we may set

\[
\partial_\eta Q^{(n)}|_{\eta=0} = -(m + 1) \rho.
\]

We now introduce the unknown

\[
v := \eta^{-2}(Q^{(n)} - Q + \eta \cdot (m + 1) \rho).
\]
In terms of $v$, the equation \eqref{eq:4.13} reads
\[
L_Qv = \left(\frac{m+1}{2}r\rho - (m+1)^2\rho B_Q\rho\right) + \eta (\frac{1}{2}r + (m+1)B_Q\rho)v + \eta^2 \left(\frac{1}{2}B_Qv\right)v.
\]
As in the proof of Lemma 3.6, we introduce the renormalized unknown
\[
\tilde{v} := Q^{-1}v
\]
and write the integral equation
\[
\tilde{v}(r) = \int_0^r \left(\frac{m+1}{2}r'\rho - (m+1)^2\rho B_Q\rho\right)dr' + \int_0^r \left(\int_0^{r'} Q^2\tilde{v}''dr''\right)\frac{dr'}{r'} + \eta \int_0^r \left(-\frac{1}{2}r' + (m+1)B_Q\rho\right)\tilde{v}dr' + \eta^2 \int_0^r \left(\frac{1}{2}B_Qv\right)\tilde{v}dr'.
\]
It is now natural to expect that $\tilde{v}(r) \leq r^\delta$. By a simple contraction argument, we can choose small $r_0 > 0$ and large $C_0 > 0$ independent of $\eta$ such that $\tilde{v}(r) \leq C_0r^\delta$ for all $r \in [0,r_0]$.

We now construct $\tilde{v}$ beyond $[0,r_0]$. For $\delta > 0$ to be chosen small later independent of $\eta$, choose an increasing sequence $\{r_n\}_{n \geq 0} \subset \mathbb{R}$ such that $r_n \to \infty$ and $f_{r_{n+1}}^{r_n} Q^2r' dr' \leq \delta$. Set $\eta_0 = 1$. We follow the proof of Lemma 3.6 with an extra care on the smallness of $\eta$. Indeed, if $\delta > 0$ is chosen sufficiently small, then we can inductively construct sequences of $\{\eta_n\}_{n \geq 0}$, $\{C_n\}_{n \geq 0}$, and $\tilde{v}(r)$ on $[0,r_n]$ such that $|\tilde{v}(r)| \leq C_nr^\delta$ on $[0,r_n]$ for all $\eta \in [0,\eta_n]$.

Then, there exist $0 < \eta_{n+1} \leq \eta_n$ and $C_{n+1} \geq C_n$ such that we can construct $\tilde{v}(r)$ on $[r_n,r_{n+1}]$ for all $\eta \in [0,\eta_{n+1}]$ such that $|\tilde{v}(r)| \leq C_{n+1}r^\delta$ on $[0,r_{n+1}]$.

It is important that $C_n$ is independent of $\eta$, once $\eta$ is smaller than $\eta_n$.

Now we claim that after finite steps we can further construct $\tilde{v}$ on $[0,R_n]$. In what follows, we only show a bound on $\tilde{v}$ via a bootstrap argument. The existence of $\tilde{v}$ automatically follows by a standard argument. We claim that there exist large $N \in \mathbb{N}$, $B > 1$, $C > C_N$, and small $\eta^{**} \in (0,\eta_N]$ such that we can construct $\tilde{v}$ with the bound $|\tilde{v}(r)| \leq Cr^\delta$ on $[0,R_n]$ for all $\eta \in [0,\eta^{**}]$. To show this claim, it suffices to show the bound $|\tilde{v}(r)| \leq Cr^\delta$ for $r \in [r_N,R_n]$. We simply write the equation \eqref{eq:4.21} as
\[
\tilde{v}(r) = O(r^\delta) + \int_0^r \left(\int_0^{r'} Q^2\tilde{v}''dr''\right)\frac{dr'}{r'} + \eta \int_0^r O(r')\tilde{v}dr' + \eta^2 \int_0^r \left(\frac{1}{2}B_Qv\right)\tilde{v}dr'.
\]
We consider the bootstrap hypothesis $|\tilde{v}(r)| \leq Cr^\delta$. Using the estimate $\int_0^r Q^2(r')^3dr' \lesssim \log r$ for $r \geq r_N$, we get
\[
\tilde{v}(r) \lesssim r^\delta + C\log^2 r + C\eta r^6 + C^2\eta^2 r^4 \log r
\]
for $r \geq r_N$. If we choose $N$ large such that $\log^2 r \ll r^\delta$, $C > C_N$, large, and $\eta^{**} \in (0,\eta_N]$ small such that $C\eta^{**} \ll 1$, then we have
\[
\tilde{v}(r) \leq \left(\frac{1}{2} + \eta \log r + \eta r^2\right) \cdot Cr^\delta
\]
for $r \geq r_N$. Therefore, if we choose $B > 1$ sufficiently large, then we have
\[
\tilde{v}(r) \leq \frac{3}{4}Cr^\delta
\]
for all $r \in [r_N,R_n]$. By a continuity argument, the claim follows. Tracking back the definitions of $\tilde{v}$ and $v$, the proof of \eqref{eq:4.16} is completed.
We have constructed $Q^{(n)}$ on $(0, R_n]$ for all $\eta \in [0, \eta^*]$. By (4.16), we have
\[
(A_\theta[Q^{(n)}] - A_\theta[Q])(R_n) = \frac{1}{4\pi} \int_{1r \leq R_n} (|Q|^2 - |Q^{(n)}|^2) \, \eta \frac{(m+1)}{2\pi} \left( \int_{1r \leq R_n} Q \rho \right) + a_{\eta \to 0}(\eta) \\
= \eta \frac{(m+1)}{2\pi} \left( Q(\rho) + a_{\eta \to 0}(\eta) \right).
\]
We then apply $(Q, \rho)_r = (L_{\rho} Q, \rho)_r = \|L_{\rho} Q\|^2_{L^2}$, Remark 3.6, and $A_\theta[Q](+\infty) = -2(m+1)$ to obtain
\[
(4.22) \quad A_\theta[Q^{(n)}](R_n) = -2(m+1) + \frac{\eta}{8\pi(m+1)} \|rQ\|^2_{L^2} + a_{\eta \to 0}(\eta).
\]
We now construct $Q^{(n)}$ beyond $r = R_n$. On the region $r \geq R_n$, the linear approximation of $Q^{(n)}$ is not accurate. We consider the equation of $P^{(n)}$ instead:
\[
\partial_r P^{(n)} = \frac{m + A_\theta[Q^{(n)}]}{r} P^{(n)}.
\]
By (4.22), we already have $A_\theta[Q^{(n)}](R_n) \leq -2m - \frac{3}{2}$ for all $\eta \in [0, \eta^*]$. By the comparison principle, we get
\[
(4.23) \quad P^{(n)}(r) \leq P^{(n)}(R_n) \left( \frac{r}{R_n} \right)^{-m - \frac{3}{2}}
\]
for all $r \geq R_n$. This shows that $P^{(n)}$ (and $Q^{(n)}$) exists globally on $(0, \infty)$.

We now show (4.14) and (4.15). Since (4.15) easily follows from (4.14), we focus on (4.14). Note that (4.16) says that $Q^{(n)}(r) \sim Q(r)$ for $r \leq R_n$. This verifies (4.14) with $\ell = 0$ on the region $r \leq R_n$. On the region $r \geq R_n$, we use the exponential decay $e^{-\gamma \frac{r^2}{4}}$ of $Q^{(n)}$ and (4.23) to conclude (4.14) with $\ell = 0$ on the region $r \geq R_n$. Thus (4.14) hold when $\ell = 0$. We note that (4.14) with $\ell = 1$ follows by applying the equation
\[
\partial_r Q^{(n)} = -\frac{m + A_\theta[Q^{(n)}]}{r} Q^{(n)} - \frac{1}{2} \eta \gamma^2 Q^{(n)}.
\]
We turn to show (4.17), (4.18), and (4.19). Note that (4.15) yields
\[
\|1_{r > R_n} Q^{(n)}\|^2_{L^2} = o_{\eta \to 0}(\eta).
\]
Substituting this into (4.22) gives (4.17). To prove (4.18), substitute (4.17) into (4.10). To prove (4.19), observe that
\[
\partial_r \log P^{(n)} = \frac{m + A_\theta[Q^{(n)}]}{r}.
\]
Therefore, the decay rate of $P^{(n)}$ is obtained from the quantity $m + A_\theta[Q^{(n)}](+\infty)$, which is $-(m+2) + \frac{\eta}{8\pi(m+1)} \|rQ\|^2_{L^2}$. This completes the proof of (4.19).

Finally, we show (4.20). Note that
\[
\|Q^{(n)} - Q\|^2_{L^2} = \|1_{r \leq R_n} (Q^{(n)} - Q)\|^2_{L^2} + o_{\eta \to 0}(\eta) \\
= \eta(m+1) \|1_{r \leq R_n} \rho\|^2_{L^2} + o_{\eta \to 0}(\eta).
\]
From the asymptotics of $\rho$, (4.20) follows.

We record identities induced by the phase and scaling symmetries on $Q^{(n)}$.

**Lemma 4.5 (Algebraic Identities).** We have
\[
(4.24) \quad L_{\phi}(Q^{(n)} + \eta \theta \partial_t Q^{(n)}) + \eta^2 \frac{|\phi|^2}{4} i Q^{(n)} = 0,
\]
\[
(4.25) \quad L_{\phi}(\Lambda Q^{(n)} + \eta \theta \partial_t \Lambda Q^{(n)}) + \eta^2 \frac{|\phi|^2}{4} \Lambda Q^{(n)} = -2\eta \theta^{(n)} Q^{(n)} - 4\eta^2 \frac{|\phi|^2}{4} Q^{(n)}.
\]
Proof. One can obtain these identities by differentiating the phase and scaling symmetries at $Q^{(n)}$. Differentiating
\[
L_{t}^{a}e^{iaQ^{(n)}}D_{x}^{a}e^{iaQ^{(n)}} + \eta \theta_{\eta}e^{iaQ^{(n)}} + \eta^{2}|u|^{2}e^{iaQ^{(n)}} = 0
\]
in the $a$-variable at $a = 0$, we obtain (4.24). To obtain (4.25), we temporarily write $f_{\lambda}(y) := \frac{1}{\lambda}f_{\lambda}(\frac{y}{\lambda})$ and consider
\[
0 = [L_{t}^{a}e^{iaQ^{(n)}}D_{x}^{a}e^{iaQ^{(n)}} + \eta \theta_{\eta}e^{iaQ^{(n)}} + \eta^{2}|u|^{2}e^{iaQ^{(n)}}, \lambda]
\]
for $\lambda \in (0, \infty)$. Differentiating this in the $\lambda$-variable at $\lambda = 1$, we get
\[
\mathcal{L}_{Q^{(n)}}\Lambda Q^{(n)} + \eta \theta_{\eta}\Lambda Q^{(n)} + \eta^{2}|u|^{2}\Lambda Q^{(n)} = 2L_{t}^{a}e^{iaQ^{(n)}}D_{x}^{a}e^{iaQ^{(n)}} - 2\eta \theta_{\eta}Q^{(n)} - 4\eta^{2}|u|^{2}Q^{(n)}.
\]
This completes the proof of (4.25). \hfill \square

5. Setup for modulation analysis

In this section, we will reduce Theorems 1.1 and 1.3 to the main bootstrap Lemma 5.3. We will introduce time-dependent modulation parameters $(\lambda, \gamma, b)$. Here $\lambda$, $\gamma$, and $b$ correspond to the scaling, phase, and pseudoconformal phase parameters, respectively. We write the blow-up ansatz in terms of $(\lambda, \gamma, b)$ and the decomposition into the modified profile $Q^{(n)}$, some small asymptotic profile $z^{*}$, and error $\epsilon$. We first determine the evolution equation of $z$. We then fix dynamical laws of $(\lambda, \gamma, b)$ to grant the desired pseudoconformal blow-up rate. The main novelty of this step is to detect the strong interactions between $Q^{(n)}_{k}$ and $z$, and incorporate them into our blow-up ansatz.

5.1. Corrections from the interaction between $Q^{(n)}_{k}$ and $z$. Our goal is to construct pseudoconformal blow-up solution with given $m$-equivariant asymptotic profile $z^{*}$. We will require that $z^{*}$ is small in some Sobolev space and is degenerate at the origin. Given $z^{*}$, we fix the backward-in-time evolution of $z(t)$ with $z(0) = z^{*}$. Near the blow-up time, $Q^{(n)}_{k}$ is concentrated at the origin but $z$ is a regular solution; they are decoupled in scales. Thus when one presumes that $Q^{(n)}_{k} + z$ solves (CSS), one might expect that the mixed term of the nonlinearity becomes negligible. This is indeed true for local nonlinearities, for example $|u|^{2}u$. In the context of (NLS), Bourgain-Wang [3] and Merle-Raphaël-Szeftel [50] make use of this observation, and hence there is no strong influence between $Q^{(n)}_{k}$ and $z$. Thus it is enough to evolve $z(t)$ by (NLS) itself. In (CSS), it turns out that there are strong interactions between $Q^{(n)}_{k}$ and $z$ due to the long-range interactions in $A_{y}$ and $A_{0}$. We have to capture strong interactions and incorporate the effects into the decomposition of our blow-up ansatz. More precisely, we will modify the $z$-evolution and add a correction to the $\gamma$-evolution.

We first explain the heuristics of our argument. Assume that $Q^{(n)}_{k} + z$ solves (CSS) (equivalently, (1.28)) in the sense that
\[
0 \approx (5.1)
\]
where
\[ i \partial_t (Q_b^2 + z) - L_{Q_b^2 + z}^* D_r^{(Q_b^2 + z)} (Q_b^2 + z) \]
(5.1)
\[ = \left\{ (i \partial_t + \partial_{rr} + \frac{1}{r} \partial_r) (Q_b^2 + z) - \left( \frac{m + A_0 Q_b^2 + z}{r} \right)^2 (Q_b^2 + z) \right. \]
\[ - A_0 |Q_b^2 + z|^2 (Q_b^4 + z) + |Q_b^2 + z|^2 (Q_b^2 + z) \]

We assume the decoupling in scales, for example
\[ A_0 |Q_b^2 + z| \approx A_0 |Q_b^2| + A_0 |z| \quad \text{and} \quad |Q_b^2 + z|^2 \approx |Q_b^2|^2 + |z|^2, \]
but \( A_0 |Q_b^2| z \) is not negligible since \( A_0 |Q_b^2| (r) \to -2(m + 1) \) as \( r \to \infty \). We then obtain
\[ 0 \approx (5.2), \]
where
(5.2)
\[ \left\{ (i \partial_t + \partial_{rr} + \frac{1}{r} \partial_r) (Q_b^2 + z) - \left( \frac{m + A_0 Q_b^2 + A_0 |z|}{r} \right)^2 (Q_b^2 + z) \right. \]
\[ + \left( \int_r^\infty (m + A_0 |Q_b^2| + A_0 |z|) |Q_b^2|^2 + |z|^2 \frac{dr'}{r'} \right) (Q_b^2 + z) + |Q_b^2|^2 Q_b^4 + |z|^2 z. \]

Separately collecting the evolutions for \( Q_b^2 \) and \( z \), and further applying the decoupling in scales, we have
\[ 0 \approx (5.3) + (5.4), \]
where
(5.3)
\[ \left\{ (i \partial_t + \partial_{rr} + \frac{1}{r} \partial_r) Q_b^2 - \left( \frac{m + A_0 |Q_b^2|}{r} \right)^2 Q_b^2 \right. \]
\[ - A_0 |Q_b^2|^2 Q_b^4 + \left( \int_r^\infty (m + A_0 |Q_b^2| + A_0 |z|) |z|^2 \frac{dr'}{r'} \right) Q_b^4 + |Q_b^2|^2 Q_b^4 \]
\[ + \left. \left( \int_r^\infty (m + A_0 |Q_b^2| + A_0 |z|) |z|^2 \frac{dr'}{r'} \right) z + |z|^2 z. \]

The above suggests us to evolve \( z \) by setting \( (5.4) \) equal to zero. Observing that \( Q_b^2 \) is concentrated at the origin, \( z \) feels \( Q_b^2 \) as a point charge. Thus we further approximate \( A_0 |Q_b^2| (r) \) by its value at spatial infinity \( A_0 |Q_b^2| (\infty) = -2(m + 1) \). Then one can view \( (5.3) \) as \( \text{CSS} \) under \(-(m + 2)-\)equivariance. For \( (5.3) \), in view of decoupling in scales, we again replace \( A_0 |Q_b^2| \) by its value at spatial infinity and \( \int_r^\infty \) by \( \int_0^\infty \). As a result, we have
\[ 0 \approx (5.5) + (5.6), \]
where
(5.5)
\[ \left\{ (i \partial_t + \partial_{rr} + \frac{1}{r} \partial_r) Q_b^2 - \left( \frac{m + A_0 |Q_b^2|}{r} \right)^2 Q_b^2 \right. \]
\[ - A_0 |Q_b^2|^2 Q_b^4 - \theta_{z \to Q_b^2} Q_b^4 + |Q_b^2|^2 Q_b^4, \]
\[ \left. \left( i \partial_t + \partial_{rr} + \frac{1}{r} \partial_r \right) z - \left( \frac{m - 2 + A_0 |z|}{r} \right)^2 z \right. \]
\[ + \left. \left( \int_r^\infty (-m - 2 + A_0 |z|) |z|^2 \frac{dr'}{r'} \right) z + |z|^2 z, \right. \]
and
\[(5.7) \quad \theta_{z \rightarrow Q_0^1} := - \int_0^\infty (-m - 2 + A_\theta[z])|z|^2 \frac{dr'}{r'}.
\]

So far, we have discussed assuming \( \eta = 0 \). In case of \( \eta > 0 \), we perform the same argument with a suitable modification, replacing \( Q_0^1 \) by \( Q_0^{(\eta)} \). However, in the \( z \)-evolution, one cannot view \((5.4)\) as \((CSS)\) under \(-(m+2)\)-equivariance because of \( A_\theta[Q_0^{(\eta)}](\infty) \neq -2(m+1) \). Nevertheless, as we know \( A_\theta[Q_0^{(\eta)}](\infty) = -2(m+1) + O(\eta) \) by \((4.17)\), we evolve \( z \) the same as in the case \( \eta = 0 \). Later, we have to handle the error from \( A_\theta[Q_0^{(\eta)}] - A_\theta[Q_0^1] \). On the other hand, the analogue of \( \theta_{z \rightarrow Q_0^1} \) in the case of \( \eta > 0 \) is
\[(5.8) \quad \theta_{z \rightarrow Q_0^{(\eta)}} := - \int_0^\infty (m + A_\theta[Q_0^{(\eta)}](\infty) + A_\theta[z])|z|^2 \frac{dr'}{r'}.
\]

**Remark 5.1.** In the above \( z \)-evolution, it is important that \(|m + A_\theta[Q_0^{(\eta)}](\infty) - m = 2| \) is a nonnegative even integer. Indeed, it is required that \( z \) evolves under
\[i\partial_t z + \left( \partial_{rr} + \frac{1}{r} \partial_r - \frac{k^2}{r^2} \right) z \approx 0 \]
for some \( k \in \mathbb{R} \). Then a generic solution \( z \) would have \( z(t,r) \sim r^{|k|} \) at the origin. In view of Lemma \((1.3)\) if \(|k| - m \) is not a nonnegative even integer, then it is absurd to see that \( z(t,r) = z(t,r)e^{im\theta} \) is a smooth \( m \)-equivariant solution. In other words, if we evolve \( z \) using \( m + A_\theta[Q_0^{(\eta)}](\infty) \), we cannot have sufficient smoothness of \( z \), especially at the origin. Note that from \((1.21)\) and \((1.27)\), \( m + A_\theta[Q_0^{(\eta)}](\infty) \) corresponds to the decay rate of \( Q \sim r^{-(m+2)} \sim r^{(m + A_\theta[Q_0^{(\eta)}](\infty))} \) as \( r \rightarrow \infty \). In other words, it is important that the decay rate of the \( m \)-equivariant static solution \( Q \) is \( m + 2\ell \) for some nonnegative integer \( \ell \).

Motivated from \((5.6)\), we define \( \tilde{z}(t,x) := z(t,x)e^{-i(2m+2)\theta} \) and evolve \( \tilde{z} \) under the \(-(m+2)\)-equivariant \((CSS)\)
\[(5.9) \quad i\partial_t \tilde{z} - L_\eta^x D_+^{(\tilde{z})} \tilde{z} = 0.
\]

Then, \((5.9)\) is equivalent to that the \( m \)-equivariant solution \( z \) evolves under the \((CSS)\) with the external potential
\[(zCSS) \quad \begin{cases} i\partial_t z - L_\eta^x D_+^{(z)} z = V_{Q_0^1 \rightarrow z} \tilde{z}, \\ z(0,x) = z^*(x), \end{cases}
\]
where \( z^* \) is a small profile and \( V_{Q_0^1 \rightarrow z} \) is the external potential defined by
\[(5.10) \quad V_{Q_0^1 \rightarrow z} := \frac{4(m+1)}{r^2} - \frac{4(m+1)}{r^2} A_\theta[z] + \left( \frac{1}{r} \int_0^\infty 2(m+1)|z|^2 \frac{dr'}{r'} \right).
\]

By Proposition \((2.9)\) have the standard \( L^2 \)-critical local well-posedness, and small data global well-posedness and scattering for \((5.9)\) under the \(-(m+2)\)-equivariant symmetry.

We prepare small \(-(m+2)\)-equivariant data \( \tilde{z}^* \) and denote by \( \tilde{z} \) the corresponding global \(-(m+2)\)-equivariant solution \( \tilde{z} \). More precisely, we assume \( \|\tilde{z}\|_{H^k(m+2)} < \alpha^* \) for some \( k = k(m) \). In view of Lemma \((A.8)\) we may choose \( k = k(m) > m + 3 \) to have a degeneracy bound of \( z \) near the origin:
\[
\sup_{r \in [-1,0]} (|\partial_{tt}^\ell \tilde{z}(t,r)| + \frac{1}{r} |\tilde{z}(t,r)|) \lesssim \alpha^* \left\{ \begin{array}{ll} r^{m+2-\ell} & \text{if } r \leq 1, \\ 1 & \text{if } r \geq 1, \end{array} \right. \quad \forall \ell \in \{0,1\}.
\]
This bound easily transfers to \( z := e^{i(2m+2)\theta} \tilde{z} \). Note that if \( \tilde{z} \) is smooth \(-(m+2)\)-equivariant, then \( z \) is smooth \( m \)-equivariant.
Therefore, we let \( z^* \) satisfy the assumption with sufficiently small \( \alpha^* \), and \( z : \mathbb{R} \times \mathbb{R}^2 \to \mathbb{C} \) be an \( m \)-equivariant solution to \((zCSS)\) with the initial data \( z^* \). Then \( z \) satisfies the following properties:

1. \( z \) is global and scatters under the evolution \( i\partial_t + \Delta_m \). \( ^w \)
2. (Strichartz bound) \( \|z\|_{L_x^r L_y^s}^s \lesssim \alpha^* \) for any admissible pairs \((p,q)\).
3. (Energy bound) \( \|z\|_{L_x^\infty H_y^s}^s \lesssim \alpha^* \).
4. (Vanishing at origin)

\[
\sup_{t \in [-1,0]} (|\partial_t^{\ell} z(t,r)| + \frac{1}{r^\ell} |z(t,r)|) \lesssim \alpha^* \cdot \begin{cases} r^{m+2-\ell} & \text{if } r \leq 1, \\ 1 & \text{if } r \geq 1, \end{cases} \forall \ell \in \{0,1\}.
\]

5.2. Evolution of \( \epsilon \). We begin the modulation analysis. For a small fixed \( \eta \geq 0 \), we write a solution \( u^{(\eta)} \) of the form

\[
(5.11) \quad u^{(\eta)}(t,x) = \frac{e^{i\gamma(t)}}{\lambda(t)} (Q^{(\eta)}_{b(t)} + \epsilon(t, \frac{x}{\lambda(t)}) + z(t,x).
\]

Here \( z \) is a small global solution to \((zCSS)\) with \( z(0) = z^* \) as in Section 5.1. We want to construct a family of solutions \( u^{(\eta)} \) such that \( u^{(0)} \) blows up at \( t = 0 \) with the pseudoconformal rate and for \( \eta > 0 \), \( u^{(\eta)} \) is a global scattering solution with \( u^{(\eta)} \to u^{(0)} \) as \( \eta \to 0 \). More precisely, we expect our modulation parameters to satisfy

\[
(b(t), \lambda(t), \gamma(t)) \approx \begin{cases} (-t, |t|, -\frac{m+1}{2} \pi) & \text{if } \eta = 0, \\ (-t, \langle t \rangle, \theta_\eta \tan^{-1}(\frac{t}{\eta})) & \text{if } \eta > 0,
\end{cases}
\]

for \( t \) near zero \( (t < 0 \text{ when } \eta = 0) \).

If one is only interested in the construction of a blow-up solution, one may disregard \( \eta \) and only work with the case \( \eta = 0 \). See Remark 5.5. In our presentation, we first derive an equation of \( \epsilon \) in the case \( \eta = 0 \) for readability. And then, we will point out what are changed when \( \eta > 0 \).

Note that we haven't specified the choice of the modulation parameters \( b(t), \lambda(t), \gamma(t) \) at each time \( t \). We will fix them by imposing two orthogonality conditions and one relation between \( b \) and \( \lambda \) in Section 5.3. In this subsection, we focus on deriving the evolution equation for \( \epsilon \) without fixing the laws of \( b, \lambda, \gamma \).

Recall Section 2.5 on \( \sharp \) and \( \flat \) operations. In (5.11), the functions \( u \) and \( z \) are defined with the \((t,x)\)-variables, but \( Q_b \) and \( \epsilon \) are functions of \((s,y)\). Thus by \( \flat \) operation one can change \( u \) and \( z \) to functions of \((s,y)\), i.e. \( u^\flat(s,y) \) and \( z^\flat(s,y) \). Similarly by \( \sharp \) operation, one can change \( Q_b \) and \( \epsilon \) to functions of \((t,x)\), i.e. \( Q^\sharp_{b(t)}(x) \) and \( \epsilon^\sharp(t,x) \). In the following, we take \( \flat \) or \( \sharp \) operations to convert equations in the \((t,x)\)-variables and in the \((s,y)\)-variables.

In view that \( Q_b \) and \( z \) live on different scales, it is convenient to introduce general notations to describe their interactions. Consider two functions \( f \) and \( g \) such that \( f \) has shorter length scale than \( g \). \( f \) and \( g \) can be functions of either \((s,y)\) or \((t,x)\). For example, we may consider \((f,g) = (Q^\flat_b,z^\flat)\) or \((Q_b,z^\flat)\). Firstly, we use

\[
R_{f,g} := L^+_f D^+_f (f + g) - L^+_f D^+_f f - L^+_g D^+_g g,
\]

\(^{17}z\) also scatters under the usual evolution \( i\partial_t + \Delta_m \). See Remark 5.6.
Here, we remark that the interaction term between $f$ and $g$. We will use this for $R_{Q^b,z}$, $R_{Q^s,z}$, and so on. We will use notations
\[
V_{f\rightarrow g} := \frac{1}{r^2} \left( (m + A_\theta[f](+\infty) + A_\theta[g])^2 - (m + A_\theta[g])^2 \right) - \int_0^{\infty} A_\theta[f](+\infty)|g|^2 \frac{dr'}{r'},
\]
\[
\theta_{g\rightarrow f} := \int_0^{\infty} (m + A_\theta[f](+\infty) + A_\theta[g])|g|^2 \frac{dr'}{r'}.
\]
The strong interaction from $f$ to $g$ is given by $V_{f\rightarrow g} g$, and that from $g$ to $f$ is given by $\theta_{g\rightarrow f} f$. We denote the marginal interaction by
\[
\tilde{R}_{f,g} := R_{f,g} - V_{f\rightarrow g} g - \theta_{g\rightarrow f} f.
\]
Note that
\[
[R_{f,g},] = \lambda^2 [R_{f,1g}], \quad [V_{f\rightarrow g}[g]] = \lambda^2 V_{f\rightarrow g} g^2, \quad \theta_{g\rightarrow f} = \lambda^2 \theta_{g\rightarrow f}.
\]
In case of $(f, g) = (Q^b(\theta), z^b)$, we will denote
\[
\tilde{\gamma}_b := \gamma_b + \theta_{z\rightarrow Q^b} = \gamma_b + \lambda^2 \theta_{z\rightarrow Q^b}.
\]
Next, for functions $w$ and $\epsilon$, we denote by
\[
R_{(w+\epsilon)-w}^b := L^*_w D_{(w+\epsilon)}^b (w + \epsilon) - L^*_w D_{(w)}^b w - L_w \epsilon
\]
the quadratic and higher order terms in $\epsilon$.

The case $\eta = 0$. Here, we assume $\eta = 0$ and derive the equation of $\epsilon$. If we take the $b$ operation to $CSS$, then by Section 2.3,
\[
\begin{align*}
&i \partial_t u - L^*_w D_{(w)}^b u = 0, \\
&i \partial_s u^b - L^*_w D_{(w)}^b u^b = i \frac{\lambda_s}{\lambda} u^b + \gamma_s u^b.
\end{align*}
\]
The evolution of $Q^b$ is given by Lemma 4.2

\[
i \partial_t Q^b - L^*_Q D_{+}^{(Q^b)} Q^b = \mu(\frac{w^2}{2}) Q^b,
\]
\[
i \partial_t Q^b - L^*_Q D_{+}^{(Q^b)} Q^b = -i \frac{1}{\lambda^2} \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda Q^b - \frac{\gamma_s}{\lambda^2} Q^b + \frac{1}{\lambda^2} (b_s + b^2) |\frac{w^2}{2} Q^b|.
\]

Here, we remark that $\Lambda Q^b = [\Lambda Q^b] - ib \frac{w^2}{2} Q^b$ and $\Lambda Q^b = [\Lambda Q^b] - ib \frac{w^2}{2} Q^b$.

Define
\[
w(t, x) := Q^b(t, x) + z(t, x) = u(t, x) - \epsilon^2(t, x).
\]
Viewing $w = Q^b + z$, by (CSS), $w$ solves
\[
\begin{align*}
&i \partial_t w - L^*_w D_{(w)} w = -\frac{1}{\lambda^2} \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda Q^b - \frac{\gamma_s}{\lambda^2} Q^b + \frac{1}{\lambda^2} (b_s + b^2) |\frac{w^2}{2} Q^b| + (V_{Q^b}) z - R_{Q^b}.
\end{align*}
\]
Taking the $b$ operation, $w^b$ solves
\[
\begin{align*}
&i \partial_t w^b - L^*_w D_{(w)}^b w^b + ib A w^b = i \left( \frac{\lambda_s}{\lambda} + b \right) \Lambda z^b + \gamma_s z^b + (b_s + b^2) |\frac{w^2}{2} Q^b| + (V_{Q^b}) z - R_{Q^b}.
\end{align*}
\]
Recall that the external potential term $V_{Q^b}^{(Q^b)}$ is introduced to capture strong interactions in $R_{Q^b}$. We also note that $V_{Q^b}^{(Q^b)}$ does not depend on modulation parameters, but only on $z$. 

Finally we derive the equation of $\epsilon$. Subtracting the equation of $w^b$ by that of $w^b$, we have

$$i\partial_x \epsilon - \mathcal{L}_{w^b} \epsilon + ib\lambda \epsilon = i \left( \frac{\lambda x}{\lambda} + b \right) \Lambda(Q_b + \epsilon) + \tilde{\gamma}_s Q_b + \gamma_s \epsilon - (b_s + b^2) \frac{\nu^2}{4} Q_b$$

$$+ \tilde{R}_{Q_b,w^b} + R_{w^b,w^b}.$$  

By taking the $\sharp$ operation, we have

$$i\partial_t \epsilon^\sharp - \mathcal{L}_{w^b} \epsilon^\sharp + \frac{1}{\lambda^2} i \left( \frac{\lambda x}{\lambda} + b \right) \Lambda Q_b^\sharp + \frac{1}{\lambda^2} \tilde{\gamma}_s Q_b^\sharp - \frac{1}{\lambda^2} (b_s + b^2) \frac{\nu^2}{4} Q_b^\sharp$$

$$+ \tilde{R}_{Q_b,w^b} + R_{w^b,w^b}.$$ 

**The case $\eta > 0$.** We now consider the case $\eta > 0$. Recall (4.19) and (4.22) as

$$i\partial_t Q_b^{(n)} - L_{Q_b^{(n)}}^* D_{+}^{(w^b)} Q_b^{(n)} + ib\lambda Q_b^{(n)} - \eta \theta_Q Q_b^{(n)} = (b_s + b^2 + \eta^2) \frac{\nu^2}{4} Q_b^{(n)}.$$  

Recall that we evolve $z$ by (2.2), which is independent of $\eta$. If we define

$$w(t,x) := Q_b^{(n)} z(t,x),$$

then $w$ solves

$$i\partial_t w^b - \mathcal{L}_{w^b} w^b + ib\lambda w^b - \eta \theta_Q w^b$$

$$= i \left( \frac{\lambda x}{\lambda} + b \right) \Lambda w^b + (\tilde{\gamma}_s - \eta \theta_Q) z^b + (b_s + b^2 + \eta^2) \frac{\nu^2}{4} Q_b^{(n)}$$

$$- V_{Q_b^{(n)} - Q_b} z^b + (V_{Q_b^{(n)} - z^b} - R_{Q_b^{(n)}, z^b}),$$

where $V_{Q_b^{(n)} - Q_b}$ is an additional error induced from the external potential.

(5.13)  

$$V_{Q_b^{(n)} - Q_b} := V_{Q_b^{(n)} - z^b} - V_{Q_b^{(n)} - z^b}.$$  

Then the evolution of $\epsilon$ is given by

(5.14)  

$$i\partial_t \epsilon - \mathcal{L}_{w^b} \epsilon + ib\lambda \epsilon - \eta \theta_Q \epsilon$$

$$= i \left( \frac{\lambda x}{\lambda} + b \right) \Lambda Q_b^{(n)} + (\tilde{\gamma}_s - \eta \theta_Q) Q_b^{(n)} + (\gamma_s - \eta \theta_Q) \epsilon$$

$$- (b_s + b^2 + \eta^2) \frac{\nu^2}{4} Q_b^{(n)} + \tilde{R}_{Q_b^{(n)} - z^b} + V_{Q_b^{(n)} - Q_b} z^b + R_{w^b,w^b}.$$  

Applying the $\sharp$ operation, we get

(5.15)  

$$i\partial_t \epsilon^\sharp - \mathcal{L}_{w^b} \epsilon^\sharp = \frac{1}{\lambda^2} i \left( \frac{\lambda x}{\lambda} + b \right) \Lambda Q_b^{(n)} + \frac{1}{\lambda^2} (\tilde{\gamma}_s - \eta \theta_Q) Q_b^{(n)}$$

$$- \frac{1}{\lambda^2} (b_s + b^2 + \eta^2) \frac{\nu^2}{4} Q_b^{(n)} + \tilde{R}_{Q_b^{(n)} - z^b} + V_{Q_b^{(n)} - Q_b} z^b + R_{w^b,w^b}.$$  

**5.3. Choice of modulation parameters.** As we have three modulation parameters $b$, $\lambda$, and $\gamma$, we can impose three conditions to fix dynamical laws and $\epsilon(s,y)$. In order to guarantee the coercivity of the linearized operator, we spend two degrees of freedom for orthogonality conditions. Fix any smooth compactly supported real-valued functions $Z_{re}, Z_{im} : (0, \infty) \to \mathbb{R}$ such that

(5.16)  

$$(Z_{re}, \Lambda Q)_r = (Z_{im}, Q)_r = 1 \neq 0.$$  

We impose the orthogonality conditions as

(5.17)  

$$\langle \epsilon, [Z_{re}]_b \rangle_r = \langle \epsilon, [i Z_{im}]_b \rangle_r = 0.$$  

In view of Lemma 3.9 [5.17] implies coercivity of the linearized operator, provided that $b$ is sufficiently small. A cleverer choice of the orthogonality conditions is not important in our analysis.
For the remaining one degree of freedom, we impose a dynamical law between \( b \) and \( \lambda \) as

\[
2 \left( \frac{\lambda}{\lambda} + b \right) b - (b + b^2 + \eta^2) = 0. \tag{5.18}
\]

This is motivated to cancel out \(|y|^2 Q_{b}^{(\eta)}| \) in the equation (5.14) of \( \epsilon \), since it has slow decay \(|y|^2 Q_{b} \sim r^{-m} \) as \( r \to \infty \). Such a decay is not sufficient to close our bootstrap argument, particularly when \( m \) is small. Using \( \Lambda Q_{b}^{(\eta)} = [\Lambda Q^{(\eta)}]_{b} - ib|y|^2 Q_{b}^{(\eta)} \), we organize terms containing \(|y|^2 Q_{b}^{(\eta)}| \) in (5.14) as

\[
i \left( \frac{\lambda}{\lambda} + b \right) \Lambda Q_{b}^{(\eta)} - (b + b^2 + \eta^2)|y|^2 Q_{b}^{(\eta)} = 2 \left( \frac{\lambda}{\lambda} + b \right) b - (b + b^2 + \eta^2)|y|^2 Q_{b}^{(\eta)} + i \left( \frac{\lambda}{\lambda} + b \right) [\Lambda Q^{(\eta)}]_{b}.
\]

By (5.18), we can delete the \(|y|^2 Q_{b}^{(\eta)}| \)-contribution in (5.14); we have

\[
i \left( \frac{\lambda}{\lambda} + b \right) \Lambda Q_{b}^{(\eta)} - (b + b^2 + \eta^2)|y|^2 Q_{b}^{(\eta)} = i \left( \frac{\lambda}{\lambda} + b \right) [\Lambda Q^{(\eta)}]_{b}.
\]

This cancellation is heavily used in Sections 6.4 and 6.5. Note that (5.18) is consistent with

\[
b(t) = -t \quad \text{and} \quad \lambda(t) = \langle t \rangle.
\]

We now discuss on the existence of \((\lambda, \gamma, b)\) satisfying (5.18) and orthogonality conditions (5.17). When \( \eta = 0 \), (5.18) is explicitly solvable; one sees that

\[
\left( \frac{b}{\lambda^2} \right)_{t} = \left( \frac{b}{\lambda^2} \right)_{s} - \frac{b^2}{\lambda^2} - 2 \frac{\lambda}{\lambda} = \left( \frac{b}{\lambda^2} \right)^2.
\]

This is satisfied by the choice

\[
b(t) = |t|^{-1} \lambda^2(t)
\]

for any time \( t \). As we expect \( \lambda^2(t) \sim |t|^2 \) in our blow-up regime, (5.20) says that \(|b(t)| \lesssim |t| \), which is small provided \( t \) is small. From this, one is able to use the implicit function theorem at each fixed time \( t \).

When \( \eta > 0 \), we are not able to solve (5.18) to obtain a fixed time relation between \( b \) and \( \lambda \), such as (5.20). Instead, we solve a system of ODEs for \((b, \lambda, \gamma)\) given by two orthogonality conditions and (5.18). The precise setup is as follows. We consider the initial data

\[
u(0, x) = \frac{e^{\gamma(0)}}{\lambda(0)} Q_{b(0)}^{(\eta)} \left( \frac{x}{\lambda(0)} \right) + z^*(x).
\]

We evolve \( u \) by (CSS) and \( z \) by (cCSS). As we assume the decomposition

\[
u(t, x) = \frac{e^{\gamma(t)}}{\lambda(t)} [Q_{b(t)}^{(\eta)} + \epsilon]_{t} \left( \frac{x}{\lambda(t)} \right) + z(t, x),
\]

\( \epsilon \) is a function of \( u, z, \lambda, b, \gamma \). Note that \( u \) and \( z \) are by now given, so \( \epsilon \) is viewed as a function of \( \lambda, b, \gamma \). The orthogonality conditions are viewed as first-order differential equations of \((b, \lambda, \gamma)\), obtained by differentiating them in the \( t \)-variable and substituting (5.15). We also interpret (5.18) in the \( t \)-variable. Thus we have a system of ODEs

\[
\begin{align*}
\frac{\partial}{\partial t} (\epsilon, [Z_{re}]|_{b})_{t} &= 0, \\
\frac{\partial}{\partial t} (\epsilon, [Z_{im}]|_{b})_{t} &= 0, \\
2(\lambda \lambda + b) b - (\lambda^2 b_t + b^2 + \eta^2) &= 0.
\end{align*}
\]

From (5.16), the system (5.22) is nondegenerate. In view of (6.27), the first and second lines of (5.22) essentially govern the laws of \( \lambda \) and \( \gamma \). The third line governs
the law of \( b \). We then give the initial data at \( t = 0 \) as \( (b(0), \lambda(0), \gamma(0)) = (0, \eta, 0) \).

Local existence and uniqueness are clear from Picard’s theorem. Moreover, we can solve the system as long as the parameters \( b, \log \lambda, \) and \( \gamma \) do not diverge.

In the following sections, we will verify estimates of \( b, \lambda, \gamma, \) and \( \epsilon \) via a bootstrap argument. The conclusion of the bootstrap procedure guarantees the existence of the decomposition.\(^{19}\)

### 5.4. Reduction of Theorems 1.1 and 1.3 to the main bootstrap Lemma 5.3

We will construct a family of solutions \( \{u^{(\eta)}\}_{\eta \in [0, \eta^*]} \) such that \( u^{(0)} \) is a pseudo-conformal blow-up solutions. We first construct a sequence of solutions \( \{u^{(\eta)}\}_{\eta \in [0, \eta^*]} \) on \( [t_0^*, 0] \) that approximately follow (4.12). Then by taking the limit \( \eta \to 0 \), we construct a pseudoconformal blow-up solution \( u^{(0)} \) on \( [t_0^*, 0] \). A similar procedure was presented in Merle \(^{14}\) and Merle-Raphaël-Szefel \(^{50}\).

Define

\[
\gamma^{(\eta)}(t) := -\int_0^t \theta_{z \to Q^\eta_b}(t')dt',
\]

where \( \theta_{z \to Q^\eta_b} \) is as in (5.3) and (5.8). When \( \eta = 0 \), we abbreviate it as \( \gamma_{\text{cor}} := \gamma^{(\eta)} \).

**Proposition 5.2.** There exist \(-1 < t_0^* < 0 \) and \( 0 < \eta^* < 1 \) such that for all \( \eta \in (0, \eta^*) \) and all sufficiently small \( 0 < \alpha^* < 1 \), we have the following property. Let an \( m \)-equivariant profile \( z^* \) satisfy (11) and \( z(t, x) \) solve (CSS) with the initial data \( z(0, x) = z^*(x) \). Then the solution \( u \) to (CSS) with the initial data

\[
u^{(\eta)}(0, x) = \frac{1}{\eta} Q^{(\eta)}\left(\frac{x}{\eta}\right) + z^*(x)
\]

is global-in-time and scatters. Moreover, \( u^{(\eta)} \) admits a decomposition on time interval \( [t_0^*, -t_0^*] \)

\[
u^{(\eta)}(t, x) = e^{i\gamma(t)}\frac{\lambda(t)}{\lambda} Q^{(\eta)}\left(\frac{x}{\lambda}\right) + z(t, x) + \epsilon^t(t, x)
\]

with the estimates

\[
|t|^{-\frac{1}{4}} \left| \epsilon^t \right|_{L^2} + \left| \epsilon^t \right|_{H^1} + \left| \frac{\lambda}{t} - 1 \right| + \left| \frac{b + t}{\lambda} \right| + |\gamma - \gamma_{\eta} - \gamma_{\text{cor}}| \lesssim \alpha^* |(t)^{m+1}| \log |t| + (t)^{\frac{1}{2}} \eta^2,
\]

where \( \gamma_{\eta} \) is as in (4.12) and \( (t) = (t^2 + \eta^2)^{\frac{1}{4}} \) is as in (2.4).

**Proof of Proposition 5.2 assuming the bootstrap lemma (Lemma 5.3) below.** Note that \( z \) is a global small solution (Section 5.1) with \( z(0, x) = z^*(x) \). We will choose \( \eta^* \in (0, \eta^*] \) later.

For \( \eta \in (0, \eta^*) \), let \( u^{(\eta)} : (T_-, T_+) \times \mathbb{R}^2 \to \mathbb{C} \) be the maximal lifespan solution to (CSS) with the initial data at time \( t = 0 \) as

\[
u^{(\eta)}(0, x) = \frac{1}{\eta} Q^{(\eta)}\left(\frac{x}{\eta}\right) + z^*(x).
\]

With the initial data

\[
b(0), \lambda(0), \gamma(0)) = (0, \eta, 0),
\]

\[^{19}\text{In the forward problems, when } u(t_0) = Q + \epsilon(t_0) \text{ is given, one has to do initial decomposition } u(t_0) = Q_{\epsilon(t_0)} + \tilde{\epsilon}(t_0) \text{ with some modulated profile } Q_{\epsilon(t_0)} \text{ to guarantee that } \tilde{\epsilon} \text{ satisfies some orthogonality conditions. For this purpose, one has to use the implicit function theorem at time } t = t_0. \text{ In our case, the orthogonality condition at time } t = 0 \text{ is automatic as } \epsilon(0) = 0. \text{ This makes the argument simpler.} \]

\[^{20}\text{In fact, } \epsilon^t \text{ and modulation parameters } b, \lambda, \text{ and } \gamma \text{ depend on } \eta. \text{ We suppress the dependence on } \eta \text{ to simplify the notations.} \]
Let \((b, \lambda, \gamma) : (\tilde{T}_-, 0) \to \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R}\) be the maximal lifespan solution to the system (5.22). Note that \(T_- \leq \tilde{T}_- < 0\). Thus we have a decomposition of \(u^{(n)}\) on \((\tilde{T}_-, 0]\) satisfying

\[
\begin{aligned}
u^{(n)}(t, x) = \frac{e^{\gamma(t)}(t)}{\lambda(t)} Q^{(n)}_{\eta(t)} \left( \frac{x}{\lambda(t)} \right) + z(t, x) + e^t(t, x), \\
(\epsilon, [\mathcal{Z}_{\alpha}] b) = (\epsilon, i[\mathcal{Z}_{\alpha}] b) = 0, \\
2 \left( \frac{\lambda^*}{\lambda} + b \right) b - (b s + b^2 + \eta^2) = 0.
\end{aligned}
\] (5.24)

We can now introduce our main bootstrap lemma.

**Lemma 5.3** (Main bootstrap). There exists \(t^*_0 < 0\) such that for all sufficiently small \(\eta > 0\) and \(\alpha^* > 0\), we have the following property. Assume that the decomposition (5.24) of \(u^{(n)}\) satisfies the weak bootstrap hypothesis

\[
\sup_{t \in [t_1, 0]} \left\{ \left| \frac{\lambda}{\lambda(t)} - 1 \right| + \left| \frac{b - |t|}{\lambda} \right| + |\gamma - \gamma_0| - \gamma_0^{(n)} \right\} \leq \frac{1}{2}
\]

for some \(t_1 \in [t^*_0, 0] \cap (\tilde{T}_-, 0]\). Then, the following strong conclusion holds for all \(t \in [t_1, 0]\):

\[
\begin{aligned}
|\lambda(t)| - 1 + \left| \frac{b - |t|}{\lambda} \right| + |\gamma - \gamma_0 - \gamma_0^{(n)}| \leq \alpha^*(\lambda^{m+1} + \lambda^{\frac{4}{3}} \eta^\frac{5}{3}), \\
\lambda^{\frac{4}{3}} \|e\|_{L^2} + \|e\|_{H^m_t} \leq \alpha^*(\lambda^{m+2} + \lambda^\frac{5}{3} \eta^\frac{5}{3}),
\end{aligned}
\] (5.26)

where \(\gamma_0\) as in (4.12) and (4.10).

Let \(t^*_0\) be as in Lemma 5.3. Let \(\eta\) and \(\alpha^*\) be sufficiently small to satisfy the hypothesis of Lemma 5.3. As \(b(0) = 0\), \(\lambda(0) = \eta\), and \(\epsilon(0) = 0\), the bootstrap hypothesis (5.25) is satisfied in a neighborhood of the time \(0\). By a standard continuity argument, the bootstrap conclusion (5.26) is satisfied on the time interval \([t^*_0, 0] \cap (\tilde{T}_-, 0]\). In particular, the modulation parameters \(b\), \(\lambda\), and \(\gamma\) do not blow up on \([t^*_0, 0] \cap (\tilde{T}_-, 0]\) and hence \(T_- \leq \tilde{T}_- < t^*_0\).

Finally, to see that \(u^{(n)}\) scatters backward in time, observe that

\[
\begin{aligned}
\nu^{(n)}(t^*_0) = e^{\chi(t^*_0)}\frac{e^{\gamma(t^*_0)}}{|t^*_0|} Q^{(n)}_{\eta(t^*_0)} \left( \frac{x}{|t^*_0|} \right) \\
\leq \|e^t(t^*_0)||H^1| + \|z(t^*_0)||H^1| + \|e^{\gamma(t^*_0)} \left\{ \frac{1}{\lambda(t^*_0)} Q^{(n)}_{\eta(t^*_0)} \left( \frac{x}{|t^*_0|} \right) - \frac{1}{|t^*_0|} Q_{\eta(t^*_0)} \left( \frac{x}{|t^*_0|} \right) \right\}||H^1|.
\end{aligned}
\]

The first two terms are bounded by \(\alpha^*\). Since \(t^*_0\) is fixed, the last term goes to zero by shrinking \(\alpha^*\) and \(\eta\) using (5.26) and (4.20). This determines the smallness of \(\eta^*\). Hence we can apply the standard perturbation theory of scattering solutions (Proposition 2.9). Thus \(u\) scatters backward in time.

So far, we have discussed the backward evolution of \(u^{(n)}\). To show the forward scattering of \(u^{(n)}\), we use the time reversal symmetry. However, if one applies the time reversal symmetry on the ambient space \(\mathbb{R}^2\), then it sends \(m\)-equivariant solutions to \(-m\)-equivariant solutions. To avoid this issue, we apply the time reversal symmetry only on the radial part, i.e. \(u(t, r) \mapsto u(t, r)\) of (CSS). Now the initial data has changed into \(u^{(n)}(0, r) := \frac{1}{\eta}Q^{(n)}(\frac{x}{\eta}) + z^*(r)\). It is easy to check that \(z^*(r)e^{i\theta^0}\) satisfies (H) with the same \(\alpha^*\). Let \(v^{(n)}(t, r)\) be the backward evolution of (CSS) with the initial data \(v^{(n)}(0, r)\). All the above properties are still satisfied by \(v^{(n)}(t, r)\) for \(t < 0\). Therefore, we can transfer them to the forward evolution \(w^{(n)}(-t, r) = v^{(n)}(t, r)\) for \(t < 0\).
For each \( \eta \in (0, \eta^*) \), let \( u^{(\eta)} \) be the solution constructed in Proposition 5.2. In order to use a limiting argument, we need precompactness of the solutions \( \{u^{(\eta)}\}_{\eta \in (0, \eta^*)} \).

**Lemma 5.4 (L^2 precompactness).** The set \( \{u^{(\eta)}(t_0^*)\}_{\eta \in (0, \eta^*)} \subset L^2_{m^*} \) is precompact in \( L^2_{m^*} \).

**Proof.** By the estimates in Proposition 5.2, the set \( \{u^{(\eta)}(t_0^*)\}_{\eta \in (0, \eta^*)} \) is bounded in \( H^1_{m^*} \). Thus it suffices to show that it is spatially localized, i.e.

\[
\lim_{R \to \infty} \sup_{\eta \in (0, \eta^*)} \|u^{(\eta)}(t_0^*)\|_{L^2_r(r \geq R)} = 0.
\]

To achieve this, we use local conservation laws (1.8) to obtain

\[
\partial_t \left( \int (1 - \chi_R)|u^{(\eta)}|^2 \right) = -2 \int (\partial_r \chi_R) \text{Im}(\overline{u^{(\eta)}} \partial_r u^{(\eta)}),
\]

where \( \chi_R \) is a smooth cutoff to the region \( r \leq R \), i.e. \( \chi_R(r) = \chi(\frac{r}{R}) \) for a fixed smooth cutoff \( \chi \). Using the decomposition of \( u^{(\eta)} \), we have

\[
\left| \int (\partial_r \chi_R) \text{Im}(\overline{u^{(\eta)}(t)} \partial_r u^{(\eta)}(t)) \right| \lesssim \frac{1}{R}.
\]

Since

\[
\|u^{(\eta)}(0)\|_{L^2_r(r \geq R)} \lesssim R^{-(m+1)} + \|z^*\|_{L^2_r(r \geq R)},
\]

an application of the fundamental theorem of calculus shows that

\[
\int_{\mathbb{R}^2} (1 - \chi_R)|u^{(\eta)}(t_0^*)|^2 \lesssim \sup_{t \in [t_0^*, 0]} \|z(t)\|^2_{L^2_r(r \geq R)} + \frac{1}{R}.
\]

Using the fact that \( z : [t_0^*, 0] \to L^2_{m^*} \) is a continuous path (and hence has the compact image in \( L^2_{m^*} \)), the conclusion follows.

We now complete the proof of Theorem 1.1.

**Proof of Theorem 1.1** Choose a sequence \( \eta_n \to 0 \) and let \( u^{(\eta)} = u^{(\eta_n)} \) be the associated solution to Proposition 5.2. We extract a solution from taking limit of solutions \( u^{(\eta)} \). From \( H^1_{m^*} \) boundedness and \( L^2_{m^*} \) precompactness (Lemma 5.4), there exists a subsequence (still denoted by \( u^{(\eta)} \)) such that \( u^{(\eta)}(t_0^*) \rightharpoonup u(t_0^*) \) weakly in \( H^1_{m^*} \) and \( u^{(\eta)}(t_0^*) \to u(t_0^*) \) strongly in \( L^2_{m^*} \). Interpolating these, \( u^{(\eta)}(t_0^*) \to u(t_0^*) \) strongly in \( H^1_{m^*} \). Passing to a further subsequence, we may assume that \( b^{(\eta)}(t_0^*), \lambda^{(\eta)}(t_0^*), \) and \( \gamma^{(\eta)}(t_0^*) \) converge to some limit \( b(t_0^*), \lambda(t_0^*), \) and \( \gamma(t_0^*) \). Note that \( \lambda(t_0^*) \approx b(t_0^*) \approx |t_0^*| \) and \( \gamma(t_0^*) \approx -\frac{1}{2}(m+1) \) by (5.26). Let \( u : (-\infty, T_+) \times \mathbb{R}^2 \to \mathbb{C} \) be the maximal lifespan solution with the initial data \( u(t_0^*) \) at time \( t = t_0^* \).

We now show that \( (T_-, T_+) = (-\infty, 0) \) and \( u \) scatters backward in time. As \( u(t_0^*) \) is close to \( \frac{\eta^{(\eta)}}{t^{(\eta)}} Q_{H^1_{m^*}}(t^{(\eta)}) \) in \( L^2 \), we have \( T_- = -\infty \) and \( u \) scatters backward in time. On the other hand, for all \( t_0^* < t < \min\{T_+, 0\} \), we have \( u^{(\eta)}(t) \to u(t) \) strongly in \( H^1_{m^*} \). Since \( \|u^{(\eta)}(t)\|_{H^1_{-m^*}} \sim |t^2 + \eta^{(\eta)}_{m^*}|-\frac{1}{2} \), we conclude that \( T_+ = 0 \) by the \( H^1_{m^*} \)-subcritical local well-posedness (Proposition 2.10).

So far, we only know that \( u \) is a \( H^1_{m^*} \)-solution; we do not know that \( u \) really inherits the decomposition estimates of \( u^{(\eta)} \) due to the weak convergence. Here, we will show that we can transfer the \( H^1_{m^*} \)-bound of \( (e^{it}u)^{\eta} \) to our limit solution. Let us evolve \( b, \lambda, \) and \( \gamma \) under (5.22) for \( \eta = 0 \) with the initial data \( b(t_0^*), \lambda(t_0^*), \) and \( \gamma(t_0^*) \) at time \( t = t_0^* \). Since \( u^{(\eta)} \to u \) in \( C_{(-\infty,0),loc} H^1_{m^*} \) and \( (b^{(\eta)}(t_0^*), \lambda^{(\eta)}(t_0^*), \gamma(t_0^*)) \to (b(t_0^*), \lambda(t_0^*), \gamma(t_0^*)) \), we see that \( b(t), \lambda(t), \) and \( \gamma(t) \) indeed exist for all \( t \in [t_0^*, 0) \).
and \((b^{(n)}(t), \lambda^{(n)}(t), \gamma^{(n)}(t)) \to (b(t), \lambda(t), \gamma(t))\). For each fixed \(t \in (t_0, 0)\), we note that

\[
\gamma(t) = \lim_{n \to \infty} \gamma^{(n)}(t) = \lim_{n \to \infty} \gamma_n(t) + O(\alpha^*|t|) = -(m+1)\frac{\pi}{2} + O(\alpha^*|t|),
\]

where we estimated \(\gamma\) by (5.23) and (6.6). We write

\[
u(t, x) = \frac{1}{\lambda(t)} Q_{b(t)} \left( \frac{x}{\lambda(t)} \right) e^{\gamma(t)} + z(t, x) + \epsilon^t(t, x).
\]

Thus \((\epsilon^2)^{(n)}(t) \to \epsilon^2(t)\) strongly in \(L^2_{\text{loc}}\). By the Fatou property, the \(H^1_{\text{loc}}\)-bound of \(\epsilon^2\) is now transferred from that of \((\epsilon^2)^{(n)}\). Therefore, we have shown that

\[
|t|^{-\frac{4}{3}}\|\epsilon^2\|_{L^2} + \|\epsilon^2\|_{H^1_{\text{loc}}} + \left| \frac{\lambda}{|t|} - 1 \right| + \left| \frac{b + t}{\lambda} \right| + \left| \gamma + (m+1)\frac{\pi}{2} - \gamma_{\text{cor}} \right| \lesssim \alpha^*|t|^{m+1}.
\]

We now show (1.32). We first claim (5.20)

\[
b(t) = |t|^{-1}\lambda^2(t).
\]

To see this, we take a limit \(\eta \to 0\) of (5.18) to get

\[
2\left( \frac{\lambda}{\lambda} + b \right) b - (b + b^2) = 0.
\]

Because of (5.19), the quantity

\[
\frac{\lambda^2}{b} + t
\]

is conserved. Since \(\frac{\lambda^2}{b} + t \to 0\) as \(t \to 0^-\), the claim follows. Therefore, we apply Lemma 7.1 to have

\[
\|u(t, r) - \frac{1}{|t|} Q_{|t|} \left( \frac{r}{|t|} \right) e^{i(-\frac{m+1}{2} + \gamma_{\text{cor}})} - z(t, r)\|_{\dot{H}^1_{\text{loc}}}
\]

\[
\lesssim \|\epsilon^2\|_{H^1_{\text{loc}}} + \frac{1}{|t|} \|Q_{|t|} \left( \frac{|t|}{|t|} \right) e^{i(\gamma + (m+1)\frac{\pi}{2} - \gamma_{\text{cor}})} - Q_{|t|}(r)\|_{H^1_{\text{loc}}}
\]

\[
\lesssim \|\epsilon^2\|_{H^1_{\text{loc}}} + \frac{1}{|t|} \left| \frac{\lambda}{|t|} - 1 \right| + \left| \gamma + (m+1)\frac{\pi}{2} - \gamma_{\text{cor}} \right| \lesssim \alpha^*|t|^{m+1}.
\]

One can similarly estimate

\[
\|u(t, r) - \frac{1}{|t|} Q_{|t|} \left( \frac{r}{|t|} \right) e^{i(-\frac{m+1}{2} + \gamma_{\text{cor}})} - z(t, r)\|_{L^2}
\]

\[
\lesssim \|\epsilon^2\|_{L^2} + \left( \left| \frac{\lambda}{|t|} - 1 \right| + \left| \gamma + (m+1)\frac{\pi}{2} - \gamma_{\text{cor}} \right| \right)
\]

\[
\lesssim \alpha^*|t|^{m+1}.
\]

To complete the proof of Theorem 1.1 we apply the above procedure for the reversely rotated \(e^{-i\frac{m+1}{2}\pi}z^*\) instead of \(z^*\). We then apply the phase invariance \(u(t, r) \to e^{-i\frac{m+1}{2}\pi}u(t, r)\) to get (1.31).

**Remark 5.5 (Alternative proof of Theorem 1.1).** In fact, in order to construct a pseudoconformal blow-up solution, one can proceed all the above analysis only with \(\eta = 0\). When \(\eta = 0\), we cannot impose the initial data as in (5.21). Instead, one can consider a sequence of solutions \(\{u^{(n)}\}_{n \in \mathbb{N}}\) with the initial data at \(t = t_n\) as

\[
u^{(n)}(t_n, r) = \frac{1}{|t_n|} Q_{|t_n|} \left( \frac{r}{|t_n|} \right) + z(t_n, r),
\]

where \(t_0^* < t_n < 0\) and \(t_n \to 0^-\). One then takes the limit \(n \to \infty\).
We defer the proof of Theorem 1.2 to Section 7. We now prove Theorem 1.3 and Corollary 1.4.

Proof of Theorem 1.3. The proof is almost immediate by combining Proposition 5.2 and Theorems 1.1 and 1.2. One caveat is that one should take into account the phase rotation in (5.27) as in the end of the proof of Theorem 1.1. Indeed, we apply Proposition 5.2 to obtain a family of solutions \( \{u^{(n)}\}_{n \in \{0, \eta^*\}} \) with initial data

\[
u^{(n)}(0, x) = \frac{1}{\eta} Q^{(n)} \left( \frac{z}{\eta} \right) e^{i(m+1)\pi} + z^*(x).
\]

Let \( u \) be the solution constructed in Theorem 1.1. For any sequence \( \eta_n \to 0 \) in \( (0, \eta^*) \), there exists a further sequence \( \{\eta_{n_k}\} \) such that \( u^{(n_k)} \to \tilde{u} \) in the \( C_{(-\infty,0), \text{loc}}^1 \) -topology. By the proof of Theorem 1.1, \( \tilde{u} \) satisfies (1.32). Applying Theorem 1.2, we should have \( \tilde{u} = u \). Therefore, \( u^{(n)} \to u \) in the \( C_{(-\infty,0), \text{loc}}^1 \) -topology. The rest of the conclusions are contained in Proposition 5.2.

Proof of Corollary 1.4. If \( \eta > 0 \), then \( u^{(\eta)} \) is well-defined on \( (-\infty, 0] \) and \( \|u^{(\eta)}\|_{L^4_t (-\infty, 0], x} < \infty \). Therefore, \( \|Cu^{(\eta)}\|_{L^4_t (0, \infty), x} < \infty \) and hence \( Cu^{(\eta)} \) scatters forward in time. If \( \eta = 0 \), we have

\[
\|Cu - Q - Cz\|_{L^2} \lesssim |\epsilon|^{-1} \quad \text{as } t \to +\infty.
\]

Since \( z \) evolves under the \(- (m + 2)\)-equivariant (CSS), \( Cz \) scatters under the evolution \( i\partial_t + \Delta_{-m-2} \). By the remark below, the proof is complete.

Remark 5.6. A scattering solution under \( i\partial_t + \Delta_{-m-2} \) also scatters under \( i\partial_t + \Delta_m \). In view of \( \Delta_{-m-2} = \Delta_m - \frac{4m+4}{\pi^2} \) and \( m \neq 0 \), the argument in [4] shows \( \|u\|_{L^2_{t,x}} < \infty \) whenever \( u \) is a linear solution to \( i\partial_t u + \Delta_{-m-2} u = 0 \) with \( L^2 \)-initial data.

Therefore, it only remains to prove Lemma 5.3 and the conditional uniqueness Theorem 1.3. In Section 7, we prove Lemma 5.3 and proceed to prove the bootstrap conclusion (5.26). In Section 7, we prove Theorem 1.3.

6. Proof of Bootstrap Lemma 5.3

The main ingredient of the proof is the Lyapunov/virial functional method as in Martel [55], Raphaël-Szeftel [57], and Merle-Raphaël-Szeftel [50]. Let \( u \) be a solution on \([t_0^*, t_1]\) satisfying the bootstrap hypothesis (5.25) on \([t_1, t_0^*] \subset (t_0^*, t_0]\). Note that \( u \) already has the decomposition (5.24) satisfying (5.17) and (5.18). We will discuss the details in Section 6.5.

Recall (5.14). We start with estimates of \( \tilde{R}_{Q^{(n)}_b, z^*} \) and \( R_{u^\omega - u^\omega^*} \).

6.1. Estimates of \( \tilde{R}_{Q^{(n)}_b, z^*} \). In Section 5.1, we have extracted the strong interactions between \( Q^{(n)}_b \) and \( z^p \), which are \( V_{Q^{(n)}_b} \to z^p \) and \( \theta_{z^p} \to Q^{(n)}_b \). The remaining part

\[
\tilde{R}_{Q^{(n)}_b, z^p} = R_{Q^{(n)}_b, z^p} - V_{Q^{(n)}_b} \to z^p - \theta_{z^p} \to Q^{(n)}_b
\]

will be estimated as an error. Note that this is independent of \( \epsilon \) and hence eventually gives an error bound of \( \epsilon \).

In estimates of the size of \( \tilde{R}_{Q^{(n)}_b, z^*} \), the main strategy is to exploit decoupling of \( Q^{(n)}_b \) and \( z^p \) in their scales as in [3]. It is convenient to introduce functions \( F_{n, \ell} \) and...
$G_k$ on $(0, \infty)$ such that

\begin{equation}
F_{n, \ell} := \begin{cases} 
  r^n & \text{if } r \leq 1, \\
  r^{-\ell} & \text{if } r > 1,
\end{cases}
\end{equation}

and

\begin{equation}
G_k := \begin{cases} 
  |\lambda r|^{k} & \text{if } r \leq \lambda^{-1}, \\
  1 & \text{if } r > \lambda^{-1}.
\end{cases}
\end{equation}

We note that $|Q^{(n)}_b| \lesssim F_{m, m+2}$ and $|z^\flat| \lesssim \alpha^* \lambda G_{m+2}$. As $F$ and $G$ lie in different scales, we have the following decoupling lemma:

**Lemma 6.1** (Estimates for decoupling at different scales). Let $1 \leq p \leq \infty$; let $k, \ell, n \in \mathbb{R}$ be such that $\ell > \frac{2}{p}$ and $n + k + \frac{2}{p} > 0$. Then,

$$||F_{n, \ell} G_k||_{L^p} \lesssim_{k, \ell, n, p} \lambda^{\min(k, \ell - \frac{2}{p})}.$$  

**Proof.** The case of $p = \infty$ is immediate. For $1 \leq p < \infty$, we observe

$$\int_0^\infty F_{n, \ell}^p G_k^p r dr \lesssim \int_1^\lambda |\lambda r|^{-p} r dr + \int_1^{\lambda^{-1}} |\lambda r|^{-p} r dr + \int_{\lambda^{-1}}^\infty r^{-p} r dr \lesssim_{k, \ell, n, p} \lambda^{\min(k, \ell - \frac{2}{p})}.$$  

This completes the proof. \qed

We will use Lemma 6.1 to estimate $\tilde{R}_{Q^{(n)}_b, z^\flat}$. This is nothing but a rigorous justification of the heuristics in Section 5.1. For this purpose, we recall

$$L_u^* D_+^u u = - (\partial_r r + f(r)) u + \left(\frac{m + A_0[u]}{r}\right)^2 u + A_0[u] u - |u|^2 u.$$  

Following the heuristics in Section 5.1, we reorganize $\tilde{R}_{Q^{(n)}_b, z^\flat}$ as

$$\tilde{R}_{Q^{(n)}_b, z^\flat} = L^{Q^{(n)}_b, z^\flat}_u D_+^{Q^{(n)}_b, z^\flat} (Q^{(n)}_b + z^\flat) - L^{Q^{(n)}_b, z^\flat}_u D_+^{Q^{(n)}_b, z^\flat} (Q^{(n)}_b) - L^{Q^{(n)}_b, z^\flat}_u D_+^{Q^{(n)}_b, z^\flat} (Q^{(n)}_b - z^\flat),$$

where

\begin{align}
&\left\{ \left( \frac{m + A_0[Q^{(n)}_b + z^\flat]}{r} \right)^2 (Q^{(n)}_b + z^\flat) - \left( \frac{m + A_0[Q^{(n)}_b]}{r} \right)^2 Q^{(n)}_b \right\} \\
&\quad - \left( \frac{m + A_0[Q^{(n)}_b]}{r} \right) \left( \frac{m + A_0[Q^{(n)}_b]}{r} + A_0[z^\flat]^2 \right) z^\flat,
\end{align}

\begin{align}
&A_0[Q^{(n)}_b] + z^\flat(Q^{(n)}_b + z^\flat) - A_0[Q^{(n)}_b] Q^{(n)}_b \\
&\quad + \left( \int_0^r \left( m + A_0[Q^{(n)}_b] \right) (r_0 z^\flat)^2 dr_0 \right) (Q^{(n)}_b + z^\flat) \\
&\quad + \left( \int_0^r \left( m + A_0[Q^{(n)}_b] \right) (r_0 z^\flat)^2 dr_0 \right) Q^{(n)}_b,
\end{align}

\begin{align}
&- |Q^{(n)}_b + z^\flat|^2 (Q^{(n)}_b + z^\flat) + |Q^{(n)}_b|^2 Q^{(n)}_b + |z^\flat|^2 z^\flat.
\end{align}

Here, (6.3), (6.4), and (6.5) collect $\left( \frac{m + A_0[u]}{r} \right)^2 u$, $A_0[u]$, and $- |u|^2 u$ parts of $L_u^* D_+^u u$, respectively. The potential $V_{Q^{(n)}_b, z^\flat}$ is distributed into (6.3) and (6.4), and $\theta_{z^\flat \rightarrow Q^{(n)}_b}$ contributes to (6.4). As explained in Section 5.1 in the introduction of $V_{Q^{(n)}_b, z^\flat}$ and $\theta_{z^\flat \rightarrow Q^{(n)}_b}$, we have approximated $A_0[Q^{(n)}_b](r)$ by $A_0[Q^{(n)}_b](+\infty)$, and in $A_0$-term
the integral $\int_0^\infty$ by $\int_0^\infty$. It turns out that the difference $A_\theta[Q] - A_\theta[Q](+\infty)$ exhibits fast decay at infinity and $\int_0^\infty$ integral enjoys degeneracy at the origin. So these differences can be covered by Lemma 6.1.

The following is the main result of this subsection.

**Lemma 6.2** (Estimates of $\tilde{R}_{Q_b^{(\eta)}, z}$). We have

(6.6) $|\theta \tilde{z} \rightarrow Q_b^{(\eta)}| \lesssim (\alpha^*)^2 \lambda^2$,

(6.7) $\|\tilde{R}_{Q_b^{(\eta)}, z}\|_{H^m_\alpha} \lesssim \alpha^* \lambda^{m+3} |\log \lambda|$.

**Remark 6.3.** The log factor of (6.7) comes from (6.15) below. This factor arises for all $m \geq 1$, as opposed to (6.1).

Setting aside the proof, we first collect some estimates of nonlinear terms in $F$ and $G$.

**Lemma 6.4** (Collection of various estimates). We have the following.

(6.8)

\[
\begin{align*}
|Q_b^{(\eta)}| & \lesssim F_{m,m+2}, \\
|\partial_r Q_b^{(\eta)}| + |\frac{1}{r} Q_b^{(\eta)}| & \lesssim F_{m-1,m+3} + \lambda F_{m+1,m+1}.
\end{align*}
\]

(6.9)

\[
\begin{align*}
|A_\theta| Q_b^{(\eta)}|^{+\infty} & = |A_\theta Q_b^{(\eta)}(+\infty) - A_\theta Q_b^{(\eta)}(r)| \lesssim F_{0,2m+2}, \\
|\partial_r A_\theta| Q_b^{(\eta)}| & \lesssim F_{2m+1,2m+3}.
\end{align*}
\]

(6.10)

\[
\begin{align*}
\int_r^\infty |Q_b^{(\eta)}|^2 \frac{dr'}{r'} & \lesssim F_{0,2m+4}, \\
\partial_r \int_r^\infty |Q_b^{(\eta)}|^2 \frac{dr'}{r'} & \lesssim F_{2m-1,2m+5}.
\end{align*}
\]

(6.11)

\[
\begin{align*}
|z^\eta| & \lesssim (\alpha^*)^2 G_{m+2}, \\
|\partial_r z^\eta| + |\frac{1}{r} z^\eta| & \lesssim (\alpha^*)^2 G_{m+1}.
\end{align*}
\]

(6.12)

\[
\begin{align*}
|A_\theta z^\eta| & \lesssim (\alpha^*)^2 G_{2m+6}, \\
|\partial_r A_\theta z^\eta| & \lesssim (\alpha^*)^2 G_{2m+5}.
\end{align*}
\]

(6.13)

\[
\begin{align*}
\int_0^r |z^\eta|^2 \frac{dr'}{r'} & \lesssim (\alpha^*)^2 \lambda^2 G_{2m+4}, \\
\partial_r \int_0^r |z^\eta|^2 \frac{dr'}{r'} & \lesssim (\alpha^*)^2 \lambda^3 G_{2m+3}.
\end{align*}
\]

(6.14)

\[
\begin{align*}
\int_0^r \text{Re}(Q_b^{(\eta)} z^\eta) r' dr' & \lesssim \alpha^* \lambda^{m+1} F_{2m+2,0} G_2, \\
\partial_r \int_0^r \text{Re}(Q_b^{(\eta)} z^\eta) r' dr' & \lesssim \alpha^* \lambda^{m+1} F_{2m+1,1} G_2.
\end{align*}
\]

(6.15)

\[
\begin{align*}
\int_r^\infty \text{Re}(Q_b^{(\eta)} z^\eta) \frac{dr'}{r'} & \lesssim \alpha^* \lambda^{m+3}, \\
\partial_r \int_r^\infty \text{Re}(Q_b^{(\eta)} z^\eta) \frac{dr'}{r'} & \lesssim \alpha^* \lambda^{m+3}.
\end{align*}
\]
Proof. The estimates (6.8)-(6.10) are immediate from (4.15) and explicit formula of $Q$. The estimate (6.11) follows from Lemma 6.4. We turn to (6.12). In the region $r \leq \lambda^{-1}$, (6.12) follows from (6.11). In the region $r \geq \lambda^{-1}$, we estimate $|A_\theta[z^\lambda]| \lesssim \|z^\lambda\|_L^2 \lesssim (\alpha^*)^2$ and $\|\partial_\lambda A_\theta[z^\lambda]\| \lesssim \|\partial_\lambda z^\lambda\|_L^2 \lesssim (\alpha^*)^2 \lambda$ by the Strauss inequality. The estimate (6.13) is similar to (6.12). Finally, the estimates (6.14) and (6.15) follow from (6.8) and (6.11).

Remark 6.5. In (6.8)-(6.15), the first estimate is adapted to $L^2$-estimate and the second is for $H^1_m$-estimate. It is worth mentioning that in (6.8), we lose one decay by taking $\partial_r$ but we compensate it by the factor $\lambda$. In (6.11)-(6.13), we lose one $r$-factor at origin by taking $\partial_r$ but we again compensate it by the factor $\lambda$. For the remaining estimates, $\partial_\alpha$-estimate is even better than the original estimate. This observation allows us to transfer $L^2$-estimate of $\tilde{R}_{Q_\theta^{(n)_r}}$ to $H^1_m$-estimate of $\tilde{R}_{Q_\theta^{(n)_r}}$.

Proof of Lemma 6.2. Note that (6.6) follows from

$$|\theta_{z^\lambda \to Q^\lambda_\theta}| \lesssim \|r^{-1}z^\lambda\|_L^2 \lesssim (\alpha^*)^2 \lambda^2.$$  

We turn to (6.7). We estimate (6.3)-(6.5) term by term. We first start with (6.5). The mixed terms are estimated as

$$\|Q^{(n)}\|_L^2 \lesssim (\alpha^*)^2 \|F^2_{m-m+2} G_{m+2}\|_L^2 \lesssim (\alpha^*)^{m+3},$$

$$\|Q^{(n)}_\theta(z^\lambda)^2\|_L^2 \lesssim (\alpha^*)^2 \|F^2_{m-m+2} G_{m+2}\|_L^2 \lesssim (\alpha^*)^{2m+3}.$$  

To get $H^1_m$-estimate, we take $\partial_r$ and $\frac{1}{r}$ to (6.5). Using the Leibniz rules, (6.8), and (6.11), the same estimate $\alpha^*\lambda^{m+3}$ follows.

We turn to (6.3). We expand

$$\frac{1}{r^2}(\alpha^2 - \beta^2) \varphi = (\alpha + \beta) \cdot \frac{1}{r^2}(\alpha - \beta) \varphi.$$  

We discard $\alpha + \beta$ using $\|\alpha + \beta\|_{L^\infty} \lesssim 1$. For the first line, we estimate

$$\|\frac{1}{r^2}(\int_0^r \text{Re}(Q^{(n)}_\theta z^\lambda) r' dr') Q^\lambda_\theta\|_L^2 \lesssim (\alpha^*)^2 \|F^2_{m-m+4} G_{m+2}\|_L^2 \lesssim (\alpha^*)^{m+3},$$

$$\|\frac{1}{r^2}(\int_0^r \text{Re}(Q^{(n)}_\theta z^\lambda) r' dr') z^\lambda\|_L^2 \lesssim (\alpha^*)^2 \|F^2_{m-m+2} G_{m+4}\|_L^2 \lesssim (\alpha^*)^{2m+3}.$$  

For the second line, we estimate

$$\|\frac{1}{r^2}(\partial_\lambda Q^{(n)}_\theta) z^\lambda\|_L^2 \lesssim (\alpha^*)^2 \|F^2_{m-2,m+4} G_{m+6}\|_L^2 \lesssim (\alpha^*)^{2m+3}.$$  

For the last line, we estimate

$$\|\frac{1}{r^2}(\partial_\lambda Q^{(n)}_\theta - A_\theta Q^{(n)_r}(+\infty)) z^\lambda\|_L^2 = 2m\|\frac{1}{r^2}(\partial_\lambda Q^{(n)_r}(+\infty)) z^\lambda\|_L^2 \lesssim \alpha^* \lambda \|F^2_{m-2,m+4} G_{m+2}\|_L^2 \lesssim \alpha^* \lambda^{m+3}.$$  

This concludes the $L^2$-estimate of (6.3). We turn to the $H^1_m$-estimate. We take $\partial_r$ and $\frac{1}{r}$ to (6.3). If $\partial_r$ hits $\alpha + \beta$ part of (6.16), we use $\|\partial_r(\alpha + \beta)\|_{L^\infty} \lesssim 1$ followed from Lemma 6.4. If $\partial_r$ hits $\frac{1}{r}$ of (6.16), then one can move one $\frac{1}{r}$ to $\varphi$ and apply
the derivative estimates of Lemma 6.4. If \( \partial_r \) and \( \frac{1}{r} \) hits \( (\alpha - \beta)\varphi \), then we apply the derivative estimates of Lemma 6.4. For example,

\[
\| \partial_r \left( \frac{1}{r^2} A_0[Q^{(n)}]z^\beta \right) \|_{L^2} + \| \frac{1}{r} \left( \frac{1}{r^2} A_0[Q^{(n)}]z^\beta \right) \|_{L^2} \\
\lesssim \| \frac{1}{r} A_0[Q^{(n)}]z^\beta \|_{L^2} + \| \frac{1}{r} (\partial_r A_0[Q^{(n)}])z^\beta \|_{L^2} + \| \frac{1}{r} A_0[Q^{(n)}](\partial_r z^\beta) \|_{L^2} \\
\lesssim \alpha^* \lambda^{m+3}.
\]

The other terms can be treated similarly.

Finally, we consider (6.4).

\[
A_0[Q^{(n)}] + z^\beta[Q^{(n)}] + z^\beta - A_0[Q^{(n)}]Q^{(n)}_b \\
+ \left( \int_r^\infty (m + A_0[Q^{(n)}](+\infty) + A_0[z^\beta])z^\beta^2 \frac{dr'}{r'} \right)(Q^{(n)}_b + z^\beta) \\
+ \left( \int_0^r (m + A_0[Q^{(n)}](+\infty) + A_0[z^\beta])z^\beta^2 \frac{dr'}{r'} \right)Q^{(n)}_b,
\]

We expand

(6.4) = -2 \left( \int_r^\infty (m + A_0[Q^{(n)}] + z^\beta) \text{Re}(\overline{Q^{(n)}_b}z^\beta) \frac{dr'}{r'} \right)(Q^{(n)}_b + z^\beta) \\
+ \left( \int_r^\infty \left( \int_0^r \text{Re}(\overline{Q^{(n)}_b}z^\beta) r' \frac{dr'}{r} \right)(Q^{(n)}_b + z^\beta) \\
+ \left( \int_r^\infty (A_0[Q^{(n)}](+\infty) - A_0[Q^{(n)}](r))z^\beta \frac{dr'}{r'} \right)(Q^{(n)}_b + z^\beta) \\
- \left( \int_r^\infty (m + A_0[Q^{(n)}] + A_0[z^\beta])Q^{(n)}_b \frac{dr'}{r'} \right)Q^{(n)}_b - A_0[Q^{(n)}]Q^{(n)}_b \\
+ \left( \int_0^r (m + A_0[Q^{(n)}](+\infty) + A_0[z^\beta])z^\beta^2 \frac{dr'}{r'} \right)Q^{(n)}_b.
\]

We treat the above line by line. For the first line, we use (6.13) to estimate

(6.17)

\[
\| (\int_r^\infty (m + A_0[Q^{(n)}] + z^\beta) \text{Re}(\overline{Q^{(n)}_b}z^\beta) \frac{dr'}{r'} )Q^{(n)}_b \|_{L^2} \\
\lesssim \| m + A_0[Q^{(n)}] + z^\beta \|_{L^\infty} \| (\int_r^\infty |Q^{(n)}_b|z^\beta \frac{dr'}{r'} ) \|_{L^\infty} \| Q^{(n)}_b \|_{L^2} \lesssim \alpha^* \lambda^{m+3} \log \lambda
\]

and

\[
\| (\int_r^\infty (m + A_0[Q^{(n)}] + z^\beta) \text{Re}(\overline{Q^{(n)}_b}z^\beta) \frac{dr'}{r'} )z^\beta \|_{L^2} \\
\lesssim \| m + A_0[Q^{(n)}] + z^\beta \|_{L^\infty} \| (\int_r^\infty |Q^{(n)}_b|z^\beta \frac{dr'}{r'} )z^\beta \|_{L^2} \lesssim \alpha^* \lambda^{m+3}.
\]
Lemma 6.4. This completes the proof.

Note that (6.17) is the only term with the logarithmic factor. For sake of simplicity, we denote by \( \psi \) either \( Q_b^{(n)} \) or \( z^3 \). For the second line, we estimate

\[
\left\| \int_0^\infty \left( \int_0^x \text{Re}(Q_b^{(n)} \tilde{z}^3) r^2 d'r\right) \left(\bar{Q}_b^{(n)} + \tilde{z}^3\right) \right\|_{L^2} \\
\lesssim \alpha \lambda^{m+1} \left\| \int_0^\infty F_2^{m+2,0} G_2 \left| \psi \right|^2 r^2 d'r \right\|_{L^2} \\
\lesssim \alpha \lambda^{m+1} \left\{ \left\| F_2^{m+2,0} G_2 \right\|_{L^2} \left\| \bar{Q}_b^{(n)} + \tilde{z}^3 \right\|_{L^\infty} \text{if } \psi = \bar{Q}_b^{(n)}, \right. \\
\left. \left\| r^{-1} \tilde{z}^3 \right\|_{L^2} \left\| \bar{Q}_b^{(n)} + \tilde{z}^3 \right\|_{L^2} \text{if } \psi = z^3, \right. \\
\lesssim \alpha \lambda^{m+3}.
\]

For the third line, we estimate

\[
\left\| \int_0^\infty A_0[Q^n] r^{+ \infty} |\tilde{z}^3| r^2 d'r \left(\bar{Q}_b^{(n)} + \tilde{z}^3\right) \right\|_{L^2} \\
\lesssim \| A_0[Q^n] r^{+ \infty} |\tilde{z}^3| \|_{L^2} \| \bar{Q}_b^{(n)} + \tilde{z}^3 \|_{L^\infty} \\
\lesssim (\alpha^*)^2 \lambda^2 \| A_0 F_{2m+2} G_{2m+4} \|_{L^2} \lesssim (\alpha^*)^2 \lambda^{m+3}.
\]

For the fourth line, we estimate

\[
\left\| \left( \int_0^\infty A_0[Q^n] |Q_b^{(n)}| r^{+ \infty} |\tilde{z}^3| r^2 d'r \left(\bar{Q}_b^{(n)} + \tilde{z}^3\right) \right\|_{L^2} \\
\lesssim \| A_0[Q^n] r^{+ \infty} |\tilde{z}^3| \|_{L^2} \left\| \bar{Q}_b^{(n)} + \tilde{z}^3 \right\|_{L^\infty} \\
\lesssim (\alpha^*)^2 \| G_{2m+6} F_{2m+2} G_{2m+4} \|_{L^2} \lesssim (\alpha^*)^2 \lambda^{m+3}.
\]

For the last line, we estimate

\[
\left\| \left( \int_0^\infty (m + A_0[Q^n] + \alpha \lambda |\tilde{z}^3| r^2 d'r \right) \bar{Q}_b^{(n)} \right\|_{L^2} \\
\lesssim \left\| m + A_0[Q^n] + \alpha \lambda |\tilde{z}^3| \right\|_{L^\infty} \left\| \left( \int_0^\infty |\tilde{z}^3| r^2 d'r \right) \bar{Q}_b^{(n)} \right\|_{L^2} \\
\lesssim (\alpha^*)^2 \lambda^2 \| A_0 F_{2m+2} G_{2m+4} \|_{L^2} \lesssim (\alpha^*)^2 \lambda^{m+3}.
\]

In order to get \( H_m^1 \)-estimate, use the algebra

\[
\partial_r \left( \int_0^\infty f d'r \right) = \int_0^\infty \left( - (\partial_r f) + \frac{f}{r} \right) d'r
\]

for the outermost integral \( \int_0^\infty \). One can then apply the derivative estimates of Lemma 6.3. This completes the proof.

Indeed, (6.7) will be used in various places of the following sections. In most cases (6.7) suffices, but in Section 6.5 we need to improve some estimate on \( \bar{R}_{Q_b^{(n)}, z^3} \) by the \( | \log \lambda | \) factor. Inspecting the previous proof, one observes that there is only one term (6.17) yielding the factor \( | \log \lambda | \). In the following lemma, we will separate (6.17) and show the improved estimate (6.18) below. This is required to have the uniqueness of the pseudoconformal blow-up solutions constructed in Theorem 1.1.

**Lemma 6.6 (Logarithmic improvement).** Let

\[
R_2 := -2 \left( \int_0^\infty (m + A_0[Q_b^{(n)} + \tilde{z}^3]) \text{Re}(\bar{Q}_b^{(n)} \tilde{z}^3) r^2 d'r \right) Q^{(n)}
\]

Then the decomposition

\[
\bar{R}_{Q_b^{(n)}, z^3} := R_1 + [R_2]_b
\]
satisfies
\[ \| R_1 \|_{H^1} \lesssim \alpha^* \lambda^{m+3} \]
and
\[ (6.18) \quad \| L_Q(iR_2) \|_{L^2} + \| r \partial_r L_Q(iR_2) \|_{L^2} \lesssim \alpha^* \lambda^{m+3}, \]
\[ \| r R_2 \|_{L^2} + \| r^2 \partial_r R_2 \|_{L^2} \lesssim \alpha^* \lambda^{m+3} | \log \lambda|. \]

**Proof.** By the proof of Lemma 6.7, \( \| R_1 \|_{H^1} \lesssim \alpha^* \lambda^{m+3} \) is done. To prove estimates on \( R_2 \), let
\[ f := -2 \int_r^\infty (m + A_\theta \eta^n + z^3) \frac{dy'}{y'} \]
so that \( R_2 = f Q^\theta(n) \). We compute using (4.8) that
\[ L_Q(f \cdot iQ^\theta(n)) = (\partial_r f) \cdot iQ^\theta(n) + f \cdot i \mathbf{D}_+ Q^\theta(n) \]
\[ = (\partial_r f) \cdot iQ^\theta(n) + f \cdot \frac{1}{2} (A_\theta \eta^n) \eta^n Q^\theta(n) - A_\theta Q^\theta(n) - f \cdot i \eta^n Q^\theta(n) \]
In view of (6.15) and \( \eta \lesssim \lambda \), we have
\[ \| \partial_r f \|_{L^\infty} + \| f (A_\theta \eta^n) - A_\theta Q^\theta(n) \|_{L^\infty} + \| \eta f \|_{L^\infty} \lesssim \alpha^* \lambda^{m+3}, \]
Therefore,
\[ \| L_Q(f \cdot iQ^\theta(n)) \|_{L^2} + \| r \partial_r L_Q(f \cdot iQ^\theta(n)) \|_{L^2} \lesssim \alpha^* \lambda^{m+3}. \]
The remaining estimates follow from
\[ \| f \|_{L^\infty} + \| r \partial_r f \|_{L^\infty} \lesssim \alpha^* \lambda^{m+3} | \log \lambda|, \]
\[ \| r Q^\theta(n) \|_{L^2} + \| r^2 \partial_r Q^\theta(n) \|_{L^2} \lesssim 1. \]
\[ \square \]

We conclude this subsection with an estimate of \( \tilde{V}_{Q_b}^{(n)} - Q_b \) (recall (5.13)).

**Lemma 6.7 (Estimate of \( \tilde{V}_{Q_b}^{(n)} - Q_b \)).** We have
\[ (6.19) \quad \| \tilde{V}_{Q_b}^{(n)} - Q_b \|_{H^1} \lesssim \alpha^* \lambda^2 \eta. \]

**Proof.** Recall from (4.17) that
\[ \| A_\theta [Q_b^{(n)}] (+\infty) - A_\theta [Q_b] (+\infty) \| \lesssim \eta. \]
By scaling reasons, we have
\[ \| \tilde{V}_{Q_b}^{(n)} - Q_b \|_{L^2} \lesssim \alpha^* \lambda^2 \eta. \]
To show the derivative estimate, we observe
\[ \| \tilde{V}_{Q_b}^{(n)} - Q_b \|_{H^1} \lesssim \sum_{T \in \{\theta, r^{-1}\}} \| \tilde{V}_{Q_b}^{(n)} - Q_b \|_{T^2} \|_{L^2} + \| (|Q_b^{(n)}|^2 - |Q|^2) r^{-2} z^3 \|_{L^2} \]
\[ \lesssim \alpha^* \lambda^3 \eta + \alpha^* \lambda^2 \| Q_b^{(n)} - Q_b \|_{L^2} \]
\[ \lesssim \alpha^* \lambda^2 \eta, \]
where in the last inequality we used (4.16) and (4.15). This completes the proof of (6.19).
6.2. Estimates of $R_{u,-w}$, $L_{u} - L_{Q_{b}}$, and $L_{Q_{b}} - L_{Q}$. We will estimate each error terms with help of duality. In this section, we mainly rely on Lemma 2.2.

**Lemma 6.8 (Estimates of $R_{u,-w}$).** We have

\begin{align}
\|R_{u,-w}\|_{L^2} &\lesssim \|\epsilon\|_{H^{1}_{m}}^{2}, \\
\|(1 + r)^{-1}R_{u,-w}\|_{L^1} &\lesssim (\|\epsilon\|_{L^2} + \|\epsilon\|_{H^{1}_{m}})\|\epsilon\|_{H^{1}_{m}}.
\end{align}

**Remark 6.9.** The second estimate (6.21) is only used in case of $m = 1$, where we estimate $(R_{u,-w},|y|^2Q_{b}^{(n)})_r$ in Section 6.5. The estimate (6.21) is not sharp, but this suffices to close our bootstrap.

**Proof.** We show the first estimate (6.20). Note that

$$R_{u-w} = \sum_{\psi_1, \psi_2, \psi_3 \in \{Q_{b}^{(n)}; z^\pm, \epsilon\}: \# (i; \psi_i = \epsilon) \geq 2} [N_{3,0} + N_{3,1} + N_{3,2}] + \sum_{\psi_1, \ldots, \psi_5 \in \{Q_{b}^{(n)}; z^\pm, \epsilon\}: \# (i; \psi_i = \epsilon) \geq 2} [N_{5,1} + N_{5,2}].$$

We will use

$$\|\psi\|_{L^2} \lesssim 1 \quad \forall \psi \in \{Q_{b}^{(n)}, z^\pm, \epsilon\}.$$

Now the estimate (6.20) follows by distributing two $\dot{H}^1_{m}$-norms to two $\epsilon$’s using 2.27.

To show the second estimate (6.21), we use

$$\|(1 + r)^{-1}R_{u,-w}\|_{L^1} \lesssim \|R_{u,-w}\|_{L^4}.$$ We then apply Lemma 2.6. Here, we put $\dot{H}^1_{m}$-norm for one $\epsilon$. For the remaining arguments, we put $L^2$ or $L^\infty$ norms as provided in Lemma 2.4. We then use $\|\epsilon\|_{L^2} + \|\epsilon\|_{L^\infty} \lesssim \|\epsilon\|_{L^2} + \|\epsilon\|_{H^{1}_{m}}$. □

We turn to estimate the difference $L_{u^3} - L_{Q_b}$ and $L_{Q_b} - L_{Q}$. This will allow us to replace the linearized operator $L_{u^3}$ by $L_{Q_b}$ or $L_{Q}$.

**Lemma 6.10 (Estimates of the linearized operators).** The following hold

\begin{align}
\|L_{u^3} - L_{Q_b}\|_{H^{1}_{m} \to L^2} &\lesssim \alpha^* \lambda, \\
\|L_{u^3} - L_{Q_b}\|_{H^{1}_{m} \to H^{1}_{m}} &\lesssim \alpha^*, \\
\|L_{Q_b} - L_{Q}\|_{H^{1}_{m} \to (H^{1}_{m})^*} &\lesssim \lambda |\log \lambda|^\frac{1}{2}.
\end{align}

**Proof.** We first consider the estimate for $L_{u^3} - L_{Q_b}$. Observe that

$$\langle \psi, L_{u^3} \phi - L_{Q_b} \phi \rangle_r = \sum_{\psi_1, \psi_2, \psi_3 \in \{Q_{b}^{(n)}; z^\pm, \phi\}: \# (i; \psi_i = \phi) = 1} (\psi, [N_{3,0} + N_{3,1} + N_{3,2}](\psi_1, \psi_2, \psi_3))_r + \sum_{\psi_1, \ldots, \psi_5 \in \{Q_{b}^{(n)}; z^\pm, \phi\}: \# (i; \psi_i = \phi) = 1} (\psi, [N_{5,1} + N_{5,2}](\psi_1, \psi_2, \psi_3, \psi_4, \psi_5))_r.$$

We apply Lemma 2.2. If we put $\dot{H}^1_{m}$-norms to $\phi$ and $z^\pm$, put $L^2$-norms for remaining arguments, and use $\|z^\pm\|_{\dot{H}^{1}_{m}} \lesssim \alpha^* \lambda$, then $\dot{H}^1_{m} \to L^2$ estimate follows. If we put $\dot{H}^1_{m}$-norms to $\phi$ and $\psi$, put $L^2$-norms for remaining arguments, and use $\|z^\pm\|_{L^2} \lesssim \alpha^*$, then $\dot{H}^1_{m} \to (\dot{H}^1_{m})^*$ estimate follows.

---

20In case of $m \geq 2$, we can replace $\lambda |\log \lambda|^\frac{1}{2}$ by $\lambda$. 
For $\mathcal{L}_{Q_b^{(n)}} - \mathcal{L}_Q$, the idea is exactly same with $\dot{H}_m^{1} \to (\dot{H}_m^{1})^*$ estimate for $\mathcal{L}_{\omega^*} - \mathcal{L}_{Q_b^{(n)}}$. Use (4.1) and (4.20). Note that $b, \eta \lesssim \lambda$. We omit the details. □

6.3. Modulation estimates. Applying (5.18) to the $\epsilon$-equations (5.14) and (5.15), we write

\[
(6.25) \quad i\partial_\epsilon \epsilon - \mathcal{L}_{\omega^*} \epsilon + ib\Delta \epsilon - \eta \theta_\eta \epsilon = i\left(\frac{\lambda}{\lambda} + b\right)(\Lambda Q^{(n)})_b^{\epsilon} + (\bar{\gamma}_s - \eta \theta_\eta)Q_b^{(n)} + (\gamma_s - \eta \theta_\eta)\epsilon \\
\quad + \bar{R}_{Q_b^{(n)}}z^{\epsilon} + V_{Q_b^{(n)}} - R_{\omega^* - \omega^*}
\]

and

\[
(6.26) \quad i\partial_\epsilon \epsilon - \mathcal{L}_{\omega^*} \epsilon = \frac{i}{\chi^2} i\left(\frac{\lambda}{\lambda} + b\right)(\Lambda Q^{(n)})_b^{\epsilon} + \frac{1}{\chi^2}(\bar{\gamma}_s - \eta \theta_\eta)Q_b^{(n)\beta} \\
\quad + \bar{R}_{Q_b^{(n)}}z^{\epsilon} + V_{Q_b^{(n)}} - Q_b^{(n)}z + R_{\omega^* - \omega^*}.
\]

(6.25) is the equation of $\epsilon$ we use in what follows.

The main goal of this subsection is to obtain modulation estimates. Modulation estimates will be obtained from differentiating the orthogonality conditions.

Lemma 6.11 (Computation of $\partial_s(\epsilon, \psi_b)_r$). We have

\[
\partial_s(\epsilon, \psi_b)_r = (\epsilon, \mathcal{L}_{Q_b^{(n)}} i\psi + \eta \theta_\eta i\psi + \eta^2 \frac{d\theta_\eta}{d\eta} |i\psi)_r \\
\quad + \left(\frac{\lambda}{\lambda} + b\right)(\Lambda Q^{(n)})_b^{\epsilon} + (\bar{\gamma}_s - \eta \theta_\eta)(\bar{s}^{(n)}, i\psi)_r \\
\quad - \left(\frac{\lambda}{\lambda} + b\right)\epsilon(\Lambda \psi)_b^{\epsilon} + (\bar{\gamma}_s - \eta \theta_\eta)(\epsilon, i\psi)_r \\
\quad - \theta_{z^{\epsilon}}Q_b^{(n)}(\epsilon, \psi_b)_r + ((\mathcal{L}_{\omega^*} - \mathcal{L}_{Q_b^{(n)}})\epsilon, i\psi)_r + (\bar{R}_{Q_b^{(n)}}z^{\epsilon}, i\psi)_r \\
\quad + (V_{Q_b^{(n)}} - Q_b^{(n)}z^{\epsilon}, i\psi)_r + (R_{\omega^* - \omega^*}, i\psi)_r.
\]

Proof. We compute

\[
\partial_s(\epsilon, \psi_b)_r = (i\partial_s \epsilon, i\psi_b)_r + b_s(\epsilon, \partial_s \psi_b)_r \\
\quad = (\mathcal{L}_{Q_b^{(n)}} \epsilon - ib\Delta \epsilon + \eta \theta_\eta \epsilon, i\psi_b)_r \\
\quad + \left(\frac{\lambda}{\lambda} + b\right)(\Lambda Q^{(n)})_b^{\epsilon} + (\bar{\gamma}_s - \eta \theta_\eta)(\bar{s}^{(n)}, i\psi)_r \\
\quad + \left(\frac{\lambda}{\lambda} + b\right)(\Lambda \epsilon, \psi_b)_r + (\gamma_s - \eta \theta_\eta)(\epsilon, i\psi)_r + b_s(\epsilon, \partial_s \psi_b)_r \\
\quad + ((\mathcal{L}_{\omega^*} - \mathcal{L}_{Q_b^{(n)}})\epsilon, i\psi_b)_r + (\bar{R}_{Q_b^{(n)}}z^{\epsilon}, i\psi)_r \\
\quad + (V_{Q_b^{(n)}} - Q_b^{(n)}z^{\epsilon}, i\psi)_r + (R_{\omega^* - \omega^*}, i\psi)_r.
\]

We then use the self-adjointness of $\mathcal{L}_{Q_b^{(n)}}$, anti-self-adjointness of $\Lambda$, and (5.12) to get

\[
\partial_s(\epsilon, \psi_b)_r = (\epsilon, \mathcal{L}_{Q_b^{(n)}} i\psi_b + b\Lambda \psi_b + \eta \theta_\theta \psi_b)_r \\
\quad + \left(\frac{\lambda}{\lambda} + b\right)(\Lambda Q^{(n)})_b^{\epsilon} + (\bar{\gamma}_s - \eta \theta_\eta)(\bar{s}^{(n)}, i\psi)_r \\
\quad - \left(\frac{\lambda}{\lambda} + b\right)(\epsilon, \Lambda \psi_b)_r + (\gamma_s - \eta \theta_\eta)(\epsilon, i\psi)_r + b_s(\epsilon, \partial_s \psi_b)_r \\
\quad - \theta_{z^{\epsilon}}Q_b^{(n)}(\epsilon, \psi_b)_r + ((\mathcal{L}_{\omega^*} - \mathcal{L}_{Q_b^{(n)}})\epsilon, i\psi)_r + (\bar{R}_{Q_b^{(n)}}z^{\epsilon}, i\psi)_r \\
\quad + (V_{Q_b^{(n)}} - Q_b^{(n)}z^{\epsilon}, i\psi)_r + (R_{\omega^* - \omega^*}, i\psi)_r.
\]
Observe by \(5.18\)

\[-\left(\frac{\lambda_0}{\lambda} + b\right)(\epsilon, \Lambda \psi_b)_r + b_\epsilon(\epsilon, \partial_b \psi_b)_r\]

\[= -\left(\frac{\lambda_0}{\lambda} + b\right)(\epsilon, [\Lambda \psi]_b)_r - (b^2 + \eta^2)(\epsilon, \partial_b \psi_b)_r\]

and by \(4.3\)

\[\mathcal{L}_{Q^{(\eta)}} i \psi_b + b \Lambda \psi_b - b^2 \partial_b \psi_b = [\mathcal{L}_{Q^{(\eta)}} i \psi]_b.\]

Substituting the above two displays, we complete the proof. \(\square\)

**Lemma 6.12** (Modulation estimates). We have

\[
\left| \frac{\lambda_0}{\lambda} + b \right| + |\gamma_s - \eta \theta^{(\eta)}_s| \lesssim \alpha^* \lambda^2 \lambda^{m+1} |\log \lambda| + \eta + \|\epsilon\|_{H^1_{\lambda}},
\]

(6.28)

\[
|b_\epsilon + b^2 + \eta^2| \lesssim \alpha^* \lambda^3 \lambda^{m+1} |\log \lambda| + \eta + \lambda \|\epsilon\|_{H^1_{\lambda}}.
\]

(6.29)

In particular, we have crude estimates

\[
\left| \frac{\lambda_0}{\lambda} \right| + |\gamma_s| \lesssim \lambda \quad \text{and} \quad |b_\epsilon| \lesssim \lambda^2,
\]

(6.30)

and positivity of \(b\):

\[
b \geq 0.
\]

Moreover, we have a degeneracy estimate

\[
(\epsilon, Q^{(\eta)}_b)_r \lesssim \alpha^* \lambda (\lambda^{m+1} |\log \lambda| + \eta) + (\alpha^* + \lambda) T^{(n, \frac{5}{2})}[\epsilon].
\]

(6.32)

**Remark 6.13** (Refined modulation estimates). In the proof of Lemma 6.12 we use a crude estimate

\[
|(|(\epsilon, [\mathcal{L}_{Q^{(\eta)}} i \psi] + \eta \theta^{(\eta)}_r i \psi + \eta^2 \overline{i \psi}^\dagger \psi_{\epsilon,b})_r| \lesssim \|\epsilon\|_{H^1_{\lambda}}.
\]

(6.33)

for \(\psi \in \{Z_{re}, iZ_{im}\}\), which is merely a consequence of Cauchy-Schwarz. Thus this estimate holds for any generic \(Z_{re}\) and \(Z_{im}\). However, if one cleverly chooses \(Z_{re}\) and \(Z_{im}\) adapted to the generalized nullspace of the linearized operator \(\mathcal{L}\), then one can indeed have better estimate. For example, if \(\eta = 0\), \(Z_{re} = \chi_M |y|^2 Q\), and \(Z_{im} = \chi_M \rho\), then one can obtain a maximal function version of

\[
\left| \frac{\lambda_0}{\lambda} + b \right| + |\gamma_s| \lesssim o_{M \to \infty}(1) \|L_\infty Q \epsilon\|_{L^2} + \alpha^* \lambda^{m+2} |\log \lambda| + (\alpha^* + C(M) \lambda) \|\epsilon\|_{H^1_{\lambda}}.
\]

If we look at coefficients of \(\|L_\infty Q \epsilon\|_{L^2}\) and \(\|\epsilon\|_{H^1_{\lambda}}\), this can be viewed as an improved modulation estimate. However, our crude modulation estimate (6.28) still suffices to close bootstrap.

**Remark 6.14.** Notice that (6.32) has a small coefficient \(\alpha^* + \lambda\) of \(\epsilon\). This is better than a crude estimate \(|(\epsilon, Q^{(\eta)}_b)_r| \lesssim \|\epsilon\|_{H^1_{\lambda}}\). Such a gain arises because \(i Q^{(\eta)}\) lies in the kernel of the operator \(\mathcal{L}_{Q^{(\eta)}} + \eta \theta^{(\eta)} + \eta^2 |\psi|^2\); see (4.24). This gain is essential to close our bootstrap procedure.

**Proof.** Note that the bound (6.29) follows from (6.28) and (5.18). The crude estimate (6.30) follows from (6.28) and (6.29). The positivity (6.31) follows from \(b(t = 0) = 0, b^2 + \eta^2 \sim \lambda^2\), and (6.29) combined with the weak bootstrap hypothesis \(\|\epsilon\|_{H^1_{\lambda}} \leq \lambda^2\).

The modulation estimate (6.28) is obtained by differentiating the orthogonality conditions in the \(s\)-variable. Namely, we substitute \(\psi \in \{Z_{re}, iZ_{im}\}\) into (6.27) and use \((\epsilon, \psi_b)_r = 0\).
The fourth and fifth lines of the RHS of (6.27) are treated as error. Indeed, we use (6.6), (6.22), (6.20), (6.19), and (6.7) to get

\[
\begin{align*}
|\theta_{Q_{b}^{1}}(\epsilon, i\psi_{b})_{r}| & \lesssim (\alpha^{*})^{2}\lambda^{2}\|\epsilon\|_{H_{m}^{1}}, \\
|(L_{\omega_{b}}\epsilon - L_{Q_{b}^{1}}\epsilon, i\psi_{b})_{r}| & \lesssim \alpha^{*}\lambda\|\epsilon\|_{H_{m}^{1}}, \\
|(R_{\omega_{b} - \omega^{*}}, i\psi_{b})_{r}| & \lesssim \|\epsilon\|_{H_{m}^{1}}^{2}, \\
|(V_{Q_{b}^{1}}^{-1}, i\psi_{b})_{r}| & \lesssim \alpha^{*}\lambda\|\epsilon\|_{H_{m}^{1}}^{2}. \\
|(\tilde{R}_{Q_{b}^{1}}(\epsilon, i\psi_{b})_{r}| & \lesssim \alpha^{*}\lambda^{m+3}\|\log \lambda\|.
\end{align*}
\]  

(6.34)

This holds for \( \psi \in \{Z_{re}, iZ_{im}, Q_{b}^{(n)}\} \). Therefore, the fourth and fifth lines of the RHS of (6.27) can be ignored from now on.

To extract \( \frac{\lambda}{\lambda} + b \) and \( \tilde{\gamma}_{s} - \eta\theta_{b} \), we substitute \( \psi = Z_{re} \) and \( \psi = iZ_{im} \) to (6.27), respectively. In case of \( \psi = Z_{re} \), we get

\[
\left(\frac{\lambda}{\lambda} + b\right)\left((\Lambda Q^{(n)}), Z_{re}\right)_{r} + O\left(\|\epsilon\|_{H_{m}^{1}}\right)
\]

\[
\approx -\epsilon, |(L_{Q}^{(n)}iZ_{re} + \eta\theta_{b}iZ_{re} + \eta^{2}|y|^{2}Z_{im})_{r} - (\tilde{\gamma}_{s} - \eta\theta_{b})(\epsilon, [iZ_{re}]_{b})_{r}
\]

up to error (6.34). In case of \( \psi = iZ_{im} \), we get

\[
(\tilde{\gamma}_{s} - \eta\theta_{b})(Q^{(n)}, Z_{im})_{r} + O\left(\|\epsilon\|_{H_{m}^{1}}\right)
\]

\[
\approx -\epsilon, |(L_{Q}^{(n)}Z_{im} + \eta\theta_{b}Z_{im} + \eta^{2}|y|^{2}Z_{im})_{b} - \left(\frac{\lambda}{\lambda} + b\right)(\epsilon, [iZ_{im}]_{b})_{r}
\]

up to error (6.34). Recall that \((\Lambda Q, Z_{re})_{r} = (Q, Z_{im})_{r} = 1\). If we crudely estimate the inner products containing \( \epsilon \) by \( \|\epsilon\|_{H_{m}^{1}} \) and expand all the errors of (6.34), the modulation estimate (6.25) follows.

We turn to the degeneracy estimate (6.32). We substitute \( \psi = Q^{(n)} \) into (6.27). Using the fact that \( iQ^{(n)} \) lies in the kernel of the operator \( L_{Q}^{(n)} + \eta\theta_{b} + \eta^{2}|y|^{2} \) (see (4.24)), i.e.

\[
L_{Q}^{(n)}iQ^{(n)} + \eta\theta_{b}iQ^{(n)} + \eta^{2}|y|^{2}iQ^{(n)} = 0,
\]

modulation estimate (6.25), and error estimate (6.34), we get

\[
|\partial_{\epsilon}(\epsilon, Q_{b}^{(n)})_{r}| \lesssim \alpha^{*}\lambda^{2}(\lambda^{m+1}\|\log \lambda\| + \eta) + (\alpha^{*}\lambda + \|\epsilon\|_{H_{m}^{1}})\|\epsilon\|_{H_{m}^{1}}.
\]

We then integrate the flow backward in time with \( \epsilon(0) = 0 \) and use (2.12) to get

\[
\begin{align*}
|\epsilon, Q_{b}^{(n)}|_{r} & \lesssim \int_{0}^{t} \alpha^{*}(\lambda^{m+1}\|\log \lambda\| + \eta) + (\alpha^{*}\lambda^{-1} + 1)\|\epsilon\|_{H_{m}^{1}} dt' \\
& \lesssim \alpha^{*}\lambda(\lambda^{m+1}\|\log \lambda\| + \eta) + (\alpha^{*} + \lambda)\|\epsilon\|_{H_{m}^{1}}^{(n, \frac{\lambda}{\lambda})}.
\end{align*}
\]

This completes the proof of (6.32). \[\square\]

6.4. \( L^{2} \)-bound of \( \epsilon \). The coercivity estimate (3.17) controls only \( H_{m}^{1} \)-norm of \( \epsilon \). In order to close our bootstrap argument, we need to control \( L_{m}^{2} \)-norm of \( \epsilon \). Indeed, we will use Lyapunov/virial functional method. Since the virial correction is on \( \tilde{H}_{m}^{\frac{1}{2}} \) level, we are required to estimate \( L_{m}^{2} \)-norm of \( \epsilon \).

As we will estimate \( \|\epsilon(t)\|_{L^{2}} \) by integrating the flow backward in time (note that \( \epsilon(0) = 0 \), it is natural to bound by the time maximal function (recall Section 2.3). In this step, we use the Strichartz estimates.
Lemma 6.15 (L^2-estimate of \( \epsilon \)). We have \(^{(21)}\)

\[
\| \epsilon \|_{L^2} \lesssim \alpha^* \lambda^{n+2} |\log \lambda| + \alpha^* \lambda \eta + \lambda^{-\frac{4}{3}} T_{H_m}^{(\frac{\gamma}{2}, \frac{2}{5})} |\epsilon|.
\]

Remark 6.16. Here we lose \( \lambda^\frac{2}{3} \) from \( \dot{H}_m^1 \) bound. It is important not to lose \( \lambda^1 \) in order to guarantee the virial correction term to be relatively small compared to the energy functional. See Section 6.5.

Remark 6.17. In the proof, we use the Strichartz estimates. If one merely tries to use the energy method on \( L^2 \), then one ends up with \( \lambda^{-1} T[\epsilon] \). The point of using the Strichartz estimates is that we can control \( \| u \|_{L^p} \) norm of \( \epsilon \) for \( p < 2 \). Alternatively, one can apply the energy method on \( \dot{H}^{-\frac{2}{3}} \) with the embedding \( L^2 \hookrightarrow \dot{H}^{-\frac{2}{3}} \) and interpolate it with \( \| \epsilon^\delta \|_{H_m^1} = \lambda^{-1} \| \epsilon \|_{H_m^1} \).

Remark 6.18. Losing \( \lambda^\frac{2}{3} \) from \( \dot{H}_m^1 \) bound is not optimal. In fact, one can combine Strichartz estimates and local energy estimate (see for instance [4,13] and [13, Theorem 10.1])

\[
\| x^{-1} u \|_{L^2_{x,t}} \lesssim \| u_0 \|_{L^2} + \| x \| (i \partial_t + \Delta_m) u \|_{L^4_{x,t}}
\]

to replace \( \lambda^\frac{2}{3} \) loss by \( \lambda^2 \) loss. Nevertheless, this does not significantly improve the result of the paper. In particular, \( \| \epsilon \|_{L^2} \lesssim \lambda^{-\frac{1}{2}} \| \epsilon \|_{H_m^1} \) is still not enough to say that the \( \eta \)-correction term \( \frac{m}{2} M[\epsilon] \) is relatively small compared to the energy functional. See Section 6.5.

Remark 6.19. Compare (5.15) and (6.20). Deleting \( \| b^2 Q^{(4)} \|_b^2 \) terms is crucial for small \( m \). By (5.18), we are able to delete \( \| b^2 Q^{(4)} \|_b^2 \). Otherwise, we should have estimated

\[
\frac{1}{\lambda^2} \left( \frac{\lambda^*}{\lambda} + b \right) [\Lambda Q^{(4)}_b]_b^2 + (\tilde{\gamma}_s - \eta \theta_\eta) Q^{(4)}_{b,2} - (b_s + b^2) \| b^2 Q^{(4)} \|_b^2.
\]

A slow decay of \( \Lambda Q^{(4)}_b \) and \( \frac{m^2}{4} Q^{(4)}_b \) is problematic for small \( m \). For example, they do not belong to \( L^p \) for any \( p \leq 2 \) if \( m = 1 \) and \( \eta = 0 \). This prevents us to obtain any useful \( L^2 \) bound of \( \epsilon \). Here the law (5.18) is really crucial. Without (5.18), we guess that one should truncate the profile \( Q^{(4)}_b \) (say \( \tilde{Q}^{(4)}_b \)) with carefully chosen radius, make an ansatz \( u = \tilde{Q}^{(4)}_b + z + \epsilon^\delta \), and control the errors arising from \( \tilde{Q}^{(4)}_b \). This will generate more error terms and the analysis would become much more complicated.

Proof. We use \( \epsilon^\delta \)-equation (6.20) in the following form:

\[
i \partial_t \epsilon^\delta + \Delta_m \epsilon^\delta = \frac{1}{\lambda^2} i \left( \frac{\lambda^*}{\lambda} + b \right) [\Lambda Q^{(4)}_b]_b^2 + \frac{1}{\lambda^2} (\tilde{\gamma}_s - \eta \theta_\eta) Q^{(4)}_{b,2} + \tilde{R}_{Q^{(4)}_b, z} + V_{Q^{(4)}_b, -Q^{(4)}_b} + (L_u + \Delta_m) \epsilon^\delta + R_{u, w}.
\]

By Strichartz estimates (Lemma 2.7) and \( \epsilon(0) = 0 \), it suffices to estimate the RHS of (6.36) by the dual Strichartz norm.

We treat the first and second lines of (6.36). Note that

\[
\| [\Lambda Q^{(4)}_b]_b^2 \|_{L^2} \lesssim \| Q^{(4)}_b \|_{L^2} \lesssim \lambda^\frac{2}{3}.
\]

\(^{(21)}\)Here the time maximal function is applied to \( ||c(s(t'), \cdot)||_{H_m^1} \) for \( t' \in [t, 0] \).
Combining this with the modulation estimate \((6.28)\) and the maximal estimate \((2.12)\), we get

\[
\begin{align*}
\left\| \frac{1}{\lambda^2} \left( \epsilon \left( \frac{\lambda_s}{\lambda} + b \right) \left[ \lambda Q_b^{(o)} + \gamma_s Q_b^{(o)} \right] \right) \right\|_{L^4(t,0),x} & \lesssim \lambda^{-\frac{3}{2}} \left( T^{(n,\frac{7}{2})} \left[ \epsilon \left( \frac{\lambda_s}{\lambda} + b \right) + T^{(\nu,\frac{3}{2})} \right] \right) \\
& \lesssim \lambda^{-\frac{3}{2}} \left( \alpha^* \lambda^{m+3} |\log \lambda| + \alpha^* \lambda^2 \epsilon + \mathcal{T}^{(n,\frac{7}{2})} \right).
\end{align*}
\]

The second line of the RHS of \((6.36)\) is estimated as

\[
\| \tilde{R} Q_b^{(o)} + V Q_b^{(o)} - Q_b^{(o)} \|_{L^4(t,0),L^2} \lesssim \lambda^{m+2} |\log \lambda| + \alpha^* \lambda \epsilon.
\]

To complete the proof, it only remains to show

\[
\| (\mathcal{L}_w + \Delta_m) \epsilon + R_{u-w} \|_{L^4(t,0),x} \lesssim \lambda^{-\frac{3}{2}} \mathcal{T}^{(n,\frac{7}{2})} [\epsilon].
\]

We note that

\[
(\mathcal{L}_w + \Delta_m) \epsilon + R_{u-w} = \sum_{\psi_1, \psi_2, \psi_3 \in \{Q_b^{(o)}\}, \# \{i: \psi_i = \epsilon \} \geq 1} [N_{3,0} + N_{3,1} + N_{3,2}] + \sum_{\psi_1, \ldots, \psi_5 \in \{Q_b^{(o)}\}, \# \{i: \psi_i = \epsilon \} \geq 1} [N_{5,1} + N_{5,2}].
\]

In the above expression, the worst terms occur when only one \(\psi_1\) is \(\epsilon \) and all the other \(\psi_i\)s are \(Q_b^{(o)} \) because the following estimate saturates when \(\psi_1 = Q_b^{(o)} \):

\[
\| \psi \|_{L^4_x} \lesssim \lambda^{\frac{3}{2}}; \quad \forall \psi \in \{Q_b^{(o)}\}, \epsilon, p \geq 2.
\]

Our main tools are \(L^4\)-estimate (Lemma 2.6) and maximal function estimate \((2.12)\). By \((2.33)\),

\[
\left\| \sum_{\psi_1, \psi_2, \psi_3 \in \{Q_b^{(o)}\}} [N_{3,0} + N_{3,1} + N_{3,2}] \right\|_{L^4_x} \lesssim \| \epsilon \|_{H^1_b} \sum_{\psi_1, \psi_2 \in \{Q_b^{(o)}\}} \| \psi_1 \|_{L^2} \| \psi_2 \|_{L^4} \lesssim \lambda^{-\frac{3}{2}} \| \epsilon \|_{H^1_b}.
\]

Applying \((2.12)\), we get

\[
\left\| \sum_{\psi_1, \psi_2, \psi_3 \in \{Q_b^{(o)}\}} [N_{3,0} + N_{3,1} + N_{3,2}] \right\|_{L^4(t,0),x} \lesssim \lambda^{-\frac{3}{2}} \mathcal{T}^{(n,\frac{7}{2})} [\epsilon].
\]

Treating \(N_{5,1}\) and \(N_{5,2}\) terms is similar; this time one uses \((2.34)\) and scaling relation \((2.35)\). We omit the details. This ends the proof. \(\square\)

### 6.5. Lyapunov/virial functional

So far, we have seen that how \(H^1_{b,L}\) norm of \(\epsilon\) controls variations of modulation parameters and also \(L^2\) norm of \(\epsilon\). In this section, in order to close our bootstrap, we will control \(H^1_{b,L}\) norm of \(\epsilon\) using the Lyapunov functional. Our goal is to find a Lyapunov functional \(I\) such that \(I\) is coercive and \(\partial_\epsilon I\) is almost positive. For instance, if we have

\[
\begin{align*}
\tilde{I} & \sim \| \epsilon \|_{H^1_{b,L}}^2, \\
\partial_\epsilon \tilde{I} & \geq -o(\lambda) \| \epsilon \|_{H^1_{b,L}}^2,
\end{align*}
\]

then

\[
(6.37) \quad \begin{cases} 
\tilde{I} \sim \| \epsilon \|_{H^1_{b,L}}^2, \\
\partial_\epsilon \tilde{I} \geq -o(\lambda) \| \epsilon \|_{H^1_{b,L}}^2,
\end{cases}
\]
and assume power-type bound \( \| \epsilon \|_{H^1_m} \lesssim \lambda^\ell \sim |t|^\ell \) with \( \ell > 0 \), then by FTC

\[
\| \epsilon \|_{H^m_m}^2 \lesssim T(t) \lesssim o(1) \cdot \int_t^{t_0} \lambda^{-1} \| \epsilon \|_{H^1_m}^2 dt' \lesssim o(1) \lambda^{2\ell}.
\]

Note that we have used \( \epsilon(t_0) = 0 \) and hence \( \tilde{T}(t_0) = 0 \). As we integrate from 0 to \( t \) (backward in time), positive terms of \( \partial_t \tilde{T} \) are safe.

In view of the coercivity, a natural candidate for \( \tilde{T} \) would be the energy functional \( E \). In general, for a functional \( \mathcal{A} \), we define its quadratic (and higher) part of \( \mathcal{A}[w^b + \cdot] \) by

\[
(6.38) \quad \mathcal{A}^{(qd)}[\epsilon] := \mathcal{A}[w^b + \epsilon] - \mathcal{A}[w^b] - \left( \frac{\delta \mathcal{A}}{\delta u} \right)_{|u=w^b} \epsilon.
\]

We first start with the energy functional \( E^{(qd)}[\epsilon] \). It turns out that, however, \( \partial_s E^{(qd)}_w[\epsilon] \) does not enjoy satisfactory lower bound. To resolve the difficulty, we make two modifications from \( E^{(qd)}[\epsilon] \). Firstly, we will observe that \( \partial_s E^{(qd)}_w[\epsilon] \) contains \( \frac{2\lambda}{\lambda} E^{(qd)}_w[\epsilon] \). Note that \( \frac{2\lambda}{\lambda} \approx -2b \) can only be controlled by \( \lambda \), so \( \frac{2\lambda}{\lambda} E^{(qd)}_w[\epsilon] \) is neither positive nor small. Thus it is natural to rescale it to hide \( \frac{2\lambda}{\lambda} E^{(qd)}_w[\epsilon] \) using

\[
\lambda^2 \partial_s (\lambda^{-2} E^{(qd)}_w[\epsilon]) = \partial_s E^{(qd)}_w[\epsilon] - \frac{2\lambda}{\lambda} E^{(qd)}_w[\epsilon].
\]

Secondly, there is another non-perturbative effect both from scalings and rotations. In view of (6.25), \( \epsilon \) actually evolves under

\[
i \partial_s \epsilon - \mathcal{L}_{w^b} \epsilon + ib \mathcal{A} - \eta \theta \epsilon \approx 0.
\]

To incorporate this, we add a correction \( b \Phi_A[\epsilon] + \frac{\eta \theta}{2} M[\epsilon] \) to our energy functional \( E^{(qd)}_w[\epsilon] \). The former term \( b \Phi_A[\epsilon] \) is a localized virial correction, and the latter term \( \frac{\eta \theta}{2} M[\epsilon] \) is a mass correction. We will choose

\[
I_A := \lambda^{-2}(E^{(qd)}_w[\epsilon] + b \Phi_A[\epsilon] + \frac{\eta \theta}{2} M[\epsilon]).
\]

Here, \( A \geq 1 \) is some large parameter to be chosen later. Still, we need a further correction on \( I_A \). This is due to

\[
\frac{2\lambda}{\lambda} \cdot \frac{1}{8} \int (\Delta^2 \phi_A) |\epsilon|^2
\]

arising from the virial correction. As the coercivity of \( \lambda^2 I_A \) only controls \( \| \epsilon \|_{H^1_m}^2 \), this term is on the borderline of sufficient estimates. We can resolve this issue via averaging the virial correction. Eventually, we will use

\[
I := \frac{2}{\log A} \int_{A^{1/2}} I_A \frac{dA'}{A'} = \lambda^{-2} \left( E^{(qd)}_w[\epsilon] + \frac{2}{\log A} \int_{A^{1/2}} b \Phi_A[\epsilon] \frac{dA'}{A'} + \frac{\eta \theta}{2} M[\epsilon] \right).
\]

In the sequel, we denote by \( \text{Err} \) the collection of small terms satisfying

\[
(6.39) \quad |\text{Err}| \lesssim \lambda \cdot \left( A (\alpha^+ \lambda^m + 2 + \alpha^+ \lambda^2) \right)^2
\]

\[
+ \left( \alpha^+ + o_{A \rightarrow \infty}(1) + A \lambda^\frac{1}{2} \right) \| T^{(\nu, \frac{1}{2})}_{H^1_m}[\epsilon] \|^2.
\]

This error may differ line by line. Roughly speaking, \( \text{Err} \) can be thought of as \( o(\lambda) \| \epsilon \|_{H^1_m}^2 \) in (6.37) under rough substitutions \( \| \epsilon \|_{L^2} \lesssim \lambda^{-\frac{1}{2}} \| \epsilon \|_{H^1_m} \) and (6.26).

**Lemma 6.20 (Estimates of \( E^{(qd)}_w[\epsilon] \)).** We have coercivity

\[
(6.40) \quad E^{(qd)}_w[\epsilon] + O\left( (\alpha^+ + \lambda^\frac{1}{2}) \| \epsilon \|_{H^1_m}^2 \right) \sim \| \epsilon \|_{H^1_m}^2.
\]
We have the derivative identity
\begin{equation}
\partial_s E_{w^b}^{(q)d}[\epsilon] = \frac{\lambda_s}{\lambda} \{ 2 E_{w^b}^{(q)d}[\epsilon] - (R_{w^s - w^b}, \Lambda Q_{\epsilon}^{(q)\flat} \}_r \\
- \gamma \sigma (\mathcal{L}_{w^s} \epsilon + R_{w^s - w^b}, \mathbb{i} \epsilon) \}_r \\
+ \left( \mathcal{L}_{Q_{\epsilon}^{(q)\flat}} \epsilon, \left( \frac{\lambda_s}{\lambda} + b \right) [\Lambda Q^{(q)}]_b - (\gamma \sigma - \eta \theta \sigma) i Q^{(q)}_b \right) \}_r + \text{Err.}
\end{equation}

We can formally write (6.41) as
\begin{equation}
\partial_s E_{w^b}^{(q)d}[\epsilon] = \frac{\lambda_s}{\lambda} \{ (R_{w^s - w^b}, \Lambda z^b)_r + (\mathcal{L}_{w^s} \epsilon + R_{w^s - w^b}, \Lambda \epsilon)_r \} \\
- \gamma \sigma (\mathcal{L}_{w^s} \epsilon + R_{w^s - w^b}, \mathbb{i} \epsilon) \}_r \\
+ \left( \mathcal{L}_{Q_{\epsilon}^{(q)\flat}} \epsilon, \left( \frac{\lambda_s}{\lambda} + b \right) [\Lambda Q^{(q)}]_b - (\gamma \sigma - \eta \theta \sigma) i Q^{(q)}_b \right) \}_r + \text{Err.}
\end{equation}

Proof. To show (6.40), we recall the expression (2.22). By definition (6.38), we have
\begin{equation}
E_{w^b}^{(q)d}[\epsilon] = \frac{1}{2} \int \left( \partial_s \epsilon \right)^2 + \frac{m^2}{\tau^2} |\epsilon|^2 \\
- \sum_{\psi_1, \ldots, \psi_6 \in \{ w^s, \epsilon \}} \left[ \frac{1}{4} M_{4,0} + \frac{m}{2} M_{4,1} \right] + \frac{1}{8} \sum_{\psi_1, \ldots, \psi_6 \in \{ w^s, \epsilon \}} M_{6,0}.
\end{equation}

Using the multilinear estimates (Lemma 2.2) with \|w^b - Q\|_{L^2} \lesssim \alpha^* + \lambda |\log \lambda|^{\frac{1}{2}} (see (4.1)), we can replace \(w^b\) by \(Q\): 
\begin{equation}
E_{w^b}^{(q)d}[\epsilon] = E_{Q}^{(q)d}[\epsilon] + O((\alpha^* + \lambda |\log \lambda|^{\frac{1}{2}}) ||\epsilon||_{H^s_{(q)\epsilon}}^2) 
\end{equation}

Using the expansion of energy (3.15), bootstrap hypothesis \|\epsilon\|_{L^2} \lesssim \lambda^{\frac{1}{2}}, and multilinear estimate (Lemma 2.2), we have
\begin{equation}
E_{w^b}^{(q)d}[\epsilon] = \frac{1}{2} \int |LQ\epsilon|^2 + O((\alpha^* + \lambda^{\frac{1}{2}}) ||\epsilon||_{H^s_{(q)\epsilon}}^2).
\end{equation}

We then apply the coercivity (3.17) to conclude (6.40).

We turn to compute \(\partial_s E_{w^b}^{(q)d}[\epsilon]\). If we perform the computation at \((s, y)\)-scalings, we encounter unbounded-looking terms. For example, \(\partial_s w^b\) and \(\partial_s \epsilon\) contain \(\frac{\lambda}{\lambda} \Lambda z^b\) and \(\frac{\lambda}{\lambda} \Lambda \epsilon\), respectively. These terms are not in \(\tilde{L}^2\) as we do not assume decay on \(z\) and \(\epsilon\). This issue can be resolved if we perform the computation at \((t, x)\)-scalings instead. But we first start computing \(\partial_s E_{w^b}^{(q)d}[\epsilon]\) at \((s, y)\)-scalings to observe a crucial cancellation and rearrange errors. We estimate errors in \((s, y)\)-scalings rigorously. Later, we redo the computation of \(\partial_s E_{w^b}^{(q)d}[\epsilon] = \lambda^2 \partial_t (\lambda^2 E_{w^b}^{(q)d}[\epsilon])\) in \((t, x)\)-scalings to justify the formal computation.

We start with the formal computation
\begin{equation}
\partial_s E_{w^b}^{(q)d}[\epsilon] = \frac{\delta E}{\delta u} |_{u = w^b} + \frac{\delta E}{\delta \epsilon} |_{u = w^b} - \frac{\delta^2 E}{\delta u^2} |_{u = w^b} \partial_s w^b r \\
+ \left( \frac{\delta E}{\delta u} |_{u = w^b} + \frac{\delta E}{\delta \epsilon} |_{u = w^b} \partial_s \epsilon \right) r.
\end{equation}

As we do not assume decay properties on \(z^b\) and \(\epsilon\), the terms \((R_{w^s - w^b}, \Lambda z^b)_r\) and \((\mathcal{L}_{w^s} \epsilon + R_{w^s - w^b}, \Lambda \epsilon)_r\) do not make sense by themselves.
Note that
\[
\frac{\delta E}{\delta u} \bigg|_{u=w^b} + \epsilon = \mathcal{L}_u \epsilon + R_{u^b - w^b},
\]
and
\[
\frac{\delta^2 E}{\delta u^2} \bigg|_{u=w^b} = \mathcal{L}_u ^2 \epsilon.
\]
Thus
\[
(6.43) \quad \partial_x E^{(q; d)}[\epsilon] = (\mathcal{L}_u \epsilon + R_{u^b - w^b}, \partial_x \mathcal{L}_u \epsilon + R_{u^b - w^b}, \partial_x \epsilon)_r.
\]
For the first term of the RHS of (6.43), we claim
\[
(R_{u^b - w^b}, \partial_x w^b)_r = \frac{\lambda}{\lambda}(R_{u^b - w^b}, \Lambda z^b)_r + \text{Err}.
\]
To see this, decompose
\[
\partial_x w^b = b_s (\partial_x Q_b^{(q)}) - i L^*_z \mathcal{D} (z^b) \cdot z^b - i V_Q b^{(q)} \to z^b \cdot z^b - i \gamma_s z^b + \frac{\lambda}{\lambda} \Lambda z^b.
\]
If we use the estimates (6.30), (6.20), (6.21), and the energy estimates of (6.47),
\[
\| \mathcal{L}^*_z \mathcal{D} (z^b) \cdot z^b \|_{L^2} + \| V_Q b^{(q)} \to z^b \|_{L^2} \lesssim \alpha^* \lambda^2,
\]
we have
\[
\| (R_{u^b - w^b}, \partial_x w^b)_r \| \lesssim \lambda^2 \| \mathcal{L} \|_{L^2} + \| \mathcal{L} \|_{H^1_{m}} + \alpha^* \lambda^2 \| \mathcal{L} \|_{H^1_{m}}^2.
\]
Substituting the $L^2$-bound (6.35) and an obvious bound $\| \mathcal{L} \|_{H^1_{m}} \leq T_{H^1_{m}}^{(q, \frac{1}{2})}[\epsilon]$, the claim follows.

We turn to the second term of the RHS of (6.43). We compute using the $\epsilon$-equation (6.25) that
\[
(6.44) \quad (\mathcal{L}_u \epsilon + R_{u^b - w^b}, \partial_x \mathcal{L}_u \epsilon + R_{u^b - w^b})_r = (6.45) + (6.46) + (6.47) + (6.48),
\]
where
\[
(6.45) \quad (\mathcal{L}_u \epsilon + R_{u^b - w^b}, -i \mathcal{L}_u \epsilon - i R_{u^b - w^b})_r
\]
\[
(6.46) \quad (\mathcal{L}_u \epsilon + R_{u^b - w^b}, \left(\frac{\lambda}{\lambda} + b\right) [\mathcal{L} Q_b^{(q)})] - (\tilde{\gamma}_s - \gamma \eta b)i Q_b^{(q)})_r
\]
\[
(6.47) \quad (\mathcal{L}_u \epsilon + R_{u^b - w^b}, \frac{\lambda}{\lambda} \Lambda \epsilon - \gamma \eta \epsilon)_r
\]
\[
(6.48) \quad (\mathcal{L}_u \epsilon + R_{u^b - w^b}, -i V_{Q_b^{(q)}} - Q_b^{(q)} z^b - i \tilde{\delta} Q_b^{(q)}; z^b)_r.
\]
One crucial observation is that (6.45) vanishes. This is one of the reason why we work on $(s, y)$-scalings first.

We turn to (6.46). We claim that
\[
(\mathcal{L}_u \epsilon + R_{u^b - w^b}, \left(\frac{\lambda}{\lambda} + b\right) [\mathcal{L} Q_b^{(q)})] - (\tilde{\gamma}_s - \gamma \eta b)i Q_b^{(q)})_r
\]
\[
= \left(\frac{\lambda}{\lambda} + b\right) (\mathcal{L}_u Q_b^{(q)}, \partial_x \mathcal{L}_u Q_b^{(q)})_r + (\tilde{\gamma}_s - \gamma \eta b)(\mathcal{L}_u Q_b^{(q)}, -i Q_b^{(q)})_r + \text{Err}.
\]
To show this claim, we observe for $\psi \in \{ \mathcal{L} Q_b^{(q)}, -i Q_b^{(q)} \}$ that
\[
(\mathcal{L}_u \epsilon + R_{u^b - w^b}, \psi_b)_r = (\mathcal{L}_u Q_b^{(q)}, \psi_b)_r + (\mathcal{L}_u \epsilon - \mathcal{L}_u Q_b^{(q)}) \epsilon, \psi_b)_r + (R_{u^b - w^b}, \psi_b)_r
\]
\[
= \mathcal{L}_u Q_b^{(q)} \psi_b)_r + O((\alpha^* \lambda + \lambda^2) \| \mathcal{L} \|_{H^1_{m}}),
\]
where we used $\| \psi \|_{L^2} \lesssim 1$, (6.22), (6.20), and the weak bootstrap hypothesis (5.25). Applying the modulation estimate (6.28), the claim follows. This ends the treatment of (6.46).
We will keep (6.47). This is a non-perturbative term.

Finally, (6.48) is considered as an error. We estimate using (6.19) to have
\[ |(L_{w^0} + R_{w^0} - w, iQ_{Q^0} - Q_b)_{_2}| \lesssim \|e\|_{H^1} \|V_{Q^0} - Q_b\|_{H^1} \lesssim \lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

We now claim that
\[ (L_{Q_0}, iR_{Q_0}) \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

Using \[ |w^0 - Q_b|_{L^\infty} \lesssim \alpha^* + \lambda \log \lambda^2, \]
and (6.7), it suffices to show
\[ |(L_{Q_0}, iR_{Q_0})| \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

By Lemma (6.6) it suffices to show
\[ |(L_{Q_0}, iR_{Q_0})| \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

We now manipulate using (4.3)
\[ L_{Q_0}(iR_2)_b = [L_{Q_0}^* L_{Q_0}(iR_2)]_b + ib\lambda [iR_2]_b - b^2 |\omega|^2 [iR_2]_b \]
\[ = [L_{Q_0}^* - ib\lambda^2] [L_{Q_0}(iR_2)]_b + ib\lambda [iR_2]_b + b^2 |\omega|^2 [iR_2]_b. \]

We estimate using Lemma (6.6) as
\[ (\epsilon, L_{Q_0}^* L_{Q_0}(iR_2)) \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

All other terms are treated crudely. We use
\[ \partial_r (e^{-ib\frac{x^2}{4}}) = -ib\frac{x^2}{4} e^{-ib\frac{x^2}{4}} \]
to integrate by parts
\[ (\epsilon, -ib\frac{x^2}{4} [L_{Q_0}(iR_2)]_b) \]
\[ = (\partial_r - \frac{1}{2}) \epsilon, [L_{Q_0}(iR_2)]_b + (\epsilon, [\partial_r L_{Q_0}(iR_2)]_b) \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

We then estimate
\[ (\epsilon, ib\lambda [iR_2]_b) \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

We then integrate by parts
\[ (\epsilon, b^2 \frac{x^2}{4} [iR_2]_b) \]
\[ = (\partial_r - \frac{1}{2}) \epsilon, b\frac{x^2}{4} [iR_2]_b + (\epsilon, b\frac{x^2}{4} [\partial_r (iR_2)]_b) \lesssim \|\lambda(\alpha^* \lambda^2)\|e\|_{H^1}. \]

This completes the proof of (6.49). This ends the formal derivation of (6.42).

Now we make all of the above computations rigorous. The terms \((R_w, w, \Lambda z^0)_r\) and \((L_w + R_w - w, \Lambda z^0)_r\) do not make sense by themselves. However, the sum of two terms \((R_w, w, \Lambda z^0)_r\) and \((L_w + R_w - w, \Lambda z^0)_r\) does make sense from the following formal computation:
\[ (R_w, w, \Lambda z^0)_r + (L_w, w, \Lambda z^0)_r \]
\[ = \{ (R_w, w, \Lambda z^0)_r + (L_w, w, \Lambda z^0)_r \} - (R_w, w, \Lambda Q^{(q)})_r \]
\[ = \partial_x \lambda \epsilon E_{w}^{(q)} [e] - (R_w, w, \Lambda Q^{(q)})_r \]
\[ = 2E_{w}^{(q)} [e] - (R_w, w, \Lambda Q^{(q)})_r, \]
where we temporarily denoted \(f_x(y) := \lambda f(\lambda y)\) for \(f \in \{w, \epsilon\}\). This is how we obtain (6.41) from the formal one (6.42).

If one wants to avoid unbounded-looking quantities, we can compute in \((t, x)\)-}

\[ \partial_x E_{w}^{(q)} [e] = \lambda^2 \partial_t (\lambda^2 E_{w}^{(q)} [e]) \]
We then obtain (6.41) by lowering to the so that
\[ \delta_{\lambda} \]
where we used dynamic rescaling for can choose of simplicity, assume instead. Here, we use equations then the first term of (6.50) vanishes up to error \(\varepsilon\), \(Q\) is also at the borderline. The remaining terms are also at the borderline. We know the RHS of (6.41) contains non-perturbative terms. Indeed, we roughly have
\[ \frac{2\lambda_s}{\lambda} E_{w^b}^{(qd)}[\varepsilon] \approx -2b E_{w^b}^{(qd)}[\varepsilon] \sim -b\varepsilon \|\eta\|^2_{H^1_{\lambda}}, \]
These are at the borderline of the acceptable error size \(\text{Err}\). Next, from \(\gamma_s \approx \eta \theta_Q\),
\[ |\gamma_s (L_w^b \varepsilon + R_{w^b} \varepsilon, \ii \varepsilon, \varepsilon| \lesssim \eta \|\varepsilon\|^2_{H^1_{\lambda}}, \]
is also at the borderline. The remaining terms are also at the borderline. We know from the modulation estimates that \(|\frac{1}{\lambda} + b| + |\gamma_s - \eta \theta_Q| \lesssim \|\varepsilon\|_{H^1_{\lambda}}\). The problem is that \((L_{Q}^{(q)} \varepsilon, \psi_{b})\), for \(\psi \in \{\Lambda Q^{(q)}, iQ^{(q)}\}\) cannot be estimated better than \(\lambda\|\varepsilon\|_{H^1_{\lambda}}\): from (4.3), (4.24) we have
\[ (\varepsilon, L_{Q^{(q)}} iQ^{(q)}_b)_r = (\varepsilon, -\eta \theta_Q iQ^{(q)}_b - b\Lambda Q^{(q)}_b)_r + (\varepsilon, -(b^2 + \eta^2)_{0} iQ^{(q)}_b), \]
where the term \((\varepsilon, -\eta \theta_Q iQ^{(q)}_b - b\Lambda Q^{(q)}_b)_r \) is at best estimated by \(\lambda\|\varepsilon\|_{H^1_{\lambda}}\).

We can resolve this issue by modifying the functional \(E_{w^b}^{(qd)}[\varepsilon]\). Firstly, we hide
\[ \frac{2\lambda_s}{\lambda} E_{w^b}^{(qd)}[\varepsilon] \]
by rescaling the functional as
\[ \lambda^2 \partial_s (\lambda^{-2} E_{w^b}^{(qd)}[\varepsilon]) = -\frac{2\lambda_s}{\lambda} E_{w^b}^{(qd)}[\varepsilon] + \partial_s E_{w^b}^{(qd)}[\varepsilon]. \]
For the remaining three terms, we can weaken them by adding virial and mass corrections. In view of (6.25), \(\varepsilon\) actually evolves under
\[ i\partial_s \varepsilon - L_{w^b} \varepsilon + ib\Lambda \varepsilon - \eta \theta_Q \varepsilon \approx 0. \]
The energy functional \(E_{w^b}^{(qd)}[\varepsilon]\) is adapted to the evolution \((i\partial_s - L_{w^b}) \varepsilon \approx 0\). To take the \(ib\Lambda \varepsilon\) part into account, it is natural to introduce the virial term
\[ b\Phi[\varepsilon] = \frac{b}{2} \text{Im} \int \tau \cdot r \partial_s \varepsilon \]
so that \(\frac{d\Phi}{dt} = -i\Lambda \varepsilon\). To take \(\eta \theta_Q \varepsilon\) into account, we introduce the mass term
\[ \frac{\eta \theta_Q}{2} M[\varepsilon] = \frac{\eta \theta_Q}{2} \int |\varepsilon|^2. \]
We then have
\[ \partial_s (E^{\text{vir}}_\epsilon) + b\Phi_\epsilon + \frac{\eta_0}{2} M_\epsilon \]
\[ \approx (R^{\text{vir}}_\epsilon, \partial_s w^\delta) + (\mathcal{L}_\epsilon + R^{\text{vir}}_\epsilon - ib\epsilon + \eta_\theta_\epsilon, \partial_s \epsilon). \]

Thus we observe that (6.45) is changed into
\[ (L_\epsilon \epsilon + R^{\text{vir}}_\epsilon - ib\epsilon + \eta_\theta_\epsilon, -i(L_\epsilon \epsilon + R^{\text{vir}}_\epsilon - ib\epsilon + \eta_\theta_\epsilon)) = 0 \]
and results in further cancellation in (6.46) and (6.47). More precisely, (6.46) is changed into
\[ \left( L_\epsilon \epsilon + R^{\text{vir}}_\epsilon - ib\epsilon + \eta_\theta_\epsilon, \left( \frac{\lambda_\epsilon}{\lambda} + b \right) [\Lambda Q^{(0)}]_b - (\gamma_\theta - \eta_\theta \epsilon) b \right)_r. \]

In view of the modulation estimates, (4.24), and (4.25), the above terms fall into the error.

However, the problem we still have is that \( \Phi_\epsilon \) and \( (R^{\text{vir}}_\epsilon, \Lambda z^\theta)_r \) do not make sense as we do not assume decay on \( \epsilon \) and \( z^\theta \). It turns out that we can resolve these difficulties by making a suitable truncation of \( \Phi \). For \( A \geq 1 \), recall the radial weight \( \phi_A \) in (2.20) and define
\[ \Phi_A_\epsilon := \frac{1}{2} \int \phi_A \text{Im}(\epsilon \partial_r \epsilon). \]

Note that \( \Phi_A \) agrees with the usual virial functional if \( y \leq A \) and approximates the Morawetz functional if \( y \geq 2A \). We write \( \Lambda_A \) as
\[ \frac{\delta \Phi_A}{\delta u} = -i \Lambda_A u \equiv -i [\phi_A' \partial_r + \frac{1}{2} (\Delta \phi_A)] u. \]

We formally have \( \Lambda_\infty = \Lambda \). We will frequently use the estimate
\[ |\Lambda_A u| \leq \min\{A, r\} (|\partial_r u| + |r^{-1} u|). \]

We will view the virial correction \( b \Phi_A_\epsilon \) as an error. The mass correction \( \frac{\eta_0}{2} M_\epsilon \) is not perturbative, but it is positive when \( \eta \geq 0 \). This is one of the places where the sign condition \( \eta \geq 0 \) is necessary.

**Lemma 6.21** (Estimates of the correction). We have
\[ (6.51) \quad |b \Phi_\epsilon| \lesssim A \lambda \|\epsilon\|_{L^2} \|\epsilon\|_{H^1}, \]
and
\[ (6.52) \quad \partial_s (b \Phi_A_\epsilon + \frac{\eta_0}{2} M_\epsilon) \]
\[ = (L_\epsilon \epsilon + R^{\text{vir}}_\epsilon - ib\epsilon + \eta_\theta_\epsilon, \left( \frac{\lambda_\epsilon}{\lambda} + b \right) [\Lambda Q^{(0)}]_b - (\gamma_\theta - \eta_\theta \epsilon) b)_r + \text{Err}. \]

**Proof.** The estimate (6.51) is an easy consequence of \( b \lesssim \lambda \) and the Cauchy-Schwarz inequality.

We turn to the estimate (6.52). Using \( |b_\epsilon| \lesssim \lambda^2 \) of (6.30), we see that
\[ |b_\epsilon \Phi_A_\epsilon| \lesssim \lambda \cdot O(A \lambda \|\epsilon\|_{L^2} \|\epsilon\|_{H^1}) \]
can be absorbed into \( \text{Err} \). Thus
\[ \partial_s (b \Phi_A_\epsilon + \frac{\eta_0}{2} M_\epsilon) = (b \Lambda_A \epsilon + i\eta_\theta_\epsilon, i\partial_s \epsilon)_r + \text{Err}. \]
We compute using the \( \varepsilon \)-equation (6.25):
\[
(b\Lambda_A \varepsilon + i\eta \theta \varepsilon, i\partial_x \varepsilon)_r = (6.53) + (6.54) + (6.55) + (6.56),
\]
where
\[
(6.53) = (b\Lambda_A \varepsilon + i\eta \theta \varepsilon, L_{w^a} \varepsilon + R_{w^a - w^b})_r,
\]
\[
(6.54) = (b\Lambda_A \varepsilon + i\eta \theta \varepsilon, i\left(\frac{\lambda}{\lambda} + b\right) [\Lambda Q(y)]_b + (\tilde{c}_0 - \eta \theta \varepsilon) Q(y)_r)_r,
\]
\[
(6.55) = (b\Lambda_A \varepsilon + i\eta \theta \varepsilon, \frac{\lambda}{\lambda} \Lambda \varepsilon + \gamma_s \varepsilon)_r,
\]
\[
(6.56) = (b\Lambda_A \varepsilon + i\eta \theta \varepsilon, V_{Q(s) - Q_b} \varepsilon^2 + \tilde{R}_{Q(s), \varepsilon^2})_r.
\]

We will treat (6.53)-(6.56) term by term. Firstly, we show that (6.53) is equal to the first term of the RHS of (6.52) up to the error \( \text{Err} \). Indeed, the difference is given by
\[
\left(\frac{\lambda}{\lambda} + b\right) (b\Lambda_A \varepsilon, L_{w^a} \varepsilon + R_{w^a - w^b})_r
\]
\[
= \left(\frac{\lambda}{\lambda} + b\right) \left((b\Lambda_A \varepsilon, -\Delta_m \varepsilon)_r + (b\Lambda_A \varepsilon, (L_{w^a} + \Delta_m) \varepsilon + R_{w^a - w^b})_r\right)
\]
\[
= \left|\frac{\lambda}{\lambda} + b\right| \cdot O(\|\varepsilon\|^2_{H^2}),
\]
where we used
\[
(b\Lambda_A \varepsilon, -\Delta_m \varepsilon)_r = \int \left(\phi''_A |\partial_r \varepsilon|^2 - \frac{\Delta^2 \phi_A}{4} |\varepsilon|^2 + \frac{\phi'_A}{r} \cdot \frac{m^2}{r^2} |\varepsilon|^2\right)
\]
and the multilinear estimates (Lemma 2.2) with \( \|b\Lambda_A \varepsilon\|_{L^2} \lesssim A\|\varepsilon\|_{H^2} \). Thus the above difference can be absorbed into \( \text{Err} \) by the modulation estimate.

We will keep the term (6.54) as it is not perturbative.

We now show that (6.55) can be absorbed into \( \text{Err} \). We first observe by antisymmetry of \( i, \Lambda_A \), and \( \Lambda \) that
\[
(b\Lambda_A \varepsilon + i\eta \theta \varepsilon, i\frac{\lambda}{\lambda} \Lambda \varepsilon + \gamma_s \varepsilon)_r = (b\Lambda_A \varepsilon, i\frac{\lambda}{\lambda} \Lambda \varepsilon)_r.
\]

We then observe that
\[
\left|(b\Lambda_A \varepsilon, i\frac{\lambda}{\lambda} \Lambda \varepsilon)_r\right| \lesssim \lambda^2 |(i\Lambda, \Lambda \varepsilon, \varepsilon)_r| \lesssim A\lambda^2 \|\varepsilon\|_{H^2} \|\varepsilon\|_{H^2},
\]
where we used (6.30) and
\[
|\Lambda A, \varepsilon| = -r\phi''_A \partial_r - \frac{1}{2} r(\Delta\phi_A)' + \phi'_A \partial_r,
\]
\[
|i\Lambda, \Lambda \varepsilon, \varepsilon| = |i(\Lambda - r\phi''_A + \phi'_A) \partial_r \varepsilon, \varepsilon| \lesssim A\|\varepsilon\|_{L^2} \|\varepsilon\|_{H^2}.
\]

Applying the \( L^2 \)-bound (6.35), we conclude that (6.55) is absorbed into \( \text{Err} \).

Finally, we show that (6.56) can be absorbed into \( \text{Err} \):
\[
(6.56) \lesssim \|b\Lambda_A \varepsilon + i\eta \theta \varepsilon\|_{L^2} \|V_{Q(s) - Q_b} \varepsilon^2 + \tilde{R}_{Q(s), \varepsilon^2}\|_{L^2}
\]
\[
\lesssim (A\lambda |\varepsilon|_{H^2} + \eta |\varepsilon|_{L^2})(\alpha^\lambda \lambda^\alpha |\log \lambda| + \alpha^\lambda \lambda^\alpha \eta).
\]

Substituting the \( L^2 \)-bound (6.35) and \( \eta \lesssim \lambda \), (6.56) is absorbed into \( \text{Err} \). This completes the proof.

Incorporating the above discussions, we define the unaveraged Lyapunov/virial functional by
\[
\mathcal{I}_A = \lambda^{-2}(E_{w^a}^{(qd)}(\varepsilon) + b\Phi_A(\varepsilon) + \frac{\phi_0}{2} M[\varepsilon]).
\]
Lemma 6.22 (Unaveraged Lyapunov/virial functional). We have
\[ \frac{d}{dt} H_A = -2 b \text{Re}(\rho_i^{(q)} \bar{Q}_b^{(q)}) + \mathcal{O}(\epsilon) \]
where
\[ \mathcal{O}(\epsilon) = O(\epsilon^2) \]
and
\[ H_A = \frac{1}{2} \sum_{i=1}^{m} \left( \frac{1}{4} M_{A,0}^{(A)} + \frac{m}{2} M_{A,1}^{(A)} + \frac{1}{8} \sum_{\psi_1, \ldots, \psi_4 \in \{Q, \epsilon, \theta\}} \lambda_{\psi_1, \ldots, \psi_4} \right) . \]

To prove Lemma 6.22, we set aside some computations into a lemma.

Lemma 6.23. We have
\[ (\mathcal{L}_{Q^{(q)}} \epsilon - \epsilon) \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b \]
where
\[ (\mathcal{L}_{Q^{(q)}} \epsilon - \epsilon) \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b = -2 \epsilon \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b \]
and
\[ \mathcal{O}(\epsilon^2) \]

Proof. We will only prove (6.60). The proof of (6.61) is similar (it is in fact easier), one uses (4.24) instead of (4.25).

To prove (6.60), we crucially use the explicit computation (4.25). Applying the pseudonormal form, we obtain
\[ (\mathcal{L}_{Q^{(q)}} \epsilon - \epsilon) \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b \]

Thus
\[ (\mathcal{L}_{Q^{(q)}} \epsilon - \epsilon) \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b = -2 \epsilon \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b \]

and
\[ \mathcal{O}(\epsilon^2) \]

If \( m \) is large, we can use the decay \(|Q^{(q)}| + |\Lambda Q^{(q)}| \lesssim (1 + r)^{-m/2} \) to conclude the proof.

To treat the worst case \( m = 1 \), however, we have to deal with the slow decay \( r^2 \Lambda Q^{(q)} \) especially when \( \eta = 0 \). By (4.14), we have
\[ \eta^2 \left( ||r \cdot r^2 \Lambda Q^{(q)}||_{L^2} + ||r \cdot r^2 \Lambda Q^{(q)}||_{L^2} \right) \lesssim \eta^2 . \]

Thus
\[ (\mathcal{L}_{Q^{(q)}} \epsilon - \epsilon) \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b \]

and
\[ \mathcal{O}(\epsilon^2) \]

We then use the algebra
\[ \epsilon \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b = -2 \epsilon \partial_{\lambda} A \rho \epsilon, [\Lambda Q^{(q)}]_b \]

For each \( \eta > 0 \), \( r^2 \Lambda Q^{(q)} \) in fact shows exponential decay \( e^{-\eta t^2} \). However, we search for uniform estimates in \( \eta \).
and the estimate
\[ \| r \cdot (\Lambda - \Lambda_A)(\Lambda Q^{(\eta)}) \|_{L^2} \lesssim \| r_{\geq A} r Q \|_{L^2} \lesssim A^{-1} \]
to further estimate
\[
(L_Q^{(\eta)} - ib\Lambda_A \epsilon + \eta \theta^{(\eta)} \epsilon, [\Lambda Q^{(\eta)}]_b) r
\]
\[= -2\eta \theta^{(\eta)} (\epsilon, Q^{(\eta)}_b) r + b^2 (\epsilon, \frac{(r^2 - 2r\phi'_{A}(r))}{4} [\Lambda Q^{(\eta)}]_b) r
\]
\[+ o_{A \to \infty}(\| \epsilon \|_{H^\infty_m}) + O(\eta^{\frac{3}{2}} \| \epsilon \|_{H^\infty_m}).\]

It now suffices to estimate the inner product \( b^2 (\epsilon, \frac{(r^2 - 2r\phi'_{A}(r))}{4} [\Lambda Q^{(\eta)}]_b) r \). We decompose it into the parts \( 1_{r \leq b^{-1/2}} \) and \( 1_{r \geq b^{-1/2}} \) and estimate the latter using integration by parts. On one hand, we have
\[
b^2 (|\epsilon|, 1_{r \leq b^{-1/2}} (\frac{r^2 - 2r\phi'_{A}(r)}{4}) [\Lambda Q^{(\eta)}]_b) r
\]
\[\lesssim b^2 \| r^{-1} \epsilon \|_{L^2} \| 1_{r \leq b^{-1/2}} r^2 Q \|_{L^2} \lesssim b^2 \| \epsilon \|_{H^\infty_m}^2.\]

On the other hand, we integrate by parts with \( \partial_r e^{-ib \frac{\eta}{2}} = -ib \frac{\eta}{2} e^{-ib \frac{\eta}{2}} \) to estimate
\[
b^2 (|\epsilon|, 1_{r \geq b^{-1/2}} (\frac{r^2 - 2r\phi'_{A}(r)}{4}) [\Lambda Q^{(\eta)}]_b) r
\]
\[\lesssim b \| \epsilon \|_{H^\infty_m} \| 1_{r \geq b^{-1/2}} r^2 Q \|_{L^2} + b \| \epsilon \|_{L^\infty} (|r^2 Q|)_{r = b^{-1/2}}\]
\[\lesssim b^2 \| \epsilon \|_{H^\infty_m}^2.\]

This completes the proof. \( \square \)

**Proof of Lemma 6.2.** The coercivity (6.57) follows from (6.40), (6.51).

We turn to show the derivative estimate (6.58). Note that
\[ \lambda^2 \partial_r I_A = (-2\lambda \eta + \partial_r)(E^{(\eta) \Phi}_w [\epsilon] + b \Phi_A [\epsilon] + \frac{\eta^2}{2} M(\epsilon)) \]

On one hand, by the modulation estimate, we have
\[-\frac{2\lambda \eta}{\lambda} (E^{(\eta) \Phi}_w [\epsilon] + b \Phi_A [\epsilon] + \frac{\eta^2}{2} M(\epsilon)) = -\frac{2\lambda \eta}{\lambda} E^{(\eta) \Phi}_w [\epsilon] + b \eta \theta \eta M(\epsilon) + Err.\]

Unlike the term \(-\frac{2\lambda \eta}{\lambda} \Phi_A [\epsilon] \), we cannot view \( b \eta \theta \eta M(\epsilon) \) as an error term. Thus we are crucially using the sign condition \( b, \eta \geq 0 \).

On the other hand, we use (6.42) and (6.52) to compute
\[
\partial_r [E^{(\eta) \Phi}_w [\epsilon] + b \Phi_A + \frac{\eta^2}{2} M]
\]
\[= \frac{\lambda}{\lambda} \left( (R_{w^2 - w^3}, \Lambda z^3) + (L_{w^2} \epsilon + R_{w^2 - w^3}, (\Lambda - \Lambda_A) \epsilon) \right)
\]
\[+ (6.62) + (6.63) + Err,\]

where
(6.62) \[ - (\gamma_s - \eta \theta \eta)(L_{w^2} \epsilon + R_{w^2 - w^3}, i \epsilon) r, \]
(6.63) \[ (L_Q^{(\eta)} - ib\Lambda_A \epsilon + \eta \theta^{(\eta)} \epsilon, \left( \frac{\lambda}{\lambda} + b \right) [\Lambda Q^{(\eta)}]_b - (\gamma_s - \eta \theta \eta) i Q^{(\eta)}_b) r.\]

We show that (6.62) and (6.63) can be absorbed into \( Err \). Indeed, (6.62) is absorbed into \( Err \) by observing
\[ |\gamma_s - \eta \theta \eta| \lesssim |\theta_{z^2 - Q^{(\eta)}_b}| + |\gamma_s - \eta \theta \eta| \lesssim \alpha^2 + \| \epsilon \|_{H^\infty_m}^2,\]
\[| (L_{w^2} \epsilon + R_{w^2 - w^3}, i \epsilon) r | \lesssim \| \epsilon \|_{H^\infty_m}^2.\]
For (6.63), we use Lemma 6.23, the modulation estimate (6.28), and degeneracy estimate (6.32) to get

\[
|||\text{(6.63)}||| \lesssim (\alpha^* \lambda^{m+3}|\log \lambda| + \alpha^* \lambda^2 \eta + \|\epsilon\|_{H^1_m}) \cdot \left(\lambda(a_A \to \infty(1) + \lambda^\frac{3}{2})\|\epsilon\|_{H^1_m}
+ \eta(\alpha^* \lambda^{m+2}|\log \lambda| + \alpha^* \lambda \eta + (\alpha^* + \lambda)T_m^{(\frac{\lambda}{2})}[\epsilon])\right).
\]

Applying the elementary bound (6.32) to get
\[
\text{\lambda} = \frac{\lambda^*}{\lambda} \left(2E_{w^3}(\epsilon) + \left(\mathcal{L}_{w^3} \epsilon + R_{w^3-w^3},(\Lambda - \Lambda_A)\epsilon, - (\Lambda - \Lambda_A)z^3\right)_r \right) + \text{Err}.
\]

One then integrate by parts the (\Lambda - \Lambda_A) portion to get

\[
\lambda^2 \partial_\lambda I_A - b\eta \theta_M [\epsilon] = \lambda^2 \frac{2}{\Lambda} E_{w^3}(\epsilon) - \left(\mathcal{L}_{w^3} \epsilon + R_{w^3-w^3},(\Lambda - \Lambda_A)\epsilon, - (\Lambda - \Lambda_A)z^3\right)_r + \text{Err},
\]

where \(E_{w^3}(\epsilon)\) is a deformation of \(E_{w^3}(\epsilon)\), which coincides \(E_{w^3}(\epsilon)\) when \(A = \infty\) formally. The precise formula of \(E_{w^3}(\epsilon)\) is given by the quadratic and higher parts of \(E_{w^3}(\epsilon)\), where

\[
E_{w^3}(\epsilon) = \frac{1}{2} \int \phi_A^\prime \partial_\lambda \epsilon \|\partial_\lambda \epsilon\|^2 - \frac{1}{8} \int (\Delta \phi_A)[\partial_\lambda \epsilon]^2
- \frac{1}{4} \int \Delta \phi_A/2 \|\partial_\lambda \epsilon\|^2 + \frac{1}{2} \int \phi_A \left(\frac{m + A_0 |\epsilon|^2}{r}\right)^2 |\epsilon|^2.
\]

More precisely,

\[
E_{w^3}(\epsilon) = \frac{1}{2} \int \phi_A^\prime \partial_\lambda \epsilon \|\partial_\lambda \epsilon\|^2 - \frac{1}{8} \int (\Delta \phi_A)[\partial_\lambda \epsilon]^2 + \frac{1}{2} \int \phi_A \left(\frac{m + A_0 |\epsilon|^2}{r}\right)^2 |\epsilon|^2
- \sum_{\psi_i, \psi_0 \in \{w^3, \epsilon\}, \#\{\psi_i, \psi_0\} \geq 2} \frac{1}{4} M_{4,0} + \frac{m}{2} M_{4,1} + \frac{1}{8} \sum_{\psi_i, \psi_0 \in \{w^3, \epsilon\}, \#\{\psi_i, \psi_0\} \geq 2} M_{6}.
\]

We further reduce (6.64) to

\[
\lambda^2 \partial_\lambda I_A = b\eta \theta_M [\epsilon] = 2bE_{w^3}(\epsilon) + \text{Err}.
\]

Indeed, we observe

\[
\left|\frac{\lambda^*}{\lambda} (R_{w^3-w^3},(\Lambda - \Lambda_A)z^3)_r \right| \lesssim A\alpha^* \lambda^2 \|\epsilon\|_{H^1_m},
\]

\[
\left|\frac{\lambda^*}{\lambda} (R_{w^3-w^3},(\Lambda - \Lambda_A)Q^{(\epsilon)}_b)_r \right| \lesssim \lambda(a_A \to \infty(1) + \lambda)\|\epsilon\|_{H^1_m}^2 + \lambda^2 \|\epsilon\|_{L^2} \|\epsilon\|_{H^1_m},
\]

\[
\left|\left(\frac{\lambda^*}{\lambda} + b\right)E_{w^3}(\epsilon)\right| \lesssim \lambda^{\frac{3}{2}} \|\epsilon\|_{H^1_m}^2,
\]

using

\[
\left|\frac{\lambda^*}{\lambda} \right| \lesssim \lambda, \quad |\Lambda_A z^3| \lesssim A(|\partial_\lambda z^3| + |r^{-1} z^3|), \quad |(\Lambda - \Lambda_A)Q^{(\epsilon)}_b| \lesssim 1_{r > A}(r^{-3} + br^{-1}),
\]

the modulation estimate (6.28), and weak bootstrap hypothesis (5.25).

We now treat the term \(2E_{w^3}(\epsilon)\) to conclude the proof of (6.58). Recall the expression (6.65). We can replace all the occurences of \(w^3\) by \(Q\). Indeed, we use
the multilinear estimates (Lemma 2.2) with \( \|w^b - Q\|_{L^2} \lesssim \alpha^* + \lambda |\log \lambda|^3 \) to see that those terms only contribute up to errors \((\alpha^* + \lambda |\log \lambda|^3)\|\epsilon\|^2_{H^1_{\text{phys}}} \). Moreover, we can eliminate terms containing at least three \( \epsilon \)'s up to errors \( \|\epsilon\|_{L^2}\|\epsilon\|^2_{H^1_{\text{phys}}} \). Thus we have (recall the formula of \( \mathcal{J}_\lambda \) given in (6.59))

\[
E_{w^b}(\eta^q)[\epsilon] = \mathcal{J}_\lambda - \frac{1}{8} \int (\Delta^2 \phi_A)[\epsilon|^2 + O((\alpha^* + \|\epsilon\|_{L^2} + \lambda |\log \lambda|^3)\|\epsilon\|^2_{H^1_{\text{phys}}} \).
\]

Substituting this into (6.66), we conclude (6.58).

The quantity

\[
- \frac{1}{8} \int (\Delta^2 \phi_A)[\epsilon|^2
\]

does not have a good sign. Moreover, a crude bound

\[
\left| \int (\Delta^2 \phi_A)[\epsilon|^2 \right| \lesssim \left| \int \frac{1}{1 + r} A_r \left| \frac{\epsilon}{r}\right|^2 \right| \lesssim \|r^{-1} \epsilon\|^2_{L^2} \lesssim \|\epsilon\|^2_{H^1_{\text{phys}}}
\]

does not suffice. In order to go beyond this borderline, we crucially use the bound

\[
|\Delta^2 \phi_A| \lesssim 1 + \frac{A}{r^3},
\]

which should be better than \( \frac{1}{r^3} \). We will use an average argument.

We finally define the Lyapunov/virial functional by

\[
\mathcal{I} := \frac{2}{\log A} \int_{A/2}^A \mathcal{J}_A \frac{dA'}{A'} = \lambda^2 - \frac{2}{\log A} \int_{A/2}^A b \phi_A \left[ \frac{dA'}{A'} \right] + \frac{\eta^q}{2} M[\epsilon].
\]

**Proposition 6.24 (Lyapunov/virial functional).** We have

(6.67) \( \lambda^2 \mathcal{I} - \frac{\eta^q}{2} M[\epsilon] + O((\alpha^* + \lambda |\log \lambda|^3)\|\epsilon\|^2_{H^1_{\text{phys}}} + A\lambda\|\epsilon\|_{L^2}\|\epsilon\|^2_{H^1_{\text{phys}}}) \sim \|\epsilon\|^2_{H^1_{\text{phys}}}, \)

(6.68) \( \lambda^2 \partial_r \mathcal{I} \geq \text{Err}. \)

**Proof.** The coercivity (6.67) follows from (6.57) and an averaging process.

We turn to show (6.68). Let

\[
\mathcal{J} := \frac{2}{\log A} \int_{A/2}^A \mathcal{J}_A \frac{dA'}{A'}.
\]

From the expression (6.58) and \( b \lesssim \lambda \), it suffices to show

(6.69) \( \frac{2}{\log A} \int_{A/2}^A \left( \frac{1}{8} \int (\Delta^2 \phi_A)[\epsilon|^2 \right) \frac{dA'}{A'} = o_{A \to \infty}(1)\|\epsilon\|^2_{H^1_{\text{phys}}}, \)

and

(6.70) \( \mathcal{J} \geq o_{A \to \infty}(\|\epsilon\|^2_{H^1_{\text{phys}}}). \)

We first show (6.69). The crucial observations are

\[
\frac{2}{\log A} = o_{A \to \infty}(1) \quad \text{and} \quad \int_{A/2}^A |\Delta^2 \phi_A| \frac{dA'}{A'} \lesssim 1 + \frac{A}{r^2}.
\]

By Fubini's theorem, we see that

\[
\frac{2}{\log A} \left| \int_{A/2}^A \left( \frac{1}{8} \int (\Delta^2 \phi_A)[\epsilon|^2 \right) \frac{dA'}{A'} \right| \lesssim o_{A \to \infty}(1)\|r^{-1} \epsilon\|^2_{L^2}.
\]

This shows (6.69).

The rest of the proof is devoted to show the almost positivity (6.70). As there is a truncation on the region \( r \leq A' \) in the expression (6.59) of \( \mathcal{J}_A \), it is natural to compare \( \mathcal{J}_A \) with a truncated version of \( \frac{1}{2} L_Q \epsilon \) on \( r \leq A' \). To realize this, we decompose the outermost integral \( \int \mathcal{J}_A \) as \( \int 1_{r \leq A'} + \int 1_{A' < r < A} \mathcal{J}_A \).
\(1_{r > A'} = J_{A'}^{(\leq)} + J_{A'}^{(>)}.\) If we can show that \(J_{A'}^{(\leq)} \approx \frac{1}{2} \|L_Q \epsilon\|_{L^2(r \leq A')}^2\) and \(J_{A'}^{(>)} \geq 0\) in an averaged sense, then the almost positivity of \(J\) would follow.

For \(J_{A'}^{(\leq)}\), we can replace \(\phi_{A'}(r)\) by \(\frac{1}{r^2}\) and expect that \(J_{A'}^{(>)}\) is close to \(\frac{1}{2} \|L_Q \epsilon\|_{L^2(r \leq A')}^2\).

We claim that

\[
\frac{2}{\log A} \int_{A_{1/2}}^A \frac{J_{A'}^{(\leq)}(r) dA'}{A'} = \frac{1}{\log A} \int_{A_{1/2}}^A \left( \int_{1 \leq r \leq A'} |L_Q \epsilon|^2 \frac{dA'}{A'} + o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}) \right).
\]

To see this, we observe by integration by parts that

\[
\frac{1}{2} \left( \int_{1 \leq r \leq A'} |L_Q \epsilon|^2 \right) - J_{A'}^{(\leq)} = 2\pi \cdot \left( \frac{1}{2} (m + A_0[Q]) |\epsilon|^2 - \epsilon \partial_r (Q \int_0^r \text{Re}(Q \epsilon') r' dr') \right) \bigg|_{r = 0}^{A'}.
\]

Note that the boundary value at \(r = 0\) clearly vanishes. We can estimate the above as

\[
\left| \frac{1}{2} \left( \int_{1 \leq r \leq A'} |L_Q \epsilon|^2 \right) - J_{A'}^{(\leq)} \right| \lesssim |\epsilon(s, A')|^2 + o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}).
\]

Notice that we should not use a crude bound \(|\epsilon(s, A')|^2 \lesssim \|\epsilon\|^2_{H^1_m}\), which leads to an unacceptable error. Recalling that \(J\) is an averaged version of \(J_{A'}\) (this is also one of the reason why we need to average \(J_{A'}\)), we obtain

\[
\frac{2}{\log A} \int_{A_{1/2}}^A \left[ J_{A'}^{(\leq)} - \frac{1}{2} \left( \int_{0}^{A'} 1_{r \leq A'} |L_Q \epsilon|^2 \right) \frac{dA'}{A'} \right]
\lesssim \frac{2}{\log A} \int_{A_{1/2}}^A \frac{|\epsilon(s, A')|^2}{(A')^2} A' dA' + o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}) \lesssim o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}).
\]

This proves (6.71).

For \(J_{A'}^{(>)}\), we claim that

\[
\frac{2}{\log A} \int_{A_{1/2}}^A J_{A'}^{(>)} \frac{dA'}{A'} \geq o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}).
\]

To see this, we use smallness of \(\|Q 1_{r > A'}\|_{L^2} \lesssim (A')^{-(m+1)}\) to rearrange

\[
J_{A'}^{(>)} = \frac{1}{2} \int 1_{r \geq A'} \phi_{A'} \left( |\partial_r \epsilon|^2 + \frac{1}{2} \int 1_{r \geq A'} \phi_{A'} \left( \frac{m + A_0[Q]}{r} \right)^2 |\epsilon|^2 + o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}) \right).
\]

Discarding nonnegative terms and averaging in \(A'\), we obtain (6.72).

Gathering the estimates (6.71) and (6.72), we obtain

\[
J \geq o_{A \to \infty}(\|\epsilon\|^2_{H^1_m}).
\]

This completes the proof of (6.70), and hence the proposition.

6.6. Closing the bootstrap. Finally, we can finish the proof of our main bootstrap Lemma 5.3. The main tools are modulation estimates (Lemma 6.12), \(L^2\)-estimate of \(\epsilon\) (Lemma 6.15), and Lyapunov/virial estimate (Proposition 6.24).

Proof of Lemma 5.3 (Finish). Applying (6.68) and the fundamental theorem of calculus with \(\epsilon(0) = 0\), we have

\[
\lambda^2 T(t) \leq \lambda^2 \int_t^0 \frac{1}{\lambda^2} (\partial_r T) dt' \lesssim \lambda^2 \int_t^0 \frac{1}{\lambda^2} |\text{Err}| dt'.
\]

Applying (6.67), we obtain

\[
\|\epsilon\|^2_{H^1_m} \lesssim (\alpha^* + \lambda^2) \|\epsilon\|^2_{H^1_m} + A \lambda \|\epsilon\|_{L^2} \|\epsilon\|_{H^1_m} + \lambda^2 \int_t^0 \frac{1}{\lambda^2} |\text{Err}| dt'.
\]
We then substitute into the above the $L^2$-bound \[6.35\], error bound \[6.39\], and maximal function estimate \[2.12\]. But we need an extra care when we substitute $\lambda \cdot A(\alpha^* \lambda \eta)^2$ in place of $\text{Err}$. Indeed, we estimate it as
\[
\lambda^2 \int_t^0 \frac{1}{\lambda^2} \cdot \lambda A(\alpha^* \lambda \eta)^2 dt' = A \lambda^2 \int_t^0 \frac{(\alpha^* \eta)^2}{\lambda} dt' \lesssim A \lambda^2 \int_t^0 \frac{(\alpha^* \eta)^2}{\lambda^2} dt' \lesssim A(\alpha^* \lambda^* \lambda^2 \eta^2)^2.
\]
Thus we obtain
\[
\| \varepsilon \|_{H_{m_n}^2}^2 \lesssim A(\alpha^* \lambda^{m+2} + \alpha^* \lambda^* \lambda^2 \eta^2)^2 + (\alpha^* + o_{A \to \infty}(1) + A \lambda^2)(\mathcal{T}_{H_{m_n}^2}^{(n, \frac{1}{2})}[\varepsilon])^2.
\]
Applying the time maximal function with \[2.10\] and \[2.11\], we get
\[
\mathcal{T}_{H_{m_n}^2}^{(n, \frac{1}{2})}[\varepsilon] \lesssim A\frac{1}{4}(\alpha^* \lambda^{m+2} + \alpha^* \lambda^* \lambda^2 \eta^2) + (\alpha^* + o_{A \to \infty}(1) + A \lambda^2)^2 \mathcal{T}_{H_{m_n}^2}^{(n, \frac{1}{2})}[\varepsilon].
\]
Note that $\mathcal{T}_{H_{m_n}^2}^{(n, \frac{1}{2})}[\varepsilon]$ has finite value.\footnote{As we are in the case $\eta > 0$, $\mathcal{T}_{H_{m_n}^2}^{(n, \frac{1}{2})}[\varepsilon]$ is by definition finite.} If we choose $A$ large such that $o_{A \to \infty}(1) \ll 1$ and $t_0$ small such that $A \lambda^2 \lesssim A(t_0) \lambda^2 \ll 1$, then for all sufficiently small $\alpha^*$ we have
\[
\| \varepsilon(t) \|_{H_{m_n}^2} \leq \mathcal{T}_{H_{m_n}^2}^{(n, \frac{1}{2})}[\varepsilon] \lesssim \alpha^* \lambda^{m+2} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
Applying this strong bound into Lemma \[6.35\] we get
\[
\| \varepsilon(t) \|_{L^2}^2 \lesssim \alpha^* \lambda^{m+2} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
We turn to estimate the size $|\alpha(t) - \langle t \rangle|$ and $|b(t) - |t||$. Applying the modulation estimates (Lemma \[6.12\]), we have
\[
\left| \left( \frac{\lambda^2}{b^2 + \eta^2} \right)_t \right| = \left| \frac{2}{\lambda^2} \left( \frac{\lambda^2}{b^2 + \eta^2} \right) \left( \frac{\lambda}{\lambda} + b \right) - \frac{\langle b \rangle^2 + \langle b \rangle^2}{b^2 + \eta^2} \right| \lesssim \alpha^* \lambda^{m+1} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
Integrating this from $t = 0$, we get
\[6.73\]
\[
\left| \frac{\lambda^2}{b^2 + \eta^2} - 1 \right| \lesssim \alpha^* \lambda^{m+1} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
By \[6.73\] and modulation estimates (Lemma \[6.12\]),
\[
|b_t + 1| = \frac{1}{\lambda^2} \left| \langle b \rangle^2 + \langle b \rangle^2 + \langle b \rangle^2 \left( \frac{\lambda}{b^2 + \eta^2} - 1 \right) \right| \lesssim \alpha^* \lambda^{m+1} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
Integrating this from $t = 0$, we have
\[
|b - |t|| \lesssim \alpha^* \lambda^{m+2} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
Substituting this into \[6.73\], we get
\[
|\alpha - \langle t \rangle| = \frac{|\lambda^2 - (b^2 + \eta^2) + (b^2 - |t|^2)|}{\lambda + \langle t \rangle} \lesssim \alpha^* \lambda^{m+2} + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
Finally, we estimate $\gamma(t)$. By \[6.28\],
\[
|\gamma_t - \gamma_0^\theta| \lesssim |\gamma_0^\theta - \gamma_0^\theta| \lesssim \alpha^* \lambda^m + \alpha^* \lambda^* \lambda^2 \eta^2.
\]
Integrating this, we get
\[ |\gamma - \gamma_0 - \gamma_{(\eta)}| \leq \alpha^* \lambda^{m+1} + \alpha^* \lambda^{\frac{1}{2}} \eta^{\frac{1}{2}}. \]
This completes the proof of Lemma 5.3. \( \square \)

Remark 6.25. The use of \( \mathcal{T}_{H_m}^{(\eta)}[\epsilon] \) is not necessary in the proof. One can indeed use \( \mathcal{T}_{H_m}^{(\eta,s)}[\epsilon] \) for any \( s \in (1, \frac{5}{4}] \). The condition \( s > 1 \) is used to have
\[ \lambda^2 \int_0^T \frac{1}{\lambda^4} \cdot \lambda (\mathcal{T}_{H_m}^{(\eta,s)}[\epsilon])^2 dt' \leq (\mathcal{T}_{H_m}^{(\eta,s)}[\epsilon])^2 \]
in \( \lambda^2 \int_0^T \frac{1}{\lambda^4} |\text{Err}| dt' \). The condition \( s \leq \frac{5}{4} \) is used to have
\[ \mathcal{T}_{\eta,s}^{(\eta,s)}[\alpha^* \lambda^{\frac{1}{2}} \eta^{\frac{1}{2}}] \leq \alpha^* \lambda^{\frac{1}{2}} \eta^{\frac{1}{2}}. \]

Remark 6.26. One can proceed the proof without using time maximal functions. In that way, however, one needs to assume stronger bootstrap hypothesis, for instance \( \mathcal{T}_{H_m}^{(\eta,s)} \). Using maximal functions, we can verify that weak bootstrap hypothesis suffices to propagate smallness of \( \epsilon \) to the past times.

7. Conditional uniqueness

This section is devoted to the proof of Theorem 1.2. As seen in the proof of Theorem 1.1, we have constructed blow-up solutions by a compactness argument. The (conditional) uniqueness of the constructed solutions was essential in the proof of Theorem 1.3 especially when we prove continuity of the map \( \eta \in [0, \eta_0] \mapsto u^{(\eta)} \). Overall argument here is similar to as in Sections 5 and 6. Given two solutions \( u_1 \) and \( u_2 \) satisfying the hypothesis of Theorem 1.2, we will each \( u_j \) using their own modulation parameters and \( \epsilon_j, \gamma_j \). After estimating differences of the modulation parameters, we show \( \epsilon = \epsilon_1 - \epsilon_2 = 0 \), by the Lyapunov/virial argument. Our approach is inspired by \[ ]^{50}.

We will decompose each \( u_j(t) \) using modulation parameters \( b_j(t), \lambda_j(t), \) and \( \gamma_j(t) \). We use the notation for modulated functions by
\[ f_{b,\lambda,\gamma}(x) := \frac{1}{\lambda} f_{b} \left( \frac{x}{\lambda} \right) e^{i \gamma}. \]
for \( (b, \lambda, \gamma) \in \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R}^+ \).

Next, we will use \( \frac{\partial}{\partial b} \) operations and dynamical rescalings. Importantly, in the \( \frac{\partial}{\partial b} \) operations, we only use \( \lambda_1(t) \) and \( \gamma_1(t) \). Namely, if \( f(s,y) \) and \( g(t,x) \) are functions of \( (s,y) \) and \( (t,x) \), respectively, then we denote
\[ f^b(t,x) = \frac{1}{\lambda_1(t)} f(s(t), \frac{1}{\lambda_1(t)} x) e^{i \gamma_1(t)}, \]
\[ g^b(s,y) = \lambda_1(s) g(t(s), \lambda_1(s) y) e^{-i \gamma_1(s)}. \]
The relation between \( (s,y) \) and \( (t,x) \) is given by
\[ \frac{ds}{dt} := \frac{1}{\lambda_1} \quad \text{and} \quad y := \frac{x}{\lambda_1}. \]

\[ ^{26} \text{There is another strategy to prove the conditional uniqueness, used in} \ [50,57] \text{in the context of NLS. There, they do not impose any orthogonality conditions on} \ \epsilon. \ \text{Rather, they use a Lyapunov/virial argument to observe that} \ \epsilon \ \text{can be controlled by some inner products, say} \ \langle \epsilon, \psi_0 \rangle, \ \text{where} \ \psi \ \text{is in the generalized nullspace of the linearized operator. On the other hand, one can control} \ \langle \epsilon, \psi_b \rangle, \ \text{by a small constant times} \ \epsilon, \ \text{by differentiating it in the} \ s \ \text{-variable several times. This argument yields} \ \epsilon = 0. \ \text{However, in case of CSS, neither the quantities} \ \langle \epsilon, \psi_0 \rangle \ \text{nor} \ \langle \epsilon, |y|^2 Q_0 \rangle \ \text{make sense if} \ m \ \text{is in} \ \{1, 2\} \ \text{due to the lack of decay of} \ Q. \ \text{Because of this, we could not follow their strategy.} \]
Thus we will not use $\lambda_2(t)$ and $\gamma_2(t)$ when we rescale our solutions.

Finally, since we are in the $\eta = 0$ case, we will impose the special relation \((5.20)\) between $b_j$ and $\lambda_j$:

\[(7.2)\]
\[b_j(t) = |t|^{-1}(\lambda_j)^2(t) .\]

The reasons for \((7.2)\) are twofold. The first reason is as same as the dynamical law \((5.18)\) with $\eta = 0$; the relation \((7.2)\) cancels out the terms with the slowest spatial decay in the equation of $\epsilon_j$. Secondly, \((7.2)\) fixes the ratio $b_j/(\lambda_j)^2$ and makes $\| Q_{b_j, \lambda_j, 0} - Q_{b_2, \lambda_2, 0} \|_{L^2} \lesssim | \log (\Lambda^2 \lambda_j^2) |$ possible. One may compare this with the estimate $\| Q_{b} - Q \|_{L^2} \lesssim b | \log b |^{1/2}$, which is worse than \((7.4)\) by a logarithmic factor.

Having \((7.4)\) is crucial in the proof of Theorem 1.2.

**Lemma 7.1** (Estimate of difference). Let $(b_j, \lambda_j, \gamma_j) \in \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R}$ for $j \in \{1, 2\}$ be such that

\[(7.3)\]
\[
\frac{b_1}{(\lambda_1)^2} = \frac{b_2}{(\lambda_2)^2} \quad \text{and} \quad |b_1| + |\frac{\lambda_1}{\lambda_2} - 1| + |\gamma_1 - \gamma_2| \leq \frac{1}{2} .
\]

Then, we have

\[(7.4)\]
\[
\| \psi_{b_1} - \psi_{b_2} \|_{H^k_m} \lesssim \left( | \log \left( \frac{\lambda_1}{\lambda_2} \right) | + |\gamma_1 - \gamma_2| \right), \quad \forall \psi \in \{ Q, \Lambda Q \} .
\]

**Proof.** Define the path $f : [0, 1] \to H^1_m$ by

\[(7.5)\]
\[
f(\tau) := \psi_{b_1(\lambda_1^{-\tau} \lambda_2^\tau, \lambda_1^{-\tau} \lambda_2^\tau, \gamma_1 - \gamma_2, \gamma_2 - \gamma_1)} .
\]

Note that $f(0) = \psi_{b_1}$ and $f(1) = \psi_{b_2(\lambda_1^{-1} \lambda_2^2, \lambda_1^{-1} \lambda_2^2, \gamma_2 - \gamma_1)}$. Because of \((7.3)\), we observe

\[
\partial_\tau f = [- \log \left( \frac{\lambda_2}{\lambda_1} \right) \cdot A \psi + (\gamma_2 - \gamma_1) \cdot i \psi] b_1(\lambda_1^{-\tau} \lambda_2^\tau, \lambda_1^{-\tau} \lambda_2^\tau, \gamma_2 - \gamma_1, \gamma_2 - \gamma_1) .
\]

By the fundamental theorem of calculus and Minkowski’s inequality, the estimate \((7.4)\) follows. \(\square\)

7.1. **A priori estimates on $\epsilon_1$ and $\epsilon_2$.** Let

\[
\theta_{\text{cor}}(t) := - \int_0^\infty (-m - 2 + A_b(\zeta(t))) |\zeta(t)|^2 dr .
\]

Note that $\theta_{\text{cor}}$ is equal to $\theta_{z \to Q^\sharp_6}$ in earlier sections. Recall also that

\[
\gamma_{\text{cor}}(t) = - \int_t^0 \theta_{\text{cor}}(t') dt' .
\]

**Lemma 7.2** (A priori estimates on $\epsilon_1$ and $\epsilon_2$). Assume that two solutions $u_1$ and $u_2$ satisfy the hypothesis of Theorem 1.2 for some sufficiently small $c > 0$. For each $j \in \{1, 2\}$, there exists unique $(b_j(t), \lambda_j(t), \gamma_j(t)) \in \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R}$ for all $t$ near $0$ satisfying the following properties.

1. **(Decomposition)** $u_j$ has the decomposition

\[(7.6)\]
\[
u_j(t, x) = \frac{e^{i \gamma_j(t)}}{\lambda_j(t)} Q_{b_j(t)} \left( x \frac{\lambda_j(t)}{\lambda_j(t)} \right) + z(t, x) + \frac{e^{i \gamma_j(t)}}{\lambda_1(t)} \epsilon_j(t, x) \frac{x}{\lambda_1(t)} .
\]

\[\text{Heuristically speaking, the situation is similar to when we prove uniqueness assertion of the contraction mapping principle. The uniqueness is guaranteed when the map is Lipschitz continuous with the Lipschitz constant less than 1, not when the map is merely Hölder continuous.}\]
Finally, we notice

\[ |\frac{\lambda_j}{|t|} - 1| + |\gamma_j - \gamma_{\text{cor}}| + \|\epsilon_j\|_{H^1_m} + |t||\epsilon_j||L^2_m \lesssim c|t|^2. \]

\[ (\epsilon_j, [Z_{\text{re}}]_{\delta})_r = (\epsilon_j, [iZ_{\text{im}}]_{\delta})_r = 0, \]

\[ b_j = |t|^{-1}\lambda_j^2. \]

(2) (Equation of \( \epsilon_j \)) We have

\[ i\partial_t \epsilon_j^\lambda - L_{\omega_j} \epsilon_j^\lambda = i\left( \frac{(\lambda_j)^t}{\lambda_j} + |t|^{-1} \right) \Lambda Q|b_j, \lambda_j, \gamma_j + ((\gamma_j)t + \theta_{\text{cor}})Q_{b_j, \lambda_j, \gamma_j} \]

\[ + \tilde{R}_{b_j, \lambda_j, \gamma_j, z} + R_{uj-w_j}. \]

(3) (A priori modulation estimates) We have

\[ \left| \frac{(\lambda_j)^s}{\lambda_j} + \left( \frac{\lambda_1}{\lambda_j} \right)^2 b_j \right| + |(\gamma_j)s + (\lambda_1)^2 \theta_{\text{cor}}| \lesssim (\alpha^* + c)(\lambda_1)^2. \]

**Remark 7.3.** If we take the \( b \)-operation to (7.6) using \( \lambda_1 \) and \( \gamma_1 \), then we can write

\[ u_1^1 - u_2^1 = [Q_{b_1} - Q_{b_2, \lambda_2, \gamma_2}] + \epsilon_1 - \epsilon_2. \]

Here, we do not see modulation errors from \( z \). Notice also that \( \epsilon_1 \) and \( \epsilon_2 \) are in the same scale, so we can study \( \epsilon = \epsilon_1 - \epsilon_2 \) without modulation errors.

**Proof.** The decomposition of \( u_j \) will follow from the implicit function theorem. Let

\[ \tilde{u}_j(t, y) := |t| |u - z|(t, |t| y)e^{-r_{\gamma_{\text{cor}}}(t)}. \]

We then have

\[ \|\tilde{u}_j(t) - Q|t|\|_{H^1_m} \leq c|t|^2 \quad \text{and} \quad \|\tilde{u}_j(t) - Q|t||_{L^2_m} \leq c|t| \]

for all \( t \) near 0.

We first consider the case \( j = 1 \). For all \( t \) near 0, define the function \( F^{(t)}_1 : \hat{H}^1_m \times \mathbb{R} \times \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{R}^3 \) by

\[ F^{(t)}(v, b, \lambda, \gamma) := \left( \begin{array}{c} (v, [Z_{\text{re}}]_{b, \lambda, \gamma})_r - (Q, Z_{\text{re}})_r \\ (v, [iZ_{\text{im}}]_{b, \lambda, \gamma})_r - (Q, Z_{\text{im}})_r \\ b - |t|\lambda^2 \end{array} \right). \]

Because of \( Z_{\text{re}}, Z_{\text{im}} \in C^\infty_{c, m}(0, \infty) \), we see that \( F^{(t)}_1 \) is well-defined and in fact smooth. Note that

\[ \delta F^{(t)}_1 \partial_v = \left( \begin{array}{c} [Z_{\text{re}}]_{b, \lambda, \gamma} \\ [iZ_{\text{im}}]_{b, \lambda, \gamma} \\ 0 \end{array} \right) = \left( \begin{array}{c} Z_{\text{re}} \\ iZ_{\text{im}} \\ 0 \end{array} \right) + O((|t| + |\lambda - 1| + |\gamma|) \]

and

\[ \partial F^{(t)}_1 \partial_{(b, \lambda, \gamma)} = \left( \begin{array}{ccc} 0 & -Q, Z_{\text{re}} \rangle_r & 0 \\ 0 & 0 & (Q, Z_{\text{im}})_r \\ 0 & 0 & 1 \end{array} \right) \]

\[ + O(|v - Q|_{H^1_m} + |t| + |b + |\lambda - 1| + |\gamma|). \]

Finally, we notice \( F^{(t)}_1(Q|t|, |t|, 1, 0) = 0 \) and recall (7.12). By the above estimates, we can apply the implicit function theorem uniformly in \( t \) near 0 to have unique \((\tilde{b}_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t))\) such that

\[ F^{(t)}_1(\tilde{u}_1(t), \tilde{b}_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)) = 0 \]

and

\[ |\tilde{b}_1(t) - |t| + |\tilde{\lambda}_1(t) - 1| + |\tilde{\gamma}_1(t)| \lesssim c|t|^2. \]
We now define
\[(b_1, \lambda_1, \gamma_1) := (\tilde{b}_1, |t|\tilde{\lambda}_1, \tilde{\gamma}_1 + \gamma_{\text{cor}})\]
and recall the definition of \(\tilde{u}_1\). The conditions \((7.8)\) and \((7.9)\) for \(j = 1\) are clearly satisfied. For the estimate \((7.7)\), we note that
\[
\|c\|_{H^1_m} = \|\tilde{u}_1\|_{\Lambda^{-1}(t), -\tilde{\gamma}_1(t)} - Q_{b_1(t)}\|_{H^1_m} \\
\lesssim \|\tilde{u}_1 - Q_{|t|}\|_{H^1_m} + \|Q_{|t|} - Q_{b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)}\|_{H^1_m} \lesssim |t|^2.
\]
Here the last inequality exploits \((7.4)\). The \(L^2\)-estimate can be done similarly. This shows \((7.7)\) for \(j = 1\).

We now consider the case \(j = 2\). For all \(t\) near 0, define the function \(F_2^{(t)} : \dot{H}^1_m \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}^3\) by
\[
F_2^{(t)}(v, b, \lambda, \gamma) := \left( \begin{array}{c} (v - Q_{b, \lambda, \gamma}, [Z_{\text{re}}]_{b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)})_r \\ (v - Q_{b, \lambda, \gamma}, [iZ_{\text{im}}]_{b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)})_r \\ b - |t|\lambda^2 \end{array} \right).
\]
Because of \(Z_{\text{re}}, Z_{\text{im}} \in C^\infty_c(0, \infty)\), we see that \(F_2^{(t)}\) is smooth. We note that
\[
\frac{\delta F_2^{(t)}}{\delta v} = \left( \begin{array}{c} Z_{\text{re}}|_{b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)} \\ iZ_{\text{im}}|_{b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)} \\ 0 \end{array} \right) = \left( \begin{array}{c} Z_{\text{re}} \\ iZ_{\text{im}} \\ 0 \end{array} \right) + O_{(\dot{H}^1_m)}(|c|t^2)
\]
and
\[
\frac{\partial F_2^{(t)}}{\partial (b, \lambda, \gamma)} = \left( \begin{array}{ccc} 0 & -(\Lambda Q, Z_{\text{re}})_r & 0 \\ (Q, \frac{|w|^2}{1}Z_{\text{im}})_r & 0 & (Q, Z_{\text{im}})_r \\ 0 & 0 & 0 \end{array} \right)
\]
\[+ O(\|v - Q\|_{H^1_m} + |t| + |b| + |\lambda - 1| + |\gamma|)).
\]
Notice that \(F_2^{(t)}(Q_{b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)}, b_1(t), \tilde{\lambda}_1(t), \tilde{\gamma}_1(t)) = 0\). Applying the implicit function theorem, there exists unique \((\tilde{b}_2(t), \tilde{\lambda}_2(t), \tilde{\gamma}_2(t))\) such that
\[
F_2^{(t)}(\tilde{u}_2(t), \tilde{b}_2(t), \tilde{\lambda}_2(t), \tilde{\gamma}_2(t)) = 0
\]
and
\[
|\tilde{b}_2(t) - b_1(t)| + |\tilde{\lambda}_2(t) - \tilde{\lambda}_1(t)| + |\tilde{\gamma}_2(t) - \gamma_2(t)| \lesssim |t|^2.
\]
If we define
\[(b_2, \lambda_2, \gamma_2) := (\tilde{b}_2, |t|\tilde{\lambda}_2, \tilde{\gamma}_2 + \gamma_{\text{cor}}),\]
apply \((7.13)\), recall the definition of \(\tilde{u}_2\), and proceed as in the case \(j = 1\), then \((7.7)\) to \((7.9)\) for \(j = 2\) follows. This completes the proof of the decomposition part of our lemma.

The equation \((7.10)\) of \(\epsilon_j^2\) is clear from \((6.26)\) with \(\eta = 0\). We turn to the \(z\)-operation to \((7.10)\) and get
\[
i\partial_z \epsilon_j - L_{w_j^0} \epsilon_j + ib_1 \Lambda \epsilon_j
\]
\[
= i \left( \frac{(\lambda_j)_s}{\lambda_j} + \frac{(\lambda_1)_s}{(\lambda_1)_s} b_j \right)[\Lambda Q]_{b_j, \lambda_j, \gamma_j - \gamma_1} + ((\gamma_j)_s + (\lambda_1)_s \theta_{\text{cor}})Q_{b_j, \lambda_j, \gamma_j - \gamma_1} \\
+ i \left( \frac{(\lambda_1)_s}{\lambda_1} + b_1 \right) \Lambda \epsilon_j + (\gamma_1)_s \epsilon_j + \tilde{R}_Q_{b_j, \lambda_j, \gamma_j - \gamma_1} + R_{w_j^0 - w_j^1}.
\]
We then take the inner product of \((7.14)\) with \(i\psi_{b_1}\) for \(\psi \in \{Z_{\text{re}}, iZ_{\text{im}}\}\) and using the orthogonality condition \((\epsilon, \psi_{b_1})_r = 0\). In case of \(j = 1\), by the computation as...
in Lemma 6.12 we get
\[
\left| \frac{(\lambda_1)}{\lambda_1} + b_1 + |(\gamma_1)_s + (\lambda_1)^2 \theta_{\text{cor}}| \lesssim \alpha^*(\lambda_1)^{m+3}| \log \lambda_1 | + \| \epsilon_1 \|_{H^m_{\alpha \gamma}} \lesssim (\alpha^* + \epsilon)(\lambda_1)^2.
\]
Because of (7.2), we get
\[
|(b_1)_s + (b_1)^2| \lesssim \epsilon(\lambda_1)^3.
\]
Thus we have shown (7.11) for \( j = 1 \). In case of \( j = 2 \), we get
\[
\left( \frac{(\lambda_2)_s}{\lambda_2} + (\lambda_2)^2 \right)b_2 \left( |\Lambda Q|_{|b_2, \frac{\lambda_2}{\lambda_2}, \gamma_2 - \gamma_1, |z| = \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}|}, \psi_{b_2} \right)_r + \left( |(\gamma_2)_s + (\lambda_2)^2 \theta_{\text{cor}}|Q_{b_2, \frac{\lambda_2}{\lambda_2}, \gamma_2 - \gamma_1, |z| = \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}|}, \psi_{b_2} \right)_r
\]
\[
= \left( \epsilon_2, L \mathcal{Q}_{w_2} \right)_r + \frac{(\lambda_2)}{\lambda_1}((\epsilon_2, \Lambda \psi_{b_2})_r - (\gamma_2)_s(\epsilon_2, i \psi_{b_2})_r + (b_2)(\epsilon_2, i \frac{|\gamma^2|}{4} \psi_{b_2})_r + (R_{w_2 - w_2, i \psi_{b_2}})_r.
\]
Substituting the modulation estimates for \((b_1, \lambda_1, \gamma_1)_s\) and estimating all the inner products by \( \| \epsilon_2 \|_{H^m_{\alpha \gamma}} + \alpha^*(\lambda_1)^{m+3}| \log \lambda_1 | \), we get (7.11) for \( j = 2 \). \( \Box \)

7.2. Estimates of \( \epsilon \).

The main goal of this section is to derive the equation of \( \epsilon \) and estimate error terms. The strategy is similar to that in Sections 6.1 and 6.3. Main issue here is to estimate the difference of two modulated profiles.

By (7.10), the difference \( \epsilon = \epsilon_1 - \epsilon_2 \) satisfies
\[
i \partial_t \epsilon^2 - L \mathcal{Q}_{b_1, \lambda_1, \gamma_1} \epsilon^2
\]
\[
= i \left[ \log \left( \frac{\lambda_1}{\lambda_2} \right) \right]_t [\Lambda Q]_{b_1, \lambda_1, \gamma_1} + [\gamma_1 - \gamma_2] R_{b_1, \lambda_1, \gamma_1} + (\lambda_1)^{-2} \Gamma^2,
\]
where
\[
(\lambda_1)^2 \Gamma^2 := i \left( \frac{(\lambda_2)_s}{\lambda_2} + |t|^{-1} \right) ([\Lambda Q]_{b_1, \lambda_1, \gamma_1} - [\Lambda Q]_{b_2, \lambda_2, \gamma_2})
\]
\[
+ ((\gamma_1)_s + \theta_{\text{cor}})(Q_{b_1, \lambda_1, \gamma_1} - Q_{b_2, \lambda_2, \gamma_2}) + (L w_1 - L Q_{b_1, \lambda_1, \gamma_1} + (L w_1 - L w_2) \epsilon^2 + (R_{w_1 - w_2} - R_{q_{b_1, \lambda_1, \gamma_1}} - \tilde{R}_{q_{b_2, \lambda_2, \gamma_2}}).
\]
Applying the \( b \) operation, we get
\[
i \partial_t \epsilon - L Q_{b_1, \epsilon} + ib_1 \Lambda \epsilon
\]
\[
= i \left[ \log \left( \frac{\lambda_1}{\lambda_2} \right) \right]_t [\Lambda Q]_{b_1} + [\gamma_1 - \gamma_2] R_{b_1} + i \left( \frac{(\lambda_1)_s}{\lambda_1} + b_1 \right) \Lambda \epsilon + (\gamma_1)_s \epsilon + \Gamma,
\]
where
\[
\Gamma := i \left( \frac{(\lambda_2)_s}{\lambda_2} + \frac{\lambda_1^3}{\lambda_2^2} \right) ([\Lambda Q]_{b_1} - [\Lambda Q]_{b_2, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}})
\]
\[
+ ((\gamma_2)_s + (\lambda_2)^2 \theta_{\text{cor}})(Q_{b_1} - Q_{b_2, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}}) + (L w_1 - L Q_{b_1}) \epsilon + (L w_1 - L w_2) \epsilon^2
\]
\[
+ (R_{w_1 - w_2} - R_{w_2 - w_2}) + \tilde{R}_{q_{b_1, \lambda_1, \gamma_1}} - \tilde{R}_{q_{b_2, \lambda_2, \gamma_2}}.
\]

Lemma 7.4 (Various estimates). We have
(1) \( (H^m_{\alpha \gamma}) \text{- estimate of the difference} \) We have
\[
\| \psi_{b_1} - \psi_{b_2, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}, \frac{\lambda_2}{\lambda_2}} \|_{H^m_{\alpha \gamma}} \lesssim (\lambda_1)^{-1} T^{(\frac{\lambda_2}{\lambda_2})}[\epsilon], \hspace{1cm} \forall \psi \in \{ \Lambda Q, iQ \}.
\]
(2) \((H^1_m\text{-estimate of } \Gamma)\) We have
\[
\| \Gamma \|_{H^1_m} \lesssim (\alpha^* + c) \lambda_1 T^{(\frac{1}{2})}_{H^1_m}[\epsilon].
\]

(3) \((\text{Modulation estimate})\) We have
\[
\left[ \left( \log \left( \frac{\lambda_1}{\lambda_2} \right) \right) \right]_s + [\gamma_1 - \gamma_2] \lesssim T^{(\frac{1}{2})}_{H^1_m}[\epsilon].
\]

Proof. We first claim \(\| \Gamma \|_{H^1_m} \lesssim (\alpha^* \lambda_1 + c(\lambda_1^2))\| \epsilon \|_{H^1_m} + (\alpha^* + c)(\lambda_1)^2 \left( \left( \log \left( \frac{\lambda_1}{\lambda_2} \right) \right) + |\gamma_1 - \gamma_2| \right).\)

To see this, we show that each term of \((7.18)\) can be estimated by the RHS of \((7.22)\). The first two terms of \((7.18)\) can be treated by \((7.11)\) and \((7.4)\). For the third term of \((7.18)\), since
\[w_1^1 = Q_{b_1} + z^5,\]
we can write
\[
(\mathcal{L}w_1^1 - \mathcal{L}_{Q_{b_1}})\epsilon
= \sum_{\psi_1,\psi_2,\psi_3 \in \{Q_{b_1},z^5,\epsilon\}, \#\{j: \psi_j = \epsilon\} = 1, \#\{j: \psi_j = z^5\} \geq 1} \sum_{\psi_1,\psi_2,\psi_3 \in \{Q_{b_1},z^5,\epsilon\}, \#\{j: \psi_j = \epsilon\} = 1, \#\{j: \psi_j = z^5\} \geq 1} [N_{3,0} + N_{3,1} + N_{3,2}] + \sum_{N_{5,1} + N_{5,2}}[N_{5,1} + N_{5,2}].
\]

We then apply \((2.28)\) by distributing two \(\dot{H}^1_m\) norms to \(z^5\) and \(\epsilon\) to get
\[
\| (\mathcal{L}Q_{b_1} - \mathcal{L}_{w_1^1})\epsilon \|_{H^1_m} \lesssim \alpha^* \lambda_1 \| \epsilon \|_{H^1_m}.
\]

For the fourth term of \((7.18)\), we write
\[w_1^1 = (Q_{b_1} - Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1}) + w_2^5\]
and proceed as above by distributing two \(\dot{H}^1_m\) norms to \(Q_{b_1} - Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1}\) and \(\epsilon\).

By \((2.28), (7.4), \text{and } (7.7)\), we get
\[
\| (\mathcal{L}w_1^1 - \mathcal{L}_{w_2^5})\epsilon \|_{H^1_m} \lesssim \| Q_{b_1} - Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1} \|_{\dot{H}^1_m} \| \epsilon \|_{H^1_m}
\lesssim c(\lambda_1)^2 \left( \left( \log \left( \frac{\lambda_1}{\lambda_2} \right) \right) + |\gamma_1 - \gamma_2| \right).
\]

Next, we treat the fifth term of \((7.18)\). We write
\[w_1^1 = (Q_{b_1} - Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1}) + w_2^5\]
and \(\epsilon_1 = \epsilon + \epsilon_2\).

We distribute two \(\dot{H}^1_m\) norms to either the pair \(\epsilon_1\) and \(Q_{b_1} - Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1}\), or \(\epsilon\) and \(\epsilon_2\). By \((2.28), (7.4), \text{and } (7.7)\), we have
\[
\| R_{w_1^1 - w_2^5} - R_{w_2^5 - w_2^5} \|_{H^1_m}
\lesssim (\| Q_{b_1} - Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1} \|_{H^1_m} + \| \epsilon \|_{H^1_m}) (\| \epsilon_1 \|_{H^1_m} + \| \epsilon_2 \|_{H^1_m})
\lesssim c(\lambda_1)^2 \left( \left( \log \left( \frac{\lambda_1}{\lambda_2} \right) \right) + |\gamma_1 - \gamma_2| + \| \epsilon \|_{H^1_m} \right).
\]

Finally, we treat the last term of \((7.18)\). We write
\[
\tilde{R}_{Q_{b_1, z^5} - \tilde{R}Q_{b_2, \frac{\lambda_1^2}{\lambda_2^2} \gamma_2 - \gamma_1, z^5} = \int_0^1 \partial_1 (\tilde{R}_{f(r)}, z^5) dr,
\]
where \( f(\tau) \) is the path connecting \( Q_{b_1} \) and \( Q_{b_2} \) as in (7.5). Observe that
\[
\sup_{\tau \in [0,1]} |\partial_\tau f(\tau)| \lesssim \left( \left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \right) F_{m,m+2},
\]
\[
\sup_{\tau \in [0,1]} |\partial_\tau \partial_\tau f(\tau)| + |r^{-1} \partial_\tau f(\tau)| \lesssim \left( \left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \right) (F_{m-1,m+3} + \lambda_1 F_{m+1,m+1}).
\]
Recalling the proof of Lemma 6.2 and applying Minkowski’s inequality, we get
\[
\| \tilde{R}_{Q_{b_1},z^3} - \tilde{R}_{Q_{b_2},z^3} \|_{L^2_{\text{h}}} \lesssim \left( \left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \right) \cdot \alpha^* \lambda_1^{m+3} |\log \lambda_1|.
\]
This proves the claim.

We now claim the following preliminary version of the modulation estimates:
\[
(7.23) \quad \left[ \left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \right] \lesssim \| \epsilon \|_{L^2_{\text{h}}} + \| \Gamma \|_{L^2}.
\]
Indeed, we proceed as in the proof of Lemma 6.11 to compute
\[
0 = \partial_{\epsilon}(\epsilon, \psi_{b_1})_\tau = (\epsilon, [L_Q \psi]_{b_1})_\tau + \left[ \log \left( \frac{\lambda_1}{\lambda_2} \right) \right] (\Lambda Q, \psi)_\tau + |\gamma_1 - \gamma_2| (Q_i \psi)_\tau
\]
\[
\quad - \left( \frac{\lambda_1}{\lambda_2} \right) b_1 (\epsilon, \Lambda \psi)_{b_1} + (\gamma_1) (\epsilon, i \psi)_{b_1} + \Gamma (\epsilon, i \psi)_{b_1}
\]
for all \( \psi \in \{ \mathcal{Z}_{\text{re}}, i \mathcal{Z}_{\text{im}} \} \). Using \( (\epsilon, [L_Q \psi]_{b_1})_\tau \lesssim \| \epsilon \|_{L^2_{\text{h}}} \) and (7.11), we conclude (7.23).

With (7.4), (7.22), and (7.23) in hand, we are now in position to conclude the proof. We use (7.23), (7.22), and the fundamental theorem of calculus to get
\[
\left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \lesssim \int_0^t \frac{1}{\lambda_1} (\| \epsilon \|_{L^2_{\text{h}}} + \| \Gamma \|_{L^2}) dt'
\]
\[
\lesssim \frac{1}{\lambda_1} \left( \mathcal{T}^{(\frac{1}{2})}_{H^m_{\text{h}}} \| \epsilon \|_{L^2_{\text{h}}} + c(\lambda_1)^2 \mathcal{T}^{(\frac{1}{2})} \left[ \left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \right] \right).
\]
Taking \( \mathcal{T}^{(\frac{1}{2})} \) to the above and using (2.10) and (2.11), we get
\[
\mathcal{T}^{(\frac{1}{2})} \left[ \left| \log \left( \frac{\lambda_1}{\lambda_2} \right) \right| + |\gamma_1 - \gamma_2| \right] \lesssim \lambda_1^{-1} \mathcal{T}^{(\frac{1}{2})}_{H^m_{\text{h}}} \| \epsilon \|_{L^2_{\text{h}}}.
\]
Substituting this into (7.3), (7.22), and (7.23) again, we obtain (7.19), (7.20), and (7.21), respectively. This completes the proof. \( \Box \)

We also have \( L^2 \)-estimate of \( \epsilon \).

**Lemma 7.5 (\( L^2 \)-estimate of \( \epsilon \)).** We have
\[
(7.24) \quad \| \epsilon \|_{L^2} \lesssim (\lambda_1)^{-\frac{1}{2}} \mathcal{T}^{(\frac{1}{2})}_{H^m_{\text{h}}} \| \epsilon \|_{L^2_{\text{h}}}.
\]

**Proof.** We recall the equation of \( \epsilon^t \) in the following form
\[
i \partial_t \epsilon^t + \Delta_m \epsilon^t = \left[ \log \left( \frac{\lambda_1}{\lambda_2} \right) \right] \left[ \Lambda Q \right]_{b_1, \lambda_1, \gamma_1} + [\gamma_1 - \gamma_2]_t Q_{b_1, \lambda_1, \gamma_1}
\]
\[
+ (L_Q b_1 + \Delta_m) \epsilon^t + (\lambda_1)^{-2} \Gamma.
\]
We integrate the flow backward in time. By the Strichartz estimates (Lemma 2.7),
\[
\| \epsilon^t \|_{L^2_{t \in [0,\tau]} L^2_x} \lesssim (7.25) + (7.26) + (7.27),
\]
where
\[(7.25) \quad \|i \log \left( \frac{\lambda_1}{\lambda_2} \right) [AQ]_{b_1, \lambda_1, \gamma_1} + [\gamma_1 - \gamma_2] \epsilon Q_{b_1, \lambda_1, \gamma_1} \|_{L_{[i,0), \epsilon}^\frac{3}{2}} \leq (\lambda_1)^{\frac{1}{2}}. \]
\[(7.26) \quad \| (\mathcal{L}_{Q_{b_1, \lambda_1, \gamma_1}} + \Delta_m) \epsilon \|_{L_{[i,0), \epsilon}^\frac{3}{2}} \leq (\lambda_1)^{\frac{1}{2}}. \]
\[(7.27) \quad \| (\lambda_1)^{-2} \Gamma_2 \|_{L_{[i,0), \epsilon}^2} \leq (\lambda_1)^{\frac{1}{2}}. \]

For (7.25), we recall
\[(7.21) \quad \| [AQ]_{b_1, \lambda_1, \gamma_1} \|_{L_{i}^2} + \| Q_{b_1, \lambda_1, \gamma_1} \|_{L_{i}^2} \leq (\lambda_1)^{\frac{1}{2}}. \]

Thus by (7.21) and (2.12), we have
\[(7.25) \quad \leq (\lambda_1)^{-\frac{1}{2}} T_{H_{m\epsilon}^1}[\epsilon]. \]

The term (7.26) is treated as in the proof of Lemma 6.35
\[(7.26) \quad \leq (\lambda_1)^{-\frac{1}{2}} T_{H_{m\epsilon}^1}[\epsilon]. \]

The remaining term (7.27) is treated using (7.20) and (2.12) as
\[(7.27) \quad \leq (\alpha^* + c) T_{H_{m\epsilon}^1}[\epsilon]. \]

This completes the proof. \(\square\)

### 7.3. Lyapunov/virial functional
So far, we have estimated modulation parameters and various errors appearing in the \(\epsilon\)-equation (7.17) by the \(H_{m\epsilon}^1\)-norm of \(\epsilon\). From now on, we control \(\epsilon\) by introducing the Lyapunov/virial functional, as similarly as in Section 6.5.

For \(A > 1\) to be chosen large later, we define
\[\mathcal{I}_A := \lambda^{-2} (E_{Q_{b_1}}^{(qd)}[\epsilon] + b_1 \Phi_\Lambda[\epsilon])\]
and its averaged version
\[\mathcal{I} := \frac{2}{\log A} \int_{A/2}^A \mathcal{I}_{A'} dA'.\]

We will collect errors satisfying
\[(7.28) \quad |\text{Err}| \leq \lambda_1 (\alpha^* + c + o_{A \to \infty}(1)) + A \lambda \frac{1}{2} (T_{H_{m\epsilon}^1}[\epsilon])^2. \]

The main proposition in this subsection is as follows.

**Proposition 7.6** (Lyapunov/virial estimate). We have
\[(7.29) \quad \lambda^2 \mathcal{I} + O(\lambda |\log \lambda|^\frac{3}{2}) \|\epsilon\|_{H_{m\epsilon}^1}^2 + A \lambda \|\epsilon\|_{H_{m\epsilon}^1} \sim \|\epsilon\|_{H_{m\epsilon}^1}^2, \]
\[(7.30) \quad \lambda^2 \partial_\epsilon \mathcal{I} \geq \text{Err.} \]

As similarly as in Section 6.5, we start by computing \(\partial_\epsilon E_{Q_{b_1}}^{(qd)}[\epsilon]\).

**Lemma 7.7** (Quadratic parts from energy). We have
\[(7.31) \quad E_{Q_{b_1}}^{(qd)}[\epsilon] + O(\lambda_1 |\log \lambda_1|^\frac{3}{2}) \|\epsilon\|_{H_{m\epsilon}^1}^2 \sim \|\epsilon\|_{H_{m\epsilon}^1}^2, \]
and
\[(7.32) \quad \partial_\epsilon E_{Q_{b_1}}^{(qd)}[\epsilon] = (\mathcal{L}_{Q_{b_1}} \epsilon, [\log \left( \frac{\lambda_1}{\lambda_2} \right)]_s [AQ]_{b_1} + [\gamma_1 - \gamma_2] \epsilon Q_{b_1})_r \]
\[+ (\mathcal{L}_{Q_{b_1}} \epsilon + R_{(Q_{b_1} + c) - Q_{b_1}}, \frac{(\lambda_1)_s}{\lambda_1} \Lambda \epsilon)_r + \text{Err.} \]
Proof. The coercivity (7.31) follows from the proof of (6.40) using $\|Q_{b_1} - Q\|_{L^2} \lesssim \lambda_1 |\log \lambda_1|^{\frac{1}{2}}$.

We turn to (7.32). We compute
\begin{equation}
\partial_s (\epsilon, LQ_{b_1})_r = (R(Q_{b_1} + \epsilon) - Q_{b_1}, \partial_s Q_{b_1})_r + \langle LQ_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, \partial_s \epsilon \rangle_r.
\end{equation}

We note that $R(Q_{b_1} + \epsilon) - Q_{b_1}$ satisfies the analogous estimates of (6.20) and (6.21) by the same proof. Thus
\begin{equation}
|(R(Q_{b_1} + \epsilon) - Q_{b_1}, \partial_s Q_{b_1})_r| \lesssim |(b_1)_s| (\|\epsilon\|_{L^2} + \|\epsilon\|_{H^1_m})\|\epsilon\|_{H^1_m}.
\end{equation}

Applying $|\langle b_1 \rangle_s| \lesssim (\lambda_1)^2$ and (7.24), the first term of the RHS of (7.33) is absorbed into $\text{Err}$.

We now treat the second term of the RHS of (7.33). We compute
\begin{equation}
\langle LQ_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, \partial_s \epsilon \rangle_r = (7.34) + (7.35) + (7.36) + (7.37),
\end{equation}
where
\begin{align*}
(7.34) & \quad (LQ_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, -i\mathcal{L}Q_{b_1} \epsilon)_r, \\
(7.35) & \quad (LQ_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, \left[\log \left(\frac{\lambda_1}{\lambda_2}\right)\right]_{s} [AQ]_{b_1} - i[\gamma_1 - \gamma_2]s Q_{b_1})_r, \\
(7.36) & \quad (LQ_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, \frac{(\lambda_1)}{\lambda_1} \Lambda \epsilon - i(\gamma_1)s \epsilon)_r, \\
(7.37) & \quad (i\mathcal{L}Q_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, -i\Gamma)_r.
\end{align*}

Let us treat (7.34)-(7.37) term by term. We arrange the term (7.34) as (7.34) and estimate it as
\begin{equation}
|(7.34)| \lesssim \|\epsilon\|_{H^1_m} \|R(Q_{b_1} + \epsilon) - Q_{b_1}\|_{H^1_m} \lesssim \|\epsilon\|_{H^1_m}^3 \lesssim c(\lambda_1)^2 \|\epsilon\|_{H^1_m}^2.
\end{equation}

For the term (7.35), we can discard the terms having $R(Q_{b_1} + \epsilon) - Q_{b_1}$:
\begin{equation}
|(R(Q_{b_1} + \epsilon) - Q_{b_1}, \left[\log \left(\frac{\lambda_1}{\lambda_2}\right)\right]_{s} [AQ]_{b_1} - i[\gamma_1 - \gamma_2]s Q_{b_1})_r| \lesssim \|\epsilon\|_{H^1_m}^2 \cdot \mathcal{T}(\gamma_1)_s \|\epsilon\|_{H^1_m} \lesssim (\lambda_1)^2 \|\epsilon\|_{H^1_m}^2.
\end{equation}

For (7.36), we keep the scaling term that is an unbounded looking quantity. The phase term is absorbed into $\text{Err}$ as
\begin{equation}
|(LQ_{b_1} \epsilon + R(Q_{b_1} + \epsilon) - Q_{b_1}, -i(\gamma_1)s \epsilon)_r| \lesssim |(\gamma_1)_s| \|\epsilon\|_{H^1_m}^2 \lesssim (\lambda_1)^2 \|\epsilon\|_{H^1_m}^2.
\end{equation}

Finally, we treat (7.37) as an error term using (7.20):
\begin{equation}
|(7.37)| \lesssim \|\epsilon\|_{H^1_m} \|\Gamma\|_{H^1_m} \lesssim (\alpha^* + c\lambda_1) \|\epsilon\|_{H^1_m}.
\end{equation}

This completes the proof. □

Lemma 7.8 (Estimate of $b_1 \Phi_A[\epsilon]$). We have
\begin{align*}
(7.38) & \quad |b_1 \Phi_A[\epsilon]| \lesssim A\lambda_1 \|\epsilon\|_{H^1_m}^2, \\
(7.39) & \quad |\partial_s (b_1 \Phi_A[\epsilon])| = -\frac{(\lambda_1)}{\lambda_1} \langle LQ_{b_1} \epsilon, \Lambda_A \epsilon \rangle_r \\
& \quad \quad \quad + (ib_1 \Lambda_A \epsilon, \left[\log \left(\frac{\lambda_1}{\lambda_2}\right)\right]_{s} [AQ]_{b_1} - i[\gamma_1 - \gamma_2]s Q_{b_1})_r + \text{Err}.
\end{align*}
Proof. The estimate (7.38) is an easy consequence of the Cauchy-Schwarz. Henceforth, we focus on (7.39). We compute
\[ \partial_s (b_1 \Phi_A[\epsilon]) = (b_1)_s \Phi_A[\epsilon] + b_1 (\Lambda_A \epsilon, i \partial_s \epsilon)_r = (b_1 \Lambda_A \epsilon, i \partial_s \epsilon)_r + \text{Err}, \]
where we used \(|(b_1)_s| \leq (\lambda_1)^2\). We then substitute the equation (7.17) of \(\epsilon\) into the above to obtain
\[ \partial_s (b_1 \Phi_A[\epsilon]) = (7.40) + (7.41) + (7.42) + (7.43) + \text{Err}, \]
where
\[ (7.40) \quad (b_1 \Lambda_A \epsilon, \mathcal{L}_{Q_{ha}} \epsilon)_r, \]
\[ (7.41) \quad (b_1 \Lambda_A \epsilon, i \left[ \log \left( \frac{\lambda_1}{a_2} \right) \right]_s \left[ \Lambda Q \right] b_1 + [\gamma_1 - \gamma_2] s Q b_1)_r, \]
\[ (7.42) \quad (b_1 \Lambda_A \epsilon, (\frac{\lambda_1}{\lambda_1})^s \Lambda \epsilon + (\gamma_1)_s \epsilon)_r, \]
\[ (7.43) \quad (b_1 \Lambda_A \epsilon, \Gamma_r). \]

We treat (7.40)-(7.43) term by term. Firstly, we claim that (7.40) and the first term of the RHS of (7.39) agree up to Err. Indeed, the difference is given by
\[ \left( \frac{\lambda_1}{\lambda_1} + b_1 \right) (\Lambda_A \epsilon, \mathcal{L}_{Q_{ha}} \epsilon)_r, \]
and is absorbed into Err by mimicking the treatment of (6.53). Next, we keep the term (7.41). We then observe that (7.42) is absorbed into Err by mimicking the treatment of (6.55). Finally, we view (7.43) as an error by
\[ |(7.43)| \lesssim A(\lambda_1)^2 \|\epsilon\|_{H^{1}_{m}} \|\Gamma\|_{L^2} \lesssim A(\lambda_1)^2 (T^{\frac{1}{2}}_{H^{1}_{m}}[\epsilon])^2. \]
This completes the proof. \(\square\)

Proof of Proposition 7.6. Combining Lemmas 7.7 and 7.8, the rest of the arguments proceed similarly as in the proof of Lemma 6.22 and Proposition 6.24. We omit the details. \(\square\)

7.4. Proof of conditional uniqueness. We are now in position to conclude the proof of the conditional uniqueness.

Proof of Theorem 1.2 (Finish). By (7.29), (7.30), and the fundamental theorem of calculus, we have
\[ \|\epsilon\|_{H^{1}_{m}}^2 \lesssim \lambda_1 |\log \lambda_1|^\frac{1}{2} \|\epsilon\|_{H^{1}_{m}} + A \Lambda(\epsilon) \|\epsilon\|_{L^2} \|\epsilon\|_{H^{1}_{m}} + \lambda^2 \int_{t_0}^{T} \frac{1}{\lambda^4} |\text{Err}| dt'. \]
By (7.24), (7.25), and (2.12), we get
\[ \|\epsilon\|_{H^{1}_{m}}^2 \lesssim (\alpha^* + o_{A \to \infty}(1) + A \lambda_1^2) (T^{\frac{1}{2}}_{H^{1}_{m}}[\epsilon])^2. \]
Applying the time maximal function and using (2.10), we get
\[ T^{\frac{1}{2}}_{H^{1}_{m}}[\epsilon] \lesssim (\alpha^* + o_{A \to \infty}(1) + A \lambda_1^2)^\frac{1}{2} T^{\frac{1}{2}}_{H^{1}_{m}}[\epsilon]. \]
Recall that a priori decay of \(\epsilon\) guarantees finiteness of \(T\). Thus \(T = 0\), saying that \(\epsilon = 0\). By the modulation estimates, this also says \(\lambda_1 = \lambda_2\) and \(\gamma_1 = \gamma_2\). From the relation \(b_j = |t|^{-1} \lambda_j^2\), we have \(b_1 = b_2\). Therefore, \(u_1 = u_2\). \(\square\)
Appendix A. Equivariant Sobolev spaces

In this appendix, we record basic properties of equivariant functions on $\mathbb{R}^d$ and associated Sobolev spaces. More precisely, we want to state and prove Sobolev and Hardy’s inequality for equivariant functions. We assume equivariant function spaces and associated estimates are fairly standard. However, we could not find a well-organized reference discussing basic properties of equivariant functions. So we include, for self-containedness, a discussion on equivariant functions and required estimates for this work.

A.1. Smooth equivariant functions.

Smooth radial functions. Let $f : \mathbb{R}^d \to \mathbb{C}$ be a radial function; let $g : \mathbb{R} \to \mathbb{C}$ be defined by $g(x) := f(x,0,\ldots,0)$. We then see that $f(x) = g(|x|)$ for all $x \in \mathbb{R}^d$ and $g$ is even. Conversely, if we are given an even function $g : \mathbb{R} \to \mathbb{C}$, then we can form a radial function $f : \mathbb{R}^d \to \mathbb{C}$ by $f(x) := g(|x|)$. We shall often view $g$ by its restriction on $\mathbb{R}_+$ without mentioning. We note that if $f$ is determined up to almost everywhere equivalence, so is $g$ and vice versa.

If $f$ is a smooth radial function, it is clear that $g$ is smooth. We then ask the converse: is $f$ smooth provided that $g$ is smooth? The answer is affirmative, but we need the following preliminary lemma.

**Lemma A.1** (Removable singularity at zero). Let $g : \mathbb{R} \to \mathbb{C}$ be a $C^{k+1}$ function for some $k \geq 0$. Then, $h(x) := \begin{cases} \frac{g(x) - g(0)}{x}, & \text{if } x \neq 0, \\ g'(0), & \text{if } x = 0, \end{cases}$ is a $C^k$ function with $h^{(j)}(0) = \frac{1}{j+1} g^{(j+1)}(0), \quad \forall j = 0, \ldots, k.$ In particular, if $g$ is smooth, then so is $h$.

**Proof.** Fix $k \geq 0$. Subtracting $g$ by its $(k+1)$-th Taylor polynomial $\sum_{j=0}^{k+1} \frac{g^{(j)}(0)}{j!} x^j$, we may assume that $g$ satisfies $g^{(j)}(0) = 0$ for all $0 \leq j \leq k+1$. In particular, we have

$$g^{(j)}(x) = o_{x \to 0}(|x|^{k+1-j}), \quad \forall 0 \leq j \leq k+1. \quad \text{(A.1)}$$

For $0 \leq \ell \leq k$, let $P_\ell$ be the statement that $h$ is of $C^{\ell}$, $h^{(\ell)}(0) = 0$, and $h^{(\ell)}(x) = o_{x \to 0}(|x|^{k-\ell})$. We proceed by induction on $\ell$. The statement $P_0$ is obvious from (A.1). We now assume $P_{\ell-1}$ for some $1 \leq \ell \leq k$ and show $P_\ell$. It is clear that $h$ is of $C^\ell$ on $\mathbb{R} \setminus \{0\}$ and by inductive hypothesis, of $C^{\ell-1}$ on $\mathbb{R}$. To show the remaining assertions, the trick is to use the relation $x h(x) = g(x), \quad \forall x \in \mathbb{R}.$

We differentiate this relation $\ell$-times to get $x h^{(\ell)}(x) = g^{(\ell)}(x) - \ell h^{(\ell-1)}(x), \quad \forall x \in \mathbb{R} \setminus \{0\}.$

Applying (A.1) and the inductive hypothesis, the proof of the inductive step (and hence the lemma) is complete. \[\square\]

**Lemma A.2** (Smooth radial functions). Let $g : \mathbb{R} \to \mathbb{C}$ be an even function; define a radial function $f : \mathbb{R}^d \to \mathbb{C}$ via $f(x) := g(|x|)$ for each $x \in \mathbb{R}^d$. Then, $f$ is smooth if and only if $g$ is smooth.
Proof. The difficult part is “if direction,” which we now show. We use induction on $k$; let $P_k$ be the statement that if $g$ is a smooth even function, then $f$ is of $C^k$. The statement $P_0$ is obviously true. Assuming $P_k$ for some $k \geq 0$, we show $P_{k+1}$. We observe for each $i = 1, \ldots, d$ that

$$
0_i f(x) = x_i h(x), \quad h(x) := \begin{cases} 
\frac{g'(x)}{|x|} & \text{if } x \neq 0, \\
g''(0) & \text{if } x = 0.
\end{cases}
$$

The radial part of $h$ is smooth by Lemma [A.1]. Applying $P_k$ to $h$, we see that $h$ is of $C^k$. Thus $f$ is of $C^{k+1}$, completing the inductive step and hence the proof. □

Smooth equivariant functions. Let $m \in \mathbb{Z} \setminus \{0\}$; let $f$ be $m$-equivariant, i.e. $f(x) = g(r)e^{im\theta}$ for each $x \in \mathbb{R}^2 \setminus \{0\}$ with the expression $x_1 + i x_2 = r e^{i\theta}$. Let $g : \mathbb{R} \to \mathbb{C}$ be a restriction of $f$ defined by $g(x) := f(x, 0)$. We note that $g$ is odd (resp., even) if $m$ is odd (resp., even), which we say as $g$ has right parity. Conversely, if we are given $m \in \mathbb{Z}$ and a function $g : \mathbb{R} \to \mathbb{C}$ having right parity, we can form an $m$-equivariant function $f$ on $\mathbb{R}^2 \setminus \{0\}$ via $f(x) := g(r)e^{im\theta}$. To extend $f$ on $\mathbb{R}^2$, the value of $f$ at the origin is important. Setting $f(0) \neq 0$ yields discontinuity of $f$ at the origin, because of the factor $e^{im\theta}$. Thus smoothness of $f$ forces $f$ to be degenerate at the origin. In this section, we want to study how much degeneracy $f$ should have. The following lemma answers this.

Lemma A.3 (Smooth equivariant functions). Let $m \in \mathbb{Z} \setminus \{0\}$; let $g : \mathbb{R} \to \mathbb{C}$ be a function having right parity. Define $f : \mathbb{R}^2 \to \mathbb{C}$ by $f(x) := g(r)e^{im\theta}$ for $x \in \mathbb{R}^2 \setminus \{0\}$ and $f(0) := g(0)$. Then, $f$ is smooth if and only if $g$ is smooth and

$$
g^{(k)}(0) = 0
$$

for each $k$ such that $0 \leq k \leq |m| - 1$ or $k - m$ is odd. Moreover, if this is the case, we can express

$$
f(x) = h(x) \cdot \begin{cases} 
(x_1 + i x_2)^m & \text{if } m > 0, \\
(x_1 - i x_2)^m & \text{if } m < 0
\end{cases} \forall x \in \mathbb{R}^2
$$

for some smooth radial function $h$ on $\mathbb{R}^2$.

Proof. We first show the “only if direction.” Since $f$ must be continuous at the origin, we should set $f(0) = g(0) = 0$. Since $g(x) = f(x, 0)$ for all $x \in \mathbb{R}$, we see that $g$ is smooth and $g^{(k)}(0) = 0$ when $k - m$ is odd since $g^{(k)}(x)$ has wrong parity. Henceforth, we focus on showing $g^{(k)}(0) = 0$ for each $k \leq |m| - 1$.

Given $k \geq 0$, let $P_k$ be the statement that if $f$ is a smooth $m$-equivariant function with $|m| \geq k + 1$, then $g^{(j)}(0) = 0$ for all $j = 0, \ldots, k$. The case of $k = 0$ is obvious by the continuity issue at the origin. We assume $P_k$ for some $k \geq 0$ and show $P_{k+1}$. Namely, we assume $|m| \geq k + 2$, know $g^{(0)}(0) = \cdots = g^{(k)}(0) = 0$ by inductive hypothesis, and aim to show $g^{(k+1)}(0) = 0$. Since $f$ is smooth at the origin, the following limits must exist and do not depend on $\theta$:

$$
\lim_{r \to 0} (\partial_1 + i \partial_2)^{k+1} [g(r)e^{im\theta}] \quad \text{and} \quad \lim_{r \to 0} (\partial_1 - i \partial_2)^{k+1} [g(r)e^{im\theta}].
$$

Recall the formulae

$$
\partial_1 + i \partial_2 = e^{i\theta} [\partial_r + \frac{i}{r} \partial_\theta]; \quad \partial_1 - i \partial_2 = e^{-i\theta} [\partial_r - \frac{i}{r} \partial_\theta].
$$
In case of $m \geq k + 2$, we compute using inductive hypothesis $g^{(0)}(0) = \cdots = g^{(k)}(0) = 0$ and Lemma A.1:

$$\lim_{r \to 0} \left( \partial_r - i \partial_2 \right)^{k+1} [g(r)e^{im\theta}] = e^{i(m-k-1)\theta} \lim_{r \to 0} \left( \partial_r + \frac{m-k}{r} \right) \cdots \left( \partial_r + \frac{m}{r} \right) g(r).$$

$$= e^{i(m-k-1)\theta} \left( \prod_{j=0}^{k} \frac{k + m + j - 1}{j + 1} \right) g^{(k+1)}(0).$$

As this expression should not depend on $\theta$, we observe that $g^{(k+1)}(0) = 0$. The case of $m \leq -k - 2$ can be treated similarly by computing $(\partial_1 + i \partial_2)^{k+1} f(0)$ instead.

This completes the proof of the inductive step and hence the only if direction.

We turn to show the “if direction.” By Lemma A.1, the function $\tilde{h} : \mathbb{R} \to \mathbb{C}$ defined by

$$\tilde{h}(r) = \begin{cases} r^{-|m|} g(r) & \text{if } r \neq 0 \\ \frac{1}{|m|!} g^{(|m|)}(0) & \text{if } r = 0 \end{cases}$$

is smooth and even. By Lemma A.2, the radial function $h : \mathbb{R}^2 \to \mathbb{C}$ defined by $h(x) := \tilde{h}(|x|)$ is smooth. Therefore,

$$f(x) = h(x) \cdot \begin{cases} (x_1 + ix_2)^m & \text{if } m > 0 \\ (x_1 - ix_2)^m & \text{if } m < 0 \end{cases}$$

is smooth. This completes the proof. \qed

### A.2. Equivariant Sobolev spaces.

**Radial Sobolev spaces.** Let $L^2_{rad}(\mathbb{R}^d)$ be the set of radial $L^2(\mathbb{R}^d)$ functions. Thus any $f \in L^2_{rad}(\mathbb{R}^d)$ has a unique (up to a.e.) expression $f(x) = g(r)$ for some measurable function $g : \mathbb{R} \to \mathbb{C}$, with the relation $r = |x|$. We moreover have the unitary equivalence

$$\Phi : L^2_{rad}(\mathbb{R}^d) \to L^2(\mathbb{R}, c_d r^{d-1} dr)$$

where $c_d$ is the area of the unit sphere of $\mathbb{R}^d$. This in particular shows that $L^2_{rad}(\mathbb{R}^d)$ is complete and hence a closed subspace of $L^2(\mathbb{R}^d)$. The Fourier transform of $L^2_{rad}(\mathbb{R}^d)$ functions are again radial.

For $s \geq 0$, the radial Sobolev space $H^s_{rad}(\mathbb{R}^d)$ is defined by

$$H^s_{rad}(\mathbb{R}^d) := H^s(\mathbb{R}^d) \cap L^2_{rad}(\mathbb{R}^d).$$

Inner products are inherited from $H^s(\mathbb{R}^d)$. The set $S_{rad}(\mathbb{R}^d)$ of radial Schwartz functions is dense in $H^s_{rad}(\mathbb{R}^d)$. For $H^1(\mathbb{R}^d)$ functions, we can define

$$\partial_r f := \frac{1}{r} \sum_{j=1}^{d} x_j \partial_j f.$$

At least for smooth radial functions, we have

$$\Delta f = \partial_r f + \frac{d-1}{r} \partial_r f.$$

We moreover have

$$\|\nabla f\|_{L^2(\mathbb{R}^d)} = \|\partial_r f\|_{L^2(\mathbb{R}^d)} = \|\partial_r f\|_{L^2(\mathbb{R}, c_d r^{d-1} dr)}, \quad \forall f \in H^1_{rad}(\mathbb{R}^d).$$

In case of $d = 1$, any $H^1(\mathbb{R})$ functions are continuous and bounded. However, when $d \geq 2$, a $H^1_{rad}(\mathbb{R}^d)$ function need not be bounded or continuous.

To deal with equivariant functions in the next subsection, we need the space $C_{\infty, rad}(\mathbb{R}^d \setminus \{0\})$, which is the set of smooth radial functions having compact support in $\mathbb{R}^d \setminus \{0\}$. There is a well-known Hardy’s inequality when $d \geq 3$:
\[ \| \partial_r f \|_{L^2} \geq \frac{d-2}{2} \| f \|_{L^2}, \quad \forall f \in C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}). \]

We conclude this subsection by noting the density theorem by \( C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}) \) functions:

**Lemma A.4** (Density of \( C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}) \)).

1. If \( 0 \leq s \leq \frac{d}{2} \), then \( C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}) \) is dense in \( H^s_{\text{rad}}(\mathbb{R}^d) \).
2. If \( s > \frac{d}{2} \), then \( C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}) \) is not dense in \( H^s_{\text{rad}}(\mathbb{R}^d) \).

**Proof.** The second assertion easily follows from the Sobolev embedding \( H^s(\mathbb{R}^d) \hookrightarrow L^\infty(\mathbb{R}^d) \). When \( s \leq \frac{d}{2} \), a crucial observation is the *failure* of \( H^s \hookrightarrow L^\infty \); we can choose a radial Schwartz function \( g \) such that \( \| g \|_{L^\infty} = g(0) = 1 \) but \( \| g \|_{H^s} \) is arbitrarily small. Note that \( S_{\text{rad}}(\mathbb{R}^d) \) is dense in \( H^s_{\text{rad}}(\mathbb{R}^d) \), thanks to the Fourier transform. Therefore, to show that \( C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}) \) is dense in \( H^s_{\text{rad}}(\mathbb{R}^d) \), it suffices to approximate radial Schwartz functions \( f \) with \( f(0) = 0 \) by \( C^\infty_{c,\text{rad}}(\mathbb{R}^d \setminus \{0\}) \) functions. Henceforth, we let \( \chi \) to be a smooth radial bump function on \( \mathbb{R}^d \), \( \chi_R := \chi(\frac{r}{R}) \), and show that \( \| \chi_R f \|_{H^s} \to 0 \) as \( R \to 0 \).

For any \( k \in \mathbb{N} \) and \( 0 < R \ll 1 \), we observe by Leibniz’s rule that

\[ \| \chi_R f \|_{H^s} \lesssim R^{-k+s} \| f \|_{L^\infty_{\{|x|\leq R\}}} + \sum_{j=1}^{k} \| \nabla^{k-j} \chi_R f \|_{L^2_{\{|x|\leq R\}}} \]

\[ \lesssim R^{-k+s} \| f \|_{L^\infty_{\{|x|\leq R\}}} + \sum_{j=1}^{k} \| \nabla^{j} f \|_{L^\infty_{\{|x|\leq R\}}} \]

When \( d \) is even, we choose \( k = \frac{d}{2} \) to get

\[ \| \chi_R f \|_{H^s} \lesssim \| f \|_{L^\infty_{\{|x|\leq R\}}} + R^{d/2} \sum_{j=1}^{k} \| \nabla^{j} f \|_{L^\infty_{\{|x|\leq R\}}} \]

From our assumptions \( f \in S_{\text{rad}}(\mathbb{R}^d) \) and \( f(0) = 0 \), we take \( R \to 0 \) to conclude. When \( d \) is odd, we observe

\[ \| \chi_R f \|_{H^s} \lesssim \| f \|_{L^\infty_{\{|x|\leq R\}}} + R^{d/2+1} \sum_{j=1}^{k} \| \nabla^{j} f \|_{L^\infty_{\{|x|\leq R\}}} \]

as \( R \to 0 \). Note that \( H^s \) norm may diverge with a factor \( R^{-1/2} \) but this is cancelled with the factor \( R^{d/2} \) norm. This completes the proof. \( \square \)

**Equivariant Sobolev spaces.** We turn to equivariant Sobolev spaces. Define \( L^2_m \) by the set of \( m \)-equivariant \( L^2(\mathbb{R}^2) \) functions. Inner product of \( L^2_m \) is inherited from \( L^2(\mathbb{R}^2) \). Any \( f \in L^2_m \) has a unique (up to a.e.) expression \( f(x) = g(r) e^{im\theta} \) for some measurable function \( g : \mathbb{R}_+ \to \mathbb{C} \). We have unitary equivalence

\[ \Phi : L^2_m(\mathbb{R}^2) \to L^2(\mathbb{R}_+, 2\pi dr) \]

\[ f \mapsto g. \]

For \( s \geq 0 \), the \( m \)-equivariant Sobolev space \( H^s_m \) is defined as

\[ H^s_m := H^s(\mathbb{R}^2) \cap L^2_m, \]

equipped with the inner product of \( H^s(\mathbb{R}^2) \). We define \( S_m \) by the set of \( m \)-equivariant Schwartz functions. We define \( C^\infty_{c,m}(\mathbb{R}^2 \setminus \{0\}) \) by the set of smooth \( m \)-equivariant functions having compact support in \( \mathbb{R}^2 \setminus \{0\} \). Note that the Laplacian \( \Delta \) has expression

\[ \Delta = \partial_{rr} + \frac{1}{r} \partial_r - \frac{m^2}{r^2} \]
for \( m \)-equivariant functions.

Note that \( m \)-equivariant functions can be viewed as radial functions in higher dimensions. Indeed, if we define

\[
\Psi : L^2_m \to L^2_{rad}(\mathbb{R}^{2|m|+2})
\]

\[
f \mapsto c_m r^{-m} f
\]

for some universal constant \( c_m \), then \( \Psi \) is unitary and the following diagram commutes:

\[
\begin{array}{ccc}
S_m \subset L^2_m & \xrightarrow{\Psi} & S_{rad}(\mathbb{R}^{2|m|+2}) \subset L^2_{rad}(\mathbb{R}^{2|m|+2}) \\
\Delta & & \Delta \\
S_m \subset L^2_m & \xrightarrow{\Psi} & S_{rad}(\mathbb{R}^{2|m|+2}) \subset L^2_{rad}(\mathbb{R}^{2|m|+2})
\end{array}
\]

We note that \( \Psi(S_m) = S_{rad}(\mathbb{R}^{2|m|+2}) \), thanks to Lemma 3. This allows us to transfer the density theorem for radial Sobolev spaces to equivariant Sobolev spaces.

Lemma A.5 (Density of \( C_{c,m}^{\infty}(\mathbb{R}^2 \setminus \{0\}) \)).

1. If \( 0 \leq s \leq |m| + 1 \), then \( C_{c,m}^{\infty}(\mathbb{R}^2 \setminus \{0\}) \) is dense in \( H^s_m \).
2. If \( s > |m| + 1 \), then \( C_{c,m}^{\infty}(\mathbb{R}^2 \setminus \{0\}) \) is not dense in \( H^s_m \).

Proof. The idea is to transfer the radial results using the above commutative diagram. Indeed, for \( f, g \in S_m \), we have

\[
\|f - g\|^2_{H^{|m|+1}_m(\mathbb{R}^2)} = (f - g, (1 - \Delta)^{|m|+1}(f - g)) = (\Psi(f - g), (1 - \Delta)^{|m|+1}\Psi(f - g)) = \|\Psi f - \Psi g\|^2_{H^{|m|+1}_{rad}(\mathbb{R}^{2|m|+2})}.
\]

1. It suffices to approximate \( m \)-equivariant Schwartz functions by \( C_{c,m}^{\infty}(\mathbb{R}^2 \setminus \{0\}) \) in \( H^{|m|+1}_m \) topology. Because of the above diagram and Lemma A.4, we know that \( \Psi f \in S_{rad}(\mathbb{R}^{2|m|+2}) \) can be approximated by a \( C_{c,m}^{\infty}(\mathbb{R}^{2|m|+2} \setminus \{0\}) \) function, say \( h \). We then set \( g := \Psi^{-1} h \).

2. This also follows from the transference. We omit the proof. \( \square \)

For \( m \)-equivariant functions with \( m \neq 0 \), we have a nontrivial endpoint estimate of Hardy or Sobolev type. In general, it is well-known that the Hardy inequality fails for \( d = 2 \) and Sobolev inequality for \( d = 2 \) fails, i.e. \( \dot{H}^1(\mathbb{R}^2) \not\subset L^\infty(\mathbb{R}^2) \).

Lemma A.6 (Hardy-Sobolev inequality). Let \( m \in \mathbb{Z} \setminus \{0\} \). For any \( f \in H^1_m \), we have

\[
\|r^{-1} f\|_{L^2} + \|f\|_{L^\infty} \lesssim \|\nabla f\|_{L^2}.
\]

Proof. By density, we may assume \( f \in C_{c,m}^{\infty}(\mathbb{R}^2 \setminus \{0\}) \). From the formula of \( \Delta \), we have

\[
\|\nabla f\|^2_{L^2} = (f, -\Delta f) = \|\partial_r f\|^2_{L^2} + m^2 \|r^{-1} f\|^2_{L^2} \geq m^2 \|r^{-1} f\|^2_{L^2}.
\]

Another nice feature of \( m \)-equivariant functions is that we have embedding \( \dot{H}^1_m \hookrightarrow L^\infty \). Indeed,

\[
|f(r)|^2 \leq \int_0^\infty |f| |\partial_r f| dr' \leq \|r^{-1} f\|_{L^2} \|\partial_r f\|_{L^2} \lesssim \|\nabla f\|^2_{L^2}.
\]

This completes the proof. \( \square \)

We can generalize Hardy’s inequality as follows.
Lemma A.7 (Generalized Hardy’s inequality). For any \( f \in C_c^\infty (\mathbb{R}^2 \setminus \{0\}) \) and \( 0 \leq k \leq |m| \), we have

\[
\| r^{-k} f \|_{L^2} + \| r^{-(k-1)} \partial_r f \|_{L^2} + \cdots + \| r^k f \|_{L^2} \sim_{k,m} \| f \|_{H^k_m}.
\]

Proof. For simplicity, we only consider the case \( m > 0 \). The case \( m < 0 \) can be treated in a similar way, which we omit the proof. We claim that the following set of operators

\[
\{ e^{i(k-2\ell)\theta} (\partial_1 - i \partial_2)^{k-\ell} (\partial_1 + i \partial_2)^\ell \}_{0 \leq \ell \leq k}
\]

acting on \( C_c^\infty (\mathbb{R}^2 \setminus \{0\}) \) is linearly independent. Indeed, we observe for \( 0 \leq j, \ell \leq k \) that

\[
\begin{align*}
(\partial_1 + i \partial_2)^f [r^{m+2j} e^{im\theta}] &= 0, & \text{if } \ell \geq j + 1, \\
e^{i(k-2\ell)\theta} (\partial_1 - i \partial_2)^{k-\ell} (\partial_1 + i \partial_2)^\ell [r^{m+2j} e^{im\theta}] &= a_{k,\ell} r^{m+2\ell-k} e^{im\theta},
\end{align*}
\]

where

\[ a_{k,\ell} := 2^k (\ell) \prod_{n=0}^{k-\ell-1} (m + \ell - n). \]

As \( 0 \leq k \leq m \), we have \( a_{k,\ell} \neq 0 \) for each \( 0 \leq \ell \leq k \). Namely, acting \( r^{m+2j} e^{im\theta} \) on our set of operators and taking \( r = 1 \), we obtain a nonsingular matrix

\[
\begin{bmatrix}
a_{k,0} & * & * & \cdots & * \\
0 & a_{k,1} & * & \cdots & * \\
0 & 0 & a_{k,2} & \cdots & * \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & a_{k,k}
\end{bmatrix}.
\]

This proves the claim.

The claim immediately implies

\[
\dim \mathbb{C} \operatorname{span}_\mathbb{C} \{ e^{i(k-2\ell)\theta} (\partial_1 - i \partial_2)^{k-\ell} (\partial_1 + i \partial_2)^\ell \}_{0 \leq \ell \leq k} = k + 1.
\]

In view of

\[
\mathbb{C} \operatorname{span}_\mathbb{C} \{ e^{i(k-2\ell)\theta} (\partial_1 - i \partial_2)^{k-\ell} (\partial_1 + i \partial_2)^\ell \}_{0 \leq \ell \leq k} \subseteq \mathbb{C} \operatorname{span}_\mathbb{C} \{ r^{-k-\ell} \partial_r^{\ell} f \}_{0 \leq \ell \leq k},
\]

we conclude the equality. Thus

\[
\sum_{0 \leq \ell \leq k} \| r^{-(k-\ell)} \partial_r^{\ell} f \|_{L^2} \sim_{k,m} \sum_{0 \leq \ell \leq k} \| (\partial_1 + i \partial_2)^\ell (\partial_1 - i \partial_2)^{k-\ell} f \|_{L^2} \sim_{k,m} \| f \|_{H^k_m}.
\]

This completes the proof. \( \Box \)

Lemma A.8 (Degeneracy at the origin). Assume \( s > |m| + 1 \). Then,

\[
\sup_{r > 0} \sum_{\ell=0}^{[m]} |r^{-[(m+1)\ell]} \partial_r^{\ell} f| \lesssim_{m,s} \| f \|_{H^k_m}.
\]

Proof. Let \( f \) be \( m \)-equivariant. From the proof of Lemma A.7, we know that

\[
\mathbb{C} \operatorname{span}_\mathbb{C} \{ e^{i([m+1]\ell)\theta} (\partial_1 - i \partial_2)^{[(m+1)\ell]} (\partial_1 + i \partial_2)^\ell \}_{0 \leq \ell \leq [m]} = \mathbb{C} \operatorname{span}_\mathbb{C} \{ r^{-[(m+1)\ell]} \partial_r^{\ell} f \}_{0 \leq \ell \leq [m]}.
\]

From the usual Sobolev embedding \( H^{1+} \hookrightarrow L^\infty \),

\[
\sup_{r > 0} \sum_{\ell=0}^{[m]} |r^{-[(m+1)\ell]} \partial_r^{\ell} f| \lesssim_{m} \sum_{\ell=0}^{[m]} \| (\partial_1 - i \partial_2)^{[(m+1)\ell]} (\partial_1 + i \partial_2)^\ell f \|_{L^\infty} \lesssim_{m,s} \sum_{\ell=0}^{[m]} \| f \|_{H^{s,m}} \lesssim_{m,s} \| f \|_{H^s}.
\]

This completes the proof. \( \Box \)
Appendix B. Equivariant local theory

In this section, we sketch the proof of Proposition 2.10. Arguments here are close to Liu-Smith [36, Section 2]. By a standard contraction argument, the proof reduces to show the nonlinear estimates (Proposition B.4). Recall the nonlinearity of (1.22)

\[ N(\phi) = \frac{2m}{r^2} A_\theta \phi + \frac{1}{r^2} A_0^2 \phi + A_0 \phi - g|\phi|^2 \phi. \]

Decompose \( A_0 = A_0^{(1)} + A_0^{(2)} \) such that

\[ A_0^{(1)}[\phi] := - \int_r^\infty A_\theta[\phi]|\phi|^2 \frac{dr'}{r'}, \]

\[ A_0^{(2)}[\phi] := - m \int_r^\infty |\phi|^2 \frac{dr'}{r}. \]

We denote the bilinear form associated to \( A_\theta \) by

\[ A_\theta[\psi_1, \psi_2] := - \frac{1}{2} \int_0^r \text{Re}(\psi_1 \overline{\psi_2}) r' dr'. \]

We will use the following estimates:

(B.1) \[ \left\| \int_0^r f(r')r' dr' \right\|_{L^\infty} \lesssim \| f \|_{L^1}, \]

(B.2) \[ \left\| \frac{1}{r^2} \int_0^r f(r')r' dr' \right\|_{L^2} \lesssim \| f \|_{L^2}, \]

(B.3) \[ \left\| \int_r^\infty f(r') \frac{dr'}{r} \right\|_{L^2} \lesssim \| f \|_{L^2}. \]

Note that (B.1) follow from the observation \( 2\pi r dr = dx \) on \( \mathbb{R}^2 \). The estimates (B.2) and (B.3) follows by a change of variables and an application of Minkowski’s inequality.

We first review the nonlinear estimate in Liu-Smith [36].

Lemma B.1 (L^2-critical nonlinear estimates). We have

\[ \| N(\phi) \|_{L^2_{t,x}} \lesssim (|m| + |g| + \| \phi \|_{L^\infty_{t,x}}^2) \| \phi \|_{L^4_{t,x}}^2. \]

Proof. Observe

\[ \left\| \frac{2m}{r^2} A_\theta \phi + \frac{1}{r^2} A_0^2 \phi \right\|_{L^2_{t,x}} \lesssim (|m| + \| A_\theta \|_{L^\infty_{t,x}}) \left\| \frac{1}{r^2} A_\theta \right\|_{L^2_{t,x}} \| \phi \|_{L^4_{t,x}}, \]

\[ \| A_0 \phi \|_{L^2_{t,x}} \lesssim \| A_0 \|_{L^2_{t,x}} \| \phi \|_{L^4_{t,x}}, \]

\[ \| g|\phi|^2 \phi \|_{L^2_{t,x}} \lesssim |g| \| \phi \|_{L^4_{t,x}}^2. \]

Thus, it suffices to show the estimates

(B.4) \[ \| A_\theta \|_{L^\infty_{t,x}} \lesssim \| \phi \|_{L^\infty_{t,x}}^2, \]

(B.5) \[ \left\| \frac{1}{r^2} A_\theta \right\|_{L^2_{t,x}} \lesssim \| \phi \|_{L^4_{t,x}}^2, \]

(B.6) \[ \| A_0 \|_{L^2_{t,x}} \lesssim (|m| + \| \phi \|_{L^\infty_{t,x}}^2) \| \phi \|_{L^4_{t,x}}^2. \]

The estimate (B.4) follows from (B.1). The estimate (B.5) follows from (B.2). The estimate (B.6) follows from (B.3) and (B.4):

\[ \| A_0 \|_{L^2_{t,x}} \lesssim (|m| + \| A_\theta \|_{L^\infty_{t,x}}) \left\| \int_r^\infty |\phi|^2(r') \frac{dr'}{r'} \right\|_{L^2_{t,x}} \lesssim (|m| + \| \phi \|_{L^\infty_{t,x}}^2) \| \phi \|_{L^4_{t,x}}^2. \]

This completes the proof. \( \square \)
One can obtain analogous estimate for $N(\phi_1) - N(\phi_2)$. This allows us to get equivariant $L^2$-Cauchy theory as in Proposition 2.9.

We turn to $H^s_n$-subcritical Cauchy theory for $s > 0$. Nonlinearities involved in $A_0$ and $A_0$ are not of product type. In view of the Biot-Savart law [1.16], there is no (low) $\times$ (low) $\to$ (high) interaction in $A_x$, and hence in $A_0$. However, it is not obvious that there is no (low) $\times$ (low) $\to$ (high) interaction in $\frac{1}{A^2}A_0$. A key observation in Liu-Smith [36, Section 4] is that (low) $\times$ (low) $\to$ (high) interaction is forbidden. This is formulated in the following two frequency localization lemmas.

**Lemma B.2** (Fourier transform of $A_0$ and $r^{-2}A_0$ [36 Lemma 4.1]). We have

\[
\mathcal{F}[A_0](\rho) = -\frac{1}{2\rho} \partial_\rho \mathcal{F}[|\phi|^2], \quad \forall \rho \neq 0,
\]

\[
\mathcal{F}\left[\frac{1}{r^2}A_0\right](\rho) = -\frac{1}{2} \int_\rho^\infty \frac{1}{r^3} \mathcal{F}[|\phi|^2] dr'.
\]

More generally,

\[
\mathcal{F}[A_0(\rho)](\rho) = -\frac{1}{2\rho} \partial_\rho \mathcal{F}[\text{Re}(\overline{\psi_1}\psi_2)], \quad \forall \rho \neq 0,
\]

\[
\mathcal{F}\left[\frac{1}{r^2}A_0(|\psi_1\psi_2\rangle)(\rho) = -\frac{1}{2} \int_\rho^\infty \frac{1}{r^3} \mathcal{F}[\text{Re}(\overline{\psi_1}\psi_2)] dr'.
\]

**Lemma B.3** (Fourier transform of $A_0$ [36 Lemma 4.2 and proof of Lemma 4.3]). Define

\[
Q_{12}(f, g) := \partial_1 f \partial_2 g - \partial_2 f \partial_1 g.
\]

We have

\[
\mathcal{F}[A_0^{(1)}] = \frac{1}{\rho} \partial_\rho \mathcal{F}\left[\frac{1}{r^2}A_0|\phi|^2\right],
\]

\[
A_0^{(2)} = \Delta^{-1} \text{Im}Q_{12}(\overline{\phi}, \phi).
\]

More generally,

\[
\mathcal{F}\left[\int_r^\infty \left(\int_0^{r'} \text{Re}(\overline{\psi_1}\psi_2)r'' dr'' \right) \text{Re}(\overline{\psi_3}\psi_4) dr' \right] \frac{dr'}{r'} = \frac{1}{\rho} \partial_\rho \mathcal{F}\left[\frac{1}{r^2} \left(\int_0^{r'} \text{Re}(\overline{\psi_1}\psi_2)r'' dr'' \right) \text{Re}(\overline{\psi_3}\psi_4) \right],
\]

\[
\int_r^\infty m \cdot \text{Re}(\overline{\psi_1}\psi_2) dr' \frac{dr'}{r'} = \Delta^{-1} \text{Im}Q_{12}(\overline{\psi_1}, \psi_2).
\]

We use Lemmas B.2 and B.3 to show the nonlinear estimate required for Proposition 2.10. We use the Besov norm

\[
\|f\|_{B^s_{r, 2}} := \|2^j P_j f\|_{L^2_{r, 2}}^{s}
\]

where $\{P_j\}_{j \geq 0}$ are the Littlewood-Paley projectors on $|\xi| \lesssim 1$ if $j = 0$ and $|\xi| \sim 2^j$ if $j \geq 1$.

**Proposition B.4** (Nonlinear estimates; higher regularity). Let $s > 0$. Then,

\[
\|N(\phi)\|_{L^4_{t} B^s_{r, 2}} \lesssim_s (|m| + |g| + \|\phi\|_{L^\infty_t L^2_x}) \|\phi\|_{L^4_{t} L^2_{x}} \|\phi\|_{L^4_{t} B^4_{r, 2}}
\]

\[
+ \|\phi\|_{L^\infty_t L^2_x} \|\phi\|_{L^4_{t} H^2}.
\]
Proof. In what follows, implicit constants are allowed to depend on $s$. Let $\frac{1}{p} = \frac{1}{p_1} + \frac{1}{p_2}$ with $1 \leq p, p_1, p_2 < \infty$. We then have a standard paraproduct estimate
\[
\left\| 2^{sk} \sum_{j \geq k} \| (P_{\leq j} f)(P_j g) \|_{L^p} \right\|_{L^q} \lesssim \left\| \sum_{j \geq k} \left( 2^{(k-j)s} \cdot 2^{js} \| P_j g \|_{L^p} \right) \right\|_{L^q}
\]
where we used Schur’s test in the second inequality. In particular, we have
\[
2^{js}(P_{\leq j} f)(P_j g) \lesssim \| f \|_{L^p} \| g \|_{B^{p_2,2}},
\]
\[
\| f g \|_{B^{p_2,2}} \lesssim \| f \|_{L^p} \| g \|_{B^{p_2,2}} + \| f \|_{B^{p_1,2}} \| g \|_{L^p}.
\]
Thus we can estimate each term of the nonlinearity as
\[
\| g(\phi)\|_{L^2 B^{p_2,2}_{4,3,2}} \lesssim \| \phi \|_{L^2 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^2 B^{p_2,2}_{4,3,2}},
\]
\[
\left\| \frac{2m}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} \lesssim \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} + \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}},
\]
\[
\left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} \lesssim \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} + \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} + \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}} \left\| \frac{1}{r^2} A_\theta \phi \right\|_{L^2 B^{p_2,2}_{4,3,2}}.
\]
For the terms with $L^2$-critical Strichartz pairs, we can proceed as in Lemma [B.1]. Thus it suffices to show the estimates
\[
\| A_\theta \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \lesssim \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} + \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}},
\]
\[
\| A_\theta \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \lesssim \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} + \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}},
\]
\[
\| A_\theta \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \lesssim \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} + \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}},
\]
\[
\| A_\theta \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \lesssim \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} + \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \| \phi \|_{L^4 B^{p_2,2}_{4,3,2}}.
\]
Our main tools are [B.1]-[B.3] and Lemmas (B.2)-(B.3).

To show (B.7), we use Lemma B.2 to observe
\[
P_k(A_\theta \phi) = P_k \left( \frac{2}{\max\{j_1, j_2, j_3\} = j_1 \geq k} \sum \sum \right) A_\theta [P_{j_1} \phi, P_{j_2} \phi] P_{j_3} \phi
\]
\[
= P_k \left( 2 \sum_{j \geq k} A_\theta [P_j \phi, P_{j \phi}] P_j \phi + \sum_{j \geq k} A_\theta [P_{j \phi}] P_j \phi \right).
\]
We then estimate
\[
\| A_\theta \phi \|_{L^4 B^{p_2,2}_{4,3,2}} \lesssim \left\| 2^{sk} \sum_{j \geq k} \| A_\theta [P_j \phi, P_{j \phi}] \|_{L^p} \| P_{j \phi} \|_{L^p} \right\|_{L^q}
\]
\[
+ \left\| 2^{sk} \sum_{j \geq k} \| A_\theta [P_{j \phi}] \|_{L^p} \| P_j \phi \|_{L^p} \right\|_{L^q}
\]
\[
\lesssim \| P_{j \phi} \|_{L^p} \| P_{j \phi} \|_{L^p} \| P_{j \phi} \|_{L^p} \right\|_{L^q}
\]
\[
+ \| P_{j \phi} \|_{L^p} \| P_{j \phi} \|_{L^p} \| P_{j \phi} \|_{L^p} \right\|_{L^q}
\]
\[
\lesssim \| \phi \|_{L^p} \| \phi \|_{L^p} \| \phi \|_{L^p} \| \phi \|_{L^p} \| \phi \|_{L^p} \right\|_{L^q}.
\]
\[\text{The display is not exactly correct, but it captures essential features of the proof.}\]
To show (B.8), we use Lemma B.2 to observe
\[ P_k \left( \frac{1}{r^2} A_0 \right) = P_k \left( \frac{1}{r^2} \sum_{j \geq k} A_0 [P_j \phi, P_\leq j \phi] \right) = 2P_k \left( \frac{1}{r^2} \sum_{j \geq k} A_0 [P_j \phi, P_\leq j \phi] \right). \]

We then use (B.2) to estimate
\[
\left\| \frac{1}{r^2} A_0 \right\|_{L^2_t B^0_x}^2 \lesssim \left\| 2^{sk} P_k \left( \frac{1}{r^2} \sum_{j \geq k} A_0 [P_j \phi, P_\leq j \phi] \right) \right\|_{L^2_t L^2_x}^2
\]
\[
\lesssim \left\| 2^{sk} \sum_{j \geq k} \| P_j \phi P_\leq j \phi \|_{L^2_x} \right\|_{L^2_t L^2_x} \lesssim \| \phi \|_{L^4_t L^4_x} \| \phi \|_{L^4_t B^4_{-2}}.
\]

To show (B.9), we use Lemma B.3 to observe
\[ P_k A_0^{(1)} = 2P_k \left( \sum_{\max\{j_1, \ldots, j_4\} = j_1 \geq k} \sum_{\max\{j_1, \ldots, j_4\} = j_3 \geq k} A_0 [P_{j_1} \phi, P_{j_3} \phi] d_1 \right)
\]
\[ \times \int_\mathbb{R} A_0 [P_{j_2} \phi, P_{j_4} \phi] \Re(P_{j_2} \overline{P_{j_4} \phi}) \frac{dr'}{r} \right)
\]
\[
= 2P_k \left( \sum_{j \geq k} \int_\mathbb{R} A_0 [P_j \phi, P_\leq j \phi] P_\leq j \phi |d_2|^2 \frac{dr'}{r} \right)
\]
\[ + \sum_{j \geq k} \int_\mathbb{R} A_0 [P_\leq j \phi] \Re(P_j \overline{P_\leq j \phi}) \frac{dr'}{r} \right).
\]

We then use (B.3) and (B.1) to estimate
\[
\| A_0^{(1)} \|_{L^2_t B^0_x} \lesssim \left\| 2^{sk} \sum_{j \geq k} \| A_0 [P_j \phi, P_\leq j \phi] \|_{L^\infty_t \| P_\leq j \phi \|_{L^2_x}} \right\|_{L^2_t L^2_x}
\]
\[ + \left\| 2^{sk} \sum_{j \geq k} \| A_0 [P_\leq j \phi] \|_{L^\infty_t \| P_j \phi \|_{L^2_x} \| P_\leq j \phi \|_{L^2_x}} \right\|_{L^2_t L^2_x}
\]
\[
\lesssim \| P_\leq j \phi \|_{L^\infty_t L^2_x} \| P_\leq j \phi \|_{L^2_t L^2_x} \| P_j \phi \|_{L^2_x}
\]
\[ + \| P_\leq j \phi \|_{L^2_t L^2_x} \| P_\leq j \phi \|_{L^2_t L^2_x} \| P_j \phi \|_{L^2_x}
\]
\[
\lesssim \| \phi \|_{L^\infty_t L^2_x} \| \phi \|_{L^2_t L^2_x} + \| \phi \|_{L^2_t L^2_x} \| \phi \|_{L^2_t L^2_x}.
\]

To show (B.10), we use Lemma B.3 to observe
\[ P_k A_0^{(2)} = 2P_k \sum_{j \geq k} \int_\mathbb{R} \frac{m}{r} \Re(P_j \overline{P_\leq j \phi}) \frac{dr'}{r}.
\]

We then use (B.3) to estimate
\[
\| A_0^{(2)} \|_{L^2_t B^0_x} \lesssim |m| \left\| 2^{sk} \sum_{j \geq k} \| (P_j \phi)(P_\leq j \phi) \|_{L^2_x} \right\|_{L^2_t L^2_x}
\]
\[
\lesssim |m| \| \phi \|_{L^4_t L^4_x} \| \phi \|_{L^4_t B^4_{-2}}.
\]

This completes the proof.\(\square\)

One can get an analogous estimate for the difference \(N(\phi_1) - N(\phi_2)\). One then has local existence and uniqueness for \(H^s_m\) data by the standard contraction principle. However, the local existence in subcritical sense is not clear. To get this, we use Hölder’s inequality in time and the embedding \(B^4_{-2} \hookrightarrow L^4\) to observe
\[ \| \phi \|_{L^4_t L^4_x} \lesssim |I|^0 \| \phi \|_{L^4_t B^4_{-2}}. \]
such that above pair \((4+, 4–)\) is admissible. Observe that in Proposition \([B.4]\) we have \(L^4_{x,t}\) factor in the upper bound. This guarantees local existence in subcritical sense. Thus \(H^4_{m}\)-subcritical local theory (Proposition \([2.10]\)) follows by standard arguments.
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