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Abstract

When interacting with students, teachers usually combine several communication modalities (speech, hand gestures, gaze, posture, facial expression, graphics on a blackboard, slides…) and have to adapt their communication to the lecture settings (computer knowledge of the students, duration of the lecture…). Although educational resources and intelligent tutoring systems are developing, they are seldom being used as language resources per se, nor based on real-world pedagogical recording. Even in the field of pedagogical agents where a graphical persona is used as a complementary means of communication, the multimodal and adaptative behaviour of the graphical agent is often based on general knowledge about communication studies rather than on the annotation of pedagogical behaviour observed in video corpora. In this paper, we describe how an educational video corpus is being collected and how it is planned to be used for improving the existing on-line tutorial with multimodal and adaptative hypermedia features.

1. Introduction

When interacting with students, teachers usually combine several communication modalities such as speech, gestures, graphics and might adapt both their communication and its content to the level of understanding of the students or the duration of the lecture.

Although educational resources¹ and intelligent tutoring systems are developing, they are seldom being used as language resources per se, or based on real-world pedagogical recording (ITS 2000). Apart from (Feyereisen, 1997; Baldry, 2000; Tajariol, 2001), we have not found any references on the recording of lectures for communication studies for the development of pedagogical resources or computer aided learning tools. Furthermore, experimental evaluation of e-learning technologies is still a challenge.

Even in the recent field of pedagogical agents where a graphical persona is used as a complementary means of communication (Graesser et al., 2000; Lester et al., 2000), the multimodal and adaptative behaviour of the graphical agent is often based on general knowledge coming out from communication studies rather than on the annotation of pedagogical behaviour observed in video corpora.

2. The MICAME project

In this paper, we describe the MICAME project². The pedagogical resources currently available at the Montreuil Institute of Technology contain only static elements such as html web pages or downloadable lectures notes³ (Figure 1).

Yet, students come from very heterogeneous places regarding technological, but also cultural and linguistic level.

Teachers have to give the same lecture in different settings regarding students computer knowledge, lecture duration, size of the room.

The MICAME project aims at enhancing the on-line static tutorials with multimodal, multimedia, cooperative and adaptative features observed in video-taped lectures or student working sessions.

Figure 1: Screenshot of the static lecture notes currently available (communication is mostly textual and graphical without any multimodal nor adaptative features)

3. A corpus of multimodal and adaptative pedagogical behavior

“Natural” pedagogical behavior including multimodality, cooperativity and adaptation can be observed in several settings.

¹ http://www.xml.org/xml/, XML Registry, Education
² Modeling Informatics Cooperation Adaptation and Multimodality in Education. The MICAME project is being funded by Paris 8 BQR contracts. It makes use of multimodal technology developed at LIMSI-CNRS.
³ http://www.iut.univ-paris8.fr/~martin/enseignement/java/
Two different types of corpora are currently being collected at the Montreuil Technology Institute. The first type is a lecture where the teacher is interacting with students using drawing and writing on whiteboard besides using speech, gesture, gaze... (Figure 2). This corpus also includes files used as slides displayed on the wall during the lecture.

The second type is a presentation performed by students (Figure 3). In such a presentation, one or two students provide explanations about a drawing they made on a blackboard.

We have started to record both types of sessions. The files have been recorded using a Mini-DV Digital Video camera and converted into .avi files.

4. Observations

The recording of such pedagogical corpus raises some specific issues:

- Writing and drawing on the whiteboard / blackboard may not visible depending on lightning conditions.
- During a lecture the teacher may get closer to students when answering some questions and thus may not be visible on the video.
- It can be useful to record students behavior (at least speech) in order to understand the adaptive behavior of the teacher.
- Annotations of spatial relations are required (between drawings on the blackboard, between gestures and drawings...).
- Both the communicative and the non-communicative actions of the teachers have to be annotated (i.e. erasing part of the whiteboard...).
- During a lecture, teachers make use of “real world objects” such as pen, markers, book, paper notes, tables.
- Teachers gesture towards different targets such as whiteboard, paper notes. They may use objects such as marker when producing iconic gestures.
- The teacher might provide more details on the whiteboard, might go back and forth in the slides.

Some videos have been inserted in the on-line tutorial (Figure 4).

5. Future work

In the future we intend to video-tape other lectures and working sessions between students. Other types of settings such as the two described above might be recorded (a group of student communicating during a project meeting).

We will adapt our TYCOON format for the annotation of multimodal behavior (Martin et al. 2001). Yet it requires the annotation of the features of referred objects. We will have to find the adequate granularity of these referred objects (i.e. keyword annotations of slides sections or annotation of single slides drawings). We will also have to include new specification for annotating adaptive and cooperative behavior. We intend to use the Anvil annotation tool (Kipp 2001).
With an increasing number of video, we will have to specify a meta-data format for enabling the management of a pedagogical resources repository which could be adapted from the metadata developed in the ARIADNE project. We will build a communicative model out of these annotations. Such a model will be used for extending the communicative features of the current pedagogical resources including the specification of a multimodal pedagogical agent producing spoken, textual, and gestural output (Lester et al. 2000).

These annotations will be used to increase the interactivity and adaptability of the existing on-line tutorial for searching annotated videos for specific kind of support (explanations, drawings), making parts of these video clickable and for specifying the adaptive behaviour of this pedagogical agent and of the on-line tutorial by adding dynamic hyperlinks (Kendall & Réty 2000).

The protocol itself is quite challenging. Different settings make it hard to compare observed behavior. Finally, we think it will also be useful to have a better knowledge of how teachers do adapt the multimodal and adaptative features of their communication to different learning contexts (IJAIED, 2001).
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