Comparison of Nearest Neighbor and Caliper Algorithms in Outcome Propensity Score Matching to Study the Relationship between Type 2 Diabetes and Coronary Artery Disease

Sara Sabbaghian Tousi1, Hamed Tabesh2, Azadeh Saki1,3*, Ali Tagipour3,4, Mohammad Tajfard3,5

1Department of Epidemiology and Biostatistics, School of Health, Mashhad University of Medical Sciences, Mashhad, Iran.
2Department of Medical Informatics, School of Medicine, Mashhad University of Medical Sciences, Mashhad, Iran.
3Social Determinants of Health Research Center, Mashhad University of Medical Sciences, Mashhad, Iran.
4Department of Epidemiology, School of Health, Mashhad University of Medical Sciences, Mashhad, Iran.
5Department of Health Education and Health Promotion, School of Health, Mashhad University of Medical Sciences, Mashhad, Iran.

ARTICLE INFO

Introduction: Propensity score matching (PSM) is a method to reduce the impact of essential and confounders. When the number of confounders is high, there may be a problem of matching, in which, finding matched pairs for the case group is difficult, or impossible. The propensity score (PS) minimizes the effect of the confounders, and it is reduced to one dimension. There are various algorithms in the field of PSM. This study aimed to compared the nearest neighbor and caliper algorithms.

Methods: Data obtained in this study were from patients undergoing angiography at Ghaem Hospital in Mashhad, between 2011-12. The study was a retrospective case-control using PSM. In total, 604 patients were included in the case and control groups. A logistic regression model was used to calculate the propensity score and adjust the variables, such as age, gender, Body Mass Index (BMI), systolic blood pressure, smoking status, and triglyceride. Then, the Odds Ratios (ORs) with 95% Confidence Intervals (CIs) for the raw data and two matching algorithms were determined to examine the relationship between type 2 diabetes and coronary artery disease (CAD).

Results: Propensity score in the nearest neighbor and caliper algorithms matched the total number of 604 samples, 200 and 178 pairs, respectively. All variables were significantly different between the two groups before matching (P<0.05). The gender was significantly different between the two groups after matching using the nearest neighbor algorithm (P=0.002). No variables created a significant difference between the two groups after matching with the caliper algorithm.

Conclusion: Bias reduction in the caliper algorithm was greater than for the nearest neighbor algorithm for all variables except the triglyceride variable.
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While the rates of diabetes are increasing all over the world. The scientists estimate that the number of diabetics will go up dramatically in the next years and will reach the number of 592 million
by 2035. The main system that affected by diabetes is cardiovascular and causes death in more cases. Patients suffering from diabetes are disposed to more severe cardiovascular diseases and have greater complication rates than non-diabetic patients. The most common cardiovascular diseases are coronary artery disease (CAD). There is a strong relationship between CAD and type 2 diabetes. So, diabetes is considered a CAD risk equivalent. This means that diabetic patients are at risk of having coronary disease similar to non-diabetic patients, who had one before. Many factors contribute to the appearance of CAD in diabetes type 2 patients and only 25% of these are already known.¹

Due to the fact that there are several confounding variables in the relationship between type 2 diabetes and CAD. We need to use the propensity score matching method because if we try to match these confusing variables, we may encounter over-matching that we may not find any matching control for a subject in the case group. Therefore, to find controls with the same score, we must use the propensity score matching method.

Matched case-control studies are one of the most common approaches for studies in health sciences. One of the most critical points in designing these studies is the distribution of similar confounders in the case and control groups.² When the number of confounders is high, there is often a problem of matching, and it is difficult or impossible finding the matched pairs for the case group.³ In case-control studies, matching is done on the response variable (unlike cohort studies where matching is done on exposure). Therefore, in calculating the propensity score, the logistic model of the relationship between confounding variables and response variable should be used.

Instead, The propensity score is calculated using the logistic regression model based on the outcome (patient=1 and healthy=0) conditional on the observed confounders.⁴ Indeed, PSM is used in case-control studies to evaluate the results. PSM is the best way to overcome selection bias and confounding factors in observational studies, by creating a balance between the two groups.⁵ There is a wide range of different methods for forming matched pairs, such as optimal matching, nearest neighbor matching, and caliper matching.⁶ The nearest neighbor algorithm is the most common method used for this in medical science, although the caliper width is not constant in this algorithm.⁷ ⁸ In addition, previous studies have investigated performance calipers with different widths.⁹ While there are few studies that have compared the performance of different algorithms of the propensity score matching.⁶ But now these studies are on the rise. The aim of this study is to compare the performance of two propensity score matching algorithms called the nearest neighbor matching and the caliper matching to find an appropriate matched control group to investigate the relationship between diabetes and coronary artery disease with considering the confounding variables in this relationship.

**Materials and Methods**

We used the method of PSM in a case-control study to investigate the relationship between type 2 diabetes and coronary artery disease in candidates for angiography in Ghaem hospital in Mashhad from September 2011 to August 2012. A total of 604 patients were included in the case and control groups. The case
group consisted of 200 patients who had been diagnosed with 2 to 3 coronary artery stenosis by angiography. The control group consisted of 404 healthy people, over 18 years, who were referred for regular medical examinations. After obtaining informed consent demographic information was recorded, that included: age, gender, smoking status, history of diabetes (or not). The following parameters were measured: serum triglycerides, systolic blood pressure, body mass index, as previously reported.\textsuperscript{10, 11}

We used PSM to select the appropriate matched pairs between the two groups with, or without coronary artery disease. First, we checked confounder variable entry conditions and evaluated the balance between the case and control groups. We used statistical methods such as the chi-squared ($\chi^2$) test for variables. If at least one variable creates an imbalance between the two groups, the chi-squared test will be statistically significant.\textsuperscript{12} standard difference estimate for a comparison of the means or medians of continuous covariates and the distribution of their categorical counterparts between case and control subjects. For a continuous covariate, the standardized difference is defined as:

$$d = \frac{\bar{x}_{\text{case}} - \bar{x}_{\text{control}}}{\frac{s^2_{\text{case}} + s^2_{\text{control}}}{2}} \times 100$$

$\bar{x}_{\text{case}}$ and $\bar{x}_{\text{control}}$ are the sample mean of confounder variables covariates in the case and control groups, respectively. $s^2_{\text{case}}$ and $s^2_{\text{control}}$ are the sample variance of covariates in the two groups, respectively. For dichotomous confounder, the standardized difference is defined as:

$$d = \frac{\hat{p}_{\text{case}} - \hat{p}_{\text{control}}}{\sqrt{\hat{p}_{\text{case}}(1 - \hat{p}_{\text{case}}) + \hat{p}_{\text{control}}(1 - \hat{p}_{\text{control}})}}$$

$\hat{p}_{\text{case}}$ and $\hat{p}_{\text{control}}$ are the prevalence or mean of the dichotomous variable in case and control groups, respectively. Although there is no universal agreement criterion as to what threshold of the standardized difference can be used to represent an important imbalance, a standard difference that is less than 0.1 has been taken to represent an insignificant difference in the mean or prevalence of a covariate between groups.\textsuperscript{13}

The propensity score is estimated using a logistic regression model. The numerical value of this score is between zero and one, and it is defined as a probability of being in the case or control group on the basis of confounder variables: $e(X_i) = \Pr(Z_i = 1|X_i = x_i)$

Were $Z_i$ is binary outcome variable (1=disease/0=non-disease). $e(X_i)$ is an estimation of the propensity score for the $i^{th}$ individual, where $X_i$ represents the vector of confounder variables for the $i = $ individual, which will be matched in two groups.\textsuperscript{4} In order to achieve normality, the logit of the propensity scores are usually used instead of the propensity scores $\hat{e}(X_i)$, where $\hat{\beta}$ is a vector of the regression coefficients [14, 15].

$$\ln\left(\frac{e(X_i)}{1-e(X_i)}\right) = \hat{\beta}X_i$$

The matching has the best performance when there is an appropriate overlap between the logit of estimation of the propensity scores between the case and control groups. Therefore, we examined the overlap between the two groups using a box plot.\textsuperscript{16}

We then implemented the nearest neighbor and caliper algorithms with a 1:1 ratio (an individual matched from the control group with an individual from case group) and without replacement.

The nearest neighbor algorithm is a method
that matches the two groups based on the nearest distance. If the absolute distance between their propensity scores is the smallest value, the jth person with the propensity score is in the control group a proper match for the ith individual with the propensity score in the case group.\textsuperscript{17} If multiple subjects in the control group have equally close propensity scores to the propensity score of the sample subject in the case group, one of those is selected at random.\textsuperscript{18}

\[d(i, j) = \min_j \|e(X_i) - e(X_j)\|\]

The caliper algorithm uses the absolute distance of the propensity scores of individuals in groups less than a specified caliper.\textsuperscript{5}

\[d(i, j) = \min_j \|e(X_i) - e(X_j)\| < \varepsilon\]

e(X_i) and e(X_j) are the propensity scores of the individual in the case and control group, respectively. \(\varepsilon < 0.25\sigma_p\) is a pre specified caliper.\textsuperscript{19} \(\sigma_p\) is the standard deviation of the logit of estimation of the propensity scores, where \(\sigma^2_i\) is the variance of logit of the propensity score in the \(i\)th group. Range \(a\) is allowed to change from 0.05 to 2.50 in increments of 0.05.

\[\sigma_p = a \sqrt{\frac{(\sigma^2_i + \sigma^2_j)}{2}}\]

If the variance of the logit of the propensity score is similar in both groups, the caliper with a width of 0.2 removes approximately 99\% of bias due to measured confounder variables.\textsuperscript{9} We evaluated the mean difference for all variables in the case and control groups before and after the matching with the two algorithms as well as the bias reduction percentage for each variable after the matching. We expected that the mean difference and bias would be reduced after matching with the algorithms in comparison with before matching, which shows the matching algorithms are useful.

The main purpose of matching is to reduce selection bias by increasing the balance between the case and control groups. For a continuous covariate, the bias reduction percentage is defined as:

\[\frac{(\bar{x}_{\text{case}} - \bar{x}_{\text{control}}) - (\hat{x}_{\text{case}} - \hat{x}_{\text{control}})}{\bar{x}_{\text{case}} - \bar{x}_{\text{control}}} \times 100\]

where \(\bar{x}_{\text{case}}, \bar{x}_{\text{control}}, \hat{x}_{\text{case}}\) and \(\hat{x}_{\text{control}}\) are the mean of confounder variables in the case and control groups before and after matching, respectively. For dichotomous confounder, the standardized difference is defined as:

\[\frac{(\hat{p}_{\text{case}} - \hat{p}_{\text{control}}) - (\hat{p}_{\text{case}} - \hat{p}_{\text{control}})}{\hat{p}_{\text{case}} - \hat{p}_{\text{control}}} \times 100\]

where \(\hat{p}_{\text{case}}, \hat{p}_{\text{control}}, \hat{p}_{\text{case}}\) and \(\hat{p}_{\text{control}}\) are the prevalence or mean of the dichotomous variable in the case and control groups before and after matching, respectively.\textsuperscript{20} A fixed value of the bias reduction is unclear, but 80\% bias reduction may be a reasonable and sufficient.\textsuperscript{21} This value, or greater indicates that many appropriate samples have been matched.\textsuperscript{22}

We evaluated PSM algorithms quality using statistical tests and graphical methods. In this study, we used paired t-test for quantitative variables and McNemar test for qualitative variables. Hypothesis \(H_0\) (there is no significant difference between the variables of the two groups) were tested against the hypothesis \(H_a\) (there is a significant difference between the variables of the two groups).\textsuperscript{8} One of the graphical methods for checking the quality of algorithms is the distribution histogram of the propensity scores before and after matching. The improvement in the
distribution of propensity scores is evaluated between the case and control groups by comparing these two histogram plots. Important parameters to determine the fit are not only the shape but also is the degree of overlap between the two distributions that known as the common support region (by examining the Y axis). Matching is best when there is a common support region. The Quantile-Quantile (QQ) plot compares the probability distributions of a confounder in the case and control group by plotting their quantiles against each other. Finally, we examined the sensitivity of the results obtained from the study for the hidden biases (for which the researcher did not recognize the confounder variables and did not enter the study). Rosenbaum method is used for sensitivity analysis. If the outcome and exposure are nominal variables, the McNamar test is used in this method. We performed sensitivity analysis the intervals and p-values are obtained using this test. Where u is an unobservable confounder variable, so we tested the hypothesis $H_0$ (u included in the study, the study is sensitive) against the hypothesis $H_a$ (u do not include in the study, the study is not sensitive).

$$\begin{align*}
H_0 : E(u) &\neq 0 \\
H_a : E(u) &= 0
\end{align*}$$

The existence of the Unobservable confounder variable u is investigated using the gamma index ($\Gamma$). Gamma is the sensitivity parameter and a measure to determine the robustness of results relative to the hidden bias. For each, $\Gamma \geq 1$ the boundaries are provided for the significant levels of the null hypothesis. Different gamma values are investigated for upper and lower bounds and their significant levels. Finally, a study is sensitive to hidden bias if the gamma value is close to one for change at significant levels.

All statistical analyses were performed using R version 3.3.4. The level of significance was set at $P<0.05$.

**Results**

Using standard deviation and chi-squared test, age variable (53%) and gender and smoking status variables ($P <0.001$) created an imbalance between the two groups. Other variables (BMI, triglycerides, and systolic blood pressure) have been used as confounder variable by previous studies. As shown in Figure 1, there was an appropriate overlap in the estimated propensity scores of the two groups.

![Figure 1. Overlap on fitted scores](image)

We calculated the propensity score using a logistic regression model. CAD was fitted as the response variable versus variables such as age, gender, BMI, smoking status, triglyceride, and systolic blood pressure. As shown in Table 1, the mean difference in the
caliper algorithm was lower for all variables except systolic blood pressure and triglyceride variables compared with the nearest neighbor algorithm. The bias reduction percentage was increased with the caliper algorithm for all variables except the triglyceride variable in comparison with the nearest neighbor algorithm.

In addition, Table 1 shows that all variables were significantly different between the two groups before matching (P<0.05) but after applying nearest neighbor matching only the gender variable created a significant difference between the two groups (P=0.002). All the variables created the balance between the two groups after the caliper matching.

Then, the nearest neighbor and caliper algorithms 200 and 178 pairs were matched in the case and control groups, respectively.

We used a graphical approach called back-to-back histogram to assess the distributional similarity between score distributions. As shown in figure 2 (A) the propensity scores were predicted to data before matching. According to the Y-axis, there was a common support region between the case and control groups. As can be observed in this figure 2 (B) and (C), there is improvement in their common support region and also in the match between the two distributions of propensity scores after the matching with the caliper and the nearest neighbor algorithms with compared to figure 2 (A), which shows the histograms for the same data before the match. Eventually, in Figure 2, the caliper algorithm had a remarkable improvement for distribution histograms of the propensity scores in the case and control groups before and after matching with compared to the nearest neighbor algorithm. Thus, this algorithm has reduced the selection bias significantly.

According to Figure 3, after matching with two algorithms, the points were not exactly on the 45 degree line (y=x), but there was a continuous empirical distribution between the two groups. Deviations from the 45 degree line in the caliper algorithm was less than the nearest neighbor algorithm. Gamma was 3.4 and 2.8 in the nearest neighbor and caliper algorithms, respectively. This study was not sensitive because gamma is not very close to one. Therefore, the results of

| variable                | Before matching | After nearest neighbor matching | After caliper matching |
|-------------------------|-----------------|---------------------------------|-----------------------|
|                         | mean difference | P-value | mean difference | P-value | Reduction bias (%) | mean difference | P-value | Reduction bias (%) |
| Age (years)             | -0.29           | <0.001  | -0.06           | 0.141   | 77.63              | -0.02           | 0.795   | 92.26              |
| Sex (male %)            | 5.87            | <0.001  | 1.34            | <0.001  | 77.11              | 0.92            | 0.984   | 84.32              |
| BMI (kg/m²)             | 5.73            | <0.001  | 1.59            | 0.63    | 72.27              | -0.90           | 0.263   | 84.23              |
| Smoking status (Non-smoker %) | 15.82 | 0.035  | 8.23            | 0.248   | 47.98              | 5.89            | 0.992   | 62.71              |
| Systolic blood pressure (Mm Hg) | 0.25 | 0.022  | 0.23            | 0.525   | 9.17               | 0.35            | 0.909   | 39.91              |
| Triglyceride (Mg/dl)    | 0.06            | <0.001  | 0.01            | 0.225   | 78.26              | -0.02           | 0.540   | 67.43              |
this study were robust relative to the observed confounders, and the existence of another confounder did not change the results. After evaluating the quality of the two algorithms, the balance was shown to have a remarkable improvement for all confounder variables that create a significant difference between the two groups. The caliper algorithm performed better than the nearest neighbor algorithm in selecting appropriate matched pairs. Selection bias reduced and the matching was effective.

In Table 2, we calculated the odds ratio (OR) for raw data without adjustment and adjusted by logistic regression model and for matched data with two algorithms. It was determined that CAD was positively related with diabetes mellitus. The confidence interval of OR after matching with the two algorithms was wider than the before matching because data was in the form of the pair after matching and the sample size reduced. To determine the accuracy of real OR values on raw data, Mantel-Hansel was used and it was observed that after adjusting on the variables of age, gender, smoking status, body mass index,
systolic blood pressure, and triglyceride that were categorized, the value of OR decreases and becomes close to the value of OR obtained from the matching with the caliper algorithm. So that the odds of coronary artery disease in diabetics was 4.85 times higher than in non-diabetics in the caliper algorithm.

**Discussion**

![Figure 3. QQ plot of the caliper algorithm (right) QQ plot of the nearest neighbor algorithm (left)](image)

Table 2. Comparing odds ratio before and after matching with the caliper and the nearest neighbor algorithm

|                              | OR    | OR (95%CI) |
|------------------------------|-------|------------|
| Raw data without adjustment on confounders (n = 604) | 5.64  | (3.89-8.16) |
| Raw data adjusted by logistic regression model (n = 604) | 5.12  | (3.37-8.78) |
| Nearest neighbor matching     | 5.6   | (3.02-10.24) |
| Caliper matching              | 4.85  | (2.71-8.53) |
The purpose of this study was to compare the propensity scores using two nearest neighbor and caliper algorithms. Propensity score in the nearest neighbor and caliper algorithms matched the total number of 604 samples, 200, and 178 pairs, respectively. In order to perform individual matching based on study confounders, we needed a large population to select the control group. In this study, it was not possible to match any pairs by individual matching. There must be an appropriate overlap between the distributions of the propensity scores of the two groups. If the overlap is small, there may not be sufficient numbers of individuals in the control group to be matched with all individuals group; in the case group. Therefore, PSM would not be better than matching using standard approaches. Therefore, the minimum sample size is considered for the control group 3-4 times larger than the case group. In this study, the sample size was for the control group more than two times the case group.

Matching can be done using replacement, and a ratio of many to one (M:1) or one to many (1:M), but in the medical field, it is rarely used because it will be difficult to check the balance between the two groups. In this study, the matching algorithms were performed without replacement and with a ratio (1:1).

Austin performed a study of PSM, comparing different algorithms, and in which the caliper algorithm created the most balance between the two groups. In this study, the selection of appropriate matching algorithm had a remarkable effect on the quality of the matched pairs, and the caliper algorithm reduced 40%-92% of the selection bias for confounder variables. Austin also performed a study to compare two widths of the caliper algorithm with 0.2 and 0.6 the standard deviation of the logit of the propensity score that were eliminated 99% and 90% of the bias of the variables between the two groups, respectively. Therefore, the caliper algorithm had the best performance with a width of 0.2 standard deviation of the logit of the propensity score. This study presented, the use of an optimal caliper is vital for achieving appropriate matches pairs.

Sensitivity analysis is necessary to determine the robustness of the results. In the PSM method all the variables must be entered that cause the imbalance between the two groups, because the lack of a potential variable in estimating the propensity scores does not reduce the selection bias, and the effectiveness of this method is limited. In a review study in the medical field, only one of the 27 articles had been reported sensitivity analysis. In this study reported sensitivity analysis and the study was not sensitive because the results were robust relative to the observed confounders.

Pirracchio performed a study, and the odds ratio for a matched sample based on the propensity score had a greater variance than raw data also confidence interval of OR was wider in the PSM method. It reported similar results to this current study. PSM has been used successfully by other researchers to aid in creating case-control designs in survey data. In this case-control study, the use of PSM was useful in choosing appropriate matched pairs.

Study Limitations and Suggestions: in this study, other propensity score matching algorithms described in the field of statistics were not examined. Therefore, it is recommended that comparison between other algorithms be performed in future studies.
Many factors contribute to the appearance of CAD in diabetes type 2 patients and only 25% of these are already known. So it might be there are many risk factors as confusing in the relationship between diabetes and coronary artery disease, it is suggested that other studies be performed to match these factors.

Strong points of the study: If the overlap (common support region) is small, that there may not be enough participants in the control group to match all the participants in the case group, then propensity score matching will be no better than any standard form of matching. In this study, there was overlap acceptable.

In a review study in the medical field, only one of the 27 articles had been reported sensitivity analysis. This study reported sensitivity analysis as the last step of matching.

**Conclusion**

Using different matching algorithms can improve the process of selecting appropriate matched pairs. The PSM method not only guarantees a similar distribution of the confounders in both groups, but it also reduces selection bias. In this study, the caliper algorithm performed better than the nearest neighbor algorithm in selecting appropriate matched pairs.
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