In vivo coincidence detection in mammalian sound localization generates phase delays
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Sound localization critically depends on detection of differences in arrival time of sounds at the two ears (acoustic delay). The fundamental mechanisms are debated, but all proposals include a process of coincidence detection and a separate source of internal delay that offsets the acoustic delay and determines neural tuning. We used in vivo patch-clamp recordings of binaural neurons in the Mongolian gerbil and pharmacological manipulations to directly compare neuronal input to output and to separate excitation from inhibition. Our results cannot be accounted for by existing models and reveal that coincidence detection is not an instantaneous process, but is instead shaped by the interaction of intrinsic conductances with preceding synaptic activity. This interaction generates an internal delay as an intrinsic part of the process of coincidence detection. The multiplication and time-shifting stages thought to extract synchronous activity in many brain areas can therefore be combined in a single operation.

Spatial hearing is the premier model system to study temporal processing in the brain¹,². Because there is no explicit representation of space at the level of the receptor organ, spatial sound attributes have to be computed in the brain. In humans, the dominant cue is the difference in arrival time of sounds at the two ears: the interaural time difference (ITD). Extraction of this cue is performed by neurons in the medial superior olive (MSO) in mammals and in the nucleus laminaris (NL) in birds³,¹². MSO neurons receive excitatory input from both ears relayed from the cochlea through the ipsi- and contralateral cochlear nuclei (Fig. 1a). In addition, inhibition is provided through the medial and lateral nuclei of the trapezoid body⁴.

The relatively simple organization of the MSO circuit makes it a powerful system for studying coincidence detection, a canonical neural operation that is important for the extraction of synchronous activity present in many brain areas²,⁵,⁶. Afferent inputs can be controlled independently by playing sound to either ear, and extensive behavioral data document the capabilities and limitations of this binaural system⁷.

The paucity of in vivo recordings has caused vigorous debate regarding the nature of ITD computation in mammals¹,⁸⁻¹⁰. In 1948, Jeffress hypothesized that MSO neurons act as instantaneous coincidence detectors, firing when excitatory inputs from each ear are in temporal register. These neurons would be tuned to ITD by virtue of different axonal conduction delays between the excitatory inputs from both ears¹¹, and this difference causes an ‘internal delay’, that is, a difference in the latency of the ipsi- versus contralateral ear to excite MSO neurons. A maximal number of coincidences occur at the ITD that compensates for this internal delay: this ITD is defined as the best delay. Furthermore, Jeffress postulated that best delays are topographically mapped as a result of systematic delay lines.

Although Jeffress’ model is thought to be consistent with ITD computation in NL in birds³,¹², there is much debate regarding its applicability to mammals. Extracellular and juxtacellular studies suggest that ITD tuning in MSO neurons reflects instantaneous coincidence detection of excitatory postsynaptic potentials (EPSPs)⁸,¹³,¹⁴. In addition, anatomical delay line configurations and a gradient of best delays have been described¹³,¹⁵,¹⁶. However, these features do not explain the population distribution of best delays⁸,¹⁷,¹⁸. Other factors have been proposed to provide internal delay, such as fast phase-locked inhibition¹⁰,¹⁹, asymmetric rise times of EPSPs²⁰, an asymmetric origin of the axon²¹ and disparities in the frequency tuning of the inputs from the two ears²²,²³. In all of these models, however, the basic premise of instantaneous coincidence detection has never been questioned.

We studied coincidence detection by obtaining, to the best of our knowledge, the first in vivo whole-cell recordings from verified MSO neurons, visualizing spikes as well as excitatory and inhibitory synaptic inputs. Our results are difficult to reconcile with the dominant proposals and suggest that ITD tuning is not well predicted on the population level by a linear summation of monaural inputs. Instead, recent input history shaped coincidence detection through small changes in the membrane potential that dynamically altered action potential threshold. The interaction between synaptic inputs and the intrinsic conductances of MSO neurons strongly affected the best delay and effectively contributed to internal delay.

RESULTS

Input and output of MSO neurons in vivo

We obtained whole-cell recordings from 59 MSO neurons in vivo in Mongolian gerbils under general anesthesia, using the blind in vivo patch-clamp technique. The identity of half of these neurons was anatomically confirmed by labeling with biocytin (Fig. 1a). Intracellular responses were dominated by excitatory events (Fig. 1b), as suggested by extra- and juxtacellular studies⁸,¹³. EPSP shape and size were similar to in vitro recordings (Fig. 1)⁹,²⁴. EPSPs appeared as discrete events (Fig. 1b), confirming in vivo juxtacellular recordings⁸.
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Discrete inhibitory postsynaptic potentials (IPSPs) were small and scarce, possibly because EPSPs masked the presence of IPSPs (Fig. 1b–d,f). To better visualize IPSPs, we blocked EPSPs with local pressure application of the AMPA receptor antagonist CNQX (220 or 440 μM). Under these conditions, IPSPs were clearly identified, but were not always present (Fig. 1c,d). For the neuron shown in Figure 1c, IPSPs were only seen at the onset of contralateral stimulation. Another neuron showed strong IPSP summation at the stimulus onset, as has been recently observed \(^\text{(onset)}\) in vivo\(^\text{a}\), as well as phase-locked IPSPs in the sustained response, particularly for contralateral stimulation (Fig. 1d). The paucity, small size and temporal summation of IPSPs are difficult to reconcile with the hypothesis that IPSPs set the \(^\text{ITD}\) tuning of MSO neurons \(^\text{10,19,25}\). This conclusion is strengthened by results from blocking inhibition (see below).

Measurement of the timing of the EPSPs in responses to monaural stimulation, relative to the stimulus cycle, showed clear phase-locking of the inputs to stimulation of either ear (Fig. 1e). MSO neurons therefore receive excitatory inputs from both sides with preserved stimulus timing information, which allows them to compare the timing of the sound at the two ears during binaural stimulation. When the inputs were in phase, events summed and larger depolarizations increased the probability of firing (Fig. 1f). When the inputs were out of phase, depolarization and spiking decreased. Counting the number of spikes for different ITDs resulted in an ITD function (Fig. 1g).

### Mapping physiology to anatomy

Biocytin labeling allowed linking of the physiological and anatomical properties of individual neurons. Retrieved neurons showed the stereotyped bipolar morphology of MSO principal neurons\(^\text{26,27}\) (Figs. 1a and 2a). We plotted the location of cell bodies on a normalized dorsoventral and rostrocaudal axis, and observed that neurons with a higher characteristic frequency were localized more ventrally than neurons with a lower characteristic frequency (Fig. 2b,c), confirming the tonotopy deduced from extracellular recordings\(^\text{28}\) and labeled afferents\(^\text{15}\), whereas there was no significant frequency tuning trend rostrocaudally \((P = 0.4; \text{Fig. 2d})\).

The rostrocaudal axis, orthogonal to the tonotopic map, is the dimension along which a map of best delays has been proposed in
Figure 2  Anatomical location of MSO neurons. (a) Camera lucida drawings (made by P.H. Smith, University of Wisconsin). Characteristic frequency (CF) is indicated with each neuron. Inset on the left shows position of the cell bodies on a schematic dorsoventral MSO outline. Red arrowheads indicate axonal origin. Asterisks indicate the neurons with shifts of 200 μs or more. (b) Projection of retrieved cell bodies on a normalized side view of the MSO. Abscissa is the normalized rostrocaudal location of the coronal section in which the cell body was localized (0 corresponds to caudal pole and 1 to rostral pole of the MSO). Ordinate is the normalized dorsoventral position of the cell body (0 corresponds to ventral border and 1 to dorsal border of the MSO). Colors indicate characteristic frequency (n = 16). (c, d) Normalized dorsoventral (c) and rostrocaudal (d) positions of MSO neurons as a function of characteristic frequency. Dashed lines are linear fits (linear correlation t14 = −6.47, n = 16; e, linear correlation t14 = 0.92, n = 16; d). (e) Best delay as a function of normalized rostrocaudal position. Color indicates stimulus frequency. There is no evidence for a rostrocaudal map of best delays.

accordance with the Jeffress model. We did not find evidence for systematic changes in best delay along the rostrocaudal dimension of the MSO (Fig. 2e), contrary to the systematic axonal conduction delays predicted by the Jeffress model.

Relation of ITD tuning to subthreshold inputs
Intracellular in vivo recordings capture the subthreshold inputs as well as the suprathreshold output, providing powerful data to test the hypothesis of instantaneous coincidence detection by comparing the binaural output of a MSO neuron to its monaural inputs. For the neuron in Figure 1c–g, the incoming EPSPs from each side overlapped most in time when ITD = 0 ms. Thus, in the framework of instantaneous coincidence detection, the expected best delay of this neuron is 0 ms. To our surprise, the ITD function indicated a best delay for which, on average, the ipsilateral EPSPs led the contralateral EPSPs (negative delay, by convention; Fig. 1g). We tested the plausibility of instantaneous coincidence detection more rigorously on the population of MSO neurons. We obtained ITD using a binaural beat stimulus (Fig. 3).

To predict the result of instantaneous coincidence detection, we summed the responses obtained to monaural ipsilateral and contralateral stimuli and generated predicted spikes whenever the sum crossed a threshold. Predicted spike times were transformed into predicted ITD functions (predITDfs; Fig. 3a). In several cases, predITDfs and real binaural ITD functions (rITDfs) corresponded well (Fig. 3a).

But, similar to the case in Figure 1c–g, we often observed mismatches in ITD (Fig. 3a). The shift of rITDf relative to predITDf was similar for a reversed binaural beat, for different values of threshold used to predict spikes and for a prediction based on crosscorrelation of the monaural period histograms (Supplementary Fig. 1).

We quantified the shift by crosscorrelating rITDf and predITDf. The lag of maximal correlation is the shift value (Fig. 3b). At the population level, the shift value was correlated with the characteristic frequency of the neurons. At low characteristic frequencies the real best delay was often at larger positive ITDs than expected; at high characteristic frequencies the shift was usually toward more negative ITDs. For 36 of 72 data sets in which enough spikes were recorded to make significant rITDfs (Rayleigh test, α ≤ 0.001; 17 of 28 neurons), the absolute value of this shift was larger than 100 μs, and, for the entire population, the shifts covered > 500 μs; these values are large relative to the gerbil physiological ITD range (roughly ±130 μs).

Shift is not explained by dominant proposals of ITD tuning
The shift between rITDfs and predITDfs is not compatible with instantaneous coincidence detection. We examined whether alternative hypotheses for ITD tuning may explain it. Phase-locked inhibition has been proposed to shift the ITD function. Previous studies using strychnine iontophoresis to block glycine receptor–mediated inhibition during extracellular MSO recordings showed a shift of best delay to 0 ms, presumably reflecting distortions in EPSP timing by IPSPs. By combining strychnine (10 mM) iontophoresis with whole-cell recordings, we observed shifts in ITD functions (Fig. 4a).

However, this effect continually evolved over time: after an initial increase, spike rate progressively decreased until ITD tuning was insignificant (Rayleigh test, α > 0.001; Fig. 4a). Because strychnine binds to glycine receptors at relatively low concentrations (strychnine Kd = 2–14 nM), we hypothesized that iontophoresis generates high levels of drug that might cause nonspecific effects. Thus, we switched to pressure application to ensure that the maximal drug concentration in the brain could not exceed, and was probably below, that in the puffer pipette (2 μM). Pressure application did not cause a shift in ITD tuning (Fig. 4b). At the population level, 2 μM strychnine applied by pressure (seven data sets from five neurons) resulted in a similar increase in spike rate as 10 mM applied by iontophoresis (five data sets from three neurons) (57.8 ± 18.0 spikes s−1 and 55.2 ± 21.7 spikes s−1, respectively; mean ± s.e.m., two-sample one-tailed t test t10 = 0.092, P = 0.5), and was therefore equally effective at blocking inhibition.

The change in best interaural phase difference was significantly larger during iontophoresis (10 mM, −0.087 ± 0.044 cycles) compared with pressure application (2 μM, −0.0015 ± 0.021 cycles, mean ± s.e.m., two-sample one-tailed t test t10 = 1.95, P = 0.04). Pressure application of strychnine did not cause a significant change in ITD tuning (paired sample one-tailed t test t4 = −0.070, P = 0.47). These experiments suggest that the best delay shift observed with strychnine iontophoresis is a result of nonspecific effects of strychnine at high concentrations and not to the removal of inhibition.
In vitro slice experiments revealed that the intrinsic electrical properties of MSO neurons were altered by strychnine at concentrations as low as 10 µM (Fig. 4c–e). Stateless input resistance more than doubled in 10 µM strychnine (Fig. 4d) and the sag ratio, reflecting the activation of hyperpolarization activated cation current (Ih), increased with current steps to −70 mV, but not to −90 or −110 mV, possibly reflecting a shift in the activation range of Ih toward more hyperpolarized potentials (Fig. 4e)\(^1\). In addition, 10 µM strychnine increased EPSP halfwidths in five of seven cells (paired-sample t-tests were performed for each cell, \(t_{\text{sh}} = 8.83, P < 0.001\); data not shown). Similarly, strychnine iontophoresis increased monaural EPSP halfwidths in vivo (ipsi: paired sample one-tailed t-test \(t_i = 2.43, P = 0.04\); contra: \(t_i = 4.50, P = 0.005\); five data sets from three neurons), but pressure application of strychnine did not (ipsi: paired sample one-tailed t-test \(t_i = -0.26, P = 0.6\); contra: \(t_i = -0.82, P = 0.8\); six data sets from four neurons; data not shown). Taken together, these results do not support the hypothesis that glycinergic inhibition systematically shifts ITD tuning.

One study that used electrical stimulation in vitro to activate MSO inputs suggested that steeper ipsilateral than contralateral EPSPs resulted in more negative best delays\(^2\), although stimulation of auditory nerve roots did not lead to asymmetric EPSPs\(^3\). In vivo, the shape of EPSPs elicited by ipsilateral or contralateral monaural acoustic stimulation was usually markedly symmetrical (Fig. 5a). This was confirmed when we measured in vivo EPSP amplitudes and kinetics normalized to resistances measured in 1 µM strychnine. (e) Increasing strychnine concentrations increased the sag ratios of current steps that elicited peak hyperpolarizations to −70 mV, but not −110 mV, suggesting a shift in \(I_h\) activation to more hyperpolarized potentials. (d,e) One-way two-tailed ANOVA with Tukey’s post hoc. F(3,19) = 7.459; \(n = 7, 5, 4\); \(P = n.a., 0.221, 0.002, 0.002\). F(3,19) = 12.731; \(n = 7, 5, 4\); \(P = n.a., 0.049, 0.001, 0.001\). Sag ratio at −70 mV (F(3,17) = 7.144; \(n = 6, 6, 5, 4\); \(P = n.a., 0.013, 0.026, 0.004\). Sag ratio at −90 mV: F(3,17) = 3.704; \(n = 6, 6, 5, 4\); \(P = n.a., 0.536, 0.822, 0.021\). Sag ratio at −110 mV: F(3,17) = 3.340; \(n = 6, 6, 5, 4\); \(P = n.a., 0.681, 0.096, 0.922\). n and P values listed for 1, 10, 30, 100 µM, respectively. *\(P < 0.05\), **\(P < 0.01\). Data in d and e represent mean ± s.e.m.

**Figure 3** ITD tuning of MSO neurons often deviates from instantaneous coincidence detection. (a) rITD (black lines) and predITD (red lines) for eight data sets. Gray rectangles indicate the approximate physiological ITD range (±130 µs)\(^2\). Respective stimuli (left to right, top to bottom, ipsi/contra): 300/301 Hz 70 dB; 600/601 Hz 60 dB; 400/401 Hz 70 dB; 400/401 Hz 70 dB; 300/301 Hz 90 dB; 400/401 Hz 70 dB; 200/201 Hz 90 dB; 400/401 Hz 60 dB. Respective characteristic frequencies: 1,895 Hz; 923 Hz; unknown; 1,741 Hz; 3,031 Hz; 3,031 Hz; 1,154 Hz; 2,639 Hz. Top row shows neurons with a mismatch between rITD and predITD, whereas the neurons in the bottom row show good correspondence. AP, action potential. (b) Shift between rITD and predITD as a function of characteristic frequency for 72 data sets (28 neurons) with significant suprathreshold ITD tuning (Rayleigh test, \(\alpha \leq 0.001\)). Rectangle indicates data sets with unknown characteristic frequency. Different symbols correspond to different neurons. Linear correlation: \(r_{\text{sh}} = -0.24\) (67 data sets from 25 neurons). (c) ITD tuning of subEPSPs (red lines) and supraEPSPs (black lines) for the data sets in a. (d) Shift between rITD and predITD (as in b) relative to the shift between subEPSPs supraEPSPs ITD tuning (from c). Same symbols as in b (one outlying data point is not shown, but is included in the correlation). Linear correlation: \(t_{\text{sh}} = 4.31\) (72 data sets from 28 neurons).
to monaural acoustic stimulation (Fig. 5b–g). This result confirms juxtaglomerular measurements of cycle-averaged EPSPs. Individual neurons sometimes did show asymmetries, especially in terms of amplitude (Fig. 5b), which could translate into an asymmetrical EPSP slope (Fig. 5d), but this could not explain the shift of the ITD function at the population level (Fig. 5h).

Finally, asymmetric placement of the axon, which sometimes originates from a dendrite rather than the soma, has been proposed as a factor in ITD tuning. Because the final comparison between inputs from both sides occurs at the axon initial segment, such an asymmetrical position could treat incoming events from opposing sides differently. Figure 2a shows eight MSO neurons for which the axonal origin was identified. In two of eight neurons, the axon originated from a dendrite. However, the neurons with a large shift (|shift| > 200 μs) did not systematically show this feature (Fig. 2a).

**Shift in ITD tuning relates to recent input history**

To explore why the largest number of output spikes is not always generated at the predicted best delay, we compared ITD tuning of suprathreshold EPSPs to that of the largest subthreshold EPSPs (supraEPSPs and subEPSPs, respectively), both obtained from the same responses to binaural stimulation. For N suprathreshold EPSPs, the N largest subthreshold EPSPs were selected for this analysis. Notably, data sets with a shift between rITDf and predITDf (Fig. 3a) tended to have a corresponding mismatch between ITD tuning of supraEPSPs and subEPSPs (Fig. 3c), unlike data sets without a shift (Fig. 3a,c). At the population level, there was a significant correlation between the shift of rITDf versus predITDf and the shift of supraEPSP versus subEPSP ITD tuning (P = 0.0001; Fig. 3d). Thus, the mismatch between actual and predicted ITD tuning is also seen in the binaural responses, and relates to a factor that makes equal sized EPSPs successful at some, but not other ITDs.

To identify this factor, we examined a case with a clear negative shift (Fig. 6a) and compared the membrane potential (V_m) preceding subEPSPs or supraEPSPs at two ITDs (ITD_1–2), for which the supraEPSP rate was equal, but the difference in subEPSP rate was maximal. At these two ITDs, the output spike rate was identical, but there were more large EPSPs that failed to trigger spikes for ITD_2 than for ITD_1. We observed that the average V_m preceding subEPSPs at ITD_1 was depolarized compared with that preceding supraEPSPs at ITD_1 (Fig. 6b).

Examination of individual cycles revealed that this depolarization reflected small EPSPs preceding the main EPSP (Supplementary Fig. 2). For a case with a positive shift (Fig. 6a,b and Supplementary Fig. 2), the opposite was true: now ITD_1 generated more subEPSPs than ITD_2 and was preceded by relative depolarization compared with ITD_2. A completely different stimulus (broadband noise) and analysis showed the same association between leading depolarization and absence of spiking (Supplementary Fig. 3). For a case without a shift, there was no difference in the preceding V_m (Fig. 6a,b). Thus, the shift in ITD function can be linked to differences in V_m history.

We explored whether the difference in preceding V_m was related to features of the monaural inputs. Figure 6c shows the ipsilateral and contralateral monaural EPSP period histograms for the same neurons as in Figure 6a,b, ordered to correspond to ITD_1/ITD_2. Note that, for the case with a negative shift, the main peak in the EPSP distribution for the contralateral response was preceded by a smaller peak. At ITD_2, this early group of EPSPs generated the early depolarizations observed in the binaural responses associated with many spike failures (Supplementary Fig. 2). By contrast, at ITD_1, at which fewer spike failures occurred, the ipsilateral inputs lead in time and early ‘mistimed’ depolarizations were less prominent. Note that, even though the inputs were less coincident for ITD_1 than for ITD_2, the number of output spikes generated was equal. For the case with a positive shift, the situation was inverted: preceding EPSPs were more prominent in the ipsilateral response. The histograms for the data set without shift (Fig. 6c) were more symmetrical, resulting in similar voltage traces for ITD_1 and ITD_2 (Fig. 6b and Supplementary Fig. 2).
Figure 6  Deviation from instantaneous coincidence detection is related to variation in preceding $V_{m}$. (a) ITD tuning for supraEPSPs (black line) and subEPSPs (red line) for example data sets with a negative shift (top), a positive shift (middle) and no shift (bottom). Magenta and orange vertical lines indicate ITDs with equal spike rate, but a large difference in subEPSP rate (ITD$_1$, ITD$_2$). Respective stimuli: 200/201 Hz 70 dB; 200/201 Hz 70 dB; 300/301 Hz 70 dB. Respective characteristic frequency: 1.895 Hz; 508 Hz; 1,231 Hz. (b) Average supraEPSPs and subEPSPs for ITD$_1$ and ITD$_2$ indicated in a. (c) Monaural EPSP period histograms (two cycles) arranged for ITD$_1$ (left column) and ITD$_2$ (right column). Despite the different degrees of ‘coincidence’ between ipsi- and contralateral inputs for these two ITDs, they generate the same number of spikes. Green and blue asterisks indicate a small group of respectively contralateral and ipsilateral EPSPs that lead the main group of EPSPs. (d,e) Example monaural ipsi- and contralaterally evoked traces leading up to large EPSPs (peak at 0 ms). Dotted lines indicate an interval 1.2–1 ms before the main EPSP peak. Respective stimuli (CF): 350/351 Hz, 70 dB SPL (CF = 1,741 Hz; 200/201 Hz, 70 dB SPL (CF = 616 Hz). (f) Shift is plotted relative to the ratio (ipsi/contra) of the number of preceding depolarizations 1.2 to 1 ms before the main EPSP peak (linear correlation, $r_S = 3.07$, based on 64 data sets from 26 neurons).

These observations suggest that subtle asymmetries in the temporal patterns of ipsilateral versus contralateral EPSPs shift ITD tuning by generating ITD dependent differences in the $V_{m}$ preceding a coincidence. To explore whether those asymmetries are also associated with the shift at the population level, we identified the 5% largest EPSPs in the interval 1.2–1 ms before the main EPSP peak. Between the logarithm of the ratio of ipsilateral versus contralateral inputs for these ITDs, we calculated the correlation coefficient between ipsi- and contralateral inputs for these ITDs, which showed a significant positive correlation ($P = 0.003$; Fig. 6f).

Preceding $V_{m}$ modifies spiking by activating Kv1 channels

To examine under tightly controlled conditions whether small differences in preceding $V_{m}$ affect spike probability, we made dual somatic whole-cell recordings from MSO neurons in gerbil brainstem slices and simulated excitatory postsynaptic conductances (EPSGs) with dynamic clamp (Fig. 7). Currents were injected through one electrode while $V_{m}$ was measured without bridge balance artifacts with the other. First, we simulated a single EPSG and used current steps to manipulate the $V_{m}$ for the 2 ms preceding EPSG onset (Fig. 7a). EPSG amplitudes were varied to yield EPSPs that were subthreshold or suprathreshold in the absence of a current step. Preceding hyperpolarizing current steps strongly reduced the EPSG amplitude required to evoke a spike, whereas preceding depolarizing steps had the opposite effect (Fig. 7a). The preceding $V_{m}$ strongly influenced spike probability (Fig. 7b) and the EPSG amplitude required to elicit a spike (Fig. 7c). Across the population of neurons, the relationship between the EPSG amplitude needed to elicit spikes in 50% of trials and the preceding $V_{m}$ had a slope of $6.61 \pm 0.69$ nA mV$^{-1}$ (mean ± s.e.m., linear fit, $r = 0.96–0.99$, $P < 0.01$, $n = 5$ cells), indicating that a 1-mV change in preceding $V_{m}$ can alter the conductance threshold for a spike by nearly 7 nS.

Second, we examined how a small preceding EPSG affected the probability that an EPSG would elicit a spike. Preceding EPSGs were set to start 1.00, 0.75 or 0.50 ms before the onset of the main EPSG and to generate ~3-mV EPSPs. Varying the amplitude of the main EPSG revealed that preceding EPSGs increased the conductance needed for the main EPSG to elicit a spike (Fig. 7d,e). On average, preceding EPSGs that led by 1.00 and 0.75 ms increased the main EPSG amplitude needed to reach 50% spike probability by 7.2 ± 1.0 and 6.6 ± 1.3 nS, respectively (mean ± s.e.m., repeated measures ANOVA with Tukey’s post hoc, $P < 0.05$; Fig. 7f).

Third, we hypothesized that preceding EPSPs influence subsequent EPSPs by activating low voltage–activated Kv1 potassium channels. Kv1 channels constitute ~90% of the low voltage–activated K$^+$ current in MSO neurons and are situated at a steep portion of their activation curve at the resting $V_{m}$ (32). To visualize how Kv1 channels respond to preceding EPSPs without significantly altering the normal integrative properties of MSO neurons, we blocked intrinsic potassium channels by including 5 mM 4-aminopyridine in the recording electrodes and then replaced them by simulating Kv1 conductances with dynamic clamp (9). When pairs of EPSGs were simulated as before (Fig. 7d–f), the depolarization induced by preceding EPSGs increased the simulated Kv1 conductance above resting levels (Fig. 7g). This additional Kv1 conductance remained active at the onset of the main EPSG (Fig. 7g). Across five cells, preceding...
EPSGs that led by 1.00, 0.75 and 0.50 ms increased the Kv1 conductance active at the onset of the main EPSG by ~30–37% over the control condition (control mean ± s.e.m. = 14.97 ± 0.73 nS; repeated measures ANOVA with Tukey’s post hoc, P < 0.001; Fig. 7a) and increased the V_m by ~0.7–3 mV above rest (repeated measures ANOVA with Tukey’s post hoc, P < 0.05; Fig. 7i). Despite the fact that the preceding EPSP leading by 1 ms was mostly complete by the onset of the main EPSP (Fig. 7g), the Kv1 conductance was delayed relative to the preceding EPSP, and was well placed to reduce spike probability during the main EPSP. Conversely, when a preceding EPSP led by 0.50 ms (Fig. 7g), the depolarization remaining from that EPSP could partially or completely counteract the additional Kv1 conductance activated by the EPSP, explaining the inability of 0.50 ms preceding EPSPs to consistently shift spike probabilities (Fig. 7f). Notably, we found a similar effect of timing in vivo: preceding EPSPs 1.2 to 1.0 ms before the main EPSP were correlated with an ITD function shift (Fig. 6f), but EPSPs leading by 0.7 to 0.5 ms were not (Supplementary Fig. 4). Together, these data show that even small fluctuations in preceding membrane potential can have a large effect on spike probability, due, at least in part, to increased activation of Kv1 channels.

**DISCUSSION**

Our results provide, to the best of our knowledge, the first systematic in vivo intracellular study of identified MSO neurons. We found that ITD tuning is inadequately explained by instantaneous coincidence detection of afferent inputs. Instantaneous coincidence detection is a process that is modeled by the mathematical operation of crosscorrelation and that evaluates the degree of coincidence of events during a narrow time window (the coincidence window). In this scheme, the output is insensitive to events occurring before the coincidence window (Supplementary Fig. 5a), and the best delay is simply the ITD that corresponds to maximally coinciding inputs. However, we found that recent input history affects spiking probability (Supplementary Fig. 5b). The interaction between intrinsic properties and temporal input patterns constitutes a new form of internal delay. Previous models (axonal, inhibitory or cochlear delays) focus on the relative timing of events in monaural channels. In contrast, we found that ‘coincidence’ does not equate to a simple temporal alignment of EPSPs; instead, the interaction of intrinsic properties and temporal input patterns can shift the interaural phase at which maximal spiking is obtained. Because this shift inherently occupies a fraction of the stimulus cycle, it is more appropriately described as a phase delay.

The deviation from instantaneous coincidence detection seems to contradict conclusions from previous extracellular work that compared binaural tuning to monaural input timings derived from spikes evoked by monaural sounds. These spikes represent only a fraction of the incoming excitatory events, as MSO neurons respond poorly to monaural sounds. Furthermore, these studies used differences in monaural best phases to predict binaural tuning, which is a less stringent prediction of binaural tuning than our methods of summing and thresholding monaural inputs or crosscorrelating the entire subthreshold monaural period histograms. Although in this previous work the difference in monaural best phases was clearly correlated to the binaural interaural best phase, there is scatter around the diagonal of up to 0.2 cycles. A tone of 300 Hz, this difference represents 667 μs, which is larger than the shifts that we found (Fig. 3b). A recent study with mainly juxtacellular recordings compared cycle-averaged binaural responses (averaged separately to the ipsi- and contralateral stimulus frequency) with binaural spikes. A relatively good match was found, although again, in several of the reported functions, there may be a shift relative to the prediction.
What mechanisms underlie the mismatch between monaural inputs and best delay? Our data suggest that preceding synaptic activity shifts best delay by altering the activation of intrinsic Kv1 channels and thereby adjusting spike threshold. We suspect that preceding EPSPs also inactivate voltage-gated Na⁺ channels. Prior in vitro experimental and modeling studies have shown that action potential initiation in MSO neurons is tightly controlled both by Kv1 channels and voltage-gated Na⁺ channels. Kv1 channels regulate firing in other auditory neurons as well, for example, octopus cells where they contribute to exceptional temporal precision. Together, the activation of Kv1 channels and inactivation of Na⁺ channels reduce spike probability by decreasing the ratio of Na/K currents.

The combination of in vivo intracellular recording, pharmacology and anatomy provides a powerful means to address most mechanisms previously proposed for ITD tuning (excluding the proposal of cochlear disparities). First, we confirmed the frequency tuning map in the MSO. Data of MSO frequency tuning is extremely limited, as most studies report suprathreshold best frequency, which is generally poorly correlated with characteristic frequency. Characteristic frequencies were >400 Hz (Fig. 3b), similar to the lower limit in the gerbil auditory nerve. We did not find evidence for a spatial map of best delay (Fig. 2e), a central tenet of the Jeffress model. This is in contrast with the avian NL, where a map of ITD is thought to exist. Our observation of discrete EPSPs supports the low number of excitatory inputs estimated in vitro, consistent with a process in which MSO neurons require only a small number of inputs to generate output. This is in stark contrast with NL neurons in the barn owl, where massive convergence of inputs creates a stimulus analog potential.

Second, the inhibitory hypothesis of ITD tuning states that phase-locked IPSPs shift the best delay to positive ITDs. Our data directly demonstrate that removing inhibition does not systematically shift the ITD function toward negative ITDs, contradicting the primary evidence for the inhibitory hypothesis. Both in vitro and in vivo data suggest that the previously reported effects of strychnine on best delay are probably mainly a result of nonspecific effects on intrinsic conductances. It is still possible that individual IPSPs modify the timing of individual EPSPs, but our results contradict the general occurrence of this phenomenon as envisioned before. By restricting the strychnine concentration to ≤2 μM with pressure application, we observed that inhibition decreased spike rate across ITDs and could narrow the ITD function without introducing systematic shifts (Fig. 4b), confirming earlier in vitro results. Finally, our data do not suggest important roles for two other mechanisms proposed: asymmetric rise times of EPSPs and an asymmetric origin of the axon.

The ‘two-channel hypothesis’ of auditory space representation proposes that azimuth is coded via two broad hemispheric spatial channels, based on the finding that the steepest slope of the ITD functions is localized in the physiological range. The viability of this model has been questioned and, consistent with others, together with exceptional temporal precision. Together, the activation of Kv1 channels and inactivation of Na⁺ channels reduce spike probability by decreasing the ratio of Na/K currents.

The frequency dependence of the phase-shift that we discovered is consistent with the best delay distributions in mammals: toward larger positive ITDs at low characteristic frequencies and toward negative ITDs at higher characteristic frequencies. Thus, our results suggest that two key properties of best delay—phase delay and dependence on characteristic frequency—are at least partly based on the delay associated with coincidence detection discovered here.

Coincidence detection is a general mechanism to extract the temporal information in neural firing that is present across many brain areas. In neocortical pyramidial neurons, for example, studies have highlighted the role of active dendritic properties in amplifying coincident synaptic excitation. In these studies, the role of voltage-gated channels is solely to adjust the probability of action potential output arising from the summation of populations of excitatory inputs. Our results stand apart in that we found a role for voltage-gated ion channels in changing the timing requirements for coincidence detection away from the timing dictated by synaptic inputs. In slower (for example, cortical) neurons, delays induced by the interaction of synaptic events with intrinsic voltage-gated ion channels may last many milliseconds and could critically shape the decoding of phase or time relationships.

METHODS

Methods and any associated references are available in the online version of the paper.

ACKNOWLEDGMENTS

We thank P.H. Smith for the camera lucida drawings shown in Figure 2a and for feedback on the manuscript. We thank M. Brecht, N. Priebe and S. Agarwala for discussions and advice. This work was supported by a Ph. D. fellowship of the Research Foundation–Flanders (FWO) to T.P.F., project grants from FWO (G.0714.09, G.0961.11) and Research Fund KU Leuven (OT/09/50) to P.X.J., and US National Institutes of Health grants DC011403 (N.L.G. and P.X.J.) and DC006788 (N.L.G.).

AUTHOR CONTRIBUTIONS

T.P.F. performed the in vivo experiments and analyzed the data. T.P.F., M.T.R., N.L.G. and P.X.J. developed in vivo patch-clamping methods. M.T.R. performed in vitro experiments and analyzed the data. T.P.F. and L.W. performed histological processing. T.P.F., M.T.R., N.L.G. and P.X.J. designed the study and wrote the manuscript.

COMPETING FINANCIAL INTERESTS

The authors declare no competing financial interests.

Reprints and permissions information is available online at http://www.nature.com/reprints/index.html.

1. Joris, P. & Yin, T.C. A matter of time: internal delays in binaural processing. Trends Neurosci. 30, 70–78 (2007).
2. Herz, A.V., Gollisch, T., Machens, C.K. & Jaeger, D. Modeling single-neuron dynamics and computations: a balance of detail and abstraction. Science 314, 80–85 (2006).
3. Ashida, G. & Carr, C.E. Sound localization: Jeffress and beyond. Curr. Opin. Neurobiol. 21, 745–751 (2011).
4. Cant, N.B. & Hyson, R.L. Projections from the lateral nucleus of the trapezoid body to the medial superior olivary nucleus in the gerbil. Hear. Res. 58, 26–34 (1992).
5. Buzsáki, G., Logothetis, N. & Singer, W. Scaling brain size, keeping timing: evolutionary preservation of brain rhythms. Neuron 80, 751–764 (2013).
6. Brette, R. Computing with neural synchrony. PLoS Comput. Biol. 8, e1002561 (2012).
7. Klump, R. & Eady, H. Some measurements of interaural time differences thresholds. J. Acoust. Soc. Am. 28, 859–864 (1956).
8. van der Heijden, M. et al. Directional hearing by linear summation of binaural inputs at the medial superior olive. Neuron 78, 936–948 (2013).
9. Roberts, M.T., Seeman, S.C. & Golding, N.L. A mechanistic understanding of the role of feedforward inhibition in the mammalian sound localization circuitry. Neuron 78, 923–935 (2013).
10. Brand, A., Behrend, O., Marquardt, T., McAlpine, D. & Grothe, B. Precise inhibition is essential for microsecond interaural time difference coding. Nature 417, 543–547 (2002).

11. Jeffress, L.A. A place theory of sound localization. J. Comp. Physiol. Psychol. 41, 35–39 (1948).

12. Hyson, R.L. The analysis of interaural time differences in the chick brain stem. Physiol. Behav. 86, 297–305 (2005).

13. Yin, T.C.T. & Chan, J.K. Interaural time sensitivity in medial superior olive of cat. J. Neurophysiol. 64, 465–488 (1990).

14. Goldberg, J.M. & Brown, P.B. Response of binaural neurons of dog superior olivary complex to dichotic tonal stimuli: some physiological mechanisms of sound localization. J. Neurophysiol. 32, 613–636 (1969).

15. Smith, P.H., Joris, P.X. & Yin, T.C.T. Projections of physiologically characterized spherical bushy cell axons from the cochlear nucleus of the cat: evidence for delay lines to the medial superior olivary. J. Comp. Neurol. 331, 245–260 (1993).

16. Beckius, G.E., Batra, R. & Oliver, D.L. Axons from anteroventral cochlear nucleus that terminate in medial superior olive of cat: observations related to delay lines. J. Neurosci. 19, 3146–3161 (1999).

17. McAlpine, D. & Grothe, B. Sound localization and delay lines—do mammals fit the model? Trends Neurosci. 26, 347–350 (2003).

18. Karino, S., Smith, P.H., Yin, T.C.T. & Joris, P.X. Axonal branching patterns as sources of delay in the mammalian auditory brainstem: a re-examination. J. Neurosci. 31, 3016–3031 (2011).

19. Pecka, M., Brand, A., Behrend, O. & Grothe, B. Interaural time difference processing in the mammalian medial superior olive: the role of glycinergic inhibition. J. Neurosci. 28, 6914–6925 (2008).

20. Jercog, P.E., Svirskis, G., Kotak, V.C., Sanes, D.H. & Rinzel, J. Asymmetric excitatory synaptic dynamics underlie interaural time difference processing in the auditory system. PLoS Biol. 8, e1000466 (2010).

21. Zhou, Y., Carney, L.H. & Colburn, H.S. A model for interaural time difference sensitivity in the medial superior olive: interaction of excitatory and inhibitory synaptic inputs, channel dynamics, and cellular morphology. J. Neurosci. 25, 3046–3058 (2005).

22. Shamma, S.A. Stereoausis: binaural processing without neural delays. J. Acoust. Soc. Am. 86, 985–1006 (1989).

23. Joris, P.X., van de Sande, B., Louage, D.H. & van der Heijden, M. Binaural and cochlear disparities. Proc. Natl. Acad. Sci. USA 103, 12917–12922 (2006).

24. Scott, L.L., Mathews, P.J. & Golding, N.L. Posthearing developmental refinement in the mammalian medial superior olive. J. Neurosci. 25, 7887–7895 (2005).

25. Myoga, M.H., Lehner, S., Leibold, C., Felmy, F. & Grothe, B. Glycinergic inhibition tunes coincidence detection in the auditory brainstem. Nat. Commun. 5, 3790 (2014).

26. Stotler, W.A. An experimental study of the cells and connections of the superior olivary complex of the cat. J. Comp. Neurol. 98, 401–431 (1953).

27. Smith, P.H. Structural and functional differences distinguish principal from nonprincipal cells in the guinea pig MSO slice. J. Neurophysiol. 73, 1653–1667 (1995).

28. Guinan, J.J., Norris, B.E. & Guinan, S.S. Single auditory units in the superior olivary complex: II. Locations of unit categories and tonotopic organization. Int. J. Neurosci. 4, 147–166 (1972).

29. Maki, K. & Furukawa, S. Acoustical cues for sound localization by the Mongolian gerbil, Meriones unguiculatus. J. Acoust. Soc. Am. 118, 872-886 (2005).

30. Betz, H. & Becker, C.M. The mammalian glycine receptor: biology and structure of a neuronal chloride channel protein. Neurochem. Int. 13, 137–146 (1988).

31. Khurana, S. et al. An essential role for modulation of hyperpolarization-activated current in the development of binaural temporal precision. J. Neurosci. 32, 2814–2823 (2012).

32. Mathews, P.J., Jercog, P.E., Rinzel, J., Scott, L.L. & Golding, N.L. Control of submillisecond synaptic timing in binaural coincidence detectors by Kv1 channels. J. Neurosci. 31, 601–610 (2010).

33. Colburn, H.S. Theory of binaural interaction based on auditory-nerve data. II. Detection of tones in noise. J. Acoust. Soc. Am. 61, 525–533 (1977).

34. Batra, R., Kuwada, S. & Fitzpatrick, D.C. Sensitivity to interaural temporal disparities of low- and high-frequency neurons in the superior olivary complex. II. Coincidence detection. J. Neurophysiol. 78, 1237–1247 (1997).

35. Svirskis, G., Kotak, V., Sanes, D.H. & Rinzel, J. Enhancement of signal-to-noise ratio and phase locking for small inputs by a low-threshold outward current in auditory neurons. J. Neurosci. 22, 11019–11025 (2002).

36. Svirskis, G., Kotak, V., Sanes, D.H. & Rinzel, J. Sodium along with low-threshold potassium currents enhance coincidence detection of subthreshold noisy signals in MSO neurons. J. Neurophysiol. 91, 2465–2473 (2004).

37. Scott, L.L., Mathews, P.J. & Golding, N.L. Perisomatic voltage-gated sodium channels actively maintain linear synaptic integration in principal neurons of the medial superior olive. J. Neurosci. 30, 2039–2050 (2010).

38. Golding, N.L., Ferragamo, M.J. & Oertel, D. Role of intrinsic conductances underlying responses to transients in octopus cells of the cochlear nucleus. J. Neurosci. 19, 2897–2905 (1999).

39. Oehlmiiler, K.K. & Echteler, S.M. Functional correlates of characteristic frequency in single cochlear nerve fibers of the Mongolian gerbil. J. Comp. Physiol. A 167, 329–338 (1990).

40. Chatman, K., Grothe, B. & Felmy, F. Medial superior olivary neurons receive surprisingly few excitatory and inhibitory inputs with balanced strength and short-term dynamics. J. Neurosci. 30, 17111–17121 (2010).

41. Franken, T.P., Bremen, P. & Joris, P.X. Coincidence detection in the medial superior olive: mechanistic implications of an analysis of input spiking patterns. Front. Neural Circuits 8, 42 (2014).

42. Funabiki, K., Ashida, G. & Konishi, M. Computation of interaural time difference in the owl’s coincidence detector neurons. J. Neurosci. 31, 15245–15256 (2011).

43. McAlpine, D., Jiang, D. & Palmer, A. A neural code for low-frequency sound localization in mammals. Nat. Neurosci. 4, 396–401 (2001).

44. Goodman, D.F., Benichoux, V. & Brette, R. Decoding neural responses to temporal cues for sound localization. eLife 2, e01312 (2013).

45. Day, M.L. & Semple, M.N. Frequency-dependent interaural delays in the medial superior olive: implications for interaural cochlear delays. J. Neurophysiol. 106, 1985–1999 (2011).

46. Bremen, P. & Joris, P.X. Axonal recordings from medial superior olive neurons obtained from the lateral lemniscus of the chinchilla (Chinchilla lanigen). J. Neurosci. 33, 17506–17518 (2013).

47. McAlpine, D., Jiang, D. & Palmer, A. Interaural delay sensitivity and the classification of low best-frequency binaural responses in the inferior colliculus of the guinea pig. Hear. Res. 97, 136–152 (1996).

48. Stuart, G.J. & Haussler, M. Dendritic coincidence detection of EPSPs and action potentials. Nat. Neurosci. 4, 63–71 (2001).

49. Larkum, M.E., Zhu, J.J. & Sakmann, B. A new cellular mechanism for coupling inputs arriving at different cortical layers. Nature 398, 338–341 (1999).
The pH was adjusted to 7.30 with KOH (Sigma) and osmolality was brought to potassium gluconate (Sigma), 4.42 mM KCl (Fisher), 10 mM sodium phosphate using borosilicate glass capillaries with filament (1B120F-4, World Precision (Sigma), 0.3 mM Na-GTP (Sigma) and 0.1 or 0.2% biocytin (wt/vol, Invitrogen).

In vivo symmetry. After making a craniotomy on the medial bulla wall, the meningeal with dental composite. Pinna folds around the external meatus were removed. Toe pinch reflex. To minimize respiratory secretions, atropine (0.02 mg per kg) in NaCl 0.9% intramuscular. Depth of anesthesia was judged using the following experimental history, were used for the in vivo experiments. At both ages, MSO neurons are mature both physiologically (in vitro) and anatomically. The gerbil used in the in vivo experiments were housed with six or fewer per cage, with a 10-h light/dark cycle (lights turn on at 7 a.m., and off at 9 p.m.).

Preparation. The animals were anesthetized with ketamine (80–120 mg per kg of body weight)/xylazine (8–10 mg per kg) in 0.9% NaCl (wt/vol) intraperitoneal followed by maintenance anesthesia with ketamine (30–60 mg per kg)/diazepam (0.8–1.5 mg per kg) in aqua, or ketamine (60 mg per kg)/acepromazine (0.6 mg per kg) in NaCl 0.9% intramuscular. Depth of anesthesia was judged using the toe pinch reflex. To minimize respiratory secretions, atropine (0.02 mg per kg) was administered intramuscular when necessary. Body temperature was kept at 37 °C using a homeothermic blanket (Harvard Apparatus). A tracheotomy and an ipsilateral carotidectomy were performed. A metal head bar was glued to the skull with dental composite. Pinna folds around the external meatus were removed. The bulla was opened on both sides in most animals in order to maintain acoustic symmetry. After making a craniotomy on the medial bulla wall, the meningeal layers were carefully removed.

In vivo patch-clamp recordings. Patch-clamp electrodes with resistance between 5 and 8 MΩ were made with a horizontal puller (Model P-87, Sutter Instruments) using borosilicate glass capillaries with filament (1B120F-4, World Precision Instruments). Electrodes were filled with intracellular solution containing 115 mM potassium gluconate (Sigma), 4.42 mM KCl (Fisher), 10 mM sodium phosphate-creatine (Sigma), 10 mM HEPES (Sigma), 0.5 mM EGTA (Sigma), 4 mM Mg-ATP (Sigma), 0.3 mM Na-GTP (Sigma) and 0.1 or 0.2% bicytin (wt/vol, Invitrogen). The pH was adjusted to 7.30 with KOH (Sigma) and osmolality was brought to 300 mOsM with sucrose. The chloride concentration was chosen to be the E_refl near the physiological value as measured in vitro. In vivo whole-cell recordings were made using the blind patch technique, using a patch-clamp amplifier (BVC-700A, Dagan). Positive pressure on the electrode was 4–5.5 psi when crossing the brain surface and lowered to 1 psi at 200 μm below the surface, and further to 0.5–0.6 psi at 250–350 μm below the surface. The electrode was then advanced in steps of 1–2 μm while monitoring the current response to 2–3 mV voltage steps (in voltage-clamp mode). When the electrode resistance increased together with a pulsation of the current response at heartbeat frequency, the electrode was advanced 4–8 μm further before pressure was dropped to 0 psi. The command voltage was stepped to ~70 mV and slight suction applied if needed to obtain a GΩ seal. Slow suction allowed us to rupture the cell membrane and achieve the whole-cell configuration. After gaining access to the neuron, the amplifier was switched to current clamp mode, capacitance compensation was applied and the bridge balanced. Series resistance was ~64 ± 5.4 MΩ for in vivo recordings. Initial resting membrane potential was ~53 ± 0.1 mV (corrected for a liquid junction potential of 10 mV). The neural signal was low-pass filtered at 5 kHz, sampled at 50–100 kHz, and acquired using custom algorithms in IgorPro (WaveMetrics) or MATLAB (The MathWorks).

Pharmacology. To apply CNQX, two patch clamp electrodes were paired in a piggyback construction. The distance between the tips was ~30–150 μm. One electrode was filled with intracellular solution, and the other with CNQX 440 μM in 0.25 mM NaCl or 220 mM in 0.125 mM NaCl (pH adjusted to 8.2 with NaOH). CNQX was applied using positive pressure (0.3–0.5 psi). Similar piggyback electrodes were used for application of 2 mM strychnine with positive pressure. In a few neurons, strychnine was applied using iontophoresis, as in earlier extracellular experiments. For these experiments, a two-barrel electrode (pulled from Septum theta glass, World Precision Instruments) was paired to a patch clamp electrode in a piggyback construction. One channel of the theta glass was filled with strychnine (10 mM in distilled water, pH adjusted to 3.5 with HCl), and the other channel was filled with NaCl (1 M in distilled water, pH adjusted to 3.5 with HCl). Holding current was ~30 nA, ejection current was +30 nA, applied using an iontophoresis system (MVCS-01C-45, NPI Electronic). The decision to apply CNQX or strychnine, whether using iontophoresis or pressure, was made before contact with the neuron was established and therefore randomized to its properties.

Acoustic stimuli. Experiments were performed in a double-walled sound proof room (IAC). Sound stimuli were generated using TDT System II hardware and custom MATLAB software and delivered to the ears using Etymonic speakers attached to hollow ear bars. The stimulus system was acoustically calibrated at each ear, using a probe microphone (Bruel and Kjaer).

When intracellular access was obtained, a frequency-tuning curve was collected using an automatic threshold-tracking algorithm, typically using binaural short tones. The characteristic frequency (CF) was defined as the frequency of the tuning curve yielding the lowest threshold. Triggering was set for spikes or large EPSPs. Responses were then obtained to long tones producing a 1–Hz binaural beat. Stimulus carrier frequency was generally set at the binaural best frequency (BF, frequency of maximal spike output), which was usually lower than the CF. Typical settings were stimulus duration 5 s with an intersimulus interval of 1 s, stimulus frequency at the contralateral ear 1 Hz higher than at the ipsilateral ear, sound pressure level (SPL) 70 dB SPL at both ears. Monaural responses to the same stimuli were obtained interleaved with binaural stimulation. In some experiments an ipsilateral and contralateral stimulus, each of 10 s, were played with an offset of 5 s, so that binaural as well as monaural responses to the same stimuli were obtained in one repetition. The parameters varied were carrier frequency and SPL. The collection of monaural and binaural responses to tones of the same frequency and intensity for one neuron is referred to as a data set. If time allowed, responses were also obtained to broadband noise (typical bandwidth 50–8,000 Hz).

Analysis. No statistical methods were used to pre-determine sample sizes, but our sample sizes are similar to those reported in previous publications. In the analysis of the pharmacological and in vitro experiments, each neuron served as its own control by comparing the responses before and during drug application or across experimental manipulations. Similarly, monaural and binaural in vivo responses to tones were compared within data sets. No blinding was performed during experiments or analysis.

Neurons that were not successfully retrieved for histology were classified as MSO neurons by the similarity of their physiological responses to those of neurons that were retrieved. Criteria included mainly excitatory responses to sound from either ear, sensitivity to binaural beat stimuli in subthreshold or suprathreshold responses and narrow EPSPs (half widths < 1.5 ms). In vivo experiments were housed with six or fewer per cage, with a 10-h light/dark cycle (lights turn on at 7 a.m., and off at 9 p.m.).

Event detection, phase-locking and ITD tuning. For some data sets, voltage traces were high-pass filtered before analysis because of heartbeat or breathing artifacts. A digital FIR filter was applied in MATLAB, using an upper cut-off frequency of 20–70 Hz (MATLAB built-in functions fir1 and filfilt). To identify the resting membrane potential and to timestamp events, data were wavelet denoised using the MATLAB built-in function wden. Resting membrane potential (V_rest) was determined for each denoised response by analyzing spontaneous activity preceding the start of the first stimulus repetition. Intervals of 1 ms duration where the voltage s.d. was ≤0.05 mV were identified. V_rest was defined as the median of the average voltage of these intervals. If there were no such ‘resting’ intervals present, V_rest was defined as the median voltage of the spontaneous activity. For a few recordings, there was insufficient spontaneous activity recorded just before the stimulus. In those cases V_rest was defined as the median voltage of the driven response.

Excitatory events were separated into spikes and EPSPs using criteria for amplitude, repolarizing slope and/or afterhyperpolarization, tailored for each recording. Events identified as spikes had to be separated by at least 1 ms, and events labeled as EPSPs had to be separated by at least 0.1 ms. For each neuron, events were stacked onto each other to verify visually that separation into two discrete groups by these criteria was adequate. Spikes and EPSPs were timed at the peak of the waveform denoised waveform. Amplitude of EPSPs and spikes is expressed relative to the peak of the wavelet denoised waveform.

Phase-locking was studied by determining the stimulus phase for EPSP and spike peaks. These values were tallied in period histograms. The onset response was discarded and the analysis was restricted to the ongoing response, beyond 1 s. Binaural beat stimuli with a 1–Hz beat frequency were used to evaluate ITD sensitivity, again discarding the initial 1 s. By convention positive ITD refers to the contralateral stimulus leading the ipsilateral stimulus in phase.
was defined by treating spikes as unit length vectors with the angle defined by the interaural phase of the stimulus at the peak of the spike, and calculating the vector average. ITD functions were generated by graphing spike rate as a function of interaural phase (50 bins, triangular 3-point smoothing).

Prediction of binaural ITD tuning from monaural responses (Fig. 3a,b,d and Supplementary Fig. 1). ITD sensitivity for spike output was compared to the timing of the inputs by generating a predicted ITD function (predITDf) from the input events. For this analysis, monaural responses were obtained to the same stimuli as were used during the binaural beat. After subtraction of Vrest, the monaural responses were summed (ipsilateral response + contralateral response), and thresholded to predict the occurrence of spikes. The threshold was changed in an iterative loop until the predicted spike rate differed by 1% or less from the binaural spike rate or 20 iterations were reached. A predicted ITD function was then constructed from the timing of the predicted spikes relative to the phase of the ipsilateral and contralateral stimulus. Alternatively, ITD tuning was predicted by comparing the timing of monaural EPSPs using the monaural EPSP period histograms (PHs; Supplementary Fig. 1d–f). For this analysis, the ipsi- and contralateral PHs to monaural stimulation were crosscorrelated to obtain predITDf. In contrast to the analysis where monaural responses are summed directly, this analysis takes only EPSP timing into account, not amplitude and shape. To quantify the relative position (shift) on the ITD-axis of the predicted and real ITD function (rITDf), these functions were crosscorrelated and the lag for maximal correlation was determined (Fig. 3b,d and Supplementary Fig. 1f). A negative shift between rITDf and predITDf refers by convention to rITDf being tuned toward more negative ITDs (less contralateral lead) than predITDf.

ITD tuning of binaural output versus binaural input events (Fig. 5c,d and Fig. 6a), ITD tuning of spikes (supraEPSPs) was compared to ITD tuning of the largest subthreshold EPSPs (subEPSPs), both obtained during the binaural beat response. For this analysis, the n largest subEPSPs were selected where n was the number of spikes. The mismatch of the supraEPSP ITD function and the subEPSP ITD function was obtained as the lag of the maximum in their crosscorrelation function (Fig. 3d).

To gain insight into the mechanism that generated the difference in ITD tuning between supraEPSPs and subEPSPs, we selected two ITDs (ITD1, ITD2) for which there was no difference in supraEPSP rate (in the interval ITD1–ITD2 = 0.1 ms), and the difference in subEPSP rate was maximal (Fig. 6a). We then isolated all supraEPSPs and subEPSPs occurring within 0.05 to 0.2 ms of ITD1 and ITD2. These events were aligned at the maximum of the first derivative leading up to the EPSP peak (Supplementary Fig. 2) and the average was calculated for supraEPSPs and subEPSPs separately (Fig. 6b). To compare the binaural Vrest with the monaural input timing, monaural EPSP PHs for ITD, and ITD2 are shown in Figure 6c.

Quantification of asymmetries in the temporal pattern of monaural inputs (Fig. 6f and Supplementary Fig. 4). We identified the 5% largest EPSPs in the monaural responses. For those events, we looked at the maximal depolarization 1.2–1 ms and 0.7–0.5 ms before the EPSP peak. We divided the number of times this depolarization exceeded the median EPSP amplitude during ipsilateral stimulation by that during contralateral stimulation. If this ratio was >1, more large depolarizations occurred during ipsilateral stimulation than during contralateral stimulation.

Binaural output versus binaural input during broadband stimulation (Supplementary Fig. 3). Binaural supraEPSPs and subEPSPs during stimulation with binaural broadband noise were studied similarly as for the tone responses. Again the n largest subEPSPs were selected, where n equals the number of supraEPSPs. Often, several stimulus conditions were pooled (correlated or uncorrelated broadband noise, different ITDs). Events were aligned at the maximum of the first derivative leading up to the EPSP peak and the average was calculated for supraEPSPs and subEPSPs separately.

Histology. At the end of the experiment, animals were overdosed with pentobarbital and perfused using saline followed by either 4% paraformaldehyde (wt/vol, PFA) in 0.1 M PO4 buffer (pH 7.4) or a sequence of 1% PFA/1% glutaraldehyde/0.004% CaCl2 (wt/vol) and 1% PFA/1% glutaraldehyde/0.004% CaCl2. Coronal sections of 70-µm thickness were made through the brainstem with a vibratome (Leica VT1200). Sections were processed with commercial kits (VECTASTAIN Elite ABC Kit (Standard) and Peroxidase substrate kit DAB–4000, Vector Laboratories) to visualize the biocytin. A background Nissl stain was performed using 0.2% thionin (wt/vol). The tissue was mounted, cleared and coverslipped. For each isolated MSO neuron, the rostrocaudal location of the cell body was expressed relative to the most rostral and most caudal poles of the nucleus, and the dorsoventral location was expressed relative to the dorsal and ventral border of the nucleus in the same slice as the cell body (Fig. 2b–e).

In vitro slice experiments. In vitro recordings were made from brainstem slices prepared from 23.9 ± 0.7–d-old wild-type male and female Mongolian gerbils, without previous experimental history, following previously described protocols.3 The gerbils used in the in vitro experiments were housed with ten or fewer per cage before weaning and four or fewer per cage after weaning, with a 12-h light/dark cycle (lights turn on at 7 a.m., and off at 7 p.m.). Gerbils were deeply anesthetized with isoflurane, the brain removed and rapidly dissected to isolate the brainstem, and 200-µm horizontal slices containing the MSO were cut on a vibratome (Leica). Slices were prepared in 32 °C artificial cerebrospinal fluid (ACSF), incubated for 30 min in 35 °C ACSF, then stored at 21–23 °C. ACSF was bubbled with 95% O2/5% CO2 and contained (in mM): 125 NaCl, 25 glucose, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 1.5 CaCl2, 1.5 MgSO4. Recordings were made using visualized MSO neurons were made at 37 °C using a Multiclamp 700B amplifier (Molecular Devices) in current clamp mode. Electrodes were filled with the same intracellular solution used for in vivo recordings. For the strychnine experiments (Fig. 4c–e), the starting ACSF contained 1 µM strychnine, and 10, 30 and 100 µM strychnine solutions were each washed-in for at least 10 min before measurements were made. For the dynamic clamp experiments (Fig. 7), dual somatic whole cell recordings were used to allow one electrode to record the membrane potential while the other injected currents as commanded by the dynamic clamp. The dynamic clamp consisted of SM2 software (Cambridge Conductance) controlling a Tetro 8 DSP operating at 33–50 kHz. Dynamic clamp-simulated EPSGs followed a double exponential time course (time constants = 0.1 ms rise, 0.18 ms decay) with a reversal potential of 0 mV. In the preceding EPSG experiments (Fig. 7d–i), spontaneous EPSPs and IPSPs were blocked by including 10 µM NBQX and 1 µM strychnine in the ACSF. In one experiment (Fig. 7g–i), endogenous K+ channels were blocked by including 5 mM 4-aminopyridine in the intracellular solution, and the Kv1 conductance simulated by the dynamic clamp using a Hodgkin-Huxley model as previously described.7 Bridge balance was maintained and series resistance (<20 MΩ) routinely monitored throughout all recordings. Vrest was corrected for a 10-mV liquid junction potential. Data were acquired and analyzed using custom algorithms in IgorPro (Wavemetrics).

Statistics. Data are presented as mean ± s.e.m. Data distribution was assumed to be normal but this was not formally tested. Correlation values of scatter plots are linear correlation coefficients. The correlation P-value (two tailed) was calculated with the MATLAB function corcoef, which uses a t-statistic. Paired-sample t tests were used to study the effect of strychnine on ITD tuning and EPSP halfwidth in vivo, and the relation between preceding membrane potential and sub/suprathreshold EPSPs. Two-sample t tests were used to compare strychnine application using positive pressure and iontophoresis. ANOVA tests were used to test the significance of the changes in input resistance and sag ratio with strychnine in vitro, and the effect of preceding EPSGs in vitro. Statistical significance was defined as P < 0.05. Significant supratreshold ITD tuning was defined by Rayleigh test for circular uniformity, α ≤ 0.001.

A Supplementary Methods Checklist is available.
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