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Abstract

**Background:** Despite the increasing number of studies attempting to model population growth in various organisms, we still know relatively little about the population dynamics of long-lived species that reproduce only in the later stages of their life cycle, such as trees. Predictions of the dynamics of these species are, however, urgently needed for planning management actions when species are either endangered or invasive. In long-lived species, a single management intervention may have consequences for several decades, and detailed knowledge of long-term performance can therefore elucidate possible outcomes during the management planning phase.

**Methodology and Principal Findings:** We studied the population dynamics of an invasive tree species, *Pinus strobus*, in three habitat types represented by their position along the elevation gradient occupied by the species. In agreement with previous studies on the population dynamics of long-lived perennials, our results show that the survival of the largest trees exhibits the highest elasticity in all of the studied habitats. In contrast, life table response experiments (LTRE) analysis showed that different stages contribute the most to population growth rates in different habitats, with generative reproduction being more important in lower slopes and valley bottoms and survival being more important on rock tops and upper slopes.

**Conclusions:** The results indicate that *P. strobus* exhibits different growth strategies in different habitats that result in similar population growth rates. We propose that this plasticity in growth strategies is a key factor in the invasion success of the white pine. In all of the investigated habitats, the population growth rates are above 1, indicating that the population of the species is still increasing and has the ability to spread and occupy a wide range of habitats.

Introduction

Invasive species are known to have strong effects on native species, communities, and ecosystems, e.g., [1], [2], [3], also often having strong economic impacts, e.g., [4], [5]. All of these negative effects support the need for developing efficient strategies for their eradication [6]. Effective control of invasive species requires understanding the mechanisms allowing their populations to grow and spread. Such an understanding can be attained by developing models that combine information on local population dynamics with information on the distribution of suitable habitats for the species and its long distance dispersal [7], [6]. While this type of approach is an obvious way to understand the spread of invasive species, there are currently very few examples of such thorough analyses [6], [8], [9], [10]. The possibility of developing these models is clearly limited by the availability of good data on the demographic dynamics of species, particularly long lived ones. In recent years, there has been an increasing number of studies attempting to model population growth (e.g., [3], [11], [12], [13] and references therein) and to quantify the extent of variation in population dynamics using matrix models, e.g., [14], [15], [16], [17], [18]. These studies have generally demonstrated high spatial and temporal variation in population dynamics. However, only a few of these studies address alien species spreading to new areas, e.g., [19], [20], [21]. Additionally, most of the existing information regarding assessments of the importance of spatial and temporal variation for the vital rates of different developmental stages and for the growth of the resulting plant population comes from studies on short-lived herb species (e.g., [14], [15], [22]; also see Franco and Silvertown [23] for a list of plant species included in database of population projection matrices). However, good predictive models are even more important for long-lived species, such as many trees, whose management needs to be planned over decades. A similar under-representation of studies on the population dynamics of trees can be found in the literature on invasive species, which also mainly addresses herbs and shrubs e.g., [24],
Both gymnosperm and angiosperm tree species are known to be invasive, but angiosperms have been much more frequently addressed in the literature [29], [23]. Among gymnosperms, a particularly high percentage of invasive species has been reported in the Pinaceae family [12%, [30]. However, we are aware of only two studies investigating the population dynamics of an invasive Pinaceae species using matrix models (Pinus nigra, [21], [31]). This is surprising given that matrix population models enable us not only to assess whether the population of the species of interest is still growing but also to reveal the life cycle stages or transitions that are most important for its population growth and, thus, can help to focus future management measures on appropriate targets.

The strength of matrix population modeling has been shown by Ramula et al. [29]. These authors performed elasticity analyses of survival, growth and fecundity transitions in 21 invasive and 179 native species and revealed that invasive species are more sensitive to perturbations in their growth and fecundity (whereas survival during certain life stages was more important for populations of native species). However, for long-lived invaders, simulated reductions in either growth or fecundity alone were insufficient to achieve decline of the populations, and multiple reductions in the two types of transitions combined with survival were more effective. This finding reflects the typical situation for long-lived tree species; i.e., survival in later life stages is the most important transition [32], [33], [34]. Thus, it is evident that there are some general rules regarding the population dynamics of invasive plants and long-lived trees, but how these rules function together to determine the population dynamics of invasive tree species is not completely clear.

The aim of this study is to extend our knowledge of the population dynamics of invasive conifers and describe the spatial and temporal variation in the population dynamics of an invasive tree species, Pinus strobus, in a sandstone area in the Czech Republic, Europe. This species has been declared invasive, as it regenerates well in many habitats in central Europe [35], [36]. It also has the ability to spread over 1 km distances via seed dispersal [37]. To successfully address invasions of this species, it is necessary to understand the population dynamics of this species in all invasible environments over a sufficient number of years. We studied the species over multiple years as it is widely acknowledged that population dynamics strongly varies over time e.g., [15], [38], [39]. However, a common critique of field collected demographic data is that they cover a low number of years and thus could miss important climatic events that may be decisive for long term dynamics of the species. We used the advantage of the fact that in P. strobus it is possible to determine past growth based on growth increments and created a dataset describing growth of the tree over 11-years. Thanks to this we thus had higher chance to capture these extreme events. On the other hand, we did not have detailed data of generative reproduction from each year for this dataset and thus had to use population means.

**Methods**

All the field work was possible thanks to a collaborative agreement between the authors (lead by V. Hadincová) and the administration of the National Park (lead by Z. Patzel) no. 2437/05/Maj/KL.

**Study Species**

*Pinus strobus* L. (the eastern white pine, also known as the northern white pine) is native to eastern North America [43]. In the studied area in the Czech Republic in Europe, this species has been cultivated since the end of the 19th century. It was introduced into mixed conifer forests to improve the species composition and to prevent pest development in species-poor forests on nutrient poor sandy soils and sandy loams [44]. The species’ ability to regenerate was noted during the early days of its cultivation [44], [45], but its spread was not detected until the 1990 s, when it entered predominantly acidophilous pine (*Dierama-Pinetum*) and oak-pine (*Vaccinium vitis-idaea-Quercetum*) forests. *Pinus strobus* is now a component not only of cultivated mixed forests but also of other forest types and is found among sparse vegetation on rocks. It mainly competes with two native, principally forest trees, *Pinus sylvestris* and *Picea abies*, both in the canopy (the average height of trees more than 80 years old in the area is 21 m for *Pinus sylvestris*, 24 m for *P. strobus* and 25 m for *Picea abies*) and in the undergrowth because of abundant regeneration. The abundant self-sown trees can suppress not only native tree regeneration but also the growth of mosses and herbs in the undergrowth [36]. The species is currently being managed in different parts of the study area. However, the studied localities were selected in areas where there are no management measures suppressing *P. strobus*, and our results are therefore not affected by any management actions.
Study Area
The study was conducted in the Bohemian Switzerland National Park, which is part of the Elbe-river Sandstones in the Czech Republic, Central Europe. The study area is a sandstone erosion landscape extending along the Elbe valley on the Czech side of the German-Czech border. The region is characterized by a temperate climate with mean annual temperatures of 6–7.5°C and precipitation of 700–850 mm. The precipitation is evenly distributed throughout the year, while the temperature displays seasonality, with snowy period occurring from December to February and a warm period from June to August [46]. The area is primarily covered with woodlands and is characterized by frequent alternation of acidic sandstone rocks, plateaus, deep canyon-like valleys and gorges and, occasionally, basalt outcrops. Numerous combinations of different micro- and meso-climatic conditions result from sharp gradients between dry, windy, insulated rock tops with shallow soil and wet, shadowy, cold bottoms of gorges. Mesic habitats also occur between these two extremes and are usually situated along slopes under cliffs. These sites have deeper soils, favorable soil humidity, and are not exposed to direct sun and strong wind [47].

For the purpose of the study, we selected three different basic localities 1.2–3.2 km apart. All of the localities are situated between 50°51'17” N and 50°54’27” N and 14°24’7” E and 14°25’48” E. Within each locality, three study sites were established, which were situated in three different climatic conditions, with the habitat type being defined by the position along the slope as follows: (i) upper positions usually including also rock edges; (ii) middle positions; and (iii) lower positions represented by lower slopes and ravine bottoms (Fig. 1, Fig. 2). We studied population dynamics in these three types of habitat because the position along the slope has been shown to have a major effect on vegetation in the area [42]. The slope aspect would also be expected to be ecologically important in many other areas. However, in the study area, where there are deep gorges, the aspect is highly variable. The relief and local supply of water, microelements, and solar radiation are therefore more important for shaping environmental conditions in this region [42].

In the study area, P. strobus trees were planted 100 years ago, and no additional planting occurred after this date. As a result, the largest of the studied trees are of plantation origin, whereas all of the other trees were produced through natural regeneration.

Size Categories
To allow analysis of the results using stage-based transition matrices, we divided the trees into nine size categories: (1) seedlings, (2) non-seedlings <0.15 m, trees between (3) 0.150–0.5 m, (4) 0.51 m, (5) 1–2 m, (6) 2–8 m, and (7) 8–16 m, and (9) trees >16 m. The first size category includes first-year seedlings, which are distinct from older individuals and often suffer much higher mortality. The second category includes individuals up to 0.15 m tall. At this size, they are already relatively well established, and their mortality declines strongly. Based on previous observations, individuals within these size categories generally exhibit similar performance. Within each locality and habitat type, 30 individuals per size category were recorded in each transition interval cf. [48]. The 30 individuals were chosen within 3 subplots, with 10 individuals in each subplot. The subplots within localities were selected randomly in areas where trees of the given size category were found at distances of between 25 and 100 m from each other. All individuals were labeled to allow easy identification of the trees over time. This species does not have a permanent seed bank [43], and seeds were therefore not included as a separate size category in our models.

Individual Growth
To estimate the growth of individual trees, we measured the distances between subsequent whorls on trees greater than 0.15 m tall. These distances represent yearly increments in the growth of this species [49], [37]. This method was suitable because increment size does not change after the growth season, and growth irregularities such as lammas and/or proleptic shoots [50] were found very rarely. For trees of less than 8 m in height, the increments were measured on living trees using a tape measure; larger trees were cut prior to being measured. Measurement of the increments on the large trees was performed at the end of the study period to ensure that the experimental plots were not disturbed by tree cutting. For each tree, we also recorded the total height and age by counting the number of increments [37]. The oldest measured increment was from 1950. Because we had too few increments in some size categories from 1950 to 1996, these data were removed from the analyses, and only increments from 1996 onwards (i.e., from the last 11 years) were used (1, 372 trees and 13,500 increments in total). All of the measured increment sizes are presented in Figure S1. All of the increments on all living trees were measured in October 2007. However, the 2006 increments were the last increments used in the analyses to ensure that we had recorded the final length of all increments cf. [51].

Data on the growth of trees less than 0.15 m in height were obtained from individual measurement of seedlings marked in experimental sowing plots between 2004 and 2006 and at seedling plots (see "Generative reproduction" below) in a total of 537 individuals. These measurements were conducted in every year in October.

Mortality
The mortality of trees up to 0.15 m in height was estimated from the individual monitoring of seedlings marked in experimental sowing plots between 2004 and 2006, as described above. To estimate the mortality of trees from size categories greater than 0.15 m up to 8 m, we counted the number of dead trees in each size category in each locality and habitat type. For this purpose, we marked all of the dead trees of a given size category in each plot at the end of 2003. The size of the plot was selected to include at least 30 trees in the largest size category in each locality and habitat type and ranged from 36 to 1670 m². This high variation in size and thus in density of mature P. strobus was given by the fact that the mature P. strobus trees are mostly of plantation origin and they were planted in different manner in different locations. All these plots were, however, located in dense forest stands. The locations with low density of P. strobus had high density of P. abies and/or P. sylvestris and possible intra-specific competition between P. strobus was at these sites replaced by inter-specific competition. From 2004 to 2006, we recorded all new dead trees annually (at the end of the year) and assigned them to a size category. The process of tree decomposition takes longer than one year, and thus, all of the
dead trees should have been observable (pers. obs.). Only trees with no green needles were considered to be dead. We also recorded the number of living trees in a given size category in the same plots each year.

Estimating the mortality of trees greater than 8 m was more difficult because mortality is quite rare in these trees, and trees of this size are sparse. On the other hand, dead individuals of these large trees can be found for longer periods of time. We therefore recorded all of the trees that died between 1 and 10 years ago (i.e., between 1997 and 2006) in larger plots in each habitat type. Because of the extremely low number of trees of greater than 8 m at some localities, we sampled a wider range of localities, separated by habitat type. These localities corresponded to the localities of the seedling plots (see below). Distinguishing trees that died approximately 1 to 10 years ago is possible if only trees that are still standing are counted. Trees that died more than 10 years ago have usually already fallen. Although some trees that have been dead for more than 10 years could be standing, they can easily be recognized because they only have bark at the bottom of the trunk and do not have fine branches. These rules for determining the age of dead trees were based on personal experience with trees observed in other plots in the same area between 1998 and 2007 (Hadincová unpubl.). Because the estimation of the age of the dead trees is not exact, we explored the effect of changing the age range of dead trees to between 1 and 8 or 1 and 12 years old, which only had a minor effect (max 1% change in the population growth rate) on the results, and these alternate ranges were therefore not considered further. Finding all of the dead trees that died in the last 10 years was also made possible because the study area has been under special management since 1972. Since that time, the forest management policy has been extensive, and no trees (alive or dead) have been removed from the study area. We also counted all living trees greater than 8 m in height in the same areas. In all cases, we divided the trees into the categories of greater than 8 m and greater than 16 m in height. The ratio of living to dead trees per year served as an estimate of the mortality per year in all cases (for trees above 8 m, the number of dead trees must be divided by 10, which was the number of years for which data were collected).

Generative Reproduction

Seedling germination was assessed with two different approaches in sowing plots and seedling plots. First, we established 15 sowing plots (0.25 m x 0.25 m) and 15 control plots in 2003, 2004 and 2005 in each habitat type and locality and also at two additional nearby localities to increase our sample size for the extremely variable early stages of plant growth (i.e., 45 sowing plots per habitat type (3 types) and locality (5 localities), for a total of 675 sowing plots plus the same number of control plots). One hundred and twenty seeds were sown per sowing plot in autumn, i.e., at the time of P. strobus seed release, in the year of establishment of the plot (2003, 2004 or 2005). The number of seedlings that appeared was observed in the following autumn. No seedlings were detected in the control plots, and they are therefore not mentioned further. The seedlings were marked, and their growth increments and mortality were measured in the two subsequent years. Because of extremely high variation among the single plots and no significant effect of position on the transition from new seedlings to saplings <0.15 m, but a strong effect of year on this transition, we combined the data from the three positions to estimate the transition probability from seedlings to small saplings.

Second, we estimated seedling regeneration by counting the number of 2-year-old P. strobus seedlings in plots with a known number of reproductive trees (seedling plots). We assume that only the trees greater than 16 m in height are reproductive for the
The purpose of this analysis. This assumption is reasonable because trees between 8 and 16 m produce only 6, 1 and 9% of the number of seeds produced by trees above 16 m in the upper, middle and lower positions, respectively (Hadincová, unpubl.), and inclusion of these values in the transition matrices would only change the population growth rates by 0.04, 0.01 and 0.12% in the upper, middle and lower positions, respectively.

We counted 2-year-old and not 1-year-old seedlings (which are a necessary part of our transition matrices) because 1-year-old seedlings are very difficult to find in larger plots, and their numbers are highly dependent on the exact timing of counting because of high first year mortality. Seedlings were counted in three subsequent years (2005–2007). These seedlings originated from seeds produced in 2003, 2004 or 2005, which were used in the sowing experiments. In each year, we selected 3 to 9 large plots in each habitat type. These plots were situated in the three basic plots and in their close vicinity. The seedlings were counted in a total area of 2300 to 4900 m² per year in each habitat type by slowly walking in a grid over the whole area. The total number of seedlings was divided by the area, and the number of seedlings per 1 m² was estimated. The number of mature trees (the expected sources of the seedlings) was counted in an area approximately three times as large to take into account the fact that the seeds do not fall directly under the parental trees and that mature trees are not evenly distributed in the forest. The number of mature trees was divided by the size of the surveyed area to estimate the number of adult trees per 1 m². By dividing the number of seedlings per 1 m² by the number of adult trees per 1 m², we obtained information on the number of seedlings per adult tree. The seedling plots were situated in the center of the plots used to count the mature trees. To estimate the number of 1-year-old seedlings per mature tree, we divided the estimated number of 2-year-old seedlings per mature tree by the mortality of 1-year-old seedlings estimated in the sowing experiment above. This information was necessary as number of 1-year-old seedlings per mature tree represented transition from mature trees to 1-year-old seedlings (stage 1) and was thus part of our transition matrices (see Size categories section above).

When estimating the number of seedlings per mature tree, we need to assume that the export of seeds from trees growing in the plot to outside of the plot equals the import of seeds into the plot from outside. We expect that this assumption is reasonable, as we counted mature trees in larger areas than seedlings and therefore obtained robust information on the mean mature tree densities in the areas.

In the seedling plots, we also sampled 166 seedlings that were at least 2 years old but were smaller than 15 cm and measured the length of their increment. These values complemented the data on the growth of trees smaller than 15 cm from the sowing plots.

Construction of Transition Matrices

Estimates of transition probabilities for individuals between different size categories are commonly derived from data on marked individuals that are followed over time e.g., [32], [16], [53], [54]. However, in a slow-growing species such as P. strobus, this approach is not practical, as individuals could remain in one size category for many years in some cases. Thus, the transition probabilities are very sensitive to the exact initial size of the marked individuals. To avoid this problem, we estimated the transition probabilities for individuals between different size categories using data on the increments of trees in each size category. The probability of transitioning into the subsequent size category was expressed as

\[ a_{ij} = \frac{I_i}{C_i} \times (1 - M_i) \]  

where \( I_i \) is the mean increment length in size category \( i \); \( C_i \) is the width of size category \( i \) (the difference between the upper and lower limit of the size category); \( M_i \) is the mortality in size category \( i \); \( j = i - 1 \), i.e., the size category preceding size category \( i \). and \( a_{ij} \) gives the probability that an individual in size category \( i \) at time \( t \) moves to size category \( j \) at time \( t+1 \) [55]. The probability of stasis was expressed as

\[ a_{ii} = (1 - \frac{I_i}{C_i}) \times (1 - M_i). \]  

Using this approach, we were able to estimate the transition probabilities between size categories, without needing to follow the growth of the trees over many years. The data on vegetative transitions were combined with the data on generative reproduction and seedling survival described above.

To explore the spatial and temporal variation in population dynamics, we constructed transition matrices for each combination of year and habitat type. We constructed two sets of year-specific matrices. First, we constructed transition matrices for three transition periods between 2004 and 2007. In this case, all of the matrix elements were based on year-specific data. Because not all of the data on the reproduction and mortality of large trees came from the same localities as the other data, and the sample sizes within each locality were relatively small (max. of 30 trees per locality, habitat type and size category), we always combined data from a single habitat type over the three localities.

Second, we constructed transition matrices for each transition period between 1996 and 2007 using the data on the increment length in each year. All of the other matrix elements (mortality, generative reproduction) were held constant between years in this case and were based on the mean of the data from 2004 to 2006.

Using this approach, we obtained two different datasets. The first dataset includes more detailed data, but from only 3 transition intervals. The second dataset comes from 11 transition intervals with constant mortality and generative reproduction. This dataset covers a longer time period, but the data are less detailed.

Data Analysis

We employed analysis of variance (ANOVA) to analyze the effects of the locality, habitat type, year of the increment, size category, and age on the lengths of the increments in the trees from categories between 1 and 16 m in height from 1996 to 2006. To take into account the fact that the increments within a single tree were not independent, the effect of locality and habitat type was tested against the effect of the tree code, instead of against the residual variance.

We applied generalized linear models with a Poisson distribution to analyze the effects of the size category, year, locality, habitat type and their interactions on the number of dead trees from 0.15 m up to 8 m in height from 2004 to 2006. The number of living trees in the same area was employed as a covariate to account for differences in plot size and tree density between localities and habitat types.

Demographic data were analyzed using transition matrix models. The transition matrix represents the quantitative demographic data that describe the life cycle of a population with a size category structure in a standard format [53]. A matrix population model has the general form.
\[ A \times x_t = x_{t+1} \]  

and describes the dynamics of a population comprised of \( i \) \((=j)\) size categories. \( A \) is a transition matrix with \( i \) rows and \( j \) columns, containing matrix elements, \( a_{ij} \), which define transitions from population size category \( j \) to size category \( i \) in a predefined time interval \( t \) to \( t+1 \), and \( x \) is a column vector containing the number of individuals in each size category at time \( t \). The transition interval corresponds to 1 year in all cases.

Analysis of a projection matrix yields a finite rate of increase, \( \lambda \), for the population and generates information on changes in the population growth rate, \( \delta \lambda \), following a small change in \( a_{ij} (\delta a_{ij}) \), the sensitivity. We used proportional sensitivity, or elasticity, as a measure of the contribution of a matrix element to fitness. High elasticity indicates that a small proportional change in a given matrix element leads to a large change in the population growth rate [56].

Each transition probability estimate and therefore each estimate of the population growth rate and of elasticity is confined with an error because of the limited number of individuals that can be sampled. To estimate this error, we calculated bootstrap confidence intervals [57] for the growth rate and elasticity for each transition matrix (from each population and year). This was achieved by bootstrapping the original data employed to derive the transition matrices 10 000 times. Based on the results, we constructed 95% confidence intervals of population growth rates for each population and year [58] using our MATLAB script [59], [54], [60].

To summarize the data on population growth rates over habitat types and years, we used a stochastic simulation approach as suggested by Caswell [55] and Rydgren et al. [61]. For each set of matrices, we drew a sequence of matrices. Each matrix from the set was drawn at random and with an equal probability of a matrix being selected, and we simulated population growth using this matrix sequence. Each simulation was performed for 10 000 one-year intervals. The simulations were conducted using a MATLAB script developed in a previous study [33]. We ran these stochastic simulations for the original matrices as well as for the above-described bootstrapped matrices. By running the stochastic simulations for the bootstrapped matrices, we obtained the 95% confidence interval of the stochastic population growth rate.

We also employed the transition matrices to calculate the stable stage distribution for each habitat type. The stable stage distribution provides information on proportion of individuals in each size class under the assumption that population dynamics are stable over a longer period of time [55].

To identify the contribution of the habitat type and year to the overall population growth rate and the contribution of each single transition to this population growth rate, we performed a life table response experiment. Specifically, we used a two-way life table response experiment (LTRE) with a fixed factorial design. An LTRE is a form of retrospective analysis that allows quantification of the factors responsible for the observed variation in population growth rates [55], (Text S1). For each factor, the contributions to population growth rate of all the levels of the given factor sum to zero. As a result, positive contribution means that the transition increases the overall population growth at the given level of the factor, while negative contribution means that the transition decreases the overall population growth at the given level of the factor (Text S1). The negative values of contribution thus indicate that this specific transition represents a weak point in the life cycle at the given level of the factor.

Results

Over the course of the study, we followed the fate of over 800 individuals in all of the three main habitat types in the study area. Furthermore, we measured the increment length in an additional 1372 trees to obtain more detailed insights into changes in growth over a longer period of time. For some of the size classes, we obtained information on growth for as long as 47 years (Figure S1).

Individual Growth

Tree growth (i.e., the lengths of increments) was significantly affected by the locality, habitat type, year, size category and tree age (Table 1). Several interaction terms were also significant (Table 1). However, the only variables that substantially contributed to explaining the variation in tree growth were the size category and year of creation of the increment (explaining 26% and 9% of total variation, respectively). Tree age explained less than 1% of the variability in increment length. The lengths of the increments within the size categories clearly declined over the last 11 years, indicating that the individual vigor of the trees was declining with time (Figure S2). However, data from longer time periods available for particular size categories suggest declines were not occurring in all cases and that the sizes of the increments varied greatly over time, including periods of decreases as well as increases (Figure S1).

The number of dead trees depended significantly on all of the individual predictors (Table 2). Only the size category and year of death, however, had relatively high explanatory power, explaining 14% and 33% of the total variation in the dataset, respectively. Mortality was the highest in the 1st transition interval and the lowest in the 2nd transition interval.

In contrast to the size category and year, habitat only had a small effect on both increment length and mortality, explaining less than 1% of the total variation (Table 1; Table 2).

Population Growth

The population growth rates based on single transition matrices (Table S1) constructed separately for the three transition intervals for each habitat type ranged between 1.005 and 1.022, with largely overlapping confidence intervals (Fig. 3). Similar patterns could be observed in the matrices from the 11 transition intervals (Fig. 4, between 1.01 and 1.042). In this case, there was a visible trend of declining population growth rates over time, corresponding to the decline in the lengths of the increments. The lowest and most variable population growth rate was observed at the upper position.

When the transition matrices were combined over the transition intervals within each habitat type using the stochastic simulation approach, the population growth rate was found to be highest at the middle position (1.080, 95% conf. int. 1.062–1.110), followed by the lower position (1.042, 95% conf. int. 1.031–1.058) and the upper position (1.024, 95% conf. int. 1.022–1.037) in the 3-year dataset. A similar pattern with even smaller differences between habitat types was observed in the 11-year dataset (population growth rates corresponding to 1.035, 1.025 and 1.024 at the lower, middle and upper position, respectively). The long-term population growth rate combining all of the matrices included in the 3-year dataset (i.e., over all habitat types and transition intervals) was 1.077 (95% conf. int. 1.070–1.097). This value was comparable to the value obtained from the 11-year dataset, which yielded a population growth rate of 1.063 (1.061–1.082).

In spite of the limited differences in population growth rates observed between habitats and years, both habitat types and years differed strongly in the stable stage distribution (Table 3). Most
Table 1. Effect of the locality (geographical locations of plots, each with all 3 habitat types), age of the tree in the time when the increment was created, habitat type (position on the slope), year in which the increment was created, size category of the tree in the year in which the increment was created, and their interactions on the lengths of increments in *P. strobus* analyzed using ANOVA.

|                | Df | F   | p    | R²  |
|----------------|----|-----|------|-----|
| Locality       | 2  | 107.3 | < 0.001  | 0.006 |
| Age            | 1  | 253.3 | < 0.001  | 0.007 |
| Habitat type   | 2  | 116.2 | < 0.001  | 0.007 |
| Year           | 10 | 71.2  | < 0.001  | 0.090 |
| Size category  | 5  | 1859.6 | < 0.001  | 0.261 |
| Locality×age   | 2  | 4.7   | 0.009  | 0.001 |
| Locality×habitat type | 4 | 85.7 | < 0.001 | 0.028 |
| Locality×year  | 20 | 5.3   | < 0.001  | 0.009 |
| Locality×size cat. | 10 | 9.8 | < 0.001 | 0.008 |
| Age×habitat type | 2 | 2.1 | 0.128 | – |
| Age×year       | 10 | 4.9   | < 0.001  | 0.006 |
| Age×size category | 5 | 110.1 | < 0.001 | 0.044 |
| Habitat type×year | 20 | 11.1 | 0.280 | – |
| Habitat type×size cat. | 10 | 2.8 | 0.002 | 0.001 |
| Year×size cat. | 212 | 2.4 | < 0.001 | 0.014 |
| Locality×age×habitat type | 4 | 13.7 | < 0.001 | 0.004 |
| Locality×age×year | 20 | 0.7 | 0.813 | – |
| Locality×age×size cat. | 10 | 2.9 | 0.001 | 0.002 |
| Locality×habitat type×year | 40 | 4.5 | < 0.001 | 0.015 |
| Locality×habitat type×size cat. | 19 | 6.8 | < 0.001 | 0.010 |
| Locality×year×size cat. | 92 | 1.0 | 0.392 | – |
| Age×habitat type×year | 90 | 0.7 | 0.972 | – |
| Age×habitat type×size cat. | 10 | 2.3 | 0.010 | 0.002 |
| Habitat type×year×size cat. | 370 | 0.8 | 0.997 | – |

No four-fold or higher interactions were significant, and these interactions are therefore not shown. Df Error = 1360.
doi:10.1371/journal.pone.0056953.t001

![Image](https://www.plosone.org/doi/10.1371/journal.pone.0056953.s001)

importantly, the populations in the middle positions should present approximately 56% seedlings under stable population dynamics, and populations in the lower positions should exhibit 30% seedlings under stable population dynamics. In both of these habitat types, over 70% of all plants belonged to the two smallest size categories. In contrast, the populations on the upper areas of rocks are predicted to contain only 8% seedlings under stable population dynamics and a larger number of trees in stages 2 (up to 0.15 m), 3 (0.16–0.50 m) and 7 (4–8 m). These differences partly correspond to the differences observed in the field, with a large number of seedlings and small saplings (up to 0.5 m) being found in lower and middle positions and a relatively small number of individuals of small stages and higher number of individuals of larger stages observed at the upper positions (Table 3).

Prospective and Retrospective Analysis

The LTRE analysis estimating the contribution of different matrix types from different habitats and years to the variation in population growth rates suggested no overall significant differences between the matrices (Table 4; Table S2). In the LTRE testing the interaction between the habitat type and year, only one transition matrix (on the middle positions in the last transition period) significantly deviated from the mean matrix showing the lowest population growth rate (Table S2).

The results of LTRE analysis performed for each matrix element separately indicated significant differences in matrix structure between the matrices. Specifically, the population growth at upper positions was significantly positively driven by the variation in small sapling survival and growth (second and third size categories) and negatively driven by the variation in generative reproduction. This indicates that small sapling survival and growth increases population growth rate at the upper position compared to the other two positions, while, due to low generative reproduction, the overall population growth rate of the upper position is not significantly different from the other positions. On the other hand, the growth of the population at the lower position was significantly positively driven by the variation in generative reproduction and negatively driven by the variation in survival in the second size category. This indicates that the population growth rate at the lower positions is increased thanks to high generative reproduction and decreased due to low sapling survival. Growth in the middle part of the slope was significantly negatively driven by the variation in small sapling survival and growth (second and third size categories) indicating that low levels of small sapling survival and growth caused low population growth rate at this location (Table 4).

Similarly, the LTRE based on data from the 11 transition intervals (with year-specific data on growth and constant seedling natality and mortality) suggested that there were no significant differences in growth rates between populations in different habitat types and years. In this case, there was also no significant interaction detected between the habitat type and year (not shown).

Table 2. Effect of the size category, year of death, locality, habitat type (position on the slope) and their interactions on the number of dead trees assessed using generalized linear models with a Poisson distribution.

|                | Df | Resid. Df | P    | R²    |
|----------------|----|-----------|------|-------|
| Number of living trees | 1  | 304       | < 0.001 | 0.02  |
| Size category       | 4  | 300       | < 0.001 | 0.14  |
| Year               | 2  | 298       | < 0.001 | 0.33  |
| Locality           | 2  | 296       | < 0.001 | 0.02  |
| Habitat type       | 2  | 294       | < 0.001 | 0.07  |
| Size category×year | 8  | 286       | 0.091 | –     |
| Size category×locality | 8 | 278       | 0.656 | –     |
| Size category×habitat t. | 8 | 266       | 0.031 | 0.01  |
| Year×locality      | 4  | 274       | < 0.001 | 0.02  |
| Year×habitat type  | 4  | 262       | < 0.001 | 0.02  |
| Year×habitat type×locality | 16 | 242 | 0.609 | –     |
| Size cat.×year×habitat type | 16 | 226       | 0.128 | 0.02  |
| Size cat.×locality×habitat t. | 16 | 210       | 0.001 | 0.03  |
| Year×locality×habitat type | 8  | 202       | < 0.001 | 0.02  |

The number of living trees in the observed plot was used as a covariate to account for differences in the plot size and tree density between plots and is therefore not included in any interaction term. No four-fold or higher interactions were significant, and these interactions are therefore not shown. Df Error = 1360.
doi:10.1371/journal.pone.0056953.t002
Figure 3. Effect of the year and habitat type on the population growth rate. Effect of the year (2005–2007) and habitat type (position on the slope – upper, middle or lower) on the population growth rate determined using matrices for each habitat type and transition interval. The calculation is performed using the 3-year dataset containing year-specific data for all stages of the life cycle. Mean ±95% confidence interval. doi:10.1371/journal.pone.0056953.g003

Figure 4. Population growth rates in the 3 habitat types. Population growth rates in the 3 habitat types (position on the slope – upper, middle or lower) over 11 years (1997–2007). The mortality, natality and growth and survival of trees up to 0.5 m are kept constant in these matrices. Mean ±95% confidence interval. doi:10.1371/journal.pone.0056953.g004
Table 3. Observed and stable stage distributions in the different habitat types (upper, middle and lower), mortality and individual tree density based on the 3-year dataset.

| Transition          | Upper part | Middle part | Lower part | Upper part | Middle part | Lower part | Individual density (individuals/m²) | Mortality (proportion of dead trees) |
|---------------------|------------|-------------|------------|------------|-------------|------------|-------------------------------------|-------------------------------------|
| From to             |            |             |            |            |             |            |                                     |                                     |
| Above 16 m          | –0.004     | 0.03        | 0.000      | 0.87       | 0.004       | 0.03       |                                     |                                     |
| Seedlings           | 0.18       | 0.50        | 0.49       | 0.08       | 0.56        | 0.3        | 0.07                                | 0.46                                | 0.57 | 0.473 | 0.473 | 0.473 |
| 0.15–0.5 m          | 0.13       | 0.13        | 0.14       | 0.12       | 0.05        | 0.12       | 0.05                                | 0.12                                | 0.16 | 0.17 | 0.010 | 0.018 |
| 0.5–1 m             | 0.17       | 0.03        | 0.04       | 0.09       | 0.03        | 0.07       | 0.06                                | 0.03                                | 0.04 | 0.022 | 0.061 | 0.089 |
| 1–2 m               | 0.16       | 0.02        | 0.04       | 0.08       | 0.02        | 0.03       | 0.06                                | 0.02                                | 0.04 | 0.043 | 0.094 | 0.123 |
| 2–4 m               | 0.12       | 0.02        | 0.03       | 0.08       | 0.02        | 0.02       | 0.05                                | 0.02                                | 0.03 | 0.023 | 0.030 | 0.094 |
| 4–8 m               | 0.04       | 0.01        | 0.01       | 0.12       | 0.03        | 0.02       | 0.02                                | 0.01                                | 0.01 | 0.006 | 0.009 | 0.000 |
| 8–16 m              | 0.02       | 0.01        | 0.01       | 0.04       | 0.01        | 0.01       | 0.01                                | 0.01                                | 0.01 | 0.011 | 0.002 | 0.017 |
| Above 16 m          | 0.10       | 0.03        | 0.02       | 0.05       | 0.02        | 0.01       | 0.04                                | 0.03                                | 0.02 | 0.014 | 0.010 | 0.003 |

P indicates the significance of these contributions, determined from permutation tests. Significant values are formatted in bold.

doi:10.1371/journal.pone.0056953.t003

The survival of the oldest trees exhibited the highest elasticity in all years and in all habitat types in both datasets, followed by transitions representing the growth of the trees (i.e., transitioning into larger size category) in all years and in all habitat types in both datasets (Table S3).

Discussion

Analyses of the effects of different parameters on increment size confirm that size categories are a better determinant of tree growth than age, as suggested, e.g., by Harper [62], justifying the use of size to divide the life cycle of P. strobus in the present study. The same pattern can be observed in the data on mortality. In this case, the year of death also has a high predictive power, suggesting strong between-year variations in the mortality of this species. All the other factors with significant effect on length of the increments and mortality, such as locality, habitat type and many interactions, in fact explain very low proportion of total variation. This, however, correspond to various other ecological studies reporting percentage of variance explained in their tables (e.g. [63], [64], in most studies the value is in fact not reported).

According to the matrix models, the investigated populations of P. strobus are expected to grow in all habitat types in all transition intervals, despite the declining tendency of population growth observed in the last 11 years. Population growth rates of greater than one in most populations and years have also been reported in other studies on invasive plant species (e.g., [65], [27], [19], [66], [67], and for a summary of matrix analyses of invasive plants, see Ramula et al. [29]). Compared to these studies, the population growth rates recorded for P. strobus are much closer to 1 and less variable between years and habitat types. The low variation detected in population growth rates, not only between years but also between habitat types, contrasts with the fact that the different environments differ strongly regarding the yearly trends of temperature, humidity and irradiation (Wild et al. unpubl.). A population growth rate of only slightly above 1, similar to that of P. strobus, has been reported for other invasive plant species, but only for certain years or localities [16], [68], [69]. The dynamics of the P. strobus populations are also quite similar to the dynamics of long-lived trees under stable environmental conditions [70], [33], [71], [72], [73] and [74] Appendix S1. Long-lived trees are usually...
characterized by population growth rates just above 1 with low variability as well as a high elasticity of transitions related to stasis, mainly associated with the survival of the largest trees.

In spite of the overall similarity in the population growth rates of *P. strobus* observed in the different habitat types, our results indicate that populations from different habitats vary in the contribution of different vital rates to the observed variation in population growth rates. This suggests that *P. strobus* exhibits different growth strategies in different habitats in the sandstone region, all of which lead to similar population growth rates, which could be the key factor for the successful invasive behavior of this species observed over all environments.

In our dataset, there was also no significant effect of the year identified using LTRE analysis. The effect of the year is non-significant, in spite of the significant effect of the year on both increment length and mortality detected in the univariate analyses. This confirms previous conclusions that significant differences between single plant traits do not necessarily imply significant differences in population growth rates, e.g., [73], [53], [76]. This mismatch between the conclusions regarding single life history traits and overall population dynamics can be attributed to the low elasticity of the most variable matrix elements.

The results of the prospective, elasticity, analysis differ strongly from the results of the retrospective, LTRE, analysis performed using our data, cf. [77]. The results of both types of analyses have previously been used to design management strategies for species, e.g., [70], [16], [79], [80], [81]. While LTRE analysis can identify transitions that actually drive variation in population growth rates, it is elasticity analysis that indicates which transitions should be the target of active management actions [77].

The results of elasticity and LTRE analyses are comparable for the datasets based on 5 or 11 transition intervals, suggesting that the structure of the matrices is the same, irrespective of the period over which the data were collected. This small difference may be because the data on natality and mortality employed in the two datasets were the same, and only the growth transitions were year specific. Natality is known to be the most variable part of the life cycle in many plant species [62] and also mortality of often highly variable between years [30], [39] as shown also in our study. If data on natality and mortality had been available for all 11 years, we might have expected larger differences to be detected between the datasets. The two datasets identified similar amounts of spatial and temporal variation in population growth rates and detected overall similar patterns. They also provided largely comparable results regarding the overall population growth rates. However, in comparison with the 3-year dataset, the 11-year dataset provides additional insights into dynamics over longer time periods and thus enables us to capture possible extreme events. Specifically, the 11-year dataset shows a recent decline in population growth rates. This decline may be interpreted as a slowing down of the invasion process, as most of the study area has already been colonized by this species. However, the long-term data for some size categories suggest that the observed decline may simply reflect a fluctuation in the population growth rate and that it may start increasing again at a later stage. No decline in population growth rates over time can be observed in the 3-year dataset, which employed year-specific data on seedling survival and mortality but covers too short a period to reveal any long-term trends. This finding suggests that by collecting simplified long-term data, we obtained different information than by collecting more detailed data over a short time period. Our approach to long-term data collection could be easily used to collect long-term data for other tree species.

The population transition matrices employed in this study assume a lack of density dependence and therefore correspond to most other published matrix transition models e.g., [73], [16], [53], [60], but see Cropper and Loudermilk [82]. The absence of density dependence in population matrix models can be an important drawback when modeling dense stable populations of a species [55]. However, we suggest that this issue is not a major problem in the case of a spreading invasive species that has yet to reach its carrying capacity, such as *P. strobus* in the investigated sandstone areas of the Czech Republic. This effect is mitigated to a degree because results have to be interpreted as describing population growth under current density conditions, and partial density dependence is therefore implicitly incorporated in the transition probabilities, cf. [55], [16].

Density effects could also theoretically affect our results as the trees have different density in different localities and habitat types. This quite high variation in density of *P. strobus* is, however, largely given by the fact that the mature *P. strobus* trees are mostly of plantation origin and they were planted in different manner in different locations. All our experimental plots were, however, located in dense forest stands. The locations with low density of *P. strobus* had thus high density of *P. abies* and/or *P. sylvestris* and possible intra-specific competition between *P. strobus* was at these sites replaced by inter-specific competition. Under the untested assumption that the level of intra- specific and inter-specific competition in this species is similar, the level of density dependence in different experimental plots is thus comparable.

Conclusions

According to the matrix models, the investigated populations of *P. strobus* are expected to grow in all habitat types in all transition intervals. This finding corresponds to the field observations indicating that the populations of this species are still growing. In agreement with previous studies, the elasticity analysis showed that the survival of the largest categories contributed the most to population growth. In contrast, the LTRE analysis showed that different stages in different habitats contribute the most to the population growth rate. Specifically, generative reproduction is more important at lower positions, and survival is most important for the upper positions. This difference is also observed in the stable stage distribution, which predicts much larger numbers of seedlings at lower positions. These findings indicate that *P. strobus* exhibits different growth strategies in different locations, resulting in similar population growth. In all locations, the population growth rates are above one, indicating that the species is still spreading and has the ability to occupy a wide range of habitats.

Supporting Information

**Figure S1** Increment size for trees (cm) in the category between 4 and 8 m high in the three habitat types. (TIF)

**Figure S2** Effect of year, size category and habitat type on length of the increment (cm) of the trees. (TIF)

**Table S1** Population transition matrices for 3 habitat types over 3 transition intervals. (DOC)

**Table S2** Results of life-table response experiment analysis comparing differences between matrices in the three habitat types (position on the slope) and three transition intervals and their interaction using the mean matrices constructed for habitat type. Positive or negative numbers at the column contribution indicate if
the given matrix, positively or negatively contributes to overall population growth rate. P indicates significance of these contributions. Significant values (p<0.05) are bold.

(DOC)

Table S3 Elasticity and its 95% confidence interval of single transition elements of matrices in the different habitat types summarized over years in the 3 year dataset.

(DOC)

Text S1 Methods of the LTRE analysis.

(DOC)

References
1. Elton CS (1958) The ecology of invasions by animals and plants. Methuen, London, UK.
2. Lodge DM (1993) Biological invasions: lessons for ecology. Trends Ecol Evol 8: 133–137.
3. Sakai AK, Allender FW, Holt JS, Lodge DM, Molofsky J, et al. (2001) The population biology of invasive plants. Annu Rev Ecol Syst 32: 305–332.
4. Pimmel D, Lach I, Zuniga R, Morrison D (2000) Environmental and economics costs of nonindigenous species in the United States. Bioscience 50: 53–65.
5. Kolar CS, Lodge DM (2001) Progress in invasion biology: predicting invaders. Trends Ecol Evol 16: 199–204.
6. Brown KA, Spector S, Wu W (2008) Multi-scale analysis of species introductions: combining landscape and demographic models to improve management decisions about non-native species. J Appl Ecol 45: 1639–1648.
7. Higgins SJ, Richardson DM (1996) A review of models of alien plant spread. Ecol Model 97: 249–263.
8. Ibanez I, Silander JA, Wilson AM, Lafleur N, Tanaka N, et al. (2009) Multivariate forecasts of potential distributions of invasive plant species. Ecol Appl 19: 359–375.
9. de Camino-Beck T, Lewis MA (2009) Invasion with stage-structured coupled map lattices: application to the spread of scented chamomile. Ecol Modell 220: 3394–3403.
10. Jongejans E, de Kroon H (2005) Space versus time variation in the population dynamics of a long-lived perennial herb. J Ecol 93: 737–747.
11. Münzbergová Z, Mídlér M, Ehrlen J, Herbert T (2005) Population viability and reintroduction strategies: a spatially explicit landscape-level approach. Ecol Model 15: 1377–1386.
12. Herbert T, Münzbergová Z, Mídlér M, Ehrlen J, Cousins SOA, et al. (2006) Long-term spatial dynamics of Sisyrinchium latifolium in a changing rural landscape: linking dynamical modeling with historical maps. J Ecol 94: 131–143.
13. Jongejans E, Skarpaas O, Shea K (2008a) Dispersal, demography and spatial population models for conservation and control management. Perspect Plant Ecol Evol Syst 9: 153–170.
14. Freivåle H, Colas B, Riba M, Caswell H, Mignot A, et al. (2004) Spatial and temporal demographic variability in the endemic plant species Cistus cypriacus ( Asteraceae). Ecology 85: 694–703.
15. Jongejans E, de Kroon H (2005) Space versus time variation in the population dynamics of three co-occurring perennial herbs. J Ecol 93: 681–692.
16. Koop AL, Horvitz CC (2005) Projection matrix analysis of the demography of an invasive, noxious shrub (Adoxa moschatellina). Ecology 86: 2661–2672.
17. Al-Khaifi K, Tuljapurkar S, Horvitz C, Koop A (2007) Detecting variability in demographic rates: randomization with the Kalbach-LeClerc distance. J Ecol 95: 1370–1380.
18. Burns JH, Blomberg SP, Craner EE, Ehrlen J, Knight TM, et al. (2010) Empirical tests of life-history evolution theory using phylogenetic analysis of plant demography. J Ecol 98: 334–344.
19. Parker DM (2000) Invasion dynamics of Cytisus scoparius: a matrix model approach. Ecol Appl 10: 730–743.
20. Jongejans E, Shea K, Skarpaas O, Kelly D, Sheppard AW, et al. (2008a) Dispersal and demographic contributions to population spread of Cardus marianus in its native and invaded ranges. J Ecol 96: 687–697.
21. Buckley YM, Brockerhoff E, Langer I, Ledgard N, North H, et al. (2005) Slowing down a pine invasion despite uncertainty in demography and dispersal. J Ecol Appl 12: 1020–1030.
22. Colding G, Matthews D (2006) Effects of habitat deterioration on population dynamics and extinction risk of an endangered, long-lived perennial herb (Scorzonera humilis). J Ecol 94: 959–972.
23. Franco M, Silvertown J (2004) A comparative demography of plants based upon elasticities of vital rates. Ecology 85: 531–538.
24. Vila M, Bartomeus I, Gimeno I, Travessa A, Moragues E (2006) Demography of the invasive geophyte Oxalis pes-caprae across a Mediterranean Island. Ann Bot. London 97: 1053–1062.

Acknowledgments
We thank the many students and colleagues who helped in the field and with data preparation, especially V. Handlová, M. Máčová, F. Břeček and J. Kubes. We also thank T. Herben for comments and authorizes and fellow workers of the National Park of Bohemian Switzerland for support, particularly Handrij Hartel, Marek Klitsch and Jan Drozd.

Author Contributions
Conceived and designed the experiments: VH JK. Performed the experiments: JK VH ZM JW. Analyzed the data: ZM VH JW. Contributed reagents/materials/analysis tools: ZM VH JW. Wrote the paper: ZM VH JW.
64. Paňková H, Münzbergová Z, Rydlová J, Vostátka M (2011) The response of
63. Möller AP, Jennions MD (2002) How much variance can be explained by
62. Harper JL (1977) Population biology of plants. Academic Press, London, UK.
61. Rydgren K, Oklame RH, Pico FX, de Kroon H (2007) Moss species benefits
47. Cílek V (2007) Climate, microclimate and paleoclimate of sandstone areas of
46. Efron B, Tibshirani RJ (1994) Introduction to the bootstrap. Chapman and Hall,
45. MATLAB (2001) MATLAB, version 6.1. The Mathworks, Inc., Natick, Massachusetts, USA.
44. Caswell H (2000) Prospective and retrospective perturbation analyses: their roles in
43. Kolb A, Dahlgren JP, Ehrlén J (2010) Population size affects vital rates but not
42. Kozlowski TT, Kramer PJ, Pallardy SG (1991) The physiological ecology of woody plants. Academic Press, San Diego, USA.
41. Münzbergová Z (2005) Determinants of species rarity: population growth rates –3 real examples revised. Ecology 75: 255–260.
40. Elton B, Tihonran RJ (1994) Introduction to the bootstrap. Chapman and Hall, New York, USA.
39. Alvarez-Buylla ER, Slatkin M (1994) Finding confidence limits on population-growth rates –3 real examples revised. Ecology 75: 255–260.
38. Almén J (2003) Fitness components versus total demographic effects: evaluating herbivore impacts on a perennial herb. Am Nat 162: 796–810.
37. Lambrecht-McDowell SC, Radosevich S (2005) Comparing demographic costs of sexual reproduction and clonal growth in invasive and non-invasive Rubus. Biol Invasions 7: 281–295.
36. Lloyd AH, Wilson AE, Fastie CL, Landis RM (2005) Population dynamics of black spruce and white spruce near the arctic tree line in the southern Brooks Range, Alaska. Can J Forest Res 35: 2073–2081.
35. Pratikova TT, Kramer PJ, Pallardy SG (2000) Elastocities: a review of methods and model limitations. Ecology 81: 607–618.
34. Caswell H (2001) Matrix population models: construction, analysis and interpretation. Sinnauer Associates, Sunderland, Massachusetts, USA.
33. Harper JL (2001) Population dynamics and diploid and hexaploid populations of a perennial herb. Ann Bot-London 100: 259–1270.
32. Rydergren K, Ökland RH, Pico FX, de Kroon H (2007) Moss species benefits from breakdown of cyclic rodent dynamics in boreal forests. Ecology 88: 2320–2338.
31. Rapport B, Pinto C, Frelich LE, Reich PB (2005) Pathway in old-field succession to white pine: seed rain, shade, and climate effects. Ecol Monogr 75: 363–378.
30. Werner PA, Caswell H (2006) How best to collect demographic data for PVA ecologists and evolutionary biologists? Oecologia 132: 492–500.
29. Kolb A, Dahlgren JP, Ehrlén J (2010) Population size affects vital rates but not population growth rate of a perennial plant. Ecology 91: 3210–3217.
28. Kozlowski TT, Kramer PJ, Pallardy SG (1991) The physiological ecology of woody plants. Academic Press, San Diego, USA.
27. Harrington K, Mooney HA, Caswell H (2003) A comparative analysis of transient population dynamics in plants. J Ecol 91: 302–311.
26. Caswell H (2001) Matrix population models: construction, analysis and interpretation. Sinnauer Associates, Sunderland, Massachusetts, USA.