BREATHERS AND THE DYNAMICS OF SOLUTIONS IN KDV TYPE EQUATIONS

CLAUDIO MUÑOZ AND GUSTAVO PONCE

Abstract. In this paper our first aim is to identify a large class of non-linear functions $f(\cdot)$ for which the IVP for the generalized Korteweg-de Vries equation does not have breathers or “small” breathers solutions. Also we prove that all uniformly in time $L^1 \cap H^1$ bounded solutions to KdV and related “small” perturbations must converge to zero, as time goes to infinity, locally in an increasing-in-time region of space of order $t^{1/2}$ around any compact set in space. This set is included in the linearly dominated dispersive region $x \ll t$. Moreover, we prove this result independently of the well-known supercritical character of KdV scattering. In particular, no standing breather-like nor solitary wave structures exists in this particular regime.

1. Introduction and main results

This work is concerned with the generalized Korteweg-de Vries equation (gKdV) posed in the real line $\mathbb{R}$:

$$\partial_t u + \partial_x (\partial_x^2 u + f(u)) = 0, \quad (t, x) \in \mathbb{R} \times \mathbb{R}. \quad (1.1)$$

Here and along this paper $u = u(t, x) \in \mathbb{R}$ is a real-valued function. We will assume that $f = f(s)$ is a focusing, polynomial-type nonlinearity, in the sense that for $k = 2, 3, \ldots$ and $f_k : \mathbb{R} \to \mathbb{R}$ of class $C^k$,

$$f(s) = s^k + f_k(s), \quad \lim_{s \to 0} \frac{f_k(s)}{|s|^k} = 0. \quad (1.2)$$

Three interesting cases for $f$ as above are

1. $k = 2$ and $f_2(s) = 0$ (the original Korteweg-de Vries (KdV) equation),
2. $k = 2$ and $f_2(s) = \mu s^3$, $\mu \neq 0$ real-valued (the Gardner equation), and finally,
3. $k = 3$ and $f_3(s) = 0$ (the modified KdV equation, or mKdV).
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1The case of defocusing nonlinearities is in some sense simpler and can be obtained from the ideas in this paper with somehow easier proofs.
These are well-known integrable models [1], and possibly the only gKdV integrable equations, under reasonable hypotheses on the nonlinearity. A rigorous “classification result” involving these nonlinearities and the remaining non-integrable class can be found e.g. in [34], generalization of previous and foundational work by Martel and Merle [32] for $k = 4$ and $f_4(s) = 0$.

Formally, real solutions of (1.1) satisfy at least three conservation laws:

\[ I_1(u) := \int_{-\infty}^{\infty} u(t,x) \, dx = I_1(u_0), \quad I_2(u) := \int_{-\infty}^{\infty} u^2(t,x) \, dx = I_2(u_0), \quad (1.3) \]

\[ I_3(u) := \int_{-\infty}^{\infty} \left( \frac{1}{2} (\partial_x u)^2 - G(u) \right) (t,x) \, dx = I_3(u_0), \]

where

\[ G(x) = \int_0^x f(s) \, ds. \tag{1.4} \]

For the simpler pure power case $f(s) = s^k$, the Cauchy problem for (1.1) is globally well-posed in $H^1(\mathbb{R})$ for $k = 2, 3$ and 4, with uniform bounds in time for $\|u(t)\|_{H^1}$; thanks to the conservation laws $I_2(u)$ and $I_3(u)$ in (1.3), see Kenig-Ponce-Vega [19]. On the other hand, (1.1) with $f_k(s) \not\equiv 0$ is globally well-posed if e.g. the initial data is sufficiently small. The Gardner equation is $H^1$ globally well-posed independently of the size of the initial data [19].

It is well-known that (1.1) may have soliton (or solitary wave) solutions of the form

\[ u(t,x) = Q_c(x - ct), \quad c > 0, \tag{1.5} \]

where $Q_c$ is a stationary solution to the ODE

\[ Q''_c - cQ_c + f(Q_c) = 0, \quad Q_c \in H^1(\mathbb{R}), \tag{1.6} \]

provided $f(\cdot)$ satisfies standard assumptions. Additionally, it is well-known that both mKdV and Gardner models do have stable breather solutions [1, 3, 4, 6, 2], that is to say, localized in space solutions which are also periodic in time, up to the symmetries of the equation.

An example of these type of solutions is the mKdV breather (Wadati [39]) : for any $\alpha, \beta > 0$,

\[ B(t,x) := 2 \sqrt{2} \partial_x \arctan \left( \frac{\beta \sin(\alpha(x + \delta t))}{\alpha \cosh(\beta(x + \gamma t))} \right), \quad \delta = \alpha^2 - 3 \beta^2, \quad \gamma = 3\alpha^2 - \beta^2, \tag{1.7} \]

is a solution of mKdV with nontrivial time-periodic behavior, up to the translation symmetries of the equation. Therefore, generalized KdV equations may have both solitary waves and breathers as well, and both classes of solutions do not decay.

The Gardner equation ($f_2(u) := \mu u^3$ here)

\[ \partial_t u + \partial_x (\partial_x^2 u + u^2 + \mu u^3) = 0, \quad \mu > 0, \tag{1.8} \]
possesses (stable) breather solutions, (Pelinovsky-Grimshaw [36], see [2] for more details).
Indeed, if $\alpha, \beta > 0$ are such that $\Delta := \alpha^2 + \beta^2 - \frac{2}{9\mu} > 0$, then

$$B(t, x) := 2\sqrt{\frac{\beta}{\mu}} \partial_x \arctan \left( \frac{G(t, x)}{F(t, x)} \right),$$  \hspace{1cm} (1.9)

where

$$G := \frac{\beta \sqrt{\alpha^2 + \beta^2}}{\alpha \sqrt{\Delta}} \sin(\alpha y_1) - \frac{\sqrt{2}\beta \cosh(\beta y_2) + \sinh(\beta y_2)}}{3\sqrt{\mu \Delta}},$$

$$F := \cos(\beta y_2) - \frac{3\sqrt{\mu \alpha \sqrt{\alpha^2 + \beta^2 \sqrt{\Delta}}}}{3\sqrt{\mu \alpha \sqrt{\alpha^2 + \beta^2 \sqrt{\Delta}}}} \sin(\alpha y_1),$$ \hspace{1cm} (1.10)

and $y_1 = x + \delta t$, $y_2 = x + \gamma t$, $\delta := \alpha^2 - 3\beta^2$, $\gamma := 3\alpha^2 - \beta^2$, is a smooth non decaying solution to (1.8).

Breather solutions of the IVP (1.1) are known only in the previously described cases, i.e. for the mKdV and for the Gardner equation with $\mu > 0$. Our first goal here is to show that for a large class of nonlinearities $f(\cdot)$ in (1.1) the gKdV does not possess breather solutions (localized in space solutions which are periodic in time).

We recall the standard notation

$$H^{s,r}(\mathbb{R}) := H^s(\mathbb{R}) \cap L^2(|x|^{2r} dx), \hspace{1cm} s, r \geq 0.$$ \hspace{1cm} (1.11)

**Theorem 1.1** (Nonexistence of breathers). Let

$$u \in C(\mathbb{R} : H^{4,2}(\mathbb{R}))$$ \hspace{1cm} (1.12)

be a non-trivial strong solution of the IVP (1.1). If $u = u(t, x)$ is a time periodic function with period $\omega$, then

$$\int_0^\omega \int_{-\infty}^\infty f(u(t, x)) dx \, dt = 0.$$ \hspace{1cm} (1.13)

In particular, if

$$f(u) = u^2, \hspace{1cm} \text{or} \hspace{1cm} f(u) = u^4,$$

or

$$f(u) = u^2 \pm \mu u^3 + \epsilon^2 u^4, \hspace{1cm} 0 \leq \mu < 2\epsilon,$$ \hspace{1cm} (1.14)

then $u$ cannot be a time periodic solution.

**Remark 1.1.** The hypothesis $u(t) \in H^{4,2}(\mathbb{R})$ is just needed to guarantee that $xu(t, x) \in L^1(\mathbb{R})$, so it can be reduced to $u(t) \in H^{3+,(3/2)^+}(\mathbb{R})$. We recall that in [17] the solution flow of (1.1) preserves the class $H^{s,r}(\mathbb{R})$ only if $s \geq 2r$.

**Remark 1.2.** The third case in (1.14), $f(u) = u^2 \pm \mu u^3 + \epsilon^2 u^4, \ 0 \leq \mu < 2\epsilon$ gives an example of a higher order perturbation of the Gardner equation without breather solutions of any size.
Remark 1.3. We recall that global solutions for the IVP (1.1) as those in (1.12) are known to exist provided \( f(\cdot) \) satisfies a growth condition, for example:
\[
\lim_{|s| \to \infty} \frac{f'(s)}{|s|^4} = 0,
\]
and \( u_0 \in H^{4,2}(\mathbb{R}) \), see [18]. In fact, by the results of Martel-Merle in [30] this condition is necessary at least in the case \( f(u) = u^5 \).

**Theorem 1.2** (Even nonlinearities, general case). Let
\[
u \in C(\mathbb{R} : H^{4,2}(\mathbb{R})) \cap L^\infty(\mathbb{R} : H^1(\mathbb{R}))
\]
be a non-trivial strong solution of the IVP (1.1), with
\[
f(u) = u^{2k} + f_{2k}(u), \quad k \in \mathbb{Z}^+.
\]
There exists a small \( \epsilon = \epsilon(k; f_{2k}) > 0 \) such that if
\[
\sup_{t \in \mathbb{R}} \|u(t)\|_{H^1} < \epsilon,
\]
then \( u = u(t, x) \) is not a time periodic solution.

Remark 1.4. In the case \( k = 2 \), taking \( f(u) = u^2 + \mu u^3 + f_3(u) \) we get that the Gardner equation and any “small” perturbation of it can not have \( H^1 \)-small breather solutions. For the Gardner equation this is consistence with the properties of the breathers described in (1.9)-(1.10), see the third remark (Remark 1.21), after the statement of Theorem 1.7.

A third result is the following:

**Theorem 1.3** (The Gardner equation with \( \mu < 0 \)). Let
\[
u \in C(\mathbb{R} : H^{4,2}(\mathbb{R}))
\]
be a non-trivial strong solution of the IVP (1.1) with
\[
f(u) = u^2 + f_2(u) = u^2 + \mu u^3, \quad \mu < 0.
\]
Then \( u = u(t, x) \) is not a time periodic solution.

Remark 1.5. This Theorem proves rigorously that for \( \mu < 0 \) the Gardner model does not possess breather solutions.

**Theorem 1.4** (\( L^2 \) critical and supercritical cases). Let
\[
u \in C(\mathbb{R} : H^{1,1/2}(\mathbb{R})) \cap L^\infty(\mathbb{R} : H^1(\mathbb{R}))
\]
be a non-trivial strong solution of the IVP (1.1) with
\[
f(u) = u^j + f_j(u), \quad j = 5, 6, \ldots
\]
There exists a small \( \epsilon = \epsilon(j; f_j) > 0 \) such that if
\[
\sup_{t \in \mathbb{R}} \| u(t) \|_{H^1} < \epsilon, \tag{1.23}
\]
then \( u = u(t, x) \) is not a time periodic solution.

Remark 1.6. In the case \( j = 5 \) and \( f_5(u) \equiv 0 \), i.e. \( f(u) = u^5 \), the assumption (1.23) can be replaced by a weaker one: the initial data \( u_0 \) satisfies
\[
\| u_0 \|_2 \leq \sqrt[4]{\frac{2}{5}} \| Q \|_2, \tag{1.24}
\]
where \( Q \) is the solution of (1.6) with \( f(u) = u^5 \). In this setting the proof follows by combining the argument given below in the proof of Theorem 1.4 with the best constant \( c_6 \) for the Gagliardo-Nirenberg inequality (3.7) with \( p = 6 \) found in [40], i.e. \( c_6 = \sqrt[4]{3} \| Q \|_{L^2}^{-2/3} \).

Remark 1.7. Restricting ourselves to pure power non-linearity \( f(u) = u^k \), \( k = 2, 3, \ldots \) and to the frame where the existence of global solutions are known Theorems 1.1-1.4 tell us that a breather can only occur in the case \( k = 3 \), i.e. for the mKdV. Note also that condition (1.3) in [13] rules out small breathers, in the sense that small \( H^1 \) breathers must have \( \beta \) small, but in this case the weighted norm \( \| xB \|_{L^2} \) becomes large, of order \( \beta^{-1} \), by scaling reasons.

We also consider nontrivial perturbations of the mKdV equation.

**Theorem 1.5** (Cubic case). Let
\[
u \in C(\mathbb{R} : H^{1.1/2}(\mathbb{R})) \cap L^\infty(\mathbb{R} : H^1(\mathbb{R})) \tag{1.25}
\]
be a non-trivial strong solution of the IVP (1.1) with
\[
f(u) = u^3 + \beta u^{2j+1} + f_{2j+1}(u), \quad \beta < 0, \quad j \in \mathbb{Z}^+, \quad j \geq 2, \tag{1.26}
\]
and initial data \( u_0 \) such that (see (1.3))
\[
I_3(u) = I_3(u_0) \geq 0. \tag{1.27}
\]
There exists a small \( \epsilon = \epsilon(f_{2j+1}; \beta; I_3(u_0)) > 0 \) such that if
\[
\sup_{t \in \mathbb{R}} \| u(t) \|_{H^1} < \epsilon, \tag{1.28}
\]
then \( u = u(t, x) \) is not a time periodic solution.

The same conclusion applies if \( f(\cdot) \) satisfies (1.26) with \( \beta > 0 \) and the initial data \( u_0 \) holds that \( I_3(u_0) \leq 0 \).

Remark 1.8. The assumption \( u(t) \in H^{1.1/2}(\mathbb{R}) \) tells us that \( xu^2(t) \in L^1(\mathbb{R}) \), and under the condition (1.22) it holds if \( u_0 \in H^{1.1/2}(\mathbb{R}) \) with \( \| u_0 \|_{H^1} < \eta = \eta(j; f_j) \) is sufficiently small.
Remark 1.9. We observe that non-linearity \( f(\cdot) \) in (1.26) may involve \( L^2 \)-sub-critical and \( L^2 \)-super-critical parts. In this case, the properties (1.25) and (1.28) can be guarantee by assuming that the initial small quantities \( \epsilon_1 = \|u_0\|_{L^2} \) and \( \epsilon_2 = \|\partial_x u_0\|_{L^2} \) satisfy appropriate relations, for example, \( \epsilon_2 > c\epsilon_1^3 \) if \( j = 2 \). Under these assumptions one also has that (1.27) holds.

Remark 1.10. The proof of Theorems 1.1-1.5 are elementary and are based on the time evolution of the quantities

\[
\Omega(t) := \int_{-\infty}^{\infty} x u(t, x) \, dx, \quad \text{and} \quad \Lambda(t) := \int_{-\infty}^{\infty} x u^2(t, x) \, dx, \quad (1.29)
\]

which are time periodic functions if \( u = u(t, x) \) is also time periodic.

Our second goal is to establish precise decay in KdV-like equations \((k = 2 \text{ and } f_2 \neq 0)\). First, we review some results concerning decay of small solutions for gKdV equations. Kenig-Ponce-Vega [19] showed scattering for small data solutions of the \( L^2 \) critical gKdV equation \((p = 5 \text{ and } f_1 = 0)\). Ponce and Vega [37] showed that for the case \( f(s) = |s|^p \), \( p > (9 + \sqrt{73})/4 \sim 4.39 \), small data solutions in \( L^1 \cap H^2 \) lead to decay, with rate \( t^{-1/3} \) (i.e. linear rate of decay). Christ and Weinstein [8] improved it to the case \( f(s) = |s|^p \), \( p > \frac{1}{3}(23 - \sqrt{57}) \sim 3.86 \). Hayashi and Naumkin [14, 15] studied the case \( p > 3 \), obtaining decay estimates and asymptotic profiles for small data in \( H^{1,1} \). Tao [38] considered the scattering of data for the quartic KdV in the space \( H^1 \cap \dot{H}^{-1/6} \) around the zero and the soliton solution. The finite energy condition was then removed by Koch and Marzuola in [21] by using \( U - V \) spaces. Côte [9] constructed solutions to the subcritical gKdV equations with a given asymptotical behavior, for \( k = 4 \) and \( k = 5 \).

The case \( k = 3 \) is critical in terms of scattering, and also critical with respect to the \( L^1 \) norm. Therefore, it is expected that small solutions do scatter following modified linear profiles. In [13], Germain, Pusateri and Rousset deal with the mKdV case \((k = 3)\) around the zero background and the soliton. By using Fourier techniques and estimates on space-time resonances, they were able to tackle down this “critical” case in terms of modified scattering. Using different techniques, related to Hardy type estimates, Escauriaza, Kenig, Ponce and Vega [12] showed that solutions of gKdV decaying sufficiently fast must be identically zero. Finally, Isaza, Linares and Ponce [17] showed bounds on the spatial decay estimates on (1.1) with \( k = 2 \) in sufficiently strong weighted Sobolev spaces. However, we recall that no scattering results as above mentioned seems to hold for the quadratic power \((k = 2)\), which can be considered as “supercritical” in terms of modified scattering, since the nonlinear term behaves (under the linear Airy decay dynamics \( \sim t^{-1/3} \)) as \( \partial_x uu \sim \frac{1}{t^{2/3}} u \), and can be regarded as linear term with a potential which is clearly not integrable in time.

Let \( C > 0 \) be an arbitrary constant, and let \( I(t) \) be the time-depending interval

\[
I(t) := \left( -\frac{C|t|^{1/2}}{\log |t|}, \frac{C|t|^{1/2}}{\log |t|} \right), \quad |t| \geq 2. \quad (1.30)
\]
Clearly $I(t)$ contains any compact interval for $t$ sufficiently large.

**Theorem 1.6.** Assume $k = 2$ and $f_2(s) = 0$ in (1.2). Suppose that $u = u(x, t)$ is a solution to (1.1) such that

$$u \in C(\mathbb{R} : H^1(\mathbb{R})) \cap L^\infty(\mathbb{R} : L^1(\mathbb{R})).$$

Then, one has

$$\lim_{t \to \pm \infty} \|u(t)\|_{H^1(I(t))} = 0. \quad (1.32)$$

Additionally, the following Kato-smoothing estimate holds: for any $c_0 > 0$,

$$\int_2^\infty \int_{-\infty}^\infty e^{-c_0|x|} (u^2 + (\partial_x u)^2 + (\partial_x^2 u)^2)(t, x) dx dt < +\infty. \quad (1.33)$$

Moreover, no soliton nor breather solution exists for KdV inside the region $I(t)$, for any time $t$ sufficiently large.

**Remark 1.11.** Note that Theorem 1.6 requires only $L^1$ control uniform-in-time. This requirement is nonempty: solutions satisfying this condition are e.g. solitons and multi-solitons (any finite number), see (1.5). Note also that solitons move away (in finite time) from the region $I(t)$ considered in (1.32), and they do not decay. These assumptions should be compared with the ones required in Kenig, Ponce and Vega [20] to show nonexistence of solitary wave solutions. Note finally that, since the $L^2$ norm of the solution remains conserved, it is likely that the $L^1$ norm of the solution will grow in time.

**Remark 1.12.** Theorem 1.6 can be complement by the following standard fact: all solutions uniformly bounded in time in $H^1$ satisfy the asymptotic regime [31, 4]

$$\lim_{t \to +\infty} \|u(t)\|_{H^1(x > vt)} = 0,$$

where $v = v(\|u(t = 0)\|_{H^1})$, and $v \to 0^+$ as $\|u(t = 0)\|_{H^1} \to 0$. This last convergence result is usually referred as decay in the soliton region. Under the regime proposed in Theorem 1.6, the remaining regions $\left(-\infty, -\frac{C[\|\cdot\|]}{\log |t|}\right) \cup \left(\frac{C[\|\cdot\|]}{\log |t|}, vt\right)$ are probably strongly dominated by modified linear decay. Note in addition that linear KdV (i.e. Airy equation) possesses as dispersion relation $\omega(k) = -k^3$, and its group velocity is given by $\omega'(k) = -3k^2 \leq 0$. Theorem 1.6 formally shows that when the nonlinearity is turn on, the linear mode $k = 0$ decays to zero.

**Remark 1.13.** If the initial data $u_0$ satisfies $u_0 \in H^{1,1}(\mathbb{R})$ and $u \in L^\infty(\mathbb{R} : H^{0,1}(\mathbb{R}))$, then the hypotheses of Theorem 1.6 are satisfied. Indeed, by conservation of mass and energy the corresponding solution $u(t)$ satisfies $\sup_{t \in \mathbb{R}} \|u(t)\|_{L^\infty} \lesssim 1$, and

$$\|u(t)\|_{L^1} = \int_{|x| < R} |u(t)| + \int_{|x| \geq R} \frac{|x|}{|x|} |u(t)| \lesssim \|u(t)\|_{L^\infty} R + R^{-1/2} \|u(t)\|_{H^{0,1}} \lesssim \|u(t)\|_{H^{0,1}}^{2/3}.$$  

However, the condition $u_0 \in H^{1,1}(\mathbb{R})$ is not preserved by the flow solution since this would imply that $u_0 \in H^{2,1}(\mathbb{R})$, see [17] Theorem 1.4.
Remark 1.14. The restriction in Theorem 1.6 to the interval $|x| \sim |t|^{\frac{3}{2}} \log^{-1} |t|$ is probably consequence of the initial assumptions made, and conclusions should be slightly different if the $L^1$ boundedness is not required. We conjecture that decay to zero in the energy space should hold in any compact set. See also the works [5, 35, 26, 21] for decay in extended regions of space which profit of internal directions for decay.

Remark 1.15. Additionally, Theorem 1.6 works inside the interval $|x| \sim |t|^{\frac{1}{3}} \log^{-1} |t|$ if it is assumed that the $L^1$ norm of the solution grows in time at rate $O(t^{1/3})$. For that, it is enough to consider the functional $t^{-1/3} \mathcal{I}(t)$ in (4.3) and perform similar estimates as in Section 4. We thank the referee for this important remark.

Remark 1.16 (About the mKdV case). Our result is not valid for the mKdV case $k = 3$ because of the existence of standing breathers, namely (1.7) with $\gamma = 0$, i.e. $\beta = \pm \sqrt{3} \alpha$. From [3], it is well-known that small $H^1$ breathers are characterized by the constraints $\beta$ small (“small mass”) and $\alpha^2 \beta$ also small (“small energy”). These two conditions are clearly not in contradiction with the additional assumption $\gamma = 0$. Therefore, even small mKdV $H^1$ breathers may have zero velocity and do not scatter to infinity. For further results on the mKdV equation under initial conditions in weighted spaces, see [15, 16, 13]. See also [3, 4, 6] for more properties on mKdV breathers.

Remark 1.17. Since KdV is completely integrable, Inverse Scattering Transform (IST) methods can be applied to obtain formal asymptotic of the solution, by assuming initial data smooth and rapidly decaying. See Ablowitz and Segur [1, p. 80], Deift, Venakides and Zhou. [10] and Eckhaus and Schuur [11] and references therein for more details on these methods. (See also [24] for a detailed description of results for the KdV problem.) In these references, the region $|x| \lesssim t^{1/3}$ and its complement play an important role in terms of describing different dynamics, but under suitable decay assumptions. In this work, the $L^1$ and $H^1$ boundedness conditions lead to a rigorous proof of decay in the larger region $|x| \lesssim t^{1/2}$, working even for integrable and non-integrable (small) modifications of KdV. We recall that Theorem 1.6 does not require the “no soliton” hypothesis, and it is proven with data only in a subset of the energy space.

Remark 1.18. Theorem 1.6 is false if $u$ is assumed complex-valued. Indeed,

$$u(t, x) := \frac{-6}{(x + i\varepsilon)^2}, \quad \varepsilon \in \mathbb{R}, \varepsilon \neq 0,$$

is a solution to KdV and counterexample to Theorem 1.6.

An important advantage of the methods of proof is that we can extend Theorem 1.6 to the case of KdV perturbations, including the integrable Gardner equation, provided the initial data is small in the $H^1$ norm.

**Theorem 1.7.** Consider $k = 2$ and $f_2(s) \neq 0$ in (1.2). Assume that $u = u(t, x)$ is a solution to (1.1) such that

$$u \in C(\mathbb{R} : H^1(\mathbb{R})) \cap L^\infty(\mathbb{R} : L^1(\mathbb{R}))$$

(1.34)
and there exists $\varepsilon > 0$ such that
\[ \sup_{t \in \mathbb{R}} \| u(t) \|_{H^1} < \varepsilon. \] (1.35)
Then, given the same time-depending interval $I(t)$ as in (1.30), one has (1.32) and (1.33). In particular, all Gardner-like equations in (1.1) cannot possess small, standing breather-like solutions.

Remark 1.19. Theorem 1.7 gives another proof of the result in Theorem 1.2 for the case $k = 2$ with a more precise information on the asymptotic behavior of the global small solutions.

Remark 1.20. Note that condition (1.35) is in certain sense necessary, because large solutions $u(t)$ formally follow a dynamics in which $f_2(u(t))$ is larger than $u^2(t)$, and a completely different dynamics could appear from these assumptions; in particular, the main term could be of cubic order, just like mKdV, which has breather solutions.

Remark 1.21. Theorem 1.7 may be in contradiction with the existence of Gardner breathers. However, under the hypothesis (1.35) of Theorem 1.7, this is not the case. Being in (1.9)-(1.10) $\mu > 0$ a fixed parameter, small energy breathers must have $\beta$ small (cf. [2, Lemmas 2.2 and 2.6]), and standing breathers must obey the zero speed condition $\gamma = 0$, which implies $\alpha$ also small. Under these two conditions, $\Delta = \alpha^2 + \beta^2 - \frac{2}{9\mu}$ cannot be positive and breathers are not well-defined. Note that $\gamma \neq 0$ implies that breathers leave the region $|x| \sim t^{1/2}$ very fast and therefore Theorem 1.7 can be understood as a sort of “nonlinear scattering” in Theorem 1.7. See e.g. [7, 2] for the role of the Gardner equation in deciding several long-time properties and behavior of the original KdV equation.

The proof of Theorems 1.6 and 1.7 are by itself elementary, and no extensive nor deep Fourier analysis are required. We prove this result by following very recent developments concerning the decay of solutions in 1+1 dimensional scalar field models. Kowalczyk, Martel and Munoz showed in [22, 23] that well chosen Virial functionals can describe in great generality the decay mechanism for models where standard scattering is not available (i.e. there is modified scattering), either because the dimension is too small, or the nonlinearity is long range. Moreover, this decay mechanism also describes “nonlinear scattering”, in the sense that solutions like (1.5) are also discarded by Theorem 1.6 inside $I(t)$, $t \to +\infty$. We will also use as advantage the subcritical character of the $L^1$ norm for KdV and its perturbations. This give us control on the $L^2$ norm of the solution before arriving to the standard virial identity in the energy space, which is very hard to control by itself without a previous control on the local $L^2$ norm.

Previous Virial-type decay estimates were obtained by Martel-Merle and Merle-Raphaël [28, 33] in the case of generalized KdV and nonlinear Schrödinger equations. Moreover, the results proved in this note and in [22, 23, 28, 33] apply to equations which have long range nonlinearities, as well as very low or null decay rates. See also [35, 26] for other applications of this technique to the case of Boussinesq equations, and [25] for an application to the case of the BBM equation.
The rest of this paper is organized as follows: The proof of Theorems 1.1-1.2 will be given in section 2. Theorems 1.3-1.4-1.5 will be proven in section 3. Section 4 contains the proofs of Theorems 1.6 and 1.7 which is divided in three steps.

Acknowledgments. We are indebted to M.A. Alejo for several interesting comments and remarks about a first version of this work.

2. Proof of Theorems 1.1 and 1.2.

The proof of Theorems 1.1 and 1.2 are direct consequences of the following result:

**Proposition 2.1.** If
\[ u \in C(\mathbb{R} : H^{4,2}(\mathbb{R})) \]  
(2.1)
is a strong solution of the IVP (1.1), then
\[ \frac{d}{dt} \int_{-\infty}^{\infty} xu(t,x)dx = \int_{-\infty}^{\infty} f(u(t,x))dx. \]  
(2.2)

**Proof.** Multiplying the equation in (1.1) by \( x \) and integrating the result in \( \mathbb{R} \) one gets (2.2). \( \Box \)

**Proof of Theorem 1.1.** If \( u = u(x,t) \) is time periodic with period \( \omega \) integrating (2.2) one obtains (1.13).

Inserting the assumption (1.14) into (2.2) one gets that
\[ \Omega(t) = \int_{-\infty}^{\infty} xu(t,x)dx \]  
(2.3)
is strictly monotonic so it cannot be periodic. This yields the desired result. \( \Box \)

**Proof of Theorem 1.2.** The hypotheses (1.17) and (1.18) guarantee that
\[ f(u(t,x)) \geq 0, \quad (t,x) \in \mathbb{R}^2. \]

Hence, the argument in the proof of Theorem 1.1 completes the proof. \( \Box \)

3. Proof of Theorems 1.3, 1.4 and 1.5.

The proof of Theorems 1.3, 1.4 and 1.5 are direct consequences of the following result:

**Proposition 3.1.** If
\[ u \in C(\mathbb{R} : H^{1,1/2}(\mathbb{R})) \]  
(3.1)
is a strong solution of the IVP (1.1), then
\[ \frac{d}{dt} \int_{-\infty}^{\infty} xu^2(t,x)dx = -6 \left( I_3(u_0) + \int_{-\infty}^{\infty} \left( G(u) - \frac{F(u)}{3} \right) (t,x)dx \right), \]  
(3.2)

where \( G \) is as in (1.4) and
\[ \partial_x F(u) := u \partial_x f(u), \quad F(0) = 0. \]  
(3.3)
Proof. Multiplying the equation in (1.1) by \( xu(t, x) \), integrating the result in \( \mathbb{R} \) and using the conservation law \( I_3(u) \) in (1.3) one obtains (3.2).

\[ \square \]

Remark 3.1. We observe that in the case of the mKdV, i.e. \( f(u) = u^3 \) in (1.1) one has from (3.2)

\[ \frac{d}{dt} \int_{-\infty}^{\infty} xu^2(t, x) dx = -6 I_3(u_0). \]

Therefore, for the periodic breather solution \( B = B(t, x) \) of the mKdV i.e. \( \gamma = 0 \) in (1.7), one has that

\[ I_3(B) = 0. \]

Proof of Theorem 1.3. In the case of the Gardner equation, i.e. \( f(u) = u^2 + \mu u^3, \mu \neq 0 \) in (1.1), it follows from (2.2) that

\[ \frac{d}{dt} \int_{-\infty}^{\infty} xu(t, x) dx = \int_{-\infty}^{\infty} (u^2 + \mu u^3)(t, x) dx, \]

and form (3.2) that

\[ \frac{d}{dt} \int_{-\infty}^{\infty} xu^2(t, x) dx = -6 I_3(u_0) - \frac{2}{3} \int_{-\infty}^{\infty} u^3(t, x) dx. \]

Thus, solutions of the Gardner equation satisfy

\[ \frac{d}{dt} \int_{-\infty}^{\infty} \left( \frac{2}{3} xu + \mu xu^2 \right)(t, x) dx = \frac{2}{3} I_2(u_0) - 6 \mu I_3(u_0). \]  \hspace{1cm} (3.4)

We shall prove that for \( \mu < 0 \)

\[ \Phi := \frac{2}{3} I_2(u_0) - 6 \mu I_3(u_0) > 0. \]  \hspace{1cm} (3.5)

This combined and (3.4) imply that for \( \mu < 0 \) the Gardner equation can not have periodic breather. Thus,

\[ \Phi = \frac{2}{3} \| u_0 \|_2^2 - 6 \mu \left( \frac{\| \partial_x u_0 \|_2^2}{2} - \int_{-\infty}^{\infty} \left( \frac{u_0^3}{3} + \frac{\mu u_0^4}{4} \right)(x) dx \right) \]

\[ > \frac{2}{3} \| u_0 \|_2^2 + 2 \mu \| u_0 \|_3^3 + \frac{3}{2} \mu^2 \| u_0 \|_4^4 \]

\[ \geq \frac{2}{3} \| u_0 \|_2^2 + 2 \mu \| u_0 \|_2 \| u_0 \|_4^2 \| u_0 \|_4^2 \]

\[ \geq \left( \sqrt{\frac{2}{3}} \| u_0 \|_2 + \sqrt{\frac{3}{2}} \mu \| u_0 \|_4 \right)^2, \]

which yields the desired result. \[ \square \]
Remark 3.2. From (3.4) one has that the periodic (in time) breather solution \( B = B(t,x) \) of the Gardner equation, \( \mu > 0 \) and \( \gamma = 0 \) in (1.9)-(1.10), satisfies

\[
\int_{-\infty}^{\infty} B^2(0,x) \, dx \equiv I_2(B) = 9 \mu I_3(B).
\]

This shows that the energy of the periodic breather \( I_3(B) \) has to be positive.

Proof of Theorem 1.4. First, we recall a particular case of the Gagliardo-Nirenberg inequality : for any \( p \in [2, \infty] \)

\[
\|u(t)\|_p \leq c_p \|\partial_x u(t)\|_2^{1-1/p} \|u(t)\|_2^{1+1/p}. \tag{3.7}
\]

Combining the assumptions (1.22)-(1.23) and (3.7) one gets that

\[
I_3(u_0) + \int_{-\infty}^{\infty} \left( G(u) - \frac{F(u)}{3} \right)(t,x) \, dx \\
\geq \frac{1}{2} \|\partial_x u(t)\|_2^2 - c\|u_0\|_2 \|\partial_x u(t)\|_2^2 \geq \frac{1}{4} \|\partial_x u(t)\|_2^2. \tag{3.8}
\]

Therefore, inserting (3.8) in (3.2) it follows that

\[
\Lambda(t) = \int_{-\infty}^{\infty} xu^2(t,x) \, dx \tag{3.9}
\]

is strictly decreasing so it cannot be periodic. \( \square \)

Proof of Theorem 1.5. Since

\[
f(u) = u^3 + \beta u^{2j+1} + f_{2j+1}(u), \quad \beta < 0, \quad j \in \mathbb{Z}^+, \quad j \geq 2, \tag{3.10}
\]

we have that

\[
\begin{align*}
F(u) &= \frac{3}{4} u^4 + \frac{(2j+1)\beta}{2j+2} u^{2j+2} + F_{f_{2j+1}}, \\
G(u) &= u^4 + \frac{\beta}{2j+2} u^{2j+2} + G_{f_{2j+1}},
\end{align*} \tag{3.11}
\]

with

\[
\begin{align*}
\partial_x F_{f_{2j+1}}(u) &= u \partial_x f_{2j+1}(u), \quad F_{f_{2j+1}}(0) = 0, \\
G_{f_{2j+1}}(u) &= \int_0^u f_{2j+1}(s) \, ds.
\end{align*} \tag{3.12}
\]

Therefore,

\[
G(u) - \frac{1}{3} F(u) = \frac{\beta}{2j+2} u^{2j+2} \left(1 - \frac{2j+1}{3}\right) + G_{f_{2j+1}}(u) - \frac{1}{3} F_{f_{2j+1}}(u), \tag{3.13}
\]

with

\[
|G_{f_{2j+1}}(s)| + |F_{f_{2j+1}}(s)| = o(|s|^{2j+2}) \quad \text{as} \quad |s| \to 0. \tag{3.14}
\]
Combining (3.13), (3.14) and the hypotheses (1.26)-(1.27) from (3.2) one conclude that
\[
\frac{d}{dt} \int_{-\infty}^{\infty} xu^2(t, x) dx \leq 0,
\] (3.15)
which yields the desired result.

\[\square\]

4. Proof of Theorems 1.6 and 1.7

Step 1: Integrability of the local \(L^2\) norm.

With no loss of generality, we assume now that \(t \geq 2\) and \(C = 1\) in (1.30). Let
\[
\lambda(t) := \frac{t^{1/2}}{\log t},
\] (4.1)
Note that
\[
\lambda'(t) = \frac{1}{2t^{1/2} \log t} - \frac{1}{t^{1/2} \log^2 t} = \frac{1}{t^{1/2} \log t} \left( \frac{1}{2} - \frac{1}{\log t} \right),
\]
and
\[
\frac{\lambda'(t)}{\lambda(t)} = \frac{1}{t} \left( \frac{1}{2} - \frac{1}{\log t} \right), \quad \lambda^2(t) = \frac{1}{t \log^2 t} \left( \frac{1}{2} - \frac{1}{\log t} \right)^2.
\] (4.2)

Let \(\psi\) be a smooth bounded weight. Let us consider the functional for \(u\) solving (1.1)
\[
\mathcal{I}(t) := \int_{-\infty}^{\infty} \psi\left(\frac{x}{\lambda(t)}\right) u(t, x) dx.
\] (4.3)
Notice that from the hypothesis of Theorems 1.6-1.7, one has \(\sup_{t \in \mathbb{R}} \mathcal{I}(t) < +\infty\). We claim the following result, whose proof is direct.

**Lemma 4.1.** We have
\[
\frac{d}{dt} \mathcal{I}(t) = -\frac{\lambda'(t)}{\lambda(t)} \int \frac{x}{\lambda(t)} \psi'\left(\frac{x}{\lambda(t)}\right) u(t, x) dx + \frac{1}{\lambda^3(t)} \int \psi^{(3)}\left(\frac{x}{\lambda(t)}\right) u(t, x) dx
\]
\[
+ \frac{1}{\lambda(t)} \int \psi'\left(\frac{x}{\lambda(t)}\right) (u^2 + f_2(u))(t, x) dx.
\] (4.4)

The main result of this section is an averaged control of the local \(L^2\) norm of the solution at infinity in time.

**Corollary 4.2.** Consider \(\psi(x) := \tanh x\), such that \(\psi'(x) = \text{sech}^2 x\). Assume that \(k = 2\) and either \(f_2(s) = 0\) or \(f_2(s) \neq 0\) and condition (1.35) holds. Then we have
\[
\int_2^{\infty} \frac{1}{\lambda(t)} \int_{-\infty}^{\infty} \text{sech}^2 \left(\frac{x}{\lambda(t)}\right) u^2(t, x) dx dt < +\infty,
\] (4.5)
and for some increasing sequence of time \(t_n \to +\infty\),
\[
\lim_{n \to \infty} \int_{-\infty}^{\infty} \text{sech}^2 \left(\frac{x}{\lambda(t_n)}\right) u^2(t_n, x) dx = 0.
\] (4.6)
Proof. Let us estimate the terms in (4.4). With the choice of $\lambda(t)$ given in (4.1), we have

$$\left| \frac{\lambda'(t)}{\lambda(t)} \int \frac{x}{\lambda(t)} \psi' \left( \frac{x}{\lambda(t)} \right) u(t,x) dx \right| \leq \frac{(\lambda'(t))^2}{\lambda(t)} \int \left( \frac{x}{\lambda(t)} \right)^2 \psi' \left( \frac{x}{\lambda(t)} \right) dx$$

$$+ \frac{\lambda'(t)}{4\lambda(t)\lambda'(t)} \int \psi' \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx. \quad (4.7)$$

Therefore

$$\left| \frac{\lambda'(t)}{\lambda(t)} \int \frac{x}{\lambda(t)} \psi' \left( \frac{x}{\lambda(t)} \right) u(t,x) dx \right| \leq C(\lambda'(t))^2 + \frac{1}{4\lambda(t)} \int \psi' \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx. \quad (4.7)$$

On the other hand, using (4.1)

$$\frac{1}{\lambda^3(t)} \int \psi^{(3)} \left( \frac{x}{\lambda(t)} \right) u(t,x) dx \lesssim \frac{1}{\lambda^3(t)} \lambda^{1/2}(t) \|u(t)\|_{L^2} \lesssim \frac{\log^{5/2} t}{t^{5/4}}. \quad (4.8)$$

Hence, in the case where $f_2(s) = 0$, we conclude from (4.4), (4.7) and (4.8) that

$$\frac{1}{\lambda(t)} \int \psi' \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx \leq \frac{C \log^{5/2} t}{t^{5/4}} + C(\lambda'(t))^2$$

$$+ \frac{1}{4\lambda(t)} \int \psi' \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx. \quad (4.7)$$

Using that $\psi' = \text{sech}^2$ and (4.2), we get

$$\frac{1}{\lambda(t)} \int \text{sech}^2 \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx \lesssim \frac{\log^{5/2} t}{t^{5/4}} + \frac{1}{t \log^2 t},$$

an estimate that shows (4.5) for this case. For the case $f_2(s) \neq 0$, we use (1.2) to bound

$$s^2 + f_2(s) \geq \frac{1}{2} s^2,$$

valid for all $|s|$ small. Consequently, from (1.35),

$$\frac{1}{\lambda(t)} \int \psi' \left( \frac{x}{\lambda(t)} \right) (u^2 + f_2(u))(t,x) dx \geq \frac{1}{2\lambda(t)} \int \psi' \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx,$$

and the rest of the proof is the same as in the $f_1(s) = 0$ case. Finally, (4.6) is just consequence of (4.5) and the fact that $\frac{1}{\lambda(t)}$ is not integrable in $[2, \infty)$. \quad \square

\textbf{Step 2:} Averaged local $L^2$ decay of the derivatives.

Let $\phi$ be a smooth, bounded function, to be defined later. Let us define the functional

$$\mathcal{J}(t) := \frac{1}{2} \int_{-\infty}^{\infty} \phi \left( \frac{x}{\lambda(t)} \right) u^2(t,x) dx. \quad (4.9)$$

Notice that from the hypothesis of Theorems 1.6 and 1.7, one has $\sup_{t \in \mathbb{R}} \mathcal{J}(t) < +\infty$. We claim the following result.
Lemma 4.3. Let $F_2: \mathbb{R} \to \mathbb{R}$ be such that $F_2(0) = 0$ and $F_2'(s) = f_2(s)$ (see (1.2)). Then we have
\begin{align}
\frac{d}{dt} \mathcal{J}(t) &= -\frac{\lambda'(t)}{2\lambda(t)} \int \frac{x}{\lambda(t)} \phi'(\frac{x}{\lambda(t)}) u^2(t,x) dx - \frac{3}{2\lambda(t)} \int \phi'(\frac{x}{\lambda(t)}) (\partial_x u)^2(t,x) dx \\
&\quad + \frac{1}{2\lambda^3(t)} \int \phi''(\frac{x}{\lambda(t)}) u^2(t,x) dx \\
&\quad + \frac{1}{\lambda(t)} \int \phi'(\frac{x}{\lambda(t)}) \left( \frac{2}{3} u^3 + uf_2(u) - F_2(u) \right)(t,x) dx.
\end{align}

Proof. The proof of this result is standard, see e.g. [31] for details. □

Collecting the results obtained in Corollary 4.2 and Lemma 4.3, we conclude that the local $L^2$ norm of the derivate of $u$ is integrable in time.

Corollary 4.4. Consider the weight function $\phi(x) := \tanh(2x)$, such that $\phi'(x) = 2\text{sech}^2(2x)$. Then we have from (4.10)
\begin{align}
\int_2^\infty \frac{1}{\lambda(t)} \int_{-\infty}^{\infty} \text{sech}^4 \left( \frac{x}{\lambda(t)} \right) (\partial_x u)^2(t,x) dx dt < +\infty.
\end{align}
In particular, there exists an increasing sequence of times $s_n \to +\infty$ such that
\begin{align}
\lim_{n \to +\infty} \int_{-\infty}^{\infty} \text{sech}^4 \left( \frac{x}{\lambda(s_n)} \right) (\partial_x u)^2(s_n,x) dx = 0.
\end{align}

Proof. Similar to the proof of Corollary 4.2. See also [35, Lemma 2.1] for a similar proof. The only difficult term is the nonlinear, which is bounded as follows:
\begin{align}
\left| \frac{1}{\lambda(t)} \int \phi'(\frac{x}{\lambda(t)}) \left( \frac{2}{3} u^3 + uf_2(u) - F_2(u) \right)(t,x) dx \right| \lesssim \frac{\varepsilon}{\lambda(t)} \int \phi'(\frac{x}{\lambda(t)}) u^2.
\end{align}

Using Corollary 4.2, this quantity integrates in time. □

Now we prove the $L^2$ decay in (1.32). Recall the interval $I(t)$ defined in (1.30).

Corollary 4.5. Assume the hypothesis of Theorem 1.6, or Theorem 1.7. Then
\begin{align}
\lim_{t \to \pm\infty} \|u(t)\|_{L^2(I(t))} = 0.
\end{align}

Proof. It is enough to prove the result in the case $t \geq 2$. Consider now the weight function $\phi(x) := \text{sech}^6 x$ in (4.9). Then, (4.10) leads to the estimate (see [35] for similar results)
\begin{align}
\left| \frac{d}{dt} \mathcal{J}(t) \right| \lesssim \frac{1}{\lambda(t)} \int \text{sech}^4 \left( \frac{x}{\lambda(t)} \right) (u^2 + (\partial_x u)^2)(t,x) dx.
\end{align}
This estimate, (4.5) and (4.11) imply that for $t < t_n$,
\begin{align}
|\mathcal{J}(t) - \mathcal{J}(t_n)| = o(1) \quad \text{as} \quad t \uparrow \infty,
\end{align}
and using (4.6) we conclude. □
Consider again \( \phi \) smooth and bounded. Let us define now the functional

\[
K(t) := \frac{1}{2} \int_{-\infty}^{\infty} \phi \left( \frac{x}{\lambda(t)} \right) \left( (\partial_x u)^2 - \frac{2}{3} u^3 - 2F_2(u) \right) (t,x) \, dx. \tag{4.15}
\]

Notice that from the hypothesis of Theorems 1.6 and 1.7, one has \( \sup_{t \in \mathbb{R}} K(t) < +\infty \). We claim the following result.

**Lemma 4.6.** We have

\[
\frac{d}{dt} K(t) = - \frac{\lambda'(t)}{2\lambda(t)} \int \frac{x}{\lambda(t)} \phi' \left( \frac{x}{\lambda(t)} \right) \left( (\partial_x u)^2 - \frac{2}{3} u^3 - 2F_2(u) \right) + \int \phi \left( \frac{x}{\lambda(t)} \right) (\partial_x u \partial_{tx} u - u^2 \partial_t u - f_2(u) \partial_t u).
\]

Proof. We compute: first,

\[
\frac{d}{dt} K(t) = - \frac{\lambda'(t)}{2\lambda(t)} \int \frac{x}{\lambda(t)} \phi' \left( \frac{x}{\lambda(t)} \right) \left( (\partial_x u)^2 - \frac{2}{3} u^3 - 2F_2(u) \right) + \int \phi \left( \frac{x}{\lambda(t)} \right) (\partial_x u \partial_{tx} u - u^2 \partial_t u - f_2(u) \partial_t u).
\]

Integrating by parts,

\[
\frac{d}{dt} K(t) = - \frac{\lambda'(t)}{2\lambda(t)} \int \frac{x}{\lambda(t)} \phi' \left( \frac{x}{\lambda(t)} \right) \left( (\partial_x u)^2 - \frac{2}{3} u^3 - 2F_2(u) \right) - \int \phi \left( \frac{x}{\lambda(t)} \right) (\partial_x u + u^2 + f_2(u)) \partial_t u - \frac{1}{\lambda(t)} \int \phi' \left( \frac{x}{\lambda(t)} \right) \partial_x u \partial_t u,
\]

and using the equation,

\[
\frac{d}{dt} K(t) = - \frac{\lambda'(t)}{2\lambda(t)} \int \frac{x}{\lambda(t)} \phi' \left( \frac{x}{\lambda(t)} \right) \left( (\partial_x u)^2 - \frac{2}{3} u^3 - 2F_2(u) \right) - \frac{1}{2\lambda(t)} \int \phi' \left( \frac{x}{\lambda(t)} \right) (\partial_x u + u^2 + f_2(u))^2
\]

\[
- \frac{1}{\lambda(t)} \int \partial_x \left( \phi \left( \frac{x}{\lambda(t)} \right) \partial_x u \right) (\partial_x u + u^2 + f_2(u)).
\]
Theorem 1.6 and 1.7.

Corollary 4.7. Consider the weight function \( \phi(x) := \tanh(3x) \), so that \( \phi'(x) = 3 \sech^2(3x) \). Then we have

\[
\int_2^\infty \frac{1}{\lambda(t)} \int_{-\infty}^{\infty} \sech^6 \left( \frac{x}{\lambda(t)} \right) (\partial_x u)^2(t, x) dx dt < +\infty. \tag{4.17}
\]

This last estimate is proved using (4.5) and (4.11). By taking \( \lambda(t) = c_0 \), and using (4.5) and (4.11), we also have (1.33).

Step 3: End of proof of Theorems 1.6 and 1.7.

Consider the weight \( \phi(x) := \sech^8(x) \) in (4.15). From (4.16) we have

\[
\left| \frac{d}{dt} K(t) \right| \leq \frac{1}{\lambda(t)} \int \sech^6 \left( \frac{x}{\lambda(t)} \right) \left( u^2 + (\partial_x u)^2 + (\partial_x^2 u)^2 \right)(t, x) dx.
\]
This estimate, (4.5), (4.12) and (4.17) imply that for $t < s_n$,

$$|\mathcal{K}(t) - \mathcal{K}(s_n)| = o(1) \quad \text{as} \quad t \uparrow \infty,$$

and using (4.13), (4.12) and (1.35) we conclude the proof.
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