Compressive failure as a critical transition: Experimental evidences and mapping onto the universality class of depinning
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Acoustic emission (AE) measurements performed during the compressive loading of concrete samples with three different microstructures (aggregate sizes and porosity) and four sample sizes revealed that failure is preceded by an acceleration of the rate of fracturing events, power law distributions of AE energies and durations near failure, and a divergence of the fracturing correlation length and time towards failure. This argues for an interpretation of compressive failure of disordered materials as a critical transition between an intact and a failed state. The associated critical exponents were found to be independent of sample size and microstructural disorder and close to mean-field depinning values. Although compressive failure differs from classical depinning in several respects, including the nature of the elastic redistribution kernel, an analogy between the two processes allows deriving (finite)-sizing effects on strength that match our extensive dataset. This critical interpretation of failure may have also important consequences in terms of natural hazards forecasting, such as volcanic eruptions, landslides, or cliff collapses.

PACS: 62.20. M-, 64.60.av, 89.75.Da, 83.80.Ab

Classical fracture and failure theoretical frameworks or criteria, such as Griffith theory or the Coulomb failure criterion, do not consider material disorder. Consequently, they predict an abrupt global failure, without any precursory phenomenon. In that sense, failure can be interpreted as a first-order transition from an intact to a failed state, as Griffith theory was inspired by the classical theory of nucleation [1,2]. Materials heterogeneity has been however considered for a long time, especially to account for failure strength variability and associated size effects [3]. Nevertheless, this weakest-link approach is based on strong assumptions such as the absence of mechanical interactions between defects and between rupture events, or a global failure dictated by the activation of the largest flaw (the weakest-link). These assumptions might appear reasonable for weakly disordered materials under tension, especially in the case of a pre-existing large crack or notch. However, in case of large enough disorder, the quasi-static propagation of such a crack can be interpreted as a dynamical critical transition [4,5]. The limitations of these classical frameworks appear even clearer for highly disordered systems without macro-scale heterogeneities [6] and/or loading conditions stabilizing crack propagation, such as compression (through the presence of friction). In those cases, it is known for a long time that failure is a process, involving the nucleation, interaction, propagation and coalescence of many microcracks [7,8], hence characterized by precursory phenomena. The presence/absence of
precursors to failure and faulting has obvious consequences in terms of natural hazards forecasting, for e.g. earthquakes [9,10], cliff collapses [11], landslides [12], or volcanic eruptions [13,14].

The failure of heterogeneous media has been extensively studied over the last 30 years [1,15], essentially on the basis of theoretical and numerical models such as fiber-bundle (FBM) [16], random-fuse (RFM), random-spring (RSM) [17], or progressive damage (PDM) [2,18,19] models. However, the nature of the associated transition remains controversial. In the limit of infinite disorder, fracture can be mapped onto the percolation problem [20]. For bounded disorder, FBM with equal-load sharing, corresponding to a mean-field approximation, exhibit a critical behavior with the rate of bundle breaking per increasing stress diverging at the critical point (the failure) [16]. A critical transition was also reported for a PDM of compressive faulting, with the average damage avalanche size, the correlation length of damage [19], or the largest damage cluster [2], all progressively increasing during the loading history and diverging at failure. This interpretation is also consistent with a mapping of the faulting problem onto the depinning transition [21]. On the other hand, for RFM and RSM with large (but finite) disorder, it has been claimed that there is no diverging correlation length at failure [17,22], consistent with a first-order transition interpretation of failure in those models [23]. Besides the nature of the transition, this raises the question of the role of the disorder strength on failure precursors. This debate calls for experimental data, which are still sparse and disparate. Power law distributions of acoustic emission (AE) energies released by damage and microcracking, \( P(E) \sim E^{-\beta} \), have been frequently reported and presented as evidences of “criticality” in a broad sense. For highly porous [24,25] or cellular [26] materials under compression, the AE event rate \( dN / dt \) or the energy distribution do not exhibit significant trends as approaching failure, possibly as the result of a transient hardening mechanism[27], whereas the (stable) power law pdf of energies is accompanied by Omori-like aftershocks triggering. However, other authors reported an acceleration of the event rate (time-reversed Omori’s scaling) towards failure for materials with a porosity larger than 0.3, but an exponential growth (hardly compatible with the critical point hypothesis) for lower porosities[28,29]. In low-porosity rocks, a progressive localization of damage before faulting under compression has been revealed from either AE [7,30] or X-ray tomography [31,32]. In this last case, the damage rate, defined as the rate of increasing crack-induced porosity, as well as the size of the largest microcrack, were found to power-law diverge as approaching global failure, arguing for an interpretation of compressive faulting as a critical transition [32]. Criticality was also argued for the flexural failure of composite materials from a divergence of the AE energy release [33].

Hence, despite these various hints, experimental evidences are still lacking to ascertain this critical interpretation of failure, to determine the critical exponents, to check their universal character and to
precise the role of internal disorder. To do so, we performed compression tests and AE measurements on an emblematic quasi-brittle heterogeneous material, concrete. Cylindrical samples with a constant aspect ratio (L/D = 2) but four different sizes (L=80, 140, 220, 320 mm) were prepared following French standards [34] and from three different concrete mixtures based on different aggregate sizes (Fine (F; i.e. only sand), Medium (M) and Coarse (C)). Disorder consisted of aggregates, sand particles, and pores, with a larger porosity for F-concrete (\(\phi = 4.8\%\)) than for M- (1.6%) and C-concrete (1.5%). The microstructures as well as the elastic properties were sample size-independent, indicating that even the smallest samples were larger than the representative volume elements (RVE) of the materials [35]. The preparation procedure and the microstructural characterization of our materials have been detailed elsewhere [35].

Uniaxial compression was applied on each sample at a constant stress rate of 0.5 MPa/s, corresponding to a strain-rate between 2.4\times 10^{-5} and 3.2\times 10^{-5} \text{s}^{-1}. Loading was automatically stopped upon catastrophic failure, when the load dropped below 50% of peak load. Two (for \(L=80\)mm samples) to four (for \(L=140, 220\) and 320\,mm samples) piezoelectric AE sensors with a frequency bandwidth of 20-1200 kHz were coupled directly to the samples sides using a silicon paste, and their signals pre-amplified at 40 dB. A standard procedure was used to detect AE bursts over a 30 dB amplitude threshold, and their characteristics (maximum amplitude \(V_{max}\), energy \(E\), duration \(T\), ..) saved. A scaling analysis between \(V_{max}\) and \(T\) [36] indicates that the recorded voltage \(V(t)\) is a good proxy of the seismic moment release rate, i.e. \(T\) is a reasonable estimate of the duration of the fracturing event, for timescales larger than ~100 \text{µs}. This allowed tracking the fracturing process up to macroscopic failure, materialized by the development of an inclined fault throughout the sample. For each material, four tests were performed for \(L=80\) mm samples, and two tests for \(L=140, 220\) and 320 mm samples. The critical exponent values reported below result from an averaging over all these tests and all sensors.

We define the reduced control parameter as \(\Delta = (\sigma_f - \sigma) / \sigma_f\), where \(\sigma_f\) is the peak/failure stress, and conjecture that failure (\(\Delta = 0\)) is a critical point. Fig. 1 show the evolution of the intermittent AE activity during a typical test, where the event rate, the total energy release and the maximum energy of events accelerate towards failure. Fig. 2 shows the AE event rate diverging towards failure following \(dN / d\Delta \sim \Delta^{-p}\) with a maximum likelihood estimate[14] of \(p=2/3\pm 0.05\), independently of sample size (Fig. 2a) and material disorder (Fig. 2b; see also [36]). Such time-reversed Omori’s law [37] has been reported for the compressive failure of various porous materials (\(14\% \leq \phi \leq 40\%\)) [27-30,38], though with a varying \(p\)-value, possibly depending on the strain-rate [38]. In our low-porosity but disordered quasi-brittle materials, under our stress-controlled protocol, \(p\) was found to be independent of both external and internal (disorder-related) scales.
This is accompanied by a progressive evolution of the distribution of AE energies as approaching failure (Fig. 3a). In the early stages of loading, the energy cumulative distribution (cdf), \( P(>E) \), is clearly truncated towards large energies, but the associated upper cut-off is increasing as fracturing goes on. Close to failure (\( \Delta \to 0 \)), a power law cdf is recovered, \( P(>E) \sim E^{-\beta_E} \), over ~ 5 orders of magnitude, without detectable upper cut-off (Fig. 3a). We therefore conjecture an evolution of the probability density function (pdf), \( P(E) \sim E^{-\beta_E} f(E / E^*) \), where \( f(x) \) rapidly vanishes for \( x > 1 \), and a cut-off energy diverging at the critical point, \( E^* \sim \Delta^{-\gamma_e} \). From this, we recover a non-truncated power law distribution at failure, \( P(E) \sim E^{-\beta_E} \), while the sweeping of an instability [39] predicts another power law \( P(E) \sim E^{-\theta_E} \) with \( \theta_E = \beta_E + 1 / \gamma_E \) for the stress-integrated pdf (Fig. 3b). Our results support this conjecture with the exponents \( \beta_E = 1.4 \pm 0.06 \) and \( \theta_E = 1.75 \pm 0.04 \) not varying significantly with the sample size or the disorder. For each dataset (1 sensor on 1 sample), the exponents were determined from a maximum likelihood methodology [40]. This yields \( \gamma_E = 1 / (\theta_E - \beta_E) = 3.3 \pm 0.5 \), a result that can be confirmed from a data collapse analysis (Fig. 3a). Combined with inverse-Omori acceleration, this evolution of energy distributions, which itself means an increase of the average energy \( \langle E \rangle \) towards failure, implies a divergence of the energy release rate, \( dE / d\Delta \sim \Delta^{-\alpha} \). We observed such evolution, independently of both sample size and disorder, however with an exponent \( \alpha = 1.3 \pm 0.1 \) smaller than expected from a simple analysis [36]. Note that accelerations of the event rate and the energy release rate have been observed during the compressive failure of highly porous materials, although the energy distributions, and so \( \langle E \rangle \), remained unchanged in this case. This indicates that these features are more generic than critical failure [27].

To translate this evolution of AE energies in terms of fracture size and correlation length, we consider an elastic crack model whose underlying hypotheses are (i) a compact (non-fractal) incremental crack/fault area \( A \), (ii) an average slip or displacement proportional to the crack/fault “radius”, \( \langle u \rangle \sim r \sim A^{1/2} \), (iii) a \( r \)-independent stress drop, and (iv) a constant scaled energy, i.e. a radiated acoustic/seismic energy simply proportional to the potency \( P_0 \sim \langle u \rangle A \) (or the seismic moment if multiplied by an elastic modulus). Such models are classical in AE analysis or seismology for both mode I cracks [41] or shear faults [42,43], well supported by available data [36], and lead to \( E \sim r^3 \) for the radiated acoustic energy. However, they differ from a depinning model of a planar fault [21,44] where the average slip \( \langle u \rangle \) is independent of \( r \), and ruptures can be fractal with \( d_f \leq 2 \), hence \( P_0 \sim r^{d_f} \).
However, mean-field depinning also predicts a non-proportional scaling between the energy and the potency (or “size”) of the avalanche, $E \sim P_0^{3/2}$ [45,46]. Taking the limiting case $d_r \approx 2$, this gives $E \sim r^3$ as for elastic crack models, though from a subtly different framework. This scaling yields for the cut-off incremental rupture radius, $r^* \sim E^* \sim \Delta^{\gamma_E}$. Further identifying $r^*$ with the correlation length $\xi$ of the fracturing/faulting process, one gets a divergence $\xi \sim \Delta^{\gamma}$ with $\nu = \gamma_E / 3 = 1.1 \pm 0.2$ for $\Delta \to 0$.

Alike, an analysis of duration distributions during loading argues for a similar scaling, $P(T) \sim T^{-\beta_T} g(T / T^*)$, with a cut-off duration diverging at the critical point, $T^* \sim \Delta^{\gamma_T}$, and exponents $\beta_T = 2.0 \pm 0.15$, $\theta_T = 2.9 \pm 0.1$ and $\gamma_T = 1.1 \pm 0.3$ independent of disorder and sample size (Fig. 3c). Although the uncertainty on these duration exponents is larger than for the energy distributions, this suggests $\nu = \gamma_T / \beta_T \approx 1$ for the dynamic exponent of the critical transition.

The power law distribution of microseismic energies and durations near failure, as well as the divergence of the rate of fracturing events, of the fracturing correlation length, and of the associated duration as approaching failure, are strong evidences for an interpretation of the compressive failure of low-porosity disordered materials as a critical transition, where the failure stress identifies as the critical point. This is further supported by the independence of the critical exponents relatively to sample size and disorder. Theoretically, this critical interpretation could be checked from a finite-size scaling analysis of energy and duration pdfs obtained from samples of different sizes. We did not find, however, a fully convincing $L$-dependence in our data, most likely because (i) the size range explored was limited ($L_{\text{max}} / L_{\text{min}} = 4$) and (ii) the necessarily limited experimental data statistics make the analysis of extremes difficult.

From these results, the nature of the critical transition, and its possible affiliation to a particular universality class, can be further discussed. A mapping of the problem of stick-slip along an existing fault to the depinning of an elastic interface was proposed 20 years ago [21,44]. More recently, a similar analogy was proposed in case of compressive failure to account for statistical size effects on strength [47] (see below). Indeed, quasi-brittle failure shares fundamental ingredients with the depinning transition, including a local threshold mechanism, disorder, and elastic interactions. Our results reveal a similar phenomenology of avalanches as approaching the critical point, with experimental exponents remarkably close to mean-field depinning ones [45,48,49] (see [36]). On the other hand, several differences between the two problems can be stressed. First, the time-reversed Omori’s scaling of the avalanche rate is not present in classical depinning, meaning that an additional exponent, $p$, is required to describe the failure transition. In addition, the nature of the elastic interaction
kernel differs. Unlike for depinning, it is non-convex in our case [47,50], allowing localization of damage along a fault, much like for the yielding transition in amorphous plasticity [51,52]. It is non-negative either, meaning that is has unstable modes, differing on this point from the yielding transition [50]. Although these differences preclude a direct affiliation of our problem onto the universality class of classical depinning, the scaling of the fracturing correlation length, \( \xi \sim \Delta^{-\nu} \), with an exponent very close to mean-field depinning (\( \nu_{MF} = 1 \) [48]), suggests that some theoretical results could be tentatively transposed to our problem. In particular, we can expect a finite-size effect on failure stress, yielding the following scaling laws for both the mean

\[ \langle \sigma_f \rangle = \sigma_\infty \left( \frac{L}{L_m} \right)^{-1/\nu_{FS}} + \sigma_\infty \ (1) \]

and the standard deviation

\[ \delta(\sigma_f) = \sigma_\infty \left( \frac{L}{L_\delta} \right)^{-1/\nu_{FS}} \ (2) \]

where \( \sigma_\infty \) is the asymptotic strength of infinitely large systems, and \( L_m \) and \( L_\delta \) are length scales related to the microstructural disorder characteristic length scale[47]. The classical assumption is \( \nu_{FS} = \nu \) [53], allowing to relate the critical nature of the failure process to statistical size effects on strength. The above predictions were recently confirmed from an extensive series (527) of similar compression tests on the same materials and the same sample sizes (though without AE monitoring), using a mean-field depinning prediction for the exponent, \( \nu_{FS} = 1 \) [35]. Here we re-analyzed these data using the AE-derived exponent \( \nu_{FS} = \nu = 1.1 \). While the length scales \( L_m \) and \( L_\delta \) (obtained from best-fitting of the above equations with the data, taking \( \nu_{FS} = 1.1 \)) strongly depend on the material, and particularly its pore structure, the asymptotic strength \( \sigma_\infty \) was found to be essentially independent of the microstructural disorder. Consequently, the accuracy and the universal character of Eqs. (1) and (2) to accounts for experimental size effects on compressive strength of quasi-brittle materials can be demonstrated on a rescaled plot (Fig. 4). Beyond an independent confirmation of the pertinence of the theoretical framework, these results strikingly illustrate the usefulness of statistical physics theoretical concepts accounting for the mechanical behavior of disordered quasi-brittle materials and, in the end, to constrain engineering regulations [35].

The present work is also important in the context of a possible forecast of geophysical hazards. Time-reversed Omori’s scaling has been proposed to forecast volcanic eruptions from seismic data[54], though with a large forecast uncertainty inherent in the form of this law (rate diverging towards the critical point)[14]. An evolution of the energy distribution of seismic signals, similar to that reported in Fig. 3a, has been reported within 2 hours before a chalk cliff collapse [11], but additional analysis
would be needed to precisely checked this analogy in terms of mechanisms and critical exponents. The possible prediction of large, devastating earthquakes is a long-standing, still unsolved problem. Many large earthquakes seem to be preceded by foreshocks, and a time-reversed Omori’s law as well as a divergence of the seismic moment release rate have been sometimes reported [10]. However, these precursory phenomena are far to be ubiquitous [9,55], and foreshocks could actually be just an expression of cascades of triggered seismicity implying that earthquakes are “predictable” to the same degree whatever their size[56]. Hence, the use of these potential precursors as a forecasting tool remains elusive. This raises fundamental questions, such as the difference between the compressive failure of initially un-faulted rocks [31,32] and the earthquake nucleation along a pre-existing crustal fault, and calls for further theoretical and experimental work as well as geophysical data analysis.
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FIG 1. Evolution of the AE activity during a stress-controlled compression test on a sample of length $L=160$ mm of M-concrete. Blue curve: load; green curve: cumulated number of AE events; black curve: same as the green one for a theoretical time-reversed Omori’s law with parameters estimated from a maximum likelihood method [36]; red: AE energy release rate, sampled at 100 Hz. The black dotted line represents the observed failure (maximum) stress, while the black dashed line represents the failure stress predicted from the theoretical time-reversed Omori’s law.

FIG. 2. AE event rate $dN/d\Delta$ (left) for different sample sizes of F-concrete, and (right) for the three different materials. Curves on the left were averaged over all sensors and all samples of a given size, and on the right on all sensors and samples (whatever the size) of a given material.
FIG. 3. Evolution of the distributions of AE energies and durations as approaching failure. (a) Cumulative distributions (cdf) of AE energies at different distances to failure $\Delta$, for a test on a 110 mm sample of M-concrete. Each distribution is built from at least 300 events. Inset: data collapse of the same data in a rescaled plot. Other sample sizes and materials give similar results. (b) Near failure (red diamonds), and stress-integrated (blue circles) cumulative distribution of AE energies for a test on a 40 mm sample of F-concrete. Other sample sizes and materials give similar results. (c) Same as (a) for the cumulative distributions of AE durations above 50 $\mu$s. At smaller timescales, the measured AE durations, influenced by wave scattering and seismic coda, are not a good proxy of avalanche durations [36].
FIG. 4. Size effects on the average strength (left) and the associated standard deviation (right) of three types of concrete from a statistical dataset of 527 compression tests. In these plots, the external sample diameter \( D \) is normalized by the internal (disorder-related) scales \( L_m \) (left) and \( L_\delta \) (right), and the asymptotic, material-independent strength is \( \sigma_\infty = 36.2 \text{ MPa} \). The dotted lines represent the finite-size scaling predictions with \( \nu_{FS} = 1.1 \) (see text for details). Insets: same data in rescaled plots to show the asymptotic strength, or the vanishing fluctuations towards the thermodynamic limit \( \lim_{L \to \infty} \delta(\sigma_j) = 0 \).
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I. Mechanical experiments and acoustic emission recording

The preparation of the concrete samples as well as the mechanical experimental setup have been extensively described elsewhere [35]. The microstructure of the three concretes is illustrated on Fig. S1(a). Microstructural characteristics were obtained from image analyses of internal sections such as those of Fig. S1(a) [35]. They are summarized below.

| Concrete Mixture | Correlation length of the global microstructure (mm) | Correlation length of the pore microstructure (µm) | Mean pore diameter (mm) | Maximum pore diameter (mm) | Porosity |
|------------------|-----------------------------------------------------|---------------------------------------------------|------------------------|--------------------------|----------|
| Fine             | 0.6                                                 | 26.4                                              | 0.33                   | 6.9                      | 0.048    |
| Medium           | 2.1                                                 | 9.8                                               | 0.31                   | 6.7                      | 0.016    |
| Coarse           | 3.5                                                 | 8.5                                               | 0.28                   | 5.4                      | 0.015    |

Table S1. Main microstructural characteristics of the three concrete materials.

For each concrete, Acoustic Emission (AE) was recorded during compression tests performed on four samples sizes: 4 tests for L=80 mm samples, and 2 tests for L=140, 220 and 320 mm samples (Fig. S1(b)). This represented a total of 30 mechanical tests with AE recording (Fig. S1(c)). In addition, we show on Fig. 4 of the main text the size effects on strength for the same materials obtained from an extensive campaign of 527 mechanical tests performed without AE recording, and analyzed elsewhere in details [35].

In this study, resonant AE sensors of type PICO produced by Physical Acoustics Corporation were used. Their frequency range is about 20 kHz-1.2 MHz, with a peak frequency of approximately 900 kHz. Their small size (4×5 mm) make them easy to couple on our small samples (i.e. L=80-mm samples). We used a Silicone adhesive glue (Silcoset 151) for coupling. In order to ensure a proper coupling, some small areas on the lateral surfaces of the samples were ground and polished by an angle grinder with less and less grit size of metal-bonded discs. This ensured that the sample surface were not damaged. The AE signals from the loaded specimen are converted into electrical signals by the AE sensors, then pre-amplified with a gain of 40 dB and recorded by the Acoustic Emission Digital Signal Processor (AEDSP-32/16) cards at a sampling rate of 4 MHz. To detect AE bursts, we used an amplitude threshold...
of 30 dB, a Peak Definition Time (PDT) of 10 µs, a Hit Definition Time (HDT) of 20 µs and a Hit Lock-out Time (HLT) of 20 µs. These parameters were defined by performing AE recording on samples before loading but with the loading machine switched on (to set the AE threshold relatively to the environmental noise amplitude), as well as Pencil Lead Break tests which are similar to Hsu-Nielsen tests (to set PDT, HDT and HLT).

The burst duration $T$ is defined as the time over which the envelope of the AE signal $V(t)$ remains above the threshold $V_{th} = 30 \text{ dB}$, while the energy $E$ is calculated from the integral of the squared voltage divided by the reference resistance, over the duration of the AE waveform, $E \approx \int_T V(t)^2 dt$.

In addition to this discrete AE, we also continuously recorded the AE power $dE/dt$ at a sampling rate of 100 Hz.

FIG. S1. Concrete samples used for the experimental investigations: (a) Cross sections of the three different concrete mixtures; (b) Geometries of the four different sizes of concrete samples; (c) Experimental set-up with AE recording.
II. Interpretation of AE durations

The interpretation of the AE duration $T$ in terms of duration of the fracturing event itself is not always straightforward (e.g. [27]). Indeed, the duration is typically defined as the time over which the envelope of the AE signal $V(t)$ remains above a chosen threshold $V_{th}$. As the result of scattering of the wave generated at the source by internal disorder and/or reflections at free surface, a coda can develop after the initial pulse (e.g. [57]). If the material damping is low, this coda will strongly influence the measured duration of the event, which hence will lose its physical meaning in terms of genuine duration of the source mechanism. In this case, we expect an exponential decay for the amplitude of the signal, $V(t) = V_{max} \exp((t_0 - t)/\tau)$, where $\tau$ is the attenuation time scale, essentially dictated by material properties, and $t_0$ the event arrival time. Assuming a short rise time, i.e. $(t = t_0) \approx V_{max}$, this yields:

$$T = \tau(\log(V_{max}) - \log(V_{th}))$$

(S1)

or:

$$\langle V_{max} \rangle = V_{th} \exp(T/\tau)$$

(S2)

for the conditional average $\langle V_{max}|T \rangle$. Therefore, $\langle V_{max} \rangle \approx V_{th}$ for $T \ll \tau$, and should grow exponentially for $T > \tau$. The first prediction is recovered for durations below $\sim 100 \mu$s, but another scaling is observed above, $\langle V_{max}|T \rangle \sim T^{\delta}$, with $\delta = 0.95 \pm 0.05$ (Fig. S2). This argues for an attenuation timescale of about 100 $\mu$s, and so, for larger timescales, the voltage signal $V(t)$ is a good proxy of the seismic moment release rate, or, in other words, of the avalanche velocity $v(t)$ [27]. Note that the measured value of $\delta$ is in good agreement with mean-field depinning ($\delta = 1$; [49]). The increasing scatter observed at large durations likely comes from (i) poorer statistics for large events and (ii) an increasing probability to merge few successive events into an apparently single one when the average AE activity becomes very large near failure.

![Conditional average maximum AE amplitude](image)

**FIG. S2.** Conditional average maximum AE amplitude $\langle V_{max}|T \rangle$ for (left) different sample sizes of C-concrete, and (right) the three different materials. Curves on the left were averaged over all sensors and all samples of a given size, and on the right on all sensors and samples (whatever the size) of a given material. The dotted black lines represent equation S2 with $\tau = 100 \mu$s.
III. Critical exponents and comparison with Mean-Field Depinning/Stick-Slip values

From the scaling analyses presented in the main text and in section I above, a full set of critical exponents can be derived. The values summarized in Table S1 have been averaged over all samples of a given material, whatever their size, as we did not find any significant size dependence, as expected for critical exponents. The experimental values are compared with mean-field depinning/stick-slip predictions. Overall, the agreement is remarkable. This validates the analogy between compressive failure and depinning proposed in [47]. Note however that the classical depinning framework does not predict an inverse Omori’s law, $dN/d\Delta \sim \Delta^{-p}$, as observed in our data. This, in addition with an elastic redistribution kernel of a different nature [50], precludes an exact mapping of the failure problem onto classical depinning.

| Quantity                              | Form                                                   | Exponent | Concrete group | All groups | Mean-field values [45,48,49] |
|---------------------------------------|--------------------------------------------------------|----------|----------------|------------|-----------------------------|
| Duration distribution                 | $P(T) \sim T^{-\beta_T} g(\Delta T)$                  | $\beta_T$| F-concrete     | 2.1 ± 0.2  | 2.0 ± 0.3   | 2.0 ± 0.15               |
|                                       |                                                       | $\gamma_T$| M-concrete     | 2.0 ± 0.3  | 1.1 ± 0.5   | 1.1 ± 0.3               |
| Stress-integrated duration distribution| $P_{\text{int}}(T) \sim T^{-\theta_T}$                | $\theta_T$| C-concrete     | 2.9 ± 0.2  | 2.9 ± 0.2   | 2.9 ± 0.1               |
| Energy distribution                   | $P(E) \sim E^{-\beta_E} f(\Delta E)$                 | $\beta_E$| F-concrete     | 1.5 ± 0.1  | 1.4 ± 0.1   | 1.4 ± 0.1               |
|                                       |                                                       | $\gamma_E$| M-concrete     | 1.4 ± 0.1  | 3.3 ± 1.1   | 3.3 ± 0.5               |
| Stress-integrated energy distribution | $P_{\text{int}}(E) \sim E^{-\theta_E}$                | $\theta_E$| C-concrete     | 1.8 ± 0.1  | 1.75 ± 0.05 | 1.75 ± 0.04             |
| Conditional average maximum amplitude | $(\xi_{\text{max}}) \sim T^\delta$                   | $\delta$ | F-concrete     | 0.95 ± 0.05| 0.90 ± 0.05 | 0.95 ± 0.05             |
| Duration                              | $dN/d\Delta \sim \Delta^{-p}$                         | $p$      | M-concrete     | 0.64 ± 0.05| 0.67 ± 0.09 | 0.66 ± 0.05             |
|                                       |                                                       |          | C-concrete     | 0.66 ± 0.05| 0.66 ± 0.05 | 0.66 ± 0.05             |

Table S2. Experimentally derived scaling laws and associated exponents for compressive failure. The experimental values are compared with mean-field depinning predictions [45,48,49].
IV. Maximum likelihood estimation of the $p$-value

Figure 2 of the main text indicates a time-reverse Omori’s acceleration of the event rate $\frac{dN}{dA}$ towards failure, with a $p$-value independent of sample size and the material. To estimate the $p$-value and to check the accuracy of this acceleration up to failure, we performed a maximum likelihood analysis [14]. The time-reverse Omori’s law is expressed as

$$\frac{dN}{d\Delta} = k \left( \frac{\sigma_f - \sigma}{\sigma_f} \right)^{-p} \quad (\text{S3})$$

For $p \neq 1$, the log-likelihood function for this law for a catalogue of $n$ events occurring at stresses $\sigma_{\text{stress}}$ within a stress interval $[\sigma_0, \sigma_e]$ writes [14]:

$$\log L(k, \sigma_p, p) = n \log k - p \sum_{i=1}^{n} \log(\sigma_p - \sigma_i) - \frac{k}{1-p} \left[ (\sigma_p - \sigma_e)^{1-p} - (\sigma_p - \sigma_0)^{1-p} \right] \quad (\text{S4})$$

, where $\sigma_p$ is the predicted failure stress (at which $\frac{dN}{d\Delta}$ diverges).

For each sensor and each sample (corresponding to a single AE record), we searched for the set of parameters $(k, \sigma_p, p)$ maximizing this log-likelihood function, taking $\sigma_0 = 0.1 \sigma_f$ and $\sigma_e = 0.9 \sigma_f$. The conclusions of this analysis are:

(i) The maximum log-likelihood estimate of the $p$-value was found to be independent of sample size and the material, in agreement with Fig. 2 of the main text, and with an average $p = 2/3 \pm 0.05$.

(ii) For all materials and all sample sizes, the difference between the predicted, $\sigma_p$, and the measured, $\sigma_f$, failure stress was found, in average (for a given material and a given sample size, averaging performed over different AE sensors and specimens) to be less than 4% (see e.g. Fig. 1 of the main text).

(iii) For a given material and/or sample size, the difference between $\sigma_p$ and $\sigma_f$ could be either positive (failure predicted after observed failure), or negative (failure predicted before observed failure), although with a slight deficit of negative values. Overall, the mean value of $\sigma_p$ (for a given material and sample size) overestimates the observed failure stress by 3% at most.

(iv) The accuracy of the prediction did not depend significantly on the sample size or on the material (and so on the porosity).

V. Observational support for the elastic crack/fault source model

$\langle u \rangle \sim r$ scaling: the elastic fault model is supported by a compilation of field measurements of mean fault slip against fault length [58], over a scale range $0.1 \text{ m} \leq r \leq 1000 \text{ km}$. Note that [59] argued for another scaling, $\langle u \rangle \sim r^{1.5}$, which is however lacking a clear theoretical/mechanical interpretation.

$E \sim r^3$: In seismology, the source radius can be estimated from the corner frequency of the spectrum, $f_c$: $r \sim 1/f_c$; Compiling in-situ micro-seismic (including some AE data) and seismic data, Goodfellow
and Young [60] showed that (i) the seismic moment $M_0$ scales as $f_c^{-3}$, i.e. as $r^3$, for moments ranging from $10^{-2}$ to $10^{17}$ N.m; and (ii) the radiated energy is proportional to the seismic moment over the range $10^{-2}$ to $10^{8}$ N.m. These two results are also fully consistent with those reported by Sellers et al. [61] over scales ranging from lab-scale AE to earthquakes. Note that, in our case, the resonant character of our sensors makes such corner frequency analysis difficult. A combination of (i) and (ii) gives the expected scaling $E \sim r^3$. At larger moments, the scaling of the scaled energy is still highly debated nowadays, either $E \sim M_0$, or maybe $E \sim M_0^{5/4}$ (e.g. [43,62]). As mentioned by Sellers et al.[61], if some individual datasets over specific scale ranges (such as AE tests, or mine microseismicity) can suggest a non-linear scaling ($E \sim M_0^x$ with $x$ slightly $>1$), the combination of all datasets is fully consistent with $E \sim M_0$. Finally, Kanamori and Brodsky [62] reported observations also arguing for a scaling $M_0 \sim r^3$ for $1 \text{ km} \leq r \leq 100 \text{ km}$.

Taken altogether, these observations support the hypotheses of the elastic crack model used in our work.

VI. AE energy release rate

From the combination of an inverse Omori law, $dN/d\Delta \sim \Delta^{-p}$, and a divergence of the energy cut-off, $E^* \sim \Delta^{-\gamma_E}$, one expects a power law divergence of the energy release rate, $dE/d\Delta$, as approaching failure. Using the AE power records sampled at 100 Hz (see above), we found such divergence,

$$\frac{dE}{d\Delta} \sim \Delta^{-\alpha}$$

(S5)

, with an exponent $\alpha=1.3\pm0.1$ independent of the sample size or the microstructural disorder, as expected (Fig. S3).

FIG. S3. The AE energy release rate $dE/d\Delta$ for (left) different sample sizes of M-concrete, and (right) for three different concrete mixtures. Curves on the left were averaged over all sensors and all samples of a given sample size, and on the right on all sensors and samples (whatever the sample size) of a given material. Other sample sizes for F- and C-concretes give similar results.
In principle, $\alpha$ can be related with the exponents $p$ and $\gamma_E$ from a simple analysis. Indeed,

$$\frac{dE}{d\Delta} = \frac{dE}{dN}\frac{dN}{d\Delta} = \langle E \rangle \frac{dN}{d\Delta}$$

(S6)

Then,

$$\langle E \rangle = \int_{E_m}^{+\infty} E \cdot P(E) dE$$

(S7)

where $E_m$ is the minimum AE Energy at a given $\Delta$ (lower cut-off). Using the form of the energy distribution, $P(E) \sim E^{-\beta_E} f(\Delta^\gamma E)$, one gets:

$$\langle E \rangle = \int_{E_m}^{+\infty} E^{1-\beta_E} \cdot f\left(\frac{E}{E^*}\right) dE$$

(S8)

Assuming that $P(E)$ is brutally truncated at $E^*$, we obtain:

$$\langle E \rangle \sim \int_{E_m}^{E^*} E^{1-\beta_E} dE$$

(S9)

When approaching failure, the cut-off value $E^*$ is much larger than $E_m$, and the exponent $\beta_E$ is always larger than 1. Hence, we obtain:

$$\langle E \rangle \sim (E^*)^{2-\beta_E} \left[ 1 - \left(\frac{E_m}{E^*}\right)^{2-\beta_E} \right]$$

(S10)

Close to failure where $E^* \gg E_m$, one thus should get:

$$\langle E \rangle_{\Delta \to 0} \sim (E^*)^{2-\beta_E}$$

(S11)

Combined with (S4) and the inverse Omori scaling, this gives

$$\frac{dE}{d\Delta} \sim \Delta^{-\gamma_E(2-\beta_E)+p}$$

(S12)

i.e. $\alpha = \gamma_E(2 - \beta_E) + p$. If our data are consistent with a power law divergence of the AE power (Fig. S3), the measured exponents $\alpha$ were found to be significantly smaller than what we could expect from this simple derivation and the values of $p$ and $\gamma_E$ as, from table S2, $\gamma_E(2 - \beta_E) + p = 2.6$. The origin of this discrepancy is still partly obscure, and might be related either to the nature of experimental AE fluctuations towards small energy scales (no more a power law below some lower threshold), a possible evolution of the lower cut-off $E_m$ with $\Delta$, or to the simplifying assumption of a brutal cut-off above $E^*$ in our calculations.

VII. Divergence of an energy cut-off vs change in the power law exponent

Within our critical failure framework, we interpreted the observed evolution of the AE energy distributions towards failure (Fig. 3a of the main text) as truncated power law distributions with a constant exponent, but a diverging upper cut-off. This was fully consistent with the difference of exponent value between the distributions at failure, and the stress-integrated distributions (Fig. 3b of main text). However, some authors reported, for the compressive failure of porous sandstone [63], or a mining collapse [64], a decreasing exponent towards failure. A brief look at the data of Fig. 3a (main text) might
suggest at first glance a similar interpretation. To test this possibility, we performed additional statistical analyses as follows: We estimated, for each individual distribution (1 sample, 1 sensor), the exponent $\beta_E$, the associated uncertainty $\delta(\beta_E)$, and the p-value for the Kolmogorov-Smirnov test, following the maximum likelihood methodology proposed by [40]. Although there is a large scatter in the values of $\delta(\beta_E)$ and of the p-value from one distribution to another, we found, *systematically*, a positive correlation ($0.15 \leq R \leq 0.45$) between $\log(\Delta)$ and $\delta(\beta_E)$ (meaning that the uncertainty on the exponent value increases as one goes away from failure), and a negative correlation ($-0.35 \leq R \leq -0.10$) between the p-value and $\log(\Delta)$ (meaning that the “pure” power law model is a worse and worse statistical model as one goes away from the failure). Taken altogether, this shows that our model is, in statistical terms only, better than the pure power law model to explain our data (not speaking about the underlying theoretical framework described in the main text). It has already been stressed that a misinterpretation of such data would suggest a (apparent) decreasing exponent as approaching failure [65].