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1. Introduction

Biquadratic fields are numerical fields that have been studied extensively [1–6] and are currently in the spotlight as they provide examples of non-principal Euclidean ideal classes [7,8]. They are defined as numerical fields whose Galois group is the Klein group, and they can be obtained by the compositum of two quadratic fields, which is the construction we adopt in the present work.

In a general number field $\mathbb{Q}(\gamma)$, the special subring $\mathbb{Z}[\gamma]$ of the ring of integers plays an important role in applications, since their elements have a natural representation as integer-valued polynomials.

The study of the prime ideals of number field orders and conditions on the ideals they divide are common and often challenging goals in commutative algebra. These topics find a natural application in algebraic number theory, and they have been recently widely adopted for addressing concrete computational problems, such as integer factorization [9].

Among all the prime ideals, those of degree one have seen a fruitful employment in computational number theory. In fact, these first-degree prime ideals may be represented using elementary finite arithmetic and are consequently well suited for practical computing. This feature is crucial for the effectiveness of the general number field sieve (GNFS), which is the most efficient known algorithm to factorize large integers [10–12]. This algorithm searches for the factorization in first-degree prime ideals of a huge amount of specially-shaped principal ideals in an order of a number field, properly defined from the integer we intend to factorize.

In this paper, we start from a biquadratic field $\mathbb{Q}(\gamma)$, and we investigate the relation between the first-degree prime ideals in $\mathbb{Z}[\gamma]$ and the first-degree prime ideals of $\mathbb{Z}[\alpha]$ and $\mathbb{Z}[\beta]$, with $\mathbb{Q}(\alpha)$ and $\mathbb{Q}(\beta)$ being two underlying quadratic fields.

$$\mathbb{Q}(\gamma) = \mathbb{Q}(\alpha + \beta)$$

$$\mathbb{Q}(\alpha) \quad \mathbb{Q}(\beta)$$

$$\mathbb{Q}$$
Moreover, with their application to the GNFS in mind, we determine conditions under which these special primes in the biquadratic extension divide prescribed principal ideals in terms of their behavior in the quadratic extensions.

In Section 2, we recall the results we need on the structure of first-degree prime ideals. In Section 3, we provide an explicit relation between such ideals in \( \mathbb{Z}[\gamma] \) and those in \( \mathbb{Z}[\alpha] \) and \( \mathbb{Z}[\beta] \), which depends on their ideal norms. In Section 4, we extend this relation to the divisibility of principal ideals in their respective rings, with some exceptions that we explicitly highlight. In Section 5, we hint at applications and further research.

### 2. Notation and Preliminaries

Let \( \mathbb{Q}(\alpha) \) and \( \mathbb{Q}(\beta) \) be two distinct quadratic fields, i.e., \( a = \alpha^2 \) and \( b = \beta^2 \) have distinct non-trivial square-free parts. We may assume these number fields to be generated by the polynomials:

\[
f_a(x) = x^2 - a, \quad f_b(x) = x^2 - b,
\]

where \( a, b \in \mathbb{Z} \). It is well-known [5] that the biquadratic extension they generate is \( \mathbb{Q}(\gamma) \) with \( \gamma = \alpha + \beta \), whose minimal polynomial is:

\[
f_c(x) = x^4 - 2(a + b)x^2 + (a - b)^2.
\]

We denote by \( \mathcal{O} \) the ring of integers of the number field \( \mathbb{Q}(\theta) \), and we call one of its subrings \( A \) an order if \( \mathcal{O} : A \) is finite. In this setting, we focus on ideals in the order \( \mathbb{Z}[\theta] \), which has been deeply studied in [9].

**Definition 1.** Let \( \theta \) be an algebraic integer and \( a \) be a non-zero ideal of \( \mathbb{Z}[\theta] \). The norm of \( a \) is:

\[
N(a) = [\mathbb{Z}[\theta] : a].
\]

Moreover, a non-zero prime ideal \( p \) of \( \mathbb{Z}[\theta] \) is called a first-degree prime ideal if \( N(p) \) is a prime integer.

The following theorem characterizes the first-degree prime ideals of \( \mathbb{Z}[\theta] \).

**Theorem 1** ([9], p. 57). Let \( f \in \mathbb{Z}[\theta] \) be an irreducible monic polynomial and \( \theta \in \mathbb{C} \) one of its roots. Then, for every positive prime \( p \) there is a bijection between:

\[
\{(r, p) \mid r \in \mathbb{Z}/p\mathbb{Z} \text{ such that } f(r) \equiv 0 \mod p\}
\]

and:

\[
\{p \mid p \in \text{Spec } \mathbb{Z}[\theta] \text{ such that } N(p) = p\}.
\]

In the above bijections, an ideal \( p \) corresponds to \( (r, p) \) if it is the kernel of the evaluation-in-\( r \) ring morphism:

\[
\pi_\theta : \mathbb{Z}[\theta] \rightarrow \mathbb{Z}/p\mathbb{Z}, \quad a + b\theta \mapsto a + br \mod p.
\]

This function allows us to treat these abstract objects simply as pairs of integers, satisfying the property described in Theorem 1. Such an identification has two consequences: from a theoretical side, we can prove the properties of first-degree prime ideals by only dealing with elementary arithmetic, while on the applied side, they may be stored and systematically processed without dedicated software.

The following is an explicit example that shows how to establish the above bijection. It also highlights that different subrings of \( \mathcal{O} \) may exhibit different behavior in terms of their first-degree prime ideals.

---

*This is a continuation of a longer discussion on the application of algebraic number theory to cryptography, specifically focusing on the GNFS, and the properties of first-degree prime ideals in biquadratic extensions.*
Example 1. Let \( f_2 = x^2 - 2 \) and \( f_{50} = x^2 - 50 \), and let \( \mathbb{Q}(\sqrt{2}) \) and \( \mathbb{Q}(\sqrt{50}) \) be the quadratic number fields they generate. These two fields are clearly isomorphic, and so are their rings of integers. However, the first-degree prime ideals in the two orders \( \mathbb{Z}[\sqrt{2}] \) and \( \mathbb{Z}[\sqrt{50}] \) are different: indeed, let us consider:

\[
I = (5, \sqrt{50}) \subseteq \mathbb{Z}[\sqrt{50}].
\]

This ideal is the kernel of the ring morphism \( \pi_{\sqrt{50}} : \mathbb{Z}[\sqrt{50}] \to \mathbb{Z}/5\mathbb{Z}, a + b\sqrt{50} \mapsto a \mod 5 \); therefore, \( N(I) = 5 \), and it corresponds to the pair \((0, 5)\) by means of Theorem 1.

On the other side, the same theorem ensures that there cannot be any first-degree prime ideals of norm five in \( \mathbb{Z}[\sqrt{2}] \), since two is not a quadratic residue modulo five.

In the following sections, we will use these bijections as identifications.

Divisibility of Principal Ideals Inside Non-Maximal Orders

It is a standard fact \([13]\) that non-zero ideals factor uniquely into primes in the whole ring of integers; however, it is possible to generalize this decomposition even inside non-maximal orders \( \mathbb{Z}[\theta] \) following \([9]\).

Proposition 1 \([9], \text{Proposition 7.1}\). Let \( A \) be an order of a number field \( \mathbb{Q}(\theta) \). For each prime \( p \) of \( A \), there exists a unique group homomorphism:

\[
l_{p, A} : \mathbb{Q}(\theta)^* \to \mathbb{Z},
\]

such that the following hold:

(i) For all non-zero \( x \in A \), we have \( l_{p, A}(x) \geq 0 \);
(ii) For all non-zero \( x \in A \), then \( l_{p, A}(x) > 0 \) if and only if \( x \in p \);
(iii) For each \( x \in \mathbb{Q}(\theta)^* \), then \( l_{p, A}(x) = 0 \) for all but a finite number of \( p \), and:

\[
\prod_{p \in \text{Spec } A} N(p)^{l_{p, A}(x)} = |N(x)|,
\]

where \( N(x) \) is the norm of the element \( x \) in the field \( \mathbb{Q}(\theta) \).

When \( A = \mathcal{O} \) is the maximal order, the functions \( l_{p, A}(x) \) coincide with the exponents appearing in the prime factorization of the principal ideal \( (x) \subseteq \mathcal{O} \). In general, these functions are related to those of larger orders by the following proposition.

Proposition 2 \([9], \text{Proposition 7.2}\). Let \( A \) and \( B \) be orders of \( \mathcal{O} \) such that \( A \subset B \). For every \( p \in \text{Spec } A \), we have:

\[
l_{p, A}(x) = \sum_{q | p} \left[ B : A \right] l_{q, B}(x),
\]

where this sum ranges over all the primes \( q \) of \( B \), such that \( p = q \cap A \).

In this work, we apply these results with \( A = \mathbb{Z}[\theta] \) and \( B = \mathcal{O} \) in order to find first-degree prime factors of the principal ideals generated by \( n + m\theta \), for any pair of coprime integers \( (n, m) \). Under these assumptions, the following result is particularly useful.

Corollary 1 \([9], \text{Corollary 5.5}\). Let \( n, m \) be coprime integers, and let \( p \) be a prime of \( \mathbb{Z}[\theta] \). If \( p \) is not a first-degree prime ideal, then \( l_{p, \mathbb{Z}[\theta]}(n + m\theta) = 0 \). Otherwise, if \( p \) is a first-degree prime ideal corresponding to the pair \((r, p)\), then:
In this setting, the number \( l_{p,\mathbb{Z}[\theta]}(n + m\theta) \) counts the number of times \( p \) divides \( \langle n + m\theta \rangle \). Moreover, Corollary 1 implies that prime divisors of these particular ideals in \( \mathbb{Z}[\theta] \) are all first-degree prime ideals with different norms. However, this does not imply that one can completely factorize a prescribed principal ideal in non-maximal orders, such as \( \mathbb{Z}[\theta] \). The following example portrays this scenario and emphasizes the link between the factorization in \( \mathbb{Z}[\theta] \) and that in \( \mathcal{O} \), as prescribed by the previous results.

**Example 2.** Let \( f = x^2 + 3 \) define the quadratic field \( \mathbb{Q}(\sqrt{-3}) \). It is well known [14] (Theorem 3.2) that in this situation, \( [\mathcal{O} : \mathbb{Z}[\sqrt{-3}]] = 2 \). Let us consider its element \( x = 1 + \sqrt{-3} \), and let \( I = x\mathcal{O} \) and \( \mathcal{T} = x\mathbb{Z}[\sqrt{-3}] \) be the principal ideals it generates. We observe that:

\[ I \subseteq \mathcal{T} \cap \mathbb{Z}[\sqrt{-3}], \]

as it may be checked that \( 2 \in (I \cap \mathbb{Z}[\sqrt{-3}]) \setminus \mathcal{T} \).

We notice that \( I \) is prime with norm four; hence, it is not a first-degree prime. Thus, as remarked after Proposition 1, we trivially have:

\[ l_{I,\mathcal{O}}(x) = 1. \]

On the other side, the ideal \( \mathcal{T} \) is not prime, and its norm is four. From Theorem 1, the only first-degree prime ideal with the norm equal to two is the one corresponding to the pair \((1, 2)\), which is actually the ideal \( \mathcal{T} = (2, 1 + \sqrt{-3}) \subseteq \mathbb{Z}[\sqrt{-3}] \). Moreover, \( x \in \mathcal{T} \), then \( \mathcal{T} \) divides \( \mathcal{I} \), and Corollary 1 gives:

\[ l_{\mathcal{T},\mathbb{Z}[\sqrt{-3}]}(x) = 2. \]

Furthermore, the same corollary also guarantees that \( \mathcal{I} \) is the only first-degree prime ideal dividing \( \mathcal{T} \). This agrees with Proposition 2, since \( I \cap \mathbb{Z}[\sqrt{-3}] = \mathcal{I} \), then:

\[ [\mathcal{O} : I] : [\mathbb{Z}[\sqrt{-3}] : \mathcal{I}] \simeq [\mathcal{F}_4 : \mathcal{F}_2] = 2. \]

In conclusion, the usual ideal factorization of \( I \) in \( \mathcal{O} \) provides all the prime factors of \( \mathcal{T} \) in \( \mathbb{Z}[\sqrt{-3}] \), although these do not produce a complete factorization for \( \mathcal{T} \).

### 3. First-Degree Prime Ideals of Biquadratic Extensions

The following theorem exhibits, by means of Theorem 1, how to construct first-degree prime ideals of a given norm in a biquadratic field by knowing first-degree prime ideals of the same norm in two of its quadratic subfields.

**Theorem 2.** Let \((r, p)\) be a first-degree prime ideal of \( \mathbb{Z}[\alpha] \) and \((s, p)\) a first-degree prime ideal of \( \mathbb{Z}[\beta] \). Then, \((r + s, p)\) is a first-degree prime ideal of \( \mathbb{Z}[\gamma] \).

**Proof.** By the hypothesis, we have:

\[
\begin{align*}
  f_a(r) & = r^2 - a \equiv 0 \mod p, \\
  f_b(s) & = s^2 - b \equiv 0 \mod p.
\end{align*}
\]

By plugging \( r + s \) into \( f_c \), we get:
\[
\begin{align*}
\phi_c(r+s) &= (r+s)^4 - 2(a+b)(r+s)^2 + (a-b)^2 \\
&\equiv (r+s)^4 - 2(r^2 + s^2)(r+s)^2 + (r^2 - s^2)^2 \mod p \\
&\equiv (r+s)^2((r+s)^2 - 2(r^2 + s^2) + (r-s)^2) \mod p \\
&\equiv 0 \mod p.
\end{align*}
\]

Therefore, \((r+s,p)\) is a first-degree prime ideal of \(\mathbb{Z}[\gamma]\). \(\square\)

We will refer to \((r+s,p) \subseteq \mathbb{Z}[\gamma]\) as the combination of the ideals \((r,p) \subseteq \mathbb{Z}[\alpha]\) and \((s,p) \subseteq \mathbb{Z}[\beta]\). Now, we prove that the ideals constructed as combinations are almost all the first-degree prime ideals of \(\mathbb{Z}[\gamma]\).

**Theorem 3.** Let \((t,p)\) be a first-degree prime ideal of \(\mathbb{Z}[\gamma]\). If either \(p = 2\) or \(t \equiv 0 \mod p\), then there exists a unique pair \(r,s \in \mathbb{Z}/p\mathbb{Z}\) such that \(t \equiv r+s \mod p\) and \((r,p),(s,p)\) are first-degree prime ideals of \(\mathbb{Z}[\alpha]\) and \(\mathbb{Z}[\beta]\), respectively.

**Proof.** We treat separately the cases \(p = 2\) and \(p \) odd, explicitly exhibiting such a pair \((r,s)\) in both cases.

- **Case: \(p = 2\).**
  
  Since in \(\mathbb{Z}/2\mathbb{Z}\), every element is equal to its square, the only choice of \(r,s \in \mathbb{Z}/2\mathbb{Z}\) satisfying:
  
  \[
  \begin{cases}
  r^2 - a \equiv 0 \mod 2, \\
  s^2 - b \equiv 0 \mod 2,
  \end{cases}
  \]
  
  is \((r,s) = (a,b)\), which also satisfies \(t = r+s\) because:
  
  \[0 \equiv f_c(t) \equiv t^4 - 2(a+b)t^2 + (a-b)^2 \equiv t + a + b \mod 2.\]

- **Case: \(p \neq 2\) and \(t \neq 0\).**
  
  In this case, \(2t\) is invertible in \(\mathbb{Z}/p\mathbb{Z}\), then we can define \(r_1 = \frac{t^2 + a - b}{2t}\). We notice that from \(f_c(t) \equiv 0 \mod p\), we have:
  
  \[
  r_1^2 = \left(\frac{t^2 + a - b}{2t}\right)^2 = \frac{t^4 + 2at^2 - 2bt^2 + a^2 - 2ab + b^2}{4t^2} \equiv \frac{f_c(t) + 4at^2}{4t^2} \equiv a \mod p.
  \]
  
  Thus, \(r_1\) is a square root of \(a\) modulo \(p\), and since \(\mathbb{Z}/p\mathbb{Z}\) is a finite field, there are at most two solutions to \(r^2 - a \equiv 0 \mod p\); hence, these are:
  
  \[r_1 = \frac{t^2 + a - b}{2t}, \quad r_2 = -r_1 = -\frac{t^2 + a - b}{2t}.\]

  Similarly, there are only two possible values for \(s\), which are:
  
  \[s_1 = \frac{t^2 - a + b}{2t}, \quad s_2 = -s_1 = -\frac{t^2 - a + b}{2t}.\]
It is easy to verify that \( r_1 + s_1 = t \), and we now prove that \((r_1, s_1)\) is in fact the unique choice for such a pair \((r, s)\) in order to satisfy \( r + s = t \).

First, we notice that \((r, s) = (r_2, s_2)\) is not a possible option, since in this case, \( r_2 + s_2 = -t \), but \(-t \not\equiv t \mod p\) since \( p \neq 2 \) and \( t \not\equiv 0 \mod p \).

To conclude the proof, we show that \((r_1, s_2)\) may be a suitable choice only when \( s_1 = s_2 = 0 \); therefore, \((r_1, s_2) = (r_1, s_1)\). Suppose that \( r_1 + s_2 = t \), which means \( a = b = t^2 \). Then:

\[
0 \equiv f_c(t) \equiv 2t^2(t^2 - a - b) \mod p.
\]

Since \( 2t^2 \not\equiv 0 \mod p \), we get \( a + b \equiv t^2 \mod p \), then \( a \equiv t^2 \mod p \) and \( b \equiv 0 \mod p \). This proves that \( s_1 = s_2 = 0 \).

The same argument shows that \((r_2, s_1)\) is a valid pair only if \( r_1 = r_2 = 0 \) so \((r_2, s_1) = (r_1, s_1)\).

In conclusion, there is only one working pair, that is \((r, s) = (r_1, s_1)\).

The uniqueness part of Theorem 3 states that any ideal \((t, p)\) of \( \mathbb{Z} [\gamma] \) with \( t \neq 0 \) may be determined without repetitions from first-degree prime ideals of two underlying quadratic fields. The only ideals left are those of the form \((0, p)\) for \( p \neq 2 \), which are examined in the following proposition.

**Proposition 3.** Let \((0, p)\) be a first-degree prime ideal of \( \mathbb{Z} [\gamma] \) and \( r \in \mathbb{Z} / p\mathbb{Z} \), then the following are equivalent:

- \( f_a(r) \equiv 0 \mod p, \)
- \( f_b(r) \equiv 0 \mod p, \)
- \((r, p)\) and \((-r, p)\) are first-degree prime ideals of \( \mathbb{Z} [\alpha], \)
- \((r, p)\) and \((-r, p)\) are first-degree prime ideals of \( \mathbb{Z} [\beta]. \)

**Proof.** From \( f_c(0) \equiv 0 \mod p \), we get:

\[
(a - b)^2 \equiv 0 \mod p \implies a \equiv b \mod p.
\]

Hence, \( f_a \equiv f_b \mod p \); therefore, \( r \) is a root of \( f_a \) modulo \( p \) if and only if the same holds for \( f_b \). Moreover, if \( f_a(r) \equiv 0 \mod p \), also \( f_b(-r) \equiv 0 \mod p \), implying that \((\pm r, p)\) are first-degree prime ideals of \( \mathbb{Z} [\alpha], \) while the converse is trivial.

**Remark 1.** The above proposition is trivial for \( p = 2 \). In fact, by Theorem 3, if \((0, 2)\) is a first-degree prime ideal of \( \mathbb{Z} [\gamma] \), then all the above equivalent conditions are satisfied for \( r = a \).

According to Proposition 3, one of the following situations takes place, depending on the number \( \nu \) of roots of \( f_a \) modulo \( p \):

- \( \nu = 0: \) \((0, p) \subset \mathbb{Z} [\gamma] \) cannot be found as a combination of first-degree prime ideals of \( \mathbb{Z} [\alpha] \) and \( \mathbb{Z} [\beta], \)
- \( \nu = 1: \) \((0, p) \subset \mathbb{Z} [\gamma] \) is the combination of \((0, p) \subset \mathbb{Z} [\alpha] \) and \((0, p) \subset \mathbb{Z} [\beta], \)
- \( \nu = 2: \) \((0, p) \subset \mathbb{Z} [\gamma] \) is determined by two different combinations of first-degree prime ideals of \( \mathbb{Z} [\alpha] \) and \( \mathbb{Z} [\beta], \)

In the following example, we see that all the above cases may actually occur.

**Example 3.** Let \( \alpha = x^2 - 50 \) and \( \beta = x^2 - 155 \) generate the quadratic fields \( \mathbb{Q} (\alpha) \) and \( \mathbb{Q} (\beta), \) so that the composite biquadratic field \( \mathbb{Q} (\gamma) \) is generated by the polynomial \( f_c = x^4 - 410x^2 + 11025. \)

The unique first-degree prime ideal in \( \mathbb{Z} [\gamma] \) with norm \( p = 3 \) is \((0, 3), \) but there are no such ideals in \( \mathbb{Z} [\alpha] \) or in \( \mathbb{Z} [\beta], \) then \((0, 3)\) cannot be a combination of any of them.

The unique first-degree prime ideal of norm \( p = 5 \) in \( \mathbb{Z} [\gamma] \) is \((0, 5), \) which is determined uniquely as a combination of the ideals \((0, 5) \) in \( \mathbb{Z} [\alpha] \) and \((0, 5) \) in \( \mathbb{Z} [\beta]. \)
There are three first-degree prime ideals of norm \( p = 7 \) in \( \mathbb{Z}[\gamma] \): \((0,7), (2,7), \) and \((5,7)\). The first-degree prime ideals of the same norm for both \( \mathbb{Z}[\alpha] \) and \( \mathbb{Z}[\beta] \) are \((1,7), (6,7)\). As prescribed by Theorem 3, we observe that \((2,7), (5,7)\) are uniquely determined by the combinations of \((1,7), (1,7)\) and \((6,7), (6,7)\), whereas \((0,7)\) arises from both the combinations of \((1,7), (6,7)\) and \((6,7), (1,7)\).

4. Division of Prescribed Principal Ideals

In this section, we consider a special family of principal ideals of \( \mathbb{Z}[\gamma] \), and we study its first-degree prime divisors in terms of first-degree prime ideals dividing its intersections with \( \mathbb{Z}[\alpha] \) and \( \mathbb{Z}[\beta] \). This particular class of ideals is of great interest, since they are the ones usually employed in applications [9]. We begin by characterizing these intersections, as in the following proposition.

**Proposition 4.** Let \( n \neq m \) be coprime integers, and let \( I = (n + m\gamma) \subseteq \mathbb{Z}[\gamma] \). Then, \( I \cap \mathbb{Z}[\alpha] \) is a principal ideal of \( \mathbb{Z}[\alpha] \) generated by:

\[
I \cap \mathbb{Z}[\alpha] = \left\langle (n + m\alpha + m\beta)(n + m\alpha - m\beta) \right\rangle.
\]

**Proof.** We prove both inclusions.

(\(\supseteq\)) The generator \((n + m\alpha + m\beta)(n + m\alpha - m\beta)\) is an element of \( I \) and is equal to

\[
(n + m\alpha)^2 - (m\beta)^2 = n^2 + m^2(a - b) + 2nm\alpha,
\]

which belongs to \( \mathbb{Z}[\alpha] \).

(\(\subseteq\)) Any element \( x \in I \) may be written as:

\[
x = (n + m\alpha + m\beta)(\lambda_0 + \lambda_1\alpha + \lambda_2\beta + \lambda_3\alpha\beta),
\]

for some \( \lambda_0, \ldots, \lambda_3 \in \mathbb{Z} \). Since \( \{1, \alpha, \beta, \alpha\beta\} \) is a \( \mathbb{Q} \)-basis of \( \mathbb{Z}[\gamma] \) [5], then \( x \in \mathbb{Z}[\alpha] \) if and only if its coefficients \( \beta \) and \( \alpha\beta \) are zero, which amounts to:

\[
m\lambda_0 + n\lambda_2 + m\lambda_3 = 0, \quad m\lambda_1 + m\lambda_2 + n\lambda_3 = 0. \tag{1}
\]

From Equation (1), we get:

\[
\lambda_0 + \lambda_1\alpha + \lambda_2\beta + \lambda_3\alpha\beta = - \left( \frac{n}{m} \lambda_2 + a\lambda_3 \right) - a \left( \lambda_2 + \frac{n}{m} \lambda_3 \right) + m\beta \left( \frac{\lambda_2 + \lambda_3\alpha}{m} \right)
\]

\[
= (n + m\alpha - m\beta) \left( - \frac{\lambda_2 + \lambda_3\alpha}{m} \right).
\]

Moreover, since \( (m,n) = 1 \), then Equation (1) also implies that \( m \) divides both \( \lambda_2 \) and \( \lambda_3 \). Hence, we conclude that any \( x \in I \cap \mathbb{Z}[\alpha] \) belongs to the principal ideal generated in \( \mathbb{Z}[\alpha] \) by the element \((n + m\alpha + m\beta)(n + m\alpha - m\beta)\). \(\square\)

With the following theorems, we prove that the divisibility is stable under combination except for an exceptional case.

**Theorem 4.** Let \( n \neq m \) be coprime integers and \( I = (n + m\gamma) \) be a principal ideal of \( \mathbb{Z}[\gamma] \). Let us assume that there are the \( (r, p) \) first-degree prime ideal of \( \mathbb{Z}[\alpha] \) dividing \( I_4 = I \cap \mathbb{Z}[\alpha] \) and the \( (s, p) \) first-degree prime ideal of \( \mathbb{Z}[\beta] \) dividing \( I_0 = I \cap \mathbb{Z}[\beta] \). Then, \( (r + s, p) \) is a first-degree prime ideal of \( \mathbb{Z}[\gamma] \) dividing \( I \) unless the following conditions simultaneously hold:

\[
p \neq 2, \quad n \equiv 0 \mod p, \quad r + s \equiv 0 \mod p.
\]
Proof. By Theorem 2, \((r + s, p)\) is a first-degree prime ideal of \(\mathbb{Z}[\gamma]\), then it is sufficient to show that under the aforementioned conditions, we obtain:

\[
n + m(r + s) \equiv 0 \mod p, \tag{2}
\]

which proves that \(I = (n + m\gamma) \subseteq \ker \pi = (r + s, p)\), hence \((r + s, p) | I\).

- Case: \(p = 2\).
  
  By Proposition 4, a generator of \(I_a\) in \(\mathbb{Z}[\alpha]\) is \(g = n^2 + m^2(a - b) + 2nma\); therefore:
  
  \[
  \pi_a(g) = n^2 + m^2(a - b) + 2nmr \equiv n + m(a^2 + b^2) \equiv n + m(r + s) \mod 2.
  
  Thus, either (2) is satisfied or \(\pi_a(g) \equiv 1 \mod 2\), which implies that there are no first-degree prime ideals \((r, 2)\) dividing \(I_a\).

- Case: \(p \neq 2\) and \(n \not\equiv 0 \mod p\).
  
  By Proposition 4, we have:
  
  \[
  \begin{align*}
  I_a & = (n^2 + m^2(a - b) + 2nma) \subseteq \mathbb{Z}[\alpha], \\
  I_b & = (n^2 + m^2(b - a) + 2nm\beta) \subseteq \mathbb{Z}[\beta].
  \end{align*}
  
  Since \(\ker \pi_a = (r, p) \mid I_a\) and \(\ker \pi_\beta = (s, p) \mid I_b\), then:
  
  \[
  \begin{align*}
  n^2 + m^2(a - b) + 2nmr & \equiv 0 \mod p, \\
  n^2 + m^2(b - a) + 2nms & \equiv 0 \mod p.
  \end{align*}
  
  Summing the above relations, we get:
  
  \[
  2n[n + m(r + s)] \equiv 0 \mod p.
  
  Since \(2n \not\equiv 0 \mod p\), this implies (2).

- Case: \(p \neq 2\), \(n \equiv 0 \mod p\) and \(r + s \equiv 0 \mod p\).
  
  In this case, (2) is trivially satisfied.

Thus, we conclude that \((r + s, p)\) is a first-degree prime ideal of \(\mathbb{Z}[\gamma]\) dividing \(I\) except for the case \(p \neq 2\), \(n \equiv 0 \mod p\), and \(r + s \not\equiv 0 \mod p\). \(\square\)

The next example shows that in the exceptional case mentioned above, the ideal combination may not maintain divisibility.

Example 4. Let \(f_a = x^2 + 4\) and \(f_b = x^2 - 6\) generate the quadratic fields \(\mathbb{Q}(\alpha)\) and \(\mathbb{Q}(\beta)\), so that the composite biquadratic field \(\mathbb{Q}(\gamma)\) is generated by the polynomial \(f_c = x^4 - 4x^2 + 100\).

The first-degree prime ideals of \(\mathbb{Z}[\gamma]\) with norm \(p = 5\) are \((0, 5)\), \((2, 5)\), and \((3, 5)\), while those of \(\mathbb{Z}[\alpha]\) and \(\mathbb{Z}[\beta]\) are \((1, 5)\) and \((4, 5)\).

Let \(I\) be the principal ideal \((5 + \gamma) \subseteq \mathbb{Z}[\gamma]\). By Proposition 4, we have:

\[
I_a = (15 + 10\alpha) \subseteq \mathbb{Z}[\alpha], \quad I_b = (35 + 10\beta) \subseteq \mathbb{Z}[\beta].
\]

It is easy to see that both \((1, 5)\) and \((4, 5)\) divide \(I_a\) and \(I_b\). Besides, the combination of \((1, 5)\) with \((4, 5)\) is \((0, 5)\), which divides \(I\). However, the other options are exceptional, since the combination between \((1, 5)\) and \((1, 5)\) is \((2, 5)\), which does not divide \(I\). The same holds for \((3, 5)\), which is the combination of \((4, 5)\) with \((4, 5)\).
On the other hand, whenever a first-degree prime ideal of $\mathbb{Z}[\gamma]$ dividing a given principal ideal $I$ is obtained as a combination of two first-degree prime ideals, they divide the intersections of $I$ with $\mathbb{Z}[\alpha]$ and $\mathbb{Z}[\beta]$.

**Theorem 5.** Let $n$ and $m \neq 0$ be coprime integers, $I = (n + m\gamma) \subseteq \mathbb{Z}[\gamma]$, and let $(t, p)$ be a first-degree prime ideal dividing $I$. If there exist first-degree prime ideals $(r, p) \subseteq \mathbb{Z}[\alpha]$ and $(s, p) \subseteq \mathbb{Z}[\beta]$ such that $r + s \equiv t \mod p$, then $(r, p)$ divides $I_a = I \cap \mathbb{Z}[\alpha]$ and $(s, p)$ divides $I_b = I \cap \mathbb{Z}[\beta]$.

**Proof.** If these ideals exist, from $(t, p) \mid I$, we get:

$$0 \equiv n + mt \equiv n + mr + ms \mod p.$$

Let $g_a = n^2 + m^2(a - b) + 2nma$ be a generator of $I_a$ and $g_b = n^2 + m^2(b - a) + 2nmb$ be a generator of $I_b$. From the above equation, we have:

$$\pi_a(g_a) = n^2 + m^2(a - b) + 2nma \equiv n^2 + m^2(a - b) + 2n(-n - ms) \mod p$$

$$\equiv -n^2 - m^2(-a + b) - 2nms \equiv -\pi_b(g_b) \mod p.$$

Hence, since $\pi_a(g_a)$ vanishes if and only if $\pi_b(g_b)$ does, it is sufficient to show that $(r, p) \mid I_a$.

Substituting $n = -mr - ms$, $r^2 \equiv a \mod p$, and $s^2 \equiv b \mod p$, we get:

$$\pi_a(g_a) \equiv (-mr - ms)^2 + m^2(r^2 - s^2) + 2(-mr - ms)mr \equiv 0 \mod p;$$

therefore, $(r, p) \mid I_a$. □

The following corollary enhances the previous result in the generic case.

**Corollary 2.** Let $n$ and $m \neq 0$ be coprime integers, $I = (n + m\gamma) \subseteq \mathbb{Z}[\gamma]$, and let $(t, p)$ be a first-degree prime ideal dividing $I$, with $t \neq 0$ if $p \neq 2$. Then, there exist two unique first-degree prime ideals $(r, p) \subseteq \mathbb{Z}[\alpha]$ and $(s, p) \subseteq \mathbb{Z}[\beta]$ such that $(r, p)$ divides $I \cap \mathbb{Z}[\alpha]$, $(s, p)$ divides $I \cap \mathbb{Z}[\beta]$, and $r + s \equiv t \mod p$.

**Proof.** This follows immediately from Theorem 5 and Theorem 3. □

**Remark 2.** For completeness, we discuss the case $m = 0$, so that $I = (n) \subseteq \mathbb{Z}[\gamma]$. Both intersections of this principal ideal with $\mathbb{Z}[\alpha]$ and $\mathbb{Z}[\beta]$ are equal to $(n)$, and for every, $t \in \mathbb{Z} / p\mathbb{Z}$, we have

$$(t, p) \mid (n) \iff n \equiv 0 \mod p.$$

Thus, all or none of the pairs $\{ (t, p) \mid f_c(t) \equiv 0 \mod p \}$ divide $(n) \subset \mathbb{Z}[\gamma]$, so it is still true that the combination preserves divisibility, but in general not uniquely.

### 5. Applications and Further Work

In this work, we show how two first-degree prime ideals in quadratic extensions may be combined to obtain a first-degree prime ideal in the corresponding biquadratic extension lying over them. In addition, this correspondence is proven to preserve the division of prescribed first-degree prime ideals, except for some sporadic, though well-determined, cases.

Nonetheless, further computations suggest that our results might also be extended to more general number fields, possibly requiring additional hypotheses. Such a generalization could be repeatedly applied in order to characterize first-degree prime ideals of a given norm in large extensions: the (at most) $d_1d_2$ first-degree prime ideals of a composite extension may be seen as combinations of $d_1 + d_2$ such ideals into smaller subrings, which are much more convenient to be stored and managed.
Among other applications, first-degree prime ideals are employed in the general number field sieve, where a large number of them are needed to factorize some principal ideals. Even if biquadratic extensions may not be optimal for this algorithm [15,16], a more general form of our results on an ideal combination could lead to better computational performance.

Finally, from a theoretical point of view, it may be worth investigating which algebraic properties are preserved, as happens for divisibility, by first-degree prime ideals’ combination.
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