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Abstract. In the present paper, we study homomorphic encryption as an area where principal ideas of black box algebra are particularly transparent. This paper is a compressed summary of some principal definitions and concepts in the approach to the black box algebra being developed by the authors. We suggest that black box algebra could be useful in cryptanalysis of homomorphic encryption schemes, and that homomorphic encryption is an area of research where cryptography and black box algebra may benefit from exchange of ideas.

1. Homomorphic encryption

1.1. Homomorphic encryption and black box algebra. “Cloud computing” appears to be a hot topic in information technology; in a nutshell, this is the ability of small and computationally weak devices to delegate hard resource-intensive computations to third party (and therefore untrusted) computers. To ensure the privacy of the data, the untrusted computer should receive data in an encrypted form but still being able to process it. It means that encryption should preserve algebraic structural properties of the data.

This is one of the reasons for popularity of the idea of homomorphic encryption which we describe here with some simplifications aimed at clarifying connections with black box algebra, that is, part of computational algebra which deals with algebraic structures (fields, rings, groups, semigroups, etc.) represented by black boxes as defined in Section 2.1. Alternatively, black box algebra can be described as a study of categories where objects are algebraic structures with algebraic operations on them computable in probabilistic time polynomial in the input length, and morphisms are also computable in probabilistic polynomial time. The key aspect of black box algebra is that bijective morphisms can not be automatically assumed to be invertible.

1.2. Homomorphic encryption: basic definitions. Let $A$ and $X$ denote the sets of plaintexts and ciphertexts, respectively, and assume that we have some (say, binary) operators $\Box_A$ on $A$ needed for processing data and corresponding operators $\Box_X$ on $X$. An encryption function $E$ is homomorphic if

$$E(a_1 \; \Box_A \; a_2) = E(a_1) \; \Box_X \; E(a_2)$$

for all plaintexts $a_1$, $a_2$ and all operations on $A$.

Suppose Alice is the owner of data represented by plaintexts in $A$ which she would like to process using operators $\Box_A$, but has insufficient computation resources,
while Bob has computational facilities for processing ciphertexts using operators \( \otimes_X \). Alice may wish to enter into a contract with Bob; in a realistic scenario, Alice is one of the many customers of the encrypted data processing service run by Bob, and all customers use the same formats of data and operators which are for that reason are likely to be known to Bob. This is what is known in cryptology as Kerckhoff’s Principle: *obscurity is no security*, the security of encryption should not rely on details of the protocol being held secret; see [37] for historic details.

Alice encrypts plaintexts \( a_1 \) and \( a_2 \) and sends ciphertexts \( E(a_1) \) and \( E(a_2) \) to Bob.

Bob computes

\[
b = E(a_1) \otimes_X E(a_2)
\]

without having access to the content of plaintexts \( a_1 \) and \( a_2 \), then return the output \( b \) to Alice who decrypts it using the decryption function \( E^{-1} \):

\[
E^{-1}(b) = a_1 \otimes_A a_2
\]

In this set-up, we shall say the homomorphic encryption scheme is *based* on the algebraic structure \( A \) or that the homomorphism \( E \) is a *homomorphic encryption of* the algebraic structure \( A \).

To simplify exposition, we assume that the encryption function \( E \) is deterministic, that is, \( E \) establishes a one-to-one correspondence between \( A \) and \( X \). Of course, this is a strong assumption in the cryptographic context; it is largely unnecessary for our analysis, but, for the purposes of this paper, allows us to avoid technical details and makes it easier to explain links with the black box algebra.

1.3. **Back to algebra.** In algebraic terms, \( A \) and \( X \) as introduced above are algebraic structures (non-empty sets with operations on them which we refer to as *algebraic operations*) and

\[
E : A \rightarrow X
\]

is a homomorphism.

In this paper we assume that the algebraic structure \( A \) is finite. This is not really essential for our analysis, many observations are relevant for the infinite case as well, but handling probability distributions (that is, random elements) on infinite sets is beyond the scope of the present paper.

We discuss a class of potential attacks on homomorphic encryption which are based on a simple but fundamental fact of algebra: a map

\[
E : A \rightarrow B
\]

of algebraic structures of the same type is a homomorphism if and only if its graph

\[
\Gamma(E) = \{(a, E(a)) \mid a \in A\}
\]

is a substructure \( A \times B \), that is, closed under all algebraic operations on \( A \times B \).

Obviously, \( \Gamma(E) \) is isomorphic to \( A \). If \( A \) has rich internal configuration (has many substructures with complex interaction between them, automorphisms, etc.) so is \( \Gamma(E) \).

As it will be demonstrated in this paper using a few examples from black box algebra,
If an algebraic structure $A$ has a rich internal configuration, the graph $\Gamma(E)$ of a homomorphic encryption function $E : A \rightarrow X$ also has a rich (admittedly hidden) internal configuration, and this could make it vulnerable to a potential attack from Bob.

We suggest that,

before attempting to develop a homomorphic encryption scheme based on a particular algebraic structure $A$, the latter needs to be examined by black box theory methods -- as examples in this paper show, it could happen that all homomorphic encryption schemes on $A$ are insecure.

2. A black box attack on homomorphic encryption

As explained in Section 1, we assume that the algebraic structure $A$ of plaintexts is represented in some standard form known to Bob. In agreement with the standard language of algebra -- and with our terminology in [15] -- we shall use the words *plain element* or just *element* in place of ‘plaintext’ and *cryptoelement* in place of ‘ciphertext’.

We assume that Bob can accumulate a big dataset of cryptoelements sent from/to Alice, or intermediate results from running Alice’s programme, and that he can feed, without knowledge of Alice, cryptoelements into a computer system (the *black box*) which performs operations on them, and retain the outputs for peruse -- again without Alice’s knowledge. Bob’s aim is to compute the decryption function $E^{-1}$ in an efficient way, that is, in probabilistic time polynomial in terms of the lengths of plain elements and cryptoelements involved.

This setup can be described as a *black box algebraic structure* and is defined axiomatically in Section 2.1.

2.1. Axiomatic description of black box algebraic structures. A *black box algebraic structure* $X$ is a black box (or an oracle, or a device, or an algorithm) operating with 0–1 strings of uniform length which encrypt (not necessarily in a unique way) elements of some algebraic structure $A$.

In algorithms described in this paper, we have to build new black boxes (frequently for the same algebraic structure) from existing ones and work with several black box structures at once. For that reason we specify the functionality of a family $\mathcal{X}$ of black boxes $X$ by the following axioms.

**BB1** Each $X$ produces cryptoelements as strings of fixed length $l(X)$ (which depends on $X$) encrypting random (almost) uniformly distributed elements from some algebraic structure $A$; this is done in probabilistic time polynomial in $l(X)$.

**BB2** Each $X$ computes, in probabilistic time polynomial in $l(X)$, cryptoelements encrypting the outputs of algebraic operations applied to given cryptoelements.

**BB3** Each $X$ decides, in probabilistic time polynomial in $l(X)$, whether two cryptoelements encrypt the same element in $A$.

We shall say in this situation that a black box $X$ *encrypts* the algebraic structure $A$. 

So far, it appears that only finite groups, fields, rings, and, very recently, projective planes (in our paper [15]) got a black box treatment.

Black box algebraic structures had been introduced by Babai and Szemerédi [9] in the special case of groups as an idealized setting for randomized algorithms for solving permutation and matrix group problems in computational group theory. Our Axioms BB1–BB3 is a slight modification – and generalisation to arbitrary algebraic structures – of their original axioms. Black box groups have proved to be very useful in computational group theory.

In case of finite fields, the concept of a black box field can be traced back to Lenstra Jr [53], Boneh [13], and Boneh and Lipton [12], and in case of rings – to Arvind [4].

2.2. Construction of new black boxes. An example of a new black box algebraic structure built from old ones is a direct product $X \times Y$ of two black box structures $X$ and $Y$ encrypting algebraic structures $A$ and $B$, correspondingly; its cryptoelements are pairs $(x, y)$ with components being cryptoelements independently produced by $X$ and $Y$, correspondingly, and operations performed componentwise by the two black boxes.

A homomorphic image $Y$ of the black box $X$ under a homomorphism $\alpha : X \rightarrow Y$ can be seen as having the same strings as $X$ and the same algebraic operations but a redefined equality relation (a ‘congruence” in terminology of abstract algebra) $y_1 \equiv_Y y_2$ with the property that $y_1 \equiv_Y y_2 \iff \alpha(y_1) = \alpha(y_2)$;

this explains why Axiom BB3 is useful.

The reader will find in this paper a variety of other black box constructions.

2.3. Black boxes associated with homomorphic encryption. Returning to the homomorphic encryption setup, we see that $A$ can be seen as the set of plain elements, and $X$ as the set of cryptoelements, and the encryption function $E$ as an isomorphism $E : A \rightarrow X$.

Supply of random cryptoelements from $X$ postulated in Axiom BB1 can be achieved by sampling a big dataset of cryptoelements provided by Alice, or computed on request from Alice. The computer system controlled by Bob performs algebraic operations referred to in Axiom BB2.

Axiom BB3 is redundant under the assumption that $E : A \rightarrow X$ is a bijection, but gives us more freedom to construct new black boxes, for example, homomorphic images of $X$. It could also be useful for handling another quite possible scenario: For Alice, the cost of computing homomorphisms $E$ and $E^{-1}$ could be higher than the price charged by Bob for processing cryptoelements. In that case, it could be cheaper to transfer initial data to Bob (in encrypted form) and ask Bob to run a computer programme which uses the black box but does not send intermediate values back to Alice and returns to Alice only the final result. In that case, it becomes almost inevitable to have, among operation done by the black box, comparing the values of two cryptoelements – thus making Axiom BB3 necessary for the description of the black box.

2.4. Bob’s attack. As we have already explained, we can assume that Bob knows the algebraic structure $A$. 
Bob’s aim is to find an algorithm which works in probabilistic time polynomial in $l(X)$ and maps cryptoelements from $X$ to elements in $A$ and vice versa while preserving the algebraic operations on $X$ and $A$. In our terminology (see Section 4.1), this means solving the **constructive recognition problem** for $X$, that is, finding efficient isomorphisms

\[
\alpha : X \rightarrow A \\
\beta : A \rightarrow X
\]

such that $\alpha \circ \beta$ is the identity map on $A$.

Here and in the rest of the paper, “efficient” means “computable in probabilistic time polynomial in the input length”.

Assume that Bob solved the constructive recognition problem and can efficiently compute $\alpha$ and $\beta$.

Alice’s encryption function is a map $E : A \rightarrow X$; the composition $\delta = \alpha \circ E$ is an automorphism of $A$. Therefore Bob reads not Alice’s plaintexts $a \in A$, but their images $\delta(a) = \alpha(E(a))$ under an automorphism $\delta$ of $A$ still unknown to him.

This means that

**solving the constructive recognition problem for $X$ reduces the problem of inverting the encryption homomorphism $E : A \rightarrow X$ to a much simpler problem of inverting the automorphism $\delta : A \rightarrow A$.**

We are again in the situation of homomorphic encryption, but this time the sets of plaintexts and ciphertexts are the same. One would expect that this encryption is easier to break. For example, if Bob can guess the plaintexts of a few cryptoelements, and if the automorphism group Aut $A$ of $A$ is well understood, computation of $\delta$ and $\delta^{-1}$ could be a more accessible problem than the constructive recognition for $X$. For example, automorphism groups of finite fields are very small, and in that case $\delta^{-1}$ can be found by direct inspection.

As soon as $\delta^{-1}$ is known, Bob knows

\[
E^{-1} = \delta^{-1} \circ \alpha
\]

and can decrypt everything.

Moreover, the map $E$ is also known:

\[
E = \beta \circ \delta,
\]

and allows Bob to return to Alice cryptoelements which encrypt plaintexts of Bob’s choice.

We suggest that this approach to analysis of homomorphic encryption is useful because it opens up connections to black box algebra. Indeed the theory of black box structures is reasonably well developed for groups and fields, and its methods could provide insight into assessment of security of other algebraic structures if any are proposed for use in homomorphic encryption.

In Sections 3 and 5 (the latter is based on our papers [15, 21]), we give an example of how this perhaps could be done.
3. Black box fields

We define black box fields as a special case of black box algebraic structure, and invite the reader to compare our exposition with [13]. Notice that we slightly generalize the definition of a black box field given in [13, 56] by removing the assumption that the characteristic of the field is known.

A black box (finite) field $K$ is an oracle or an algorithm operating on 0-1 strings of uniform length (input length) which encrypts some finite field $F$. The oracle can compute $x + y$, $xy$, and $x^{-1}$ (the latter for $x \neq 0$ and decide whether $x = y$ for any strings $x, y \in K$. If the characteristic $p$ of $K$ is known then we say that $K$ is a black box field of known characteristic $p$. We refer the reader to [13, 56] for more details on black box fields of known characteristic and their applications to cryptography.

Maurer and Raub [56] proved that a construction of an isomorphism and its inverse between a black box field $K$ of known characteristic $p$ and an explicitly given field $F_p^n$ is reducible in polynomial time to the same problem for the prime subfield in $K$ and the field $F_p$.

Using our terminology, their proof can be reformulated to yield the following result.

**Theorem 3.1.** Let $K$ be a black box field of known characteristic $p$ encrypting an explicitly given finite field $F_p^n$ and $K_0$ the prime subfield of $K$. Then the problem of finding efficient two way isomorphisms between $K$ and $F_p^n$ can be efficiently reduced to the same problem for $K_0$ and $F_p$. In particular,

- an isomorphism
  
  $K_0 \rightarrow F_p$

  can be extended in time polynomial in the input length $l(K)$ to a probabilistic polynomial in $l(K)$ time isomorphism

  $K \rightarrow F_p^n$;

- there exists an isomorphism $F_p^n \rightarrow K$ computable in polynomial in $l(K)$ time.

If char $K = p$ and $p$ is known, we can easily find an isomorphism $F_p \rightarrow K_0$. Indeed, the standard representation of $F_p$ is

$$F_p = \mathbb{Z}/p\mathbb{Z}$$

and elements of $F_p$ are represented by integers

$$0, 1, 2, \ldots, p - 1,$$

coset representatives of $p\mathbb{Z}$ in the additive group $\mathbb{Z}$. Let $1$ be the unit in $K_0$, then the map

$$n \mapsto 1 + 1 + \cdots + 1 \ (n \text{ times})$$

is a desired isomorphism $F_p \rightarrow K_0$; it is computable in linear in $\log p$ time by the classical double-and-add method.

The existence of the reverse isomorphism $F_p \leftarrow K_0$ would follow from a solution of the discrete logarithm problem in $K_0$. In particular, this means that

for small primes $p$, for every black box field $K$ of order $p^n$

there is a probabilistic polynomial in $n \log p$ time isomorphism to an explicitly given field $F_p^n$. }
This means that, for small primes $p$, there are no secure homomorphic encryption schemes based on finite fields of characteristic $p$.

4. Black box groups

In various classes of black box problems for groups the isomorphism type of the encrypted group $A$ could be known in advance or unknown.

Some of the problems arising in relation to black box groups could be formulated in a wider context of arbitrary algebraic structures.

4.1. Black box problems for algebraic structures. Given a black box algebraic structure $X$, we usually deal with one of the following problems and wish to find solution in probabilistic polynomial in $l(X)$ time.

A. Verification problem. Is $X$ isomorphic to the structure $A$ given is some explicit form?

B. Identification problem. Determine, with the given degree of certainty, the isomorphism type of $X$, that is, find an algebraic structure $A$ given in some explicit form and such that $X$ encrypts a structure $B$ isomorphic to $A$.

C. Constructive recognition. Find isomorphisms

$$X \leftrightarrow A$$

between $X$ and an explicitly given algebraic structure $A$ computable in probabilistic time polynomial in $l(X)$.

4.2. Structure recovery. The following problem is specific for groups, it could be seen as a weaker form of constructive recognition for a wide class of simple groups.

D. Structure recovery. Suppose that a black box group $X$ encrypts a concrete and explicitly given group $G$ of Lie type (for example, a classical matrix group) over an explicitly given finite field $\mathbb{F}_q$. To achieve a structure recovery in $X$ means to construct, in probabilistic polynomial in $l(X)$ time,

- a black box field $K$ encrypting $\mathbb{F}_q$, and
- probabilistic polynomial time isomorphisms

$$\Psi : G(K) \rightarrow X$$

and

$$\Psi^{-1} : X \rightarrow G(K).$$

Structure recovery plays crucial role in algorithms developed in the proof of Theorems [5.1 and 5.2].

4.3. Monte–Carlo and Las Vegas. By the nature of our axioms, all algorithms for black box algebraic structures as randomized objects (and, in particular, all expected solutions for problems A – D above) are probabilistic Monte-Carlo algorithms.

Recall that a Monte-Carlo algorithm is a randomized algorithm which gives a correct output to a decision problem with probability strictly bigger than $\frac{1}{2}$. The probability of having incorrect output can be made arbitrarily small by running the algorithm sufficiently many times. A special case of Monte–Carlo algorithms is a Las Vegas algorithm which either outputs a correct answer or reports failure. A detailed comparison of Monte–Carlo and Las Vegas algorithms, both from practical and theoretical point, can be found in [6].
In the case of black box groups, many algorithms can be made Las Vegas under some additional information about the encrypted group.

4.4. **Examples of black box groups.** As we have already explained in Section 2.4, theory of black box groups, as better developed, could serve as a paradigm for study of security of homomorphic encryption. There are two older areas where black box groups appear:

4.4.1. *The Miller-Rabin primality test.* As explained in [14], the celebrated Miller-Rabin primality test [68] amounts to treating the multiplicative group \((\mathbb{Z}/n\mathbb{Z})^*\) as a black box \(X\) (with random elements produced by a random numbers generator) and testing whether \(X\) encrypts the cyclic group \(\mathbb{Z}_{n-1}\); if the answer is \(NO\), \(n\) is not a prime number.

The Miller-Rabin primality test is an archetypal black box verification problem.

4.4.2. *Matrix groups.* An important example of a black box group is provided by a group \(G\) generated in an ambient matrix group \(\text{GL}_n(\mathbb{F}_{p^k})\) by several matrices \(g_1, \ldots, g_l\) [49]. The Babai’s algorithm [5] or a much more efficient product replacement algorithm [30] produces a sample of (almost) independent elements from a distribution on \(G\) which is close to the uniform distribution – see a discussion and further development in [8, 38, 63, 64, 65]. We can, of course, multiply, invert, compare matrices. Therefore the computer routines for these operations together with the sampling of the product replacement algorithm run on the tuple of generators \((g_1, \ldots, g_l)\) can be viewed as a black box \(X\) encrypting the group \(G\). The group \(G\) could be unknown—in which case we are interested in its isomorphism type—or its isomorphism type could be known, as it happens in a variety of other black box problems.

So matrix groups provide a variety of problems of every class – from verification to constructive recognition.

Translated into the homomorphic encryption context, recognition of matrix groups becomes a problem of recovery of Alice’s secret homomorphism

\[ E : A \rightarrow \text{GL}_n(\mathbb{F}_{p^k}) \]

(a representation of \(A\), in terminology of representation theory of groups). From the cryptographic point of view, this problem is mostly of theoretical interest because the cost of computing the homomorphisms \(E\) and \(E^{-1}\) is likely to be incomparably higher than the cost of matrix operation in \(\text{GL}_n(\mathbb{F}_{p^k})\).

There is considerable literature on black box matrix groups, here is a list: [3, 7, 10, 11, 13, 17, 18, 19, 20, 22, 23, 24, 25, 26, 27, 28, 29, 31, 32, 33, 34, 35, 41, 42, 43, 44, 45, 46, 47, 50, 51, 52, 53, 54, 55, 57, 58, 59, 60, 61, 62, 66, 73, 74]. Most of these works are conditional on the assumption that the Discrete Logarithm Problem can be solved in the field \(\text{GL}_n(\mathbb{F}_{p^k})\); many of them also assume the availability of the so-called \(\text{SL}_2\)-Oracle which, given a subgroup \(L\) in \(\text{GL}_n(\mathbb{F}_{p^k})\) isomorphic to \(\text{SL}_2(\mathbb{F}_{p^l})\), constructs an isomorphism between \(L\) and \(\text{SL}_2(\mathbb{F}_{p^l})\).

Our approach to black box groups was developed for solving some harder problems in matrix groups recognition without use of the Discrete Logarithm and \(\text{SL}_2\)-Oracles [15, 21]. Moreover, our paper [15] eliminates the need for \(\text{SL}_2\)-Oracle in the study of black box matrix groups.
When working on our paper [15], we discovered that the homomorphic encryption context sheds new light on, and allows to clarify, the nature of the key concepts in the black box group theory—this is what we discuss in this paper.

5. TWO BLACK BOX GROUPS

Two procedures described in Theorems 5.1 and 5.2 below are reformulations of principal results of papers [21] and [15] in a homomorphic encryption setup. In our discussion, they demonstrate the depth of structural analysis involved and suggest that a similarly deep but revealing structural theory can be developed for other algebraic structures if they are sufficiently rich for use in homomorphic encryption. Also, it is worth noting that the procedures do not use any assumptions about the encryption homomorphism $E$, the analysis is purely algebraic.

5.1. $\text{SL}_3(\mathbb{F}_q)$.

**Theorem 5.1.** Assume that Alice and Bob run a homomorphic encryption protocol based on the special linear group $A = \text{SL}_3(\mathbb{F}_q)$ (that is, the group of $3 \times 3$ matrices over $\mathbb{F}_q$ with determinant 1), $q$ odd, with Bob doing computations with cryptoelements using a black box $X$. Assume that Bob knows $A$, including the representation of the field $\mathbb{F}_q$ used by Alice.

Then:

(a) As shown in [21], Bob can solve the structure recovery problem for the black box $X$ and construct, in probabilistic polynomial in $\log q$ time,

- a black box field $K$ encrypting $\mathbb{F}_q$, and
- probabilistic polynomial in $\log q$ time isomorphisms

$$\Psi : \text{SL}_3(K) \rightarrow X$$

and

$$\Psi^{-1} : X \rightarrow \text{SL}_3(K).$$

(b) If, in addition, Bob has an algorithm for probabilistic polynomial in $\log q$ time isomorphisms between a black box field $K$ and the explicitly given field $\mathbb{F}_q$ (for example, if the characteristic of $\mathbb{F}_q$ is small, see Theorem 3.1), he gets probabilistic polynomial in $\log q$ isomorphisms $X \leftrightarrow \text{SL}_3(\mathbb{F}_q)$.

(c) Since Alice’s group $A$ is also standard $\text{SL}_3(\mathbb{F}_q)$, then, under assumptions of (b), Bob gets an image of Alice’s data transformed by an automorphism

$$\delta : \text{SL}_3(\mathbb{F}_q) \rightarrow \text{SL}_3(\mathbb{F}_q).$$

(d) Automorphisms of the group $\text{SL}_3(\mathbb{F}_q)$ are well known: every automorphism of $\text{SL}_3(\mathbb{F}_q)$ is a product of a conjugation by a matrix from $\text{GL}_3(\mathbb{F}_q)$, the inverse-transpose automorphism and a field automorphism induced by an automorphism of the field $\mathbb{F}_q$. Therefore if Bob can run a few instances of known plaintexts attacks against Alice, he can compute the automorphism $\delta$ and after that read plaintexts of all Alice’s cryptoelements.

(e) Moreover, under assumptions of (b) and (d), Bob can compute the inverse of $\delta$ and pass to Alice, as answers to Alice’s requests, values of his choice.
5.2. A more sophisticated example: $\text{PGL}_2(\mathbb{F}_q)$.

**Theorem 5.2.** Assume that Alice and Bob run a homomorphic encryption protocol over the group $A = \text{PGL}_2(\mathbb{F}_q)$, $q$ odd, with Bob doing computations with cryptoelements using a black box $X$. Assume that Bob knows $A$, including the representation of the field $\mathbb{F}_q$ used by Alice.

Then:

(a) As shown in [15], Bob can solve the structure recovery problem for the black box $X$ and construct, in probabilistic polynomial in $\log q$ time,
- a black box field $K$ encrypting $\mathbb{F}_q$, and
- probabilistic polynomial time isomorphisms
  \[
  \Psi : \text{SO}_3(K) \longrightarrow X
  \]
  and
  \[
  \Psi^{-1} : X \longrightarrow \text{SO}_3(K).
  \]

(b) If, in addition, Bob has an algorithm for probabilistic polynomial in $\log q$ time, isomorphisms between a black box field $K$ and the explicitly given field $\mathbb{F}_q$ (for example, if the characteristic of $\mathbb{F}_q$ is small, see Theorem 3.1), he gets two ways probabilistic polynomial in $\log q$ isomorphisms $X \leftrightarrow \text{SO}_3(\mathbb{F}_q)$.

(b') The Alice’s group $A = \text{PGL}_2(\mathbb{F}_q)$ and the group $\text{SO}_3(\mathbb{F}_q)$ are isomorphic, but have different representations: $\text{PGL}_2(\mathbb{F}_q)$ by $2 \times 2$ projective matrices, $\text{SO}_3(\mathbb{F}_q)$ by $3 \times 3$ matrices over $\mathbb{F}_q$. But computing efficient deterministic isomorphisms $\text{SO}_3(\mathbb{F}_q) \leftrightarrow \text{PGL}_2(\mathbb{F}_q)$ is a simple problem of linear algebra.

(c) Since Alice’s group $A$ is an explicitly given $\text{PGL}_2(\mathbb{F}_q)$, then, under assumptions of (b), Bob gets an image of Alice’s data transformed by an automorphism
  \[
  \delta : \text{PGL}_2(\mathbb{F}_q) \longrightarrow \text{PGL}_2(\mathbb{F}_q).
  \]

(d) Automorphisms of the group $\text{PGL}_2(\mathbb{F}_q)$ are well known: every automorphism of $\text{PGL}_2(\mathbb{F}_q)$ is a product of a conjugation by a matrix from $\text{GL}_2(\mathbb{F}_q)$ and a field automorphism induced by an automorphism of the field $\mathbb{F}_q$. Therefore if Bob can run a few instances of known plaintexts attacks against Alice, he can compute the automorphism $\delta$ and after that read plaintexts of all Alice’s cryptoelements.

(e) Moreover, under assumptions of (b) and (d), Bob can compute the inverse of $\delta$ and pass to Alice, as answers to Alice’s requests, values of his choice.

5.3. **Black box projective planes.** An interesting stage in proofs of Theorems 5.1 and 5.2 is construction of a black box projective plane $P$, a structure with two sorts of elements, points and lines, and with two partial operations performed by a black box: computing the line $p \lor q$ incident to two distinct points $p \neq q$, and computing the point $m \land n$ incident to two distinct lines $m \neq n$. The black box field $K$ is obtained by coordinatization of the projective plane $P$, and the action of $X$ on $P$ by collineations (again, performed by a black box) produces, in appropriately chosen projective coordinates on $P$, the homomorphisms $X \longrightarrow \text{PGL}_3(K)$ which have images $\text{PSL}_3(K)$ and $\text{SO}_3(K)$, when $X$ encrypts $\text{SL}_3(\mathbb{F})$ and $\text{PGL}_2(\mathbb{F})$, respectively. The map $X \longrightarrow \text{PSL}_3(K)$ is then lifted to $X \longrightarrow \text{SL}_3(K)$.

The ways how the projective plane $P$ is constructed are very different in the two theorems; in particular, the projective plane of Theorem 5.2 has an additional
operation (performed by a black box): polarity, an involution which sends points to lines and lines to points while preserving the incidence relation. This polarity is invariant under the action by \(X\), which forces \(X\) to be an orthogonal group in dimension 3.

5.4. **Discussion.** Points (d) and (e) in Theorems 5.1 and 5.2 above look as serious vulnerabilities of homomorphic encryptions of \(\text{PGL}_2(\mathbb{F}_q)\) and \(\text{SL}_3(\mathbb{F}_q)\).

We come to conclusion that homomorphic encryption of groups \(\text{PGL}_2(\mathbb{F}_q)\) and \(\text{SL}_3(\mathbb{F}_q)\) is no more secure than homomorphic encryption of the field \(\mathbb{F}_q\). As a consequence of Theorem 5.1 homomorphic encryption of \(\text{PGL}_2(\mathbb{F}_q)\) and \(\text{SL}_3(\mathbb{F}_q)\) for \(q = p^k\) does not survive a known plaintext attack when the prime \(p > 2\) is small.

One of the reasons why the groups \(\text{PGL}_2(\mathbb{F}_q)\) and \(\text{SL}_3(\mathbb{F}_q)\) happened to be vulnerable is that they have rich internal structure which allows us to build new black boxes and carry our sophisticated algebraic constructions. We believe that the same applies to all classical matrix groups:

**Conjecture 5.3.** Theorems 5.1 and 5.2 remains true if we replace groups \(\text{SL}_3(\mathbb{F}_q)\) and \(\text{PGL}_2(\mathbb{F}_q)\) by any classical matrix group of dimension \(n\) over \(\mathbb{F}_q\) – with the only difference that algorithms which reduce an attack on encryption of a group to a similar attack on encryption of a field have complexity polynomial in \(n \log q\).

We have already achieved significant progress towards a proof of this conjecture. Theorems 5.1 and 5.2 serve as a basis of induction on \(n\).

This allows us to formulate a more general conclusion:

**Conjecture 5.4.** Homomorphic encryption of classical matrix groups over finite fields is not safer than homomorphic encryption of their underlying fields.

6. **Morphisms and protomorphisms**

In this section we explain some crucial ideas behind the proof of Theorems 5.1 and 5.2 in particular, we give examples where graphs of homomorphisms are treated as (black box) groups – we emphasised this point in Section 1.

6.1. **Morphisms.** For a black box group \(X\) encrypting a group \(G\), the *canonical projection* \(\pi_X : X \rightarrow G\) maps every cryptoelement in \(X\) to the corresponding element in \(G\). We are not making any assumptions about the feasibility of computing this map in practice.

Given two black boxes \(X\) and \(Y\) encrypting finite groups \(G\) and \(H\), respectively, we say that a map \(\zeta\) which assigns cryptoelements from \(X\) to cryptoelements from \(Y\) is a *morphism* of black box groups, if

- the map \(\zeta\) is computable in probabilistic time polynomial in \(l(X)\) and \(l(Y)\), and
- there is a homomorphism \(\phi : G \rightarrow H\) such that the following diagram is commutative:

\[
\begin{array}{ccc}
X & \xrightarrow{\zeta} & Y \\
\downarrow{\pi_X} & & \downarrow{\pi_Y} \\
G & \xrightarrow{\phi} & H
\end{array}
\]
where $\pi_X, \pi_Y$ are the canonical projections of $X$ and $Y$ onto $G$ and $H$, respectively.

We shall say in this situation that a morphism $\zeta$ encrypts the homomorphism $\phi$.

To give one example, morphisms arise naturally when a black box group $X$ is given by a generating set of cryptoelements and we replace a generating set for the black box group $X$ by a more convenient one and start sampling the product replacement algorithm for the new generating set; in fact, we replace a black box for $X$ and deal with a morphism $Y \to X$ from the new black box $Y$ into $X$.

We say that a morphism $\zeta$ is an embedding, or an epimorphism, etc., if $\phi$ has these properties. Dotted arrows are reserved for abstract (that is, unknown, or of unknown complexity) homomorphisms, including natural projections

$$X \xrightarrow{\pi_X} \pi(X);$$

the latter are not necessarily morphisms, since, by the very nature of black box problems, we are not given an efficient procedure for constructing the projection of a black box onto the (explicitly given) group it encrypts.

6.2. Black box subgroups. If we have an embedding of black box groups $Y \to X$, we shall say that $Y$ is a subgroup of $X$.

In our papers [15, 21], black box subgroups are constructed in one of the following ways:

- We generate $Y$ by some cryptoelements $y_1, \ldots, y_m \in X$ and use some version of the product replacement algorithm [30] for random sampling.
- Given black box subgroups $Y_1, \ldots, Y_k$ in $X$, we generate a subgroup
  $$Y = \langle Y_1, \ldots, Y_k \rangle$$
  by taking generating sets in $Y_i$ and combining them into a generating set in $Y$.
- $Y$ is the centralizer in $X$ of an involution or a proto-involution in the sense of Section 5.5 when we apply the procedure described in [14] to “populate” $Y$ and eventually find a generating set for $Y$.

6.3. Morphisms as black box groups. We recall again that a map

$$G \xrightarrow{\phi} H$$

from a group to a group is a homomorphism of groups if and only if its graph

$$F = \{(g, \phi(g)) : g \in G\}$$

is a subgroup of $G \times H$.

Recall construction of direct products of black boxes (Section 2.2): if $X$ encrypts $G$ and $Y$ encrypts $H$ then the black box $X \times Y$ produces pairs of cryptoelements $(x, y)$ by sampling $X$ and $Y$ independently, with operations carried out componentwise in $X$ and $Y$; of course, $X \times Y$ encrypts $G \times H$.

This allows us to treat a morphism

$$X \xrightarrow{\zeta} Y$$

of black box groups as a black box subgroup $Z \to X \times Y$ encrypting $F$:

$$Z = \{(x, \zeta(x)) : x \in X\}$$
with the natural projection
\[
\pi_Z : Z \to F,
\]
\[
(x, \zeta(x)) \mapsto (\pi_X(x), \phi(\pi_X(x))).
\]

In practice it means that we can find cryptoelements \(x_1, \ldots, x_k\) generating \(X\) with known images \(y_1 = \zeta(x_1), \ldots, y_k = \zeta(x_k)\) in \(Y\) and then use the product replacement algorithm to run a black box for the subgroup
\[
Z = \langle (x_1, y_1), \ldots, (x_k, y_k) \rangle \subseteq X \times Y
\]
which is of course exactly the graph \(\{(x, \zeta(x))\}\) of the homomorphism \(\zeta\). Random sampling of the black box \(Z\) returns cryptoelements \(x \in X\) with their images \(\zeta(x) \in Y\) already attached.

6.4. **Protomorphisms.** Let \(X\) and \(Y\) be two black box groups encrypting \(G\) and \(H\), respectively, and \(\pi\) the canonical projection of \(X \times Y\) onto \(G \times H\). A **protomorphism** \(Z\) between black box groups \(X\) and \(Y\) is a black box subgroup \(Z < X \times Y\) such that \(\pi(Z)\) is the graph of a homomorphism from \(G\) to \(H\) or from \(H\) to \(G\)—the direction of homomorphism is not set here. We say that \(Z\) **encrypts** this homomorphism.

We frequently construct new black boxes from the given ones, and in these constructions cryptoelements in \(X\) act as pointers to other black boxes. Therefore it is convenient to think of elements of black boxes as other black boxes—the same way as in the ZF set theory all objects are sets, with some sets being elements of others. A projective plane constructed in \[15\] provides a good example: it could be seen as consisting of points and lines, where a “line” is a black box that produces random “points” on this line and a “point” is a black box that produces random “lines” passing through this point.

In a black box group \(X\), it is frequently useful to associate with an element encrypted by a cryptoelement \(x \in X\) a black box for the graph of a specific homomorphism, namely, the conjugation by \(x\), viewed as a subgroup of the direct product \(X \times X\), the latter provided with group operations and equality relation in the obvious way:
\[
C_x = \{(y, y^x) : y \in X\}.
\]
Treating a homomorphism \(X \to Y\) of black box groups \(X\) and \(Y\) as a black box subgroup in their direct product \(X \times Y\) has happened to be an effective way of working with automorphisms of black box groups, as can be seen, for example, in “reification of involutions”, see Section \[6.5\] more detail can be found in \[15\].

6.5. **Amalgamation of local proto-involutions.** Let \(X\) be a black box group encrypting a group \(G\). Expanding the terminology from the previous section, a proto-involution \(F\) on \(X\) is a black box subgroup \(F < X \times X\) for the graph of an involutive automorphism of \(X\).

Assume that black box subgroups \(Y_1, \ldots, Y_k\) in \(X\) are encrypting, respectively, subgroups \(H_1, \ldots, H_k\) in \(G\), and assume that \(\langle H_1, \ldots, H_k \rangle = G\). Assume that \(\phi_1, \ldots, \phi_k\) are involutive automorphisms of subgroups \(H_1, \ldots, H_k\), respectively, and \(F_i\) are proto-involutions on \(Y_i\) encrypting \(\phi_i\), \(i = 1, \ldots, k\). We say that the system of proto-involutions \(F_1, \ldots, F_k\) is **consistent** if there exists an automorphism \(\phi\) of \(G\) such that \(\phi_i = \phi |_{H_i}\) for all \(i = 1, \ldots, k\).
Theorem 6.1 (Amalgamation of local proto-involutions). If $F_1, \ldots, F_k$ is a consistent system of proto-involutions on black box subgroups $Y_1, \ldots, Y_k$ of $X$, then

$$ F = \langle F_1, \ldots, F_k \rangle $$

is a proto-involution on $X$.

Proof. The proof is self-evident. \hfill \Box

We shall call $F$ the amalgam of proto-involutions $F_1, \ldots, F_k$.

6.6. Reification. Theorem 6.1 was systematically used in proofs of Theorems 5.1 and 5.2. It was very useful because proto-involutions can be converted into actual involutions, that is, cryptoelements in $X$:

Theorem 6.2 (Reification Theorem, [15]). Let $X$ be a black box groups encrypting a simple group $G$ of Lie type and odd characteristic. Assume that $F$ is a proto-involution on $X$ encrypting an involutive internal automorphism of $G$ induced by some (unknown to us) involution $t \in G$. Then we can construct, in probabilistic time polynomial in $l(X)$, an involution $t \in X$ encrypting $t$.

This is an example of the technique borrowed from the computer science and known as reification. According to a widely accepted description,

Reification is the process by which an abstract idea about a computer program is turned into an explicit data model or other object created in a programming language. A computable/addressable object – a resource – is created in a system as a proxy for a non computable/addressable object.

In Theorem 6.2 a proto-involution is a proxy object used for a construction of a specific object, a string in $X$ encrypting an involution with specified properties. Black box projective planes and fields mentioned in Section 5 are also proxies. The power of abstract algebra is in its ability to define, when necessary, new algebraic structures; the black box algebra efficiently constructs, when necessary, proxy structures represented by new black boxes which use given black boxes for computational engines.

6.7. Augmentation of a black box group by a proto-involution. Semidirect products of black box groups arise in a situation when we have two black box group $X$ and $Y$ and a polynomial time in $l(X)$ and $l(Y)$ procedure for the action of $Y$ on $X$ by automorphisms,

$$ X \times Y \rightarrow X $$

$$(x, y) \mapsto x^y. $$

Then the semidirect product $X \rtimes Y$ is defined, in the usual way, as the set of pairs $X \times Y$ with multiplication

$$(x_1, y_1) \circ (x_2, y_2) := \left( x_1 x_2^{-1} y_1 y_2 \right).$$

The following theorem is very simple and very useful; it provides an “external” version of reification of involutions, compare with Theorem 6.2.
Theorem 6.3 (Augmentation of a black box group by a proto-involution). If $F < X \times X$ is a proto-involution on $X$ representing an involutive automorphism $\phi$ on $G$, we can construct an involutive automorphism $\phi$ of $F$ by setting 

$$\phi: (x, x') \mapsto (x', x)$$

for $(x, x') \in F$.

Then the semidirect product $F \rtimes \{1, \phi\}$ is a black box encrypting $G \rtimes \langle \phi \rangle$.

Theorems 6.1 and 6.3 can be generalized, with appropriate modification of definitions, to automorphisms of arbitrary order. They demonstrate the power of the simple principle: in homomorphic encryption, the graph of an encrypted homomorphism might have a sophisticated internal structure which provides a window of opportunity for its cryptoanalysis.

Acknowledgements

This paper—and other papers in our project—would have never been written if the authors did not enjoy the warm hospitality offered to them at the Nesin Mathematics Village in Şirince, Izmir Province, Turkey, in Summers of 2011–17 as part of their Research in Pairs programme; our thanks go to Ali Nesin and to all volunteers, staff, and students who have made the Village a mathematical paradise.

We thank Adrien Deloro for many fruitful discussions, in Şirince and elsewhere, and Jeff Burdges for reading an earlier version of this paper and making several useful suggestions. Alexander Konovalov and Chris Stephenson helped us to clarify links with the computer science.

Our work was partially supported by the Marie Curie FP7 Initial Training Network MALOA (PITN-GA-2008-MALOA no. 238381), by CoDiMa (CCP in the area of Computational Discrete Mathematics; EPSRC grant EP/M022641/1) and by The Dame Kathleen Ollerenshaw Trust.

In the project, we were using the GAP software package by The GAP Group, GAP—Groups, Algorithms, and Programming, Version 4.8.7; 2017 (http://www.gap-system.org).

We gratefully acknowledge the use of Paul Taylor’s Commutative Diagrams package, http://www.paultaylor.eu/diagrams/.

References

[1] A. Abbas, H. Aksu, A. S. Uluagac, and Conti M., A survey on homomorphic encryption schemes: Theory and implementation, CoRR abs/1704.03578 (2017).
[2] C. Aguilar-Melchor, S. Fan, C. Fontaine, G. Gogniat, and R. Sirdey, Recent advances in homomorphic encryption: a possible future for signal processing in the encrypted domain, IEEE Signal Processing Magazine 30 (2013), no. 2, 108–117.
[3] C. Altseimer and A. V. Borovik, Probabilistic recognition of orthogonal and symplectic groups, Groups and Computation III (W. M. Kantor and Á. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 1–20; Corrections: math.GR/0110234.
[4] V. Arvind, B. Das, and P. Mukhopadhyay, The complexity of black-box ring problems, Computing and combinatorics, Lecture Notes in Comput. Sci., vol. 4112, Springer, Berlin, 2006, pp. 126–135.
[5] L. Babai, Local expansion of vertex-transitive graphs and random generation in finite groups, Proc. ACM Symp. on Theory of Computing (1991), 164–174.
[6] Babai, Randomization in group algorithms: conceptual questions, Groups and Computation II (L. Finkelstein and W. M. Kantor, eds.), DIMACS Ser. Discrete Math. Theoret. Comput. Sci., vol. 28, Amer. Math. Soc., Providence, RI, 1997, pp. 1–17.
[7] L. Babai, W. M. Kantor, P. P. Pálfy, and Á. Seress, Black-box recognition of finite simple groups of Lie type by statistics of element orders, J. Group Theory 5 (2002), no. 4, 383–401.
[8] L. Babai and I. Pak, *Strong bias of group generators: an obstacle to the “product replacement algorithm”*, J. Algorithms 50 (2004), no. 2, 215–231. SODA 2000 special issue.

[9] L. Babai and E. Szemerédi, *On the complexity of matrix group problems*, Proc. 25th IEEE Sympos. Foundations Comp. Sci. (1984), 229–240.

[10] R. Beals, *Towards polynomial time algorithms for matrix groups*, Groups and Computation II (L. Finkelstein and W. M. Kantor, eds.), DIMACS Ser. Discrete Math. Theoret. Comput. Sci., vol. 28, Amer. Math. Soc., Providence, RI, 1997, pp. 31–54.

[11] R. Beals, C. R. Leedham-Green, A. C. Niemeyer, C. E. Praeger, and Á. Seress, *Constructive recognition of finite alternating and symmetric groups acting as matrix groups on their natural permutation modules*, J. Algebra 292 (2005), no. 1, 4–46.

[12] D. Boneh and R. J. Lipton, *Searching for elements in black box fields and applications*, In Advances in Cryptology-Crypto96, LNCS1109, Springer-Verlag, 1996, pp. 283–297.

[13] D. Boneh and R. J. Lipton, *Algorithms for black-box fields and their application to cryptography*, Advances in Cryptology CRYPTO 96 (Neal Koblitz, ed.), Lecture Notes in Computer Science, vol. 1109, Springer Berlin Heidelberg, 1996, pp. 283–297 (English).

[14] A. V. Borovik, *Centralisers of involutions in black box groups*, Computational and statistical group theory (Las Vegas, NV/Hoboken, NJ, 2001), Contemp. Math., vol. 298, Amer. Math. Soc., Providence, RI, 2002, pp. 7–20.

[15] A. V. Borovik and Ş. Yalçinkaya, *Adjoint representations of black box groups $PSL_2(F_q)$*, arXiv:1502.06374.

[16] A. V. Borovik and Ş. Yalçinkaya, *New approaches in black box group theory*, Mathematical Software – ICMS 2014 – 4th International Congress, Seoul, South Korea, August 5–9, 2014. Proceedings, Lecture Notes in Computer Science, vol. 8592, Springer, 2014, pp. 53–58.

[17] A. V. Borovik and Ş. Yalçinkaya, *Steinberg presentations of black box classical groups in small characteristics*, arXiv:1308.2823v1.

[18] A. V. Borovik and Ş. Yalçinkaya, *Fifty shades of black*, arXiv:1308.2487.

[19] A. V. Borovik and Ş. Yalçinkaya, *Black box, white arrow*, arXiv:1404.7700v2.

[20] A. V. Borovik and Ş. Yalçinkaya, *Structural recognition of black box groups $PGL_2(F_q)$*, In preparation.

[21] P. A. Brooksbank, *A constructive recognition algorithm for the matrix group $\Omega(d,q)$*, Groups and Computation III (W. M. Kantor and Á. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 79–93.

[22] P. A. Brooksbank, *Construction of Curtis-Phan-Tits system for black box classical groups*, arXiv:1008.2823v1.

[23] P. A. Brooksbank, *Fast constructive recognition of black-box unitary groups*, LMS J. Comput. Math. 6 (2003), 162–197.

[24] P. A. Brooksbank, *Fast constructive recognition of black-box symplectic groups*, J. Algebra 320 (2008), no. 2, 885–909.

[25] P. A. Brooksbank and W. M. Kantor, *On constructive recognition of a black box $PSL(d,q)$*, Groups and Computation III (W. M. Kantor and Á. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 95–111.

[26] P. A. Brooksbank, *Fast constructive recognition of black box orthogonal groups*, J. Algebra 300 (2006), no. 1, 256–288.

[27] F. Celler and C. R. Leedham-Green, *A non-constructive recognition algorithm for the special linear and other classical groups*, Groups and Computation II (L. Finkelstein and W. M. Kantor, eds.), DIMACS Ser. Discrete Math. Theoret. Comput. Sci., vol. 28, Amer. Math. Soc., Providence, RI, 1997, pp. 1–16.

[28] F. Celler and C. R. Leedham-Green, *Generating random elements of a finite group*, Comm. Algebra 23 (1995), no. 13, 4931–4948.

[29] M. D. E. Conder and C. R. Leedham-Green, *Fast recognition of classical groups over large fields*, Groups and Computation III (Berlin) (W. M. Kantor and Á. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 113–121.

[30] M. D. E. Conder, C. R. Leedham-Green, and E. A. O’Brien, *Constructive recognition of $PSL(2,q)$*, Trans. Amer. Math. Soc. 358 (2006), no. 3, 1203–1221.
[33] G. Cooperman, L. Finkelstein, and S. Linton, *Constructive recognition of a black box group isomorphic to GL(n, 2)*, Groups and Computation II (L. Finkelstein and W. M. Kantor, eds.), DIMACS Ser. Discrete Math. Theoret. Comput. Sci., vol. 28, Amer. Math. Soc., Providence, RI, 1997, pp. 85–100.

[34] H. Dietrich, C.R. Leedham-Green, F. Lübeck, and E.A. O’Brien, *Constructive recognition of classical groups in even characteristic*, Journal of Algebra 391 (2013), 227–255.

[35] H. Dietrich, C.R. Leedham-Green, and E.A. O’Brien, *Effective black-box constructive recognition of classical groups*, Journal of Algebra 421 (2015), 460–492.

[36] James Dyer, Martin Dyer, and Jie Xu, *Practical homomorphic encryption over the integers*, CoRR abs/1702.07588 (2017).

[37] C. Fontaine and F. Galand, *A survey of homomorphic encryption for nonspecialists*, Journal of Information Security 1 (2009), 41–50.

[38] A. Gamburd and I. Pak, *Expansion of product replacement graphs*, Combinatorica 26 (2006), no. 4, 411–429.

[39] C. Gentry, *Fully homomorphic encryption using ideal lattices*, Proceedings of the Forty-first Annual ACM Symposium on Theory of Computing (New York, NY, USA), STOC ’09, ACM, 2009, pp. 169–178.

[40] C. Gentry and S. Halevi, *Implementing Gentry’s fully-homomorphic encryption scheme*, Advances in cryptology—EUROCRYPT 2011, Lecture Notes in Comput. Sci., vol. 6632, Springer, Heidelberg, 2011, pp. 129–148.

[41] D. F. Holt, C. R. Leedham-Green, E. A. O’Brien, and S. Rees, *Computing matrix group decompositions with respect to a normal subgroup*, J. Algebra 184 (1996), no. 3, 818–838.

[42] D. F. Holt and E. A. O’Brien, *Testing matrix groups for primitivity*, J. Algebra 184 (1996), no. 3, 795–817.

[43] D. F. Holt and S. Rees, *A computer-assisted analysis of some matrix groups*, J. Algebra 300 (2006), no. 1, 199–212.

[44] D. F. Holt and S. Rees, *Testing modules for irreducibility*, J. Austral. Math. Soc. Ser. A 57 (1994), no. 1, 1–16.

[45] W. M. Kantor and M. Kassabov, *Black box groups isomorphic to PGL(2, 2^e)*, J. Algebra 421 (2015), 16–26.

[46] W. M. Kantor and A. Seress, *Black box classical groups*, Mem. Amer. Math. Soc. 149 (2001), no. 708, viii+168.

[47] A. Khrennikov and E. Yurova, *Secure cloud computations: Description of (fully) homomorphic ciphers within the p-adic model of encryption*, CoRR abs/1603.07699 (2016).

[48] C. R. Leedham-Green, *The computational matrix group project*, Groups and Computation III (W. M. Kantor and A. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 229–247.

[49] C. R. Leedham-Green and E. A. O’Brien, *Recognising tensor products of matrix groups*, Internat. J. Algebra Comput. 7 (1997), no. 5, 541–559.

[50] C. R. Leedham-Green and E. A. O’Brien, *Recognising tensor-induced matrix groups*, J. Algebra 253 (2002), no. 1, 14–30.

[51] C. R. Leedham-Green and E. A. O’Brien, *Constructive recognition of classical groups in odd characteristic*, J. Algebra 322 (2009), no. 3, 833–881.

[52] H. W. Lenstra Jr., *Finding isomorphisms between finite fields*, Mathematics of Computation 56 (1991), no. 193, pp. 329–347 (English).

[53] F. Lübeck, A. C. Niemeyer, and C. E. Praeger, *Finding involutions in finite Lie type groups of odd characteristic*, J. Algebra 321 (2009), no. 11, 3397–3417.

[54] K. Magaard, E. A. O’Brien, and A. Seress, *Recognition of small dimensional representations of general linear groups*, J. Aust. Math. Soc. 85 (2008), no. 2, 229–250.

[55] U. Maurer and D. Raub, *Black-box extension fields and the inexistence of field-homomorphic one-way permutations*, Advances in cryptology—ASIACRYPT 2007, Lecture Notes in Comput. Sci., vol. 4833, Springer, Berlin, 2007, pp. 427–443.

[56] P. M. Neumann and C. E. Praeger, *A recognition algorithm for special linear groups*, Proc. London Math. Soc. (3) 65 (1992), no. 3, 555–603.

[57] D. F. Holt and E. A. O’Brien, *Construction of matrix groups isomorphic to PGL(n, 2)*, J. Algebra 421 (2015), 16–26.

[58] W. M. Kantor and M. Kassabov, *Black box groups isomorphic to PGL(2, 2^e)*, J. Algebra 421 (2015), 16–26.

[59] W. M. Kantor and A. Seress, *Black box classical groups*, Mem. Amer. Math. Soc. 149 (2001), no. 708, viii+168.

[60] A. Khrennikov and E. Yurova, *Secure cloud computations: Description of (fully) homomorphic ciphers within the p-adic model of encryption*, CoRR abs/1603.07699 (2016).

[61] C. R. Leedham-Green, *The computational matrix group project*, Groups and Computation III (W. M. Kantor and A. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 229–247.

[62] C. R. Leedham-Green and E. A. O’Brien, *Recognising tensor products of matrix groups*, Internat. J. Algebra Comput. 7 (1997), no. 5, 541–559.

[63] C. R. Leedham-Green and E. A. O’Brien, *Recognising tensor-induced matrix groups*, J. Algebra 253 (2002), no. 1, 14–30.

[64] C. R. Leedham-Green and E. A. O’Brien, *Constructive recognition of classical groups in odd characteristic*, J. Algebra 322 (2009), no. 3, 833–881.

[65] H. W. Lenstra Jr., *Finding isomorphisms between finite fields*, Mathematics of Computation 56 (1991), no. 193, pp. 329–347 (English).

[66] F. Lübeck, A. C. Niemeyer, and C. E. Praeger, *Finding involutions in finite Lie type groups of odd characteristic*, J. Algebra 321 (2009), no. 11, 3397–3417.

[67] K. Magaard, E. A. O’Brien, and A. Seress, *Recognition of small dimensional representations of general linear groups*, J. Aust. Math. Soc. 85 (2008), no. 2, 229–250.

[68] U. Maurer and D. Raub, *Black-box extension fields and the inexistence of field-homomorphic one-way permutations*, Advances in cryptology—ASIACRYPT 2007, Lecture Notes in Comput. Sci., vol. 4833, Springer, Berlin, 2007, pp. 427–443.

[69] P. M. Neumann and C. E. Praeger, *A recognition algorithm for special linear groups*, Proc. London Math. Soc. (3) 65 (1992), no. 3, 555–603.

[70] D. F. Holt and E. A. O’Brien, *Construction of matrix groups isomorphic to PGL(n, 2)*, J. Algebra 421 (2015), 16–26.
A. C. Niemeyer, "Constructive recognition of normalizers of small extra-special matrix groups," Internat. J. Algebra Comput. 15 (2005), no. 2, 367–394.

A. C. Niemeyer and C. E. Praeger, "Implementing a recognition algorithm for classical groups," Groups and Computation II (L. Finkelstein and W. M. Kantor, eds.), DIMACS Ser. Discrete Math. Theoret. Comput. Sci., vol. 28, Amer. Math. Soc., Providence, RI, 1997, pp. 273–296.

A. C. Niemeyer, "A recognition algorithm for classical groups over finite fields," Proc. London Math. Soc. (3) 77 (1998), no. 1, 117–169.

A. C. Niemeyer and C. E. Praeger, "Implementing a recognition algorithm for classical groups over finite fields," J. Austral. Math. Soc. Ser. A 67 (1999), no. 2, 223–253, Group theory.

I. Pak, The product replacement algorithm is polynomial, Proc. FOCS’2000, The 41st Ann. Symp. on Foundations of Comp. Sci. (2001), 476–485.

I. Pak, What do we know about the product replacement algorithm?, Groups and Computation III (W. M. Kantor and Á. Seress, eds.), Ohio State Univ. Math. Res. Inst. Publ., vol. 8, de Gruyter, Berlin, 2001, pp. 301–347.

I. Pak and A. Ūuk, On Kazhdan constants and mixing of random walks, International Mathematics Research Notices 2002 (2002), no. 36, 1891–1905.

C. W. Parker and R. A. Wilson, Recognising simplicity of black-box groups by constructing involutions and their centralisers, J. Algebra 324 (2010), no. 5, 885–915.

B. T. Prasanna and C. B. Akki, A comparative study of homomorphic and searchable encryption schemes for cloud computing, CoRR abs/1505.03263 (2015).

M. O. Rabin, Probabilistic algorithm for testing primality, J. Number Theory 12 (1980), no. 1, 128–138.

S. Rass, Blind turing-machines: Arbitrary private computations from group homomorphic encryption, CoRR abs/1312.3146 (2013).

J. Sen, Homomorphic encryption: Theory & applications, CoRR abs/1305.5886 (2013).

I. Sharma, Fully homomorphic encryption scheme with symmetric keys, CoRR abs/1310.2452 (2013).

M. Tebaa and S. El Hajji, Secure cloud computing through homomorphic encryption, CoRR abs/1409.0829 (2014).

Ş. Yalçınkaya, Black box groups, Turkish J. Math. 31 (2007), no. suppl., 171–210.

Ş. Yalçınkaya, Construction of long root $SL_2(q)$-subgroups in black-box groups, Available at arXiv, math.GR/1001.3184v1.