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Abstract  It is well known that the weak $(1, 1)$ bounds doesn’t hold for the strong
maximal operators, but it still enjoys certain weak $L \log L$ type norm inequality.
Let $\Phi_n(t) = t(1 + (\log t)^n)$ and the space $L_{\Phi_n}(\mathbb{R}^n)$ be the set of all measurable
functions on $\mathbb{R}^n$ such that $\|f\|_{L_{\Phi_n}(\mathbb{R}^n)} := \|\Phi_n(|f|)\|_{L^1(\mathbb{R}^n)} < \infty$. In this paper, we
introduce a new weak norm space $L_{\Phi_n, \infty}(\mathbb{R}^n)$, which is more larger than $L^1(\mathbb{R}^n)$
space, and establish the corresponding limiting weak type behaviors of the strong
maximal operators. As a corollary, we show that $\max \left\{ 2^{n((n - 1)!)^{-1}}, 1 \right\}$ is a lower
bound for the best constant of the $L_{\Phi_n} \to L_{\Phi_n, \infty}$ norm of the strong maximal operators.
Similar results have been extended to the multilinear strong maximal operators.

1. Introduction

As one of the two fundamental operators in Harmonic analysis, the Hardy-Littlewood
maximal operator has played very important roles in Harmonic analysis, ergodic theory
and index theory. By Lebesgue differentiation theorem, it was known that the almost
everywhere convergence property of some operators is closely related to whether their
associated maximal operators enjoy certain weak type inequalities. Let $B(x,r)$ be a ball
in $\mathbb{R}^n$, centered at $x$ with radius $r$. Recall that the Hardy-Littlewood maximal function
\begin{equation}
M(f)(x) = \sup_{r > 0} \frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y)| dy
\end{equation}
and their purpose in differentiation on $\mathbb{R}$ were introduced by Hardy and Littlewood [16],
and later extended and developed by Wiener [32] on $\mathbb{R}^n$. The famous Hardy-Littlewood-
Wierer Theorem states that $M$ is of weak $(1, 1)$ type and $L^p$ bounded for $p > 1$. Similar re-
results also hold for uncentered Hardy-Littlewood maximal operator. In particular, Grafakos
and Kinnunen [13] investigated the weak type estimates for uncentered Hardy-Littlewood
maximal operator in general measure space of dimension one.

Now, we focus our concern on the the best constants problem of Hardy-Littlewood
maximal operator. The best constants problem of weak endpoints estimates for Calderón-
Zygmund type operators has always attracted lots of attentions. For example, for $n = 1$,
Davis [10] obtained the best constant of weak-type $(1, 1)$ norm for Hilbert transform, and
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Melas [28] proved that \( \|M\|_{L^1 \to L^{1,\infty}} = \frac{11 + \sqrt{61}}{11} \). However, for \( n \geq 2 \), things become more subtle. The upper bound of \( \|M\|_{L^1 \to L^{1,\infty}} \) is determined by Stein and Stromberg [31]. It was shown that it is less than a constant multiply \( n \log n \). Since then, only tardy progress has been made. For the lower bound, it is easy to check that

\[
\lim_{\lambda \to 1^-} \lambda \left| \{ x \in \mathbb{R}^n : M(\chi_{B(0,1)})(x) > \lambda \} \right| = \|\chi_{B(0,1)}\|_{L^1(\mathbb{R}^n)}
\]

which implies that \( \|M\|_{L^1 \to L^{1,\infty}} \geq 1 \).

In 2006, Janakiraman [22] investigated the limiting weak type behavior of \( M \). He proved that

\[
\lim_{\lambda \to 0^+} \lambda \left| \{ x \in \mathbb{R}^n : M(f)(x) > \lambda \} \right| = \|f\|_{L^1(\mathbb{R}^n)},
\]

which again indicates that \( \|M\|_{L^1 \to L^{1,\infty}} \geq 1 \). Therefore, this gives a new way to find the lower bound of the best constant of the maximal operator, as well as some other operators, such as singular integrals, fractional integral operators, etc. See [11,12,15,17–21] and the references therein.

If the supremum in (1.1) is taken over some other kinds of non-trivial bases, such as, translation invariant basis of rectangles in the work of Córdoba, Fefferman [9], basis formed by convex bodies in [4], using rectangles with a side parallel to some direction (lacunary parabolic set of directions in [30], Cantor set of directions in [24], arbitrary set of directions in [1,25]). The strong boundedness or the weak type estimate for these new maximal operators may fail to hold in these cases.

In this paper, the object of our investigation is the maximal operator associated with the translation invariant basis of rectangles. In 1935, Jessen, Marcinkiewicz and Zygmund [23] pointed out that the following strong maximal function is not of weak type \((1,1)\), which is quite different from the classical Hardy-Littlewood maximal operator.

\[
\mathcal{M}_n(f)(x) = \sup_{R \ni x} \frac{1}{|R|} \int_R |f(y)| dy,
\]

where \( \mathcal{R} \) denotes the family of all rectangles in \( \mathbb{R}^n \) with sides parallel to the axes. One may further ask why there is such a big difference between these two operators. This is mainly because the volume of a ball only depends on its one-dimensional radius, while the volume of a rectangle is related to the lengths of \( n \) sides. Therefore, \( M \) is essentially an operator of one parameter and \( \mathcal{M}_n \) is an operator of \( n \) parameter.

As a replacement of weak \((1,1)\) estimate, it was shown in [23] that the strong maximal operator enjoys the \( L \log L \) weak type estimate as follows:

\[
(1.2) \quad | \{ x \in \mathbb{R}^n : \mathcal{M}_n(f)(x) > \lambda \} | \lesssim \int_{\mathbb{R}^n} \Phi_n \left( \frac{|f(x)|}{\lambda} \right) dx,
\]

where \( \Phi_n(t) = t(1 + (\log^+ t)^{n-1}) \) and \( \log^+ t = \max\{\log t, 0\} \). A geometric proof of inequality (1.2) was given by Córdoba and Fefferman [9]. It is worth pointing out that their elegant proof relies heavily on a covering lemma they established therein. This covering lemma is very important and has been widely used in many subsequent works. We refer the readers to references [2,3,8,27,29].

This paper is devoted to find the lower bounds for the best constant of the weak \( L \log L \) type norm of the strong maximal operators. This will be done by establishing the limiting weak type behavior of \( \mathcal{M}_n \). Since \( \mathcal{M}_n \) is not of weak type \((1,1)\), the space \( L^{1,\infty} \)
and the limit of $\lambda | \{ x \in \mathbb{R}^n : M_n(f)(x) > \lambda \} |$ are not suitable for our purpose. Therefore, we need to introduce the weak norm spaces $L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)$.

**Definition 1.1 (New weak norm spaces $L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)$).** Let $\Phi_n(t) = t(1 + (\log^+ t)^{n-1})$ and the space $L^{1}_{\Phi_n}(\mathbb{R}^n)$ be the set of all measurable functions on $\mathbb{R}^n$ such that $\|f\|_{L^{1}_{\Phi_n}(\mathbb{R}^n)} := \|\Phi_n(|f|)\|_{L^1(\mathbb{R}^n)} < \infty$. The new weak norm space $L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)$, which is more larger than $L^{1,\infty}(\mathbb{R}^n)$, is defined to be the set of all measurable functions on $\mathbb{R}^n$ such that

$$
\|f\|_{L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)} := \sup_{\lambda > 0} \frac{\lambda}{1 + (\log^+ \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : |f(x)| > \lambda \} | < \infty.
$$

Our main results are as follows:

**Theorem 1.1.** If $f \in L^{1}_{\Phi_n}(\mathbb{R}^n)$, then $M_n(f) \in L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)$ and enjoys the limiting weak type behaviors as follows:

1. \( \lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^+ \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n(f)(x) > \lambda \} | = \frac{2^n}{(n-1)!} \|f\|_{L^1(\mathbb{R}^n)}; \)

2. \( \lim_{\lambda \to \infty} \frac{\lambda}{1 + (\log^+ \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n(f)(x) > \lambda \} | = 0. \)

Denote the centered strong maximal operator by $M_n^c$, then we have

**Theorem 1.2.** If $f \in L^{1}_{\Phi_n}(\mathbb{R}^n)$, then $M_n^c(f) \in L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)$ and enjoys the limiting weak type behaviors as follows:

1. \( \lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^+ \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n^c(f)(x) > \lambda \} | = \frac{1}{(n-1)!} \|f\|_{L^1(\mathbb{R}^n)}; \)

2. \( \lim_{\lambda \to \infty} \frac{\lambda}{1 + (\log^+ \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n^c(f)(x) > \lambda \} | = 0. \)

From Theorem 1.1 (i), it is easy to deduce the following corollary:

**Corollary 1.1.** The best constant of $M_n$ and $M_n^c$ satisfies

$$
\|M_n\|_{L^{1}_{\Phi_n}(\mathbb{R}^n) \to L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)} \geq \max \left\{ \frac{2^n}{(n-1)!}, 1 \right\}; \quad \|M_n^c\|_{L^{1}_{\Phi_n}(\mathbb{R}^n) \to L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)} \geq 1.
$$

The organization of this paper is as follows. The proofs of Theorem 1.1 and Corollary 1.1 will be presented in Section 2. The method of the proof of Theorem 1.1 also can be applied to prove Theorem 1.2, so we leave it to the readers. In Section 3, a discussion on multilinear strong maximal operators will be given.

### 2. Proof of Theorem 1.1 and Corollary 1.1

For readability, this section will be divided into four subsections. The proof of Theorem 1.1 will be given in the first three subsections, and the proof of Corollary 1.1 will be demonstrated in the last one.

We begin with the following lemma, which provides a foundation for our analysis.
Lemma 2.1. Suppose \( x = (x_1, \cdots, x_n) \in \mathbb{R}^n \), \( R_\varepsilon, r_\varepsilon, c \) be three positive numbers satisfy \( c > (R_\varepsilon + r_\varepsilon)^n \). Then

\[
\left\{ x : x_1, \cdots, x_n > R_\varepsilon, \prod_{k=1}^{n} (x_k + r_\varepsilon) < c \right\} = \sum_{k=1}^{n} B_{n,k} c (\log c)^{n-k} + (-1)^n (R_\varepsilon + r_\varepsilon)^n,
\]

where \( B_{n,1} = 1/(n-1)! \) and \( B_{n,k} \) are real finite numbers only related to \( n, k \) and \( R_\varepsilon + r_\varepsilon \) for \( k > 2 \).

Proof. The proof will be done by reduction on \( n \). Obviously, Lemma 2.1 holds when \( n = 1 \). Now assume that the result holds for \((n-1)\)-dimensional case and we need to show that it holds for the \( n \) dimensional case. By a fundamental calculation, we have

\[
\begin{align*}
\left\{ x : x_1, \cdots, x_n > R_\varepsilon, \prod_{k=1}^{n} (x_k + r_\varepsilon) < c \right\} & = \int_{R_\varepsilon}^{c} \left\{ (x_2, \cdots, x_n) : x_2, \cdots, x_n > R_\varepsilon, \prod_{k=2}^{n} (x_k + r_\varepsilon) < \frac{c}{x_1 + r_\varepsilon} \right\} dx_1 \\
& = \frac{1}{(n-2)!} \int_{R_\varepsilon}^{c} \prod_{k=2}^{n} \frac{c}{x_1 + r_\varepsilon} \left( \log \frac{c}{x_1 + r_\varepsilon} \right)^{n-k} dx_1 \\
& \quad + \sum_{k=3}^{n} B_{n-1,k} \int_{R_\varepsilon}^{c} \frac{c}{x_1 + r_\varepsilon} \left( \log \frac{c}{x_1 + r_\varepsilon} \right)^{n-k} dx_1 \\
& \quad + (-1)^{n-1} (R_\varepsilon + r_\varepsilon)^{n-1} \left( \frac{c}{(R_\varepsilon + r_\varepsilon)^{n-1} - r_\varepsilon - R_\varepsilon} \right) \\
& = \frac{c(\log c)^{n-1}}{(n-1)!} + \sum_{k=2}^{n} B_{n,k} c (\log c)^{n-k} + (-1)^n (R_\varepsilon + r_\varepsilon)^n.
\end{align*}
\]

Therefore the proof of Lemma 2.1 is finished by reduction. \( \square \)

Now we are ready to prove Theorem 1.1. We divide it into three subsections.

2.1. \( M_n \) is of type \((L_{\Phi_n}, L_{\Phi_n}^1)\).

Note that

\[
\log^+ \frac{|f(x)|}{\lambda} \leq \begin{cases} 
\log |f(x)| + \log \frac{1}{\lambda}, & |f(x)| \geq \lambda \\
0, & |f(x)| < \lambda
\end{cases}
\]

\[
\leq \log^+ |f(x)| + \log^+ \frac{1}{\lambda},
\]

then we have

\[
\left( \log^+ \frac{|f(x)|}{\lambda} \right)^{n-1} \leq \left( \log^+ |f(x)| + \log^+ \frac{1}{\lambda} \right)^{n-1} \\
\leq 2^{n-1} \max \left\{ (\log^+ |f(x)|)^{n-1}, \left( \log^+ \frac{1}{\lambda} \right)^{n-1} \right\} \\
\leq 2^{n-1} \left( 1 + (\log^+ |f(x)|)^{n-1} \right) \left( 1 + \left( \log^+ \frac{1}{\lambda} \right)^{n-1} \right).
\]
Therefore it follows from (1.2) that
\[ | \{ x \in \mathbb{R}^n : M_n(f)(x) > \lambda \} | \]
\[ \leq C' n \int_{\mathbb{R}^n} \frac{|f(x)|}{\lambda} \left( 1 + 2^{n-1} \left( 1 + (\log^+ |f(x)|)^{n-1} \right) \left( 1 + \left( \log^+ \frac{1}{\lambda} \right)^{n-1} \right) \right) dx \]
\[ \leq 2^n C' n \frac{1 + (\log^+ \frac{1}{\lambda})^{n-1}}{\lambda} \| f \|_{L^1(\mathbb{R}^n)}, \]
which implies that
\[ (2.1) \quad \frac{\lambda}{1 + (\log^+ \frac{1}{\lambda})^{n-1}} | \{ x \in \mathbb{R}^n : M_n(f)(x) > \lambda \} | \leq C_n \| f \|_{L^1(\mathbb{R}^n)} \]
for all \( \lambda > 0 \). This completes the proof that \( M_n(f) \in L^{1,\infty}(\mathbb{R}^n) \) if \( f \in L_{\Phi_n}(\mathbb{R}^n) \).

**2.2. Proof of Theorem 1.1 (i).**

We may assume \( \| f \|_{L^1(\mathbb{R}^n)} > 0 \), otherwise there is nothing need to be proved.

Note that for all \( 0 < \varepsilon \ll \max \{ \| f \|_{L^1(\mathbb{R}^n)}, 1 \} \), there exists a positive real number \( \varepsilon r > 1 \), such that
\[ \| f \|_{L^{\Phi_n}(\mathbb{R}^n)[[-\varepsilon r, \varepsilon r]^n]} < \varepsilon. \]

Since \( C([-\varepsilon r, \varepsilon r]^n] \) is dense in \( L_{\Phi_n}([-\varepsilon r, \varepsilon r]^n] \), then there exists a continuous function \( \tilde{f}_1 \) defined on \([[-\varepsilon r, \varepsilon r]^n] \) satisfying
\[ \| f - \tilde{f}_1 \|_{L^{\Phi_n}([-\varepsilon r, \varepsilon r]^n]} < \varepsilon. \]

Now we denote
\[ f_1 = |\tilde{f}_1| + \frac{\varepsilon}{(2\varepsilon r)^n} \chi_{[-\varepsilon r, \varepsilon r]^n}; \]
\[ f_2 = |f|\chi_{\mathbb{R}^n \setminus [-\varepsilon r, \varepsilon r]^n}; \]
\[ f_3 = |f|\chi_{[-\varepsilon r, \varepsilon r]^n} - \tilde{f}_1; \]
\[ f_4 = \frac{\varepsilon}{(2\varepsilon r)^n} \chi_{[-\varepsilon r, \varepsilon r]^n}. \]

Therefore
\[ f_1 - f_3 - f_4 \leq |f| \leq f_1 + f_2 + f_3 \]
and
\[ \| f_i \|_{L^1(\mathbb{R}^n)} \leq \| f_i \|_{L^{\Phi_n}(\mathbb{R}^n)} \leq \varepsilon, \quad i = 2, 3, 4. \]

These two facts immediately indicate that
\[ (2.2) \quad M_n(f_1)(x) - \sum_{i=3}^4 M_n(f_i)(x) \leq M_n(f)(x) \leq M_n(f_1)(x) + \sum_{i=2}^3 M_n(f_i)(x) \]
and
\[ \| f_1 \|_{L^1(\mathbb{R}^n)} - 2\varepsilon \leq \| f \|_{L^1(\mathbb{R}^n)} \leq \| f_1 \|_{L^1(\mathbb{R}^n)} + 2\varepsilon. \]

To control the weak norm of \( M_n \), we need to introduce some notions. Let
\[ E_\lambda = \{ x \in \mathbb{R}^n : M_n(f)(x) > \lambda \}; \]
\[ E^i_\lambda = \{ x \in \mathbb{R}^n : M_n(f_i)(x) > \lambda \}, \quad i = 1, 2, 3, 4. \]
Thus it follows from (2.2) that
\[
E^1_{(1+2\sqrt{\varepsilon})\lambda}(E^3_{\sqrt{\varepsilon}A} \cup E^4_{\sqrt{\varepsilon}A}) < E_{\lambda} \subset E^1_{(1+2\sqrt{\varepsilon})\lambda} \cup E^2_{\sqrt{\varepsilon}A} \cup E^3_{\sqrt{\varepsilon}A}.
\]

To prove Theorem 1.1 (i), we need to consider the contribution of each term on both sides of (2.3). Here is the main structure of this proof. The upper estimates for \(E^2_{\sqrt{\varepsilon}A}\), \(E^3_{\sqrt{\varepsilon}A}\) and \(E^4_{\sqrt{\varepsilon}A}\) will be given in Step 1. In Step 2, we are going to establish the lower estimate of \(E^1_{(1+2\sqrt{\varepsilon})\lambda}\). Combining with the upper estimates in Step 1, we may deduce the lower estimate of \(E_{\lambda}\). In Step 3, an upper estimate for \(E^1_{(1+2\sqrt{\varepsilon})\lambda}\) will be given. Then the results in Step 1 and Step 3 yield an upper estimate for \(E_{\lambda}\).

**Step 1: Upper estimates for \(E^2_{\sqrt{\varepsilon}A}, E^3_{\sqrt{\varepsilon}A}, E^4_{\sqrt{\varepsilon}A}\).**

By the fact that \(\|f_i\|_{L_{\Phi_n}(\mathbb{R}^n)} \leq \varepsilon\) for \(i = 2, 3, 4\), together with (2.1), we obtain the upper estimates as follows:
\[
|E^i_{\sqrt{\varepsilon}A}| \leq C_n \frac{1 + (\log^+ \frac{1}{\varepsilon\lambda})^{n-1}}{\varepsilon^{1 + (\log^+ \frac{1}{\varepsilon\lambda})^{n-1}}}, \quad i = 2, 3, 4.
\]

**Step 2: Lower estimate for \(E^1_{(1+2\sqrt{\varepsilon})\lambda}\).**

Recalling that \(f_1\) is a continuous function on \([-r_\varepsilon, r_\varepsilon]^n\), then for all \(y \in [-r_\varepsilon, r_\varepsilon]^n\), we have
\[
\frac{\varepsilon}{(2r_\varepsilon)^n} \leq f_1(y) \leq \max_{y \in [-r_\varepsilon, r_\varepsilon]^n} f_1(y) =: A_\varepsilon < \infty.
\]

Let \(R_\varepsilon = (2r_\varepsilon)^{n+1} A_\varepsilon / \varepsilon + r_\varepsilon\) and define
\[
E' = \{(x_1, \cdots, x_n) : |x_1|, \cdots, |x_n| > R_\varepsilon\}.
\]
From geometric view, \(E'\) can be divided into \(2^n\) intervals, so we denote
\[
E'_1 = \{(x_1, \cdots, x_n) : x_1, \cdots, x_n > R_\varepsilon\},
\]
and the others by \(E'_{2}, \cdots, E'_{2^n}\).

For all \(x = (x_1, \cdots, x_n) \in E'_i\) and \(\bar{a} = (a_1, \cdots, a_n), \bar{b} = (b_1, \cdots, b_n)\) satisfy
\[
a_k \leq x_k \leq b_k \quad \text{and} \quad a_k < b_k, \quad k = 1, \cdots, n,
\]
we define
\[
F(\bar{a}, \bar{b}, x) = \frac{1}{\prod_{k=1}^{n} (b_k - a_k)} \int_{a_1}^{b_1} \cdots \int_{a_n}^{b_n} f_1(y) dy.
\]
Then we have the following claim.

**Claim 1:** \(F(\bar{a}, \bar{b}, x)\) obtains its maximum at \(\bar{a} = (-r_\varepsilon, \cdots, -r_\varepsilon)\) and \(\bar{b} = x\).

Note that \(\text{supp} f_1 = [-r_\varepsilon, r_\varepsilon]^n\). Obviously if there exists an \(a_j \geq r_\varepsilon\), then \(\text{supp} f_1 \cap ([a_1, b_1] \times \cdots \times [a_n, b_n])\) is a set of measure 0, which means \(F(\bar{a}, \bar{b}, x) = 0\). So we only have to discuss the case all \(a_j < r_\varepsilon\). It’s also easy to observe that \(F(\bar{a}, \bar{b}, x)\) is a decreasing
function of $b_j$. Since each $b_j \geq x_j > r_\varepsilon$, thus

$$F(\vec{a}, \vec{b}, x) \leq F(\vec{a}, x, x) = \frac{1}{\prod_{k=1}^{n} (x_k - a_k)} \int_{a_1}^{r_\varepsilon} \cdots \int_{a_n}^{r_\varepsilon} f_1(y)dy.$$ 

For $a_j < r_\varepsilon$, one may find

- If $a_j < -r_\varepsilon$, then
  $$\frac{\partial F}{\partial a_j}(\vec{a}, x, x) = \frac{1}{x_j - a_j} F(\vec{a}, x, x) > 0;$$

- If $-r_\varepsilon < a_j < r_\varepsilon$, then

$$\frac{\partial F}{\partial a_j}(\vec{a}, x, x)$$

\[= \frac{1}{\prod_{k=1}^{n} (b_k - a_k)} \left( \frac{1}{b_j - a_j} \int_{a_1}^{r_\varepsilon} \cdots \int_{a_n}^{r_\varepsilon} f_1(y)dy - \int_{a_1}^{r_\varepsilon} \cdots \int_{a_{j-1}}^{r_\varepsilon} \int_{a_{j+1}}^{r_\varepsilon} \cdots \int_{a_n}^{r_\varepsilon} f_1(y_1, \cdots, y_j, a_j, y_{j+1}, \cdots, y_n)dy_n \cdots dy_{j+1}dy_{j-1} \cdots dy_1 \right) \]

\[\leq \frac{\prod_{k \neq j}^{n} (r_\varepsilon - a_k)}{\prod_{k=1}^{n} (b_k - a_k)} \left( \frac{r_\varepsilon - a_j}{x_j - a_j} A_\varepsilon - \frac{\varepsilon}{(2r_\varepsilon)^n} \right) \leq \frac{\prod_{k \neq j}^{n} (r_\varepsilon - a_k)}{\prod_{k=1}^{n} (b_k - a_k)} \left( \frac{2r_\varepsilon}{A_\varepsilon - \varepsilon} \frac{r_\varepsilon - A_\varepsilon}{(2r_\varepsilon)^n} \right) < 0.

These arguments deduce that $F(\vec{a}, x, x) \leq F((-r_\varepsilon, \cdots, -r_\varepsilon), x, x)$. Therefore Claim 1 is proved.

For $x \in E'_1$, it follows from Claim 1 that

$$M_n(f_1)(x) = \sup_{\vec{a}, \vec{b}} F(\vec{a}, \vec{b}, x) = \frac{1}{\prod_{k=1}^{n} (x_k + r_\varepsilon)} \int_{[-r_\varepsilon, r_\varepsilon]^{n}} f_1(y)dy.$$ 

For any $0 < \lambda < \|f_1\|_{L^1(\mathbb{R}^n)}/((1 + 2\sqrt{\varepsilon})(R_\varepsilon + r_\varepsilon)^n)$, Lemma 2.1 yields that

$$|E_{(1+2\sqrt{\varepsilon})\lambda}^{1} \cap E'_1| = \left\{ x : x_1, \cdots, x_n > R_\varepsilon, \prod_{k=1}^{n} (x_k + r_\varepsilon) < \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \left( \log \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \right)^{n-k} \right\}$$

\[= \sum_{k=1}^{n} B_{n,k} \left( \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \left( \log \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \right)^{n-k} \right) + (-1)^n (R_\varepsilon + r_\varepsilon)^n.

Repeated applications of the same technique to each $E'_1$ lead to the equation

$$|E_{(1+2\sqrt{\varepsilon})\lambda}^{1} \cap E'_1| = \sum_{k=1}^{n} B_{n,k} \left( \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \left( \log \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \right)^{n-k} \right) + (-1)^n (R_\varepsilon + r_\varepsilon)^n.$$
Combining with (2.3) and (2.4), we obtain that

\[
|E_\lambda| \geq |E_\lambda^{1(1+2\sqrt{\varepsilon})\lambda}| - |E_\lambda^3| - |E_\lambda^4| \geq \sum_{i=1}^{2^n} |E_\lambda^{1(1+2\sqrt{\varepsilon})\lambda}| - |E_\lambda^3| - |E_\lambda^4|
\]

\[
\geq 2^n \sum_{k=1}^{n} B_{n,k} \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \left( \log \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 + 2\sqrt{\varepsilon})\lambda} \right)^{n-k} + (-2)^n (R_\varepsilon + r_\varepsilon)^n - 2C_n \left( 1 + \log \frac{\lambda}{(1 + \frac{1}{\varepsilon} \sqrt{\varepsilon})^{n-1}} \right) \sqrt{\varepsilon}.
\]

Multiplying \(\lambda/(1 + \log \frac{\lambda}{\sqrt{\varepsilon}})^{n-1}\) on both sides and let \(\lambda \to 0^+\), we conclude that

\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log \frac{\lambda}{\sqrt{\varepsilon}})^{n-1}} |E_\lambda| \geq \frac{2^n B_{n,1}}{1 + 2\sqrt{\varepsilon}} \|f_1\|_{L^1(\mathbb{R}^n)} - 2C_n \sqrt{\varepsilon}
\]

\[
\geq \frac{2^n}{(n-1)!} (1 + 2\sqrt{\varepsilon})^{-n} \left( \|f_1\|_{L^1(\mathbb{R}^n)} - 2\varepsilon \right) - 2C_n \sqrt{\varepsilon}.
\]

By the arbitrariness of \(\varepsilon\), we deduce that

\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log \frac{\lambda}{\sqrt{\varepsilon}})^{n-1}} |E_\lambda| \geq \frac{2^n}{(n-1)!} \|f_1\|_{L^1(\mathbb{R}^n)}.
\]

**Step 3: Upper estimate for \(E_\lambda^{1(1-2\sqrt{\varepsilon})\lambda}\).**

The argument used in Step 2 also works for \(|E_\lambda^{1(1-2\sqrt{\varepsilon})\lambda}| \cap E'|\), one may obtain

\[
|E_\lambda^{1(1-2\sqrt{\varepsilon})\lambda}| \cap E' = 2^n \sum_{k=1}^{n} B_{n,k} \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 - 2\sqrt{\varepsilon})\lambda} \left( \log \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 - 2\sqrt{\varepsilon})\lambda} \right)^{n-k} + (-2)^n (R_\varepsilon + r_\varepsilon)^n.
\]

Now we only need to consider the contribution of \(|E_\lambda^{1(1-2\sqrt{\varepsilon})\lambda}| \cap (\mathbb{R}^n \setminus E')|\).

Note that \(\mathbb{R}^n \setminus E'\) can be written as

\[
\mathbb{R}^n \setminus E' = \bigcup_{i=1}^{n} \bigcup_{\tilde{x} \in A} \{ x : |x_i|, \cdots, |x_i| \leq R_\varepsilon, |x_{i+1}|, \cdots, |x_n| > R_\varepsilon \}
\]

\[
= \bigcup_{i=1}^{n-1} \bigcup_{\tilde{x} \in A} E''_{i,\tilde{x}} \cup [-R_\varepsilon, R_\varepsilon]^n,
\]

where \(\tilde{x} = (x_1, \cdots, x_n)\), \(A\) is the family of all permutations of \((x_1, \cdots, x_n)\), and the cardinality of \(A\) is \(n!\).

Similar as in Step 2, we may split \(E''_{i,\tilde{x}}\) into \(2^{n-i}\) sets and denote

\[
E''_{i,\tilde{x},1} = \{ x : |x_i|, \cdots, |x_i| \leq R_\varepsilon, x_{i+1}, \cdots, x_n > R_\varepsilon \},
\]

and the others by \(E''_{i,\tilde{x},2}, \cdots, E''_{i,\tilde{x},2^{n-i}}\). See Figure 1 for 3-dimensional case.

Now for \(x \in E''_{i,\tilde{x},1}\), we define an auxiliary function \(h\) which depends on \(\varepsilon\) and \(\tilde{x}\) as

\[
h(x) = A_\varepsilon \cdot \chi_{\{ x : |x_i|, \cdots, |x_i| \leq R_\varepsilon, |x_{i+1}|, \cdots, |x_n| \leq R_\varepsilon \}}(x).
\]
It is easy to see that $0 < f_1 \leq h$. Then we denote
\[
H(\vec{a}, \vec{b}, x) = \frac{1}{\prod_{k=1}^{n} (b_{l_k} - a_{l_k})} \int_{a_{l_1}}^{b_{l_1}} \cdots \int_{a_{l_n}}^{b_{l_n}} h(y) dy
\]
\[
= A_\varepsilon \prod_{k=1}^{i} \min \{R_\varepsilon, b_{l_k}\} - \max \{-R_\varepsilon, a_{l_k}\} \cdot \prod_{k=i+1}^{n} \max \{r_\varepsilon - a_{l_k}, 0\} - \max \{-r_\varepsilon - a_{l_k}, 0\},
\]
and claim that:

Claim 2: $H(\vec{a}, \vec{b}, x)$ obtains its maximum at $-R_\varepsilon \leq a_{l_k} < b_{l_k} \leq R_\varepsilon$ for $1 \leq k \leq i$ and $a_{l_k} = -r_\varepsilon, b_{l_k} = x_{l_k}$ for $i + 1 \leq k \leq n$.

In fact, for $1 \leq k \leq i$, then it is obvious that
\[
\min \{R_\varepsilon, b_{l_k}\} - \max \{-R_\varepsilon, a_{l_k}\} \leq 1,
\]
and the equal sign works only if $-R_\varepsilon \leq a_{l_k} < b_{l_k} \leq R_\varepsilon$. On the other hand, for $i + 1 \leq j \leq n$, the following inequality holds:
\[
\max \{r_\varepsilon - a_{l_k}, 0\} - \max \{-r_\varepsilon - a_{l_k}, 0\} \leq \frac{2r_\varepsilon}{x_{l_k} + r_\varepsilon},
\]
and the equality works only if $a_{l_k} = -r_\varepsilon$ and $b_{l_k} = x_{l_k}$. Then Claim 2 was proved.

By Claim 2, it follows that
\[
\mathcal{M}_n(f_1)(x) \leq \mathcal{M}_n(h)(x) = \sup_{\vec{a}, \vec{b}} H(\vec{a}, \vec{b}, x) = A_\varepsilon (2r_\varepsilon)^{n-i} \prod_{k=i+1}^{n} \frac{1}{x_{l_k} + r_\varepsilon}.
\]
Therefore for $\lambda < A_\varepsilon(2r_\varepsilon)^{n-i}/((1 - 2\sqrt{\varepsilon})(R_\varepsilon + r_\varepsilon)^{n-i})$, we have
\[
|E_{(1-2\sqrt{\varepsilon})\lambda} | \leq \left( \frac{1}{(1 - 2\sqrt{\varepsilon})\lambda} \right) \left( \sum_{k=1}^{n} \left| B_{n-i,k}A_\varepsilon(2r_\varepsilon)^{n-i} \left( \log \frac{A_\varepsilon(2r_\varepsilon)^{n-i}}{(1 - 2\sqrt{\varepsilon})\lambda} \right) + (-1)^{n-i}(R_\varepsilon + r_\varepsilon)^{n-i} \right) \right] \cdot \left( \frac{1}{(1 - 2\sqrt{\varepsilon})\lambda} \right).
\]

Hence by (2.7), we get
\[
|E_{(1-2\sqrt{\varepsilon})\lambda} | \leq \left( \frac{1}{(1 - 2\sqrt{\varepsilon})\lambda} \right) \left( \sum_{k=1}^{n} \left| B_{n-i,k}A_\varepsilon(4r_\varepsilon)^{n-i} \left( \log \frac{A_\varepsilon(2r_\varepsilon)^{n-i}}{(1 - 2\sqrt{\varepsilon})\lambda} \right) + (-2)^{n-i}(R_\varepsilon + r_\varepsilon)^{n-i} \right) \right] \cdot \left( \frac{1}{(1 - 2\sqrt{\varepsilon})\lambda} \right).
\]

Therefore for $\lambda < A_\varepsilon(2r_\varepsilon)^{n-i}/((1 - 2\sqrt{\varepsilon})(R_\varepsilon + r_\varepsilon)^{n-i})$, we have
\[
|E_{(1-2\sqrt{\varepsilon})\lambda} | \leq \left( \frac{1}{(1 - 2\sqrt{\varepsilon})\lambda} \right) \left( \sum_{k=1}^{n} \left| B_{n-i,k}A_\varepsilon(4r_\varepsilon)^{n-i} \left( \log \frac{A_\varepsilon(2r_\varepsilon)^{n-i}}{(1 - 2\sqrt{\varepsilon})\lambda} \right) + (-2)^{n-i}(R_\varepsilon + r_\varepsilon)^{n-i} \right) \right] \cdot \left( \frac{1}{(1 - 2\sqrt{\varepsilon})\lambda} \right).
\]

Now it follows from (2.3), (2.4), (2.6) and (2.8) that
\[
|E| = \left| E_{(1-2\sqrt{\varepsilon})\lambda} \right| + \left| E_{(1-2\sqrt{\varepsilon})\lambda} \cap (\mathbb{R}^n \setminus E') \right| + \left| E_{(2\varepsilon)^{n-i}} \right| + |E_{(2\varepsilon)^{n-i}}| + \left| E_{(2\varepsilon)^{n-i}} \right|
\]
\[
\leq 2n \sum_{k=1}^{n} \left| B_{n,k} \left( \log \frac{\|f_1\|_{L^1(\mathbb{R}^n)}}{(1 - 2\sqrt{\varepsilon})\lambda} \right)^{n-k} + (-2)^{n}(R_\varepsilon + r_\varepsilon)^{n} \right]
\]
\[
+ \sum_{i=1}^{n} n! (2R_\varepsilon)^i \left( -2 \right)^{n-i}(R_\varepsilon + r_\varepsilon)^{n-i} + (2R_\varepsilon)^{n} + 2Cn \frac{1 + (\log^+ \frac{1}{\lambda})^{n-1}}{\lambda} \sqrt{\varepsilon}.
\]

Multiplying $\lambda/(1 + (\log^+ \frac{1}{\lambda})^{n-1})$ on both sides and let $\lambda \to 0^+$, we conclude that
\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^+ \frac{1}{\lambda})^{n-1}} |E| \leq \frac{2n B_{n,1}}{1 - 2\sqrt{\varepsilon}} \|f_1\|_{L^1(\mathbb{R}^n)} + 2C n \sqrt{\varepsilon}
\]
\[
\leq \frac{2n}{(n - 1)!(1 - 2\sqrt{\varepsilon})} \left( \|f\|_{L^1(\mathbb{R}^n)} + 2\varepsilon \right) + 2C n \sqrt{\varepsilon}.
\]
Since $\varepsilon$ is arbitrary, it holds that
\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^+ \frac{1}{\lambda})^{n-1}} |E_\lambda| \leq \frac{2^n}{(n-1)!} \|f\|_{L^1(\mathbb{R}^n)}.
\]

Finally, combining (2.5) and (2.9), we deduce that
\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^+ \frac{1}{\lambda})^{n-1}} |E_\lambda| = \frac{2^n}{(n-1)!} \|f\|_{L^1(\mathbb{R}^n)}.
\]

Then we finish the proof of Theorem 1.1 (i).

2.3. Proof of Theorem 1.1 (ii).
Since $M_n$ is bounded from $L^\infty$ to $L^\infty$, and apparently the best constant is 1, then for all $\lambda > A\varepsilon/(1 - 2\sqrt{\varepsilon})$, it is easy to see
\[
|E^1_{(1-2\sqrt{\varepsilon})\lambda}| = 0.
\]
Therefore for $\lambda > \max \{A\varepsilon/(1 - 2\sqrt{\varepsilon}), 1/\sqrt{\varepsilon}\}$, it follows from (3.3), (3.4) that
\[
|E_\lambda| \leq |E^1_{(1-2\sqrt{\varepsilon})\lambda}| + \sum_{i=2}^3 |E^i_\sqrt{\varepsilon}| \leq 2C_n \frac{1 + (\log^+ \frac{1}{\sqrt{\varepsilon}})^{n-1}}{\lambda} \sqrt{\varepsilon} \leq 2C_n \sqrt{\varepsilon}.
\]

Multiplying $\lambda/(1 + (\log^+ \frac{1}{\sqrt{\varepsilon}})^{n-1})$ on both sides and let $\lambda \to \infty$, we have
\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^+ \frac{1}{\lambda})^{n-1}} |E_\lambda| \leq 2C_n \sqrt{\varepsilon}.
\]

By the arbitrariness of $\varepsilon$, it yields that
\[
\lim_{\lambda \to \infty} \frac{\lambda}{1 + (\log^+ \frac{1}{\lambda})^{n-1}} |E_\lambda| = 0.
\]

This completes the proof of Theorem 1.1 (ii).

2.4. Proof of Corollary 1.1.
Now we are ready to prove Corollary 1.1. Since the family of functions satisfying $f \in L^\Phi_n(\mathbb{R}^n)$ and $\|f\|_{L^\Phi_n(\mathbb{R}^n)} = \|f\|_{L^1(\mathbb{R}^n)}$ is nonempty, therefore
\[
\|\mathcal{M}_n\|_{L^\Phi_n(\mathbb{R}^n) \to L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)} = \sup_{f \in L^\Phi_n(\mathbb{R}^n)} \frac{\|\mathcal{M}_n f\|_{L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)}}{\|f\|_{L^\Phi_n(\mathbb{R}^n)}} \geq \frac{\|\mathcal{M}_n f\|_{L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)}}{\|f\|_{L^1(\mathbb{R}^n)}} \geq \frac{2^n}{(n-1)!},
\]
where the last inequality is a direct consequence of Theorem 1.1 (i).

On the other hand, note that
\[
\lim_{\lambda \to 1^-} \frac{\lambda}{1 + (\log^+ \frac{1}{\chi})^{n-1}} \{x \in \mathbb{R}^n : \mathcal{M}_n(\chi_{B(0,1)})(x) > \lambda\} = \|\chi_{B(0,1)}\|_{L_{\Phi_n}(\mathbb{R}^n)},
\]
then it follows that
\[
\|\mathcal{M}_n\|_{L^\Phi_n(\mathbb{R}^n) \to L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)} \geq \max \left\{ \frac{2^n}{(n-1)!}, 1 \right\}.
\]
It is easy to verify that
\[
\lim_{\lambda \to 1^-} \frac{\lambda}{1 + (\log \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n^{(2)}(\chi_{B(0,1)})(x) > \lambda \} | = \| \chi_{B(0,1)} \|_{L_{\Phi_n}(\mathbb{R}^n)},
\]
which indicates that
\[
\| M_n^{(2)} \|_{L_{\Phi_n}(\mathbb{R}^n) \to L^{1,\infty}_{\Phi_n}(\mathbb{R}^n)} \geq 1.
\]

3. Results for multilinear strong maximal operators

As a natural generalization of linear case, the multilinear strong maximal operator have been paid lots of attentions. It was first introduced by Grafakos et al. in [14]:
\[
M_n^{(m)}(f_1, \cdots, f_m)(x) = \sup_{R \ni x} \prod_{i=1}^{m} \frac{1}{|R|} \int_{R} |f_i(y)| dy.
\]
The strong boundedness, endpoint weak type boundedness and weighted boundedness has been given. Subsequently, similar results was extented to multilinear fractional strong maximal operator by Cao et al. [5–7]. For more works about $M_n^{(m)}$, we refer the readers to [26,33,34].

It is quiet natural to ask the following question:

**Question**: what kinds of limiting weak type behavior does the multilinear strong maximal operator enjoy?

In this section, we are devoted to study this question. Since the difference between $m$-linear case and bilinear case is not essential, we only demonstrate the bilinear case.

**Theorem 3.1.** Let $f, g \in L_{\Phi_n}(\mathbb{R}^n)$, then we have
\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n^{(2)}(f, g)(x) > \lambda^2 \} | = \frac{2^n}{(n-1)!} (\| f \|_{L^1(\mathbb{R}^n)} \| g \|_{L^1(\mathbb{R}^n)})^{1/2};
\]
and
\[
\lim_{\lambda \to \infty} \frac{\lambda}{1 + (\log \frac{\lambda}{1})^{n-1}} | \{ x \in \mathbb{R}^n : M_n^{(2)}(f, g)(x) > \lambda^2 \} | = 0.
\]

**Proof.** The notations in Section 3 will continue to be used in this proof. We may still assume $\| f \|_{L^1(\mathbb{R}^n)}, \| g \|_{L^1(\mathbb{R}^n)} > 0$. There also exist functions $g_1, g_2, g_3, g_4$ for $g$ similarly as $f_1, f_2, f_3, f_4$ for $f$. We may assume $\max_{y \in [-r_\varepsilon, r_\varepsilon]^n} g_1(y) \leq A_\varepsilon$, otherwise we can take $A_\varepsilon = \max_{y \in [-r_\varepsilon, r_\varepsilon]^n} g_1(y)$.

By the sublinearity of $M_n^{(2)}$, it is easy to see
\[
M_n^{(2)}(f, g)(x) \leq M_n^{(2)}(f_1, g_1)(x) + \sum_{i=2}^{3} \left( M_n^{(2)}(f_1, g_i)(x) + M_n^{(2)}(f_i, g_1)(x) \right) + \sum_{i=2}^{3} \sum_{j=2}^{3} M_n^{(2)}(f_i, g_j)(x)
\]
and
\[
\mathcal{M}_n^{(2)}(f, g)(x) \geq \mathcal{M}_n^{(2)}(f_1, g_1)(x) - \sum_{i=3}^{4} \left( \mathcal{M}_n^{(2)}(f, g_i)(x) + \mathcal{M}_n^{(2)}(f_i, g)(x) \right) - \sum_{i=3}^{4} \sum_{j=3}^{4} \mathcal{M}_n^{(2)}(f_i, g_j)(x).
\]

So we define
\[
\tilde{E}_\lambda = \{ x \in \mathbb{R}^n : \mathcal{M}_n^{(2)}(f, g)(x) > \lambda \};
\]
\[
\tilde{E}_1^{(1+2\sqrt{\varepsilon})\lambda^2} = \{ x \in \mathbb{R}^n : \mathcal{M}_n^{(2)}(f_1, g_1) > \lambda \};
\]
\[
\tilde{E}_2^{(1+2\sqrt{\varepsilon})\lambda^2} = \left\{ x \in \mathbb{R}^n : \sum_{i=2}^{3} \left( \mathcal{M}_n^{(2)}(f_1, g_i)(x) + \mathcal{M}_n^{(2)}(f_i, g_1)(x) \right) > \lambda \right\};
\]
\[
\tilde{E}_3^{(1+2\sqrt{\varepsilon})\lambda^2} = \left\{ x \in \mathbb{R}^n : \sum_{i=3}^{4} \left( \mathcal{M}_n^{(2)}(f, g_i)(x) + \mathcal{M}_n^{(2)}(f_i, g)(x) \right) > \lambda \right\};
\]
\[
\tilde{E}_4^{(1+2\sqrt{\varepsilon})\lambda^2} = \left\{ x \in \mathbb{R}^n : \sum_{i=2}^{4} \sum_{j=2}^{4} \mathcal{M}_n^{(2)}(f_i, g_j)(x) > \lambda \right\}.
\]

Therefore the following including relationships hold:

\[
\tilde{E}_1^{(1+2\sqrt{\varepsilon})\lambda^2} \setminus \left( \tilde{E}_2^{(1+2\sqrt{\varepsilon})\lambda^2} \cup \tilde{E}_3^{(1+2\sqrt{\varepsilon})\lambda^2} \right) \subset \tilde{E}_2^{(1+2\sqrt{\varepsilon})\lambda^2} \subset \tilde{E}_1^{(1+2\sqrt{\varepsilon})\lambda^2} \cup \tilde{E}_2^{(1+2\sqrt{\varepsilon})\lambda^2} \cup \tilde{E}_3^{(1+2\sqrt{\varepsilon})\lambda^2}.
\]

We also divide this proof into four parts. The upper estimates for \( \tilde{E}_2^{(1+2\sqrt{\varepsilon})\lambda^2} \), \( \tilde{E}_3^{(1+2\sqrt{\varepsilon})\lambda^2} \) and \( \tilde{E}_4^{(1+2\sqrt{\varepsilon})\lambda^2} \) will be given in Step 1 and Step 2. Step 3 and Step 4 are devoted to demonstrate the lower and upper estimates of \( \tilde{E}_1^{(1+2\sqrt{\varepsilon})\lambda^2} \) and \( \tilde{E}_2^{(1+2\sqrt{\varepsilon})\lambda^2} \).

**Step 1: Upper estimate for \( \tilde{E}_1^{(1+2\sqrt{\varepsilon})\lambda^2} \).**

A basic fact \( \mathcal{M}_n^{(2)}(f_i, g_i)(x) \leq \mathcal{M}_n(f_i)(x) \cdot \mathcal{M}_n(g_i)(x) \) yields that

\[
\tilde{E}_1^{(1+2\sqrt{\varepsilon})\lambda^2} \subset \bigcup_{i=2}^{4} \bigcup_{j=2}^{4} \left\{ x \in \mathbb{R}^n : \mathcal{M}_n^{(2)}(f_i, g_j) > \frac{\sqrt{\varepsilon} \lambda^2}{9} \right\}
\]
\[
\subset \bigcup_{i=2}^{4} \bigcup_{j=2}^{4} \left( \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_i)(x) > \frac{\varepsilon^{1/4} \lambda}{3} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(g_j)(x) > \frac{\varepsilon^{1/4} \lambda}{3} \right\} \right)
\]
\[
= \bigcup_{i=2}^{4} \left( \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_i)(x) > \frac{\varepsilon^{1/4} \lambda}{3} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(g_i)(x) > \frac{\varepsilon^{1/4} \lambda}{3} \right\} \right).
\]
Recall that for $i = 2, 3, 4$, $\| f_i \|_{L^q_n(\mathbb{R}^n)}$, $\| g_i \|_{L^q_n(\mathbb{R}^n)} \leq \varepsilon$. Thus it follows from (2.1) that

$$|E_{\sqrt{\varepsilon} \lambda^2}| \leq 4 \sum_{i=2}^{4} \left( \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_i)(x) > \frac{\varepsilon^{1/4} \lambda}{3} \right\} + \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(g_i)(x) > \frac{\varepsilon^{1/4} \lambda}{3} \right\} \right)$$

$$\leq 6C_n \left( 1 + \left( \log + \frac{3}{\varepsilon^{1/4} \lambda} \right)^{n-1} \right) \varepsilon \leq 18C_n \left( 1 + \left( \log + \frac{3}{\varepsilon^{1/4} \lambda} \right)^{n-1} \right) \varepsilon^{3/4}$$

$$\leq 18C_n \left( 1 + \left( \log + \frac{3}{\varepsilon^{1/4} \lambda} \right)^{n-1} \right) \varepsilon^{1/4}.$$

So we get the upper estimate for $E_{\sqrt{\varepsilon} \lambda^2}$.

**Step 2: Upper estimates for $E_{\sqrt{\varepsilon} \lambda^2}$ and $E_{\sqrt{\varepsilon} \lambda^2}$.**

Since $f_1$ is controlled by $|f| + f_3 + f_4$, consequently, it holds that

$$\| f_1 \|_{L^q_n(\mathbb{R}^n)} \leq \int_{\mathbb{R}^n} \Phi_n(|f(y)| + f_3(y) + f_4(y)) dy$$

$$\leq \int_{|f| = \max \{ |f|, f_3, f_4 \}} \Phi_n(3|f(y)|) dy + \sum_{i=3}^{4} \int_{|f_i| = \max \{ |f|, f_3, f_4 \}} \Phi_n(3|f_i(y)|) dy.$$

The same reasoning as in the beginning of Section 3 yields that

$$\| f_1 \|_{L^q_n(\mathbb{R}^n)} \leq 2^n 3(1 + (\log 3)^{n-1}) \left( \| f \|_{L^q_n(\mathbb{R}^n)} + \sum_{i=3}^{4} \| f_i \|_{L^q_n(\mathbb{R}^n)} \right)$$

$$\leq 2^{n+2} \left( \| f \|_{L^q_n(\mathbb{R}^n)} + 2\varepsilon \right) \leq 2^{3n+3} \| f \|_{L^q_n(\mathbb{R}^n)},$$

where the last inequality follows from $0 < \varepsilon \ll \| f \|_{L^1(\mathbb{R}^n)}$. Similarly inequality also holds for $g_1$.

It is easy to see that

$$E_{\sqrt{\varepsilon} \lambda^2} \subset \bigcup_{i=2}^{3} \left( \left\{ x \in \mathbb{R}^n : \mathcal{M}^{(2)}_{n}(f_1,g_1)(x) > \frac{\sqrt{\varepsilon} \lambda^2}{4} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}^{(2)}_{n}(f_1,g_1)(x) > \frac{\sqrt{\varepsilon} \lambda^2}{4} \right\} \right)$$

$$\subset \bigcup_{i=2}^{3} \left( \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_1)(x) > \frac{\lambda}{2\varepsilon^{1/4}} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(g_1)(x) > \frac{\varepsilon^{3/4} \lambda}{2} \right\} \right)$$

$$\cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_1)(x) > \frac{\lambda}{2\varepsilon^{1/4}} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(g_1)(x) > \frac{\lambda}{2\varepsilon^{1/4}} \right\}$$

$$= \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_1)(x) > \frac{\lambda}{2\varepsilon^{1/4}} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(g_1)(x) > \frac{\lambda}{2\varepsilon^{1/4}} \right\}$$

$$\cup \bigcup_{i=2}^{3} \left( \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_1)(x) > \frac{\varepsilon^{3/4} \lambda}{2} \right\} \cup \left\{ x \in \mathbb{R}^n : \mathcal{M}_n(f_1)(x) > \frac{\varepsilon^{3/4} \lambda}{2} \right\} \right).$$
Therefore by Lemma 2.1 we can get the upper estimate for $\bar{E}^2_{\sqrt{\varepsilon}\lambda^2}$:

$$|\bar{E}^2_{\sqrt{\varepsilon}\lambda^2}| \leq 2C_n(\|f_1\|_{L^1_\Phi_n(\mathbb{R}^n)} + \|g_1\|_{L^1_\Phi_n(\mathbb{R}^n)})\frac{1 + (\log + \frac{2\varepsilon^{1/4}}{\lambda})}{\lambda}n^{-1/4}$$

(3.5)

$$+ 8C_n\frac{1 + (\log + \frac{2\varepsilon^{1/4}}{\lambda})}{\lambda}n^{-1/4}$$

$$\leq (2^{n+1}\tilde{C}_n + 8C_n)\frac{1 + (\log + \frac{3\varepsilon^{1/4}}{\lambda})}{\lambda}n^{-1/4},$$

where $\tilde{C}_n = C_n\left(\|f\|_{L^1_\Phi_n(\mathbb{R}^n)} + \|g\|_{L^1_\Phi_n(\mathbb{R}^n)}\right)$.

Applying the same method, we can also have the upper estimate for $\bar{E}^3_{\sqrt{\varepsilon}\lambda}$:

$$|\bar{E}^3_{\sqrt{\varepsilon}\lambda^2}| \leq (2\tilde{C}_n + 8C_n)\frac{1 + (\log + \frac{3\varepsilon^{1/4}}{\lambda})}{\lambda}n^{-1/4}.\leq$$

(3.6)

**Step 3: Lower estimate for $\bar{E}^1_{(1+2\sqrt{\varepsilon})\lambda^2}$**

Define $G(\vec{a}, \vec{b}, x)$ by

$$G(\vec{a}, \vec{b}, x) = \frac{1}{\prod_{k=1}^{n} (b_k - a_k)} \int_{a_1}^{b_1} \cdots \int_{a_n}^{b_n} g_1(y)dy.$$

Since for $x \in E_1'$, it holds that

$$\max_{\vec{a}, \vec{b}} F(\vec{a}, \vec{b}, x) = F((-r_\varepsilon, \cdots, -r_\varepsilon), x, x),$$

$$\max_{\vec{a}, \vec{b}} G(\vec{a}, \vec{b}, x) = G((-r_\varepsilon, \cdots, -r_\varepsilon), x, x),$$

thus we have

$$\mathcal{M}_n^{(2)}(f_1, g_1)(x) = \sup_{\vec{a}, \vec{b}} F(\vec{a}, \vec{b}, x)G(\vec{a}, \vec{b}, x)$$

$$= \frac{1}{\prod_{k=1}^{n} (x_k + r_\varepsilon)^2} \int_{[-r_\varepsilon, r_\varepsilon]^n} f_1(y)dy \int_{[-r_\varepsilon, r_\varepsilon]^n} g_1(y)dy.$$
Combining these with (3.3), (3.4) and (3.6) yields that

$$|\overline{E}_{\lambda^2}| \geq 2^n \sum_{k=1}^{n} B_{n,k} \left( \left\| f_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \right)^{n-k} \left( \log \left( \frac{\left\| f_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2}}{\sqrt{1 + 2\sqrt{\varepsilon} x}} \right) \right) + (-1)^n (R_{\varepsilon} + r_{\varepsilon}) n - (2 \widetilde{C}_n + 26 C_n) \frac{1}{\lambda} \left( \log \frac{3\varepsilon^{3/2}}{\sqrt{\lambda}} \right)^{n-1} \varepsilon^{1/4}.$$  

Multiplying $\lambda / (1 + (\log^{+} \frac{1}{x})^{n-1})$ on both sides and let $\lambda \to 0^+$ we deduce that

$$\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^{+} \frac{1}{x})^{n-1}} |\overline{E}_{\lambda^2}| \geq 2^n B_{n,1} \left( \left\| f_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \right)^{n-1} \left( \frac{1}{\lambda} \left( \log \frac{3\varepsilon^{3/2}}{\sqrt{\lambda}} \right)^{n-1} \varepsilon^{1/4} \right) - (2 \widetilde{C}_n + 26 C_n) \varepsilon^{1/4}.$$

By the arbitrariness of $\varepsilon$, we get the lower estimate as follows:

$$\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^{+} \frac{1}{x})^{n-1}} |\overline{E}_{\lambda^2}| \geq \frac{2^n}{(n-1)!} \left\| f \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g \right\|_{L^{1}(\mathbb{R}^n)}^{1/2}.$$

**Step 4: Upper estimate for $\overline{E}_{(1-2\sqrt{\varepsilon})\lambda^2}$**

The same arguments as in Step 3 of Section 3 imply that

$$|\overline{E}_{(1-2\sqrt{\varepsilon})\lambda^2} \cap E'|$$

$$= 2^n \sum_{k=1}^{n} B_{n,k} \left( \left\| f_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \right)^{n-k} \left( \log \left( \frac{\left\| f_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2}}{\sqrt{1 - 2\sqrt{\varepsilon} x}} \right) \right) + (-1)^n (R_{\varepsilon} + r_{\varepsilon}) n.$$

It is easy to verify that

$$|\overline{E}_{(1-2\sqrt{\varepsilon})\lambda^2} \cap (\mathbb{R}^n \setminus E')| \leq \left| E_{(1-2\sqrt{\varepsilon})\lambda} \cap (\mathbb{R}^n \setminus E') \right| + \left| \left\{ x \in \mathbb{R}^n : \mathcal{M}_{n}(g_{1})(x) > \lambda \right\} \cap (\mathbb{R}^n \setminus E') \right|$$

$$\leq \left| E_{(1-2\sqrt{\varepsilon})\lambda} \cap (\mathbb{R}^n \setminus E') \right| + \left| \left\{ x \in \mathbb{R}^n : \mathcal{M}_{n}(g_{1})(x) > (1 - 2\sqrt{\varepsilon})\lambda \right\} \cap (\mathbb{R}^n \setminus E') \right|.$$

From Step 3 of Section 2 we know that the right side multiply $\lambda / (1 + (\log^{+} \frac{1}{x})^{n-1})$ will converge to 0 as $\lambda \to 0^+$. Then, by (3.3), (3.4), (3.5) and (3.8), we have

$$\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^{+} \frac{1}{x})^{n-1}} |\overline{E}_{\lambda^2}| \leq \frac{2^n B_{n,1} \left( \left\| f_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g_{1} \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \right)^{n-1} \left( \frac{1}{\lambda} \left( \log \frac{3\varepsilon^{3/2}}{\sqrt{\lambda}} \right)^{n-1} \varepsilon^{1/4} \right) + (2^{n+4} \widetilde{C}_n + 26 C_n) \varepsilon^{1/4}$$

$$\leq \frac{2^n}{(n-1)!} \left( \frac{1}{\lambda} \left( \log \frac{3\varepsilon^{3/2}}{\sqrt{\lambda}} \right)^{n-1} \varepsilon^{1/4} \right)$$

The lower estimate follows from the arbitrariness of $\varepsilon$:

$$\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log^{+} \frac{1}{x})^{n-1}} |\overline{E}_{\lambda^2}| \leq \frac{2^n}{(n-1)!} \left\| f \right\|_{L^{1}(\mathbb{R}^n)}^{1/2} \left\| g \right\|_{L^{1}(\mathbb{R}^n)}^{1/2}.$$
Combining (3.7) and (3.9), we deduce that

\[
\lim_{\lambda \to 0^+} \frac{\lambda}{1 + (\log + \frac{1}{\lambda}) n - 1} |\tilde{E}_{\lambda^2}| = \frac{2^n}{(n-1)!} \|f\|_{L^1(\mathbb{R}^n)}^{1/2} \|g\|_{L^1(\mathbb{R}^n)}^{1/2}.
\]

The proof of (3.1) is finished.

Finally, by Theorem 1.1 (ii), (3.2) follows from

\[
0 \leq \lim_{\lambda \to \infty} \frac{\lambda}{1 + (\log + \frac{1}{\lambda}) n - 1} \left( |\{x : M_{(f,g)}(x) > \lambda\}| + |\{x : M_{n}(x) > \lambda\}| \right) = 0.
\]

\[\Box\]
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