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ABSTRACT Most of the existing science and technology parks resort to various conventional ways to attract different stakeholders to the park. Some of these traditional measures include business support, workspaces, laboratories, networking events, accommodation, and essential commodities. Besides, with rampant changes in multidisciplinary technologies and increased data-oriented business models, the classic science and technology park value-creation strategies may not be instrumental in the near future. Hence, we foresee that future science and technology parks should be fully integrated, sustainable, and innovative living science cities. Where park tenants can actively interact and contribute to emerging technologies. Therefore, this paper carries out an in-depth study of world’s best practices in smart cities and science and technology parks, their characteristics, and value-added contributions that excite the prospective tenants. Developing on the detailed survey, we propose a unique feature of ‘Autonomous Systems as a Service’ to bestow a futuristic look to the science and technology parks. It is envisaged that autonomous systems will not only provide value-added services to the park tenants but will also provide an infrastructure for testing new technologies within park premises. Furthermore, this study evaluates security and privacy challenges associated with autonomous systems and data-oriented services and recommends appropriate security measures. The role of universities in the success of a science and technology park is also delineated. Finally, the components deemed essential for the attainment of science and technology parks’ objectives are highlighted.

INDEX TERMS Science and technology parks, autonomous systems, value creation, future technologies, security and privacy, security of autonomous systems, data as a service, smart cities.

I. INTRODUCTION
The idea of a Science and Technology Park (STP) dates back to 1953 when the world’s first science park was opened at Stanford University, United States [1]. A science park is also termed as a technology park or a research park. The primary objective of Stanford’s technology park was to provide a pleasant environment for collaboration between various stakeholders such as startups, research and development (R&D) companies, venture capital firms, and Stanford University’s research brainpower. This technology park stimulated regional economic growth, thus transforming regional development policies. Similarly, other countries also followed, and in the 1960s and 70s, this phenomenon extended to England and Japan. In the 1980s, France, Germany, Sweden, Finland, Belgium, and some Southeast Asian countries also laid the foundations of such technological parks [2]. Correspondingly, Sydney Science Park (SSP) [3], [4] is a multi-billion-dollar greenfield development project that aspires to be a world-class facility clustering together leading innovators in the industry, education, and business. The vision for SSP is to be a fully integrated, innovation-based community that will include high-quality lifestyle opportunities. SSP aims to promote a culture of innovation, creativity, and entrepreneurship to benefit the whole region.

However, there may be a question that why do we need STPs? It is proffered that the sharing of knowledge and
resources is deemed essential to promote innovation and technological development. However, there are high communication costs associated with the transmission of knowledge to distance. Whereas technology parks and incubators support firms to transmit technical knowledge that is complex, uncertain, and in the noncodified form [5], [6]. Similarly, STPs and incubators fully articulate knowledge flows among the actors of a regional innovation system [7], [8]. If we look at the academic aspect of the science parks, the universities see the STPs and incubators as a means to conduct productive research and commercialize their technologies. The educational institutions also visualize an environment where they can improve corporate innovation capacity by converting academic knowledge and local R&D into commercial products or processes [9].

Hence, in the last decade or so, there has been an exponential rise in entrepreneurial activity at the universities, which has further stimulated activities such as patenting, licensing, research joint ventures with private companies, and the creation of spinoff companies. In this context, the universities resort to licensing for the commercialization of university-based Intellectual Property (IP). Correspondingly, universities are increasingly emphasizing the creation of new companies as a mechanism for commercialization [10]. Moreover, universities also facilitate technology diffusion by establishing technology transfer centers through the licensing of a university-based technology to an existing firm or a new venture [11].

Accordingly, there has been a rise of “Innovation Districts” in the world [12]. Innovation districts can be termed as a mash up of entrepreneurs and educational institutions, start-ups and schools, to foster mixed-use development and technological innovations. For example, David Johnston Research and Technology (R+T) Park [13], is Canada’s largest innovation district. This innovation district aims at creation of state-of-the-art (SoTA) technology by incubating and helping companies in innovation, harnessing appropriate talent, and entering into a world-class ecosystem of startups. The main attractions of R+T park include: 1) A strong collaboration with University of Waterloo that is known for prolific industry partnerships to solve real-world problems. 2) The co-location of R+T park and University of Waterloo gives the residents of research and technology park an edge to be closer to the one of the world’s best human resource in the form of over sixty thousand students. 3) Availability of an Accelerator Centre that offers comprehensive corporate innovation program to facilitate creation of spinoffs, develop out of the box solutions to customer problems, and fast validation of proposed solutions.

However, the desired impact of a STP may vary as per the types of tenants it accommodates. For example, the needs of a startup may differ from that of an established firm, academic research institution, or a service provider [14]. Besides, with rapidly changing multidisciplinary technologies, an increase in data-oriented business models, and resulting concerns over users’ privacy, the classic STP business models may not be very useful. Hence, it is envisioned that a STP should be a fully integrated, sustainable, innovative living science city. Where park tenants can actively interact and contribute to the future technologies with minimal impact to other citizens’ privacy. Accordingly, an ideal science park should create value for all types of tenants with a futuristic approach. Therefore, there is a need to derive new value-creation strategies for STPs by evaluating world’s best practices in technology parks and smart cities to attract tenants and promote technological innovation. Moreover, research is also required to explore new technologies that would give STPs a futuristic look. Subsequently, the proposed innovative systems should be carefully assessed to ensure the security and privacy of users’ data in a living science city environment.

A. RELATED WORK
Existing literature on STPs is somewhat shallow, focusing on particular matters and therefore not comprehensive. For instance, researchers in [15] only evaluated the impact of science parks on local firms to validate policy effectiveness. Similarly, another study exclusively analyzed the economic impact of science parks [16]. In the same way, [17] examined the contributions of science parks to multiple stakeholders considering various contingencies. On the other hand, authors in [18] reviewed the current state of knowledge on science park contributions and proposed ways to enhance this knowledge. Also, some studies either focused on the general aspects of science parks [19] or concentrated on business incubation mechanisms [20]. Likewise, [21] mapped businesses’ performance and their prospects of survival against contributions of STPs. Correspondingly, certain studies explored just a particular aspect of science parks such as entrepreneurship and incubators [22], effects of STP policies on the creation of spinoff firms [23], generalized benefits of parks and incubators [24], and the impact of science parks on different types of firms [8], [24].

Correspondingly, [25] proposed a performance management framework for science parks to demonstrate results and seek improvements. Similarly, [26], [27] analyzed the role of STPs in the United Kingdom (UK) in nurturing scientific activity and cooperation between various stakeholders. Likewise, [28] studied the effects of research centers and universities on organizations’ growth, innovativeness, and overall R&D investments in the science parks. Hence, there is a lack of literature that emphasizes the value-creation strategies in STPs. Moreover, given the scope of existing literature, authors in [29] proposed that more research be done on the development of science parks. To address this, we see an opportunity in the ideation and definition of SSP to visualize SSP as an autonomous living city. Hence, this paper is relevant to researchers, policymakers, and stakeholders interested in establishing, investing in or joining a STP to make value-added contributions or gain from state-of-the-art technological development. Resultantly, this study aims to provide a holistic view of a STP as an autonomous living city.
with a futuristic approach. The significant contributions of this research include:

1) Presents a comprehensive review of the world’s best practices in STPs and smart cities and their value-added contributions in attracting prospective tenants.

2) Introduces numerous Autonomous Systems as a Service frameworks for STPs to not only act as the game-changing business models but also serve as a testbed for park residents to test and evaluate new technologies.

3) Proffers an analysis of security and privacy risks associated with autonomous systems and data-oriented services.

4) Recommends appropriate security and privacy measures to secure autonomous systems at various layers of the network architecture. The data security and privacy measures are further supplemented by a consolidated data strategy and viable technical controls to achieve desired cyber protection.

5) Stipulates the role of universities/HEIs (Higher Education Institutions) in the success of the STP.

6) Establishes a list of components/entities that should form part of the STP to help attain most of its goals/objectives.

B. ORGANIZATION OF THE PAPER

The rest of the paper is organized as follows: Section II covers some basic concepts related to STPs. At the same time, Section III illustrates numerous value-creation techniques and proposes ingenious application scenarios of ASaaS for STPs. Whereas Section IV highlights threats to data security and privacy in autonomous systems and related defensive measures. In addition, Section V delineates universities’ role in STPs, and Section VI highlights some essential components of STPs. Finally, future challenges and conclusions are emphasized in Section VII, and Section VIII respectively.

II. STP - BASIC CONCEPTS

Before we dwell upon the benefits and objectives of STPs, it is imperative to differentiate between a smart city and a STP. Both smart cities and STPs are considered the hub of technological innovation that offers high-class livability and a quality lifestyle. However, it is perceived that a smart city is just an application of technology with the vision of providing futuristic, safe, and interactive environment for living [30]. In comparison, a STP is believed to be a property-based initiative close to HEIs [31], that fosters innovation by increasing R&D activities, extending cooperation among firms [32], facilitating knowledge transfer, and promoting the transfer-of-technology (ToT). Moreover, STPs also provide infrastructure, business support, and allied services to support the growth of startups and young firms [33]. In general, the vision of STPs is to bolster the knowledge-based economy and contribute towards local and regional economic growth [34]. Since the distinction between STP and a smart city is now clear, it is important to illustrate the fundamental benefits of STPs.

A. BENEFITS OF A STP

Some of the perceived benefits expected out of STPs with respect to various stakeholders are shown in Table 1.
accrues knowledge sharing between startups and other technology-based young firms. Another significant contribution of a science park with a pristine location is increased collaboration between co-located organizations, technology-based young firms, industrial R&D centers, and universities. Hence, multiple-stakeholders residing, working, and collaborating in the shared space also benefit from unplanned data sharing. It is also believed that proximity to universities’ research brain in the STP is productive for all the stakeholders. Correspondingly, if we consider other factors such as proximity to HEIs’ research centers, closeness to same sector firms, availability of specialized labs and testing facilities, a well-equipped and prepared STP stimulates innovation [15]. Which subsequently results in a high number of patents and IP [35].

Furthermore, a well-reputed science park boosts the tenants’ image (all stakeholders) [36]. It also attracts customers to various state-of-the-art products developed by commercially oriented or science-based firms. Moreover, as discussed earlier, a well-managed STP usually offers high livability conditions for its prospective tenants [37]. Additionally, a STP developed with a futuristic approach provides various high-tech services to its users, thus attracting a large number of national and international companies with promising growth potential [38]. Therefore, a user-oriented specialized STP supplied with a high standard lifestyle, essential commodities, public spaces, and high tech research facilities promotes social networking [39] and attracts a skilled workforce [40], [41]. Finally, the utmost benefit of a STP to any region is increased economic activity based on research and accelerated development of new technologies [21]. Undoubtedly, the above-quoted benefits are attainable; however, a STP should carefully set its objectives to achieve desired goals.

B. OBJECTIVES OF A STP
Keeping in view the desired benefits of STPs discussed in the previous section, some of the elementary objectives (shown in Fig.1) that a science park must pursue include:

1) Reduce the gap between universities and the industry.
2) Increase networking and collaboration between park tenants by facilitating accessibility [42].
3) Augment knowledge sharing [43].
4) Ease ToT between various stakeholders.
5) Enhance regional technological developments.
6) Promote innovation and boost regional economic development.
7) Increase innovation efficiency [44].
8) Help educational institutions/startups showcase their technologies to secure funds for future developments [45].
9) Accelerate technological development by localizing technology-based firms at one location [29].
10) Facilitate regional progress by establishing a localized mechanism for shared resources and knowledge development [46].
11) Support product development life cycle through all stages, i.e., (a) concept development, (b) design and engineering, (c) prototyping, and testing, and (d) launch stage [47].
12) Make the science park a living science city by planning, designing, developing, and deploying value-added autonomous tech services for the park tenants.
13) Provide a conducive environment and infrastructure for the testing and evaluation of new technologies.
14) Promote and support local industry, and the R&D sector, by developing autonomous systems locally.
15) Provide excellent and cost-effective services (including accommodation, dining, workspace, business support, leisure, networking venues, etc.)

III. VALUE CREATION FOR THE STP TENANTS
It is envisioned that the progressive firms and other industry representatives residing in the science park facilitate achieving most of the park objectives. Hence, a STP should endeavor to offer unique value-added services to attract progressive tenants. Correspondingly, researchers in [18] emphasize that the science parks should have the means to make alluring contributions to all the stakeholders. Also, there should be exceptional reasons why the industry, startups, entrepreneurs, and Venture Capitalists (VCs) come to the STPs. Therefore, to form a consensus on the essential attributes that a science park should have, we analyzed some of the world’s best practices in various science parks around the globe, including the Netherlands and Sweden [15], [48]. It is observed that the critical attributes of a science park (that the park tenants perceive to be attracted to) are business support, park management’s commitment and expertise, proximity to universities and other firms, and high tech infrastructure. According to “Triple Helix Theory” [49], integration of industry, academia, and other sectors is a common trait of successful STPs. There are other contributing factors/attributes as well, which are highlighted in the following paragraphs.

Considering the importance of business support, science parks usually support the new firms initially during the park’s planning stages and later during provisioning of desired services. Correspondingly, during the science park planning stages, the business support aims to attract quality firms, startups, and entrepreneurs. Moreover, park management selects/prioritizes the prospective tenants based on their knowledge intensity, innovativeness and by mapping their technical profile to the on-site HEI’s research activities. The park management can also offer business support to the tenants in the form of consultation related to marketing, finance, IP, copyrights, and government regulations. Furthermore, financial support to the firms may be provided through public and private VC organizations and seed capital providers.

Subsequently, the activities and services that fall under business support once the science park is operational may include the university-led incubation and development programs. The incubators advise and assist the firms through
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kick-start programs in the initial period (a few months) of their establishment. The assistance can be external consultancy, access to lawyers, marketing experts, business coaches, and technical facilities. Correspondingly, young firms or startups are also interested in various training activities offered by the park management. These may include specialized workshops, symposiums, or demonstrations. The new businesses are also interested in multiple entrepreneurship programs offered during their respective preincubation, incubation, and post-incubation period. These programs also help the startups develop/refine their business ideas and reduce the investors’ risks.

Another critical attribute is industrial R&D that increases collaboration and stimulates innovation. Then is the establishment of laboratories, which facilitates testing and experimentation. Similarly, proximity to universities and co-located firms/startups results in more complex innovation and a high number of patents. Thus the enterprises prefer to locate on-park premises to establish connections with the universities and associated research centers [50]. Moreover, an affordable and high-tech workplace as per business’s needs, including green environmentally sound spaces, always attracts potential tenants.

In addition, information sharing between park tenants is also believed to enhance innovation, increase collaboration among the stakeholders, and boost technological development. It is also observed that the STP tenants are interested in the social events organized by the park management or other stakeholders. These events are taken as networking opportunities to increase personal interaction, knowledge transfer, and seek professional partnerships. The social events may include academic conferences, seminars, and roadshows. In the context of social events, the provision of facilities such as conference rooms, exhibition halls, auditoriums, and theatres by the science park management is considered an essential element in attracting enterprises and industry leaders to the park premises. Moreover, the availability of a resilient, sustainable, and highly livable environment is also a contributing factor to attract people from various walks of life to the park. Likewise, park tenants also expect the availability of essential services such as restaurants, bars, banks, ATMs, supermarkets, and post offices.

Moreover, prestigious locations are in high demand by startups and high-tech companies to showcase their ideas and technologies. A science park’s site should also be in closer proximity to an international airport to facilitate cargo and human resource transfer/travel. Similarly, accessibility is another contributing factor to attract firms to the science park. Where accessibility refers to the access to support services and technical knowledge provided by the network of neighboring/co-located firms [51]. Moreover, a clearly defined business plan by the STP for valuable knowledge sharing and service provisioning is also seen positively by the park tenants [21]. Researchers have also identified that the tech firms chose to stay on-site in a well-established science park to build up their prestige [52], [53]. Finally,
the science park management’s commitment, expertise, and services offered also play a vital role in the success of a STP.

A. CASE STUDY OF SINGAPORE - THE SMARTEST CITY OF THE FUTURE

The previous section highlighted the importance of business support, proximity to universities, and other critical attributes that mostly contribute to a STP’s success. However, in this section, we analyze various factors that make a city highly futuristic and boost its livability by improving its residents’ quality of life. The same attributes can be inherited by the STPs to transform into high-tech living science cities and attract prospective tenants. For this purpose, because of developed IT infrastructure, strong government support, effective IP laws, and innovation-friendly environment, we selected Singapore as a case study [54]–[56]. The Singapore government endeavors to make Singapore the smartest city in the world by 2025. In this regard, Singapore is developing and implementing future technologies in eight highly technical and specialized areas.

The first on the list is the use of autonomous cars. Singapore has implemented autonomous taxis since 2015, and to further promulgate the use of driver-less cars, the National University of Singapore (NUS) has developed and implemented the concept of self-propelled golf buggies. Similarly, Nanyang Technological University (NTU) is working on driver-less city buses and aims to bring them on the roads by 2022. Secondly, the Singapore Government is using drones to enhance the local policing capability to monitor crowds. The specialized police drones are equipped with powerful sirens, blue and red police lights, and a searchlight almost ten times more potent than a standard car headlight. Besides, the police are also making use of autonomous ground bots (rovers) for remote surveillance. The rover is equipped with cameras and sensors and is fully independent. However, it can be programmed with pre-planned routes for navigation. Moreover, to raise the living standard and quality of life of its people, the Singapore Government has paid due attention to smart homes. These houses have been equipped to automate the daily routine of the residents. In this context, the house lighting, Heating Ventilation and Air Conditioning (HVAC), infotainment, energy, and security settings can be customized as per the user’s preferences. For example, the smart home can be configured to switch off extra lights, raise curtains, reduce security level, start the coffee machine, and regulate shower temperature under the good morning settings as per user-preferred timings. Similarly, the settings can be configured to prepare for bedtime. Correspondingly, robotic vacuums and smart house assistance are common elements in Singapore households.

Furthermore, to ensure citizens’ security on the roads, the Singapore Government is developing smart lamp posts (street lights). These lamp posts are equipped with numerous sensors to monitor environmental changes, respond to high sounds like car crashes, and screams for help. Also, plans have been made to install smart radars and facial recognition systems to detect unusual traffic and unlawful citizens. Another technological landmark achievement of Singapore is the ubiquitous use of robots. It is estimated that there are around four hundred and eighty-eight robots per ten thousand people in Singapore. The robots have been employed in shopping malls where people can interact with them by asking questions. These robots can also sing, rap, wink, crack jokes, and perform cleaning duties. They are also being used in restaurants to collect and return trays and used crockery from the dining tables.

A more official version of the robots is being used as robocops at airports. These robocops act as auxiliary police and perform various security duties. Another breed of robots is being employed in pharmacies to assist its human counterparts in delivering medicines. Other than these, there are numerous personal, social, and service robots, e.g., a robotcoach that advises and demonstrates physical exercises to the senior citizens. Another monumental step by the Singapore Government is the amalgamation with Virtual Reality (VR). Subsequently, different VR applications have been developed and put into use, e.g., intelligent interactive mirrors have been deployed to help kids with learning disabilities to practice various tasks such as tracking a train or finding the way to a particular restaurant. Similarly, equal attention has been given to Augmented Reality (AR) applications used by various enterprises to attract customers to their products and try them virtually. Lastly, the Singapore Government is in the process of deploying a three-dimensional (3D) city model to provide a testing ground to students, researchers, citizens, and government officials for various learning, planning, and professional activities.

B. AUTONOMOUS SYSTEMS AS A SERVICE

Keeping in view the discussion on park attributes and cutting-edge technologies in the preceding sections, we propose a unique feature of Autonomous Systems as a Service (ASaaS). In this business model, numerous autonomous systems and smart applications provide unparalleled services to the park tenants. One of the reasons we are interested in ASaaS is that these are economical besides other value-added services. They also reduce the associated risks to human lives [57] in the provision of various services and increase the quality of life. However, before these autonomous systems are discussed, it is imperative to understand an autonomous system’s basic concepts and requirements in a STP setting.

1) AUTONOMOUS SYSTEM DEFINITION

The history of autonomous systems dates back to 1964 when Leonard Scheer from APL Adaptive Machines Group developed and demonstrated sensors and actuators supported autonomous rover system. The rover could navigate, identify an electrical outlet, and plug in to recharge its batteries without any human intervention. Hence, an autonomous system can be defined as a system that can change/modify its behavior when subjected to unexpected events during
FIGURE 2. Autonomous systems in science and technology parks.

operation [57]. However, once we talk about ASaaS in a science park, a particular system must meet some essential requirements.

2) REQUIREMENTS FOR AN AUTONOMOUS SYSTEM IN A STP
   (a) An autonomous system should be designed and developed based on open systems and standards-based approaches for compatibility with other technologies.
   (b) It should interact with users through a well-designed mobile application (app).
   (c) In addition to default settings, the system should have the capability of being personalized by remembering user’s preferences so that his experience is always familiar and easy.
   (d) It must conform to respective country’s legislative, regulatory, and standards frameworks, e.g., Section 95 of Australian Government’s Privacy Act 1988 [58], outlines the guidelines issued by National Health and Medical Research Council (NHMRC) concerning handling/processing of personal health information.
   (e) Ensure security and privacy of users’ data at all stages of STP operation.
   (f) It should be self-sustained (including operation and maintenance).
   (g) To reduce the carbon footprint and support renewable energy technologies, the system should focus on using solar energy, energy harvesting mechanism, or other green energy technologies.
   (h) To create a unified or collated picture of the ASaaS to the park tenants, all the autonomous systems should be able to integrate.
   (i) It should support open communications protocols/standards.
   (j) The system should have minimal operation and maintenance requirements (including infrastructure, human resources, power, spares, scheduled servicing, etc.)
   (k) Availability of any simulation technology or a lab setup related to a particular/multiple autonomous systems will help the researchers and industry partners test and further improve respective technology/system.

C. PROPOSED AUTONOMOUS SYSTEMS FOR A STP

Fig.2 gives an overview of the autonomous systems that we have conceived for STPs. The design details, features, and the services offered by respective systems to the STP tenants are illustrated in following paragraphs.

1) SMART AND GREEN ENVIRONMENT

According to [15] a vibrant and green landscaped public area indicates the level of environmental quality. Correspondingly, potential tenants of the science park value a clean and healthy environment for quality living. Hence, we propose an autonomous environment monitoring system
that is self-sustainable in monitoring and maintaining healthy air and water quality levels. Such an approach is also expected to ensure high flora and fauna standards in the STPs. The factors that contribute to achieving the desired outcomes through autonomous smart and green environment system may include:

- Monitoring of air pollution (including vehicle emission control), and water quality.
- Monitoring of soil quality to assist in the growth of vegetation in the area.
- Soil moisture testing to facilitate smart irrigation.
- Smart weather monitoring; Weather sensors can be integrated with intelligent street lights. These sensors can monitor and analyze the effects of global warming and propose remedial measures.
- Smart tree monitoring: Smart tree sensors enable efficient monitoring of tree states. This not only ensures a cost-effective optimal tree growth and cheaper maintenance but also helps in early detection of diseases.
- A green environment is not possible without green energy such as solar or wind power. Hence, the due focus should be given to renewable energy sources in a STP.
- Correspondingly, to promulgate green environment, researchers in [59] highlight the importance of sustainable, intelligent buildings. It is believed that the availability of smart and green buildings is one of the main attractions to lure potential tenants to the STPs. The main features of intelligent buildings include indoor environment control, water, and energy efficiency, eco-friendly construction, roof-top/vertical gardens, durable and sustainable design, waste reduction and management, smart surveillance and intrusion detection system, disaster response, high tech ICT services, dynamic and spacious workspaces, and last but not the least charging stations for electric/hybrid vehicles.
- Similarly, since the onset of the fourth revolution in agriculture triggered by the advancement in ICT, especially Internet of Things (IoT) technologies, there has been an increased focus on smart/autonomous farming [60]. Smart farms not only ensure food sustainability but also make efficient use of the available space. Today, numerous robotic machines can autonomously perform various farming/agriculture operations, including weeding, harvesting, plowing, fertilizing, and irrigation. In addition, autonomous drones have been developed to calculate biomass development and fertilization status of the crops [60]. The drones also provide visual information to the farmers concerning various plant diseases. Similarly, advancement in IoT technologies can be beneficial in cattle, horses, ducks, swans, or other domestic animals/wildlife management. Correspondingly, we propose a business model of Autonomous Farming as a Service in the subsequent paras.

**a: AUTONOMOUS FARMING AS A SERVICE**

To patronage the concept of a STP as a self-sustainable autonomous greenfield project, there may be one to two-acre size farms to grow different crops, vegetables, and fruits to sustain park tenants. Hence, to effectively and efficiently realize agriculture (Agri) farms’ development and autonomous management in STPs, we propose Autonomous Farming as a Service (aFaaS). The proposed system aspires to tackle conventional agriculture problems such as high machinery costs, safety risks concerning massive machines, shortage of skilled labor, the slower value of trade-ins, long working hours, wastage of products, and materials during seeding, fertilizing, spraying, harvesting, picking, sorting, and irrigation. Moreover, it is difficult for farmers to detect and identify crop/plant diseases in time for effective treatment without losses in crop yields in traditional settings. Furthermore, the human workforce’s safety and health concerns due to accidents while working with heavy machinery and pesticides is also a matter of grave concern.

Hence, the concept of precision agriculture/farming involves farm management with the support of various technologies. The primary objective is to improve crop production and environmental quality. Thus, to address above mentioned problems, assist farmers in optimizing every acre of their operation, and achieve high productivity with reduced cost effect, aFaaS utilizes advancements in agricultural technologies, especially the autonomous systems [61]–[63]. Before illustrating aFaaS business model shown in Fig.3, it is highlighted that all the autonomous vehicles, robots, and agricultural machines have some common traits. They all are equipped with a navigation system and multiple layers of safety equipment, sensors, and tools to detect obstacles (tree line, water bodies, power lines, rocks, etc.), perform self-diagnostics and generate an alarm in the case of any error/faults to notify owners. The sensing and safety equipment includes LiDAR (Light Detection and Ranging) to create a 3D map of the area, SONAR (Sound Navigation and Ranging), visual cameras, and IR sensors to detect obstacles, kill switches for emergency stop, environmental sensors to monitor temperature, humidity, soil moisture, wind speed and GPS for navigation [64].

Moreover, before the autonomous agricultural machinery is put into operation, the farmer creates the path plan by entering the boundary and permanent obstacles information for each field/farm on the field’s satellite image using aFaaS user app. To cater to people who are not comfortable with computers and technology, they can follow the “Drive and Learn” approach. In which, the farmer can map the field/farm by driving in the farm. After that, with the help of LiDAR and other sensing equipment, the field/farm boundary and obstacles are automatically mapped through the aFaaS app. The autonomous robots/machines can then move on the prescribed route using GPS. Moreover, the farmer can set various parameters for a particular agriculture operation, e.g., in the case of seeding, he can set the seed density, the pattern of
laying, and the distance between each seed location through aFaaS app.

Another key highlight of aFaaS is that it does not employ exiting large-scale agricultural machineries such as tractors, harvesters, and sprayers. Instead, based on the concept of Mobile Agricultural Robot Swarms (MARS) [65] and swarm farms [66], aFaaS employs swarms of small agricultural robots with a modular design. These robots can be customized for a particular task. Moreover, the robots are carried and managed through a mobile Robots Transport and Coordination Unit (RTCU). The RTCU acts as a transporter for the robots and can also store supplies, e.g., seeds, fertilizers, water, pesticides, spare tools, batteries, etc. RTCU also functions as a Real-time Kinematic (RTK) base station to ensure robots’ positional accuracy.

On the other hand, the robots can operate around the clock with satellite navigation and data management through aFaaS and STP Data Arena (being illustrated later in Section-III-C8). At the same time, the farm owners have permanent access to their data. As shown in Fig.3, the autonomous robots can perform numerous agricultural/farming tasks [67] including soil sampling and testing, seeding, planting, spraying, weeding, crop protection and inspection, watering, harvesting, fruit picking, sorting, materials handling, pruning, and grass cutting/mowing. It can also be seen that aFaaS may employ a combination of aerial and ground robots as per the requirements of the tasks. Although some of the agricultural/farming operations can be achieved by both platforms, yet there are some distinctions.

Ground-based autonomous robots varying in shapes and sizes such as a crawler, caterpillar [68], [69] and the most simplistic wheeled platforms are the common types. As compared to their aerial counterparts, ground robots can be equipped with more sensors and actuators without considering their weight. The sensors may include GPS, LiDAR (considered better than Radars), SONAR, visual cameras, kill switches, and weather sensors. Moreover, the autonomous robots designed for picking fruits may have different types of end-effectors, e.g., electric gripper, pneumatic gripper, suction cups [70], gecko gripper, origami flower gripper, fruit picker, trash fingers [71] and other robotic tools, depending upon the shape and size of the fruit, bins, or nature of the task. Similarly, to compensate for the terrain-specific limitations of wheeled robots, spherical robots can also be used in all-terrain types for exploration [72], surveillance [73], and measuring soil temperature and moisture for precise agriculture [74]. Hence, some of the tasks that can be performed explicitly by ground-based autonomous agricultural robots include:

1) Seeding and planting: Ground-based robots controlled by RTCU can be employed in a swarm for seeding or planting crops/saplings.

2) Weeding: It involves using computer vision and machine learning (ML) to detect weed in cereal crops such as wheat, rice, maize, oat, barley, rye, and millet. The weed can be controlled by two methods. The first one is precision spraying, in which the robots accurately spray herbicides at the exact location of the weed to prevent any overlapping or overflow of the pesticides. However, chemically removing the weed has other associated hazards affecting actual crops and adjacent soil. Hence, to manually remove the weed in an old-fashioned way without any labor and in less time, autonomous robots can be equipped with a plucking tool. It is also visualized that the robots can autonomously navigate different field configurations and run unstoppable for long hours [75].

3) Precision spraying: Use of pesticides is necessary to prevent crop losses and improve yield. Conventionally, farmers use traditional sprayers to apply pesticides. These sprayers distribute them uniformly over the entire field. Subsequently, due to toxicity, pesticides have a significant impact on the environment and people’s health. Therefore, there is a need for accurate delivery of defoliants in the correct amount using a fleet of autonomous robots to reduce the impact on humans and the environment [76].

4) Soil moisture and temperature sensing: Ground robots equipped with the right tools are the most suitable for checking soil moisture and temperature, especially once crops/plants grow up and it is not easy to access soil from the top.

5) Precision irrigation. Based on soil moisture and soil temperature readings, the ground-based robots can be utilized for precise watering of the crops/plants. Such a controlled irrigation mechanism will help in conserving water, especially in dry or drought-hit areas.

6) Measurement of water stress: An autonomous ground-based robot equipped with a micro-thermal and hyperspectral camera can measure water stress in a farm/field. Water stress can arise due to excess water (in case of floods) or water deficit (during drought) and affect crop productivity. Therefore, measurement of water stress level in a field is essential to ensure precise watering of the crops/plants.

7) Measurement of Leaf Area Index (LAI): Robots on the ground are suitable to measure LAI. Where LAI is the ratio of leaf surface to the unit ground area, which reflects the essential ecological characteristics by quantifying the amount of foliage in the plant canopy [77].

8) Autonomous ground robots are also useful for grass cutting/mowing without any human intervention. In comparison with ground-based robots, aerial platforms can be employed for:

1) Pest and disease control: Pests and diseases can be detected in crops/plants by applying computer vision techniques on RGB (Red Green Blue) and 3D images of the crops/plants [78], [79]. Moreover, the same can also be done by taking samples from the fields/orchards and analyzing them in the laboratory. Correspondingly, the correct amount of fertilizers can be calculated and applied to the crops [80], [81] with precision and...
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FIGURE 3. Autonomous farming as a service.

2) Yield Prediction: UAVs can also collect RGB and Normalized Difference Vegetation Index (NDVI) data from the crop/plants. The collected data can then be analyzed to predict crop yield using deep Convolution Neural Networks (CNN) [82].

3) Distributed environmental monitoring and assistance in crop pollination: Micro aerial robots to the likes of RoboBees [83] may be employed to monitor environmental parameters. They can also assist in the pollination of plants as well as crops in the STP.

4) Crop inspection and protection: Appropriately equipped autonomous drones can inspect the crops and plants. The drones provide high-resolution images that can be used to check crops, detect diseases, and find unseeded rows or bare soil in the field [84]. Similarly, UAVs can also protect crops and fruit trees from birds.

5) Cattle spotting: Australia is home to world’s largest cattle stations. E.g., Anna Creek has an area of around twenty-four thousand square kilometers, followed by three other stations with an area of more than fifteen thousand square kilometers [85]. Therefore, cattle in such large areas can only be tracked and monitored by using aerial platforms.

b: AGRI FARMS MAPPING SERVICE

Mapping of agricultural and forestry land provides means to estimate current production and environmental states. It also helps in monitoring progress over time. The information on production and ecological conditions can be used in site-specific farming to tailor specific crop and soil treatments for each field [86], [87]. Keeping in view the advancements in 3D mapping technologies and their benefits for the farmers, a STP may offer Agri farms mapping service. There are two ways to create a 3D map of a field: using ground-based robots and, secondly, by utilizing aerial technologies.

Correspondingly, satellite imagery and the images obtained from manned aircraft are used to map land all over the world. However, satellite and aircraft sensory data’s spatial resolution is of low quality compared to a UAV.
However, some limitations may affect the quality of images or operation of UAVs. E.g., the presence of clouds, the extended data delivery times, the need for special permissions, and the cost effect. Subsequently, the low spatial resolution sensory data may underestimate productivity and environmental factors and result in insufficient treatment coverage [88]. Besides, with the advancements in vertical take-off and landing technologies, UAVs like quadcopters are among the best alternatives. These UAVs are economical, efficient, can carry multiple sensors, and do not have many restrictions on the usage [89].

UAVs equipped with multi-spatial sensors, including LiDAR, RGB, thermal, and hyperspectral imaging, can be used to map green farms. Similarly, LiDAR mapping data can then be used to evaluate the impact of agricultural production methods [90]. In addition to large-scale farms, LiDAR mapping and monitoring [91] can also be applied to orchards and wineries. Moreover, the mapped data can also estimate crop volume/canopy and related biomass for precise delivery of nitrogen (N), which is the primary source of nutrients for crops/plants. Similarly, ground-based mobile robots equipped with a stereo camera, location sensor, and inertial measurement unit [92] can create 3D terrain maps using Simultaneous Localization and Mapping (SLAM) algorithm for precise agriculture [93]. We believe that the above-discussed mapping technologies can also be used to create a 3D map of a STP for the urban archaeology project.

c: SOIL TESTING AS A SERVICE (STAAS)
Soil plays an integral part in keeping the environment healthy by regulating N use and carbon flow. Similarly, soils help in mitigating greenhouse gasses [94]. However, crop health may be threatened by soil-borne diseases. Numerous factors influence soil-borne diseases such as block selection, crop rotation, varieties, nutrition, irrigation, and fumigation [95]. Therefore, healthy soil is essential for the environment and high yields in Agri farms. Hence, to facilitate commercial and household farmers, the STP must offer STaaS, in which autonomous robots collect soil samples from the prescribed location. The soil samples are then analyzed and profiled for the microbial population using Next Generation DNA Sequencing (NGS). STaaS may also provide agronomic insights from soil data using AI-driven analytics. The test results will help farmers understand their soils and decide on the type and amount of nutrients, fertilizers, and water to be used in the farms.

There might be a question of what advantages we get by using autonomous robots for agricultural tasks. Rather people are a bit pessimistic about giving autonomy to the machines. Subsequently, they see it as a safety risk in case of a hardware/software failure and a threat to human jobs. However, in reality, autonomous technologies are paving the way to create and grow new industries. Similarly, jobs requiring skills related to servicing, managing, observing, and optimizing autonomous systems’ performance are emerging. Moreover, the demand for competent data engineers and analysts is also on the rise.
Some other benefits of using robots in the agriculture/farming sector are:

1) Robots can perform dangerous and high precision monotone tasks.
2) Autonomous robots can be more efficient in performing Agri tasks because they better understand the situation based on sensor data and access to online databases and forecasts.
3) Robots mostly operate on batteries or solar energy; hence they contribute to a greener future with less carbon footprint and noise pollution.
4) Robots will optimize the use of resources, including water, energy, time, and skilled workforce. Thus, increasing the yields of the farms.
5) Save farm workers from various risks/hazards including:
   - Exposure to pesticides.
   - long working hours.
   - Injuries from heavy machinery.
   - Exposure to heat and ultraviolet (UV) rays.
   - Organic dust toxic syndrome that is caused by inhaling dust from moldy material, thus causing an inflammatory reaction in the lungs.
   - Exposure to excessive noise from machines.
   - Risk of accidents caused by fatigue, wild weather, and equipment failure.
   - Stress of health-related claims and huge costs of medicines.

However, at the same time, there are particular challenges associated with using robots in farming. For instance, unlike industrial, the agricultural environment is not controlled. Hence, natural calamities like rain, storms, flood, fire, and earthquakes affect the operations. Therefore, agriculture requires more versatile and robust robots. Moreover, despite high economic and environmental benefits, the adoption of autonomous Agri technologies is very slow [96]. This lag can be attributed to knowledge gaps in farmers around the world. Besides, precision farming has not been adopted in an umbrella deployment. Instead, some specific tasks are automated to meet the farmers’ needs. Correspondingly, the existing robotic technology in precision agriculture is limited to vehicle guidance and auto-steer systems. The reason is that the economic benefits are easily achievable without requiring the integration of additional components or decision support systems [96]. However, it is envisaged that aFaaS offered by the futuristic STPs will pave the way for better understanding and complete transformation of traditional agriculture/farming operations with autonomous technologies.

d: AUTONOMOUS VERTICAL FARMS
To avoid uncertainties emerging from natural calamities and global warming, a more refined variant of smart farms is autonomous vertical farming. The concept of vertical farms is not new. In 2010, Kono Designs created an urban farm in a nine-story office building (Pasona Headquarters) in Tokyo, Japan. In addition to providing green space, this farm also allows its employees to grow and harvest their food at work [97]. Vertical farming is expected to be the best option to meet future food production requirements in the backdrop of the rapidly increasing global population, shrinking agricultural lands, and adverse effects of global warming [98]. Hence, vertical farming’s primary objective is to yield maximum harvest with economical use of resources and zero waste in a minimum possible space. E.g., as shown in Fig.4, a small autonomous farm can even fit into a standard shipping container [99]. The farm is equipped with various sensors and actuators to automate the processes without any human intervention. The smart environment provides a crop with a perfect climate, including light, temperature, humidity, nutrients, and water every day. On the contrary, it is impossible in the natural environment.

One of the significant benefits of growing plants in such a concealed/controlled environment is that there is no need for any pesticides or herbicides. Hence, there is no danger of passing any contamination to humans. The automated farm in the shipping container is designed in a way that one container can accommodate hundreds of trays. At the same time, the dimensions of the trays can be adjusted as per the size of the plant/crop. Therefore, each vertical farm can be individually climate controlled, allowing for a perfect environment for each crop at every stage of its life. Moreover, the sensors-based watering system ensures that water and nutrients are distributed as per requirement, and the excess water is also recycled. It has been tested and proven that autonomous vertical farms yield quality products in terms of size, taste, and nutrient value and ensure the efficient and economical use of resources [100], [101].

2) SMART LIVING
Besides dynamic workspaces, smart living is an equal fascination for present and future park tenants. The desired services in this regard include:

(a) Smart Homes: Houses with an intelligent security system, smart lighting, and HVAC (energy-saving mode when the house is empty) are no more out of reach. Hence, STP’s management must provide intelligent homes equipped with high-tech gadgets/technologies to its tenants. Similarly, the availability of intelligent appliances such as a smart refrigerator with inventory notifications and smart vehicle diagnostics (fuel, battery, tire pressure, coolant, engine oil) is also vital. Correspondingly, an intelligent home application (app) must allow the residents to configure different ambient settings such as “bedtime” mode. In this mode, the unnecessary lights (as per user’s preferences) are switched off, the security system is armed, and non-required appliances are put into idle mode. In the same way in the “Good Morning” mode, the security lights and nonessential security equipment are switched off, and necessary appliances such as coffee machine, toaster, and oven are warmed up.
(b) **Smart Personal Assistant:** This feature allows providing services to a tenant as per his personal preferences. E.g., the tenant gets an alert for wake-up as per daily traffic, road and weather conditions, office time, meetings schedule, or if the vehicle requires refueling. He may also be notified when there is a restaurant deal on his favorite dish, or he gets an alert for his favorite movie show in the cinema. Similarly, a resident may be suggested to attend a social/professional networking event in the science park based on his professional/personal interests, research area, skills, etc.

(c) **eHealth:** Remote healthcare is considered a basic need in the current pandemics era. The remote health monitoring devices comprising sensing and actuating systems keep track of an individual’s vital physiological signs and inform the medical personnel immediately upon any medical emergency. In this context, a portable, lightweight on-body sensing device can monitor a person’s vitals, including heart rate, ECG, blood pressure, and blood sugar. It can also keep track of and inform the patient at the time of his usual medication. The data or any alarm generated by these devices instantly notifies the medical center for emergency response [102], [103].

(d) **Smart Utilities:** For efficient usage of home utilities such as water, gas, and electricity, smart metering can be offered as a service (SMaaS). Hence, the residents can be informed about the utilities’ usage in real-time. This service can be provided in the form of a smart metering app embedded in the science park user dashboard (main app). The smart metering app will assist the users in efficient and economical use of the utilities based on peak and off-peak hours [104]. Moreover, data collected through smart meters help the service providers detect any leakages, line losses, or faults at the earliest than the manual metering services [105]. Likewise, smart metering also reduces the cost of manual meter reading, and the continuous information flow helps the distributors understand demand patterns and supply forecasts. Hence, the utility companies can reduce operational costs and pass some of this financial relief onto the consumers.

(e) **iShopping:** Although world’s first VR-based shopping app was launched in May 2016 to enhance customers’ shopping experience [106]. However, in a post-pandemic (COVID-19) environment, online shopping has increased enormously [107]. For example, in South Australia, online shopping has seen an increase of sixty-four percent (Year Over Year (YOY)) in November 2020 [108]. No wonder businesses worldwide have started using immersive VR environments to provide an interactive in-store equivalent shopping experience to the customers without leaving their homes [109]. Hence, today people can shop for clothes by trying them virtually using mobile VR and AR apps. Moreover, they can also buy products, e.g., furniture, by virtually decorating their house/room space. Therefore, we foresee STPs offering a VR/AR-based shopping services to the park tenants in both online and in-store environments. The objective should be to make the life of the park tenants productive and easy. Some other features of the perceived VR/AR-based shopping environment in the STPs may include; display of product’s key features, e.g., for food products, it may show its origin, date of the package, user rating, taste, seed or seedless, nutritional information, special offers, and comparative prices at other stores.

(f) **Smart Pet Grooming:** In today’s busy life, it is challenging and stressful for people working in offices for long hours to take care of their pets at home. Hence, to facilitate researchers, developers, and other tenants at STPs, a smart pet monitoring, and grooming system is recommended. Such a system should have the capability to monitor the pet’s whereabouts, interact and play with it like humans, take it for a walk (in case of dogs), conduct scheduled or emergency visits to the vet, and feed the pets at times prescribed by the owner. This interactive assistance in the absence of a human owner is expected to keep the pets stress-free and happy and keep them refrained from destructive activities while home alone.

Correspondingly, there has been a significant advancement in computing, sensing, and actuating communications technologies and automobiles. However, at the same time, an increase in population has given rise to the number of cars on the roads, thus creating a stressful negative impact on the environment, human safety, and transportation systems [110]. Hence, to increase drivers’ and driving safety, efficient time management, and optimum resource utilization, some of the leading tech companies, car manufacturers, and governments have started investing in autonomous cars. The greater interest in autonomous car technologies is to launch personal and fully commercialized autonomous car fleets to improve traffic safety.

3) **MOBILITY AS A SERVICE (MAAS)**

Keeping abreast with world trends and future requirements, the modern STPs should aim to provide autonomous MaaS for park tenants and visitors. More importantly, the science parks must serve as a testing ground for new autonomous transport infrastructure and related technologies by providing a rare real-life greenfield city environment. In this regard, the primary prerequisite is autonomous intelligence, which must permeate the system, from recharging, to maintenance, garaging, parcel handling, scheduling, and user interaction. Correspondingly, some other desired constituents of MaaS are:

(a) **Autonomous Vehicles:** The fundamental elements for the autonomous vehicles comprise: state of the art smart vehicle technologies (hardware and software), fully autonomous control, fail-safe navigation
system [111], integrated health monitoring system to monitor passengers’ health such as heart rate and blood pressure, emergency response to inform concerned authorities regarding a safety or health emergency event, simple user interaction using Natural Language Processing (NLP) or other Artificial Intelligence (AI) technology to communicate with normal as well as passengers with a disability. Similarly, self-charging capability is also an essential requirement. Hence, once in low power, the autonomous car should automatically park itself at a prescribed charging station and get a recharge.

(b) Green Transport: In a bid to contain the impact of global warming, the STPs should advocate the use of green transport within park premises. Green transport may include electric or solar vehicles. Moreover, in addition to autonomous, green cars, smart personal transportation such as self-driving scooters [112], can be used to commute in various areas of the park.

(c) Autonomous Infrastructure: Operation of autonomous vehicles cannot be completed without autonomous.smart infrastructure. E.g., A driver-less vehicle once approaches a charging station to recharge its batteries; the charging station should have the provision of wireless charging to prevent any human involvement. Similarly, there can be an autonomous car wash and autonomous vertical parking system [113], [114] to make efficient use of parking space and keep cars safe from thefts, accidents, and other sabotage activities. To make the vertical car park more economical and eco-friendly, it can be operated just on solar power with sufficient battery backup to sustain through prolonged bad weather days. In addition to the autonomous vertical car parks, the autonomous cars’ navigation system should be able to communicate with the smart parking systems so that the car is taken directly to the empty car space at/near the desired destination. Moreover, to make the recharging of driver-less cars more autonomous, the roads in the future STPs may be equipped with dynamic wireless charging lanes [115], [116].

Besides, when we talk about autonomous infrastructure, the discussion is not complete if smart concrete in constructing self-healing roads, pavements, and other architectures is not highlighted. Smart concrete is an upcoming technology that can extend respective infrastructure’s life by autonomously repairing the cracks [117]. The mechanism behind smart concrete is a super absorbent polymer that is mixed with the concrete during the construction stage. Over the period, when cracks develop in the concrete architecture and water enters these cracks, the polymer absorbs the water and produces concrete-like material that fills in the gaps. Scientists believe that cracks of even a few microns can be fixed to prevent significant damage. Similarly, using Phase Change Materials (PCM) like Butyl Stearate (BS), concrete’s thermal properties can be enhanced [118]. As a result, the ambient temperature in a concrete building can be maintained as per the comfort level of humans by preventing temperature fluctuations.

(d) Intelligent Traffic Management: One of the rudiments of a successful MaaS system is perceived to be the intelligent traffic management system. The primary element of this system is the traffic signal operation. According to [119], modern traffic-actuated signals ensure traffic flow in minimum possible phases. Where a phase consists of a set of nonconflicting movements. E.g., the existing traffic signal system in Australia uses an inductive loop detector to adjust the duration of the signal lights, i.e., red or green, by detecting the number of vehicles waiting or moving through an intersection. However, inductive loop detectors are not considered very effective as compared to infrared (IR) or video radar detectors. Moreover, there is a minimum time for which green light is to be displayed for a particular approach/lane even if there is no vehicle waiting. Hence, considering STP, a testing ground for various autonomous technologies, it is recommended that a dynamic/intelligent traffic management system be employed to regulate the traffic based on real-time traffic conditions in each lane. These conditions may include traffic density and speed of heavy and light
This idea is not unrealistic, as many researchers have proposed various solutions in this regard. For instance, [120] uses real-time data about vehicle volume and waiting time in each lane to determine traffic light sequence and length of green light. Similarly, researchers in [121] used IR sensors to manipulate traffic signals based on traffic density. Also, [122] proposed a monitoring system using street video cameras in parallel to the traffic light system to determine different street cases (e.g., empty, normal, crowded) in varying weather conditions. Other than intelligent traffic signals, we foresee testing of dynamic/adaptive speed bumps on the streets of STPs. As shown in Fig.5, an adaptive speed bump system may comprise a speed bump sign, speed radar, a control system with an actuator to control the operation of the speed bump, and the bump itself. The speed bump remains in de-active mode, i.e., parallel to the road during peak hours, once most vehicles are moving within the prescribed speed limit. However, when the radar unit detects an incoming car driving over the speed limit during off-peak hours, it alerts the control unit, which activates the speed bump from a safe distance from the approaching vehicle to slow it down. Moreover, to add more security, license plate recognition can also be performed to slow down specific vehicles [123].

4) SMART COMMUNITY
(a) iHealth: Intelligent health services at community level aim at improving medical emergency response, managing patients Electronic Health Record (EHR), analysis of community medical data, predict community transfer diseases, propose precautions, and make efficient use of resources. In addition, data collected from community (local council) medical center may be shared with state’s health department for analysis and provision of specialized medical services like an air ambulance, special medical consultancy, emergency response, and health alerts.

(b) Use of Personal, Social, and Service Robots: To foster an ingenious view of STPs, we propose the use of personal, social, and service robots. These robots will improve the livability in the STPs by autonomously performing various tasks and making the processes more cost-effective, risk-free, reliable [124], and productive. Although using a personal robot is quite intuitive, one may get confused in differentiating between a social and a service robot. A service robot is designed and developed to interact with humans as living human machines. Therefore, social robots should be realistic, and they should communicate, and cooperate with humans as naturally and intelligently as possible [125]. Whereas a service robot is used to automate specific or several tasks, where human interaction may not be necessary, e.g., industrial and medical robots [126]. Some use cases of these robots are shown in Fig.6. As per a case study on personal robots, people desire that a personal robot should clean the house, prepare food, do laundry, serve people, care for pets, look after kids, and ensure the security of the house [127]. On the contrary, social robots can be used in shopping malls, parks, hospitals, restaurants, airports, schools, offices, and public transport to interact with humans and also for security-related tasks. Whereas service robots can be used to assist in agriculture, construction, industry, inspection and monitoring, medical, and defense-related tasks [126].

Moreover, every day, numerous incidents globally involve Hazardous Materials (HAZMAT) such as chemical spills, leaks, fires, and the intentional release of toxic substances. These incidents not only adversely affect human health but also ecosystems and the environment. Therefore, the most vulnerable are the emergency services personnel. E.g., in South Australia alone, there had been one thousand four hundred and twenty-one incidents involving HAZMAT, fire, transport, sabotage, etc., between 2001 and 2018 [128].
Besides, it is a fact that human rescue workers become a scarce resource in disaster scenarios. Therefore, [129] proposes that a single rescue worker should supervise a multitude of autonomous robots equipped with appropriate sensors and tools in ideal circumstances. These intelligent machines can assist in inspecting incident sites from a safe distance, analyzing the type of HAZMAT, damage assessment, rubble clearance, and search for survivors. However, there are numerous challenges in using autonomous rescue robots as a service. [130]. Firstly, existing rescue robots cannot operate autonomously in a harsh environment. Where harsh environments are perceived as unknown, unstructured, dynamic, cluttered, hazardous, and limited in resources (such as the availability of communications, GPS, and visibility) [131], [132]. Hence, machine decision-making capabilities in rescue robot technologies need further research. It is also difficult to decide whether a fully autonomous or semi-autonomous (teleoperated by a human supervisor) system would be better as a general-purpose rescue robot. Another critical challenge for rescue robots is the mapping or construction of a path profile.

(c) **iLighting (Smart Street Lights):** To augment environmental monitoring, surveillance, security, information dissemination, emergency response, and public service, the use of intelligent street lights can never be overemphasized. An intelligent street light is an autonomous element of the overall smart community. As shown in Fig. 7, the iLight is solar-powered and equipped with numerous sensors and equipment such as a WiFi transceiver module, temperature, humidity, CO₂, smoke, and noise sensors, surveillance camera with image processing capability, motion sensor, emergency telephone, digital street sign, digital info screen, a speaker and a microphone, an electric vehicle (EV) charging port, and a power socket for general use (mobile charging). The highlight of the iLight is that the surveillance camera with the requisite image processing capability can detect and generate alerts for any security or emergency incident such as street crime, street fight, bullying, road accident, flash flooding, or a prescribed health emergency. Upon receiving an alert, the STP management can always monitor the real-time situation and generate an appropriate response.

(d) **iBuildings:** The intelligent buildings are mostly equipped with sensing and control infrastructure for efficient HVAC and lighting management. Some other technologies may include energy generation, storage, and distribution. Smart buildings maximize efficiency and productivity. Hence, the essential features envisaged in an iBuilding include safety and security, network connectivity, functional spaces, IoT enabled environment (HVAC, lighting), layered security (integrated access control, fixed network camera, network dome camera, multi-factor authentication locks, intrusion detection), safety (HAZMAT, fire, gas, and sabotage detection), and efficient water and energy management.

(e) **Smart Maintenance:** It implies using sensors and other surveillance means to autonomously monitor and initiate a complaint to the council/park management for maintenance issues along with evidence in the form of pictures, videos, or sensor data.

(f) **Smart Waste Management:** Waste management is an integral part of a green environment. However, in the existing scenario, most of the counties resort to manual/predefined waste collection, irrespective of the
fact that what percentage of a waste bin is full. This may infer extra costs in terms of fuel and waste collection vehicles. Moreover, if there is a waste bin with rotting and fast decaying food items such as fish waste, meat, and fruits, then if the bin has to wait to be emptied as per respective council’s schedule, it may affect the environment. Although there are different color codes for the bins for the segregation of waste items at the source in Australia, e.g., a Red-lidded container is for nonrecyclable household rubbish and is collected weekly. The yellow-lidded bin is for recyclable items collected fortnightly, and the green-lidded bin is for garden cuttings and is also collected fortnightly. Nevertheless, it has been observed that people may not follow the color codes and throw unwanted items in different bins, such as batteries, toxic materials, medical waste, and fast decaying food items, including fruits and meat products.

Hence, we recommend using digital technologies to; reduce costs and resource consumption, identify objects in the waste for faster response, overall improved performance, and social well-being with increased engagement. In this context, the smart waste management system architecture is shown in Fig. 8. All the waste bins placed at various locations are intelligent bins equipped with IoT sensors that continuously monitor the volume [133], [134] and the type of objects in the waste. As soon as a bin is ninety percent full, or a rotting, fast decaying, or a toxic thing is thrown in the bin, an alert message is generated containing the location of the bin, time, volume, and type of the waste to the waste management controller (located at STP waste management office). The controller automatically compiles the data from all the waste collection points in the STP. After processing the received data, the waste management app generates
the dynamic route and schedule for daily waste collection. Any impromptu task of waste collection on an urgent basis is also automatically added to the specific waste collection vehicle route. Keeping in view the use of autonomous vehicles in the STP, it is presumed that the complete waste collection process is autonomous, comprising smart bins, driver-less vehicles, and intelligent app. The waste management system is envisaged to perform necessary data processing to dynamically create waste collection routes and schedules and propose an appropriate recycling plan. However, the only foreseeable challenge in successfully implementing the smart waste management system is the effective classification of objects in the waste. Although many solutions have been proposed in this regard, [135]–[138], yet considerable research is required to develop a real-world product.

5) INTELLIGENT SAFETY AND SECURITY SYSTEM
The vision of a STP as a living science city cannot be accomplished unless an autonomous security and safety system is deployed to intelligently protect against conventional security threats and reduce the impact of natural calamities and man-made disasters. An autonomous and intelligent security and safety system has the following necessary attributes.

(a) A wide network of surveillance cameras with image processing capabilities for real-time incident detection, face recognition, alarm generation, immediate response, and follow-up monitoring based on the analysis of live video/surveillance cameras feed. The surveillance system based on CCTV cameras can be supplemented by incorporating drones and robots in the security and monitoring mechanism.

(b) Use of iProvost (robotic police) for surveillance, incident detection, and initial response. The robots equipped with armor protection, cameras, acoustic sensors, speakers, searchlights, sirens, and blue and red flashing lights can be deployed at all public places, including parks, shopping malls, sports grounds, science park residential and commercial areas, car parks, bus/train stations, public libraries, etc. The robots should be able to operate autonomously on the predefined routes, generate an alarm, and preserve any onsite evidence (video, pictures, handheld objects, etc.). The essentials of an iProvost’s job profile include detection of road-rage, street fights/crimes, bullying at public places, carjacking, illegal travel on bus and train without a ticket, shoplifting, etc. The robots can also identify criminals using facial recognition and help find family/guardians of lost kids or senior citizens.

(c) Safety of science park against natural/man-made disasters based on environmental monitoring and issuance of related warnings and precautionary/remedial measures. The sensors may include seismic sensors, fire/smoke detectors, and an automated flood warning system.

6) DRONES AS A SERVICE (DAAS)
In today’s dynamic and eventful world, the requirement of speedy response to various social service requests has been made easy by drone technologies. Nonetheless, most of the current drone applications are centered around a service-based business model. However, as per the existing regulatory frameworks e.g., drone policy outlined by Civil Aviation Safety Authority (CASA) Australia [139], limited commercial use of drones or Remotely Piloted Aircraft (RPA) is allowed under strict standing operating conditions for micro and small excluded category RPA. Small excluded category RPA involving drones weighing no more than 25 Kilograms is only applicable to private landowners. Some of the other conditions that restrict an all-out commercial use of drone technology include no flying within 5.5 Km of an airport with a control tower. The drone should not go beyond 120 m from the operator. No drones should be flown in an area with emergency operations underway. Hence, the above discussion concludes that the future STPs should seek some leverage from the respective government in the commercial use of drones within the park premises. Thereby, the STPs may use drones to inspect industrial equipment or construction sites, surveillance and security services, cargo delivery, land surveying, and farming operations. It is also proposed that a STP should workout a customized drone use policy as a test case for the provision of various autonomous drone-based services and try new business models in a realistic urban environment under centralized control. To deliberate further on the concept of Daas, some of the proposed applications, as shown in Fig.9 are illustrated in succeeding paragraphs:

(a) Inspection and Surveying Services: Inspection observation service may include rooftop condition assessment, land surveying, construction site monitoring, gas/water pipe leakage detection and assessment, and other HAZMAT leakage detection or monitoring.

(b) Emergency Response: It can include different scenarios, e.g., in the case of a traffic accident, drone-based service may be used for first responder damage assessment, evidence gathering for insurance purposes, and road/traffic assessment to regulate traffic on alternate routes. Concerning health emergency response, park residents may sign up with the STP health emergency response service indicating desired medicines or medical equipment. Therefore, once the affected person or his nominated close contact triggers an alarm for immediate requirement of a specific medication or medical equipment such as EpiPen, inhaler, defibrillator, insulin, Ventolin, anti spider/snake venom, etc., a drone is dispatched to make the delivery.

(c) Disaster Response and Relief Management: Disaster response and management is a critical task that requires speedy situational awareness for a targeted and effective response. E.g., in case of natural/man-made disasters, including bushfire, earthquake, flood, or severe storms, autonomous drones can be used to assess the extent of damage caused by the calamity, monitor
FIGURE 9. Drones as a service (DaaS) use cases.

rescue and relief efforts, and also provide food and necessary supplies to the affectees. There are drone technologies that can assist in fire fighting efforts in areas inaccessible to humans. Correspondingly, drones can provide early warning of flash floods by visual surveillance of waterways and reservoirs.

(d) Delivery Services: It is perceived that most stakeholders tend to engage in time constraint activities in the science park environment. They may require some essential equipment, IT parts, tools, small packages, or food and grocery items on an urgent basis. Hence, the drone delivery service’s on-demand nature will allow shipments to be sent as soon as they are ready rather than waiting for the following day’s shipping run. The drones can thus ensure swift fulfillment of time-critical scheduled as well as spontaneous deliveries. In this regard, users may be charged an extra amount depending upon the urgency/priority of delivery.

(e) Telepresence: Another compelling use case of DaaS business model is telepresence. This service can assist STP residents in supervising various tasks remotely. E.g., Walking kids home from school if their nanny is not available that day. The kids’ parents can view the real-time video footage of the drone to see their kids going home. Similarly, if a person is busy at work and wants to check on his kid at a soccer game remotely, the DaaS app will provide him the opportunity to request such a service by entering the date, time, and location of the event. Correspondingly, a drone can also be hired to search and locate a lost pet.

(f) Research Support: Research scientists, startups, and other parties can book a drone flight to test a new sensing technology or a flight control mechanism. Similarly, university students can also hire standard drones to test various intelligent applications.

(g) Challenges: Like other autonomous systems, DaaS business model also has associated challenges. E.g., A bad weather environment, including thunderstorms or strong winds, may disrupt drone flights, especially for the small RPAs. Similarly, in a large drone fleet, it would be an arduous task to monitor and manage drone flight paths, scheduled and spontaneous task assignments, and prioritizing the jobs based on user-specific response time. Besides, the urban
environment and integral obstacles may adversely affect drone flight paths. Likewise, transitioning from fully outdoor to semi-indoor operation may affect the performance of on-board GPS. Hence, an improved drone localization algorithm needs to be developed to provide cm-level accuracy in the absence of GPS service. Correspondingly, there is a need to create a flight management system with the capability of flight schedule, flight path mapping and analysis, data analytics for proactive/predictive maintenance, and drone abstraction that involves working with multiple drone providers.

7) SMART GOVERNANCE AND MANAGEMENT

(a) Autonomous Resource Management System (ARMS): It refers to monitoring and managing all types of resources in the STPs. E.g., as shown in Fig.10, to facilitate research, innovation, and collaboration between various stakeholders, we introduce ARMS. The suggested system will monitor the status of all the projects undertaken by startups, tech-based firms, and entrepreneurs. It keeps a record of organizations’ resource requirements, including equipment and a skilled workforce. Similarly, it will connect with the industry partners to track their R&D needs, funding
options, and expertise/specialized equipment on the inventory. In the same way, the ARMS will monitor and maintain data on HEIs’ research interests, skilled human resources, the requirement of funds, grants in progress, specialized equipment, and laboratories. HEIs’ incubation capabilities will also be monitored along with data on academic literature, government policies, and regulations. Correspondingly, the system will maintain and manage the availability of equipment and skilled workforce at specialized laboratories. Hence, when an organization requires some equipment or a skilled workforce, ARMS can provide the desired information and do the requisite coordination. Moreover, if an organization requires HEIs’ support for a research project, then ARMS can facilitate the submission of Expression of Interests (EoIs). Besides, ARMS will also provide updates on patents and innovative technologies to all stakeholders in the STP.

(b) **Smart IP and Copyrights Management**: IP and copyrights management is a critical affair in academics and the tech world. Hence, it is proposed that ARMS being connected to all the stakeholders can easily monitor and detect any IP and copyrights violation not only within the STP but also with any other organization globally (based on resources available on the internet).

(c) **Autonomous Fleet and Construction Site Management**: Most of the time, construction sites present a scene of the hustle and bustle with heavy machinery moving in and out of the site. Due to the involvement of heavy trucks, giant construction machines, and massive construction materials, the safety and management of men and material is an arduous task. However, today
autonomous hardware and software-based applications have made the job easy. For instance, researchers in [140] introduced the concept of Smart Construction Objects (SCOs) to enable a safer, greener, efficient, and cost-effective construction system. SCOs are the construction resources or materials that can be made autonomous and smart by harnessing them with requisite capabilities such as sensing, actuating, networking, computing, and data processing. Subsequently, the ability of SCOs to interact/talk to each other results in increased awareness and more autonomous decision-making without human intervention. E.g., a smart tower crane can communicate with a smart steel column to find its weight and potential safety hazards before lifting it. Hence, SCOs provide decision-making information to human decision-makers and make rule-based decisions autonomously themselves. Therefore, construction companies can now remotely manage the fleet of heavy vehicles, do load balancing, estimate future stock requirements, and carry out trip planning [141].

In this regard, we propose an Autonomous Construction Fleet and Site Management (AFCSM) service. As shown in Fig.11, AFCSM comprises various applications. For instance, eTrack provides GPS-based real-time asset location information via 4G/LTE. Similarly, the Road Traffic Management (RTM) app collects road usage data from vehicles through onboard sensing devices. RTM thus facilitates the movement of large vehicles by monitoring vehicle loads and road conditions. It can also ensure compliance with environmental and safety standards by generating an alarm in case of any violation. Correspondingly, vehicle telemetrics plays a vital role in managing a large fleet of vehicles [142]. Hence, the Vehicle Telemetrics Application (VTA) continuously performs vehicles’ diagnostics and generates early warnings. It can also initiate collision and breakdown notifications. Subsequently, an emergency call is automatically made for a rapid response in case of an accident. VTA may also report/share the location of the vehicle in case of a theft. Also, to assist the organizations in fleet management, VTA can perform vehicle diagnostics to optimize maintenance and fuel consumption and ensure driver and vehicle safety.

AFCSM offers another compelling feature of freight priority in which the customer organizations can prioritize delivery of the freight/construction material as per their schedule or to meet an urgent requirement. The customers registered with AFCSM can access a range of information about their fleet and construction sites. The users can see live asset location, asset trip record (including history, routes, and load), vehicle safety, and breakdown event notifications. The AFCSM dashboard may also show information about an organization’s assets being used on-site, the available space, and the upcoming scheduled deliveries. Thus facilitating the customers in the efficient management of their stocks. We believe that AFCSM will improve fleet management, reduce maintenance costs, safety risks,
and liabilities. AFCSM can also make use of geofencing to monitor fleet activity and identify abnormal driver behavior. In addition, by real-time asset tracking, AFCSM will facilitate road safety and infrastructure management, e.g., once a heavy vehicle, such as a prime mover, is entering a narrow road, other personal and commercial vehicles are shifted to alternate routes.

(d) Autonomous System for Workers’ Safety: It is not surprising that construction sites and other industries involving heavy machinery and vehicles are full of potential hazards. Especially during summer, due to long working hours and temperatures exceeding forty degrees Celsius, the construction workers may lose focus on their surroundings. Hence, distracted workers working at dangerous heights or moving around heavy machinery and equipment along with unaware drivers are prone to life-threatening risks. As a result, the risk of injury in a construction site due to collision with site vehicles, falling from heights, and run-over by plant machinery is significant. As per Safe Work Australia [143], there have been 158 deaths at work in 2020. And the top industries in these work-related deaths include transport/warehouse, agriculture, and construction. Hence, we propose an intelligent safety service named “Safe@Work”. Based on the solution proposed in [144], [145], Safe@Work system may consist of three main components. First is the sensing unit that is installed to the rear of the vehicles or heavy machinery. It comprises three 868 MHz Radio Frequency (RF) transceivers, three directional antennas, three 40 kHz ultrasonic sensors, a processor, and a monitoring app. The second component is the alert device (a wearable device) that consists of a radio transceiver, an RF wake-up sensor, and an alarm/vibrator actuator. Whereas the third component includes a cloud server and safety monitoring, and data analytics dashboard.

As shown in Fig.12, to prevent vehicle backover accidents, the sensing unit installed at the back of the vehicles or heavy machinery starts functioning as soon as the vehicle is put into reverse gear. Hence, when a worker wearing the alert device enters the sensing unit’s coverage area, the alert device is powered up by the RF wake-up sensor. Otherwise, the alert device remains in power save (idle) mode. Soon after the alert device is activated, it sends an acknowledg-
ment (ack) message to the sensing unit along with its unique identity (ID). All the three RF transceivers in the sensing unit receive the ack message with varying Received Signal Strength Indicator (RSSI) values. The processor analyzes the RSSI values and accordingly instructs the respective ultrasonic sensor to measure the worker’s distance in the direction of the highest RSSI value. If the measured distance is within the prescribed dangerous zone, e.g., four meters, then as a warning, an alarm/vibrator activation signal is sent to the worker’s alert device. Moreover, the worker’s location with respect to the vehicle (based on distance and angle) is also shown on the driver’s monitoring app. Similarly, sensing units can be installed at various hazardous locations within a STP to alert the workers and prevent any untoward incident. These locations may include big dug-outs, deep pits, unprotected rooftops, freshly laid concrete or charcoal area, HAZMAT, or a busy work zone involving heavy machinery.

8) STP DATA ARENA

Based on the concept of “Data Lakes,” we propose STP Data Arena, a data as a service business model that aims to overcome organizational boundaries and system complexities involved in data sharing. Illustrating a data lake, James Dixon in [146] referred to it as a large body of water in a natural state which requires further cleansing and processing to be useful. On the contrary, this paper proffers STP Data Arena to be a more refined and user-ready application. As shown in Fig.13, raw data from each autonomous system database (DB) is extracted and moved to STP Data Arena. The raw data may include any type or size of data, e.g., sensors data, user interaction logs, images or video libraries, structured or semi-structured data (JSON, Avro, Parquet, etc.), and snapshots of autonomous systems’ DB. The data ingestion can be done through Apache Sqoop that bulk loads (pull) relational data to Hadoop Distributed File System (HDFS) [147]. HDFS is a distributed file system designed to store big data and stream those data sets at high bandwidth to user applications [148], [149]. Similarly, to ingest batched or streaming data into the STP Data Arena, scalable message queues (Kafka [150]) and data stream engines such as Samza [151], or Spark streaming [152] can be used. However, as data is stored in Data Arena in the original format, the inconsistent and incomplete data pose a problem of data integration for the data scientists [153]. Therefore, data scientists must carefully prepare the data, including data profiling and integration, before the analytical results are extracted.

However, HDFS is believed to have numerous system administration challenges related to data replication, adding nodes, creating directories and partitions, performance, workload management, data (re-)distribution, etc. [154]. Furthermore, HDFS has minimal core security tools, thus often requiring add-ons. Moreover, disaster recovery is another significant problem. Nonetheless Snowflake [155] resolves above-mentioned problems. Snowflake data cloud eliminates storage management concerns by ousted the need to set up and manage nodes, define file systems or directories, and implement and revise data distribution policies. Besides, Snowflake provides data replication, backup, and disaster recovery as an integral part of managed services. In addition, Snowflake employs end-to-end encryption to ensure user data security at rest and in transit [156].

The ultimate objective here is to drive value from the raw data by exploring and transforming original data and training statistical models to be used in various services/applications. E.g., based on data uploaded by the Daas system, the data scientists can extract the peak time for various drone-based services such as the type of deliveries, i.e., food or packages, the kind of drone used, i.e., delivery or inspection. Hence, a careful analysis can reveal users’ preferences for drone services at a particular time of day, peak hours for each type of drone service, users’ food choices, most popular restaurants, etc. The processed data/results will help the Daas management optimize drone scheduling and flight paths as per peak hours of various drone services. Similarly, the restaurants can prepare the popular food items in appropriate quantity at peak hours to reduce delivery time for their customers.

Similarly, analysis of data ingested by the smart living system may infer the STP tenants’ usage pattern of various appliances/utilities in a smart home. Hence, the manufacturers can use the processed data to improve predictive maintenance or optimize various utilities’ load/availability. In the same way, data available from real-time autonomous systems can help stakeholders in statistical analysis, customized marketing campaigns, or improved services. Moreover, by collecting data in STP Data Arena, different sources’ data can be correlated without crossing system or organizational boundaries. E.g., the data generated by various research centers can be correlated with the industry’s technological challenges. This will help the analysts or STP management in understanding whether the current research at the science park is aligned with real-world challenges or not. In addition, STP Data Arena infrastructure should be accessible to nontechnical users, i.e., self-service analytics or enterprise applications. Furthermore, to prevent the storage of garbage data in the data arena, there is a need for a data governance process to control what goes into the data arena and how it is shared. Correspondingly, a well-placed governance model will ensure data quality, security, privacy, and accountability.

9) ADDITIONAL SERVICES

In addition to ASaaS, this research also proposes a couple of unconventional services and 3D modeling and printing as a supporting service to facilitate STP tenants.

a: TECH THINK TANK AS A SERVICE (3TAAS)

Augmenting the support provided to the new firms and businesses in the form of incubators and business support by the STP management, we propose 3TaaS, a think tank as a service. The 3TaaS is supposed to be a technology research policy institute comprising representatives from academia,
Figure 14. Autonomous systems as a service (ASaaS) - network architecture.
industry, research centers, and enterprises. The think tank will analyze the industry’s overall technology needs, future technologies, and current orientation of research in the STP to advocate new research ideas. Such an arrangement is expected to promote innovation and make the respective STP a leader in developing new technologies while solving real-world industry/tech problems.

b: 3D URBAN ARCHAEOLOGY
According to Archaeological Institute of America [157], archaeology is the scientific excavation and study of ancient human material remains. Similarly, urban archaeology is defined as the application of archaeological methods to the study of cities and the process of urbanization [158], [159]. Based on the concept of urban archaeology, we propose a 3D STP Archaeology Service, i.e., time-lagged history of the STP evolution/development. The main features of this service are:

- It allows for evaluation of past design decisions that may affect future investments in a STP.
- It provides a rich source of data to improve future designs by identifying mistakes in the past projects.
- Provides macro and micro-level views of a STP site development on a timeline.
- It is a chronology of the complete development process of every building on the site.
- Contains a record of the development process, including pictures, materials used, workforce employed, supervisors, builders, and architects on the job.
- It will assist in auditability, transparency of processes, future reference, and assessment of compliance with regulations/standards.

c: 3D MODELLING, SCANNING AND PRINTING LABORATORY
Today, there is a multitude of diverse 3D printing technologies that can manufacture objects using a vast array of materials. These materials range from thermoplastics and polymers to metal, and micro-fluids, which are capable of fulfilling most engineering and design needs [160]. Hence, a 3D modeling, scanning, and printing laboratory is recommended in STPs to facilitate researchers and startups in the swift design and manufacturing of essential components or product parts.

D. INTEGRATION OF AUTONOMOUS SYSTEMS
Advances in Sensors and Actuators Network Environment (SANE) have provided an opportunity to integrate multiple autonomous systems. As shown in Fig.14, different autonomous systems may have a wholly distinct or shared infrastructure. E.g., At some locations in a STP, especially the areas with road network, the smart environment system may rely on the sensors installed on iLights. Similarly, the iSecurity and Safety system or DaaS may depend on the information received from personal, social, and service robots for search and rescue or an emergency response operation.

The data generated by autonomous systems’ sensors and other devices such as surveillance cameras, robots, intelligent traffic management, iBuildings, or iLights is received or routed by multi-protocol gateway devices installed in SANE nodes available throughout the STPs at strategic locations. The end-devices and sensing equipment mostly communicate with the gateway devices using LoRaWAN, WiFi, or NB-IoT technologies. Whereas the back-haul communication to link IoT layer with data orchestration layer primarily supports 5G, optical fiber, Gigabit Ethernet (GbE), or satellite technologies. Besides, the data orchestration layer comprises the autonomous systems’ DBs, STP Data Arena, data processing, and analytics infrastructure, and requisite data services. Moreover, the data orchestration layer further feeds the data to the application layer that comprises an STP ASaaS dashboard. The dashboard provides an interface to the autonomous systems applications and offers essential statistics and selected real-time data streams.

In addition, there are certain aspects that may drive the methodology of integrating different systems:

- Autonomous systems’ relationships, networks and security, may dictate how data is exchanged between different systems [161]- [164].
- STP autonomous systems’ dashboard be designed to better support the end-users by providing understandable, flexible and trustworthy services [165].
- Efficient coordination is essential between multiple systems with different objectives. And the same can be provided via a centralized or distributed approach [166].
- Ethics, regulations, and standards should be complied with for ethical, reliable, and safe performance of autonomous systems [167]- [169].

1) KEVIN - A STP TENANT’S CASE STUDY
To better understand the potential of ASaaS, let us visualize a day in the life of Kevin, an entrepreneur, and an STP tenant. Today, he has an important presentation to a VC at 4 pm. But before that, he has to collect and assemble a prototype of his new IoT device by 9 am. So that he can include some actual results about device’s operation in his presentation. Kevin lives in an autonomous smart home that intelligently and independently controls all the functions in the house. E.g., at night, all the lights and the HVAC vents are switched off in the unoccupied rooms. The smart home controller “iAssist” regulates all the operations as per Kevin’s habits and personal preferences. Correspondingly, over the period, the iAssist learns that Kevin likes to run the ceiling fan at medium speed in his room if the ambient temperature is less than or equal to twenty degrees Celsius. Hence, the iAssist keeps the air conditioner switched off. Moreover, iAssist ensures that Kevin wakes up at the right time to reach his workplace in time. In this regard, iAssist accesses data from the STP Data Arena to estimate the expected travel time based on current weather and traffic conditions. Unfortunately, due to yesterday evening’s storm, there are a few road blockades. Hence, based on real-time traffic data extracted from the STP
Data Arena, iAssist predicts that it will take fifteen minutes more than the usual travel time. Thus, it sets Kevin’s alarm clock to trigger at 7:15 am instead of 7:30 am every day.

Accordingly, the iAssist switches on the HVAC in the ensuite at 7:10 am to regulate the temperature to twenty degrees Celsius, and the light in the room is switched on as the alarm is set off. To conserve energy, all the lights are also controlled through motion sensors. Hence, the light in the ensuite switches on as Kevin walks in. Usually, Kevin takes thirty minutes to get ready and reach the kitchen for breakfast. Therefore, keeping an eye on the shower, iAssist switches on the coffee machine at 7:41 am so that when Kevin comes to the kitchen at 7:46 am, the coffee is ready at Kevin’s desired temperature. As soon as Kevin gets his bread out of the toaster, iAssist orders an autonomous cab for 8 am so that Kevin reaches his office by 8:15 am with sufficient time to collect and assemble his IoT device. iAssist also alerts Kevin to take his routine medicines and vitamins after breakfast. However, just two minutes before the arrival of the autonomous cab, Kevin realizes that he had to buy a new lounger for his living room today as it was the last day of the sale. But his 4 pm meeting leaves him no time to visit the furniture outlet. Hence, he immediately opens up the iShopping app on the STP ASaaS dashboard, visually performs a final inspection of the lounger for his living room, and places an order for delivery at 6:30 pm.

Once Kevin leaves for work, his wife Sophia prepares for her “Chef@Home” a home-cooked food delivery business. Because of the on-park autonomous vertical farms, it is pretty easy for Sofia to organize her daily cooking and preparation of orders. She receives fresh produce and groceries every morning through an autonomous cab. In contrast, all the packaging and consumables are delivered from suppliers in the city by delivery drones. Sofia mostly provides food at lunchtime to STP offices, and in the evening, the great bulk of her food is delivered to people’s homes using DaaS. She does not even need to know the customers’ personal details. All that is required is customers’ location code from their phone when they place the order, and the system takes care of the rest. However, in the midst of her work, Sofia realized that today her eight-year-old daughter Bella’s school would close early, but she cannot leave her work due to an urgent order. Although the school is in the near vicinity, and she believes that Bella can quickly get home. However, still as a worried mother, she requests a telepresence drone using her STP app by entering the school location and her daughter’s STP digital ID. Now, she can easily monitor her daughter walking to the home via live streaming through the DaaS system.

On the other hand, en-route to his office, Kevin realized that the autonomous cab had taken a diversion from the usual route. Upon checking the real-time 3D map of STP, Kevin finds out a small accident on the other road a few minutes before. As a result, the nearby iLighting system detected and escalated the incident so that all the traffic is autonomously diverted to the alternate routes shown on the map. As soon as Kevin glances away from his smartphone, suddenly, a cyclist brushes past the side of the car. Although it is just a minor scratch, however still to record the incident and fulfill insurance formalities within three minutes of the incident; an inspection drone arrives and takes the mishap’s visual evidence. Moreover, the cyclist also got a minor scuff mark on his leg and was immediately provided medical aid through an emergency response drone. Despite a couple of untoward events, Kevin reaches his office well in time to work on the IoT device. But there is one discrepancy, a part supposed to come with the device is missing. Kevin immediately logs into the DaaS’s parcel tracking and location system, which tracks the parcels through RFID tags. He finds that the package was incorrectly addressed and delivered to another company on the other side of the park in error. It is 10 am, and the DaaS system has already identified the mistake and arranged for the parcel to be collected and delivered to the correct address. Finally, Kevin gets the part, and he starts working on his presentation to finish it by 3 pm. By then, Kevin realizes that it is difficult for him to go for a late lunch to his favorite restaurant, with the meeting starting in an hour. So he places an order for office delivery.

Kevin has a severe peanut allergy. Even small quantities of peanuts can lead to anaphylactic shock, which can be life-threatening. Therefore, he always carries an EpiPen as a precaution. However, due to the scheduled meeting in mind, he forgot to bring the EpiPen today. To his bad luck, the restaurant uses breadcrumbs from a new supplier and is less careful about peanut contamination. Therefore, after a few bites of his favourite chicken schnitzel, he starts feeling the allergic reaction. He searches his bag for his EpiPen and is alarmed to find it is not there. Fortunately, he has subscribed to the STP’s EpiPen Service and quickly uses the app on his phone to trigger an alarm. The system immediately dispatches a drone with an EpiPen to Kevin’s location. The EpiPen arrives in three minutes, and Kevin gets a lifesaving dose of Epinephrine. It took ten minutes for Kevin to recover from the allergy attack, but he finally got better. Later, at 4 pm, he made a successful presentation to the VC. However, during the presentation, the VC team was a bit skeptical about the idea’s IP rights. However, Kevin directed the team to verify the new concept’s IP and copyrights from the ARMS app available on the STP ASaaS dashboard. Once validated, VC bought the pitch and showed interest in funding the project. After the rewarding meeting, Kevin left his office at 5:15 pm in an autonomous cab to his home.

On the way home, Kevin was thinking of spending a good evening with his family. Suddenly, it came like a shock to him that today is his anniversary. Just like most of the good husbands, he had forgotten the critical day. Now it was too late to go to the mall and buy a gift. Thanks to the STP autonomous technologies, Kevin opened the iShopping app and, using his wife’s full body picture, selected a beautiful dress for her and placed the order for the dress to be delivered to his home at 6 pm. Once Kevin reached home, luckily, his wife had taken their daughter to the swimming class. So Kevin received the dress and the delivery of the lounger
at 6 pm and 6:30 pm, respectively. Moreover, as a surprise for his wife, he made a dinner booking using the STP ASaaS app, and while selecting the food items, he was proposed dishes based on his allergies. Once they left for dinner, the smart home activated its security apparatus, switched off all unwanted lights and HVAC vents, and the personal robot started taking care of their pet dog. Using the STP ASaaS app, Kevin could always watch the personal robot’s video stream to check on their pet and monitor their house. Thanks to the autonomous systems, Kevin survived another day.

IV. DATA SECURITY AND PRIVACY IN AUTONOMOUS SYSTEMS

A. THREATS TO AUTONOMOUS SYSTEMS

AI-based autonomous systems process every type of user/environmental data for intelligent decision-making. Hence, they are a potential threat to user data security and privacy [170]. Similarly, the pervasive use of Online Social Networks (OSN) and smart devices has led to the collection and processing of users’ data by different OSN platforms, smart city control center, or various other smart city
components such as Intelligent Transportation Systems (ITS), e-governance, health, and emergency response, smart homes, etc. In return, these entities provide various services to the users and third parties based on personal choices, interests, and current location. However, the point of concern here is that most OSNs and smart city systems have centralized control over users’ data. Hence, they risk a single point of failure in case of a cyber-attack, or other technical malfunctions [171]. Moreover, this arrangement also has trust issues, as the users have to trust the entity that is handling their data. Hence, data owners have no control over their data assets [172] as they do not know where their data is stored, what is happening to it, who has access to it and is there any unauthorized disclosure to the third parties [173].

Before we further explore data security and privacy, it is essential to illustrate security and privacy terminologies. In this regard, data security is referred to as confidentiality of data, i.e., data protection from unauthorized disclosure. Whereas data privacy does not have a universal definition, it may differ from person to person according to individual preferences [172]. According to [174], when the confidentiality property of a system is breached, i.e., unauthorized users get access to confidential data, then the privacy breach also occurs if the disclosed data contains someone’s personal information. Similarly, [175] describes privacy as “the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others.” Another definition [176] interprets privacy as “an individual’s ability to exercise control over the collection, use, and dissemination of his/her Personally Identifiable Information (PII).” Where PII is any piece of information that distinguishes or helps to trace a person’s identity, such as his name, social security number, insurance policy number, biometric records, etc.

Hence, privacy issues arise with the collection, processing, and disclosure of PII. Moreover, researchers in [177] claim that privacy is difficult to achieve in today’s environment of intensive surveillance and monitoring technologies, including CCTV, RFID, IoT, data mining and profiling, ubiquitous computing, and ambient intelligence. Further, delineating threats to IoT-based Agri tech, [178] classify the threat models into five main categories, including attacks against privacy, authentication, confidentiality, availability, and integrity properties.

Correspondingly, as shown in Fig.15, autonomous systems collect varying information about people. E.g., health information, smart home data, food choices, travel habits, research interests, personal skills, financial data, etc. According to [179], personal information is collected by two methods, i.e., surveillance and interrogation. Surveillance refers to the automatic collection of data by autonomous systems, e.g., autonomous cars collecting information about routes taken, time-stamped locations, distance, and destinations. Also, smart surveillance systems watch every move of people. Whereas in interrogation, systems actively ask the users for specific data. E.g., the iHealth system asking a user for existing health conditions and medications for data analytics or timely emergency response. Now the collection of information through surveillance and interrogation can be controlled to some extent by system designers by conforming to the privacy statement or privacy policies. However, there may be challenges for fully autonomous systems. These systems may start collecting new information that was not supposed to be collected, E.g., autonomous cars start recording people’s private conversations during a ride.

Similarly, another activity during which user data may be subjected to security and privacy breaches is information processing. It involves the use or transformation of collected data. Data can be used or processed in many ways. Such as data aggregation, which refers to studying different pieces of data about an individual to predict his future behavior accurately. E.g., aggregating users’ travel data consisting of travel time, destinations, distance travel, and waypoints to predict his future destination or travel distance. Similarly, an iHealth system may predict an individual’s estimated life span based on his health history, medications, and lifestyle (eating and exercise habits). Such a piece of information may affect users’ insurance policies/claims. Hence, a scenario where an autonomous system has more information about a person than the person knows himself is termed as “Inverse Privacy” [180]. In addition to data aggregation, identification [179] is another data processing action in which a person is uniquely identified based on his real-world ID. E.g., if autonomous cars and smart surveillance systems start identifying and proactively recording data about all the people moving around. In such a case, people will not have any privacy of their movement, location, and usual activities.

Sequel to data collection and processing, data storage, and management is another critical function that may affect data security and privacy. As shown in Fig.15 all the data collected and processed by autonomous systems in STP is stored in the respective autonomous system DB and also in STP Data Arena. The most significant requirement at this stage is that personal data should be protected against security breaches while it is kept in a traditional DB or a data lake. Hence, there is a need for secure autonomous systems. However, due to the complex nature of autonomous systems, and high-connectivity, they are vulnerable to hacking, and other cyber threats [181]. In addition, often due to service level agreements (SLA), the developers of autonomous systems have remote access to the deployed systems for troubleshooting or other maintenance tasks. Hence, it is highly probable that they have full access to respective autonomous system components, including user data, which may be a severe security and privacy threat. Therefore, service-level access should be carefully assessed and authorized.

Similarly, data sharing between different autonomous systems should also be carefully planned and executed. Security and privacy of data must be ensured by design, and authorizations should be granted based on the principle of “Least Privilege” [182] i.e., people, systems, and processes should
have access to only those resources (networks, systems, and files) that are absolutely necessary to perform their assigned function. E.g., DaaS may have access to the MaaS system to coordinate handover and delivery of packages in case of inclement weather. Or DaaS may access data of aFaaS to spot and monitor livestock. Similarly, DaaS can access iSecurity and Safety system for various search, rescue and relief efforts. Hence, DaaS may have many different levels of privilege with other autonomous systems on mutual trust. However, every system/organization must ensure that each trust relationship is granted minimal privileges to perform a particular task.

B. DATA SECURITY AND PRIVACY MEASURES

Security of any system is derived by some policy and regulatory controls. Subsequently, in the case of an IT system, the technical controls are designed and developed to comply with respective organization’s or country’s policies/affirmations. According to Australian Privacy Principles (APP) [183], every individual has the right to decide how his personal data (that identifies his identity) and sensitive information (personal opinion, choices, biometrics, etc.) is handled. Hence, any organization covered under the Australian Privacy Act 1988 (including all the amendments) [58], is bound to manage users’ personal information in a transparent way with a clearly expressed privacy policy. Correspondingly, every user has the right to know that: what kind of personal details the respective entity collects and holds, how the entity collects and stores that information, and the purposes for which the entity collects, maintains, uses, and discloses personal information. Moreover, the act also directs that users’ sensitive information must have a higher level of privacy protection than other data.

Therefore, concerned parties must take reasonable steps to ensure confidentiality, integrity, and availability of personal data. Also, in some cases, personal information/data should be destroyed or de-identified. In the same way, [170] emphasizes that protecting user privacy is the first line of defense against various cyber-attacks that exploit users’ private data obtained through security breaches. These threats include online discrimination, phishing, identity theft, cyber scams, cyberstalking, cyberbullying, etc. Therefore, to preserve the privacy of user data, in addition to a transparent privacy policy statement, the respective organization/system should also hold confidentiality and integrity properties. In other words, any organization/system handling users’ personal data must employ both regulatory and technical controls to ensure data privacy. Subsequently, we propose a data strategy and some technical controls to ensure the security and privacy of STP users and tenants.

1) DATA STRATEGY

STPs must advocate compliance to regulatory frameworks so that system designers and developers are bound to design and develop privacy-preserving autonomous systems. E.g., given the Australian Privacy Act 1988, and European Union General Data Protection Regulation (EU GDPR) [184], the autonomous systems should:

- (a) Collect and process personal data only with the consent of the data owner.
- (b) Preserve user privacy by design.
- (c) Gather, process, and use personal data/information under the instructions based on a mutual contract between the user and respective organization/entity.
- (d) Give data owner the right to access the information concerning the processing of his data, i.e., which third parties have access to what information and how they use it.
- (e) Erase users’ personal data immediately once it is no longer needed.
- (f) Be transparent such that individuals know about the collection and use of their data.
- (g) Make unbiased and fully autonomous decisions without any special considerations from the vendors or system manufacturers (additional regulation required).

2) TECHNICAL CONTROLS

Concerning technical controls, usually access to data is controlled through data encryption, authentication, and authorization measures [174]. Similarly, there are defined strategies to achieve privacy-by-design in autonomous systems [185]. Hence, the technical controls for security and privacy proposed in this study revolve around the following guidelines:

- (a) Selected/particular data to be collected by the devices/autonomous systems and anonymization and pseudonymization techniques to hide the users’ real identity.
- (b) Data is to be secured at rest and in transit, in combination with network traffic hiding techniques such as TOR [186].
- (c) Personal data must be stored and processed in a distributed manner, i.e., data from multiple sources about the same person should be stored and processed separately. So that if one DB or system is compromised, a complete profile of the affected users cannot be made.
- (d) Use of privacy-preserving data aggregation techniques such as k-anonymity [187], differential-privacy [188]. In this context, Lu et al. [189] proposed a lightweight privacy-preserving data aggregation solution for IoT applications, which can be applied in Agri tech. The proposed solution combines three cryptographic techniques: homomorphic Paillier encryption, the Chinese Remainder Theorem, and one-way hash chain. These three techniques are used to encrypt sensor data, calculate the mean and variance of aggregated IoT data, and provide lightweight authentication among IoT devices.
- (e) While using any system, the users should be informed in a transparent way about the information being collected and processed, how it is collected, and its purpose. Data owners should also be informed about the
ways their data is protected. In addition, the users must know that with which third parties their information is shared. Similarly, users must be clear about their data access rights and how to exercise them.

(f) Users should control their data so that they can update their privacy settings, regulate access to their data assets, and delete data that is not required for any of the services the user is availing.

(g) Privacy policies based on legal requirements should be enforced using various access control measures.

(h) There should be an accountability of compliance to privacy policies using logging, auditing, or other techniques.

Correspondingly, Fig.15 portrays the complete picture of autonomous systems threats and requisite security measures. For better understanding, follow the diagram from left to right and bottom to top. The security threats are shown in the red box at each layer, and related security measures are shown in green boxes on the opposite (right) side. It can be seen that autonomous systems collect different types of user data varying from dietary habits to PII, such as medicare ID, citizenship number, driving license number, passport number, biometrics, etc. However, the autonomous systems should be so designed that they should consider privacy norms [190] while collecting information about users to optimize respective service levels. Moreover, most of the systems in the real-world present complex privacy statements at the time of signup. Therefore, it is recommended that there should be a smart personal assistant [191] that should negotiate the policy statements and related consents on behalf of the user. Similarly, to enforce compliance to a mutual agreement between an autonomous system and a user, a blockchain-based smart contract can be used. As blockchain works on the network consensus principle, no individual system can modify the contract terms. Moreover, data can only be collected as per authorizations defined by the data owner.

The data sensed and collected by autonomous systems infrastructure is further transported to the data orchestration layer through various communications protocols. The communications protocols may include WiFi, 5G, Optical Fiber, GbE, satellite communications, or LP-WAN technologies such as LoRaWAN, and NB-IoT. Nonetheless, to counter protocol-specific vulnerabilities that may pose a threat to data confidentiality and integrity during transit, it is recommended that the source devices should encrypt the data. Similarly, an additional user/data authentication mechanism should also be employed to ensure data integrity. It is also preferred that autonomous systems such as DaaS, MaaS, aFaaS, smart homes, and iHealth mostly comprise particular types of IoT devices. And these devices, usually operating independently in a trustless environment, are vulnerable to various threats, such as physical compromise, hacking, and code modification [192]. Hence, the security of IoT devices is of utmost importance. Therefore, it is proposed that all the devices/equipment part of an autonomous system that operates directly in the public place must be tamper-proofed.

Also, there should be some mechanism to verify the integrity of IoT devices on a regular basis.

It is evident from Fig.15 that most of the vulnerabilities emerge at the data orchestration layer, where data is stored, processed, managed, and shared with various stakeholders. Hence, to prevent various attacks, different defense strategies are proposed. Firstly, to prevent unauthorized access to data in the garb of SLAs, access to system resources should be regulated based on the principle of “Least Privilege.” In the same way, to avoid a single point of failure, threats to data availability, and trust issues, STPs can leverage blockchain-based privacy and integrity-preserving data sharing framework [173] that provides a distributed environment with decentralized control. It also empowers data owners to authorize access and control the time of access to their data. The data owners are given an incentive for sharing their data. This incentive is important to bolster maximum participation of people by residing and working in a data-enabled living science city offering numerous autonomous services that rely on users’ data for intelligent decision-making. Correspondingly, there have been work on various blockchain-based solutions for Agri tech including Blockchain-based privacy-preserving data analytics [193], blockchain-based distributed key management solution [194], blockchain-based access control solution [195], blockchain-based reputation and trust solution [196], blockchain-based authentication and identification solution [197], and blockchain-based secure SDN to prevent false data injection [198].

Furthermore, entrusting users with more control over their data, end-to-end encryption can be used to ensure data security as it is collected and transmitted by the autonomous systems and stored in the local DB, followed by collection and storage in the STP Data Arena. However, it is not easy to perform different data analytics functions over encrypted data. Even homomorphic encryption schemes provide limited computable functions. On the contrary autonomous systems need to perform complex tasks over data such as reasoning, planning, inferring, or learning. Hence, an alternative to encryption may be trusted computing, which has been quite successful for private multi-party learning [199].

In addition, transparency is also considered essential for both user privacy [200] and autonomous systems [201]. In the context of privacy, transparency is that data owners know how a particular system collects, processes, stores, and share their data. Whereas, for autonomous systems, transparency fosters trust between humans and respective systems by allowing humans to better understand the operation of autonomous systems and their decisions. However, it is comparatively difficult to assess transparency for autonomous systems than traditional software applications where mostly public disclosure of the code is enough [202]. Therefore, a new research area has emerged to ensure fair computations and fair machine learning so that the autonomous systems make unbiased decisions [203]. Another challenge is the balance between transparency and privacy in autonomous systems. Since transparency involves knowing the current state of
reasoning of an autonomous system and related data sets, this would be acceptable unless the current state of reasoning and related data sets does not disclose PII [201]. Hence, to preserve users’ privacy by preventing disclosure of PII, it is recommended that differential privacy based blockchain solutions be considered [204], [205].

Besides, there are numerous security threats to web applications [206]. Some of the most pronounced attacks at the application layer and related security measures are illustrated in the following paragraphs:

- **Injection Flaws:** Web applications are vulnerable to Structured Query Language (SQL), noSQL, and Lightweight Directory Access Protocol (LDAP) injection flaws. These attacks enable the attacker to execute some specific commands or have unauthorized access to data by sending malicious data as a query to the interpreter. Such attacks can be avoided by carefully verifying the input data.

- **Broken Authentication and Access Control:** Attackers can compromise passwords, keys, session tokens, or have unauthorized access to users’ accounts and sensitive data. Similarly, attackers can modify access rights due to incorrect implementation of application functions related to authentication, access control, and session management. However, these threats can be prevented by prioritizing security during the design and development of web applications. Subsequently, the application developers should employ multifactor authentication schemes, and effective access control techniques such as role-based or geo-location-based access control [207], [208] to regulate unauthorized access to the applications and sensitive data.

- **Sensitive Data Exposure:** Most of the time, application developers do not pay much heed to the security aspects [192]. As a result, many web applications and APIs do not adequately protect sensitive data such as financial, healthcare, and PII. Hence, attackers may modify or steal such unprotected sensitive data and conduct identity theft, web extortion, credit card fraud, or other attacks. However, sensitive data can be protected with sufficient authentication and access control measures, as mentioned in the previous paragraph.

- **Security Misconfiguration:** This is the most common security vulnerability in web applications. It involves insecure default configurations, incomplete or ad-hoc configurations, open cloud storage, misconfigured HTTP headers, and verbose error messages containing sensitive information. Therefore, it is recommended that
all applications be securely configured with the compulsion of changing default security parameters such as usernames and passwords. Moreover, there must be timely security updates in case of any security breach or discovery of a zero-day attack.

- **Cross-Site Scripting (XSS):** A successful occurrence of XSS attack enables an attacker to execute malicious chunks of JavaScript in victim’s browser. As a result, the attacker can redirect the victim to a malicious website, hijack the current session or deface the affected website. Such attacks can be prevented by making sure that any dynamic content coming from the back-end data store cannot be used to inject JavaScript on a web page [209].

### V. ROLE OF UNIVERSITIES IN A STP

Universities are the epic center of academic research, innovation, and generation of new ideas. According to [210], universities are a kind of “factory” generating new patentable products. Moreover, authors in [211], [212] assert that universities in a STP cause knowledge spillovers that benefit various stakeholders and promote the creation and exchange of technological knowledge. As a result of this knowledge sharing, the firms or startups at STP have the opportunity to improve their innovative capacity. Hence, universities attract private-sector organizations and other nonprofit technology research groups. However, universities require ways and means to turn academic research into innovative commercial products [9]. For this purpose, STPs should endeavor to provide the desired platform to the universities and private-sector research centers to play their part. In this context, STPs must try to enhance universities’ role with an increased cooperation/collaboration with industry.

As shown in Fig.16 during the planning and design phase of a STP, universities can employ higher degree research students and respective staff members to conceive and prepare initial designs of different autonomous systems. The vital aspect here is identifying the right technologies and related products to sustain a particular autonomous system for the next 10-15 years, with an up-gradation option to cater to futuristic changes. Similarly, HEIs can help create data sets that would be required for various intelligent systems for training purposes. Moreover, keeping in view the research potential and availability of specialized equipment, HEIs can even develop numerous systems as part of the ASaaS business model. E.g., a university equipped with cutting-edge robotics technologies may develop prototypes of some personal, service, and social robots. These prototypes can be employed in universities’ campuses for further testing and optimization. Similarly, universities can design and develop prototypes of iLighting systems and use them in local council areas to gather environmental data and provide various services to the users. Subsequently, universities can collaborate with manufacturers/vendors for the ToT and commercial level development of new technologies/products.

Another critical aspect that seeks the attention of HEIs is the evaluation of safety aspects related to autonomous systems. Here, the point of concern is uncontrolled or biased actions [203] by autonomous systems due to hardware or software bug threatening human lives. Similarly, research scientists from HEIs or specialized research centers can play their part in the research and development of security solutions against cyber threats at all stages of STPs’ development, i.e., planning, design, development, and operation. Universities are also expected to build up a research collaboration with industry to stimulate patenting, licensing, and development of new technologies and products. Correspondingly, universities are increasingly emphasizing the creation of new startups/companies as a mechanism for commercialization [10] of newly developed technologies and products. E.g., University of Technology Sydney (UTS’s) “Startups” [213] and “Techcelerator” [214] programs aim at helping young entrepreneurs to promote their ideas, develop prototypes, and survive successfully through their infancy stages. These programs provide all necessary support to the students in terms of collaboration spaces, mentorship, profile-building, community-building, and enhancing prototyping and market-testing skills. Therefore, it is certain that if facilities like UTS’s Startups, and Techcelerator are available in STPs, many young firms can benefit from them. Moreover, universities are the best platform to communicate technological advancements identified through R&D to the business community and industry partners. This will also help in better understanding and propagation of innovative ideas. Thus increasing the chances of getting R&D grants. It is also foreseen that HEIs can facilitate technology diffusion by providing technical consultancy and establishing technology transfer centers through the licensing of university-based technologies to existing firms or new ventures [11]. Similarly, academic and specialized research centers can promote the development of new technologies by providing specialized equipment and labs for testing and evaluation. In the same way, HEIs should continuously carry out an appraisal of technologies employed in STPs to identify vulnerabilities and suggest improvements.

### VI. COMPONENTS OF A STP

Based on our discussion on STP’s objectives in Section II-A and ASaaS in Section III, it is envisaged that components shown in Table.2 should form part of a STP to support attainment of most of its goals/objectives. As discussed in Section V universities and other HEIs are essential for the success of STPs. They are the source of knowledge spillover and also facilitate R&D collaboration with the industry. Moreover, HEIs can also support new startups and young entrepreneurs in the early stages of their establishment. Similarly, private-sector or even government-sponsored R&D centers located inside STPs can collaborate with HEIs and industries to solve future problems. In addition to R&D cooperation, technical consultancy services to tech-based startups in any form, i.e., technical advice or skilled resource, are necessary for new prototypes or product development. Correspondingly, new startups, entrepreneurs, and tech-based
TABLE 2. Components of a science and technology park.

| Component | Rationale |
|-----------|-----------|
| Universities and other HEIs | Knowledge spillover, R&D collaboration |
| R&D centers | Collaborate with HEIs and industry to solve future challenges |
| Startup incubators | Mentorship of entrepreneurs |
| Technical consultancy services | Assistance in product/prototype development |
| Startups/Entrepreneurs | Solve social & industry problems, develop new technologies |
| Industry representatives | Collaboration with academic and R&D centers |
| Financial institutions | Assist STP tenants |
| Representatives of government regulatory bodies (Finance, law, customs, cyber security, research and innovation, ICT, IP etc.) | Guide and ensure compliance to government rules |
| Park management | Govern and resolve all the issues of the park |
| Business support | Guide and assist park tenants |
| ICT service providers | Provision of ICT services |
| Security Operations Center (SOC) | Cyber security |
| Roads and Maritime Services (RMS) representatives | Implement traffic laws |
| Disaster Recovery and Management (DRM) services | Disaster management |
| Basic commodities (restaurants, parks, shops, hospital, cinemas, professional gaming zones) | Improve livability of STP |
| Libraries, auditoriums, and community centers | Assist in knowledge sharing |
| Specialized laboratories | Assist in testing of new technologies |
| Equipment, spares, tools, and warehouses | Assist in prototype and product development |
| Workspace (Private spaces, shared public workspaces and conference rooms) | Improve collaboration |
| Accommodation | Improve livability |
| Autonomous systems | Value-added services |

firms are some of the cardinal components of a STP that boost technological advancements. Likewise, representatives from industries such as manufacturing, agriculture, robotics, and construction should also be located in the park to coordinate and drive industry-focused research.

Another critical element is the provision of business support by STP management to the tenants. This support can be in the form of consultation related to marketing, finance, IP, copyrights, and government regulations. Furthermore, public and private VC organizations and seed capital providers with a presence in STP may provide financial support to the firms/startups. Subsequently, government agents from various regulatory bodies, e.g., finance, law, customs, cybersecurity, ICT, research and innovation, and IP, should be there in the STP to ensure compliance with government policies/regulations. Similarly, the presence of a suitably composed onsite park management is vital to govern and resolve all the issues related to maintenance, tenant registration and accommodation, event management, dispute resolution, supply chain management, disaster management, and security of park infrastructure. Other than park management, ICT service providers are also one of the core elements of a STP. ICT service providers must be involved in all the planning and development stages so that ICT services are available to the park developers, management, and tenants from the initial phases of their settlement in the park. Subsequently, after the start of ICT operations in the STP, a Security Operations Center (SOC) is a crucial entity. SOC is a centralized function within the STP that employs people, processes, and technology to continuously monitor and improve security posture. Its primary objective is to prevent, detect, analyze, and respond to cybersecurity incidents [215]. On the other hand, to ensure road safety and regulate the MaaS system, Roads and Transport Services’ (RTS) availability in the park is of fundamental importance. Moreover, the adverse effects of global warming in the form of floods, storms, bush fires, and cyclones are on the rise than ever before. Hence, in coordination with respective government agencies, the STP management should prepare a comprehensive Disaster Recovery and Management (DRM) plan. And equip STP with the necessary equipment and allied resources. Similarly, to provide a high standard of living to the tenants, park management must arrange essential commodities such as grocery stores, restaurants, motels, parks, sports centers, gyms, hospitals, cinemas, professional gaming zones, etc. Likewise, to facilitate knowledge sharing and networking/collaboration between onsite firms/companies/HEIs, there should be libraries, auditoriums, and community centers at the STP. Park management may coordinate and arrange different social events, academic conferences, workshops, or seminars to build networking and collaboration opportunities between various stakeholders. In the same way, keeping in view the scope of R&D, the park management, in coordination with HEIs, and industry partners, should ensure the availability of necessary equipment, spares, and tools to meet demands in the minimum possible time. Also, to further enhance the STP’s livability, cutting-edge smart homes/units at economical rates should be provided to the park tenants. Correspondingly, to make STP a rare attraction for all the stakeholders with an innovative
look, different autonomous systems should be employed to provide value-added services to the tenants.

VII. FUTURE CHALLENGES

Though we believe that ASaaS business model for STPs has more merits than the demerits. However, there are some significant challenges concerning autonomous systems that must be given due consideration during the design and development stages and while integrating different systems.

(a) It is a daunting task to ensure open-sourcing of autonomous systems and their compliance with international standards once a myriad of technologies and systems operate in a STP.

(b) Moreover, it is also an open challenge to control fully autonomous systems’ biasedness or malicious action if they are compromised or malfunction. Similarly, it is currently difficult to assess the transparency of fully autonomous systems.

(c) Furthermore, it is also challenging to draw a balance between transparency and privacy in autonomous systems. Correspondingly, the governments should update their data security and privacy regulations by including some clauses on autonomous systems’ unbiased decision making and transparency.

(d) Concerning the ASaaS user interface, we envision that the autonomous systems should intuitively interact with the users, which can be achieved using NLP supporting multiple languages, including French, English, Chinese, Hindi, Urdu, etc.). The users must find the interface familiar and straightforward where they can interact using voice and text commands. It is also essential that the user interface for each user should support customized settings as per the services subscribed by the respective user. Similarly, the STP tenants and other users should have a simple way, e.g., a slider to control the priority of their jobs for each service. The cost and the estimated time for the desired service can then be calculated and displayed in real-time on the user interface.

(e) If we look at system-specific merits and challenges, firstly, the autonomous waste management system requires considerable research for accurate identification and classification of objects. So that fast decaying items should be collected and disposed off immediately.

(f) The DaaS’s on-demand nature allows shipments to be sent as soon as they are ready rather than waiting for the following day’s shipping run. Thus DaaS supports the rapid fulfillment of time-critical deliveries. Moreover, data gathered both actively and passively can enhance the DaaS delivery system’s capability to track shipments accurately. However, inclement weather can affect the drones’ operation. Therefore, graded priority on jobs can help the system make intelligent decisions about responding to such events. Correspondingly, ground-based autonomous vehicles can be a suitable alternative to drones in inclement weather. Besides, the autonomous cars carrying more sensors are also suited to continuous mapping functions to update the real-time 3D map of STP. We also believe that a subscription to the DaaS health emergency service will save loved ones’ lives.

(g) Concerning the STP Data Arena, a considerable effort is required to develop a privacy-preserving data analytics framework that must protect users against data privacy and security threats. Likewise, if we look at aFaaS, it has a lot of potentials. However, in addition to establishing model autonomous Agri farms in STPs, farmers worldwide need to be educated on Agri technologies’ use-cases and benefits. Hence, there is a need to address farmers’ concerns/misconceptions over safety, security, and loss of jobs due to autonomous robots.

(h) Another critical issue for autonomous systems is the availability of suitable datasets. Correspondingly, The datasets for cyber security are equally important in intrusion detection. Actually, most and recent intrusion detection systems are tested with KDD 1999, NSL-KDD, CICIDS2017, and Bot-IoT [178]. However, these datasets are not designed for IoT-based Agri tech scenarios. Hence, there is a requirement of developing new datasets for IoT-based agriculture environment to build network security and other service models.

(i) For blockchain supported IoT-based Agri tech solutions, the critical area to explore is validation of IoT devices’ integrity. This is also termed as an “Oracle Problem” for blockchain applications, where ensuring integrity of data input to the blockchain is an open challenge. Similarly, security of blockchain applications and smart contracts require considerable efforts in addition to conventional security measures.

VIII. CONCLUSION

STPs are considered to be the epitome of innovation and growth of a technology-based economy. However, for a STP to be successful, it should have the means to attract technology-based companies, related businesses, and industries. Therefore, to impart a futuristic look to STPs, we introduced the concept of autonomous systems as a service. We believe that the autonomous systems-based business model will increase the liveability in the STPs and provide a playground for the testing and evaluation of new technologies in a controlled environment. On the contrary, entrepreneurs and tech-based firms cannot reasonably evaluate new products and technologies without impacting the general population’s safety and privacy.

However, autonomous Agri technologies need to be more robust and intelligent to operate effectively in a world of ever-increasing natural calamities, like bush fires, flash floods, storms, and earthquakes. We also anticipate reducing the operational costs and increase the serviceability of the
autonomous systems. It can be achieved by ensuring that the autonomous systems must perform self-diagnostics to monitor the health of their equipment, devices/components, and schedule replacements and maintenance accordingly. This study also appraised threats to data security and privacy in autonomous systems and proposed requisite security measures. Subsequently, we observe that ensuring the security of multidimensional data acquisition, storage, and processing systems against perilous cyber threats is an appalling task that requires careful planning, risk assessment, and a defense-in-depth approach. This research also specified many components that may contribute to attaining the overall objectives of a STP. Finally, numerous challenges concerning autonomous systems were emphasized to facilitate practical implementation of the proposed ASaaS business model in near future.
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