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Abstract
The eigenvalue probability density functions of the classical random matrix ensembles have a well known analogy with the one component log-gas at the special couplings $\beta = 1, 2$ and 4. It has been known for some time that there is an exactly solvable two-component log-potential plasma which interpolates between the $\beta = 1$ and 4 circular ensemble, and an exactly solvable two-component generalized plasma which interpolates between $\beta = 2$ and 4 circular ensemble. We extend known exact results relating to the latter — for the free energy and one and two-point correlations — by giving the general $(k_1 + k_2)$-point correlation function in a Pfaffian form. Crucial to our working is an identity which expresses the Vandermonde determinant in terms of a Pfaffian. The exact evaluation of the general correlation is used to exhibit a perfect screening sum rule.

1 Introduction

1.1 The circular ensembles of Dyson
In classical random matrix theory (see e.g. [6]), the probability density function (PDF)

$$\frac{1}{C_{N,\beta}} \prod_{1 \leq j < k \leq N} |e^{i\theta_k} - e^{i\theta_j}|^\beta$$

for $\beta = 1, 2$ and 4 plays a distinguishing role. Thus (1) for these values of $\beta$ is the eigenvalue PDF for Dyson’s circular ensembles of unitary random matrices $\{U_N U_N^T\}$, $\{U_N\}$, $\{U_{2N} U_{2N}^D\}$ respectively. Here $U_N \in U(N)$, chosen with Haar measure and $U^D = Z_{2N} U^T Z_{2N}^{-1}$, where $Z_{2N} = I_N \otimes \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix}$ denotes the quaternion dual. The spectrum of matrices $U_{2N} U_{2N}^D$ is doubly degenerate, which explains why (1) still involves $N$ eigenvalues for $\beta = 4$.

Dyson [3] introduced the circular ensembles as alternatives to the Gaussian ensembles of Wigner. Unlike the latter, they are uniquely determined by an invariance property: their measure is unchanged under left and right conjugation by real orthogonal, unitary, and symplectic
unitary matrices respectively. Significantly, it was found by explicit calculation that in the bulk scaling limit the two-point correlation functions for the two classes of ensembles are identical. Extrapolating this to the conjecture that for a given $\beta$, all statistical properties of the bulk states of the circular and Gaussian ensembles are identical was important at the time, as it allowed calculations to be carried out on the computationally simpler circular ensembles, with the aim of answering questions relating to Gaussian Hermitian matrices.

A celebrated example is the statement that $[6, \text{eq. 18.160}]
\begin{equation}
\rho_1^\text{bulk}(k; s) = 2 \rho_1^\text{bulk}(2k + 1; 2s)
\end{equation}
where $\rho_\beta^\text{bulk}(k; s)$ denotes the PDF that a gap of size $s$ between two eigenvalues contains $k$ eigenvalues in the bulk state at coupling $\beta$. This was deduced by deriving for the circular ensembles that $[15], [6, \text{eq. (8.157)}]
\begin{equation}
p_N,4(n; (-\theta,\theta)) = p_{2N,1}(2n + 1; (-\theta,\theta)).
\end{equation}
Here the notation $p_{N,\beta}(k; -(\theta,\theta))$ is analogous to $p_\beta^\text{bulk}(k; s)$ but with the extra subscript $N$ referring to the total number of eigenvalues.

The proof of the conjecture that for $\beta = 1, 2, 4$ the bulk states of the circular and Gaussian ensembles are the same became possible after another landmark paper of Dyson $[4]$. In this work a formalism was given which allowed not just for the calculation of the 2-point correlation functions, but the general $k$-point correlations $\rho(k)$. This formalism was applied to the circular ensembles. In the bulk scaling limit, particle density equal to unity, it gave
\begin{equation}
\rho(k) = \det \left[ \frac{\sin \pi(x_j - x_l)}{\pi(x_j - x_l)} \right]_{j,l=1,...,k}
\end{equation}
for $\beta = 2$, and
\begin{equation}
\rho(k) = \text{qdet} \left[ \frac{\sin 2\pi(x_j - x_l)}{2\pi(x_j - x_l)} - \frac{\partial}{\partial x_j} \frac{\sin 2\pi \rho(x_j - x_l)}{2\pi(x_j - x_l)} \right]_{j,l=1,...,k}
\end{equation}
for $\beta = 4$ (a formula analogous to (5) was also given for $\beta = 1$, but as it plays no role in our subsequent discussion we refrain from writing it down). The $2k \times 2k$ matrix, $S$, has the property of being self dual: $S^D := Z_{2k} S^T S^{-1}_{2k} = S$. It follows that $SZ_{2k}^{-1}$ is antisymmetric so its Pfaffian is well defined. The quaternion determinant in (5) is then given in terms of a Pfaffian according to $\text{qdet} S = \text{Pf}(SZ_{2k}^{-1})$. The method of $[4]$ was subsequently applied to the Gaussian ensembles $[13]$, allowing in particular the verification that the bulk statistical properties coincide with that of the circular ensemble.

1.2 From the circular ensembles to two-component log-gases and trial wave functions

As emphasized by Dyson $[3]$, for general $\beta > 0$ $[11]$ has the interpretation as the Boltzmann factor for a classical statistical mechanical system with $N$ particles on a circle interacting via
the pair potential $- \log |e^{i\theta} - e^{i\phi}|$ (one-component log-gas). Sutherland \[18\] showed that (1) is the absolute value squared of the ground state wave function for the quantum many body system specified by the Hamiltonian

$$- \sum_{j=1}^{N} \frac{\partial^2}{\partial \theta_j^2} + \frac{\beta}{4} \left( \frac{\beta}{2} - 1 \right) \sum_{1 \leq j < k \leq N} \frac{1}{\sin^2 \pi (\theta_k - \theta_j)/2}.$$  \hspace{1cm} (6)

These alternative interpretations suggest two-component generalizations of (1) which interpolate between the classical couplings $\beta = 1, 2$ and 4.

One such generalization is \[5\]

$$\prod_{1 \leq j < k \leq N_1} |e^{i\theta_k} - e^{i\theta_j}| \prod_{1 \leq \alpha < \beta \leq N_2} |e^{i\phi_\alpha} - e^{i\phi_\beta}|^4 \prod_{j=1}^{N_1} \prod_{\alpha=1}^{N_2} |e^{i\theta_j} - e^{i\phi_\alpha}|^2.$$  \hspace{1cm} (7)

It is the Boltzmann factor for a two-component log-potential plasma system on the circle with $N_1$ particles of charge +1, and $N_2$ particles of charge +2. It is also the ground state wave function for a two-component generalization of (6). \[11\]. For $N_2 = 0 \ (N_1 = 0)$ (7) reduces to (1) with $\beta = 1 \ (\beta = 4)$. Moreover, the general $(k_1, k_2)$-point correlation function can be computed in a quaternion determinant form \[6\] eq. (6.168)] which interpolates between the quaternion determinant forms for $\beta = 1$ and $\beta = 4$. And in a very recent development the Gaussian analogue of (7) has shown itself to be exactly solvable \[10\].

A second such generalization is \[7\]

$$\prod_{1 \leq j < k \leq N_1} |e^{i\theta_k} - e^{i\theta_j}|^2 \prod_{1 \leq \alpha < \beta \leq N_2} |e^{i\phi_\alpha} - e^{i\phi_\beta}|^4 \prod_{j=1}^{N_1} \prod_{\alpha=1}^{N_2} |e^{i\theta_j} - e^{i\phi_\alpha}|^2.$$  \hspace{1cm} (8)

This describes a Boltzmann factor of a so-called generalized plasma: the couplings (exponents on the products of differences) $g_{RR}, g_{GG}, g_{RG}$ for the two species (R)oman and (G)reek no longer satisfy $g_{RR}g_{GG} = g_{RG}^2$ as they do in (7). With the complex exponentials replaced by general complex coordinates, this is of interest as a trial wave function in the anomalous quantum Hall effect \[9\], and without such replacement as the exact wave function for a certain supersymmetric tJ system in one-dimension \[11\] \[12\]. For $N_2 = 0 \ (N_1 = 0)$, (8) reduces to (1) with $\beta = 2 \ (\beta = 4)$. However, unlike the situation with the two-component system (7), there is no existing formula in the literature for the general $(k_1, k_2)$-point correlation function, nor are there any exact calculations carried out for the Gaussian analogue of (8).

Two exact solvability features of (8) are in the existing literature. One is the exact evaluation of the normalization,

$$C(N_1, N_2) = (2\pi)^{N_1 + N_2} \frac{(2N_2 + N_1)!(N_1/2)!N_2!}{2^{N_2}(N_2 + N_1/2)!},$$  \hspace{1cm} (9)

and the other is an exact evaluation of the two-point correlations. The latter, in the bulk
scaling limit with density of Roman species $\rho_R$ and Greek species $\rho_G$, read \[7\]

$$\rho_{RR}(x,0) = \rho_R^2 - \frac{\sin^2 \pi \rho_R x}{(\pi x)^2} - \rho_G \rho_R \int_0^1 dt \int_0^1 ds \frac{1 - 2s}{2\rho_G t/\rho_R + 1} \left( e^{2\pi i \rho_R x(s - 1) - 2\pi i \rho_G xt} - e^{2\pi i \rho_R x s + 2\pi i \rho_G xt} \right) \right)$$ \hspace{1cm} (10)

$$\rho_{GG}(x,0) = \rho_G^2 + \rho_G^2 \int_0^1 dt \int_0^1 ds \left( -\frac{(t + s + \rho_R/\rho_G)^2}{(2t + \rho_R/\rho_G)(2s + \rho_R/\rho_G)} e^{2\pi i \rho_G x(t - s)} \right) + \frac{(t - s)^2}{(2t + \rho_R/\rho_G)(2s + \rho_R/\rho_G)} \cos \left( 2\pi \rho_G x (t + s + \rho_R/\rho_G) \right) \right)$$ $$+ \frac{2\rho_G t + \rho_R s}{2\rho_G t + \rho_R} \cos \left( 2\pi \rho_G x t - 2\pi \rho_R x (s - 1) \right) \right), \hspace{1cm} (11)$$

$$\rho_{RG}(x,0) = \rho_R \rho_G - 2\rho_R \rho_G \int_0^1 dt \int_0^1 ds \frac{\rho_G t + \rho_R s}{2\rho_G t + \rho_R} \cos \left( 2\pi \rho_G x t - 2\pi \rho_R x (s - 1) \right), \hspace{1cm} (12)$$

which can of course be equally as well written as products of one-dimensional integrals. In the case $(\rho_G, \rho_R) = (1, 0)$ the first of these reduces to (4) with $k = 2$, while in the case $(\rho_G, \rho_R) = (0, 1)$ the second reduces to (5) with $k = 2$.

### 1.3 Our aim

In light of the above discussions, two challenges present themselves.

1. To compute the $(k_1, k_2)$-point correlation function corresponding to the generalized two-component plasma \[8\] in a form which relates to (4) and (5).

2. To similarly compute the $(k_1, k_2)$-point correlation function for the Gaussian analogue of \[8\].

We will see how application of a Pfaffian structure only very recently introduced into random matrix theory \[17\] allows us to solve the first of these problems. In the Appendix we generalize this Pfaffian formula to a form suitable for application to the second problem, but we leave the required subsequent working to a later work.

The previously computed two-point correlations \[10\]–\[12\] hold in the bulk scaling limit. We obtain the corresponding $(k_1, k_2)$-point correlation functions by taking the bulk scaling limit of our finite system results. In the work \[7\] some special screening properties of the bulk scaled truncated two-point functions,

$$\int_{-\infty}^{\infty} \rho_{RR}^T(x,0) \, dx = -\rho_R, \quad \int_{-\infty}^{\infty} \rho_{RG}^T(x,0) \, dx = 0, \quad \int_{-\infty}^{\infty} \rho_{GG}^T(x,0) \, dx = -\rho_G$$ \hspace{1cm} (13)

were noted. Knowledge of the $(k_1, k_2)$-point correlation function allows these sum rules to be generalized so as to relate to the truncated form of the general correlation functions. Furthermore, we give a discussion relating to the correlations in the large $\rho_R$ or large $\rho_G$ limit.
2 Correlations for the circular generalized plasma

2.1 Generalized partition function

The method used in [7] to deduce the exact two-point correlations (10)–(12) was to write (9) as the product of a Vandermonde and confluent Vandermonde determinant, by noting that

\[
\prod_{1 \leq j < k \leq N_1} (z_k - z_j) = \det [z_j^{k-1}]_{j,k=1,\ldots,N_1} \quad (14)
\]

\[
\prod_{1 \leq j < k \leq N_1+N_2} (z_k - z_j)^{q_jq_k} = \det \left[ \begin{array}{c} z_j^{k-1} \\ \vdots \\ z_j^{k-2} \\ (k-1)z_j \\ \vdots \\ z_j^{k-2} \\ (k-1)z_j \end{array} \right]_{j=1,\ldots,N_1+N_2} \quad (15)
\]

where \( q_j = 1 \) (\( j = 1, \ldots, N_1 \)), \( q_j = 2 \) (\( j = N_2 + 1, \ldots, N_1 + N_2 \)), respectively.

The most crucial strategic step of the present study is to replace (14) by the Pfaffian identity [10]

\[
\prod_{1 \leq j < k \leq N_1} (z_k - z_j) = \text{Pf} \left[ \frac{(z_j^{N_1/2} - z_j^{N_1/2})^2}{z_k - z_j} \right]_{j,k=1,\ldots,N_1}. \quad (16)
\]

We give a new proof of this identity, and a generalization which is of potential future use in random matrix theory in the Appendix. This structure was introduced into random matrix theory in the recent work of one of us [17]. It allows us to express the generalized partition function

\[
Z_{N_1,N_2}[u,v] := \frac{1}{C(N_1,N_2)} \int_0^{2\pi} d\theta_1 u(\theta_1) \cdots \int_0^{2\pi} d\theta_N u(\theta_N) \int_0^{2\pi} d\phi_1 v(\phi_1) \cdots \int_0^{2\pi} d\phi_N v(\phi_N)
\]

\[
\times \prod_{1 \leq j < k \leq N_1} |e^{i\theta_k - i\theta_j}|^2 \prod_{1 \leq \alpha < \beta \leq N_2} |e^{i\phi_\alpha - i\phi_\beta}|^4 \prod_{j=1}^{N_1} \prod_{\alpha=1}^{N_2} |e^{i\theta_j} - e^{i\phi_\alpha}|^2 \quad (17)
\]

in terms of a Pfaffian.

**Proposition 2.1** With \( z := e^{i\theta} \), and \( \{p_{j-1}(z)\}_{j=1,2,\ldots} \) an arbitrary set of monic polynomials, \( p_{j-1}(z) \) of degree \( j - 1 \), let

\[
a_{j,k}[u] = \int_0^{2\pi} d\theta_1 u(\theta_1) \int_0^{2\pi} d\theta_2 u(\theta_2) z_1^{-N_2} z_2^{-N_2} \frac{z_2^{-N_1/2} - z_1^{-N_1/2}}{z_2^{-1} - z_1^{-1}} p_{j-1}(z_1)p_{k-1}(z_2) \quad (18)
\]

\[
b_{j,k}[v] = \int_0^{2\pi} v(\theta) z^{-(N_1+2N_2-2)} \left( p_{j-1}(z)p_{k-1}'(z) - p_{j-1}'(z)p_{k-1}(z) \right) d\theta. \quad (19)
\]

In terms of this notation, and with \( [\zeta^k] f(\zeta) \) denoting the coefficient of \( \zeta^k \) in the power series expansion of \( f(\zeta) \), for \( N_1 \) even we have

\[
Z_{N_1,N_2}[u,v] = \frac{N_1!N_2!}{C(N_1,N_2)} [\zeta^{N_1/2}] \text{Pf} [\zeta a_{j,k}[u] + b_{j,k}[v]]_{j,k=1,\ldots,N_1+2N_2}. \quad (20)
\]
Proof. Using the identity
\[ |e^{i\theta_k} - e^{i\theta_j}| = -ie^{-i(\theta_j+\theta_k)}(e^{i\theta_k} - e^{i\theta_j}) \]
valid for \(0 < \theta_j < \theta_k < 2\pi\) the absolute values appearing in the integrand can be eliminated, and we obtain

\[
Z_{N_1,N_2}[u,v] := \frac{1}{\tilde{C}(N_1,N_2)} \int_0^{2\pi} d\theta_1 u(\theta_1) \cdots \int_0^{2\pi} d\theta_{N_1} u(\theta_{N_1}) \int_0^{2\pi} d\phi_1 v(\phi_1) \cdots \int_0^{2\pi} d\phi_{N_2} v(\phi_{N_2})
\times \prod_{l=1}^{N_1} \frac{\prod_{\alpha=1}^{N_2} z_l^{-N_2} \prod_{\alpha=1}^{N_2} z_l^{-(N_2+2N_2-2)} \prod_{1 \leq j < k \leq N_1} (z_k^{-1} - z_j^{-1}) \prod_{1 \leq j < k \leq N_1+N_2} (z_k - z_j)^{q_j q_k}}{2^{N_1/2}(N_1/2)!} \text{Asym} \prod_{j=1}^{N_1/2} \frac{(z_{2j} - N_1/2 - z_{2j-1})^2}{z_{2j} - z_{2j-1}} \prod_{1 \leq j < k \leq N_1+N_2} (z_k - z_j)^{q_j q_k}.
\]

(21)

Consider the Pfaffian formula (16) with the replacements \((z_j \mapsto z_j^{-1})\). It can be rewritten

\[
\prod_{1 \leq j < k \leq N_1} (z_k^{-1} - z_j^{-1}) = \frac{1}{2^{N_1/2}(N_1/2)!} \text{Asym} \prod_{j=1}^{N_1/2} \frac{(z_{2j} - N_1/2 - z_{2j-1})^2}{z_{2j} - z_{2j-1}}
\]

(22)

where Asym denotes the operation of antisymmetrization in \(\{z_1,\ldots,z_{N_1}\}\). Substituting (22) in (21) we see that the final product of differences is antisymmetric in \(\{z_1,\ldots,z_{N_1}\}\) that all terms in the Asym operation contribute equally. Thus

\[
Z_{N_1,N_2}[u,v] := \frac{1}{\tilde{C}(N_1,N_2)} \int_0^{2\pi} d\theta_1 u(\theta_1) \cdots \int_0^{2\pi} d\theta_{N_1} u(\theta_{N_1}) \int_0^{2\pi} d\phi_1 v(\phi_1) \cdots \int_0^{2\pi} d\phi_{N_2} v(\phi_{N_2})
\times \prod_{l=1}^{N_1} \frac{\prod_{\alpha=1}^{N_2} z_l^{-N_2} \prod_{\alpha=1}^{N_2} z_l^{-(N_2+2N_2-2)} \prod_{j=1}^{N_1/2} \frac{(z_{2j} - N_1/2 - z_{2j-1})^2}{z_{2j} - z_{2j-1}} \prod_{1 \leq j < k \leq N_1+N_2} (z_k - z_j)^{q_j q_k}}{2^{N_1/2}(N_1/2)!}
\]

(23)

where \(\tilde{C}(N_1,N_2) = 2^{N_1/2}(N_1/2)!C(N_1,N_2)/N_1!\).

Next, we observe (as is standard) that for \(\{p_j(x)\}_{j=0,1,2,\ldots}\) a set of monic polynomials, \(p_j(x)\) of degree \(j\), the determinant in (2) can be rewritten to read

\[
\det \left[ \begin{array}{c} [p_{k-1}(z_j)]_{j=1,\ldots,N_1}^{k-1,\ldots,N_1} \\ \vdots \\ (k-1)p_{k-1}(z_j) \\ \end{array} \right]_{j=1,\ldots,N_1; k=1,\ldots,N_1+N_2} = \sum_{Q \in S_{N_1+2N_2}} \varepsilon(Q) \prod_{l=1}^{N_1} p_{Q(l)-1}(z_j) \prod_{l=N_1+1}^{N_1+N_2} p_{Q(l)-1}(z_j) p_{Q(l}-1(z_j),
\]

where the equality follows from the definition of a determinant as a sum over permutations. Substituting this for the final term in (23), we see that the integrations factorize down to one and two dimensional integrals, and we obtain

\[
Z_{N_1,N_2}[u,v] = \frac{1}{\tilde{C}(N_1,N_2)} \sum_{Q \in S_{N_1+2N_2}} \varepsilon(Q) \prod_{j=1}^{N_1/2} a_{Q(2j-1),Q(2j)}[u] \prod_{l=1}^{N_1/2+N_2} \tilde{b}_{Q(2l-1),Q(2l)}[v].
\]

(24)
Here
\[
\bar{b}_{j,k}[v] = \int_{0}^{2\pi} v(\theta) z^{-(N_1+2N_2-2)} p_{j-1}(z) p'_{k-1}(z) \, d\theta
\]
and the asterisk denotes that the permutations are required to satisfy \(P(2l) > P(2l-1)\) for each \(l = 1, \ldots, N_1/2 + N_2\) and \(P(1) < P(3) < \cdots < P(N_1 + 2N_2 - 1)\) (imposing these conditions is how the second equality is obtained from the first). But by writing out the Pfaffian in (20) as a sum over permutations according to the general formula
\[
Pf C = \sum_{Q \in S_{2N}}^* \varepsilon(Q) \prod_{l=1}^{N} c_{Q(2l-1),Q(2l)}
\]
for \(C = [c_{jk}]_{j,k=1,\ldots,2N}\) antisymmetric, we see it reduces to (24). \(\square\)

2.2 Skew orthogonal polynomials

Let \(R\) denote a particular permutation of \(\{1, 2, \ldots, N_1 + 2N_2\}\). Let us rearrange the rows and columns of the Pfaffian in (20) to have the order of \(R\), and thus
\[
Z_{N_1,N_2}[u,v] = \frac{N_1!N_2!}{C(N_1,N_2)} [\zeta^{N_1/2}] Pf [\zeta a_{R(j),R(k)}[u] + b_{R(j),R(k)}[v]]_{j,k=1,\ldots,N_1+2N_2}.
\]
We seek a choice of the permutation \(R\), and a choice of the polynomials \(\{p_j(z)\}\), such that the skew inner product \(\zeta a_{R(n),R(m)}[1] + b_{R(n),R(m)}[1]\) has the skew orthogonality property
\[
\zeta a_{R(n),R(m)}[1] + b_{R(n),R(m)}[1] = \begin{cases} r_{j-1}, & (n,m) = (2j-1, 2j) \\ 0, & \text{otherwise,} \end{cases}
\]
for \(R(n) < R(m)\).

**Proposition 2.2** For \(j = 1, \ldots, N_1/2\) set
\[
R(2j-1) = N_2 + j, \quad R(2j) = N_2 + N_1 - j + 1
\]
and for \(j = N_1/2 + 1, \ldots, N_1/2 + N_2\) set
\[
R(2j-1) = j - N_1/2, \quad R(2j) = 2N_2 + 3N_1/2 - j + 1.
\]
Choose
\[
p_j(z) = z^j \quad (j = 0, 1, \ldots, N_1 + 2N_2 - 1).
\]
We then have that the skew orthogonality property (26) holds with
\[
r_{j-1} = \begin{cases} (2\pi)^2 \zeta + 2\pi(N_1 + 1 - 2j), & j = 1, \ldots, N_1/2 \\ 2\pi(2N_2 + 2N_1 + 1 - 2j), & j = N_1/2 + 1, \ldots, N_1/2 + N_2. \end{cases}
\]
Proof. With \( w = e^{i\phi} \), let us write
\[
\Phi_j(z) := \int \frac{w^{-N_2}(z^{-N_1/2} - w^{-N_1/2})^2}{z^{-1} - w^{-1}} p_j(w) \, d\phi.
\] (31)

Use of the expansion
\[
\frac{z^{-N_1/2} - w^{-N_1/2}}{z^{-1} - w^{-1}} = \sum_{p=0}^{N_1/2-1} (z^{-1})^p (w^{-1})^{N_1/2-1-p}
\] (32)
shows that
\[
\Phi_j(z) = \begin{cases} 2\pi \text{sgn}(N_2 + N_1/2 - 1/2 - j)z^{j+1-N_1-N_2}, & j = N_2, \ldots, N_2 + N_1 - 1 \\ 0, & \text{otherwise} \end{cases}
\] (33)

But according to the definition (18)
\[
a_{j,k}[1] = \int_0^{2\pi} z^{-N_2+k-1} \Phi_{j-1}(z) \, d\theta.
\]

Making use of (33) we therefore have
\[
a_{j,k}[1] = \begin{cases} (2\pi)^2 \text{sgn}(N_2 + N_1/2 + 1/2 - j)\delta_{j+k-1-N_1-2N_2,0}, & j = N_2 + 1, \ldots, N_2 + N_1 \\ 0, & \text{otherwise} \end{cases}
\] (34)

On the other hand, from the definition (19) and (29) we see that
\[
b_{j,k}[1] = (k - j) \int_0^{2\pi} z^{-(N_1+2N_2)+j+k-1} \, d\theta = 2\pi (k - j)\delta_{j+k-1-N_1-2N_2,0}.
\] (35)

In light of (34) and (35), we see that the skew inner product in (26) is nonzero for \( R(j) + R(k) = N_1 + 2N_2 + 1 \) only. But (27) and (28) tell us that for \( j < k \), this equation holds if and only if \( j = 2j' - 1 \) and \( k = 2j' \). In these latter cases we have
\[
\zeta a_{R(2j-1),R(2j)} + b_{R(2j-1),R(2j)} = \left( (2\pi)^2 \zeta \text{sgn}(N_2 + N_1/2 + 1/2 - R(2j - 1)) + 2\pi(2N_2 + N_1 + 1 - 2R(2j - 1)) \right)
\]
for \( j = 1, \ldots, N_1/2 \) and
\[
\zeta a_{R(2j-1),R(2j)}[1] + b_{R(2j-1),R(2j)}[1] = 2\pi(2N_2 + N_1 + 1 - 2R(2j - 1))
\]
for \( j = N_1/2 + 1, \ldots, N_1/2 + N_2 \), which establishes the result. \( \square \)

According to (25)
\[
Z_{N_1,N_2}[1,1] = \frac{N_1!N_2!}{C(N_1, N_2)} \left[ \zeta^{N_1/2} \right]^{N_2/2+N_2} \prod_{j=1}^{N_2/2+N_2} r_{j-1}.
\]

Substituting (30) and simplifying we see that for \( Z_{N_1,N_2}[1,1] = 1 \) the normalization must be given by (9).
2.3 Pfaffian form for the correlations

Consider a two-component system of (R)oman and (G)reek particles. Let the one-body potentials \( u \) and \( v \) be associated to each species respectively, and suppose the corresponding generalized partition function has the form

\[
\tilde{Z}_N[u, v] = \text{Pf} [\tilde{a}_{j,k}[u] + \tilde{b}_{j,k}[v]]_{j,k=1,...,N}.
\] (36)

Here \( N \) is assumed even and \( \tilde{a}_{j,k}[u], \tilde{b}_{j,k}[v] \) are antisymmetric in \( j, k \).

Generally for a two-component system the \((k_1, k_2)\)-point correlation function can be computed from the generalized partition function by functional differentiation according to the formula

\[
\rho_{(k_1, k_2)}(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}) = \frac{1}{\tilde{Z}_N[1, 1]} \delta^{k_1 + k_2} \tilde{Z}_N[u, v] \bigg|_{u=v=1}.
\] (37)

Our first point is that with some additional structure, the generalized partition function (36) substituted into (37) yields a Pfaffian of size \( 2(k_1 + k_2) \).

Thus we suppose that

\[
\begin{align*}
\tilde{a}_{j,k}[u] &= 2 \int_I u(x) \psi_j^{(R)}(x) \epsilon_R(u \psi_k^{(R)})[x] \, dx, \\
\tilde{b}_{j,k}[v] &= 2 \int_D v(y) \left( \psi_j^{(G)}(y) \epsilon_G(\psi_k^{(G)})[y] - \psi_k^{(G)}(y) \epsilon_G(\psi_j^{(G)})[y] \right) \, dy,
\end{align*}
\] (38)

where, with \( s \in \{R, G\} \), the \( \epsilon_s \) are linear operators. We see that (20) is of the form (38) with \( I = D = [0, 2\pi] \) and

\[
\begin{align*}
\psi_j^{(R)}(x) &= z^{-N_2} p_{R(j+1)-1}(z), \quad z = e^{2\pi i x} \\
\epsilon_R(f)[x] &= \frac{\zeta}{2} \int_0^{2\pi} \left( \frac{z^{N_1/2} - z^{-N_1/2}}{z^{-1} - z^{-1}} \right)^2 f(z_2) \, dz_2 \\
\psi_j^{(G)}(x) &= z^{-(N_1 + 2N_2 - 2)/2} p_{R(j+1)-1}(z) \\
\epsilon_G(f)[y] &= \frac{1}{2} \frac{d}{dz} f(z) \bigg|_{z=e^{2\pi i y}}.
\end{align*}
\] (40-42)

Furthermore we know from Proposition 2.2 that there is a choice of \( \{p_j(x)\} \) which skew diagonalizes the inner product. Let us assume that the \( \psi_j^{(s)} \) are chosen so that the inner product implied by (36) with \( u = v = 1 \) is similarly skew-diagonalized. In this setting the explicit form of the corresponding \((k_1, k_2)\)-point correlation function (37) has been computed by Mays [13] (see also [2]).
To present the result, let

\[
S_{s_1,s_2}(\mu, \eta) = 2 \sum_{j=0}^{N/2-1} \frac{1}{r_j} \left( \psi_j^{(s_1)}(\mu) \epsilon_{s_2} \psi_j^{(s_2)}[\eta] - \psi_{j+1}^{(s_1)}(\mu) \epsilon_{s_2} \psi_{j+1}^{(s_2)}[\eta] \right) 
\]

\[
D_{s_1,s_2}(\mu, \eta) = 2 \sum_{j=0}^{N/2-1} \frac{1}{r_j} \left( \psi_j^{(s_1)}(\mu) \psi_{j+1}^{(s_2)}(\eta) - \psi_{j+1}^{(s_1)}(\mu) \psi_{j+1}^{(s_2)}(\eta) \right) 
\]

\[
\tilde{I}_{s_1,s_2}(\mu, \eta) = 2 \sum_{j=0}^{N/2-1} \frac{1}{r_j} \left( \epsilon_{s_1} \psi_j^{(s_1)}(\mu) \epsilon_{s_2} \psi_j^{(s_2)}[\eta] - \epsilon_{s_1} \psi_{j+1}^{(s_1)}(\mu) \epsilon_{s_2} \psi_{j+1}^{(s_2)}[\eta] \right) 
\]

\[
+ \begin{cases} 
\frac{\zeta}{2} \left( w^{-N_1/2} - w^{-N_1/2} \right)^{2} \frac{z^{-1} - w^{-1}}{z^{-1} + w^{-1}}, & s_1 = s_2 = R, \\
0, & \text{otherwise.} 
\end{cases} 
\]

Also, set

\[
K_{s_1,s_2}(\mu, \eta) = \begin{bmatrix} S_{s_1,s_2}(\mu, \eta) & -D_{s_1,s_2}(\mu, \eta) \\
\tilde{I}_{s_1,s_2}(\mu, \eta) & S_{s_2,s_1}(\eta, \mu) \end{bmatrix}. 
\]

(44)

(Note that \( K_{GR}(y, x) = -K_{RG}(x, y) \).) In terms of this notation, we have from [13] that

\[
\rho_{(k_1,k_2)}(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}) = \frac{1}{\left[ \zeta N_1/2 \right]^{N_1/2+N_2} \prod_{l=1}^{N_1/2+N_2} r_{l-1}} \prod_{l=1}^{N_1/2+N_2} r_{l-1} \times \text{Pf} \left( \begin{bmatrix} K_{RR}(x_i, x_j) & K_{RG}(x_i, y_m) \\
K_{GR}(y_l, x_j) & K_{GG}(y_l, y_m) \end{bmatrix} Z_{2(k_1+k_2)}^{-1} \right)_{i,j=1,\ldots,k_1, l,m=1,\ldots,k_2}. 
\]

\[
(45)
\]

An important point is that the expression in the numerator of (45) is a polynomial in \( \zeta \). Expanding the Pfaffian for large \( \zeta \) will therefore allow us to determine what powers of \( \zeta \) in the expansion of \( \prod_{l=1}^{N_1/2+N_2} r_{l-1} \) will combine to contribute to \( \left[ \zeta N_1/2 \right] \).

**Proposition 2.3** We have

\[
\lim_{\zeta \to \infty} \text{Pf} \left( \begin{bmatrix} \tilde{K}_{RR}(x_i, x_j) & \tilde{K}_{RG}(x_i, y_m) \\
\tilde{K}_{GR}(y_l, x_j) & \tilde{K}_{GG}(y_l, y_m) \end{bmatrix} Z_{2(k_1+k_2)}^{-1} \right)_{i,j=1,\ldots,k_1, l,m=1,\ldots,k_2} 
= \text{Pf} \left( \begin{bmatrix} \tilde{K}_{RR}(x_i, x_j) & \tilde{K}_{RG}(x_i, y_m) \\
\tilde{K}_{GR}(y_l, x_j) & \tilde{K}_{GG}(y_l, y_m) \end{bmatrix} Z_{2(k_1+k_2)}^{-1} \right)_{i,j=1,\ldots,k_1, l,m=1,\ldots,k_2}, 
\]

\[
(46)
\]

where

\[
\tilde{K}_{s_1,s_2}(\mu, \eta) := \lim_{\zeta \to \infty} K_{s_1,s_2}(\mu, \eta) 
\]

\[
(47)
\]

is independent of \( \zeta \). Consequently

\[
\rho_{(k_1,k_2)}(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}) 
= \text{Pf} \left( \begin{bmatrix} \tilde{K}_{RR}(x_i, x_j) & \tilde{K}_{RG}(x_i, y_m) \\
\tilde{K}_{GR}(y_l, x_j) & \tilde{K}_{GG}(y_l, y_m) \end{bmatrix} Z_{2(k_1+k_2)}^{-1} \right)_{i,j=1,\ldots,k_1, l,m=1,\ldots,k_2} 
\]

\[
(48)
\]
Proof. Assuming (46), the Pfaffian can be expanded in inverse powers of \( \zeta \), with leading term a constant. But from (30) \( \prod_{l=1}^{N_{1}/2+N_{2}} r_{l-1} \) is a polynomial of degree \( \zeta^{N_{1}/2} \) and so the operation \( [\zeta^{N_{1}/2}] \) in the numerator of (44) is equal to (46) times the denominator, and (48) follows. It remains then to verify (46).

In fact substituting (39)–(42) in (43) it is immediate that all the leading large \( \zeta \) forms are independent of \( \zeta \) except for \( \tilde{I}_{RR}(x, y) \). Noting from (27), (33), (39) and (40) that

\[
\epsilon_{R}[\psi_{2j}^{(R)}(x)] = \begin{cases} -\pi \zeta^{j+1-N_{1}}, & j = 0, \ldots, N_{1}/2 - 1 \\ 0, & j = N_{1}/2, \ldots, N_{1} + N_{2} - 1 \end{cases}
\]

\[
\epsilon_{R}[\psi_{2j+1}^{(R)}(x)] = \begin{cases} \pi \zeta^{-j}, & j = 0, \ldots, N_{1}/2 - 1 \\ 0, & j = N_{1}/2, \ldots, N_{1} + N_{2} - 1 \end{cases}
\]

we have

\[
\tilde{I}_{R,R}(x, y) = -\frac{\zeta}{2} \sum_{j=0}^{N_{1}/2} \frac{(2\pi)^{2}\zeta}{(2\pi)^{2} \zeta + 2\pi(N_{1} + 1 - 2j)} (w^{j+1-N_{1} z^{-j} - z^{j+1-N_{1} w^{-j}}} + \frac{\zeta}{2} (w^{-N_{1}/2} - z^{-N_{1}/2})^{2}).
\]

This would appear to be proportional to \( \zeta \) for \( \zeta \) large. But it is easy to verify that in fact the proportionality constant vanishes, and so

\[
\tilde{I}_{R,R}(x, y) = \pi \zeta \sum_{j=0}^{N_{1}/2} \frac{(N_{1} + 1 - 2j)}{(2\pi)^{2} \zeta + 2\pi(N_{1} + 1 - 2j)} (w^{j+1-N_{1} z^{-j} - z^{j+1-N_{1} w^{-j}}}).
\]

This like all the other entries of the Pfaffian is independent of \( \zeta \) as \( \zeta \to \infty \). □

### 2.4 Bulk scaling limit

The probability density function (8) is defined on a circle. By scaling the angles \( \theta_{j} \mapsto 2\pi x_{j}/L \), \( \phi_{\alpha} \mapsto 2\pi y_{\alpha}/L \) the system can instead be interpreted as defined on an interval of length \( L \) with period boundary conditions. The thermodynamic limit is then specified as \( L \to \infty \) with \( N_{1}/L =: \rho_{R} \) and \( N_{2}/L =: \rho_{G} \) fixed. Applied to the correlation functions it gives the bulk scaling limit, which from (7) has the explicit forms (12) in the two-point case.

Using Proposition (2.3) it is a straightforward exercise to compute the bulk scaling limit for the general \( (k_{1} + k_{2}) \)-point correlation function. These involve the quantities

\[
S_{R}^{\text{bulk}}(x, y) = \rho_{R} \int_{0}^{1} e^{2\pi i \rho_{R}(x-y)t} dt
\]

\[
I_{R}^{\text{bulk}}(x, y) = \rho_{R}^{2} \int_{-1/2}^{1/2} t e^{2\pi i \rho_{R}(x-y)t} dt
\]

\[
S_{G}^{\text{bulk}}(x, y) = \frac{\rho_{G}}{2} \int_{0}^{1} \left( e^{-2\pi i (\rho_{G} t + \rho_{R}/2)(x-y)} + \text{c.c.} \right) dt
\]

\[
I_{G}^{\text{bulk}}(x, y) = \frac{\rho_{G}}{4} \int_{0}^{1} \left( \rho_{G} t + \rho_{R}/2 \right) \left( e^{-2\pi i (\rho_{G} t + \rho_{R}/2)(x-y)} - \text{c.c.} \right) dt
\]

\[
D^{\text{bulk}}(x, y) = \rho_{G} \int_{0}^{1} \frac{1}{\rho_{G} t + \rho_{R}/2} \left( e^{-2\pi i (\rho_{G} t + \rho_{R}/2)(x-y)} - \text{c.c.} \right) dt.
\]
Proposition 2.4 Let

\[
\rho_{(k_1,k_2)}^{\text{bulk}}(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}) = \lim_{L \to \infty} \left( \frac{2\pi}{L} \right)^{k_1+k_2} \rho_{(k_1,k_2)}(2\pi x_1/L, \ldots, 2\pi x_{k_1}/L; 2\pi y_1/L, \ldots, 2\pi y_{k_2}/L) \bigg|_{N_1/L = \rho_R, N_2/L = \rho_G}.
\]

We have

\[
\rho_{(k_1,k_2)}^{\text{bulk}}(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}) = \text{Pf} \left( \begin{bmatrix} K_{RR}^{\text{bulk}}(x_i, x_j) & K_{RG}^{\text{bulk}}(x_i, y_m) \\ K_{GR}^{\text{bulk}}(y_l, x_j) & K_{GG}^{\text{bulk}}(y_l, y_m) \end{bmatrix} \right) Z_{2(k_1+k_2)}^{-1} \bigg|_{i,j=1, \ldots, k_1, l,m=1, \ldots, k_2} (52)
\]

where

\[
K_{s_1,s_2}^{\text{bulk}}(\mu, \eta) = \begin{bmatrix} S_{s_1,s_2}^{\text{bulk}}(\mu, \eta) & -D_{s_1,s_2}^{\text{bulk}}(\mu, \eta) \\ I_{s_1,s_2}^{\text{bulk}}(\mu, \eta) & S_{s_2,s_1}^{\text{bulk}}(\eta, \mu) \end{bmatrix},
\]

with

\[
S_{RR}^{\text{bulk}}(x, y) = S_R(x, y), \quad -D_{RR}^{\text{bulk}}(x, y) = -e^{\pi i \rho_R(x+y)} D_R(x, y)
\]

\[
I_{RR}^{\text{bulk}}(x, y) = -e^{\pi i \rho_R(x+y)} I_R(x, y), \quad S_{RG}^{\text{bulk}}(x, y) = e^{\pi i \rho_R} S_G(x, y)
\]

\[
-D_{RG}^{\text{bulk}}(x, y) = -e^{\pi i \rho_R} D_R(x, y), \quad I_{RG}^{\text{bulk}}(x, y) = \frac{1}{2} e^{-\pi i \rho_R} I_R(x, y)
\]

\[
S_{GR}(y, x) = e^{-2\pi i \rho_R x} e^{\pi i \rho_R y} S_R(x, y), \quad -D_{GR}(y, x) = D_R(y, x),
\]

\[
I_{GR}(x, y) = -I_R(x, y), \quad S_{GG}(x, y) = S_G(x, y), \quad -D_{GG}(x, y) = -D_G(x, y).
\]

Proof. We see from (29), (30), (39)–(42), together with (47) that the summations in (43) range over \( j = 0, 1, \ldots, N_1/2 \) in the cases that the summands involve \( \epsilon_R[\psi_{j}^{(R)}] \), and over \( j = N_1/2, N_1/2 + 1, \ldots, N_1/2 + N_2 - 1 \) otherwise. In the former range

\[
\begin{align*}
\psi_{2j}^{(G)}(x) &= z^{-N_1/2 + 1 + j}, \\
\psi_{2j}^{(R)}(x) &= z^j, \\
\epsilon_R[\psi_{2j}^{(R)}](x) &= -\pi \zeta z^{j+1-N_1}, \\
\epsilon_G[\psi_{2j}^{(R)}](x) &= \frac{1}{2} \left( \frac{N_1}{2} + 1 + j \right) z^{-N_1/2 - j}, \\
r_j &= (2\pi)^2 \zeta + 2\pi (N_1 + 1 - 2j),
\end{align*}
\]

while in the latter range

\[
\begin{align*}
\psi_{2j}^{(R)}(x) &= z^{-N_2 + j - N_1/2}, \\
\psi_{2j}^{(G)}(x) &= z^{j - N_1 - N_2 + 1}, \\
\epsilon_R[\psi_{2j}^{(G)}](x) &= \frac{1}{2} (j - N_1 - N_2) z^{j - N_1 - N_2}, \\
\epsilon_G[\psi_{2j}^{(G)}](x) &= \frac{1}{2} (N_1 + N_2 - j) z^{N_1 + N_2 - j - 1}, \\
r_j &= 2\pi (2N_2 + 2N_1 - 1 - 2j),
\end{align*}
\]

(54)
In relation to the cases that the summand contains $\epsilon_R[\psi_j^{(R)}]$, appropriate use of \eqref{eq:54} substituted in the first and third formulas of \eqref{eq:13}, or \eqref{eq:50}, shows that the summations are in fact Riemann sums. Simple manipulations then give

$$
\lim_{L \to \infty} \frac{2\pi}{L} S_{RR}(2\pi x/L, 2\pi y/L) = \rho_R \int_0^1 e^{2\pi i \rho_R(x-y)t} dt
$$

$$
\lim_{L \to \infty} \frac{2\pi}{L} S_{GR}(2\pi x/L, 2\pi y/L) = \rho_R e^{-2\pi i \rho_Ry} \int_0^1 e^{-2\pi i \rho_R(x-y)t} dt
$$

$$
\lim_{L \to \infty} \frac{2\pi}{L} \tilde{I}_{RG}(2\pi x/L, 2\pi y/L) = \frac{1}{2} \rho_R^2 e^{-\pi i \rho Rx} \int_{-1/2}^{1/2} t e^{2\pi i \rho_R(x-y)t} dt
$$

$$
\lim_{L \to \infty} \frac{2\pi}{L^2} \tilde{I}_{RR}(2\pi x/L, 2\pi y/L) = -\rho_R^2 e^{-\pi i \rho_R(x+y)} \int_{-1/2}^{1/2} t e^{2\pi i \rho_R(x-y)t} dt
$$

Similarly, in the cases that the summand does not contain $\epsilon_R[\psi_j^{(R)}]$ we find

$$
\lim_{L \to \infty} \frac{2\pi}{L} S_{GG}(2\pi x/L, 2\pi y/L) = \frac{\rho_G}{2} \int_0^1 \left( e^{-2\pi i (\rho_G t + \rho_R/2)(x-y)} + \text{c.c.} \right) dt
$$

$$
\lim_{L \to \infty} \frac{2\pi}{L} S_{RG}(2\pi x/L, 2\pi y/L) = \frac{\rho_G}{2} e^{\pi i \rho Rx} \int_0^1 \left( e^{-2\pi i (\rho_G t + \rho_R/2)(x-y)} + \text{c.c.} \right) dt
$$

$$
\lim_{L \to \infty} \frac{2\pi}{L^2} I_{GG}(2\pi x/L, 2\pi y/L) = -\frac{\rho_G}{4} \int_0^1 (\rho_G t + \rho_R/2) \left( e^{-2\pi i (\rho_G t + \rho_R/2)(x-y)} - \text{c.c.} \right) dt
$$

$$
\lim_{L \to \infty} 2\pi D_{GG}(2\pi x/L, 2\pi y/L) = \rho_G \int_0^1 \frac{1}{\rho_G t + \rho_R/2} \left( e^{-2\pi i (\rho_G t + \rho_R/2)(x-y)} - \text{c.c.} \right) dt
$$

$$
\lim_{L \to \infty} 2\pi D_{RG}(2\pi x/L, 2\pi y/L) = \rho_G e^{\pi i \rho Rx} \int_0^1 \frac{1}{\rho_G t + \rho_R/2} \left( e^{-2\pi i (\rho_G t + \rho_R/2)(x-y)} - \text{c.c.} \right) dt
$$

$$
\lim_{L \to \infty} 2\pi D_{RR}(2\pi x/L, 2\pi y/L) = \rho_G e^{\pi i \rho_R(x+y)} \int_0^1 \frac{1}{\rho_G t + \rho_R/2} \left( e^{-2\pi i (\rho_G t + \rho_R/2)(x-y)} - \text{c.c.} \right) dt
$$

Upon recalling the definitions \eqref{eq:51}, and making use of the fact that the Pfaffian and thus correlation function is unchanged if the element $D_{s_1,s_2}$ in \eqref{eq:14} is multiplied by the scalar $L$ say, and $\tilde{I}_{s_1,s_2}$ is multiplied by $1/L$ before the limit $L \to \infty$ is taken, we see that the stated forms follow. \hfill \box

### 3 Properties of the correlations

#### 3.1 Explicit form of the two-point functions

Denoting the bulk two-point function by $\rho_{s_1s_2}(x, y)$ we see from \eqref{eq:52} and \eqref{eq:53} that

$$
\rho_{s_1s_2}(x, y) = \rho_{s_1}\rho_{s_2} - \left( S_{s_1,s_2}(x, y) S_{s_2,s_1}(y, x) + D_{s_1,s_2}(x, y) \tilde{I}_{s_1,s_2}(x, y) \right).
$$

Substituting the explicit forms of the quantities on the right hand side from Proposition \ref{prop:2.3} we can check, after some minor manipulation, that there is agreement with the forms \eqref{eq:12}.  
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Furthermore, in the case \( \rho_G = 0 \), we have from (51) that \( I^\text{bulk}_R(x, y) = 0 \). The structure of (52) in the case \( k_2 = 0 \), and in particular the fact already alluded to below (57) that in the expansion of the Pfaffian each factor of \( I^\text{bulk} \) is multiplied by \( D^\text{bulk} \) tells us that we can effectively set \( D_1^\text{bulk}(x, y) = 0 \). The Pfaffian then reduces to a determinant, and this upon recalling the explicit form of \( S^\text{bulk}(x, y) \) from (51) is seen to be precisely the determinant formula (4) for \( \rho^\text{bulk}(k, 0) \).

We can check too that with \( \rho_R = 0 \) the Pfaffian formula (5) for \( \rho^\text{bulk}_{(0, k)} \) is reclaimed.

### 3.2 Sum rules

Let us now turn our attention to the screening sum rules (13). In physical terms these say that upon fixing a Roman species particle, the other Roman species particles collectively redistribute to exactly cancel out the density of this particle. Similarly for the Greek species. This behaviour is to be contrasted to what happens in the two-component plasma specified by (7). There the analogue of (13) reads

\[
\int_{-\infty}^{\infty} \left( \rho_{+1, +1}^T(x, 0) + 2\rho_{+1, +2}^T(x, 0) \right) dx = -\rho_{+1}, \quad \int_{-\infty}^{\infty} \left( \rho_{+2, +1}^T(x, 0) + 2\rho_{+2, +2}^T(x, 0) \right) dx = -2\rho_{+2}.
\]

In particular, unlike with (13), there is no special form for the individual integrals. In words the sum rules (58) say that the effect of fixing a single +1 charge species is for both the +1 and +2 charges to collectively respond to exactly cancel out this charge density, and similarly the effect of fixing a +2 charge species.

Notice that (13) and (58) involve the truncated two particle correlations. In general the \((k_1, k_2)\)-point correlation \( \rho^\text{bulk}_{(k_1, k_2)} \) does not decay for large distances in any of its arguments and consequently cannot be integrated over \( \mathbb{R} \) with respect to any one of its arguments. However, by adding suitable linear combinations of lower order correlations to \( \rho^\text{bulk}_{(k_1, k_2)} \) a quantity \( \rho^\text{bulk}_{(k_1, k_2)} \) — the fully truncated \((k_1, k_2)\)-point correlation — can be obtained, which has the property of decaying when any one particle coordinate is taken to infinity. The simplest case is when \( k_1 + k_2 = 2 \) and we have for example \( \rho_{(1,1)}^T(x, 0) = \rho_{(1,1)}(x, 0) - \rho_{(1,0)}(x, 0) \rho_{(0,1)}(x) \). A significant feature of the Pfaffian form (48) for the correlation functions is that it allows for \( \rho^\text{bulk}_{(k_1, k_2)} \) in the general case to be written in the structured form [6, Prop. 5.1.2]

\[
\rho^\text{bulk}_{(k_1, k_2)}(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}) = (-1)^{k_1+k_2-1} \sum_{\text{cycles of length } k_1+k_2} \times \left( K_{s(z_1), s(z_2)}(y_{i_1}, y_{i_2}) K_{s(z_2), s(z_3)}(y_{i_2}, y_{i_3}) \cdots K_{s(z_{k_1+k_2}), s(z_{k_1})}(y_{i_{k_1+k_2}}, y_{i_1}) \right)^{(0)}
\]

where \( \{z_1\}_{i=1}^{k_1+k_2} = \{x_1\}_{i=1}^{k_1} \cup \{y_j\}_{j=1}^{k_2} \), \( s(z) \) refers to the species of coordinate \( z \) (thus \( s(x) = R, s(y) = G \)) and the operator \((\quad)^{(0)}\) refers to \( \frac{1}{2} \text{Tr} \).

For the two-component plasma the general truncated \((k_1 + k_2)\)-point correlation satisfies a
generalization of the sum rules \[ (14.20) \],
\[
\int_{-\infty}^{\infty} \rho_{(k_1+1,k_2)}^T(x_1, \ldots, x_{k_1}, x; y_1, \ldots, y_{k_2}) \, dx \\
+ 2 \int_{-\infty}^{\infty} \rho_{(k_1,k_2+1)}^T(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}, y) \, dy \\
= -(k_1 + 2k_2) \rho_{(k_1+1,k_2)}^T(x_1, \ldots, x_{k_1}, x; y_1, \ldots, y_{k_2}).
\] (60)

Here the factors of 2 are due to the charge density being the fundamental quantity. This sum rule is equivalent to the requirement that upon fixing +1 charges at \( x_1, \ldots, x_{k_1} \) and +2 charges at \( y_1, \ldots, y_{k_2} \), the charge density of the system responds to exactly cancel these fixed charges.

We know that for the generalized plasma, in the case of the two-point functions, the stronger sum rules \[ (13) \] hold true. We will see that the existence of stronger screening rules is restricted to \( k_1 = 0 \), while more generally
\[
\int_{-\infty}^{\infty} \rho_{(k_1+1,k_2)}^T(x_1, \ldots, x_{k_1}, x; y_1, \ldots, y_{k_2}) \, dx \\
+ \int_{-\infty}^{\infty} \rho_{(k_1,k_2+1)}^T(x_1, \ldots, x_{k_1}; y_1, \ldots, y_{k_2}, y) \, dy \\
= -(k_1 + k_2) \rho_{(k_1+1,k_2)}^T(x_1, \ldots, x_{k_1}, x; y_1, \ldots, y_{k_2}).
\] (61)

In contrast to \[ (60) \] there are no factors of 2 indicating that screening is due to the total particle density rather than total charge density. The sum rule \[ (61) \] is corollary of the following integration formulas for the matrix kernels (cf. \[ 8, \text{Prop. 4.7} \]).

**Proposition 3.1** We have
\[
\int_{-\infty}^{\infty} \left( K_{RR}(x_1, u)K_{RR}(u, x_2) + K_{RG}(x_1, u)K_{GR}(u, x_2) \right) \, du = K_{RR}(x_1, x_2)
\]
\[
\int_{-\infty}^{\infty} K_{GG}(y_1, u)K_{GG}(u, y_2) \, du = K_{GG}(y_1, y_2)
\]
\[
\int_{-\infty}^{\infty} K_{GR}(y_1, u)K_{RG}(u, y_2) \, du = 0
\]
\[
\int_{-\infty}^{\infty} \left( K_{GR}(y, u)K_{RR}(u, x) + K_{GG}(y, u)K_{GR}(u, x) \right) \, du = K_{GR}(y, x)
\]
\[
\int_{-\infty}^{\infty} \left( K_{RR}(x, u)K_{RG}(u, y) + K_{RG}(x, u)K_{GG}(u, y) \right) \, du = K_{RG}(x, y).
\] (62)

**Proof.** The main formula required in the derivations is the generalized integral
\[
\int_{-\infty}^{\infty} e^{2\pi iks} \, dk = \delta(s)
\]
where \( \delta(s) \) is the Dirac delta function. For example, using this formula we obtain
\[
\int_{-\infty}^{\infty} K_{RR}(x, y)K_{RR}(y, x') \, dy = \begin{bmatrix} S_R(x, x') & 0 \\ -e^{-\pi i\rho_R(x+x')}I_R(x, x') & S_R(x', x) \end{bmatrix}
\] (63)
∫_{-∞}^{∞} K_{RG}(x, y)K_{GR}(y, x') dy = \begin{bmatrix} 0 & -\frac{1}{2}e^{\pi i \rho_R(x+x')} D(x, x') \\ 0 & 0 \end{bmatrix}.

Adding (63) to (64) and recalling (57) we obtain the first of the sum rules in (62).

The derivation of the remaining formulas in (62) proceeds similarly.

We see that indeed that after substituting (59) in the LHS of (60) and using the integration formulas (62) that the RHS of (61) results. In the case of species \( G \) only, we similarly deduce the stronger result

\[ \int_{-∞}^{∞} \rho_{(0,k_2+1)}^T(y_1,\ldots,y_{k_2},y) dy = -k_2 \rho_{(0,k_2)}^T(y_1,\ldots,y_{k_2}). \]

On the other hand, in the case of species \( R \) only, while \( \rho_{RR}^T \) satisfies the stronger sum rule in (13), it follows from (63) that we do not have for example that

\[ \int_{-∞}^{∞} \rho_{RRR}^T(x_1, x_2, x) dx \]

is equal to \(-\rho_{RR}^T(x_1, x_2).

### 3.3 The large density limit of one of the species

A possible limit of the two-component system is to take the density of one of the species to infinity, while keeping the density of the other species fixed. It turns out that this limit applied to the two-point correlations reveals a dramatic difference between the true log-potential plasma system (7) and the generalized plasma (8).

For the generalized plasma, we see from (10) and (11) that

\[
\lim_{\rho_G \to \infty} \rho_{RR}(x, 0) = -\frac{\sin^2 \pi \rho_R x}{(\pi x)^2} - \rho_R^2 \int_0^{\infty} dt \int_0^1 ds \frac{1 - 2s}{2t + 1} \left( e^{2\pi i \rho_R x(s-1)} - 2\pi i \rho_R x - e^{2\pi i \rho_R x(2s)} \right) \]

\[
\lim_{\rho_R \to \infty} \rho_{GG}(x, 0) = -\frac{\sin^2 \pi \rho_G x}{(\pi x)^2}. \]

On the other hand, the explicit form of the two-point correlations for the true log-potential plasma system (7) [5] allows us to compute that

\[
\lim_{\rho_R \to \infty} \rho_{+1,+1}^T(x, 0) = 0, \quad \lim_{\rho_R \to \infty} \rho_{+2,+2}^T(x, 0) = 0,
\]

where it is assumed \( x \neq 0 \). Thus in the latter case the fixed density species become uncorrelated when placed in a sea of the other species. This contrasts to the behaviour exhibited by the generalized plasma, in which for this setting the fixed density species still exhibits slowly decaying correlations.
Some insight into the reason for this is that, in the notation for the couplings of the generalized plasma introduced below (8), arguments based on the direct correlation function were used to obtain the predictions for the large distance asymptotic forms

\[ \rho_T^{RR}(x,0) \sim -\frac{g_{RR} \pi^2}{\Delta x^2}, \quad \rho_T^{RG}(x,0) \sim \frac{g_{RG} \pi^2}{\Delta x^2}, \quad \rho_T^{GG}(x,0) \sim -\frac{g_{GG} \pi^2}{\Delta x^2}, \]

where \( \Delta := g_{RR}g_{GG} - g_{RG}^2 \). These are independent of the particle density. In contrast, for the true log-potential plasma system, charges +1 and +2, it is only the combination

\[ \rho_{+1,+1}^T(x,0) + 4\rho_{+1,+2}^T(x,0) + 4\rho_{+2,+2}^T(x,0) \sim -\frac{1}{\pi^2 x^2} \]

relating to the charge-charge correlation which exhibits a density independent large \( x \) form.
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A Appendix

In [10], Ishikawa, Okada, Tagawa and Zeng give the following Pfaffian identity for the Vandermonde determinant.

**Theorem A.1** Suppose \( N \) is an even integer and let \( \mathbf{x} = (x_1, x_2, \ldots, x_N) \) be indeterminants. Then,

\[ \text{Pf} \left[ \frac{(x_n^{N/2} - x_m^{N/2})^2}{(x_n - x_m)} \right]_{m,n=1}^{N} = \prod_{1 \leq m < n \leq N} (x_n - x_m). \] (66)

Ishikawa et al. prove this identity as a special case of a more general Pfaffian evaluation. A simpler proof, following that of the Vandermonde determinant identity, is outlined as follows:

1. The left hand side of (66) is 0 if \( x_n = x_m \) for any \( n \neq m \), and thus the right hand side divides the left (as a polynomial in \( \mathbb{Q}[x_1, x_2, \ldots, x_N] \);

2. The polynomials defined by the left and right hands sides of (66) are homogeneous and of the same degree, and thus their ratio is a non-zero rational number;

3. This rational number is equal to 1 as seen by checking that the coefficients on the left and right hand side of any particular monomial are equal.

This proof works more generally. If \( F(x) \) and \( G(x) \) are monic polynomials of degree \( N/2 \), then

\[ \text{Pf} \left[ \frac{(F(x_n) - F(x_m))(G(x_n) - G(x_m))}{(x_n - x_m)} \right]_{m,n=1}^{N} = \prod_{1 \leq m < n \leq N} (x_n - x_m). \]
The following Theorem is similar in spirit to these Pfaffian evaluations, but is in a form which lends itself more naturally to calculations which arise in random matrix theory and related fields.

**Theorem A.2** Suppose \( N \) is an even integer and let \( \mathbf{x} = (x_1, x_2, \ldots, x_N) \) be indeterminants. If \( \pi_0, \pi_1, \ldots, \pi_{N-1} \) are polynomials with \( \deg \pi_n = n \) and leading coefficients \( a_0, a_1, \ldots, a_{N-1} \), then

\[
\text{Pf} \left[ \sum_{\ell=0}^{N/2-1} \pi_{2\ell}(x_m)\pi_{2\ell+1}(x_n) - \pi_{2\ell+1}(x_m)\pi_{2\ell}(x_n) \right]_n^m = \prod_{k=0}^{N-1} a_k \prod_{1 \leq m < n \leq N} (x_n - x_m).
\]

In addition, we prove a confluent form of this identity. For each non-negative integer \( \ell \) we define the differential operator

\[
D_\ell f(x) = \frac{1}{(\ell - 1)!} \frac{d^\ell}{dx^\ell} f(x).
\]

(\( D_0 \) is the identity operator). If \( L \) is a positive integer and \( \pi_0, \pi_1, \ldots, \pi_{LN-1} \) are polynomials with \( \deg p_n = n \) and leading coefficients \( a_0, a_1, \ldots, a_{LN-1} \), we define the \( LN \times LN \) confluent Vandermonde matrix

\[
V = \begin{bmatrix}
D_0 \pi_{n-1}(x_m) \\
D_1 \pi_{n-1}(x_m) \\
\vdots \\
D_L \pi_{n-1}(x_m)
\end{bmatrix}; \quad m = 1, 2, \ldots, N; \quad n = 1, 2, \ldots LN.
\]

The confluent Vandermonde identity has that

\[
\det V = \prod_{k=0}^{LN-1} a_k \prod_{1 \leq m < n \leq N} (x_n - x_m)^{L^2}.
\]

**Theorem A.3** Suppose \( L \) is an integer, \( N \) is an even integer and \( \pi_0, \pi_1, \ldots, \pi_{LN-1} \) are polynomials with \( \deg p_n = n \) and leading coefficients \( a_0, a_1, \ldots, a_{LN-1} \). Define,

\[
K(x, y) = \sum_{n=0}^{LN/2-1} \pi_{2n}(x)\pi_{2n+1}(y) - \pi_{2n+1}(x)\pi_{2n}(y).
\]

and for each \( 0 \leq \ell, m \leq L - 1 \) define

\[
D_\ell K(x, y) D^m = \sum_{n=0}^{LN/2-1} D_\ell \pi_{2n}(x) D^m \pi_{2n+1}(y) - D_\ell \pi_{2n+1}(x) D^m \pi_{2n}(y).
\]

Define the antisymmetric \( LN \times LN \) matrix

\[
W = \begin{bmatrix}
D^0 K(x_m, x_n) D^0 & D^0 K(x_m, x_n) D^1 & \cdots & D^0 K(x_m, x_n) D^{L-1} \\
D^1 K(x_m, x_n) D^0 & D^1 K(x_m, x_n) D^1 & \cdots & D^1 K(x_m, x_n) D^{L-1} \\
\vdots & & & \vdots \\
D^{L-1} K(x_m, x_n) D^0 & D^{L-1} K(x_m, x_n) D^1 & \cdots & D^{L-1} K(x_m, x_n) D^{L-1}
\end{bmatrix}_{m,n=1}^N.
\]
Then,

\[ \text{Pf}W = \prod_{k=0}^{LN-1} a_k \prod_{1 \leq m < n \leq N} (x_n - x_m)^{L^2}. \]

Clearly Theorem A.2 follows from Theorem A.3 by setting \( L = 1 \).

**Corollary A.4** Let

\[ F(x, y) = \frac{(y^{LN/2} - x^{LN/2})^2}{(y - x)^2}, \]

and for each \( 0 \leq \ell, m \leq L - 1 \) let

\[ D^\ell F(x, y) D^m = \frac{1}{(\ell - 1)! (m - 1)!} \left( \lim_{w \to x} \lim_{z \to y} \frac{\partial^{\ell+m}}{\partial w^\ell \partial z^m} F(w, z) \right), \]

and define the \( LN \times LN \) antisymmetric matrix

\[
U = \begin{bmatrix}
D^0 F(x_m, x_n) D^0 & D^0 F(x_m, x_n) D^1 & \cdots & D^0 F(x_m, x_n) D^{L-1} \\
D^1 F(x_m, x_n) D^0 & D^1 F(x_m, x_n) D^1 & \cdots & D^1 F(x_m, x_n) D^{L-1} \\
\vdots & \vdots & \ddots & \vdots \\
D^{L-1} F(x_m, x_n) D^0 & D^{L-1} F(x_m, x_n) D^1 & \cdots & D^{L-1} F(x_m, x_n) D^{L-1}
\end{bmatrix}_{m, n=1}^{N}
\]

Then,

\[ \text{Pf}U = \prod_{1 \leq m < n \leq N} (x_n - x_m)^{L^2}. \]

**Proof of Theorem A.3** We define the \( LN \times LN \) matrix

\[
J = \begin{bmatrix}
0 & 1 & 0 & \cdots \\
-1 & 0 & 1 & \cdots \\
& \ddots & \ddots & \ddots \\
& & 0 & 1 & \cdots \\
& & & -1 & 0
\end{bmatrix}
\]

It is an easy exercise to check that \( \text{Pf}J = 1 \). A similarly easy calculation shows that \( W = VJV^T \), and thus, using properties of the Pfaffian, \( \text{Pf}W = \det V \text{Pf}J = \det V \).

**Proof of Corollary A.4** Suppose we permute and relabel \( \pi_0, \pi_1, \ldots, \pi_{LN-1} \), so that it is not necessarily the case the \( \deg \pi_n = n \). If \( \sigma \) is the permutation of \( 0, 1, \ldots, LN-1 \) which we used to permute our polynomials, then it is easy to see that \( V \), formed as in (67), but using our reordered and relabeled polynomials will satisfy

\[ \det V = \text{sgn} \sigma \prod_{k=0}^{LN-1} a_k \prod_{1 \leq m < n \leq N} (x_n - x_m)^{L^2}, \]
and if we define $K(x, y)$ as in (68), but with our reordered and relabeled polynomials and defining $W$ with this ‘new’ $K$, we have

$$\text{Pf}W = \text{sgn} \sigma \prod_{k=0}^{LN-1} a_k \prod_{1 \leq m < n \leq N} (x_n - x_m)^2.$$ 

Now,

$$F(x, y) = \left( \frac{y^{LN/2} - x^{LN/2}}{y - x} \right)^2 = \sum_{n=0}^{LN/2-1} y^{LN-1-n} x^n - y^n x^{LN-1-n}.$$ 

Thus, if we define

$$\pi_{2n+1}(x) = x^{LN-1-n} \quad \text{and} \quad \pi_{2n}(x) = x^n; \quad n = 0, 1, \ldots, LN/2 - 1,$$

we have

$$F(x, y) = \sum_{n=0}^{LN/2-1} \pi_{2n}(x)\pi_{2n+1}(y) - \pi_{2n+1}(x)\pi_{2n}(y) = K(x, y).$$

Finally, the signature of the permutation which orders $\pi_0, \pi_1, \ldots, \pi_{LN-1}$ by degree can be shown to always be 1 (since the reverse permutation on $LN/2$ elements has the same signature as the perfect shuffle on $LN$ elements).

□
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