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Abstract

Intelligent reflecting surface (IRS) has emerged as a promising technique to enhance wireless communication performance cost-effectively. The existing literature has mainly considered IRS being deployed near user terminals to improve their performance. However, this approach may incur a high cost if IRSs need to be densely deployed in the network to cater to random user locations. To avoid such high deployment cost, in this paper we consider a new IRS aided wireless network architecture, where IRSs are deployed in the vicinity of each base station (BS) to assist in its communications with distributed users regardless of their locations. Besides significantly enhancing IRSs’ signal coverage, this scheme helps reduce the IRS-associated channel estimation overhead as compared to conventional user-side IRSs, by exploiting the nearly static BS-IRS channels over short distance. For this scheme, we propose a new two-stage transmission protocol to achieve IRS channel estimation and reflection optimization for uplink data transmission efficiently. In addition, we propose effective methods for solving the user-IRS association problem based on long-term/statistical channel knowledge and the selected user-IRS-BS cascaded channel estimation problem. Finally, all IRSs’ passive reflections are jointly optimized with the BS’s multi-antenna receive combining to maximize the minimum achievable rate among all users for data transmission. Numerical results show that the proposed co-site-IRS empowered BS scheme can achieve significant performance gains over the conventional BS without co-site IRS and existing schemes for IRS channel estimation and reflection optimization, thus enabling an appealing low-cost and high-performance BS design for future wireless networks.
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I. INTRODUCTION

Intelligent reflecting surface (IRS) is a digitally controllable planar surface consisting of a massive number of passive reflecting elements, whose amplitude and phase shifts can be individually adjusted in real time, thereby enabling a dynamic control over the wireless propagation environment. IRS can thus be applied in wireless communication systems to achieve various new functions, such as channel reconfiguration, passive relaying, passive interference nulling/cancellation, etc [1]–[3]. Since IRS dispenses with radio frequency (RF) chains and only reflects the ambient signals as a passive array, it features low hardware cost and power consumption, thus deemed as a promising candidate for next-generation wireless communication technologies (e.g., sixth-generation (6G)) [4], [5]. Motivated by this, IRS has been extensively investigated in the literature under various system setups and for different design objectives, such as multiple-input multiple-output (MIMO) communications [6], [7], wireless information and power transfer [8], [9], orthogonal frequency division multiplexing (OFDM) based broadband systems [10], [11], non-orthogonal multiple access (NOMA) [12], [13], multi-cell network [14], [15], mobile edge computing [16], [17], physical-layer security [18], [19], unmanned aerial vehicle (UAV)-ground communications [20], [21], among others.

To fully reap the passive reflection gain of IRS, it is crucial to acquire the channel state information (CSI) accurately, which, however, is practically challenging due to the lack of active RF chains at IRS reflecting elements as well as their large number in practice. In the literature, there are two main approaches for IRS channel estimation based on different IRS configurations, namely semi-passive IRS and fully passive IRS [1], [2]. In the first case, additional sensing devices (e.g., low-power sensors) equipped with low-cost receive RF chains are integrated into IRS. By this means, the user-IRS and base station (BS)-IRS channels can be separately estimated for the uplink and downlink communications based on the pilot signals sent by the users and BS, respectively [22]. Although this approach works well in the time-division duplexing (TDD) mode by exploiting the channel reciprocity to estimate the CSI from the IRS to users/BS, it becomes ineffective in the frequency-division duplexing (FDD) mode. In contrast, for the second case, with the fully passive IRS, although the BS-IRS and user-IRS channels cannot be estimated individually as by the semi-passive IRS, the cascaded user-IRS-BS or BS-IRS-user channel can

---

1It may be practically possible to estimate the channel from the IRS to the users/BS if active sensors that can both transmit and receive signals are integrated into the IRS, which, however, results in considerably higher hardware cost and power consumption.
be estimated at the BS or each user based on the pilot signals sent by the other, which is applicable to both TDD and FDD modes [23]–[25]. However, as compared to the semi-passive IRS, this approach entails substantially more channel parameters to be estimated due to the redundancy in cascaded channels, especially when the number of IRSs, IRS reflecting elements, and/or users becomes large. To reduce the channel training time for the fully passive IRS, assorted methods have been proposed in the literature, including IRS elements grouping [10], [26], [27], reference user based channel estimation [27], [28], anchor-aided channel estimation [29], channel estimation based on channel sparsity [30], [31], and so on (see [1], [32], [33] and the references therein).

On the other hand, the deployment of IRSs also has a significant effect on the communication performance. Existing works have mostly considered IRSs being deployed closely to user terminals (e.g., at hotspot, cell edge, and in moving vehicles) for improving their communication rates. However, to cater to the random user locations, IRSs need to be densely deployed in the network, which inevitably incurs an exorbitant deployment cost and signaling overhead between the BS and the IRSs’ controllers. In addition, due to the IRS-induced double path loss, the rate performance of each user mainly depends on the passive reflection gain from its nearest IRS, which may be insufficient if their channel is severely blocked. To overcome the above limitations of user-side IRSs, in this paper, we consider a new co-site-IRS empowered BS architecture, where multiple distributed IRSs are deployed in the vicinity of each BS and assist in its communications with different users, as shown in Fig. 1. As compared to user-side IRSs, co-site IRSs with the BS enjoy the following main advantages [34], [35]. First, as each BS-side IRS can effectively reflect signals to/from half of the space (see Fig. 1), each user can be potentially served by much larger number of IRSs at any time, thus significantly enhancing IRSs’ reflected signal coverage.
and increasing their passive reflection gain achievable for each user. Second, the short BS-IRS distances greatly reduce the control link distances between the BS and IRS controllers and thus the signaling overhead among them. Third, due to the fixed locations of the BS and all IRSs, which are in short distance and also at high altitude above the ground (see Fig. 1), the BS-IRS channels are typically line-of-sight (LoS) dominant and remain static for a very long period, which is more reliable as compared to user-side IRSs and can also be leveraged to reduce the training overhead for user-IRS-BS cascaded channel estimation in real time (as will be shown in this paper).

Furthermore, as compared to the conventional multi-antenna BS without co-site IRS, the co-site-IRS empowered BS may offer the same user performance, but with greatly reduced number of active antennas at the BS, by exploiting the passive reflection and spatial multiplexing gains provided by distributed nearby IRSs. This thus helps decrease the hardware cost and energy consumption of multi-antenna BSs, which is known as a major obstacle to their ultra-large array implementation in future wireless systems, especially for those operating at high frequencies such as millimeter wave (mmWave) frequency. In order to enable the proposed co-site-IRS empowered BS architecture, in this paper, we propose a new two-stage transmission protocol for it to achieve efficient IRS channel estimation and reflection optimization for data transmission in the uplink. The main contributions of this paper are summarized as follows.

- First, for the first stage of the proposed protocol, we introduce a new cooperative channel training scheme by invoking all IRSs’ controllers to acquire useful long-term channel knowledge of the cascaded IRS controller-IRS-BS channels as well as the statistical CSI on all user links. The former will be utilized as reference CSI to reduce the overhead of real-time channel estimation for the users in the second stage. While the latter is utilized to determine the set of users served by each IRS, based on which the set of user-IRS-BS cascaded channels that need to be estimated in real time in the second stage are optimized, subject to a given total channel training duration for all users. This problem is referred to as user-IRS association, for which we propose a large-scale performance metric based solution by maximizing the minimum performance metric among all users via a successive convex approximation (SCA) algorithm.

- Next, for the second stage of the proposed protocol, we devise a new method to estimate user-IRS-BS cascaded channels efficiently based on the designed user-IRS associations, where the IRS controller-IRS-BS reference CSI obtained in the first stage is used to shorten the training time. Based on the estimated CSI, all IRSs’ passive reflections are jointly
optimized to maximize the minimum average signal-to-interference-plus-noise-ratio (SINR) among all users, by accounting for the CSI which is not estimated for those cascaded user-IRS-BS channels of non-associated user-IRS pairs. Although this problem is challenging to solve, we obtain a locally optimal solution by applying the alternating optimization (AO) and gradient projection method (GPM).

- Last, numerical results are provided, which show that the proposed co-site-IRS empowered BS design yields considerably higher achievable rate as compared to the conventional multi-antenna BS without co-site IRS, as well as the existing schemes for IRS channel estimation and reflection optimization. The effects of key system parameters, such as the channel coherence time, channel training duration, and total number of IRS reflecting elements, are also investigated and discussed. The results show that the proposed co-site-IRS empowered BS can be a compelling candidate for achieving low-cost and high-performance wireless networks in the future.

It is worth noting that there have been several recent works on studying the multi-IRS aided wireless network, where multiple IRSs are employed to enhance the transmission of each wireless link by leveraging their successive signal reflections and cooperative passive beamforming (see e.g., [36]–[40]). Different from this line of work, in this paper, we consider one dominant signal reflection by each IRS only and ignore their inter-reflections for the purpose of exposition. The results of this paper can be extended to the general case with inter-IRS signal reflection in future work.

The rest of this paper is organized as follows. Section II presents the system model and the proposed two-stage transmission protocol for the co-site-IRS empowered BS. Section III presents the long-term channel estimation and user-IRS association optimization in the first stage of the proposed protocol. Section IV presents the short-term cascaded user-IRS-BS channel estimation and IRS passive reflection optimization in the second stage of the proposed protocol. Section V presents numerical results to verify the efficacy of our proposed design. Finally, Section VII concludes this paper.

**Notation:** In this paper, scalars, vectors and matrices are denoted by italic, bold-face lower-case and bold-face upper-case letters, respectively. The transpose and conjugate transpose of a matrix are denoted as \((\cdot)^T\) and \((\cdot)^H\), respectively. \((a)_m\) denotes the \(m\)-th entry of a vector \(a\), and \([G]_{m,n}\) denotes the entry at the \(m\)-th row and \(n\)-th column of a matrix \(G\). \(I_M\) denotes the identity matrix of size \(M\). \(\mathbb{C}^{x\times y}\) denotes the set of \(x\)-by-\(y\) complex-valued matrices. For a complex number \(s\), \(s^*\), \(|s|\), and \(\angle s\) denote its conjugate, amplitude and phase, respectively,
and $s \sim \mathcal{C}\mathcal{N}(0, \sigma^2)$ means that it is a circularly symmetric complex Gaussian (CSCG) random variable with zero mean and variance $\sigma^2$. $\mathbb{E}[\cdot]$ denotes the statistical expectation. $|A|$ denotes the cardinality of a set $A$. $i$ denotes the imaginary unit, i.e., $i^2 = -1$. For a vector $a$, $\text{diag}(a)$ denotes a diagonal matrix whose diagonal elements are specified by $a$, and $\|a\|$ denotes its norm. The notation $\log_2(\cdot)$ denotes the logarithm function with base 2. $\mathcal{O}(\cdot)$ denotes the Landau’s symbol to describe the order of complexity.

II. SYSTEM MODEL AND TRANSMISSION PROTOCOL

A. System Model

Fig. 1 depicts the architecture of the proposed co-site-IRS empowered BS in a wireless network, where the BS serves $K$ single-antenna users with the help of $J$ IRSs deployed in its vicinity. In this paper, we consider the uplink communications from the users to the BS, while the results of this paper can be also applied to the downlink communications if TDD is used for separating the uplink and downlink communications where the uplink-downlink channel reciprocity holds for all the links. In practice, as an IRS can only reflect the signals incident on its front reflection half-space, all IRSs are deployed to face the BS, so as to effectively reflect the signals to/from it. However, due to the random locations of the users, each IRS usually can only reflect the signals from/to the users located in its front reflection half-space effectively. Furthermore, we consider that a smart controller is attached to each IRS, which is able to exchange information instantly with the BS via a high-speed wired or wireless link with negligible delay thanks to their proximity. Each IRS controller is assumed to be placed sufficiently close to its controlled reflecting elements (see Fig. 1), such that its large-scale channel gain with the BS/users is approximately equal to that of its controlled reflecting elements. The BS and each IRS are assumed to be equipped with $M$ antennas and $N$ reflecting elements, respectively. For convenience, we denote the sets of IRSs (or IRS controllers), users, BS antennas, and reflecting elements of each IRS as $\mathcal{J} \triangleq \{1, 2, \cdots, J\}$, $\mathcal{K} \triangleq \{1, 2, \cdots, K\}$, $\mathcal{M} \triangleq \{1, 2, \cdots, M\}$, and $\mathcal{N} \triangleq \{1, 2, \cdots, N\}$, respectively.

In this paper, we consider quasi-static block-fading channels and focus on a given fading block, during which all the channels involved are assumed to be constant. Let $h_{d,k} = [h_{d,k,1}, \cdots, h_{d,k,M}]^T \in \mathbb{C}^{M \times 1}$ denote the channel from user $k$ to the BS in the considered block, $t_{k,j} = [t_{k,j,1}, \cdots, t_{k,j,N}]^T \in \mathbb{C}^{N \times 1}$ denote that from user $k$ to IRS $j$, and $F_j = [f_{j,1}, \cdots, f_{j,N}] \in \mathbb{C}^{N \times 1}$

\footnote{Note that if a user is located outside the reflection half-space of any IRS, its transmitted signal may be first randomly scattered in the environment before reaching the reflection surface of this IRS, which will result in much higher path loss in practice.}
\( \mathbb{C}^{M \times N} \) denote that from IRS \( j \) to the BS. Their distance-dependent large-scale channel gains are denoted as \( \beta_{k}^{2}, \alpha_{k,j}^{2}, \) and \( \mu_{j}^{2} \), respectively. Note that thanks to the proximity of the BS and IRS as well as their fixed locations, the IRS-BS channels, i.e., \( F_{j}, j \in \mathcal{J} \), generally vary much slower with time and enable more favorable LoS propagation as compared to the user-associated channels, i.e., \( h_{d,k} \) and \( t_{k,j}, k \in \mathcal{K}, j \in \mathcal{J} \). This fact will be exploited later in this paper to reduce the overhead of real-time channel estimation in our proposed transmission protocol. Let \( \Theta_{j} = \text{diag}(\theta_{j}) \) denote the reflection matrix of IRS \( j, j \in \mathcal{J} \), where \( \theta_{j} = [e^{i\theta_{j,1}}, \ldots, e^{i\theta_{j,N}}]^T \) denotes its reflection vector and \( \theta_{j,n} \in [0, 2\pi) \) denotes the phase shift by its \( n \)-th reflecting element. Note that here we have set the amplitude of all reflection coefficients to its maximum value of one for the purpose of maximizing reflected signal power. Hence, the overall channel from user \( k \) to the BS is given by

\[
    h_{k}(\{\theta_{j}\}) = h_{d,k} + \sum_{j=1}^{J} F_{j} \Theta_{j} t_{k,j} = h_{d,k} + \sum_{j=1}^{J} G_{k,j} \theta_{j},
\]

where \( G_{k,j} \triangleq F_{j} \text{diag}(t_{k,j}) = [g_{k,j,1}, \ldots, g_{k,j,N}] \in \mathbb{C}^{M \times N} \) denotes the cascaded channel from user \( k \) to the BS via IRS \( j \), with \( g_{k,j,n} = f_{j,n} t_{k,j,n} \) denoting its \( n \)-th column.

It is noted from (1) that the design of all IRSs’ passive reflections, i.e., \( \theta_{j}, j \in \mathcal{J} \), in general requires the knowledge of all direct BS-user channels \( h_{d,k}, k \in \mathcal{K} \), and all cascaded user-IRS-BS channels \( G_{k,j}, k \in \mathcal{K}, j \in \mathcal{J} \), which involves \( KM + KMNJ \) unknown parameters in total. As such, this may incur excessively high overhead for channel estimation if \( K, N \) and/or \( J \) is practically large, which will greatly reduce the time for data transmission due to the finite duration of each fading block. Thus, efficient channel estimation is crucial to the proposed co-site IRSs for enhancing the BS’s capacity.

### B. Transmission Protocol

To implement the co-site-IRS empowered BS efficiently, we propose a new transmission protocol to reduce the overhead of cascaded channel estimation and facilitate the IRS reflection design, based on the following two important features of BS-side IRSs.

**First**, some cascaded channels may only have a marginal effect on a given user’s rate performance. On one hand, if user \( k \) is located outside the reflection half-space of IRS \( j \), then \( G_{k,j} \) usually has a much weaker strength than \( G_{k,q} \)’s for IRS \( q \)’s \( q \neq j \) which face user \( k \) in their reflection half spaces. Hence, \( G_{k,j} \) may not need to be estimated without affecting the achievable rate of this user. On the other hand, to balance the rate performance of all users, the IRS passive reflection should cater to the users having weak direct channels with the BS with higher priority.
as compared to those with stronger direct channels with the BS, which implies that the latter’s cascaded channels may not need to be fully estimated or even estimated at all. Motivated by the above, instead of estimating all cascaded channels for all users with all IRSs, we only need to select a subset of users to be served by each IRS and only their cascaded channels need to be estimated. For convenience, if the cascaded user $k$-IRS $j$-BS channel, i.e., $G_{k,j}$, is estimated in our protocol, we consider that user $k$ can be associated with IRS $j$ as its reflection design will be based on the estimated $G_{k,j}$. Accordingly, to describe the user-IRS associations, we define a set of binary variables, i.e., $\delta_{k,j}$, $k \in K$, $j \in J$, for which $\delta_{k,j} = 1$ if user $k$ is associated with IRS $j$; otherwise, we set $\delta_{k,j} = 0$.

Second, it is noted that the cascaded channels from different users to the BS via any IRS share the same IRS-BS channel, which can be leveraged to reduce the overhead of channel estimation. In [28], this fact has been exploited to reduce the overhead of cascaded channel estimation for user-side IRSs. Specifically, suppose that each IRS $j$, $j \in J$ in our considered system is a user-side IRS. In IRS $j$’s local coverage region, a reference user, denoted as user $U_j$, $U_j \in K$, is first selected and its cascaded channel with the BS via IRS $j$, i.e., $G_{U_j,j}$ (or $g_{U_j,j,n}$, $n \in N$), is estimated. Note that the cascaded channels of all other users in the same coverage region of IRS $j$, i.e., $g_{k,j,n}$, $k \neq U_j$, are scaled versions of $g_{U_j,j,n}$, $n \in N$, since they share the same (common) IRS $j$-BS channel as user $U_j$, i.e., $f_{j,n}$, $n \in N$. As a result, it suffices to estimate the scaling factors, i.e., $\nu_{k,j,n} \triangleq t_{k,j,n}/t_{U_j,j,n}$ (scalars), rather than the exact channels $g_{k,j,n}$ (vectors), for these users. Similarly, this channel estimation approach can be applied for estimating user-IRS-BS cascaded channels for BS-side IRSs in our context by exploiting the common IRS-BS channel for all users. However, as compared to the common IRS-BS channels in [28] for user-side IRSs, their counterparts for our considered BS-side IRSs are more likely to be static due to much shorter link distance. Moreover, the BS can properly select the controller of a nearby IRS (instead of a mobile user as in [28]) as the “reference user” for a given IRS to obtain its cascaded CSI, which thus leads to more reliable reference CSI estimation (thanks to the much shorter link distance as well as higher transmit power of IRS controller than user terminal in practice). This is crucial to estimate the users’ cascaded CSI via this IRS accurately in real time.

Based on the above, we propose a new transmission protocol for each transmission frame in the considered new architecture of co-site-IRS empowered BS, as shown in Fig. 2. The proposed protocol consists of two stages, namely, Stage I and Stage II. In Stage I, the BS cooperates with the IRS controllers to estimate useful long-term channel knowledge, including cascaded
Long-term channel estimation and user-IRS association optimization

Phase I: User-BS direct channel estimation
Phase II: User-IRS-BS (selected) cascaded channel estimation and IRS reflection optimization
Phase III: User-BS overall channel estimation with fixed IRS reflection

Data transmission

Stage I
Stage II

Fig. 2. Frame structure of the proposed transmission protocol.

IRS controller-IRS-BS channels and statistical CSI on all links, both of which are assumed to remain nearly static during each transmission frame. Accordingly, the former can be utilized as the reference CSI to assist in the real-time cascaded channel estimation for all users in this frame. While the latter can be utilized by the BS to optimize the user-IRS associations, i.e., $\delta_{k,j}$, $k \in \mathcal{K}$, $j \in \mathcal{J}$ and thereby, determine the cascaded channels that need to be estimated in real time in Stage II. The details of the long-term channel estimation and the user-IRS association optimization will be presented in Sections III-A and III-B, respectively.

In Stage II, short-term channel training and data transmission are conducted over $L$ consecutive fading blocks, as shown in Fig. 2. In each fading block, let $T_u$ and $\tau$ (both normalized to the symbol period and assumed to be integers) denote its total duration and the duration for (short-term) channel training, respectively. Hence, the duration for data transmission in each block is $T_u - \tau$. In particular, the short-term channel training can be further divided into the following three phases.

- **Phase I:** First, by turning off all IRSs, all users send $\tau_1 \geq K$ orthogonal pilot symbols to the BS for it to estimate the uplink direct channels (without any IRS reflections) as in the conventional system without IRSs.

- **Phase II:** Next, by sequentially turning on IRSs, the selected cascaded channels $G_{k,j}$’s (specified by the user-IRS association designed in Stage I) are estimated, where the cascaded IRS controller-IRS-BS channels estimated in Stage I will be leveraged to facilitate the channel estimation. This phase incurs an overhead of $\tau_2$ symbols, and its details will be presented in Section IV-A. Based on the estimates of the direct channels and selected cascaded channels, the passive reflections of all IRSs are jointly optimized at the BS and then informed to the corresponding IRS controllers, as will be detailed in Section IV-B.

- **Phase III:** Last, each IRS controller tunes the passive reflection of its controlled reflecting
elements accordingly. All users send $\tau_3 \geq K$ orthogonal pilot symbols$^3$ to the BS again for it to estimate the overall user-BS channels with fixed IRSs’ reflections (see (1)).

It follows from the above that the total channel training duration is given by $\tau = \tau_1 + \tau_2 + \tau_3$. Hence, with any given $\tau_1$ and $\tau_3$, a longer $\tau$ leads to a longer $\tau_2$, and thus more cascaded channels can be estimated in Stage II. Let $\zeta$ denote the total number of cascaded user-IRS-BS channels that need to be estimated in Stage II. Its value depends on the specific channel training duration $\tau$ for each fading block in Stage II and will be specified in Section IV-A.

Finally, based on the estimates of the overall user-BS channels given in (1), the BS computes its receive combining weights for each user for data transmission. Denote by $w_k \in \mathbb{C}^{M \times 1}$ its receive combining weights for user $k, \ k \in \mathcal{K}$, which is normalized to satisfy $\|w_k\|^2 = 1$. To maximize the SINR of each user $k, \ k \in \mathcal{K}$, the BS adopts the optimal minimum mean square error (MMSE)-based combining over the received signals, i.e.,

$$w_k = \frac{\left(\sum_{q \neq k} h_q(\{\theta_j\}) h_q(\{\theta_j\})^H + \sigma^2 I_M\right)^{-1} h_k(\{\theta_j\})}{\|\left(\sum_{q \neq k} h_q(\{\theta_j\}) h_q(\{\theta_j\})^H + \sigma^2 I_M\right)^{-1} h_k(\{\theta_j\})\|}, \ k \in \mathcal{K}. \quad (2)$$

As a result, the SINR achievable by user $k$ is given by

$$\gamma_k(w_k, \{\theta_j\}) = \frac{p|w_k^H h_k(\{\theta_j\})|^2}{\sigma^2 + p \sum_{q \neq k} |w_k^H h_q(\{\theta_j\})|^2}, \quad (3)$$

where $p$ denotes the transmit power of each user, and $\sigma^2$ is the noise power at each BS’s receiving antenna. Accordingly, the achievable rate of user $k$ in bits/second/Hertz (bps/Hz) is given by

$$R_k(w_k, \{\theta_j\}) = \frac{T_u - \tau}{T_u} \log_2 \left(1 + \frac{p|w_k^H h_k(\{\theta_j\})|^2}{\Gamma \left(\sigma^2 + p \sum_{q \neq k} |w_k^H h_q(\{\theta_j\})|^2\right)}\right), \quad (4)$$

where $\Gamma \geq 1$ characterizes the rate loss due to the practical modulation and coding scheme.

**Remark 2.1:** Note that when the training duration $\tau$ increases, since more cascaded channels can be selected for estimation in Stage II, the BS/IRS combining/reflection design will be refined, which helps enhance the user SINRs in (3). However, this reduces the data transmission time, i.e., $T_u - \tau$, and may degrade the user achievable rates in (4). On the other hand, if $\tau$ decreases, the data transmission time can be prolonged while the user SINRs may be compromised as less cascaded channels are estimated in Stage II. Therefore, there generally exists an inherent tradeoff in selecting $\tau$ to maximize the achievable rates in (4), as will be shown later in Section V by simulation results.

$^3$To focus on the more challenging cascaded channel estimation, in this paper we assume that the channel estimates of the direct/overall user-BS channels in Phase I/III are perfect.
III. LONG-TERM CHANNEL ESTIMATION AND USER-IRS ASSOCIATION OPTIMIZATION

In this section, we first present the procedure of long-term channel estimation in Stage I of the proposed transmission protocol (see Fig. 2), including the estimation of the (nearly) static cascaded channels over the IRS controller-IRS-BS links (to be used for the cascaded channel estimation for the users in Stage II) and the acquisition of the statistical CSI on all involved links. Then, based on the statistical CSI obtained, we propose a large-scale performance metric to determine the user-IRS associations, i.e., \( \delta_{k,j}, k \in \mathcal{K}, j \in \mathcal{J} \), which also specifies the set of cascaded channels that need to be estimated in Stage II.

A. Long-Term Channel Estimation

First, to estimate the cascaded channels for the “reference users”, i.e., \( G_{U_j,j}, j \in \mathcal{J} \), we turn on each of the IRSs sequentially with all the other IRSs turned off (while their controllers are kept on). For example, when IRS \( j, j \in \mathcal{J} \) is turned on, the BS selects one of its adjacent IRS’s controller (which needs to lie in its reflection half-space) as its equivalent reference user \( U_j \), which then sends pilot symbols to the BS to estimate their cascaded channel via IRS \( j \), i.e., \( G_{U_j,j} \). The pilot sequence design of IRS controller \( U_j \) and reflection design of IRS \( j \) in this process can be found in [28] and omitted here for brevity. Let \( \hat{G}_{U_j,j} = [\hat{g}_{U_j,j,1}, \ldots, \hat{g}_{U_j,j,N}] \) denote the estimate of \( G_{U_j,j} \), which will be utilized to estimate the users’ cascaded channels in Stage II.

Next, we present how to acquire the statistical CSI which is needed in the user-IRS association optimization, i.e., the large-scale channel gains \( \mu_j^2, \alpha_{k,j}^2, \) and \( \beta_k^2, k \in \mathcal{K}, j \in \mathcal{J} \). On one hand, \( \mu_j^2, j \in \mathcal{J} \) can be measured during the above long-term cascaded channel estimation. Specifically, when IRS controller \( U_j \) sends its pilot symbols, IRS controller \( j \) measures the average received signal strength (RSS) from it, thereby estimating the average channel gain between them, denoted as \( \alpha_{U_j,j}^2 \). Moreover, note that the cascaded IRS controller \( U_j \)-IRS \( j \)-BS channel gain is equal to the product of that from IRS controller \( U_j \) to IRS \( j \) (i.e., \( \alpha_{U_j,j}^2 \)) and that from IRS \( j \) to the BS (i.e., \( \mu_j^2 \)); while it can also be computed as the average of all entries of the estimated cascaded channel, i.e., \( \hat{G}_{U_j,j} \), denoted as \( g_{U_j,j} = \sum_{m=1}^{M} \sum_{n=1}^{N} \| [\hat{G}_{U_j,j}]_{m,n} \|^2 / MN \). Hence, we obtain \( \mu_j^2 = g_{U_j,j} / \alpha_{U_j,j}^2, j \in \mathcal{J} \). It is worth noting that thanks to the nearly static and LoS(-dominant) channels among the BS and all IRSs (or IRS controllers) in our considered system setup (see Fig. 1), the estimation of \( \mu_j^2, j \in \mathcal{J} \) is assumed to be perfect.

On the other hand, assume that the large-scale user-associated channel gains, i.e., \( \beta_k^2 \) and \( \alpha_{k,j}^2, k \in \mathcal{K}, j \in \mathcal{J} \), keep nearly constant over two consecutive transmission frames. Thus, during the direct channel estimation (i.e., Phase I in Stage II) in the previous transmission
frame, the BS and IRS controller \( j, j \in J \) can measure the average RSS from each user when all users transmit pilot symbols, which can then be used to estimate \( \beta^2_k \) and \( \alpha^2_{k,j} \), \( k \in K, j \in J \) in the current transmission frame\(^4\).

**B. User-IRS Association Optimization based on Statistical CSI**

Based on the estimated statistical CSI, i.e., \( \beta^2_k, \alpha^2_{k,j}, \) and \( \mu^2_j \), \( k \in K, j \in J \), in this subsection, we formulate a user-IRS association optimization problem to determine the cascaded user-IRS-BS channels that need to be estimated in Stage II. To this end, we define \( 0 \leq \lambda_{k,j} \leq 1 \) as an auxiliary variable for IRS \( j \) to serve user \( k \), which satisfies \( \sum_{k=1}^{K} \lambda_{k,j} = 1, j \in J \). In particular, given the maximum passive beamforming gain of \( N^2 \) by each IRS [41], we consider that user \( k \) can reap a partial passive beamforming gain by \( \lambda_{k,j} N \) (out of the total \( N \) elements\(^5\) of IRS \( j \), i.e., \( (\lambda_{k,j} N)^2 \)); while the remaining \( N(1 - \lambda_{k,j}) \) reflecting elements are regarded as random scatterers for it. Note that the above is simply an approximation for the beamforming gain achievable for each user to facilitate the user-IRS association design.

Since only the statistical CSI, i.e., \( \beta^2_k, \alpha^2_{k,j}, \) and \( \mu^2_j \), \( k \in K, j \in J \), is available, to characterize the average channel condition from each user \( k \) to the BS, we propose a large-scale channel metric for each user \( k \) as follows,

\[
H_k = \beta^2_k + \sum_{j=1}^{J} \alpha^2_{k,j} \mu^2_j \lambda^2_{k,j} N^2, \quad k \in K.
\]  

(5)

Note that \( H_k \) accounts for the direct user \( k \)-BS channel gain (i.e., \( \beta^2_k \)), all cascaded user \( k \)-IRS \( j \)-BS channel gains (i.e., \( \mu^2_j \alpha^2_{k,j}; j \in J \)), as well as the passive beamforming gain provided by each IRS \( j, j \in J \) for user \( k \) (i.e., \( \lambda^2_{k,j} N^2, j \in J \)). It is also worth noting that in (5), we ignore the random scattering by the other \( N(1 - \lambda_{k,j}) \) elements of each IRS \( j \), due to its negligible impact on the system performance in general [42].

Next, we optimize the auxiliary variables \( \{\lambda_{k,j}\} \) to balance the users’ channel metrics in (5) and thereby determine the user-IRS associations based on the optimized \( \{\lambda_{k,j}\} \). The corresponding optimization problem is formulated as

\[
(P1): \max_{\{\lambda_{k,j}\}} \min_{k \in K} H_k
\]

\(^4\)In practice, such long-term statistical CSI can be updated in a much larger interval as compared to each frame duration, and thus is not our concern in this paper.

\(^5\)For convenience, we assume “virtual” fractional number of IRS elements here if \( \lambda_{k,j} N \) is not an integer, which usually does not impact the association result as \( N \) is practically very large and the number of selected users for each IRS \( j, j \in J \) (with \( \lambda_{k,j} > 0 \)) is finite.
Denote by \( \{\lambda^{*}_{k,j}\} \) the optimal solution to (P1). Note that with a larger value of \( \lambda^{*}_{k,j} \), user \( k \) can reap a higher passive beamforming gain from IRS \( j \). Hence, the passive reflection of IRS \( j \) for data transmission in the subsequent Stage II should be designed with a higher priority for catering to the cascaded user \( k \)-IRS \( j \)-BS channel, i.e., \( G_{k,j} \), which thus needs to be estimated in Stage II. On the other hand, if \( \lambda^{*}_{k,j} \) is small, user \( k \) may barely benefit from the passive reflection of IRS \( j \). Thus, there is no need to estimate its cascaded channel \( G_{k,j} \). Based on the above, to determine the user-IRS associations, i.e., \( \delta_{k,j} \), \( k \in K \), \( j \in J \), we can sort all \( \lambda^{*}_{k,j} \)'s in the descending order, denoted as \( \lambda^{*}_{k_{1,j_{1}}} \geq \lambda^{*}_{k_{2,j_{2}}} \geq \cdots \geq \lambda^{*}_{k_{KJ,j_{KJ}}} \), where \( \lambda^{*}_{k_{l,j_{l}}} \) denotes the \( l \)-th largest entry, \( 1 \leq l \leq KJ \). Then we select the \( \zeta \) largest values and set their corresponding binary association variables to one, i.e., \( \delta_{k_{l,j_{l}}} = 1, \ l = 1, 2, \ldots, \zeta \). Thus, we only need to estimate the cascaded user \( k_{l} \)-IRS \( j_{l} \)-BS channels, \( l = 1, 2, \ldots, \zeta \), in Stage II of the proposed transmission protocol.

Next, we focus on solving (P1). However, problem (P1) is a non-convex optimization problem due to its non-concave objective function, and thus it is difficult to be optimally solved. To tackle this challenge, we adopt the SCA algorithm and obtain a locally optimal solution to it. To this end, we re-express (P1) as the following epigraph form [43] by introducing an auxiliary variable \( \bar{H} \), i.e.,

\[
\begin{align*}
(P1.1): & \quad \max_{\{\lambda_{k,j}, \bar{H}\}} \bar{H} \\
\text{s.t.} & \quad H_{k} \geq \bar{H}, \ k \in K, \quad (6) \text{ and } (7).
\end{align*}
\]

Then, given a local point at each SCA iteration, we approximate the non-convex constraints in (8) into convex ones. By iteratively solving a sequence of approximate convex problems, we can obtain a locally optimal solution to (P1.1), and so does for (P1).

Denote by \( \{\lambda^{(l)}_{k,j}\} \) the local point at the \( l \)-th SCA iteration with \( l \geq 1 \). Notice that \( H_{k} \) is a convex function with respect to \( \{\lambda_{k,j}\} \); thus, it can be lower-bounded by its first-order Taylor expansion at the local point \( \{\lambda^{(l)}_{k,j}\} \) in the \( l \)-th SCA iteration, i.e.,

\[
H_{k} \geq \beta_{k}^{2} + \sum_{j=1}^{J} \alpha^{2}_{k,j} \mu_{j}^{2} (\lambda^{(l)}_{k,j} N)^{2} + 2 \sum_{j=1}^{J} (\lambda_{k,j} - \lambda^{(l)}_{k,j}) (\alpha^{2}_{k,j} \mu_{j}^{2} \lambda^{(l)}_{k,j} N^{2}) \triangleq H_{k}^{lb}, \ k \in K. \quad (9)
\]
Then, by replacing $H_k$ in (8) with $H_k^{lb}$ in (9), problem (P1.1) is approximated as the following convex optimization problem in the $l$-th SCA iteration, denoted as (P1.$l$) below, which can be optimally solved via standard convex optimization techniques (e.g., interior point method [43]).

$$(P1.l): \max_{\{\lambda_{k,j}\}, \bar{H}} \bar{H}$$

subject to $H_k^{lb} \geq \bar{H}, \ k \in \mathcal{K}, (6)$ and (7).

Denote the optimal solution to (P1.$l$) as $\{\lambda_{k,j}^{(l)*}\}$. Next, we update the local point in the $(l+1)$-th SCA iteration as $\lambda_{k,j}^{(l+1)} = \lambda_{k,j}^{(l)*}, \ k \in \mathcal{K}, j \in \mathcal{J}$. The above procedure repeats until the fractional increase in the objective value of (P1) is smaller than a pre-determined threshold $\epsilon_1$.

We summarize the main procedure of the above SCA algorithm in Algorithm 1. It can be shown that Algorithm 1 converges to a locally optimal solution to problem (P1.1) or (P1) [14]. Denote by $I_s$ the total number of SCA iterations required for Algorithm 1. In each iteration, the convex optimization problem (P1.$l$) is solved via the standard interior-point method with the complexity of $\mathcal{O}(K^{1.5}J^{1.5})$ [44]. As a result, the overall complexity of Algorithm 1 is $\mathcal{O}(I_sK^{1.5}J^{1.5})$.

Algorithm 1 SCA Algorithm to Solve (P1).
1: Initialize $\lambda_{k,j}^{(1)}$ to satisfy constraint (6) and set $l = 1$.
2: repeat
3: Given the local point $\{\lambda_{k,j}^{(l)}\}$, solve (P1.$l$) and obtain its optimal solution as $\{\lambda_{k,j}^{(l)*}\}$.
4: Update $\lambda_{k,j}^{(l+1)} = \lambda_{k,j}^{(l)*}, \ k \in \mathcal{K}, j \in \mathcal{J}$.
5: Update $l = l + 1$.
6: until the fractional increase in the objective value of (P1) is smaller than $\epsilon_1$.

IV. Short-Term Cascaded Channel Estimation and IRS Reflection Optimization

In this section, we first present the procedure for estimating the selected cascaded user-IRS-BS channels, i.e., $G_{k,j}$ with $\delta_{k,j} = 1, \ k \in \mathcal{K}, j \in \mathcal{J}$, in Phase II of Stage II in the proposed transmission protocol (see Fig. 2). Then, based on the estimates of the selected cascaded channels in Phase II (and those of all direct user-BS channels in Phase I), we jointly optimize the passive reflections of all IRSs to maximize the minimum average SINR among all users, accounting for the other cascaded channels that are not estimated.
A. Short-Term Cascaded Channel Estimation

First, based on the optimized user-IRS associations in Stage I (see Section III-B), i.e., $\delta_{k,j}$, $k \in \mathcal{K}, j \in \mathcal{J}$, the BS determines the pilot sequences of all users and reflection design of all IRSs in Phase II of each transmission block in Stage II (to be specified later), which are informed to the users and IRS controllers over the downlink control links, respectively, before Stage II starts\(^6\).

Let $\mathcal{B}_j$ denote the set of users associated with IRS $j$, i.e., $\mathcal{B}_j = \{k|\delta_{k,j} = 1, k \in \mathcal{K}\}, j \in \mathcal{J}$. As Phase II of each block starts, the IRSs are sequentially turned on to estimate the cascaded channels for their respectively associated users. For example, when IRS $j$ is turned on, only the users in $\mathcal{B}_j$ will be active and transmit non-zero pilot symbols for the BS to estimate their cascaded channels via IRS $j$, i.e., $G_{k,j} = \hat{\mathcal{G}}_{k,j}$. Given the reference cascaded IRS controller $U_j$-IRS $j$-BS channel estimated in Stage I, i.e., $\hat{g}_{U,j,n}$, $n \in \mathcal{N}$, the BS only needs to estimate a set of scaling factors, i.e., $\nu_{k,j,n}$, $k \in \mathcal{B}_j$, $n \in \mathcal{N}$, for which the details, including the pilot sequence of each user $k$, $k \in \mathcal{B}_j$ and the reflection design of IRS $j$ in this process, can be found in [28] and thus omitted here for brevity. Let $\hat{\nu}_{k,j,n}$ $k \in \mathcal{B}_j, n \in \mathcal{N}$ denote the estimates of the above scaling factors. Then, the cascaded user $k$-IRS $j$-BS channel can be estimated as $\hat{G}_{k,j} = [\hat{g}_{k,j,1}, \cdots, \hat{g}_{k,j,N}]$, $k \in \mathcal{B}_j$, where $\hat{g}_{k,j,n} = \hat{\nu}_{k,j,n}\hat{g}_{U,j,n}$, $n \in \mathcal{N}$. It can be shown that the associated overall training duration of Phase II is given by $\tau_2 = \sum_{j=1}^J |\mathcal{B}_j|\frac{N}{M} = \zeta\frac{N}{M}$ [28]. As $\tau = \tau_1 + \tau_2 + \tau_3$, the total number of selected cascaded channels in Phase II is given by $\zeta = [(\tau - \tau_1 - \tau_3)\frac{M}{N}]$. Moreover, since $\zeta \leq KJ$, the maximum training duration of Phase II is given by $\tau_{2,\text{max}} \triangleq KJN/M$, with which all $KJ$ cascaded user-IRS-BS channels are selected and estimated.

B. IRS Reflection Optimization based on Short-Term CSI

In this subsection, we optimize the passive reflections of all IRSs based on the estimates of all direct channels in Phase I, i.e., $h_{d,k}$, $k \in \mathcal{K}$, and selected cascaded user-IRS-BS channels in Phase II, i.e., $\hat{G}_{k,j}$, $k \in \mathcal{B}_j, j \in \mathcal{J}$. By substituting the above channel estimates into (1), the overall channel from user $k$ to the BS can be constructed as the superposition of two components, i.e.,

$$\hat{h}_k(\tilde{\theta}) = (\hat{G}_k + \hat{G}_k)\tilde{\theta}, \ k \in \mathcal{K},$$

where $\hat{G}_k = [\delta_{k,1}\hat{G}_{k,1}, \cdots, \delta_{k,J}\hat{G}_{k,J}, h_{d,k}] \in \mathbb{C}^{M \times (NJ+1)}$ contains the estimates of the direct and selected cascaded channels, $G_k = [(1 - \delta_{k,1})G_{k,1}, \cdots, (1 - \delta_{k,J})G_{k,J}, 0] \in \mathbb{C}^{M \times (NJ+1)}$.

\(^6\)The pilot sequences of all users in Phases I and III of each block are the same as that for the conventional multi-antenna BS without IRS.
contains the cascaded channels that are not estimated (thus unknown), and $\mathbf{\theta} = [\mathbf{\theta}_1^T, \cdots, \mathbf{\theta}_J^T, \mathbf{1}] \in \mathbb{C}^{(NJ+1) \times 1}$. Note that only one of the $j$-th blocks in $\mathcal{G}_k$ and $\mathcal{G}_k$, i.e., $\delta_{k,j} \mathcal{G}_{k,j}$ and $(1-\delta_{k,j}) \mathcal{G}_{k,j}$, would be non-zero, depending on the value of $\delta_{k,j}$. Evidently, if all cascaded channels for user $k$ are estimated, i.e., $\delta_{k,j} = 1, j \in \mathcal{J}$, then we have $\mathcal{G}_k = 0$.

Due to the existence of unknown entries in $\mathcal{G}_k$, $k \in \mathcal{K}$ in general, the IRS passive reflection cannot be optimized to ensure the instantaneous performance of all users. Nonetheless, by exploiting the available statistical CSI estimated in Stage I, i.e., $\mu_{k,j}^2$, $k \in \mathcal{K}, j \in \mathcal{J}$ (see Section III-A), we can consider the average SINR performance of each user, i.e.,

$$\bar{\gamma}_k(w_k, \bar{\mathbf{\theta}}) = \mathbb{E} \left[ \frac{p |w_k \hat{h}_k(\mathbf{\theta})|^2}{\sum_{q \neq k} |w_k \hat{h}_q(\mathbf{\theta})|^2 + \sigma^2} \right], \quad k \in \mathcal{K},$$

(12)

where the expectation is taken over the short-term CSI corresponding to the cascaded channels that are not estimated. However, it is generally difficult to express (12) in a tractable form and design the passive reflections of all IRSs accordingly. As such, we consider the following lower bound of (12) by invoking the Jensen inequality [42], i.e.,

$$\bar{\gamma}_k(w_k, \bar{\mathbf{\theta}}) \geq \bar{\gamma}_k(w_k, \tilde{\mathbf{\theta}}) \triangleq \frac{p \mathbb{E}[|w_k \hat{h}_k(\mathbf{\theta})|^2]}{p \mathbb{E}[\sum_{q \neq k} |w_k \hat{h}_q(\mathbf{\theta})|^2 + \sigma^2]}, \quad k \in \mathcal{K}. \quad (13)$$

Nevertheless, it is still difficult to express $\bar{\gamma}_k(w_k, \bar{\mathbf{\theta}})$ in (13) in closed-form for general channel models. To circumvent this difficulty, we consider the following specific channel models.

Specifically, we assume that all user-IRS channels follow independent Rayleigh fading, i.e., $t_{k,j} \sim \mathcal{CN}(0, \alpha_{k,j}^2 \mathbf{I}_N)$, $k \in \mathcal{K}, j \in \mathcal{J}$, and all IRS-BS channels are dominated by a LoS link thanks to their proximity, i.e., $F_{j} = \mu_{j} \mathbf{l}_{j} \mathbf{l}_{j}^H$, $j \in \mathcal{J}$, where $\mathbf{l}_{j} \in \mathbb{C}^{M \times 1}$ and $\tilde{\mathbf{l}}_{j} \in \mathbb{C}^{N \times 1}$ denote the array response at the BS and IRS $j$, respectively. Then, we have the following proposition.

**Proposition 4.1:** Under the above channel models, the lower bound of the achievable SINR of user $k$ given in (13) is given by

$$\bar{\gamma}_k(w_k, \bar{\mathbf{\theta}}) = \frac{p w_k^H \tilde{G}_k \bar{\mathbf{\theta}} \mathbf{\tilde{G}}_k^H w_k + p w_k^H A_k w_k}{\sum_{q \neq k} (p w_k^H \tilde{G}_q \bar{\mathbf{\theta}} \mathbf{\tilde{G}}_q^H w_k + p w_k^H A_q w_k) + \sigma^2}, \quad k \in \mathcal{K},$$

(14)

where $A_k = \sum_{j=1}^{J} (1-\delta_{k,j}) N \mu_{j}^2 \alpha_{k,j}^2 \mathbf{I}_j \mathbf{I}_j^H \in \mathbb{C}^{M \times M}, \quad k \in \mathcal{K}$.

**Proof:** See Appendix A. \hfill \blacksquare

It is observed that in (14), the IRS passive reflection $\tilde{\mathbf{\theta}}$ only acts on the estimated short-term CSI, i.e., $\tilde{G}_k$, while the BS combining weights $w_k$’s act on both long-term and short-term CSI, i.e., $\mathcal{G}_k$ and $A_k$. In particular, if $\tau_2 = \tau_{2,\text{max}}$, all cascaded user-IRS-BS channels can be
estimated in Phase II, i.e., $\delta_{k,j} = 1$ and $A_k = 0$, $k \in \mathcal{K}, j \in \mathcal{J}$. In this case, (14) becomes the instantaneous SINR of each user $k$, i.e.,
\begin{equation}
\tilde{\gamma}_k(w_k, \bar{\theta}) = \frac{p w_k^H \hat{G}_k \bar{\theta} \hat{G}_k^H w_k}{\sum_{q \neq k} (p w_k^H \hat{G}_q \bar{\theta} \hat{G}_q^H w_k) + \sigma^2}, \quad k \in \mathcal{K}.
\end{equation}
On the other hand, if $\tau_2 = 0$, then no cascaded user-IRS-BS channel can be estimated in Phase II, i.e., $\delta_{k,j} = 0$, $k \in \mathcal{K}, j \in \mathcal{J}$. As a result, (14) is reduced to
\begin{equation}
\tilde{\gamma}_k(w_k) = \frac{p w_k^H h_{d,k} h_{d,k}^H w_k + p w_k^H A_k w_k}{\sum_{q \neq k} (p w_k^H h_{d,q} h_{d,q}^H w_k + p w_k^H A_q w_k) + \sigma^2}, \quad k \in \mathcal{K},
\end{equation}
which is regardless of $\bar{\theta}$. It follows that in this case, the passive reflections of all IRSs can be randomly set without affecting the average SINRs in (16).

**Remark 4.1:** It is worth noting that the specific channel models considered in Proposition 4.1 are mainly used to simplify the analysis of user SINRs and ease the IRS passive reflection optimization. The resulting IRS reflection can still be applied if the actual channel models are different from the assumed one, e.g., Rician-fading instead of Rayleigh-fading user-IRS channels, as will be shown in Section V via simulation results.

Next, the BS optimizes the passive reflections of all IRSs to maximize the minimum lower bound of user SINR in (14). The design problem is formulated as
\begin{equation}
(P2): \quad \max_{\{w_k\}} \min_{\bar{\theta}} \tilde{\gamma}_k(w_k, \bar{\theta})
\end{equation}
\begin{equation}
\text{s.t.} \quad ||w_k||^2 = 1, \quad k \in \mathcal{K},
\end{equation}
\begin{equation}
|\bar{\theta}_n| = 1, \quad j \in \mathcal{J}, n = 1, 2, \ldots, NJ,
\end{equation}
\begin{equation}
(\bar{\theta})_{NJ+1} = 1.
\end{equation}
It is worth noting that in (P2), the BS combining weights $\{w_k\}$ are only optimized as auxiliary variables to ease the optimization of IRS passive reflection. The actual BS combining weights will be determined based on the estimates of the overall user-BS channels with designed IRSs’ reflections, i.e., $h_k(\{\theta_j\}), \quad k \in \mathcal{K}$, as shown in (2). However, problem (P2) is a non-convex optimization problem, as its objective function is non-concave and the unit-modulus constraints in (18) are non-convex. Moreover, the variables $\{w_k\}$ and $\bar{\theta}$ are coupled in its objective function, which renders (P2) challenging to solve.

To tackle the above challenges, we propose an AO algorithm to solve (P2), by alternately optimizing each of $\bar{\theta}$ and $\{w_k\}$ with the other fixed, until convergence is achieved. Denote by $\{w_k^{(l)}\}$ and $\bar{\theta}^{(l)}$ the optimized solutions of $\{w_k\}$ and $\bar{\theta}$ in the $l$-th AO iteration, respectively.
1) IRS Reflection Design with Given Combining Weights: In the $l$-th AO iteration, we first optimize the IRS passive reflection $\tilde{\theta}$ given $w_k = w_{k}^{(l-1)}$, $k \in K$. Then, the following problem needs to be solved,

$$\text{(P2.1)}: \max_{\tilde{\theta}} \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta})$$

s.t. (18) and (19).

However, (P2.1) is still challenging to be solved due to its fractional objective function. To tackle this challenge, we recast its objective function as the following subtractive form for each user $k$, $k \in K$, i.e.,

$$F_k(w_k^{(l-1)}, \tilde{\theta}, \tilde{t}^{(l-1)}) = p\tilde{\theta}^H \tilde{G}_k^H w_k^{(l-1)} w_k^{(l-1)H} \tilde{G}_k \tilde{\theta} + p w_k^{(l-1)H} A_k w_k^{(l-1)} - \tilde{t}^{(l-1)} \left( \sum_{q \neq k} (p\tilde{\theta}^H \tilde{G}_q^H w_k^{(l-1)} w_k^{(l-1)H} \tilde{G}_q + p w_k^{(l-1)H} A_q w_k^{(l-1)}) \right) + \sigma^2, \quad (20)$$

where $\tilde{t}^{(l-1)}$ is an auxiliary variable and given by $\tilde{t}^{(l-1)} = \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)})$. Based on (20), instead of solving (P2.1), we solve the following optimization problem,

$$\text{(P2.2)}: \max_{\tilde{\theta}} \min_{k \in K} F_k(w_k^{(l-1)}, \tilde{\theta}, \tilde{t}^{(l-1)})$$

s.t. (18) and (19).

Although problem (P2.2) is still non-convex, we can utilize a low-complexity GPM [43] to solve it by following the steps below.

Specifically, let $\Xi(\tilde{\theta})$ denote the objective function of problem (P2.2), i.e.,

$$\Xi(\tilde{\theta}) = \min_{k \in K} F_k(w_k^{(l-1)}, \tilde{\theta}, \tilde{t}^{(l-1)}). \quad (21)$$

To apply the GPM, our first step is to derive the gradient of (21). However, as $\Xi(\tilde{\theta})$ is non-differential with respect to $\tilde{\theta}$, we derive its subgradient instead, denoted as $\xi(\tilde{\theta})$. According to [43], the subgradient of $\Xi(\tilde{\theta})$ can be chosen as the gradient of the function that achieves the minimum value among all $F_k(\{w_k^{(l-1)}, \tilde{\theta}, \tilde{t}^{(l-1)}\})$, $k \in K$, i.e.,

$$\xi(\tilde{\theta}) = \nabla F_{k_0}(w_{k_0}^{(l-1)}, \tilde{\theta}, \tilde{t}^{(l-1)}) = 2\left( p\tilde{\theta}^H \tilde{G}_{k_0}^H w_{k_0}^{(l-1)} w_{k_0}^{(l-1)H} \tilde{G}_{k_0} \tilde{\theta} - \tilde{t}^{(l-1)} \left( \sum_{q \neq k_0} (p\tilde{\theta}^H \tilde{G}_q^H w_{k_0}^{(l-1)} w_{k_0}^{(l-1)H} \tilde{G}_q) \right) \right), \quad (22)$$

where $k_0 = \arg \min_{k \in K} F_k(w_k^{(l-1)}, \tilde{\theta}, \tilde{t}^{(l-1)})$. 

Next, we denote $\tilde{\theta}^{(l,r)}$ as the updated IRS reflection vector in the $r$-th GPM iteration in solving (P2.2). Based on (22), we set

$$\tilde{\theta}^{(l,r)} = \tilde{\theta}^{(l,r-1)} + \rho_r \xi(\tilde{\theta}^{(l,r-1)}),$$

where $\rho_r = \rho / \|\xi(\tilde{\theta}^{(l,r-1)})\|_2$ is the step size in the $r$-th GPM iteration with $\rho$ being a constant step-size, and we initialize $\tilde{\theta}^{(l,0)} = \tilde{\theta}^{(l-1)}$. However, due to the existence of constraints (18) and (19) in (P2.2), the updated $\tilde{\theta}^{(l,r)}$ in (23) may not be feasible to (P2.2). As such, it should be projected onto the feasible region of (P2.2) prior to the $(r+1)$-th GPM iteration. Let $\text{Proj}(\mathbf{x})$ denote the (Euclidean) projection of a given point $\mathbf{x} = [x_1, x_2, \cdots, x_{NJ+1}]^T$ onto the feasible region of (P2.2), i.e., $\text{Proj}(\mathbf{x}) \triangleq \arg \min_{\tilde{\theta}} \|\tilde{\theta} - \mathbf{x}\|$ subject to (18) and (19). It can be shown that [45]

$$(\text{Proj}(\mathbf{x}))_n = \exp(i\angle((\mathbf{x})_n/(\mathbf{x})_{NJ+1})), \ n = 1, 2, \cdots, NJ+1. \quad (24)$$

As a result, (23) is modified as

$$(\tilde{\theta}^{(l,r)})_n = (\text{Proj}(\tilde{\theta}^{(l,r-1)} + \rho_r \xi(\tilde{\theta}^{(l,r-1)})))_n = \exp \left(i\angle \left(\frac{((\tilde{\theta}^{(l,r-1)} + \rho_r \xi(\tilde{\theta}^{(l,r-1)}))_n)}{((\tilde{\theta}^{(l,r-1)} + \rho_r \xi(\tilde{\theta}^{(l,r-1)}))_{NJ+1})} \right) \right). \quad (25)$$

The above procedure is repeated until the fractional increase in the objective function of (P2.2) is smaller than a predefined threshold $\epsilon_2$. Then, we update $\tilde{\theta}^{(l)} = \tilde{\theta}^{(l,r-1)}$.  

2) BS Combining Weights Design with Given IRS Reflection: After optimizing $\tilde{\theta}$ in the $l$-th AO iteration, we optimize the BS’s combining weights $\{\mathbf{w}_k\}$ with $\tilde{\theta} = \tilde{\theta}^{(l)}$ by solving the following optimization problem,

$$\text{(P2.3)}: \max_{\{\mathbf{w}_k\}} \min_{k \in K} \tilde{\gamma}_k(\mathbf{w}_k, \tilde{\theta}^{(l)})$$

$$\text{s.t. } \text{(17)}.$$  

Notice that problem (P2.3) can be decoupled into $K$ subproblems, and the $k$-th subproblem is given by

$$\text{(P2.3,$k$)}: \max_{\mathbf{w}_k} \frac{\mathbf{w}_k^H \mathcal{C}_k^{(l)} \mathbf{w}_k}{\mathbf{w}_k^H \mathcal{D}_k^{(l)} \mathbf{w}_k}$$

$$\text{s.t. } \|\mathbf{w}_k\|^2 = 1, \quad (26)$$

where

$$\mathcal{C}_k^{(l)} = \rho \hat{\mathcal{G}}_k^{(l)} \hat{\theta}^{(l)} \hat{\theta}^{(l)H} \mathcal{G}_k^{H} + \rho A_k, \quad (27)$$
\[ D_k^{(l)} = \sum_{q \neq k} (p G_q \tilde{\theta}^{(l)} \tilde{\theta}^{(l)H} \tilde{G}_q^{H} + p A_q) + I_M \sigma^2. \] (28)

Note that if \( A_k = 0 \), i.e., all cascaded channels are estimated in our proposed protocol, then the optimal solution to (P2.3.\(k \)) can be obtained as the MMSE-based combining, denoted as \( w_k^* = (D_k^{(l)})^{-1} \tilde{G}_k \tilde{\theta}^{(l)}/\| (D_k^{(l)})^{-1} \tilde{G}_k \tilde{\theta}^{(l)} \| \). In the general case with \( A_k \neq 0 \), its optimal solution can be obtained by invoking the generalized Rayleigh quotient theorem [46] as

\[ w_k^* = \frac{v_k^{(l)}}{||v_k^{(l)}||}, \ k \in K, \] (29)

where \( v_k^{(l)} \) denotes the eigenvector of \( (D_k^{(l)})^{-1} C_k^{(l)} \) corresponding to its maximum eigenvalue.

Then, we update \( w_k^{(l)} = w_k^*, k \in K \). To summarize, we present the main procedure of the AO algorithm in Algorithm 2.

\textbf{Proposition 4.2:} Algorithm 2 is able to converge to a locally optimal solution to (P2).

\textit{Proof:} See Appendix B.

\begin{algorithm}[h]
\caption{Proposed AO Algorithm to Solve (P2).}
\begin{algorithmic}
\STATE 1: Initialize \( \{w_k^{(0)}\}, \tilde{\theta}^{(0)} \) and \( l = 1 \).
\STATE 2: repeat
\STATE 3: Given \( \{w_k^{(l-1)}\} \) and \( \tilde{\theta}^{(l-1)} \), update \( \tilde{\gamma}^{(l-1)} = \min_{k \in K} \tilde{\gamma}_k (w_k^{(l-1)}, \tilde{\theta}^{(l-1)}) \).
\STATE 4: Let \( r = 1 \) and initialize \( \tilde{\theta}^{(l,r-1)} = \tilde{\theta}^{(l-1)} \).
\STATE 5: repeat
\STATE 6: Update \( \tilde{\theta}^{(l,r)} \) based on (25).
\STATE 7: Update \( r = r + 1 \).
\STATE 8: until the fractional increase in the objective value of (P2.2) is smaller than \( \epsilon_2 \).
\STATE 9: Update \( \tilde{\theta}^{(l)} = \tilde{\theta}^{(l,r-1)} \).
\STATE 10: Given \( \tilde{\theta}^{(l)} \), update each \( w_k^{(l)}, k \in K \) as \( w_k^* \) in (29).
\STATE 11: Update \( l = l + 1 \).
\STATE 12: until the fractional increase in the objective value of (P2) is smaller than \( \epsilon_3 \).
\end{algorithmic}
\end{algorithm}

The complexity of Algorithm 2 is mainly from two steps, i.e., solving (P2.2) via the GPM and updating \( \{w_k\} \) based on (29). The complexity of the former is given by \( O(I_{in}(KNJM + KM^2 + N^2J^2)) \), where \( I_{in} \) denotes the total number of GPM iterations. While the complexity of the latter is mainly due to the eigenvalue decomposition and matrix inverse, both of which incur a complexity of \( O(M^3) \). As a result, the overall complexity of Algorithm 2 is given
by $O(I_{out}(I_{in}(KNJM + KM^2 + N^2J^2) + M^3))$, where $I_{out}$ denotes the total number of AO iterations.

V. Numerical Results

In this section, we provide numerical results to validate the performance of our proposed transmission protocol and its pertaining designs. Unless otherwise specified, the simulation parameters are set as follows. As shown in Fig. 3, we consider a wireless network with one BS with $M = 10$ antennas, and $J = 4$ co-site IRSs, each of which has $N = 200$ reflecting elements. We assume a uniform planar array (UPA) at each IRS with half-wavelength spacing between any two adjacent IRS elements, and a uniform linear array (ULA) at the BS with half-wavelength antenna spacing. The coordinates of the BS, all IRSs, and all IRS controllers are shown in Fig. 3. We assume that there are $K = 6$ users, whose locations are randomly generated within the region $[-100 \text{ m}, 100 \text{ m}] \times [-100 \text{ m}, 100 \text{ m}]$. The models and parameters of all involved channels are given in Table I. The transmit power of each user is set to $p = 30$ dBm in both the data and pilot transmission in Stage II, while the transmit power of each IRS controller is set to 43 dBm in Stage I, as shown in Fig. 2. The path-loss at a reference distance of 1 m is set to $-30$ dB and the noise power is $\sigma^2 = -130$ dBm. The step size of the gradient projection method in Algorithm 2 is set as $\rho = 0.01$. The stopping thresholds in Algorithms 1 and 2 are set to $\epsilon_1 = 10^{-5}$, $\epsilon_2 = 10^{-3}$, and $\epsilon_3 = 10^{-3}$, respectively. In Algorithm 1, the auxiliary variables are initialized as $\lambda_{k,j}^{(1)} = \mu_j^2 \alpha_{k,j}^2 / (\sum_{k=1}^K \mu_j^2 \alpha_{k,j}^2)$, $k \in K$, $j \in J$, which is proportional to the average channel gain of the corresponding cascaded channel $G_{k,j}$. While in Algorithm 2, the initial phase shifts of all IRSs are randomly generated within the interval $[0, 2\pi)$, and the BS’s combining weights...
TABLE I
Channel Model and Parameter for Simulation

| Channel model                                      | Path-loss exponent | Rician \( K \) factor (dB) |
|----------------------------------------------------|--------------------|-----------------------------|
| User-BS channel                                    | Rician             | 3.5                         | 3                            |
| IRS-BS channel                                     | Rician             | 2.1                         | 30                           |
| User-IRS channel (outside IRS reflection half-space)| Rayleigh           | 4.8                         | \(-\infty\)                   |
| User-IRS channel (inside IRS reflection half-space)| Rician             | 3                           | 3                            |
| IRS controller-IRS channel                         | Rician             | 2.1                         | 30                           |

are initialized based on (29). Furthermore, we set \( T_u = 5000 \), \( \Gamma = 8 \) dB, and \( \tau_1 = \tau_3 = 2K \). All results are averaged over 100 independent realizations of random channels and user locations.

To more flexibly balance the channel training time for cascaded channel estimation in Phase II of Stage II and the users’ SINRs, we further apply the IRS element grouping strategy [10] in the simulation, where adjacent IRS elements are grouped into a subsurface and employ a common reflection coefficient. Accordingly, the estimated element-level cascaded channels in our proposed protocol become their subsurface-level counterparts, which thus incur shorter channel training time due to their smaller numbers, but at the cost of reduced passive reflection gain for each IRS [10]. Let \( N_1 \) denote the number of groups (or subsurfaces) per IRS in the considered grouping strategy. As a result, the group size (or number of reflecting elements per subsurface) is \( N/N_1 \), which is assumed to be an integer. It follows that the total number of selected cascaded channels and the maximum training duration of Phase II, as given at the end of Section IV-A, can be increased and reduced to \( \zeta = \lfloor (\tau - \tau_1 - \tau_3)M/N_1 \rfloor \) and \( \tau_{2,max} = KJN_1/M \), respectively. In the simulation, we set \( N_1 = 50 \), with which the maximum training duration of Stage II is given by \( \tau_{max} = \tau_1 + \tau_{2,max} + \tau_3 = 2K + KJN_1/M + 2K = 144 \).

A. User-IRS Association Design

First, we show the efficacy of our proposed user-IRS association design in Section III-B by comparing it with the following two benchmarks.

- **Greedy selection:** In this benchmark, given the large-scale channel gain of all \( KJ \) cascaded channels, i.e., \( \mu_j^2 \alpha_{k,j}^2 \), \( k \in \mathcal{K}, j \in \mathcal{J} \), we select \( \zeta \) cascaded channels with the largest average cascaded channel gains to estimate.

- **Random selection:** In this benchmark, we randomly choose \( \zeta \) cascaded channels to estimate. Fig. 4 shows the max-min achievable rate in (4) among all users versus the training duration \( \tau \) by different user-IRS association designs. It is observed from Fig. 4 that if only a subset of all cascaded channels are estimated, i.e., \( \tau < \tau_{max} \), our proposed user-IRS association design achieves better performance than the two benchmarks, as it balances the channel conditions of
all users, instead of the two benchmarks. Whereas if all cascaded channels are estimated, i.e., \( \tau = \tau_{\text{max}} \), all considered association designs are observed to achieve the same performance, as expected.

### B. Effect of Training Duration in Stage II

Next, we investigate the impact of the training duration \( \tau \) in Stage II on the performance of the proposed protocol. In Fig. 5, we plot the max-min achievable rate in (4) among all users versus \( \tau \) under different length of each fading block, i.e., \( T_u \). It is observed that when \( T_u \) is small, i.e., \( T_u = 500 \), the max-min achievable rate decreases with increasing \( \tau \), due to the more dominant effect of the data transmission time on the user achievable rates in (4) than the user SINRs in (3). However, when \( T_u \) is sufficiently large, i.e., \( T_u = 5000 \), it is observed that the max-min achievable rate monotonically increases with \( \tau \). The reason is that in this case, the considered training duration \( \tau \) is much smaller than \( T_u \). As a result, the users’ achievable rates in (4) are more dominated by their SINRs in (3), which can be improved as more cascaded channels are estimated. Finally, when \( T_u = 2000 \), it is observed that the max-min achievable rate first increases with \( \tau \) when \( \tau \leq 62 \) and then decreases with it. This indicates that in the case of a moderate \( T_u \), the data transmission time and user SINRs in (3) should be optimally balanced to maximize the user achievable rates in (4). Our proposed protocol provides flexibility to balance between these two factors in maximizing the users’ achievable rates.

### C. Performance Comparison

Next, we show the efficacy of the proposed transmission protocol in Fig. 2 by comparing it with the following three benchmark protocols.
Transmission protocol in [28]: In this transmission protocol, we apply the channel estimation method designed for user-side IRSs in [28]. Specifically, when each IRS $j, j \in J$ is turned on, one user (instead of an IRS controller in the proposed protocol) is randomly selected as the reference user $U_j$ to assist in the cascaded channel estimation for the remaining $K-1$ users. Since the user-IRS channels vary over different blocks, the cascaded channels of the reference users need to be updated in each fading block. As a result, there is no Stage I required and its total training duration for each fading block is equal to $\tau_1 + \tau_3 + N_1 J + J(K-1)N_1/M = 324$ [28], which is even much longer than the maximum training duration of Stage II in our proposed protocol, $\tau_{\text{max}} = 144$.

Perfect CSI: In this case, we assume that the BS is aware of the perfect CSI on all involved links and is able to optimize the IRS reflection and its combining weights directly without the need of channel training. Thus, this benchmark serves as an upper bound of the performance of any practical transmission protocol.

No-IRS: In this case, we consider the conventional multi-antenna BS without co-site IRS, and it determines the MMSE combining based on its estimates of the direct channels with the users. Accordingly, there is no Stage I required and the required training duration for each fading block is $\tau_1$ only.

Fig. 6 shows the max-min achievable rate in (4) among all users versus $T_u$ by all considered schemes, where we set the training duration as $\tau = \min(\tau_{\text{max}}, T_u/50)$. It is observed that the max-min achievable rate by our proposed protocol first increases with $T_u$ and then keeps almost constant when $T_u > 7200$. This is because when $T_u < 7200$, we have $T_u/50 < 144 = \tau_{\text{max}}$. As such, an increasing number of cascaded channels can be estimated with increasing $T_u$, which
helps refine the user SINRs in (3). Due to the fixed time ratio of data transmission, i.e., $(T_u - \tau)/T_u = 49/50$, the user achievable rates in (4) can be increased, until $T_u = 7200$ is reached. It is also observed that there exists a gap between our proposed protocol and the benchmark scheme with perfect CSI even when $T_u$ is very large. This is owing to the channel estimation error in Phase II of Stage II in our proposed protocol and its lower performance gain of IRS passive reflection due to the IRS element grouping. In addition, it is observed that under all $T_u$ considered, our proposed protocol outperforms the transmission protocol in [28], especially when $T_u$ is small. This is attributed to the following two reasons. First, as previously mentioned, the protocol in [28] consumes much longer training time than ours, thus severely reducing the data transmission time. Second, its random selection of reference users may result in accumulated channel estimation error for the other users if the channels of the reference user is not accurately estimated. This may happen, for example, if the reference user is selected as a user outside an IRS’s reflection half-space, as the user-IRS channel may be severely attenuated by the environment scattering. While in our proposed protocol, this issue can be avoided by letting IRS controllers serve as equivalent reference users thanks to the closely deployed IRSs near the BS. Finally, it is observed that our proposed protocol significantly outperforms the no-IRS benchmark scheme employing the same number of antennas at the BS ($M = 10$), despite its longer channel training time for real-time cascaded channel estimation. In fact, even if the number of antennas at the BS is doubled ($M = 20$) in the latter scheme, the former scheme can still achieve a better performance than it when $T_u \geq 4000$ (or $\tau = T_u/50 \geq 80$), which implies its effectiveness in reducing the number of active antennas required for the conventional BS without co-site IRS. This manifests the great potential of co-site-IRS empowered BS as a low-cost and high-performance BS design.
in future wireless networks.

D. Effect of Number of IRS Reflecting Elements

Finally, we study the impact of the number of reflecting elements per IRS $N$ on the performance of different schemes. In Fig. 7, we plot the max-min achievable rate in (4) among all users versus $N$. The training duration $\tau$ is set to estimate all direct and overall user-BS channels in Phases I and III of Stage II, respectively, but only half of all cascaded channels in Phase II of Stage II, i.e., $\tau = \tau_1 + \tau_3 + \lceil \tau_{2,\text{max}}/2 \rceil$. It is observed from Fig. 7 that our proposed protocol still significantly outperforms the transmission protocol in [28] and the no-IRS benchmark. Moreover, its max-min achievable rate monotonically increases with $N$, although increasing $N$ seems to incur a longer channel training duration and may greatly reduce the data transmission time. This is because by utilizing the IRS element grouping strategy, the data transmission time only depends on the fixed number of groups (subsurfaces) $N_1 = 50$ and thus remains unchanged as $N$ increases, while the user SINRs in (3) can be improved as the group size, i.e., $N/N_1$, increases thanks to the larger aperture gain provided by each subsurface. Hence, the user achievable rates in (4) can be improved with $N$. This demonstrates that the IRS element grouping strategy can be an effective means to ensure the performance scalability of the co-site-IRS empowered BS with increasing $N$.

VI. CONCLUSIONS

In this paper, we consider a new co-site-IRS empowered BS architecture and propose a practical two-stage transmission protocol for its associated IRS channel estimation and passive reflection optimization. In the first stage, we propose a cooperative channel training scheme for the BS and IRS controllers to estimate useful long-term CSI, based on which a user-IRS
association optimization problem is formulated and solved to determine the set of cascaded channels which need to be estimated in real time in the second stage. In the second stage, we present the method for the real-time cascaded channel estimation and jointly optimize the passive reflections of all IRSs to maximize the minimum average SINR among all users.

Numerical results demonstrate that the proposed transmission protocol achieves better performance than the benchmark protocol designed for user-side IRSs. It is also shown that the considered co-site-IRS empowered BS can effectively reduce the number of active antennas required for the conventional BS without co-site IRS and hence its hardware cost and energy consumption. Finally, the IRS element grouping strategy is shown as a scalable solution for the co-site-IRS empowered BS as the number/size of IRSs increases. There are several promising directions worthy of further investigation for the co-site-IRS empowered BS in future work, such as its channel estimation and performance optimization in the more general multi-cell network, wide-band system, practical IRS phase-shift model [47], etc. In addition, it is interesting to investigate the hybrid IRS deployment with both BS- and user-side IRSs for combining their complementary advantages. Furthermore, how to take the inter-IRS signal reflections into consideration is also worthy of an in-depth investigation.

**APPENDIX**

A. Proof of Proposition 4.1

First, by expanding $\mathbb{E}[|w_k \hat{h}_t(\hat{\theta})|^2]$, $k, l \in \mathcal{K}$, we have

$$\mathbb{E}[|w_k \hat{h}_t(\hat{\theta})|^2] = w_k^H \hat{G}_t \hat{\theta}^H \hat{G}_t^H w_k + w_k^H \mathbb{E}[\hat{G}_t \hat{\theta}^H \hat{G}_t^H] w_k + w_k^H \mathbb{E}[\hat{G}_t \hat{\theta}^H \hat{G}_t^H] w_k.$$  \(30\)

Then, under the considered specific channel models in Proposition 4.1, we have

$$\mathbb{E}[\hat{G}_t \hat{\theta}^H \hat{G}_t^H] = \sum_{j=1}^{J} \sum_{n=1}^{N} \delta_{k,j} (1 - \delta_{k,j}) \mu_j^2 l_j^H \mathbb{E}[t_{k,j,n} t_{k,j,n}^*] = \sum_{j=1}^{J} \delta_{k,j} (1 - \delta_{k,j}) N \mu_j^2 \alpha_{k,j}^2 l_j^H,$$

$$\mathbb{E}[\bar{G}_l \bar{\theta}^H \bar{G}_l^H] = \sum_{j=1}^{J} \sum_{n=1}^{N} (1 - \delta_{k,j})^2 \mu_j^2 l_j^H \mathbb{E}[t_{k,j,n} t_{k,j,n}^*] = \sum_{j=1}^{J} (1 - \delta_{k,j})^2 N \mu_j^2 \alpha_{k,j}^2 l_j^H.$$  \(31\)

By utilizing the facts that $\delta_{k,j}(1 - \delta_{k,j}) = 0$ and $(1 - \delta_{k,j})^2 = 1 - \delta_{k,j}$ in the above, we have

$$\mathbb{E}[\hat{G}_t \hat{\theta}^H \hat{G}_t^H] = 0,$$  \(32\)

$$\mathbb{E}[\bar{G}_l \bar{\theta}^H \bar{G}_l^H] = \sum_{j=1}^{J} (1 - \delta_{k,j}) N \mu_j^2 \alpha_{k,j}^2 l_j^H.$$  \(33\)

By substituting (31) and (32) into (30), we obtain

$$\mathbb{E}[|w_k \hat{h}_t(\hat{\theta})|^2] = w_k^H \hat{G}_t \hat{\theta}^H \hat{G}_t^H w_k + w_k^H \sum_{j=1}^{J} (1 - \delta_{k,j}) N \mu_j^2 \alpha_{k,j}^2 l_j^H w_k.$$  \(33\)
Then, substituting (33) into (13) yields (14) in Proposition 4.1. The proof is thus completed.

B. Proof of Proposition 4.2

First, we show that with any given \( \{w_k^{(l-1)}\} \), the objective value of (P2.1) is non-decreasing by updating \( \tilde{\theta}^{(l-1)} \) as \( \tilde{\theta}^{(l)} \). Specifically, by substituting \( \tilde{\gamma}_k^{(l-1)} = \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)}) \) and \( \tilde{\theta} = \tilde{\theta}^{(l-1)} \) into (20), we have

\[
\min_{k \in K} F_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)}, \tilde{t}^{(l-1)}) = 0. \tag{34}
\]

Since \( \tilde{\theta}^{(l)} \) is an optimal solution to (P2.2), it must hold that

\[
\min_{k \in K} F_k(w_k^{(l-1)}, \tilde{\theta}^{(l)}, \tilde{t}^{(l-1)}) \geq \min_{k \in K} F_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)}, \tilde{t}^{(l-1)}) = 0, \tag{35}
\]

which is equivalent to

\[
\min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l)}) \geq \tilde{t}^{(l-1)} = \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)}). \tag{36}
\]

Next, it follows from (29) that

\[
\min_{k \in K} \tilde{\gamma}_k(w_k^{(l)}, \tilde{\theta}^{(l)}) \geq \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l)}) \geq \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)}). \tag{37}
\]

which indicates that the objective value of (P2.3) is non-decreasing.

Finally, by combining (36) and (37), we obtain

\[
\min_{k \in K} \tilde{\gamma}_k(w_k^{(l)}, \tilde{\theta}^{(l)}) \geq \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l)}) \geq \min_{k \in K} \tilde{\gamma}_k(w_k^{(l-1)}, \tilde{\theta}^{(l-1)}), \tag{38}
\]

which indicates that the objective value of (P2) is non-decreasing for any two consecutive AO iterations. As the optimal value of (P2) is bounded above, Algorithm 2 is able to converge to a locally optimal solution to (P2). The proof is thus completed.

REFERENCES

[1] Q. Wu, S. Zhang, B. Zheng, C. You, and R. Zhang, “Intelligent reflecting surface aided wireless communications: A tutorial,” IEEE Trans. Commun., vol. 69, no. 5, pp. 3313–3351, May 2021.

[2] Q. Wu and R. Zhang, “Towards smart and reconfigurable environment: Intelligent reflecting surface aided wireless network,” IEEE Commun. Mag., vol. 58, no. 1, pp. 106–112, Jan. 2020.

[3] M. Di Renzo et al., “Smart radio environments empowered by reconfigurable AI meta-surfaces: an idea whose time has come,” EURASIP J. Wireless Commun. Netw., vol. 2019, no. 1, pp. 1–20, 2019.

[4] M. Latva-Aho and K. Leppänen, “Key drivers and research challenges for 6G ubiquitous wireless intelligence (white paper),” 6G Flagship, University of Oulu, Oulu, 2019.

[5] N. Rajatheva et al., “White paper on broadband connectivity in 6G,” 2020. [Online]. Available: http://arxiv.org/abs/2004.14247

[6] S. Zhang and R. Zhang, “Capacity characterization for intelligent reflecting surface aided MIMO communication,” IEEE J. Sel. Areas Commun., vol. 38, no. 8, pp. 1823–1838, Aug. 2020.
[7] B. Ning, Z. Chen, W. Chen, and J. Fang, “Beamforming optimization for intelligent reflecting surface assisted MIMO: A sum-path-gain maximization approach,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 7, pp. 1105–1109, Mar. 2020.

[8] C. Pan, H. Ren, K. Wang, M. Elkashlan, A. Nallanathan, J. Wang, and L. Hanzo, “Intelligent reflecting surface aided MIMO broadcasting for simultaneous wireless information and power transfer,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 8, pp. 1719–1734, Jun. 2020.

[9] Q. Wu and R. Zhang, “Joint active and passive beamforming optimization for intelligent reflecting surface assisted SWIPT under QoS constraints,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 8, pp. 1735–1748, Jun. 2020.

[10] Y. Yang, B. Zheng, S. Zhang, and R. Zhang, “Intelligent reflecting surface meets OFDM: Protocol design and rate maximization,” *IEEE Trans. Commun.*, vol. 68, no. 7, pp. 4522–4535, Mar. 2020.

[11] H. Li, W. Cai, Y. Liu, M. Li, Q. Liu, and Q. Wu, “Intelligent reflecting surface enhanced wideband MIMO-OFDM communications: From practical model to reflection optimization,” *IEEE Trans. Commun.*, vol. 69, no. 7, pp. 4807–4820, Mar. 2021.

[12] B. Zheng, Q. Wu, and R. Zhang, “Intelligent reflecting surface-assisted multiple access with user pairing: NOMA or OMA?”, *IEEE Commun. Lett.*, vol. 24, no. 4, pp. 753–757, Apr. 2020.

[13] T. Hou, Y. Liu, Z. Song, X. Sun, Y. Chen, and L. Hanzo, “Reconfigurable intelligent surface aided NOMA networks,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 11, pp. 2575–2588, Nov. 2020.

[14] H. Xie, J. Xu, and Y-F. Liu, “Max-min fairness in IRS-aided multi-cell MISO systems with joint transmit and reflective beamforming,” *IEEE Trans. Wireless Commun.*, vol. 20, no. 2, pp. 1379–1393, Feb. 2021.

[15] C. Pan, H. Ren, K. Wang, W. Xu, M. Elkashlan, A. Nallanathan, and L. Hanzo, “Multicell MIMO communications relying on intelligent reflecting surfaces,” *IEEE Trans. Wireless Commun.*, vol. 19, no. 8, pp. 5218–5233, Aug. 2020.

[16] X. Hu, C. Masouros, and K-K. Wong, “Reconfigurable intelligent surface aided mobile edge computing: From optimization-based to location-only learning-based solutions,” *IEEE Trans. Commun.*, vol. 69, no. 6, pp. 3709–3725, Mar. 2021.

[17] T. Bai, C. Pan, Y. Deng, M. Elkashlan, A. Nallanathan, and L. Hanzo, “Latency minimization for intelligent reflecting surface aided mobile edge computing,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 11, pp. 2666–2682, Nov. 2020.

[18] M. Cui, G. Zhang, and R. Zhang, “Secure wireless communication via intelligent reflecting surface,” *IEEE Wireless Commun. Lett.*, vol. 8, no. 5, pp. 1410–1414, Oct. 2019.

[19] X. Yu, D. Xu, Y. Sun, D. W. K. Ng, and R. Schober, “Robust and secure wireless communications via intelligent reflecting surfaces,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 11, pp. 2637–2652, Nov. 2020.

[20] H. Lu, Y. Zeng, S. Jin, and R. Zhang, “Aerial intelligent reflecting surface: Joint placement and passive beamforming design with 3D beam flattening.” *IEEE Trans. Wireless Commun.*, vol. 20, no. 7, pp. 4128–4143, Feb. 2021.

[21] S. Li, B. Duo, X. Yuan, Y-C. Liang, and M. Di Renzo, “Reconfigurable intelligent surface assisted UAV communication: Joint trajectory design and passive beamforming,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 5, pp. 716–720, May 2020.

[22] X. Hu, R. Zhang, and C. Zhong, “Semi-passive elements assisted channel estimation for intelligent reflecting surface-aided communications,” *IEEE Trans. Wireless Commun.*, 2021, early access.

[23] Z.-Q. He and X. Yuan, “Cascaded channel estimation for large intelligent metasurface assisted massive MIMO,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 2, pp. 210–214, Feb. 2020.

[24] B. Zheng and R. Zhang, “Intelligent reflecting surface-enhanced OFDM: Channel estimation and reflection optimization,” *IEEE Wireless Commun. Lett.*, vol. 9, no. 4, pp. 511–522, Apr. 2020.

[25] D. Mishra and H. Johansson, “Channel estimation and low-complexity beamforming design for passive intelligent surface assisted MISO wireless energy transfer,” in *Proc. IEEE Int. Conf. Acoustics Speech Signal Process. (ICASSP)*, Brighton, United Kingdom, May 2019.

[26] C. You, B. Zheng, and R. Zhang, “Channel estimation and passive beamforming for intelligent reflecting surface: Discrete phase shift and progressive refinement,” *IEEE J. Sel. Areas Commun.*, vol. 38, no. 11, pp. 2604–2620, Nov. 2020.
[27] B. Zheng, C. You, and R. Zhang, “Intelligent reflecting surface assisted multi-user OFDMA: Channel estimation and training design,” *IEEE Trans. Wireless Commun.*, vol. 19, no. 12, pp. 8315–8329, Dec. 2020.

[28] Z. Wang, L. Liu, and S. Cui, “Channel estimation for intelligent reflecting surface assisted multiuser communications: Framework, algorithms, and analysis,” *IEEE Trans. Wireless Commun.*, vol. 19, no. 10, pp. 6607–6620, Oct. 2020.

[29] X. Guan, Q. Wu, and R. Zhang, “Anchor-assisted channel estimation for intelligent surface aided multiuser communication,” *IEEE Trans. Wireless Commun.*, 2021, early access.

[30] Z. Chen, J. Tang, X.Y. Zhang, D. K. C. So, S. Jin, and K-K. Wong, “Hybrid evolutionary-based sparse channel estimation for IRS-assisted mmWave MIMO systems,” *IEEE Trans. Wireless Commun.*, 2021, early access.

[31] P. Wang, J. Fang, H. Duan, and H. Li, “Compressed channel estimation for intelligent reflecting surface-assisted millimeter wave systems,” *IEEE Sig. Process. Lett.*, vol. 27, pp. 905–909, May 2020.

[32] A. L. Swindlehurst, G. Zhou, R. Liu, C. Pan, and M. Li, “Channel estimation with reconfigurable intelligent surfaces: A general framework,” 2021. [Online]. Available: https://arxiv.org/pdf/2110.00553

[33] B. Zheng, C. You, W. Mei, and R. Zhang, “A survey on channel estimation and practical passive beamforming design for intelligent reflecting surface aided wireless communications,” 2021. [Online]. Available: https://arxiv.org/abs/2110.01292

[34] C. You, B. Zheng, and R. Zhang, “How to deploy intelligent reflecting surfaces in wireless network: BS-side, user-side, or both sides?” 2020. [Online]. Available: https://arxiv.org/abs/2012.03403

[35] S. Zhang and R. Zhang, “Intelligent reflecting surface aided multi-user communication: capacity region and deployment strategy,” *IEEE Trans. Commun.*, vol. 69, no. 9, pp. 5790–5806, Sep. 2021.

[36] W. Mei, B. Zheng, C. You, and R. Zhang, “Intelligent reflecting surface aided wireless networks: From single-reflection to multi-reflection design and optimization,” 2021. [Online]. Available: https://arxiv.org/abs/2109.13641

[37] W. Mei and R. Zhang, “Cooperative beam routing for multi-IRS communication”, *IEEE Wireless Commun. Lett.*, vol. 10, no. 2, pp. 426–430, Feb. 2021.

[38] W. Mei and R. Zhang, “Multi-beam multi-hop routing for intelligent reflecting surfaces aided massive MIMO,” *IEEE Trans. Wireless Commun.*, 2021, early access.

[39] W. Mei and R. Zhang, “Distributed beam training for intelligent reflecting surface enhanced multi-hop routing,” *IEEE Wireless Commun. Lett.* vol. 10, no. 11, pp. 2489–2493, Nov. 2021.

[40] C. Huang, Z. Yang, G. C. Alexandropoulos, K. Xiong, L. Wei, C. Yuan, Z. Zhang, and M. Debbah, “Multi-hop RIS-empowered terahertz communications: A DRL-based hybrid beamforming design,” *IEEE J. Sel. Areas Commun.*, vol. 39, no. 6, pp. 1663–1677, Apr. 2021.

[41] Q. Wu and R. Zhang, “Intelligent reflecting surface enhanced wireless network via joint active and passive beamforming,” *IEEE Trans. Wireless Commun.*, vol. 18, no. 11, pp. 5394–5409, Nov. 2019.

[42] W. Mei and R. Zhang, “Performance analysis and user association optimization for wireless network aided by multiple intelligent reflecting surfaces,” *IEEE Trans. Commun.*, vol. 69, no. 9, pp. 6296–6312, Sep. 2021.

[43] S. Boyd and L. Vandenberghe, *Convex Optimization*. Cambridge, U.K.:Cambridge Univ. Press, 2004.

[44] A. Ben-Tal and A. Nemirovski, *Lectures on modern convex optimization: analysis, algorithms, and engineering applications*. Philadelphia, PA, USA: SIAM, 2001, vol. 2.

[45] Y. Li, M. Jiang, Q. Zhang, and J. Qin, “Joint beamforming design in multi-cluster MISO NOMA reconfigurable intelligent surface-aided downlink communication networks”, *IEEE Trans. Commun.*, vol. 69, no. 1, pp. 664–674, Jan. 2021.

[46] R. A. Horn and C. R. Johnson, *Matrix Analysis*. Cambridge, U.K.: Cambridge Univ. Press, 1985.

[47] S. Abeywickrama, R. Zhang, Q. Wu, and C. Yuen, “Intelligent reflecting surface: Practical phase shift model and beamforming optimization,” *IEEE Trans. Commun.*, vol. 68, no. 9, pp. 5849–5863, Sep. 2020.