ABSTRACT

Few-shot learning aims to generalize unseen classes that appear during testing but are unavailable during training. Prototypical networks incorporate few-shot metric learning, by constructing a class prototype in the form of a mean vector of the embedded support points within a class. The performance of prototypical networks in extreme few-shot scenarios (like one-shot) degrades drastically, mainly due to the desuetude of variations within the clusters while constructing prototypes. In this paper, we propose to replace the typical prototypical loss function with an Episodic Triplet Mining (ETM) technique. The conventional triplet selection leads to overfitting, because of all possible combinations being used during training. We incorporate episodic training for mining the semi hard positive and the semi hard negative triplets to overcome the overfitting. We also propose an adaptation to make use of unlabeled training samples for better modeling. Experimenting on two different audio processing tasks, namely speaker recognition and audio event detection, show improved performances and hence the efficacy of ETM over the prototypical loss function and other meta-learning frameworks. Further, we show improved performances when unlabeled training data are used.

Index Terms— Few-shot learning, Episodic training, Speaker recognition, Audio event detection, Semi supervised learning

1. INTRODUCTION

Supervised deep learning models rely heavily on the availability of substantial amount of labeled training data. However, in any classification task such as identification of rare objects (unique species of birds) [1], diagnosing uncommon diseases [2], authenticating a new employee in large enterprise (i.e. speech biometry) [3], detection of rare acoustic events (e.g. in audio surveillance) [4–6], it is a challenge to create generalizable models using traditional deep neural networks. On the other hand, humans utilize their past experience in order to learn new concepts across different domains. And conversely, most deep learning models are able to learn high level features and extract complex characteristics, only when sufficient amount of labeled data is used for supervised training [7].

Few-shot learning has the potential to create generalizable models as it re-frames the learning paradigm such that the model is not trained to classify a sample into one of the categories seen during training. But it is optimized such that, given a pair of samples, it can predict whether the two samples are similar or dissimilar [8] [9] [10].

An extreme case of few-shot learning is one-shot learning, where a single sample (i.e. a reference) for each of the unseen classes is available for making an inference about a test sample. Many few-shot learning problems utilize meta learning algorithms that learn a mapping to an embedding space, where samples belonging to the same classes are closer, compared to those belonging to different classes [11]. One such popular framework is Prototypical networks that learns an embedding space, where the samples within the same class form clusters around a single prototypical point, which is represented by the mean of individual samples within the cluster. During inference, a query sample is assigned the label corresponding to the nearest prototype in the embedding space. There are two prominent problems with such approach. First, variance in the data can easily affect the relative positions of the prototypes since the model relies on the unweighted average of the samples. Second, for extreme cases like one-shot, it assumes each individual sample to be a separate cluster, with sample itself being the prototype. Hence, the performance of prototypical networks trained on multiple shots, degrades drastically in one-shot inference setup.

To address these problems, we propose to use the episodic triplet loss instead of the typical prototypical loss function. In addition, conventional triplet selection during the training process is cumbersome since choosing all possible selections, can easily lead to overfitting. Therefore, we incorporate episodic training for mining the semi hard positive and the semi hard negative triplets. To validate our proposal, we conducted experiments over two different speech processing tasks, namely, (1) Speaker recognition task (using VCTK corpus), (2) Audio Event Classification task (using Freesound dataset, 2018). Our results show improved performances, especially in case of extreme few shot test setups, and indicate the efficacy of using the episodic triplet loss over the prototypical loss function. To summarize, the main contributions of this paper are, (a) A novel few-shot learning approach by replacing the conventional prototypical loss function with a Episodic Triplet Mining technique (ETM). This is more useful in case of extreme few-shot scenario (e.g. one-shot learning). (b) Incorporate episodic training for mining the semi hard positive and the semi hard negative triplets, particularly to avoid the over-fitting that arises due to the usual all possible triplet mining strategy. (c) An adaptation of our proposed approach to effectively use the unlabeled samples available during training in a semi supervised paradigm. We experimentally validate the proposed approach in semi supervised scenarios, and show that our model trained using a subset of labeled training data performs competitively with the models that are trained in supervised manner on complete set of labeled data. The rest of the paper is organized as follows. In Section [2] we provide a brief literature review of the related work in this area. In Section [3] we explain in detail the system design and the proposed approach. The experimental details, and results are presented in Section [4] followed by conclusion in Section [5].
2. RELATED WORK

Prototypical networks [10] and Matching networks [12] are the most popular metric learning based methods for few-shot learning. In prototypical networks, there exists an embedding space in which samples belonging to the same class form distinct clusters. During the training process, prototypes for each class are computed using the average of the embeddings of all samples having that class as their label. That is why the prototypes do not effectively capture the variations in data. Moreover, extensions of prototypical loss in extreme few-shot cases, such as one-shot, assume each point to be an individual cluster with its embedding as the prototype. [13], [14] adapted prototypical networks for AED and showed generalization to unseen audio events during real-time. In [15], authors proposed a prototypical loss based few-shot learning architecture for speaker recognition, where capsule networks are used to extract audio embeddings from input Mel-spectrograms features. In contrast, we use a simpler embedding network with 1D convolutional layers, with self-attention on the outputs of convolution layers, and the average of attention heads is used as the embedding for input spectrogram. Authors in [16], compare the triplet loss with prototypical loss for self-attention on the outputs of convolution layers, and the average of individual classes in each episode. Algorithm 1 explains the procedure for computing the loss for a single episode in detail. Similar to the training phase, during inference for each query sample, we adapt our approach to semi supervised paradigm. To amplify the efficacy of triplet loss wherein each episode optimizes the triplet loss with respect to each anchor point, the size of the dataset, thus making it impractical. In this direction, we propose an episodic training framework for triplet loss, wherein each episode optimizes the triplet loss with respect to each query point (as an anchor). By doing so, in each episode a single anchor point now simultaneously interacts with all the positive and negative samples present in the support set.

Recently in [17], [18] and [19], authors have extended prototypical networks for incorporating unlabeled data samples, by adapting a semi supervised paradigm. To amplify the efficacy of triplet loss trained with episodic framework, we adapt our approach to semi supervised paradigms as well. During the training process, we first incorporate pseudo-labeling for the unlabeled samples in each episode, and then combine it with the existing support set. The query points are now optimized by comparing the distances of positive and negative samples from the new support set. Through extensive experimentation, we empirically show the influence of amount of unlabeled samples available in each episode on the performance of the system.

3. SYSTEM DESIGN

Consider a \( N \)-shot \( K \)-way learning problem such that \( N \) samples from each of the \( K \) unique classes are provided. Each sample is represented by a \( F \)-dimensional feature vector \( x_i \in \mathbb{R}^F \), and its label \( y_i \in \{ 1, ..., K \} \). A Support set is defined as \( \{ x_i, y_i \}_{i=1}^{N_S} \), where \( N_S \) is the number of support samples. Similarly, a Query set is defined as \( \{ x_i \}_{i=1}^{N_Q} \), where \( N_Q \) is the number of queries. The embedding function \( f_{\phi}(\cdot) \), parameterized by weights \( \phi \), projects each sample \( x_i \) to an \( M \) dimensional embedding in the latent space. \( f_{\phi}(\cdot) \) is optimized to reduce the distance between the embeddings of queries and support samples belonging to the same class and increase the distance between queries and support samples belonging to different classes.

![Fig. 1. Selection of hard positives and hard negatives from distance matrix, \( D \), for a single episode.](image)

3.1. Proposed Approach

\( E_S \) and \( E_Q \) denote the embeddings for all samples within the support set and query set respectively. A distance matrix \( D \) is formed with each embedding in \( E_S \) and \( E_Q \) placed along the rows and columns respectively, with value at each cell as, \( D_{i,j} = d_{\text{e}}(E_S[i], E_Q[j]) \), where \( i = \{ 1, ..., N_Q \}, j = \{ 1, ..., N_S \} \) and \( d_{\text{e}}(\cdot) \) is the euclidean distance. For each query \( q_i \in E_Q \), the samples within the support set, belonging to the same class as that of \( q_i \), constitute the set of positive samples and all remaining samples from the support set, form a set of negative samples (see Figure 1).

Triplet loss function compares the distance of an input sample (anchor), to its distance from a positive input (same class as anchor) and a negative input (different class than anchor). Within a training episode, the triplet loss is calculated for each query sample \( q_i \) treated as the anchor and \( f_{\phi}(\cdot) \) is optimized such that, \( (d_{S}^{q_i} - d_{P}^{q_i}) > z \), where \( d_{S}^{q_i} \) is the distance between \( q_i \) and the negative set, \( d_{P}^{q_i} \) is the distance between \( q_i \) and the positive set, and \( z \) is the margin. Considering \( q_i \in E_Q, d_{S}^{q_i} \) and \( d_{P}^{q_i} \) can be represented as follows,

\[
\begin{align*}
\sum_{n_p} d_{S}^{q_i} & = \mu(\Lambda_{\text{max}}(d_{q_i}, s_j, n_p)), \forall s_j \in E_S, l(s_j) = l(q_i) \\
\sum_{n_n} d_{P}^{q_i} & = \mu(\Lambda_{\text{min}}(d_{q_i}, s_j, n_n)), \forall s_j \in E_S, l(s_j) \neq l(q_i)
\end{align*}
\]

where \( \mu \) is the mean operator, \( \Lambda_{\text{max}}(A, n) \) samples highest \( n \) values from set \( A \), \( \Lambda_{\text{min}}(A, n) \) samples lowest \( n \) values from set \( A \) and \( l(.) \) returns the corresponding class label. Instead of choosing only the farthest positive and the nearest negative sample, we average the top \( n_P \) samples from the positive set which are farthest from \( q_i \) and average the top \( n_N \) samples from the negative set which are nearest from \( q_i \).

In traditional triplet loss [20], the number of possible triplets to be passed through \( f_{\phi}(\cdot) \) grows quadratically with number of samples due to which the same anchor point gets repeated in multiple triplets, thus leading to overfitting. Conversely, in ETM, each anchor simultaneously interacts with all negative samples in the episode and hence, gives a more stable update and converges faster. The \( n_N \) parameter in ETM, chooses semi hard negatives among hard negatives of individual classes in each episode. Algorithm 1 explains the procedure for computing the loss for a single episode in detail. Similar to the training phase, during inference for each query sample, we identify top \( n_P \) nearest samples from the support set, and assign the label accordingly.
Algorithm 1 Triplet loss for a single episode.

**Input:** Train set, $X = \{(x_1, y_1), \ldots, (x_N, y_N)\}$, where $y_i \in \{1, \ldots, K\}$. 
$X_k$ denotes the subset of $X$ containing all elements $(x_i, y_i)$ such that $y_i = k$.
$N_c$ : number of unique classes in an episode.
$N_S$ : number of support samples for each class.
$N_Q$ : number of query samples for each class.
$\Lambda(X, n)$ : randomly samples a subset of size $n$ from set $X$.

**Output:** triplet loss for each episode.

1: $V \leftarrow \Lambda(\{1, \ldots, K\}, N_c)$. 
2: for $k$ in $\{1, \ldots, N_c\}$ do
3: $S_k \leftarrow \Lambda(X_{V_k}, N_S)$. 
4: $Q_k \leftarrow \Lambda(X_{V_k} \setminus S_k, N_Q)$.
5: end for.
6: $S \leftarrow \{S_1, \ldots, S_{N_c}\}$.
7: $Q \leftarrow \{Q_1, \ldots, Q_{N_c}\}$. 
8: $E_S \leftarrow f_s(x_i | \forall x_i \in S)$. 
9: $E_Q \leftarrow f_s(x_j | \forall x_j \in Q)$. 
10: $D_{ij} \leftarrow d_c(E_S[i], E_Q[j] | \forall i \in \{1, \ldots, N_Q\} \forall j \in \{1, \ldots, N_S\}$
11: for $q_j \in E_Q$ do
12: $loss_i = \max\{d_{i}^{p} - d_{i}^{n} + z, 0\}$
13: end for.
14: $loss = \sum_i loss_i$

**Fig. 2.** Single training episode for semi supervised few-shot learning.

### 3.1.1. Adaptation to semi supervised learning

In a semi supervised system, along with a support set $S$ and a query set $Q$, we are also provided with an unlabeled set, $R$. The unlabeled samples can be used for regularization, and to overcome the overfitting when labeled training samples are scarce. We adopt a pseudo-labeling technique wherein each training episode, we first infer the labels for each sample in $R$ (considering it as a query) based on labels of the nearest samples within $S$ and denote it as $R$. Next, we combine $S$ and $R$ to form our new support set, $\tilde{S}$, which is used to calculate the loss over each query in $Q$. We hypothesize that the pseudo-labeling in the first step of every episode induces an error in the system. This gets further propagated while optimizing the triplet loss over query samples with $\tilde{S}$ as support set. As a result, the overfitting is delayed since there is always some loss that gets backpropagated through the embedding network. Figure 2 depicts the steps in a single training episode for semi-supervised learning.

We choose two different scenarios, (a) weakly labeled and (b) completely unlabeled. In weakly labeled setup, for a particular episode, the unlabeled samples $R$ are chosen from the same classes that are present in the $S$. On the other hand, the completely unlabeled setup resembles a more realistic scenario, in which no metadata is involved while choosing the samples in $R$. The classes in $R$ may be either present within $S$ or maybe completely disjoint. In contrast to [21], we refrain from using the distractor classes, since choosing distractor samples requires prior information about labels, which may not be always available.

### 4. EXPERIMENTS

To validate our proposed approach, experiments are conducted for two different tasks, namely, (1) Speaker Recognition (VCTK corpus) and (2) Audio Event Classification (Freesound Dataset, 2018 (FSD) [23]).

#### Speaker Recognition task:

VCTK corpus is an English multi-speaker dataset, with 44 hours of audio spoken by 109 native English speakers. We split the dataset into 70:20:10 random train-validation-split, such that set of speakers in train, test and validation set are completely disjoint. We down-sampled each audio to 16 kHz, and split into audio segments of 3 seconds each. Mel-spectrograms are extracted as an initial feature from each segment and used as an input to the embedding network. The embedding network is constructed using two layers of 1-D convolutions each with a kernel of size 3 and with 128 filters each. The use of 1-D convolution helps learn the temporal contexts between the adjacent frames. Each convolution layer is followed by a max-pooling layer with kernel of size 3. Additionally, batch normalization is performed over the output of each convolution layer. We apply a multi-head self attention mechanism [24] over the output of the second convolution layer and average the output of each head to obtain an 128 dimensional embedding.

The semi supervised learning experiments are conducted considering the availability of two different portions of the training data as labeled train set, (a) 33% of the samples of each speaker present in the training data and (b) 66% of the samples of each speaker present in the training data. In both (a) and (b), the remaining samples from the training data are used as the unlabeled train set.

#### Audio Event Classification task:

Freesound dataset (2018) consists of 18,873 audio files wherein each audio file is assigned one of the 41 unique audio events from the Google’s Audioset Ontology [25]. In each of the 3 folds of our experiment, we randomly choose 10 classes with all its corresponding audio files as our test set, and split remaining classes into train classes and validation classes in 90:10 ratio, such that the audio events in train, test and validation are always disjoint. All audio files are down-sampled to 16 kHz, and split into 1 second chunks. We use a VGGish architecture [26] as our embedding model, which outputs a 128 dimensional embedding for each chunk of audio. For the semi supervised learning experiments, we randomly choose 50% of samples from each audio event within the training data, and mark it as our labeled training set. The rest of the samples forms our unlabeled train set. The test set and validation set for the supervised and semi supervised experiments for each task are kept fixed.

#### Episode construction

For speaker recognition we found $N_S = 20$, $N_Q = 15$ and $N_c$ = 5, to give the best performance across all testing configurations.
| Table 1. Performance comparison for speaker recognition task. (entire train data is labeled) |
|---------------------------------------------------------------|
| **loss function** | 5-way 1-shot | 5-way 5-shot | 20-way 1-shot | 20-way 5-shot |
|-------------------|--------------|--------------|---------------|---------------|
| Matching Network  | 82.77 | 93.79 | 75.04 | 76.29 |
| Relation Network  | 82.68 | 94.31 | 54.55 | 76.12 |
| Prototypical loss | 81.81 | 96.88 | 76.73 | 78.41 |
| Episodic Triplet Mining (ETM) | **86.66** | **93.04** | **79.47** | **79.15** |

| Table 2. Speaker recognition performance of semi supervised learning system using weakly labeled and completely unlabeled data. (only 33% of the training data is labeled) |
|---------------------------------------------------------------|
| **Type** | 5-way 1-shot | 5-way 5-shot | 20-way 1-shot | 20-way 5-shot |
|-------------------|--------------|--------------|---------------|---------------|
| Supervised (baseline) | 75.13 | 87.80 | 64.98 | 65.95 |
| Semi supervised (Weakly labeled) | 82.58 | 91.37 | 64.44 | 65.30 |
| Semi supervised (completely unlabeled) | 85.41 | 92.12 | 67.06 | 59.72 |
| Top-line (100% labeled data) | **86.66** | **93.04** | **67.40** | **79.15** |

Similarly, for the audio event classification task, we found $N_S = 10$, $N_Q = 5$ and $N_r = 5$, to give the best results. In all tasks, we choose $z$ (i.e. margin) as 0.3. Also, we train a single model, and test it against all test configurations (5-way 1-shot, 5-way 5-shot and so on). We use $N_P = 3$ and $N_N = 5$ for all tasks. For speaker recognition and audio event classification task, we train our model for 10,000 episodes. We use the Adam optimizer with initial learning rate of $10^{-3}$ which gets reduced by half after every 1000 episodes. While testing, we use $N_Q = 15$, and report the average accuracy over 1000 test episodes.

For the semi supervised setup, we found that pre-training the model for a few initial episodes (50 episodes for both speaker recognition and audio event classification) in a completely supervised setup results in slightly smoother training curves. This might be due to the fact that the incorporating the unlabeled data from the first episode itself might result in a higher value of error, thus making the convergence difficult. We vary the amount of unlabeled samples per class in each episode from 1 to 5. We employ a similar testing setup as the supervised setup, keeping the test set unchanged.

4.1. Results and Analysis

Tables 1 and Table 2 show the results for speaker recognition and audio event classification tasks, respectively. We evaluate the performance of all the experiments in terms of average accuracy across all test episodes.

Table 1 shows results for few-shot speaker recognition on the entire training data. We compare our approach with prototypical loss, matching network, relation network all with the same embedding module. We surpass the accuracy of the model trained using prototypical loss in 5-way 1-shot, 20-way 1-shot, 20-way 5-shot. Especially in 20-way 1-shot and 5-way 1-shot, our approach outperforms a model trained using prototypical loss with identical embedding network by an absolute of 11.17% and 3.24%, respectively.

In case of semi supervised few-shot learning, while using only 33% of the training data as labeled (see Table 2), our model achieves significantly better results over the baseline (which undergoes supervised training using 33% of training data), thereby reducing the gap with respect to the top-line across all four setups by an average of 11.45%. Also, while using 66% of the training data as labeled (only 33% of the training data is labeled), our model achieves an absolute improvement of 11.17% and 3.24%, respectively.

5. CONCLUSION

In this paper, we propose a novel Episodic Triplet Mining (ETM) for few-shot learning and compared it with the conventional Prototypical loss models. We incorporate the episodic training for mining the semi hard positive and the semi hard negative triplets, precisely to avoid the over-fitting, which arise due to usual strategy of all possible triplet mining. Proposed ETM, importantly, in case of one-shot learning, outperformed the prototypical loss based model. Moreover, we validate the usefulness of ETM over prototypical loss, especially in presence of unlabeled samples. ETM model adapted to the semi supervised learning surpasses the baseline by a large margin in both the cases, (a) in presence of weakly labeled data (i.e. when the unlabeled data is used based on the metadata), (b) in presence of completely unlabeled data. Moreover, the performance variations with respect to the amount of unlabeled data available in each training episode are also investigated. The ability of deep learning models to generalize the new classes, without the need of re-training or fine tuning is extremely useful. In addition, there is always a constraint on how many reference samples could the user be requested to provide, which makes the generalizability in the presence of minimum reference samples much more crucial. The better performance of ETM specifically for extreme few-shot scenarios (like one-shot) are being observed in our work consistently. The ETM adaptation to semi supervised domain leverages the unlabeled data which is present in abundance.

| Table 3. Speaker recognition performance of semi supervised learning system using weakly labeled and completely unlabeled data. (only 66% of the training data is labeled) |
|---------------------------------------------------------------|
| **Type** | 5-way 1-shot | 5-way 5-shot | 20-way 1-shot | 20-way 5-shot |
|-------------------|--------------|--------------|---------------|---------------|
| Supervised (baseline) | 84.14 | 92.54 | 67.63 | 68.62 |
| Semi supervised (Weakly labeled) | 85.28 | 92.34 | 68.10 | 75.76 |
| Semi supervised (completely unlabeled) | 87.01 | 92.84 | 70.40 | 68.33 |
| Top-line (100% labeled data) | **86.66** | **93.04** | **67.40** | **79.15** |

| Table 4. Performance comparison for Audio Event Classification task. (entire train data is labeled) |
|---------------------------------------------------------------|
| **loss function** | 5-way 1-shot | 5-way 5-shot | 20-way 1-shot | 20-way 5-shot |
|-------------------|--------------|--------------|---------------|---------------|
| Matching Network  | 75.11 | 72.88 | 63.96 | 64.41 |
| Relation Network  | 74.29 | 73.13 | 64.01 | 63.33 |
| Prototypical loss | 75.33 | 72.85 | 63.33 | 63.33 |
| Episodic Triplet Mining (ETM) | **78.53** | **75.04** | **69.40** | **69.40** |

| Table 5. Audio event classification performance of semi supervised learning system using weakly labeled and completely unlabeled data using ETM. (only 50% of the training data is labeled) |
|---------------------------------------------------------------|
| **Type** | 5-way 1-shot | 5-way 5-shot | 20-way 1-shot | 20-way 5-shot |
|-------------------|--------------|--------------|---------------|---------------|
| Supervised (baseline) | 76.36 | 72.34 | 64.44 | 64.44 |
| Semi supervised (Weakly labeled) | 79.20 | 74.58 | 69.24 | 69.24 |
| Semi supervised (completely unlabeled) | 77.43 | 73.66 | 68.35 | 68.35 |
| Top-line (100% labeled data) | **78.53** | **75.04** | **69.40** | **69.40** |
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