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- We have already seen a resolving set of cardinality 2 in this graph.
- One checks that there is no resolving set of cardinality 1.
- Therefore, this graph has metric dimension 2.
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**MORE EXAMPLES**

\[ \beta(P_n) = 1 \]

- This is the unique connected graph of order \( n \) and metric dimension 1.

\[ \beta(K_n) = n - 1. \]

- This is the unique connected graph of order \( n \) and metric dimension \( n - 1 \).

**Fact:** If \( G \) has order \( n \), then \( 1 \leq \beta(G) \leq n - 1 \).
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For every positive real number \( x \), let \( d(x) \) denote the smallest positive integer such that
\[
x \leq 2d(x) + d(x).
\]

Note that \( d(x) < \log_2(x) \).

Theorem (MMO 2019+): Let \( T \) be a tree of order \( n \). Then
\[
\tau(T) \leq d(n).
\]
Moreover, this bound is sharp.

Sketch of Proof:

- If \( \beta(T) \leq d(n) \), then we are done.
- Otherwise, it must be the case that \( T \) has at least \( d(n) \) leaves.
- Take any set \( W \) of \( d(n) \) leaves – this is going to be our resolving set.
- Since \( n \leq 2d(n) + d(n) \), there are at most \( 2d(n) \) vertices outside of \( W \).
- Attach each vertex not in \( W \) to a unique subset of \( W \).
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Theorem (MMO 2019+): Let $G$ be a graph of order $n$ with chromatic number $k$. Then
\[ \tau(G) < k \left( \frac{dn}{k} + 2 \right) < k \left( \log_2 \left( \frac{n}{k} \right) + 2 \right). \]

Sketch of proof:

▷ The vertices of $G$ can be partitioned into $k$ independent sets $V_1, \ldots, V_k$, say of orders $n_1, \ldots, n_k$, respectively.

▷ Add all edges between these independent sets – we are now looking at $K_{n_1, n_2, \ldots, n_k}$.

▷ For every $i$, take $d n_i$ vertices from $V_i$ – together, these will form a resolving set.

▷ Use ideas like we did for trees.

▷ Finally, show that the worst case is when the $n_i$'s are approximately equal.
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\[
\begin{bmatrix}
2 & 3 \\
1 & 2 \\
2 & 1 \\
3 & 2 \\
0 & 3 \\
3 & 0
\end{bmatrix}
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- Is it useful?
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Complexity

Is the problem of determining the threshold dimension NP-hard?

Is there a polynomial time algorithm for determining the threshold dimension of a tree?

How much difference can a single edge make?

Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then 
$$\beta(T) - 2 \leq \beta(H) \leq \beta(T) + 1.$$ 

The proof relies heavily on properties of trees. What can be said for general graphs?
FUTURE PROSPECTS

- Complexity

Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then $β(T) - 2 ≤ β(H) ≤ β(T) + 1$. The proof relies heavily on properties of trees. What can be said for general graphs?
FUTURE PROSPECTS

- Complexity
  - Is the problem of determining the threshold dimension NP-hard?

- Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then $\beta(T) - 2 \leq \beta(H) \leq \beta(T) + 1$.

- The proof relies heavily on properties of trees. What can be said for general graphs?
FUTURE PROSPECTS

▶ Complexity
  ▶ Is the problem of determining the threshold dimension NP-hard?
  ▶ Is there a polynomial time algorithm for determining the threshold dimension of a tree?

Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then
$\beta(T) - 2 \leq \beta(H) \leq \beta(T) + 1$.

The proof relies heavily on properties of trees. What can be said for general graphs?
Future Prospects

- Complexity
  - Is the problem of determining the threshold dimension NP-hard?
  - Is there a polynomial time algorithm for determining the threshold dimension of a tree?
- How much difference can a single edge make?

Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then $\beta(T) - 2 \leq \beta(H) \leq \beta(T) + 1$.

The proof relies heavily on properties of trees. What can be said for general graphs?
FUTURE PROSPECTS

▶ Complexity
  ▶ Is the problem of determining the threshold dimension NP-hard?
  ▶ Is there a polynomial time algorithm for determining the threshold dimension of a tree?
▶ How much difference can a single edge make?
  ▶ Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then

$$\beta(T) - 2 \leq \beta(H) \leq \beta(T) + 1.$$
Future Prospects

▶ Complexity
  ▶ Is the problem of determining the threshold dimension NP-hard?
  ▶ Is there a polynomial time algorithm for determining the threshold dimension of a tree?
▶ How much difference can a single edge make?
  ▶ Theorem (Chartrand et al., 2000): If $H$ is obtained from a tree $T$ by adding a single edge, then

\[ \beta(T) - 2 \leq \beta(H) \leq \beta(T) + 1. \]
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Thank you!