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Abstract—Automatic extraction of forum posts and metadata is a crucial but challenging task since forums do not expose their content in a standardized structure. Content extraction methods, therefore, often need customizations such as adaptations to page templates and improvements of their extraction code before they can be deployed to new forums. Most of the current solutions are also built for the more general case of content extraction from web pages and lack key features important for understanding forum content such as the identification of author metadata and information on the thread structure.

This paper, therefore, presents a method that determines the XPath of forum posts, eliminating incorrect mergers and splits of the extracted posts that were common in systems from the previous generation. Based on the individual posts further metadata such as authors, forum URL and structure are extracted. We also introduce Harvest, a new open source toolkit that implements the presented methods and create a gold standard extracted from 52 different Web forums for evaluating our approach. A comprehensive evaluation reveals that Harvest clearly outperforms competing systems.

Index Terms—Information Extraction, Forum Extraction, Natural Language Processing

I. INTRODUCTION

Forums often contain domain-specific, high quality content that is not available in other sources. In the medical domain, for example, patient forums (e.g., www.healthboards.com and patient.info/forums) contain information on symptoms, drug side effects and patient discussions that offer high value for patient-focused healthcare and drug development. This is particularly true for scarce content such as patient and caretaker discussions on rare diseases that are mostly located in specialized forums.

Automating the extraction of forum posts and metadata is crucial for providing quality social media content extraction services. While early solutions involved the use of microformats, a set of JSON or RDF-based data formats for expressing metadata, none of these formats has been widely adopted. In terms of metadata quantity and quality, another serious issue concerns the identification of relevant regions within a forum page (e.g., text, comments, pictures, etc). Web forums might include thread lists, topic-specific entry pages, and multiple pages discussing these topics. Even pages that are focused on discussions can contain threaded lists of text which might be interrupted by images and advertising, therefore, further complicating the content extraction process. The very limited support for semantic web standards such as microformats, the sheer number of different forum engines used on relevant sites, and the lack of suitable tools have motivated the development of harvest, a toolkit that supports the automatic extraction of content from web forums.

The presented method is primarily focused on the task of forum post and metadata extraction, although it can easily be extended in order to extract additional content such as embedded multimedia files, if needed. The Harvest forum extraction engine described in this paper, the gold standard created for the evaluation as well as the Orbis [1] evaluation plugin used to perform the evaluations from Section [IV] are publicly available [1].

The main contributions of this paper are

• the introduction of a method that extracts forum posts and metadata on the post’s date, author, sequence and URL from web forums;
• the development of the WEB-FORUM-52 gold standard that contains pages from 52 different web forums used for evaluating the proposed approach; and
• extensive experiments that draw upon multiple evaluation settings to evaluate our method against a baseline and three state of the art content extraction frameworks.

The article is organized as follows: Section [II] provides an overview of related work; Section [III] presents the algorithms we developed for extracting post, date and user information from forum pages; Section [IV] describes the created WEB-FORUMS-52 gold standard and discusses the results of our algorithms. The last section concludes the paper with a set of observations and details on future work.

II. RELATED WORK

Applying machine learning (ML) and deep learning (DL) algorithms to the task of extracting forum content is usually modeled as a multi-step process. At its core, we can identify
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[1] github.com/fhgr/harvest
several large tasks: (i) extraction of the page source code (if needed); (ii) correct identification of all page regions that might contain important data such as navigation, forum posts, user and date information; (iii) extraction of additional information relevant to each of the identified blocks (e.g., description, author metadata, replies to, etc.).

An early method for extracting forum posts was proposed by Bing Liu in [2] and [3]. The basic idea was to use an unsupervised learning algorithm called Mining Data Region (MDR) which identified data-rich regions from a web page. The method can be applied for different page types, from regular blogs to forums. The basic MDR algorithm is still expensive due to several constraints: (i) it does not work for websites with a flexible structure; (ii) training needs to be performed for each website separately; and (iii) there is no reliable method to separate the various types of data regions from a page (e.g., if a web form contains text advertising, text, comments and annotated comments, all of these will simply be marked as data regions when using MDR). There are multiple variants of MDR including more generalized tree extraction methods like PyDepta [3], trinary trees [4] and template matching [5].

Another induction method used to extract user data and a minimal set of metadata is presented in [6] showing good results. However, this method still requires up to twenty five manual extraction rules. AutoRM [7] adds a candidate step (Candidate Records) and a filtering step in order to make sure only the interesting candidates are selected. CMDR [8] uses a Deep Learning node classifier in order to remove the need to train separately for each website. Another article [9] goes one step further and uses a convolutional network trained to identify data regions based on their visual properties and uses it further as input for its MDR-like algorithm.

Most of the current ML approaches rely on additional features (e.g., the tag ratios within the HTML document) [10] and may even require further components such as boilerplate detection [11] to provide meaningful results. Dragnet [12] combines several feature sets into a single library which has demonstrated good results on several early forum extraction datasets. Another recent approach has focused on navigating the hierarchy of objects extracted from web pages (e.g., hyperlink blocks extracted from DOM trees) [13].

Summit Bhatia uses inference networks to extract forum threads [14] and includes a dataset of forum pages collected from Ubuntu and TripAdvisor pages. Some of Bhatia’s later articles are focused on forum classification [15], forum summarization [16], subjectivity detection in forums [17] and detection of factual or discursive threads [18], showcasing the different processing options available for the information extracted from forum data.

In the medical domain extracting forum data has also been approached as a domain-specific problem. This is due to the fact that forums are often one of the few available sources that provide user generated content on rare diseases or drug side-effects. Medical forum thread retrieval includes an additional step of filtering irrelevant information [19]. Some of the recent medical tools have also showcased good results (e.g., the Vigi4Med scraper [20]), but as far as we have noticed, their results and methodology has not been replicated in other domains. PREDOSE [21] uses semantic, syntactic and contextual features to enable prescription drug abuse data search through medical forums and social media, however its main focus is on entity and relation extraction, not necessarily full content extraction. Baskaran [22] presents an automated method of extracting medical information from forums that is based on semantic analysis, but unfortunately difficult to adapt to other domains.

III. Method

Web forums are complex websites that contain a considerable amount of content and metadata such as information on the post’s author, date and thread structure.

From a technical perspective extracting these discussions is challenging since they leverage different blog and forum engines which usually do not have a clear, machine-readable structure and differ significantly in terms of navigation, thread structure and page style, rendering most automatic content extraction attempts ineffective. Forum posts might also contain different types of styling, images and emojis. In addition, post metadata (e.g., user data, date, language) can provide context for subsequent tasks such as forum classification when the post is processed by an automated Natural Language Processing pipeline.

The discussions in this section elaborate on the following sub-tasks relevant to the presented approach: (i) the identification of the forum posts’ XPath (Section III-A) which acts as an anchors for extracting the post content and metadata; and (ii) the subsequent tasks of extracting the post’s content (Section III-B), date (Section III-C), URL (Section III-D), and author (Section III-E).

A. Identification of forum posts

We identify posts by combining a textual representation of the Web page with information on the document’s DOM tree. Our content extraction strategy draws upon the following two observations:

1) usually most of the textual content present in Web forums is located in the posts.
2) the XPath to the forum posts yields multiple sibling nodes, i.e. one sibling per post.

We, therefore, first obtain a textual representation of the page’s content (pageContent) that has been derived from the HTML to text engine inscriptis.

Algorithm [1] illustrates how the textual content is then split into lines for which the corresponding XPath is obtained (getContentViewPath). Afterwards the algorithm computes a score (xpathScore; see Algorithm [2]) that indicates the textual coverage of the given XPath. Line [5] of Algorithm [1] introduces the constraint that the extracted candidate path needs to yield at least MIN_POST_COUNT siblings, therefore,
ensuring that the extracted structure appears (similar to a forum post) multiple times on the analyzed forum page. Selecting the XPath with the highest xpathScore yields the XPath for the forum post.

**Algorithm 1: Computation of the forum post XPath.**

```
Data: pageContent, domTree
Result: The XPath to the forum posts
1 candidatePaths = []
2 foreach line in pageContent.split(\'\n\') do
3     xpath ← getInstanceXPath(domTree, line);
4     xpathScore ← getScore(pageContent, xpath, domTree);
5     xpathElementCount ← countSiblings(xpath, domTree);
6     if (xpathElementCount > MIN_POST_COUNT) then
7         candidatePaths.append([xpath, xpathScore, xpathElementCount])
8     end
9 end
10 return getHighestScoringPath(candidatePaths);
```

Algorithm 2 outlines the computation of the similarity metric used for assessing an XPath’s coverage of the total page content. The algorithm takes three inputs: (a) a text representation of the page’s content (pageContent), (b) the XPath to evaluate and (c) the forum’s DOM tree. It then computes the cosine similarity to determine the overlap between the forum coverage (i.e. the text present in the nodes that match the provided XPath) and the total page content. In addition, Algorithm 2 introduces constraints on the forum XPath by blacklisting HTML tags such as `<OPTION>`, `<FOOTER>`, `<FORM>`, `<HEAD>`, etc. which clearly indicate that the suggested XPath is unlikely to contain forum posts. Blacklisted HTML tags that are part of an ancestor node yield discounted similarity scores since they only reduce the probability of a forum post.

**B. Post content**

Harvest obtains the post content by selecting an ordered list of DOM nodes that match the post XPath. Afterwards, the HTML within each of the selected DOM nodes is converted to the corresponding text yielding the list of forum posts.

**C. Date extraction**

Harvest’s data extraction component analyses the DOM tree in the vicinity of the post XPath and identifies candidate dates by locating HTML time elements which contain the `datetime` attribute, and by using dateparser\(^3\) to locate additional candidate elements.

We collect all candidate elements that match the criteria outlined above and then remove dates that are older than 1993-04-30\(^4\) as well as candidates where the number of extracted dates does not correspond to the number of forum posts. We have relaxed the later constraint to allow for a difference of up to two posts less, since our experiments showed some rare cases where the leading posts used a different layout with another element storing the post’s creation date.

Finally, the candidate elements are scored and sorted according to the following criteria:

1) **Post sequence**: XPaths yielding chronologically ascending or descending dates are preferred.
2) **Recentness**: In most cases, the most recent date refers to the post’s creation date. We, therefore, favor XPath candidates returning the most recent dates.

Afterwards, the highest scoring XPath is selected.

**D. Post link extraction**

Harvest locates candidates for the post link extraction by searching for HTML link (`href`) and anchor (`name`) attributes within the individual posts. Only candidates that point to the forum page’s URL and yield one link per individual post are considered. In addition, a number is searched at the end of the URL. If this number increases continuously, it is almost certainly a direct link to the post.

**E. User extraction**

Harvest’s post user extraction identifies candidates for the post’s author by (i) searching link elements other than the post link that do not refer to another web page, and (ii) identifying potential user names in the HTML elements `span`, `strong`, `div`.

\(^3\)github.com/scrapinghub/dateparser
\(^4\)The date on which the Internet was opened to the public by CERN.
and $b$. We only consider candidates that suggest user names with less than 100 characters and less than four words.

Class attributes containing the words user, member, person or profile raise the score of the corresponding XPath. The score also increases if the extracted user name differs between individual posts. In addition, links are weighted higher than text.

Sorting the candidate XPaths based on the obtained score yields the most likely XPath for the post’s creator.

IV. Evaluation

Appropriate benchmarking suites and gold standard data are key towards evaluating content extraction methods, identifying their strengths and weaknesses. We, therefore, have created a gold standard dataset that is used in conjunction with the Open Source Orbis benchmarking framework \cite{Barberesi} to evaluate Harvest’s performance.

The evaluation section first provides a short description of the created WEB-FORUM-52 gold standard and then describes the evaluation system. Afterwards, we introduce two sets of experiments:

1) An evaluation of the post content extraction which compares Harvest to a baseline and other state-of-the-art content extraction frameworks; and
2) an assessment of Harvest’s forum metadata extraction capabilities.

We conclude the section with a discussion of the evaluation results while taking into account some of the systems that were unavailable for testing in order to provide a clear picture of where Harvest currently stands.

Table \ref{tab:capabilities} summarizes the capabilities of the evaluated systems. General content extraction systems such as boilerpy and jusText only provide a text representation of the relevant page content. Dragnet and Harvest, in contrast, also extract singular posts and Harvest is the only system capable of extracting post metadata as well. Inscriptis acts as a baseline since it has been designed for converting HTML to text and, therefore, also returns boilerplate elements such as navigation areas and copyright notes.

\begin{table}[!h]
\centering
\caption{Capabilities of the evaluated systems. Text refers to the extraction of the forum's text, post to the identification of individual posts and date, user, URL to the extraction of the corresponding metadata.}
\begin{tabular}{|l|c|c|c|c|c|}
\hline
System & text & post & date & user & URL \\
\hline
Inscriptis (baseline) & ✓ & & & & \\
boilerpy & ✓ & & & & \\
Dragnet & ✓ & ✓ & & & \\
jusText & ✓ & & ✓ & & \\
Harvest & ✓ & ✓ & ✓ & ✓ & ✓ \\
\hline
\end{tabular}
\end{table}

A. The WEB-FORUM-52 gold standard

The WEB-FORUM-52 gold standard comprises (i) 13 web forums from the health domain, (ii) 15 forums obtained from a Wikipedia list of popular forums\textsuperscript{5}, (iii) 13 forums mentioned on a list of popular German Web forums\textsuperscript{6}, (iv) nine forums obtained from WPressBlog\textsuperscript{7} and (v) two additional forums.

For most forums two web pages (from different threads) were used and stored together with gold standard annotations that have been manually created by domain experts and describe the post text, post date, post user and direct URL to the post.

The gold standard is publicly available on GitHub\textsuperscript{8}.

B. Evaluation system

Since one of our long-term goals when creating new experiments is to enhance transparency and reproducibility, we have decided to use an open source framework for computing the evaluation scores. We have selected Orbis \textsuperscript{9} which was designed with extensibility in mind. Although Orbis also enables visual evaluations, we created a forum-extraction evaluation plugin that solely uses the Orbis command line interface, since designing new visual evaluations is beyond the scope of this work.

Barbaretso and Lejeune \textsuperscript{24} present an extensive evaluation of the best content extraction tools available in early 2020. In this evaluation Inscriptis proved to be the fastest tool and also yielded the best recall. Dragnet in turn, provided the highest precision, and depending on the metric (e.g., clean-eval, euclidean or cosine distances, etc) either Dragnet or News-Please\textsuperscript{10} yielded the best F1 score. For our experiments, we have selected several of the systems used in Barbaretso’s evaluation \textsuperscript{24} including Inscriptis, BoilerPy\textsuperscript{11}, jusText\textsuperscript{11} and Dragnet. Several other tools have been initially targeted but were not included since their source code was not available online at the date the experiments were performed (e.g., Sido’s forum extraction tool \textsuperscript{25} or due to various errors (e.g., the News-Please tool). We will continue to pursue the developers of these tools to include their systems in future versions of the created evaluation plugin.

C. Post content extraction

This experiment evaluates how well the extracted post content corresponds to the gold standard data. Harvest is compared to three other content extraction methods and to a baseline (Inscriptis) that extracts the whole text from the Web page (i.e. forum posts and boilerplate content).

Most of the forum extraction evaluations tend to be recall-oriented, therefore the classic metrics used within them are recall at various cutoffs (R@N) and Mean Reciprocal Rank (MRR) which evaluates a list of possible responses to a set of sample queries and generally makes sense to use when only a
single relevant document is known (e.g., one relevant page from a forum). Recall-oriented evaluations are rather well-suited for settings in which pages are extracted from a single forum, and, therefore, have not been considered in the present evaluation.

In precision-oriented settings (e.g., production environments), it is also customary to compute precision at various cutoffs (e.g., P@N) and Mean Average Precision (mAP). Depending on the algorithms that are evaluated (e.g., MDR algorithms, clustering algorithms), some forum evaluations have also provided additional metrics like Adjusted Rand Index (ARI) and Adjusted Mutual Information (AMI), measures that are used for establishing the similarity between clustering algorithms.

Since we were interested in comparing the actual text of the posts returned by each tool, we have considered the following performance metrics that are tailored towards evaluating content extraction tools: (a) Levenshtein distance \([25]\), (b) the Jaccard Coefficient, and (c) a token-based computation of precision, recall, and the F1 measure \([27]\).

The equations below use the following notation: \(S_g\) refers to the string containing the gold standard text, \(S_e\) to the string that has been extracted by the evaluated systems. For token-based measures these strings are split into tokens \(t_i\) yielding two token sets - one for the gold standard \((T_g)\) and a second one for the extracted text \((T_e)\).

1) Levenshtein distance: The first approach computes the normalized Levenshtein distance \((lev_{norm})\) between the gold standard forum text \((S_g)\) and the forum text extracted by the systems \((S_e)\)

\[
lev_{norm}(S_g, S_e) = \frac{lev(S_g, S_e)}{\max(|S_g|, |S_e|)}
\]

where \(|S_g|\) and \(|S_e|\) refer to the length of the gold standard and extracted text respectively. The evaluated systems often halved, split or incorrectly merged posts which seriously impacts the time required for computing the Levenshtein distance. We, therefore, selected the FuzzyWuzzy Python package\(^{14}\) which provides a fast computation of the Levenshtein distance \([26]\) even under the stated conditions.

2) Jaccard Coefficient: A second similarity measure is the Jaccard Coefficient which is computed based on the extracted token sets as outlined below:

\[
J(T_g, T_e) = \frac{|T_g \cap T_e|}{|T_g \cup T_e|}
\]

3) Token-based similarity: The token-based similarity metric computes precision, recall and consequently the F1 measure based on the common tokens between the gold standard and the extracted text.

\[
P = \frac{|T_g \cap T_e|}{T_e} \quad (3) \quad R = \frac{|T_g \cap T_e|}{T_g} \quad (4)
\]

We compute both micro (mP, mR and mF1) and macro (MP, MR and MF1) results for the evaluations. The micro results correspond to the weighted average scores, whereas the macro results represent the arithmetic mean of the per-class (e.g., type) scores. Micro results are well-suited for evaluating results of imbalanced classes, whereas the macro-averages compute the metrics separately for each class and then take the averages. It is important to provide both metrics precisely because class distributions differ wildly between various pages or corpora.

D. Experimental results

Tables II, III and IV summarize the evaluation results. Regardless of the performance metric used, Harvest provided

\[
\begin{array}{ccccccc}
\text{Method} & \text{mP} & \text{mR} & \text{mF1} & \text{MP} & \text{MR} & \text{MF1} \\
\hline
\text{Dragnet 2.0.4} & 0.26 & 0.47 & 0.33 & 0.35 & 0.48 & 0.37 \\
\text{jusText 2.2.0} & 0.73 & 0.63 & 0.68 & 0.63 & 0.63 & 0.63 \\
\text{BoilerPy3 1.0.2} & 0.50 & 0.49 & 0.50 & 0.49 & 0.49 & 0.49 \\
\text{Inscriptis 1.1.0} & 0.37 & 0.37 & 0.37 & 0.37 & 0.37 & 0.37 \\
\text{Harvest 1.0.0} & 0.93 & 0.87 & 0.90 & 0.86 & 0.86 & 0.86 \\
\end{array}
\]

\[
\begin{array}{ccccccc}
\text{Method} & \text{mP} & \text{mR} & \text{mF1} & \text{MP} & \text{MR} & \text{MF1} \\
\hline
\text{Dragnet 2.0.4} & 0.24 & 0.43 & 0.3 & 0.33 & 0.45 & 0.34 \\
\text{jusText 2.2.0} & 0.52 & 0.45 & 0.48 & 0.45 & 0.45 & 0.45 \\
\text{BoilerPy3 1.0.2} & 0.30 & 0.29 & 0.30 & 0.29 & 0.29 & 0.29 \\
\text{Inscriptis 1.1.0} & 0.31 & 0.31 & 0.31 & 0.31 & 0.31 & 0.31 \\
\text{Harvest 1.0.0} & 0.92 & 0.87 & 0.89 & 0.86 & 0.85 & 0.85 \\
\end{array}
\]

\[
\begin{array}{ccccccc}
\text{Method} & \text{mP} & \text{mR} & \text{mF1} & \text{MP} & \text{MR} & \text{MF1} \\
\hline
\text{Harvest 1.0.0} & 0.92 & 0.87 & 0.89 & 0.86 & 0.85 & 0.85 \\
\end{array}
\]
the best performance for the post extraction tasks. Since some of the tools included in this evaluation were primarily designed for general content extraction (e.g., Dragnet), a wrapper was added to correct mistakes in the partitioning of the posts. Example of such errors include: (i) the merging of multiple forum posts into a single post, as most tools will definitely end up with a variant of this issue which needs to be dealt with (e.g., merging of consecutive posts, merging of final post in a page with the footer of the page); (ii) the reverse error - which is splitting a post into multiple posts (e.g., due to pictures or other media, posts can sometimes end up being broken into multiple pieces); or (iii) merging of post metadata and post content (e.g., instead of extracting user metadata and post content into separate slots, they end up all merged into the content slot). The wrappers draw upon lists of conversation starters and enders in several languages (e.g., English, German, Spanish), to correct the partitioning obtained from the original tools.

Besides the three error classes mentioned above, we have also encountered error classes that were less frequent or specific to particular tools.

Dragnet, for example, has repeatedly lost various posts from multiple forum websites (e.g., instead of retrieving the content for ten posts from a page, it only retrieved the content for eight or nine posts) or sometimes returned the content only partially (e.g., retrieved only a sentence or several sentences from a post, but not the full content of the post). The missing posts could be related to the various features used for training Dragnet, but it is currently difficult to understand which features have led to this outcome.

Justext has performed well in situations in which the post segmentation was clear, but has often failed to correctly separate the posts when media objects were included in the pages (e.g., when lots of adverts or different sections of a page intermingled).

Boilergy has sometimes retrieved only the titles or the first forum posts from a page and has barely retrieved any content when the page layouts were similar to blog posts with a larger content section and many comments. Also, similar to Dragnet, in some cases it has randomly lost post posts.

Inscriptis is typically used for extracting the HTML and DOM content of a page, therefore some of its errors were related to these use cases.

Harvest also loses some posts due to page layout (e.g., in several cases it fails to recognize the first post on a page), but generally has less errors due to the content. Most of the Harvest errors currently are due to the failure to retrieve some of the post URLs or user names correctly, but these are currently fixed. However, compared to the rest of the competitors, Harvest does manage to extract almost all of the content available on a forum page.

The second set of experiments (see Table V) evaluates the performance of Harvest’s metadata extraction components which also extracts the post’s date, user and link. From these three tasks the post user extraction is the most reliable one. The results also clearly indicate that the extraction of the post creation data is currently the most challenging task since dates are not always organized in a separate XPath which requires the combination of multiple tools – i.e., Harvest for computing the XPath and dateparser for extracting the date. Consequently, even smaller mistakes multiply and reduce the overall effectiveness of the extraction task.

V. OUTLOOK AND CONCLUSIONS

Most content extraction frameworks are generic enough to work in multiple settings (e.g., crawlers that can extract content from classic web pages and social media), but rarely provide good results for custom scenarios such as the extraction of Web forum posts. This observation has also been confirmed by the evaluation results presented in Section IV which indicate that Harvest clearly outperformed other systems for the given forum extraction task.

Consequently, users can either adapt existing tools such as Dragnet to their tasks or draw upon domain-specific content extractors such as the Vigil4Med scraper, if they are available for the targeted application domain. Harvest although limited to forum extraction, in contrast, addresses both needs: (i) generality and (ii) domain-specificity, therefore, simplifying the task of extracting and processing information from web forums.

Since Harvest focuses on extracting the entire forum content (i.e. high recall) while maintaining a high precision, our evaluations draws upon the F1 metric. Other measures such as ARI, AMI, mAP or P@n are also frequently used in literature. We plan to extend the created Orbis forum extraction evaluation plugin with some of these metrics and also aim to include additional evaluation types that cover an even larger array of content extraction issues in future work.

Our efforts ultimately aim at correctly classifying information from the extracted text based on multiple features like sentiment, entities and symptoms, but during early evaluations we discovered that content extraction is rarely perfect. Future work will return to this original goal and focus mostly on classification and related tasks like joint intent detection and slot filling.
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