On the Generalized Hermite-Based Lattice Boltzmann Construction, Lattice Sets, Weights, Moments, Distribution Functions and High-Order Models
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The influence of the use of the generalized Hermite polynomial on the Hermite-based lattice Boltzmann (LB) construction approach, lattice sets, the thermal weights, moments and the equilibrium distribution function (EDF) are addressed. A new moment system is proposed. The theoretical possibility to obtain a high-order Hermite-based LB model capable to exactly match some first hydrodynamic moments thermally 1) on-Cartesian lattice, 2) with thermal weights in the EDF, 3) whilst the highest possible hydrodynamic moments that are exactly matched are obtained with the shortest on-Cartesian lattice sets with some fixed real-valued temperatures, is also analyzed.

I. INTRODUCTION

The lattice Boltzmann (LB) method has been used as a viable alternative for numerical simulation of (isothermal) fluid flows for more than two decades [1], [2], [3], [4], [5], [6], [7], [8]. Yet, many aspects regarding the LB method can be debated, such as the choice of the construction approach to build the LB model. The continuous Boltzmann equation can be particularly discretized in both time and phase space [9], leading to the LB equation

\begin{equation}
 f_i(x + c_i \delta t, t + \delta t) = f_i(x, t) + Q(f_i).
\end{equation}

Eq. (1) is a discrete kinetic equation for populations \( f_i(x, t) \), where \( i = 1, \ldots, n_q \) and \( n_q \) is the number of discrete lattice velocity vectors on a Cartesian grid. \( f_i \) represents the probability of finding a particle with velocity \( c_i \) at position \( x \) and time \( t \) in lattice units [7]. \( Q(f_i) \) is the collision vector. The insertion of the nonlinear Bhatnagar-Gross-Krook (BGK) [10] or Welander [11] collision model \( Q(f_i) = -1/\tau(f_i - f_i^{eq}) \) into Eq. (1) leads to the LBGK equation. Note that the \( f_i \) inside \( Q(f_i) \) is computed at time \( t \), i.e. the LB method is explicit. \( \tau \) is the relaxation time, non-dimensionalized with \( \delta t \), which describes the time of a perturbed system to return to equilibrium and it is related to the viscosity of the fluid. LB models are usually denoted as \( \text{DdQ}_n \), where \( d \) is the dimension of the model [6]. For the one-dimensional (\( d = 1 \)) case, LB models with a lattice set of \( z = 1 \) (c.f. Fig. 1) are low-order, while those with \( z > 1 \) are high-order (more about this below). The space dependence is dealt by summing over all the nodes of the lattice. For instance, for a low-order one-dimensional LB model, the \( n_q = 3 \) and thus \( \sum_{i=0}^{n_q-1} f_i c_i^M = -c_1^M f_2 + c_0^M f_0 + c_1^M f_1 \), where \( c_0 = 0 \) and \( M \) is a non-negative integer (more about this below). These LB constructions with integer \( c_i \) values are denoted as on-Cartesian lattice models, while those with any non-integer \( c_i \) value are called off-Cartesian lattice (Fig. 1). The importance of the LB equations, the asymptotic convergence to the continuum Boltzmann-BGK equation, the comparison to the Grad 13 moment system, etc are summarized in [12].

Generally, LB modeling boils down to find an equilibrium distribution function (EDF), \( f_i^{eq} \), so that some hydrodynamic moments, e.g. Maxwell-Boltzmann (MB) (convective) \( M \)-moments

\begin{equation}
 \sum_{i=0}^{n_q-1} f_i^{eq} c^{(M)} = \rho \ e \left( -\frac{u^2}{2 \theta} \right) \rho^M \frac{\partial^M}{\partial u^M} \left( e \left( \frac{u^2}{2 \theta} \right) \right),
\end{equation}

are matched. \( c^{(M)} = c \cdots c \), \( M \)-times and \( e(x) \) is the classical exponential function. \( \rho \) is the density, \( u \) is the flow velocity and \( \theta = RT \), where \( R \) is the specific gas constant and \( T \) is the temperature. The right hand side of Eq. (2) are the MB moments from which the density, momentum density, pressure tensor, energy flux, rate of change of the energy flux conservations are obtained with \( M = 0, 1, 2, 3, 4 \) respectively. Eq. (2) is well known from the literature, c.f. Eq. (20) in [13], and its equivalent, Eqs. (14) and (5) in [14] and [15] respectively. The link between the needed lattice velocities \( n_q \) to match high order moments (2) is discussed below.

From now on, the words thermal and isothermal are usually stated in this work in conjunction with the hydrodynamic moments, e.g. r.h.s. of Eq. (2). By thermal means that \( \theta \) does not need to be equal to \( \theta_0 \) in order to match
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FIG. 1: (Color online) Schematic representation of the relationship between the Cartesian grid and the discrete lattice velocities. Symbols: Dot (●): Nodes in the Cartesian grid; Circle (○): Discrete lattice velocities $c_i$. a) One-dimensional Cartesian grid. b) One-dimensional on-Cartesian lattice, where all $c_i = i$, $i =$ integer. c) One-dimensional off-Cartesian lattice, where there exist at least some $c_i \neq i$, $i =$ integer and $d$ is one of the Cartesian-lattice mismatch distance. d) One-dimensional on-Cartesian lattice set $c = \{0, \pm 1, \pm 3\}$, i.e., it is not the shortest lattice set for D1Q5. e) One-dimensional on-Cartesian lattice set $c = \{0, \pm 1, \pm 2\}$, i.e., it is indeed the shortest lattice set for D1Q5. One-dimensional low-order LB models have $z = 1$, while one-dimensional high-order LB models have $z > 1$.

(some) hydrodynamic moments, where $\theta_0$ is a particular fixed value needed to match certain hydrodynamic moment. $\theta_0 = RT_0$. In this context, isothermal means that $\theta = \theta_0$. How this particular $\theta_0$ should be, is presented below (e.g. in connection with tables III and VII). Sometimes, $\theta_0$ is denoted as reference "temperature". Similarly, thermal and athermal (or isothermal) weights are denoted to those weights that are $\theta$-dependent and $\theta_0$-dependent respectively.

The essence of the main LB idea is captured by Sauro Succi in [7],[16] and strengthen in [17] with the statement: “Nonlinearity is local, non-locality is (a) linear; (b) exact and explicitly solvable for all time steps; (c) space discretization is an exact operation”. Furthermore, those theoretically fulfilled conservation laws, e.g. (2), (depending on the chosen LB model) are mathematically matched exactly and computationally matched to machine roundoff. To the LBM assets can be added: inherently parallelizable, easy handling on geometries located on-Cartesian lattice, free of interpolations, finite difference schemes and correcting (counter) terms (i.e. with no added extra terms evaluated using finite-difference schemes to obtain certain desired property).

The low-order LBGK models contain lattices suitable to reconstruct the Navier-Stokes equation close to the incompressible limit [6], [18], [19], [13]. These models fulfill the relation (2) up to $M = 1$ or 2, and are usually isothermals (i.e. $\theta = \theta_0$), when they are free of correcting counter terms. A more free $\theta$ value can be theoretically obtained in these models at the expense of the existence of spurious velocity terms. These in turn can be corrected/annihilated by adding extra terms evaluated using finite-difference scheme (i.e. correcting counter terms). However, such approach does not guarantee the main LB idea.

High-order lattice are also studied in the literature, c.f. [20], [21], [22], [23], [13], [24], [25], [26], [27], [28], [29], [30], [31], where some of those models are (claiming to be) capable to recover hydrodynamics beyond the Navier-Stokes equation. These constructions match the expression (2) up to $M$-moments, $M > 2$, with a certain degree of accuracy.
The last three aforecited works, [29], [30], [31], are based on the so-called “entropic” lattice Boltzmann (ELB) approach (c.f. appendix), while the rest are what can be called Hermite-based constructions. These high-order ELB models are on-Cartesian lattice but isothermal LB constructions with isothermal weights and spurious velocity terms, c.f. [31] (more about this below).

Some characteristics are now outlined for the aforecited Hermite-based LB models: In [20], [23], two-dimensional thermal models are described with discrete velocity sets but with athermal weights, c.f. tables 1 and 2 in [23]: A kinetic theory study is address in [21], where off-Cartesian lattice sets and athermal weights are outlined in tables 1, 2, 3 therein. A LB model with multiple relaxation time is found in [22], where the numerical verification is based on off-Cartesian lattice sets and athermal weights, c.f. table 1 therein: The accuracy of the (thermal) lattice Boltzmann is studied in [13]: A multiple relaxation time LB model is also described in [24], where three-dimensional numerical validations are carried out using off-Cartesian with athermal weights, c.f. table 1 therein: A finite difference scheme is employed in [25] in an isothermal LB model with off-Cartesian lattice with athermal weights, c.f. tables 1,2 therein. In [27], an on-Cartesian Hermite-based LB model is presented, but still it is based on athermal weights and a general construction to obtain the shortest lattice sets are not found in the literature (more about this below). Because of possible discontinuities at the wall, a finite difference method is chosen in [28], due to the presence of off-Cartesian lattice construction. In general, finite difference schemes are adopted in many high-order LB models for stability issues [32].

There exist some other alternative (high-order) LB constructions, e.g. [33], [34], [35] and subsequent works, c.f. [36], [37]. Unfortunately, finite difference schemes are required. Hybrid LB constructions can be added to this group. For instance, an LB model is proposed in [38], where mass and conservation equations are solved due to [39], whereas the diffusion-advection equation for the temperature is solved separately, e.g. by using finite-difference.

It is useful to have high-order thermal LB models on-Cartesian lattice, with thermal weights (based on the final results that are used in the EDF), and with the shortest lattice sets when possible. Locality has been long recognized as an important source of efficiency in parallel computing to lower communications overhead, c.f. [40]. Therefore, for the sake of (parallel) computational cost, it is good to have high-order LB models with consecutive lattice sets, e.g. in one-dimensional (Fig. 1) \( c_i \) = consecutive integers up to z, and thus with the shortest lattice sets. A computational cheap LB construction makes feasible to have a complete (i.e. non-reduced), or at least a less reduced lattice set, needed to match (some) hydrodynamic moments. The importance of weights becomes clear at walls, where the EDF is (almost) equal to the density-scaled weights, \( f_i^{\text{E}} = \rho W_i(1 + C) \), where \( C = \text{function}(\theta, u) \). This, due to the flow velocity is (almost) zero at the walls, depending of the regime (e.g. slip or non-slip flow) and \( C = 0 \) when \( u = 0 \), regardless \( \theta \). Hence, the importance of having thermal weights is evidenced for walls with \( \theta \neq \theta_0 \).

Strategies, such as (but not limited to) interpolations and/or approximations, are sometimes implemented to deal with this Cartesian-lattice mismatch (c.f. Fig. 1 c). It should be pointed out that with the use of interpolations, the exact matching of the conservation laws is not guarantee and/or the locality is lost for many existing schemes [7], [41]. All of this to the detriment of the main LB idea. An example: In [26], the off-Cartesian lattice problem (Fig. 1) is tackled so that the pointwise interpolations are avoided by adopting approximations of the non-integer values to an appropriate (closest) lattice grid point. Their D2Q13 model with athermal weights is already (claiming to be) able to capture some of the microflows features, although it is recognized in [26] that a higher order LB model is definitely needed (to match higher order moments and to improve accuracy). Their experience uncovers that moving from standard D2Q9 to their approximated D2Q13 implies not much difference in the computational cost and instability, [42]. However, the approximation implemented in D2Q13 becomes difficult for D2Q16 and interpolations are needed and thus, the computational cost increases significantly. The D2Q21 was tried, [42], with increased computational cost and serious instabilities despite additional interpolations.

Because of existence of interpolations or approximations (e.g. in some previous Hermite-based LB due to off-Cartesian lattice models), spurious velocity terms (e.g. in ELB method due to its macroscopic description property, c.f. appendix) and finite difference schemes (e.g. in alternative LB models), the main LB idea is compromised in some of the aforementioned high-order LB models.

In general, two main issues are addressed in this work: i) The influence of the use of the generalized Hermite polynomial on the Hermite-based LB construction approach, lattice sets, the thermal weights, moments and the equilibrium distribution function. A new moment system is proposed. This is handled in sections II and III. ii) An answer is given to the following question: Is it (theoretically) possible to obtain a one-dimensional high-order Hermite-based LB model capable to exactly match the first hydrodynamic \( z \)-moments thermally 1) on-Cartesian lattice, 2) with thermal weights (based on the final results that are used in the EDF), 3) whilst the hydrodynamic \( (z+1) \)-moments are exactly matched with the shortest on-Cartesian lattice sets with some fixed real-valued \( \theta \)? This is handled in section III.

This is a theoretical work, where the necessary equations are presented in a compact yet complete form, in order to avoid bulky relations. Numerical studies are presented elsewhere. The approach of presenting solely theoretical results about LB prior numerical simulations is adopted by other authors as well, c.f. [6], [19], [43], [20], [44], [45],
II. ON THE GENERALIZED HERMITE-BASED LATTICE BOLTZMANN CONSTRUCTION

It is always recommended to deal with a general formulation when relations are derived. From the classical MB moments (2), the classical exponential function $e^x$ is noticed. This suggest its extensions to the term $e^{\mu x}$, which is the generalized exponential function, and it is defined as

$$e^{\mu x} = (2x)^{-1/2-\mu} WM_{-1/2,\mu}(2x), \quad (3)$$

where WM is the Whittaker M-function [46], defined as

$$WM_{-1/2,\mu}(2x) = 2^{2\mu} x J_{(-1/2+\mu)}(x) \Gamma\left(\frac{1}{2} + \mu\right) + 2^{2\mu} x J_{(1/2+\mu)}(x) \Gamma\left(\frac{1}{2} + \mu\right), \quad (4)$$

$\Gamma(n) = (n-1)!$ and $J_\varsigma(x)$ is the Bessel function of the first kind, i.e.

$$J_\varsigma(x) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m+\varsigma+1)} \left(\frac{x}{2}\right)^{2m+\varsigma}. \quad (5)$$

The difference between the classical exponential, $e(x)$, and its generalization, $e_\mu(x)$, is visualized in Fig. 2 for some $\mu$ values. The $e_\mu(x) < e(x)$ for $x > 0$ with $\mu > 0$ and for $x < 0$ with $\mu < 0$. The opposite, $e_\mu(x) > e(x)$, is obtained for $x < 0$ with $\mu > 0$ and for $x > 0$ with $\mu < 0$. The $e_\mu(x)$ and thereby the $e_\mu(x)$-dependent moment system are reduced to their classical $e(x)$ and MB moment system (2) respectively when $\mu = 0$. In this context, the generating function for the generalized Hermite polynomial $H_n^{(\mu)}(x)$ is [46]

$$e^{2x} e^{-a^2} = \sum_{n=0}^{\infty} \frac{H_n^{(\mu)}(x) a^n}{n!}. \quad (5)$$

The generalized Hermite polynomials $H_n^{(\mu)}(x)$, introduced by Gábor Szegő [47], is obtained from the relations

$$H_{2n}^{(\mu)}(x) = (-1)^n 2^{2n} n! \mu^{-1/2}(x^2), \quad (6a)$$

$$H_{2n+1}^{(\mu)}(x) = (-1)^n 2^{2n+1} n! x \mu^{1/2}(x^2), \quad (6b)$$
where \( \mu > -1/2 \) and \( L_{n}^{\mu}(x) \) is the generalized Laguerre polynomials \([46]\). However, the polynomials obtained from (6) are sometimes normalized, c.f. \([48], [49], [50], [51]\). The implemented normalization in this work is

\[
N_{n}(a) = \frac{B(\mu, n+a)}{B(\mu, 1/2)},
\]

where \( B(x, y) = \Gamma(x)\Gamma(y)/\Gamma(x+y) \) is the beta function and \( \Gamma(x) = (x-1)! \) is the gamma function so that

\[
H_{2n}^{(\mu)}(x) = N_{n}(1/2) H_{2n}^{(\mu)}(x),
\]

\[
H_{2n+1}^{(\mu)}(x) = N_{n}(3/2) H_{2n+1}^{(\mu)}(x),
\]

for \( n > 0 \) while \( H_{0}^{(\mu)}(x) = 1 \). The generalized Hermite polynomials used in this work are calculated from Eqs. (8).

### A. The Thermal Weights

The generalized Hermite-based LB construction approach is proposed in this work. Based on the definition of the generalized Hermite polynomial, the LB construction is not valid for \( \mu = 1/2 - n, n = 1, 2, 3, \ldots \), which will be seen when an EDF example is presented. The thermal weights are acquired so that they and the abscissas form a generalized Hermite quadrature. The \( d \)-dimensional weights for the LB \( DdQn_{q} \) models are obtained from

\[
\sum_{i=0}^{n_{q}-1} W_{i} \prod_{\alpha} H_{i}^{(\mu)}(a) = A,
\]

where \( a = c_{\alpha,i}/\sqrt{2\theta} \), \( A = 1 \) for \( \prod_{\alpha} H_{i}^{(\mu)}(a) \), i.e. generalized Hermite order \( n = 0 \), or \( A = 0 \) otherwise and \( \alpha = \{ x, y, z \} \) in (9). \( n_{q} \) is the number of discrete lattice velocity vectors. A number of \( n_{q} + 1 \) relations are obtained from (9), and the generalized Hermite order \( n \) goes from zero to \( n_{q} \). For simplicity, this work is focused to a one-dimensional \((d = 1)\) study from now on, i.e. \( D1Qn_{q} \). However, this is not a limitation. Two- and three-dimensional weights can be obtained from algebraic products of the one-dimensional weights; for instance, it is well known that the athermal \((c = 0)\) procedure applies for the thermal weights obtained from the formulation (9) corresponding to the low- and high-order LB models, c.f. \([15]\). The result is that \( \alpha = x \) now and terms such as \( c_{\alpha,i} \) and \( u_{\alpha} \) are equivalent to \( c_{x,i} \) and \( u_{x} \) or just simply to \( c_{1} \) and \( u_{1} \). (Do not mix the \( z \) parameter seen in Fig. 1, with the axis coordinate \( z \), which is no longer used in this work). The term

\[
z = \frac{n_{q} - 1}{2}
\]

is now used throughout this work. The discrete lattice velocities are contained within the vector \( c = \{-c_{z}, \cdots -c_{1}, 0, c_{1}, \ldots, c_{z}\} \) for a \( d = 1 \) case, c.f. Fig. 1.

The results from Eq. (9) for the \( D1Qn_{q} \) generalized Hermite-based LB model can be formulated as

\[
W_{0} = \prod_{n=1}^{z} \left( 1 - \frac{B \theta}{c_{n}^{2}} \right),
\]

\[
W_{\pm c_{k}} = \frac{1}{2} \frac{\theta(2\mu+1)}{c_{k}^{2}} \prod_{n=1,n\neq k}^{z} \left( 1 - \frac{A \theta - c_{k}^{2}}{c_{n}^{2} - c_{k}^{2}} \right),
\]

where the Pochhammer symbol \((\mu + 1/2 + a)_{m}\), \([52]\), is used in

\[
\mathcal{K}^{m} = 2^{m}(\mu + 1/2 + a)_{m}, \quad m = 0, 1, 2, \ldots,
\]

\( B^{m} = \mathcal{K}^{m} \) when \( a = 0 \) and \( A^{m} = \mathcal{K}^{m} \) when \( a = 1 \), i.e. \( A^{m} = B^{m+1}/B^{1} \), and implemented in the expanded Eqs. (11) thereafter. Note that Eq. (11a) is a polynomial in \( B \theta \) with zeros at \( c_{1}^{2}, c_{2}^{2}, \ldots, c_{\mu}^{2} \) (i.e. when \( B \theta = c_{1}^{2} \)) and constant term one. For the particular case of \( c_{1}^{2} = 1, c_{2}^{2} = q, c_{3}^{2} = q^{2}, \ldots, c_{z}^{2} = q^{z-1} \) with \( q > 1 \), Eq. (11a) can be recast in...
terms of the $q$-Pochhammer symbols $(B \theta, 1/q)_z$. A similar analysis can be done for Eq. (11b). The $q$-Pochhammer symbol is defined as

$$
(a, q)_z = \prod_{k=0}^{z-1} (1 - aq^k),
$$

where $(a, q)_0 = 1$, and reduces to the Pochhammer symbol at the limit $q \to 1$.

By definition, the populations are non-negative. Hence, the weights are non-negative, and thereby the thermal LB model is valid, provided that the $\theta$ is within a range whose extremes (and excluded) values are obtained from the following relations

$$
\sum_{i=0}^{z} (-1)^{i2^z-i} (\mu + \frac{1}{2})_{z-i} \theta^{z-i} e_i(c_1^2, c_2^2, \ldots, c_3^2) = 0, \quad (14a)
$$

$$
\sum_{i=0}^{z-1} (-1)^{i2^z-i} (\mu + \frac{1}{2})_{z-i} \theta^{z-i} e_i(c_1^2, c_2^2, \ldots, \underset{excluded}{\sqrt{\theta^2}}, \ldots, c_3^2) = 0, \quad (14b)
$$

which have in turn been obtained from Eqs. (11a) and (11b) respectively, as reformulations by means of $e_i(c_1^2, c_2^2, \ldots, c_3^2)$ and $(\mu + \frac{1}{2})_{z-i}$, and equalized to zero. The $e_i(c_1^2, c_2^2, \ldots, c_3^2)$ is the $i$th-elementary symmetric polynomial [46], [53], and $(\mu + \frac{1}{2})_{z-i}$ is the Pochhammer symbol. A recurrent $\theta$ value, obtained from Eq. (14b), is zero for all $z \geq 1$. The relations (11) and (14) have been algebraically computed up to D1Q3 lattice in a general form. For $n_q > 13$ values, particular cases (e.g. with $c_1 = 1$, $c_2 = 2$ and so on) can only be tested with today’s standard hardware and state of art of symbolic mathematics. Note that for the lattice model D1Q3, then $z = 1$ in Eqs. (14) and the theoretical range gives $\theta = [0, c_1^2/(2\mu + 1)]$, which can be reduced to the particular case with $\mu = 0$ and $c_1 = 1$, as it is found in the literature, c.f. [54]. Although some weights are never zero or negative for real $\theta$ values with some particular lattice sets, others can become zero or negative under the same conditions. These weights are used to obtain the extremes values of $\theta$ (more about the results on this part is found in section III, in connection with table VIII).

B. The Equilibrium Distribution Function

The classical Hermite-based LB construction is derived from a combination between an exponential based weight function and an exponential based equilibrium function [13]. The result leads to the classical EDF $f_i^{eq} = W_i \sum_{n=0}^{N} H_n(a)/n!(b)^n$, where $a = c_{\alpha,i}/\sqrt{2 \theta}$ and $b = u_\alpha/\sqrt{2 \theta}$ [13]. $M + N \leq Q$, where $Q$ is the degree of precision of the quadrature (c.f. [27]), $N \geq M$, so that in the low-order LB model $N_{max} = 3, M = 2$ and thus $Q = 5$, is minimum requirement of recovering the Navier-Stokes momentum equation [27]. The generating function for the generalized Hermite polynomial $H_n^{(\mu)}(x)$, Eq. (5), suggests the introduction of a new equilibrium distribution function, $f_i^{eq}$, i.e.

$$
f_i^{eq} = \rho W_i \sum_{n=0}^{N} \frac{H_n^{(\mu)}(c_{\alpha,i}/\sqrt{2 \theta})}{n!} \left( \frac{u_\alpha}{\sqrt{2 \theta}} \right)^n. \quad (15)
$$

For the D1Q3 generalized LB model, with $N = 2$ and $N = 3$, the result is

$$
f_i^{eq} = \rho W_i \left( 1 + \frac{c_{\alpha,i}u_\alpha}{\theta(2\mu + 1)} - \frac{1}{2} \frac{u_\alpha^2}{\theta} + \frac{1}{2} \frac{c_{\alpha,i}u_\alpha^2}{\theta(2\mu + 1)} \right) + \frac{1}{2} \frac{c_{\alpha,i}u_\alpha^3}{\theta^3(2\mu + 1)} - \frac{1}{2} \frac{c_{\alpha,i}u_\alpha^3}{\theta^2(2\mu + 1)}, \quad (16)
$$

where the underlined summands correspond to the extra terms due to the $N = 3$. Note that the EDF (16) is not valid when $\mu = -1/2, -3/2$. The thermal weights (11) for the equation model (16) are

$$
W_0 = -\frac{\theta(2\mu + 1) - c_1^2}{c_1^2}, \quad (17a)
$$

$$
W_{1,2} = \frac{1}{2} \frac{\theta(2\mu + 1)}{c_1^2}. \quad (17b)
$$
\[
\begin{array}{l|c|c|c}
\text{Eq. (2)} & M = 1 & M = 2 & M = 3 \\
\hline
j_\alpha = \sum_j f_j c_{\alpha j} & P_{\alpha\alpha} = \sum_j f_j c_{\alpha j}^2 & Q_{\alpha\alpha\alpha} = \sum_j f_j c_{\alpha j}^3 \\
\hline
H_{(2)}^{(3)} & \rho u_\alpha & \rho(\theta_0 + u_\alpha^3) & \rho u_\alpha + 0 \cdot \rho u_\alpha^3 \\
\hline
H_{(3)}^{(3)} & \rho u_\alpha & \rho(\theta_0 + u_\alpha^2) & \rho u_\alpha + 0 \cdot \rho u_\alpha^2 \\
\hline
E_{(1)}^3 & \rho u_\alpha & \rho(\theta_0 + u_\alpha^2) & \rho u_\alpha + 0 \cdot \rho u_\alpha^2 \\
\hline
E_{(2)}^3 & j_\alpha & \rho P_{\alpha\alpha} & j_\alpha + 0 \cdot \rho u_\alpha^2 \\
\end{array}
\]

TABLE I: (Color online) Comparison among the “entropic”, classical and the µ-generalized Hermite-based one-dimensional lattice LB models, where \( f_j \) is \( f_j^\text{eq} \). The \( \alpha \) is the coordinate axis. \( H_{(N)}^{(\mu, \nu)} \), results from the classical or µ-generalized Hermite-based construction Eq. (15) with \( N = 2 \) or \( N = 3 \) using a number of discrete lattice velocity vectors \( n_q \) and \( \mu = 0 \) or Eq. (18). \( E_{(M_{\text{max}})}^{\mu, \nu} \): results from the ELB construction (c.f. appendix). The matching terms to the classical Maxwell-Boltzmann (MB) moments are not underlined or under-wave. The single underlined terms are conditioned to \( \theta_0 = c_1^2/3 \), while the under-wave to \( c_1 = 1 \). The missing MB terms are double underlined. The terms within a box are conditioned to Eq. (18). The double boxed summands are spurious terms. The term \( Q_{\alpha\alpha\alpha} \) matches its corresponding MB moment at low Mach number provided \( \theta = \theta_0 = c_1^2/3 \), \( c_1 = 1 \) and \( u_\alpha^3 \approx 0 \). The mass conservation (\( \rho \), not shown in the table) is achieved for all the models.

Note that the \( \rho \)-EDF (c.f. Eqs. (15), (16)) equals the \( \rho \)-scaled \( \rho \)-weight \((W_i)\) when the lattice flow velocity is zero \((u_\alpha = 0)\). It is easy to see that with \( \mu = 0 \), \( \theta = c_1^2/3 \) and \( c_1 = 1 \), Eq. (16) and weights (17) are reduced to the classical Hermite-based construction of the low-order lattice Boltzmann formulations, as they are found in the literature, c.f. [6], [27]. See also Fig. 3, where the weights for the D1Q3 model at \( \theta = \theta_0 \) are represented by the symbol \( \bigcirc \) (circle-solid).

### 1. Model Construction

The formulation (16), which contains a free parameter \( \mu \), is used in this section. The results from the first three classical MB moments, i.e. \( \sum_{i=0}^2 f_i^\text{eq} c_i^M \) for \( M = 0, 1, 2 \), which corresponds to the density, momentum density and the pressure tensor respectively, are analyzed.

The density \( \sum_{i=0}^2 f_i^\text{eq} = \rho \) is fulfilled independently of the value of \( \theta \) and \( \mu \) for the relation (16) and (17) with both \( N = 2 \) and \( N = 3 \). The momentum density \( \sum_{i=0}^2 f_i^\text{eq} c_i = j = \rho u \) is also matched under the same conditions for the model with \( N = 2 \), c.f. \( H_{(2)}^{(3)} \) and \( H_{(3)}^{(2)} \) in table I. On the other hand, the momentum density is not fulfilled when \( N = 3 \). In the classical Hermite-based construction the issue with \( N = 3 \) is solved with \( \theta = \theta_0 = 1/3 \), c.f. \( H_{(3)}^{(0,3)} \) in table I, where \( \mu = 0 \) in (16) and (17). However, the difference in this work is that both the \( \mu \) and \( \theta \) can be seen as “free parameters”. Therefore, the model can be presented with

\[
\mu = \frac{1}{2} \frac{3 \theta - c_1^2}{\theta} ,
\]

with the condition that \( \theta \neq 0 \) nor \( c_1^2/2 \) so that Eqs. (18) and (16) remain valid respectively, i.e. \( \theta = \theta_0 = c_1^2/3 \) the \( \mu = 0 \) from Eq. (18), which is the known reference “temperature” for the low-order (classical) lattice Boltzmann models.

The resulting terms \( \rho u_\alpha \) for both with \( M = 1 \) and \( M = 3 \), corresponding to the construction \( H_{(2)}^{(3)} \), c.f. table I, are obtained under similar thermal \( \theta \) conditions as in \( H_{(2)}^{(0,3)} \), when the generalized Hermite-based LB construction is introduced. On the other hand, the relation (18) has no effect on the same terms for the \( H_{(2)}^{(3)} \) construction. This is an (algebraic) improvement over the classical Hermite-based LB construction. From the results in table I for \( M = 2 \),
the incompressible Navier-Stokes equation from the low-order LB models, i.e. with
is identified. The lattice “speed of sound” yields

\[
c_{\text{sound}} = \sqrt{\frac{\partial p}{\partial \rho}} = \sqrt{c_1^2 - 2\theta}.
\]  

(19)

The value of so called reference “temperature” \( \theta = \theta_0 = c_1^2/3 \) is required in the low-order classical Hermite-based LB constructions \( H_{(2)}^{(0,3)} \) and \( H_{(3)}^{(0,3)} \) [6]. This eliminates spurious velocity terms in their pressure tensors, which are thereby matched to the classical MB moment \( M = 2 \) isothermally, c.f. table I. On the other hand, the value of \( \theta \) is found in the \( \mu \)-generalized Hermite-based LB constructions \( H_{(2)}^{(\mu,3)} \) and \( H_{(3)}^{(\mu,3)} \) and no spurious velocity terms are seen in table I. Note that with \( \theta = \theta_0 = c_1^2/3 \), the Eq. (19) is reduced to \( c_{\text{sound}} = \sqrt{c_1^2/3} \).

It is convenient to recall at this point that the physical speed of sound \( c_{\text{sound}} = \sqrt{\gamma \theta} \) and thus, a comparison with the classical lattice \( c_{\text{sound}} = \sqrt{\theta} \) implies that \( \theta = \gamma \theta \), i.e. \( \theta(1-\gamma) = 0 \), where \( \theta \neq 0 \) so that Eq. (16) is valid, regardless \( \mu \). Hence, \( \gamma = 1 + 2/D_m = 1 \), i.e. the degree of freedom of molecules \( D_m = \infty \), which is unphysical. This leads to the Newton’s speed of sound \( c_{\text{sound}} = \sqrt{\theta} \), which uses the ideal gas equation of state \( p = \rho \theta \) found in the Euler equation and \( \theta = \text{constant} \), i.e. isothermal assumption. \( p = \rho \theta \) is found in the pressure tensor, obtained from the MB moment \( M = 2 \) in (2) (more about this below). On the other hand, based on (19) the result is \( c_1^2 - 2\theta = \gamma \theta \), which yields

\[
\theta = \frac{c_1^2}{\gamma + 2} = \frac{D_m c_1^2}{3D_m + 2}.
\]  

(20)

Because there is no any restrictions on the \( \theta \) value for the moments \( M = 0 \) and 1 terms, c.f. \( H_{(2)}^{(\mu,3)} \) and \( H_{(3)}^{(\mu,3)} \) in table I, then the \( \theta \) values in (20), for monoatomic molecules \( (D_m = 3, \gamma = 5/3) \) and diatomic molecules \( (D_m = 5, \gamma = 7/5) \), can be \( \theta = 3c_1^2/11 \) and \( \theta = 5c_1^2/17 \) respectively. However, \( \theta = \theta_0 = c_1^2/3 \) and \( c_1 = 1 \) are required in the term \( Q_{\alpha\alpha\alpha} \), c.f. table I, so that the classical MB moment \( M = 3 \) is matched when \( u_3 = 0 \). This limitation on the \( Q_{\alpha\alpha\alpha} \) term is imposed on all low-order LB models found in table I, where the “entropic” (c.f. appendix), classical and the \( \mu \)-generalized Hermite-based one-dimensional LB models are included. The strategy of having a deviation around \( \theta_0 \), as in [54], at the expense of the accuracy of the MB moment \( M = 3 \), has found no applications among practitioners dealing with weakly compressible flows to the best knowledge of the author.

The results show so far that a fixed value of \( \theta = \theta_0 \) is required to achieve the best possible accuracy to reconstruct the incompressible Navier-Stokes equation from the low-order LB models, i.e. with \( z = 1 \), in the low Mach-number limit when the models are free of correcting counter terms and regardless the \( \mu \) value. However, this can be changed when \( z > 1 \), depending on the LB construction approach. For example, when \( z \geq 3 \) in Eqs. (11) and \( N \geq 4 \) in Eq. (15) with \( \mu \neq 1/2-n, n = 1/2, 1, 2, 3, \ldots \), the \( \sum_{i=0}^{n-1} f_i^c c_i^M \) for \( M = 0, 1, 2 \) and 3 gives \( \rho, j = \rho u, P = \rho \theta(1+2\mu)+\rho u^2 \) and \( Q = \rho \theta u(3+2\mu)+\rho u^3 \) respectively. That is, a new moment system (to be denoted as \( M \)) is obtained with the use of the proposed \( \mu \)-generalized Hermite-based LB construction approach, from which the classical MB moment system is a particular case with \( \mu = 0 \). The area of application of this \( M \) moment system will be determined by what is wanted to be achieved. Anyhow, it is already noticed here that based on an approach to obtain the macroscopic relations (e.g. method of moments) on the LBGK equation, the solution of

\[
\partial_t \phi + \partial_x P + \partial_x \left( -\left( \tau - \frac{1}{2} \right) \left( \partial_x P + \partial_x Q \right) \right) = 0,
\]  

(21)

with constant \( \theta \) yields the one-dimensional Navier-Stokes equation

\[
\partial_t \phi + \partial_x (P + \rho u^2) - \partial_x (2\rho u \partial_x u) = 0,
\]  

(22)

where \( P = \rho c_{\text{sound}}^2 \) and \( \nu = (\tau - 1/2)c_{\text{sound}}^2 \). When the MB moments are used, \( c_{\text{sound}} = \sqrt{\theta} \) is obtained. On the other hand, \( c_{\text{sound}} = \sqrt{(1+2\mu)\theta} \) is obtained when the aforementioned new \( M \) moment system is implemented. Although it is noted that the value of \( \mu = 1/D_m \) can be extracted from \( \gamma \theta = (1+2\mu)\theta \), the existence of a free \( \mu \) parameter can be useful when dealing with (on-Cartesian) lattice sizes. More about these \( M \) moments in section III.
FIG. 3: (Color online) Weights values (i.e. populations $f^e_i$ with $u = 0$ and $\rho = 1$) and the likely shapes of their distributions for the one-dimensional integers lattice set $c = \{-c_z, \cdots, -c_1, 0, c_1, \cdots, c_z\}$. Symbols are found in table II.

| Symbols in Fig. 3 | Model | $\theta$ | $c$ |
|-------------------|-------|----------|-----|
| ○ — (circle-solid) | D1Q3 (with Eq. (18)) $(z=1)$ | $\theta = c_1^2/3$ | $c_1 = 1$ |
| □ · · (squared-dotted) | D1Q5 with $\mu = 0$ $(z=2)$ | $\theta = 0.5$ | $c_1 = 1$ $c_2 = 2$ |
| △ − (triangle up-dashdot) | D1Q5 with $\mu = 0$ $(z=2)$ | $\theta = 0.7$ | $c_1 = 1$ $c_2 = 2$ |
| ▼ — (triangle down-solid) | D1Q5 with $\mu = 0$ $(z=2)$ | Eq. (31) c.f. Eq. 40b | $c_1 = 1$ |
| ▽ — (triangle left-solid) | D1Q7 with $\mu = 0$ $(z=3)$ | Eq. (39) c.f. Eq. 41 | $c_1 = 3$ $c_{2,3} = 2, 3$ |
| × · · (cross-dotted) | D1Q9 with $\mu = 0$ $(z=4)$ | Eq. (42b) | $c_{1,2} = 1, 2$ $c_{3,4} = 3, 5$ |
| ▼ — (triangle right-dashdotted) | D1Q11 with $\mu = 0$ $(z=5)$ | $\theta = 1.0$ | $c_{1,2} = 1, 2$ $c_{3,4,5} = 3, 4, 5$ |
| ▽ — (triangle down-dashdotted) | D1Q11 with $\mu = 0$ $(z=5)$ | Eq. (43) | $c_{1,2} = 1, 2$ $c_{3,4,5} = 3, 4, 5$ |

TABLE II: (Color online) Symbols corresponding to Fig. 3.
III. ON THE HIGH-ORDER LB MODEL

The second issue to treat in this work is whether or not there exist Hermite-based high-order lattice Boltzmann D1Qn\(_q\) models, \(n\_q \geq 5\), so that they are able to fulfill the following three characteristics within a single construction: capable to exactly match the first hydrodynamic \(z\)-moments with free \(\theta\) values 1) on-Cartesian, 2) with thermal weights (based on the final results that are used in the EDF), 3) whilst the hydrodynamic \((z+1)\)-moments are exactly matched with the shortest on-Cartesian lattice sets with some fixed \(\theta\) values. Most of the existing high-order LB models are based the classical MB moment system. Because comparisons are made in this section, the final results are presented here first for the particular case when \(\mu = 0\). The case when \(\mu \neq 0\) is studied subsequently. Although Eq. (15) becomes the same relation as the one in [13] when \(\mu\) is set to zero, the proposed formulation of the weights (11), used directly in the final EDF, are still thermal, unlike those athermal used/obtained in [21] (table 1 therein), [22] (table 1 therein), [56] (table 1 therein), just to mention few examples. Furthermore, the lattice \(c_k\) values in the thermal weights (11) can be integers.

It can be shown that the results of combining the thermal weights (11) and the relation (15) with \(\mu = 0\) leads to that the MB \(M\)-moments can be thermally matched, i.e. with \(\sum f_i^{eq} c_{\alpha,i}^M\), in the D1Q\(_n\_q\) models up to \(M = z\), \(M = 0, 1, 2, \ldots\), and \(n\_q = 3, 5, 7, \ldots\). The MB \((z+1)\)-moment is completely matched solely at a certain fixed reference \(\theta = \theta_0\) value. Alternatively, the MB \((z+1)\)-moment can be thermally matched up to the velocity term \(u^{z-1}\). The rest of the higher order \(Z\)-moments, where \(Z > (z + 1)\), are not completely guaranteed. The implemented Hermite \(N = 3, 4, 5, 6, \ldots\) order in (15) are for the one-dimensional \(n\_q = 5, 7, 9, 11, \ldots\) respectively. The aforementioned fixed values of \(\theta_0\) can be obtained, e.g. for the D1Q3, D1Q5, D1Q7 and D1Q9 models, from the relation

\[
\sum_{k=0}^{z} (-1)^k (n\_q - 2 \cdot k)!! \theta^{z-k} c_k(c^2_1, c^2_2, \ldots, c^2_{z}) = 0, \quad (23)
\]

while for the D1Q11 model, the term \(-540\) is added into the \(\theta^5\) part of the polynomial generated by (23), from which the roots are obtained. Hence, bulky expressions are avoided in the present work. \(c_k(c^2_1, c^2_2, \ldots, c^2_{z})\) is a \(k\)-th-elementary symmetric polynomial. \(k\) are non-negative integer numbers.

Some examples are outlined to corroborate the aforementioned statements. The results for D1Q5 LB model are

\[
\begin{align*}
\sum_{i=0}^{n\_q-1} f_i^{eq} c^0_i &= \rho, \quad (24a) \\
\sum_{i=0}^{n\_q-1} f_i^{eq} c^1_i &= \rho u, \quad (24b) \\
\sum_{i=0}^{n\_q-1} f_i^{eq} c^2_i &= \rho(\theta + u^2), \quad (24c) \\
Q^{eq} &= \sum_{i=0}^{n\_q-1} f_i^{eq} c^3_i = \rho(Q_1 \theta u + Q_3 u^3), \quad (24d) \\
R^{eq} &= \sum_{i=0}^{n\_q-1} f_i^{eq} c^4_i = \rho(R_0 \theta^2 + R_2 \theta u^2 + R_4 u^4), \quad (24e) \\
S^{eq} &= \sum_{i=0}^{n\_q-1} f_i^{eq} c^5_i = \rho(S_1 \theta^2 u + S_3 \theta u^3 + S_5 u^5), \quad (24f)
\end{align*}
\]

where Eqs. (24a)-(24e) represent the density, momentum density, pressure tensor, energy flux and the rate of change of the energy flux respectively. The \(Q_i, R_i\) and \(S_i\) are the MB coefficients. \(Q_1 = 3\) and \(R_0 = 3\) in Eqs. (24d) and
(24e) respectively. Their values for the lattice set D1Q5 model are:

\[
\begin{align*}
Q_3 &= \frac{e_2(c_1^2, c_2^2, -3\theta)}{6\theta^2} - \frac{3}{2}, \\
R_2 &= \frac{e_2(c_1^2, c_2^2, -3\theta)}{2\theta^2} - \frac{3}{2}, \\
S_1 &= \frac{e_2(c_1^2, c_2^2, -3\theta)}{-\theta^2}, \\
S_3 &= -\frac{c_1^2 c_4^2 + 9c_2^2 \theta^2 - 3c_1^4 \theta + c_1^4 c_3^2 - 3c_2^4 \theta - 6c_1^2 c_2^2 + 9c_2^2 \theta^2}{6\theta^3}, \\
R_4 &= 0, \\
S_5 &= 0.
\end{align*}
\]

Complete Galilean invariant is achieved when \(Q_3 = 1\) (c.f. the relation (24d)). Therefore, from Eq. (25) yields

\[
\theta = \theta_0 = \frac{c_1^2 + c_2^2}{10} + \frac{\sqrt{(3c_2^2 - 3c_1^2)^2 - 24c_1^2 c_2^2}}{30},
\]

which is a particular case of Eq. (23) with \(z = 2\). Hence, \(c_1 = 1\) and \(c_2 \neq 2\), otherwise the reference “temperature” \(\theta_0\) (31) is complex-valued with \(c_2 = 2\). With \(c_1 = 1\) and \(c_2 = 3\) in Eq. (31) yields \(\theta_0 = 1 + \sqrt{10}/5\). Although the MB \((z + 1)\)-moment is matched isothermally with \(z = 2\) for the lattice set D1Q5 model, the energy flux is partially fulfilled thermally for low Mach number provided that \(u^3 \approx 0\) can be assumed. The rest of the MB coefficients (26)-(28) can be obtained with \(\theta\) from Eq. (31), \(c_1 = 1\) and \(c_2 = 3\), leading to \(R_2 = 6 = R_2^{MB}\), \(S_1 = 1 = S_1^{MB}\) and \(S_3 = 250(7 + 2\sqrt{2} \cdot 5)/(5 + \sqrt{2} \cdot 5)^3 \approx 6.1257 \neq S_3^{MB} = 10\). Note that \(R_4 \neq R_4^{MB} = 1\) and \(S_5 \neq S_5^{MB} = 1\) regardless the values of \(c_1\) and \(c_2\), i.e. they are unconditioned no matching term to the MB coefficients.

For the D1Q7 model, the results for the \(\sum_{i=0}^{n_i-1} f_i^{eq} c_i^M\) moments \(M = 0, 1, 2\) are the same as the relations (24a)-(24c), while the rest are

\[
\begin{align*}
Q^{eq} &= \sum_{i=0}^{n_i-1} f_i^{eq} c_i^3 = \rho(3\theta u + u^3), \\
R^{eq} &= \sum_{i=0}^{n_i-1} f_i^{eq} c_i^4 = \rho(3\theta^2 + 6\theta u^2 + R_4 u^4), \\
S^{eq} &= \sum_{i=0}^{n_i-1} f_i^{eq} c_i^5 = \rho(15\theta^2 u + S_3 \theta u^3 + S_5 u^5), \\
V^{eq} &= \sum_{i=0}^{n_i-1} f_i^{eq} c_i^6 = \rho(V_6 \theta^3 + V_2 \theta^2 u^2 + V_4 \theta u^4 + V_6 u^6),
\end{align*}
\]

i.e. it is complete Galilean invariant thermally. \(V_0 = 15\) in Eq. (32d). The MB coefficients for the lattice set D1Q7 model are:

\[
\begin{align*}
R_4 &= \frac{\epsilon_3(c_1^2, c_2^2, c_3^2, -3\theta) + 15\theta^2 c_1(c_1^2, c_2^2, c_3^2) - 81\theta^3}{24\theta^3}, \\
S_3 &= \frac{\epsilon_3(c_1^2, c_2^2, c_3^2, -3\theta) + 15\theta^2 c_1(c_1^2, c_2^2, c_3^2) - 45\theta^3}{6\theta^3}, \\
S_5 &= 0, \\
V_2 &= \frac{\epsilon_3(c_1^2, c_2^2, c_3^2, -3\theta) + 15\theta^2 c_1(c_1^2, c_2^2, c_3^2) - 15\theta^3}{2\theta^3}, \\
V_4 &= \frac{1}{24\theta^3}\left( -90c_2^2 \theta^3 - 12c_1^2 \theta c_2^2 c_3^2 - 3c_2^2 c_1^2 \theta - 3c_3^2 c_2^2 \theta - 3c_3^2 c_2^2 \theta + c_1^4 c_2^2 + c_1^2 c_2^4 c_3 + 33c_2^2 \theta^2 c_1^2 + 33c_2^2 \theta c_1^2 c_3^2 + 33c_2^2 \theta c_1^2 c_3^2 + 15\theta^2 c_1^2 - 3c_2^2 \theta c_1^2 - 3c_2^2 \theta c_1^2 + c_1^4 c_2^2 + 45\theta^4 + 15c_1^2 \theta^2 - 90\theta^3 c_2^2 - 90\theta^3 c_1^2 + 15c_2^2 \theta^2 \right), \\
V_6 &= 0.
\end{align*}
\]
The rate of change of the energy flux is completely fulfilled when \( R_4 = 1 \) in Eq. (32b). Hence, a reference value of \( \theta = \theta_0 \) is derived from Eq. (33), which is a particular case of the relation (23) with \( z = 3 \). With \( c_1 = 1, c_2 = 2, c_3 = 3 \) and \( z = 3 \), Eq. (23) becomes

\[
\theta_0 = \frac{1}{150} \frac{(1225 + 735\sqrt{30})^{2/3} - 245 + 70(1225 + 735\sqrt{30})^{1/3}}{(1225 + 735\sqrt{30})^{1/3}}. \tag{39}
\]

Complex values of \( \theta_0 \) appears in the D1Q7 model too, for instance, with \( c_1 = 1, c_2 = 3 \) and \( c_3 \geq 5 \), which can be avoided using combinations such as \( c_1 = 1, c_2 = 2 \) and \( c_3 = 3 \) or 4.

The values of \( \theta_0 \) for some lattice set cases are presented in table III, which are shown in table III, which are presented in table III, [31] for the sake of compassion to [31]. The accuracy of the MB coefficients conditioned to \( \theta = \theta_0 \) is proportional to the accuracy of the \( \theta_0 \) value. The MB coefficients for the lattice set D1Qnq models with \( n_q = 5, 7, 9 \) and 11 are summed up in table IV. From the D1Q5 and D1Q7 results, the \( u^{z+1} \) velocity terms of the MB coefficients belonging to the MB \((z + 3)\) moments, i.e. \( S_3 \) and \( V_4 \) respectively, are closest to their MB values when integers lattice \( c_k \) are used if the \( \theta_0 \) is obtained using a lattice velocity set \( c_k \) which is as short as possible (c.f. \( \theta_0 \) values in table III). For instance, \( S_3 \approx 6.1257, S_3 \approx 5.5732 \) and \( S_3 \approx 5.5332 \) are obtained for the D1Q5 model with \( \theta_0 \) computed with the lattice sets \{0, ±1, ±3\} (c.f. (40b) in table III), \{0, ±1, ±4\} and \{0, ±1, ±5\} respectively. The last two lattice sets give negative weights. \( V_4 \approx 13.7497, V_4 \approx 10.4718 \), \( V_4 \approx 8.8344 \) and \( V_4 \approx -124.9263 \) are obtained for the D1Q7 model with \( \theta_0 \) computed with the lattice sets \{0, ±1, ±3, ±5\} (c.f. (41) in table III), \{0, ±1, ±2, ±(4 − 5)\} and \{0, ±1, ±3, ±4\} respectively. The last two lattice sets give negative weights. The rest of the MB coefficients remain the same as they are presented in table IV when the \( \theta_0 \) values in table III are implemented for these two D1Q5 and D1Q7 models (more about this below).

\[
\theta_0 (\text{ with } c = \{0, ±1, ±2\}) = \text{complex valued}, \tag{40a}
\]

\[
\theta_0 (\text{ with } c = \{0, ±1, ±3\}) = 1 + \frac{\sqrt{10}}{5}. \tag{40b}
\]

\[
\theta_0 (\text{ with } c = \{0, ±1, ±2, ±3\}) = 0.697 953 322 019 683 088 24. \tag{41}
\]

\[
\theta_0 (\text{ with } c = \{0, ±1, ±2, ±3, ±4\}) = \text{complex valued}, \tag{42a}
\]

\[
\theta_0 (\text{ with } c = \{0, ±1, ±2, ±3, ±5\}) = 0.756 080 852 594 268 582 31. \tag{42b}
\]

\[
\theta_0 (\text{ with } c = \{0, ±1, ±2, ±3, ±4, ±5\}) = 2.123 517 542 924 955 553 8. \tag{43}
\]

TABLE III: Reference values of \( \theta = \theta_0 \) for some one-dimensional D1Qnq models and shortest on-Cartesian lattice velocity sets \( c = \{0, ±c_1, \ldots, ±c_z\} \), so the MB \((z + 1)\)-moment is completely fulfilled, c.f. Eq. (23). Eq. (40b): D1Q5; Eq. (41): D1Q7; Eq. (42b): D1Q9; Eq. (43): D1Q11. All populations \( \{ \rho = 1.0 \} \) and weights \( \{ \mu = 0 \} \) are positive with \( \mu = 0 \) and given \( \theta = \theta_0 \) values provided that: D1Q5: \( 0 \leq |u| \leq 1.145 \); D1Q7: \( 0 \leq |u| \leq 0.761 \); D1Q9: \( 0 \leq |u| \leq 0.346 \); D1Q11: \( 0 \leq |u| \leq 1.117 \).

Based on the weights, it is easy to show that the increase of \( z \) to a value larger than one leads to a heavy tail in the distribution. The populations \( f_{ik}^{\infty} \) with \( u = 0 \) and \( \rho = 1 \) for the one-dimensional lattice D1Qnq models with \( n_q = 3−11 \) and integer \( c_k \) values are shown in Fig. 3. For easy visualization, the likely shapes of the distributions are also drawn by means of interpolation among the discrete weight points of the distributions. From a light-tailed distribution when \( z = 1 \), for the D1Q3 model (\( \bigcirc \) (circle-solid)) to heavier tails when \( z \) is progressively increased is illustrated in Fig. 3. In addition, the increase of the “temperature” from \( \theta < \theta_0 \) to \( \theta_0 \) leads to smaller kurtosis as it is seen for the cases D1Q5 (from \( \square \) (squared-dotted), \( \Delta \) (triangle up-dashed) to \( \triangledown \) (triangle down-solid)) and D1Q11 (from \( \bigtriangledown \) (triangle right-dashed) to \( \blacktriangleleft \) (triangle down-dashed)). In these two cases, the peakedness of the distributions are significantly affected. On the other hand, the D1Q7 and D1Q9 lattice models do not show such properties when \( \theta = \theta_0 \), c.f. \( \bigtriangleup \) (triangle left-solid) and \( \times \) (cross-dotted) in Fig. 3. Coincidentally, these two particular D1Q5 and D1Q11 models have the largest \( \theta_0 \) values, as seen from the outlined values of \( \theta_0 \approx 0.33, 1.63, 0.69, 0.75, 2.12 \) for \( n_q = 3, 5, 7, 9, 11 \) respectively. That is, fatter tails are obtained with the increase of the \( \theta \) value, as observed in Fig. 3.
The shape of the distribution is also altered due to the flow velocity. Recall that the populations $f_i^{eq}$ (c.f. Eqs. (11) and (15) with $\mu = 0$) are $\rho$-scaled velocity perturbations on the weights. An example is depicted in Fig. 4 for the lattice set D1Q11. Here, skewness is affected with the increase of the velocity. With $\theta = 1.0$ and maximum (minimum) possible lattice velocity $u = 0.74$ ($u = -0.74$), the distribution is skewed to the left (right). Negative populations are obtained with further increase of the lattice velocity $|u|$. For instance, with populations denoted as \{f_{-5}, f_{-4}, f_{-3}, f_{-2}, f_{-1}, f_{0}, f_{1}, f_{2}, f_{3}, f_{4}, f_{5}\} on the lattice set and with $u = 0.75$ ($u = -0.75$) yields $f_{-3} < 0$ ($f_{3} < 0$); with $u = 1.1$ ($u = -1.1$) yields $f_{-3} < 0$ and $f_{-2} < 0$ ($f_{3} < 0$ and $f_{2} < 0$); with $u = 1.35$ ($u = -1.35$) yields $f_{-3} < 0$, $f_{-2} < 0$ and $f_{0} < 0$ ($f_{3} < 0$, $f_{2} < 0$ and $f_{0} < 0$); and so on. With the reference value of Eq. (43), the MB $(z+1)$-moment is now guaranteed with $z = 5$, leading to a new maximum (minimum) possible lattice velocity of $u = 1.117$ ($u = -1.117$), and the distribution is skewed to the left (right). In this case, negative populations start to show up with $u = 1.12$ ($u = -1.12$) and it yields $f_{-4} < 0$ ($f_{4} < 0$); with $u = 1.5$ ($u = -1.5$) yields $f_{-4} < 0$ and $f_{-3} < 0$ ($f_{4} < 0$ and $f_{3} < 0$); with $u = 2$ ($u = -2$) yields $f_{-4} < 0$, $f_{-3} < 0$ and $f_{0} < 0$ ($f_{4} < 0$, $f_{3} < 0$ and $f_{0} < 0$); and so on. That is, the first negative population is obtained where the tail is longer. Hence, the first source of instability at a fixed $\theta$ value shows up on the part from which the distribution is skewed to. Upon fulfilling some high-order hydrodynamic moments, the presence of “thermal” tails in the distributions allows capturing high velocity particles.

How large the $z$ value must be depends on the needed MB moments to be fulfilled, which in turns is determined by the particular case to simulate. In general, flows with high velocities and temperature values require large $z$ values. The increase of $z$ and the (allowed) temperature values lead to longer and fatter tails, as already mentioned. Normally, the (asymptotic) extremes are adopted as a starting point to study models, from which their behaviors in between these two sides are later considered. Most of the LB works found in the literature are based on the low order construction, i.e. $z = 1$. The other extreme, $z \rightarrow \infty$, is now considered for the present construction. The aim here is not to go deep into theoretical descriptions, which can derail this work from the LB method, but to have, at least, a general idea about some possible/expected properties of the distribution for very large $z$ values. Then, the study can be possible linked to an existing theory, from which further work can be conducted elsewhere. The study of the tail distribution involves the use of the cumulative distribution function (CDF), $F(c_n) = \sum_{c_k=-z}^{c_n} W_{c_k}$, and the complementary cumulative distribution function (CCDF), $\overline{F}(c_n) = 1 - F(c_n)$, where $c_n$ are integers numbers in the range of $[-z, -(z-1), \ldots, -1, 0, 1, \ldots, (z-1), z]$. The CDF can be entirely written in terms of the off-centered lattice cell weights only, e.g. Eq. (11b), i.e.

$$F(c_n) = (-1)^{H_1(c_n)} \sum_{c_k=-z}^{c_n} W_{c_k} + H_1(c_n) \sum_{c_k=c_n}^{c_n+z} W_{c_k} + H_1(c_n),$$

(44)

| MB coeff. | D1Q5 with Eq. (40b) | D1Q7 with Eq. (41) | D1Q9 with Eq. (42b) | D1Q11 with Eq. (43) |
|-----------|----------------------|---------------------|---------------------|---------------------|
| $Q_3$     | 1                    | 1                   | 1                   | 1                   |
| $R_2$     | 6                    | 6                   | 6                   | 6                   |
| $R_4$     | 0                    | 1                   | 1                   | 1                   |
| $S_2$     | 15                   | 15                  | 15                  | 15                  |
| $S_3$     | 6.1257               | 10                  | 10                  | 10                  |
| $S_5$     | 0                    | 0                   | 1                   | 1                   |
| $V_2$     | 45                   | 45                  | 45                  | 45                  |
| $V_4$     | 13.7497              | 15                  | 15                  | 15                  |
| $V_6$     | 0                    | 0                   | 1                   | 1                   |

TABLE IV: (Color online) Values of the MB coefficients for different D1Q$n_{eq}$ LB models. The MB coefficients are seen in Eqs. (24d), (32b)-(324). The presented unconditioned matching terms to the MB coefficients are not underlined or single/double boxed. Unconditioned no matching terms are underlined. Single boxed terms are conditioned to $\theta = \theta_0$. Double boxed terms are conditioned to $\theta = \theta_0$, but still they are no matching terms to the MB coefficients. The chosen $\theta_0$ values are seen in table III.
FIG. 4: (Color online) Populations obtained from Eqs. (11) and (15) with $\mu = 0$, $\rho = 1$, and the likely shapes of their distributions for the D1Q11 model with integers lattice velocity set $c = \{-5, -4, -3, -2, -1, 0, 1, 2, 3, 4, 5\}$. Symbols: △ (triangle-solid): with $\theta = 1.0$ and $u = 0$; ▲ (triangle right-dashed): with $\theta = 1.0$ and $u = 0.74$; ◆ (triangle left-dashed): with $\theta = 1.0$ and $u = -0.74$; □ (squared-solid): with Eq. (43) and $u = 0$; × (cross-dashdot): with Eq. (43) and $u = 1.117$; ◦ (circle-dashdot): with Eq. (43) and $u = -1.117$.

where $H_a(c_n)$ is the Heaviside step function

$$H_a(c_n) = \begin{cases} 0, & c_n < 0, \\ a, & c_n = 0, \\ 1, & c_n > 0, \end{cases}$$

so that $H_a(0) = a$ is also valid and $\text{sgn}(c_n) = 2H_{1/2}(c_n) - 1$.

Some (zoomed) CCDF for D1Qnq models with $n_q = 3, 11, 13, 81, 201$, which correspond to $z = 1, 5, 6, 40, 100$ respectively, are plotted in Fig. 5 for difference $\theta$ values and $\mu = 0$. In general, the decay to zero of the CCDF becomes slower when $z$ is increased, as seen in Fig. 5, i.e. from a rather upright CCDF for D1Q3 (∗ - - (asterisk-dashed)) to a more horizontal CCDF for D1Q201 (× - - (cross-solid)). Distributions with the observed characteristics in Fig. 5 can be long-tailed and subexponentials.

Some basic properties of subexponential distributions (at infinity) are [57]:

$$\lim_{c_n \to \infty} \frac{\mathcal{F}(c_n - y)}{\mathcal{F}(c_n)} = 1, \forall 0 < y < \infty,$$

$$\lim_{c_n \to \infty} e^{ascn} \mathcal{F}(c_n) = \infty, \forall s > 0.$$ (46b)

Rigorous proofs of (46) for more general functions are found in [57] and are not repeated in this work. Here, sketched proofs and examples are outlined instead, as an attempt to present the subject more accessible and intuitive to LB practitioners. The interpretation of the relations (46) are then used as links to show some trends and properties of the distribution (11) throughout examples (for some finite $z$ values).

Recall that the present construction allows integer lattice velocities and thus $y, c_n$ and $z$ are considered integers, i.e. $1 \leq y < c_n \leq z$. The trivial solution $y = 0$ is obviously excluded. When $c_n > 0$ the $H_1(c_n) = 1$ and $\text{sgn}(c_n) = 1$.
and then, the CCDF of distribution becomes

$$F(c_n) = 1 - F(c_n) = \{ \text{with Eq. (44)} \}$$

$$= 1 - \left( - \sum_{c_k = -z}^{-1} W_{c_k} + \sum_{c_k = 1}^{c_0 = z} W_{c_k} + 1 \right)$$

$$= \sum_{c_k = -z}^{-1} W_{c_k} - \sum_{c_k = 1}^{c_0 = z} W_{c_k}$$

$$= \{ \text{with } W_{c_k} = W_{c_k} \}$$

$$= W_z + W_{z-1} + \cdots + W_{c_n + 1}$$

where the result in (47), e.g. the term $I$ which is $\sum_{c_k = c_n + 1} W_{c_k}$, is zero when $c_n = z$ by definition. That is, the number of summands $ns$ in $\sum_{c_k = c_n + 1} W_{c_k}$ is so that $ns + c_n = z$. Similarly, for $F(c_n - y) = \sum_{c_k = c_n + 1 - y} W_{c_k}$ when $c_n > 0$. These weights values in $F(c_n)$, (47), and in $F(c_n - y)$ when $0 < y < c_n > 0$ correspond to those located at the extreme of the tail. These extreme weights get closer to zero when $z$ is increased, as they are presented (in the last column) in table V. Hence, for a very large $c_n \leq z$ the expression (46a) becomes a ratio between zeros. The l'Hôpital’s rule can be applied to evaluate this limit. The weights (11) can be expressed in terms of elementary symmetric polynomials, c.f. Eqs. (14), and the derivatives of such polynomials [58] are out of the scope of this work.

The expression (46a) is a property of slowly varying functions (at infinity). As already noted in this work, the observed trend in Fig. 5 is that the CCDF varies slower to zero when $z$ is increased. For instance, from a fast varying CCDF for D1Q3 (asterisk-dashed), to a slower CCDF for D1Q11 with $\theta = 1.0$ (triangle-dotted),
which is further changed with Eq. (43) (\(\square\ldots\) (squared-dashdot)). The variation is shown in Fig. 5 progressively, for D1Q13 (\(\Diamond\ldots\) (circle-dashed)) with \(\theta = 2.0\), to D1Q81 with \(\theta = 9.0\) (\(\Diamond\ldots\) (diamond-dashed)), to D1Q201 with \(\theta = 12.0\) (\(\triangleright\ldots\) (triangle right-dashdot)), which is further changed with \(\theta = 20.0\) (\(\times\ldots\) (cross-solid)).

Eqs. (46a) can be easily rewritten as \(\lim_{c_n \to \infty} F(s\ c_n)/\overline{F}(c_n) \to 1\) with \(s > 0\). With \(x = e^{c_n}\), Eq. (46b) becomes \(x^s \overline{F}(\ln(x)) \to 0\) when \(x \to \infty\) as a result of \(x = e^{c_n}\) and \(c_n \to \infty\). On the other hand, \(x^s \to \infty\) with \(s > 0\) for similar reasons. The exponential CDF is

\[
F_{\text{exp}}(c_n) = \begin{cases} 
1 - \exp(-sc_n), & c_n \geq 0, \\
0, & c_n < 0.
\end{cases}
\]  

(48)

The exponential CCDF with \(s = 1\) is plotted in Fig. 5 as a solid line-curve. From the positive side of the lattice sets, i.e. \(c_i \geq 0\) in Fig. 5 is observed that the decay of the CCDF for the D1Q81 and D1Q201 models are slower than the corresponding exponential CCDF. Thereby the name of “subexponential”. Similar studies can be done for \(s > 0\), \(s \neq 1\).

Although it can be argued that some (physical) phenomena can be described or detected by models with long-tailed subexponential distributions, which in turn can be linked to extreme value theory [57], further analysis is required. In addition, \(n\)-modal (i.e. with \(n\)-peaks) distributions are also observed in Figs. 3 and 4. Such studies deserve separate works elsewhere.

A feasible high-order LB D1Q5 model with a lattice set \(\{c_0, \pm1, \pm2\} = \{0, \pm1, \pm2\}\) has received a desired attention in the literature [59], [60], [29], [31] because it would be a good model for the Navier-Stokes equation (22) with the shortest on-Cartesian lattice set (Fig. 1d)). However, in previous (isothermal) models, this one-dimensional five velocity model \(\{0, \pm1, \pm2\}\), [59], proves intrinsic unstable [60], due to complex reference “temperature” \(\theta_0\) value [29]. Many causes have been attributed in order to answer the reason of such instabilities. The following statement is found in [31]: “In some of the earlier studies, the pattern of instability of the \(\{0, \pm1, \pm2\}\) lattice, was attributed to the lattice Boltzmann scheme itself [61], or to the advection part of the LB scheme [62], [60], or to the collision of the LB scheme [63], or to insufficient isotropy [64]”. Although the problem is identified in the afore-cited references, different strategies are adopted to tackle the issue, not necessarily following the on-Cartesian approach. In [29] (which follows the on-Cartesian approach), the blame was put on the lattice, e.g. for the \(\{0, \pm1, \pm2\}\) lattice case. It is shown later in this work that the proposed construction in this paper is capable to have real-valued reference “temperature” \(\theta_0\) with the shortest on-Cartesian lattice sets.

Because of the high-order LB construction in [29], [31] is reported to be limited up to DdQ(9)^d (more about this below), no likely trend has been described in the literature about which lattice patterns have problems when \(c_k\) with \(k = 0, 1, 2, \ldots\), i.e. consecutive integers. For the moment \(\sum f_{i}^{q_{c_{0,i}}}\), a likely trend is observed in the present construction in which the D1Qn\(q\) models with \(n_q = 3, 5, 9\) have complex-valued \(\theta_0\) when \(c_k = k\), where \(k = 0, 1, \ldots, z\), while the models with \(n_q = 5 + 2, 9 + 2 = 7, 11\) and \(c_k = k\) have no complex-valued \(\theta_0\). The problem with the former

| Model | \(\theta\) | Fig. 5 | Eq. (11b) |
|-------|---------|-------|---------|
| D1Q3  | \(\theta_0 = 1/3\) | * - - (asterisk-dashed) | \(W_{z=1} = 1/6\) |
| D1Q11 | (z=5)   | \(\triangle\ldots\) (triangle-dotted) | \(W_{z=3} = 1.3 \times 10^{-4}\), \(W_{z=5} = 1.6 \times 10^{-6}\) |
| D1Q11 | Eq. (43) | \(\square\ldots\) (squared-dashdot) | \(W_{z=3} = 8.2 \times 10^{-4}\), \(W_{z=5} = 1.6 \times 10^{-3}\) |
| D1Q13 | (z=6)   | \(\circ\ldots\) (circle-dashed) | \(W_{z=5} = 3.9 \times 10^{-4}\), \(W_{z=6} = 5.7 \times 10^{-5}\) |
| D1Q81 | (z=40)  | \(\Diamond\ldots\) (diamond-dashed) | \(W_{z=30-40} = a \times 10^9\), \(a \sim \text{one digit}, b \sim [-25\ldots-40]\) |
| D1Q201| (z=100) | \(\triangleright\ldots\) (triangle right-dashdot) | \(W_{z=90-100} = a \times 10^9\), \(a \sim \text{one digit}, b \sim [-80\ldots-100]\) |

TABLE V: (Color online) Values of the weights located at the extreme of the tail for D1Qn\(q\) model, where \(n_q = 3, 11, 13, 81, 2001\), c.f. Fig. 5. The symbol \(\sim\) represents “of the order of”.

with the shortest on-Cartesian lattice sets.
models can be avoided, for instance, by using \( c_k = k \) with \( k = 0, 1, \ldots, (z - 1) \), while \( c_k \geq (z + 1) \) when \( k = z \). An example: \( \{c_0, \pm c_1, \pm c_2, \pm c_3, \pm c_4\} = \{0, \pm 1, \pm 2, \pm 3, \pm 5\} \) for the D1Q9. These results have been algebraically tested up to \( n_q = 11 \) in a general form. Cases with \( n_q > 11 \), under the same algebraic conditions, are computational demanding, which are out of the scope of this work.

It should be pointed out that every complex-valued \( \theta_0 \) leads to complex-valued weights and thereby to complex-valued populations, which is nonsense. From probability theory, populations are nonnegative real-valued. Some combinations of non-consecutive \( c_k \), e.g. \( \{0, \pm 1, \pm 3, \pm 5\} \) for the D1Q7 model, can still give a complex valued \( \theta_0 \). Any \( \theta_0 \) value, which lead to negative populations, will contribute to instability, no matter whether they are real valued or not. Therefore, the calculated and presented \( \theta_0 \) values in this work (c.f. tables III and VII ) are confirmed to give positive weights and populations within a given flow velocity range (in lattice units).

All the presented relations in this work have been obtained using the Hermite construction approach. Any belief that the aforementioned results are merely obtained from the so called “entropic” construction \cite{31} is discarded from the current results. For instance, Eq. (31) is found for the same one-dimensional lattice with \( n_q = 5 \) in \cite{65} (c.f. Eqs. (10)-(11) therein). Furthermore, the values from Eqs. (41) and (42) are the same as those obtained in \cite{31} (c.f. relations (9), (C3) and (D3), (D5) therein respectively), although presented in this work with higher accuracy. Finally, the isothermal on-Cartesian lattice weights found in \cite{31} can be also obtained from the Eq. (11) (with \( \mu = 0 \)) together with their respective \( \theta_0 \) in Eq. (23). These similarities on isothermal weights and \( \theta_0 \) values should not come as a surprise, taking into account how the weights and \( \theta_0 \) values can be obtained in the ELB construction to match MB moments (c.f. appendix A in \cite{66}). Similar outputs can be obtained when equivalent moments are forced to be matched.

Having mentioned some similarities between the actual thermal Hermite-based construction and the isothermal “entropic” one (reviewed in \cite{31}), their differences are substantial and cannot be overemphasized. Unlike the Hermite-based construction, the ELB method relies on macroscopic equations and its physical extension beyond these descriptions is based on adding lattice velocities, at the expense of the presence of (high) powered spurious velocity terms, c.f. Eqs. (8), (10) and (D6) in \cite{31} and appendix. There are no spurious velocity terms in the relations obtained from the current construction, c.f. (24) and (32). The one (summarized) in \cite{31} is based on an isothermal construction, i.e. mass and momentum density, and the gained \( \theta \) (through constraints) is used as a manipulation tool. Hence, from the pressure tensor and beyond, the results are isothermal and spurious terms are obtained. Even if the Eq. (66) in appendix is used to construct a high-order ELB model, the procedure is still limited to mass, momentum density and (the trace of) the pressure tensor. Manipulations are then needed to guarantee MB moments beyond those descriptions, say by sacrificing \( \theta \), and spurious terms show up from the energy flux and beyond. The existence of spurious velocity terms limits any approach to \( u < 1 \) so that they can be neglected. Note that in the current construction, the D1Q11 model with fixed \( \theta = \theta_0 \) has maximum possible velocity of \( u = 1.117 \). The approach in \cite{31} is outlined for “all possible discrete velocity sets, in one dimension”, and subsequently presented up to nine-velocity set. One can argue that higher order ELB models can be constructed, but the flow velocity has to be limited due to the existence of spurious velocity terms. Although the relations (11) and (14) have been algebraically obtained up to the lattice D1Q13 model while (15) up to the D1Q11 in a general form, no mathematical restrictions are imposed in this work, no spurious velocity terms arise for the first MB \(( z + 1 )\)-moments and the value of \( z \) can be theoretically larger than that. For instance, some weight values computed for \( n_q > 13 \) are plotted in Fig. 5. There are no rational approximations for the \( u^{z+2} \) velocity term of the MB coefficient belonging to the MB \(( z + 2 )\) moment in the current construction, contrary to what is found in \cite{29} for the lattice set D1Q5 model. In the present work, these MB coefficients related to the \( u^{z+2} \) terms are zero unconditionally, c.f. \( R_4 = 0, S_5 = 0 \) and \( V_6 = 0 \) in table IV for D1Q5, D1Q7 and D1Q9 models respectively.

Note that the use of the weights (11) with (15) and \( \mu = 0 \) leads to thermally matched MB \( z \)-moments exactly, mathematically speaking, with integer lattice velocities \( c_k \) for the D1Q\( n_q \) high-order models, as already mentioned above. Hence, no interpolations or approximations are theoretically needed to coincide with the Cartesian grid nodes, c.f. Fig. 1. The present thermal construction is more general and accurate than the isothermal low Mach number approach (summarized) in \cite{31}.

Similarly, there exist a link between the computed weights from Eq. (11) with \( \mu = 0 \) and those found in the literature by other authors, e.g. in \cite{21}. For instance, the roots of the fifth-order Hermite polynomial \( H_5^{(0)}(x/\sqrt{2}) = 0 \) are \( \pm \sqrt{5} - \sqrt{2} \cdot 5, \pm \sqrt{5} + \sqrt{2} \cdot 5 \). With \( z = 2, c_1 = \sqrt{5} - \sqrt{2} \cdot 5 \) and \( c_2 = \sqrt{5} + \sqrt{2} \cdot 5 \) in Eqs. (31) and (11) lead
to \( \theta_0 = 1 \) and

\[
W_0 = \frac{8}{15},
\]

\[
W_{1,2} = \frac{7 + 2\sqrt{2/5}}{60},
\]

\[
W_{3,4} = \frac{7 - 2\sqrt{2/5}}{60},
\]

respectively. Hence, in this context, the current construction can be reduced to the particular case of athermal weights in [21], where the results in Eqs. (49) are found in table I therein. Note that with \( c_1 = \sqrt{5 - \sqrt{2/5}} \) and \( c_2 = \sqrt{5 + \sqrt{2/5}} \) in Eq. (28) the \( S_3 = 10 = S_{3}^{\text{MB}} \), while the rest of the MB coefficients remain the same as they are presented in table IV for the D1Q5 model. That is, only the MB coefficient related to the \( u^{z+1} \) velocity term belonging to the MB \((z + 3)\) moment is improved when the the aforementioned non-integers lattice \( c_k \) are implemented. This, at the price of using, for example interpolations due to the presence of Cartesian-lattice mismatches, c.f. Fig. 1. Thus the computational cost is increased and the main LB idea is not guaranteed. Hence, the choice of on-Cartesian integer lattice velocity \( c_k \) seems more appealing.

The implementation of the classical Hermite polynomial shows that for certain lattice sets (c.f. results (40a) and (42a) in table III) the hydrodynamic \((z + 1)\)-moments are not matched with the shortest on-Cartesian lattice sets with some fixed real-valued \( \theta \). Hence another construction is needed to accomplish it, whilst preserving the the on-Cartesian and non-fixed \( \theta \) value properties for the other hydrodynamic \( z \)-moments. At the end of section II, the pressure tensor \((P)\) and energy flux \((Q)\), computed from a thermal high-order \( \mu \)-generalized Hermite-based LB construction (for D1Qnq, \( n_q \geq 7 \)), are used to obtain the lattice pressure and kinematic viscosity. The analysis previously done for the MB moments is now equivalently carried out for the new \( M \) moment system. Hence, the advantages of the entire new proposed construction are now outlined in details, in order to answer the question in the second issue at the end of section I.

Similarly to the MB coefficients, the \( M \) coefficients are also denoted here as \( Q_1, R_1, S_1 \) and \( V_1 \), which correspond to each \( u^i \) velocity terms in Eqs. (24d)-(24f) and (32d) respectively. The term \( \theta = RT \), found in the MB moment Eq. (24c) and in the lattice kinematic viscosity, becomes \( RT(1 + 2\mu) \) in the \( M \) moment system (c.f. section II). That is, a sort of a rescaled \( T \) value, seen from an algebraic point of view. The rest of the \( \theta \)-linked coefficients, e.g. \( Q_1, R_0, R_2, R_2, S_1, S_3, V_0, V_2, V_4 \) c.f. Eqs. (24d)-(24f) and (32d), are subjected to equivalent transformations, c.f. table VI. A comparison between tables IV and VI reveals that the \( \theta \)-linked MB coefficients \( a \cdot \theta^n, a \cdot \theta^n, \ldots \) become \( b \cdot \theta^n, a \cdot c \cdot \theta^n, \ldots \) and \( c, d, e \) etc are positive odd integers. The other coefficients, e.g. \( Q_3, R_4, S_5 \) and \( V_6 \), are the same as the MB coefficients.

The obtained new \( M \) moments, whose some coefficients are found in table VI, can be directly generated in a similar way as the MB moments are acquired from Eq. (2). A way can be to use the following relation

\[
\sum_{i=0}^{n_q-1} f_i^{eq}(\theta) = \rho \left( -\frac{u^2}{2f_M\theta} \right) (f_M\theta)^M \frac{\partial M}{\partial u^M} \left( \frac{u^2}{2f_M\theta} \right),
\]

**TABLE VI:** (Color online) Values of the \( M \) coefficients for different D1Qnq LB models. The coefficients are seen in Eqs. (24d), (32b)-(32d). The presented unconditioned matching terms to the coefficients are not underlined or single/double boxed. Unconditioned no matching terms are underlined. Single boxed terms are conditioned to \( \theta = \theta_0 \), where \( \theta_0 = \text{function}(c_i, \mu) \). Double boxed terms are conditioned to \( \theta = \theta_0 \), but still they are no matching terms to the coefficients. \( Q_1 = (3 + 2\mu) \) and \( R_0 = (1 + 2\mu)(3 + 2\mu) \) in Eqs. (24d) and (24e) respectively. \( V_0 = (1 + 2\mu)(3 + 2\mu)(5 + 2\mu) \) in Eq. (32d).

| Coeff. | D1Q5 | D1Q7 | D1Q9 | D1Q11 |
|--------|------|------|------|------|
| \( Q_3 \) | 1 | 1 | 1 | 1 |
| \( R_2 \) | \( 2(3 + 2\mu) \) | \( 2(3 + 2\mu) \) | \( 2(3 + 2\mu) \) | \( 2(3 + 2\mu) \) |
| \( R_4 \) | \( 0 \) | \( 1 \) | \( 1 \) | \( 1 \) |
| \( S_{1} \) | \( (3 + 2\mu)(5 + 2\mu) \) | \( (3 + 2\mu)(5 + 2\mu) \) | \( (3 + 2\mu)(5 + 2\mu) \) | \( (3 + 2\mu)(5 + 2\mu) \) |
| \( S_{3} \) | \( 2(5 + 2\mu) \) | \( 2(5 + 2\mu) \) | \( 2(5 + 2\mu) \) | \( 2(5 + 2\mu) \) |
| \( S_{5} \) | \( 0 \) | \( 0 \) | \( 1 \) | \( 1 \) |
| \( V_{2} \) | \( 3(3 + 2\mu)(5 + 2\mu) \) | \( 3(3 + 2\mu)(5 + 2\mu) \) | \( 3(3 + 2\mu)(5 + 2\mu) \) | \( 3(3 + 2\mu)(5 + 2\mu) \) |
| \( V_{4} \) | \( 0 \) | \( 0 \) | \( 1 \) | \( 1 \) |
| \( V_{6} \) | \( 0 \) | \( 0 \) | \( 1 \) | \( 1 \) |
from which the generated moments (rhs in (50)) are expanded and the containing terms $F_n^\mu$ are subsequently substituted by

$$F_n^{\text{max}} = \prod_{m=0}^{m_{\text{max}}-1} \frac{n - 2m - \text{mod}(n - 2m + 1, 2) + 2\mu}{n - 2m - \text{mod}(n - 2m + 1, 2)}.$$  \hspace{1cm} (51)

The term $\text{mod}(i, j) = k$ represents the modulo operation, where $k$ is the reminder on division $i/j$. Note from Eq. (51) that $F_n^{\text{max}} = 1$ when $\mu = 0$ and then Eq. (50) gives the MB moments (c.f. Eq. (2)).

The equivalent procedure used to determine Eq. (23) is carried out now to obtain $\theta = \theta_0$ from

$$\sum_{k=0}^z (-1)^k 2^{z+i-k}(\mu + \frac{1}{2})_{z+1-k} \theta^{z-k} e_k(e_1, e_2, \ldots, e_z) = 0,$$  \hspace{1cm} (52)

for the D1Q3, D1Q5, D1Q7 and D1Q9 models, while for the D1Q11 model, the term $-36(5 + 2\mu)(3 + 2\mu)$ is added into the $\theta^5$ part of the polynomial generated by (52), from which the roots are obtained. The terms $(\mu + \frac{1}{2})_{z+1-k}$ and $e_k(e_1, e_2, \ldots, e_z)$ are the Pochhammer symbol and the $k$th-elementary symmetric polynomial respectively. When $\mu = 0$, the term $2^{z+i-k}(\mu + \frac{1}{2})_{z+1-k}$ and Eq. (52) become $(n_q - 2 \cdot k)!!$ and Eq. (23) respectively. The final results are presented in table VI and some examples in table VII, which become equal to those in tables IV and III respectively when $\mu = 0$, and has been acquired following the same procedure around the Eqs. (25)-(31). The example values of $\theta_0$ in table VII are presented in that way (around machine precision) so they can be compared to their corresponding $\theta_0$ values in table III. Note that the $\theta_0$ values in table VII are lower than those in table III. The peakedness of the distribution is affected when $\mu = 0$ is increased to some value $\mu \neq 0$, c.f. Fig. 6, where the distribution of the D1Q11 model is depicted with $\theta = 1.0$, $\rho = 1.0$ and $u = 0$, for both $\mu = 0$ and $\mu = 1/10$. Long tailed and subexponentials distributions can also be obtained for high $z$ values when $\mu \neq 0$.

| $\theta_0$ (with $c = \{0, \pm 1, \pm 2\}$ with $\mu = 1/3$) | $15/34 + 3/374 \sqrt{33}$. \hspace{1cm} (53) |
|------------------------------------------------------------------|
| $\theta_0$ (with $c = \{0, \pm 1, \pm 2, \pm 3\}$ and $\mu = 1/5$) | $0.498 011 143 151 771 857 6$. \hspace{1cm} (54) |
| $\theta_0$ (with $c = \{0, \pm 1, \pm 2, \pm 3, \pm 4\}$ and $\mu = 1/5$) | $0.531 822 832 492 398 970 86$. \hspace{1cm} (55) |
| $\theta_0$ (with $c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\}$ and $\mu = 1/10$) | $2.056 245 985 122 330 338 8$. \hspace{1cm} (56) |

TABLE VII: Examples of reference values of $\theta_0 = \text{function}(c_i, \mu)$ for some one-dimensional D1Q$n_q$ models (c.f. Eq. (52)) and shortest on-Cartesian lattice velocity sets $c = \{0, \pm c_1, \ldots, \pm c_z\}$, so the $M(z+1)$-moment is completely fulfilled. Eq. (53): D1Q5; Eq. (54): D1Q7; Eq. (55): D1Q9; Eqs. (56): D1Q11. All populations (15) with $\rho = 1.0$ and weights (11) are positive with given $\mu$ and $\theta = \theta_0$ values provided that: D1Q5: $0 \leq |u| \leq 0.802$; D1Q7: $0 \leq |u| \leq 1.081$; D1Q9: $0 \leq |u| \leq 0.443$; D1Q11: $0 \leq |u| \leq 1.323$.

The results obtained from the shortest lattice (the most desirable lattice due to their “more local” property) are presented in table VII with $\mu \neq 0$. Unlike with the MB moments, the $M$ moment system gives $\theta_0 = \text{function}(c_i, \mu)$, c.f. Eqs. (23) and (52), where the extra $\mu$ parameter can give the theoretical possibility to obtain the shortest lattice with a real-valued $\theta_0$. Hence, the lattice should not longer solely blamed for the existence of complex $\theta_0$ values when $\theta_0 = \text{function}(c_i, \mu)$. For example, with lattice velocity integers $\{0, \pm 1, \pm 2\}$ and $\{0, \pm 1, \pm 2, \pm 3, \pm 4\}$, the complex valued $\theta_0$ in Eqs. (40a) and (42a) become real valued in Eqs. (53) and (55) respectively with $\mu \neq 0$. All this while the previous advantages acquired from the use of the MB moments are kept, i.e. the first $M$-moments are thermally matched with the use of the $\mu$-generalized Hermite-based LB construction on-Cartesian lattice. The $M(z+1)$-moment is isothermally fulfilled with the shortest on-Cartesian lattice set. This is clearly an advantage of the new proposed LB construction, compared to the previous Hermite and ELB models.

It has already mentioned in this work that the theoretical valid range of example of $\theta$ values, useful in the first hydrodynamic $z$-moments, can be obtained from Eqs. (14) so that the thermal weights (in the EDF) are non-negative.
However, only the valid range of $\rho$ for the low-order D1Q3 model is given so far (c.f. section II). LB equations are discrete formulations, and thus the possible values of $\theta$ can be segmented. Only the largest ranges for each case are presented. The largest valid ranges of $\rho$ for the D1Q5, D1Q7, D1Q9 and D1Q11 lattice models are given in table VIII. It should be noted that the reference $\theta_0$ values in tables III and VII are within the theoretical valid ranges of $\theta$ given in table VIII. Based on tables III and VIII, it is interesting to note that for $\mu = 0$, the $\theta_0$ value of the D1Q(5+n) lattice can become one of a extreme $\theta_{\text{min/max}}$ value for the next D1Q(5+n+2) lattice model, where $n = 0, 2$ and 4, c.f. Eqs. $\theta_0 = 1/3$ (in section II), (40b), (41), (42b) and (57a), (59b), (61a), (63a) respectively. Similar findings can be observed for some $\mu \neq 0$ cases, c.f. Eqs. (54) and (62a).

Eq. (22) is presented for $\theta = \text{constant}$, but the fixed $\theta$ value is not specified. It can be argued that $\theta_1 = (1 + 2\mu)\theta_2$ algebraically, for non trivial values. Although there exist many $\theta_1$, $\mu$ and $\theta_2$ values, some few concrete examples are now outlined. For the D1Q7 case: With $\theta_1 = 0.6972156004124806075$, which is within the extremes (59) in table VIII, and $\mu = 1/5$, leads to a $\theta_2$ equal to the reference value (54) in table VII. For the D1Q9 case: With $\theta_1 = 0.7445519654893585592$, which is within the extremes (61) in table VIII, and $\mu = 1/5$, leads to a $\theta_2$ equal to the reference value (55) in table VII. For the D1Q11 case: $\theta_1 = 1.8$, which is within the extremes (63) in table VIII, and $\mu = 1/10$, leads to $\theta_2 = 1.5$, which is within the extremes (64) in table VIII. Hence, exactly same results can be theoretically obtained from the Eq. (22), for both MB and $M$ moment systems. The D1Q5 case can be excluded because it only matches the fourth ($M = 3$) hydrodynamic moment (i.e. complete Galilean invariant) at $\theta = \theta_0$. However, with a chosen appropriate flow velocity so that $u^3 \approx 0$ it is observed that with $\theta_1 = 25/34 + 5\sqrt{33}/374$, which is within the extremes (57) in table VIII, and $\mu = 1/3$, leads to a $\theta_2$ equal to the reference value (53) in table VII. This $\theta_2 = \theta_0$ value is needed to match the fourth hydrodynamic $M$ moment, with the shortest on-Cartesian lattice set.

Although this work is predominantly theoretical a numerical test is presented, to demonstrate the feasibility of the proposed $\mu$-generalized Hermite high-order LB construction for both $\mu = 0$ and $\mu \neq 0$. Two D1Q9 cases are chosen: a) with lattice set $\{0, \pm 1, \pm 2, \pm 3, \pm 5\}$, $\mu = 0$, reference value $\theta_0$ found in (42b), table III; b) with shortest lattice set $\{0, \pm 1, \pm 2, \pm 3, \pm 4\}$, $\mu = 1/5$ and reference value $\theta_0$ found in (55), table VII. With kinematic viscosity $\nu = (\tau - 1/2)(1 + 2\mu)\theta_0 = 1/30$ and their corresponding values of $\mu$ and $\theta_0$, the $\tau$ values needed in the LBGK formulation for each case are obtained. A one-dimensional shock tube is simulated with an initial density ratio of 1:2 so that $\rho = 1.0$ for $x \leq L/2$, $L$ being the length of the domain, and $\rho = 0.5$ otherwise. The results are depicted at the
\[
\begin{align*}
\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 3\} \text{ and } \mu = 0) &= \frac{1}{3}, \\
\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 3\} \text{ and } \mu = 0) &= 3. \\
\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2\} \text{ and } \mu = 1/3) &= \frac{3}{11}, \\
\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2\} \text{ and } \mu = 1/3) &= \frac{12}{11}. \\
\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 0) &= 1 - \frac{\sqrt{10}}{5}, \\
\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 0) &= 1 + \frac{\sqrt{10}}{5}. \\
\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 1/5) &= \frac{25}{27} - 5\frac{\sqrt{3094}}{459}, \\
\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 1/5) &= 1.4012838319803405639.
\end{align*}
\]

| \(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4\} \text{ and } \mu = 0)\) | \(= 0.69795332201968308824\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4\} \text{ and } \mu = 0)\) | \(= 2.8813110617160394282\) |
| \(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4\} \text{ and } \mu = 1/5)\) | \(= 0.4980111431517718576\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4\} \text{ and } \mu = 1/5)\) | \(= 1.8296369738811011412\) |
| \(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \text{ and } \mu = 0)\) | \(= 0.75608085259426858231\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \text{ and } \mu = 0)\) | \(= 2.1753823865730406947\) |
| \(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \text{ and } \mu = 1/10)\) | \(= 0.963908781629469643\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \text{ and } \mu = 1/10)\) | \(= 2.141493081363463722\) |

| \(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \text{ and } \mu = 0)\) | \(= \frac{1}{3}\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \text{ and } \mu = 0)\) | \(= 3\) |

\(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2\} \text{ and } \mu = 1/3)\) | \(= \frac{3}{11}\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2\} \text{ and } \mu = 1/3)\) | \(= \frac{12}{11}\) |

| \(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 0)\) | \(= 1 - \frac{\sqrt{10}}{5}\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 0)\) | \(= 1 + \frac{\sqrt{10}}{5}\) |

\(\theta_{\text{min}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 1/5)\) | \(= \frac{25}{27} - 5\frac{\sqrt{3094}}{459}\) |
| \(\theta_{\text{max}}(\text{with } c = \{0, \pm 1, \pm 2, \pm 3\} \text{ and } \mu = 1/5)\) | \(= 1.4012838319803405639\) |

**TABLE VIII:** Theoretical largest valid range of examples of \(\theta\) for the D1Q5 (Eqs. \((57)-(58))\), D1Q7 (Eqs. \((59)-(60))\), D1Q9 (Eqs. \((61)-(62))\) and D1Q11 (Eqs. \((63)-(64))\) lattice models so that the weights are positive, c.f. Eqs. \((14))\). The extremes should be excluded, i.e. \(\theta = \theta_{\text{min}}\). \(\text{θ}_{\text{max}}\).
FIG. 7: (Color online) Simulation of the one-dimensional shock tube problem by the $\mu$-generalized Hermite high-order LB construction for two D1Q9 cases with kinematic viscosity $\nu = 1/30$: a) $\mu = 0$, lattice set $\{0, \pm 1, \pm 2, \pm 3, \pm 5\}$ and $\theta_0$ found in (42b), table III; b) $\mu = 1/5$, shortest on-Cartesian lattice set $\{0, \pm 1, \pm 2, \pm 3, \pm 4\}$ and real-valued $\theta_0$ found in (55), table VII. Length of the domain $8 \times 10^6$, time step $3 \times 10^6$, $p = 3$.

| High-order LB constructions | i) on-Cartesian lattice | ii) Thermal moments | iii) Thermal weights | iv) Spurious velocity terms | v) Shortest lattice sets |
|-----------------------------|------------------------|---------------------|-----------------------|--------------------------|-------------------------|
| ELB construction, c.f. [31], Refs. therein and appendix. | Yes | No | No | Yes | No |
| Previous Hermite construction, c.f. [27] and references therein. | Yes | Yes | No | No | No |
| Proposed Hermite construction with $\mu = 0$ | Yes | Yes | Yes | No | No |
| Proposed Hermite construction with $\mu \neq 0$ | Yes | Yes | Yes | No | Yes |

TABLE IX: Comparison among non-mixed high-order LB constructions (theoretically free of finite difference scheme) based on whether or not they can have: i) lattice velocities on-Cartesian, ii) their first hydrodynamic $z$-moments thermally fulfilled exactly, iii) thermal weights (based on the final results that are used in the EDF), iv) spurious velocity terms in their first hydrodynamic $z$-moments, v) a stable (one-dimensional) model with the shortest on-Cartesian lattice sets (e.g. $c_i$ = consecutive integers, Fig. 1) capable to exactly match the hydrodynamic $(z+1)$-moments with some fixed real-valued $\theta$. Positive properties are underlined.

Summarizing, a comparison is made in table IX among some high-order LB models. The positive properties are underlined. Obviously, the new proposed LB construction with $\mu \neq 0$ has the most (theoretical) advantages. It is noticed that the insertion of new advantageous properties are obtained whilst previous advantageous properties are kept.

IV. CONCLUSION

The $\mu$-generalized Hermite polynomials is proposed into the lattice Boltzmann (LB) approach, where $\mu \neq 1/2 - n$, $n = 1/2, 1, 2, 3, \ldots$. In the process, a new moment system (denoted as $\mathcal{M}$) is proposed (c.f. Eqs. 50 and 51). The $\mathcal{M}$ moment system reduces to the Maxwell-Boltzmann (MB) moments when $\mu = 0$. A new equilibrium distribution function (EDF) based on the $\mu$-generalized Hermite polynomials is also introduced (c.f. Eq. (15)). The new proposed
higher-order lattice LB construction is constrained into the main LB idea (c.f. [7], [16], [70], [17]). The new formulation is on-Cartesian lattice sets, in order to avoid the (theoretical) need of interpolations, approximations or finite difference schemes. A single formulation for one-dimensional thermal weights (based on the final results that are used in the EDF) is introduced in this work for an unlimited \( n_q \) on-Cartesian lattice grid points, where \( n_q = 2q + 1 \) and \( q = 1, 2, 3, \ldots \) (c.f. Eqs. (11) and Fig. 1). This is in clear contrast to previous athermal weights (c.f. [21] (tables 1,2,3 therein), [22] (table 1 therein), [56] (table 1 therein)). Two- and three-dimensional thermal weights can be obtained by mean of algebraic products of the one-dimensional thermal weights. The thermal term means in this work that the “temperature” \( \theta \) does not have to be a fixed value, unlike in the isothermal case. A fixed “temperature” \( \theta = \theta_0 \) value is denoted as reference value. The EDF (c.f. Eq. (16)) is of the form \( f^{\text{ref}}_i = \rho W_i (1 + C) \), where \( C \) is zero when the flow velocity \( (u) \) is zero, and the importance of the weights values \( W_i \) is noticed. The flow velocity can be zero at the boundaries/walls, e.g. for a laminar channel flow. The possibility of having a high-order thermal LB model on-Cartesian lattice with thermal weights \( (W_i) \), free of interpolations and finite different schemes, can be useful when dealing with boundaries, in particular for prospective models treating “heated” walls. The first hydrodynamic \( z \)-moments, where \( \sum f_i c_i^M, M = 0, 1, 2, \ldots, z \), are exactly matched thermally when the aforementioned introduced formulation of the thermal weights within the proposed EDF is implemented.

Another important issue to deal with is to obtain a high-order LB construction so that it is as local as possible, and thus efficient (parallel) computations can be carried out. In previous higher-order LB models, some one-dimensional lattice sets, e.g. \( n_q = 5 \), prove intrinsic unstable when the shortest on-Cartesian lattice sets are used (c.f. [59], [60], [29], [31]). In the proposed high-order LB construction with \( \mu = 0 \), some complex-valued \( \theta \) are also obtained in those cases (c.f. table III), as in [31]. However, since \( \theta = \text{function}(\mu, c_i) \) is obtained in the full scale proposed LB construction, this is changed when \( \mu \neq 0 \) (c.f. table VII and Fig. 7). The new high-order LB formulation proposes a general construction to obtain real-valued \( \theta \) using the shortest on-Cartesian lattice sets in one-dimension. Therefore, the highest hydrodynamic moments that can be exactly matched using the shortest on-Cartesian lattice sets in one-dimensional LB construction, the hydrodynamic \( (z+1) \)-moments, which are fulfilled isothermally (i.e. with \( \theta = \theta_0 \)). Also, because of the thermal and accurate nature of the obtained relations, the presented approach is better than the one summarized in [31], where a \( z \)-limited isothermal less accurate (with spurious velocity terms) construction is reported (c.f. a comparison in table IX).

A single relation (c.f. Eqs. (14)), from which valid ranges of \( \theta \) values can be extracted (c.f. table VIII for some ranges) so that the thermal weights are non-negative, is introduced. The reference \( \theta_0 \) values, needed to exactly match the hydrodynamic \( (z+1) \)-moments in the proposed LB construction (for both \( \mu = 0 \) and \( \mu \neq 0 \)), of some one-dimensional on-Cartesian lattice sets are provided (c.f. tables III and VII). These \( \theta_0 \) values can be obtained from a single relation (c.f. Eq. (52)) for the D1Qn\( q \) models with \( n_q = 3 - 11 \), which is also introduced in this work. Valid ranges of flow velocities \( (u) \) in lattice units for the D1Qn\( q \) models with \( n_q = 5 - 11 \) with some fixed \( \theta \) values, so that the populations are non-negative, are also presented (c.f. captions in tables III, VII and Fig. 4). It should be pointed out that proposed formulations for the thermal weights and the EFD (c.f. Eqs. (11) and (15)) are presented in a general form, where the on-Cartesian case is a particular one. A trade-off between the use of on- and off-Cartesian lattice sets when it comes to matching hydrodynamic coefficients is described by an example. The influence of the temperature, \( z \) value and flow velocity on the likely shapes of the distributions are also discussed. For high-order LB with very high \( z \) values, the distributions can be long-tailed and subexponentials (c.f. Fig. 5). Hence, the high-order LB construction is put on a firm theoretical ground (c.f. [57]), from which further theoretical studies can be carried out.

The asked question in the abstract, introduction and section III is answered: Yes, it is (theoretically) possible to obtain a high-order Hermite-based LB model able to fulfill the following three characteristics within a single construction: capable to exactly match the first hydrodynamic \( z \)-moments thermally 1) on-Cartesian, 2) with thermal weights (based on the final results that are used in the EDF), 3) whilst the hydrodynamic \( (z+1) \)-moments are exactly matched isothermally using the shortest on-Cartesian lattice sets.
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Appendix

For completeness, self-consistent, some of the main ideas behind construction of the ELB construction are summarized in this appendix. The derivation starts with a discrete $H$-function (Boltzmann ansatz) $H = -S = \sum_{i=0}^{\alpha-1} f_i \log(f_i/W_i)$, where $S$ is a concave function, which represents the entropy and $H$ is a convex function so that $H = -S$ [71], [43], [72]. The EDF is obtained by minimizing the $H$ function upon the constraints (2) up to $M = M_{\text{max}}$, where $M_{\text{max}} = 1$ or to $M_{\text{max}} = 2$, depending on the model, i.e.

$$\frac{\partial H}{\partial f_i} + \sum_{M=0}^{M_{\text{max}}} \chi^*_i(M,\alpha) \frac{\partial (\Phi(M) - \sum f_i e_i^{M,\alpha})}{\partial f_i} = 0,$$

(65)

where $\Phi(M)$ represents the r.h.s. of Eq. (2) at $M$-moment, such that $\Phi(0) = \rho$, $\Phi(1) = \rho u_\alpha = j_\alpha$ and $\Phi(2) = \rho p^{\alpha\alpha} = \rho (c_{\text{sound}}^2 + u_\alpha^2)$. The lattice speed of sound can be $c_{\text{sound}} = \sqrt{\theta}$. $\chi^*_i(M,\alpha)$ are the $M$-Lagrange multipliers for the each of the $M = 0, 1, 2$ MB-moments respectively. $\chi^*_i(0,\alpha)$ is $\chi^*_i(0)$ since the density is a scalar quantity. Because of constants are immaterial [73] [74] and with $\chi^*_i(M,\alpha) = \epsilon(\chi^*_i(M,\alpha))$, the solution for $f_i$, which becomes the $f_i^{eq}$, yields a thermal product form

$$f_i^{eq} = \prod_{\alpha=x,y,z}^d \left( W_{c_{\alpha,i}} \left( \prod_{M=0}^{M_{\text{max}}} \chi^*_i(M,\alpha) \right) \right),$$

(66)

where $d$ stands for the dimension of the problem. The Lagrange multipliers are found upon substituting (66) into the constraints (2) up to $M = M_{\text{max}}$. The result for DdQ3d can be formulated in the following form

$$f_i^{eq} = \rho \prod_{\alpha=x,y,z}^d W_{c_{\alpha,i}} \left( \frac{P^{\alpha\alpha} - c_1^2}{\theta - c_1^2} \right) \left( \frac{\sqrt{\rho^2 P^{\alpha\alpha} - J_\alpha^2 c_1^2}}{\rho^2 P^{\alpha\alpha} - J_\alpha c_1} \right)^{c_{\alpha,i}/c_1} \times \left( \frac{\theta - c_1^2}{\rho^2 P^{\alpha\alpha} - J_\alpha^2 c_1^2} \right)^{c_{\alpha,i}/c_1^2},$$

(67)

where the underlined term appears when $M_{\text{max}} = 2$. Note that the insertion of $\theta = \theta_0 = c_1^2/3$, $c_1 = 1$ and $j_\alpha = \rho u_\alpha$ into the one-dimensional weights (17) with $\mu = 0$ and also into Eq. (67) reveals the reduced formulation (3) in [75]. It is interesting to note that no product form is mentioned in [75]. In addition, the product form in [31] is only up to $M_{\text{max}} = 1$ in Eq. (66), while no (thermal) product form is implemented in [76] (c.f. Eq. (25) therein).

When $M_{\text{max}} = 1$ in (66), the result becomes similar as in (67) but without the underlined term and fixed $\theta = c_1^2/3$, $c_1 = 1$, meaning that only the lattice and the momentum density are fulfilled. Therefore, there exist spurious velocity terms in the (trace of the) pressure tensor $P^{\alpha\alpha}$ for the ELB method with $M_{\text{max}} = 1$, as seen table I for $M = 2$, denoted by $E_{(1)}$. This lack of accuracy is solved by using $M_{\text{max}} = 2$ in (66) leading to (67), c.f. $E_{(2)}$ in table I for $M = 2$. However, because of the ELB method is based on macroscopic descriptions, the value of $M_{\text{max}}$ is limited, e.g. up to 2, and thus the increase of the lattice set $z > 1$ cannot be equated with a similar increase in $M_{\text{max}}$. This leads to spurious velocity terms in high-order ELB models, similar to those found in $E_{(1)}$ but for higher order (MB) moments. This, even after using $\theta$ as a helping parameter in an effort to match (MB) moments. The exactness is lost with the presence of spurious terms and thus the main LB idea is not fulfilled for high-order ELB models.
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