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Abstract: The role of the Manning roughness coefficient in modifying a tsunami time series of flow depth inundation was studied in Iquique, Chile, using a single synthetic earthquake scenario. A high-resolution digital surface model was used as a reference configuration, and several bare land models using constant roughness were tested with different grid resolutions. As previously reported, increasing the Manning \(n\) value beyond the standard values is essential to reproduce mean statistics such as the inundated area extent and maximum flow depth. The arrival time showed to be less sensitive to changes in the Manning \(n\) value, at least in terms of the magnitude of the error. However, increasing the Manning \(n\) value too much leads to a critical change in the characteristics of the flow, which departs from its bore-like structure to a more gradual and persistent inundation. It was found that it is possible to find a Manning \(n\) value that resembles most features of the reference flow using less resolution in the numerical grids. This allows us to speed up inundation tsunami modeling, which could be useful when multiple inundation simulations are required.
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1. Introduction

Tsunamis have the potential to cause widespread damage and loss of life over large swaths of coastal areas. As a first step to mitigate their effects, an accurate and detailed assessment of the hazard is essential. Typically, this is carried out through forecasting the Tsunami Intensity Metrics (TIMs) relevant to the problem of interest by using numerical modeling of the tsunami, subject to initial and boundary conditions. While it is typically assumed that the initial condition, that is, the tsunami source, is the dominant parameter that allows for distinguishing between the hazard posed by different events, e.g., [1], the boundary conditions play a significant role in controlling the magnitude of the flow if the initial condition remains constant. Chief among these are the topography and bathymetry over which the flow is expected to occur, which control the flow to first order based on their gradients and absolute size, which induce normal stresses on the flow. However, the characteristics of the terrain also affect the flow by inducing dissipation directly through bottom friction as shear stress. Whereas the inclusion of the former is relatively straightforward, the inclusion of the latter requires a model for the stresses. The inclusion of this effect is achieved by one of the few free parameters in the numerical modeling of tsunamis.

Whereas much effort has been carried out to reduce the uncertainty in the initial and boundary conditions—see, for recent reviews [2,3]—the study of the dissipation model has been analyzed only occasionally. Moreover, most of the analysis has focused on the effect of the dissipation term in tsunami inundation metrics such as the extent of the inundated area, and extreme statistics for flow depth. Other quantities, such as the arrival time and/or the shape of the time series of inundation, have not been analyzed. These can be relevant for evacuation studies, or the assessment of the flow characteristics for infrastructure design.
This work aims to complement this existing understanding by analyzing the effect of varying the single free parameter pertaining the dissipation in the modeling of tsunamis using the non-linear shallow water equations, with a special focus on its effect on the arrival time. To this end, in the following section, an overview of the approaches used to date is provided. Next, Section 3 introduces the methodology used, followed by its results in Section 4. A discussion of the implications is provided in Section 5, followed by the conclusions.

2. Background

The mathematical modeling of tsunamis can be carried out in various ways, but the most frequent of these are based on the non-linear shallow water equations, e.g., [4,5]:

\[
\frac{\partial \eta}{\partial t} + \sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left( u_i (B + \eta) \right) = 0, \tag{1a}
\]

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = - \frac{\partial g \eta}{\partial x_i} + S, \tag{1b}
\]

where \( g \) is the acceleration due to gravity, \( \eta \) is the free surface disturbance above the mean surface \((z = 0)\), \( u_i, i = 1, 2 \) are the horizontal components of the vertically averaged velocity field \( \vec{u} \), \( B \) is the local depth (i.e., the bathymetry), and \( S \) represents source and sink terms. In these equations, spatial derivatives consider only horizontal terms, and \( z \) points upwards.

Here, the inclusion of dissipation through friction in \( S \) can be performed by modeling the bottom shear stress per unit of mass \( \tau_b/\rho \) in terms of an appropriate formulation. The most frequent choice is to adopt Manning’s model:

\[
\frac{\partial}{\partial z} \left( \frac{\tau_i}{\rho} \right) = g n^2 u_i u R_h^{4/3}, \tag{2}
\]

which was proposed for steady, uniform flow conditions in open channels [5,6]. Here, \( u \) is the magnitude of the velocity (the flow speed), and \( R_h \) is the hydraulic radius. For a section of infinite width, \( R_h \approx B \). The nonlinear dependency on depth means that the effect of this term becomes negligible for depths larger than \( B > 50 \text{ m} \) [7], but it can become a dominant term in very shallow water; for instance, during the inundation phase of the tsunami. The remainder parameter, \( n \), is known as the Manning value, which is an empirical parameter that is the inverse of the \( n_k \) proposed by Kutter, who, in turn, had proposed it to simplify the estimation of friction when compared with Chezy’s formula, which required two parameters. Due to the nature of Equation (2), \( n \) is a dimensional number, with units \([TL^{-1/3}]\). Alternatively, the Manning value can be referred to as \( M = n^{-1} [L^{1/3}T^{-1}] \) [8,9], but it leads to the same problem as Kutter’s value, where greater friction is associated with a smaller \( M \) value, making it counter-intuitive. It is noted that, in Equation (2), \( n \) is a free parameter.

Whereas the development and subsequent use of the Manning equation for open channel flows (both natural and artificial) have benefited from extensive calibration leading to well-established \( n \) values and procedures for its estimation, the calibration for tsunami modeling has been rather limited. Bricker et al. [6] noted that most of it stems from a single work, that of Kotani et al. [10], which is available only in Japanese. In most situations, modelers use standard values for \( n \), which appear to have been passed along as tradition rather than anything. The most common is \( n = 0.025 \text{ sm}^{-1/3} \), which Kotani et al. [10] indicate as appropriate for riverine and coastal areas, whereas Kaiser et al. [8] and Gayer et al. [11] support its use because it is associated with soils covered by coarse sand, and assign it to streets, beaches, and bare soil. In contrast, Muhari et al. [12] indicate that it was originally derived for natural channels in good condition. It is noted that the use of Manning’s equation in open channel cases assumes the flow to be hydraulically rough, as is the case for tsunamis at peak inundation flow depths and speeds.
However, there are sources of roughness that can be relevant for tsunami flows also, such as trees, buildings, and infrastructure, whose inclusion might vary depending on the discretization of the domain. The large spatial extent of inundation zones imposes the a priori definition of a modeling strategy for friction. Ideally, if computational resources were abundant, the model could consider a resolution large enough to model structures and buildings as being resolved by the grid; hence, the flow would accommodate around it. Buildings are assumed to be able to withstand the forces from the tsunami; therefore, they remain as fixed features throughout the simulation. Moreover, they are treated as impermeable, thereby effectively altering flow patterns and inducing energy losses through this. Kaiser et al. [8] term this approach as buildings as elevation data, and others call it topography model [12,13]. It is noted that this can be a misnomer, as, in reality, what is being used as the input is a Digital Terrain Model (DTM) over which the building elevation is overlaid, leading to a Digital Surface Model (DSM) [14], which is the preferred term to be used here.

However, computational resources are often limited, leading to a reduced spatial resolution. Hence, features such as buildings, roads, forests, and other features can become smaller than the grid size. These could lead to an apparent increase in sub-grid roughness than needs to be accounted for by using an Equivalent Roughness Model (ERM) [12], where these features are modeled by larger Manning $n$ values, using, as a reference, a DTM for the topography. These $n$ values can be determined using expert judgment [11], or by adopting a model originally devised for the inclusion of vegetation in riverine flows [15] to include land use and building conditions [8,12,16,17]. The model reads, e.g., Koshimura et al. [17]

$$n = \sqrt{n_0^2 + \frac{C_D}{2g l} \frac{\theta}{1 - \theta} (B + \eta)^{4/3}},$$

(3)

where $n_0$ is a reference Manning value, $C_D$ is a drag coefficient, $l$ is a horizontal scale of the section under study, and $\theta$ represents the fraction of land used by vegetation (or buildings).

Thus, this model modifies the reference Manning value to account for the drag of existing elements within the grid cell. Implementing this formulation requires, aside from the standard problem of prescribing the reference value $n_0$, a highly detailed assessment of the area covered by infrastructure and an estimation of its drag properties, which has seldom been available. Other names for this approach are buildings as roughness [8], or the equivalent-$n$ model [13].

If the numerical model allows it, these values can be passed on as spatial maps of the Manning $n$ value, varying from cell to cell (Variable Roughness Model, VRM), but models typically only allow for a single value of $n$ for the entire domain. Muhari et al. [12] define this type of configuration as Constant Roughness Models (CRM). This terminology is retained here.

Therefore, considering the combination of how the Manning $n$ value is estimated and how it is included in the model, it is possible to use DSM, CRM-ERM, VRM-ERM, and expert judgment CRM or VRM implementations. The comparison between these approaches has been studied in recent years, noting that there is a close relationship between the grid size and the value of the Manning $n$ value. The use of high-resolution topography and bathymetry also leads, at least in principle, to a more accurate modeling [11,18,19]. The overall conclusion is that inundation TIMs, such as runup, inundation extent, and maximum flow depths, are influenced by the choice of the Manning $n$ value [6,8,12,14,16,20]. The standard values of $n$ used in CRM modeling lead to an overestimation of the inundation extent and flow depths, and also of momentum fluxes. These TIMs are essential for most hazard assessments. On the other hand, Gayer et al. [11] found no significant differences between the CRM-ERM and VRM-ERM regarding flow depths.

These studies appear to suggest that the use of the Manning $n$ value based on riverine or open channel flow dissipation rates is not consistent with the type of sub-grid roughness and dissipation that is induced by the built environment. Higher values for the Manning $n$
value are thus needed to simulate this enhanced roughness. It can be argued, then, that a balance can be found, where models using lower grid resolutions can yield similar results to those at a higher resolution, provided that a suitable Manning $n$ value is used. In this sense, the Manning $n$ value could become an efficiency term, or calibration parameter, rather than an actual physical quantity. It is noted that this notion is the reason for why the parameter is termed herein the Manning $n$ value, instead of Manning friction or the roughness coefficient, e.g., [6,14], which points to a more physical explanation. Regardless, a potential benefit of finding such a balance is that faster computational times could be achieved, which could be beneficial if a large number of simulations is required. Muhari et al. [12] tested these ideas and were able to find a balance, especially on gradually varying topography, when the target TIM was the flow depth. However, the problem lies in the flow velocity. The use of actual data for the built environment forces a geometrical alteration of the possible pathways that the flow can encounter, which leads to flow focusing on streets, for instance. The analysis of flow velocities, and, consequently, of momentum fluxes, has shown that there is no substitute for the DSM if these are the TIMs of interest [8,9,12], unless a modification is introduced to the overall model, such as the porous body model [13].

Most of these analyses are carried out by assessing time-integrated TIMs, such as their extrema, where the effect of time is disregarded. Yamashita et al. [13] found that the use of the different models retains the temporal structure of the flow depth $d(t)$, but with significant differences in the velocity $u(t)$. However, the error in arrival time did not exceed 50 s, when the first arrival occurred around 2400 s; that is, 2%.

Tsunami arrival times and the temporal structure of the flow can be relevant for other types of studies. Evacuation studies, for instance, especially those that involve agent-based modeling, e.g., [21–25], use tsunami modeling results as an input to assess evacuation success rates. However, rather than standard TIMs, such as the flow depth time series $d(x,t)$, the relevant parameter is whether $d(x,t) > d_{th}$. When the flow depth exceeds a given threshold $d_{th}$ for the first time, it indicates that a nearby agent would be reached by the tsunami and, therefore, it is considered a casualty. This is a relevant aspect because it can be argued that it is not required to match flow features such as its maximum, just its temporal occurrence. On the other hand, it is essential to have a proper assessment of the inundation extent, so as to evaluate where safe zones are located. These two goals appear as contradictory to the modeler. For the former, modeling runs with coarse grids could suffice, but, for the latter, a high resolution and precise values of the Manning $n$ value would be required instead. This has prompted most of these evacuation studies to use a single, computationally intensive, tsunami model at a high resolution [23]. The downside of this approach is that it limits the assessment of evacuation strategies for multiple scenarios and/or conditions.

This work stems from this apparent conundrum: whether simpler scenarios can reproduce the flow characteristics relevant for evacuation studies by means of an appropriate choice of model parameters, such as the Manning $n$ value. Thus, this is a primary step toward evaluating whether evacuation studies can be improved by using multiple tsunami scenarios. A second objective is to assess whether a net gain in terms of computational time, at the expense of precision in other TIMs, can be achieved without affecting TIMs relevant for evacuation modeling.

3. Materials and Methods

The methodology involves the comparison of numerical modeling results of inundation using a range of Manning values, grid nesting schemes, and discretization sizes. While the approach can be used anywhere, the city of Iquique, Chile (20°12′51″S 70°109′09″) was used as the test site. Iquique is located just in front of the so-called Northern Chile seismic gap [26]. From a modeling perspective, Iquique has several relevant features that could be of interest. It is located over a relatively narrow coastal plain that is flanked by a low-elevation coastal range. The coastline of Iquique alternates between low-lying areas in the northern section and a coastal terrace that lies 4-5 m above mean sea level, towards
The low-lying areas were barely inundated during the $M_{\text{w}}$ 8.2 2014 Pisagua earthquake and tsunami [27,28], though a large event occurred in 1877 [29,30]. Prior hazard assessments suggest that the northern section of the city can have larger inundation as it resembles more of an inundation floodplain, whereas the southern section is narrower and steeper [31]. Iquique is placed in front of a narrow section of an otherwise wide continental shelf, thus making it susceptible to short period resonance [32]. The presence of both wider and narrower coastal sections allows for studying the effects of roughness parameters over inundation, which are more relevant when slopes are gentle and the inundation extent is large [33,34].

The inundating flows were estimated using the numerical NLSWE model Tsunami-HySEA, which has been benchmarked and validated in accordance with U.S. National Tsunami Hazard Mitigation Program (NTHMP) [35,36], as well as for currents [37]. Up to four sets of nested grids, with varying spatial resolutions, were built from the freely available General Bathymetric Chart of the Oceans [38] and nautical charts elaborated by the Hydrographic and Oceanographic Service of the Chilean Navy (SHOA). Inland topography was determined from LiDAR flights that allowed for the construction of DSM and DTM surfaces (Figure 1). Three nesting schemes were tested in order to assess the effect on the final inundation map of the nesting scheme. The outermost and coarsest layer was built from GEBCO data using a resolution of 30 arcsec (roughly 900 m). Two telescopic levels were used, which were defined by the ratio between the parent and child grids. Ratios of 4 and 8 were used, using three configurations as shown in Table 1, which allowed for a maximum grid resolution of 3.51 m per side. Figure 1 shows the extent of each of the Cartesian numerical domains. In the latest grid level, streets and buildings were included for the baseline DSM model, assuming that buildings were fully resistant to the incoming flows, and remained in place during the modeling of the reference simulation (Figure 1d), whereas, in all others, the bare surface was retained (Figure 1e). Buildings were assumed to be taller than the maximum flow depth; hence, they are never covered by the flow for this reference scenario. For the other cases, buildings were removed while streets retained the elevation leading to DTM cases, as shown in (Figure 1f). This allowed for the comparison between DSM, and DTM-CRM results, as the version of Tsunami-HySEA tested did not allow for a VRM.

Owing to the computational burden imposed by the high resolution used, the inundation zone was divided into five different grids, each of them modeled in accordance with the ratios shown before. These are shown in Figure 1d–f. The three grids further north are of interest because they differ in terms of urban density and the type of structures. The northernmost is located over a floodplain where buildings are predominantly industrial, with a relatively low building density. The second zone is mainly residential and has small but dense two–three-floor buildings and narrower streets [39]. This distinction could allow for varying Manning $n$ values between grids, but uniform within each grid, as a hybrid CRM-VRM model. However, since no other information was available to allow for quantifying the difference between grids, this was not explored further.

A total of 39 model runs were considered for each of the three ratios using 13 Manning $n$ values. These range from what is considered the reference value, $n = 0.025 \text{ sm}^{-1/3}$ (standard value for tsunami modeling, and used here for the baseline DSM model), up to $n = 0.4 \text{ sm}^{-1/3}$, which has been previously proposed to simulate tsunami resistant buildings, e.g., [8,11,14]. Each of these model runs used DTM-CRM. The tsunami intensity metrics of interest were the maximum inundation area, the map of the maximum flow depth, and the time series at a set of 13 inland numerical gauges, which were located arbitrarily within the domain but ensuring that they were on streets. The first two metrics allow for a basic comparison of the flow characteristics, similar to previous research, e.g., [8,11,14]. The latter allows for comparing the temporal structure of the flow. The approach is thus similar to Muhari et al. [12], but focuses on different TIMs. It is noted that Muhari et al. [12] used a CRM for the baseline case (with a reference Manning $n$ value) and ERM for cases with larger values, which was not tested here.
Figure 1. Location of the area of interest and coverage of the numerical grids. (a) Outermost domain, Level-0; (b) Intermediate domain, Level-1; (c) Time series at gauges of interest; (d–f) Five different Level-2 grids, shown as (d) DSM, (e) DTM, and (f) the difference between DSM and DTM. In (d–f), the difference in color maps is at 30 m elevation. Colored dots denote the location of the inland gauges. These colors are retained in all figures to identify each inland gauge.

Table 1. Vectors of the ratio of grid resolution tested.

| Id. | Ratios | Maximum Grid Resolution m²/Pixel |
|-----|--------|---------------------------------|
| R₁  | [4 8 8]| 3.5 × 3.51                      |
| R₂  | [4 4 8]| 7.0 × 7.03                      |
| R₃  | [4 4 4]| 14.0 × 14.06                    |

Finally, the initial condition of the model considered a single earthquake scenario of $M_w = 9.0$, using a uniform fault model, centered at $70.20829^\circ, -21.263962^\circ$, with dimensions $(L, W) = (500; 167)$ Km, where $L, W$ are the along strike and along dip lengths of the rupture zone. The scenario and its fault parameters were extracted from the database of sources scenarios of the Chilean tsunami warning system [40], and used to model the initial free surface deformation using the Okada [41] formulation. It was assumed that this single scenario suffices for detailing the effects of the boundary conditions on the modeling. Simulations were run for four hours of tsunami time on a cluster with two NVIDIA K20 m Graphical Processing Units (GPUs). As an additional parameter, the computing wall time was determined from each run.

4. Results

Figures 1c, 2a and 3a show the results of the inundation for the reference modeling, which considered the DSM at the highest resolution using a Manning $n$ value of 0.025. This has been the standard practice, e.g., [31], and it can be argued that streets and bare terrain resemble the assumed conditions for this value. While the extent of the inundation is large, the structure of the time series varies with location within the city. Gauges 1 and 3 show several phases of inundation. Gauge 1 is located on the port peninsula, with a typical early arrival, and it can be subjected to waves overtopping the island but not causing much inundation elsewhere. Gauge 3 shows a steady inundation, with late arriving peaks. This...
is consistent with the floodplain in the northern part of the city that has been identified to have a high-risk level from earthquakes and tsunamis [31,42]. Gauges 5 and 7 are located in a steeper section of the city, where a denser network of streets and structures exists. This leads to a single inundation cycle, but with different drawdown characteristics among them, as gauge 5 shows a longer retreat phase than gauge 7. The differences in time series are considered sufficient to study the sensitivity of different flow types to varying the Manning $n$ value. In what follows, results will be presented using gauge 3 for the purpose of demonstration, but the analysis is carried out for all gauges. It is of note that the southern gauges (8–10) were not inundated in this simulation.
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**Figure 2.** Inundation extent comparison between the DSM model, including resistant buildings, and a DTM model, on Grid-L3b. (a) Inundation extent and maximum flow depth of the reference, DSM model; (b–h) Difference in flow depth extrema between DSM and DTM-CRM, using the maximum grid resolution, $R_1$. (b) $n = 0.025$; (c) $n = 0.04$; (d) $n = 0.06$; (e) $n = 0.10$; (f) $n = 0.15$; (g) $n = 0.20$; (h) $n = 0.40$. Red line denotes the inland limit of the maximum inundation of each DTM-CRM model.
Figure 3. Arrival time comparison between the DSM model, including resistant buildings, and a DTM model, on Grid-L3b. (a) Arrival time of the reference, DSM model; (b–h) Difference in arrival time between DSM and DTM-CRM, with maximum grid resolution, $R_k$. (b) $n = 0.025$; (c) $n = 0.04$; (d) $n = 0.06$; (e) $n = 0.10$; (f) $n = 0.15$; (g) $n = 0.20$; (h) $n = 0.40$. The red line denotes the inland limit of the maximum inundation of each DTM-CRM model.

Figure 2b–h show a comparison between the DSM and DTM-CRM models at the largest resolution. For brevity, sample Manning $n$ values are indicated, which capture the trend in the results. The maps show the difference among extrema

$$
\Delta F D_{max} = \max(d_{\text{DSM}, n=0.025}(t)) - \max(d_{\text{DTM-CRM}, n_i}(t)),
$$

where $d_{\text{DSM}, n=0.025}(t)$ is the flow depth of the reference model, and $d_{\text{DTM-CRM}, n_i}(t)$ is the flow depth of the DTM-CRM model using $n = n_i$ and grid ratio $R = R_k$, $i = 1 \ldots 13$, $k = 1 \ldots 3$. To simplify the comparisons, the differences are only shown on the streets where the reference value exceeds the DTM-CRM models. The red line denotes the maximum inundation excursion of the corresponding DTM-CRM model. For example, Figure 2b
shows that the DTM-CRM using \( n = 0.025 \) leads to a relatively small underestimation close to shore, but allows for a much larger inundation area, with depths that are larger than the reference. Figure 2h shows that the inundation area is significantly reduced and that the reference scenario exceeds the maximum flow depths. The DTM-CRM model has thus become too dissipative. The ideal balance can be found when the areal extent is similar and differences are minimal. It appears that \( n \approx 0.06–0.10 \) offer a good compromise, albeit \( n = 0.10 \) underestimates the inundated area. These results are consistent with prior research, e.g., [8,11,12,14].

Figure 3a shows the arrival time, as computed by Tsunami-HySEA as the first instance of non-zero flow depth. Figure 3b–h show the differences among these reference values, and those estimated by the DTM-CRM models at maximum resolution

\[
\Delta \text{ETA} = t|_{\text{max}} (d_{\text{DSM},n=0.025}(t)) - t|_{\text{max}} (d_{\text{DTM-CRM},n_i}(t)),
\]

where it is noted that positive differences indicate the reference model arriving later than the DTM-CRM models, indicated by red colors, and the case of no arrival is assumed as having zero arrival time instead of infinity for quantification purposes. The differences in arrival time appear to evolve from early arrivals in the DTM-CRM cases for low Manning \( n \) values to delayed arrivals as \( n \) increases. It can be noted, however, that differences seldom exceed \( \pm 2–3 \) minutes among the models. \( n \approx 0.04–0.10 \) yield the best comparison at this model resolution.

These maps were of integrated TIMs. To explore the effect on the time series, the temporal evolution of flow depth at the inland gauges was considered. A sample comparison using gauge 3 is shown in Figure 4, where all resolutions are shown in different line types, and colors denote different Manning \( n \) values. This gauge shows different cycles of inundation, but with very different characteristics as the \( n \) value increases. Lower values are characterized by sharp gradients in flow depth and large extrema, coupled with very high velocities. However, for this gauge, none of the DTM-CRM models are capable of reaching the maximum flow speed, which occurs with lower flow depths. The drawdown phase is also characterized by large velocities, which result in a rapid rate of the descent of the inundation. As \( n \) is increased, the larger magnitude of the friction force induces less sharp gradients both during inflow and drawdown, the latter with much smaller velocities that lead to a longer flow depth decay. For too large values of \( n \), the attenuation becomes extreme to the point of limiting the occurrence of late arrivals and even affecting the overall structure of the flow, which resembles an almost steady single inundation flow at very low velocities.

To improve the comparison among different Manning \( n \) values and resolutions, the difference between the baseline DSM (with \( n=0.025 \ sm^{-1/3} \)) and all DTM-CRM models and grid ratios was computed as

\[
\Delta d_{i,k}(t) = d_{\text{DSM},n=0.025}(t) - d_{\text{DTM-CRM},n_i}(t).
\]

and plotted as maps in Figure 5a,c for the flow depth and velocity, respectively. The ordinate axis is time, and the abscissa is ordered by increasing the Manning \( n \) value. For each Manning \( n \) value, the three different ratios are presented. Warm colors denote positive \( \Delta d_{i,k}(t) \), and thus DTM-CRM under prediction. Figure 5a shows that, as the \( n \) value increases, there is a transition of the arrival time that gets gradually delayed. However, this effect is relatively small, with maximum differences of approximately two minutes between models. Thus the effect of changing resolutions is small on arrival times. The error in the arrival of the leading wave becomes minimal for \( n = 0.10 \). However, matching the arrival time comes at the expense of significantly altering the remainder of the time series. While, for some cases the presence of several waves can be identified, as the Manning \( n \) value increases, the modeled flow omits the trailing waves present in the DTM-CRM results, which explains the increase in errors for times exceeding 90 min. Velocity differences follow
a similar pattern, but with stronger discrepancies near crests and troughs that are indicative of transitioning from early to late arrivals as the Manning $n$ value increases.
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**Figure 4.** Time series of flow depth $d(t)$ (a,b) and velocity (c,d) at inland gauge 3, for all resolutions $R_k$ (line types) and a range of Manning $n$ values (colors). Circles are the reference model. Panels (b,d) are zoomed in near the first arrival.

To summarize these results, different metrics are tested. The bias is omitted because the large number of constant values, many of them zero, will reduce the magnitude of the statistic. Instead, the comparison is made using a normalized least-squares [43,44]:

$$G = 1 - 2 \frac{\sum_{s=1}^{N_s} d_{DSM,n=0.025}(t_s) + \bar{R}_k}{\sum_{s=1}^{N_s} d_{DSM,n=0.025}^2(t_s) + \sum_{s=1}^{N_s} \bar{R}_k^2(t_s)}, \quad (7)$$

where $t_s$ denotes the discrete sampling, $s = 1 \ldots N_s$ samples. The formulation without weights was used [44]. $G$ ranges [0,2], with lower values indicating better accuracy. In addition, the cross-correlation between the series was also estimated, along with the time lag that yields maximum correlation. This gives a notion of the offset between models that leads to maximum agreement between the time series. For all metrics, if the time series shows no inundation, it is discarded. Sample results for gauge 3 are shown in Figure 5b–d, respectively. $G$ shows a good overall performance, driven mostly by the good correspondence in the mean inundation level for values of $n \leq 0.10$, where the five inundation cycles are present (see Figure 4a). There is a gradual variation in the $G$ value due to the time offset and the effect of mismatch between instantaneous flow depths, which reaches a minimum between $n \approx 0.04–0.06$. This value departs from our previous analyses that suggested better results for $n \approx 0.06–0.10$, as now the whole time series is considered. Regarding the lags for maximum correlation, the trend confirms the shift between the early
arrival of the DTM-CRM series, towards a late arrival as \( n \) increases. The optimum is found near \( n \approx 0.10 \).

**Figure 5.** (a) Comparison of \( \Delta d(t) \) (Equation (6)) for all \( n \) values and ratios, for inland gauge 3; (b) Value of the \( G \) parameter with (red) and without temporal offset (cyan); (c) Comparison of the velocity error for all \( n \) values and ratios; (d) Estimated time lag. In all panels, Manning \( n \) values increase vertically, and resolutions decrease vertically for each \( n \) value. In panels (b–d), symbols also denote the resolution: \( \Delta R_1 \), \( \square R_2 \), \( \triangledown R_3 \).

These metrics were computed for all four inland gauges, and aggregated in Figure 6. Panels Figure 6a,b summarize errors in peak flow depth and arrival time. Both errors show linear trends as the Manning \( n \) value increases, with similar behavior for all gauges, although the magnitudes vary among them. The flow depth transitions from over-prediction to under-prediction, whereas the arrival time shifts from an early arrival to late arrival. Both metrics appear to reach the smallest error between \( n = 0.06–0.10 \) consistently across gauges. For most cases, changing resolutions does not correlate with significant changes in the metrics, especially for smaller \( n \) values. The effect is more noticeable for the arrival time than for the error in maximum flow depth, especially for \( n > 0.10 \).

\( G \), in turn, shows a greater sensitivity to the time series characteristics, where no unifying trend can be found. Gauge 5 (blue markers) has the worst performance for \( n = 0.10 \), although it did have the best result when \( n = 0.06 \). Gauge 7 in yellow shows a similar jump. Both cases are characterized by a single inundation phase. The behaviour is explained in that, as the \( n \) value increases, dissipation becomes a dominant term that prevents the flow from reaching that location. The other two gauges show a different behaviour, where performance decreases rapidly as the Manning \( n \) value increases. The port gauge 1 (red) is more sensitive to this because the inundation phases are short-lived there. However, as the \( n \) value increases, the drawdown phase persists in time, causing a decrease in performance. Gauge 3 does the same, albeit with a smaller sensitivity because, at that location, the drawdown phase is already persistent. For \( n \leq 0.06 \), almost all gauges have \( G \leq 0.4 \), which is considered as a good performance. Finally, time lags follow a similar trend to the arrival time, but with a smaller sensitivity to the grid resolution. Both the error in arrival time and the time lag are generally less than \( \pm 1 \) min for \( n \leq 0.06 \).
5. Discussion

The results confirm previous literature in that it is possible to find a suitable Manning $n$ value that reproduces the flow depth and inundation extent of a DSM model, but that velocity fields cannot be reproduced due to the geometrical restrictions that a complex street network and buildings, as modeled by a DSM, impose on the flow. It was found, however, that arrival times are not severely affected by this situation.

This can be explained as follows. The first arrival depends on both the physics and the numerical implementation of the model. The latter refers to the use of a proper algorithm to track dry and wet numerical cells. Here, a single model was tested and no validation data were available; hence, it is not possible to discuss it further. Moreover, the effect of changing the roughness has no direct effect on it.

The main agent that drives the flow is the pressure gradient term. For a cell that has not been inundated before, no prior friction terms exist. Hence, topography and free surface gradients drive the flow into these new cells. Here, and also shown by Yamashita et al. [13], the flow depth profile $d(t)$ shows little variation between runs unless the Manning $n$ reaches very large values. This has been suggested to be valid when the topography is gentle [12], as is the case of study here, especially for inland gauge 3. The simulation results share a very steep gradient in flow depth during the first arrival, which could indicate similar values of the force and, therefore, similar flow acceleration. Indeed, lower Manning $n$ values exhibit similar velocity magnitudes and rates of change that confirm this. However, the presence of buildings and the streets network affects the results due to the constriction in the available cross-sectional area for the flow to develop, owing to funneling and blocking. As shown, it
is possible to find a Manning $n$ number for DTM-CRM cases in the absence of buildings that imposes enough dissipation to reduce the front flow depth gradient, reducing the forcing and the acceleration enough to mimic the overall behavior of the DSM model, e.g., [45]. However, the dynamics of the flow are not identical. Too large values of the Manning $n$ value have the undesired effect of reducing the free surface gradient, thus forcing too much, leading to slow and gentle inundations that could depart from the baseline model. Whereas, for moderate values, the results show that flow depth time series between the DSM and DTM cases can be similar, the mass flow rate can be significantly different, resulting in strong departures from the reference model in flow velocity.

This behavior was found to be consistent for all inland wave gauges, which share trends in the relevant statistics, even though their flow patterns were dissimilar. Typically, the optimal agreement between baseline and best performing time series occurred for a narrow range of Manning $n$ values, which suggests that, for the differences in geography and urban density explored here, a CRM approach may suffice.

The implications of this are relevant for the modeler. It can thus be argued that no DTM approach could match all the features as modeled by a DSM model. This can lead to costly modeling approaches. However, the modeler could use the Manning $n$ value as a free parameter, thereby departing from the values observed for open channel flow, which can be adjusted depending on the TIM of interest. The results shown herein that the temporal structure of the flow, its extrema, and arrival times are well predicted if a larger value is used, in the range of $n \approx 0.06$, which offers a good compromise for most of the metrics tested here. Hence, less computationally costly models at lower grid resolutions could yield similar comparable values to the DSM model that could be used to estimate inundation maps and arrival times of tsunamis. These are useful for evacuation studies, for instance. However, if momentum fluxes and/or flow velocities are considered instead, the error becomes significant both in magnitude and time of occurrence. This may preclude using any of these simplified approaches for the estimation of forces on infrastructure, or fragility curves based on momentum.

It is noted that optimal values for $n$ previously reported based on the inundation extent and flow depth extrema appear to be consistent with the present simulations. Kaiser et al. [8] found a good correspondence when $n \approx 0.08$. Present results typically yield an improved performance for $n \approx 0.06$–0.10, although the latter value results already degraded in some of the metrics, such as the $G$ parameter.

For the purpose of arrival time, regarding the quantity of interest for tsunami evacuation that had not been thoroughly analyzed before, the results show to be sensitive to the variation in the Manning $n$ value but confined to $\pm 2$ min for the current conditions, while showing a low dependency on the grid resolution. This was the case for both the difference in arrival time and the time lag for maximum cross-correlation. This is significant for expanding tsunami evacuation studies that have typically relied on the more costly DSM modeling. The wall time for the reference DSM model was roughly 220 min, whereas, for the lower resolution DTM-CRM, it was 9 min, on average, with more than a 20× speed up. Considering that it was possible to fine-tune the model configuration to a condition that minimizes all error statistics, this net gain in computing time could be significant to study evacuation planning under a wider range of scenarios.

6. Conclusions

A sensitivity study on the Manning $n$ value’s effect was performed, emphasizing the analysis of the flow’s temporal structure during inundation. Two aspects were considered: the sensitivity of the arrival time and the capability to simulate the overall flow structure by means of different statistics. This was tested in a single domain, and a single, simple earthquake scenario, but this, in principle, should not affect the applicability of the results.

Previous literature was confirmed, in the sense that using a bare land model with an artificially increased value of the roughness can be used to reproduce the inundation extent and maximum flow depths similar to that of a very detailed urban network. However, the
range of values that maximize this match can have some significant impact on the temporal structure of the flow, especially if several waves are considered. On the other hand, the arrival time is not overly sensitive to the Manning n value, and it is possible to find a good compromise to speed up calculations, which, in the present case, were accelerated by a factor of roughly 20. On the other hand, velocity time series proved to be more sensitive to the change in geometry between DSM and DTM models, which may preclude the use of the simpler model if velocity-related intensity metrics are of interest.

While the present study did not validate the results against in situ data, the reported values suggest that bare land roughness modeling ought to be increased from the nominal $n = 0.025 \text{ m}^{-1/3}\text{s}$ to $\sim 0.06–0.10 \text{ m}^{-1/3}\text{s}$.
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