Quantum transduction with microwave and optical entanglement
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Quantum transduction refers to the coherent conversion between microwave and optical states, which can be achieved by quantum teleportation if given high fidelity microwave-optical entanglement, namely entanglement-based quantum transduction. Reliable microwave-optical entanglement can be generated using various platforms. In this paper, we base the discussion on piezo-optomechanical system and make the teleportation induced conversion scheme more concrete in the framework of quantum channel theory. By comparing the quantum capacity between the entanglement-based conversion channel and the traditional direct quantum transduction channel, we show entanglement-based scheme indeed admits a positive transduction rate when the direct quantum transduction has zero quantum capacity. Given two piezo-optomechanical systems, we also investigate the generation of microwave-microwave entanglement from entanglement swapping within continuous variable and discrete variable settings, showing the potentials of directly connecting microwave quantum processor by microwave-microwave quantum teleportation.

I. INTRODUCTION

Distant microwave quantum processors, connected by efficient optical quantum channels, form an important design of quantum network [1, 2]. This design is appealing since it tries to combine two very different and important fields: 1) the superconducting circuit known for its advantages including efficient quantum control, hardware scalability, etc [3]; 2) the optical quantum channels for quantum information transmission with the feature of low communication loss, room temperature quantum coherence preserving, etc [4, 5]. Since optical and microwave photons do not interact, to build up this quantum network, a quantum transducer which coherently convert quantum information between microwave and optical frequencies is indispensable. However, establishing such a quantum interface is extremely challenging to the current technology because the traditional direct quantum transduction (DQT), which linearly converts photons with beam-splitter-type coupling, requires both high coupling efficiency and small added noise [6–8]. Currently, DQT is being actively studied with various physical platforms, e.g., electro-optomechanics [9–18], electro-optics [19–22], quantum magnonics [23, 24], Rydberg atoms [25], etc. Although enormous progress has been made in the past several years for each platform, all of them are still below the level, only above which direct quantum state conversion is possible.

Quantum state conversion can alternatively be realized by entanglement-based quantum transduction (EQT), which first generates microwave-optical (MO) entanglement then completes the state conversion through quantum teleportation [26, 27]. Since a classical communication channel is used, EQT is expected to tolerate more noises and thus is less demanding in experiments. In fact, a series of recent studies already show the potential of high-fidelity MO entanglement generation based on the hybrid quantum systems in experimental feasible regime [26, 28–30], which paves the way of quantum transduction in the near term.

In this paper, we compare the EQT and DQT schemes based on the platform of piezo-optomechanics. For DQT, we map out the system parameters where any quantum state conversion is impossible. While in the same parameter regime, we find the EQT still admits a finite quantum conversion rate, which is consistent with the result in quantum channel theory that a quantum channel with the assistance of classical communication could tolerate more noises [31, 32]. In addition, we discuss the generation of MO entanglement by entanglement swapping with the entangled MO sources generated from two piezo-optomechanical systems [33, 34]. The microwave-microwave (MM) entanglement can be used to transmit microwave quantum information through teleportation induced channels, thus directly connecting distant microwave circuits. Our calculation shows that this induced transmission channel still has better feasibility than DQT, indicating a promising alternative scheme for realizing microwave quantum processor connections.

In the sections that follow, we first introduce the piezo-optomechanical system, based on which the DQT and EQT schemes are compared in the framework of quantum channel theory. The transduction scheme from entanglement swapping is studied in the end. Throughout the paper, the convention \( \hbar = 2 \) is used for numerical calculations unless specified otherwise.

II. PIEZO-OPTOMECHANICS

We base our discussion on a piezo-optomechanical system, as shown schematically in Fig. 1. The thickness mode of a mechanical resonator is on the one hand coupled to the microwave mode through piezo-electricity,
III. DIRECT QUANTUM TRANSDUCTION

A. Piezo-optomechanical system for direct quantum transduction

Direct quantum transduction linearly converts quantum states coherently between microwave and optical regime with the help of beam splitter type interaction. This interaction can be generally obtained in many hybrid quantum systems [6, 10, 24]. For piezo-optomechanics, if we pump the optical mode in the red side band with \( \Delta_o < 0 \), the Hamiltonian Eq. 1 can be further simplified with rotating wave approximation

\[
\hat{H}/\hbar = -\Delta_o \hat{a} \hat{a} + \omega_0 \hat{b} \hat{b} + \omega_e \hat{c} \hat{c} + g_{em}(\hat{a} \hat{c} + \hat{a} \hat{c}^\dagger) + g_{em}(\hat{c} \hat{b} + \hat{c} \hat{b}^\dagger) .
\]

We see a beam splitter interaction is generated between the optical and mechanical modes, enabling the state conversion from optical to mechanical resonator and vice versa. The mechanical resonator further piezomechanically couples to the microwave mode and swaps the state between them, thus indirectly realizing bidirectional microwave-optical transduction. To quantify this conversion process in detail, we first write down the Heisenberg-Langevin equations for each mode and the input-output relations as

\[
\hat{a} = A \hat{a} + B \hat{a}_{in},
\]

\[
a_{out} = B^T \hat{a} - \hat{a}_{in}
\]

where we label the vectors \( \hat{a} = \{ \hat{a}, \hat{c}, \hat{b} \}^T \), \( \hat{a}_{in} = \{ \hat{a}_{in,c}, \hat{a}_{in,i}, \hat{c}_{in,c}, \hat{c}_{in,i}, \hat{b}_{in} \}^T \) and \( \hat{a}_{out} = \{ \hat{a}_{out,c}, \hat{a}_{out,i}, \hat{c}_{out,c}, \hat{c}_{out,i}, \hat{b}_{out} \}^T \). The lower indexes “in/out” indicate the input and output modes, while “c/i” represent the coupling and intrinsic loss ports.

The matrices

\[
A = \begin{pmatrix}
  i \Delta_o - \frac{\eta_o}{2} & 0 & -i g_{om} \\
  0 & -i \omega_e - \frac{\eta_e}{2} & -i g_{em} \\
  -i g_{om} & -i g_{em} & -i \omega_m - \frac{\eta_m}{2}
\end{pmatrix}
\]

and

\[
B = \begin{pmatrix}
  \sqrt{\kappa_o,c} & \sqrt{\kappa_o,i} & 0 & 0 & 0 \\
  0 & \sqrt{\kappa_e,c} & \sqrt{\kappa_e,i} & 0 & 0 \\
  0 & 0 & \sqrt{\kappa_m} & 0 & 0
\end{pmatrix} .
\]

The above equation group can be solved in the frequency domain by taking the Fourier transform \( \hat{a} = \int d\eta e^{i\eta t} \), where \( \eta \) denotes an arbitrary operator. Straightforwardly, the input and output modes are shown to be connected by the scattering relation

\[
a_{out}[\omega] = S[\omega] \cdot a_{in}[\omega]
\]

where \( S[\omega] = B^T (-i \omega I_3 - A)^{-1} B - I_5 \). Based on the scattering matrix, we can identify the quantum transduction channel, e.g., with the on resonance condition (\( \omega_m = \omega_e = -\Delta_o \)), the microwave to optical conversion channel is can be written down as

\[
\hat{a}_{out,c} = \sqrt{\eta_c} \hat{c}_{in,c} + \sqrt{1 - \eta_c} \hat{c}
\]

which is interpreted as a beam splitter mixing the input signal and the thermal noise. \( \eta \) is the conversion efficiency

\[
\eta = \frac{4C_{om}C_{em}}{(1 + C_{om} + C_{em})^2} \zeta_o \zeta_e .
\]
$\zeta_o = \kappa_{0,c}/\kappa_o$ and $\zeta_c = \kappa_{c,c}/\kappa_c$ are the extraction ratios and the system cooperativities are given by $C_{om} = 4\zeta_{om}^2/\kappa_o\kappa_{om}$ and $C_{em} = 4\zeta_{em}^2/\kappa_c\kappa_{em}$.

Note this efficiency is obtained for $\omega = 0$ which is optimal for weakly coupled system [29]. $\hat{e}$ is a noise input operator defined as

$$\hat{e} = \frac{1}{\sqrt{1 - \eta}} (S_{11} \hat{a}_{in,c} + S_{12} \hat{a}_{in,i} + S_{14} \hat{c}_{in,i} + S_{15} \hat{b}_{in}).$$

If we ignore safely the optical noises, the average input noise photon is obtained

$$n_e = \frac{1}{1 - \eta} (|S_{14}|^2 n_c + |S_{15}|^2 n_b),$$

where $|S_{14}|^2 = \frac{4C_{om}C_{em}}{(1 + C_{om} + C_{em})^2} \zeta_o (1 - \zeta_o)$ and $|S_{15}|^2 = \frac{4C_{om}}{(1 + C_{om} + C_{em})^2} \zeta_o$. In the piezo-optomechanical system, the mechanical mode and the microwave mode are intrinsically coupled to the same thermal bath with temperature $T$, indicating $n_b = n_c = n_{th} = (e^{\omega_{in}/k_b T} - 1)^{-1}$. Thus for finite bath temperature, the microwave-optical conversion is a Bosonic thermal loss channel with transmissivity $\eta$ and thermal noise $n_e$. We denote it as $N(\eta, n_e)$ which maps an input state with covariance matrix $V$ into $TVT^T + N$, where $T = \sqrt{\eta}I_2$ and $N = (1 - \eta)(2n_{th} + 1)I_2$ (see the appendix for a brief review of the Bosonic channel representation).

A channel is able to transmit quantum information as long as it has positive quantum channel capacity (see the appendix for a brief review). For many quantum channels including thermal loss channel, finding their exact expressions of quantum capacity is hard. Instead, we resort to the capacity lower bound to study the channel properties. The channel $N(\eta, n_e)$ admits a capacity lower bound [31]

$$Q_{lb}^{N} = \max\{0, \log_2 \frac{\eta}{1 - \eta} - g(n_e)\},$$

where $g(x) \equiv (x + 1) \log_2 (x + 1) - x \log_2 x$. Interestingly, this bound is tight for so called pure loss channel ($n_e = 0$). For pure loss channel, it is easy to get that $\eta = 1/2$ is the threshold to have a positive channel capacity. Thus for thermal loss channel, it is necessary to have $\eta > 1/2$ in order to get a positive quantum capacity, since the thermal noise generally degrades the channel. Using this necessary condition and the expression Eq. 8, we have (noticing $\zeta_c \zeta_o \leq 1$)

$$C_{om}C_{em} > \left(\frac{1}{2\sqrt{2\zeta_o \zeta_c}}\right)^2 \geq \frac{1}{(2\sqrt{2} - 2)^2}$$

as the least requirement of the system to have positive channel capacity, as shown in Fig. 2(a). It is worth noting that this condition is not sufficient since the thermal noise as well as the non-unit extraction ratios could further degrade the channel behaviors. Currently, a great effort is being put on designing and improving the experimental devices. Although a huge progress has been made in the past decade [7, 8, 35, 37], the required parameter regime for positive capacity is still hard to reach with the state-of-the-art technology.

**IV. ENTANGLEMENT-BASED QUANTUM TRANSDUCTION**

**A. MO entanglement from piezo-optomechanical system**

In Ref. [27], we proposed an entanglement-based quantum transduction scheme which first generates high fidelity MO entanglement and then completes the quantum transduction by teleportation. The idea behind is based on a well-known result in quantum channel theory: a very noisy channel can have positive quantum capacity with the assistance of a classical communication channel. In this section, we make this idea more concrete based on the piezo-optomechanical system. We show the system is able to generate MO entanglement which induces an entanglement-based transduction channel with positive quantum capacity even when the system has zero capacity to perform any direct quantum transduction. Instead of using red detuned laser, we pump the optical mode on the blue side band with $\Delta_o > 0$. Adopting the rotating wave approximation, the Hamiltonian looks

$$\hat{H}/\hbar = - \Delta_o \hat{a}^\dagger \hat{a} + \omega_m \hat{b}^\dagger \hat{b} + \omega_c \hat{c}^\dagger \hat{c} + g_{om}(\hat{a}^\dagger \hat{b}^\dagger + \hat{a}\hat{b})$$

$$+ g_{em}(\hat{b}^\dagger \hat{c} + \hat{b}\hat{c}^\dagger),$$

where the optical and mechanical modes are driven in the parametric down conversion regime and two mode squeezed state can be generated. Meanwhile the mechanical excitation can swap to the microwave mode through the piezo-electrical coupling, leading to an entangled MO output state. Ideally, the output entangled state is a two mode squeezed vacuum, while in reality, the thermal noise and dissipation will degrade it to a mixed two mode squeezed Gaussian state. The output state can be obtained in a scattering picture, where the input Gaussian
state (vacuum or thermal) is transformed into a Gaussian state under a Gaussian unitary. A Gaussian unitary is equivalent described by a symplectic transformation on the state quadratures \[ \mathbf{x}_S \] inverting quadrature representation. We first write down the Heisenberg-Langevin equation for each mode and combine the input-output relation

\[
\mathbf{a}_\text{out} = \mathbf{N}^T \mathbf{a}_\text{in} - \mathbf{a}_\text{in} \tag{14}
\]

where we group the operators into the following vectors (similar to the previous section) \( \mathbf{a}_\text{in} = (\hat{a}_{in,c}^\dagger, \hat{a}_{in,i}^\dagger, \hat{b}_{in}, \hat{c}_{in,c}, \hat{c}_{in,i})^T \), \( \mathbf{a} = (\hat{a}^\dagger, \hat{b}, \hat{c})^T \) and \( \mathbf{a}_\text{out} = (\hat{a}_{out,c}^\dagger, \hat{a}_{out,i}^\dagger, \hat{b}_{out}, \hat{c}_{out,c}, \hat{c}_{out,i})^T \). The resonance condition is taken \( \Delta_o = \omega_{in} = \omega_e \). The matrix

\[
\mathbf{M} = \begin{pmatrix}
-\frac{\kappa}{2} & -i\omega_{om} & 0 \\
-i\omega_{om} & -\frac{\kappa}{2} & i\gamma_{em} \\
0 & i\gamma_{em} & -\frac{\kappa}{2}
\end{pmatrix}, \tag{15}
\]

\[
\mathbf{N} = \begin{pmatrix}
\sqrt{\kappa_{c,c}} & 0 & 0 & 0 & \sqrt{\kappa_{c,c}} \\
0 & \sqrt{\kappa_{e,e}} & 0 & 0 & 0 \\
0 & 0 & \sqrt{\kappa_{e,e}} & \sqrt{\kappa_{e,i}} & 0 \\
0 & 0 & 0 & \sqrt{\kappa_{e,i}} & \sqrt{\kappa_{e,i}}
\end{pmatrix}. \tag{16}
\]

Taking the mode operators into the frequency domain, we can find \( \mathbf{a}_\text{out} = \mathbf{S} \cdot \mathbf{a}_\text{in} \), where \( \mathbf{S} = \mathbf{N}^T (-i\omega \mathbf{I}_3 - \mathbf{M})^{-1} \mathbf{N} - \mathbf{I}_5 \). Using the relation

\[
\left( \begin{array}{c}
\hat{q} \\
\hat{\rho}
\end{array} \right) = \begin{pmatrix}
1 & 1 \\
-i & i
\end{pmatrix} \left( \begin{array}{c}
\hat{a} \\
\hat{a}^\dagger
\end{array} \right), \tag{17}
\]

we can convert the scattering matrix into the corresponding quadrature representation

\[
\mathbf{x}_\text{out} = \mathbf{S} \cdot \mathbf{x}_\text{in}, \tag{18}
\]

where \( \mathbf{S} \) is the desired symplectic transform matrix. The vectors \( \mathbf{x}_\text{in/ out} \) collect all the input and output mode quadratures. If we label the two-mode (microwave and optical) output state quadratures as \( \mathbf{x} = (\hat{q}_o, \hat{p}_o, \hat{q}_e, \hat{p}_e)^T \), a corresponding covariance matrix \( \mathbf{V}_\text{out} \) with the elements defined by \( V_{ij} = \frac{1}{2} \langle \hat{x}_i - \langle \hat{x}_i \rangle, \hat{x}_j - \langle \hat{x}_j \rangle \rangle \) can be obtained, and it can be expressed in the standard form

\[
\mathbf{V}_\text{oe} = \begin{pmatrix}
\mathbf{V}_A & \mathbf{V}_C \\
\mathbf{V}_C^T & \mathbf{V}_B
\end{pmatrix}. \tag{19}
\]

where \( \mathbf{V}_A = u(\omega) \mathbf{I}_2 \), \( \mathbf{V}_C = w(\omega) \mathbf{Z}_2 \), \( \mathbf{V}_B = v(\omega) \mathbf{I}_2 \). This matrix fully characterizes the output MO Gaussian state (ignoring the first moment of each mode since we only care about the state entanglement), where the diagonal elements \( u(\omega), v(\omega) \) represent the corresponding output power spectrum densities and the element \( w(\omega) \) indicates the quadrature correlations. Again, picking the resonant frequency \( \omega = 0 \), the matrix elements can be simplified as

\[
u = 1 + \frac{8C_{om}[1 + N_{th} + C_{em}(1 + N_{th} - N_{th}\zeta_e)]\zeta_o}{(1 - C_{om} + C_{em})^2} \frac{(1 - C_{om} + C_{em})^2}{(1 - C_{om} + C_{em})^2} \sqrt{C_{om} C_{em} C_{th} \zeta_e} \zeta_o \tag{20}
\]

To show this state is indeed entangled, we calculate the two mode Gaussian state entanglement of formation \( (E_F) \) (see the appendix for the definition of entanglement of formation). As shown in Fig. 3(d), the \( E_F \) is positive at a large parameter regime, providing a good MO entanglement resource for teleportation (details shown in the following section). It is worth mentioning that the system could be unstable since we are using a blue detuned pump. By checking the stability condition \([40–42]\), we numerically identify the white dashed line separating the stable (lower right) from the unstable regime (upper left corner) in Fig. 3(b). The intuition is that when the blue-detuned pump becomes too strong, the optomechanical parametric gain will be too large and cause instability.

\section*{B. Teleportation induced transduction channel}

With the MO entanglement generated from the piezo-optomechanics, bidirectional quantum transduction can be achieved using teleportation. In this section, we show this entanglement-based conversion induces a Gaussian channel which can reach none zero quantum capacity in large parameter space. Assume we want to convert an input microwave state with covariance matrix \( \mathbf{V}_\text{in} \) to the optical regime. According to the standard protocol \([34, 43, 44]\), we first send the input mode and the microwave mode of the entangled source \( \mathbf{V}_\text{oe} \) through a 50 : 50 beam splitter and perform Homodyne measurement to get \( p \) and \( q \) quadratures from the two outputs, respectively. Upon a conditional displacement, the input state can be recovered on the optical side.

The output state can be conveniently derived in the Wigner representation (see appendix for a brief review). Initially, we have a three-mode Wigner function up to normalization

\[
W_i(\mathbf{x}) \propto e^{-\frac{1}{2} \mathbf{x}^T (\mathbf{V}_\text{oe} \otimes \mathbf{V}_\text{in})^{-1} \mathbf{x}}, \tag{21}
\]

where \( \mathbf{x} = (\mathbf{x}_o, \mathbf{x}_e, \mathbf{x}_{in}) \). After the beam splitter, the Homodyne measurement and the feed forward correction, the final Wigner function of the optical mode is given by

\[
W_f(\mathbf{x}_o) \propto \int d\mathbf{x}_{in} d\mathbf{x}_e e^{-\frac{1}{2} \mathbf{x}^T F^T \mathbf{U}_{be} (\mathbf{V}_\text{oe} \otimes \mathbf{V}_\text{in})^{-1} \mathbf{U}_{be} F \mathbf{x}}, \tag{22}
\]

where \( \mathbf{U}_{be} \) denotes the beam splitter unitary. The matrix \( \mathbf{F} \) corresponds to the displacement operation which takes
the form
\[ \mathbf{F} = \begin{pmatrix} \mathbf{I}_2 & \sqrt{2} \mathbf{t}_1 & \sqrt{2} \mathbf{t}_2 \\ \mathbf{0} & \mathbf{I}_2 & \mathbf{0} \\ \mathbf{0} & \mathbf{0} & \mathbf{I}_2 \end{pmatrix} \]
where \( \mathbf{t}_1 = \kappa (\mathbf{I}_2 + \mathbf{Z}_2)/2 \) and \( \mathbf{t}_2 = \kappa (\mathbf{Z}_2 - \mathbf{I}_2)/2 \), \( \mathbf{Z}_2 \) is Pauli-\( z \) matrix and \( \kappa \) is an arbitrary gain factor. To identify the teleportation induced quantum channel, one can continue evaluating the integral. Instead, to avoid this tedious integral, we go to the characteristic function by Fourier transforming the Wigner function. Remembering a general Gaussian integral formula
\[ \int dx e^{-x^T \mathbf{V} x + x^T \xi} = e^{\frac{1}{2} \xi^T \mathbf{V}^{-1} \xi}, \]
the output characteristic function can be shown to be specified by the first sub-block of the inverted matrix
\[ [\mathbf{F}^T \mathbf{U}_{in}^T (\mathbf{V}_{oe} \oplus \mathbf{V}_{in})^{-1} \mathbf{U}_{in} \mathbf{F}]^{-1}, \]
which corresponds to the output covariance matrix. Straightforwardly, by picking out the first sub-block, we find the input covariance matrix is transformed as \( \mathbf{V}_{in} \rightarrow \mathbf{T} \mathbf{V}_{in} \mathbf{T}^T + \mathbf{N} \) with
\[ \mathbf{T} = \kappa \mathbf{I}_2, \]
\[ \mathbf{N} = \mathbf{V}_A - \mathbf{V}_C \mathbf{Z}_2 \mathbf{T} - (\mathbf{V}_C \mathbf{Z}_2 \mathbf{T})^T + \mathbf{T}^T \mathbf{Z}_2 \mathbf{V}_B \mathbf{Z}_2 \mathbf{T} \]
\[ = (\nu \kappa^2 + u - 2 \nu \kappa) \mathbf{I}_2. \]
Obviously, this defines a single mode Bosonic channel, e.g., when \( \kappa < 1 \), it mimics a thermal loss channel \( \mathcal{N}(\eta', n'_e) \) with an effective transmissivity \( \eta' \) and effective thermal noise
\[ \eta' = \kappa^2 < 1, n'_e = \frac{\nu \kappa^2 + u - 2 \nu \kappa}{2(1 - \kappa^2)} - \frac{1}{2}. \]
Noticing the gain factor \( \kappa \) is arbitrary, the effective \( \eta' \) thus can be larger than 0.5, making a positive quantum capacity possible, as detailed in the next section. When the gain factor is chosen \( \kappa > 1 \), it mimics a thermal amplification channel \( \mathcal{A}(\eta', n'_e) \) with \( \eta' > 1 \) and the thermal noise given by the same expression. Finally, when the modification constant \( \kappa = 1 \), it gives a random displacement channel with noise variance
\[ \sigma^2 = v + u - 2w. \]
We denote this channel as \( \mathcal{D}(1, \sigma^2) \). Interestingly, the noise variance expression coincides with the term in Duan criterion \( v + u - 2w < 1 \) [45], which sufficiently identifies the entanglement of a given continuous variable quantum state. Intuitively, the smaller the term \( u + v - 2w \) is, the more entangled the MO state is, and thus the smaller the noise variance is in the output of the teleportation induced conversion channel.

C. Entanglement-based conversion admits positive capacity with larger parameter space

Similar to the thermal loss channel, the exact capacities of the thermal amplification channel and the random displacement channel are still not known. To quantify these channels, we use their lower bounds. For thermal amplification channel, its lower bound has a similar form to the thermal loss channel and they can be put in a combined form
\[ Q_{\mathcal{L}B}^{\mathcal{A}'} = \max\{0, \log_2(\frac{\kappa^2}{1 - \kappa^2}) - g(n'_e)\}. \]
For random displacement channel, a transmission rate can be achieved by GKP code [46], which gives a quantum capacity lower bound
\[ Q_{\mathcal{L}B}^{\mathcal{D}'} = \max\{0, \log_2(\frac{2}{\sigma^2})\}. \]
In Fig. 2(b), to show the sharp contrast to the ideal DQT scheme, we first plot the quantum capacity of the EQT...
with ideal parameters (unit extraction ratio and zero system noise; note the effective noise is not zero), showing EQT is indeed having positive quantum conversion rate in larger parameter regimes, even at the regime DQT is useless. In Fig. 3, we plot the quantum capacity lower bound for more practical parameters. For demonstration, the extraction ratios are fixed at \( \zeta_o = 0.8, \zeta_e = 1 \) and the thermal bath noise is tuned from zero to one. In Fig. 3(a), we take the cooperativities \( C_{\text{om}} = C_{\text{em}} = 1 \) (DQT useless regime), where we see the EQT capacity lower bound could still be positive by tuning the gain constant \( \kappa \) and the channel can tolerate around one thermal noise. In Fig. 3(b)(c), we scan the cooperativities \( C_{\text{om}} \) and \( C_{\text{em}} \) and get the optimized lower bound (picking the optimal \( \kappa \)). Positive capacity is seen across the red curve to the lower left, where the DQT is impossible to transmit any quantum information. The fact that EQT has a larger parameter space for positive capacity will make the experimental implementation less demanding than DQT, which is quite appealing especially at this early stage of demonstrating quantum transduction. As the last point, we see from Fig. 3 that the finite \( E_F \) generally indicates a positive capacity of the EQT channel, and \( E_F \) is slightly larger than the capacity lower bound. The intuition is that the capacity lower bound is usually obtained from one shot coherent information [47], which is smaller than \( E_F \).

As we finish the work in this subsection, we realize a quite recent work [48] studied the same topic based on a different transducer model, also different representation is used in deriving the quantum channel.

![Diagram](image)

**FIG. 4.** Schematic figure for homodyne-based entanglement swapping scheme to generate microwave-microwave entanglement from two piezo-optomechanical systems. The photon click-based scheme can similarly be implemented by replacing the homodyne measurements in the middle by single photon detections.

V. MICROWAVE-MICROWAVE ENTANGLEMENT FROM SWAPPING

A. Gaussian dynamics for entanglement swapping

The goal of quantum transduction is to connect distant microwave quantum processors. The above schemes achieve this goal by converting the signal to optical regime, transmitting the optical photons through space and converting them back to microwaves. Alternatively, this same goal can be realized if we have faithful MM entanglement, with which we can perform direct microwave signal to signal transmission. Distant MM entanglement can be realized using two piezo-optomechanical systems, as shown in Fig. 4. The idea is to do homodyne-based entanglement swapping—projecting the optical modes onto EPR state—where MM entanglement can be generated. In our setup, we can write down the two MO states as a four mode Gaussian state \( \rho_{\text{oe}} \) given by the output covariance matrix \( \Gamma_{\text{oe}} \) and \( \rho_{\text{ee}} \), where \( \rho_{\text{oe}} = \rho_{\text{ee}} \). The optical modes are then sent out for homodyne measurement and the initial entanglement is then expected to be swapped to the microwave modes.

To get the expression of microwave entangled state, we briefly review the conditional Gaussian dynamics upon a general-dyne measurement on a portion of a given Gaussian state [33]. Suppose we have an initial Gaussian state with \( n + m \) modes partitioned into \( A \) and \( B \), respectively.

The first moments for each modes are set to be zero and the covariance matrix is

\[
\Gamma = \begin{pmatrix} \Gamma_A & \Gamma_{AB} \\ \Gamma_{AB}^T & \Gamma_B \end{pmatrix}.
\]

Then we perform a general-dyne measurement on the \( m \) modes of the system \( B \). Depending on the measurement, one can get conditional state of the system \( A \) with \( n \) modes. A general-dyne measurement on the \( m \) modes is a set of POVM given by

\[
\hat{F}_{ri} = \frac{1}{(2\pi)^m} \hat{D}_{ri} \rho_i \hat{D}_{ri}^T
\]

satisfying \( \int_{R_2^m} d\mathbf{r}_i \hat{F}_{ri} = \hat{I} \), where \( \mathbf{r}_i \in R^2 \) is the measurement outcome and \( \rho_i \) is a Gaussian state with zero first moment and second moment \( \mathbf{V}_i \). The probability of
getting result $r_i$ is given by

$$p(r_i) = \frac{\exp(r_i^T \frac{1}{\pi m} \mathbf{V} r_i)}{\sqrt{\det(\mathbf{I} + \mathbf{V})}}.$$  

(33)

The state of the $n$ modes of the subsystem $A$ is mapped to $[33]$:

$$\mathbf{V}_A = \Gamma_A - \Gamma_{AB} \frac{1}{\mathbf{V}_B + \mathbf{V}_i} \Gamma_{AB}^T,$$

$$r_i^A = \Gamma_{AB} \frac{1}{\mathbf{V}_B + \mathbf{V}_i} r_i,$$

(34)

where we see a remarkable feature of the general-dyne conditioning: the conditional covariance matrix, which determines all correlations, doesn’t depend on the measurement outcome.

We now apply this Gaussian conditioning to the entanglement swapping scheme, where we partition the four mode state $\mathbf{V}_{oe} \oplus \mathbf{V}_{oe}$ into the optical ($B$) and microwave ($A$) part. With the Eq. 19, we have $\Gamma_A = n \mathbf{I}_4$, $\Gamma_B = n \mathbf{I}_4$ and $\Gamma_{AB} = \text{diag}(w, -w, w, -w)$. The matrix $\mathbf{V}_i$ is first chosen to be a two mode squeezed state

$$\mathbf{V}_i = \begin{pmatrix} \cosh(2r) \mathbf{I}_2 & \sinh(2r) \mathbf{Z}_2 \\ \sinh(2r) \mathbf{Z}_2 & \cosh(2r) \mathbf{I}_2 \end{pmatrix},$$

(35)

then we take the limit $r \to \infty$ to simulate an ideal measurement. Finally, we obtain a covariance matrix

$$\mathbf{V}_{MM} = \begin{pmatrix} (v - \frac{w^2}{2u}) \mathbf{I}_2 & \frac{w^2}{2u} \mathbf{Z}_2 \\ \frac{w^2}{2u} \mathbf{Z}_2 & (v - \frac{w^2}{2u}) \mathbf{I}_2 \end{pmatrix},$$

(36)

which determines the entanglement of two-mode microwave state.

### VI. COMPARISON OF MM ENTANGLEMENT SWAPPING SCHEMES

The entanglement swapping can also be discussed in discrete variables similar to the well known DLCZ scheme [49, 50], where the system typically works at a very different parameter regime, e.g., entangled photon pairs should be generated by the weak parametric down conversion. Also, we need the optical single photon clicks to herald successful MM entanglement, thus this “click-based entanglement swapping” scheme is generally probabilistic. While in the continuous variables, the continuous MM entanglement generation favors the strong parametric down conversion regime and is usually non-probabilistic due to the deterministic property of homodyne measurement [33]. At the same time, we expect the MM entanglement from homodyne-based entanglement swapping to be more sensitive to optical photon loss error than that from the photon click-based protocol. To make these comparison more clear, we evaluate the entanglement generation rates from both schemes in the following section.

For simplicity, we assume zero intrinsic thermal noises from all modes and the measurement devices are perfect for both protocols.

For the homodyne-based entanglement swapping scheme, the MM entanglement can be quantified by two-mode Gaussian entanglement of formation $E_F(\omega)$, which measures the amount of entanglement in the output state for a given frequency. In practice, it is important to check the entanglement within certain bandwidth. Because of energy conservation, the overall output state is approximately in a tensor product of all frequency contributions, which indicates that the entanglement is additive. Thus we define a quantity called entanglement of formation rate ($E_R$) as [29]

$$E_R = \frac{1}{2\pi} \int E_F(\omega) d\omega.$$  

(37)

Intuitively, $E_R$ tells how efficient a system is in generating entanglement. Since the entanglement of formation in general upper bounds the distillable entanglement, the rate $E_R$ actually gives an upper bound of the system entanglement generation rate [51]. For no optical photon loss, $E_R$ depends on the MM state as given in Eq. 36. If we model an extra optical photon loss as a beam splitter with transmissivity $\tau$, the MM state can be obtained by the replacement $u \to \tau (u - 1) + 1$ and $w \to \sqrt{\tau} w$, which generally results in a reduced entanglement rate.

In the click-based entanglement swapping protocol, optical single photon detection is used to herald the entangled MM Bell pair. The optical photon click can be modeled as a Poissonian detection process and the single click probability is given by $r_t \Delta t e^{-r_t \Delta t}$, where $\Delta t$ is pump pulse duration which is typically several microseconds and $r_t$ is the optical photon rate

$$r_t = \langle \hat{a}_{out,c}^\dagger \hat{a}_{out,c} \rangle = \frac{1}{2\pi} \int \langle \hat{a}_{out,c}^\dagger \hat{a}_{out,c} \rangle d\omega.$$  

(38)
TABLE I. Comparison of the photon click-based and the homodyne-based entanglement swapping schemes.

| click-based entanglement swapping | homodyne-based entanglement swapping |
|-----------------------------------|-------------------------------------|
| - in photon number basis          | - in continuous variable basis      |
| - use single photon detection     | - use homodyne measurement          |
| - probabilistic scheme with heralding | - deterministic scheme              |
| - working in low squeezing regime | - working in high squeezing regime   |
| - with detection of loss errors   |                                     |

Considering there are two piezo-optomechanical devices contributing to the optical heralding event, the single photon click rate can be approximated by

\[ r_B \simeq 2r_t e^{-r_t \Delta t} \] (39)

which is essentially the heralded MM Bell state generation rate. Similarly, we can also model the optical photon loss by a beam splitter with transmissivity \( \tau \), which will reduce the overall Bell pair rate.

In Fig. 6, we numerically calculate the entanglement generation rates for both protocols. We see the homodyne-based swapping scheme generally have a larger entanglement rate than the click-based protocol. Meanwhile, as expected the homodyne-based swapping scheme favors the strong parametric down conversion regime (the upper right corner in Fig. 6(b) where \( C_{\text{om}} \) approaches \( C_{\text{em}} \)) and it is very sensitive to the photon loss. In contrast, as shown in Fig. 6(a), the photon click-based scheme is much more robust to photon loss in generating entanglement. Also, it is preferred for the click-based scheme to work in the weak down conversion regime (smaller \( C_{\text{om}} \)) since the single photon pair generation is more probable. In summary, the MM entanglement generation can be done in both discrete and continuous variables and we should properly choose the right protocol according to the practical requirements in the mission of quantum information transduction. For convenience, we summarize their difference in Tab. I.

![FIG. 6. (a) The entanglement generation rate for photon click-based scheme and (b) the entanglement of formation rate for the homodyne-based scheme in terms of \( C_{\text{om}} \) and the optical transmissivity \( \tau \). In each plot, we set \( C_{\text{em}} = 10, \quad \zeta_o = \zeta_e = 1 \) and the thermal bath \( n_{\text{th}} = 0 \). It is worth mentioning that the non-unit extraction ratios and thermal noise will degrade the entanglement rate for both schemes.](image)

VII. DISCUSSION

As discussed, EQT is more feasible for quantum state conversion which places much less demanding requirements on the physical implementations. To achieve the EQT, an important step is to successfully demonstrate the MO entanglement. As the experimental technology develops, various physical systems, including piezo-optomechanics, electro-optics, etc., is reported to reach the EQT compatible regime, where high fidelity entanglement could in principle be generated and quantified.

In practice, e.g., for discrete variable entanglement, the entanglement verification also needs efficient photon detection. Although optical photon detector can already work with extremely high efficiency, the microwave detection still suffers from limited sensitivity, thus hindering an efficient MO Bell measurement. Interestingly, with the help of circuit quantum electrodynamics for capturing microwave photons, it is shown that high fidelity single microwave detection is possible [52]. We expect that as the experimental technique improves the MO entanglement should become more controllable, and the EQT would be the first quantum conversion scheme that coherently brings the two important fields—optical communication channel and microwave quantum processor—together; In the mean time, distant MM entanglement from entanglement swapping would become more practical in coherently connecting quantum circuits. In short, these protocols together would bring the ambitious proposal of quantum network more down to earth.
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Appendix A: Characteristic and Wigner function of Gaussian state

Given any linear operator $\hat{\delta} \in \mathcal{L}(\mathcal{H})$ acting on the Hilbert space $\mathcal{H}$. One can define the $p$-norm of the operator as $\|\hat{\delta}\|_p = \left[\text{tr}\sqrt{\hat{\delta}^p\hat{\delta}}\right]^{1/p}$. When $p = 2$, it is called Hilbert-Schmidt norm, based on which one can define Hilbert-Schmidt inner product for two operators

$$(\hat{\delta}_i|\hat{\delta}_j) \equiv \text{tr}(\hat{\delta}_i^\dagger\hat{\delta}_j).$$

(A1)

If we confine the linear operator to the Heisenberg-Weyl group elements $D_\xi \equiv \exp[-i\xi^T\Omega\xi]$ defined on $n$ Bosonic modes, where $\xi \in \mathbb{R}^{2n}$, $\hat{x} = \{q_1, p_1, ..., q_n, p_n\}^T$, and the $\Omega$ is the symplectic form

$$\Omega \equiv \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}^\otimes n,$$

(A2)

we have the orthogonality condition in terms of the Hilbert-Schmidt inner product

$$(\hat{D}_\xi|\hat{D}_\lambda) = (2\pi)^n\delta^{2n}(\xi - \lambda).$$

(A3)

Thus we can view the Weyl operator as defining a set of operator basis, with which any other operator can be expanded. For instance, given a density operator $\rho$, it can be expanded according to

$$\rho = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^{2n}} d^{2n}\xi \chi(\xi)\hat{D}_\xi,$$

(A4)

where the expansion coefficient $\chi(\xi)$ is typically named as the characteristic function, and $\chi(\xi) = (\hat{D}_\xi|\rho) = \text{tr}(\hat{D}_\xi^\dagger\rho)$. Obviously, knowing the characteristic function is equivalent to knowing the state. The Wigner function is defined as the Fourier transform of the characteristic function

$$W(x) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^{2n}} d^{2n}\xi \chi(\xi)e^{-ix^T\Omega\xi}.$$ 

(A5)

For Gaussian state with covariance matrix $\mathbf{V}$ and first moment $\mathbf{x}$, one can show the characteristic function and the Wigner function take the form

$$\chi(\xi) = e^{-\frac{1}{2}\xi^T(\Omega\mathbf{V}\Omega^T)\xi - i(x^T\Omega\xi)}$$

(A6)

and

$$W(x) = e^{-\frac{1}{2}(x-x)^T\mathbf{V}^{-1}(x-x)}(2\pi)^n\sqrt{\det\mathbf{V}}.$$ 

(A7)

Appendix B: Quantum capacity and Gaussian channel

1. Coherent information

As capacity for classical channel, quantum capacity is a quantity for measuring the channel’s ability to transmit quantum information. In general for many quantum channels, to exactly know the quantum capacity is hard. Instead, lower or upper bound is used for partially describing the channels. In this appendix, we will discuss a lower bound—the coherent information—which defines an achievable rate of a channel to transmit quantum information.

In general, a quantum channel is defined by a completely positive and trace preserving (CPTP) map (The requirement of a quantum channel to be CPTP is nothing but keeping the quantum process physical)

$$N: \rho_A \rightarrow \rho_B,$$

(B1)

where the system input $\rho_A \in \mathcal{H}_A$ and the output $\rho_B \in \mathcal{H}_B$. Theoretically, any quantum channel has a unitary dilation defined as

$$N(\rho_A) \equiv \text{tr}_E[U_{AE}(\rho_A \otimes |0\rangle \langle 0|_E)]$$

(B2)

The subscript $E$ is usually to denote the environment input (here we identify it with the output for simplicity). The above dilation naturally defines a complement channel

$$N^c(\rho_A) \equiv \text{tr}_A[U_{AE}(\rho_A \otimes |0\rangle \langle 0|_E)].$$

(B3)

Since the unitary evolution usually correlates the system and the environment, the system output will not contain all the information of the input. The coherent information of a quantum channel is defined as

$$I_c(N) \equiv \sup_{\rho_A} S(N(\rho_A)) - S(N^c(\rho_A))$$

(B4)

where $S(\rho) \equiv -\text{tr}(\rho\log\rho)$ is the von Neumann entropy. The coherent information has a close connection with conditional entropy, which can be seen by adding an identity channel acting on the purification of the system input. If we denote $|\psi\rangle_{RA}$ as a purification of $\rho_A$, we have a unitary channel $I_R \otimes U_{AE}$ acting on the input $|\psi\rangle_{RA} \otimes |0\rangle_E$

$$\rho_{RBE} = I_R \otimes U_{AE}(|\psi\rangle_{RA} \otimes |0\rangle_E).$$

(B5)

Obviously, the output $\rho_{RBE}$ is a pure state and the coherent information (maximized over the input $\rho_A$) can be written down as

$$I_c(N) = S(\rho) - S(\rho_{BR}),$$

(B6)

which is the negative conditional entropy of the state $\rho_{BR}$. Quantum conditional entropy being negative is a surprising quantum fact compared to classical probability theory, and we see interestingly it defines a lower bound.
of quantum capacity through the relation with coherent information.

The quantum capacity is defined as the optimal average coherent information when using the channel \( n \) times \( Q \equiv \sup_{\rho_n} \frac{1}{n} I_c(\mathcal{N} \circ n) \), which in general is difficult to calculate analytically. Since coherent information can be super-additive \( I_c(\mathcal{N}_1 \otimes \mathcal{N}_2) \geq I_c(\mathcal{N}_1) + I_c(\mathcal{N}_2) \), the single shot evaluation of coherent information usually provides a lower bound of the channel capacity.

2. Gaussian quantum channel

A Gaussian quantum channel can be specified by its action on the statistical first and second moments of arbitrary Gaussian state \( \hat{\rho}(x, V) \). In general, we have [53]

\[
\begin{align*}
  x &\rightarrow T x + d, \\
  V &\rightarrow T V T^T + N,
\end{align*}
\]

where \( T, N \) are real matrices satisfying the channel completely positive condition

\[
N + i \Omega - iT \Omega T^T \geq 0.
\]

\( d \) is usually set to zero since it can be compensated by local displacement and is not affecting the state entanglement. Specifically, when \( N = 0 \) and \( T \) is a symplectic matrix, it then defines a Gaussian unitary channel.

As stated in the main text, the thermal loss channel is modeled as a beam splitter mixing the input mode and the thermal noise

\[
x \rightarrow \sqrt{\eta} x_{\text{in}} + \sqrt{1 - \eta} x_{\text{ne}}.
\]

For a single mode loss channel \( \mathcal{N}(\eta, n_e) \), it is easy to verify that

\[
T = \sqrt{\eta} I_2, \quad N = (1 - \eta) (2 n_e + 1) I_2.
\]

where \( \eta < 1 \) is the transmissivity and \( n_e \) denotes the thermal noise.

Similarly, for a single mode thermal amplification channel \( \mathcal{A}(\eta, n_e) \): \( x \rightarrow \sqrt{\eta} x_{\text{in}} + \sqrt{1 - \eta} x_{\text{ne}} \) with \( \eta > 1 \), we have

\[
T = \sqrt{\eta} I_2, \quad N = (\eta - 1)(2 n_e + 1) I_2.
\]

Random displacement channel \( \mathcal{D}(1, \sigma^2) \) can be considered as the limiting case of the above Bosonic channels, where the input signal is contaminated with random Gaussian noise with noise variance \( \sigma^2 \). We have

\[
T = I_2, \quad N = \sigma^2 I_2.
\]

By investigating the coherent information of these Gaussian channels, we can lower bound their quantum capacities. For single mode thermal loss channel \( \mathcal{N}(\eta, n_e) \) (or \( \mathcal{A}(\eta, n_e) \)), the lower bound is given by [31]

\[
I_c(\mathcal{N}(\eta, n_e)) = \log_2 \left| \frac{\eta}{1 - \eta} \right| - g(n_e),
\]

where \( g(x) = (x + 1) \log_2(x + 1) - x \log_2 x \). For random displacement channel, a transmission rate can be achieved by GKP code [46], which gives the the quantum capacity lower bound

\[
Q_{\text{LB}}' = \max\{0, \log_2(\frac{2}{e\sigma^2})\}.
\]

Appendix C: Entanglement of formation

Entanglement of formation (\( E_F \)) of a general mixed bipartite state is defined as the infimum of the average von Neumann entropy taken over all its possible pure state decompositions

\[
E_F = \inf_{\rho_{\text{in}}} \sum_i p_i E(\psi_i).
\]

It has been proven to be an effective entanglement measure for Gaussian states [39]. For a general two mode Gaussian state, e.g., the output \( V_{\text{oe}} \) as specified in the text, a lower bound is given by the formula

\[
E_F = \cosh^2 r \log_2 \left( \cosh^2 r \right) - \sinh^2 r \log_2 \left( \sinh^2 r \right),
\]

where \( r \) is the minimum amount of anti-squeezing needed to disentangled the state

\[
r = \frac{1}{4} \ln \left( \frac{\gamma - \sqrt{\gamma^2 - \beta_+ \beta_-}}{\beta_-} \right),
\]

with

\[
\gamma = 2 (\det V_{\text{oe}} + 1) - (u(\omega) - v(\omega))^2,
\]

\[
\beta_\pm = \det V_A + \det V_B - 2 \det V_C + 2 u(\omega) v(\omega)
\]

\[
+ 2 w^2(\omega) \pm 4 u(\omega)(u(\omega) + v(\omega))
\]

The lower bound is saturated for a two mode Gaussian state in the standard form encountered in this paper. In the main text, we used the above formula to plot the \( E_F \) with the on resonance frequency (taking \( \omega = 0 \)).

Appendix D: Bandwidth limited channel capacity

In classical Shannon theory, it is well-known that the finite bandwidth of a transmission line gives a finite rate in the data sampling [54], which places a constraint on the capacity rate. Similarly, any practical quantum transducer will have finite bandwidth, limiting the information transmission rate. In the expression Eq. 8 for the conversion efficiency, the on resonance frequency (\( \omega = 0 \)) is picked, while in general the conversion efficiency is given by

\[
\eta(\omega) = \frac{4 C_{\text{com}} C_{\text{em}}}{C_{\text{com}} \alpha + C_{\text{em}} \beta + \alpha \beta \gamma}|\zeta|^2,
\]

\[
\text{where } g(x) = (x + 1) \log_2(x + 1) - x \log_2 x.
\]
where \( \alpha = 1 - \frac{2 \omega}{\omega_c} \), \( \beta = 1 - \frac{2 \omega}{\omega_m} \), and \( \gamma = 1 - \frac{2 \omega}{\omega_m} \). Note this efficiency is defined according to 
\[ \eta \equiv \left| \hat{a}_{\text{out},c}(\omega) \right|^2 / \left| \hat{c}_{\text{in},c}(\omega) \right|^2 , \]
where the ratio is between two power spectrum density. Thus the corresponding capacity Eq. 11 has a unit \( [Q_{\text{LB}}^N(\omega)] = \text{ebit/Sec/Hertz} \). For a transducer with limited bandwidth, one can define a capacity rate that integrates all frequency contribution
\[ Q_{\text{LB}} \equiv \int d\omega Q_{\text{LB}}^N(\omega). \] (D2)

This quantity has a unit \( [Q_{\text{LB}}^N] = \text{ebit/Sec} \) and obviously it is also a lower bound. Since different quantum transducers generally have quite different transmission bandwidth, the capacity rate \( Q_{\text{LB}} \) defined above will be useful in comparing their different transduction abilities.
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