Firing statistics of a neuron with delayed feedback inhibition stimulated with a renewal process
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Abstract

In this paper, we study the impact of an inhibitory autapse on neuronal activity. In order to do this, we consider a class of spiking neuron models with delayed feedback inhibition stimulated with a series of excitatory impulses, representing a stochastic point renewal process. We calculate exactly the probability density function (PDF) \( p(t) \) for the distribution of output interspike intervals (ISIs). The calculation is based on the known PDF of ISIs \( p^0(t) \) for the same neuron without feedback and the PDF of ISIs for the input stream \( p^\text{in}(t) \). Obtained results are applied to the case of a neuron with threshold 2 when the time intervals between input impulses are distributed according to the Erlang-2 distribution. Further, for the binding neuron model with threshold 2 with delayed feedback inhibition stimulated with the Erlang-2 stream of excitatory impulses, the first two moments of the ISI PDF are computed. Our results indicate that depending on the time delay of the feedback inhibition, the spike regularity can lower or rise in comparison with the case of the neuron without delayed feedback inhibition.
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1 Introduction

The brain consists of neurons that are wired together by axons with synapses and communicate with each other by electrical impulses, or spikes. There are two classes of neurons: excitatory and inhibitory. To execute cognitive tasks, in the cortex, the balance between excitation and inhibition must be maintained \cite{1,2}. Recently, the importance of cortical disinhibition, that is the temporary ceasing of inhibitory neurons activity, was recognized, for learning and memory \cite{3}, sensorimotor integration \cite{4}, locomotion \cite{5}, social behaviour \cite{6}, and attention \cite{7}.
Disinhibition can be achieved in different ways, for instance, by neuromodulation [5,6], long-range inhibitory input [8], and also at the level of local circuits. In the latter case, for some inhibitory neurons, their disinhibition is accomplished due to feedforward inhibition obtained from other neurons [9]. On the contrary, for parvalbumin-expressing (PV) inhibitory neurons, the main source of their inhibition is autaptic transmission [10]. The latter means that PV neurons send synaptic connections not only to other cells but also to themselves. Such inhibitory synapses are called autapses. They were also found in other parts of the brain [11–14]. However, the function of autapses outside the cortex are still to be discovered [15].

Most neurons in the brain are stimulated with sequences of spikes (spike trains) that appear random [16–22]. Mathematically such sequences are usually described as some stochastic point process [23]. Often the most simple case of a point process, a Poisson process, is used to describe a neuronal activity. For a Poisson process, its intensity, or infinitesimal rate at which events are expected to occur around a particular time is always the same. It does not depend on the prior history of the point process. In some cases, the description of neuronal activity with a Poisson process is experimentally approved [16–18] but in many others both experimental data [19–22] and theoretical considerations [24] exclude a possibility for a neuronal activity to have a Poisson statistics.

If a spike train is a realization of a Poisson process then the regularity of ISIs, or spike regularity, is low. However, there is an experimental evidence that some cortical neurons fire with a millisecond precision in response to sensory stimuli [25,26]. In [27] it was experimentally established that inhibitory autapses enhance spike timing precision on the millisecond scale. The latter is important in the situations where the precise spike timing carry information in the brain.

The effects of different types of autapses on the neuronal activity were studied extensively, see, for example, [28–37]. For instance, by computer modeling, it was discovered that excitatory autapse introduces a new firing pattern, namely, spike bursting, into the repertoire of behaviours of a lone Hodgkin–Huxley neuron [28]. It was proved rigorously that when a binding neuron with either an excitatory autapse [29] or inhibitory one [30] is stimulated with a Poissonian stream of excitatory impulses, the resulted output stream is non-Poissonian. For a Hodgkin–Huxley neuron with a slow excitatory autapse, it was discovered that the average firing rate can increase or decrease in comparison with the firing rate of the neuron without an autapse depending on the time delay of the feedback [31]. Also, when a Hodgkin–Huxley neuron with an autapse is stimulated with randomly distributed impulses, the neuron acts as a low-pass or band-pass filter [32]. Simulating an Izhikevich model neuron, it was observed that the spike regularity, measured by the coefficient of variation of ISIs, can increase or decrease for the neuron with inhibitory autapse depending on the time delay of the feedback [33]. Similarly, in [34] it was established that the value of the time delay of the feedback inhibition regulates firing patterns of the Wang-Buszaki neuron. For a Morris–Lecar neuron, the neuronal firing is intensified near the inverse Hopf bifurcation point when an inhibitory autapse is added to the neuron [35]. The autapses was observed to induce multiple coherence resonance in the scale-free neural network [36]. In a Hindmarsh–Rose neuron with time delay, changes in the time delay can lead to different types of bifurcations [37].

Although, theoretical studies of neurons with autapses are abundant, the
research was done by numerically or analytically investigating specified in a work particular neuronal model. In the current paper, we attempt to obtain analytical results for a wide range of neuronal models. We try to determine what kinds of statistics a neuron with delayed feedback inhibition might have if it is stimulated with input stream of excitatory impulses with non-Poisson, but renewal statistics. For the renewal point process, unlike Poisson process, the process intensity does depend on the prior history of the point process, namely, on the time at which the last event occurred. The consideration of a renewal point process instead of a Poissonian one presents analytic difficulties [23]. The emphasis of this work is made on the role of an inhibitory autapse, or delayed inhibitory feedback. That means that we take as given the probability density function (PDF) $p_0(t)$ of ISIs of that same neuron without feedback when it is stimulated with a stream of excitatory impulses distributed randomly according to its ISI PDF $p_{in}(t)$, see Fig. 1, upper panel. Here $p_{in}(t)dt$ and $p_0(t)dt$ give the probability to obtain the input and output ISI duration in the interval $[t; t+dt]$, respectively. Based on $p_{in}(t)$ and $p_0(t)$, we calculate the output ISI PDF $p(t)$ for the neuron with delayed inhibitory feedback, see Sec. 3.1. In this paper, we consider a $Cl$-type fast shunting inhibition, mediated via GABA_A receptors, see Sec. 2.2.

The answer is obtained for a class of spiking neuronal models, see Sec. 2.1, which includes a leaky integrate-and-fire model. The obtained general expression for $p(t)$ is checked analytically for already known case of a Poisson-type stimulation (see Sec. 3.2) as well as by numerical simulation of a stochastic process (see Fig. 3). Since the description of ISIs with the Gamma distribution is widely used in theoretical and experimental studies [39], obtained in this paper results are applied to the case of a neuron with threshold 2 when the time intervals between input impulses are distributed according to the Erlang-2 distribution, see Sect. 3.3. It is observed that spike regularity of a neuron with inhibitory autapse can decrease or increase in comparison with the case of the neuron without feedback, depending on the time delay of the feedback inhibition, see Fig. 4.

2 Methods

2.1 Class of neuronal models

The neuron transforms the input stream of impulses into the output stream, see upper panel of Fig. 1. Instead of specifying a particular neuronal model, we consider a class of neuronal models, which satisfy the following conditions:

- **Cond0**: Neuron is deterministic: Identical stimuli elicit identical spike trains from the same neuron.
- **Cond1**: Neuron is stimulated with a renewal point stochastic process of excitatory impulses. The distribution of the intervals between those impulses is $p_{in}(t)$ where $t$ is a time between two consecutive impulses in the input stream.
- **Cond2**: Neuron can be triggered only at the moment of receiving an input impulse.
• Cond3: Just after triggering, neuron fires a spike and immediately appears in its resting state, and remains there until an input impulse is received.

• Cond4: Neuron’s output statistics is characterized by the output ISI PDF $p_0(t)$ where $t$ means an ISI duration.

Additionally, we assume here that, if starting from its resting state, a neuron requires more than one input impulse in order to be triggered and, consequently, emit an output spike.

The neuronal models that satisfy Cond0-Cond4 include a perfect integrator [40], a leaky integrate-and-fire neuron [40], and a binding neuron [41]. Notice that the considered class of neuronal models is a subset of renewal (non-adaptive) neurons as defined in [42].

2.2 Delayed feedback inhibition

In the current paper, we consider a neuron with delayed feedback. It means that every time the neuron generates a spike, it also enters the feedback line, if there is no impulse in the feedback line yet, see Fig. 1. The impulse in the feedback line needs $\Delta$ time units to enter the neuron.

The properties of the considered feedback inhibition line is inspired by autapses of PV neurons [43]. The transmission via them is mediated by GABA_A receptors permeable to $Cl^-$ ions. An impulse mediated through such receptors has shunting effect on the neuronal excitatory membrane. This means that excitation/depolarization, if any, decreases due to inhibitory input. Also, an inhibitory impulse has no effect on the neuronal state if it is the resting state. This is because the reversal potential for $Cl^-$ ions equals the resting potential. How much excitation is decreased due to the inhibitory impulse depends on the strength of the inhibitory synapse. In this paper, we assume that the inhibitory impulse is able to immediately diminish excitation entirely. After that, it does not have any influence on the neuronal state.

Therefore, inspired by GABA_A inhibition known in real neuronal systems, we assume that the feedback line has the following properties:

• Prop1: The time delay in the line $\Delta > 0$ is constant.
• Prop2: The line is able to convey no more than one impulse.
• Prop3: After receiving an impulse from the feedback line, the neuron appears in its resting state, and that impulse is immediately forgotten.

Note that because of Prop3 and Cond3 the case of instantaneous inhibitory feedback (i.e. $\Delta = 0$) corresponds to a neuron without any feedback.

3 Results

3.1 General expression for ISI PDF $p(t)$

We study a neuron with delayed feedback inhibition specified in Sec. 2.1, 2.2 in its stationary state. Also, it is worth to mention that when a neuron fires, an ISI starts anew.
Figure 1: Upper panel: Neuron without feedback. Lower panel: Neuron with delayed feedback. As neuron in the both panels of the figure, we consider any neuronal model, which satisfies the set of conditions Cond0 - Cond4, see Sec. 2.1. The neuron in both panels is stimulated with the same stream of excitatory impulses which is a realisation of some stochastic point renewal process. Thus time intervals between input impulses are indepent and randomly distributed according to the distribution $p^{\text{in}}(t)$, where $t$ denotes an ISI duration. As a result of the stimulation with the renewal input stream, the neuron without feedback (upper panel) produces the series of spikes which are distributed according to the distribution $p^0(t)$. Under the same stimulation, that same neuron but with delayed feedback inhibition with the time delay $\Delta$ of the feedback (lower panel) generates spikes with the ISI PDF $p(t)$. In case of the feedback line presence (lower panel), when the neuron generates spike, it also enters the feedback line if the line is empty.
To find the ISI PDF $p(t)$ for such a neuron, let us introduce a time-to-live $s$. It denotes the time the impulse in the feedback line needs to reach the neuronal input (see lower panel of Fig. 1). Note that at the beginning of an ISI, there is always an impulse in the feedback line with a time-to-live $s \in [0; \Delta]$. Then, in the stationary regime, $p(t)$ can be calculated as follows:

$$p(t) = \int_0^\Delta ds \ p(t|s)f(s).$$

Here $p(t|s)$ is the conditional probability density to get the output ISI of a duration $t$ if at the beginning of the ISI there was an impulse in the feedback line with a time-to-live $s$.

As regards $f(s)$, it is the PDF of times-to-live $s$ at the beginning of an ISI, i.e. just after spiking. We consider a stationary regime here. In the Appendix A, it is rigorously proven that if the condition (34) on the PDF for a neuron without feedback $p^0(t)$ and the time delay of the feedback $\Delta$ is met then in the course of neuronal activity $f(s)$ converges to a unique stationary distribution. When the stationary distribution is attained, $f(s)$ has the following form:

$$f(s) = g(s) + a \ \delta(\Delta - s).$$

Here $g(s) \in C([0; \Delta])$ is a solution of Eq. (35), which is given by the expression (36), see the Appendix A below. The coefficient $a \in [0; 1]$ can be found from the normalization condition on $f(s)$. Notice, that the expression (2) is in a sense universal. The same form of $f(s)$ has been used in [29, 38, 44, 45] for different neuronal models. But here we are able to prove that any initial distribution converges to a unique stationary distribution given by (2).

To find $p(t|s)$, let us consider three different cases, see Fig. 2. In Fig. 2, points 0 and $t$ on the time lines denote the start and the end of an ISI, respectively. Note that at the beginning of each ISI, i.e. at the moment 0, an input impulse has been received, and it triggers a neuron. Therefore at the moment 0, the input stochastic process starts anew, because it is renewal. Further, at that moment, the neuron is in its resting state, and there is an inhibitory impulse in the feedback line with a time-to-live $s \in [0; \Delta]$.

The first possible case is to get an output ISI $t < s$, see top panel of Fig. 2. The latter means that the impulse from the feedback line does not reach the neuron before the end of the ISI. Thus the probability $p(t)dt$ to obtain an ISI of duration within $[t; t + dt]$ for a neuron with feedback is the same as for the same neuron without feedback, i.e.

$$p(t|s) = p^0(t), \ \ t < s.$$

The second possible case is to obtain an output ISI $t > s$. Then two mutually exclusive scenarios should be considered. The first one is when there is no input impulses during the first $s$ time units after the start of the ISI, or, in other words, before the arrival of the impulse from the feedback line, see middle panel of Fig. 2. An event “to obtain the first output impulse at the moment $t > s$ if the first input impulse arrives after the one from the feedback line” consists of the continuum of the alternative events indexed with a parameter $s'' \in ]s; t[$, i.e. $s''$ denotes the arrival time of the first input impulse after the start of the ISI.
Figure 2: To calculate the conditional PDF $p(t|s)$ to get the output ISI of a duration $t$ if at the beginning of the ISI there was an impulse in the feedback line with a time-to-live $s$, one should consider three possible mutually exclusive events. Top panel: an event “to obtain the first from the beginning of an ISI output impulse at $t < s$”. Middle panel: an event “to obtain the first output impulse at $t > s$ if the first input impulse arrives after at $s'' > s$”. Bottom panel: an event “to obtain the first output impulse at the moment $t > s$ if the first input impulse arrives before $s$”. $s'$ and $s''$ are the arrival times of two consecutive input impulses, namely, the last one before and the first one after obtaining the impulse from the feedback line. Points 0 and $t$ on all three time lines denote the start and the end of an ISI, respectively. Points $s$ denote the arrival time of the impulse from the feedback line.
Each alternative event consists of the following two consecutive and statistically independent events:

1. The first input impulse is obtained at the time \( s'' \in ]s; t[ \). The event has the probability \( p^{in}(s'')ds'' \).

2. The output impulse is produced at the time \( t > s'' \). At the moment \( s'' \), right after the receiving the input impulse, due to Cond3, the neuron is in the same state as at the beginning of an ISI in case of instantaneous excitatory feedback described in [46]. After the moment \( s \), the delayed feedback inhibition does not have any influence on the neuronal state. The input stochastic process also starts anew at \( s'' \). Thus the probability density to get the output ISI of duration \( t \) is \( p^{o-if}(t - s'') \), where \( p^{o-if}(t) \) is the PDF for the same neuron but with instantaneous excitatory feedback instead of inhibitory one. We use here notation from [46].

Therefore the probability of the considered alternative event indexed with the parameter \( s'' \) is \( p^{in}(s'')p^{o-if}(t - s'')ds''dt \). Its contribution to \( p(t|s) \) is as follows:

\[
p(t|s) = \int_s^t ds'' p^{in}(s'')p^{o-if}(t - s''), \quad t > s.
\]

The other scenario in case of \( t > s \) is an event “to obtain the first output impulse at the moment \( t > s \) if the first input impulse arrives before the one from the feedback line”. It consists of the continuum of the alternative events indexed with two parameters \( s' \in ]0; s[ \) and \( s'' \in ]s; t[ \), see bottom panel of Fig. 2. \( s' \) and \( s'' \) are the time moments of obtaining two consecutive impulses from the input line during one ISI, namely the last one before and the first one after obtaining the impulse from the feedback line, respectively. Each alternative event consists of three consecutive and statistically independent events:

1. The last impulse from the input line before the time moment \( s \) reaches the neuron at the moment \( s' < s \), and the neuron has not been triggered during the time interval \( ]0; s'[ \). Note that during the time interval \( ]0; s'[ \) the neuron is not influenced by the feedback and therefore can be considered as the one without feedback. We denote the probability density of such events (obtaining an input impulse at the moment \( s' \) before obtaining the impulse from the feedback line and the absence of firings during the time interval \( ]0; s'[ \)) as \( \tilde{F}^{0}(s') \).

2. The next impulse after the input impulse at \( s' \) is obtained from the input at the moment \( s'' > s \). The probability density of such events is \( p^{in}(s'' - s') \). It does not depend on the neuronal state or previous input impulses because the input stream is expected to be renewal.

3. The neuron is triggered at the time \( t > s'' \). At the moment \( s'' \), right after the receiving the impulse from the input, the neuron is in the same state as at the beginning of an ISI in case of instantaneous excitatory feedback. Therefore the probability density to get the output ISI of duration \( t \) is \( p^{o-if}(t - s'') \).
Thus the probability of the considered alternative event indexed with the
parameters \( s' \) and \( s'' \) is \( \tilde{P}(s')p^{in}(s'' - s')p^{o-2I}(t - s'')dx'ds'dt. \)

Finally, after examining three mutually exclusive events, the conditional
PDF \( p(t|s) \) can be written as follows:

\[
p(t|s) = \chi(s-t)p^0(t) + \int_s^t ds'' p^{o-2I}(t-s'') \left( p^{in}(s'') + \int_0^s ds' \tilde{P}(s')p^{in}(s'' - s') \right),
\]

where \( \chi(s-t) \) denotes a Heaviside step function.

In [46], the relation between the ISI PDF for a neuron without feedback \( p^0(t) \)
and the ISI PDF for the same neuron with instantaneous excitatory feedback
\( p^{o-2I}(t) \) was derived:

\[
p^0(t) = \int_0^t dt' p^{in}(t')p^{o-2I}(t - t').
\]

After applying the Laplace transform over the last expression, the Laplace
transform of the ISI PDF for the neuron with instantaneous excitatory feedback
\( p^{o-2I}(t) \) can be obtained:

\[
L\{p^{o-2I}\} = \frac{L\{p^0\}}{L\{p^{in}\}}.
\]

In order to calculate \( p(t) \), the exact expression for the distribution \( \tilde{P}(s') \) is
needed. It can be found as follows. The probability density of not trigerring a
neuron without feedback during the first \( t' \) time units of an ISI is a complemen-
tary cumulative distribution function (CCDF) of ISIs for the neuron without
feedback \( P^0(t') \):

\[
P^0(t') = 1 - \int_0^{t'} dt' p^0(t).
\]

The event of not trigerring the neuron during the first \( t' \) time units of an ISI
can be represented as a sum of two mutually exclusive events. The first one is
an event “to obtain no input impulses during the first \( t' \) time units of an ISI”. Its
probability density is the CCDF for the input stream:

\[
P^{in}(t') = 1 - \int_0^{t'} dt'' p^{in}(t'').
\]

The second event is an event “to not trigger a neuron during the first \( t' \)
time units of an ISI if at least one input impulse is fed into the neuron during
that time”. It can be represented as a set of alternative events indexed with a
parameter \( s' \in [0; t'] \). The alternative event consists of two consecutive inde-
pendent events. The first event is that at the moment \( s' \) the neuron obtains an
input impulse and has not been triggered during the time interval \([0; s'] \). The
probability of such an event is \( \tilde{P}^0(s')ds' \). The second event is the absence of input impulses during the time interval \([s';t']\). Note that at the moment \( s' \) the input stochastic process starts anew. Thus the probability of the second event is \( P_{in}(t' - s')dt' \).

Therefore \( \tilde{P}^0(s') \) can be derived by solving the following integral equation:

\[
P^0(t') = P_{in}(t') + \int_0^{t'} ds' \tilde{P}^0(s')P_{in}(t' - s').
\]  

(7)

Performing the Laplace transform over the last equation and using Eqs. (5) and (6), one can obtain the Laplace transform of \( \tilde{P}^0(s') \):

\[
L\{\tilde{P}^0\} = L\{p_{in}\} - L\{P^0\} \frac{1}{1 - L\{p_{in}\}}.
\]  

(8)

Substituting Eq. (3) for the conditional probability \( p(t|s) \) into Eq. (1) and taking into account that \( f(s) \) can be represented as in Eq. (2), the following expressions for the ISI PDF \( p(t) \) for the neuron with delayed feedback inhibition can be derived:

\[
p(t) = \int_0^t ds g(s) \int_s^t ds'' p^{Jf}(t - s') \left( p_{in}(s') + \int_0^{s'} ds' \tilde{P}^0(s')p_{in}(s'' - s') \right) + p^0(t) \left( \int_t^\Delta ds g(s) + a \right), \quad t < \Delta; \quad (9)
\]

\[
p(t) = \int_0^\Delta ds g(s) \int_s^t ds'' p^{Jf}(t - s') \left( p_{in}(s') + \int_0^{s'} ds' \tilde{P}^0(s')p_{in}(s'' - s') \right) + \int_t^\Delta ds'' p^{Jf}(t - s'') \left( p_{in}(s'') + \int_0^{s''} ds' \tilde{P}^0(s')p_{in}(s'' - s') \right), \quad t > \Delta.
\]  

(10)

Notice that, according to Eqs. (9) and (10), the obtained ISI PDF \( p(t) \) has a jump type discontinuity at a point corresponding to the output ISI that is equal to the delay in the feedback line \( \Delta \):

\[
\lim_{t \to \Delta^-} p(t) - \lim_{t \to \Delta^+} p(t) = a p^0(\Delta).
\]

To summarize, if the output ISI PDF for the same neuron without feedback \( p^0(t) \) and the input ISI PDF \( p_{in}(t) \) are known then the output ISI PDF \( p(t) \) for the neuron with delayed feedback inhibition can be calculated as follows:

1. to find the stationary PDF of times-to-live \( f(s) = g(s) + a \delta(\Delta - s) \), first, calculate \( g(s) \) using Eq. (36), then find \( a \) from the normalization condition on \( f(s) \);
2. reverse the Laplace transform of \( p^{\omega\mathcal{F}}_{\text{oi}}(t) \) in Eq. (4);

3. reverse the Laplace transform of \( \tilde{P}_0(t) \) in Eq. (8);

4. substitute all mentioned above into Eqs. (9) and (10) to calculate \( p(t) \).

### 3.2 Case of Poissonian input

To verify the results obtained in Sec. 3.1 above, consider a neuron stimulated with a stream of excitatory impulses which is a realization of a Poisson point process with a constant rate \( \lambda > 0 \). Then intervals between the input impulses are exponentially distributed:

\[
p^{\text{in}}(t) = \lambda e^{-\lambda t}.
\]

(11)

According to [46], the relation between the ISI PDF \( p^0(t) \) for a neuron without feedback stimulated with a Poisson stream and the ISI PDF \( p^{\omega\mathcal{F}}_{\text{oi}}(t) \) for the neuron with instantaneous feedback looks as follows:

\[
p^{\omega\mathcal{F}}_{\text{oi}}(t) = p^0(t) + \frac{1}{\lambda} \frac{d}{dt} p^0(t).
\]

(12)

Substituting Eqs. (11) and (12) into Eq. (3), and taking into account Eq. (7), the conditional probability density \( p(t|s) \) can be obtained:

\[
p(t|s) = \chi(s-t)p^0(t) + p^0(t-s)P_0(s),
\]

which is the same expression for \( p(t|s) \) as it was obtained before in [45] for the case of the Poisson input. Notice that in the considered case the expression for the conditional probability density \( p(t|s) \) is simplified compared to the more general case of the renewal input, see Eq. (3). As regards \( f(s) \), the starting point (Eq. 30) of the proof, given in the Appendix A, is valid in the case of the Poisson input. Thus the considered here general case of the renewal input includes the case of a Poisson one studied previously in [45].

### 3.3 Case of a neuron with threshold 2 stimulated with Erlang-2 stream

To illustrate the case when the input stream is renewal but non-Poissonian, firstly, consider a neuronal model without feedback that satisfies Cond0-4, see Sec. 2.1 above. Input ISIs are assumed to be distributed according to the Erlang-2 distribution:

\[
p^{\text{in}}(t) = \lambda^2 t e^{-\lambda t}, \quad \lambda > 0.
\]

(13)

Hereinafter it is assumed that the neuron has threshold 2. It means that 2 input impulses may trigger the neuron. This can be realized, for instance, for the standard leaky integrate-and-fire model satisfying the condition \( h < V_0 < 2h \), where \( V_0 \) is the firing threshold, and \( h \) is the height of stimulating impulses.

In the considered case of the neuron with threshold 2, there is a domain of ISIs \( t \in [0; T_2] \) such that the second after the beginning of an ISI input impulse received at the moment \( t \) will definitely trigger an output spike. For instance, for
the binding neuron model $T_2 = \tau$ [47], where $\tau$ is the storage time of the internal memory. For the mentioned above leaky integrate-and-fire neuron model [48],

$$T_2 = \tau \ln \frac{h}{V_0 - h},$$

where $\tau$ is the membrane relaxation time.

From the definition of $T_2$, it follows that for the ISIs of a duration less than $T_2$ time units, the event of the neuron trigerring consists of two consecutive independent events of obtaining an input impulse. Therefore, in such a case, for the neuron without feedback the ISI PDF $p_0(t)$ is as follows:

$$p_0(t) = \lambda e^{-\lambda t} \left(\frac{\lambda t}{3!}\right)^3, \quad t < T_2.$$  \hspace{1cm} (14)

The latter together with Eq. (13) allows a calculation of the PDF $\tilde{P}_0(s')$ for $s'<T_2$. Since Eq. (8) is valid, the distribution $\tilde{P}_0(s')$ is given by

$$\tilde{P}_0(s') = p_{in}(s'), \quad s'<T_2.$$  \hspace{1cm} (15)

Further, for the ISIs shorter than $T_2$, the event of triggering the neuron with instantaneous excitatory feedback is the event of obtaining an input impulse (one impulse is already fed into the neuron at the beginning of an ISI due to the instantaneous feedback). Thus the output ISI PDF for the neuron with instantaneous excitatory feedback $p_{o_{if}}(t)$ is the same as the input ISI PDF $p_{in}(t)$ (13):

$$p_{o_{if}}(t) = p_{in}(t), \quad t < T_2.$$  \hspace{1cm} (16)

Secondly, consider the case when the delayed inhibitory feedback line is added to the neuron discussed right above. Assume that the delay in the feedback line $\Delta$ fulfills the following condition:

$$\Delta < T_2.$$  \hspace{1cm} (17)

Note that, to find the PDF of times-to-live $f(s)$, the explicit expression for $p_0(t)$ is needed only for the arguments within the interval $[0; \Delta]$. Thus, if the condition (17) holds, the PDF of times-to-live $f(s) = g(s) + a \delta(\Delta - s)$ can be found in the considered case of the neuron with threshold 2 stimulated with the Erlang-2 stream. After the substitution of the expression (14) for $p_0(t)$ into Eqs. (36), (37) of the Appendix A, where the expression for $g(s)$ is given, one can obtain the following:

$$g(s) = \frac{a\lambda e^{-\lambda(\Delta-s)}}{2} (\sinh(\lambda(\Delta-s)) - \sin(\lambda(\Delta-s))), \quad s \in [0; \Delta],$$  \hspace{1cm} (18)

where

$$a = \frac{8}{2e^{-\lambda\Delta} (\cos(\lambda\Delta) + \sin(\lambda\Delta)) + 2\lambda \Delta + e^{-2\lambda\Delta} + 5}.$$  \hspace{1cm} (19)

Finally, the expressions for $p_{in}(t)$ (13), $p_0(t)$ (14), $\tilde{P}_0(t)$ (15), $p_{o_{if}}(t)$ (16), and $g(s)$ (18) can be substituted into Eq. (9) to find the PDF for the neuron.
with delayed inhibitory feedback $p(t)$ for the ISIs $t < \Delta$:

$$p(t) = \frac{a e^{-\lambda(2\Delta + t)}}{2880} \left( -45(2 + \lambda t) + 45e^{2\lambda t} \left( 2 + \lambda t\left( -3 + \lambda t(1 + \lambda t) \right) \right) + \lambda^2 t^2 \left( 45 + \lambda t\left( 75 + 2e^{2\lambda \Delta}(150 - 30\lambda t + 60\lambda \Delta + \lambda^3 t^3) \right) \right) + 60e^{\lambda \Delta} e^{\lambda t^3} \cos(\lambda(t - \Delta)) + 3\lambda t(-4 + \lambda^2 t^2) \cos(\lambda \Delta) - 3e^{\lambda t}\left( -4 + \lambda t(-2 + \lambda t) \right) \sin(\lambda(t - \Delta)) + \left( 12 + \lambda^2 t^2(-6 + \lambda t) \right) \sin(\lambda \Delta) \right),$$  

(20)

and into Eq. (10) to find $p(t)$ for the ISIs $t \in \Delta; T_2$:

$$p(t) = \frac{a e^{-2\lambda(t+\Delta)}}{2880} \left( 15e^{\lambda t}\left( -6 + \lambda t\left( -3 + \lambda t(3 + 5\lambda t) \right) \right) + e^{\lambda t+2\Delta}\left( 90 + 5\lambda^3 t^3(45 + 2\lambda \Delta(3 + \lambda \Delta))(9 + 2\lambda \Delta) \right) + 60\lambda \Delta\left( -15 + \lambda \Delta(15 + \lambda \Delta(10 + \lambda \Delta)) \right) - 15\lambda^2 t^2\left( 3 + 2\lambda \Delta\left( -15 + \lambda \Delta(\lambda \Delta(10 + \lambda \Delta) + 15) \right) \right) + 3\lambda t\left( 255 + 2\lambda \Delta(\lambda \Delta(5 + \lambda \Delta)(-45 + \lambda \Delta(15 + 2\lambda \Delta)) - 135) \right) + 60e^{\lambda t+\Delta}\left( 3\lambda t(-4 + \lambda^2 t^2) \cos(\lambda \Delta) + (12 + \lambda^2 t^2(-6 + \lambda t) \right) \sin(\lambda \Delta) \right),$$  

(21)

where the coefficient $a$ is given by Eq. (19).

Notice that expressions for the ISI PDF $p(t)$ (20) and (21) have been obtained without specifying the exact neuronal model. For example, instead of the leaky integrate-and-fire model, we might consider the perfect integrator or the binding neuron model. It means that at some initial interval of ISI durations, the PDF $p(t)$ is the same for the whole considered in this section class of neuronal models with delayed inhibitory feedback. The further course of $p(t)$ will depend on the ISI PDF for the neuron without feedback $p^0(t)$, which is different for different models.

The expressions (20) and (21) for $p(t)$ have been checked numerically by means of the Monte Carlo simulation for the binding neuron model with threshold 2 stimulated with the Erlang-2 stream (13), and with delayed inhibitory feedback specified in Sec. 2.2. The model parameters have been set to fulfill the conditions (17) and (34). The results of the simulation are displayed in Fig. 3.

### 3.3.1 The mean and the coefficient of variation

Additionally, in the considered case of the neuron with threshold 2 with delayed feedback inhibition stimulated with the Erlang-2 stream, one can calculate the
Figure 3: Example of the ISI PDF for the input Erlang-2 stream (a), Eq. (13) is used, and for the output stream of the binding neuron with threshold 2 with delayed inhibitory feedback, stimulated with the Erlang-2 stream (b), Eqs. (20) and (21) are used. For both panels: \( \tau = 8 \text{ ms} \), \( \lambda = 1 \text{ ms}^{-1} \). \( \Delta = 2.5 \text{ ms} \) in (b). (c): results of the Monte Carlo simulation for the same neuron as in (b) (1 000 000 output ISIs were obtained). The total probability under the curves is 0.996981 (a) and 0.905041 (b), (c). As it can be seen from the plot (b), the delayed feedback inhibition causes a jump type discontinuity of the ISI PDF at a point corresponding to the output ISI that is equal to the delay in the feedback line \( \Delta \). The analytical results for the neuron with feedback inhibition (b) are in concordance with the results of the numerical simulation (c).

moments of the output ISI PDF \( p(t) \):

\[
\mu_n = \int_0^{\infty} \text{d}t \, t^n p(t), \quad (22)
\]

where \( \mu_n \) denotes the \( n \)-th moment of the ISI PDF for the neuron with delayed inhibitory feedback. The first moment \( \mu_1 \) is the mean ISI. It can be used together with the second moment \( \mu_2 \) to calculate the coefficient of variation (CV) of ISIs:

\[
CV = \frac{\sqrt{\mu_2 - \mu_1^2}}{\mu_1}. \quad (23)
\]

Actually, after substituting Eqs. (9) and (10) for the ISI PDF \( p(t) \) into Eq. (22), one obtains the relation between the moments for the neuron with delayed inhibitory feedback and that same neuron with instantaneous excitatory feedback. Then, from Eq. (4), the moments for the neuron with instantaneous excitatory feedback can be derived:

\[
\mu_n^{\text{o,\text{f}}} = (-1)^n \left. \frac{d^n \mathcal{L}\{\mu_n^{\text{o,\text{f}}}(z)\}}{dz^n} \right|_{z=0} = (-1)^n \left. \frac{d^n \mathcal{L}\{\mu^0(z)\}}{dz^n} \right|_{z=0},
\]

Here \( \mu_n^{\text{o,\text{f}}} \) denotes the \( n \)-th moment of the ISI PDF for the neuron with instantaneous excitatory feedback. It follows from the equation right above that, for the considered input stream, namely, specified by Eq. (13), the following relation between the moments of the output ISI PDF for the neuron with instantaneous feedback \( \mu_n^{\text{o,\text{f}}} \) and without feedback is valid:

\[
\mu_n^{\text{o,\text{f}}} = \mu_n^0 - \frac{2n}{\lambda} \mu_{n-1}^0 + \frac{n(n-1)}{\lambda^2} \mu_{n-2}^0, \quad n \geq 2, \quad (24)
\]
where $\mu_0^n$ is the $n$-th moment of the ISI PDF for the neuron without feedback.

The latter together with Eqs. (9), (10), (13), (14), (15), (16), and (18) can be substituted into Eq. (22) to calculate moments $\mu_n$ of the output ISI PDF for the neuron with threshold 2 with delayed inhibitory feedback stimulated with the Erlang-2 stream, assuming that the condition (17) on $\Delta$ is met. For example, the mean ISI $\mu_1$ is given by

$$\mu_1 = \frac{a}{2\lambda} (-1 + 2\lambda(\mu_1^0 + \Delta) + e^{-2\lambda\Delta}), \quad (25)$$

and the second moment $\mu_2$ is as follows:

$$\mu_2 = \frac{ae^{-2\lambda\Delta}}{2\lambda^2} (-7 + 4\lambda\mu_1^0 + e^{2\lambda\Delta}(-17 + 2\lambda(4\mu_1^0 + 5\Delta + \lambda\mu_2^0)) + 4e^{\lambda\Delta}(8 - 4\lambda\mu_1^0 + (-1 + \lambda\mu_1^0)\cos(\lambda\Delta) + (1 - \lambda\mu_1^0)\sin(\lambda\Delta))). \quad (26)$$

The coefficient $a$ in Eqs. (25) and (26) is given by Eq. (19).

In case of the binding neuron model, the moments of the output ISI PDF for the neuron with inhibitory feedback $\mu_n$ can be calculated explicitly by substituting the corresponding moments. Indeed, it has been shown in [49] that the Laplace transform of the output ISI PDF $p_{\text{o}^{\text{if}}}(t)$ for the binding neuron with threshold 2 with instantaneous excitatory feedback stimulated with a renewal stream is given by

$$\mathcal{L}\{p_{\text{o}^{\text{if}}}(t)\} = \frac{\mathcal{L}\{\chi(\tau - t)p_{\text{in}}(t)\}}{1 - \mathcal{L}\{\chi(t - \tau)p_{\text{in}}(t)\}}, \quad (27)$$

where $\tau$ is the storage time of the internal memory in the binding neuron model. Eq. (27) allows calculation of $p_{\text{o}^{\text{if}}}(t)$ and, consequently, utilizing Eq. (4), $p_0(t)$ as well as their moments, $\mu_{\text{o}^{\text{if}}}^n$ and $\mu_0^n$, respectively. For instance, if the input ISI PDF is the Erlang-2 distribution (13), then Eq. (27) together with the relation (24) gives the following first two moments $\mu_1^0$ and $\mu_2^0$ for the binding neuron with threshold 2 without feedback:

$$\mu_1^0 = \frac{4e^{\lambda\tau} - 2 - 2\lambda\tau}{\lambda(e^{\lambda\tau} - 1 - \lambda\tau)}, \quad (28)$$

and

$$\mu_2^0 = \frac{20e^{2\lambda\tau} + 6(1 + \lambda\tau)^2 + 2e^{\lambda\tau}(-9 - 9\lambda\tau + 2\lambda^2\tau^2)}{\lambda^2(1 - e^{\lambda\tau} + \lambda\tau)^2}. \quad (29)$$

Eqs. (28) and (29) have been used to check numerically the relations (25) and (26) by running the Monte Carlo simulations for the binding neuron model with threshold 2 with delayed inhibitory feedback. The simulations were performed for different values of the feedback line delay $\Delta$. The values were chosen to meet the condition (34), in order for obtained in the current section results to be valid (for more details on the condition (34), see the Appendix A). In Fig. 4, the results for the mean $\mu_1$, the second moment $\mu_2$, and the CV are displayed.

4 Discussion

In the present paper, the obtained analytical results are valid if the condition (34) is fulfilled, which ensures the existence of the unique stationary distribution
of times-to-live \( f(s) \). Actually, the condition (34) is equivalent to the requirement that the input ISIs smaller than \( \Delta \) have low probability. This condition is in line with biological details of the synaptic transmission. Indeed, when a synapse mediates impulses at high frequency, i.e. short input ISIs are highly probable, the time of the synaptic transmission can be prolonged up to the hundreds of ms due to the asynchronous synaptic release. It was shown that the latter may happen to autapses of PV neurons [50]. However, in the current paper, we assume that the impact of an inhibitory impulse from the feedback line on a neuron is momentary (see property Prop3 of the feedback line, Sec. 2.2 above).

As it can be seen in Fig. (4), panel (c), in the presence of the delayed inhibitory feedback, the CV and, consequently, spike regularity can decrease or increase in comparison with the case of the same neuron without feedback (the point \( \Delta = 0 \) on the Fig. 4) depending on the time delay of the feedback inhibition. Additionally, there is an optimal value of the time delay \( \Delta \) for enhancing the spike regularity. The increase of spike regularity is consistent with experimental observation that inhibitory autapses enhance spike timing precision on the millisecond scale [27]. Analogous dependence of the spike regularity on the feedback time delay was observed previously, for example, in the computer simulation of an Izhikevich model neuron [33]. Similarly, for the Wang-Buszaki neuron, the existence of optimal strength of autaptic inhibition for spiking regularity was revealed [34]. Also, increased spike regularity was observed for other neuronal systems. For example, in the network of excitatory neurons the time delays of the neuronal connections determine whether or not neurons will fire regularly and fast [51].
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A The convergence of $f(s)$ to a stationary distribution

Suppose that there is an ensemble of identical neurons. Each of them has an impulse in the feedback line with some value of time-to-live $s$. Also, suppose that, at the beginning, these times-to-live $s$ have a distribution $f_0(s)$. It is clear that the distribution of $s$ can be changed only after triggering. Denote the distribution obtained after the $n$-th triggering of every neuron in the ensemble as $f_n(s)$. Here we prove that $f_n(s)$ converges$^1$ to a distribution $f(s)$ which remains the same after further triggerings (is stationary).

In the work [44], to find the distribution of times-to-live $f(s)$, the transition function $P(s|s')$ was introduced. It gives the probability density to find an impulse in the feedback line at the beginning of an ISI with a time-to-live $s$ provided that, at the beginning of the previous ISI, there was an impulse with a time-to-live $s'$. Thus, if the distribution of times-to-live at the beginning of an ISI was $f_n(s)$, then at the beginning of the next ISI it is given by

$$f_{n+1}(s) = \int_0^\Delta ds' P(s|s')f_n(s') =$$

$$= \int_s^\Delta ds' P^0(s'-s)f_n(s') + \delta(s - \Delta) \int_0^\Delta ds' P^0(s')f_n(s'),$$

(30)

where the explicit form of $P(s|s')$ was taken into account.

Since $f_n(s)$ is a PDF, it is normalized:

$$\int_0^\Delta ds f_n(s) = 1.$$

With the help of Eq. (30), it can be checked that a norm of the distribution of times-to-live at the beginning of each ISI does not change:

$$\int_0^\Delta ds f_{n+1}(s) = \int_0^\Delta ds f_n(s).$$

(31)

According to Eq. (30), $f_n(s)$ can be represented as follows:

$$f_n(s) = g_n(s) + a_n\delta(s - \Delta),$$

where $g_n(s) \in C([0; \Delta])$, and $a_n \in [0; 1]$. Then Eq. (30) can be rewritten as the following system of equations on $g_n(s)$ and $a_n$:

$$\begin{cases}
  a_{n+1} = \int_0^\Delta ds' P^0(s')g_n(s') + a_nP^0(\Delta); \\
  g_{n+1}(s) = \int_s^\Delta ds' P^0(s'-s)g_n(s') + a_nP^0(\Delta - s).
\end{cases}$$

(32)

$^1$The regular part of $f_n(s)$ converges in $C([0; \Delta])$ and the singular part (the $\delta$-function mass) converges in $R^1$.\[17]
However, since (31) is valid, $a_n$ can be determined through $g_n(s)$:

$$a_n = 1 - \int_0^\Delta ds \, g_n(s),$$

which, after substitution into the second equation of the system (32), gives the self-contained expression for the sequence $\{g_n(s)\}$:

$$g_{n+1}(s) = \int_s^\Delta ds' \, p^0(s' - s)g_n(s') + p^0(\Delta - s)(1 - \int_0^\Delta ds' \, g_n(s')).$$  \hspace{1cm} (33)

Let us assume that $p^0(s) \in F = C([0; \Delta]), \ s \in [0; \Delta]$. Then Eq. (33) can be rewritten in terms of an operator $M : \mathcal{F} \to \mathcal{F}$:

$$(Mg)(s) = \int_s^\Delta ds' \, p^0(s' - s)g(s') + p^0(\Delta - s)(1 - \int_0^\Delta ds' \, g(s')).$$

If we introduce an operator $\tilde{M} : \mathcal{F} \to \mathcal{F}$ such as $M = Inv \tilde{M} Inv$, where $(Inv g)(s) = g(\Delta - s)$, then the previous equation can be rewritten as follows:

$$(\tilde{M}g)(s) = \int_0^s ds' \, p^0(s - s')g(s') + p^0(s)(1 - \int_0^\Delta ds' \, g(s')).$$

If the condition

$$\int_0^\Delta p^0(s)ds + \Delta \sup_{s \in [0; \Delta]} p^0(s) < 1 \hspace{1cm} (34)$$

is fulfilled, then the operator $\tilde{M} : \mathcal{F} \to \mathcal{F}$ is a contraction in $C([0; \Delta])$. Consequently, the sequence $\{g_n(s)\}$ defined by $g_{n+1}(s) = (Mg)(s)$ converges to a fixed point of the operator $\tilde{M}$. This proves the existence and uniqueness of the PDF $f(s)$ in the stationary regime. The stationary $g(s)$ is a solution of the following equation:

$$g(s) = \int_0^s ds' \, p^0(s - s')g(s') + p^0(s)(1 - \int_0^\Delta ds' \, g(s')).$$  \hspace{1cm} (35)

The solution of Eq. (35) is given by [52, p. 631]:

$$g(s) = \frac{g^0(s)}{1 + \int_0^\Delta g^0(s')ds'},$$  \hspace{1cm} (36)

where

$$g^0(s) = \sum_{k=0}^{\infty} (V^k p^0)(s),$$  \hspace{1cm} (37)

and an operator $V$ is defined as follows:

$$(V\phi)(s) = \int_0^s ds' \, p^0(s - s')\phi(s'), \ \ \phi \in \mathcal{F}.$$  

It can be easily shown that $||V|| < 1$ in $C([0; \Delta])$, which ensures convergence in (37).
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