An object detection method for aerial hazy images
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ABSTRACT

Image processing and object detection in aerial images have to deal with a lot of trouble due to the existence of haze, smoke, dust in the atmosphere. These factors can blur objects and severely decline image quality which might lead to incorrect or missing object detection. To solve this problem, this study shows a method that can reduce the bad effect of haze on object detection in aerial images. A combination of a dehazing method called Feature Fusion Attention Network (FFA-Net) and an object detection method named Probabilistic Anchor Assignment (PAA) was conducted to evaluate two hypotheses: (1) haze was a noisy factor and (2) haze was treated as part of objects. Through extensive experiments, the selective dehazing hypothesis, which was used for truck objects, improved the detection result of car and bus from 19.6% to 21.9% and 0.7% to 4.4%, respectively, on the UAVDT-Benchmark-M dataset. This result showed that our approach was effective.
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1. INTRODUCTION

Object detection is one of the core steps of analyzing videos collected from unmanned aerial vehicles (UAVs) that have practical implementation such as security cameras and rescue detecting systems. Detecting objects in aerial photos has to deal with numerous challenges. Firstly, the context is complicated by the appearance of other objects such as buildings, traffic signs, and trees. Secondly, aerial images are usually captured with different viewpoints low resolution and are easily affected by environmental factors such as weather, brightness, speed, rotation, density, or position of the object (Du et al., 2018; Chung et al., 2020; Nguyen et al., 2020). This would lead to some undesirable effects on the object detection result.

In fact, the existence of smoke, dust, and fog in the atmosphere makes the aerial images prone to blur, low contrast, and chromatic aberration, which could create many challenges in object detection, tracking, human identification, etc. especially object detection. This paper focused on detecting objects in aerial images that were captured in limited visibility conditions caused by haze. The input is hazy aerial images, and the output is the position of vehicles in that image (such as in Figure 1).

GCA-Net (Chen et al., 2019a), DCP (He et al., 2010), AOD-Net (Li et al., 2017), Dehaze-Net (Yang & Sun, 2018) are some effective dehazing methods. However, in fact, there are still several deviations in color and contrast in haze-free images when using these methods to dehaze images in real cases. After FFA-Net (Qin et al., 2020) was published, these problems were significantly solved thanks to its effectiveness and novelty. To verify the efficiency of dehazing, this paper referenced some common object detection methods, e.g., PAA (Kim & Lee, 2020), YOLOv4 (Bochkovskiy et al., 2020), RepPoint (Yang et al., 2019), SCNet (Vu et al., 2021)
2. MATERIAL AND METHODS

2.1. Single Image Dehazing

Single image dehazing acts like an image pre-processing step before performing other image processing tasks. In fact, the existence of haze, smoke, dust, etc. causes a lot of difficulties for classification, object detection, etc.

Previous studies (McCartney, 1976; Narasimhan & Nayar, 2000, 2002) have provided a simple formula for estimating the effects of haze on images as follows:

\[ I(z) = J(z) \cdot t(z) + A \cdot (1 - t(z)) \]  

(1)

Where \( I(z) \) is the observed hazy image, \( A \) is the global atmosphere light, and \( t(z) \) is the medium transmission map. \( J \) is the haze-free image. According to formula (1), dehazing an image is just the problem of calculating the value of two variables \( A \) and \( t(z) \). This means, a haze-free image can be calculated with the following formula:

\[ J(z) = \left( \frac{(I(z) - A)}{t(z)} \right) - A \]

Dark Prior Channel (He et al., 2010) has been one of the outstanding prior-based dehazing methods. The authors of this method assumed that image patches of outdoor haze-free images usually have at least one-color channel that has a low-intensity value. However, these methods often overestimate the value of the transmission map because the priority values are easily influenced in practice. Therefore, in real cases, they often achieve bad results.

Along with the development of Deep Learning, a more effective way to deal with the effects of haze was born with the introduction of DehazeNet (Cai et al., 2016), multi-scale CNN (MSCNN) (Ren et al., 2016), the residual learning technique (He et al., 2016), the Densely connected pyramid dehazing network (Zhang & Patel, 2018), etc. Deep Learning tries to regress the transmission map directly. With a large amount of training data, these methods have achieved unexpected results.

2.2. Feature Fusion Attention Network (FFA-Net)

The authors of FFA-Net (Qin et al., 2020) introduced an effective single image dehazing. The experimental result proved that FFA-Net surpassed many previous state-of-the-art models by a very large margin with the score from 30.23dB to 36.39dB on the PSNR evaluation score at the time the authors published their works. This superior result was based on three-folds as below:
Feature Attention (FA) module combined Channel Attention and Pixel Attention mechanism. This mechanism helps FFA-Net flexibly deal with different features and haze pixels. This was because the author considers that the distribution of fog on different pixel regions was different.

Basic block structure including Local Residual Learning (LRL) and Feature Attention (FA) module made the training process more stable and increased the effectiveness of dehazing images. This was possible because LRL allowed the network to pay attention to important information and bypassed less important information such as the thin haze region by using multiple skip connections.

Attention-based different levels Feature Fusion (FAA) allowed the network to retain shallow layers' information and passed it into deep layers. In addition, it could combine all features and adaptively learned the different weights of different levels feature information.

2.3. Probabilistic Anchor Assignment with IoU Prediction for Object Detection (PAA)

PAA (Kim & Lee, 2020) was an object detection method based on RetinaNet architecture. This method proposed a new anchor box assigned during the training process and modified the loss function. Experiments showed that the proposed method has increased performance in object detection on the MS COCO test-dev dataset with various backbones.

For most CNN-based object detection methods, one of the most common ways to represent objects of various sizes and shapes was to slide anchor boxes with various scales and sizes on images. In this method, the process of assigning anchors determined which object that the anchors represent. The most common way to determine a positive sample was to use IoU between the anchor and ground truth. With each ground truth, one or more anchors would be assigned positive if the IoU score exceeds the threhold. However, this method did not really identify the actual content of the overlapping area, which could contain background, nearby objects. And then, the calculated IoU values did not reflect the similarity between the anchor and ground truth. Therefore, the authors investigated the gap between the testing and training objectives and predict the Intersection-over-Union of detected boxes as a measure of localization quality to reduce the discrepancy. The core of PAA is the determination of positive and negative samples in favor of the model so that it can infer the separation in a probabilistically suitable way, which leads to easier training in comparison with the heuristic IoU hard assignment or non-probabilistic assignment strategies.

2.4. Proposal method

To evaluate the effectiveness when applying the dehazing method to the job of detecting objects in foggy images, two training methods were conducted as follows: Training an object detection model on hazy the original dataset and an object detection model on the dataset which was dehazed by FFA-Net shown in Figure 2.

Image Dehazing: A state-of-the-art (SOTA) method for dehazing images called FFA-Net was employed. Because of difficult conditions (not having enough time and ability to build a training dataset that had a diversity of factors such as views and scenarios like RESIDE), this research used a pre-trained model trained on the RESIDE Outdoor Training Set (OTS) dataset provided by the author. The input of FFA-Net was a hazy image with uneven frequency and the output was a haze-free image that has the same size and resolution as the input.

Object Detection: In this research, the PAA method (Probability Anchor Assignment with IoU Prediction for Object Detection) was used to perform object detection. The input of the PAA model was a haze-free image and the output was prediction annotations.
Figure 2. Experimental architecture. Hazy image after being dehazed by FFA-Net becomes the input of object detection model

2.5. Dataset

2.5.1. RESIDE Outdoor Training Set (OTS)

Published in 2017, REalistic Single Image DEhazing (RESIDE) (Li et al., 2018) has been a large-scale benchmark dataset including both synthetic and real-world hazy images. The RESIDE dataset was divided into five subsets, each serving different training or evaluation purposes.

The pre-trained FFA-Net model was trained on the RESIDE Outdoor Training Set (OTS), which had 72,135 outdoor hazy images and consisted of paired clean outdoor images and generated hazy ones. It was a subset of the RESIDE-β dataset and could be used for training. This dataset was designed to manifest a diversity of evaluation viewpoints.
2.5.2. UAVDT-Benchmark-M

The aerial dataset used in this research was a subset of UAVDT-Benchmark (Du et al., 2018) called UAVDT-Benchmark-M. This dataset was specially used for Object detection and Multiple Objects Tracking. This dataset included training data: 23384 images (2998 foggy images - 12.58%) and testing data: 2181 images (2181 foggy images - 100%). The number of three classes in the training dataset and the test dataset are shown in Table 1.

Table 1. Class distribution in the object detection training dataset

|       | Car    | Truck  | Bus    |
|-------|--------|--------|--------|
| Train | 394,633| 17,491 | 10,787 |
| Test  | 104,705| 3,703  | 1,080  |

2.6. Experiment setting

All the experimental process was executed on a GeForce RTX 2080 Ti GPU with 11018 MiB memory. In terms of the dehazing process, a pre-trained OTS model provided by the author was used. MMDetection framework V2.9.0 (Chen et al., 2019b) was employed to train the PAA detection models with the R-101-FPN backbone in 36 epochs. According to the multiple configuration training result table, which was provided on the MMDetection GitHub website, the AP score of the model trained in 36 epochs and using the R-101-FPN backbone was highest. The default configuration was used for both models trained in two different ways that were introduced in section
2: (1) training a model using the original dataset; (2) another model using the dataset which was dehazed by the FFA-Net pre-trained model.

2.7. Evaluation metric

To evaluate the effectiveness when using the dehazing method before detecting objects in aerial images, a manually selected testing dataset of UAVDT-Benchmark-M including 2191 hazy images which were contained in M0701, M1004, and M1009 was used. The trained model was evaluated on the mAP score. The AP score was calculated for 10 IoU varied in range from 50% to 95% with steps of 5%. Besides, two specified values of 50% and 75% were also reported.

3. RESULTS AND DISCUSSION

3.1. Result Analysis

In the first case, the original data was used for both train and test processes to get the default result. In the second case, the model was trained with dehazed images and then tested with original data. As shown in Table 2, a higher score was witnessed in terms of bus (from 0.7% of original to 1.4% of dehazed model). However, the figures for both car and truck were decreased from 19.6% to 18.7% and from 17.1% to 11.2% when applying the dehazing method, respectively. Consequently, there was an assumption that the dehazing process had caused some bad effects on the features of these two classes (car and truck) and the images might lose some essential information after being dehazed, which lead to the considerably lower result.

Table 2. PAA detection experimental result in mAP (%)

| Training type | AP | mAP | mAP50 | mAP75 |
|---------------|----|-----|-------|-------|
|               | Car | Truck | Bus |       |
| Original      | 19.6 | 17.1 | 0.7 | 12.5 | 26.7 | 9.7 |
| Dehazed       | 18.7 | 11.2 | 1.4 | 10.4 | 21.4 | 9.1 |

On the other hand, the AP score of the truck declined by 5.9%, which was much higher than the decrease of cars with only a 0.9% drop. In addition, when the result was visualized, some truck objects existing within images were wrongly detected as car objects. Therefore, a hypothesis called the selective dehazing hypothesis was put forward. This hypothesis kept the areas inside the bounding boxes of trucks as original images, which meant that every area would be dehazed except the areas within the trucks’ bounding boxes in an image and the fog was treated as part of truck objects. This would lead to some parts of a truck object (such as cabin and trunk) might be heavily covered by the fog, but original information could remain unchanged. This approach might reduce information loss and wrong detection. The experimental result of this hypothesis was shown in the following section.

3.2. Selective dehazing hypothesis

The visualization result showed that the selective dehazing hypothesis had helped the PAA detection model to detect more correctly, the mentioned wrong detection occurred with truck was reduced and the most significant example was displayed in Table 3.

Table 3. Selective dehazing hypothesis experimental result in mAP (%)

| Training type | AP | mAP | mAP50 | mAP75 |
|---------------|----|-----|-------|-------|
|               | Car | Truck | Bus |       |
| Original      | 19.6 | 17.1 | 0.7 | 12.5 | 26.7 | 9.7 |
| Dehazed       | 18.7 | 11.2 | 1.4 | 10.4 | 21.4 | 9.1 |
| Dehazed (truck_ex) | 21.9 | 11.3 | 4.4 | 12.5 | 26.5 | 9.8 |
As shown in Table 3, when applying the hypothesis to our method, there were considerable increases in the score of car and bus. Meanwhile, the figure for truck just inclined 0.1%, which was not our expectation. Finally, after visualizing the result and observing the result table, two observations were proposed:

Firstly, in terms of truck, the dehazing process made the detection result of truck in aerial images decrease significantly, even when the selective dehazing hypothesis was applied and the fog was treated as part of truck objects.

Secondly, regarding car and bus, the new hypothesis reduced the proportion of wrong detection. Therefore, the result of these classes increased significantly, especially, the object detection result of bus had increased by 3.7% compared to the original result.

4. CONCLUSIONS

This paper focused on combining FFA-Net and PAA methods for the problem of detecting vehicles from foggy aerial images. The experiment analysis and evaluation indicated the negative effect of haze on object detection in aerial images, fog reduces the detection result of car and bus by 2.3% and 3.7%, respectively. However, when the fog was treated as part of the truck objects, the detection result of other classes increased noticeably.

In the future, fogger aerial images will be collected to create a more suitable distribution for the dataset that can be used to train the FFA-Net model. Furthermore, more research work will be done to improve the detection result.
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