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We establish an efficient approximation algorithm for the partition functions of a class of quantum spin systems at low temperature, which can be viewed as stable quantum perturbations of classical spin systems. Our algorithm is based on combining the contour representation of quantum spin systems of this type due to Borgs, Kotecký, and Ueltschi with the algorithmic framework developed by Helmuth, Perkins, and Regts, and Borgs et al.

I. INTRODUCTION

The use of approximation algorithms for computing quantities of interest in statistical mechanical systems is an old subject. In this paper we are interested in the computational complexity of such algorithms for quantum spin systems, i.e., when do provably correct and efficient algorithms exist for quantum spin systems? For discrete classical statistical mechanics systems at high temperatures this is a well-studied question, and we have a relatively complete understanding for some models, e.g., the hard-core model [1–4], although important problems remain open [5]. Our understanding of approximation algorithms for quantum spin systems at high temperatures is less advanced, but has received a good deal of recent attention [6–12].

Approximation algorithms at low temperatures are not nearly as well understood as at high temperatures. The main difficulty is caused by the existence of highly correlated phases at low temperatures. This difficulty is present in discrete classical statistical mechanics systems such as the Ising model and the hard-core model. While it has long been known that this is not a barrier for the classical Ising model [13], it is only relatively recently that this difficulty has been circumvented for the hard-core model. The main method used has been a recasting of low-temperature models into effective high-temperature models via polymer or contour representations [14–18]. However, there has also been success with other methods [19, 20].

Our understanding of quantum systems at low temperatures is limited, in part due to the possibility of having spontaneously broken continuous symmetries: in such situations even truncated correlations can decay slowly. When this does not occur, however, an understanding has been developed in some cases via Peierls and Pirogov–Sinai methods [21–24]. We shall be most interested in the latter methods, which apply more generally, e.g., for quantum perturbations of classical systems [23, 24]. These methods yield control over low-temperature quantum spin systems in the region of the phase diagram where the quantum part of the Hamiltonian does not lead to new phenomena, and moreover, these methods can be used to study degeneracy-breaking quantum effects [24, 25].

In this paper we consider the development of approximate counting algorithms for low-temperature quantum spin systems. For the reasons discussed above, our focus shall be restricted to models where only discrete symmetries are broken. More precisely, we shall show how the version of Pirogov–Sinai theory developed for quantum spin systems in Ref. [23] can be turned into an efficient approximate counting algorithm, following the broad strategy of Refs. [14, 17]. As for the investigation of the low-temperature phase diagram, our main motivation is to establish a rigorous classification of the computational phases of quantum spin systems. Our results show that the low-temperature phase of the quantum spin systems considered in this paper can be efficiently simulated in the sense of approximate counting using a classical algorithm. We now give an informal statement of our main result.

Our main result concerns stable quantum perturbations of classical spin systems. Deferring a full definition to Section II, these spin systems can be informally introduced as quantum spin systems with Hamiltonians $H = H_\Phi + \lambda H_\Psi$ where $H_\Phi$ is diagonal in a basis indexed by a classical spin system, $H_\Psi$ is local, and $|\lambda|$ is small. The adjective stable implies that the set $\Xi$ of classical ground states (i.e., when $\lambda = 0$) is also the set of ground states for small $|\lambda| > 0$. Let $Z_G^{\nu}(\beta, \lambda)$ be the partition function of such a model on a finite subgraph $G$ of $\mathbb{Z}^\nu$ with boundary condition $g \in \Xi$. Our main result may be stated informally as follows. For a formal statement, we refer to reader to Theorem 15.

\textbf{Theorem 1 (Informal).} Let $G$ be a finite induced subgraph of $\mathbb{Z}^\nu$. There exists constants $\beta^*$ and $\lambda^*$, such that, for all $g \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$, there is an ef-
ficient algorithm for approximating the partition function $Z^g_\beta(\beta, \lambda)$.

As intimated previously, our algorithm is based on the observation of Ref. [14] that Pirogov–Sinai theory for low-temperature classical spin systems can be used to obtain efficient approximate counting algorithms, and on the generalisation of Pirogov–Sinai theory to quantum perturbations of classical spin systems [23]. The main challenge we face arises from the non-commutative nature of quantum spin systems, which necessitates somewhat complicated contour model representations for applying Pirogov–Sinai theory [23, 24]. Our main contribution is to show that a modification of the representation of Ref. [23] allows for an implementation of the strategy used in Refs. [14, 17]. That is, we show that contours can be enumerated sufficiently quickly, and their weights can be approximated sufficiently quickly. We stress that it is far from being clear that this is possible, as the representation of Ref. [23] is based on the Dyson series. Thus, while the representation of Ref. [23] provides the upper bounds needed for applying Pirogov–Sinai theory in a straightforward way, these bounds are not sufficient for an efficient approximation algorithm, where one must be able to efficiently and accurately estimate weights. Our inclusion-exclusion approach for expansion allows us to overcome this difficulty.

The arguments in Ref. [23] apply in a greater generality than those we consider. In particular, they do not restrict their attention to the situation in which all ground states are stable, and they also consider expansions for correlation functions. We have restricted our focus to algorithms for computing the partition function to simplify the presentation as much as possible. In the stable setting, efficient classical simulation of correlation functions could be obtained with the methods of this paper. An extension of our methods to allow for non-stable ground states (i.e., the full low-temperature phase diagram) should also be feasible; such an extension has been achieved in the classical setting of the Potts model [17, 26]. We leave such an extension, which carries an increase in combinatorial complexity, to future work. Other interesting future directions include extensions to hypergraph interactions, and to analysing boundary conditions other than the pure boundary conditions treated in this paper.

This paper is structured as follows. We introduce the necessary preliminaries in Section II. In Section III, We show how the partition function of quantum spin systems admits a contour expansion and consequently a cluster expansion. In Section IV, we establish criteria for the absolute convergence of the cluster expansion. Then, in Section V, we use this framework to establish our approximation algorithm for the quantum partition function at low temperature. Finally, we conclude in Section VI with some remarks and further open problems.

II. PRELIMINARIES

A. Graph Theory

Let $G = (V, E)$ be a graph with vertex set $V$ and edge set $E$. We denote the open and closed neighbourhood of a vertex $v \in V$ by $N(v) = \{ u | \{ u, v \} \in E \}$ and $N[v] = N(v) \cup \{ v \}$, respectively. More generally, we denote the open and closed neighbourhood of a subset of vertices $U \subseteq V$ by $N(U) = \bigcup_{v \in U} N(v)$ and $N[U] = \bigcup_{v \in U} N[v]$, respectively. For a subset $U$ of $V$, the induced subgraph $G[U]$ is the subgraph of $G$ whose vertex set is $U$ and whose edge set consists of all edges in $G$ which have both endpoints in $U$. By a slight abuse of notation, we often identify a vertex subset with the subgraph it induces. Let $G$ be a finite induced subgraph of an infinite lattice graph $L$ (e.g., $\mathbb{Z}^d$). The set $V(G)$ partitions $L\setminus V(G)$ into connected components. We define the interior of $G$, int$G$, to be the union of all components with finite support and define the exterior of $G$, ext$G$, to be the unique component with infinite support. The boundary of $G$, denoted by $\partial G$, is the set of edges in $E(L)$ with an endpoint in $V(G)$ and an endpoint in $L\setminus V(G)$. The boundary interior of $G$, denoted by $\partial^* G$, is the set of vertices in $V(G)$ with a neighbour in $L\setminus V(G)$ and the exterior boundary of $G$, denoted by $\partial^e G$, is the set of vertices in $V(L)\setminus V(G)$ with a neighbour in $V(G)$.

Let $Z^\nu$ denote the $\nu$-dimensional lattice graph and let $Z^\nu_\infty$ denote the lattice graph $Z^\nu \times (\mathbb{Z}/m\mathbb{Z})$. The graph $Z^\nu \times (\mathbb{Z}/m\mathbb{Z})$ is periodic in the final coordinate. A sequence $(G_n)_{n \in \mathbb{N}}$ of finite induced subgraphs of $Z^\nu$ converges to $Z^\nu$ in the sense of van Hove if and only if

1. $(V(G_n))_{n \in \mathbb{N}}$ is an increasing sequence of subsets,
2. $\bigcup_{n \in \mathbb{N}} V(G_n) = Z^\nu$,
3. $\lim_{n \to \infty} \frac{|\partial^* G_n|}{|V(G_n)|} = 0$.

B. Quantum Spin Systems

A quantum spin system is formally modelled on the lattice graph $Z^\nu$ with $\nu \geq 2$. At each vertex $v$ of $Z^\nu$ there is a $d$-dimensional Hilbert space $H_v$ with $d < \infty$. The Hilbert space on $Z^\nu$ is given by $\mathcal{H} := \bigotimes_{v \in V(Z^\nu)} H_v$. In the sequel, we only consider systems on finite induced subgraphs of $Z^\nu$. We require several assumptions on the quantum spin system, which can summarised as saying that we consider stable quantum perturbations of classical spin systems. We now describe these assumptions; for brevity in the sequel, we refer to a quantum spin system satisfying these assumptions as a stable quantum perturbation of a classical spin system. We assume that the Hamiltonian is of the form $H = H_\Phi + \lambda H_\Psi$, where $H_\Phi$ is diagonal in the basis $|s\rangle = \bigotimes_{v \in V(Z^\nu)} |s_v\rangle$ of a classical spin space $\Omega = [d]^{V(Z^\nu)}$ and $H_\Psi$ is a local quantum perturbation. We are interested in the quantum partition
function $Z(\beta, \lambda)$ at inverse temperature $\beta > 0$, defined by $Z(\beta, \lambda) := \text{Tr} \left[ e^{-\beta H} \right].$

We assume that the Hamiltonian $H_\gamma$ has translation-invariant interactions and is of the form $\langle s | H_\gamma | s \rangle = \sum_{v \in V(\mathbb{Z}^\nu)} \Phi_s(v)$, where $\Phi_s(v)$ is a real number that depends on $s \in \Omega$ only via the spins $s_u$ for which $u \in \mathcal{N}[v]$. We assume that the Hamiltonian $H_\gamma$ has finitely many ground states $\Xi$ with ground state $\xi_0$. We say that a vertex $v \in V(\mathbb{Z}^\nu)$ is in the ground state $g$ if the spin $s_u$ coincides with the ground state $g$ for all $u \in \mathcal{N}[v]$. Otherwise, we say the vertex is excited. We further assume that Peierls’ condition holds, that is, there exists a constant $\alpha_0 > 0$, such that $\Phi_s(v) \geq e_0 + \alpha_0$ for all excited vertices $v \in V(\mathbb{Z}^\nu)$ of all configurations $s \in \Omega$.

We assume that the Hamiltonian $H_\gamma$ is of the form $H_\gamma = \sum_{e \in E(\mathbb{Z}^\nu)} \Psi(e)$, where $\Psi(e)$ is a self-adjoint operator on $\mathcal{H}_e := \bigotimes_{v \in e} \mathcal{H}_v$. We further assume that $\|\Psi(e)\| \leq 1$ for every $e \in E(\mathbb{Z}^\nu)$, where $\|\cdot\|$ denotes the operator norm. Note that this is always possible by a rescaling of $\lambda$.

Let $G = (V, E)$ be a finite subgraph of $\mathbb{Z}^\nu$. The Hilbert space on $G$ is given by $\mathcal{H}_G := \bigotimes_{v \in V} \mathcal{H}_v$. Let $H^\beta_G$, $H^\beta_G, \Phi$, and $H^\beta_G, \Psi$ denote the Hamiltonians $H_G$, $H_G, \Phi$, and $H_G, \Psi$ on $\mathcal{H}_G$ with boundary conditions $g \in \Xi$ on $\mathcal{N}(V)$. This means that $H^\beta_G$ is the operator on $\mathcal{H}_G$ defined by the partial expectation value $\langle s_{\mathbb{Z}^\nu}(V) | H_{\mathbb{Z}^\nu} \mathbb{Z}^\nu(V) | s_{\mathbb{Z}^\nu}(V) \rangle$, where the spin configuration $s_{\mathbb{Z}^\nu}(V)$ coincides with the ground state $g$ on $\mathcal{N}(V)$, and similarly for $H^\beta_G, \Phi$ and $H^\beta_G, \Psi$. We define the partition function $Z^\beta_G(\beta, \lambda)$ on $\mathcal{H}_G$ with boundary conditions $g \in \Xi$ on $\mathcal{N}(V)$ by $Z^\beta_G(\beta, \lambda) := \text{Tr}_{\mathcal{H}_G} \left[ e^{-\beta H^\beta_G} \right]$. We assume that all ground states $\Xi$ are stable and define this notion subsequently (see Section IV).

For the remainder of the paper $G = (V, E)$ will denote a finite induced subgraph of $\mathbb{Z}^\nu$.

C. Approximation Schemes

A fully polynomial-time approximation scheme for a sequence of complex numbers $(z_n)_{n \in \mathbb{N}}$ is a deterministic algorithm that, for any $n$ and $\epsilon > 0$, produces a complex number $\hat{z}_n$ such that $|z_n - \hat{z}_n| \leq \epsilon |z_n|$ in time polynomial in $n$ and $1/\epsilon$.

D. Abstract Polymer Models

An abstract polymer model is a triple $(\mathcal{C}, w, \sim)$, where $\mathcal{C}$ is a countable set whose elements are called polymers, $w : \mathcal{C} \to \mathbb{C}$ is a function that assigns to each polymer $\gamma \in \mathcal{C}$ a weight $w_\gamma \in \mathbb{C}$, and $\sim$ is a symmetric compatibility relation such that each polymer is incompatible with itself. A set of polymers is called admissible if all the polymers in the set are pairwise compatible. Note that the empty set is admissible. Let $\mathcal{G}$ denote the collection of all admissible sets of polymers from $\mathcal{C}$. Then the abstract polymer partition function is defined by $Z(\mathcal{C}, w) := \sum_{\Gamma \in \mathcal{G}} \prod_{\gamma \in \Gamma} w_\gamma$, where $\phi(H) := \text{Tr}(1_{[E(H)]})$.

E. Abstract Cluster Expansion

Let $\Gamma$ be a non-empty ordered tuple of polymers. The incompatibility graph $H_{\mathcal{F}}$ of $\Gamma$ is the graph with vertex set $\Gamma$ and edges between any two polymers if and only if they are incompatible. $\Gamma$ is called a cluster if its incompatibility graph $H_{\mathcal{F}}$ is connected. Let $\mathcal{G}_C$ denote the set of all clusters of polymers from $\mathcal{C}$. The abstract cluster expansion [27, 28] is a formal power series for log $Z(\mathcal{C}, w)$ in the variables $w_\gamma$, defined by $\phi(H) := \text{Tr}(1_{[E(H)]})$.

F. Contour Models

We now introduce contour models which formalise the idea that spin systems have a geometric interpretation. For a detailed overview of contour models, we refer the reader to Ref. [28]. A contour is a pair $\gamma = (\bar{\gamma}, \lambda)$. The support $\bar{\gamma}$ of $\gamma$ is a finite connected subset of $V(\mathbb{Z}^\nu)$. The labelling function $\lambda = \lambda(\bar{\gamma})$ labels each edge in the boundary of $\bar{\gamma}$ with a ground state $g \in \Xi$ in such a way that $\bar{\gamma}$ is constant on the boundary of all the connected components of $V(\mathbb{Z}^\nu) \setminus \bar{\gamma}$. Let int $\bar{\gamma}$ denote the union of all connected components of $\bar{\gamma}$ with label $g$. The level $l_\gamma$ of a contour $\gamma \in \mathcal{C}$ is defined inductively as follows. If int $\bar{\gamma} = \emptyset$, then $l_\gamma = 0$. Otherwise, $l_\gamma = 1 + \max\{l_\gamma \setminus \gamma' \subseteq \text{int } \bar{\gamma}\}$.

Two contours $\gamma$ and $\gamma'$ are compatible if $\mathbb{Z}^\nu_m[\gamma \cup \gamma']$ is disconnected. A contour $\gamma$ is of type $g$ if its exterior is labelled $g$. Let $\mathcal{G}^g_{\text{match}}$ denote the collection of all sets of pairwise compatible contours that are external and of type $g$. A contour $\gamma \in \Gamma$ is external in $\Gamma$ if $\gamma \cap \text{int } \gamma' = \emptyset$ for all $\gamma' \in \Gamma$. Let $\mathcal{G}^g_{\text{ext}}$ denote the collection of all sets of pairwise compatible contours that are external and of type $g$. The matching and of type $g$ if the labelling of the contours in $\Gamma$ is constant on the boundary of all the connected components of $V(\mathbb{Z}^\nu_m) \setminus \bigcup_{\bar{\gamma} \in \Gamma} \bar{\gamma}$ and all external contours in $\Gamma$ are of type $g$. Let $\mathcal{G}^g_{\text{match}}$ denote the collection of all sets of pairwise compatible contours that are matching and of type $g$.
to each contour $\gamma \in \mathcal{C}$ a complex number $w_{\gamma}$ called the 
weight of the contour. Contour models have a natural partition function 
associated to them, defined by

$$Z^g(\mathcal{C}, w) := \sum_{\Gamma \in \mathcal{G}^{\text{match}}} \prod_{\gamma \in \Gamma} w_{\gamma},$$

**III. THE CONTOUR EXPANSION**

In this section we shall show how the partition function of a quantum spin system admits a contour model representation [23, 24, 29]. Let us define $\tilde{\beta} = \beta(m) := \frac{\beta}{m}$. The choice of the parameter $m$ is technical and specified in the sequel. We have the following lemma.

**Lemma 2.** The partition function $Z^g_G(\beta, \lambda)$ admits the following contour representation.

$$Z^g_G(\beta, \lambda) = e^{-\tilde{\beta}e_0|V(G)|} \sum_{\Gamma \in \mathcal{G}^{\text{match}}} \prod_{\gamma \in \Gamma} w_{\gamma},$$

We prove Lemma 2 in Appendix A. The details of the contour model may be obtained by examining the proof. We emphasise that the set of contours depends on the graph $G$, and the weights $w_\gamma$ depend on the parameters of the quantum spin system.

It is now standard to derive a second representation of the partition function, known as the external contour representation, which does not require a matching condition on the contours. By summing over sets of pairwise compatible contours that are external and of type $g$ and iterating over their interiors, we obtain the following corollary.

**Corollary 3.** The partition function $Z^g_G(\beta, \lambda)$ admits the following external contour representation.

$$Z^g_G(\beta, \lambda) = e^{-\tilde{\beta}e_0|V(G)|} \sum_{\Gamma \in \mathcal{G}^{\text{stab}}} \prod_{\gamma \in \Gamma} w_{\gamma}^{\text{ext}},$$

where

$$w_{\gamma}^{\text{ext}} := w_{\gamma} \prod_{g' \in \Xi} Z^{g'}_{\text{int}, \gamma'}(\beta, \lambda).$$

Now we derive a third representation of the partition function, known as the polymer model representation, which does not require an external condition on the contours. By summing over sets of pairwise compatible contours and iterating (see Ref. [28, Section 7.3]), we obtain the following corollary.

**Corollary 4.** The partition function $Z^g_G(\beta, \lambda)$ admits the following polymer model representation.

$$Z^g_G(\beta, \lambda) = e^{-\tilde{\beta}e_0|V(G)|} \sum_{\Gamma \in \mathcal{G}^{\text{stab}}} \prod_{\gamma \in \Gamma} w_{\gamma}^{g'},$$

where

$$w_{\gamma}^{g'} := w_{\gamma} \prod_{g' \in \Xi} \frac{Z^{g'}_{\text{int}, \gamma'}(\beta, \lambda)}{Z^{g'}_{\text{int}, \gamma'}(\beta, \lambda)}.$$

Note that this is an abstract polymer partition function up to a multiplicative factor. As an immediate corollary, we obtain a cluster expansion for $\log(Z^g_G(\beta, \lambda))$.

**Corollary 5.** The partition function $Z^g_G(\beta, \lambda)$ admits the following cluster expansion.

$$\log(Z^g_G(\beta, \lambda)) := -\tilde{\beta}e_0|V(G)| + \sum_{\Gamma \in \mathcal{G}^{\text{stab}}} \varphi(\bar{\Gamma}) \prod_{\gamma \in \Gamma} w_{\gamma}^{g'},$$

Our algorithm is based on computing the truncated cluster expansion for $\log(Z^g_G(\beta, \lambda))$:

$$T_n(Z^g_G(\beta, \lambda)) := -\tilde{\beta}e_0|V(G)| + \sum_{\Gamma \in \mathcal{G}^{\text{stab}}} \varphi(\bar{\Gamma}) \prod_{\gamma \in \Gamma} w_{\gamma}^{g'},$$

where $|\bar{\Gamma}| := \sum_{\gamma \in \Gamma} |\gamma|$.

**IV. CONVERGENCE OF THE CLUSTER EXPANSION**

In this section we shall establish criteria for the absolute convergence of the cluster expansion for $\log(Z^g_G(\beta, \lambda))$. In particular, we shall show that the polymer weights $w_{\gamma}^{g'}$ satisfy a bound of the form $|w_{\gamma}^{g'}| \leq e^{-\mu|\gamma|}$ for a sufficiently large constant $\mu$, which is sufficient to ensure absolute convergence of the cluster expansion [27]. Borgs, Kotecký, and Ueltschi [23] established such a bound and we follow their analysis in our setting. We first establish criteria for the weights $w_{\gamma}$ to satisfy such a bound.

**Lemma 6.** Let $\tilde{\beta} > 0$, $\lambda \in \mathbb{C}$, and $\alpha \geq 0$ be such that $\tilde{\beta}|\lambda| \leq \frac{2^{2(\alpha+1)}}{2^{2\alpha+1}}$. Then, for all contours $\gamma = (\gamma, \text{lab}_{\gamma})$,

$$|w_{\gamma}| \leq \left( d \left( e^{-\frac{\beta}{m}} + e^{-\beta e_0} \right) \right)^{|\gamma|}.$$

We prove Lemma 6 in Appendix B. While the polymer weights $w_{\gamma}^{g'}$ do not satisfy the desired bound in general, it is possible to obtain such a bound when the ground states are stable. To do this we follow Ref. [23], which adapts a method due to Borgs and Imbrie [30] that is based on Zahradník’s truncation approach [31]. A contour $\gamma$ of type $g$ is stable if

$$\frac{Z_{\text{int}, \gamma'}(\beta, \lambda)}{Z_{\text{int}, \gamma'}(\beta, \lambda)} \leq e^{|\gamma|},$$

for all $g' \in \Xi$. Let $G_{\text{stab}}^{\text{stab}}$ denote the collection of all sets of pairwise compatible contours that are stable and of type $g$. We define the truncated partition function $T^{\text{stab}}_G(\beta, \lambda)$ by

$$T^{\text{stab}}_G(\beta, \lambda) := e^{-\tilde{\beta}e_0|V(G)|} \sum_{\Gamma \in \mathcal{G}^{\text{stab}}} \prod_{\gamma \in \Gamma} w_{\gamma}^{g'},$$

If Peierls’ condition holds and the weights $w_{\gamma}$ satisfy $|w_{\gamma}| \leq e^{-\mu|\gamma|}$ for $\mu$ sufficiently large, then the cluster expansion for $\log(T^{\text{stab}}_G(\beta, \lambda))$ converges absolutely and the
free energy $f^g_v(\beta, \lambda)$ in the infinite volume limit exists for each ground state $g \in \Xi$, i.e.,

$$f^g_v(\beta, \lambda) := \frac{1}{\beta} \lim_{G \to 2^v} \frac{1}{|V(G)|} \log \left( T_G^G(\beta, \lambda) \right),$$

where the limit is taken in the sense of van Hove. A ground state $g$ is stable if $\text{Re}(f^g_v(\beta, \lambda)) \leq \text{Re}(f^g_v(\beta, \lambda))$ for all $g' \in \Xi$. The following lemma is obtained in Ref. [23, Section 5] by applying the adaption of Ref. [30].

**Lemma 7.** Suppose that the weights $w_\gamma$ satisfy $|w_\gamma| \leq e^{-n|\gamma|}$. Then, there exists a constant $\mu_0 = \mu_0(\nu, d, \Xi, \alpha_0)$, such that, for all $\mu > \mu_0$, all stable ground states $g \in \Xi$, and all contours $\gamma$,

$$\prod_{g' \in \Xi} \left| \frac{Z^g_{\text{int}^\gamma}(\beta, \lambda)}{Z^g_{\text{int}^\gamma}(\beta, \lambda)} \right| \leq e^{2(n+1)|\gamma|}.$$

We now establish criteria for the absolute convergence of the cluster expansion for $\log(Z^G_G(\beta, \lambda))$.

**Lemma 8.** There exists constants $\beta^* = \beta^*(\nu, d, \Xi, \alpha_0)$ and $\lambda^* = \lambda^*(\nu, d, \Xi, \alpha_0)$, such that, for all $g \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$, the cluster expansion for $\log(Z^G_G(\beta, \lambda))$ converges absolutely, $Z^G_G(\beta, \lambda) \neq 0$, and for $n \in \mathbb{Z}^+$,

$$|T_n(Z^G_G(\beta, \lambda)) - \log(Z^G_G(\beta, \lambda))| \leq |V|e^{-\Omega(n)}.$$

We prove Lemma 8 in Appendix C. This lemma implies that to obtain a multiplicative $\epsilon$-approximation to $Z^G_G(\beta, \lambda)$, it is sufficient to approximate the truncated cluster expansion $T_n(Z^G_G(\beta, \lambda))$ to order $n = O(\log(|V(G)|/\epsilon))$.

**V. APPROXIMATION ALGORITHM**

In this section we shall establish our approximation algorithm for $Z^G_G(\beta, \lambda)$. Our algorithm is based on combining the cluster expansion for $\log(Z^G_G(\beta, \lambda))$ with the algorithmic framework of Helmhuth, Perkins, and Regts [14] and Borgs et al. [17]. In particular, we shall establish an efficient algorithm for approximating the truncated cluster expansion $T_n(Z^G_G(\beta, \lambda))$ to order $n = O(\log(|V(G)|/\epsilon))$. We require the following lemmas.

**Lemma 9.** The contours of size at most $n$ can be listed and ordered by level in time $\exp(O(n)) \cdot |V(G)|^{O(1)}$.

**Proof.** This is essentially Ref. [17, Proposition 3.12]; this reference concerns a torus, but the argument also works in our context of $\mathbb{Z}^v$. ■

**Lemma 10.** The clusters of size at most $n$ can be listed in time $\exp(O(n)) \cdot |V(G)|^{O(1)}$.

**Proof.** This is Ref. [14, Theorem 6]. ■

**Lemma 11.** The Ursell function $\phi(H)$ can be computed in time $\exp(\log(\Omega(|V(H)|)))$.

**Proof.** This is a result of Ref. [32]; see Ref. [14, Lemma 5]. ■

**Lemma 12.** The weight $w_\gamma$ of a contour $\gamma = (\gamma, \text{lab}_{\gamma})$ can be computed in time $\exp(\log(\Omega(|\gamma|)))$.

We prove Lemma 12 in Appendix D.

**Lemma 13.** Let $\tilde{T}_n(Z^G_G(\beta, \lambda))$ denote the truncated cluster expansion $T_n(Z^G_G(\beta, \lambda))$ with the weights $w_\gamma$ replaced by multiplicative $e^{-|\gamma|^2/4\nu}$-approximations. Then, there exists constants $\beta^* = \beta^*(\nu, d, \Xi, \alpha_0)$ and $\lambda^* = \lambda^*(\nu, d, \Xi, \alpha_0)$, such that, for all $g \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$,

$$|T_n(Z^G_G(\beta, \lambda)) - \tilde{T}_n(Z^G_G(\beta, \lambda))| \leq \frac{\epsilon}{4}.$$

**Proof.** This follows from Ref. [17, Lemma 2.3] and Ref. [17, Lemma 3.9]. ■

**Lemma 14.** There exists constants $\beta^* = \beta^*(\nu, d, \Xi, \alpha_0)$ and $\lambda^* = \lambda^*(\nu, d, \Xi, \alpha_0)$, such that, for all $g \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$, the truncated cluster expansion $T_n(Z^G_G(\beta, \lambda))$ can be approximated up to an additive $\epsilon$-error in time $\exp(\Omega(n)) \cdot |V(G)|^{O(1)} \cdot (1/\epsilon)^{O(1)}$.

We prove Lemma 14 in Appendix E. We now establish our main result.

**Theorem 15.** Let $G$ be a finite induced subgraph of $\mathbb{Z}^v$. There exists constants $\beta^* = \beta^*(\nu, d, \Xi, \alpha_0)$ and $\lambda^* = \lambda^*(\nu, d, \Xi, \alpha_0)$, such that, for all $g \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$, there is a fully polynomial-time approximation scheme for the partition function $Z^G_G(\beta, \lambda)$ of a stable quantum perturbation of a classical spin system.

**Proof.** Combining Lemma 8 and Lemma 14 gives a fully polynomial-time approximation scheme for the partition function $Z^G_G(\beta, \lambda)$ for all $g \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$. ■

**VI. CONCLUSION & OUTLOOK**

We have established a polynomial-time approximation algorithm for partition functions of a class of quantum spin systems at low temperature. This class can be viewed as stable quantum perturbations of classical spin systems. Our algorithm is based on combining the contour representation of quantum spin systems of this type due to Borgs, Kotecký, and Ueltchsi [23] with the algorithmic framework developed by Helmhuth, Perkins, and Regts [14], and Borgs et al. [17].

It would be interesting to extend these results to a more general class of quantum models, e.g., to bosonic and fermionic systems that are perturbations of classical spin systems with finitely many ground states. It would be extremely interesting to go further, and to obtain
We introduce the Hamiltonian $H$. We now resum to obtain where, recalling that $H$, $S$ where, introducing the notation $\text{supp}(G, u) = 1$ vertices in common if $S$. Proof. We begin by introducing the transfer matrix $T := e^{-\beta H^g_G}$ with $\beta = \frac{\beta}{m}$, and rewriting the partition function $Z_G^0(\beta, \lambda) = \text{Tr}_{H_G}[T^m]$. By the principle of inclusion-exclusion (see for example [35, Theorem 12.1]),

$$T = \sum_{S \subseteq \mathcal{E}} \bar{w}_S,$$

where, recalling that $H^g_G = H^g_{G, \Phi} + \lambda H^g_{G, \Psi}$,

$$\bar{w}_S := (-1)^{|S|} \sum_{S' \subseteq S} (-1)^{|S'|} e^{-\beta (H^g_{G, \Phi} + \lambda \sum_{e \in S'} \Psi(e))}.$$ 

We now resum to obtain

$$T = \sum_{U \subseteq V} T(U),$$

where, introducing the notation $\text{supp}(S) = \{v \in V \mid \text{there exists } e \in S \text{ with } v \in e\}$, $T(U)$ is given by

$$T(U) := \sum_{S \subseteq \mathcal{E} \atop \text{supp}(S) = U} \bar{w}_S.$$ 

We introduce the Hamiltonian $H^g_{G, \Phi}(X)$ that is obtained from $H^g_{G, \Phi}$ by restricting to a subset $X$ of $V$ so that $\langle s | H^g_{G, \Phi}(X) | s \rangle = \sum_{v \in X} \Phi^g(v)$, where $\Phi^g$ denotes $\Phi_\beta$ with the boundary conditions $g$ inherited from $H^g_{G, \Phi}$. We now introduce the operator $T_X(U)$ that is obtained from $T(U)$ by replacing the Hamiltonian $H^g_{G, \Phi}$ by $H^g_{G, \Phi}(X)$. That is,

$$T_X(U) := \sum_{S \subseteq \mathcal{E} \atop \text{supp}(S) = U} (-1)^{|S|} \sum_{S' \subseteq S} (-1)^{|S'|} e^{-\beta (H^g_{G, \Phi}(X) + \lambda \sum_{e \in S'} \Psi(e))}.$$ 

For a subset $U$ of $V$, let $G_U$ be the graph with vertex set $U$ and edges between any two vertices $u$ and $v$ if and only if $N[u] \cap N[v] \neq \emptyset$. Further let $\{U_i\}_{i=1}^{k(U)}$ denote the collection of all sets of vertices that correspond to a connected component of $G_U$. Note that if $e_i$ and $e_j$ are edges that intersect $U_i$ and $U_j$ respectively, then $e_i$ and $e_j$ have no vertices in common if $i \neq j$. Thus, we may write

$$T(U) = e^{-\beta H^g_{G, \Phi}(V \setminus N[U])} \prod_{i=1}^{k(U)} T_{N[U_i]}(U_i).$$
For a subset $U$ of $V$, let $\Omega_U$ denote the set of all configurations $s \in \Omega$ on $U$. We now expand $T(U)$ to obtain

$$T(U) = \sum_{s \in \Omega_{V \setminus U}} e^{-\beta(s[H_{G,s}^{\beta}(V|\mathcal{N}[U])|s])} \prod_{i=1}^{k(U)} \langle s_{V \setminus U_i}|T_{\mathcal{N}[U_i]}(U_i)|s_{V \setminus U_i} \rangle.$$ 

Let $X$ denote the set of all pairs $\chi = (U, s)$ of vertices $U \subseteq V$ and spin configurations $s \in \Omega_{V \setminus U}$. Inserting our formula for $T(U)$ into our formula for $T$ and using this definition, we obtain

$$T = \sum_{\chi \in X} \bar{w}_\chi,$$

where

$$\bar{w}_\chi := e^{-\beta(s_{V \setminus U}|H_{G,s}^{\beta}(V|\mathcal{N}[U])|s_{V \setminus U})} \prod_{i=1}^{k(U)} \langle s_{V \setminus U_i}|T_{\mathcal{N}[U_i]}(U_i)|s_{V \setminus U_i} \rangle.$$ 

Thus, we may now write the partition function as

$$Z_G^{\beta}(\beta, \lambda) = \sum_{\chi_1, \ldots, \chi_m \in X} w_{\chi_1, \ldots, \chi_m},$$

where the weight $w_{\chi_1, \ldots, \chi_m}$ of the sequence $\chi_1, \ldots, \chi_m$ is defined by

$$w_{\chi_1, \ldots, \chi_m} := \text{Tr}_{\mathcal{H}_G} \prod_{i=1}^{m} \bar{w}_{\chi_i}.$$

We shall now consider configurations on the vertex set $V \times [m]$ with time slices $(V_t)_{t=1}^m$ where $V_t$ is the set $V_t := \{(v, t) \mid v \in V\}$. Since we consider periodic boundary conditions, we identify $t = m + 1$ with $t = 1$. Further, we now associate the configuration $\chi_t$ with time slice $V_t$ and write $\chi_t = (U_t, s_{V \setminus U_t})$ where $U_t$ is a subset of $V_t$. For a given collection of configurations $(\chi_t)_{t=1}^m$, we assign a variable $\sigma_{(v, t)}$ to each vertex $(v, t)$ in $V \times [m]$ such that

$$\sigma_{(v, t)} = \begin{cases} s_{(v, t)} & \text{if } (v, t) \in V_t \setminus U_t \\ \emptyset & \text{if } (v, t) \in U_t \end{cases},$$

where $\emptyset$ serves to indicate the presence of a quantum excitation. We say that a vertex $(v, t)$ is in the ground state $g$ if the variable $\sigma_{(u, t)}$ coincides with the ground state $g$ for all $(u, t) \in \mathcal{N}[(v, t)]$. Otherwise, we say the vertex is excited. Note that two consecutive classical configurations with $\sigma_{(v, t)} = s_{(v, t)}$ and $\sigma_{(v, t+1)} = s_{(v, t+1)}$ have weight zero unless $\sigma_{(v, t)} = \sigma_{(v, t+1)}$. We now extract an overall factor of $e^{-\beta g_{|V(G)|}}$. Finally, for a given configuration $\sigma$, we consider the union $V$ of all excited vertices. Let $\sigma_V$ denote the configuration of $\sigma$ on $V$. Further let $\text{lab}_V$ be a labelling function that assigns a label to each edge in the boundary $\partial V$ such that $\text{lab}_V(e) = g'$ if $e$ is an edge for a vertex in $V$ and a vertex in the ground state $g'$. We now define the weight $w_{\sigma_V, \text{lab}_V}$ by

$$w_{\sigma_V, \text{lab}_V} := e^{-\beta e_{|V(G)|}} w_{\chi_1, \ldots, \chi_m}.$$

Note that the weight $w_{\sigma_V, \text{lab}_V}$ depends only on the configuration $\sigma_V$ and the labelling function $\text{lab}_V$. Let $\{V_i\}_{i=1}^{k(V)}$ denote the connected components of $V$, then we have

$$w_{\sigma_V, \text{lab}_V} = \prod_{i=1}^{k(V)} w_{\sigma_{V_i}, \text{lab}_{V_i}}.$$ 

A configuration $\sigma$ corresponds to a set of pairwise compatible contours $\Gamma$ by taking $\{V_i\}_{i=1}^{k(V)}$ as the supports of the contours and $\{\text{lab}_{V_i}\}_{i=1}^{k(V)}$ as the labelling functions. Note that the set $\Gamma$ is matching and of type $g$. For a contour $\gamma = (\bar{\gamma}, \text{lab}_\gamma)$, let $\Omega_\gamma$ denote the set of all configurations $\sigma_\gamma$ on $\bar{\gamma}$ that are compatible with the ground states determined by the labelling function $\text{lab}_\gamma$. Then we resum to obtain

$$Z_G^g(\beta, \lambda) = e^{-\beta e_{|V(G)|}} \sum_{\Gamma \in \mathcal{G}_{\text{match}}} \prod_{\gamma \in \Gamma} w_\gamma.$$
where

\[ w_{\gamma} := \sum_{\sigma_{\gamma} \in \Omega_{v}} w_{\sigma_{\gamma}, \lambda \gamma} \cdot \]

This is the contour representation of the partition function \( Z_{G}^{\beta}(\beta, \lambda) \), completing the proof. \( \blacksquare \)

Appendix B: Proof of Lemma 6

Our proof of Lemma 6 is based on the analysis of Borgs, Kotecký, and Ueltschi [23]. We first require the following lemma bounding the operator \( T_{X}(U) \).

**Lemma 16.** Let \( G = (V, E) \) be a subgraph of the lattice graph on \( \mathbb{Z}^{d} \) and let \( U \subseteq V \) be a subset of vertices of \( G \). Further let \( \beta > 0, \lambda \in \mathbb{C} \), and \( \alpha \geq 0 \) be such that \( \beta |\lambda| \leq \frac{\exp(\lambda)}{2^{d+1}} \). Then, for any configurations \( s \in \Omega_{V} \) and \( \tilde{s} \in \Omega_{V} \,

\[ |\langle s | T_{N[U]}(U) | \tilde{s} \rangle| \leq e^{-\beta \epsilon_{0} |N[U]|} e^{-\alpha |U|}. \]

**Proof.** We have

\[
\begin{align*}
|\langle s | T_{N[U]}(U) | \tilde{s} \rangle| & \leq \| T_{N[U]}(U) \| \\
& \leq \sum_{S \subseteq E} \sup_{|\text{supp}(S) = U|} \| (1 - 1)^{|S|} \sum_{S' \subseteq S} (1 - 1)^{|S'|} e^{-\beta \delta(H_{G, \phi}(N[U]) + \lambda \sum_{e \in S} \Psi(e))} \|.
\end{align*}
\]

Let \( P \) denote the set of all sequences of edges from \( E \), the edge set of \( G \). By resumming and applying the Duhamel expansion, it follows from the triangle inequality and the submultiplicativity of the norm (as in the proof of Ref. [23, Lemma 4.2]) that

\[
|\langle s | T_{N[U]}(U) | \tilde{s} \rangle| \leq e^{-\beta \epsilon_{0} |N[U]|} \sum_{S \subseteq E} \sup_{|\text{supp}(S) = U|} \sum_{\rho \in P} \left( \frac{\beta |\lambda|}{|\rho|!} \right)^{|\rho|} \prod_{e \in \rho} \| \Psi(e) \|.
\]

Since the subgraph \( G[U] \) has at most \( |N[U]| \) edges, there are at most \( \binom{\nu |U|}{n} \) subsets of \( n \) edges whose support is \( U \). Furthermore, for such a subset, there are precisely \( \binom{k}{n} \) \( n! \) sequences \( \rho \) of length \( |\rho| = k \) that correspond to it. Here \( \binom{k}{n} \) denotes the Stirling number of the second kind. Finally, these subsets must contain at least \( \left( \left\lfloor \frac{|U|}{2} \right\rfloor \right) \) edges. Thus, we may write

\[
|\langle s | T_{N[U]}(U) | \tilde{s} \rangle| \leq e^{-\beta \epsilon_{0} |N[U]|} \sum_{n = \left\lfloor \frac{|U|}{2} \right\rfloor}^{\nu |U|} \left( \nu |U| \middle\binom{n}{k} \right) \sum_{k=n}^{\infty} \binom{k}{n} \frac{n!}{k!} \left( \frac{\beta |\lambda|}{|\rho|!} \right)^{k}.
\]

\[
\leq e^{-\beta \epsilon_{0} |N[U]|} \sum_{n = \left\lfloor \frac{|U|}{2} \right\rfloor}^{\nu |U|} \left( \nu |U| \middle\binom{n}{k} \right) \sum_{k=n}^{\infty} \frac{n!}{k!} \left( \beta |\lambda| \right)^{k}.
\]
By interchanging the summations over \( n \) and \( k \), we obtain
\[
|\langle s|T_{\mathcal{N}[U]}(U)|\bar{s}\rangle| \leq e^{-\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|} \sum_{k=\left\lceil \frac{|U|}{2} \right\rceil}^{\infty} \left( |\beta|\lambda \right)^k \sum_{n=0}^{\left\lfloor \frac{|U|}{2} \right\rfloor} \left( |\nu|\lambda \right)^n \left( \binom{k}{n} \right)
\]
\[
eq e^{-\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|} \sum_{k=\left\lceil \frac{|U|}{2} \right\rceil}^{\infty} \left( |\nu|\lambda |k\right) \left( |\beta|\lambda \right)^k
\]
\[
\leq e^{-\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|} \sum_{k=\left\lceil \frac{|U|}{2} \right\rceil}^{\infty} \left( (2\nu + 1)|\beta|\lambda \right)^k.
\]
By taking \( |\beta|\lambda \leq \frac{e^{2(\alpha+1)}}{2\nu+1} \), we have
\[
|\langle s|T_{\mathcal{N}[U]}(U)|\bar{s}\rangle| \leq e^{-\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|} \sum_{k=\left\lceil \frac{|U|}{2} \right\rceil}^{\infty} e^{-2\alpha + k}
\]
\[
\leq e^{-\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|} e^{-\alpha|U|},
\]
completing the proof. \( \blacksquare \)

We now prove Lemma 6.

**Lemma 6 (restatement).** Let \( \hat{\beta} > 0, \lambda \in \mathbb{C}, \) and \( \alpha \geq 0 \) be such that \( |\beta|\lambda \leq \frac{e^{2(\alpha+1)}}{2\nu+1} \). Then, for all contours \( \gamma = (\bar{\gamma}, lab) \),
\[
|w_\gamma| \leq \left| d \left( e^{-\frac{\nu}{2}} + e^{-\hat{\beta}_{\alpha_0}} \right) \right|^{\bar{\gamma}}.
\]

**Proof.** We bound \( |w_\gamma| \) from above by considering a sum over all configurations \( s \in \Omega_\gamma \) on the support \( \bar{\gamma} \) of \( \gamma \). This gives
\[
|w_\gamma| \leq e^{\hat{\beta}_{\alpha_0}|\bar{\gamma}|} \sum_{\mathcal{N}[U] \subseteq \bar{\gamma}} \sum_{s \in \Omega_\gamma} e^{-\hat{\beta}(s_{\bar{\gamma}} \cup \mathcal{N}[U])|\mathcal{H}_{\bar{\gamma}}(\bar{s} \setminus \mathcal{N}[U])|s_{\bar{\gamma}} \cup \mathcal{N}[U]|} |\langle s|T_{\mathcal{N}[U]}(U)|\bar{s}\rangle|.
\]

By using Peierls’ condition and applying Lemma 16, we obtain
\[
|w_\gamma| \leq \left| \left( d e^{\hat{\beta}_{\alpha_0}} \right) \right|^{\bar{\gamma}} \sum_{\mathcal{N}[U] \subseteq \bar{\gamma}} e^{-\hat{\beta}(e_{\alpha_0}|\mathcal{N}[U]| - e^{-\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|})} e^{-\alpha|U|}
\]
\[
= \left( d e^{-\hat{\beta}_{\alpha_0}} \right) \sum_{\mathcal{N}[U] \subseteq \bar{\gamma}} e^{\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|} e^{-\alpha|U|}.
\]
Now, by using \( |\mathcal{N}[U]| \leq 2\nu|U| \), we have
\[
|w_\gamma| \leq \left| \left( d e^{-\hat{\beta}_{\alpha_0}} \right) \right|^{\bar{\gamma}} \sum_{\mathcal{N}[U] \subseteq \bar{\gamma}} e^{\hat{\beta}_{\alpha_0}|\mathcal{N}[U]|}
\]
\[
\leq \left( d e^{-\hat{\beta}_{\alpha_0}} \left( e^{\hat{\beta}_{\alpha_0} - \frac{\nu}{2}} + 1 \right) \right)^{\bar{\gamma}}
\]
\[
= \left| d \left( e^{-\frac{\nu}{2}} + e^{-\hat{\beta}_{\alpha_0}} \right) \right|^{\bar{\gamma}},
\]
completing the proof. \( \blacksquare \)
The first sum is over all subsets \( \alpha \). It then follows that the weight \( w_{\gamma} \) by \( \bar{\gamma} \) configuration \( s \), we sum over all admissible spin configurations \( \bar{\gamma} t \) is given by

\[
N_s, \text{ we sum over all admissible spin configurations }\]

\[
|w_{\gamma}| \leq e^{-\mu^* |\gamma|},
\]

where we recall that \( \alpha_0 \) is the constant in Peierls’ condition. By choosing \( m \) such that \( \hat{\beta} \in [\beta^*, 2\beta^*] \), it follows from Lemma 6 that there is a \( \lambda^* = \lambda^*(\beta^*, \alpha, \nu) \) such that for \( |\lambda| \leq \lambda^* \),

\[
|w_{\gamma}| \leq e^{-(\mu^*+2(\nu+1))|\gamma|}.
\]

Now, by applying Lemma 7 with \( \mu^* \geq \mu_0(\nu, d, \Xi, \alpha_0) \) and using the assumption that the ground states are all stable, we have

\[
|w_{\gamma}| \leq e^{-(\mu^*+2(\nu+1))|\gamma|}.
\]

The proof then follows from Ref. [17, Lemma 2.1], which states that for abstract polymer models where the polymers are connected induced subgraphs of a bounded-degree graph, compatibility is defined by vertex disjointness, and the polymer weights \( w_{\gamma} \) satisfy a bound of the form \( |w_{\gamma}| \leq e^{-(\mu^*+2(\nu+1))|\gamma|} \) for a sufficiently large constant \( \mu^* \). Let \( \alpha = \alpha(\nu, d, \mu^*, \alpha_0) \) and \( \beta^* = \beta^*(\nu, d, \mu^*, \alpha_0) \) be such that

\[
d \left( e^{-\frac{\hat{\beta}}{g}} + e^{-\beta^* \alpha_0} \right) \leq e^{-(\mu^*+2(\nu+1))},
\]

\[
|T_n(Z_G^n(\beta, \lambda)) - \log(Z_G^n(\beta, \lambda))| \leq |V|e^{-\Omega(n)}.
\]

In the application of this lemma, we have considered polymers as induced subgraphs of the subdivided lattice. ■

Appendix C: Proof of Lemma 8

Lemma 8 (restate). There exists constants \( \beta^* = \beta^*(\nu, d, \Xi, \alpha_0) \) and \( \lambda^* = \lambda^*(\nu, d, \Xi, \alpha_0) \), such that, for all \( g \in \Xi \), all \( \beta \geq \beta^* \), and all \( |\lambda| \leq \lambda^* \), the cluster expansion for \( \log(Z_G^n(\beta, \lambda)) \) converges absolutely, \( Z_G^n(\beta, \lambda) \neq 0 \), and for \( n \in \mathbb{Z}^+ \),

\[
|T_n(Z_G^n(\beta, \lambda)) - \log(Z_G^n(\beta, \lambda))| \leq |V|e^{-\Omega(n)}.
\]

Proof. We proceed by showing that the polymer weights \( w_{\gamma} \) satisfy a bound of the form \( |w_{\gamma}| \leq e^{-\mu^*|\gamma|} \) for a sufficiently large constant \( \mu^* \). Let \( \alpha = \alpha(\nu, d, \mu^*, \alpha_0) \) and \( \beta^* = \beta^*(\nu, d, \mu^*, \alpha_0) \) be such that

\[
d \left( e^{-\frac{\hat{\beta}}{g}} + e^{-\beta^* \alpha_0} \right) \leq e^{-(\mu^*+2(\nu+1))},
\]

\[
|w_{\gamma}| \leq e^{-\mu^* |\gamma|},
\]

The proof then follows from Ref. [17, Lemma 2.1], which states that for abstract polymer models where the polymers are connected induced subgraphs of a bounded-degree graph, compatibility is defined by vertex disjointness, and the polymer weights \( w_{\gamma} \) satisfy a bound of the form \( |w_{\gamma}| \leq e^{-\mu^* |\gamma|} \) for a sufficiently large constant \( \mu^* \), then the cluster expansion for \( \log(Z_G^n(\beta, \lambda)) \) converges absolutely, \( Z_G^n(\beta, \lambda) \neq 0 \), and for \( n \in \mathbb{Z}^+ \),

\[
|T_n(Z_G^n(\beta, \lambda)) - \log(Z_G^n(\beta, \lambda))| \leq |V|e^{-\Omega(n)}.
\]

In the application of this lemma, we have considered polymers as induced subgraphs of the subdivided lattice. ■

Appendix D: Proof of Lemma 12

Lemma 12 (restate). The weight \( w_{\gamma} \) of a contour \( \gamma = (\bar{\gamma}, lab_{\gamma}) \) can be computed in time \( \exp(O(|\bar{\gamma}|)) \).

Proof. We proceed by describing an explicit representation of the weight \( w_{\gamma} \) of a contour. We say that a spin configuration \( s \in \Omega_{\gamma} \) on \( \bar{\gamma} \) is admissible if all vertices are excited. We denote the support \( \bar{\gamma} t \) of a contour \( \gamma \) on time slice \( t \) by \( \gamma_t \). For a subset \( U \) of \( \bar{\gamma} \), we denote the support of \( U \) on time slice \( t \) by \( U_t \). Then, the weight \( w_{\gamma} \) of a contour \( \gamma \) may be written as

\[
w_{\gamma} = e^{\beta \alpha_0 |\gamma|} \sum_{U \subseteq \bar{\gamma}} \sum_{s \in \Omega_{\gamma}} \prod_{t=1}^m e^{-\hat{\beta}(s_{t \setminus \gamma_t} | H_{\bar{\gamma}, \phi}^n(\bar{\gamma} \setminus \Omega[U_t]) | s_{t \setminus \gamma_t} )} \langle s_{\bar{\gamma}_t} | T_{\Omega[U_t]}(U_t) | s_{\bar{\gamma}_{t+1}} \rangle.
\]

The first sum is over all subsets \( U \) of \( \bar{\gamma} \) such that \( \Omega[U] \subseteq \bar{\gamma} \), of which there are at most \( 2^{|\bar{\gamma}|} \). For each of these subsets \( U \), we sum over all admissible spin configurations \( s \in \Omega_{\gamma} \) on \( \bar{\gamma} \), of which there are at most \( d^{|\bar{\gamma}|} \). The transfer matrix \( T_{\Omega[U_t]}(U_t) \) is given by

\[
T_{\Omega[U_t]}(U_t) = \sum_{S_t \subseteq E} (-1)^{|S_t|} \sum_{S'_t \subseteq S_t} (-1)^{|S'_t|} e^{-\hat{\beta}(H_{\bar{\gamma}, \phi}^n(\Omega[U_t]) + \lambda \sum_{e \in S'_t} \Psi(e))}.
\]

The transfer matrix may be computed in time \( \exp(O(|\bar{\gamma}|)) \) by summing over all subsets \( S_t \) of \( E \) whose support is \( U_t \), of which there are at most \( \exp(O(|\bar{\gamma}|)) \), and then summing over all subsets of \( S_t \), of which there are at most \( \exp(O(|\bar{\gamma}|)) \). It then follows that the weight \( w_{\gamma} \) of a contour \( \gamma \) can be computed in time \( \exp(O(|\bar{\gamma}|)) \), completing the proof. ■
Appendix E: Proof of Lemma 14

Our proof is based on the analysis of Helmhuth, Perkins, and Regts [14], and Borgs et al. [17].

**Lemma 14 (restatement).** There exists constants $\beta^* = \beta^*(\nu, d, \Xi, \alpha_0)$ and $\lambda^* = \lambda^*(\nu, d, \Xi, \alpha_0)$, such that, for all $\gamma \in \Xi$, all $\beta \geq \beta^*$, and all $|\lambda| \leq \lambda^*$, the truncated cluster expansion $T_n(Z_G^\lambda(\beta, \lambda))$ can be approximated up to an additive $\epsilon$-error in time $\exp(O(n)) \cdot |V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$.

**Proof.** We first list all contours of size at most $n$ and order this list by level. This list can be computed in time $\exp(O(n)) \cdot |V(G)|^{(1)}$ by Lemma 9. We now prove that, for a contour $\gamma$ of size at most $n$, we can approximate $w_\gamma^q$ up to a multiplicative $c^{(1)}$-error in time $\exp(O(|\gamma|)) \cdot |V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$. We shall prove this by induction on the level $\ell$ of $\gamma$.

The base case in the induction is a contour $\gamma$ with no interior. In this case, $w_\gamma^q$ can be computed exactly in time $\exp(O(|\gamma|))$ by Lemma 12. Now suppose that the claim holds for all contours of level at most $t$. To approximate the weight $w_\gamma^q$ of a contour $\gamma$ at level $t + 1$, we first compute $w_{\gamma_t}$, which can be achieved in time $\exp(O(|\gamma_t|))$ by Lemma 12. We now approximate $\prod_{\gamma' \in \Xi} Z_{\operatorname{int}_{\gamma'}}^\lambda(\beta, \lambda) / Z_{\operatorname{int}_{\gamma'}}^\lambda(\beta, \lambda)$ by computing the truncated cluster expansions for the logarithm of the partition functions to order $n = O(\log(|V(G)|/\epsilon))$ with the weights $w_\gamma^q$ replaced by multiplicative $c^{(1)}$-approximations. Note that this only requires approximating the weights of contours at level at most $t$.

The truncated cluster expansions can be computed to order $n$ in time $\exp(O(n)) \cdot |V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$ as follows. We list all clusters of size at most $n$ in time $\exp(O(n)) \cdot |V(G)|^{(1)}$ by Lemma 10. For each of these clusters, we compute the Ursell function in time $\exp(O(n))$ by Lemma 11, and approximate the weights up to a multiplicative $c^{(1)}$-error in time $\exp(O(n)) \cdot |V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$ by the inductive hypothesis. Hence, the truncated cluster expansions can be computed to order $n = O(\log(|V(G)|/\epsilon))$ in time $|V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$. It follows from Lemma 8 and Lemma 13 that this gives a multiplicative $c^{(1)}$-approximation to $\prod_{\gamma' \in \Xi} Z_{\operatorname{int}_{\gamma'}}^\lambda(\beta, \lambda) / Z_{\operatorname{int}_{\gamma'}}^\lambda(\beta, \lambda)$. Hence, we obtain a multiplicative $c^{(1)}$-approximation to $w_\gamma^q$ in time $\exp(O(|\gamma|)) \cdot |V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$, completing the induction.

The truncated cluster expansion $T_n(Z_G^\lambda(\beta, \lambda))$ can now be approximated by computing the truncated cluster expansion with the weights $w_\gamma^q$ replaced by multiplicative $c^{(1)}$ approximations. By a similar argument, this can be computed in time $\exp(O(n)) \cdot |V(G)|^{(1)} \cdot (1/\epsilon)^{(1)}$ and gives an additive $\epsilon$-approximation to $T_n(Z_G^\lambda(\beta, \lambda))$, completing the proof. \hfill \blacksquare
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