EEG microstate analysis of emotion regulation reveals no sequential processing of valence and emotional arousal
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In electroencephalography (EEG), microstates are distributions of activity across the scalp that persist for several tens of milliseconds before changing into a different pattern. Microstate analysis is a way of utilizing EEG as both temporal and spatial imaging tool, but has rarely been applied to task-based data. This study aimed to conceptually replicate microstate findings of valence and emotional arousal processing and investigate the effects of emotion regulation on microstates, using data of an EEG paradigm with 107 healthy adults who actively viewed emotional pictures, cognitively detached from them, or suppressed facial reactions. Within the first 600 ms after stimulus onset only the comparison of viewing positive and negative pictures yielded significant results, caused by different electrodes depending on the microstate. Since the microstates associated with more and less emotionally arousing pictures did not differ, sequential processing could not be replicated. When extending the analysis to 2000 ms after stimulus onset, differences were exclusive to the comparison of viewing and detaching from negative pictures. Intriguingly, we observed the novel phenomenon of a microstate difference that could not be attributed to single electrodes. This suggests that microstate analysis can detect differences beyond those detected by event-related potential analysis.

In neuroscience, a persevering division of imaging techniques based on their resolution has been holding its ground. Electroencephalography (EEG) is known for high temporal and poor spatial resolution while it is the other way around for functional magnetic resonance imaging (fMRI), so they are often combined. However, methods for utilizing EEG as a spatial analysis tool have been around for years, like dipole source localization or the analysis of frequency bands. Many of these methods are computationally demanding but there are more straightforward methods that have not been fully exhausted yet. One of these methods is microstate computation.

A microstate is a momentary distribution of activity across the scalp in EEG that persists for several tens of milliseconds before it changes into a different topographical distribution. Microstates can be computed by clustering the topographical pattern of activity of each time point based on similarity. Most studies focus on the duration and transition of microstates during rest, which differ in patients with neuropsychiatric diseases. The majority of resting state studies compute microstates at time points of high global field power (GFP), a measure of the standard deviation of activity at a given time point. This has been harshly criticized because it disregards less extreme topographies and the possibility of temporal overlap between microstates.

A method somewhat contrary to microstate analysis is the analysis of event-related potentials (ERPs). An ERP is obtained by averaging the activity at a single or several adjacent electrodes within a certain time window across multiple trials to generate a continuous wave of voltage per time unit. ERP components are activity peaks with a characteristic latency and polarity and are labelled accordingly, e.g. the P1 or P100 component for a positive peak 100 ms after stimulus onset. Several emotion-related ERPs have been identified. Earlier ERPs within the first 200 ms are associated with perceptual processing such as stimulus valence. Later components are associated with processes like emotional congruity, elicited emotional arousal, and response selection, but also sensitive to stimulus valence. Another ERP, the P300, has been shown to indicate an intrinsic salience of emotional stimuli, even though it is quite late for a perceptual component. One key problem with focusing on single ERP components at single electrode sites is that of cognitive subtraction: one cannot simply assume that adding an aspect to a task will not change the operation of other aspects, and therefore it is not recommended to confine the comparison of two task versions to one anatomic site. As a consequence, even in ERP research...
the impact of two experimental conditions on one component should be estimated by computing the magnitude of difference in scalp topography.

Differences in scalp topography have scarcely been investigated in studies on emotion regulation (ER). ER refers to a variety of consciously or subconsciously applied strategies by which individuals influence not only the kind of emotion they experience but also its timing, subjective quality, and outward expression. Two ER strategies that have been investigated most frequently are reappraisal, i.e. the cognitive transformation of an emotional stimulus through reinterpretation or detachment, and expressive suppression, the inhibition of emotional facial expressions. There have been many MRI studies demonstrating a top-down influence of prefrontal regions on the amygdala during ER. EEG studies on ER either have a global focus on asymmetry of frequencies or a local focus on ERPs such as the Late Positive Potential (LPP), which peaks around 500 ms after stimulus onset at centro-parietal electrodes and can last for several seconds. However, findings regarding the direction of influence of ER on ERP components are rather inconsistent. Results of the LPP depend on time window, recording site, age, not on age but on up- or down-regulation in various ways, and strategy. Even the perceptual Early Posterior Negativity (EPN), which peaks between 200 and 300 ms after stimulus onset, indicates attention allocation, appears to be either temporally shifted when watching negative stimuli or not affected by ER at all.

To address these inconclusive ERP findings, Gianotti et al. used a microstate analysis on a paradigm with emotional stimuli, which allowed data-driven analysis without spatial or temporal confinement. They presented pictures that had very high or low values in valence or emotional arousal, respectively, while being balanced in the other quality. In the first 600 ms of viewing pictures with high (positive) and low (negative) valence, Gianotti et al. found microstate differences within 140–330 ms, while differences between pictures of high and low emotional arousal were observed at around 300 ms and after 520 ms. These temporal differences had not been identified by ERP studies before. Therefore, the authors concluded that valence information is being processed earlier than emotional arousal information.

The present study aimed to conceptually replicate the findings by Gianotti et al., applying their theoretical idea to a new context. The context differed insofar that the participants were not naïve to the study’s theme of emotion and that the conditions also comprised ER strategies. Moreover, the aim is to investigate how the application of ER strategies becomes apparent in microstates, to further the understanding of ER and to advance microstate computation as an insightful analysis method for task-based paradigms. We therefore analyzed existing data of an ER block paradigm with EEG, in which healthy adults viewed, detached from, or suppressed their facial reaction to emotional pictures.

Our preregistered hypotheses (https://osf.io/9auv5/) were split into three parts: first, as a manipulation check, we expected lower subjective emotional arousal ratings after ER blocks than after blocks of active viewing, and that distinct EEG microstates can be computed within the first 600 ms of stimulus processing. Second, as a conceptual replication of Gianotti et al., we hypothesized that viewing emotional pictures would cause valence- and emotional arousal-based microstate differences. The former would emerge earlier and originate from different electrodes than the latter. Lastly, we expected microstate differences when comparing ER strategies for positive and negative pictures. Applying detachment would cause differences at later time points than expressive suppression, as studies comparing reappraisal and suppression have shown.

Results
Of the 106 participants with complete data sets, 49 chose Detachment and 57 chose Expressive Suppression in the Choice block. One participant’s data was missing the last block due to a power failure during recording. More than 60% of all 21,341 recorded trials were available for further analysis after artefact rejection (13,646 epochs, M = 127.53 per participant, SD = 43.31).

Manipulation check. The ANOVA showed a main effect of block, $F(3, 848) = 15.6, p < 0.001, \eta^2_p = 0.052$, and valence, $F(1, 848) = 70.9, p < 0.001, \eta^2_p = 0.077$, while the interaction of block and valence was not significant, $F(3, 848) = 1.30, p = 0.27, \eta^2_p = 0.005$. Post-hoc analyses using Tukey’s Test indicated that subjective emotional arousal ratings were greater after the Active Viewing than after the Choice block, greater after the Active Viewing than after the Detachment block, and greater after negative than after positive pictures ($p < 0.001$, respectively) (Fig. 1).

Microstate computation. Visual inspection of the $k$-means clustering options led to a choice of 18 microstates, formed by $k = 14$ clusters (Supplementary Table S2). The duration of the first and the last two microstates fell into the common range of a microstate in resting state studies (60–120 ms) but the remaining microstates fell below this duration. However, the clustering option that would have kept all microstates in the common range is $k = 2$, yielding six microstates. In this case, the resulting sum of inner cluster distance measures would have been disproportionately high compared to clusters with a larger $k$.

Global topographical differences. When comparing the temporal characteristics of the 18 microstates here to the 15 microstates observed by Gianotti et al., it became apparent that there was only a small overlap (Fig. 2). In both studies, the microstates in the first 400 ms of the analysis window were shorter compared to the later microstates but start and end times were quite different. The one that was most similar was microstate 14 (here 320–376 ms after stimulus onset, in their study microstate 11, 330–378 ms after stimulus onset), while all other microstates showed little to no similarities.

In the regular analysis, the TANova with the adjusted significance level of $\alpha_{adj} = 0.0028$ yielded significant results in only one hypothesis, namely the comparison of positive and negative pictures in the Active Viewing
Figure 1. Change in subjective emotional arousal ratings depending on block and valence. Black horizontal lines within the box indicate the median, upper and lower box limits the upper and lower quartile, bold dots outside the whisker indicate outliers, i.e. 1.5 interquartile ranges from the box. Ratings of every participant are shown as a scatterplot along the whisker. Significant differences as computed with the Tukey’s Test are indicated by * (p < 0.001). Y-axis ticks were relabeled (“− 200” as “0”, “200” as “400”) for contentual logic.

Figure 2. Temporal comparison of the microstates in both studies. Microstates as defined by the clustering of the grand–grandmean ERP. Cell length represents relative microstate length; numbers above or below denote the microstate number. Stimulus onset is at 0 ms.

Figure 3. Side by side comparison of the significant microstates in the Active Viewing block of both studies. The upper panel shows the microstates with significant results in the TANOVA of negative and positive pictures in the Active Viewing block, the lower panel the ones of the TANOVA of highly and less emotionally arousing pictures in the Active Viewing block. Cell length represents the relative microstate length; colored cells are significant microstates. Stimulus onset is at 0 ms.
block (Fig. 3). Seven out of the 18 microstate pairs were significantly different from each other ($\cos \theta_{MS3} = 0.99$, $\cos \theta_{MS6} = 0.96$, $\cos \theta_{MS7} = 0.80$, $\cos \theta_{MS13} = 0.91$, $\cos \theta_{MS14} = 0.92$, $\cos \theta_{MS15} = 0.92$, $\cos \theta_{MS18} = 0.84$, all $p < 0.001$). All of these microstates were on the lower end of their null distribution as indicated by the topographical vectors which were more different to each other than any of the 3000 topographical vectors of the randomly shuffled conditions. Higher similarity than that of the vectors in the null distribution would have computationally been possible as well, but it did not occur here.

We could confirm microstate differences within the Active Viewing block when comparing positive and negative valence. However, when comparing the results of the TANOVA for global topographical differences to those of Gianotti et al. 45 (Fig. 3), there was only a 72 ms overlap between the significant microstates. No differences emerged in the emotional arousal-based comparison (Fig. 4).

The first overlap was from 142 to 188 ms after stimulus onset, shared by the microstates 6–7 of the present study and the microstates five to six of Gianotti et al. 45. The second overlap was from 304 to 330 ms after stimulus onset, shared by the microstates 13–14 of the present study and the microstate ten of Gianotti et al. 45. Almost half of the time covered by the significant microstates in the analysis by Gianotti et al. 45 was between 200 and 300 ms after stimulus onset. This is a time window in which none of the microstates in the present study yielded a significant result.

In almost all twelve comparisons of conditions there was at least one microstate pair with $p < 0.05$, but not below the adjusted significance level. The only two exceptions were the comparison of Detachment Negative and Choice Negative, and the comparison of Expressive Suppression Positive and Choice Positive, which would not have yielded any significant results.

Local topographical differences. Post-hoc analyses using two-sided paired-sample t-tests for the comparison of Active Viewing Positive and Active Viewing Negative showed that local differences strongly depended on the microstate (Fig. 5). In microstate three (72–100 ms after stimulus onset) there was only one channel with local differences, which was Fp2 with a smaller negative amplitude in the Active Viewing Negative condition. In microstates six and seven (128–188 ms after stimulus onset) the majority of frontopolar, frontal, temporal, central, centro-parietal, and parietal electrodes yielded significant results with higher positive amplitudes in the Active Viewing Positive condition. Microstate 13 (304–320 ms after stimulus onset) showed local differences in frontal, central, and centro-parietal electrodes along the midline and the left parietal lobe with higher positive amplitudes in the Active Viewing Positive condition. Microstate 14 (320–376 ms after stimulus onset) yielded many of the same central and centro-parietal as well as frontal and fronto-parietal electrodes in the right hemisphere with higher positive amplitudes in the Active Viewing Positive condition. Here, both occipital electrodes showed higher positive amplitudes in the Active Viewing Negative condition. Microstate 15 (376–392 ms after stimulus onset) showed the latter for both occipital electrodes, for a few frontal electrodes along the midline, and for the right temple. Lastly, microstate 18 (520–600 ms after stimulus onset) yielded significant results for dense groups of frontal, central, centro-parietal, and parietal electrodes along the midline with tendencies to the right hemisphere, all with higher negative amplitudes in the Active Viewing Negative condition. The t-test results for all seven microstates are listed in Supplementary Table S3.

Exploratory analysis. The same preprocessing and analysis steps were applied to the time window of 600–2000 ms after stimulus onset. Visual inspection of the elbow plot led to the definition of 41 microstates formed by 14 clusters, therefore $p$ was adjusted to $p_{adj} = 0.0012$. The duration of the microstates is listed in Supplementary Table S3.
Table S4. Again, only one hypothesis yielded significant results in the TANOVA, but in this case it was the comparison of viewing and detaching from negative pictures (see Supplementary Figure S6 for the topoplot). The three significant microstates were microstate two (644–668 ms after stimulus onset, $\cos \theta_{\text{MS2}} = 0.78$), microstate four (732–740 ms after stimulus onset, $\cos \theta_{\text{MS4}} = 0.75$), and microstate five (740–752 ms after stimulus onset, $\cos \theta_{\text{MS5}} = 0.85$, each at $p < 0.001$, respectively).

Local differences as identified by the two-sided paired-sample t-tests were confined to frontal and frontopolar electrodes in microstate two, and to all adjacent central, centro-parietal, and parietal electrodes at the crown of the head in microstate four, both with higher positive amplitudes in the Detachment Negative condition. In microstate five however, all electrodes exceeded the threshold of $p_{\text{adj}} = 0.0017$, resulting in a lack of local differences, even though the global difference of that microstate was statistically significant. This phenomenon had neither occurred in the regular analysis nor in the study by Gianotti et al.45. The t-test results for all three microstates are listed in Supplementary Table S5. In almost all twelve comparisons of conditions there was at least one microstate pair which was below the $p$-value of $p = 0.05$ but not the adjusted $p$-value. The only two exceptions were the comparison of Detachment Positive and Choice Positive, and the comparison of Expressive Suppression Positive and Choice Positive, which would not have yielded any significant results.

Discussion

This study investigated the temporal and spatial characteristics of processing emotional pictures with different levels of valence and emotional arousal and how this is affected by emotion regulation. For that purpose, EEG microstates were computed using existing data of a block paradigm with healthy adults. We found global and local differences between microstates when comparing positive and negative stimulus valence in the Active Viewing block but did not find any differences when comparing high and low levels of emotional stimulus arousal. Therefore, we could not conceptually replicate the findings of a clear temporal structure of valence and emotional arousal processing by Gianotti et al.45. Effects of emotion regulation strategies were confined to the comparison of Active Viewing and Detachment of negative pictures, but only when the time window of analysis was extended in an exploratory approach.

Conceptual replication of Gianotti et al.45. Cluster analysis yielded three more microstates than in Gianotti et al.45, and the start and end times differed considerably. Yet, both studies identified shorter microstates within the first 400 ms, reflecting the valence-independent, rapid processing of emotional stimuli48–50. Overall, we could not replicate the findings of Gianotti et al.35. And even though they stated that they corrected for multiple comparisons, their resulting $p$-value of 0.10 is still too high to counteract the inflation of false positives45. Therefore, although the present study was a conceptual replication, our more rigorous analysis suggests that there might indeed not be a sequential processing of valence and emotional arousal. The following section discusses the findings of the valence and emotional arousal-based analysis.

Figure 5. Global and local microstate differences between actively viewing positive and negative pictures. Head seen from above, nose up. Microstates are numbered 1–18. Significant global differences indicated by * ($p_{\text{adj}} < 0.001$). Electrodes with local differences are plotted below the microstate pair, ▲ indicates higher values in Active Viewing Positive, ● indicates lower values in Active Viewing Positive, all $p_{\text{adj}} < 0.0017$. Colors range from $-76 \mu V$ (teal) to $+76 \mu V$ (yellow).
Implications of the comparison of positive and negative valence. The significant microstate pairs of viewing positive and negative pictures were spread across the 600 ms window, and only few share features with established ERP components. For instance, the first significant microstate (72–100 ms) might reflect an early P1 occurrence. This component is larger for negative stimuli at frontal, parietal, and occipital sites13,14, reflecting increased attention allocation32. Microstates six and seven, which spanned from 128 to 188 ms, include the beginning of ERP modulation by valence at 150 ms20, as well as the occipito-temporal N170, which is sensitive to faces and emotional expression34,55. A related component, the Late N1, has been shown to be habituation resistant to highly emotionally arousing, unpleasant stimuli56. In microstates six and seven, as well as in subsequent microstates, there were pronounced local differences over the parietal cortex, reflecting this region’s involvement in target processing57. The local differences over frontal areas might point to a very prompt evaluation of stimulus appetitiveness58. This illustrates how processing of emotional stimuli is not confined to posterior areas and how spatial restriction in ERP recordings can lead to an oversight in the time course of cognitive processing.

Surprisingly, there were no significant results in the 200–300 ms window, although multiple studies reported a valence-sensitive N2 component15,14,58 and ERP modulation by unpleasant pictures46. Microstates 13, 14, and 15, which ranged from around 300 to 400 ms, and the last microstate are most probably tied to the LPP, even though local differences in parietal areas were not always present. There has been evidence of different spatial patterns of the LPP course, depending on valence and ER strategy34, and our results support that. We observed a drift of stronger positivity in the Active Viewing Positive condition from centro-parietal areas in the left hemisphere to frontal electrodes in the right hemisphere and back to the large centro-parietal cluster. In contrast, negative valence elicited stronger positivity over occipital areas. Surprisingly, there was also a lack of significant microstates between 400 and 500 ms, even though the LPP has its first peak anywhere between 250 and 600 ms12,61. This suggests that the LPP might not be a continuous phenomenon but an expression of different spatial distributions across time. Liking to the three phase response to stimuli, this study, the first effect of ER emerges after about 160 ms from prefrontal areas, the second at around 400 ms from the visual cortex, and the third at around 680 ms from the precentral gyrus. A good example of how much information can be retained when analyzing electrodes across the entire scalp.

Since positive and negative pictures were also less and more emotionally arousing, respectively, but the less and more emotionally arousing pictures were balanced in valence and showed no difference in microstates, there are three possible mechanisms causing differences here. The impact of valence is either independent of arousal, or there is an interaction between valence and arousal, or even a combination of the latter two mechanisms depending on the time point. An interaction has been suggested before63–65, but more research is needed to shine light on this.

Implications of the comparison of high and low emotional arousal. The lack of significant results in the emotional arousal-based comparison of the Active Viewing block was surprising, as we expected to see an indication of the EPN over temporo-occipital areas, which is associated with selective attention to highly emotionally arousing stimuli16,66,67. Especially since the median split of stimuli was successful in balancing valence between high and low emotional arousal, this lack of significance cannot be attributed to the qualities of the stimuli. Furthermore, the two significant microstate pairs in the study by Gianotti et al.45 had p-values higher than \(p = 0.01\), so they would not have survived adjustment for multiple comparisons.

Effects of ER strategies on different microstates. In the regular analysis, no strategy comparison yielded any significant differences. This was a very unexpected finding, since there is ample evidence of the impact of ER strategies on neural activity by ERP studies and fMRI studies alike34,35,68–73. However, sample sizes in such studies rarely exceed 30 participants, and the majority of ERP studies fail to report power calculations, including the relevant parameters for future sample size considerations44. It has been shown multiple times that behavioral research is overestimating reported effects and relations due to publication bias and problematic research practices5,76 and ERP studies are no exception. Furthermore, cognitive processes might not be comparable between those strategies in the first place, since they require very different mental operations22,77.

For Expressive Suppression, we expected to see differences similar to the N2 component34, to modulation of the posterior P1 and N170 components by facial muscles36, and in the time window of motor inhibition and response selection (250–350 ms) in frontal regions17. However, it is possible that motor inhibition was non-exclusive to Expressive Suppression due to a feeling of restriction from the EEG cap’s chin strap and the electrode placed below the participants’ left eye.

Since no microstate differences emerged from the repeated application of the ER strategies, the training effect might have been too small to detect, especially because it is smaller for down- than up-regulation79. Relating this finding to EEG studies of re-exposure56,80 is not appropriate because we presented new stimuli in the last block. Moreover, studies on ER training often either focus on behavioral outcomes or on improving ER by training a different skill altogether31–34.

The lack of differences regarding Detachment could be attributed to an interplay of three processes. First, participants might have (sub-)consciously applied reappraisal during some pictures in the Active Viewing block already, as that strategy is often chosen spontaneously in negative contexts35. Even though Active Viewing always preceded the ER blocks, the strategies might still have been readily accessible from the training. Secondly, the Detachment instruction was quite broad, so we cannot assume that the cognitive processes can easily be compared across participants or even trials. And lastly, the modulation of ERP amplitudes by reappraisal, especially between 200 and 300 ms, has been found to depend on subjective reappraisal success, suggesting there might not be a detectable difference if the regulation was successful80. However, raising these objections appears quite obtuse, as there were differences between viewing and detaching from negative pictures in the exploratory analysis.
Exploratory analysis. The exploratory analysis with the much larger time window of 600–2000 ms after stimulus onset yielded only three significant results across all contrasts, which were between Active Viewing and Detachment of negative pictures. One of these microstate pairs had a statistically significant result in the TANOVA, yet no significant results in the post-hoc tests, a phenomenon that had neither occurred in the regular analysis nor in the analysis by Gianotti et al.91. We therefore assume that the TANOVA is able to detect subtler deviations than an ERP analysis can, because of the way those subtle deviations accumulate to larger differences in the high-dimensional vector space.

While there was no difference between Active Viewing and Detachment of negative pictures in the regular analysis, it might have emerged in the exploratory one because the LPP in later stages does not depend on reappraisal success92. Both microstates two and four showed local differences with greater positivity for Detachment than for Active Viewing, which is in line with some LPP findings93 but not with others94,95. Furthermore, only the electrodes of microstate four resembled the common LPP recording site, while the three electrodes in microstate two were located in frontal and frontopolar areas. Activity in frontal areas during reappraisal is a common finding of ER studies96,97,98. Therefore, we cannot definitively say whether our ERP dependent findings corroborate these results, since Detachment elicited weaker instead of stronger amplitudes compared to Active Viewing. ER strategies rely on those prefrontal regions of cognitive control99 and a study using combined fMRI and EEG to investigate ER proposed an influence of prefrontal regions on the LPP100. The authors found that an accumulation of current density in posterior regions might directly or indirectly be influenced by the ventrolateral prefrontal cortex, reducing the LPP amplitude in reappraisal conditions. Furthermore, viewing highly emotionally arousing as opposed to neutral pictures has been shown to increase the similarity of frequencies in the prefrontal and parietal cortex in such a way that the prefrontal activity slightly precedes the posterior activity101. Since Detachment successfully reduced subjective emotional arousal ratings in the present study, we could translate this mechanism to Detachment and Active Viewing, with reduced activity in frontal and parietal regions indicating successful top-down regulation of emotion102,103. Building upon this, the fifth microstate, which showed no local differences, would be the residual effect of the top-down regulation with subthreshold differences between electrode pairs across the entire scalp.

Although the exploratory analysis yielded significant results for only one comparison of conditions, it was the one where differences in microstates were most likely, since reappraisal has been shown to have a stronger impact on the subjective emotional experience and its neural correlates than other ER strategies23. Additionally, the findings in the regular analysis were confined to the valence-based comparison, whereas the findings in the exploratory analysis were strategy-based. This illustrates the time scaling of perception and higher cognitive processes once more.

Limitations and future directions. The results of the present study should be viewed in light of some limitations. First, the study was not designed for this replication, so pictures of positive and negative valence were confounded by emotional arousal. Second, the block design involved the risk of being in a strategy mindset beyond the stimulus duration but allowed deeper immersion into the strategy. Third, the lack of similar research made computational decisions and relations of results difficult. Fourth, ER strategies are quite complex and personal for direct comparison but we aimed for consensus by providing detailed instructions, training, and by asking the participants how they achieved each strategy after training and correcting their approach if necessary. Fifth, the expected training effect might be blurred since we do not know the participants’ motivation for choosing their strategy. And finally, we included all conditions into the grand–grandmean ERP computation, so differences between microstate pairs could just be latency differences of certain components104.

Despite these limitations, the present study has contributed to the establishment of microstate analysis for task-based paradigms. We preregistered all our analyses, and any deviation from Gianotti et al.12 was either deliberate to adhere to best practices of preprocessing or arose from vague descriptions in the original study. We showed that even a basal perceptual process like valence discrimination is neither locally nor temporally confined. This is certainly one explanation of why ERP studies often come to such seemingly incompatible findings. To avoid the disadvantages that arise from basing microstate analysis on ERPs, such as the general assumption of a stimulus-locked phase reset13, it would be feasible to use vectors of a time–frequency analysis instead, still benefiting from temporal and spatial resolution. Still, microstate analysis is in no way sufficient to determine the precise subcortical or even cortical sources of measured signals, so combined fMRI-EEG measuring or source modelling is definitely encouraged. Another interesting approach would be to invert the order of analysis, i.e. to calculate a TANOVA for every time point and define microstates based on successive time points with significant results105. However, this would require a powerful correction for multiple comparisons and a carefully designed paradigm. These approaches are just scratching the surface of possibilities for microstate analysis, and future investigations should apply these methods to a variety of task-based paradigms in a resourceful way. This can be done with the prospect of establishing a best practice of microstate computation, as well as fostering an analysis of EEG data beyond ERPs as the current common denominator.

Methods. We report how we determined our sample size, all data exclusions (if any), all manipulations, and all measures in the study106. The data and analysis code as well as a list of all measures obtained is available in the Open Science Framework repository (https://osf.io/9auv5/). Only the study measures relevant to this analysis will be described below.

Sample. Participants were recruited via the university’s central experimental ORSEE database24 and eligible if they stated that they had no current or past neurological/psychiatric disorders, no current use of medication or drugs that affected their performance (e.g. strong pain killers or marijuana), had normal/corrected vision,
and were between 18 and 45 years old. The final sample consisted of N = 107 healthy adults (mean age 24.9 years, SD = 5.9, 67% female). Reverse power analysis using G*Power\textsuperscript{9,10} yielded an observable effect size of $d = 0.27$ for paired-sample t-tests, assuming a sample size of $N = 107$, a two-tailed significance level of $\alpha = 0.05$, and a power of $1 - \beta = 0.80$.

**Study design.** Data had been collected as part of a larger project\textsuperscript{101}, which was conducted in line with the Declaration of Helsinki and approved by the review board of the Dresden University of Technology (EK 286062019). Sessions were held between 9 a.m. and 5:30 p.m. Participants gave written informed consent, provided demographic data, and read the ER strategy instructions. For Active Viewing, participants were asked to "actively view all pictures and permit any emotions that may arise. The instruction Expressive Suppression implied to allow emotions but omit facial reactions. Detachment was supposed to be achieved by distancing oneself from the picture, e.g. by imagining being a neutral observer. Participants practiced each strategy on 36 pictures. Then, a within-subject randomized block design was used to present emotional pictures on a computer screen, while recording physiological parameters using EEG, electrocardiogram, and eye tracking, and subjective ratings of emotional arousal. Each session lasted two to three hours, depending on ease of EEG preparation and the time participants needed to fill in several questionnaires after completing the task. The task itself took about 45 min and participants could take short breaks between blocks. Participants received eight euros per hour or course credit.

The paradigm was presented using Presentation\textsuperscript{102} and consisted of a block of 25 neutral pictures, which we will not analyze, followed by four blocks of 50 emotional pictures each. The first larger block had the instruction Active Viewing, the second and third block had the instructions Detachment and Expressive Suppression, randomized between participants, and in the fourth block, Choice, participants could choose between Detachment and Expressive Suppression (Supplementary Figure S1).

**Stimuli.** Pictures were taken from the Emotional Picture Set (EmoPicS)\textsuperscript{103} and the International Affective Picture System (IAPS)\textsuperscript{104}. Their normative data was used to select 200 emotional pictures with extreme values on the valence scale and unambiguous content such as mutilation or laughing people. These 200 pictures were divided into four sets of 25 pictures with positive valence ($M = 7.22$, $SD = 0.48$, range 6.07–8.34, emotional arousal: $M = 7.22$, $SD = 0.67$, range 2.95–6.47) and four of 25 with negative valence ($M = 4.87$, $SD = 0.57$, range 1.31–3.77, emotional arousal: $M = 6.20$, $SD = 0.73$, range 4.93–7.79) (Supplementary Table S1). Positive pictures showed scenes like laughing families, kittens, or skydivers, negative pictures showed scenes like battered women, mutilation, or starving children. We used an evolutionary MATLAB\textsuperscript{105} algorithm to minimize the difference between means and standard deviations of sets of the same valence. One positive and one negative set were randomly paired for each block in every session. Separating pictures into high ($M = 6.11$, $SD = 0.83$, range 4.79–7.99, valence: $M = 4.55$, $SD = 2.69$, range 1.31–8.49) and low emotional arousal ($M = 4.96$, $SD = 0.71$, range 2.95–6.09, valence: $M = 4.86$, $SD = 2.50$, range 1.51–8.28) was achieved post hoc using a median split of the pictures of positive and negative valence, respectively (Supplementary Figure S2). Highly emotionally arousing stimuli showed scenes like execution, football fans, or erotic couples, less emotionally arousing stimuli showed scenes like injury, flowers, or playing children. T-tests revealed that this median split was successful in keeping valence balanced (Supplementary Figure S2). However, the pictures of positive and negative valence were confounded with emotional arousal, i.e. more negative pictures were also more emotionally arousing.

Each trial consisted of a black fixation cross on a grey background for 3000 ± 1000 ms, followed by the picture for 6000 ms, and a black screen for 1000 ms, resulting in a mean trial duration of 10,000 ms (Supplementary Figure S3). Pictures were randomized within each block. At the beginning of each block, the ER instruction appeared on screen. After each block, participants rated their subjective emotional arousal on a scale from "very low" to "very high" by moving a slider on screen with two keys, resulting in integers between −200 and +200. The ratings were used to ascertain the manipulation of eliciting emotions.

**Data acquisition and preprocessing.** EEG was measured using a BrainCap with sintered Ag/AgCl sensors in the 10–20 system, sampled at 500 Hz using BrainAmp amplifiers (Brain Products GmbH, Gilching, Germany) and recorded with BrainVision Recorder\textsuperscript{106}. Electrodes measured were the electrooculography electrode (EOG, below left eye), Fp1/2, Fz, F3/4, F7/8, F9/10, Cz, C1/2, C3/4, T7/8, CPz, CP1/2, CP3/4, Pz, P1/2, P3/4, P7/8, O1/2 and M2 (right mastoid). Channel AFz was used as ground; the online reference was the left mastoid. Skin was prepared with alcohol, abrasive paste, and electrolyte gel; all impedances were below 10 kΩ. Participants were seated in an electrically shielded cabin, while a chin rest kept the screen-eye-distance at around 60 cm. They were instructed to move as little as possible and blink only during the fixation cross and between blocks, when the experimenter checked in with them over intercom.

Preprocessing was done using BrainVision Analyzer\textsuperscript{206}. Data were downsampled to 250 Hz and re-referenced to the mathematically linked mastoids, then filtered with zero phase shift Butterworth filters (2nd order low cutoff at 2 Hz, 4th order high cutoff at 40 Hz) and a 50 Hz notch filter. Following guidelines\textsuperscript{104}, we deliberately deviated from the 2–20 Hz boxcar filter of Gianotti et al.\textsuperscript{45} as it smoothed the signal too severely. Data were then segmented into epochs of −200 to +600 ms after stimulus onset and baseline corrected using the pre-stimulus period. Segmented data were then subjected to manual artefact correction, with each 31-channel epoch displayed on full screen with a 20 μV y-axis. An epoch was excluded if it contained full or partial blinks (o-shaped distortions of the EOG), closed eyes (boxcar-shaped distortions of the EOG), muscular activity (sudden increase of noise), unassigned artefacts (large changes in single channels), and/or overall high noise. Finally, the EOG was excluded, the pre-stimulus period removed, and data, header, and marker files were exported into data files in multiplexed orientation using the American Standard Code for Information Interchange format.
Microstate computation. Data files were loaded into MATLAB\textsuperscript{105} using the plugin EEGLAB\textsuperscript{109}. 30-channel ERPs per subject were computed by averaging across epochs, and normalized by dividing all 30 values at each time point by the respective GFP. This ensures that any differences are not resulting from overall higher or lower activity, but from a change in activity distribution. The normalized ERPs were averaged across participants to obtain the grand–grandmean ERP, which was then subjected to $k$-means clustering to identify similar topographies. We computed $k = 2$ to $k = 20$, with 50 different centroid starting positions and maximum 100 iterations. We decided not to use 20 starting positions like Gianotti et al.\textsuperscript{45} did, because those did not yield robust results across multiple runs. The goal was to find a $k$ with small inner-cluster-distances and yet no clusters that were too small to be considered a microstate. The optimal number was identified by plotting the sum of inner-cluster-distance measures against $k$ in an elbow plot, and the durations of microstates for each $k$ as a stacked bar chart (Supplementary Figures S4 and S5). Finally, a new 30-channel ERP for each of the 16 conditions of interest (Fig. 6) was computed and its GFP normalized. The number of microstates was applied to the ERPs by averaging across consecutive time points that belonged to a cluster.

Statistical analysis. The manipulation check was computed using RStudio\textsuperscript{110}, the dplyr package\textsuperscript{111}, and the DescTools package\textsuperscript{112}. An analysis of variance (ANOVA) was used to compare main effects of block (Active Viewing, Expressive Suppression, Detachment, Choice), valence (positive, negative), and their interaction on subjective emotional arousal ratings. Tukey’s Test was conducted for post-hoc comparisons.

Global microstate differences between conditions were analyzed with a topographical analysis of variance (TANOVA)\textsuperscript{113}. For each hypothesis, the non-averaged data of two conditions A and B, i.e. positive versus negative pictures in Active Viewing, of all participants concerned were pooled and used for the computation of each microstate's null distribution. The epochs within the data pool were shuffled randomly and the first $n$ epochs, with $n$ being the number of epochs of condition A in the data pool, were relabeled as condition A, the rest as condition B. The data within each newly labeled condition were averaged across epochs and normalized in their GFP. The resulting data were then averaged across those time points corresponding to a microstate, yielding as many 30-dimensional vectors as microstates in both conditions. Then, the angle measure $\cos \theta$ was calculated between each vector pair, defined as:
The value of $\cos \theta$ can range from $-1$ to $+1$, implying that the vectors are opposed or identical, respectively. Note that the denominator is referring to the vector’s Euclidean norm. The process of shuffling, relabeling, averaging, normalizing, and calculating was repeated 3000 times for each hypothesis, resulting in a null distribution of 3000 values per microstate per hypothesis. The actual $\cos \theta$ of every microstate pair was denoted as $\cos \theta_{\text{microstate}}$ with $x$ being the number of the microstate pair. The $p$-value for every microstate was then calculated by finding the rank position of the $\cos \theta_{\text{microstate}}$ within the microstate’s sorted null distribution. To account for multiple comparisons, the significance level was adjusted by dividing $\alpha = 0.05$ by the number of microstates, and microstate pairs with values of $p < \alpha_{\text{adj}}$ were defined as statistically significant.

Local differences between conditions were computed using two-sided paired-sample $t$-tests. For each hypothesis, data of conditions A and B were separately averaged across time points but not epochs into microstates. As many epochs as in the condition with less epochs were randomly selected from the other condition to meet the requirement for equally sized data. A $t$-test was then applied to every channel of every microstate that yielded $p < \alpha_{\text{adj}}$ in the TANOVA. To account for multiple comparisons, the significance level was adjusted by dividing $\alpha = 0.05$ by the number of channels ($n = 30$), resulting in $\alpha_{\text{adj}} = 0.0017$. Channels with values of $p < \alpha_{\text{adj}}$ (two-sided) were defined as statistically significant.

Descriptions of how each figure was processed are in Supplementary Table S6.

**Exploratory analysis.** The epoch size of 600 ms was intended to enable comparison to Gianotti et al., but ER relies on cognitive processes beyond early perceptual components. For example, LPP differences between ER strategies start around 1000 ms after stimulus onset. Therefore, the preprocessing steps and analyses were repeated with an epoch size of 600–2000 ms after stimulus onset. To retain marker information, epochs were shortened after data had been imported into EEGLAB. This exploratory analysis was already stated in our preregistration and did not depend on the results of the regular analysis.

**Data availability**

The data analyzed during this study, as well as preregistration, analysis code, and supplementary materials are freely available on the Open Science Framework repository (https://osf.io/9auv5/).

Received: 10 June 2021; Accepted: 7 October 2021

Published online: 28 October 2021

**References**

1. Abreu, R., Leal, A. & Figueiredo, P. EEG-informed MRE: A review of data analysis methods. *Front. Hum. Neurosci.* 12, 29 (2018).
2. Ritter, P. & Villringer, A. Simultaneous EEG-fMRI. *Neurosci. Biobehav. Rev.* 30, 823–838 (2006).
3. Wang, Y. & Yang, F. Dynamic extraction of visual evoked potentials through spatial analysis and dipole localization. *IEEE Trans. Biomed. Eng.* 42, 762–768 (1995).
4. Nicolaou, N. & Georgiou, J. Spatial analytic phase difference of EEG activity during anesthetic-induced unconsciousness. *Clin. Neurophysiol.* 125, 2122–2131 (2014).
5. Lehmann, D., Ozaki, H. & Pal, I. EEG alpha map series: Brain micro-states by space-oriented adaptive segmentation. *Clin. Neurophysiol.* 67, 271–288 (1987).
6. Bodenstein, G., Schneider, W. & Malsburg, C. V. Computerized EEG pattern classification by adaptive segmentation and probability-density-function classification. Description of the method. *Comput. Biol. Med.* 15, 297–313 (1985).
7. Khanna, A., Pascual-Leone, A., Michel, C. M. & Farzan, F. Microstates in resting-state EEG: current status and future directions. *Neurosci. Biobehav. Rev.* 49, 105–113 (2015).
8. Skrandies, W. Global field power and topographic similarity. *Brain Topogr.* 3, 137–141 (1990).
9. Shaw, S. B., Dhindsa, K., Reilly, J. P. & Becker, S. Capturing the forest but missing the trees: Microstates inadequate for characterizing shorter-scale EEG dynamics. *Neural Comput.* 31, 2177–2211 (2019).
10. Coles, M. G. H. & Bugg, M. D. Electrophysiology of Mind: Event-Related Brain Potentials and Cognition. *Electrophysiology of Mind* (Oxford University Press, 1996).
11. Handy, T. C. Event-Related Potentials: A Methods Handbook (MIT Press, 2005).
12. Luck, S. J. *An Introduction to the Event-Related Potential Technique* (MIT Press, 2014).
13. Delplanque, S., Lavoie, M. E., Hot, P., Silvert, L. & Sequeira, H. Modulation of cognitive processing by emotional valence studied through event-related potentials in humans. *Neurosci. Lett.* 356, 1–4 (2004).
14. Hinojosa, J. A., Carretti, L., Valcarcel, M. A., Mendez-Bertolo, C. & Pozo, M. A. Electrophysiological differences in the processing of affective information in words and pictures. *Cogn. Affect. Behav. Neurosci.* 9, 173–189 (2009).
15. Deveney, C. M. & Pizzagalli, D. A. The cognitive consequences of emotion regulation: An ERP investigation. *Psychophysiology* 45, 435–444 (2008).
16. Schupp, H. T. et al. Brain processes in emotional perception: Motivated attention. *Cogn. Emot.* 18, 593–611 (2004).
17. Di Russo, F., Taddese, F., Apnile, T. & Spinelli, D. Neural correlates of fast stimulus discrimination and response selection in top-level fencers. *Neurosci. Lett.* 408, 113–118 (2006).
18. Cano, M. E., Class, Q. A. & Polich, J. Affective valence, stimulus attributes, and P300: Color vs. black/white and normal vs. scrambled images. *Int. J. Psychophysiol.* 105, 113–118 (2006).
19. Delplanque, S., Silvert, L., Hot, P. & Sequeira, H. Event-related P3a and P3b in response to unpredictable emotional stimuli. *Biol. Psychol.* 68, 107–120 (2005).
20. Hajcak, G., MacNamara, A. & Olatunji, D. M. Event-related potentials, emotion, and emotion regulation: An integrative review. *Dev. Psychol. Sci.* 35, 129–155 (2010).
21. Friston, K. J. et al. The trouble with cognitive subtraction. *Neuroimage* 4, 97–104 (1996).
22. Gross, J. J. The emerging field of emotion regulation: An integrative review. *Rev. Gen. Psychol.* 2, 271–299 (1998).
23. Cutuli, D. Cognitive reappraisal and expressive suppression strategies role in the emotion regulation: An overview on their modulatory effects and neural correlates. *Front. Syst. Neurosci.* 8, 175 (2014).
24. McRae, K. Cognitive emotion regulation: A review of theory and scientific findings. *Curr. Opin. Behav. Sci.* **10**, 119–124 (2016).

25. Dörfel, D. *et al.* Common and differential neural networks of emotion regulation by detachment, reinterpretation, distraction, and expressive suppression: A comparative fMRI investigation. *Neuroimage* **101**, 298–309 (2014).

26. Linhartová, P. *et al.* fMRI neurofeedback in emotion regulation: A literature review. *Neuroimage* **193**, 75–92 (2019).

27. Morawetz, C., Bode, S., Derntl, B. & Heekeren, H. R. The effect of strategies, goals and stimulus material on the neural mechanisms of emotion regulation: A meta-analysis of fMRI studies. *Neurosci. Biobehav. Rev.* **72**, 111–128 (2017).

28. Picó-Pérez, M. *et al.* Common and distinct neural correlates of fear extinction and cognitive reappraisal: A meta-analysis of fMRI studies. *Neurosci. Biobehav. Rev.* **104**, 102–115 (2019).

29. Scheffel, C. *et al.* Cognitive emotion regulation and personality: An analysis of individual differences in the neural and behavioral correlates of successful reappraisal. *Personal. Neurosci.* **2**, e11 (2019).

30. Goodman, R. N., Rietschel, J. C., Lo, L.-C., Costanzo, M. E. & Hatfield, B. D. Stress emotion regulation and cognitive performance: The predictive contributions of trait and state relative frontal EEG alpha asymmetry. *Int. J. Psychophysiol.* **87**, 115–123 (2013).

31. Kelley, N. J. & Hughes, M. L. Resting frontal EEG asymmetry and emotion regulation in older adults: The Midlife in the United States (MIDUS) Study. *Psychol. Aging* **34**, 474–479 (2019).

32. Zhang, J., Hua, Y., Xiu, L., Oei, T. P. & Hu, P. Resting state frontal alpha asymmetry predicts emotion regulation difficulties in young adults. *Pers. Individ. Diff.* **159**, 109870 (2020).

33. Harrison, N. R. & Chassy, P. Habitual use of cognitive reappraisal is associated with decreased amplitude of the Late Positive Potential (LPP) elicited by threatening pictures. *J. Psychophysiol.* **33**, 22–31 (2017).

34. Gan, S., Yang, J., Chen, X. & Yang, Y. The electrocortical modulation effects of different emotion regulation strategies. *Neuroimage* **9**, 399–410 (2015).

35. Schönfelder, S., Kanske, P., Heissler, J. & Wessa, M. Time course of emotion-related responses during distraction and reappraisal. *Soc. Cogn. Affect. Neurosci.* **9**, 1310–1319 (2014).

36. Thiruchselvam, R., Blechert, J., Sheppes, G., Rydstrom, A. & Gross, J. J. The temporal dynamics of emotion regulation: An EEG study of distraction and reappraisal. *Biol. Psychol.* **87**, 84–92 (2011).

37. Yuan, J. J. *et al.* Suppression dampens unpleasant emotion faster than reappraisal: Neural dynamics in a Chinese sample. *Sci. China Life Sci.* **58**, 480–491 (2015).

38. Desatnik, A. *et al.* Emotion regulation in adolescents: An ERP study. *Biol. Psychol.* **129**, 52–61 (2017).

39. Krompinger, J., Moser, J. & Simons, R. Modulations of the electrophysiological response to pleasant stimuli by cognitive reappraisal. *Emot. Wash. DC* **8**, 132–137 (2008).

40. Langelaar, S. J. E. & Van Strien, J. W. Comparable modulation of the late positive potential by emotion regulation in younger and older adults. *J. Psychophysiol.* **24**, 186–197 (2010).

41. Langelaar, S. J. E. & Van Strien, J. W. Cognitive reappraisal of snake and spider pictures: An event-related potentials study. *Int. J. Psychophysiol.* **130**, 1–8 (2018).

42. Wu, H., Tang, P., Huang, X., Hu, X. & Luo, Y. Differentiating electrophysiological response to decrease and increase negative emotion regulation. *Clin. Sci. Bull.* **58**, 1543–1550 (2013).

43. Lee, S.-H. & Park, G. Psychophysiological markers of anxiety disorders and anxiety symptoms. (2011). [https://doi.org/10.5772/20164](https://doi.org/10.5772/20164).

44. Grass, A., Bayer, M. & Schacht, A. Electrophysiological correlates of emotional content and volume level in spoken word processing. *Front. Hum. Neurosci.* **10**, (2016).

45. Gianotti, L. R. *et al.* First valence, then arousal: The temporal dynamics of brain electric activity evoked by emotional stimuli. *Brain Topogr.* **20**, 143–156 (2008).

46. Zwaan, R. A., Etz, A., Lucas, R. E. & Donnellan, M. B. Making replication mainstream. *Behav. Brain Sci.* **41**, (2018).

47. Paul, S., Simon, D., Kniesche, R., Kathmann, N. & Endrass, T. Timing effects of antecedent- and response-focused emotion regulation strategies. *Biol. Psychol.* **94**, 136–142 (2013).

48. Anderson, A. K. Affective influences on the attentional dynamics supporting awareness. *J. Exp. Psychol. Gen.* **134**, 258–281 (2005).

49. Arnell, K. M., Killman, K. V. & Fijavz, D. Blinded by emotion: Target misses follow attention capture by arousing distractors in RSVP. *Emot. Wash. DC* **7**, 465–477 (2007).

50. Schimmack, U. Attentional interference effects of emotional pictures: Threat, negativity, or arousal?. *Emotion* **5**, 55–66 (2005).

51. Jafari, M. & Ansari-Pour, N. Why, when and how to adjust your P value? *Cell. J. Yakhkh* **20**, 604–607 (2019).

52. Smith, N. K., Cacioppo, J. T., Larsen, J. T. & Chartrand, T. L. May I have your attention, please: Electrocortical responses to positive and negative stimuli. *Neuropsychologia* **41**, 171–183 (2003).

53. Zhang, W., Ouyang, Y., Tang, F., Chen, J. & Li, H. Breath-related mindfulness alters early and late components during emotion regulation. *Brain Cogn.* **135**, 103585 (2019).

54. Batty, M. & Taylor, M. Early processing of six basic emotional expressions. *Brain Res. Cogn. Brain Res.* **17**, 613–620 (2003).

55. Blau, V., Maurer, U., Tottenham, N. & McCandliss, B. The face-specific N170component is modulated by emotional facial expressions. *Behav. Brain Funkt. BBF* **3**, 7 (2007).

56. Carreté, L., Hinojosa, J. A. & Mercado, F. Cerebral patterns of attentional habituation to emotional visual stimuli. *Psychophysiology* **40**, 381–388 (2003).

57. Sabatinielli, D., Lang, P. J., Keil, A. & Bradley, M. M. Emotional perception: Correlation of functional MRI and event-related potentials. *Cereb. Cortex* **17**, 1083–1091 (2007).

58. Harris, A., Adolphs, R., Camerer, C. & Rangel, A. Dynamic construction of stimulus values in the ventromedial prefrontal cortex. *PLoS ONE* **6**, e21074 (2011).

59. Carreté, L., Hinojosa, J. A., Martin-Löeches, M., Mercado, F. & Tapia, M. Automatic attention to emotional stimuli: Neural correlates. *Hum. Brain Mapp.* **22**, 290–299 (2004).

60. Moser, J. S., Krompinger, J. W., Dietz, J. & Simons, R. F Electrophysiological correlates of decreasing and increasing emotional responses to unpleasant pictures. *Psychophysiology* **46**, 17–27 (2009).

61. Polich, J. Updating P300: An integrative theory of P3a and P3b. *Clin. Neurophysiol* Off. J. Int. Fed. Clin. Neurophysiol. **118**, 2128–2148 (2007).

62. Carreté, L., Hinojosa, J. A., Albert, J. & Mercado, F. Neural response to sustained affective visual stimulation using an indirect task. *Exp. Brain Res. Exp. Hirnforsch. Expérimentation Cérébrale.* **174**, 630–637 (2006).

63. Eder, A. B. & Rothermund, K. Automatic influence of arousal information on evaluative processing: Valence–arousal interactions in an affective Simon task. *Cogn. Emot.* **24**, 1053–1061 (2010).

64. Jefferies, L. N., Smilek, D., Eich, E. & Enns, J. T. Emotional valence and arousal interact in attentional control. *Psychol. Sci.* **19**, 290–295 (2008).

65. Robinson, M. D., Storbeck, J., Meier, B. P. & Kiebye, B. S. Watch Out! That could be dangerous: Valence–arousal interactions in evaluative processing. *Pers. Soc. Psychol. Bull.* **30**, 1472–1484 (2004).

66. Dolcos, F. & Cabeza, R. Event-related potentials of emotional memory: Encoding pleasant, unpleasant, and neutral pictures. *Cogn. Affect. Behav. Neurosci.* **2**, 252–263 (2002).
67. Schupp, H. T., Junghöfer, M., Weike, A. I. & Hamm, A. O. The selective processing of briefly presented affective pictures: an ERP analysis. Psychophysiology 41, 441–449 (2004).
68. Allard, E. S. & Kensinger, E. A. Age-related changes in functional connectivity during cognitive emotion regulation. J. Gerontol. Ser. B 69, 852–860 (2014).
69. Cao, D., Li, Y. & Niznikiewicz, M. A. Neural characteristics of cognitive reappraisal success and failure: An ERP study. Brain Behav. 10, e01584 (2020).
70. Hariri, A. R., Mattay, V. S., Tessitore, A., Fera, F. & Weinberger, D. R. Neocortical modulation of the amygdala response to fearful stimuli. Biol. Psychiatry 53, 494–501 (2003).
71. Morris, J. A., Leclerc, C. M. & Kensinger, E. A. Effects of valence and divided attention on cognitive reappraisal processes. Soc. Cogn. Affect. Neurosci. 9, 1952–1961 (2014).
72. Ochsner, K. N. et al. For better or for worse: Neural systems supporting the cognitive down- and up-regulation of negative emotion. Neuronavig 23, 483–499 (2004).
73. Seo, D. et al. Neural correlates of preparatory and regulatory control over positive and negative emotion. Soc. Cogn. Affect. Neurosci. 9, 494–504 (2014).
74. Larson, M. J. & Carbine, K. A. Sample size calculations in human electrophysiology (EEG and ERP) studies: A systematic review and recommendations for increased rigor. Int. J. Psychophysiol. 111, 33–41 (2017).
75. Open Science Collaboration. Estimating the reproducibility of psychological science. Science 349, (New York, N.Y., 2015).
76. Schäfer, T. & Schwarz, M. A. The meaningfulness of effect sizes in psychological research: Differences between sub-disciplines and the impact of potential biases. Front. Psychol. 10, 813 (2019).
77. Gross, J. J. Antecedent- and response-focused emotion regulation: Divergent consequences for experience, expression, and physiology. J. Pers. Soc. Psychol. 74, 224–237 (1998).
78. Achaibou, A., Pourtois, G., Schwartz, S. & Vuilleumier, P. Simultaneous recording of EEG and facial muscle reactions during spontaneous emotional mimicry. Neuropsychologia 46, 1104–1113 (2008).
79. Veit, R. et al. Using real-time fMRI to learn voluntary regulation of the anterior insula in the presence of threat-related stimuli. Soc. Cogn. Affect. Neurosci. 7, 623–634 (2012).
80. Chen, S., Yu, K., Yang, J. & Yuan, J. Automatic reappraisal-based implementation intention produces early and sustainable emotion regulation effects: Event-related potential evidence. Front. Behav. Neurosci. 14, 89 (2020).
81. Jazaieri, H. et al. A randomized controlled trial of compassion cultivation training: Effects on mindfulness, affect, and emotion regulation. Motiv. Emot. 38, 23–35 (2014).
82. Nesayan, A., Hosseini, B. & Asadi Gandomani, R. The effectiveness of emotion regulation skills training on anxiety and emotional regulation strategies in adolescent students. Pract. Clin. Psychol. 5, 263–270 (2017).
83. Schuppert, H. M. et al. Effectiveness of an emotion regulation group training for adolescents—A randomized controlled pilot study. Clin. Psychol. Psychother. 16, 467–478 (2009).
84. Woodinger, H. A. & Isacowitze, D. M. Fixing our focus: Training attention to regulate emotion. Personal. Soc. Psychol. Rev. 15, 75–102 (2011).
85. Szasz, P. L., Coman, M., Curtis, J., Carpenter, J. K. & Hofmann, S. G. Use of multiple regulation strategies in spontaneous emotion regulation. Int. J. Cogn. Ther. 11, 249–261 (2018).
86. Hajcak, G. & Nieuwenhuis, S. Reappraisal modulates the electrocortical response to unpleasant pictures. Cogn. Affect. Behav. Neurosci. 6, 291–297 (2006).
87. Eippert, F. et al. Regulation of emotional responses elicited by threat-related stimuli. Hum. Brain Mapp. 28, 409–423 (2007).
88. Papoushek, I. et al. The capacity for generating cognitive reappraisal is reflected in asymmetric activation of frontal brain regions. Brain Imaging Behav. 11, 577–590 (2017).
89. Hendricks, M. A. & Buchanan, T. W. Individual differences in cognitive control processes and their relationship to emotion regulation. Cogn. Emot. 30, 912–924 (2016).
90. Nguyen, T., Zhou, T., Potter, T., Zou, L. & Zhang, Y. The cortical network of emotion regulation: Insights from advanced EEG-fMRI integration analysis. IEEE Trans. Med. Imaging 38, 2423–2433 (2019).
91. Miskovic, V. & Schmidt, L. A. Cross-regional cortical synchronization during affective image viewing. Brain Res. 1362, 102–111 (2010).
92. Hao, Y. et al. Prefrontal–posterior coupling mediates transitions between emotional states and influences executive functioning. Sci. Rep. 9, 8252 (2019).
93. Reiser, E. M. et al. Decrease of prefrontal–posterior EEG coherence: Loose control during social–emotional stimulation. Brain Cogn. 80, 144–154 (2012).
94. Ruggeri, P., Nguyen, N., Pegna, A. J. & Brandner, C. Interindividual differences in brain dynamics of early visual processes: Impact on score accuracy in the mental rotation task. Psychophysiology 57, e13658 (2020).
95. Cohen, M. A. Analyzing Neural Time Series Data: Theory and Practice (MIT Press, 2014).
96. Murray, M. M., Brunet, D. & Michel, C. M. Topographic ERP analyses: A step-by-step tutorial review. Brain Topogr. 20, 249–264 (2008).
97. Simmons, J. P., Nelson, L. D. & Simonsohn, U. A 21 word solution. https://papers.ssrn.com/abstract=2160588. (2012) https://doi.org/10.2139/ssrn.2160588.
98. Greiner, B. Subject pool recruitment procedures: Organizing experiments with ORSEE. J. Econ. Sci. Assoc. 1, 114–125 (2015).
99. Faul, F., Erdfelder, E., Lang, A.-G. & Buchner, A. G*Power 3: A flexible statistical power analysis program for the social, behavioral, and biomedical sciences. Behav. Res. Methods 39, 175–191 (2007).
100. Faul, F., Erdfelder, E., Buchner, A. & Lang, A.-G. Statistical power analyses using G*Power 3.1: Tests for correlation and regression analyses. Behav. Res. Methods 41, 1149–1160 (2009).
101. Scheffel, C. et al. Effect beats effectiveness in emotion regulation choice: Differences between suppression and distancing in subjective and physiological measures. Psychophysiology https://doi.org/10.1111/psyp.13908 (2021).
102. Presentation. (Neurobehavioral Systems, Inc., Berkeley, CA, 2014).
103. Wessa, M. et al. EmoPics: Subjektive und psychophysiologische Evaluationen neuen Bildmaterials für die klinisch-bio-psychologische Forschung, Z Klin Psychol Psychother 1, S11–S77 (2010).
104. Lang, P. J., Bradley, M. M. & Cuthbert, B. N. International Affective Picture System (IAPS): Affective Ratings of Pictures and Instruction Manual (University of Florida, 2008).
105. MATLAB. (The MathWorks Inc., Natick, Massachusetts, 2019).
106. BrainVision Recorder. (Brain Products GmbH, Gilching, Germany, 2019).
107. BrainVision Analyzer 2. (Brain Products GmbH, Gilching, Germany, 2019).
108. Widmann, A., Schröger, E. & Maess, B. Digital filter design for electrophysiological data—A practical approach. J. Neurosci. Methods 250, 34–46 (2015).
109. Delorme, A. & Makeig, S. EEGLAB: An open source toolbox for analysis of single-trial EEG dynamics including independent component analysis. J. Neurosci. Methods 134, 9–21 (2004).
110. RStudio Team. RStudio: Integrated Development for R (RStudio, BPC, 2020).
111. Wickham, H., Francois, R., Henry, L. & Müller, K. dplyr: A Grammar of Data Manipulation (2018). https://cran.r-project.org/package=dplyr
Author contributions
C.S. and A.S. designed the study, J.Z. prepared the preregistration, C.S. and J.Z. conducted the study, J.Z. planned and performed all analyses and wrote the first draft. All authors critically revised and approved the final version of the manuscript.

Funding
Open Access funding enabled and organized by Projekt DEAL. The study was partly funded by the German Research Foundation (CRC 940, Project B6).

Competing interests
The authors declare no competing interests.

Additional information
Supplementary Information The online version contains supplementary material available at https://doi.org/10.1038/s41598-021-00731-7.

Correspondence and requests for materials should be addressed to J.Z.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2021