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Abstract—Recent work [4] analyses the local convergence of Adam in a neighbourhood of an optimal solution for a twice-differentiable function. It is found that the learning rate has to be sufficiently small to ensure local stability of the optimal solution. The above convergence results also hold for AdamW. In this work, we propose a new adaptive optimisation method by extending AdamW in two aspects with the purpose to relax the requirement on small learning rate for local stability, which we refer to as Aida. Firstly, we consider tracking the 2nd moment \( r_t \) of the \( q \)th power of the gradient-magnitudes, \( r_T \), reduces to \( v_T \) of AdamW when \( p = 2 \). Suppose \( \{ m_t \} \) is the first moment of AdamW. It is known that the update direction \( m_{t+1}/\sqrt{r_{t+1} + \epsilon} \) (or \( m_{t+1}/\sqrt{r_{t+1} + \epsilon} \) of AdamW (or Adam)) can be decomposed as the sign vector \( \text{sign}(m_{t+1}) \) multiplied elementwise by a vector of magnitudes \( |m_{t+1}|/(\sqrt{r_{t+1} + \epsilon}) \) (or \( |m_{t+1}|/(\sqrt{r_{t+1} + \epsilon}) \)). Aida is designed to compute the \( q \)th power of the magnitude in the form of \( |m_{t+1}|/(r_{t+1} + \epsilon)^{q/p} \) (or \( |m_{t+1}|/(r_{t+1} + \epsilon)^{q/p} \)), which reduces to that of AdamW when \( (p, q) = (2, 1) \).

Suppose the origin \( 0 \) is a local optimal solution of a twice-differentiable function. It is found theoretically that when \( q > 1 \) and \( p > 1 \) in Aida, the origin \( 0 \) is locally stable only when the weight-decay is non-zero. Experiments are conducted for solving ten toy optimisation problems and training Transformer and Swin-Transformer for two deep learning (DL) tasks. The empirical study demonstrates that in a number of scenarios (including the two DL tasks), Aida with particular setups of \( (p, q) \) \( \neq (2, 1) \) outperforms the setup \( (p, q) = (2, 1) \) of AdamW.

Index Terms—DNN, approximated orthonormal normalisation (AON), orthonormal regularisation.

I. INTRODUCTION

Stochastic gradient descent (SGD) and its variants have been widely applied in deep learning due to their simplicity and effectiveness [15]. In the literature, SGD with momentum (also known as heavy ball (HB) method [24, 18]) dominates other optimisers for image classification tasks [10, 27]. Suppose the objective function \( f(x) : x \in \mathbb{R}^d \) is differentiable. The update expression of HB for minimising \( f(x) \) can be represented as

\[
m_{t+1} = \beta_1 m_t + \alpha_t g(x_t)
\]
\[
x_{t+1} = x_t - \gamma m_{t+1},
\]

where \( g(x_t) = \nabla f(x_t) \) is the gradient at \( x_t \), \( \beta_1 \) is the averaging coefficient of the momentum, and \( \alpha_t \) with fixed \( \gamma_t = 1 \) or \( \gamma_t \) with fixed \( \alpha_t = 1 \) is the common learning rate for all the coordinates of \( x \). In practice, the HB method is often combined with a certain learning-rate scheduling strategy when training DNN models.

To bring flexibility to the HB method, one active research trend in last decade is to introduce individual learning rates for all the components of \( m_{t+1} \) in [2], referred to as adaptive optimisation. Duchi et al. [7], were the first to track the moment of squared-gradients in computation of the individual learning rates. The basic principle is to identify and multiply those coordinates of \( m_{t+1} \) that have historically small squared-gradients on average with relatively large individual learning rates to enhance their contributions to the updates of \( x_{t+1} \), and vice versa. Following the work of [7], various adaptive optimisation methods have been proposed for computing more effective individual learning rates under different scenarios. The methods include, for example, RMSprop [25], Adam [14], NAdam [6], AMSGrad [21], Adafactor [23], AdamW [17], and LAMB [28].

In the literature, Adam and its variant AdamW are probably most popular among the existing adaptive optimisation methods (e.g., [26, 16, 12, 11]). The update expression of AdamW at iteration \( t \) can be written as

\[
m_{t+1} = \beta_1 m_t + (1 - \beta_1) g(x_t)
\]
\[
u_{t+1} = \beta_2 v_t + (1 - \beta_2) |g(x_t)|^2
\]

\[
x_{t+1} = x_t - \eta \frac{1 - \beta_1^t}{1 - \beta_1^t} \frac{|m_{t+1}| \circ \text{sign}(m_{t+1})}{\sqrt{r_{t+1} + \epsilon}}
\]

\[
x_{t+1} = x_t - \eta \frac{1 - \beta_1^t}{1 - \beta_1^t} \frac{|m_{t+1}| \circ \text{sign}(m_{t+1})}{\sqrt{r_{t+1} + \epsilon}}
\]

where \( g(x_t) = \nabla f(x_t) \), \( \circ \) and \( / \) denote element-wise multiplication/division, and \( 0 < \beta_1, \beta_2 < 1, \epsilon > 0, 0 > \mu \geq 0 \). The parameter \( \eta \) is the common learning rate. \( m_t \) and \( v_t \)
are the two moments of gradients and squared-gradients over iterations, respectively. The parameter $\mu$ governs a weight decay and $\mu = 0$ leads to the update expression of Adam. Note that the update for $x_{t+1}$ may have different forms of expression depending on how the parameter $p$ participates in the computation of the individual learning rates. As indicated by $[\text{5a}]$, for example, the update direction $\frac{m_{t+1} \circ \text{sign}(m_{t+1})}{\sqrt{r_{t+1} + \epsilon}}$ for $x_{t+1}$ can be viewed as the sign vector $\text{sign}(m_{t+1})$ multiplied element-wise by the magnitude vector $\frac{1}{\sqrt{r_{t+1} + \epsilon}}$.

Several empirical studies have been conducted attempting to understand the reason behind the effectiveness of Adam. For instance, the work of $[\text{3}]$ considered optimising a cycle problem using Adam, which resembles the training procedure of GANs $[\text{9}]$. In $[\text{29}]$, the authors studied why Adam works better than the HB method when training Transformers by examining the gradient distributions.

Insightful theoretical attempts have also been made to study the convergence behaviours of Adam. The incorrectness of the convergence proof of Adam in the original paper $[\text{14}]$ was spotted in $[\text{3}, \text{20}]$. It was found in $[\text{21}]$ that Adam does not converge for a class of stochastic convex optimisation problems. The recent work $[\text{4}]$ provides local convergence analysis for the update expressions $[\text{5a}, \text{5b}]$ of Adam from the viewpoint of discrete dynamic systems. The update expression $[\text{5b}]$ does not fit into the analysis framework of $[\text{4}]$ due to the fact that $\sqrt{v + \epsilon}$ is not differentiable at $v = 0$. Local convergence condition in terms of the parameters $\eta, \epsilon, \beta_1$ of Adam and the eigenvalues of Hessian of $f(x)$ is established. In brief, it is required that the learning rate $\eta$ needs to be sufficiently small to ensure a local optimal solution of $f(x)$ is asymptotically stable in a neighbourhood. The analysis results also hold for AdamW as will be discussed later on.

In this work, we propose Aida, a new optimisation method, by leveraging the 2nd moment and magnitude of AdamW. As is summarised in Alg. 1, the update direction $\frac{m_{t+1}^{[p]} \circ \text{sign}(m_{t+1})}{(r_{t+1} + \epsilon)^{p/2}}$ of Aida for computing $x_{t+1}$ is obtained by multiplying the magnitude $\frac{|m_{t+1}|^{p}}{(r_{t+1} + \epsilon)^{p/2}}$ to the sign vector $\text{sign}(m_{t+1})$, where $r_{t+1}$ tracks the 2nd moment of the $p$th power of the gradient-magnitudes. When $p = 2$ and $q = 1$, the update equations reduce to those of AdamW as in $[\text{5a}, \text{5b}]$.

The main objective for Aida was to obtain better local convergence, to be able to lessen the dependency on learning rate. Suppose the origin 0 is a local optimal solution of a twice-differentiable function. It is found that when $q > 1$ and $p > 1$ in Aida, the origin 0 is asymptotically stable in a neighbourhood only when the weight decay $\mu$ is nonzero. There is no requirement on the learning rate $\eta$, which is verified by empirical investigation of a neighbourhood of the optimal solution $x_0 = 0$ of $f(x) = \frac{1}{2\eta} x^2$. Furthermore, the introduction of parameter $q$ makes it feasible to analyse the update expression involving $r_q/p + \epsilon$ when $q/p \geq 1$ (see Subsection IV.C).

The relaxation from $p = 2$ of AdamW to $p \geq 1$ in Aida is to bring more flexibility of learning-rate adaptation to the optimisation method. As will be studied later on, the change from $p = 2$ to $p = 1$ makes the individual learning rates more aggressive, which is found to be beneficial in tested optimisation problems in the experimental section. Simulation results on ten toy optimisation problems $[\text{8}]$ demonstrate that Aida with the setups $(p, q) = (2, 2)$ and $(p, q) = (1, 2)$ exhibit better convergence behaviours than $(p, q) = (2, 1)$ in most tested problems.

To study its effectiveness in practical applications, Aida is evaluated on two deep learning tasks that are based on Transformers. The two tasks are: (1) training Transformers over the database WMT16:multimodal translation and (2) training Swin-Transformer over the database CIFAR10. It is found that in both tasks, Aida with the setup $(p, q) = (1, 2)$ outperforms the setup $(p, q) = (2, 1)$ (or equivalently AdamW) with a significant gain. The above results indicate that Aida is not a trivial extension of AdamW or Adam and the exponent parameter $q$ affects the validation performance considerably for at least certain deep learning tasks.

II. Related Work

In the literature, research on employing the sign vector $\text{sign}(g_t)$ of gradient in optimisation has received some attention. In $[\text{19}]$, the authors propose to adjust the update direction based on the change of gradient signs per iteration. The work $[\text{22}]$ considers using stochastic gradient signs when training DNN models in a distributed setting to reduce communication bandwidth. In $[\text{13}]$, the authors provide new convergence results for using sign($g_t$) when minimising a deterministic function.

The recent work $[\text{2}]$ investigates Adam by reformulating the update expression $[\text{5a}, \text{5b}]$ with $\mu = 0$ in the form of sign and magnitude by ignoring the parameter $\epsilon$:

$$
\begin{align*}
    x_{t+1} &= x_t - \eta \cdot \frac{m_{t+1}}{\sqrt{v_{t+1}}} \\
    &= x_t - \eta \cdot \frac{1}{1 + \frac{v_{t+1} - m_{t+1}^2}{m_{t+1}} \circ \text{sign}(m_{t+1})}.
\end{align*}
$$

The ratio $\frac{v_{t+1} - m_{t+1}^2}{m_{t+1}}$ is interpreted as the estimated relative variance of gradients. The above reformulation is unrelated to our notion of magnitude modification of Adam and AdamW as shown in Alg. 1 for Aida.

III. Preliminaries

In this section, we first present the optimisation problem considered in this paper. We then briefly introduce the framework of discrete dynamic systems, which will be used later on to analyse the local convergence of Aida.

$^1$It is named after an Italian opera by Verdi.
A. Problem definition

In this work, we consider minimising a twice-differentiable function:
\[
\min_{x \in \mathbb{R}^n} f(x), \quad f \in C^2(\mathbb{R}^n, \mathbb{R}).
\]  
(6)

Suppose \( x_* \) is a local optimal solution of \((\ref{eq:problem_definition})\). Then we have
\[
g(x_*) = 0 \quad \nabla_x g(x_*) > 0,
\]  
(7)
where \( g(x) = \nabla_x f(x) \). The symbol \( \succ \) in \((\ref{eq:problem_definition})\) indicates that the Hessian matrix \( \nabla_x g(x_*) \) is symmetric positive definite.

B. Notion of discrete dynamical systems

Inspired by \((\ref{eq:adamw})\), we will analyse the convergence of Aida later on by employing the framework of discrete dynamical systems. By following the notation in \((\ref{eq:adamw})\), \( \ref{eq:adamw} \), we let \( H : \mathbb{N} \times M \to \mathbb{R}^m, N = \{0, 1, \ldots, M \} \subseteq \mathbb{R}^m \), be a non-autonomous dynamical system in the form of
\[
z_{t+1} = H(t, z_t) \quad t \in \mathbb{N}.
\]  
(8)

Denote the initial value \( z_0 \in M \) at iteration \( t = 0 \). The notations \( z_{t+1} = z_H(t, z_0) \) and \( z = z_H(\cdot, z_0) \) indicate the dependence of the system states on \( z_0 \).

An autonomous system refers to the scenario that \( H \) does not depend on the iteration index \( t \), which, for clarity purposes, is denoted as \( \bar{H} : M \to \mathbb{R}^m \) with the update form
\[
z_{t+1} = \bar{H}(z_t) \quad t \in \mathbb{N}.
\]  
(9)

Next we present the concept of local convergence for \( \bar{H} \) via the introduction of fixed points, local Lipschitz and asymptotical stability (see \((\ref{eq:adamw})\) for details).

Definition 1. \( x_* \in M \) is called a fixed point of \( H \) (or \( \bar{H} \)) if \( H(t, x_*) = x_* \) (or \( \bar{H}(x_*) = x_* \)) for all \( t \in \mathbb{N} \).

Definition 2. A fixed point \( x_* \) of \( \bar{H} \) is asymptotically stable if there exists \( \delta > 0 \) such that
\[
\| z_0 - z_* \| < \delta \Rightarrow \lim_{t \to \infty} z_{\bar{H}}(t; z_0) = z_*.
\]  
(10)

Definition 3. The system \( \bar{H} \) in \((\ref{eq:adamw})\) is locally Lipschitz on a domain \( M \subseteq \mathbb{R}^m \) if each point \( z_0 \in M \) has a neighbourhood \( M_0 = \{ z : \| z - z_0 \| < R \}, R > 0 \), such that
\[
\| \bar{H}(z_1) - \bar{H}(z_2) \| \leq L_{z_0} \| z_1 - z_2 \| \quad \forall z_1, z_2 \in M_0,
\]  
(11)
where \( L_{z_0} > 0 \).

Theorem 1 (Theorem 3.3 of \((\ref{eq:adamw})\)). Let \( x_* = 0 \in M \) be a fixed point for the autonomous system \((\ref{eq:adamw})\), where \( \bar{H} : M \to \mathbb{R}^m \) is locally Lipschitz in \( M \subseteq \mathbb{R}^m \). Let \( J_{\bar{H}}(0) \) be the Jacobian matrix of \( \bar{H} \) at 0. Then 0 is asymptotically stable if all the eigenvalues \( \lambda_i \) of \( J_{\bar{H}}(0) \) satisfy \( |\lambda_i| < 1, \) \( i = 1, \ldots, m. \) Instead, if there exists at least an eigenvalue such that \( |\lambda_i| > 0 \), then the origin 0 is unstable.

In a section later on, we will analyse the local convergence of Aida at a fixed point \( z_* = 0 \) based on Theorem 1. The key point is to investigate the eigenvalues of the Jacobian matrix \( \bar{H}(0) \).

IV. AIDA: A NEW ADAPTIVE OPTIMISATION METHOD EXTENDING ADAMW

In this section, we first present the update expressions of Aida with two additional hyper-parameters \( (p \geq 1, q \geq 1) \) in comparison to AdamW. It is noted that Aida reduces to AdamW when \( (p, q) = (2, 1) \). We then motivate the design of \( q \geq 1 \) in Aida by inspection of a convergence condition for AdamW, which is obtained by extending the convergence results in \((\ref{eq:adamw})\) for analysing Adam.

A. Design of Aida adaptive method

Update expressions: We attempt to extend the update expressions \((\ref{eq:adamw})\) of AdamW in two aspects. Firstly, we propose to track the 2nd moment \( r_i \) of the \( j \)th power of gradient magnitudes, which reduces to \( v_j \) of the squared-gradient in AdamW when \( p = 2 \). Secondly, we replace the magnitude vector \( \| m_{t+1} \|_2 \) and \( \| m_{t+1} \|_\infty \) in \((\ref{eq:adamw})-(\ref{eq:adamw})\) by \( \| m_{t+1} \|_2 \) and \( \| m_{t+1} \|_\infty \) before multiplying the sign vector sign\( (m_{t+1}) \). Hence, the update expressions of Aida can be represented as
\[
m_{t+1} = \beta_1 m_t + (1 - \beta_1) g(x_t) \quad r_{t+1} = \beta_2 r_t + (1 - \beta_2) \| g(x_t) \|_p \| m_{t+1} \|_p \text{sign}(m_{t+1}) \]
(12)
\[
x_{t+1} = (1 - \mu) x_t - \eta (1 - \beta_1^2)^{\frac{p}{q}} m_{t+1} \| m_{t+1} \|_p \text{sign}(m_{t+1}) \quad (r_{t+1} + \epsilon)^{\frac{q}{p}} \]
(13)
\[
\text{or } x_{t+1} = (1 - \mu) x_t - \eta (1 - \beta_1^2)^{\frac{1}{q}} m_{t+1} \| m_{t+1} \|_p \text{sign}(m_{t+1}) \quad (r_{t+1} + \epsilon)^{\frac{q}{p}} \]
(14a)
\[
\text{where } g(x_t) = \nabla f(x_t), p, q \geq 1, q > 1 \text{ is immediate that when } (p, q) = (2, 1), (12)-(14b) \text{ reduce to } (\ref{eq:adamw})-(\ref{eq:adamw}).
\]

We now consider the impact of \( q \) by fixing \( p = 2 \) in \((\ref{eq:adamw})-(\ref{eq:adamw})\) as an example. When \( q = 1 \), the magnitude vector \( \| m_{t+1} \|_\infty \) indicates that those coordinates of sign\( (m_{t+1}) \) with magnitudes \( |m_{t+1}| \) larger than the corresponding elements of \( \sqrt{r_{t+1} + \epsilon} \) would receive learning rates that are greater than 1, and tend to be aggressive when updating their corresponding coordinate of \( x \). On the other hand, the remaining coordinates of sign\( (m_{t+1}) \) would receive learning rates that are smaller than or equal to 1 and tend to be conservative. When \( q > 1 \), the magnitude vector becomes \( \| m_{t+1} \|_2 \). The change from \( q = 1 \) to \( q > 1 \) increases those learning rates that are greater than 1 and decreases the remaining ones. In the next subsection, we will motivate the choice of \( q > 1 \) in Aida from a local convergence point of view.

Next we study the impact of the change from \( p = 2 \) to \( p = 1 \) on the 2nd moment \( \{ r_t \}_{t \geq 0} \). By employing Jensen’s inequality, it is immediate that
\[
\sqrt{\frac{r_t}{|i|} \beta_{t+1}^{p-2}} \geq \frac{r_t}{|i|} \beta_{t+1}^{p-1},
\]  
(15)
where the subscript \( |i| \) indicates the \( i \)th component of \( r_t \). \( \frac{1}{\beta_{t+1}^2} \) is the normalising factor. \((\ref{eq:adamw})\) indicates that when \( p = 1 \) is selected instead of \( p = 2 \), an increasing number of coordinates of sign\( (m_{t+1}) \) would receive learning rates that are greater than 1, making the updates of Aida more aggressive per iteration. In the experiment later on, we mainly study the setups of \( p = \{1, 2\} \) and \( q = \{1, 2\} \).
Reformulation as discrete dynamic systems: Suppose \( \{x_t\}, \{m_t\}, \) and \( \{r_t\} \) are computed by following either \( \{12, 13, 14a\} \) or \( \{12, 13, 14b\} \). We let \( z_t = [m_t^T, r_t^T, x_t^T]^T \in \mathbb{R}^{3n} \) for all \( t \geq 0 \).

We first consider the update expressions \( \{12, 13, 14b\} \). By following a similar analysis as that used in [4] for Adam, the expressions can be rewritten as the iteration of a combination of a non-autonomous and an autonomous dynamic system as

\[
z_{t+1} = H_\alpha(t, z_t) = \tilde{H}_\alpha(z_t) + \Theta_\alpha(t, z_t),
\]

where the subscript \( a \) indicates the use of the update form \( 14a \) for \( x \), and

\[
\tilde{H}_\alpha(z_t) = \begin{bmatrix}
\beta_1 m_t + (1 - \beta_1)g(x_t) \\
\beta_2 r_t + (1 - \beta_2)|g(x_t)|^p \\
(1 - \mu)x_t - \eta \frac{|m_{t+1}|^{p/q} \cdot \text{sign}(m_{t+1})}{(r_{t+1} + \epsilon)^{q/p}}
\end{bmatrix},
\]

and

\[
\Theta_\alpha(t, z_t) = \begin{bmatrix}
0 \\
0 \\
-\eta \frac{|m_{t+1}|^{p/q} \cdot \text{sign}(m_{t+1})}{(r_{t+1} + \epsilon)^{q/p}}
\end{bmatrix}.
\]

Similarly, we denote the dynamic system for the update expressions \( \{12, 13, 14b\} \) as

\[
z_{t+1} = H_\beta(t, z_t) = \tilde{H}_\beta(z_t) + \Theta_\beta(t, z_t),
\]

where the expressions for \( \tilde{H}_\beta(z_t) \) and \( \Theta_\beta(t, z_t) \) can be easily derived, which we omit here to save space.

The lemma below characterizes the relationship between a local optimal solution \( x_* \) of \( f \) and a fixed point of \( H_\alpha(t, z) \) or \( H_\beta(t, z) \):

**Lemma 1.** Suppose \( x_* \) is a local optimal solution of \( f \) satisfying (7). Then \( z_0 = (0^T, 0^T, x_*^T)^T \) is a fixed point of \( H_\alpha(t, x) \) in (16) or \( H_\beta(t, x) \) in (19). That is, \( H_\alpha(z_0) = z_0, H_\beta(z_0) = z_0, \Theta_\alpha(t, z_0) = z_0, \Theta_\beta(t, z_0) = z_0 \) for all \( t \geq 0 \).

Similarly to [4], we will attempt to identify conditions under which a fixed point \( z_0 \) in Lemma 1 is asymptotically stable for the autonomous system \( H_\alpha \) (or \( H_\beta \)) of Aida.

**B. Motivation of \( q \geq 1 \) in Aida over \( q = 1 \) in AdamW via convergence analysis of \( H_\alpha(z_t) \)**

In this subsection, we will analyse the local convergence of \( H_\alpha(z_t) \) in (16) in a neighbourhood of a fixed point \( z_0 = [m_0^T, r_0^T, x_0^T]^T = 0. \) The investigation for \( H_\beta(z_t) \) will be postponed to next subsection due to fact that [11] only focuses on \( H_\alpha(z_t) \) with \( (p, q) = (2, 1) \) and \( \mu = 0 \).

By inspection of Theorem 1 it is clear that the key step is to identify conditions under which the spectral radius of the Jacobian \( \bar{H}_\alpha(z) \) of \( H_\alpha(z) \) at \( z = 0 \) is less than 1 (i.e., \( \rho(\bar{J}_{\bar{H}_\alpha}(0)) < 1 \)). In the following, the expression for \( \bar{J}_{\bar{H}_\alpha}(z) \) is derived first and the continuity of its elements over \( z_t \) will be studied. After that, we consider \( (p, q) = (2, 1) \) for \( H_\alpha(0) \) and derive a condition that leads to \( \rho(\bar{J}_{\bar{H}_\alpha}(0)) < 1 \) by extending the results in [4] from Adam (\( \mu = 0 \) in (13-55)) to AdamW (i.e., \( \mu > 0 \) in (13-55)). We then show that when \( q \) changes from \( q = 1 \) to \( q > 1 \), a less strict condition on the learning rate \( \eta \) can be derived for the general scenario \( p > 1 \) which includes \( p = 2 \) as a special case.

**Jacobian of \( H_\alpha(z_t) \):** By inspection of (17), the Jacobian matrix \( \bar{J}_{\bar{H}_\alpha}(z_t) \) of \( H_\alpha(z_t) \) takes the form of

\[
\bar{J}_{\bar{H}_\alpha}(z_t) = \begin{bmatrix}
\beta_1 I & 0 & (1 - \beta_1)\nabla_x g(0) \\
0 & \beta_2 I & 0 \\
-\eta \frac{1}{(r_{t+1} + \epsilon)^{q/p}} & 0 & (1 - \mu)I - \frac{\eta(1 - \beta_1)}{(r_{t+1} + \epsilon)^{q/p}}\nabla_x g(0)
\end{bmatrix},
\]

where

\[
\begin{align*}
\bar{r}_{t+1} &= p(1 - \beta_2)\text{diag}(|g(x_t)|^{p-1} \cdot \text{sign}(g_t))\nabla_x g(x_t) \\
\bar{x}_{t+1} &= \nabla \theta \bar{m}_{t+1} \left|\frac{\text{sign}(m_{t+1})}{(r_{t+1} + \epsilon)^{q/p}}\right|^q \\
\bar{r}_t &= g(m_{t+1})^{q-1}(1 - \beta_1) \\
\bar{m}_{t+1} &= g(m_{t+1})^{q-1}(1 - \beta_1)\nabla x g(x_t) \left|\frac{\text{sign}(m_{t+1})}{(r_{t+1} + \epsilon)^{q/p}}\right|^q,
\end{align*}
\]

and it is noted again that \( \nabla_x g(x_t) \) is the Hessian matrix of \( f \) at \( x_t \).

Note that the convergence results of Theorem 1 hold only when the considered system \( \bar{H} \) is locally Lipschitz. The lemma below describes the relationship between the continuity of the Jacobian \( \bar{J}_{\bar{H}} \) of \( \bar{H} \) and the system \( \bar{H} \) being locally Lipschitz.

**Lemma 2.** If an autonomous system \( \bar{H} : M \to \mathbb{R}^m, M \in \mathbb{R}^m, \) is continuously differentiable in a domain \( M \) (or equivalently, its Jacobian matrix \( \bar{J}_{\bar{H}} \) is continuous in \( M \), then it is locally Lipschitz.

We now consider the functional continuity of \( \bar{J}_{\bar{H}_\alpha}(z_t) \) in (20). It is known that the sign operator \( \text{sign}(y), y \in \mathbb{R} \), is discontinuous at \( y = 0 \). The quantity \( \text{sign}(0) \) may take any value in the range \([-1, 1]\). Fortunately, if \( (p, q) \) are configured to satisfy \( p > 1 \) and \( q \geq 1 \), it is not difficult to show that \( H_\alpha(z_t) \) is continuous in \( \mathbb{R}^{3n} \), thus satisfying the condition of Lemma 2. The remaining work is to study the spectral radius of \( \bar{J}_{\bar{H}_\alpha}(z) \) at a fixed point \( z = 0 \).

**Convergence condition for \( H_\alpha(z_t) \) with \( (p, q) = (2, 1) \)**: Suppose \( z = 0 \) is a fixed point of \( H_\alpha(z_t) \) when \( (p, q) = (2, 1) \). By setting \( (p, q) = (2, 1) \) in (20) and using the property that \( (m_t, r_t, g(0)) = (0, 0, 0) \), the Jacobian matrix \( \bar{J}_{\bar{H}_\alpha}(0) \) can be represented as

\[
\bar{J}_{\bar{H}_\alpha}(0) = \begin{bmatrix}
\beta_1 I & 0 & (1 - \beta_1)\nabla_x g(0) \\
0 & \beta_2 I & 0 \\
-\eta \frac{1}{(r_{t+1} + \epsilon)^{q/p}} & 0 & (1 - \mu)I - \frac{\eta(1 - \beta_1)}{(r_{t+1} + \epsilon)^{q/p}}\nabla_x g(0)
\end{bmatrix}.
\]

The work [4] investigates the spectral radius of \( \bar{J}_{\bar{H}_\alpha}(0) \) for the special case \( \mu = 0 \) (which is Adam). It is straightforward to extend the results of [4] for the general case \( \mu > 0 \) in (21), which are summarised in a theorem below:

**Theorem 2** (Variant of Theorem III.2 and 3 in [4]). Consider \( \bar{H}(z_t) \) of (20) with \( p = 2 \) and \( q = 1 \). Let \( x_0 = 0 \in \mathbb{R}^n \) be a minimum of \( f \) with a positive definite Hessian
where $\lambda$ and $\lambda_3$ of (23)-(24) as a function of $\frac{\eta}{\lambda_1}$ by setting $\beta_1 = 0.9$ and $\mu = 1e - 5$, where the subscript $i$ is dropped for simplicity.

$$\nabla_x^2 f(0) = \nabla_x g(0).$$

Denote $\gamma_n^i = 1$ and $\lambda_{3n}^i$ to be the eigenvalues of $\nabla_x g(0)$ and $J_{\bar{H}}(0)$, respectively. Then $\lambda_{3n}^i$ can be represented as

$$\lambda_{1,i} = \beta_2$$

$$\lambda_{2,i} = \frac{1 - \mu + \beta_1 - \varphi(1 - \beta_1)}{2} + \sqrt{\left(1 - \mu + \beta_1 - \varphi(1 - \beta_1)\right)^2 - 4 \beta_1 (1 - \mu)}$$

$$\lambda_{3,i} = \frac{1 - \mu + \beta_1 - \varphi(1 - \beta_1)}{2} - \sqrt{\left(1 - \mu + \beta_1 - \varphi(1 - \beta_1)\right)^2 - 4 \beta_1 (1 - \mu)}$$

where $\varphi = \frac{\eta}{\lambda_1}$. The spectral radius $\rho(J_{\bar{H}}(0)) < 1$ if the following condition holds

$$\eta \max_{i=1}^{n} \gamma_i (1 - \beta_1) < 2 \beta_2 + 2(1 - \mu).$$

The condition (25) involves the parameters $\eta$, $\epsilon$, $\beta_1$, $\mu$, and the eigenvalues $\gamma_i$ of the Hessian matrix $\nabla_x^2 f(0)$. The inequality indicates that for a setup $\beta_1 = 0.9$ and the maximum eigenvalue $\max_{i=1}^{n} \gamma_i$ being of order 1 (i.e., $O(\max_{i=1}^{n} \gamma_i) = 1$), the learning rate $\eta$ has to be either smaller or comparable to $\sqrt{\epsilon}$ to ensure local stability at the optimal solution $z_\ast = 0$.

Fig. 1 visualises the eigenvalue magnitudes of $\lambda_2$ (subscript $i$ is dropped) and $\lambda_3$ as a function of $\varphi$ with $(\beta_1, \mu) = (0.9, 1e - 5)$, which demonstrates that the maximum value of $\eta \gamma$ has to be comparable to $\sqrt{\epsilon}$ to make $\rho(J_{\bar{H}}(0)) < 1$. We will show later that the change from $q = 1$ to $q > 1$ would lead to a much simpler convergence condition than (25).

**Simpler convergence condition for $H(z_\ast)$ with $q > 1$:**

Suppose $z_\ast = 0$ is a fixed point of $H_\ast(z_\ast)$. The Jacobian matrix $J_{\bar{H}}(z_\ast)$ of (26) at $z_\ast = 0$ takes a simple form with $q > 1$

$$J_{\bar{H}}(0) = \begin{pmatrix} \beta_1 I & 0 & (1 - \beta_1) \nabla_x g(0) \\ 0 & \beta_2 I & 0 \\ 0 & 0 & (1 - \mu) I \end{pmatrix}. $$

In comparison to (26), the setup $q > 1$ results in a few additional elements in (26) being zero due to the quantity $|m_{t+1}|$ in (14b).

Note that $J_{\bar{H}}(0)$ in (26) is an upper triangular matrix. Its diagonal elements are also the eigenvalues of the matrix. Its corresponding local convergence condition can be easily derived in terms of $\beta_1$, $\beta_2$ and $\mu$:

**Theorem 3.** Consider $\bar{H}(z_\ast)$ of (20) with $p > 1$ and $q > 1$.

Let $x_0 = 0 \in \mathbb{R}^n$ be a minimum of $f$. Then the eigenvalues $\lambda_{1}^{3n,i}$ of $J_{\bar{H}}(0)$ are

$$\lambda_{1,i} = \beta_1, \quad \lambda_{2,i} = \beta_2, \quad \lambda_{3,i} = 1 - \mu. \quad \text{(27)}$$

The spectral radius $\rho(J_{\bar{H}}(0)) < 1$ if the weight-decay parameter $\mu$ satisfies

$$1 > \mu > 0. \quad \text{(28)}$$

It is clear that the condition (28) for $q > 1$ is much simpler than (25) for $(p, q) = (2, 1)$. There is no explicit restriction on the learning rate $\eta$ in (28) in terms of $\epsilon$, $\beta_1$ and the eigenvalues of the Hessian matrix $\nabla_x^2 f(0)$. This suggests that when $q > 1$, a relative large learning rate $\eta$ might be acceptable to ensure local stability.

It is also worth noting that the weight-decay $\mu$ can be set to $\mu = 0$ in the condition (25) without affecting the overall local convergence property. On the other hand, the condition (28) for $q > 1$ requires $\mu > 0$ to ensure local convergence. To briefly summarise, the change from $q = 1$ to $q > 1$ results in the transfer of the restriction on $\eta$ to a restriction on $\mu$.

**Remark 1.** For the case that $\mu = 0$, the eigenvalues $\lambda_{3}^{3n,i}$ of $J_{\bar{H}}(0)$ is undefined from Theorem 4 if $z_\ast = 0$ is stable or not in its neighbourhood. As will be discussed later on, our empirical results (See Table 1 and Fig. 2) indicate that the setup $\mu = 0$ and $(p, q) = (2, 1)$ in Aida gives satisfactory convergence results in comparison to Adam for optimisation problems of which the optimal solutions $z_\ast \neq 0$ and $z_\ast = 0$.

Finally, combining Lemma 2, Theorem 1 and 3, we obtain the following local convergence results for $H_\ast(z_\ast)$ at a fixed point $z_\ast = 0$:

**Theorem 4.** Consider $H_\ast(z_\ast)$ of (17) with $p > 1$ and $q > 1$.

Let $x_0 = 0 \in \mathbb{R}^n$ be a minimum of $f$. If $\mu$ satisfies (28), then $0$ is asymptotically stable in a neighbourhood of $0$.

**C. Local convergence for $H_\ast(z_\ast)$**

By inspection of (14a) and (14b), it is noted that $H_\ast(z_\ast)$ employs the quantity $r^{q/p} + \epsilon$ while $H_\ast(z_\ast)$ uses $(r + \epsilon)^{q/p}$. That is, the parameter $\epsilon$ is treated differently in the two dynamic systems. Considering $r^{q/p} + \epsilon$, it is clear that when $q/p \geq 1$, the quantity is differentiable at $r = 0$. Accordingly, all the analysis for $H_\ast(z_\ast)$ can be applied to $H_\ast(z_\ast)$. We summarise the results in a theorem below:

**Theorem 5.** Consider $H_\ast(z_\ast)$ with $p > 1$ and $q > 1$. Let $x_0 = 0 \in \mathbb{R}^n$ be a minimum of $f$. If $\mu$ satisfies (28), then $0$ is asymptotically stable in a neighbourhood of $0$.

**V. Experiments**

In this section, we first verify the obtained local convergence condition for Aida in a neighbourhood of $x_\ast = 0$ of the quadratic function $f(x) = \frac{10}{n} x^2$. We then evaluate the global convergence (i.e., $x_0$ is far away from $x_\ast$) of Aida for solving ten toy optimisation problems from Table 1. After that, we consider real applications of Aida by training Transformer and its variant.
A. On local convergence of Aida

Suppose the objective function is $f(x) = \frac{10}{2} x^2, x \in \mathbb{R}$, with the optimal solution $x^*_a = 0$. Its Hessian matrix is constant, i.e., $\nabla^2 f(x) = 10$. Accordingly, the eigenvalue of the Hessian matrix is $\gamma = 10$. We let the initial value $x_0 = 1e-10$, which has a very small error distance with respect to $x^*_a$, as $\|x_0 - x^*_a\|_2 = 1e-10$.

**Impact of $\eta$ and $\epsilon$:** We first consider the impact of $\eta$ and $\epsilon$ on the local convergence of $\nabla^2 f(x^*_a)$ with $(p, q) = (2, 1)$ and $(p, q) = (2, 2)$. The other parameters are set to be $(\beta_1, \beta_2, \mu) = (0.9, 0.999, 1e-10)$. The convergence results are displayed in Fig. 2. This experiment is mainly for verifying the local convergence condition (25) for the setup $(p, q) = (2, 1)$.

The bottom three plots $\{a2, b2, c2\}$ are for the scenarios that with proper learning rate selection for different $\epsilon$, the setup $(p, q) = (2, 1)$ (which is AdamW) exhibits local stability around $x^*_a$. In the three plots, the product $\gamma \epsilon$ is roughly equal to $\sqrt{\epsilon}$ as $\epsilon$ decreases from $10^{-10}$ until $10^{-30}$, which is consistent with the analysis results in Theorem 2.

The top three plots $\{a1, b1, c1\}$ in Fig. 2 indicate that when the learning rate $\eta$ increases slightly with regard to those values in $\{a2, b2, c2\}$, the setup $(p, q) = (2, 1)$ exhibits unstable behaviours (i.e., fluctuates around certain value) in a neighbourhood of $x^*_a$. Additional experiments on minimising $f(x) = \frac{1}{2} x^2$ suggest that when $(p, q) = (2, 1)$, the proper learning rate to ensure local convergence also depends on the eigenvalue of the Hessian matrix $\nabla^2 f(x^*_a)$.

Fig. 2 also shows that for all six plots, the setup $(p, q) = (2, 2)$ exhibits stable behaviours (i.e., does not fluctuate around certain value) in a neighbourhood of $x^*_a = 0$. Furthermore, as $\epsilon$ decreases, the setup $(p, q) = (2, 2)$ converges to a point which is increasingly closer to the optimal solution $x^*_a = 0$.

**Impact of $\beta_2$, $\epsilon$, and $\mu$:** Next we fix $(\beta_1, \eta) = (0.9, 1e-3)$ and investigate the impact of $\beta_2$, $\epsilon$, and $\mu$ on the local convergence of $\nabla^2 f(x^*_a)$. It is noted that the learning rate value $\eta = 1e-3$ is a typical setup in the original paper of Adam [14]. This experiment is mainly for showing that when $q > 1$, relatively large learning rate is indeed acceptable to enable local stability of $\nabla^2 f(x^*_a)$ around $x^*_a = 0$.

Fig. 3 displays the local convergence results for different configurations of $(\beta_2, \epsilon, \mu)$. Let us first focus on the setup $(p, q) = (2, 2)$. Interestingly, it is found from the two pairs of plots $a1 - a2$ and $b1 - b2$ that $\beta_2$ affects the convergence speed while $\epsilon$ affects the minimum level that Aida could reach. It is preferable to set a relatively small $\beta_2$ value (e.g., $\beta_2 = 0.099$) for $(p, q) = (2, 2)$ compared to the recommended setup $\beta_2 = 0.999$ in [14] for Adam (i.e., $(p, q) = (2, 1)$). In general, a small $\beta_2$ value allows the 2nd moment $\gamma_2$ of Aida to easily adapt to the change of recent gradient-magnitudes over iterations.

The last pair of plots $c1 - c2$ in Fig. 3 suggest that the parameter $\mu$ does not really affect the local convergence behaviour of $\nabla^2 f(x^*_a)$ with $q > 1$ for the considered quadratic problem. In particular, the zero weight-decay $\mu = 0$ does not lead to divergence of $\nabla^2 f(x^*_a)$ with $q > 1$. As stated in Remark 1, $\mu = 0$ will make a number of eigenvalues of the Jacobian matrix $J_{\mu(x)}$ being 1. In this case, its stability around $x^*_a = 0$ remains undefined in Theorem 1.

One can also conclude from the figure that the setup $(p, q) = (1, 2)$ converges faster than $(p, q) = (2, 2)$. This might be because when $p = 1$, the updates of Aida tend to be more aggressive (see the inequality (15) which discusses the relationship between $\{r_t, p = 1\}$ and $\{r_t, p = 2\}$).

The analysis above regarding Fig. 2 indicates that the change from $q = 1$ to $q = 2$ makes a large impact on the local convergence of Aida in a neighbourhood of $x^*_a$ for the considered quadratic optimisation problem. The algorithm with $q = 2$ tends to be more stable than the setup $q = 1$. This is in line with our stability analysis of $\nabla^2 f(x^*_a)$ in early sections.

B. On global convergence of Aida over toy problems

In this subsection, we consider applying Aida for solving ten toy optimisation problems as listed in Table 1 where both the functions and the initialisations for $x_0$ are from [11]. All the functions are twice-differentiable, and their Hessian matrices exist. Based on results of the first experiment, the parameters of Aida except $(p, q)$ were set to $(\beta_1, \beta_2, \mu, \eta, \epsilon) = (0.9, 0.99, 0.001, 1e-50)$.
Remark 2. We emphasise that development of Aida with $q > 1$ in this paper is not to replace AdamW (i.e., Aida with $(p, q) = (2, 1)$) in all optimisation problems. In practice, one should set the proper values for $p$ and $q$ in Aida depending on the particular applications.

### Table I

| func. | func. expression | $x_0$ |
|-------|------------------|-------|
| func1: Ext. Himmelblau: | $\sum_{n=1}^{2} x_{[2i-1]} - x_{[2i-1]} + x_{[2i-1]} - 11$ | $n = 100$ |
| | $+ \sum_{n=1}^{2} x_{[2i-1]} - x_{[2i]} + x_{[2i]} - 7$ | $[1, \ldots, 1]^T$ |
| func2: Ext. Maratos: | $\sum_{n=1}^{2} x_{[2i-1]} + 100$ | $n = 100$ |
| | $- \sum_{n=1}^{2} x_{[2i-1]} + x_{[2i-1]} - 1$ | $[1.0, \ldots, 1.1, 0.1]^T$ |
| func3: Quadratic QF1: | $\frac{1}{2} \sum_{n=1}^{2} x_{[2i-1]} - x_{[2i]}$ | $n = 100$ |
| | $(1, \ldots, 1)^T$ |
| func4: Extended BD1: | $\sum_{i=1}^{n+2} x_{[2i-1]} + x_{[2i-2]} - 2$ | $n = 100$ |
| | $+ \sum_{i=1}^{n+2} (\exp(x_{[2i-2]}-2)-2x_{[2i-2]})$ | $[0.1, 0.1, 0.1]^T$ |
| func5: TRIDIA: | $\frac{1}{2} \sum_{n=1}^{2} (2x_{[2i]} - x_{[2i-1]})^2$ | $n = 100$ |
| | $(1, \ldots, 1)^T$ |
| func6: ARWHEAD: | $\frac{1}{2} \sum_{n=1}^{2} (-4x_{[2i]} + 3)$ | $n = 100$ |
| | $+ \frac{1}{2} \sum_{n=1}^{2} (x_{[2i]} + x_{[2i-1]})^2$ | $(1, \ldots, 1)^T$ |
| func7: EG2: | $\frac{1}{2} \sum_{n=1}^{2} \sin(x_{[2i]})$ | $n = 100$ |
| | $(1, \ldots, 1)^T$ |
| func8: Partial perturbed quadratic | $\sum_{i=1}^{n+2} x_{[2i]} + \sum_{i=1}^{n+2} x_{[2i+1]}$ | $n = 100$ |
| | $+ \sum_{i=1}^{n+2} (x_{[2i]} + x_{[2i+1]})^2$ | $(1, \ldots, 1)^T$ |
| func9: ENGVAL1 | $16 + \sum_{i=1}^{n+2} \left( x_{[2i]} - 2 \right)^2 + \sum_{i=1}^{n+2} \left( x_{[2i+1]} - 2 \right)^2$ | $n = 100$ |
| | $(0.0, \ldots, 0)^T$ |
| func10: EDENSCH | $16 + \sum_{i=1}^{n+2} \left( x_{[2i]} - 2 \right)^2 + \sum_{i=1}^{n+2} \left( x_{[2i+1]} - 2 \right)^2$ | $n = 100$ |
| | $(0.0, \ldots, 0)^T$ |

Note from Table I that the optimal solutions $x_*$ of the ten problems are not always the origin 0. For example, $x_*$ of TRIDIA is $x_* = [1, \frac{1}{2}, \ldots, \frac{1}{2}, 1]$. EDENSCH also has a nonzero optimal solution. The objective of this experiment is to investigate the global convergence (i.e., $x_0$ is far away from $x_*$) of Aida with $(p, q) \neq (2, 1)$ for solving different types of problems, which is uncovered in our earlier local convergence analysis. The convergences results are summarised in Fig. 4 with respect to gradient norm $\|g(x_t)\|$ versus iterations, where one subplot for each problem. It is seen that the behaviour of Aida changes across different problems. In Fig. 4 {{(a), (d)}}, the setup $(p, q) = (2, 1)$ outperforms $(p, q) = (2, 2)$ and $(p, q) = (1, 2)$, indicating that AdamW may beat Aida with $q > 1$ for certain optimisation problems. On the other hand, in Fig. 4 {{(c), (e), (f), (h)}}, the setups $(p, q) = (2, 2)$ and $(p, q) = (1, 2)$ produce better performance than $(p, q) = (2, 1)$.

C. Evaluation of Aida via DNN training

**Training of Transformer for an NLP task:** We apply Aida in training a Transformer for WMT16: multimodal translation. The two setups $(p, q) = (2, 1)$ and $(p, q) = (1, 2)$ were tested in Aida. To make a fair comparison, we adopted an existing open-source\(^3\) which produces reasonable validation performance using Adam.

In the training process, we retained almost all of the default hyper-parameters provided in the open-source except the batchsize. Due to limited GPU memory, we changed the batchsize from 256 to 200. The default hyper-parameters are $(\beta_1, \beta_2) = (0.9, 0.98)$ and $\epsilon = 1e-9$. As indicated in the open-source, no weight decay was imposed in either AdamW or Aida in our experiments (i.e., $\mu = 0$). To alleviate the effect of the randomness in the training process, three experimental repetitions were conducted for each setup of Aida. Our primary interest is the validation performance gain of $(p, q) = (1, 2)$ over $(p, q) = (2, 1)$.

Fig. 5 displays the convergences results of the two setups of Aida. Each curve in the plot is obtained by averaging the convergences results from the three experimental repetitions. It is seen that the convergence behaviours of the training loss are quite similar for $(p, q) = (2, 1)$ and $(p, q) = (1, 2)$. When

\(^3\)https://github.com/jadore801120/attention-is-all-you-need-pytorch
it comes to validation loss and accuracy, the setup \((p, q) = (1, 2)\) produces considerably better convergence results than \((p, q) = (2, 1)\). The performance impact by changing from \((p, q) = (2, 1)\) to \((p, q) = (1, 2)\) in Aida is significant. Table III shows the averaged validation accuracy of three experimental repetitions per setup of Aida. The performance gain of \((p, q) = (1, 2)\) is roughly 3% over the setup \((p, q) = (2, 1)\), suggesting the effectiveness of \((p, q) = (1, 2)\).

Training of Swin-Transformer over CIFAR10: The recent work [16] proposes Swin-Transformer, a variant of Transformer, for vision applications. It is reported in [16] that the new DNN model produces state-of-the-art results in few vision tasks. In this work, we evaluate Aida for training Swin-Transformer over CIFAR10. Similar to the NLP task, the two setups \((p, q) = (2, 1)\) and \((p, q) = (1, 2)\) for Aida were investigated. Two values of \(\beta_2\) were tested, which are 0.98 and 0.999. The other parameters were set to \((\beta_1, \mu, \epsilon) = (0.9, 0, 1e - 9)\). The parameters for the training procedure and Swin-Transformer were summarised in Appendix A. Similarly, three experimental repetitions were conducted for each setup of Aida.

Table III summarises the validation accuracies. It is clear that Aida with \((p, q) = (1, 2)\) outperforms \((p, q) = (2, 1)\) with an accuracy gain of around 3%. The above results indicate that for Aida with \(q > 1\) produces promising performance not only in NLP tasks but also in vision tasks when training Transformer and its variant.

VI. Conclusions

In this work, we have proposed a new adaptive optimisation method named Aida as an extension of AdamW. Our motivation for developing Aida was to relax the local convergence condition for Adam analysed in [4], which requires the learning rate to be sufficiently small to ensure local stability around an optimal solution of a twice-differentiable function. Aida is designed to generalise the update expressions of AdamW in two aspects. Firstly, the 2nd moment \(\{r_t | t > 0\}\) of the \(p\)th power of the gradient magnitudes are tracked as an extension of the 2nd moment \(\{v_t | t > 0\}\) of squared-gradients in AdamW. Secondly, the so-called magnitude vector of the update direction in Aida is defined as \(\frac{|m_{t+1}^p|^q}{(r_{t+1}^p + \epsilon)^q}\) instead of \(\frac{|m_{t+1}|}{(r_{t+1} + \epsilon)}\) in AdamW. The parameter \(q\) in Aida is introduced to control the impact of the element-wise learning rates. When \((p, q) = (2, 1)\), Aida reduces to AdamW.

Both theoretical analysis and empirical study have been conducted for Aida. It is shown that when \(p > 1, q > 1\), an optimal solution for a twice-differentiable function is locally stable only when the weight decay is non-zero. There is no explicit requirement on learning rate being sufficiently small. We further investigate the global convergence (i.e., the initial value \(x_0\) is not close to \(x_*)\) of Aida for solving ten toy optimisation problems, which suggests that for a number of problems, Aida with \((p, q) = (1, 2)\) performs better than \((p, q) = (2, 1)\). Aida is also evaluated for training Transformer and its variant for two deep learning tasks. Experimental results indicate that Aida with \((p, q) = (1, 2)\) outperforms \((p, q) = (2, 1)\) by a significant gain in terms of validation accuracy. The above results suggest the parameter \((p, q)\) in Aida should be properly configured depending on the particular optimisation problem to be minimised.

APPENDIX A

SETUPS FOR TRAINING SWIN-TRANSFORMER OVER CIFAR10

Table IV Parameter setups for the training procedure

|                      |          |
|----------------------|----------|
| batchsize            | 128      |
| epochs               | 200      |
| iteration steps per epoch | 391 |
| learning rate scheduling | CosinelRScheduler |
| warmup steps         | 5474     |

Table V Parameter setups for swin-transformer

|                |          |
|----------------|----------|
| patch size     | 2        |
| embed dimension| 96       |
| depths         | [2, 2, 6, 2] |
| number of heads | [3, 6, 12, 24] |
| window size    | 2        |
| MLP ratio      | 10       |
| drop path rate | 0.1      |
| drop rate      | 0.0      |
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