A new occluded face recognition framework with combination of both Deocclusion and feature filtering methods
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Abstract

Face recognition plays the significant role in many human-computer interaction devices and applications, whose access control systems are based on the verification of face biometrical features. Though great improvement in the recognition performances have been achieved, when under some specific conditions like faces with occlusions, the performance would suffer a severe drop. Occlusion is one of the most significant reasons for the performance degrade of the existing general face recognition systems. The biggest problem in occluded face recognition (OFR) lies in the lack of the occluded face data. To mitigate this problem, this paper has proposed one new OFR network DOMG-OFR (Dynamic Occlusion Mask Generator based Occluded Face Recognition), which keeps trying to generate the most informative occluded face training samples on feature level dynamically, in this way, the recognition model would always be fed with the most valuable training samples so as to save the labor in preparing the synthetic data while simultaneously improving the training efficiency. Besides, this paper also proposes one new module called Decision Module (DM) in an attempt to combine both the merits of the two mainstream methodologies in OFR which are face image reconstruction based methodologies and the face feature filtering based methodologies. Furthermore, to enable the existing face deocclusion methods that mostly target at near frontal faces to work well on faces under large poses, one
head pose aware deocclusion pipeline based on the Condition Generative Adversarial Network (CGAN) is proposed. In the experimental parts, we have also investigated the effects of the occlusions upon face recognition performance, and the validity and the efficiency of our proposed Decision based OFR pipeline has been fully proved. Through comparing both the verification and the recognition performance upon both the real occluded face datasets and the synthetic occluded face datasets with other existing works, our proposed OFR architecture has demonstrated obvious advantages over other works.
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1 Introduction

The task of face recognition has drawn much attention which is mainly attributed to the rapid development of deep learning techniques and the increasingly large scale public face data sets. The application of face recognition plays the significant role in human-computer interaction like the access control systems which are based on the face biometrical feature and some entertainment equipments like VR interaction devices. The existing face recognition methods which are mostly aimed at the recognition under general conditions have gained very good performance, and some works have even exceeded the human recognition ability upon some public face recognition datasets [33].

However, when the faces are under unnormalized conditions like large poses or being occluded, the recognition ability of those general recognition model would drop sharply [22, 23], this is mainly because that too large difference between the intra classes occur when the faces are occluded or under large poses. When faces are occluded by a large extent, the common face detection methods would fail, so there are also some works that are specifically aimed at improving the face detection performance under occlusions [14, 41]. With the emergence of the COVID-19 epidemic, more and more people would choose to wear masks when in public places, which has brought more challenges for those traditional face recognition systems that are not specifically designed for the occluded and masked faces, so the demand for robust occluded face recognition algorithm and system is growing more.

The researches related to the fields of occluded face detection [56], dental mask detection [29] and occluded face recognition would all help promote epidemic prevention and control. Therefore, there are still large potentials and values to explore in the face recognition related tasks especially under occlusions like dental masks, sun glasses, scarfs, etc. The bottleneck in solving the problem mainly lied in two sides, one is the insufficient face datasets regarding the occlusion, and the other is the generalization ability of those existing face recognition models. There are some works that have purposely aimed to improve the robustness of their proposed methods to large poses or occlusions, and those methods that try to ease the side effect incurred by the poses mainly depend on the newly devised features that are robust and invariant to different face poses.

The methods aimed at solving the occluded face recognition problem mainly employ either deocclusion operation first before the input image being fed into the down steam recognition pipeline or try to filter the contaminated feature caused by the existence of occlusion from ID feature. These two technologies approach the occluded face recognition problem from two opposite perspectives: missing information generation and noise information elimination. Both the two different kinds of methodologies possess their own
advantages and disadvantages. Although the methods based on face deocclusion have achieved obvious improvement, the performance improvements are largely attributed to those successfully deoccluded faces that are much easier to recognize, however, the methods often fail when the input occluded faces are under large poses or occluded by the rare or strange occlusions which do not exist in the training datasets, in other words, those deocclusion based methods improve the recognition performance only by those successfully deoccluded faces, but those faces that have failed to be deoccluded would definitely keep aggravating the decline of recognition performance, it is inevitable that the methods based on the deocclusion operation have to sacrifice those failed deoccluded faces, besides, nonetheless the deoccluded faces appear to be photorealistic, but the identity feature of the deoccluded part still can not preserve well, and what is worse is, those deoccluded face part may even hinder the recognition performance, since those downstream recognition pipeline would take the whole deoccluded face as input without considering the newly deoccluded part which may contain much biased identity information which would undoubtedly bring side effects to the final performance, as a result of this, we argue that since those failed deoccluded faces don’t benefit to the recognition performance, it is reasonable to believe that the deocclusion based methodologies which are guided by the generating principle are not appropriate for those failed deoccluded faces, and those failed deoccluded faces may be more suitable for the methodologies based on the feature filtering methods which are guided by the eliminating principles to exclude the noise feature.

In order to better illustrate the rationality of the idea, we have conducted the following experiment to validate our assumptions. We sampled about 1000 occluded faces from OCC-CASIA which would be introduced in detail in the following section regarding the datasets, note that the ids of those samples are all not used in the training phase. We feed those occluded faces to the pretrained deocclusion based recognition pipeline [53] and the feature filtering pipeline [31], the deoccluded faces are fed into the general pretrained off the shelf face recognition model to extract the face identity features, the ids that are recognized correctly by different methods are distributed as shown in Fig. 2, and some of the samples recognized by only one of the methods are listed in Fig. 1.

According to Figs. 1 and 2, we could draw the conclusion that there are indeed some samples that are only recognized by one of the two methods, therefore, based on this interesting observation and inspired by the work [1] which has devised one selector to assign the best model from several candidate models to specific task, we propose to make decision first about whether the input occluded face should be deoccluded, and then the deoccluded face or original occluded face would go through the recognition pipeline which is trained on the feature filtering methods and robust to occlusions. Our proposed decision based occluded face recognition framework has combined the advantages of both mainstream occluded face recognition methods mentioned above. Besides, we also propose one new dynamic occlusion mask generator based occluded face recognition method (DOMG-OFR), which would be more robust to the occlusions especially when input faces present the occlusions that don’t exist in the training data or even strange and rare. Additionally, we have also given the detailed analysis about the effects of the occlusions upon the recognition performance from the quantitative view. Furthermore, the head pose aware face deocclusion method based on the condition generative adversarial network is employed to further ensure the consistence of head poses before and after deocclusion, especially when the input occluded faces are under large poses.
Our proposed method mainly consists of three components, the head pose aware face deocclusion module, the dynamic occlusion mask generator based occluded face recognition module (DOMG-OFR), and the DM (Decision Module). DOMG helps offer the most informative and most hard samples for the recognition model to learn, in this way, both the labor and time of synthesizing large scale occluded face data set could be saved, and the training efficiency would also obtain some improvement compared to those methods heavily depending on the large amounts of training data among which much redundant data may
contribute less to the ability increase of final recognition model. Our method has inherited and further improved both the merits of the two main stream occluded face recognition methods. The main contributions of this paper are summarized as follows:

- We have combined both the advantages of deocclusion based methods and feature filtering methods which approach the occlusion FR problem in the opposite way, and to the best of our knowledge, this is the first work that has made efforts in combining the two different methodologies simultaneously to mitigate the performance degrade trend upon those failed deoccluded faces, while simultaneously answering the question by giving solutions to "Do we need to deocclude all the input occluded faces before recognition?".
- Aiming at mitigating the data insufficiency of occluded face datasets, we have proposed DOMG (Dynamic Occlusion Mask Generator) to reduce the labor in synthething the datasets and save the training cost, meanwhile, the proposed DOMG also helps improve the performance of the general feature filtering based occluded face recognition pipeline.
- We quantitatively analyze the influence of occlusion location and size upon the face recognition performance, additionally, based on this analysis results, we devise the reasonable input to feed to the DM, so as to enable the DM to make better and smarter decisions.
- We have also promoted the performance of already existing works, specifically, we take the head poses into account during the deocclusion process to further improve the performance of existing deocclusion methods especially when the input faces are under large poses.
- We have conducted the comparative experiments to evaluate both the face verification performance and the face recognition performance of our method, and the results have demonstrated that our proposed method has obtained the competitive results under both the two experimental settings.

The remainder of this paper is organized as follows. We review the most related articles to the occluded face recognition in Section 2. Section 3 describes the technical details of our proposed method. Section 4 exhibits the experimental results as well as the related results analysis. Section 5 would conclude the whole work and discuss about the future work that is worth doing so as to help further improve our work.

2 Related work

Recent methods on occluded face recognition mainly vary from feature filtering based methods to deocclusion based methods. This section would first briefly review the general face recognition methods which are then followed by the review of some recent OFR works, we don’t aim to cover all the works related to OFR, in other words, some works on occluded face recognition and the face deocclusion would not be mentioned here, please refer to [54] for the thorough survey about the OFR methods.

2.1 General face recognition methods

The general face recognition have been researched for a long history, the traditional features are mostly based on the hand crafted features, the hand crafted feature based methods enjoy the advantages of being easy to implement and apply [5, 10, 20], these works often
employ the PCA or traditional features like gabor features or Haar-like features to represent the faces. With the advent and rapid development of the deep learning based skills, many computer vision tasks like forgery detection [38] and object recognition [2, 35] have gained obvious performance promotion, additionally, with more and more public face training datasets available on line, the deep learning based methods have also witnessed more and more breakthroughs on performances of face related tasks such as face detection [13] and face recognition [3, 17, 18, 27, 32, 34, 40, 43, 55]. Both works [34] and [32] have been among the pioneer works that have achieved the even better performance than humans. CenterLoss [43] has been proposed to explicitly constraint the distances of different classes through pushing the samples of the same class to approach towards their class centers, in an attempt to obtain the larger distance between the different classes and the smaller distance between the same classes. FaceNet [27] has proposed one new loss named tripletloss which is based on the constraints upon the distance of the input paired images that are from the same class or not, obtaining very impressive results, however, the computation efficiency during training phase in FaceNet [27] is relatively low, the preparation of the training image and the construction of training pairs is also very time consuming, based on this, L-SoftLoss [18] has been proposed to improve the computing efficiency while ensuring better performances through enlarging the margin distance based on the well devised losses. SphereFace [17] has aimed at improving the discrimination of the face features through normalizing weights and zero biases and imposing constraints upon the angular margins. CosFace [40] is the improved version of SphereFace, this work has mitigated the problem that the computation of margin in SphereFace is relatively complex, which would cause more computation in the backpropagation, CosFace has proposed to impose the margin constraint on the cosine loss to mitigate this problem. VGGFace2 [3] has proposed one large scale dataset for the training and evaluation of face recognition across different poses and ages. The deep learning based methods are better at exploiting more representative embeddings and features for recognition, and lots of impressive results have been achieved. The main contributions among these outstanding deep learning based works mainly lie on two aspects which are the network architecture settings and the devise of loss functions employed in training phase. DeepFace [34] has tried to align the input faces with the help of the 3D face models, it is the very early attempt to use CNN method in the Face recognition research. In [51], a multitask face recognition architectuer is proposed with the aim to mitigate the over fitting problems that are easy to occur in the training models, it simultaneously solved the problem of pose estimation and the face recognition problems. Recently, lots of newly devised losses have been proposed, like Range Loss [55], CosFace loss [40], Sphere Loss [17], etc. Those above methods are all not aimed specifically at the OFR, as a result of this, the performances of those works may degrade when applied in the OFR scenarios.

2.2 Deocclusion based occluded face recognition methods

Face deocclusion aims at removing the occlusion presented on faces, while one other similar research field called face inpainting mainly aims to recover the faces from the faces with some places missing. The aims of both the two research fields bear much resemblance to each other. The main difference between the two fields lies in that the face inpainting works mainly target to repair the faces with some places missing while the face deocclusion works target to get rid of the face occlusions that already occur and exist on faces. Song et al. [30] leveres the coarse face geometry information to achieve the purpose of both face deocclusion and face editing. With the advent of generative adversarial network, lots of face inpainting works have shown impressive performances [12, 16, 52, 53]. Yuan
et al. [53] have exploited the 3DMM [36] to reconstruct the 3d face model, based on the reconstructed 3d face model which consists of rich geometric information, the occluded face region could be better deoccluded. However, the 3d face model which may be not very accurate when input face is occluded may bring side effects upon final deocclusion performance. Besides, there is no recognition performance report presented in [53]. Dong et al. [8] proposes the two stage method which first extracted the occlusion and then both the input occluded face and extracted occlusion would be fed together into the deocclusion pipeline. This method has aimed to ease the problem of performance drop when the new occlusion type occurs in testing phase. Zhao et al. [57] has tried to deocclude the face occlusions through LSTM, specifically, two channels are employed in this deocclusion pipeline, one for face occlusion detection and the other one is for face reconstruction, however, this work needs to split the whole face into several semantically aligned patches first and the training process of LSTM is low efficient and hard to converge. Zhao et al. [58] specifically targets the VR/AR wearing devices which could bring the occlusion into the captured face images, this work has taken the head poses into consideration during the deocclusion process and obtained good performance in the real occluded face images with VR/AR devices weared, however, this work only considers the eyes region occlusion removal which is caused by the AR head-mounted device and the detailed recognition performance comparison results on public datasets are also not reported. Li et al. [15] has firstly proposed to work out the problem of face deocclusion under large poses, however, this method only evaluates the performance upon the datasets collected in the controlled library environment, as a result of this, this method may fail when the input faces are from the in the wild environment.

2.3 Feature filtering based occluded face recognition methods

The feature filtering based methods could be simply divided into two classes, namely, the methods that mainly depend on the traditional features like Local Gabor Binary Patterns (LGBP) feature and LBP feature [9] and the methods that mainly depend on the deep learning based deep features. The methods based on the manually devised features are easy to implement, and the SVM (Support Vector Machine) is the mostly employed tool to perform classification upon those features. The sparse representation classification [46] based method is also one important class of methods in the occluded face recognition, the general pipelines of this kind of methods are to reconstruct the clean face from the occluded face by the combination of training data [46], however, the identity of reconstructed clean face can not be well preserved and the testing occluded faces are mostly at frontal view. Weng et al. [44] has proposed to improve the robustness of face feature to occlusion by aligning the different semantic face places, however, this method calls for the face landmarks detection first and the accuracy of alignment depends on the performance of the face landmarks detection. Weng et al. [45] has proposed the similar method to the work [44], but this work has also incorporated the face geometry information into the feature extraction except the original input of texture features. Yang et al. [47] mainly aimed to mitigate both the illumination and the occlusion problems in face recognition, they have proposed one new two-dimensional image-matrix-based error model, through this model, face features that are more robust to illumination and occlusion could be obtained. Yang et al. [48] has proposed a novel robust kernel representation model with statistical local features (SLF) for robust face recognition, and the robust regression is adopted to effectively handle face occlusions. Cheng et al. [6] has tried to learn the network parameters that are more appropriate and robust for the occluded faces, to be specific, it replaces those network parameters sensitive to occlusion
with the new parameters which are obtained from the clean face data based training phase, in this way, the parameters that are more stable and robust to occlusion could be learned.

Since the rapid development of deep learning skills, there have emerged more and more deep learning based occluded face feature learning methods. Saez-Trigueros et al. [26] first tries to deploy the different sensitivity of the model to build the training datasets, and then the model sensitive data sets would be fed into the learning pipeline. The method is only tested on the AR occluded face datasets which are all captured on frontal pose and in the constrained environment. Song et al. [31] assumes that there exist some mappings between the occlusion locations and the feature filtering masks, different from other works, the masks employed in this work are not single channel but have the same number of the channels with the input features. This work has fully validated the effectiveness of employing this kind of feature masks. Yin et al. [50] proposed to enable the different feature layers to respond to different semantic feature places of input face respectively, and the output feature would be more interpretable and explainable, besides, upon this interpretable face feature, this work further proposed one new feature filtering method based on the different responsiveness of the features to different face regions which also include the occluded regions, based on this new feature filtering method, the filtered face feature would be more robust to occlusion. Wan et al. [39] proposed to insert one mask net before the feature extraction network, so as to learn the different weights of the features, however, there is not any supervision of this mask which may cause the output of futile masks. Trigueros et al. [37] proposed one new way of obtaining more occluded face training dataset, it resorted to selecting the most sensitive face places to put upon block masks, all the data synthesizing processes are at the image level, and the masks are all from the tedious block masks, therefore, the model generalization ability is severely limited when applied into the real environments. Shao et al. [28] has proposed one new way of synthesizing occluded faces through randomly putting the small colored patches onto clean faces, and also the new training strategy with biased guidance is employed, aiming at reducing the existing biases among the occluded face training data sets.

To sum up, the above methods only considered one of the both methodologies which are based either on the deocclusion principles which generate new information or on the feature filtering principles which eliminate noise information, and the advantages of combining the two approaches are not investigated at all, our proposed method has tried to fill the blanks and is able to fully exploit the potential of each method. Additionally, there are no works that have tried to mitigate the occluded face datasets’ insufficiency problem on line, which means that all those works have employed the data augmentation off line, with no clear guidance to indicate the quality of those newly synthethized face datasets. Our work has been the first work that have specifically tried to simultaneoulsy mitigate this data insufficiency problem and guide the generating network to generate the most informative and training samples which are of high quality.

3 Proposed method

Figure 3 shows the overview of our proposed framework. Our proposed occlusion-FR architecture mainly comprises of three modules in all, which are head pose aware deocclusion module, DOMG-OFR, and policy decision based DM respectively. Different from general de-occlusion methods among which only near frontal faces are taken as input and the head poses are also not taken into consideration explicitly, the de-occlusion pipeline in
Fig. 3 The Main Architecture of the proposed framework. Our proposed framework would first decide whether to perform the deocclusion operation upon each input occluded face image through DM (Decision Module), which is followed by the DOMG-OFR (Dynamic Occlusion Mask Generator Based Occluded Face Recognition) which is trained in a adversarial way with the aim to generate more informative and valuable occluded training feature data, which would further help improve the robustness of the extracted feature to occlusion. The dotted lines denote that the deocclusion operation is not a must but selective for every input occluded face image our method takes the face poses into consideration explicitly and the experimental results below indicate that our proposed de-occlusion module does have the advantages over the one without explicitly considering face poses. In DOMG-OFR, we lever the idea of adversarial training to dynamically obtain the most informative masks on line directly, which is more efficient than the existing method [37] which involves lots of efforts in preparing the training datasets off line. The last module is the policy decision module which is employed to select one of the two different methods which is mostly beneficial to the improvement of final face recognition performance. In testing phase, the input face image paired with the corresponding occlusion map first goes through the policy DM to decide which policy should be employed for the following downstream recognition pipeline. Then, the optimal policy about whether to do deocclusion first would be determined for the input occluded faces.

In the remaining part of this section, details of the proposed modules would be elaborated in detail. We would first show our proposed architecture and explain the reason and advantages of this architecture to employ, and then each of the modules which constitute the whole complete architecture would be explained in depth.

3.1 Policy decision based deep architecture design for occluded FR

Figure 4 shows the network architecture employed in our proposed method. Three modules are employed for our task of occluded face recognition, which include two processing modules and one DM, different from other general occluded face recognition pipelines which either consider to extract the clean feature by excluding the side impact from the occluded face region or to put the deoccluded face rather than the original occluded one directly into the general face recognition pipeline.

To combine the advantages of the both methods mentioned above, we analyze in depth how the occlusions influence final face recognition performances, there have been some works that have investigated the relationships between the occlusion and face recognition performance, but there are few works that have investigated the varying performances with occlusions at different places and ratios from a quantitative point of view. Based on our investigation, we further propose this DM which is based on our analysis results. Besides, the second module DOMG-OFR which is used to extract the filtered clean feature has also
Fig. 4 The network architecture employed in the proposed network. The decision network which is used to judge upon the necessity of the deocclusion operation, this decision network contains five convolution layers followed by two fully connected layers, this network mainly employs the U-net architecture which has demonstrated its merits over other architectures in many other tasks. DOMG-OFR (Dynamic Occlusion Mask Generator Based Occluded Face Recognition) is exploited to enhance the occlusion robustness of the extracted face features.

To ease the labor cost and reduced the trial and error cost. This module has combined the synthesizing operation and the trail and error into one single module through adversarial training strategy, and the proposed synthething operation is on the feature level rather than the image level, in this way, the synthesizing and computing cost would be both reduced a lot. Additionally, the face deocclusion module employed in our work has also been different from the existing works, to more effectively inhibit the side effects incurred by the head poses in the face deocclusion process, we explicitly consider the head poses and impose the consistency constraint upon the head poses of the faces before and after deocclusion. To further reduce the difficulty in training, we train two deocclusion models in all among which one targets near frontal faces and the other one targets the large pose faces respectively. In this way, we could ensure that the deoccluded faces under large head poses could be more photo realistic, which would definitely bring positive impact for the following recognition pipeline. The last but not least module is the DM, the proposing of this module is based on the observation that the face recognition performance could be further improved when the input occluded faces have the right to choose which method to undergo, specifically, when we purposely assign the method for every input occluded face image based on the devised selection criteria, the recognition performance could be improved by an obvious margin, which means that there indeed exists some selection policy that could been employed directly or learned, to this end, we design this module to better improve the occluded face recognition performances.

3.2 Headposeawareface deocclusion module

Most existing face deocclusion methods have not considered the head poses explicitly, and the test data of those works mostly target the near-frontal faces, however, in real world scenarios, the faces can be in any poses which include the large and even profile head poses. In view of this, while we try to inherit the original merits of the existing works, we also try to put the head poses information into consideration in this deocclusion module, specifically, suppose the input occluded face image is denoted as $I$, we first use the pretrained head pose estimation method [25] to obtain the head poses of $I$ which is denoted as $C$, $C$ corresponds to poses at three different directions, which are Yaw poses $Y_{pose}$, Pitch poses $P_{pose}$ and
Roll poses $R_{\text{pose}}$ respectively, then, to ease the learning of the deocclusion network, we align all the input images to the left direction at yaw angle and zero degree at roll angle, specifically, we first enable all the input face images to look at left side through the mirror operation based on the positive or negative of the predicted $Y_{\text{pose}}$, then an in plane rotation operation of $-R_{\text{pose}}$ degrees is conducted based on predicted Roll poses to make the input face images all remain zero at roll poses. The alignment process could be seen in Fig. 5. Based on the predicted varying head poses, we would divide those input images into two classes which are the near-frontal faces classe and the large pose faces class, we define those face images with yaw angle spanned between $[0^\circ, 45^\circ]$ as the near-frontal faces and the remains are classified as the large pose faces, then, we would train two separate models to deal with those two different classes of face images to deocclude. The flow chart of this deocclusion module is shown in Fig. 6. Besides, we also impose the constraints that the consistency between the face images before and after deocclusion should be remained. In this way, the deocclusion model would try to fully exploit the head pose information during the deocclusion process.

The generator which is denoted as $G$ includes one encoder and one decoder, the encoder consists of five convolutional blocks which are followed by normalization layer and LeakyRelu activation layers, and the average pooling layer is exploited to obtain the face feature embedding, the input pose constraint which is represented as the one hot vector would be concatenated with the embedding, then, the concatenated new feature that encodes both the original face feature and the pose information would be fed into the decoder architecture, and the architecture of decoder mainly includes five deconvolutional layers and outputs the image of the same size with the input image. To make the generated results more robust, the U-net architecture [24] is also employed in the generator. The discriminator enjoys the same architecture to the encoder in the generator except that one softmax layer would be appended after the last feature extraction layer. Due to that we have aligned all faces towards the left side, the head yaw would only span between $[0^\circ, 90^\circ]$, we split the head yaw angle range 90 into 30 classes, which means the one interval has 3 degrees, then the adversarial loss could be defined as follows:

$$L_{\text{cGAN}} (G, D) = \mathbb{E}_{x,c \sim p_d(x,c)}[\log D(x,c)] + \mathbb{E}_{x,c \sim p_f(x,c)}[\log (1 - D(G(x,c),c))]$$

in which $p_d(x)$ is the distribution of the real clean faces and $p_f(x)$ is the distribution of the occluded faces, $D$ is the discriminator which is employed to discriminate two aspects, one is whether the deoccluded face image is real and the other one is that whether the head pose of the deoccluded face remains same with the original input occluded face. Therefore, the adversarial loss for solving the optimal deocclusion generator and the discriminator could
Fig. 6 Architecture of the head pose aware deocclusion pipeline. Our head pose aware deocclusion pipeline first estimates the head pose angle on yaw direction, then the corresponding occluded images at different poses would be fed into different deocclusion models based on predicted different pose classes, to further ensure the robustness of the output deoccluded faces, the head pose cues are embedded into the input of both the generator and the discriminator, the discriminator discriminates not only the reality or fakeness of the output face images, but also the reality of the head pose angles be defined as follows:

\[
G^* = \arg \min_G \mathbb{E}_{x, c \sim p_f(x, c)} \left[ \log (1 - D(G(x, c), c)) \right]
\]

\[
D^* = \arg \max_D \mathbb{E}_{x, c \sim p_d(x, c)} \left[ \log D(x, c) \right] + \lambda \mathbb{E}_{x, c \sim p_f(x, c)} \left[ \log (1 - D(G(x, c), c)) \right]
\]

(2)

(3)

where \( \lambda \) is the parameter to balance the two losses which are aimed at supervising different aspects during deocclusion. To further improve the supervision of the generating process, we also introduce the pixel wise loss into the supervision loss, which is defined as follows:

\[
\mathcal{L}_{\text{Pixel}} = \mathbb{E}_{x \sim p_f(x, c)} \left[ \| y - G(x, c) \| \right]
\]

(4)

where \( y \) is the groundtruth deoccluded face image. Besides, to enable the identity feature of the deoccluded face to be better preserved, we exploit the pretrained face recognition model \( R \) to extract the id features of faces before and after deocclusion, which are denoted as \( R(I) \) and \( R(G(I)) \), then the identity preserving loss could be defined as:

\[
\mathcal{L}_{\text{id}} = | R(I) - R(G(I)) |
\]

(5)

The overall loss is as follows:

\[
\mathcal{L}_{\text{all}} = \mathcal{L}_{\text{Gan}} + \lambda_1 \mathcal{L}_{\text{Pixel}} + \lambda_2 \mathcal{L}_{\text{id}}
\]

(6)

where \( \lambda_1 \) and \( \lambda_2 \) are the parameters to balance the three different component of the loss.

3.3 Dynamic occlusion mask generator based occluded face recognition (DOMG-OFR)

One method that is often employed in occluded face recognition is to generate many new synthetic face samples with some predefined occlusion like glasses, cups, etc. covered on, those synthetic face image samples would serve as the input of the training model. This kind of methods do have good effects when it comes to those faces with the predefined types of occlusions on, but it is unrealistic to cover all the occlusion types, so in testing phase, when it comes to the new occlusion types especially when the occlusion is so rare, the face recognition performance would undoubtedly degrade a lot. This phenomenon happens often in the existing works that only targets the synthetic occluded face images with black blocks randomly covered on. Besides, this data heavily dependent based method would consume
Fig. 7 Architecture of the DOMG (Dynamic Occlusion Mask Generator) based OFR (Occluded Face Recognition) and the gradients back propagation of the training losses. The training process consists of two alternative adversarial procedures, their corresponding gradient back propagation could be seen through the different colors of dot arrows. The DOMG-OFR mainly consists of two modules which are the general face feature extraction pipeline and the dynamic hard feature mask generator, both the two sub modules share the following downstream classification network, and the two sub modules are trained in an adversarial way to improve the robustness of final extracted feature to the face occlusion, while simultaneously saving the labor in synthesizing data and training time to reach converge.

As illustrated in Fig. 7, this module consists of two main components which are the recognition module and the adversarial mask generator module. The recognition module could be any classical face feature extraction model like ResNet18 or ResNet50, the DOMG which aims at producing hard occluded face feature samples consists of five convolutional layers followed by the same number of deconvolution layers, the number of filters of last deconvolution is set to one, the sigmoid function to map the output into $[0, 1]$ is used to output the occlusion feature mask. We denote the feature extraction network as $F$, the remaining pipelines after the feature extraction model $F$ which are mainly responsible for feature classifying are denoted as $A$, the input face image is denoted as $I$, and the DOMG (Dynamic Occlusion Mask Generator) is denoted as $P$, then the original id feature could be attained through $Y = F(I)$.

To stabilize the training process, we would pretrain the recognition model on the clean face images first and we use the loss proposed in Arcface [7] during the pretraining process, after finishing the pretrain process, the recognition model would get the general recognition ability upon those occlusion-free face images. Then, we would sample some hard occlusion samples through adding block masks at feature map level, specifically, we set one sliding block mask which is at size $\frac{w}{3} \times \frac{w}{3}$, $w$ is the size of the feature map which is the output of the feature extraction network. While we slide this mask on the feature map, we record the recognition loss of every masked feature map, after we finish the sliding process, we select the corresponding mask position with the highest recognition loss value. We repeat this process for $M$ clean face images, and then we would obtain $M$ pairs of adversarial network training data for DOMG, among which one clean face image always corresponds to one specific feature mask. The training data could be denoted as $\{(Y^1, O^1), \ldots, (Y^m, O^m)\}$.
$Y$ is the feature map which is extracted from the feature extraction model $F$, $O$ is the feature mask which would cause the most dramatic performance degrade, $m$ is the index of the training data. Then based on those hard feature samples, we could pretrain this adversarial hard sample generator network DOMG with the binary cross entropy loss which is formulated as follows:

$$
L_{DOMG} = -\frac{1}{M} \sum_{m} \sum_{j,k} \left[ O_{jk}^m P_{jk} (Y^m) + \left( 1 - O_{jk}^m \right) (1 - P_{jk} (Y^m)) \right] 
$$

(7)

where $Y$ is the input feature map which is extracted from $F$, and the $P(Y)$ is the corresponding output of the DOMG when input feature map is $Y$. After training the adversarial hard sample producing network $P$, $P$ would have the ability to generate the masks for reducing the recognition performance of $F$ through proposing hard feature masks.

Naturally, we could train the two networks $F$ and $P$ in a adversarial way, while the general recognition pipeline which involves feature extraction model $F$ and the following classification network $A$ always tries to improve the recognition performance, the adversarial pipeline which always tries to feed the hard occluded face feature samples to pull down the recognition performance in an adversarial way. Therefore, during the training phase, the adversarial loss for training the whole DOMG-OFR network could be defined as follows:

$$
L_{adv} = -L (A(P(X) \otimes X), C)
$$

(8)

$C$ is the true id class of the input face image and the $X$ is the face feature of input face $I$ extracted by $F$. $\otimes$ denotes the element wise multiply operation between the extracted feature by $F$ and the occluded feature mask. Besides, the general id loss is defined as :

$$
L_{ID} = L (A(F(I)), C)
$$

(9)

In the adversarial training process, we keep employing the the loss in Arcface [7] as the training loss of the face recognition model, during the training process, the alternative training policy is employed, to be specific, we alternatively train one of the both networks $F$ and $P$, while fixing the other network, in this adversarial way, the DOMG would learn to better generate harder feature masks while the face feature extraction network $F$ would try to extract more robust features to the occluded faces. It is worth nothing that during this alternative training process of the whole network, only the clean face images are necessary, which is very different with other existing works which calls for large amounts of synthetic data to feed the training pipeline.

### 3.4 Deocclusion or not? It has the answer

After finishing training the two above modules, most existing works would just employ one of the two as their final methodology, however, there are few works that have clearly answered the question that when there comes one new occluded face image, with the intention to increase the probability of being recognized correctly, does the deocclusion operation always help improve the recognition performance? Upon this question, we have proposed this module to help us determine whether to deocclude this occluded face image or just keep putting this occluded face image into the general recognition pipeline.

The investigation results in introduction section have suggested that the deocclusion operation is not always a guarantee for recognition performance improvement, besides, we found that the performance is not only related to the ratio of the occluded face region but also related to the occluded position of face image, in the experimental part, we would show the details of these analysis. To take both the ratio and the occluded position simultaneously
into account, we concatenate both the original occluded face image and the occluded map as the input of the decision network, the occluded map plays the role of representing both the occlusion ration and occlusion position, while the original face image carries the specific information related to identity, face poses, light, etc. that are not present in the occlusion map.

To obtain sufficient training samples for this decision model, we first feed the occluded face image into the deocclusion based recognition model \( D \) and the general feature filtering based face recognition model \( F \), then two recognition results from different methods are obtained, we compare the two scores of recognition results, if both two recognition results are correct, we would assign the general recognition pipeline for this input image, if both results are wrong, we would assign the one with lower testing loss to this face image, if there is only one that is correctly recognized, we would assign this pipeline that has obtained the correct recognition result to the input face image. In this way, plenty of training samples would be collected. Through the combination of the occluded map with the original image as the input of the decision training pipeline, and the corresponding label obtained from above assignment policy would be exploited to supervise this training process. After training, this DM would have the ability to figure out whether to deocclude the input occluded face image first or just directly feed the input face image into the general feature filtering based recognition pipeline, specifically, given that the output of DM is the probability distribution vector and the two elements of the vector indicate the prediction quality of each recognition pipeline upon the same input image, in this way, the specific recognition pipeline with the greater probability that best fits to the input would be assigned more faithfully.

4 Experimental results

4.1 Datasets and evaluation protocols

The most crucial problem in the existing occluded face recognition datasets is that there are few unified public benchmarks and datasets specifically released for occluded face recognition performance evaluation. To better train our proposed network and evaluate our proposed method more faithfully, we first propose one occluded face dataset for training. The dataset is called OCC-Casia, the face images of this dataset are all from the CASIA-WEBFACE dataset [49] which owns 10575 classes with 0.49M samples, based on the original CASIA-WEBFACE dataset, we first collect two hundred kinds of different occlusion types which are split into two classes including 170 normal occlusion types and 30 unnormal or even strange occlusion types which would be used for the following comparison experiments, then, we randomly select one of these occlusions and patch this occlusion onto the face image in CASIA, to make the synthetic occluded face image more realistic, during the face occlusion dataset synthesizing, we would make efforts in considering the semantic position of the occlusion presented in real occluded face images, we perform the operation upon each face image in CASIA, then, the OCC-CASIA dataset is obtained. On testing phase, we employ the same method to occlude the face images in LFW [11], and then the OCC-LFW is obtained, OCC-LFW would be exploited to validate the effectiveness of our proposed method. We employ the evaluation protocol in [28] to evaluate the effectiveness of our proposed method, specifically, we employ three different protocols in all, the normal to normal protocol is just the same with the original Lfw verification protocol, for the normal to occlusion protocol, we randomly occlude the left or right image of each face pair in the 6000 pairs of Lfw protocol, and the Occlusion to Occlusion verification evaluation protocol is through
occluding all the images of original face pairs. The cosine similarity distance is used in the face feature distance comparing. Some occluded samples could be seen in Fig. 8.

Besides, we further use the AR dataset [21] which is the traditional occluded face recognition performance evaluation dataset, this dataset is collected under real occlusions, and many previous works have conducted the experiments upon this dataset. The AR dataset owns about 4,000 face images of 126 people with different collecting conditions like facial expressions, occlusions and illuminations. All the occlusions presented in AR dataset are from the real world scenarios. Some examples of AR dataset are shown in Fig. 9. We employ the testing protocol used in [39] as our testing protocol on AR, to be specific, one face image without neither expression or occlusion is utilized as the gallery image, and the twelve images from the same ID with sunglasses or scarves are employed as the probe set.

Last, to validate the effectiveness of our method on masked face recognition which is also among the field of occluded face recognition, we have conducted the experiment upon the largest occlude face dataset RMFD(Real-World Masked Face Dataset) [42], some examples of this dataset are presented in Fig. 10 this dataset consists of 5,000 pictures of 525 people wearing masks, and 90,000 images of the same 525 subjects without masks. To the best of our knowledge, this is currently the world’s largest real-world masked face dataset. We have filtered those pictures with too small resolutions and too severe blurs, after this filtering process, there are 4500 masked face images of the 500 subjects and 85000 images of the same 500 subjects without masks wearing. We randomly select 50 subjects as the pre training dataset and the remaining subjects are employed as the test dataset, in both the training and testing phase, the Normal to occlusion protocol is employed, that is,
one unmasked clean face image of each identity constitute the gallery set, and the remaining masked face images are set as probe set.

4.2 Evaluation metrics

In the following experiments, we use two different kinds of evaluation metrics which are employed to evaluate the verification performance on OCC-LFW dataset and the recognition performance on AR and RMFD datasets. Mathematically, the two metrics could be defined as follows, suppose there are \( N \) different IDs in OCC-LFW, and the \( M \) random ID pairs are constructed from the \( N \) IDs as the verification protocol, in our experimental setting, \( M \) here is set as 6000, in all the selected ID pairs, the two face images of the each pair could belong to the same ID or not, we would judge whether the two face images of the pair belongs to the same ID or not, then, we would count all the correct judgements, and the sum is denoted as \( L \), then the verification performance could be defined as:

\[
\text{Evaluation Metric of Verification Performance} = \frac{L}{M} \tag{10}
\]

For the evaluation of recognition performance, we denote the total number of the test face images as \( B \), and the number of test face images that are correctly recognized are denoted as \( T \), then, the recognition performance would be defined as:

\[
\text{Evaluation Metric of Recognition Performance} = \frac{T}{B} \tag{11}
\]

In the following experiments, all the evaluation metrics employed are all from one of the two metrics defined above.
Besides, ROC (Receiver Operating Characteristic) curves and CMC curves are drawn to further better demonstrate the comparison results. In face recognition related research fields, the ROC curve is often used in evaluating the verification performances, this curve shows both the relationships between the FPR (False Positive Rate) and TPR (True Positive Rate) and the performances at all possible thresholds. FPR (False Positive Rate) means the proportion of the wrongly verified pairs with different IDs in all the pairs with different IDs. TPR (True Positive Rate) means the proportion of the correctly verified pairs with same IDs in all the pairs with same IDs. CMC (Cumulative Match Characteristic) curve shows the different recognition rates under different top number settings.

4.3 Implementation details

We have implemented the proposed method based on the Pytorch framework with the computer equipped with two Nvidia 1080Ti GPUs. We employ Face Attention Network (FAN) [41] as our face detector which is retrained upon OCC-CASIA dataset and robust to occlusions. When training the pose aware deocclusion network, the off the shelf VGGFace2 face recognition model [4] has been used to preserve the identity of the deoccluded face. Resnet18 and Resnet50 are employed as the backbone network of recognition feature extraction network $F$, to enhance the stability of training phase, we would pretrain $F$ and $A$ on the clean CASIA-CASIA-WEBFACE dataset first before training DOMG and the whole recognition network in the adversarial way, and both the DOMG in the Resnet18 and Resnet50 based
architecture would be inserted before the average pooling layer. All the input images would be resized to 224×224 to fit the network input size. The decision model network mainly consists of five convolution layers and two fully layers, which output one single two elements vector that indicates the probability distribution over the employment of two different recognition pipelines. The cross entropy loss is employed in training the decision network. We randomly sample about 10000 synthetic occluded face images from OCC-CASIA as the training datasets for pretraining DOMG and training DM. In training phase, the occlusion map would be obtained by subtracting the original clean image by the synthetic image. In testing phase, to get the occlusion map which is one indispensable part of the decision network input, we would first adopt the segmentation network in the work [19] to train the

![Fig. 11](image1.png)

**Fig. 11** The output occlusion maps which is one of the input of the DM

![Fig. 12](image2.png)

**Fig. 12** The deoccluded faces under the head pose aware face deocclusion method. The first row shows the original input occluded faces. The second row shows the deoccluded faces under our proposed head pose aware face deocclusion pipeline. The third row shows the deoccluded faces under our method without considering the head poses. The last row shows the ground truth occlusion free faces.
### Table 1  The verification performances under normal to occlusion protocol on OCC-LFW

|          | With DOMG | Without DOMG† |
|----------|-----------|---------------|
| Resnet 18| 87%       | 83.3%         |
| Resnet 50| 89.7%     | 86.5%         |

†means the result of the baseline model which is the general recognition model trained on both the CASIA and OCC-CASIA dataset

occlusion map generator from the occluded face images, to be specific, the FCN-8s segmentation network used in the work [19] would be trained on both the data from OCC-CASIA and some AR dataset that are not from the testing subjects, when finishing the training of this segmentation network, it would be used to infer the location of face occlusions, in this way, the occlusion map used as one input component of the decision model would be obtained. Some of the output occlusion maps are demonstrated in Fig. 11. In all the training phases, Adam optimizer has been employed. The learning rate is initially set as 1e-3 for the adversarial mask generator based occluded face recognition network and is decayed for every 10 epochs, for the deocclusion network, the learning rate is initially set as 1e-4 and is decayed for every 5 epochs, the decision network is trained with the learning rate 1e-3 for 3 epochs. The balanced parameters $\lambda_1$ and $\lambda_2$ in training loss $L_{all}$ are set to 1 and 0.01.

### 4.4 Effectiveness of head pose aware deocclusion model

To validate the effectiveness of the three components of our proposed method, we would reveal the necessity of the three components from both the qualitative and quantitative views. We have compared the results of the two deocclusion methods among which one has considered the head poses explicitly while the other not. As is shown in Fig. 12, the performance of the deoccluded faces of near frontal poses under the two methods are nearly same, however, as can be drawn from the third and fourth column of the Fig. 12, the deoccluded face image under large poses with our method considering the head poses is better than the one generated from the method which doesn’t take the head pose constraints into consideration. We could see that when the input faces are under large poses, the performance of the method which is not supervised by the head poses would significantly degrade. This comparison result fully demonstrate the advantage of combining the head pose constraints into the deoccluded face generation especially when input faces are under large poses. Besides, from the fifth column of Fig. 12, we could find that with the occlusion extent larger, it is harder to preserve the identity of the input occluded faces, which are also very in line with our common sense. After all, there are countless possibilities of how the deoccluded faces present, as long as the occlusion free part of the input occluded faces remain unchanged after being deoccluded. Since that the ground truth deoccluded faces of AR dataset acturally do not exist at all, we also conduct the deocclusion process upon the AR dataset to examine the performance of our proposed method, the results are listed in the last column of Fig. 12.

### Table 2  The verification performances under normal to occlusion protocol with usual occlusions

|          | With DOMG | Without DOMG† |
|----------|-----------|---------------|
| Resnet 18| 87.7%     | 86.4%         |
| Resnet 50| 90.2%     | 89.4%         |

†means the result of the baseline model which is the general recognition model trained on both the CASIA and OCC-CASIA dataset
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Table 3  The verification performances under normal to occlusion protocol with unnatural or strange occlusions

|                | With DOMG | Without DOMG† |
|----------------|-----------|---------------|
| Resnet 18      | 87.4%     | 82%           |
| Resnet 50      | 89.5%     | 85.1%         |

4.5 Effectiveness of DOMG-OFR

To show the superiority of the DOMG-OFR method over other methods which heavily depend on the synthetic datasets which are obtained through simply placing the occlusions upon faces, we compare the performance from two aspects which include face verification performance and the time consumed in training to convergence.

First, we perform two comparison experiments which include training two networks with and without adversarial occlusion mask generator. To mitigate the impact of different network architectures and obtain more faithful results, we employ the resnet18 and resnet50 as the feature extraction network $F$, which could represent the shallow and deeper network respectively. Then we would compare the face verification performance under the normal to occlusion protocol on OCC-LFW as mentioned in Section 4.1, the results are shown at Table 1, to further show the advantages of our adversarial feature mask generator based method, two other experiments are conducted and the experimental results are shown at Tables 2 and 3. In the first experiment, we would obtain those synthesized testing data through those normal and usual occlusions like glasses or masks, and the rare and even unusual masks would not be exploited in the data synthesizing, we could see that when the masks are from the normal and usual ones, the performance almost remain the same, however, in the second experiment, when all the masks used in the testing dataset are all from the strange types like planes or other irregular and unnatural strange ones, DOMG-OFR would show obvious advantage over the one that depends heavily on the training data. We deduce that the main reason is that DOMG based method would try to exploit the very hard feature samples to feed to the recognition network, and the face features of those hard

![Fig. 13 The generated feature occlusion map by DOMG (Dynamic Occlusion Mask Generator)](image-url)
or even so strange occluded faces would also be fed into the recognition model, besides, all the masks generated are at the feature level, as a result of this, the recognition model would be more robust to the varieties of masks that may be so rare and even strange which occurred on faces. To make the results more vivid, we visualize some generated feature masks by DOMG and their corresponding original clean input face images, which are shown in Fig. 13. From Fig. 13, it can be seen that the corresponding sensitive regions of original clean face image which correspond to the near zero elements of generated feature masks all bear important and significant identity information.

Further more, we found that our method would achieve convergence more quickly than the one not equipped with DOMG. We train two occluded face recognition networks with

![Fig. 14](image-url) Evolution of the average training losses as a function of the number of epochs

![Fig. 15](image-url) The block occluded faces, the first row shows the faces with different semantic places occluded, the second row shows the faces with different ratio of face occluded
Table 4 The different verification performance drops with the different semantic features occluded

|             | Forehead | leftEye | Nose   | leftCornerOfMouth | Chin   | centerOfFace | Ear |
|-------------|----------|---------|--------|-------------------|--------|--------------|-----|
| Resnet 18   | 10.1%    | 7.3%    | 12.7%  | 6.6%              | 3.8%   | 12.8%        | 0.5%|
| Resnet 50   | 8.1%     | 5.1%    | 9.8%   | 5.1%              | 2.2%   | 11.2%        | 0.6%|

and without our dynamic mask generator DOMG, when training the one without DOMG, we use both original CASIA-WEBFACE and the OCC-CASIA as the training data. The two convergence curves are shown in Fig. 14. We analyze that the reason should be that our mask generator DOMG always keep trying to feed the samples that are relatively harder but more informative and valuable, which is so different with the methods that just keep learning from the large amount of synthetic redundant occluded faces with masks randomly placed on.

4.6 Effectiveness of DM

In this part we would first investigate the relationship between the occlusion and recognition performance from the quantitative view. We would mainly aim at analyzing the two factors which are occlusion locations and the occlusion ratios of whole face. Just like the experimental settings above, we also employ the resnet18 and resnet50 as the feature extraction network $F$ and the comparison protocol is also set as normal to occlusion upon OCC-LFW as mentioned above. For the occlusion location factor analysis, we would set the occlusion area as big as the one eight size of the original input face. Then, we would place the occlusion at different face places which mainly include the locations bearing the semantic features like eyes, noses, etc. Some occluded examples are shown in Fig. 15. The performances of the model with different semantic features being occluded are shown in Table 4, as can be seen from Table 4, the performance would be dropped at different degrees when the occlusion occurs at different places. This finding is also very intuitive, since when we people try to identify some one with face occluded, the difficulty to correctly recognize also varieties with the different face places occluded.

For the factor of occlusion ratio of the whole face, we set the occlusion size at three different sizes which include one second, one fourth, and one eighth of the size of the original input face respectively. The occlusion at three different ratios are all centered at the whole face. The performances of those different occluded faces are shown at Table 5, from Table 5, we could see that the different occlusion ratios would also bring different performance drops. In a word, it could be concluded that the recognition performance of occluded faces not only depends on the occlusion sizes but also the occlusion positions. Therefore, the occlusion map which is one of the two inputs of the DM could exactly well define the different occlusion places and the different occlusion sizes. So, it is reasonable to set the input of DM as the concatenation of both the original image and the occlusion map, the combination of both the two inputs would further help the DM make smarter decisions.

Table 5 The different performance drops of occluded faces at different ratios

|        | $1/8$ | $1/4$ | $1/2$ |
|--------|-------|-------|-------|
| Resnet 18 | 5.3% | 25.5% | 45.1% |
| Resnet 50 | 4.5% | 24.1% | 42.7% |
The different verification performances with and without the DM

|           | With DM | Without DM* |
|-----------|---------|-------------|
| Resnet 18 | 87.8%   | 84.6%       |
| Resnet 50 | 91.2%   | 88.1%       |

*indicates that when the DM is not employed, there would be two different recognition performances which are from the deocclusion based method and the dynamic occlusion masks generator based feature filtering method, and we choose the better one of the two different performances as the counterpart in our comparison experiments.

To examine the effectiveness of this module, we employ the method with and without DM appended respectively, and the verification results under normal to occlusion protocol on OCC-LFW are listed at Table 6. It is worth noting that in this experiment, the occlusions in the testing dataset are all randomly sampled from all the predefined occlusions which include both the usual and unusual ones. As can be seen from Table 6, the decision based model could intelligently make decisions of whether to deocclude the input face image first before forwarding it into the following recognition pipeline, which really helps improve the face recognition performance by an obvious margin. This result have fully validated the functionality of the DM.

Besides, we also conduct the comparison experiments to prove that the input occlusion map does contribute to the final performance improvement, the comparison results are shown at Table 7. We retrain the decision network with its input to be only the original face image while the other conditions like network architecture and training loss, etc. all unchanged. From Table 7, it could be seen that when the input is only the single face image, the recognition performance would drop to an obviously extent, this should be due to the more wrong decisions made by DM which only has one single input, hence, the occlusion map really plays the important role in making the smart decisions on whether to deocclude the input occluded face image.

### 4.7 Comparison of face verification performance upon three evaluation protocols

For that the protocols mentioned in the previous section employed in our paper are only used in BFL [28], so we would compare our results with it based on three protocols as conducted in [28]. We would continue using the resnet18 as our backbone network like previous experiments, and BFL [28] has also given the results employing the resnet18 as their feature extraction network and the Arcface [7] as the training loss, which remain the same with our experimental settings. Additinally, we also implement the method in PDSN [31] by replacing the backbone network which is originally Resnet50 with Resnet18, ensuring the fairness of the comparison results. The comparison results are shown at Table 8,
from Table 8, it can be suggested that our method all achieve competitive results compared to the recent works BFL [28] and PDSN [31] under two occlusion protocols, however, under the normal to normal protocol, we could find that the advantage over the other two methods is not very significant, the reason should be that we put main efforts upon the occluded face recognition rather than the general face recognition problems which have been well solved by so many existing previous works. Besides, we also reimplement the previous works MaskNet and DC-SSDA and report the final performances, MaskNet [39] has shown some advantages in the occluded face recognition, however, since there do not exist any supervision on the generated masks, so the performance is still not very competitive, DC-SSDA [6] has employed the shallow network which consists only several fully connected layers, therefore, and performance under the normal to normal protocol is poor compared to other three works.

To show more vividly, we have drawn the ROC (Receiver Operating Characteristic Curve) curves of our work and other related works to compare are shown in Fig. 16, from Fig. 16, we can further validate the advantages of our method more strongly.

### 4.8 Comparison of face recognition performance on AR dataset and RMFD (real-world masked face dataset)

AR dataset is the occluded face recognition dataset collected from the real environment which could help further examine the performance of our proposed method when applied in

![Fig. 16 ROC curves based on the verification results of our work and other works under Normal to Occlusion protocol on OCC-LFW. (The curve that is more to the top left is better)](image-url)
the real scenarios and applications. To compare fairly with other works, we use the Resnet50 as the backbone network of the feature filtering based method, we have retrained the network in PDSN [31] upon our training datasets and reported the final results, to make the model more robust to the extracted feature, we use the face images of subjects that are outside the training identities to fine-tune the DOMG-OFR first. The evaluation results are given in Table 9, from Table 9, we can see that our method can obviously improve the recognition performance. In addition, during the comparison experiment, we also conduct the statistics upon the decisions about whether to apply the deocclusion operation made by DM, interestingly, we found that the faces under extreme light or glass occlusions mostly call for the deocclusion operation first, and the most of the remaining faces including the scarf occlusion or the neural light are just fed straight into the feature filtering recognition pipeline like DOMG-OFR directly, we recon the reason behind this interesting phenomenon is that the glasses occlusion or extreme light are more easy to bring side effect upon the recognition performance, and the extreme light is easy to be mistaken as some kind of strange occlusion, besides, compared with scarf, the glass occlusion may cause more severe performance drop, which is also very intuitive.

![Fig. 17](image)

Fig. 17 CMC curves based on the recognition results of our work and other works under Normal to Occlusion protocol on RMFD dataset. (The curve that is more to the top left is better)
We have also conducted the experiments upon the RMFD dataset, this dataset has been the dataset specifically collected to evaluate the performance of masked face recognition. We have given the performance comparison of different works based on the CMC (Cumulative Match Characteristic) curve which is shown in Fig. 17, from Fig. 17, we could see that our method has achieved the best performance.

Last, we have also analyzed the computational efficiency which is of significant importance when applied into the real face recognition systems. During training phase, the average time (including the backpropagation computing time) consumed in one face image is about 0.3s, and in the testing phase, we set the batchsize to one to track the total amount of time consumed for one input face image, we have averaged the sum time of extracting the face features of 1000 input face images, and the average time to consume per image in testing is about 0.02s, which could meet requirements of most face recognition application systems.

5 Conclusions

In this paper, we have proposed one new OFR pipeline which is mainly based on head pose aware deocclusion module, occlusion robust feature extraction module DOMG-FR and the DM. We have innovatively integrated both the merits of the face deocclusion based and the face feature filtering based methods through the smart decision module DM, and both the qualitative and quantitative results have fully validated the superiority of our proposed method. However, there still exist some limitations in our work, the occlusion maps which play the important role in DM are sometimes not very accurate, how to increase the accuracy of the occlusion maps is still worth the further study.

In future, we would also consider how to leverage the reinforcement learning which is better at policy decisions to further improve the recognition performances, and one sequential deep reinforcement learning model for selecting the most informative face areas in occluded face would be proposed, additionally, the DM would also benefit from the whole extracted sequential features and output prediction results that are more robust.
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