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Abstract

The objective of this thesis is to present a viable extension of general relativity free from cosmological singularities. A viable cosmology, in this sense, is one that is free from ghosts, tachyons or exotic matter, while staying true to the theoretical foundations of General Relativity such as general covariance, as well as observed phenomenon such as the accelerated expansion of the universe and inflationary behaviour at later times. To this end, an infinite derivative extension of relativity is introduced, with the gravitational action derived and the non-linear field equations calculated, before being linearised around both Minkowski space and de Sitter space. The theory is then constrained so as to avoid ghosts and tachyons by appealing to the modified propagator, which is also derived. Finally, the Raychaudhuri Equation is employed in order to describe the ghost-free, defocusing behaviour around both Minkowski and de Sitter spacetimes, in the linearised regime.
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Chapter 1

Introduction

Just over a century has passed since Einstein first presented his work on General Relativity (GR) to the Prussian academy, ushering in a new paradigm for modern physics. In the intervening years, Einstein’s remarkable theory has withstood the enormous advancements in experimental physics and observational data - with each new discovery adding further weight to this colossus of scientific endeavour. General Relativity is not only considered one of mankind’s greatest scientific discoveries but one of the most significant intellectual achievements in human history. Outside of the scientific sphere, the influence of relativity can be found in the arts – whether it be in the work of existential playwright Luigi Pirandello, who played with traditional notions of the observer, or Pablo Picasso, whose distorted perspective was reportedly inspired by the idea of displaying a fourth dimension on canvas [1]. That is not to say, however, that Einstein’s gravity does not have its shortcomings, specifically in constructing a quantum field theory of gravity; as well as describing a viable theory of gravity, which is devoid of singularities.

String theory (ST) remains a popular candidate in formulating a consistent quantum theory of gravity [2], as does Loop Quantum Gravity (LQG) [3],[4], to name just two. Whereas string theory approaches the problem rather grandly, with the intention of unifying gravity with the fundamental forces of nature, LQG makes no such claim, with the stated aim of quantizing the gravitational field. Such an approach centres around the notion of renormalisation, in that
unwanted divergences in the loop Feynman diagrams may be curtailed \[5\],[6]. A third course of action can be found in the causal set programme, which considers the continuous Lorentzian manifold of GR to be an approximation of a discrete spacetime structure \[7\]. A common thread running through these fundamentally different approaches is the presence of non-locality, where interactions occur not at a specific spatial point but over a (finite) region of space \[8\],[9],[10],[11]. Indeed, non-locality arising from infinite derivative extensions of GR has been shown to play a pivotal role in the more classical context of resolving the cosmological singularity problem, \[12\],[13],[14],[15],[16],[17],[18],[19],[20],[21],[22], which is our focus here.

The concept of singularities is a particularly confounding, yet intriguing, topic. Often casually referred to as a ‘place’ where curvature ‘blows up’, or a ‘hole’ in the fabric of spacetime – the concept of a singular spacetime raises thorny questions for a physicist. If a singularity is a ‘hole’ in the fabric of spacetime, can it be said to exist within the framework of spacetime? Could we not simply omit the singularity from our spacetime manifold? On the other hand, if the singularity does indeed exist within the spacetime, what does it mean to have a ‘place’ within this framework where the normal physical laws that govern the universe no longer apply? The difficulty lies in a unique characteristic of general relativity in that it is formulated without stipulating the manifold and metric structure in advance. This is in contrast to other physical theories, such as special relativity, where these are clearly defined. As such, without a prescribed manifold, it is not possible to discuss the concept of ‘outside’ the manifold. Neither can one consider the notion of a ‘place’ where curvature may ‘blow up’ as this ‘place’ is undefined a priori \[23\],[24]. Such intuitive inconsistencies lead many to believe that singularities are not physically present in our Universe and that GR’s admittance of singularities is evidence of the need to extend this powerful gravitational theory. In this way, we see the Einstein-Hilbert action of GR as a first approximation of a broader theory.

Proposals for modifying general relativity have been put forward since almost its inception. Early examples include Eddington’s reformulation of GR in terms of the affine connection instead of the metric tensor or Kaluza and Klein’s
5-dimensional reimagining \cite{25}. The latter of these proposals found that the Einstein equation in 5 dimensions yielded the 4-dimensional Einstein field equations along with Maxwell’s equations, giving hopes for a unified theory of gravitation and electromagnetism. While mathematically elegant, the Kaluza-Klein model predicted an additional massless scalar field which is in conflict with experimental data. Despite this, the technique of introducing higher dimensions is considered to be a great influence on the development of string theory \cite{26}. Much later, in 1977, Stelle proposed a fourth order extension of GR \cite{27,28}, given by

\begin{equation}
\mathcal{L} \sim R + f_1 R^2 + f_2 R_{\mu\nu} R^{\mu\nu} + f_3 R_{\mu\nu\sigma\lambda} R^{\mu\nu\sigma\lambda}.
\end{equation}

Fourth order or four-derivative gravity – so-called as each term in the resulting field equations contains four derivatives of the metric tensor – is a somewhat natural extension of gravity, if seen as a generalisation of the Gauss-Bonnet term, which appears in Lovelock gravity \cite{29,30}, and is trivial in four dimensions. We return to this point briefly in Section 1.2. What is remarkable, however, is that Stelle found that such theories are perturbatively renormalizable, leading to a boon in the field of quantum gravity \cite{31,32,27,33}. A particular instance of fourth order gravity, known as the Starobinsky model \cite{34}, with

\begin{equation}
\mathcal{L} \sim R + f_0 R^2,
\end{equation}

created further interest due to its description of successful primordial inflation. Starobinsky’s initial idea was to formulate a gravitational theory that mimics the behaviour of the cosmological constant. For sufficiently large $R$ this model does precisely that through the $R^2$ term, leading to the formation of the large scale structures we see in the Universe today. The quadratic curvature term becomes less dominant as the theory moves away from the Planck scale, signalling the end of inflation.

However, finite higher derivative theories, such as fourth-order gravity, can open the door to *ghosts* – physical excitations with negative residue in the graviton propagator. This negative residue presents itself as negative kinetic energy, leading to instabilities even at a classical level \cite{35}, and a breakdown in unitarity.
when one considers the renormalization of the theory [27], [36], [37], see Chapter 3 for further details.

Infinite derivative theories, in contrast, have the potential to describe a theory that is free of ghosts by modifying the graviton propagator via an exponent of an entire function [15], [16]. This exponential suppression of the propagator results in an exponential enhancement of the vertex factors of the relevant Feynman diagrams [38]. Furthermore, the nature of this modification is such that one can always construct a modified propagator that contains no additional degrees of freedom, other than the massless graviton, so that negative residues will not propagate [15], [16], [17], [18], [19], [20], [21], [22]. Infinite derivative extensions of relativity have been shown to display improved behaviour in the UV, in terms of alleviating the $1/r$ behaviour of the Newtonian potential [16], and curtailing quantum loop divergences [39], [40]. Recent progress has also been made in terms of the resolution of the black-hole singularity problem [41] and a study of the dynamical degrees of freedom via Hamiltonian analysis [42]. Infinite derivative extensions of relativity also allow for the formulation of non-singular cosmologies [18], [19], which we cover extensively in Chapter 4 and forms the basis of the present work. In simple terms, the objective of this thesis is

\textit{To present a viable extension of general relativity, which is free from cosmological singularities.}

A viable cosmology, in this sense, is one that is free from ghosts, tachyons or exotic matter, while staying true to the theoretical foundations of General Relativity such as the principle of general covariance, as well as observed phenomenon such as the accelerated expansion of the universe and inflationary behaviour at later times [43].

Several competing theories have been proposed as an alternative to the Big Bang model of GR. One such example is the Steady State universe. This approach is based on an extension of the cosmological principle, which imposes that the universe is homogenous and isotropic at large scales, to the \textit{Perfect Cosmological Principle}, which extends this uniformity to include time as well as space. In this sense, it conjectures that the universe has and always will exist in a state statistically similar to its current one [44], [45]. The steady state model, however,
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has suffered setbacks following the discovery of the cosmic microwave background in 1965 [46], though some proponents of “quasi-steady” models remain [47].

Another popular resolution to the cosmological singularity problem is the bouncing universe model, where the Big Bang singularity is replaced by a Big Bounce [48], [49]. Such a cosmology issues from a scale factor that is necessarily an even function [13], [50]. Although the term “Big Bounce” was not popularised until the 1980s [51], such cosmologies have a long history of interest, stretching back to the time of Willem de Sitter [52].

Unlike bouncing models of the universe, we make no such stipulations on the nature of the cosmological scale factor a priori, preferring to confront the cosmological singularity problem by employing the Raychaudhuri equation (RE) [53], [54], first devised in 1955 [55]. The RE is a powerful identity, which relates the geometry of spacetime to gravity, so that the behaviour of ingoing and outgoing causal geodesic congruences can be understood in a gravitational context. If these geodesics converge to a point in a finite time, they are called geodesically incomplete, resulting in a singularity in a geometrically-flat or open cosmology [56], [57], [58], [24], [59], [43], [60]. Similarly, one can deduce the physical conditions, whereby these causal ‘rays’ diverge, or defocus, as a means of describing a viable non-singular cosmology.

We will return to these points shortly, but it is perhaps instructive to first review some of the central tenets that GR relies upon - detailing what it is about GR that makes it such a special theory, before expanding on the need to modify or extend GR.

1.1 General Relativity

The Weak Equivalence Principle

A key stepping stone in the formulation of GR was Einstein’s Equivalence Principle, which states that, locally, inertial and gravitational mass are equivalent. Roughly speaking, this is tantamount to saying that the physics of a freely falling observer is indistinguishable from the physics of an observer in the absence of a
1.1 General Relativity

gravitational field, which is why this principle is sometimes referred to as the *universality of free fall*. In terms of Newtonian gravity, inertial mass $m_i$ is the form of mass that makes up Newton’s second law of motion, i.e. $F = m_i a$, whereas gravitational mass $m_g$ appears in Newton’s Law of Gravitation, $F = \frac{G m_g m_{g2}}{r^2}$. The equivalence of these two forms of mass can be seen as a direct result of Galileo’s leaning tower of Pisa experiment, where balls of two different masses reach the ground at the same time, in that the acceleration due to gravity is independent of the inertial or gravitational mass of the body in question. This simple insight led Einstein to formulate a theory where gravity is not described as a force but by geometry - by the curvature of spacetime [61],[24],[62].

“All uncharged, freely falling test particles follow the same trajectories once the initial position and velocity have been prescribed” [25]

- The Weak Equivalence Principle (WEP)

A fine-tuning of the Einstein Equivalence Principle led to the Weak Equivalence Principle, stated above, which has been tested rigorously over the years, beginning with the experiments of Loránd Eötvös in 1908. Current experiments place the constraint on the WEP and therefore any viable relativistic theory to be

$$\eta = \frac{2|a_1 - a_2|}{a_1 + a_2} = (0.3 \pm 1.8) \times 10^{-13}. \quad (1.3)$$

Here, beryllium and titanium were used to measure the relative difference in acceleration of the two bodies, $a_1$ and $a_2$, towards the galactic centre. This is considered to be a null result, wholly consistent with General Relativity [25].

Principle of General Covariance

Another central tenet of General Relativity, which was instrumental in the formulation of GR and is perhaps more relevant to the present work, is the principle of general covariance. General covariance insists that each term making up a gravitational action will transform in a coordinate-independent way. The principle was first struck upon by Einstein when formulating the theory of special relativity, where it was proclaimed that physical laws will remain consistent in all inertial
frames. Furthermore, the universal nature of the tensor transformation law offered a simple means of rendering physical equations generally covariant. That is to say that any gravitational action expressed in terms of tensors (and covariant operators) would be a generally covariant action. Reformulating gravity in terms of tensors - with the graviton represented by a type \((2, 0)\) metric tensor - allowed for a gravitational theory to be described by curvature alone. This proved to be the cornerstone of General Relativity and any valid modification or extension of GR should conform to this principle.

**Gravitational Action**

We have now established that the central idea behind GR, as opposed to the Newtonian theory of gravitation, is that what we perceive as the force of gravity arises from the curvature of spacetime. Mathematically, this can expressed by the gravitational action which defines the theory

\[
S = \frac{1}{2} \int d^4x \sqrt{-g} \left( M_P^2 R - 2\Lambda \right),
\]

known as the Einstein-Hilbert action, where \(M_P = \kappa^{-1/2} = \sqrt{\frac{\hbar c}{8\pi G}}\) is the Planck mass, with \(\hbar = c = 1\) (natural units); \(R\) is the curvature scalar, defined in Appendix A.1; the determinant of the metric tensor is given by \(g = \det(g_{\mu\nu})\); and the cosmological constant is \(\Lambda\), which we take to be of mass dimension 4 in our formalism. Variation of the action with respect to the metric tensor gives rise to the famous Einstein equation

\[
M_P^2 G_{\mu\nu} + g_{\mu\nu}\Lambda = T_{\mu\nu},
\]

where \(G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R\) and \(T_{\mu\nu}\) are the Einstein and energy-momentum tensors respectively.
1.2 Modifying General Relativity

Despite the phenomenal success of the theory of relativity, outstanding issues remain, which suggests that the theory is incomplete. As mentioned in the introduction, one of these issues concerns the construction of a theory which marries quantum field theory (QFT) with GR. This has been an open question in modern physics since almost the inception of QFT in the 1920s, but gained particular traction with the rise of string theory in the 1960s and 70s. A more classical shortcoming of GR arises from its admittance of singularities, where the normal laws of physics can be said to ‘break down’. We now discuss how GR cannot describe a viable, non-singular cosmology, in order to motivate the need to extend the theory.

Singularities

The Cosmological Singularity Problem is the focal point of the present text, with Chapter 4 devoted to the description of a stable, extended theory of relativity devoid of an initial singularity. The requirement of extending GR in order to avoid a Big Bang singularity can be seen by referring to the Raychaudhuri equation (RE), see Section 4.3 for full details. The RE is a powerful identity which relates the geometry of spacetime to gravity, so that the behaviour of ingoing and outgoing causal geodesic congruences can be understood in a gravitational context. From this, one can deduce the necessary conditions whereby ingoing causal geodesics will converge to the same event in a finite time. This convergence is known as \textit{geodesic incompleteness} and a freely falling particle travelling along this geodesic will, at some finite point in time, cease to exist. We call such a spacetime \textit{singular} and the associated condition is known as the \textit{convergence condition} [23].

Here, we merely outline the convergence conditions in GR, which are discussed in greater detail in Chapter 4 as a means of motivating the need to modify or extend the theory. From the RE, one can deduce that a spacetime will be null-

\begin{equation}
\frac{d\theta}{d\lambda} + \frac{1}{2} \theta^2 \leq 0, \quad R_{\mu\nu}k^\mu k^\nu \geq 0.
\end{equation}

\text{(1.6)}
Leaving aside the left hand inequality for the moment, which describes the convergence condition in terms of geometric expansion, let us focus on the right hand inequality within the framework of GR. From the Einstein-Hilbert action (1.4), we derive the Einstein equation (1.5), while also noting that null geodesic congruences vanish when contracted with the metric tensor, according to $g_{\mu\nu} k^\mu k^\nu = 0$. Thus,

$$R_{\mu\nu} k^\mu k^\nu = \kappa T_{\mu\nu} k^\mu k^\nu,$$

must be positive in order to retain the null energy condition (NEC), see Appendix (B), and to avoid the propagation of potentially exotic matter [64],[65]. Thus, in GR we are left with the choice of either accepting singularities or accepting potentially non-physical matter. As neither option is desirable, we conclude that GR must be extended in order to describe a viable non-singular cosmology.

Lovelock’s Theorem
An important theorem in both the formulation of GR and concerning any valid extension of the theory is Lovelock’s Theorem[25],[30]

**Theorem 1.2.1** (Lovelock’s Theorem). The only possible second-order Euler-Lagrange expression obtainable in a four-dimensional space from a scalar density with a Lagrangian dependent on the metric tensor (i.e. $\mathcal{L} = \mathcal{L}(g_{\mu\nu})$) is

$$E^{\mu\nu} = \sqrt{-g} \left( \alpha G^{\mu\nu} + g^{\mu\nu} \lambda \right),$$

where both $\alpha$ and $\lambda$ are constants

This is a remarkable result when one considers that by taking $\lambda = \Lambda$, this is precisely the Einstein equation in the presence of the cosmological constant, modified only by the constant $\alpha$. What this theorem says is that any gravitational theory in a four-dimensional Riemannian space, whose subsequent field equations are of second order or less will be defined solely by the Einstein equation. As we have seen, the Einstein Hilbert action (1.4) produces the the Einstein field equations (1.5) precisely, but a more general action does exist (in four dimensions)
that also reproduces the same result, and this is given by

\[ \mathcal{L} = \sqrt{-g} (\alpha R - 2\Lambda) + \beta \sqrt{-g} \left( R^2 - 4 R^\mu_\nu R_{\mu\nu} + R^{\mu\nu\lambda\sigma} R_{\mu\nu\lambda\sigma} \right) + \gamma \epsilon^{\mu\nu\lambda\sigma} R_{\mu\nu} R^{\alpha\beta} R_{\alpha\beta\lambda\sigma}. \]

(1.9)

In four dimensions the final two terms do not contribute to the field equations. Whereas this is true for the final term in any number of dimensions, the second term is what is known as the Gauss-Bonnet term and is non-trivial in theories of dimensions higher than four.

What Lovelock’s theorem means for modified theories of gravity is that, if we assume that we want to describe a generally covariant, four-dimensional, metric-tensor-based theory of gravity, whilst retaining the variational principle, we have two options:

1. Extend our approach into field equations that contain higher than second order derivatives and/or
2. Allow a degree of non-locality to enter the system.\[25\]

Examples of Modified Theories

*Fourth Order Gravity*

We have already noted that the action (1.9) is the most general action that reproduces the Einstein-field equation. A generalisation of the Gauss-Bonnet term

\[ G_{GB} = R^2 - 4 R^\mu_\nu R_{\mu\nu} + R^{\mu\nu\lambda\sigma} R_{\mu\nu\lambda\sigma}, \]

(1.10)

forms the basis for what is called *Fourth Order Gravity*,

\[ \mathcal{L} = R + f_1 R^2 + f_2 R_{\mu\nu} R^{\mu\nu} + f_3 R_{\mu\nu\sigma\lambda} R^{\mu\nu\sigma\lambda}. \]

(1.11)

As stated in the introduction, Stelle observed that fourth order theories were perturbatively renormalisable, leading to a great generation of interest in quantum gravity \[27\]. However, such theories are beset by the presence of ghosts, see Section 3.2 for further details.
1.2 Modifying General Relativity

\textit{f(R)-gravity}

Perhaps the simplest generalisation of the Einstein-Hilbert action (1.4) comes in the form of \textit{f(R)-gravity}, where the curvature scalar \( R \) is replaced by an arbitrary function \( f \) acting on the curvature \( R \),

\[
S = \frac{M_P^2}{2} \int d^4x \sqrt{-g} f(R).
\]  

(1.12)

By varying with respect to the metric tensor, we can then read off the \( f(R) \) field equations

\[
\kappa T_{\mu\nu} = f'(R)R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} f(R) + g_{\mu\nu} \Box f'(R) - \nabla_\mu \nabla_\nu f'(R),
\]

(1.13)

where \( f' = \partial f(R)/\partial R \), \( \Box = g^{\mu\nu} \nabla_\mu \nabla_\nu \) and using \( \delta f(R) = f'(R) \delta R \).

\textit{Starobinsky Model}

The Starobinsky model is a particular instance of \( f(R) \)-gravity with

\[
f(R) = R + c_0 R^2,
\]

(1.14)

for some real constant \( c_0 \). Recall that Starobinsky’s initial idea was to formulate a gravitational theory that mimics the behaviour of the cosmological constant, leading to successful primordial inflation. This model will be of particular interest when discussing the defocusing conditions of infinite derivative theory, where it is found that the Starobinsky model struggles to pair successful inflation with the avoidance of singularities. See Section 4.4.
1.3 Infinite Derivative Theory of Gravity

The most general infinite derivative action of gravity that is quadratic in curvature was first derived in \[\text{(1.15)}\], and was found to take the form

\[
S = \int d^4x \sqrt{-g} \left[ M_P^2 R + \lambda R F_1(\Box) R + \lambda R_{\mu\nu} F_2(\Box) R^{\mu\nu} + \lambda C_{\mu\nu\lambda\sigma} F_3(\Box) C^{\mu\nu\lambda\sigma} \right],
\]

where the form factors \( F_i(\Box) \) are given by

\[
F_i(\Box) = \sum_{n=0}^{\infty} f_{i_n} (\Box/M)^n
\]

and \( M \) is the scale of non-locality. In this form, we can see this as a natural generalisation of fourth order gravity to include all potential covariant operators in accordance with the principle of general covariance. The above action has been studied extensively in terms of the modified propagator \[\text{(36)}\]; Newtonian potential \[\text{(66), (16)}\]; gravitational entropy \[\text{(67), (68)}\]; loop quantum gravity \[\text{(39), (40), (38)}\]; and indeed, singularity avoidance \[\text{(18), (19), (41)}\]. We will summarise some relevant results shortly. Firstly, however, let us briefly expand on the notion of non-locality, alluded to in the introductory paragraphs.

**Non-locality**

We stated earlier that a consequence of Lovelock’s theorem is that a valid modified theory of gravity must include derivatives that are of second order or higher and/or allow a degree of non-locality. In this sense, the action \[\text{(1.15)}\] conforms to both of Lovelock’s stipulations in that it is both of higher order than 2 and non-local, so that \[\text{(1.15)}\] can be understood as an effective action \[\text{(15), (69)}\]. A theory featuring an **infinite series of higher-derivative** terms, such as the infinite derivative gravity (IDG) theory introduced above, and derived in Chapter 2, yields non-local interactions and a relaxation of the principle of locality, which, in simple terms, states that a particle may only be directly influenced by its immediate surroundings.

The quantum interactions of these infinite derivative terms have been studied.
and found to potentially alleviate divergences in the UV, by allowing for the super-renormalizability of the theory \cite{70}, \cite{71}, \cite{39}. Non-local objects, such as strings and branes, are a fundamental component of string theory, while the formulation of Loop Quantum Gravity is based on non-local objects, such as Wilson Loops \cite{40}. The IDG theory, defined by the action (1.15) was inspired by the non-locality that arises from exponential kinetic corrections, common in string theory, see \cite{15}, \cite{26}. In terms of the Feynman diagrams, non-local interactions result in an exponential enhancement of the vertex operator, meaning that interaction does not take place at this point, as in a local theory \cite{27}, \cite{39}, \cite{72}. Note also, that while a series of infinite derivatives is a common feature of non-local theories, it is not true to say that this is a defining characteristic. For example, massive gravity theories which modify GR in the infrared, e.g. $\sim \frac{1}{\Box}R$, are indeed non-local but have finite orders of the inverse D’Alembertian \cite{73}, \cite{74}, \cite{75}, \cite{76}, \cite{77}.

**Summary of Results**

In this section, we summarise some of relevant results, achieved within an infinite derivative gravitational framework, that are not explicitly covered in the subsequent chapters.

*Newtonian Potential*

In \cite{16}, the Newtonian potential was studied around the weak field limit of the action (1.15). In this case, the modified propagator was modulated by an overall factor of $a(\Box) = e^{-\Box/M^2}$, where $M$ is the scale of modification. The exponential nature of this function was invoked in order to render the theory ghost and tachyon free, which is covered in detail in Chapter 3. For a theory with modified propagator $\Pi$, given by

$$\Pi = \frac{1}{a(-k^2)}\Pi_{GR},$$

where $\Pi_{GR}$ is the physical graviton propagator and $\Box \rightarrow -k^2$ in Fourier space on a flat background, the Newtonian potential $\Phi(r)$ was found to be

$$\Phi(r) \sim \frac{m\pi}{2M_{Pl}^2}Erf\left(\frac{rM}{2}\right).$$
Here, we observe that the potential contains the familiar $1/r$ divergence of GR, modulated by an error function $\text{Erf}(r)$. At the limit $r \to \infty$, $\text{erf}(r)/r \to 0$ returning flat space. Furthermore, at the limit $r \to 0$, the potential converges to a constant, thus ameliorating the $1/r$ drop-off of GR and displaying improved behaviour in the UV. The explicit calculation can be found in Appendix C. The behaviour of the Newtonian potential in an IDG theory was further expanded upon in [66], where a more general ghost-free form factor

$$a(\Box) = e^{-\gamma(\Box/M^2)}$$

(1.19)

was studied, where $\gamma$ is some entire function. In this case, identical limits were observed at $r \to \infty$. Furthermore, using laboratory data on the gravitational potential between two masses at very small distances, the lower limit $M > 0.004\text{eV}$ was placed on the scale of modification.

![Figure 1.1: A plot of the Newtonian potential $\Phi(r) \sim f(r)/r$ vs. $r$ where $n = 1$ corresponds to (1.18) with $a(\Box) = e^{-\Box/M^2}$. Higher orders of $n$ are given by the exponential modification $a(\Box) = e^{-\gamma(\Box/M^2)n}$, where $M$ has been taken to be the value of the lower bound, $M = 0.004\text{eV}$ for illustrative purposes](image-url)

\[1\] Alternatively, if we take $M \to \infty$, which is the limit to return IDG to a local theory, we recapture the familiar $1/r$ divergence of GR, as expected.
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_entropy_
The gravitational Wald entropy for IDG theories was investigated across two papers in [67] and [68]. It was found in [67] that the gravitational entropy accounting for the UV-modified sector vanishes around an axisymmetric black-hole metric when one requires that no additional degrees of freedom are introduced in the linear regime – a condition which results in a ghost-free theory. The resulting entropy was given simply by the famous area law,

\[ S_{Wald} = \frac{\text{Area}}{4G}. \quad (1.20) \]

In [68], the analysis was extended to consider the gravitational entropy around an (A)dS metric, where a lower bound on the leading order modification term was calculated which precludes non-physical spacetimes characterised by negative entropy. This bound was found to have cosmological significance in terms of avoiding singularities around a linearised de Sitter background. See Section D for an outline of this result.

_quantum loop gravity_
Quantum aspects have been studied for IDG theories, specifically from the point of view of a toy model, see [39]. Here, explicit 1-loop and 2-loop computations were performed where it was found that, at 1-loop, a divergence arises. However, counter terms can be introduced to remove this divergence, in a similar fashion to loop computations in GR. Furthermore, at 2-loops the theory becomes finite. The article [39] then suggests a method for rendering arbitrary n-loops finite.

_modifications in the infrared_
The present work focuses solely on modifications to GR in the UV. Recently, however, interest has been generated in the field of non-local modifications in the infrared (IR). Such theories are characterised by the presence of inverse D’Alembertian \((1/\Box)\) corrections in the gravitational action. Most notably, recent work has centred on the idea of constructing a theory of gravity which confers a non-zero mass upon the graviton, known as massive gravity. Massive gravity theories are formulated via a \(\frac{m_{\text{gr}}^2}{c^2} R\) -type extension to the Einstein-Hilbert action,
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Figure 1.2: Plot showing the suppression of the gravitational potential in the exponential model. The thick black line is the potential of the exponential model. Few initial oscillations are visible as the potential is suppressed with respect to the Newtonian 1/r behaviour depicted by the thin blue dotted line. For comparison, we also show the pure Yukawa suppression of massive gravity as the dashed red line.

where \( m_{gr} \) is the mass of the massive graviton. Such theories have been explored in a number of papers as a means to explain the proliferation of dark energy in the Universe [73], [74], [77], [76], [78], [79].

In [75], the full non-linear field equations for a generalised action made up of an infinite series of inverse D’Alembertian operators was derived for the first time. The gravitational action can be formulated by replacing the form factors \( F_i(\Box) \) in (1.15) with

\[
\tilde{F}_i(\Box) = \sum_{n=1}^{\infty} f_{-n}(M^2/\Box)^n. \tag{1.21}
\]

Similar methods to [16] were employed in order to derive the modified Newtonian potentials, with the added complexity that models with an additional degree of freedom in the scalar propagating mode were not excluded, i.e. \( a \neq c \) in Appendix C resulting in two Newtonian potentials. An upper bound was placed on the ratio of these potentials, known as the Eddington parameter, via the Cassini tracking experiment and various models were analysed as a means of explaining dark energy, including \( Rf(R/\Box) \)-models [8] and massive gravity. In the context
of massive gravity, the massive graviton was tested and found to fall within the appropriate limits to be considered a possible dark energy candidate. Finally, a novel approach to infrared modifications was introduced, making use of all infinite inverse derivatives, which displayed a reduction in the gravitational field at large distances – a common feature of IR extensions to GR.
1.4 Organisation of Thesis

The content of the thesis is organised as follows:

Chapter 2: This chapter begins with a derivation of the most general, generally covariant, infinite derivative action of gravity that is quadratic in curvature, before moving on to the main focus of the chapter: the highly non-trivial task of attaining the full non-linear field equations. The general methodology is outlined before moving on to the explicit calculation. Finally the linearised field equations are derived around both Minkowski and de Sitter spacetimes for later use in the context of ghost and singularity free cosmologies.

Chapter 3: The general ghost and tachyon criteria that a viable theory must conform to are established, with specific examples of pathological behaviour given. The correction to the graviton propagator from the infinite derivative extension is attained, as are the ghost-free conditions around Minkowski space.

Chapter 4: This final chapter is the crux of the thesis, combining the field equations (Chapter 2) and the ghost-free conditions (Chapter 3) to formulate a viable singularity-free theory of gravity. The chapter begins with a discussion on the intriguing topic of defining a singularity, before moving on to an outline of the famous Hawking-Penrose Singularity Theorem. The Raychaudhuri equation (RE) is introduced and derived, with particular attention paid to the RE in a cosmological setting. A novel calculation then follows where the RE is applied to infinite derivative gravity theory and viable defocusing conditions are derived around Minkowski and de Sitter spacetimes.
Chapter 2

Infinite Derivative Gravity

2.1 Derivation of Action

Having introduced the concept of infinite derivative gravity theories and some of the progress made in the area, our goal here is to derive the most general, generally covariant infinite derivative action of gravity, with a view to formulating the associated equations of motion. Following this, in Chapter 3, we will use the field equations to understand the nature of the modified propagator.

We begin by inspecting the fluctuations around a given background up to quadratic order in $h$, according to

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}. \quad (2.1)$$

For presentation purposes, we have restricted the background metric to that of the Minkowski spacetime as in [16], while the derivation has been repeated in the more general framework of maximally symmetric spacetimes of constant curvature, i.e. Minkowski or (Anti) de Sitter space, in [80], [81]. In principle, it should be possible to relax this restriction on the background metric further to any background metric with a well-defined Minkowski limit, with this latter point required to eliminate potentially singular non-local terms.

As noted in [36], [16], the most general, four dimensional, generally covariant
metric-tensor-based gravitational action, with a well-defined Minkowski limit, may be expressed in the following generic form

\[ S = \int d^4x \sqrt{-g} \left[ \mathcal{P}_0 + \sum_i \mathcal{P}_i \prod_l (\mathcal{O}_{ii} \mathcal{Q}_{ii}) \right], \tag{2.2} \]

where \( \mathcal{P} \) and \( \mathcal{Q} \) are functions of Riemannian curvature and the metric tensor, while the operator \( \mathcal{O} \) is made up, solely, of covariant operators, in accordance with general covariance.

Our goal is to inspect fluctuations around Minkowski space up to quadratic order. To this end, following closely to [80], [81], [16], [15], we may recast (2.2) into the following invariant form

\[ S = S_{EH} + S_{UV}, \quad \text{with} \quad S_{UV} = \int d^4x \sqrt{-g} \left( R_{\mu_1\nu_1\lambda_1\sigma_1} \mathcal{O}_{\mu_2\nu_2\lambda_2\sigma_2}^{\mu_2\nu_2\lambda_2\sigma_2} R_{\mu_2\nu_2\lambda_2\sigma_2} \right), \tag{2.3} \]

where \( S_{EH} \) is the Einstein-Hilbert action and \( S_{UV} \) constitutes the modification of GR in the ultraviolet (UV). The operator \( \mathcal{O}_{\mu_1\nu_1\lambda_1\sigma_1}^{\mu_2\nu_2\lambda_2\sigma_2} \) represents a general covariant operator, such as the D’Alembertian operator \( \Box = g^{\mu\nu} \nabla_\mu \nabla_\nu \); and the tensor \( R_{\mu_1\nu_1\lambda_1\sigma_1} \) represents all possible forms of Riemannian curvature, such as the curvature scalar, Ricci Tensor, Riemann and Weyl tensors. It is worth noting that while the generic form (2.3) includes all order of curvature via the commutation relation (A.13), we restrict ourselves to a theory that is quadratic in curvature.

Noting that the differential operator \( \mathcal{O} \) contains only the Minkowski metric coupled with covariant derivatives, we may expand the compact form (2.3) to the
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following

\[ S = \int d^4x \sqrt{-g} \left[ M_0^2 R + RF_1(\square)R + RF_2(\square)\nabla_\mu \nabla_\mu R_{\mu\nu} + RF_3(\square)R_{\mu\nu} \right. \\
+ R_\mu^\nu F_4(\square)\nabla_\nu \nabla_\lambda R_{\mu\lambda} + RF_5(\square)\nabla_\mu \nabla_\sigma \nabla_\nu \nabla_\lambda R_{\mu\nu} + RF_6(\square)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R_{\mu\nu\lambda\sigma} \\
+ R_{\mu\lambda} F_7(\square)\nabla_\nu \nabla_\sigma R_{\mu\nu\lambda\sigma} + RF_8(\square)\nabla_\mu \nabla_\sigma \nabla_\nu \nabla_\rho R_{\mu\nu\lambda\sigma} \\
+ RF_9(\square)\nabla_\mu_{\lambda} \nabla_\nu_{\lambda} \nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R_{\mu\nu\lambda\sigma} + RF_{10}(\square)R_{\mu\nu\lambda\sigma} \\
+ RF_{11}(\square)\nabla_\rho \nabla_\sigma R_{\mu\nu\lambda\sigma} + RF_{12}(\square)\nabla_\rho_{\lambda} \nabla_\sigma_{\lambda} R_{\mu\nu\lambda\sigma} \\
+ RF_{13}(\square)\nabla_\rho_{\lambda} \nabla_\sigma_{\lambda} \nabla_\nu_{\lambda} \nabla_\sigma \nabla_\rho R_{\mu\nu\lambda\sigma} \\
+ RF_{14}(\square)\nabla_\rho_{\lambda} \nabla_\sigma_{\lambda} \nabla_\nu_{\lambda} \nabla_\sigma \nabla_\rho \nabla_\sigma R_{\mu\nu\lambda\sigma} \left. \right] , \] (2.4)

where we have liberally used integration by parts and the functions \( F_i \) are defined by

\[ F_i(\square) = \sum_{n=0}^{\infty} \tilde{f}_{n\lambda}(\square/M^2)^n . \] (2.5)

These functions contain all orders of the D’Alembertian operator \( \square = g^{\mu\nu} \nabla_\mu \nabla_\nu \) with each operator modulated by the scale of non-locality \( M \) to ensure that these functions are dimensionless. The coefficients \( \tilde{f}_{n\lambda} \), as yet unconstrained, ensure that these are arbitrary infinite derivative functions.

The action (2.4) can be reduced upon noting the antisymmetric properties of the Riemann tensor,

\[ R_{(\mu\nu)\rho\sigma} = R_{\mu\nu(\rho\sigma)} = 0 , \] (2.6)

along with the (second) Bianchi identity

\[ \nabla_\alpha R_{\nu\beta\gamma}^\mu + \nabla_\beta R_{\nu\gamma\alpha}^\mu + \nabla_\gamma R_{\nu\alpha\beta}^\mu = 0 . \] (2.7)

\[ ^1\text{Up to quadratic order around Minkowski space, the D’Alembertian will appear in the action only as } \square = g^{\mu\nu} \nabla_\mu \nabla_\nu . \]
Example:

Consider the terms

\[ RF_1(\Box) R + RF_2(\Box) \nabla_\nu \nabla_\mu R^{\mu \nu} + R_\mu^\nu F_4(\Box) \nabla_\nu \nabla_\lambda R^{\mu \lambda}. \]  

(2.8)

These can be expressed as the following

\[ RF_1(\Box) R + \frac{1}{2} RF_2(\Box) \Box R + \frac{1}{2} R_\mu^\nu F_4(\Box) \nabla_\nu \nabla_\mu R, \]  

(2.9)

by noting the identity \( \nabla_\mu R^{\mu \nu} = \frac{1}{2} \nabla^\nu R \) and subsequently \( \nabla_\nu \nabla_\mu R^{\mu \nu} = \frac{1}{2} \Box R \), which results from a contraction of the Bianchi identity (2.7). We then perform integration by parts on the final term, to find that (2.9) develops as follows

\[ = RF_1(\Box) R + \frac{1}{2} RF_2(\Box) \Box R + \frac{1}{2} \nabla^\mu \nabla_\nu R_\mu^\nu F_4(\Box) R \]  

(2.10)

\[ = RF_1(\Box) R + \frac{1}{2} RF_2(\Box) \Box R + \frac{1}{4} RF_4(\Box) \Box R \]  

(2.11)

\[ \equiv RF_1(\Box) R. \]  

(2.12)

In the last step, we have redefined the arbitrary function \( F_1(\Box) \) to incorporate \( F_2(\Box) \) and \( F_4(\Box) \).

Proceeding in a similar manner, we find that the action reduces to

\[ S = \int d^4x \frac{\sqrt{-g}}{2} \left[ M_F^2 R + RF_1(\Box) R + R_\mu R_\nu F_3(\Box) R^{\mu \nu} + RF_6(\Box) \nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu \nu \lambda \sigma} + R_\mu R_\nu F_10(\Box) R^{\mu \nu \lambda \sigma} + RF_1 \nabla_\rho \nabla_\sigma_1 \nabla_\mu_1 \nabla_\nu \nabla_\rho \nabla_\sigma R^{\mu \nu \lambda \sigma} + RF_1 F_14(\Box) \nabla_\rho_1 \nabla_\sigma_1 \nabla_\nu_1 \nabla_\mu_1 \nabla_\lambda \nabla_\rho \nabla_\sigma R^{\mu \nu \lambda \sigma} \right]. \]  

(2.13)

A final important reduction comes when one notes that, as we are considering fluctuations around Minkowski space, the covariant derivatives commute freely.
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Example:
Take, for example, the $F_6(\Box)$ term in the above expression. We can decompose this into two parts, like so

$$RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma} = \frac{1}{2} RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma} + \frac{1}{2} RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma}.$$  

(2.14)

We then commute one pair of derivatives in the first term to find

$$RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma} = \frac{1}{2} RF_6(\Box)\nabla_\nu \nabla_\mu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma} + \frac{1}{2} RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma}.$$  

(2.15)

Relabelling the indices gives

$$RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{\mu\nu\lambda\sigma} = RF_6(\Box)\nabla_\mu \nabla_\nu \nabla_\lambda \nabla_\sigma R^{(\mu\nu),\lambda\sigma} = 0,$$  

(2.16)

which vanishes due to the antisymmetric properties of the Riemann tensor, (2.6).

Taking this into account, we can now express the general form of the modified action as follows

$$S = \int d^4x \sqrt{-g} \left[ M^2 g + RF_1(\Box)R + R_{\mu\nu}F_3(\Box)R^{\mu\nu} + R_{\mu\nu\lambda\sigma}F_{10}(\Box)R^{\mu\nu\lambda\sigma} \right].$$  

(2.17)

We complete the derivation of the most general, generally covariant action of gravity that is quadratic in curvature with a little bookkeeping. First of all, it is preferable to replace the Riemann tensor in the gravitational action with the Weyl tensor, which is defined by

$$C^\mu_{\alpha\beta} = R^\mu_{\alpha\nu\beta} - \frac{1}{2} (\delta^\mu_\nu R_{\alpha\beta} - \delta^\mu_\beta R_{\alpha\nu} + R^\mu_{\nu} g_{\alpha\beta} - R^\mu_{\beta} g_{\alpha\nu}) + \frac{R}{6} (\delta^\mu_\nu g_{\alpha\beta} - \delta^\mu_\beta g_{\alpha\nu}).$$  

(2.18)

This is because the Weyl tensor vanishes precisely in a conformally-flat background, making calculations less cumbersome in, for example, a cosmological
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Friedmann-Robertson-Walker (FRW) setting. This substitution does not represent any fundamental change to the theory as any change arising from reformulating the above action in terms of the Weyl tensor is absorbed by the arbitrary coefficient $\tilde{f}_i$ contained within the infinite derivative functions (2.5). In acknowledgement of this minor change, we now rename the infinite derivative functions, like so

$$\mathcal{F}_i(\Box) = \sum_{n=0}^{\infty} f_{i_n}(\Box/M^2)^n,$$

while also renaming the indices for presentation purposes. Finally, we introduce a dimensionless ‘counting tool’ $\lambda$ which offers a straightforward limit $\lambda \rightarrow 0$ to return the theory to that of GR. Taking this into account, we now arrive at the final form of the modified action

$$S = \int d^4x \sqrt{-g} \left[ M_5^2 R + \lambda R \mathcal{F}_1(\Box) R + \lambda R_{\mu\nu} \mathcal{F}_2(\Box) R^{\mu\nu} + \lambda C_{\mu\nu\lambda\sigma} \mathcal{F}_3(\Box) C^{\mu\nu\lambda\sigma} \right].$$

(2.20)

2.2 Equations of Motion

Having attained the most general, generally covariant, infinite derivative action of gravity that is quadratic in curvature, the next step is to compute the field equations – a highly non-trivial task. We begin with an overview of the methods involved, largely based upon [82], before delving into the full technical derivations.

2.2.1 General Methodology

Single $\Box$

In order to illustrate the methods involved in deriving the field equations for the action (2.20), we begin with a simple example, by way of the action,

$$S_s = \int d^4x \sqrt{-g} R \Box R,$$

(2.21)
2.2 Equations of Motion

where \( R \) denotes the curvature scalar. Varying this, gives

\[
\delta S_s = \int d^4x \sqrt{-g} \left( \frac{h}{2} R\Box R + \delta R\Box R + R\delta(\Box R) \right),
\]

(2.22)

where we are considering the variation

\[
g_{\mu\nu} \rightarrow g_{\mu\nu} + \delta g_{\mu\nu}
\]

(2.23)

and have defined

\[
\delta g_{\mu\nu} \equiv h_{\mu\nu}, \text{ such that } \delta g^{\mu\nu} = -h^{\mu\nu} \]

One can then compute the variation of the determinant of the metric, which gives

\[
\delta \sqrt{-g} = \frac{1}{2} \sqrt{-gh},
\]

(2.27)

where \( h \equiv h_{\mu}^{\mu} \). We then note that the D’Alembertian operator \( \Box \) contains within it a metric and must therefore be subjected to variation. Upon integration by parts, we may express (2.22) in the following form

\[
\delta S_s = \int d^4x \sqrt{-g} \left( \frac{h}{2} R\Box R + 2\delta R\Box R + R\delta(\Box R) \right).
\]

(2.28)

We will deal with the tricky final term in due course. Firstly, however, we apply the variational principle in order to compute the variation of any relevant curvatures. Upon inspection of the definition of the Christoffel symbol, (A.2), we find

\[1\text{Note: This second identity } (\delta g^{\mu\nu} = -h^{\mu\nu}) \text{ follows from the first } (\delta g_{\mu\nu} \equiv h_{\mu\nu}), \text{ along with the invariance of the Kronecker delta.}
\]

\[
\delta^\mu_{\nu} = g^{\mu\sigma} g_{\sigma\nu} \rightarrow (g^{\mu\sigma} + \delta g^{\mu\sigma})(g_{\sigma\nu} + \delta g_{\sigma\nu}) = \delta^\mu_{\nu} + g^{\mu\sigma} \delta g_{\sigma\nu} + \delta g^{\mu\sigma} g_{\sigma\nu} + O(h^2),
\]

which implies that

\[
g^{\mu\sigma} h_{\sigma\nu} = -\delta g^{\mu\sigma} g_{\sigma\nu}.
\]

(2.25)

Act \( g^{\nu\tau} \) to both sides to find

\[
h^{\mu\tau} = -\delta g^{\mu\tau}.
\]

(2.26)
the variation to be of the form

\[ \delta \Gamma^\lambda_{\mu\nu} = \frac{1}{2} \left( \nabla_\mu h^\lambda_\nu + \nabla_\nu h^\lambda_\mu - \nabla^\lambda h_{\mu\nu} \right). \]  

(2.29)

Similarly, variation of the curvature terms, found in A.1, give

\[ \delta R^\lambda_{\mu\sigma\nu} = \nabla_\sigma \delta \Gamma^\lambda_{\mu\nu} - \nabla_\nu \delta \Gamma^\lambda_{\mu\sigma} \]

\[ \delta R_{\mu\nu} = \nabla_\lambda \delta \Gamma^\lambda_{\mu\nu} - \nabla_\nu \delta \Gamma^\lambda_{\mu\lambda} \]

\[ \delta R = -h^{\mu\nu} R_{\mu\nu} + g^{\mu\nu} \delta R_{\mu\nu}. \]  

(2.30)

Substitution of the above varied Christoffel symbol (2.28) allows us to represent the varied curvature in terms of the perturbed metric tensor \( h_{\mu\nu} \):

\[ \delta R^\lambda_{\mu\sigma\nu} = \frac{1}{2} \left( \nabla_\sigma \nabla_\mu h^\lambda_\nu - \nabla_\mu \nabla_\sigma h^\lambda_\nu - \nabla_\nu \nabla_\sigma h^\lambda_\mu + \nabla_\nu \nabla^\lambda h_{\mu\sigma} \right) \]

\[ \delta R_{\mu\nu} = \frac{1}{2} \left( \nabla_\lambda \nabla_\mu h^\lambda_\nu + \nabla_\lambda \nabla_\nu h^\lambda_\mu - \Box h_{\mu\nu} - \nabla_\nu \nabla_\mu h \right) \]

\[ \delta R = -R^{\mu\nu} h_{\mu\nu} + \nabla_\lambda \nabla^\sigma h^\lambda_\sigma - \Box h \]  

(2.31)

Identities of this type are well known. What is less clear, however, is the computation of \( \delta (\Box)R \), which we shall detail below.

**Computing \( \delta (\Box)R \)**

By expanding out the components of the D’Alembertian, we have

\[ \delta (\Box)R = \delta (g^{\mu\nu} \nabla_\mu \nabla_\nu)R = \delta (\nabla^\mu \nabla_\mu)R + g^{\mu\nu} \delta (\nabla_\mu) \nabla_\nu R + g^{\mu\nu} \nabla_\mu \delta (\nabla_\nu)R. \]  

(2.32)

We find here some terms that involve the variation of the covariant operator, which are not so trivial. However, by varying the tensor \( \nabla_\mu \nabla_\nu R \), we may equate
these non-trivial terms with the variation of ordinary tensors, like so

\[ \delta(\nabla_\mu)\partial_\nu R + \nabla_\mu \delta(\nabla_\nu R) = \delta(\nabla_\mu \nabla_\nu R) - \nabla_\mu \nabla_\nu \delta R. \quad (2.33) \]

Next, we compute the terms on the right hand side by expanding out the covariant derivative so that, after some cancellation, we get an identity in terms of the Christoffel symbol

\[ \delta(\nabla_\mu)\partial_\nu R + \nabla_\mu \delta(\nabla_\nu R) = -\delta \Gamma^\kappa_{\mu\nu} \partial_\kappa R. \quad (2.34) \]

We briefly note that the simplicity of this identity is due to the scalar nature of the curvature involved. Tensors of higher order, such as the Ricci or Riemann tensor, will result in additional terms. Upon substitution into (2.32) in conjunction with the variation of the Christoffel stated previously in (2.31), we arrive at a vital result in computing the field equations for a non-local action of the type (2.20).

\[ \delta(\Box) R = -h^{\mu\nu} \nabla_\mu \nabla_\nu R - \nabla^\sigma h_\sigma^\kappa \partial_\kappa R + \frac{1}{2} \partial^\kappa h \partial_\kappa R. \quad (2.35) \]

**Multiple \( \Box \)'s**

Crucially, however, in order to derive the field equations for an infinite derivative action such as (2.20), the above mechanism must be generalised to encapsulate an arbitrary number of D'Alembertian operators acting on the curvature. To shed light on this, we consider the action

\[ S_m = \int d^4x \sqrt{-g} R \Box^n R. \quad (2.36) \]

Varying with respect to the metric tensor gives

\[ \delta S_m = \int d^4x \sqrt{-g} \left( \frac{h}{2} R \Box^n R + \delta R \Box^n R + R \delta (\Box^n) R + R \Box^n \delta R \right), \quad (2.37) \]
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analogous to (2.22). We now turn our attention to the $R\delta(\Box^n)R$ term. Repeated application of the product rule reveals the following

$$R\delta(\Box^n)R = R\Box\delta(\Box^{n-1})R + R\delta(\Box)\Box^{n-1}R$$

$$\vdots$$

$$= \sum_{m=0}^{n-1} R\Box^m \delta(\Box)\Box^{n-m-1}R.$$  \hspace{1cm} (2.38)

It is then straightforward to substitute (2.35) into this identity, along with the previously derived varied curvature terms (2.31) to reveal the field equations for an action of the type (2.36).

**Arbitrary functions of $\Box$**

We may generalise further by considering actions of the type

$$S_F \sim \int d^4x \sqrt{-g} R\mathcal{F}(\Box)R,$$  \hspace{1cm} (2.39)

where $\mathcal{F}(\Box)$ is an arbitrary function of D’Alembertian operators of the form

$$\mathcal{F}(\Box) \equiv \sum_{n=0}^{\infty} f_{1n} \frac{\Box^n}{M^{2n}}.$$  \hspace{1cm} (2.40)

Here, $f_{1n}$ are arbitrary constants and each non-local operator is modulated by the scale of non-locality, $M$. For such an action, the analogue of (2.38) is given by

$$R\delta\mathcal{F}_1(\Box)R = \sum_{n=1}^{\infty} \frac{f_{1n}}{M^{2n}} \sum_{m=0}^{n-1} R\Box^m \delta(\Box)\Box^{n-m-1}R.$$  \hspace{1cm} (2.41)

Furthermore, the prescription

$$\int d^4x \sqrt{-g} \sum_l \sum_m \Box^m A\Box^l B = \int d^4x \sqrt{-g} \sum_l \sum_m \Box^l A\Box^m B,$$  \hspace{1cm} (2.42)
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where $A$ and $B$ are arbitrary tensors, allows us to recast the identity into the following manageable form

$$R\delta F_1(\square)R = \sum_{n=1}^{\infty} f_{1n} \sum_{m=0}^{n-1} \Box^m R\delta(\Box)\Box^{n-m-1} R. \quad (2.43)$$

A final important point is that as $R$ is a scalar, so too is $\Box^{n-m-1} R$, and as such the derived identity for $\delta(\Box)R$ remains valid for our intentions, where one simply has to substitute $R \rightarrow \Box^{n-m-1} R$ in (2.35). We shall see in the subsequent sections, the central role these observations play in deriving the full field equations for (2.20).

Full Action

We are now ready to compute the variation of our action (2.20). For simplicity of presentation, we proceed by decomposing the action into its constituent parts which we denote $S_0, \ldots, S_3$. We define the gravitational energy momentum tensor as

$$T^{\mu\nu} = -\frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}}, \quad (2.44)$$

where $g \equiv |\det g_{\mu\nu}|$ is the determinant of the metric tensor, and compute the contribution to $T^{\mu\nu}$ for the individual sectors of the action separately.

2.2.2 $S_0$

$S_0$ is nothing more than the Einstein-Hilbert action

$$S_0 = \frac{1}{2} \int d^4 x \sqrt{-g} \left( M_p^2 R - 2\Lambda \right), \quad (2.45)$$

where, in our formalism, we have taken the cosmological constant $\Lambda$ to be of mass dimension 4. Varying the action and substituting the identity for the varied curvature scalar (2.31), along with (2.27), leads to the Einstein equation

$$T^{\mu\nu} = M_p^2 G^{\mu\nu} + g^{\mu\nu} \Lambda \quad (2.46)$$
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2.2.3 $S_1$

The next step is to compute the variation of

$$S_1 = \frac{1}{2} \int d^4x \sqrt{-g} R \mathcal{F}_1(\Box) R .$$  \hfill (2.47)

Varying this and substituting values for $\delta R$ and $\delta \sqrt{-g}$, given in (2.31) and (2.27), respectively, we find

$$\delta S_1 = \frac{1}{2} \int d^4x \sqrt{-g} \left[ \left( \frac{1}{2} g^{\mu\nu} R \mathcal{F}_1(\Box) R + 2 \nabla^\mu \nabla^\nu \mathcal{F}_1(\Box) R \right. \right.$$

$$\left. - 2g^{\mu\nu} \Box \mathcal{F}_1(\Box) R - 2R^{\mu\nu} \mathcal{F}_1(\Box) R \right) h_{\mu\nu} + R \delta \mathcal{F}_1(\Box) R \right] \hfill (2.48)$$

where we have integrated by parts where appropriate. To calculate the final term, we employ the identity in (2.41) and substitute the value for $\delta(\Box) R$ given in (2.35). We then integrate by parts in order to factor out the perturbed metric $h_{\mu\nu}$. Further terms will simplify by noting the double summation relation given by (2.42), until we arrive at the energy-momentum tensor contribution, which is given by

$$T_{1}^{\mu\nu} = 2G^{\mu\nu} \mathcal{F}_1(\Box) R + \frac{1}{2} g^{\mu\nu} R \mathcal{F}_1(\Box) R - 2 (\nabla^\mu \nabla^\nu - g^{\mu\nu} \Box) \mathcal{F}_1(\Box) R$$

$$- \Omega_1^{\mu\nu} + \frac{1}{2} g^{\mu\nu} (\Omega_1^{\sigma\rho} + \bar{\Omega}_1) , \hfill (2.49)$$

where we have defined the symmetric tensors

$$\Omega_1^{\alpha\beta} = \sum_{n=1}^{\infty} f_n \sum_{l=0}^{n-1} \nabla^\alpha R^{(l)} \nabla^\beta R^{(n-l-1)} , \quad \bar{\Omega}_1 = \sum_{n=1}^{\infty} f_n \sum_{l=0}^{n-1} R^{(l)} R^{(n-l)} , \hfill (2.50)$$

and have introduced the notation $\Box^n R \equiv R^{(n)}$. 
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2.2.4 \( S_2 \)

We now focus on

\[ S_2 = \frac{1}{2} \int d^4x \sqrt{-g} \left( R^\mu{}_{\nu\tau\sigma} \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma} \right). \] (2.51)

Varying the action, we find

\[ \delta S_2 = \frac{1}{2} \int d^4x \left[ \delta \sqrt{-g} \left( R^\mu{}_{\nu\tau\sigma} \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma} \right) + \sqrt{-g} \delta R^\mu{}_{\nu\tau\sigma} \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma} \right. \]

\[ \left. + \sqrt{-g} R^\mu{}_{\nu\tau\sigma} \mathcal{F}_2(\Box) \delta R^\tau{}_{\nu\sigma} + \sqrt{-g} R^\mu{}_{\nu\tau\sigma} \delta \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma} \right]. \] (2.52)

Careful substitution of the identities found in \( A.3 \) accounts for all but the final term:

\[ \delta S_2 = \frac{1}{2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} g^\mu{}_{\nu\tau\sigma} R^\tau{}_{\nu\sigma} R^\tau{}_{\nu\sigma} - 2 \mathcal{F}_2(\Box) R^\nu{}_{\tau\sigma} + 2 \nabla_\sigma \nabla^\nu \mathcal{F}_2(\Box) R^\sigma{}_{\nu\tau} - \mathcal{F}_2(\Box) R^\nu{}_{\tau\sigma} - g^\mu{}_{\nu\tau\sigma} \nabla_\sigma \nabla^\tau \mathcal{F}_2(\Box) R^\sigma{}_{\nu\tau} - g^\mu{}_{\nu\tau\sigma} \delta \nabla_\sigma R^\tau{}_{\nu\tau} + \sqrt{-g} R^\mu{}_{\nu\tau\sigma} \delta \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma} \right] \]

\[ + \int d^4x \sqrt{-g} R^\mu{}_{\nu\tau\sigma} \delta \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma}. \] (2.53)

To compute the final term, we employ the same method outlined in the general methodology section, albeit with an added degree of difficulty. Here, we reiterate the main steps. In terms of the Ricci tensor, the analogous identity of (2.38) is arrived at by identical means,

\[ R^\mu{}_{\nu\tau\sigma} \delta \mathcal{F}_2(\Box) R^\tau{}_{\nu\sigma} = \sum_{m=0}^{n-1} \sum_{n=1}^{\infty} f_{2n} R^\mu{}_{\nu\tau\sigma} R^{(n-m-1)} \] (2.54)

Of vital importance, however, is the form of \( \delta (\Box) R_{\mu\nu} \). We expand out the components of the D’Alembertian operator, in the same manner as in the scalar case, before taking the variation

\[ \delta (\Box) R_{\mu\nu} = \delta (g^{\sigma\tau} \nabla_{\sigma} \nabla_{\tau}) R_{\mu\nu} = h^{\sigma\tau} \nabla_{\sigma} \nabla_{\tau} R_{\mu\nu} + g^{\sigma\tau} \delta (\nabla_{\sigma}) \nabla_{\tau} R_{\mu\nu} + g^{\sigma\tau} \nabla_{\sigma} \delta (\nabla_{\tau}) R_{\mu\nu}. \] (2.55)
As in the scalar case, \( \text{(2.35)} \), we compare \( \delta (\nabla_\tau R_{\mu\nu}) \) with \( \nabla_\tau \delta R_{\mu\nu} \) to find

\[
\delta (\nabla_\tau R_{\mu\nu}) = -\delta \Gamma^\kappa_{\tau\mu} R_{\kappa\nu} - \delta \Gamma^\kappa_{\tau\nu} R_{\mu\kappa},
\]

\[
\delta (\nabla_\sigma) \nabla_\tau R_{\mu\nu} = -\delta \Gamma^\kappa_{\tau\mu} \nabla_\tau R_{\kappa\nu} - \delta \Gamma^\kappa_{\tau\nu} \nabla_\tau R_{\mu\kappa} - \delta \Gamma^\kappa_{\tau\nu} \nabla_\kappa R_{\mu\nu}.
\] (2.56)

At this point, in order to keep track of the indices, it is convenient to rewrite the perturbed Christoffel symbol \( \text{(2.29)} \), like so

\[
\delta \Gamma^\lambda_{\mu\nu} = \frac{1}{2} \left( \delta^\beta_{\nu} g^{\alpha\lambda} \nabla_\mu + \delta^\beta_{\mu} g^{\alpha\lambda} \nabla_\nu - \delta^\alpha_{\mu} \delta^\beta_{\nu} \nabla^\lambda \right) h_{\alpha\beta}.
\] (2.57)

We then substitute this into \( \text{(2.56)} \) and in turn \( \text{(2.55)} \) to find the relevant identity:

\[
\delta (\Box) R_{\mu\nu} = \left[ -\nabla^\alpha \nabla^\beta R_{\mu\nu} - \nabla^\alpha R_{\mu\nu} \nabla^\beta + \frac{1}{2} g^{\alpha\beta} \nabla_\sigma R_{\mu\nu} \nabla^\sigma 
- \frac{1}{2} \delta^\alpha_{(\mu} R^\beta_{\nu)} \Box + \frac{1}{2} \delta^\beta_{(\mu} R^\alpha_{\nu)} \nabla^\tau - \frac{1}{2} R^\alpha_{(\mu} \nabla^\beta \nabla_\mu
- \nabla^\beta R^\alpha_{(\nu} \nabla_\mu - \delta^\beta_{(\mu} \nabla^\lambda R^\alpha_{\nu)} \nabla^\lambda + \delta^\beta_{(\mu} \nabla^\alpha R^\tau_{\nu)} \nabla^\tau \right] h_{\alpha\beta}.
\] (2.58)

Having established the form of \( \delta (\Box) R_{\mu\nu} \), we are now in a position to tame the troublesome term \( \text{(2.54)} \) into something manageable, like so

\[
\int d^4x \sqrt{-g} R_{\mu\nu} \delta F_2 (\Box) R_{\mu\nu} = \int d^4x \sqrt{-\bar{g}} \left( \Omega^\mu_2 - \frac{1}{2} g^{\mu\nu} (\Omega_{2\sigma}^\nu + \bar{\Omega}_2) + 2 \Delta^\mu_2 \right) h_{\mu\nu}.
\] (2.59)

where we have defined the following symmetric tensors,

\[
\Omega^\mu_2 = \sum_{n=1}^{\infty} f_{2n} \sum_{l=0}^{n-1} \nabla^\mu R^\tau_{\sigma} (l) \nabla^\nu R^\tau_{\sigma} (n-l-1), \quad \bar{\Omega}_2 = \sum_{n=1}^{\infty} f_{2n} \sum_{l=0}^{n-1} R^\tau_{\sigma} (l) R^\tau_{\sigma} (n-l),
\]

\[
\Delta^\mu_2 = \sum_{n=1}^{\infty} f_{2n} \sum_{l=0}^{n-1} \nabla^\tau \left( R^\tau_{\sigma} (l) \nabla^\mu R^\sigma_{\tau} (n-l-1) - \nabla^\mu R^\tau_{\sigma} (l) R^\sigma_{\tau} (n-l-1) \right),
\] (2.60)

This, combined with \( \text{(2.53)} \), gives us the contribution of the Ricci tensor terms.
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to the energy-momentum tensor

\[ T_{\mu\nu}^2 = -\frac{1}{2} g^{\mu\sigma} R_{\sigma\tau} F_{2}(\square) R_{\tau\nu} + 2 R_{\mu}^{\sigma} F_{2}(\square) R_{\tau}^{\sigma\mu} - 2 \nabla_{\sigma} \nabla^{\mu} F_{2}(\square) R^{\sigma\nu} \]

\[ + \square F_{2}(\square) R_{\mu\nu} + g^{\mu\nu} \nabla_{\sigma} \nabla_{\tau} F_{2}(\square) R_{\sigma\tau} - \Omega_{2}^{\mu\nu} + \frac{1}{2} g^{\mu\nu} (\Omega_{2\sigma}^{\tau} + \Omega_{2}^{\tau}) - 2 \Delta_{2}^{\mu\nu}, \]

(2.61)

2.2.5 \( S_{3} \)

Finally we focus on the terms involving the Weyl tensors. We proceed in much
the same manner as the previous case, with a further layer of complexity due to
the number of indices involved. The action we wish to vary is given by

\[ S_{3} = \frac{1}{2} \int d^{4}x \sqrt{-g} C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma}, \]

(2.62)

where the Weyl tensor is defined by

\[ C_{\alpha\beta}^{\mu} \equiv R_{\alpha\beta}^{\mu} - \frac{1}{2} (\delta_{\alpha}^{\mu} R_{\beta\rho} - \delta_{\beta}^{\mu} R_{\alpha\rho} + R_{\alpha\beta}^{\mu} g_{\rho\sigma} - R_{\rho\sigma}^{\mu} g_{\alpha\beta} + \frac{R}{6} (\delta_{\alpha}^{\mu} g_{\beta\rho} - \delta_{\beta}^{\mu} g_{\alpha\rho})). \]

(2.63)

Varying the action we find

\[ \delta S_{3} = \frac{1}{2} \sqrt{-g} \int d^{4}x \left[ \frac{1}{2} C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma} + \delta \left( C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma} \right) \right]. \]

(2.64)

Once again, we intend to arrange the expression in terms of the metric tensor
\( h_{\alpha\beta} \). The second term develops as follows

\[ \delta \left( C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma} \right) = \delta C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma} + C^{\mu\nu\lambda\sigma} \delta (F_{3}(\square) C_{\mu\nu\lambda\sigma}) \]

\[ = (g^{\mu\rho} g^{\nu\lambda} g^{\sigma\psi} C_{\mu\nu\lambda\sigma}) F_{3}(\square) C_{\mu\nu\lambda\sigma} + C^{\mu\nu\lambda\sigma} \delta (F_{3}(\square) g_{\mu\rho} g_{\nu\lambda}) \]

\[ = -4 h^{\mu\nu} C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\lambda\sigma} + \delta C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma} + C^{\mu\nu\lambda\sigma} \delta (F_{3}(\square) C_{\mu\nu\lambda\sigma}) \]

\[ = -4 h^{\alpha\beta} C_{\beta\mu\lambda \phi} F_{3}(\square) C_{\alpha\nu}^{\mu\lambda} + 2 \delta C^{\mu\nu\lambda\sigma} F_{3}(\square) C_{\mu\nu\lambda\sigma} + C^{\mu\nu\lambda\sigma} \delta (F_{3}(\square) C_{\mu\nu\lambda\sigma}) \]

(2.65)
Next, using the definition of the Weyl tensor \((2.63)\), we note that

\[
\delta C^\mu_{\nu\lambda\sigma} \mathcal{F}_3(\Box) C^\nu_{\mu\lambda\sigma} = \left( \delta R^\mu_{\nu\lambda\sigma} - \frac{1}{2} (R^\mu_{\lambda\nu\sigma} - R^\mu_{\sigma\nu\lambda}) \right) \mathcal{F}_3(\Box) C^\nu_{\mu\lambda\sigma}. \tag{2.66}
\]

Here, we have used the essential property

\[
C^\mu_{\nu\mu\lambda} = 0, \tag{2.67}
\]

which is due to the fact that the Weyl tensor is the traceless component of the Riemann tensor. We then reformulate the variation of the Riemann tensor \((2.31)\) like so

\[
\delta R^\lambda_{\mu\sigma\nu} = \frac{1}{2} \left( g^{\alpha\lambda} \delta^\beta_{\nu} \nabla_{\sigma} \nabla_{\mu} - \delta^\alpha_{\mu} \delta^\beta_{\nu} \nabla_{\lambda} \nabla_{\sigma} - g^{\alpha\lambda} \delta^\beta_{\sigma} \nabla_{\nu} \nabla_{\mu} + \delta^\alpha_{\mu} \delta^\beta_{\sigma} \nabla_{\nu} \nabla_{\lambda} \right) h_{\alpha\beta}, \tag{2.68}
\]

and substitute to find

\[
2 \delta C^\mu_{\nu\lambda\sigma} \mathcal{F}_3(\Box) C^\nu_{\mu\lambda\sigma} = -2 \left( R^\mu_{\nu\sigma} + 2 \nabla_\nu \nabla_\mu \right) \mathcal{F}_3(\Box) C^\nu_{\alpha\nu\beta} h_{\alpha\beta}, \tag{2.69}
\]

where we have integrated by parts where appropriate. The variation of the action, thus far, is then given by

\[
\delta S_3 = \frac{1}{2} \int d^4x \sqrt{-g} \left[ \frac{1}{2} g^{\alpha\beta} C_{\mu\nu\lambda\sigma} \mathcal{F}_3(\Box) C^\nu_{\mu\lambda\sigma} - 4 C^3_{\mu\nu\lambda} \mathcal{F}_3(\Box) C^\alpha_{\mu\lambda\nu} \right.
- 2 \left( R_{\mu\nu} + 2 \nabla_\nu \nabla_\mu \right) \mathcal{F}_3(\Box) C^\nu_{\lambda\alpha\nu\beta} h_{\alpha\beta} + \frac{1}{2} C^\mu_{\nu\lambda\sigma} \delta \mathcal{F}_3(\Box) C^\nu_{\nu\lambda\sigma} \right]. \tag{2.70}
\]
To compute the final term, we proceed as in the previous cases to derive \( \delta(\Box) \) acting upon the Weyl tensor:

\[
\delta(\Box)C_{\mu\nu\lambda\sigma} = \left[ -\nabla^\alpha \nabla^\beta C_{\mu\nu\lambda\sigma} - \nabla^\alpha C_{\mu\nu\lambda\sigma} \nabla^\beta + \frac{1}{2} g^{\alpha\beta} \nabla_\tau C_{\mu\nu\lambda\sigma} \nabla^\tau \\
- \frac{1}{2} C^{\alpha}_{\nu\lambda\sigma} \nabla^\beta \nabla_\mu + \frac{1}{2} C^{\alpha}_{\mu\lambda\sigma} \nabla^\beta \nabla_\nu + \frac{1}{2} C^{\alpha}_{\mu\nu\sigma} \nabla^\beta \nabla_\lambda + \frac{1}{2} C^{\alpha}_{\lambda\mu\nu} \nabla^\beta \nabla_\sigma \\
- \nabla^\beta C^{\alpha}_{\nu\lambda\sigma} \nabla_\mu + \nabla^\beta C^{\alpha}_{\mu\lambda\sigma} \nabla_\nu - \nabla^\beta C^{\alpha}_{\sigma\mu\nu} \nabla_\lambda + \nabla^\beta C^{\alpha}_{\lambda\mu\nu} \nabla_\sigma \right] h_{\alpha\beta}.
\]

(2.71)

From this, we deduce

\[
\int d^4x \sqrt{-g} C^{\mu\nu\lambda\sigma} \delta F_3(\Box) C_{\mu\nu\lambda\sigma} = \int d^4x \sqrt{-g} \left( \Omega^\alpha_3 - \frac{1}{2} g^{\alpha\beta} (\Omega^\gamma_3 + \bar{\Omega}_3) + 4 \Delta^\alpha_3 \right) h_{\alpha\beta},
\]

(2.72)

by defining

\[
\Omega^\alpha_3 = \sum_{n=1}^{\infty} \sum_{l=0}^{n-1} \nabla^\alpha C^{(l)}_{\nu\lambda\sigma} \nabla^\beta C^{\nu\lambda\sigma(n-1-l)}_\mu, \quad \bar{\Omega}_3 = \sum_{n=1}^{\infty} \sum_{l=0}^{n-1} C^{(l)}_{\nu\lambda\sigma} C^{\mu\lambda\sigma(n-1-l)}_\nu, \\
\Delta^\alpha_3 = \sum_{n=1}^{\infty} \sum_{l=0}^{n-1} \nabla_\nu \left( C^{(l)}_{\lambda\sigma\mu} \nabla^\alpha C^{\beta\sigma\mu(n-1-l)}_\lambda \right) C^{\lambda\sigma\mu(n-1-l)}_\beta.
\]

(2.73)

As such, the contribution to the energy-momentum tensor is then

\[
T^{\mu\nu}_3 = -\frac{1}{2} g^{\mu\nu} C^{\sigma\tau\lambda\rho} F_3(\Box) C_{\sigma\tau\lambda\rho} + 4 C^{\nu}_{\sigma\tau\lambda} F_3(\Box) C^{\mu\sigma\tau\lambda} + 2 (R_{\sigma\tau} + 2 \nabla_\tau \nabla_\sigma) F_3(\Box) C^{\sigma\mu\tau\nu} \\
- \Omega^{\mu\nu}_3 + \frac{1}{2} g^{\mu\nu} (\Omega^\gamma_3 + \bar{\Omega}_3) - 4 \Delta^{\mu\nu}_3,
\]

(2.74)

where we have reintroduced the original \( \mu,\nu \) notation by relabelling the indices.
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2.2.6 The Complete Field Equations

We are now in a position to state the full equations of motion for the action $S$ in (2.20) as a combination of $S_0$, $S_1$, $S_2$ and $S_3$ derived in the previous sections.

\[ T^\mu_\nu = M^2 G^\mu_\nu + \delta^\mu_\nu \Lambda + 2\lambda G^\mu_\nu \mathcal{F}_1(\square) R + \frac{\lambda}{2} \delta^\mu_\nu R \mathcal{F}_1(\square) R - 2\lambda (\nabla^\mu \partial_\nu - \delta^\mu_\nu \boxdot) \mathcal{F}_1(\square) R \\
+ 2\lambda R^\mu_\nu \mathcal{F}_2(\square) R^\sigma_\sigma - \frac{\lambda}{2} \delta^\mu_\nu R^\sigma_\tau \mathcal{F}_2(\square) R^\tau_\sigma - 2\lambda \nabla_\sigma \nabla_\nu \mathcal{F}_2(\square) R^\mu_\sigma + \lambda \boxdot \mathcal{F}_2(\square) R^\mu_\nu \\
+ \lambda \delta^\mu_\nu \nabla_\tau \mathcal{F}_2(\square) R^\tau_\rho - \frac{\lambda}{2} \delta^\mu_\nu C^\sigma\tau\lambda\rho \mathcal{F}_3(\square) C_{\tau\lambda\rho} + 4\lambda C^\mu_\tau\lambda \mathcal{F}_3(\square) C^\tau_\nu_\lambda\nu\lambda \\
- 2\lambda (R_{\tau\sigma} + 2\nabla_\tau \nabla_\sigma \mathcal{F}_3(\square) C_{\tau\sigma\mu} - \lambda \Omega^\mu_1^\nu + \frac{\lambda}{2} \delta^\mu_\nu (\Omega^\nu_1^\tau + \bar{\Omega}_1) \\
- \lambda \Omega^\mu_2^\nu + \frac{\lambda}{2} \delta^\mu_\nu (\Omega^\nu_2^\tau + \bar{\Omega}_2) - 2\lambda \Delta^\mu_2^\nu - \lambda \Omega^\mu_3^\nu + \frac{\lambda}{2} \delta^\mu_\nu (\Omega^\nu_3^\tau + \bar{\Omega}_3) - 4\lambda \Delta^\mu_3^\nu, \quad (2.75) \]

where $T^\mu_\nu$ is the stress energy tensor for the matter components of the Universe \[ ^1 \] and we restate the symmetric tensors, we defined earlier:

\[ \Omega^\mu_1^\nu = \sum_{n=1}^{\infty} f_1 \sum_{l=0}^{n-1} \partial^\mu R^{(l)} \partial_\nu R^{(n-l-1)}, \quad \bar{\Omega}_1 = \sum_{n=1}^{\infty} f_1 \sum_{l=0}^{n-1} R^{(l)} R^{(n-l)}, \]

\[ \Omega^\mu_2^\nu = \sum_{n=1}^{\infty} f_2 \sum_{l=0}^{n-1} \nabla^\mu R^{(l)} \nabla_\nu R^{(n-l-1)}, \quad \bar{\Omega}_2 = \sum_{n=1}^{\infty} f_2 \sum_{l=0}^{n-1} R^{(l)} R^{(n-l)}, \]

\[ \Delta^\mu_2^\nu = \sum_{n=1}^{\infty} f_2 \sum_{l=0}^{n-1} \nabla_\tau \left( R^{(l)} \nabla^\mu R^{(n-l-1)} - \nabla^\mu R^{(l)} R^{(n-l-1)} \right), \]

\[ \Omega^\mu_3^\nu = \sum_{n=1}^{\infty} f_3 \sum_{l=0}^{n-1} \nabla^\mu C^{(l)}_{\tau\lambda\rho} \nabla_\nu C^{(l)}_{\tau\lambda\rho(n-l-1)}, \quad \bar{\Omega}_3 = \sum_{n=1}^{\infty} f_3 \sum_{l=0}^{n-1} C^{(l)}_{\tau\lambda\rho} C^{(l)}_{\tau\lambda\rho(n-l-1)}, \]

\[ \Delta^\mu_3^\nu = \sum_{n=1}^{\infty} f_3 \sum_{l=0}^{n-1} \nabla_\tau \left( C^{(l)}_{\tau\lambda\rho} \nabla^\mu C^{(l)}_{\lambda\rho(n-l-1)} - \nabla^\mu C^{(l)}_{\lambda\rho(n-l-1)} \right). \quad (2.76) \]

\[ ^1 \text{We have lowered an index for convenience when analysing perturbations later in the text.} \]
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The trace equation is often particularly useful and we provide it below for the general action (2.20):

\[
T = -M^2 R + 6 \lambda \Box F_1(\Box) R + \lambda \Box F_2(\Box) R - 2 \lambda \nabla_\sigma \nabla_\tau F_2(\Box) R^{\sigma \tau} + 2 \lambda C^{\mu \nu \lambda \sigma} F_3(\Box) C_{\mu \nu \lambda \sigma} \\
+ \lambda \Omega_1^{\sigma} + 2 \lambda \Omega_1 + \lambda \Omega_2^{\sigma} + 2 \lambda \Omega_2 + \lambda \Omega_3^{\sigma} + 2 \lambda \Omega_3 - 2 \lambda \Delta_2^{\sigma} - 4 \lambda \Delta_3^{\sigma} \tag{2.77}
\]

2.3 Linearised Field Equations around Minkowski Space

In order to make a step towards understanding the physical implications of the non-local gravitational theory described by the action (2.20), we consider the linear approximation of the theory, by analysing small fluctuations around Minkowski space, according to the algorithm

\[
g_{\mu \nu} = \eta_{\mu \nu} + h_{\mu \nu}, \quad g^{\mu \nu} = \eta^{\mu \nu} - h^{\mu \nu}. \tag{2.78}
\]

Here, \(\eta_{\mu \nu}\) is the Minkowski metric and \(h_{\mu \nu} \equiv \delta g_{\mu \nu}\) is the variation with respect to the metric tensor. From (2.31), we can read off the relevant curvatures up to linear order

\[
R^\sigma_{\mu \nu \sigma} = \frac{1}{2} \left( \partial_\sigma \partial_\mu h^\sigma_{\nu} + \partial_\nu \partial_\sigma h^\sigma_{\mu} - \partial_\nu \partial_\mu h^\sigma_{\nu} + \partial_\sigma \partial_\nu h^\sigma_{\mu} \right),
\]

\[
R_{\mu \nu} = \frac{1}{2} \left( \partial_\sigma \partial_\mu h^\sigma_{\nu} + \partial_\nu \partial_\sigma h^\sigma_{\mu} - \partial_\nu \partial_\mu h^\sigma_{\nu} - \Box h_{\mu \nu} \right),
\]

\[
R = \partial_\mu \partial_\nu h^{\mu \nu} - \Box h, \tag{2.79}
\]
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where \( \Box = g^{\mu\nu} \nabla_\mu \nabla_\nu = \eta^{\mu\nu} \partial_\mu \partial_\nu \). Substitution of the above curvatures into (2.75) reveals the linearised equations of motion around a Minkowski background

\[
\kappa T^\mu_\nu = -\frac{1}{2} \left[ 1 + \lambda M_P^{-2} F_2(\Box) + 2 M_P^{-2} \lambda F_3(\Box) \right] \Box h^\mu_\nu \\
+ \frac{1}{2} \left[ 1 + \lambda M_P^{-2} F_2(\Box) + 2 M_P^{-2} \lambda F_3(\Box) \right] \partial_\nu (\partial^\mu h^\nu_\sigma + \partial^\nu h^\mu_\sigma) \\
- \frac{1}{2} \left[ 1 - 4 M_P^{-2} \lambda F_1(\Box) - \lambda M_P^{-2} F_2(\Box) + \frac{2}{3} M_P^{-2} \lambda F_3(\Box) \right] (\partial_\nu \partial^\mu h + \partial^\mu \partial_\nu h + \partial_\sigma \partial^\rho h^\mu_\sigma) \\
+ \frac{1}{2} \left[ 1 - 4 M_P^{-2} \lambda F_1(\Box) - \lambda M_P^{-2} F_2(\Box) + \frac{2}{3} M_P^{-2} \lambda F_3(\Box) \right] \delta^\mu_\nu \Box h \\
- \left[ 2 \lambda M_P^{-2} F_1(\Box) + \lambda M_P^{-2} F_2(\Box) + \frac{2}{3} M_P^{-2} \lambda F_3(\Box) \right] \partial_\nu \partial_\sigma \partial_\tau h^\sigma_\tau. \tag{2.80}
\]

We may represent the linearised field equations as

\[
-\kappa T_{\mu\nu} = \frac{1}{2} \left[ a(\Box) \Box h_{\mu\nu} + b(\Box) \partial_\sigma (\partial_\mu h^\sigma_\nu + \partial_\nu h^\sigma_\mu) + c(\Box) (\partial_\nu \partial_\mu h + \partial_\mu \partial_\nu h + \partial_\sigma \partial_\tau h^\sigma_\tau) \\
+ d(\Box) g_{\mu\nu} \Box h + f(\Box) \partial_\mu \partial_\sigma \partial_\tau h^\sigma_\tau \right]. \tag{2.81}
\]

by defining the following infinite derivative functions

\[
a(\Box) \equiv 1 + M_P^{-2} F_2(\Box) + 2 M_P^{-2} \lambda F_3(\Box) = -b(\Box) \\
c(\Box) \equiv 1 - 4 M_P^{-2} F_1(\Box) - M_P^{-2} F_2(\Box) + \frac{2}{3} M_P^{-2} \lambda F_3(\Box) = -d(\Box) \\
f(\Box) \equiv 4 M_P^{-2} F_1(\Box) + 2 M_P^{-2} F_2(\Box) + \frac{4}{3} M_P^{-2} \lambda F_3(\Box). \tag{2.82}
\]

One can then confirm the following relations

\[
a(\Box) + b(\Box) = 0 \\
c(\Box) + d(\Box) = 0 \\
b(\Box) + c(\Box) + f(\Box) = 0. \tag{2.83}
\]

These identities were found by explicit evaluation of the respective terms, but can be understood, more intuitively, as a consequence of the Bianchi identities. The
stress energy tensor of any minimally coupled diffeomorphism-invariant gravitational action must be conserved, i.e.

\[ \nabla_\mu T^\mu_\nu = 0. \] (2.84)

This applies equally to the linearised equations of motion (2.81) as it does to the full non-linear field equations (2.75). Recall that, in this case, \( \Box = g^{\mu\nu} \nabla_\mu \nabla_\nu = \eta^{\mu\nu} \partial_\mu \partial_\nu \equiv \partial^2 \), so that it suffices to take the partial derivative of (2.81) in order to test the Bianchi identity. As such,

\[- \partial_\mu T^\mu_\nu = (a + b) \partial_\mu \partial^2 h^\mu_\nu + (b + c + f \Box) \partial_\sigma \partial_\mu \partial_\nu h^{\mu\sigma} + (c + d) \partial_\nu \partial^2 h, \] (2.85)

where we have suppressed the argument in the infinite derivative functions, i.e \( f(\Box) \Box = f \Box \), for presentation purposes. This divergence should vanish identically, and when the coefficients of each independent term is compared with (2.83), it is clear that this is the case. Furthermore, by appealing to the form of the curvature around Minkowski space (2.79) and the constraints (2.82), we may recast the field equations (2.81) into the following concise form

\[ \kappa T^\mu_\nu = a(\Box) R^\mu_\nu - \frac{1}{2} \eta_{\mu\nu} c(\Box) R - \frac{f(\Box)}{2} \partial_\mu \partial_\nu R. \] (2.86)

In this form, it should be immediately apparent that both the tensorial and scalar sectors of the propagator have undergone corrections by the non-local operators \( a(\Box), c(\Box) \) and \( f(\Box) \), where \( f(\Box) \) is related to \( a(\Box) \) and \( c(\Box) \) by \( f(\Box) \Box = (a(\Box) - c(\Box)) \). The trace equation is given by

\[ \kappa T = \frac{1}{2} (a(\Box) - 3c(\Box)) R \] (2.87)

and will play an important role in the derivation of the ghost-free condition of the IDG theory due to its correspondence to the scalar sector of the propagator.
2.4 Linearised Field Equations around de Sitter Space

Reformulation of Equations of Motion

In order to make an infinite series of D’Alembertian operators acting on the Ricci tensor more tractable in spacetimes other than Minkowski, we introduce the traceless Einstein tensor \[ S_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{4} \delta_{\mu\nu} R, \] (2.88)

and define

\[ \tilde{\mathcal{F}}_1(\square) \equiv \mathcal{F}_1(\square) + \frac{1}{4} \mathcal{F}_2(\square), \] (2.89)

so that we may write the action (2.20) in terms of the traceless Einstein tensor

\[ S = \int d^4 x \sqrt{-g} \left[ M_p^2 R + \lambda R \tilde{\mathcal{F}}_1(\square) R + \lambda S_{\mu\nu} \tilde{\mathcal{F}}_2(\square) S_{\mu\nu} + C_{\mu\nu\sigma\tau} \mathcal{F}_3(\square) C^{\mu\nu\sigma\tau} - 2\Lambda \right], \] (2.90)

with the resulting equations of motion given by

\[ M_p^2 G_{\nu}^{\mu} = T_{\nu}^{\mu} - \delta_{\nu}^{\mu} \Lambda - 2\lambda S_{\nu}^{\mu} \tilde{\mathcal{F}}_1(\square) R + 2\lambda \left( \nabla^{\mu} \partial_{\nu} - \delta_{\nu}^{\mu} \square \right) \tilde{\mathcal{F}}_1(\square) R \]
\[ - \frac{\lambda}{2} R \mathcal{F}_2(\square) S_{\nu}^{\mu} - 2\lambda S_{\nu}^{\mu} \mathcal{F}_2(\square) S_{\tau}^{\tau} + \frac{\lambda}{2} \delta_{\nu}^{\mu} S_{\tau}^{\tau} \mathcal{F}_2(\square) S_{\tau}^{\tau} \]
\[ + 2\lambda \nabla_{\sigma} \nabla_{\nu} \mathcal{F}_2(\square) S^{\mu\sigma} - \lambda \square \mathcal{F}_2(\square) S_{\nu}^{\mu} - \lambda \delta_{\nu}^{\mu} \nabla_{\sigma} \nabla_{\tau} \mathcal{F}_2(\square) S_{\tau}^{\sigma\tau} \]
\[ + \lambda \Theta_{1\nu}^{\mu} - \frac{\lambda}{2} \delta_{\nu}^{\mu} \left( \Theta_{1\nu}^{\mu} + \tilde{\Theta}_1 \right) + \lambda \Theta_{2\nu}^{\mu} - \frac{\lambda}{2} \delta_{\nu}^{\mu} \left( \Theta_{2\nu}^{\mu} + \tilde{\Theta}_2 \right) + 2\lambda \mathcal{E}_{\nu}^{\mu} + \lambda \mathcal{E}_{\nu}^{\mu}. \] (2.91)

Here, we have defined the symmetric tensors

\[ \Theta_{1\nu}^{\mu} = \sum_{n=1}^{\infty} \tilde{f}_{1n} \sum_{l=0}^{n-1} \left( \partial^{\mu} R^{(l)} \partial_{\nu} R^{(n-l-1)} \right), \quad \tilde{\Theta}_1 = \sum_{n=1}^{\infty} \tilde{f}_{1n} \sum_{l=0}^{n-1} R^{(l)} R^{(n-l)} \]
\[ \Theta_{2\nu}^{\mu} = \sum_{n=1}^{\infty} f_{2n} \sum_{l=0}^{n-1} \left( \nabla^{\mu} S_{\tau}^{\sigma(l)} \nabla_{\nu} S_{\sigma}^{\tau(n-l-1)} \right), \quad \tilde{\Theta}_2 = \sum_{n=1}^{\infty} f_{2n} \sum_{l=0}^{n-1} S_{\tau}^{\sigma(l)} S_{\sigma}^{\tau(n-l)} \]
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\[ E_{2\nu}^\mu = \sum_{n=1}^{\infty} \sum_{l=0}^{n-1} \nabla_\tau \left( \delta^{\tau(l)}_\lambda \nabla_\mu S^\lambda_{\nu}^{(n-l-1)} - \nabla_\mu S^{\tau(l)}_\lambda S^\lambda_{\nu}^{(n-l-1)} \right), \quad (2.92) \]

while \( C_\nu^\mu \) represents the contribution from the Weyl tensor which vanishes on the background. The trace equation is obtained by contracting with \( \delta_\nu^\mu \)

\[ -M_p^2 R = T - 4\Lambda - 6\lambda \Box \tilde{F}_1(\Box) R - 2\lambda \nabla_\sigma \nabla_\tau \tilde{F}_2(\Box) S^{\sigma\tau} - \lambda (\Theta_1^\sigma + 2\bar{\Theta}_1) - \lambda (\Theta_2^\sigma + 2\bar{\Theta}_2) + 2\lambda \mathcal{E}^{\sigma\tau}. \quad (2.93) \]

Linear Perturbations and Equations of Motion around de Sitter

In order to understand the cosmological significance of a theory, it is often revealing to study perturbations around de Sitter (dS) space. To analyse these fluctuations, we define the algorithm

\[ g_{\mu\nu} \to \bar{g}_{\mu\nu} + h_{\mu\nu}, \quad g^{\mu\nu} \to \bar{g}^{\mu\nu} - h^{\mu\nu} \quad (2.94) \]

where \( \bar{g}_{\mu\nu} \) and any subsequent ‘barred’ tensors represent the value of the tensor on the background of de Sitter space, and as such obeys

\[ \bar{R}_{\mu\nu\lambda\sigma} = H^2 (\bar{g}_{\mu\lambda} \bar{g}_{\nu\sigma} - \bar{g}_{\mu\sigma} \bar{g}_{\nu\lambda}), \quad (2.95) \]

where \( H \) is the Hubble parameter (constant) for dS. We then find

\[ \bar{R}_{\nu}^{\mu} = 3H^2 \delta_{\nu}^{\mu}, \quad \bar{R} = 12H^2, \quad \bar{S}_{\nu}^{\mu} = 0. \quad (2.96) \]

We can express the value for \( \Lambda \) by substituting the above values into the ‘barred’ trace equation. By ‘barred’ trace equation, we mean, replacing each curvature term in (2.93) with a ‘barred’ background curvature term. Taking these background values for the curvature allows us to express the cosmological constant as follows

\[ \Lambda = \frac{T}{4} + 3M_p^2 H^2 \quad (2.97) \]
and as dS is a vacuum solution, we may write

\[ \Lambda = 3M_P^2 H^2. \]  

As a further check, this may be substituted into the full ‘barred’ equations of motion to find that indeed \( T_{\mu\nu} = 0 \). Next, in order to linearise around the background described by these ‘barred’ quantities, we return to the variation principle, from which we know that

\[ \delta \Gamma^\lambda_{\mu\nu} = \frac{1}{2} g^{\lambda\tau} (\nabla_\mu h_{\nu\tau} + \nabla_\nu h_{\mu\tau} - \nabla_\tau h_{\mu\nu}) \equiv \gamma^\lambda_{\mu\nu}, \]

\[ \delta R^{\lambda\kappa}_{\sigma\nu} = -h^{\mu\kappa} \bar{R}^\lambda_{\mu\sigma\nu} + \bar{g}^{\mu\kappa} (\nabla_\sigma \gamma^\lambda_{\mu\nu} - \nabla_\nu \gamma^\lambda_{\mu\sigma}) \equiv r^{\lambda\kappa}_{\sigma\nu}, \]

\[ \delta R_\nu^\mu \equiv -h^{\nu\mu} \bar{R}_{\kappa\mu} + \bar{g}^{\nu\mu} (\nabla_\lambda \gamma^\kappa_{\mu\sigma} - \nabla_\sigma \gamma^\kappa_{\mu\lambda}) \equiv r^\mu_\nu, \]

\[ \delta R \equiv -h^{\mu\nu} \bar{R}_{\mu\nu} + \nabla_\tau \nabla^\sigma h^\tau_\sigma - \square h \equiv r. \]  

(2.99)

It is preferable in this instance to vary tensors with an even number of up and down indices. This makes use of the Kronecker delta \( \delta^\mu_\nu \equiv g^{\mu\rho} g^\rho_\nu \), which is invariant under variation. Formulating the variational identities in this way has the advantage that we may contract tensors in a straightforward manner. For example, \( \delta^\nu_\kappa \delta R^\nu_\mu = \delta (\delta^\nu_\kappa R^\nu_\mu) = \delta R \), whereas in general \( g^{\mu\nu} \delta R_{\mu\nu} = \delta (g^{\mu\nu} R_{\mu\nu}) - \delta g^{\mu\nu} R_{\mu\nu} \neq \delta R. \)

Substituting the background quantities and expanding the perturbed Christoffels, we find that the perturbed Ricci tensor and curvature scalar are given by

\[ r^\mu_\nu \equiv -3H^2 h^\mu_\nu + \frac{1}{2} \left( \nabla_\lambda \nabla^\mu h^\lambda_\nu + \nabla_\lambda \nabla^\nu h^\lambda_\mu - \square h^\mu_\nu - \nabla_\nu \partial^\mu h \right), \]

\[ r \equiv -3H^2 h + \nabla_\tau \nabla^\sigma h^\tau_\sigma - \square h. \]  

(2.100)

Subsequently, the perturbed traceless Einstein tensor becomes

\[ \delta S^\mu_\nu = -3H^2 h^\mu_\nu + \frac{1}{2} \left( \nabla_\lambda \nabla^\mu h^\lambda_\nu + \nabla_\lambda \nabla^\nu h^\lambda_\mu - \square h^\mu_\nu - \nabla_\nu \partial^\mu h \right) \]

\[ -\frac{1}{4} \delta^\mu_\nu \left( -3H^2 h + \nabla_\tau \nabla^\sigma h^\tau_\sigma - \square h \right) \equiv s^\mu_\nu. \]  

(2.101)
2.4 Linearised Field Equations around de Sitter Space

The general formalism for linearisation we are following is described below

\[ R \rightarrow \bar{R} + r, \quad r^\mu_{\nu} \rightarrow \bar{R}^\mu_{\nu} + r^\mu_{\nu}, \quad S^\mu_{\nu} = \bar{S}^\mu_{\nu} + s^\mu_{\nu}, \quad \text{with} \quad \delta^{\nu}_{\mu} r^\mu_{\nu} = r, \quad (2.102) \]

whereas, upon substitution of the background values, we find

\[ R \rightarrow 12H^2 + r, \quad r^\mu_{\nu} \rightarrow 3H^2 \delta^\mu_{\nu} + r^\mu_{\nu}, \quad S^\mu_{\nu} \rightarrow s^\mu_{\nu}. \quad (2.103) \]

Taking all this into account, we simply substitute the above values along with the background quantities \((2.96)\) into the field equation \((2.91)\), neglecting terms of order \(h^2\), to return the linearised equations of motion around de Sitter space. The calculation proceeds as follows: First, we perturb the field equations according to \((2.102)\),

\[
M_P^2 \left( (\bar{R}^\mu_{\nu} + r^\mu_{\nu}) - \frac{1}{2} \delta^\mu_{\nu} (\bar{R} + r) \right) = T^\mu_{\nu} - \delta^\mu_{\nu} \Lambda - 2\lambda s^\mu_{\nu} \tilde{F}_1(\Box)(\bar{R} + r) + 2\lambda (\nabla^\mu \partial_{\nu} - \delta^\mu_{\nu} \Box) \tilde{F}_1(\Box)(\bar{R} + r) - \lambda \Box \bar{F}_2(\Box) s^\mu_{\nu} - \lambda \delta^\mu_{\nu} \nabla^\rho \nabla^\sigma \bar{F}_1(\Box) s^{\rho\sigma}
\]

\[
+ \lambda \Theta^\mu_{\nu} - \frac{\lambda}{2} \delta^\mu_{\nu} (\Theta^\sigma_{1\sigma} + \bar{\Theta}_1) + \lambda \Theta^\mu_{2\nu} - \frac{\lambda}{2} \delta^\mu_{\nu} (\Theta^\sigma_{2\sigma} + \bar{\Theta}_2) + 2\lambda E^\mu_{2\nu} + \lambda C^\mu_{\nu}.
\quad (2.104)
\]

Ignoring, for the moment, the symmetric tensors on the bottom line of this equation, we reduce all other terms to linear order in \(h\),

\[
M_P^2 \left( (\bar{R}^\mu_{\nu} + r^\mu_{\nu}) - \frac{1}{2} \delta^\mu_{\nu} (\bar{R} + r) \right) = T^\mu_{\nu} - \delta^\mu_{\nu} \Lambda - 2\lambda s^\mu_{\nu} \tilde{F}_1(\Box) \bar{R} + 2\lambda (\nabla^\mu \partial_{\nu} - \delta^\mu_{\nu} \Box) \tilde{F}_1(\Box) \bar{R} + 2\lambda \nabla^\rho \nabla^\sigma \bar{F}_2(\Box) s^{\rho\sigma}
\]

\[
+ \lambda \Theta^\mu_{\nu} - \frac{\lambda}{2} \delta^\mu_{\nu} (\Theta^\sigma_{1\sigma} + \bar{\Theta}_1) + \lambda \Theta^\mu_{2\nu} - \frac{\lambda}{2} \delta^\mu_{\nu} (\Theta^\sigma_{2\sigma} + \bar{\Theta}_2) + 2\lambda E^\mu_{2\nu} + \lambda C^\mu_{\nu}.
\quad (2.105)
\]
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before noting that the background curvature, expressed as the ‘barred’ terms given in (2.96), are constants. Thus, any derivatives on the background curvature will vanish, so that the field equations reduce further,

\[
M_P^2 \left( (\bar{R}_\mu^\nu + r^\mu_\nu) - \frac{1}{2} \delta_\mu^\nu (\bar{R} + r) \right) = T_\mu^\nu - \delta_\mu^\nu \Lambda - 2\lambda \tilde{f}_{1a} s^\mu_\nu \bar{R} + 2\lambda (\nabla^\mu \partial_\nu - \delta^\mu_\nu \Box) \tilde{F}_1 (\Box) r
\]

\[
- \frac{\lambda}{2} \bar{R} \tilde{F}_2 (\Box) s^\nu_\mu + 2\lambda \nabla_\sigma \nabla_\nu \tilde{F}_2 (\Box) s^\mu_\sigma - \lambda \Box \tilde{F}_2 (\Box) s^\mu_\nu - \lambda \delta^\mu_\nu \nabla_\sigma \nabla_\tau \tilde{F}_2 (\Box) s^\tau_\sigma
\]

\[
+ \lambda \Theta_1^\mu - \frac{\lambda}{2} \delta^\mu_\nu (\Theta_1^\nu + \bar{\Theta}_1) + \lambda \Theta_2^\mu - \frac{\lambda}{2} \delta^\mu_\nu (\Theta_2^\sigma + \bar{\Theta}_2) + 2\lambda \epsilon_2^\mu + \lambda \epsilon_\nu^\mu.
\]

(2.106)

Return now to the symmetric tensors on the bottom line. Following the initial perturbation and taking into account the constant nature of the background curvature, the symmetric tensors (2.92) are given by

\[
\Theta_1^\mu = \sum_{n=1}^{\infty} \frac{\tilde{f}_{1a}}{M^{2n}} \sum_{l=0}^{n-1} (\partial^\mu r(l) \partial_\nu r^{(n-l-1)}),
\]

\[
\bar{\Theta}_1 = \sum_{n=1}^{\infty} \frac{\tilde{f}_{1a}}{M^{2n}} (\bar{R} + r) (r)^{(n)} + \sum_{n=1}^{\infty} \frac{\tilde{f}_{1a}}{M^{2n}} \sum_{l=1}^{n-1} r(l) r^{(n-l)}
\]

\[
\Theta_2^\mu = \sum_{n=1}^{\infty} \frac{\tilde{f}_{2a}}{M^{2n}} \sum_{l=0}^{n-1} (\nabla^\mu s^\sigma_l(s) \nabla_\nu s^\tau_l(s^{n-l-1})), \quad \bar{\Theta}_2 = \sum_{n=1}^{\infty} \frac{\tilde{f}_{2a}}{M^{2n}} \sum_{l=0}^{n-1} s^\sigma_l(s) s^\tau_l(s^{n-l})
\]

\[
\epsilon_2^\mu = \sum_{n=1}^{\infty} \frac{\tilde{f}_{2a}}{M^{2n}} \sum_{l=0}^{n-1} \nabla_\tau \left( s^\tau_l(s) \nabla_\mu s^\lambda_{(n-l-1)} - \nabla_\mu s^\tau_l(s) s^{\lambda(n-l-1)} \right),
\]

(2.107)

whereas if we consider only up to linear order in \( h \), we retain only the solitary term,

\[
\bar{\Theta}_1 = \bar{R} \sum_{n=1}^{\infty} \frac{\tilde{f}_{1a}}{M^{2n}} \Box^\nu r = \bar{R} \tilde{F}_1 (\Box) r - \tilde{f}_{1a} \bar{R} r.
\]

(2.108)
2.4 Linearised Field Equations around de Sitter Space

Simple substitution of the background curvature (2.96), (2.98), then reveals the linearised field equations around de Sitter space

\[
\left( M_P^2 + 24H^2\lambda f_{10} \right) \left( r_{\nu}^\mu - \frac{1}{2} \delta_{\nu}^\mu r \right) = T_{\nu}^\mu + 2\lambda \left( \nabla^\mu \partial_\nu - \delta_{\nu}^\mu \Box \right) \tilde{F}_1(\Box) r - 6\lambda H^2 \delta_{\nu}^\mu \tilde{F}_1(\Box) r
- 6H^2 \lambda \mathcal{F}_2(\Box) s_{\nu}^\mu + 2\lambda \nabla^\sigma \nabla_\nu \mathcal{F}_2(\Box) s_{\mu}^\sigma - \lambda \Box \mathcal{F}_2(\Box) s_{\nu}^\mu - \lambda \delta_{\nu}^\mu \nabla^\tau \nabla_\tau \mathcal{F}_2(\Box) s_{\tau}^r + \lambda \mathcal{C}_{\nu}^\mu.
\]

(2.109)

We will return to these field equations when discussing the defocusing conditions around de Sitter space in Section 4.7.
Chapter 3

Ghost-free Conditions

Historically speaking, higher derivative theories of gravity have been beset by the presence of *ghosts* - free fields bearing negative kinetic energy. During the process of renormalization, this negative contribution may be offset by the repeated introduction of derivatives, via additional curvature terms in the gravitational action. These higher derivative terms affect the short-range behaviour of the theory rendering it renormalizable, but with a cost. If a finite number of higher derivatives are introduced to the theory, so too is a massive spin-2 ‘ghost’ particle into the propagator, resulting in a break down of unitarity \(^1\) [54]. The aim of this chapter is to provide the conditions whereby the IDG theory (2.20) may invoke its infinite number of derivatives in order to render the gravitational theory ghost and tachyon-free. We do this by appealing to the form of the modified graviton propagator around Minkowski space, which we also derive. We begin with some clarifications.

*Ghosts*

As opposed to the Faddeev Popov ghosts of field theory, which are added to gauge field theories in order to absorb non-physical degrees of freedom, ghosts in relativity are physical excitations which come with a negative residue in the

\(^1\)With the exception of \(f(R)\)-theories, which we discuss shortly.
graviton propagator [25], [83], which is defined via

$$\Pi_{\mu\nu}^{\sigma\tau} h_{\sigma\tau} = \kappa T_{\mu\nu}. \quad (3.1)$$

Classically, the graviton propagator details how a gravitational field propagates through space when sourced by a current $J(x)$ [84]. Any modification to the gravitational action will necessarily modify the propagator. If this modification comes with the wrong sign, then implicitly the theory admits physical states of negative energy, or “ghosts”, leading to an instability, even at the classical level. This phenomenon, known as the Ostrogradsky instability, results in perturbations carrying both positive and negative energy modes [85].

The Ostrogradsky Instability

A major consequence of Ostrogradsky’s Theorem of 1850 [86] is that powerful constraints are placed on the formulation of stable, higher-derivative theories of gravity. We outline the results below before offering a caveat.

Consider a Lagrangian of the type

$$L = L(q, \dot{q}, \ddot{q}), \quad (3.2)$$

which is non-degenerate on $\ddot{q}$, i.e. $\frac{\partial^2 L}{\partial \ddot{q}^2} \neq 0$, where dots denote derivatives with respect to some parameter $\lambda$. The Euler Lagrange equation is given by

$$\frac{\partial L}{\partial q} - \frac{d}{dt} \frac{\partial L}{\partial \dot{q}} + \frac{d^2}{dt^2} \frac{\partial L}{\partial \ddot{q}} = 0 \quad (3.3)$$

Due to the non-degeneracy of the Lagrangian, solutions will depend on four pieces

\footnote{Higher-derivative theories refers to gravitational theories containing more than two derivatives of the metric tensor.}
of initial data $q_0, \dot{q}_0, \ddot{q}_0$. We then make the following four canonical choices

\begin{align}
Q_1 &= q, \\
P_1 &= \frac{\partial L}{\partial \dot{q}} - \frac{d}{dt} \frac{\partial L}{\partial \ddot{q}}, \\
Q_2 &= \dot{q}, \\
P_2 &= \frac{\partial L}{\partial \ddot{q}}.
\end{align}

(3.4)

(3.5)

One can now express $\ddot{q}$ in terms of $Q_1, Q_2$ and $P_2$, like so $\ddot{q} = f(Q_1, Q_2, P_2)$, so that the Hamiltonian of the theory can be written as

$$H = P_1 Q_1 + P_2 f(Q_1, Q_2, P_2) - L(Q_1, Q_2, f),$$

(3.6)

as in [25, 87]. Now, as this Hamiltonian is linear only in the canonical momentum $P_1$, a system of this form cannot be stable. When interactions take place in such a system the vacuum decays into both positive and negative kinetic energy states, which we call the Ostragradsky instability.

It is commonly stated that a consequence of Ostragradsy’s theorem is that gravitational theories containing higher-than-two derivatives in the action will suffer from this instability. This is generically true for theories of the type

$$S = \frac{1}{2} \int d^4 x \sqrt{-g} f(R, R_{\mu\nu}, R^{\mu\nu\alpha\lambda}),$$

(3.7)

where $f$ is some non-trivial function. An example of such a theory would be Stelle’s fourth order gravity theory, discussed in the introduction. However, there is a caveat in that $f(R)$-theories, given by

$$S = \frac{1}{2} \int d^4 x \sqrt{-g} f(R),$$

(3.8)

may avoid this instability and are indeed ghost-free. In terms of the Hamiltonian, this is due to the fact that one cannot express $\ddot{q}$ as $\ddot{q} = f(Q_1, Q_2, P_2)$ for each component of the metric. In terms of the modified propagator, such theories are characterised by a single additional scalar degree of freedom which contains all higher-order derivatives. We will see in Section 3.3.1 that as long as there is at
most one additional pole in the scalar sector, the theory may be considered to be
ghost-free, while in Chapter 4 we reveal the vital role of this additional pole in
singularity avoidance.

**Tachyons**

We define tachyons as particles with imaginary mass, i.e. $m_{\text{tachyon}}^2 < 0$. In a
classical sense, such a particle will always travel faster than the speed of light,
according to the equation

$$E = \frac{mc^2}{\sqrt{1 - \frac{|v|^2}{c^2}}}.$$  \hfill (3.9)

As the energy $E$ is real and observable, if a particle has imaginary mass $m$, then
the denominator must also be imaginary, implying that the velocity of the particle $v$
is greater than the speed of light $c$. It is this behaviour which lends the particle
its name - ‘tachy’ (ταχυς) being the Greek for ‘rapid’.

Gerald Feinberg, who coined the term in the context of Quantum Field Theory [88],
proposed that fields with imaginary mass would necessarily produce
physical particles that propagate at speeds faster than light, however, this was
later found to be untrue. Instead, fields defined in this way, technically suffer
from an instability known as *tachyon condensation*, where a field is tachyonic
and unstable around the local maximum of its potential, but as the field reaches
its local minimum, its associated quanta are not tachyonic but ordinary particles
with positive mass squared, such as the Higgs boson [89].

In the present work, however, we will refer to particles with imaginary mass as
‘tachyons’, as this notion has no classical interpretation and represents a pathology in the theory.

**Ghost and tachyon criteria**

In order to avoid the spectre of ghosts or tachyons, we require that:

1. The propagator will contain only first order poles at $k^2 + m^2$ with real mass
   $m^2 \geq 0$ so as to avoid tachyons.

2. Such a pole will not contain any negative residues or ghosts.
3.1 Modified Propagator around Minkowski Space

Now that we have established the general ghost-free criteria that the modified propagator must ascribe to, it is time to derive the precise form of the propagator for the linearised equations of motion (2.81) around a Minkowski background. The field equations are expressed in terms of the inverse propagator \( \Pi^{-1}_{\mu\nu} \), like so,

\[
\Pi^{-1}_{\mu\nu} h_{\rho\sigma} = \kappa T_{\mu\nu},
\]

where \( \kappa = 8\pi G = M_{P}^{-2} \).

**Derivation**  We begin by reminding the reader of the relevant identities concerning the spin projector operators in \( D \)-dimensional Minkowski space, see [36], [83], [68].

\[
\begin{align*}
\mathcal{P}^{2}_{\mu\nu\rho\sigma} &= \frac{1}{2} (\theta_{\mu\rho}\theta_{\nu\sigma} + \theta_{\mu\sigma}\theta_{\nu\rho}) - \frac{1}{D-1} \theta_{\mu\nu}\theta_{\rho\sigma}, \\
\mathcal{P}^{1}_{\mu\nu\rho\sigma} &= \frac{1}{2} (\theta_{\mu\rho}\omega_{\nu\sigma} + \theta_{\mu\sigma}\omega_{\nu\rho} + \theta_{\nu\rho}\omega_{\mu\sigma} + \theta_{\nu\sigma}\omega_{\mu\rho}), \\
(\mathcal{P}^{0}_{s})_{\mu\nu\rho\sigma} &= \frac{1}{D-1} \theta_{\mu\nu}\theta_{\rho\sigma}, \\
(\mathcal{P}^{0}_{w})_{\mu\nu\rho\sigma} &= \omega_{\mu\rho}\omega_{\nu\sigma}, \\
(\mathcal{P}^{0}_{sw})_{\mu\nu\rho\sigma} &= \frac{1}{\sqrt{D-1}} \theta_{\mu\nu}\omega_{\rho\sigma}, \\
(\mathcal{P}^{0}_{ws})_{\mu\nu\rho\sigma} &= \frac{1}{\sqrt{D-1}} \omega_{\mu\nu}\theta_{\rho\sigma},
\end{align*}
\]

where

\[
\theta_{\mu\nu} = \eta_{\mu\nu} - \frac{k_{\mu}k_{\nu}}{k^2}, \quad \text{and} \quad \omega_{\mu\nu} = \frac{k_{\mu}k_{\nu}}{k^2}.
\]

Combining the final two identities gives the useful relation

\[
\eta_{\mu\nu} = \theta_{\mu\nu} + \omega_{\mu\nu}.
\]

We then compute each component making up the linearised field equations (2.81), while transforming into momentum space with \( \partial_{\mu} \rightarrow ik_{\mu} \), such that \( \Box \rightarrow -k^2 \),
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like so

\[a(\Box)h_{\mu\nu} \rightarrow a(-k^2) \left[ \mathcal{P}^2 + \mathcal{P}^1 + \mathcal{P}_s^0 + \mathcal{P}_w^0 \right]_{\mu\nu}^{\rho\sigma} h_{\rho\sigma},\]
\[b(\Box)\partial_{\sigma} \partial_{(\nu} h_{\mu)}^{\rho} \rightarrow -b(-k^2)k^2 \left[ \mathcal{P}^1 + 2\mathcal{P}_w^0 \right]_{\mu\nu}^{\rho\sigma} h_{\rho\sigma},\]
\[c(\Box)(\eta_{\mu\nu} \partial_{\sigma} \partial_{(\nu} h^{\rho)} + \partial_{\mu} \partial_{\nu} h) \rightarrow -c(-k^2)k^2 \left[ 2\mathcal{P}_w^0 + \sqrt{D-1} \left( \mathcal{P}_s^0 + \mathcal{P}_w^0 \right) \right]_{\mu\nu}^{\rho\sigma} h_{\rho\sigma},\]
\[\eta_{\mu\nu} \partial(\Box) h \rightarrow d(-k^2) \left[ (D-1)\mathcal{P}_s^0 + \mathcal{P}_w^0 + \sqrt{D-1} \left( \mathcal{P}_s^0 + \mathcal{P}_w^0 \right) \right]_{\mu\nu}^{\rho\sigma} h_{\rho\sigma},\]
\[f(\Box)\partial^\rho \partial^\sigma \partial_{\mu} \partial_{\nu} h_{\rho\sigma} \rightarrow f(-k^2)k^4 \left( \mathcal{P}_w^0 \right)_{\mu\nu}^{\rho\sigma} h_{\rho\sigma}. \quad (3.14)\]

On inspection of the spin projector operators (3.11), (3.12), we note that the multiplets \(\mathcal{P}^2, \mathcal{P}^1, \mathcal{P}_s^0, \mathcal{P}_w^0\) conform to the following:

\[
(\mathcal{P}^2 + \mathcal{P}^1 + \mathcal{P}_s^0 + \mathcal{P}_w^0)_{\mu\nu\rho\sigma} = \frac{1}{2} \left( \eta_{\nu\rho} \eta_{\mu\sigma} + \eta_{\nu\sigma} \eta_{\mu\rho} \right). \quad (3.15)
\]

Using this property along with (3.11) and (3.12) allows us to express the inverse propagator (3.10) in terms of the projection operators, like so

\[
\Pi_{\mu\nu}^{-1\rho\sigma} h_{\rho\sigma} = \sum_{i=1}^{6} C_i \mathcal{P}_i^{\mu\nu \rho\sigma} h_{\rho\sigma}
= \kappa(\mathcal{P}^2 + \mathcal{P}^1 + \mathcal{P}_s^0 + \mathcal{P}_w^0)_{\mu\nu\rho\sigma} T_{\rho\sigma}
= \frac{1}{2} \kappa(\delta_\nu^{\rho} \delta_\mu^{\sigma} + \delta_\nu^{\sigma} \delta_\mu^{\rho}) T_{\rho\sigma}
= \kappa T_{\mu\nu}, \quad (3.16)
\]

where the coefficients \(C_i\) are dependent only on \(k^2\) in momentum space. We then find that (3.14) reduces to

\[
\begin{align*}
ak^2 \mathcal{P}_\mu^{\rho\sigma} h_{\rho\sigma} &= \kappa \mathcal{P}_\mu^{\rho\sigma} T_{\rho\sigma}, \\
(a + b)k^2 \mathcal{P}_\mu^{\rho\sigma} h_{\rho\sigma} &= \kappa \mathcal{P}_\mu^{\rho\sigma} T_{\rho\sigma}, \\
[(a + (D-1))d + (c + d)]k^2 \sqrt{D - 1} \mathcal{P}_s^{0\mu\nu} h_{\rho\sigma} &= \kappa(\mathcal{P}_s^0)_{\mu\nu}^{\rho\sigma} T_{\rho\sigma}, \\
[(c + d)k^2 \sqrt{D - 1}] \mathcal{P}_w^{0\mu\nu} + (a + 2b + 2c + d + f)k^2 \mathcal{P}_w^0_{\mu\nu}^{\rho\sigma} h_{\rho\sigma} &= \kappa(\mathcal{P}_w^0)_{\mu\nu}^{\rho\sigma} T_{\rho\sigma}.
\end{align*}
\quad (3.17)
\]
In turn, from (2.83), each identity reduces like so

\[ P_2 \rho \sigma h_{\rho \sigma} = \kappa \left( P^2 \right)_{\mu \nu}^{\rho \sigma} T_{\rho \sigma}, \]

\[ P_1^{\mu \nu} T_{\rho \sigma} = 0, \]

\[ (P^0)^{\mu \nu}_{\rho \sigma} h_{\rho \sigma} = \kappa \left( P^0 \right)^{\mu \nu}_{\rho \sigma} T_{\rho \sigma}, \]

\[ \kappa (\Pi^0)^{\mu \nu} T_{\rho \sigma} = 0. \] (3.18)

Thus, we have succeed in inverting the field equations so that from (3.16), we may read off the non-local, \( D \)-dimensional, propagator around Minkowski space:

**Non-local, \( D \)-dimensional, propagator around Minkowski**

\[
\Pi^{(D)}(-k^2) = \frac{P^2}{k^2 a(-k^2)} + \frac{P^0_s}{k^2 (a(-k^2) - (D - 1)c(-k^2))}, \] (3.19)

where, hereafter we shall suppress the indices in the propagator and projection operators. The first thing to note here is that at \( a(0) \) and \( c(0) \), the theory returns to that of General Relativity. It is straightforward to confirm, upon reference to (2.83), that indeed the physical graviton propagator is recovered at this limit

\[
\frac{P^2}{k^2 a(0)} + \frac{P^0_s}{k^2 (a(0) - (D - 1)c(0))} = \frac{P^2}{k^2} - \frac{P^0_s}{(D - 2)k^2} = \Pi^{(D)}_{GR}. \] (3.20)

The propagator (3.19) is the most general form of the \( D \)-dimensional propagator around Minkowski space for an action of the type (2.20). In practice, however, we will largely be dealing within a 4-dimensional framework, which is given by:

**Non-local Propagator around Minkowski in \( D = 4 \)-spacetime dimensions**

\[
\Pi(-k^2) = \frac{P^2}{k^2 a(-k^2)} + \frac{P^0_s}{k^2 (a(-k^2) - 3c(-k^2))}. \] (3.21)
Another interesting variant of the IDG modified propagator occurs when one requires that no additional degrees of freedom, other than the massless graviton, are allowed into the system. Upon inspection of (2.82), we note that by choosing \(a = c\), we do indeed avoid the introduction of additional scalar degrees of freedom.

**Non-local propagator with no additional scalar degrees of freedom (\(D = 4\))**

\[
\Pi(-k^2) = \frac{1}{a(-k^2)} \left( \frac{\mathcal{P}^2}{k^2} - \frac{\mathcal{P}_s^0}{2k^2} \right).
\]  (3.22)

In this case, we note that the derived non-local propagator modifies the physical graviton propagator by a factor of \(\sim 1/a\)

\[
\Pi(-k^2) = \frac{1}{a(-k^2)} \Pi^{(4)}_{GR}.
\]  (3.23)

### 3.2 Examples of Pathological Behaviour

**The Benign Ghost of General Relativity**

Let us clarify what is sometimes called the benign ghost of General Relativity. This refers to the appearance of a negative residue in GR, which does not represent any instability in the theory. The propagator of the physical graviton in four-dimensional GR is given by:

\[
\Pi_{GR} = \frac{\mathcal{P}^2}{k^2} - \frac{\mathcal{P}_s^0}{2k^2}.
\]  (3.24)

Naively, it appears here as if there is a negative residue at the point \(k^2 = 0\). However, upon reference to (3.11), we find that the coefficients attached to the spin projector operators cancel exactly so that no such negative residue survives.

**\(f(R)\)-gravity**

As previously discussed, a particular class of extended theory, known as the \(f(R)\)
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model of gravity, is defined by the action

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} f(R). \]  (3.25)

This is a generalisation of Einstein’s theory where the curvature scalar is replaced with an arbitrary function of \( R \). The simplest example of such a theory is known as the Starobinsky Model, defined by

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} \left( M_P^2 R + f_0 R^2 \right), \]  (3.26)

where \( f_0 \) is an arbitrary constant. A large amount of interest was generated in theories of this type from Starobinsky’s initial idea that for a positive constant \( f_0 = \frac{1}{6M_P^2} \), the model would mimic the behaviour of the cosmological constant for a sufficiently large \( R \). The curvature squared term of the action leads to a period of exponential expansion, sufficient for forming the large scale structures we see in the Universe today. After this period of rapid expansion, the higher-order curvature terms become less important as the model moves away from the Planck scale, signalling the end of inflation [34]. We have already learned that such theories avoid the Ostrogradsky instability. The Starobinsky model, however, has proved less successful in pairing cosmic inflation with a non-singular cosmology. As we shall see in Section 4.4, in order to avoid an initial singularity within this model, we would require the constant \( f_0 \) to be negative, resulting in tachyonic behaviour, outlined below.

**Example of Tachyons**

Let us consider the action

\[ S = \frac{1}{2} \int d^4x \sqrt{-g}(M_P^2 R - R^2). \]  (3.27)
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By taking the appropriate limits of (2.82) and decomposing into partial fractions, we can read off the propagator of the Starobinsky model from (3.21),

\[ \Pi_{R^2} = \Pi_{GR} + \frac{1}{2} \frac{j^0}{k^2 + m^2}, \]  

(3.28)

where \( m^2 = \frac{M_p^2}{6} f_0. \) As the coefficient of the \( R^2 \) term is given by \( f_0 = -1, \) the value of \( m^2 \) for the spin-0 particle now takes the form

\[ m^2 = -\frac{1}{6} M_p^2 < 0, \]  

(3.29)

which is decidedly negative. Thus, the first order pole \( k^2 + m^2 = 0 \) in the scalar mode of (3.28) contains an imaginary mass \( m, \) which is the very definition of a tachyonic field.

Fourth Order Gravity

A natural generalisation of \( f(R) \)-gravity, (3.25), is to not only allow scalar modifications to GR but tensorial modifications too. The gravitational action will then be made up of a an arbitrary function of the curvature scalar, Ricci tensor and Weyl/Riemann tensor, like so

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} f(R, R_{\mu\nu}, R_{\mu\nu\sigma\lambda}). \]  

(3.30)

An interesting subclass of this generalisation comes in the form of Fourth Order Gravity, where

\[ \mathcal{L} = R + f_1 R^2 + f_2 R_{\mu\nu} R^{\mu\nu} + f_3 R_{\mu\nu\sigma\lambda} R^{\mu\nu\sigma\lambda}. \]  

(3.31)

As you may recall from the introduction, choosing \( f_1 = 1, \ f_2 = -4, \ f_3 = 1 \) is nothing more than the Gauss-Bonnet action of gravity, which reproduces the Einstein Equation precisely in four dimensions. More generally, in 1977, Stelle found that fourth-order gravity theories, (3.31), were perturbatively renormalizable, raising hopes for a quantum field theory of gravity. As previously discussed,
such theories suffer from the Ostrogradsky instability. An example of such a pathology comes in the form of the \textit{Weyl Ghost}.

\textit{The Weyl Ghost}

Consider a Lagrangian of the type

\[ L_W \sim M_P^2 R + C_{\mu\nu\lambda\sigma} C_{\mu\nu\lambda\sigma}, \tag{3.32} \]

where \( C_{\mu\nu\lambda\sigma} \) is the Weyl tensor, lending the name of \textit{Weyl squared gravity} to theories of this type. It is straightforward to compute that

\[ C^2 = R_{\mu\nu\lambda\sigma} R^{\mu\nu\lambda\sigma} - 2R_{\mu\nu} R^{\mu\nu} + \frac{1}{3} R^2, \tag{3.33} \]

and to note that this is a particular example of a fourth-order theory, whereas, in terms of the IDG action (2.20), we simply take \( \mathcal{F}_1 = \mathcal{F}_2 = 0 \) and \( \mathcal{F}_3 = 1 \). The relevant functions, \( a \) and \( c \), that make up the propagator can then be read off from (2.82) so that the propagator for Weyl squared gravity is given by

\[ \Pi_{C^2} = \frac{\mathcal{P}^2}{(1 - (2k/M_P)^2 k^2)} - \frac{\mathcal{P}_a^2}{2k^2} = \Pi_{GR} - \frac{\mathcal{P}^2}{k^2 + m^2}. \tag{3.34} \]

We see here that there is an additional pole in the spin-2 portion of the propagator and, moreover, this comes with a negative sign, or residue. This is known as the \textit{Weyl Ghost} and in order to avoid such a situation, we stipulate that the operator \( a(\Box) \) which modifies the tensorial sector has no roots (to avoid additional poles) and contributes positively to the propagator (ghost-free).\[36\]

\section*{3.3 Ghost-free Conditions}

We have already established that \( f(R) \)-theories are the only \textit{finite}, higher-order extension of GR that are potentially stable\[87\]. What then of infinite derivative extensions of GR? Should such theories lead to a infinite number of ghosts or

\footnote{We are considering here only metric-tensor-based extensions of GR.}
can their non-locality be invoked in some way to curtail these pathologies? One way to shed light on this is to study the equivalent scalar-tensor action of such a theory, first discussed in [15]. As it stands, the general form of the modified propagator (3.21) may contain ghosts or tachyons due to the arbitrary nature of the infinite derivative functions (2.82) contained within. The purpose of this section is to motivate the constraints that must be placed on these infinite derivative functions in order to describe a theory that is free from such infirmities. We will then derive the precise covariant ghost-free form around Minkowski space. Following an interesting discussion on the minimal IDG action that can be rendered singularity-free in Section 4, we will return to the ghost-free conditions around de Sitter space.

### 3.3.1 Motivation from Scalar-Tensor Theory

In order to motivate the methodology for rendering the theory ghost-free it is instructive to discuss the scalar sector of the action (2.20) following closely to [15]. The scalar sector is given by

\[
S_{sc} = \frac{1}{2} \int d^4x \sqrt{-g} \left( M_P^2 R + R \mathcal{F}(\Box) R \right),
\]

(3.35)

which accounts for the spin-0 sector of the propagator, where \( \mathcal{F}(\Box) = \sum_{n=0}^{\infty} \frac{f_n}{M_P^{2n}} \Box^n \), while the equivalent scalar-tensor action takes the form

\[
S_{sc} = \frac{1}{2} \sqrt{-g} \left( M_P^2 (\Phi R - \psi (\Phi - 1)) + \psi \mathcal{F}(\Box) \psi \right).
\]

(3.36)

The equivalence of (3.35) and (3.36) can be seen by taking a look at the equation of motion for \( \Phi \). Varying the action with respect to \( \Phi \) gives

\[
\frac{\delta S_{sc}}{\delta \Phi} = \frac{1}{2} \sqrt{-g} (R - \psi)
\]

(3.37)
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so that the field equation

\[
\frac{\delta S_{sc}}{\delta \Phi} = 0 \quad \text{implies} \quad R = \psi. \tag{3.38}
\]

Substituting \( \psi = R \) into (3.36) then recovers the action (3.35). The next step is to invoke the conformal transformation

\[
e^a_{\mu} = \Phi^{-1/2} e^a_{\mu}. \tag{3.39}
\]

Further note that the D’Alembertian transforms as \( \Box \psi = \Box' \psi + \mathcal{O}(\phi^2, \phi \psi, \psi^2) \), while the metric tensor transforms as

\[
g_{\mu\nu} = e^a_{\mu} g_{ab} e^b_{\nu} = \Phi^{-1} e^a_{\mu} g_{ab} e^b_{\nu} = \Phi^{-1} g'_{\mu\nu}. \tag{3.40}
\]

Subsequently, the square root of the determinant of the metric is given by

\[
\sqrt{-g} = \Phi^{-2} \sqrt{-g'}, \tag{3.41}
\]

so that the relevant form of the curvature scalar transforms as

\[
\sqrt{-g} \Phi R = \sqrt{-g'} \left[ R' + \frac{3}{2} \phi \Box' \phi \right], \tag{3.42}
\]

where we have defined \( \Phi = e^\phi \), which up to linear order gives \( \Phi = 1 + \phi + \mathcal{O}(\phi^2) \). Substitution into the action (3.36) up to quadratic order then gives

\[
S_{sc} = \frac{M_P^2}{2} \sqrt{-g} \left( R' + \frac{3}{2} \phi \Box' \phi - \psi \phi + M_P^{-2} \psi \mathcal{F}(\Box') \psi \right). \tag{3.43}
\]

By varying with respect to \( \phi \) and \( \psi \) respectively, we can read off the field equations

\[
\psi = 3 \Box' \phi, \quad \phi = 2 M_P^{-2} \mathcal{F} (\Box') \psi. \tag{3.44}
\]
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Substitution then reveals

\[
\left( -1 + 6M_F^2 \mathcal{F}(\Box)\Box' \right) \phi \equiv \Gamma_{sc}(\Box)\phi = 0, \tag{3.45}
\]

where the scalar sector of the propagator is given by \( \sim \frac{1}{\Gamma_{sc}(-p^2)} \) in momentum space with \( \partial_\mu = ip_\mu \). Further note, upon reference to the trace equation (2.87) and the infinite derivative functions (2.82), that the left hand side of (3.45) conforms to the trace equation of the IDG action (2.77) with \( \mathcal{F}_2 = \mathcal{F}_3 = 0 \). This is as expected, as we are considering the scalar sector of the theory, which the trace equation describes. We may then rewrite (3.45) as follows

\[
\frac{1}{2} \left( a(\Box') - 3c(\Box') \right) \phi \equiv \Gamma_{sc}(\Box)\phi = 0. \tag{3.46}
\]

We must now examine the restrictions that must be placed on the infinite derivative functions \( a \) and \( c \) in order to avoid ghosts and tachyons. To this end, we express the scalar propagator \( \Gamma_{sc} \) as a finite power series

\[
\Gamma_{sc}(-p^2) = (p^2 + m_0^2)(p^2 + m_1^2) \ldots (p^2 + m_n^2), \tag{3.47}
\]

where \( m_i^2 \) represents the mass of a spin-0 particle, which must be positive and real in order to avoid the theory becoming tachyonic.

In this power series, each root represents an additional pole in the scalar section of the propagator. If we were to consider two distinct poles, i.e. \( m_0 \neq m_1 \), then one of these poles will have a negative residue and therefore be ghost-like. To show this, we assume that there are two adjacent poles with \( m_0^2 < m_1^2 \), so that the propagator takes the form

\[
\Gamma_{sc}(-p^2) = (p^2 + m_0^2)(p^2 + m_1^2)\bar{a}(-p^2), \tag{3.48}
\]

with the adjacent roots given by \( p^2 = -m_0^2 \) and \( p^2 = -m_1^2 \). As these poles are adjacent, there can be no more zeroes contained within \( \bar{a}(-p^2) \) in the range \(-m_1^2 < p^2 < -m_0^2\), with the consequence that the sign of \( \bar{a}(-p^2) \) has not changed.
within these limits \[15\]. We can best illustrate this by decomposing the inverse propagator into partial fractions like so

$$\Gamma^{-1}_{sc}(-p^2) = \frac{1}{\bar{a}(-p^2)} \left( \frac{1}{m_1^2 - m_0^2} \left( \frac{1}{p^2 + m_0^2} - \frac{1}{p^2 + m_1^2} \right) \right). \quad (3.49)$$

Here, we can see that two massive spin-0 particles $m_0$ and $m_1$ have been introduced to the propagator, with poles of differing sign. When the propagator is evaluated at $p^2 = -m_1^2$ and $p^2 = -m_0^2$, we observe a residue of differing signs so that one of these poles must necessarily be ghost-like.

The upshot is that we must restrict the scalar propagator to at most one additional pole in order for the theory to remain ghost-free. The scalar propagator is then given by

$$\Gamma_{sc}(\Box) = (\alpha \Box - m_0^2)\bar{a}(\Box), \quad (3.50)$$

where $\bar{a}$ contains no roots and $\alpha$ is a constant. In order to ensure that the propagator is analytic - differentiable across the whole of the complex plane - and does not contain additional poles, $\bar{a}$ must take the form of an exponent of an entire function, i.e

$$\Gamma_{sc}(\Box) = (\alpha \Box - m_0^2)e^{\gamma(\Box)}, \quad (3.51)$$

where $\gamma(\Box)$ is an entire function. Finally, if we wish to restrict ourselves further to a propagator that is proportional to the physical graviton propagator - with no additional roots - we simply set $\alpha = 0$:

$$\Gamma_{sc}(\Box) = e^{\gamma(\Box)}. \quad (3.52)$$

### 3.3.2 Entire functions

In the preceding discussion, we made use of the properties of analytic functions to express $\bar{a}(\Box)$ in terms of an exponent of an entire function. At first glance, this may seem to be a construction or at least a reduction in the possible forms of $\bar{a}(\Box)$. However, as we shall see, this is the only form that such a function may take. Formally, an analytic function is defined as \[90\]:

\[60\]
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Definition 3.3.1. A function \( f(z) \), where \( z \in \mathbb{C} \), is said to be analytic at a point \( z_0 \) if it is differentiable in a neighbourhood of \( z_0 \). Similarly, a function \( f(z) \) is said to be analytic in a region if it is analytic in every point in that region.

Recall that, the neighbourhood of \( z_0 \) is simply the region that contains all the points within a radius \( \epsilon \), excluding the boundary, where \( \epsilon \) is a small positive number. From first principles, we know that we can express the derivative of a function \( f(z) \) like so

\[
f'(z) = \lim_{\Delta z \to 0} \frac{f(z + \Delta z) - f(z)}{\Delta z}.
\]  

(3.53)

For the function \( f(z) = u(x,y) + iv(x,y) \), the variation is given by

\[
\delta f(z) = \frac{\partial f}{\partial z} \delta z = f'(z)(\delta x + i\delta y),
\]

(3.54)

while for any function of two variables, we may write

\[
\delta f(x,y) = \frac{\partial f}{\partial x} \delta x + \frac{\partial f}{\partial y} \delta y.
\]

(3.55)

As such

\[
f'(z) = \frac{\partial f}{\partial x}, \quad \text{and} \quad if'(z) = \frac{\partial f}{\partial y}.
\]

(3.56)

Thus, the real and imaginary derivatives are given by

\[
f'(z) = u_x(x,y) + iv_x(x,y)
\]

(3.57)

and

\[
if'(z) = u_y(x,y) + iv_y(x,y),
\]

(3.58)

respectively, where the subscript represents partial differentiation, i.e. \( u_x = \partial u/\partial x \). Requiring that (3.57) and (3.58) are equal gives the Cauchy-Riemann Conditions

\[
u_x = v_y \quad \text{and} \quad v_x = -u_y.
\]

(3.59)
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These are the necessary and sufficient conditions that must hold if \( f(z) \) is to be analytic. This leads us neatly to the definition of an entire function, alluded to in the previous section.

**Definition 3.3.2.** A function that is analytic at each point on the “entire” (finite) complex plane is known as an **entire function**.

Entire functions encompass a broad range of functions. For instance, the exponential function \( f(z) = e^z \) is an entire function as can be seen by expressing the exponent in terms of trigonometrical functions, like so

\[
f(z) = e^z = \cos(y)(\cos(x) + \sinh(x)) + i\sin(y)(\cosh(x) + \sinh(x))
\]

and differentiating to find that the Cauchy-Riemann criteria are satisfied (for all \( z \)), according to

\[
u_x = \cos(y) (\sinh(x) + \cosh(x)) = v_y, \quad v_x = \sin(y) (\sinh(x) + \cosh(x)) = -u_y.
\]

Similarly, \( \sin(z) \) and \( \cos(z) \) are entire functions, as indeed are all polynomials of \( z \). Herein lies the problem. If in (3.50), we were to simply define \( \bar{a} \) as an entire function, this would allow additional poles to be introduced into the propagator. Consider the function

\[
\bar{a}(z) = z^2 - 1.
\]

This is a polynomial and is indeed an entire function, conforming to (3.59) with

\[
u_x = 2x = v_y \quad \text{and} \quad v_x = 2y = -u_y.
\]

However, this function comes hand-in-hand with two additional poles at \( z = 1 \) and \( z = -1 \), which must be ghost-like in terms of the propagator. The only solution then is to consider entire functions that contain no roots. One such function is the exponential function, \( f(z) = e^z \), which, as we have already established, is an entire function. Generalising further, to incorporate all wholly analytic and rootless functions, we must consider an exponent (contains no roots) of an entire
function (analytic across the entire complex plane), i.e. \( f(z) = e^{\gamma(z)} \). Thus, in (3.50), \( \bar{a}(\Box) \) must take the form

\[
\bar{a}(\Box) = e^{\gamma(\Box)},
\]

where \( \gamma \) is an entire function.

### 3.3.3 Ghost-free condition around Minkowski Space

Having resolved the modified form of the propagator for the IDG action (2.20), it is now pertinent to derive the necessary form that the non-local functions \( a(\Box) \) and \( c(\Box) \) must take so as to render the propagator ghost-free. We begin by taking the trace of the linearised field equations (2.86)

\[
\kappa T = \frac{1}{2}(a(\Box) - 3c(\Box)) R.
\]

As alluded to in the prior discussion on scalar-tensor theory, the trace equation accounts for the scalar sector of the propagator, which can be seen by comparing the above trace equation with the modified propagator (3.21). Furthermore, we have just learned that \( a(\Box) - 3c(\Box) \) can contain a maximum of one pole. We therefore construct the equality

\[
T = \frac{M_P^2}{2} (a(\Box) - 3c(\Box)) R = (\alpha \Box - \bar{m}^2) \bar{a}(\Box) R,
\]

which is analogous to (3.50). Here, \( \bar{m}^2 \) is a Brans-Dicke scalar, \( \alpha \) is a constant and \( \bar{a}(\Box) \) is an exponent of an entire function with unit dimension, containing no zeros. Substituting the operator \( \Box \rightarrow 0 \) reveals that the Brans-Dicke scalar \( \bar{m}^2 \) is none other than the Planck Mass, i.e.

\[
\bar{m}^2 = M_P^2.
\]
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As such, we have

\[(a(□) - 3c(□)) R = 2(α □ M_p^{-2} - 1)\tilde{a}(□) R \tag{3.68}\]

Furthermore, expanding to first order allows us to express the constant \(α\) as follows

\[α = 6f_{10} + 2f_{20} - \frac{M_p^2}{M^2} \tag{3.69}\]

This should prove useful as it contains within it the root of the Starobinsky model as \(M \to \infty\), with \(f_{20} = 0\). It should also be noted that taking \(α = 0\) imposes that the function \(c(□)\) contains within it no roots and so there are no additional poles introduced into the propagator. The case of \(a(□) = c(□)\), given by \(3.22\), is one such example whereby \(α\) vanishes.

**Ghost-free form**

Taking into account the value of the Brans-Dicke scalar, and reordering, allows us to express the necessary ghost-free form of the non-local function \(c(□)\) as

\[c(□) = \frac{a(□)}{3} \left[ 1 + 2(1 - α M_p^{-2} □) \tilde{a}(□) \right], \tag{3.70}\]

where we have defined a new entire function \(\tilde{a}(□) = \tilde{a}(□)/a(□)\), which contains no roots.

**Ghost-free modified propagator**

To display the necessary form of the ghost-free modified propagator, we substitute \(3.68\) into \(3.21\), before decomposing into partial fractions.

\[Π(-k^2) = \frac{1}{a(-k^2)} \left[ \frac{\mathcal{P}_2}{k^2} - \frac{1}{2a(-k^2)} \left( \frac{\mathcal{P}_2^0}{k^2} - \frac{\mathcal{P}_s^0}{k^2 + m^2} \right) \right], \tag{3.71}\]

where we have defined the spin-0 particle \(m^2 \equiv M_p^2/α\).
3.3 Ghost-free Conditions

Tachyon criteria
The spin-0 particle $m$ must have real mass to ensure that the correction is non-tachyonic. Subsequently, $m^2$ must be positive so that the condition whereby tachyons are prohibited from the gravitational theory is given by

$$\alpha \geq 0.$$  \hfill (3.72)

$R^2$-Gravity
Taking the limit $M \to \infty$ effectively removes all non-locality from the gravitational theory, stripping it back to fourth order gravity. Taking this limit on the functions (2.82), when $F_2 = F_3 = 0$, reduces the theory to the Starobinsky model, with $\mathcal{L} \sim R + f_{10} R^2$. These functions are then given by

$$a(\Box) = 1, \quad c(\Box) = 1 - 4 M_P^{-2} f_{10} \Box$$  \hfill (3.73)

Recall, that each D'Alembertian contained within the non-local functions $F_i$ is modulated by the scale of non-locality $M$. Thus

$$\lim_{M \to \infty} F_i(\Box) = \lim_{M \to \infty} f_{10} \frac{\Box^n}{M^{2n}} \to f_{i0}.$$  \hfill (3.74)

Substituting the values (3.73) into the general form of the propagator (3.21) (with $\Box = -k^2$ in momentum space on a flat background), and performing the same method of decomposing into partial fractions, allows us to write the propagator for $R^2$-gravity, as was previously stated in (3.28),

$$\Pi_{R^2} = \Pi_{GR} + \frac{1}{2k^2 + m^2},$$  \hfill (3.75)

where $m^2 = M_P^2/\alpha$. Here, it is simply the scalar sector of the propagator that is modified and, we note also, in comparison to (3.71), $a = \tilde{a} \to 1$ at this limit. Further to this, we remind the reader that the constant $\alpha$ contains within it the root of the Starobinsky model. By taking the same limits as described above,
we find from equation (3.69), that $\alpha$ is given by $\alpha = 6 f_{10}$. Thus, in order for the Starobinsky model to avoid becoming tachyonic, from the criteria described in (3.72), we require the coefficient attached to the $R^2$ term in the action to be positive, i.e.

$$f_{10} \geq 0,$$  \hspace{1cm} (3.76)

where $f_{10} = 0$ returns the theory to GR.

\footnote{Here, we have omitted the ‘counting tool’ $\lambda$ which serves no physical purpose other than offering a simple means of returning the theory to GR at $\lambda = 0$.}
Chapter 4

Singularity-free Theories of Gravity

4.1 What is a Singularity?

One of Einstein’s great insights was to devise a gravitational theory that is described by curvature alone. As discussed in the introduction, this insight stemmed from the universality of the tensor transformation law, which allowed Einstein to formulate a gravitational action made up of tensors, which would necessarily preserve covariance, universally. As such the physical laws of any gravitational theory made up of tensors will remain invariant under arbitrarily differentiable coordinate transformations. This is the principle of General Covariance. Unfortunately, however, entailed within this principle is a notorious difficulty in formulating a precise definition of a singularity. We ask the question then: What is a Singularity?  

An intuitive answer to this question would be that a singularity is a ‘place’ where the curvature ‘blows up’. This response comes with a number of difficulties, most notably, the idea of a singularity as a ‘place’. What separates GR from other physical theories is that it is formulated independently of the manifold or a specified metric structure of the spacetime. Without a manifold or given metric, the very idea of a ‘place’ remains undefined. This is very different
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to, for instance, electrodynamics, where the manifold is clearly defined and solutions exist, such as the Coulomb solution, which render the electromagnetic field infinite. In this case, the electromagnetic field is undefined and characterises an electromagnetic singularity.

In GR, as opposed to other physical theories, the goal is to solve for the structure of spacetime itself. For example, if we consider the Schwarzschild solution of GR, which is well known to contain an essential singularity at the point $r = 0$. It is at this point that the metric gives way to pathologies. However, without a prescribed manifold, it is not possible to discuss the concept of ‘outside’ the manifold.

A possible solution to this intransigence lies in considering the associated geodesic congruences of the theory. If we consider an ingoing geodesic which extends into past infinity, then one would infer that the spacetime is non-singular. This is known as geodesic completeness. Conversely, a spacetime that is defined by converging geodesics would be said to be beset by spacetime pathologies and indeed ‘holes’ in the fabric of spacetime, through which the geodesics can not pass. This intuitive framework is appealing in its simplicity and forms the basis of the Hawking Penrose Singularity Theorems but comes with a number of caveats. As a vector field may be timelike, spacelike or null, one would assume that if a spacetime contains a ‘hole’ in its fabric in one of these cases, it would be true for all cases. However, this is not the case as the various forms are manifestly not equivalent and one can imagine the different possible permutations of completeness and incompleteness of the three forms, see [23] and [24] for specific examples of these potential contradictions.

Despite geodesic completeness falling short of a satisfyingly precise mathematical definition of a singularity, the fact remains that a spacetime which is null or timelike incomplete will contain some serious physical malady. In such a spacetime, a freely falling particle, will at some finite time, simply cease to exist and as such can be justifiably considered to be singular. As a result, throughout this discussion, we will consider a theory containing causal geodesic congruences, which focus to a point in a finite time to be singular, as it is this definition which forms the basis for the Penrose-Hawking singularity theorems.
4.2 Hawking-Penrose Singularity Theorem

We now state the Hawking-Penrose Singularity Theorem, [56],[59], applicable to an open or flat Universe and concerned with null geodesic congruences.

**Theorem 4.2.1** (Singularity Theorem 1). A spacetime \( \{M, g\} \) cannot be null-geodesically complete in the past direction if

1. \( R_{\mu\nu}k^\mu k^\nu \geq 0 \) for all null tangent vectors \( k^\mu \);

2. There is a non-compact Cauchy surface \( \mathcal{H} \) in \( M \);

3. There is a closed trapped surface \( \mathcal{T} \) in \( M \).

**Notes**

1. Here, \( R_{\mu\nu} \) is the Ricci tensor and \( k^\mu \) are null geodesic congruences or 'rays.' This inequality is known as the null convergence condition and describes a spacetime where null rays focus or converge to a point in a finite ‘time’ (affine parameter), thus describing a singular spacetime, according to our definition above. The full significance of this convergence condition will be revealed during the subsequent discussion on the Raychaudhuri Equation, Section 4.3.

2. A Cauchy surface is defined as a closed, achronal set \( \Sigma \) for which the full domain of independence \( D(\Sigma) = M \), where

\[
D(\Sigma) = D^+(\Sigma) \cup D^-(\Sigma), \quad (4.1)
\]

and the superscripts \(^+\) and \(^-\) refer to the future and past domain, respectively, [24]. More formally, these domains are defined as

\[
D^{+/−}(\Sigma) = \{p \in M \mid \text{Every past/future inextendible causal curve through } p \text{ intersects } \Sigma\} \quad (4.2)
\]
As $\Sigma$ is *achronal*, we may consider such a surface to be an *instant of time*. A spacetime that possesses a Cauchy Surface is called *globally hyperbolic*. A globally hyperbolic spacetime is causally simple in that the entire future or past history of the Universe can be predicted from well-defined initial conditions [91] or, indeed, a well-defined ‘instant of time.’

3. A *closed trapped surface* is a topological space where the congruences of null geodesics, orthogonal to the topological space, converge. This convergence is typified by negative ingoing and outgoing expansion. In a geometrically-flat spacetime or open Universe, the convergence condition, denoted as point (1.) in Theorem 4.3.1, necessarily implies a closed trapped surface, point (3.)[92], [56]. However, this is not necessarily the case for a closed Universe, see Ellis [57]. We return to the notion of trapped surfaces in Section 4.3.5.

### 4.3 The Raychaudhuri Equation and General Relativity

Before we delve into the derivation of the Raychaudhuri Equation, it is instructive to define some of the terminology involved. Firstly, we will often refer to *congruences of geodesics*, sometimes abbreviated to simply ‘geodesics’. The tangents to these congruences yield a vector field, which we refer to as ‘tangent vectors’ or indeed ‘rays’ when discussing null geodesic congruences. A *congruence* of geodesics is simply a bundle or family of geodesics. More formally, this bundle resides in an open subset of a manifold $\mathcal{M}$, which we may consider to be our spacetime, such that each point in this spacetime passes through precisely one geodesic within this bundle. The tangents to such a congruence yield a *causal* vector field within the spacetime. Causal means that these tangents can be *timelike* or *null*, by which we denote the vector fields $\xi^\mu$ and $k^\mu$, respectively [24], [58].
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4.3.1 Normalization of Timelike and Null Geodesics

When analysing the defocusing conditions of a spacetime, we will largely restrict ourselves to analysing the null vector fields \( k^\mu \) and their associated null geodesic congruences. This is because null rays more readily converge than their timelike counterparts and, as our intent is to describe the conditions under which a singularity-free cosmology may flourish, it is more revealing to restrict our discussion to null geodesic congruences. We will return to this point in a more formal manner later in this section. In the meantime, however, it is instructive to contrast some of the differences in behaviour of null and timelike geodesics, beginning with a discussion on normalization. In contrast to the timelike case, which can be readily normalized to unit length, there is no natural way of normalizing a tangent vector field such as \( k^\mu \). In the timelike case, a tangent field \( \xi^\mu \) is defined in terms of proper time \( \tau \), like so

\[
\xi^\mu = \frac{dx^\mu}{d\tau},
\]

so that the line element \( ds^2 = g_{\mu\nu} dx^\mu dx^\nu \), restricted to a timelike curve \( ds^2|_{\text{timelike}} = -d\tau^2 \), gives the straightforward normalization:

\[
g_{\mu\nu} \xi^\mu \xi^\nu = -1.
\]

We can then construct a metric \( t_{\mu\nu} \) which satisfies, what we shall call, the spatial condition,

\[
t_{\mu\nu} \xi^\mu = 0.
\]

This is given by

\[
t_{\mu\nu} = g_{\mu\nu} + \xi_\mu \xi_\nu.
\]

Similarly, the line element \( ds^2 = g_{\mu\nu} dx^\mu dx^\nu \), restricted to a light-like or null curve, is given by \( ds^2|_{\text{null}} = 0 \). Here, the null tangent field \( k^\mu \) is defined as

\[
k^\mu = \frac{dx^\mu}{d\lambda},
\]
where $\lambda$ is an affine parameter. Thus, the normalization analogous to the timelike case (4.4) is given by

$$g_{\mu\nu}k^\mu k^\nu = 0.$$  \hspace{1cm} (4.8)

The outstanding task for the null tangent vectors $k^\mu$ is to construct a metric $p_{\mu\nu}$, which satisfies the spatial condition $p_{\mu\nu}k^\mu = 0$ along with the above normalization. Naively, one would assume a choice of $p_{\mu\nu} = g_{\mu\nu} + k_\mu k_\nu$, would suffice, as this choice worked so well in the timelike case. However, on quick inspection, we find that this does not satisfy the spatial condition $p_{\mu\nu}k^\mu = 0$. For this choice of $p_{\mu\nu}$, we have

$$p_{\mu\nu}k^\mu = g_{\mu\nu}k^\mu + k^\mu k_\nu k_\nu = k_\nu + 0 \neq 0.$$  \hspace{1cm} (4.9)

A popular resolution, [58], of this difficulty is to introduce an additional null vector $N^\mu$, such that $N^\mu N_\mu = 0$ and $N^\mu k_\mu = -1$. We can then construct the two-dimensional metric

$$p_{\mu\nu} = g_{\mu\nu} + k_\mu N_\nu + k_\nu N_\mu,$$  \hspace{1cm} (4.10)

satisfying the necessary conditions $p_{\mu\nu}k^\mu = p_{\mu\nu}N^\mu = 0$, as well as $k^\mu k_\mu = 0$. This is by no means a unique choice of metric but it is sufficient in the subsequent derivation of the Raychaudhuri Equation and does not result in any loss of generality. In practice, the precise form of the metric will be largely irrelevant for our purposes, so long as one has in mind a two-dimensional metric that conforms to the spatial condition and satisfies (4.8).

### 4.3.2 Derivation of Raychaudhuri Equation

Let us now give the derivation of what will be the key instrument in our analysis of singularity-free cosmologies - the Raychaudhuri equation for null geodesic congruences. Using the aforementioned vector field $k^\mu$ and following closely to [24], we define a tensor field

$$B_{\mu\nu} = \nabla_\nu k_\mu$$  \hspace{1cm} (4.11)
which satisfies the spatial condition $B_{\mu\nu}k^\mu = B_{\mu\nu}k^\nu = 0$, due to the fact that two vector fields of the same coordinate basis will commute. We then attribute to it the positive definite, two dimensional, spatial metric $p_{\mu\nu}$ such that $p_{\mu\nu}k^\mu = p_{\mu\nu}k^\nu = 0$, as discussed previously. We now define the expansion, shear \[93] and twist, respectively, as

$$\theta \equiv p^{\mu\nu}B_{\mu\nu} = \nabla_\mu k^\mu, \quad \sigma_{\mu\nu} \equiv B_{(\mu\nu)} - \frac{1}{2}\theta p_{\mu\nu}, \quad \omega_{\mu\nu} \equiv B_{[\mu\nu]}$$ \hspace{1cm} (4.12)

To develop an intuitive understanding of these geometric terms, it is perhaps best to first consider congruences of timelike geodesics. If we consider a set of test particles, making up a sphere and centred on a geodesic, the expansion is the change in volume of the sphere; the shear is the deformation of the geometry of the sphere into an ellipsoid; and the twist is simply a rotation of the geometry \[94].

In order to illustrate the analogous evolution of null rays, we must first introduce the notion of screen space. An observer’s screen space is a two dimensional space orthogonal to $k^\mu$. Images are carried by the null rays and are displayed upon the screen space. The shape and size of these images, which are independent of the observer, are what concerns us in defining the kinematic quantities of the expansion, shear and rotation. As such, the null expansion measures the change in area of the image; the shear distorts the image; and the twist rotates the image. These quantities make up the kinematic flow, generated by the tangent vector $k^\mu$ \[54],\[58].

Returning to mathematical identities for these geometric quantities (4.12), we may now decompose $B_{\mu\nu}$ to the following

$$B_{\mu\nu} = \frac{1}{2}\theta p_{\mu\nu} + \sigma_{\mu\nu} + \omega_{\mu\nu}$$ \hspace{1cm} (4.13)

Next, consider the term $k^\lambda \nabla_\lambda B_{\mu\nu}$, which from (4.11), becomes

$$k^\lambda \nabla_\lambda B_{\mu\nu} = k^\lambda \nabla_\lambda \nabla_\nu k_\mu$$
$$= k^\lambda [\nabla_\lambda, \nabla_\nu]k_\mu + k^\lambda \nabla_\nu \nabla_\lambda k_\mu.$$ \hspace{1cm} (4.14)
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Recall that the commutator of two covariant derivatives acting upon a tensor can be expressed in terms of the Riemann tensor, like so

$$\nabla_\rho \nabla_\sigma X^{\mu_1...\mu_k \nu_1...\nu_l} = R^{\mu_1}_{\lambda \rho \sigma} X^{\lambda \mu_2...\mu_k \nu_1...\nu_l} + R^{\mu_2}_{\lambda \rho \sigma} X^{\mu_1 \lambda \mu_3...\mu_k \nu_1...\nu_l} + ... - R^\lambda_{\nu_1 \rho \sigma} X^{\mu_1...\mu_k \lambda \nu_1...\nu_l} - R^\lambda_{\nu_2 \rho \sigma} X^{\mu_1...\mu_k \nu_1 \lambda \nu_3...\nu_l} - ... , \quad (4.15)$$

so that the term $k^\lambda \nabla_\lambda B_{\mu \nu}$ develops as follows

$$k^\lambda \nabla_\lambda B_{\mu \nu} = -k^\lambda R^\kappa_{\mu \lambda \nu} k_\kappa + k^\lambda \nabla_\nu \nabla_\lambda k_\mu$$

$$= -k^\lambda R^\kappa_{\mu \lambda \nu} k_\kappa + \nabla_\nu (k^\lambda \nabla_\lambda k_\mu) - \nabla_\nu k^\lambda \nabla_\lambda k_\mu$$

$$= -k^\lambda R^\kappa_{\mu \lambda \nu} k_\kappa + \nabla_\nu (k^\lambda B_{\mu \lambda}) - B^\lambda_\nu B_{\mu \lambda}. \quad (4.16)$$

The middle term then vanishes as the shear and rotation tensors are purely spatial as is the metric $p_{\mu \nu}$, so that from (4.13), $B_{\mu \nu} k^\mu = 0$. Thus,

$$k^\lambda \nabla_\lambda B_{\mu \nu} = -k^\lambda R^\kappa_{\mu \lambda \nu} k_\kappa - B^\lambda_\nu B_{\mu \lambda}. \quad (4.17)$$

We then take the trace to find

$$k^\lambda \nabla_\lambda \theta = -R^\kappa_\lambda k_\kappa k^\lambda - B^\lambda_\nu B_{\mu \lambda} \quad (4.18)$$

which upon reference to (4.13), leads us to the Raychaudhuri Equation for null geodesic congruences, which we express as follows

$$\frac{d\theta}{d\lambda} + \frac{1}{2} \theta^2 = -\sigma_{\mu \nu} \sigma^{\mu \nu} + \omega_{\mu \nu} \omega^{\mu \nu} - R_{\mu \nu} k^\mu k^\nu. \quad (4.19)$$

Here, we have noted that $k^\lambda \nabla_\lambda \theta = \frac{d\theta}{d\lambda}$, with affine length $\lambda$. Following the same approach, one may also derive the Raychaudhuri equation for timelike vectors, which is given by

$$\frac{d\theta}{d\tau} + \frac{1}{3} \theta^2 = -\bar{\sigma}_{\mu \nu} \bar{\sigma}^{\mu \nu} + \bar{\omega}_{\mu \nu} \bar{\omega}^{\mu \nu} - R_{\mu \nu} \xi^\mu \xi^\nu. \quad (4.20)$$
One can immediately see that these two identities take a broadly similar form with some key differences. The factor of 3 in the denominator of the timelike equation arises from the metric \((4.6)\), which is 3-dimensional as opposed to the 2-dimensional null metric \((4.10)\). This difference in metric also accounts for the ‘bar’ placed on the shear and twist tensors in the timelike case. Finally, the Ricci tensor is contracted with the null (timelike) vectors fields \(k^\mu\) \((\xi^\mu)\), such that \(k^\mu k_\mu = 0\) \((\xi^\mu \xi_\mu = -1)\) in the null (timelike) formulation.

### 4.3.3 Convergence Conditions

By making a number of straightforward observations about the geometric terms in the Raychaudhuri equation \((4.19)\), we may reduce this identity to an inequality, which when satisfied necessitates that the associated null geodesics cannot be maximally extended in the past direction. This is known as the null convergence condition and depicts congruences that converge to meet a singularity in a finite time. As previously discussed, the shear tensor is purely spatial and therefore contributes positively to the RHS of \((4.19)\), whereas the twist tensor vanishes if we take the congruence of null rays to be orthogonal to a hypersurface. Applying these constraints to the RE gives us the null convergence condition (null CC):

\[
\frac{d\theta}{d\lambda} + \frac{1}{2} \theta^2 \leq -R_{\mu\nu} k^\mu k^\nu.
\]  

\[(4.21)\]

**General Relativity**

The behaviour of null rays in GR can be discerned by referring to the perfect fluid equation in Appendix \[\text{B}\]. The null energy condition (NEC) requires \[58, 63, 59\]

\[
R_{\mu\nu} k^\mu k^\nu = \kappa T_{\mu\nu} k^\mu k^\nu = \kappa (\rho + p) (k^0)^2 \geq 0.
\]  

\[(4.22)\]

Thus, a spacetime will not be geodesically past-complete and will be plagued by a singularity if either of the following conditions are met

\[
\frac{d\theta}{d\lambda} + \frac{1}{2} \theta^2 \leq 0, \quad R_{\mu\nu} k^\mu k^\nu \geq 0.
\]  

\[(4.23)\]
Thus, General Relativity will contain a singularity as long as the associated energy condition is retained. Another question remains, however, and that concerns the geometric terms we managed to ‘edit’ out of proceedings. Is it possible for the shear and the twist to distort the geometry in such a way that geodesic congruences may be made past-complete? We discuss this below.

### 4.3.4 Rotation and Convergence

We may express the null convergence condition of (4.19), more generally, without making any refinements to the geometric tensors. In this case, null geodesic congruences will converge in accordance with \[ R_{\mu\nu}k^\mu k^\nu + \sigma^2 - \omega^2 \geq 0 \] (4.24) where \( \sigma^2 \equiv \sigma_{\mu\nu}\sigma^{\mu\nu} \) and \( \omega^2 \equiv \omega_{\mu\nu}\omega^{\mu\nu} \) \[58\]. Thus, the shear induces convergence, whereas the rotation inhibits it. Upon studying the inequality given in (4.24), one might think, naively, that as the rotation inhibits convergence, this may be enough to render the null rays past-complete, without the aid of gravity.

**Shear-free Expansion of Dust**

To understand the role of rotation more clearly, let us consider the simplest case of a rotating and expanding Universe, which is given by the shear-free expansion of dust. In order to do this, let us first redefine the expansion as \( \theta = 2\frac{\dot{F}}{F} \), where \( \dot{F} = \frac{dF}{d\lambda} \), and substitute this into the RE (4.19) to find \[ 2\frac{\ddot{F}}{F} + \sigma^2 - \omega^2 + R_{\mu\nu}k^\mu k^\nu = 0 \] (4.25)

In the case of shear-free expansion of dust, we have \( \sigma = 0 \), \( \theta > 0 \), \( \omega = \Omega/F^2 \) and \( \dot{\Omega} = 0 \) \[54\], whereas from the Einstein field equations with vanishing pressure, we have \( R_{\mu\nu}k^\mu k^\nu = \kappa \rho(k^0)^2 \), where \( k^0 \) is taken to be constant along \( k^\mu \). The above
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The Raychaudhuri equation can then be rewritten as

\[ 2 \ddot{F} \dot{F} - \frac{\dot{F}}{F^3} \Omega^2 + \dot{F} F \kappa \rho (k^0)^2 = 0. \]  

(4.26)

Here, we have multiplied by a factor of \( \dot{F} \) on both sides so that we may integrate in a straightforward manner. Integrating, we find

\[ \dot{F}^2 + \frac{\Omega^2}{2F^2} + \frac{1}{2} \kappa \rho (k^0)^2 F^2 = \text{constant}. \]

(4.27)

This equation suggests that there exists a solution to Einstein’s equations where a period of intense rotation at early times will result in sufficient centrifugal force so as to cause a bounce in the stead of the initial singularity of the Universe [54]. However, it was shown by Ellis [96] that no such solution can exist, via the Dust Shear-Free Theorem:

**Theorem 4.3.1** (Dust Shear-Free Theorem). If a dust solution of the Einstein Field Equations is shear-free in a domain \( U \), it cannot both expand and rotate in \( U \):

\[ \{ \dot{u}^\mu = 0, \sigma_{\mu\nu} = 0 \} \implies \omega_{\mu\nu} = 0. \]

(4.28)

Thus, if a dust solution is shear-free and expanding, the rotation must vanish, so that we may not realise the period of intense rotation outlined above [97], [98].

**Gödel Universe**

Another exact solution of Einstein’s Field Equations is the Gödel solution [99], which can be described by the line element [56]

\[ ds^2 = -dt^2 + dx^2 - \frac{1}{2} e^{2 \sqrt{2} \omega x} dy^2 + dz^2 - 2 e^{\sqrt{2} \omega x} dt dy, \]

(4.29)

where \( \omega \) is the magnitude of the vorticity. Gödel’s solution has vanishing expansion and shear but is characterised by a non-zero rotation and rotational...
symmetry around every point. In this case, the Raychaudhuri equation in terms of timelike tangent vectors (4.20), can be expressed as

$$R_{\mu\nu}\xi^\mu\xi^\nu - 2\omega^2 = 0,$$

(4.30)

where in the timelike case $R_{\mu\nu}\xi^\mu\xi^\nu = \kappa^2(\rho + 3p) - \Lambda = \kappa\rho$. Comparing these identities in the absence of pressure reveals $\frac{\kappa}{2}\rho = -\Lambda$, while substitution into (4.30) gives $\omega^2 = -\Lambda$. We may then write the analogous Friedmann equation for the Gödel Universe as

$$\kappa\rho + \Lambda - \omega^2 = 0.$$

(4.31)

Such a Universe is indeed geodesically complete but leads to a breakdown in causality due to the prevalence of closed timelike curves. Whereas proper time can be measured consistently along a given world line, there exists no concept of cosmic time. An observer travelling along such a closed curve will travel forward in time as measured locally by the observer but, globally, may return to an event in the past [53], [100], [101]. While undoubtedly revealing with regards to the role of rotation in gravitational theories and geodesic-completeness, as well as offering a tantalising glimpse at the possibility of time travel, Gödel universe’s violation of causality means that we cannot consider it to be a viable non-singular theory in the present text.

### 4.3.5 Cosmological Expansion

In this section, we will build upon the mathematical definition of the expansion given by (4.12), by first giving an intuitive picture of the general concept, before moving on to the details and consequences in a cosmological setting. Given a sphere of test particles, the expansion is defined by the change in volume of this sphere and can be subdivided into ingoing and outgoing expansions, which are delineated by the respective ingoing and outgoing (timelike) tangent vectors. The type of surface formed by these ingoing and outgoing tangent vectors can have profound consequences for the nature of the spacetime, as we shall see below.
Normal, Trapped and Antitrapped Surfaces

In order to gain a better understanding of ingoing and outgoing expansions, let us, by way of example, consider a two dimensional spatial sphere \( S \) on a curved space \([94]\). Let \( A \) be the area of \( S \) at cosmic time \( t = 0 \). After a small amount of time, \( t = \epsilon \), has passed, ingoing geodesics will describe a surface \( S_1 \) with area \( A_1 \), whereas outgoing rays will form a surface \( S_2 \) with area \( A_2 \). The respective expansion rates will then be given by

\[
\theta_{IN} = \frac{dA_1}{d\epsilon}, \quad \theta_{OUT} = \frac{dA_2}{d\epsilon}.
\]  

(4.32)

Conventionally, one would expect the outgoing geodesics to describe a growing surface and the ingoing geodesics to describe a shrinking one. This is the behaviour in an asymptotically-flat spacetime and as such the surfaces formed are known as normal surfaces. An example of such a surface is depicted in Fig. 4.1.
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Figure 4.1: From surface \( S \), ingoing geodesics produce a smaller surface \( S_1 \) with area \( A_1 \) after a time \( t = \epsilon \), while outgoing geodesics form a larger surface \( S_2 \) with area \( A_2 \). This is the behaviour of ingoing and outgoing expansions in a flat spacetime and the surfaces \( S_1 \) and \( S_2 \) are known as normal surfaces.

However, at points close to a singularity, these expansions can behave very differently. For example, inside the event horizon of a Schwarzschild black hole, with \( r < 2GM \), both sets of geodesics would form a surface of smaller area, after a given time has passed. The resulting surfaces are known as trapped surfaces, the existence of which strongly suggests and, in some case, necessitates the formation of a singularity. In broad strokes, we may say that singularities are an inevitable consequence of trapped surfaces, in a geometrically-flat or open Universe, so long
as positive energy density is maintained [94]. However, this is not necessarily the case for a closed Universe, see [57].

There is another type of surface called an antitrapped surface, which is formed when the expansion is rapid enough that both in- and outgoing tangent vectors form a surface of a larger area after a given time has passed. A minimally antitrapped surface (MAS) has vanishing outgoing expansion and any surface greater in radius to the MAS will necessarily be antitrapped. Furthermore, an apparent horizon is found on the inner boundary of the MAS, like so

\[ x_{\text{mas}} = H^{-1}, \]  

(4.33)

where \( x_{\text{mas}} \) is the physical size of the minimally antitrapped surface. We will return to this relation to the the apparent horizon shortly, but conclude here with a summary of the surfaces we have introduced:

Normal Surface: \( \theta_{IN} < 0 \) and \( \theta_{OUT} > 0 \)  
(4.34)

Trapped Surface: \( \theta_{IN} < 0 \) and \( \theta_{OUT} < 0 \)  
(4.35)

Antitrapped Surface: \( \theta_{IN} > 0 \) and \( \theta_{OUT} < 0 \).  
(4.36)

Further note that surfaces termed marginally trapped, are those with negative expansions as opposed to negative definite, i.e. marginally trapped surfaces include those with vanishing expansion and are defined by simply replacing the < sign with \( \leq \), above. Similarly for marginally antitrapped surfaces, > is replaced with \( \geq \).

Cosmological Expansion

In order to understand more clearly the nature of these surfaces, it is pertinent to derive the exact form of the ingoing and outgoing expansions in a cosmological setting. To this end, we invoke the spatially flat, homogenous and isotropic Friedmann-Robertson-Walker (FRW) metric

\[ ds^2 = -dt^2 + a^2(t) \left( dr^2 + r^2 d\Omega^2 \right). \]  

(4.37)
Recall from (4.12), that we may write the expansion $\theta$ as follows

$$\theta = \partial_\mu k^\mu + \Gamma^\mu_{\mu\sigma} k^\sigma.$$  \hfill (4.38)

We also note that the two geodesic equations for the time and spatial coordinate read

$$\frac{d^2 t}{d\lambda^2} + a \dot{a} \delta_{ij} \frac{dx^i}{d\lambda} \frac{dx^j}{d\lambda} = 0, \quad \frac{d^2 x^i}{d\lambda^2} + \frac{\dot{a}}{a} \frac{dt}{d\lambda} \frac{dx^i}{d\lambda} = 0,$$  \hfill (4.39)

respectively, where $\lambda$ is an affine parameter. Without loss of generality, we may consider paths along the $x$-direction only \footnote{where, at this time, we are considering the isotropic form of (4.37) with $dr^2 + r^2d\Omega^2 = dx^2 + dy^2 + dz^2$} with $x^\mu(\lambda) = \{t(\lambda), x(\lambda), 0, 0\}$. For $ds^2|_{null} = 0$, we then have

$$dt^2 = a^2(t) dx^2, \quad \Rightarrow \quad \frac{dx}{d\lambda} = \frac{1}{a} \frac{dt}{d\lambda}.  \hfill (4.40)\footnote{Greek indices indicate spatial and temporal components, i.e. $\mu, \nu, \lambda, \ldots = \{0, 1, 2, 3\}$, whereas Latin letters indicate the spatial components $i, j, k, \ldots = \{1, 2, 3\}$}

Substituting this latter identity into the geodesic equation for the time coordinate gives

$$\frac{d^2 t}{d\lambda^2} + \frac{\dot{a}}{a} \left( \frac{dt}{d\lambda} \right)^2 = 0  \hfill (4.41)$$

One can easily verify that $d\lambda = \frac{N}{a} dt$ with constant $N$ is a solution of this equation. Setting $N$ to unity we find

$$\left( \frac{dt}{d\lambda}, \frac{dx^i}{d\lambda} \right) = \left( \frac{1}{a}, \frac{1}{a^2} \right).  \hfill (4.42)$$

Due to the isotropic nature of the FRW metric (4.37), the spatial components are equal and can therefore be truncated into the index $i = \{1, 2, 3\} \footnote{8}$. We may now express $k^\mu$, the tangential vector field to the congruence of null geodesics, as follows

$$k^\mu = \left( \frac{1}{a}, \pm \frac{1}{a^2} \right) = (k^0, k^i),  \hfill (4.43)$$
where the sign attached to \( k^i \) is negative for ingoing rays and positive for outgoing rays. The final step is to compute the expansion, itself. To this end, we note that the expansion can be rewritten in the following form

\[
\theta \equiv \frac{1}{\sqrt{g}} \partial_\mu (\sqrt{g} k^\mu) \tag{4.44}
\]

For the FRW metric given in (4.37), we have \( g = | \det(g_{\mu \nu}) | = a^6 r^4 \sin^2 \psi \), allowing us to write the ingoing and outgoing expansion for the given cosmological spacetime

\[
\theta_{IN} = \frac{2}{a(t)} \left( \frac{\dot{a}}{a} - \frac{1}{ra} \right), \quad \theta_{OUT} = \frac{2}{a(t)} \left( \frac{\dot{a}}{a} + \frac{1}{ra} \right). \tag{4.45}
\]

**Cosmological Apparent Horizons and Conformal Diagram**

The first thing to note from these ingoing and outgoing expansions is that the term \( x \equiv ra \) denotes the physical size of the surface described by the expansion in a geometrically-flat spacetime. This can be seen by the general formula for comoving distance of a general FRW metric, which is given by [103]

\[
x \equiv a \int dr (1 - kr^2)^{-\frac{1}{2}} = ar, \text{ when } k = 0. \tag{4.46}
\]

As the inner boundary of an antitrapped surface is the region where the surface becomes *marginal*, by definition, this region will have vanishing expansion. Thus, we may justify the assertion (4.33) that the minimally antitrapped surface is bounded by an apparent horizon on its inner margin, upon reference to the ingoing expansion given in (4.45). By setting (4.45) to zero, we find that for a comoving distance \( r_{mas} \), we have

\[
x_{mas} = H_{FRW}^{-1}, \tag{4.47}
\]

where \( H_{FRW} \) is the cosmological apparent horizon of the FRW background [103], [63], [94], [104].
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Accelerated Expansion of the Universe

Inflation theory suggests a period of rapid expansion soon after the Big Bang is required for the formation of the large scale structures we see today. Whereas, expansion slows after this inflationary period, observational data has found that the Universe is still undergoing accelerated expansion at present \[105\]. In terms of the FRW metric (4.37), accelerated expansion of the universe is defined by

\[ \ddot{a} > 0, \quad \text{equivalently} \quad \dot{H} + H^2 > 0. \quad (4.48) \]

On comparing this with the curvature scalar in FRW, \( R = 6 \left( \dot{H} + 2H^2 + \frac{k}{a^2} \right) \), we find that in a period of accelerated expansion, the curvature scalar \( R \) is always positive, at least in a geometrically flat or open Universe. Fig. 4.2 illustrates such inflation within a Big Bang cosmology.

**Figure 4.2:** A conformal diagram of a Big Bang cosmology with local inflation. Shaded regions are antitrapped and white regions are normal surfaces. A patch begins to inflate at cosmic time \( t \) from \( O \) to \( Q \) with inflationary size \( x\text{inf} \), where the line \( OP \) borders the apparent inflationary horizon. The arrow depicts an ingoing null ray entering an antitrapped region from a normal region, which is prohibited under the convergence condition (4.23). The inflationary patch \( OQ \) may indeed be extended into the antitrapped region so that no such violation occurs.
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Null vs. Timelike Geodesic Congruences

We stated earlier that null geodesic congruences more readily converge than their timelike counterparts and therefore, an analysis of null rays is more illuminating in terms of defocusing and past-completeness. In this section, we will show that if a geometrically-flat spacetime is singularity-free in the context of null rays, its timelike counterpart will necessarily be singularity-free. For our purposes here, we begin with the isotropic form of the FRW metric

\[ ds^2 = -dt^2 + a^2(t)(dx^2 + dy^2 + dz^2), \] (4.49)

while following closely to [106]. We then compute the null and timelike convergence conditions, which are

\[ a\ddot{a} \leq \dot{a}^2, \quad a\ddot{a} \leq \frac{\dot{a}^2}{1 + \frac{3a^2}{2v^2u^2}}, \] (4.50)

respectively. Here, the timelike vector field is taken to be of the form \( \xi^\mu = \gamma(1, \nu^i) \), where \( \gamma \equiv \frac{1}{\sqrt{1 - a^2v^2}} \); and the subscript \( 0 \) refers to the quantities being evaluated at \( t = t_0 \). Further details can be found in [106]. For the present discussion, the precise details of these quantities are not strictly relevant. We simply note that the respective convergence conditions take the form

\[ a\ddot{a} \leq \dot{a}^2, \quad a\ddot{a} \leq \frac{\dot{a}^2}{1 + A^2} \] (4.51)

with \( A^2 = \frac{3a^2}{2v^2u^2} \), being a positive parameter. The limiting case of the null convergence condition can be found by framing the left inequality as an identity and solving the differential equation. We find this to take the form

\[ a(t) = c_0 e^{c_1t}, \] (4.52)
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for some integration constants $c_0, c_1$. Pleasingly, this conforms to the scale factor in de Sitter space,

$$a(t) = a_0 e^{\bar{H}t},$$

(4.53)

where $\bar{H}$ is the Hubble constant [106]. Comparing this with the timelike case and we find that of the two convergence conditions, the null CC is less restrictive. In other words, timelike geodesics are more easily made past-complete by this condition and so, in a study of singularity-free cosmologies, it makes sense to study null rays over their timelike counterparts. To summarise, in a geometrically-flat cosmology, if a spacetime is non-singular for null rays, it will also be devoid of singularities for timelike geodesics.

4.4 Defocusing Conditions for Infinite Derivative Gravity around Minkowski Space

In this section, we extend our study of geodesic congruences away from general relativity into the novel approach of infinite derivative gravity (IDG), the groundwork of which was laid in Chapter 2 where the non-linear and linearised equations of motion were derived and in Chapter 3 where the theory was rendered free of ghosts and tachyons. It is now time to return to the central question of this thesis, first raised in the Introduction, by asking the question:

*Can null rays defocus in an infinite derivative theory of gravity, without introducing ghosts, tachyons or exotic matter?*

In essence, we wish to show how infinite derivative extensions of gravity, in contrast to GR and finite models, have the potential to describe a stable and singularity-free theory of gravity.

Recall that in Section 2.3 we derived the linearised field equations for the in-
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finite derivative action of gravity:

\[ S = \frac{1}{2} \int d^4x \sqrt{-g} \left( M_p^2 R + R \mathcal{F}_1(\Box) R + R^{\mu\nu} \mathcal{F}_2(\Box) R_{\mu\nu} + C^{\mu\nu\lambda\sigma} \mathcal{F}_3(\Box) C_{\mu\nu\lambda\sigma} \right), \]  
(4.54)

where, within the form factors \( \mathcal{F}_i(\Box) = \sum_{n=0}^{\infty} (\Box/M^2)^n \), each D’Alembertian operator is modulated by the scale of non-locality \( M \). The resulting field equations are given by

\[ \kappa T_{\mu\nu} = a(\Box) R_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} c(\Box) R - \frac{f(\Box)}{2} \partial_\mu \partial_\nu R, \]  
(4.55)

where the infinite derivative functions \( a(\Box), c(\Box), f(\Box) \) are made up of the form factors \( \mathcal{F}_i(\Box) \), defined in (2.82), and conform to the constraint

\[ f(\Box)\Box = a(\Box) - c(\Box). \]  
(4.56)

Furthermore, through our lengthy discussion on the Raychaudhuri equation in General Relativity in Section 4.3, we learned of its powerful role in conveying the focusing behaviour of geodesic congruences, where the sole contribution of gravity stems from the \( R_{\mu\nu} k^\mu k^\nu \) term, with \( k^\mu \) representing a null tangent vector or ray. We may then find the contribution of gravity to the RE for the infinite derivative theory of gravity, described by the action (4.54), by contracting the linearised field equations (4.55) with the tangent vectors \( k^\mu \). Thus, we obtain the IDG convergence condition

\[ R_{\mu\nu} k^\mu k^\nu = a^{-1}(\Box) \left( \kappa T_{\mu\nu} k^\mu k^\nu + \frac{1}{2} k^\mu k^\nu f(\Box) \partial_\mu \partial_\nu R \right) \geq 0. \]  
(4.57)

If a theory satisfies this condition, the associated null rays cannot start to diverge until they reach the origin. In other words, these null rays converge towards a singularity in a finite time, as is the behaviour in GR. However, in contrast to GR, where \( R_{\mu\nu} k^\mu k^\nu \) must remain positive so as not to violate the null energy condition (B), we have modified the stress-energy tensor in such a way that it may indeed be possible to reverse the sign of \( R_{\mu\nu} k^\mu k^\nu \) whilst retaining the NEC. We call the inequality \( R_{\mu\nu} k^\mu k^\nu < 0 \) the defocusing condition, as it is the condition
whereby null rays may defocus, suggestive of a singularity-free theory of gravity.

**Homogenous Solution.**

The linearised field equations \((4.55)\) describe the curvature of a spacetime that has been perturbed away from Minkowski space. We begin our analysis by discussing perturbations that are entirely homogenous, with all curvature dependent only on the cosmic time \(t\). One could think of the time-dependent, perturbed metric \(h_{ij}\) which makes up the curvature, as being closely related to the cosmological scale factor of FRW, which is useful in this context, as we are considering cosmological singularities. In the homogenous case, the D’Alembertian simply becomes \(\Box = -\partial_t^2\), so that the defocusing condition \(R_{\mu\nu}k^\mu k^\nu < 0\) reads

\[
R_{\mu\nu}k^\mu k^\nu = a^{-1}(\Box)\left(\kappa T_{\mu\nu}k^\mu k^\nu - \frac{1}{2}k^\mu k^\nu f(\Box)\Box R\right) < 0, \tag{4.58}
\]

where in order to preserve the NEC, we have \(T_{\mu\nu}k^\mu k^\nu \geq 0\). We may then say that the minimum requirement for such a theory to display the desired defocusing behaviour is given by

\[
\frac{f(\Box)\Box}{a(\Box)} R = \frac{a(\Box) - c(\Box)}{a(\Box)} R > 0, \tag{4.59}
\]

with \(T_{\mu\nu}k^\mu k^\nu\) set to zero. Immediately, we are confronted with some important observations, which we outline below.

**Observations**

\(a = c\): If we recall the form of the modified graviton propagator from Section \(3.1\)

\[
\Pi(-k^2) = \frac{g^2}{k^2a(-k^2)} + \frac{g^0}{k^2(a(-k^2) - 3c(-k^2))}, \tag{4.60}
\]

we find that the condition \(a(\Box) = c(\Box)\) necessitates that no additional pole, other than the massless graviton, is introduced. In this case, the modified propagator is simply the physical graviton propagator modulated by an
overall factor of $\sim 1/a(\Box)$, where the function $a(\Box)$ is an exponent of an entire function, containing no roots:

$$\Pi(-k^2) = \frac{1}{a(-k^2)} \left( \frac{\mathcal{P}^2}{k^2} - \frac{\mathcal{P}_0^2}{2k^2} \right).$$  \hspace{1cm} (4.61)

The curvature $R$ is positive as a result of accelerated expansion of the Universe, Section 4.3, so that from (4.58), we see that the defocusing condition can only be achieved if $a(\Box)$ is negative when acting on the curvature. As should be apparent from the above form of the propagator, such a negative function would reverse the sign of the spin-2 component, leading to a negative residue and subsequently a ghost. This ghost is known as the Weyl ghost and was discussed in Section 3.2. As a result, we conclude that an additional scalar degree of freedom is required in order for null rays to display the desired defocusing behaviour.

$a \neq c$ : Having established the need for a departure from the pure massless mode of the graviton propagator in (4.60), we move into the more general case of $a(\Box) \neq c(\Box)$. This condition tells us that in order for the null rays to defocus - a minimum requirement of a singularity-free theory of gravity - one requires an additional root in the spin-0 component of the graviton propagator. As such, one additional scalar degree of freedom must propagate in the spacetime besides the massless graviton, if we wish to satisfy the defocusing condition. As $a(\Box)$ does not introduce a new pole, the spin-2 component of the graviton propagator remains massless.

We have already demonstrated a significant departure from general relativity, in that IDG corrections have allowed for the possibility of singularity avoidance, via the defocusing condition (4.61), without violating the null energy condition.

Having established the need for an additional pole in the propagator, we must now take steps to avoid the introduction of ghosts or tachyons. In Section 3.3.3, we derived the ghost-free condition around a Minkowski background. This
condition took the form

\[ c(\Box) = \frac{a(\Box)}{3} \left[ 1 + 2(1 - \alpha M_p^{-2}\Box)\tilde{a}(\Box) \right], \quad (4.62) \]

where the constant \( \alpha = 6f_{10} + 2f_{20} - M_P^2/M^2 \) and \( \tilde{a}(\Box) \) is an exponent of an entire function, containing no roots. Substitution into (4.60) reveals the ghost-free modified propagator for an asymptotically-flat spacetime:

\[ \Pi(-k^2) = \frac{1}{a(-k^2)} \left[ \frac{p^0}{k^2} - \frac{1}{2\tilde{a}(-k^2)} \left( \frac{p^0_0}{k^2} - \frac{p^0_s}{k^2 + m^2} \right) \right], \quad (4.63) \]

where we have defined

\[ m^2 = M_P^2/\alpha. \quad (4.64) \]

\( m^2 \) must be positive to ensure that the mass is non-tachyonic and \( \alpha \) positive definite in order to retain the essential new pole, i.e. the constant \( \alpha = 6f_{10} + 2f_{20} - M_P^2/M^2 \) satisfies \( \alpha > 0 \). Armed with this, we are now in a position to describe the defocusing condition which precludes the existence of ghosts. Substitution of (4.62) into (4.59) leads to the central result

\[ (1 - \Box/m^2)\tilde{a}(\Box)R < R. \quad (4.65) \]

### 4.4.1 Comparison with Starobinsky Model

Taking the limit \( M \to \infty \), with \( \mathcal{F}_2 = \mathcal{F}_3 = 0 \), reduces the action (2.20) to that of Starobinsky’s model of inflation 34. Indeed, a curious question to ask is, could Starobinsky’s action avoid the cosmological singularity? At the limit \( M \to \infty \), the propagator (4.60) can be expressed as

\[ \Pi_{R^2} = \Pi_{GR} + \frac{1}{2} \frac{p^0_s}{k^2 + m^2}, \quad (4.66) \]

where \( m \) is given by (4.64), with \( \alpha = 6f_{10} \geq 0 \), and \( m^2 > 0 \), to avoid tachyonic mass. However, the fundamental difference can be seen by comparing the propagator for \( R^2 \)-gravity with the IDG propagator, (4.63). In the local limit,
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$a(\Box) = \tilde{a}(\Box) \to 1$. Furthermore, as we are making comparisons with the propagator in momentum space, the D’Alembertian takes the form $\Box \to -k^2$. In this case, the defocusing inequality (4.58) can only be satisfied for

$$m^{-2}R < 0. \quad (4.67)$$

In this scenario, to avoid focusing we require $m^2 < 0$, rendering the theory tachyonic. Alternatively, negative curvature would contradict the requirement of accelerated expansion of the Universe, see (4.48), which is vital to realise primordial inflation, Section 3.2. As such, the Starobinsky model cannot pair inflation with resolving the Big Bang Singularity.

4.5 Bouncing Solution

Up to this point, we have not spoken about what replaces the Big Bang singularity in a non-singular spacetime. This is because, as opposed to [19], [107], [108], [16], [85], we have made no assumptions on the nature of the cosmological scale factor, which is closely related to the perturbed metric tensor $h_{\mu\nu}$. The term scale factor is most often associated with the function $a(t)$ in an FRW metric (4.37). However, in an homogeneous and isotropic spacetime such as the one we are considering around Minkowski space, we note that we are very closely aligned to the FRW metric, making cosmological predictions relevant. In this way, the metric can be considered to be of the form

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu} = \{-1, a^2(t), a^2(t), a^2(t)\}. \quad (4.68)$$

Bouncing cosmologies replace the initial big bang singularity with that of a bounce, so that incoming geodesic congruences can be made past complete stretching to past infinity, leading to an extension of the conformal diagram Fig. 4.2, which is illustrated in Fig. 4.3. Although, we do not suppose a priori that the initial singularity is replaced by a bounce, we would indeed expect cosmologies with a bouncing scale factor to satisfy the defocusing condition (4.65).
We illustrate this by way of example.

4.5.1 Integral Form

It may now be illuminating to test our defocusing condition (4.65). We proceed, as in the Starobinsky case, by taking our analysis into momentum space and testing against a well-known bouncing solution, that is, a cosmology defined by a bouncing scale factor, which is necessarily an even function. However, due to the infinite derivative nature of the function $\tilde{a}(\Box)$, this comes with an added degree of complexity. One possibility in analysing the defocusing condition (4.65) lies in recasting the defocusing condition into its integral form [19].
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Integral Form
As discussed in Chapter 3, we must choose \( \tilde{a}(\square) \) to be an exponent of an entire function, the simplest case being

\[
\tilde{a}(\square) = e^{\square/M^2},
\]

where, again, \( M \) is the scale of non-locality. Thus, we wish to compute \( e^{\square/M^2} R(t) \), where \( R(t) \) is the curvature scalar, solely dependent on \( t \). To this end, we reformulate this expression into its integral form by first defining the Fourier transform and its inverse like so

\[
\hat{R}(k) \equiv \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{ikt} \tilde{R}(t) \, dt,
\]

\[
R(t) \equiv \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-ikt} \hat{R}(k) \, dk.
\]

We may then write

\[
\tilde{a}(\square) R(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp(-k^2/M^2) \exp(-ikt) \hat{R}(k) \, dk.
\]

By using the properties of the Fourier transform and defining \( x \equiv k/M \), we may express this as follows

\[
\tilde{a}(\square) R(t) = \frac{M}{2\pi} \int \int_{-\infty}^{\infty} \exp \left[ -x^2 + i x (M(\tau - t)) \right] \hat{R}(\tau) \, dx \, d\tau.
\]

Now, in order to compute in terms of the Gaussian integral \( \int_{-\infty}^{\infty} \exp(-a(x+b)^2) \, dx = \sqrt{\frac{\pi}{a}} \), we rewrite \( \tilde{a}(\square) R(t) \) into the following form

\[
\tilde{a}(\square) R(t) = \frac{M}{2\pi} \int \int_{-\infty}^{\infty} \exp \left[ - \left( x - \frac{i}{2} (M(\tau - t)) \right)^2 - \frac{1}{4} (M(\tau - t))^2 \right] \hat{R}(\tau) \, dx \, d\tau.
\]

\( ^1 \)We note briefly the importance of the sign in the exponent of \( \tilde{a}(\square) \). In Appendix C [66, 10], it is shown that for the correct Newtonian potential to be observed, the non-local function \( a(\square) \) must be of the form \( a(\square) = e^{-\gamma(\square)} \), where \( \gamma(\square) \) is an entire function. As \( \tilde{a}(\square) \) is defined as \( \tilde{a}(\square) \propto 1/a(\square) \), and both are defined as exponents of entire functions, it is reasonable to expect a difference of a minus sign in the exponent.
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We then compute the Gaussian integral to find

\[ \tilde{a}(\Box) R(t) = \frac{M}{2\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\frac{1}{4}M^2(\tau-t)^2} \hat{R}(\tau) d\tau. \] (4.74)

Similarly,

\[ -\Box/m^2 \tilde{a}(\Box) R(t) = \frac{M^3}{8\sqrt{\pi}m^2} \int_{-\infty}^{\infty} e^{-\frac{1}{4}M^2(t-\tau)^2} \big(2 - M^2(t - \tau)^2\big) \hat{R}(\tau) d\tau. \] (4.75)

The defocusing condition (4.65) can then be written as

\[ \frac{M}{2\sqrt{\pi}} \left[ \int_{-\infty}^{\infty} e^{-\frac{1}{4}M^2(\tau-t)^2} \left(1 + \frac{M^2}{2m^2} - \frac{M^4}{4m^2}(t - \tau)^2\right) \hat{R}(\tau) d\tau \right] < R(t) \] (4.76)

**Example:** \( a(t) = \cosh \frac{\sigma}{2} t \)

We now turn to a particular example of a bouncing solution. In this case, we assume a scale factor of \( a(t) = \cosh \frac{\sigma}{2} t \), where \( \sigma \) is a parameter of mass dimension. Solutions of this type have been studied extensively in [107], [108], [15] and found to be a solution of the field equations (2.75), via an Ansatz-based approach. In terms of the perturbed, t-dependent metric \( h_{\mu\nu} \), this scale factor can be written as

\[ h_{\mu\nu} = \begin{cases} 0, & \cosh^2\left(\frac{\sigma t}{2}\right) - 1, \cosh^2\left(\frac{\sigma t}{2}\right) - 1, \cosh^2\left(\frac{\sigma t}{2}\right) - 1 \end{cases}. \] (4.77)

Then, from the definition of curvature around Minkowski, (2.79), we find the curvature to be

\[ R(t) = \frac{3}{2} \sigma^2 \cosh \sigma t. \] (4.78)

We then substitute this form of the curvature into the defocusing condition (4.76) and compute the integral to find that, for any cosmic time \( t \), defocusing may be realised according to

\[ \frac{\sigma^2}{m^2} > \left(1 - e^{-\frac{\sigma^2}{2m^2}}\right). \] (4.79)
This is satisfied for all real $\sigma$ such that $\sigma \neq 0$, so that we have confirmed that a known bouncing scale factor does indeed display the desired ghost-free defocusing behaviour, according to the constraint (4.65).

4.6 A simpler action of gravity.

From the defocusing condition (4.58), we can deduce the simplest infinite derivative action that can describe a singularity-free theory of gravity. The central components for defocusing are the functions $a(\Box)$ and $c(\Box)$, which, in order to achieve freedom from ghosts, are exponents of entire functions with zero roots and one root, respectively. These functions are in turn made up of the infinite derivative form factors $F_i(\Box)$ with $i = \{1, 2, 3\}$, which make up the gravitational action (2.20), as given by (2.82). Consequently, upon inspection of (2.82), it appears that we may be able to ‘switch off’ one or two of the form factors without changing the nature of the functions $a(\Box)$ or $c(\Box)$.

Non-linear Regime

For example, by setting $F_2 = 0$, whilst retaining the infinite derivative form factors $F_1$ and $F_3$ and noting that in a conformally-flat background, such as FRW, (A)dS or Minkowski, the Weyl tensor vanishes on the background, the action (2.20) reduces to the following

$$S_{NL} = \frac{1}{2} \int d^4x \sqrt{-g} \left[ M^2_{Pl} R + R F_1(\Box) R \right]. \quad (4.80)$$

This reduced action would clearly prove useful in a non-linear cosmological analysis, where the contribution of the Weyl tensor would be precisely zero, even with a non-zero form factor $F_3$, but it may also prove to be of interest in the linearised regime.

Linearised Regime

On inspection of the infinite derivative functions (2.82) which make up the field equations in the linearised regime, it should be clear that it is possible to ‘switch
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off any one of the form factors $\mathcal{F}_i$, whilst still retaining the infinite derivative nature of the functions $a, c, f$ and thus, not adversely affecting the theory. We may extend this further to switching off two of the form factors $\mathcal{F}_i$. Straightforward examples, include: setting $\mathcal{F}_1 = \mathcal{F}_3 = 0$ with

$$a(\Box) = 1 + M_p^{-2}\mathcal{F}_2(\Box)\Box$$
$$a(\Box) - 3c(\Box) = -2 + 4M_p^{-2}\mathcal{F}_2(\Box)\Box$$

(4.81)

and $\mathcal{F}_1 = \mathcal{F}_2 = 0$:

$$a(\Box) = 1 + 2M_p^{-2}\mathcal{F}_3(\Box)\Box$$
$$a(\Box) - 3c(\Box) = -2 + 12M_p^{-2}\mathcal{F}_1(\Box)\Box,$$

(4.82)

which retain the infinite derivative modification of both the scalar and tensorial sectors of the propagator. Slightly less clear, however, is the proposition of setting $\mathcal{F}_2 = \mathcal{F}_3 = 0$. This results in a correction of the scalar sector of the propagator, while leaving the spin-2 sector of the propagator unmodified. In this instance the relevant sectors of the propagator can be obtained from (2.82) and are given by

$$a(\Box) = 1$$
$$a(\Box) - 3c(\Box) = -2 + 12M_p^{-2}\mathcal{F}_1(\Box)\Box,$$

(4.83)

One can easily check, from (4.65), that this is indeed sufficient to realise the desired ghost-free defocusing behaviour. It appears then, that the modification of the spin-2 component of the propagator - which is rootless and positive so as to avoid the Weyl ghost - does not play a leading role in singularity avoidance. Furthermore, the simplicity of this case allows us to more easily convey defocusing conditions in more complicated scenarios, such as around de Sitter space, which is our next focus.
4.7 Defocusing Conditions around de Sitter Space

Here, we extend our discussion to include ghost-free, defocusing conditions around the de Sitter spacetime, with the reduced action

$$S = \frac{1}{2} \int d^4x \sqrt{-g} \left( M^2 F R - 2\Lambda + R F \nabla^2 R \right). \quad (4.84)$$

As we have seen from the previous section on a simpler action of gravity, this is adequate for our aims of describing a ghost- and singularity-free theory. This reduced form is equivalent to setting $F_2 = F_3 = 0$ in the general action (2.20) and dropping the remaining subscript from the function $F_1 \equiv F$, for convenience.

From here, we can deduce the expected behaviour of the propagator around de Sitter space by inspecting the modified propagator around Minkowski (4.60). Upon reference to (2.82), we find that, by imposing $F_2 = F_3 = 0$, the spin-2 or tensorial sector of the propagator is no longer modified and all subsequent corrections take place in the scalar sector. This is as expected due to the purely scalar modification of the Einstein-Hilbert action taking place in (4.84). An exposition of the ghost-free conditions for the full action (2.20) has recently been discussed in [80], where the perturbed metric $h_{\mu\nu}$ is decomposed into its 10 individual degrees of freedom via

$$h_{\mu\nu} = h^+_{\mu\nu} + \nabla_\mu A^\perp_\nu + \nabla_\nu A^\perp_\mu + (\nabla_\mu \nabla_\nu - \frac{1}{4} \tilde{g}_{\mu\nu} \Box) B + \frac{1}{4} \tilde{g}_{\mu\nu} h. \quad (4.85)$$

Here, the transverse and traceless, massless, spin-2 graviton $h^+_{\mu\nu}$, accounts for 5 degrees of freedom; the transverse vector field $A^\perp_\mu$ contributes 3 degrees of freedom; and the two scalars $h$ and $B$ provide a further 2 degrees of freedom. In this case, transverse simply refers to a tensor that has vanishing divergence, i.e. $\nabla_\mu A^\mu\nu = 0$. In the present discussion, we invoke an alternative method, similar to the previous discussion around Minkowski space.
Field Equations

The field equations of the action (4.84) can be read off from (2.109) and are given by

\[
\kappa T^\mu_\nu = (1 + 24M_P^{-2}H^2 \lambda_0) \left( r^\mu_\nu - \frac{1}{2} \delta^\mu_\nu r \right) - 2\lambda M_P^{-2} \left( \nabla^\mu \partial_\nu - \delta^\mu_\nu \Box \right) \mathcal{F}(\Box)r \\
+ 6\lambda M_P^{-2} H^2 \delta^\mu_\nu \mathcal{F}(\Box)r.
\] (4.86)

Upon reflection, we find that these field equations can be recast in precisely the same form as in the Minkowski case, (2.86)

\[
\kappa T^\mu_\nu = ar^\mu_\nu - \frac{1}{2} \delta^\mu_\nu c(\Box)r - \frac{1}{2} \nabla^\mu \partial_\nu f(\Box)r,
\] (4.87)

according to the following definitions

\[
a = 1 + 24M_P^{-2}H^2 \lambda_0 \\
c(\Box) = 1 + 24M_P^{-2}H^2 \lambda_0 - 4\lambda M_P^{-2} (\Box + 4H^2) \mathcal{F}(\Box) \\
\nabla^\mu \partial_\nu f(\Box) = 4M_P^{-2} \lambda \left( \nabla^\mu \partial_\nu + \delta^\mu_\nu H^2 \right) \mathcal{F}(\Box),
\] (4.88)

which return (2.82) at the limit \( H \to 0 \). In order to be consistent with the Minkowski case, we next note that these infinite derivative functions must conform to the same constraints given by (2.83), namely that

\[
\Box f(\Box) = a - c(\Box).
\] (4.89)

By taking the trace of the final equation in (4.88), we find that this is indeed the case.

Ghost-free Conditions

Having established consistency with the Minkowski case, in that the field equations take the same form and obey the same generic conditions, the

\[\text{provided that } \mathcal{F} = \mathcal{F}_3 = 0 \text{ due to the reduced action (4.84)}\]
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The propagator will be modified in a similar manner, according to

$$\Pi_{ds}(\square) = \frac{\mathcal{P}^2_{GR}}{a} + \frac{(\mathcal{P}^0_{s})_{GR}}{a - 3c(\square)}. \quad (4.90)$$

Here, the subscript $GR$ denotes the physical (GR) graviton propagators around de Sitter space and contain the GR roots of the propagator via $[80], [110], [111], [112]$.

$$\mathcal{P}^2_{GR} = \frac{p^2}{-\square + 2H^2}, \quad (\mathcal{P}^0_s)_{GR} = \frac{-p^0_s}{\square + 4H^2}, \quad (4.91)$$

which reduce to the familiar root $k^2 = 0$ at the Minkowski limit $H \to 0$. We note here that the spin-2 sector is modulated by the constant $a = 1 + 24M_P^{-2}H^2\lambda f_0$. From our discussion on pathologies of the propagator in Section 3.2, we know that in order to avoid the Weyl ghost, this constant must be positive definite. In truth, the positive nature of this constant is determined by fundamental physical constraints. In Appendix D, we discuss the role of this constant in the gravitational entropy of such an infinite derivative action around de Sitter space, see also $[68]$. The upshot is that the point $a = 0$ coincides with a physical system defined by vanishing entropy, while $a < 0$ describes non-physical spacetimes with negative entropy. Thus, $a > 0$ and as a result, the tensorial structure of the propagator can not be said to be modified in any meaningful manner, as the positive constant

$$a = 1 + 24M_P^{-2}H^2\lambda f_0 > 0, \quad (4.92)$$

could be normalized to unity, if so desired. This is as expected, as the modification that is taking place is within a purely scalar modification of GR.

**Ghost-free Conditions**

In order to avoid negative residues in the spin-0 component of the propagator, we proceed in much the same manner as in the Minkowski case, by relating the trace equation to an exponent of an entire function that has been furnished with

---

1Note that in de Sitter space the D’Alembertian operator acting on a scalar is given by $\square S = g^{\mu\nu}\nabla_\mu \nabla_\nu S = g^{\mu\nu}\partial_\mu \partial_\nu S - g^{\mu\nu}\Gamma^\gamma_{\mu\nu}\partial_\gamma S = (-\partial_t^2 - 3H\partial_t)S$. In momentum space, we can write this as $\square S \to (-(k^0)^2 - 3Hk_0)S$. 
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an additional root, like so
\[ \kappa T = \frac{1}{2}(a - 3c(\square))r = (a\square m^{-2} - 1)a(\square)r, \] (4.93)

where the trace equation is given by
\[ \kappa T = -(1 + 24H^2M_p^{-2}\lambda f_0) r + 6M_p^{-2}\lambda (\square + 4H^2) F(\square)r. \] (4.94)

As before, the substitution \( \square \rightarrow 0 \) reveals that the Brans-Dicke Scalar \( \bar{m}^2 = M_p^2 \), whereas expanding to first order reveals the constant \( \alpha \) to be now given by
\[ \alpha = 6\lambda f_0 - M_p^2/M^2 + 24\lambda H^2M^{-2}f_1. \] (4.95)

Again, we check the limit as \( H \rightarrow 0 \) returns (3.69), with \( f_{2o} = 0. \)

**Tachyon Criteria**

Now, by decomposing the propagator (4.93) into partial fractions, we find the modified propagator in dS to be
\[
\Pi_{dS}(\square) = \frac{1}{a} \left[ \frac{\mathcal{P}^2}{-\square + 2H^2} + \frac{1}{2\bar{a}(\square)} \left( \frac{m^2}{m^2 + 4H^2} \left( \frac{\mathcal{P}^0}{\square + 4H^2} - \frac{\mathcal{P}^0_s}{\square - m^2} \right) \right) \right],
\] (4.96)

where \( m^2 \equiv M_P^2/\alpha \) and \( \bar{a}(\square) = \bar{a}(\square)/a \). This form of the modified propagator reduces to the previously derived propagator around Minkowski space (3.71) at the limit \( H \rightarrow 0 \), which implies \( \square \rightarrow -k^2 \). Furthermore, the constant \( \alpha \) must be positive definite in order to avoid tachyons and to retain the additional scalar pole.

**Defocusing Conditions**

We are now in a position to describe the minimum conditions whereby a space-time, linearised around de Sitter, may indeed be considered to be non-singular, in that it avoids converging null geodesic congruences. We find the contribution of gravity to the Raychaudhuri equation by contracting the field equations (4.87)
with the tangent vectors $k^\mu$, like so

$$r^\mu_{\nu} k^\nu k_\mu = \frac{1}{a} \left( \kappa T^\mu_{\nu} k_\mu k^\nu + \frac{1}{2} k^\nu k_\mu \nabla^\mu \partial_\nu f(\Box) r \right),$$

so that the minimum condition for these null rays to defocus is given by

$$r^\mu_{\nu} k^\nu k_\mu = \frac{1}{2a} k^\nu k_\mu \nabla^\mu \partial_\nu f(\Box) r < 0. \quad (4.98)$$

Expanding out the covariant derivatives, we may express the defocusing condition in the following manner

$$\frac{(k^0)^2 (a - c(\Box)) r}{2a} > - \frac{2H(k^0)^2}{a} \partial_\nu f(\Box) r,$$

which can, in turn, be rewritten as

$$\left( 1 + 4H \partial_\nu \square^{-1} \right) \left[ 1 - (1 - \square/m^2) \tilde{a}(\Box) \right] r > 0. \quad (4.100)$$

Here, we see that at the limit $H \to 0$, the defocusing condition around Minkowski (4.65) is recovered. Thus, we have then succeeded in our aim of deriving the ghost-free, defocusing condition around de Sitter space, comparable to Section 4.4.
Chapter 5

Conclusion

The stated objective of this thesis was to present a viable extension of general relativity, which is free from singularities, where ‘viable’, in this case means devoid of ghosts, tachyons or exotic matter. With this in mind, we outline the results of the present work.

Outline of Results

We began in Chapter 2 with a lengthy computation of the non-linear field equations for the IDG action (2.20). First, we outlined the general methodology and introduced a number of novel techniques, which proved useful in the explicit calculation that followed. Having attained the non-linear field equations, we perturbed around both Minkowski space and de Sitter space up to linear order, for later use in deriving the modified propagator, ghost-free conditions and defocusing condition, required to construct a viable non-singular cosmology.

Chapter 3 focused on the notion of ghosts or tachyons that may appear at the level of the propagator. First, these manifestations were defined and illustrated with a number of examples from finite extensions of GR. The form of the modified propagator was also derived for the IDG action (2.20). Next, the elimination of ghosts by way of an exponential correction in the scalar propagating mode was motivated, before being put to use in a linearised regime around Minkowski space. Typically, such an exponential function in the propagator weakens the classical...
and quantum effects of gravity in the UV. With the precise form of the modified graviton propagator in hand, the requisite tachyon criteria were also established by a decomposition into partial fractions.

Having established the foundation for presenting a viable infinite derivative extension to GR in the preceding chapters, we then turned our attention to the main crux of the present work – the avoidance of singularities – in Chapter 4. The chapter began with a discussion on the nature of singularities and indeed, the difficulty in defining such phenomenon, before introducing the Raychaudhuri equation and analysing its import in the context of GR. Having established the focusing behaviour of null rays via the convergence condition and Hawking-Penrose theorems, we turned our attention to spacetimes that do not conform to this convergent behaviour. By reversing the inequality, we were able to examine the behaviour of null rays as they diverge or defocus, within a geometrically flat framework. We dubbed this reversal the defocusing condition and null rays conforming to this condition will not converge to a point in a finite time and are said to be null geodesically complete – stretching to past infinity. This is in direct contrast to converging rays, where a photon travelling along a geodesic of this type will cease to exist in a finite time. We illustrated this defocusing behaviour with a known example of a bouncing cosmology.

From the behaviour around Minkowski space, we were able to deduce a simpler form of IDG action, which was purely scalar in its modification, with which one could realise the desired ghost-free, defocusing behaviour. With this action in hand, it proved quite straightforward to rearrange the linearised field equations around de Sitter in precisely the same form as in the Minkowski case. From this vantage point, the defocusing conditions around de Sitter space, were also derived and found to conform to the Minkowski case at the limit $H \to 0$, as expected.

This thesis presents a number of novel results by the author. Firstly, the calculation of non-linear field equations for the most general, infinite derivative action of gravity that is quadratic in curvature, (2.20), had never been fully captured before the work that the chapter is based on, [82], was published. Previous work, such as [113], [114], [115] has centred on finite orders of the D’Alembertian acting on the curvature scalar.
The form of the IDG-modified propagator around Minkowski space was established in [17], along with the associated ghost-free condition. The present work reaffirms these results, while also extending them to de Sitter space, in a novel approach, by way of a simplification of the gravitational action - a reduced action that still exhibits the required defocusing behaviour. This allowed for the extension of the recent article, [18], which detailed the defocusing conditions around Minkowski space to include defocusing conditions also around de Sitter space. Comparisons were made with finite derivative extensions of gravity, where it was found that non-locality plays an integral role in realising the desired defocusing behaviour.

The methodology used in deriving the defocusing conditions is in stark contrast to previous work on bouncing solutions in infinite derivative theories of gravity. In [15], [107], [108], an Ansatz was invoked as a solution to the field equations, admitting bouncing solutions, with scale factor \( \propto \cosh(\frac{\sigma}{2} t) \). In the present work, we make no assumption on the nature of the scale factor a priori, except that it must conform to the requirement of accelerated expansion of the Universe within a homogeneous framework. Having acquired the generic ghost-free defocusing conditions, we do indeed check the bouncing solution \( a(t) = \cosh(\frac{\sigma}{2} t) \) for consistency and, as expected, it did display the desired behaviour.

**Future Work**

**Homogeneous Solutions**

Within the context of a homogeneous framework, the defocusing condition (4.65) could perhaps be analysed for specific restrictions on the curvature. For example, we analysed a bouncing solution in Section 4.5 and it is perhaps straightforward to generalise this analysis with a generic bouncing scale factor, using the same integral form method. Such a scale factor would result in the curvature being given by an even function, i.e. \( R(t) = r_0 + r_2 t^2 + \ldots \). This would have some similarities to the analysis in [19] where, similarly, a generic bouncing scale factor was analysed but through the prism of the diffusion equation method [116].

More illuminating still would be to solve the inequality for all forms of curvature that may satisfy the defocusing conditions (4.65) and (4.100) – to see,
explicitly, whether there curvature must conform to a bouncing scale factor or whether other solutions do exist. In this way, we could conceivably build up a precise form of non-singular metric, which would always satisfy the desired defocusing behaviour.

Another quite straightforward approach in the homogenous setup would be to extend the methodology to non-linear FRW. Whereas the generic defocusing conditions can be derived without difficulty, some issues remain in terms of the ghost-free conditions. Recall that the ghost-free conditions and modified propagator were derived within a background of constant curvature. As the curvature in an FRW background is a time-dependent function rather than a constant, these conditions must be generalised to make revealing predictions. One possible method would be to proceed with an analysis that stipulates slowly varying curvature.

Furthermore, an extension of the progress made in [63] to include bouncing cosmologies could be particularly illuminating. Vachaspati and Trodden found that the convergence condition (4.23) restricted trajectories passing from normal regions to antitrapped regions, detailed in Fig. 4.2. It would be interesting to see, geometrically, if a relaxation of the convergence condition allows such behaviour. One could also trace the trajectories of rays starting out at past infinity in Fig. 4.3 to shed light on the behaviour at times in and around the bounce.

Other Solutions
A further avenue of exploration involves extending our defocusing analysis to include inhomogenous solutions, with spatial as well as temporal dependencies. This was briefly covered in [18], where the inhomogeneous generic defocusing condition was given by

$$\frac{f(\square)}{a(\square)} \left( \partial_r^2 + \partial^2 \right) R^{(L)} < 0.$$  

(5.1)

As before, we required $T_{\mu\nu}k^\mu k^\nu \geq 0$ so as not to violate the NEC. Note also that $\partial_r^2 = \partial_t \partial^t$ is the Laplace operator. Although, the defocusing condition can be attained in quite a straightforward manner, a full analysis remains incomplete, in that the spatial dependencies must be made tractable. Similarly, we may also
wish to consider anistropic spacetimes, conforming to a general metric of the type

\[ ds^2 = -dt^2 + a^2(t) \sum e^{2\theta_i(t)} \sigma^i \sigma^i, \]  

(5.2)

as in [117], where \( t \) is cosmic time and \( \sigma^i \) are linearly independent at all point in the spacetime. This is an example of an anisotropic but homogeneous metric in four dimensions, but could conceivably be generalised further to include spatial dependencies.

This thesis presents a concrete methodology in describing a viable non-singular theory of gravity within the framework of an homogenous cosmology. Through the analysis it is clear that non-locality, arising from IDG, plays a pivotal role, as does an additional degree of freedom in the scalar propagating sector. Such a methodology can be extended into more complex pictures of IDG, such as those described above. As we extend our study, we will understand more about the relationship between the geometry of spacetime and gravity in a non-singular spacetime. We may even broaden our analysis into the study of the blackhole singularity problem, with the overall aim of, perhaps one day, presenting a definitive picture of a non-singular theory of gravity.
Appendix A

Useful Identities and Notations

A.1 Curvature

Metric signature

\[ g_{\mu\nu} = (-, +, +, +). \]  \( \text{(A.1)} \)

Christoffel Symbol

\[ \Gamma_{\mu\nu}^{\lambda} = \frac{1}{2} g^{\lambda\tau} (\partial_{\mu} g_{\nu\tau} + \partial_{\nu} g_{\mu\tau} - \partial_{\tau} g_{\mu\nu}). \]  \( \text{(A.2)} \)

Riemann Tensor

\[ R_{\mu\sigma\nu\lambda} = \partial_{\sigma} \Gamma_{\mu\nu}^{\lambda} - \partial_{\nu} \Gamma_{\mu\sigma}^{\lambda} + \Gamma_{\tau\sigma}^{\lambda} \Gamma_{\mu\nu}^{\tau} - \Gamma_{\tau\nu}^{\lambda} \Gamma_{\mu\sigma}^{\tau}, \]  \( \text{(A.3)} \)

\[ R_{\mu\nu\lambda\sigma} = -R_{\nu\mu\lambda\sigma} = -R_{\mu\sigma\lambda\nu} = R_{\lambda\sigma\mu\nu}; \]  \( \text{(A.4)} \)

\[ R_{\mu\nu\lambda\sigma} + R_{\mu\lambda\sigma\nu} + R_{\nu\sigma\lambda\mu} = 0. \]  \( \text{(A.5)} \)

Ricci Tensor

\[ R_{\mu\nu} = R_{\mu\nu}^{\lambda} = \partial_{\lambda} \Gamma_{\mu\nu}^{\lambda} - \partial_{\nu} \Gamma_{\mu\lambda}^{\lambda} + \Gamma_{\lambda\rho}^{\lambda} \Gamma_{\mu\nu}^{\rho} - \Gamma_{\nu\rho}^{\lambda} \Gamma_{\lambda\mu}^{\rho}, \]  \( \text{(A.6)} \)
A.2 Bianchi Identities

\[ R_{\mu\nu} = R_{\nu\mu}. \]  \hspace{1cm} (A.7)

Curvature scalar

\[ R = g^{\mu\nu} R_{\mu\nu} = g^{\mu\nu} \partial_{\lambda} \Gamma^{\lambda}_{\mu\nu} - \partial^{\mu} \Gamma^{\lambda}_{\nu\lambda} + g^{\mu\nu} \Gamma^{\lambda}_{\nu\lambda} \Gamma^\rho_{\lambda\mu} - g^{\mu\nu} \Gamma^{\lambda}_{\nu\rho} \Gamma^\rho_{\lambda\mu}, \]  \hspace{1cm} (A.8)

Weyl Tensor

\[ C^{\mu}_{\alpha\nu\beta} = R^{\mu}_{\alpha\nu\beta} - \frac{1}{2} (\delta^{\mu}_{\nu} R_{\alpha\beta} - \delta^{\mu}_{\beta} R_{\alpha\nu} + R^\rho_{\nu\alpha} g_{\beta\rho} - R^\rho_{\beta\alpha} g_{\nu\rho}) + \frac{R}{6} (\delta^{\mu}_{\nu} g_{\alpha\beta} - \delta^{\mu}_{\beta} g_{\alpha\nu}). \]  \hspace{1cm} (A.9)

\[ C^\lambda_{\mu\lambda\nu} = 0 \]  \hspace{1cm} (A.10)

Einstein Tensor

\[ G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R. \]  \hspace{1cm} (A.11)

Traceless Einstein Tensor

\[ S_{\mu\nu} = R_{\mu\nu} - \frac{1}{4} g_{\mu\nu} R \]  \hspace{1cm} (A.12)

General formula for commuting covariant derivatives

\[ [\nabla_{\rho}, \nabla_{\sigma}]X^{\mu_1...\mu_k}_{\nu_1...\nu_l} = R^{\mu_1}_{\lambda\rho\sigma} X^{\lambda\mu_2...\mu_k}_{\nu_1...\nu_l} + R^{\mu_2}_{\lambda\rho\sigma} X^{\mu_1\lambda\mu_3...\mu_k}_{\nu_1...\nu_l} + ... - R^{\lambda}_{\nu_1\rho\sigma} X^{\mu_1...\mu_k}_{\lambda...\nu_l} - R^{\lambda}_{\nu_2\rho\sigma} X^{\mu_1...\mu_k}_{\nu_1\lambda\nu_3...\nu_l} - ... \]  \hspace{1cm} (A.13)

A.2 Bianchi Identities

The Bianchi identity is given by

\[ \nabla_{\kappa} R_{\mu\nu\lambda\sigma} + \nabla_{\sigma} R_{\mu\nu\kappa\lambda} + \nabla_{\lambda} R_{\mu\nu\sigma\kappa} = 0. \]  \hspace{1cm} (A.14)

Contracting with $g^{\mu\lambda}$ gives the contracted Bianchi identity,

\[ \nabla_{\kappa} R_{\nu\sigma} - \nabla_{\sigma} R_{\kappa\nu} + \nabla^{\lambda} R_{\lambda\nu\sigma\kappa} = 0. \]  \hspace{1cm} (A.15)
A.3 Variation of Curvature

Contracting further with $g^\nu\kappa$ implies

$$\nabla_\kappa R^\kappa_\sigma = \frac{1}{2} \nabla_\sigma R,$$  \hspace{1cm} (A.16)

which similarly implies

$$\nabla^\kappa \nabla_\kappa R^\kappa_\sigma = \frac{1}{2} \Box R,$$  \hspace{1cm} (A.17)

and

$$\nabla_\mu G^\mu_\nu = 0.$$  \hspace{1cm} (A.18)

A.3 Variation of Curvature

We have from the definitions of the Riemann and Ricci tensor

$$\delta R^\lambda_\mu\sigma\nu = (\delta \Gamma^\lambda_\mu\nu)_\sigma - (\delta \Gamma^\lambda_\mu\sigma)_\nu$$

$$\delta R_{\mu\nu} = \nabla_\lambda \delta \Gamma^\lambda_\mu\nu - \nabla_\nu \delta \Gamma^\lambda_\mu\lambda$$

$$\delta \Gamma^\lambda_\mu\nu = \frac{1}{2} (h^\lambda_\nu\mu + h^\lambda_\mu\nu - h^\lambda_\mu\nu).$$  \hspace{1cm} (A.19)

Substitution of the varied Christoffel symbol reveals,

$$\delta R^\lambda_\mu\sigma\nu = \frac{1}{2} (h^\lambda_\nu\mu\nu - h^\lambda_\mu\nu\nu + h^\lambda_\mu\mu\nu - h^\lambda_\mu\nu\nu)$$

$$\delta R_{\mu\nu} = \frac{1}{2} (h^\lambda_\nu\mu\nu + h^\lambda_\mu\nu\nu - \Box h_{\mu\nu} - h_{\mu\nu}).$$  \hspace{1cm} (A.20)

For simplicity, it is often preferable to arrange these identities in terms of the metric variation $h_{\alpha\beta}$, like so,

$$\delta R_{\mu\nu\lambda\sigma} = \frac{1}{2} \left[ \delta^\alpha_\lambda \delta^\beta_\sigma (h_{\alpha\beta})_{\mu\nu\sigma\mu} - \delta^\alpha_\lambda \delta^\beta_\mu (h_{\alpha\beta})_{\mu\nu\sigma\nu} + \delta^\alpha_\mu \delta^\beta_\sigma (h_{\alpha\beta})_{\nu\nu\nu\lambda} - \delta^\alpha_\sigma \delta^\beta_\nu (h_{\alpha\beta})_{\mu\nu\lambda} \right]$$

$$\delta R_{\mu\nu} = \frac{1}{2} \left[ \delta^\alpha_\nu (h_{\alpha\beta})_{\mu\nu} + \delta^\alpha_\mu (h_{\alpha\beta})_{\mu\nu} - \delta^\alpha_\mu \delta^\beta_\nu \Box (h_{\alpha\beta}) - g^\alpha\beta (h_{\alpha\beta})_{\mu\nu} \right].$$  \hspace{1cm} (A.21)
A.3 Variation of Curvature

We can then find the variation of the curvature scalar, \( \delta R \),

\[
\delta R = \delta(g^{\mu\nu} R_{\mu\nu}) \\
= \delta g^{\mu\nu} R_{\mu\nu} + g^{\mu\nu} \delta R_{\mu\nu} \\
= -h_{\alpha\beta} R^{\alpha\beta} + g^{\mu\nu} \delta R_{\mu\nu} \\
= -h_{\alpha\beta} R^{\alpha\beta} + (h_{\alpha\beta})^{\alpha:\beta} - g^{\alpha\beta} \Box (h_{\alpha\beta}), \tag{A.22}
\]

where we have used the following notations

\[
h_{\mu\nu} = -h^{\alpha\beta} g_{\alpha\mu} g_{\beta\nu}, \ h = g^{\mu\nu} h_{\mu\nu}, \ h_{\mu\nu} = \delta g_{\mu\nu}, \ \nabla_\mu R = R_{\mu}, \tag{A.23}
\]

In summary, we have

\[
\delta R_{\mu\nu\lambda\sigma} = \frac{1}{2} [\delta^{\alpha}_\lambda \delta^{\beta}_\nu (h_{\alpha\beta})_{\sigma\mu} - \delta^{\alpha}_\lambda \delta^{\beta}_\mu (h_{\alpha\beta})_{\sigma\nu} + \delta^{\alpha}_\mu \delta^{\beta}_\sigma (h_{\alpha\beta})_{\nu\lambda} - \delta^{\alpha}_\sigma \delta^{\beta}_\nu (h_{\alpha\beta})_{\mu\lambda}] \\
\delta R_{\mu\nu} = \frac{1}{2} [\delta^{\beta}_\nu (h_{\alpha\beta})^{\alpha}_{\mu} + \delta^{\beta}_\mu (h_{\alpha\beta})^{\alpha}_{\nu} - \delta^{\alpha}_\mu \delta^{\beta}_\nu \Box (h_{\alpha\beta}) - g^{\alpha\beta} (h_{\alpha\beta})_{\mu\nu}] \\
\delta R = -h_{\alpha\beta} R^{\alpha\beta} + (h_{\alpha\beta})^{\alpha:\beta} - g^{\alpha\beta} \Box (h_{\alpha\beta}) \\
\delta \Gamma^\lambda_{\mu\nu} = \frac{1}{2} (g^{\lambda\alpha} \delta^\beta_\nu h_{\alpha\beta\mu} + g^{\lambda\alpha} \delta^\beta_\mu h_{\alpha\beta\nu} - \delta^\alpha_\mu \delta^\beta_\nu h_{\alpha\beta}^\lambda) \tag{A.24}
\]

A.3.1 \( \delta(\Box) R \)

Recall

\[
\Box = g^{\mu\nu} \nabla_\mu \nabla_\nu \tag{A.25}
\]

Then we have

\[
\delta(\Box) R = \delta g^{\mu\nu} R_{\mu\nu} + g^{\mu\nu} \delta(\nabla_\mu) R_{\nu} + g^{\mu\nu} [\delta(\nabla_\nu) R]_{\mu} \\
= -h_{\alpha\beta} R^{\alpha:\beta} + g^{\mu\nu} \delta(\nabla_\mu) R_{\nu} + g^{\mu\nu} [\delta(\nabla_\nu) R]_{\mu} \tag{A.26}
\]
From the general definition of the covariant derivative of a tensor we deduce the following

\[ g^{\mu \nu} \delta (\nabla_\mu) R_{\nu} = -g^{\mu \nu} \delta \Gamma^\lambda_{\mu \nu} R_{\nu} \lambda \]  \hspace{1cm} (A.27)

\[ g^{\mu \nu}[\delta (\nabla_\nu) R]_{\mu} = 0 \]  \hspace{1cm} (A.28)

The last term vanishes in this case as \( R \) is a scalar. This will not be true for \( \delta (\Box) R_{\mu \nu} \) and \( \delta (\Box) R_{\mu \nu \lambda \sigma} \). We then integrate by parts to find

\[ \delta (\Box) R = -h_{\alpha \beta} R^{\alpha \beta} + \frac{1}{2} g^{\alpha \beta} R_{\lambda} (h_{\alpha \beta})^\lambda - R^{\alpha} (h_{\alpha \beta})^\beta \]  \hspace{1cm} (A.29)

with

\[ \delta \Gamma^\lambda_{\mu \nu} = \frac{1}{2} [g^{\mu \lambda} \delta (h_{\alpha \beta})_\lambda + g^{\alpha \lambda} \delta (h_{\alpha \beta})_\mu; - \delta^\alpha_{\mu} \delta^\beta_{\nu} (h_{\alpha \beta})^\lambda] \]  \hspace{1cm} (A.30)

\[ \text{A.3.2} \quad \delta (\Box) R_{\mu \nu} \]

\[ \delta (\Box) R_{\mu \nu} = \delta g^{\lambda \sigma} R_{\mu \nu \lambda \sigma} + g^{\lambda \sigma} \delta (\nabla_\lambda) R_{\mu \nu \lambda \sigma} + g^{\lambda \sigma} [\delta (\nabla_\sigma) R_{\mu \nu}]_{\lambda} \]

\[ = -h_{\alpha \beta} R^{\alpha \beta} + g^{\lambda \sigma} \delta (\nabla_\lambda) R_{\mu \nu \lambda \sigma} + g^{\lambda \sigma} [\delta (\nabla_\sigma) R_{\mu \nu}]_{\lambda} \]  \hspace{1cm} (A.31)

From the general definition of the covariant derivative of a tensor we have

\[ g^{\lambda \sigma} \delta (\nabla_\lambda) R_{\mu \nu \lambda \sigma} = -\delta \Gamma^\tau_{\lambda \mu} R^{\lambda}_{\tau \nu} - \delta \Gamma^\tau_{\lambda \nu} R^{\lambda}_{\mu \tau} - g^{\lambda \sigma} \delta \Gamma^\tau_{\lambda \sigma} R_{\mu \nu \tau} \]  \hspace{1cm} (A.32)

\[ g^{\lambda \sigma} \nabla_\lambda \delta (\nabla_\sigma) R_{\mu \nu} = - (\delta \Gamma^\tau_{\lambda \mu})^\lambda R^{\tau}_{\tau \nu} - \delta \Gamma^\tau_{\lambda \nu} R^{\lambda}_{\mu \tau} - (\delta \Gamma^\tau_{\lambda \mu})^\lambda R_{\nu \tau} - \delta \Gamma^\tau_{\lambda \nu} R^{\lambda}_{\mu \tau} \]  \hspace{1cm} (A.33)

So that

\[ \delta (\Box) R_{\mu \nu} = -h_{\alpha \beta} R^{\alpha \beta} - g^{\lambda \sigma} \delta \Gamma^\tau_{\lambda \sigma} R_{\mu \nu \tau} - (\delta \Gamma^\tau_{\lambda \mu})^\lambda R_{\tau \nu} - 2 \delta \Gamma^\tau_{\lambda \mu} R^{\lambda}_{\tau \nu} \]  \hspace{1cm} (A.34)
Expanding using $\delta \Gamma^\lambda_{\mu \nu} = \frac{1}{2} g^{\alpha \lambda} \delta^\beta_{\mu} (h_{\alpha \beta})_{;\nu} + g^{\alpha \lambda} \delta^\beta_{\nu} (h_{\alpha \beta})_{;\mu} - \delta^\alpha_{\mu} \delta^\beta_{\nu} (h_{\alpha \beta})^{;\lambda}$, we have

$$\delta (\Box) R_{\mu \nu} = - h_{\alpha \beta} R^{\alpha \beta}_{\mu \nu} - (h_{\alpha \beta})^{;\beta} R^\alpha_{\mu \nu} + \frac{1}{2} g^{\alpha \beta} (h_{\alpha \beta})^{;\sigma} R_{\mu \nu ;\sigma}$$

$$- \frac{1}{2} \left[ \Box (h_{\alpha \beta}) \delta^\beta_{(\mu} R^\alpha_{\nu)} - (h_{\alpha \beta})^{;\tau \alpha} \delta^\beta_{(\mu} R_{\tau \nu)} + (h_{\alpha \beta})^{;\beta} R^\alpha_{(\mu \nu)} \right]$$

$$- R^\alpha_{(\nu} h_{\alpha \beta ;\mu)} - \delta^\beta_{(\mu} R^\alpha_{\nu)} h_{\alpha \beta ;\lambda} + \delta^\beta_{(\mu} R^\alpha_{\tau \nu)} h_{\alpha \beta ;\tau} \right) \] (A.35)

### A.3.3 $\delta (\Box) R_{\mu \nu \lambda \sigma}$

From the definition of the D’Alembertian operator $\Box = g^{\mu \nu} \nabla_\mu \nabla_\nu$, we have

$$\delta (\Box) R_{\mu \nu \lambda \sigma} = \delta g^{\kappa \tau} R^{\kappa \lambda \mu \nu ;\tau} + g^{\kappa \tau} \delta (\nabla_\kappa) R_{\mu \nu \lambda \sigma ;\tau} + g^{\kappa \tau} [\delta (\nabla_\tau) R_{\mu \nu \lambda \sigma}]_{;\kappa}$$

$$= - h_{\alpha \beta} R^{\alpha \beta \mu \nu \lambda \sigma} + g^{\kappa \tau} \delta (\nabla_\kappa) R_{\mu \nu \lambda \sigma ;\tau} + g^{\kappa \tau} [\delta (\nabla_\tau) R_{\mu \nu \lambda \sigma}]_{;\kappa} \] (A.36)

and from the general definition of the covariant derivative of a tensor and treating $R_{\mu \nu \lambda \sigma ;\tau}$ as a $(0, 5)$-tensor, we have

$$g^{\kappa \tau} [\delta (\nabla_\kappa) R_{\mu \nu \lambda \sigma}]_{;\kappa} = \left[ - \delta g^{\kappa \rho} R^{\rho \mu \nu \lambda \sigma} - \delta g^{\rho \kappa} R^{\kappa \mu \nu \lambda \sigma} - \delta g^{\rho \kappa} R^{\kappa \mu \rho \nu \lambda} - \delta g^{\kappa \rho} R^{\kappa \mu \rho \nu \lambda} \right]^{;\kappa}$$

and

$$g^{\kappa \tau} [\delta (\nabla_\kappa) R_{\mu \nu \lambda \sigma}]_{;\kappa} = \left[ - \delta g^{\kappa \rho} R^{\rho \mu \nu \lambda \sigma} - \delta g^{\rho \kappa} R^{\kappa \mu \nu \lambda \sigma} - \delta g^{\rho \kappa} R^{\kappa \mu \rho \nu \lambda} - \delta g^{\kappa \rho} R^{\kappa \mu \rho \nu \lambda} \right]^{;\kappa}$$

$$- \delta \Gamma^{\kappa \lambda \rho} R^{\mu \nu \rho \sigma} - \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \nu \rho \sigma} - \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \nu \lambda \rho}$$

$$- \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \nu \lambda \rho} \] (A.38)

So that

$$\delta (\Box) R_{\mu \nu \lambda \sigma} = - h_{\alpha \beta} R^{\alpha \beta \mu \nu \lambda \sigma} - g^{\kappa \tau} \delta \Gamma^{\kappa \lambda \rho} R^{\mu \nu \rho \sigma}$$

$$- \left[ \delta \Gamma^{\kappa \lambda \rho} R^{\mu \nu \rho \sigma} + \delta \Gamma^{\rho \kappa \lambda} R^{\mu \nu \lambda \rho} + \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \rho \nu \sigma} + \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \rho \nu \lambda} \right]$$

$$- 2 \left[ \delta \Gamma^{\kappa \lambda \rho} R^{\mu \nu \rho \sigma} + \delta \Gamma^{\rho \kappa \lambda} R^{\mu \nu \lambda \rho} + \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \rho \nu \sigma} + \delta \Gamma^{\rho \kappa \lambda} R^{\kappa \mu \rho \nu \lambda} \right] \] (A.39)
Then, using $\delta \Gamma^\lambda_{\mu \nu} = \frac{1}{2} [g^{\alpha \lambda} \delta^\beta_{\mu} (h_{\alpha \beta})_{;\nu} + g^{\alpha \lambda} \delta^\beta_{\nu} (h_{\alpha \beta})_{;\mu} - \delta^\alpha_{\mu} \delta^\beta_{\nu} (h_{\alpha \beta})_{;}^\lambda]$, and the Bianchi identities, we find

$$
\delta(\Box) R_{\mu \nu \lambda \sigma} = -h_{\alpha \beta} R^{\alpha \beta}_{\mu \nu \lambda \sigma} - (h_{\alpha \beta})^{\beta}_{\nu} R^{\alpha}_{\mu \sigma} + \frac{1}{2} h^{\tau \tau} R_{\mu \nu \lambda \sigma \tau}
$$

(A.40)

$$
-\frac{1}{2} \left[ g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\mu} R_{\tau \nu \lambda \sigma} + g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\nu} R_{\mu \tau \lambda \sigma} + g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\lambda} R_{\mu \nu \tau \sigma} + g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\sigma} R_{\mu \nu \lambda \tau} \right]
$$

$$
- \left[ g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\mu} R^{\lambda}_{\tau \nu \lambda \sigma} + g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\nu} R^{\lambda}_{\mu \tau \lambda \sigma} + g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\lambda} R^{\lambda}_{\mu \nu \tau \sigma} + g^{\alpha \tau} (h_{\alpha \beta})^{\beta}_{\sigma} R^{\lambda}_{\mu \nu \lambda \tau} \right]
$$
Appendix B

Friedmann-Lemaître-Robertson-Walker Framework

The Friedmann-Lemaître-Robertson-Walker (FRW) metric forms an exact solution of Einstein’s field equations and can be expressed in terms of the following isotropic and homogenous metric

\[
    ds^2 = -dt^2 + a^2(t)\gamma_{ij}dx^i dx^j,
\]

(B.1)

where \(\gamma_{ij}\) is a 3-dimensional maximally symmetric metric of Gaussian curvature \(k\) and the scale factor \(a(t)\) is a time-dependent function of unit dimension which parametrizes the relative expansion of the Universe. To understand the geometric curvature of the spacetime more readily, it is perhaps preferable to reformulate the FRW metric in a spherically symmetric coordinate system, like so

\[
    ds^2 = -dt^2 + a^2(t)\left(\frac{dr^2}{1 - kr^2} + r^2d\Omega^2\right),
\]

(B.2)
where the spherical coordinates are contained within $d\Omega^2 \equiv d\theta^2 + \sin^2 \theta \, d\varphi^2$. The spatial curvature, in terms of a hypersurface of cosmic time $t$, is given by the real constant $k$, such that

$$k = \begin{cases} 
-1 & \text{Negatively curved hypersurface (Closed Universe)} \\
0 & \text{Flat hypersurface} \\
1 & \text{Positively curved hypersurface (Open Universe)} 
\end{cases} \quad (B.3)$$

**Exact Solution**

As the present work is largely cosmological in focus, we will now go into some detail to verify that the FRW metric is indeed an exact solution to the Einstein field equations $(1.5)$. In order to do this, we must derive all the relevant components that make up the metric $(B.1)$, beginning with the components of the metric tensor

$$g_{00} = -1 = g^{00}, \quad g_{ij} = a^2(t)\gamma_{ij}, \quad g^{\cdot ij} = a^{-2}(t)\gamma^{\cdot ij}. \quad (B.4)$$

Next, we move on to the Christoffel symbols

$$\Gamma^\lambda_{\mu\nu} = \frac{1}{2}g^{\lambda\tau}(\partial_\mu g_{\nu\tau} + \partial_\nu g_{\mu\tau} - \partial_\tau g_{\mu\nu}), \quad (B.5)$$

of which the non-vanishing components are given by

$$\Gamma^i_{0j} = \Gamma^i_{j0} = \frac{\dot{a}}{a}\delta^i_j, \quad \Gamma^0_{ij} = a\dot{a}\gamma_{ij}, \quad (B.6)$$

where the superscript $\cdot$ denotes a derivative with respect to cosmic time $t$. We may then use the remaining Christoffel symbols to derive the relevant forms of curvature that make up the Einstein equation, from the general definitions given in Appendix $[A.1]$. 

**Ricci Tensor**

$$R_{00} = -3 \left( \dot{H} + H^2 \right), \quad R_{ij} = g_{ij} \left( \dot{H} + 3H^2 + \frac{2k}{a^2} \right) \quad (B.7)$$
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**Curvature Scalar**

\[ R = 6 \left( \dot{H} + 2H^2 + \frac{k}{a^2} \right) . \]  
(B.8)

**Einstein Tensor**

The Einstein tensor \( G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R \) is then given by

\[ G_{00} = 3 \left( H^2 + \frac{k}{a^2} \right) , \quad G_{ij} = -g_{ij} \left( 2\dot{H} + 3H^2 + \frac{k}{a^2} \right) , \quad G_{0i} = 0 . \]  
(B.9)

Comparing this with the Einstein Equation (1.5), we deduce that the energy-momentum tensor must take the form

\[ T_{00} = \rho(t), \quad T_{ij} = p(t) g_{ij}, \quad T_{0i} = 0, \]  
(B.10)

where \( \rho \) denotes the energy density and \( p \) denotes the pressure. Thus, the FRW is an exact (fluid) solution of Einstein’s General Relativity [24, 25, 61, 62].

**Perfect Fluid**

Furthermore, this form of the energy-momentum tensor describes a perfect fluid. A perfect fluid is one where a comoving observer views the fluid around him as isotropic [46]. In terms of the energy-momentum tensor \( T_{\mu\nu} \), isotropic spacetimes must have vanishing \( T_{0i} \)-components in order to remain rotationally invariant [61]. The remaining components are given as above, which we can express in a covariant form as follows

\[ T_{\mu\nu} = (\rho + p) u_\mu u_\nu + pg_{\mu\nu} . \]  
(B.11)

Here, \( u_\mu \) is the fluid four-velocity, i.e. \( u_\mu = \{1, 0, 0, 0\} \), such that \( g^{\mu\nu} u_\mu u_\nu = -1 \) and \( (u_\mu k^\mu)^2 = (k^0)^2 \). We then perform the operations of (1) contracting with this fluid four velocity, (2) contracting with the null geodesic congruence \( k^\mu \) and (3) taking the trace to express three distinct identities:

\[ T_{\mu\nu} u^\mu u^\nu = \rho \]  
(B.12)
\[ T_{\mu\nu}k^\mu k^\nu = (\rho + p)(k^0)^2 \]  \hspace{1cm} (B.13)

\[ T = -\rho + 3p. \]  \hspace{1cm} (B.14)

These identities allow us to write the relevant energy conditions for the present text. The *Weak Energy Condition* (WEC) states that the energy density will be positive for an observer along a timelike tangent vector \( \xi^\mu \). The null energy condition (NEC), given by \( T_{\mu\nu}k^\mu k^\nu \), is a special case of the WEC, where the timelike tangent vector is replaced by a null ray. In this case, the energy density may conceivably be negative so long as this is balanced by sufficiently positive pressure. In terms of the perfect fluid, these are given by

- **Null Energy Condition:** \( T_{\mu\nu}k^\mu k^\nu \geq 0 \) implies \( \rho + p \geq 0 \)

- **Weak Energy Condition:** \( T_{\mu\nu}\xi^\mu \xi^\nu \geq 0 \) implies \( \rho + p \geq 0 \) and \( \rho \geq 0 \) \( [61] \).

The NEC, in particular, will play an important role in the later discussion on singularity-free theories of gravity in Chapter 4.
Appendix C

Newtonian Potential

In order to compute the Newtonian potential, we must consider the Newtonian weak field limit of the field equations (2.86). In a non-relativistic system, the energy density is the only significant element of the energy-momentum tensor [61],[24],[62]. As such, we have $\rho = T_{00} \gg |T_{ij}|$, where the energy density $\rho$ is static. Recall, from the discussion on the perfect fluid in Section B, that the trace equation is given by $T = -\rho + 3p \approx -\rho$, while the 00-component is simply $T_{00} = \rho$. Furthermore, the perturbed metric for a static, Newtonian point source is given by the static line element [114],[84]

$$ds^2 = -(1 + 2\Phi(r))dt^2 + (1 - 2\Psi(r))(dx^2 + dy^2 + dz^2). \quad (C.1)$$

We turn then to the IDG field equations around Minkowski space (2.86), from which we can then read off the trace and 00-component of such a metric

$$-\kappa \rho = \frac{1}{2}(a(\Box) - 3c(\Box))R$$

$$\kappa \rho = a(\Box)R_{00} + \frac{1}{2}c(\Box)R. \quad (C.2)$$

With the line element in hand (C.1), we first compute the metric $h_{\mu\nu}$, using the algorithm (2.78)

$$h_{00} = -2\Phi(r), \quad h_{ij} = -2\Psi(r)\eta_{ij}, \quad (C.3)$$
before substituting these values into (2.79) to find the pertinent values for the curvature:

\[ R = 2(2\triangle \Psi - \triangle \Phi), \quad R_{00} = \triangle \Phi. \quad \text{(C.4)} \]

Recall that at the linearised limit \( \Box = \eta^{\mu\nu}\partial_{\mu}\partial_{\nu} \) which, for a static source, reduces to \( \Box = \triangle \), where \( \triangle \equiv \nabla^2 = \partial_i\partial^i \) is the Laplace operator. Thus, we find the energy density (C.2) for the given metric (C.1) to be

\[-\kappa \rho = (a(\Box) - 3c(\Box))(2\triangle \Psi - \triangle \Phi)\]
\[\kappa \rho = (a(\Box) - c(\Box))\triangle \Phi + 2c(\Box)\triangle \Psi. \quad \text{(C.5)}\]

By comparing these two expressions for the energy density, we find that the two Newtonian potentials relate to each like so

\[ \triangle \Phi = -\frac{a(\Box) - 2c(\Box)}{c(\Box)} \triangle \Psi. \quad \text{(C.6)} \]

Using this identity, we find

\[ \kappa \rho = \frac{a(\Box)(a(\Box) - 3c(\Box))}{a(\Box) - 2c(\Box)} \triangle \Phi = \kappa m\delta^3(\vec{r}), \quad \text{(C.7)} \]

where in the weak-field limit, the energy density is simply the point source, i.e. \( \rho = m\delta^3(\vec{r}) \) and \( \delta^3 \) refers to the 3-dimensional Dirac delta-function, while \( m \) is the mass of the test particle. We proceed in a manner familiar to that of the Coulomb potential, \[54],[52]\, by performing a Fourier transform in order to express the Newtonian potential \( \Phi(\vec{r}) \). Recall that the Fourier transform of the Dirac delta-function is given by

\[ \delta^3(\vec{r}) = \int \frac{d^3k}{(2\pi)^3} e^{i\vec{k}\vec{r}}. \quad \text{(C.8)} \]

Thus, with \( \Box \to -k^2 \) in Fourier space on a flat background, we solve for \( \Phi(\vec{r}) \),

\[ \Phi(\vec{r}) = -\frac{\kappa m}{(2\pi)^3} \int_{-\infty}^{\infty} d^3k \frac{a - 2c}{a(a - 3c)} e^{ik\vec{r}} = -\frac{\kappa m}{2\pi^2 r} \int_0^{\infty} dk \frac{(a - 2c)}{a(a - 3c)} \frac{\sin(kr)}{k}, \quad \text{(C.9)} \]
where we have abbreviated the functions $a = a(-k^2)$ and $c = c(-k^2)$ for convenience. It is then straightforward to compute the other Newtonian potential $\Psi(r)$, using (C.6)

$$
\Psi(r) = \frac{\kappa m}{2\pi^2r} \int_0^\infty dk \frac{c}{a(a - 3c)} \frac{\sin(kr)}{k}.
$$

(a = c: No additional degrees of freedom in the scalar propagating sector)

Recall that, for the particular case when $a = c$ no additional poles are introduced to the scalar sector of the propagator and we retain the original degrees of freedom of the massless graviton. In this instance, one would expect the two distinct Newtonian potentials to converge to a single potential. By substituting $a = c$ into (C.10) and (C.9), one can quickly verify that this is the true, with the potential then given by

$$
\Phi(r) = \Psi(r) = \frac{\kappa m}{(2\pi)^2r} \int_0^\infty dk \frac{\sin(kr)}{a(-k^2)k}.
$$

We may then test a particular ghost-free choice of the function $a$ to see whether it exhibits the expected behaviour of a Newtonian potential. In Section 3.3.3, we found that in order for the spacetime to be ghost-free, $a$ must be an entire function containing no roots. The simplest choice is then,

$$
a(\Box) = e^{-\Box/M^2}.
$$

Thus, we find the Newtonian potential to be

$$
\Phi(r) = -\frac{\kappa m}{(2\pi)^2r} \int_0^\infty dk \frac{e^{-k^2/M^2}}{k} \sin(kr) = -\frac{\kappa m \text{erf}(Mr/2)}{8\pi r}. \tag{C.13}
$$

Observe now that at the limit, $r \to \infty$ erf$(r)/r \to 0$ and the metric (C.1) is returned to flat space. On the other hand, taking the limit $r \to 0$, results in the

---

1 Alternatively, if we take $M \to \infty$, which is the familiar limit to return IDG to a local theory, we recapture the familiar $1/r$ divergence of GR, as expected.
Newtonian potential converging to a constant

$$\lim_{r \to 0} \Phi(r) = \frac{\kappa m M}{8\pi^{3/2}}.$$  \hfill (C.14)

We see here that the Newtonian potentials remain finite with $\Phi(r) \sim mM/M_P^2$ and, as such, the linear approximation is bounded all the way to $r \to 0$. 

Appendix D

A Note on the Gravitational Entropy

In this section, we give a brief outline of the connection between Wald’s gravitational entropy and the defocusing conditions around de Sitter space, derived in Section 4.7. In a recent work [68], Wald’s gravitational entropy [118,119], was computed for a non-local action of the type

\[ I = \frac{1}{16\pi G_4} \int d^4x \sqrt{-g} \left( R - 2M_P^{-2} \Lambda + \alpha R \mathcal{F}(\Box) R \right). \]  

(D.1)

This was found to take the form

\[ S_I = \frac{A_{4S}}{4G_4} (1 + 8f_{10}\alpha M_P^{-2} \Lambda), \]  

(D.2)

where \( \alpha \) is a constant of dimension inverse mass squared. The primary thing to note here is that a non-physical, *negative entropy state* is realised if the following inequality holds:

\[ M_P^2 + 8\alpha \Lambda f_{10} < 0. \]  

(D.3)

The action (D.1) is a simple reformulation of (2.20), where \( \mathcal{F}_2(\Box) \) and \( \mathcal{F}_3(\Box) \) have been set to zero and we have taken the dimensionless parameter \( \lambda \) to be...
\[ \lambda = \alpha M_P^2. \]

If we were to now turn our attention to the defocusing condition around de Sitter space, these may be obtained directly from the linearised field equations \((2.109)\) by contracting with the tangent vector \(k^\mu\). Hence, we find that in order for the associated null rays to diverge, we require,

\[ r^\mu k^\nu k_\mu = \frac{1}{M_P^2 (1 + 24\alpha H^2 f_{10})} (k^0)^2 \left[ (\rho + p) + 2\alpha M_P^2 (\partial_t^2 - H \partial_t) \mathcal{F}_1(\Box) r \right] < 0. \]  

(D.4)

Here, we have used the fact that in de Sitter space, \(\Lambda = 3M_P^2 H^2\), see \((2.98)\). Then, it is straightforward to read off the central conditions for null rays to defocus

\[ M_P^2 (1 + 24\alpha H^2 f_{10}) \gtrsim 0, \quad (\rho + p) + 2\alpha M_P^2 (\partial_t^2 - H \partial_t) \mathcal{F}_1(\Box) r \lesssim 0. \]  

(D.5)

From \((D.3)\), we find that the lower signs describe a non-physical spacetime defined by negative entropy and can therefore me omitted. Thus, the central constraints are simply

\[ M_P^2 + 24\alpha H^2 f_{10} > 0, \quad (\rho + p) + 2\alpha (\partial_t^2 - H \partial_t) \mathcal{F}_1(\Box) r < 0, \]  

(D.6)

where we have reintroduced the counting tool \(\lambda \equiv \alpha M_P^2\), in accordance with the general formalism of this work.

Now, if we turn our attention to the defocusing calculation around de Sitter space given in \(A.3.2\), we find that, by \((4.92)\), the left-most inequality is simply the constant \(a\). In general, the function \(a(\Box)\) is responsible for modifying the tensorial structure of the propagator but as the action considered is scalar in its modification, \((D.1)\), the function \(a\) reduces to the constant,

\[ a = 1 + 24\alpha M_P^{-2} H^2 f_{10}. \]  

(D.7)

We have already established that this tensorial modification must be positive in order to avoid negative residues and the Weyl ghost, see Section \(3.2\) but the entropy calculation gives an interesting insight into the physical consequences of
introducing ghosts into a theory. In this case, such an addition would result in a non-physical spacetime, defined by negative entropy.

A further, intriguing property of the gravitational entropy described by (D.2), is the possibility of realising a zero entropy state by taking $\alpha = \frac{M_P^2}{8\Lambda}$. Taking this value saturates the defocusing condition (D.4), meaning little can be inferred from this vantage point. It would be interesting to pursue this line of enquiry in order to understand if this zero entropy state is indeed physical; at what cosmic time in a bouncing cosmology such a state could be realised; and whether there are any potential implications for the laws of thermodynamics prior to the bounce.
References

[1] Arthur I. Miller. *Einstein, Picasso : space, time, and the beauty that causes havoc*. New York, Basic Books, 2001.

[2] J. Polchinski. *String Theory: Volume 2, Superstring Theory and Beyond*. Cambridge Monographs on Mathematical Physics. Cambridge University Press, 1998.

[3] Abhay Ashtekar. Introduction to loop quantum gravity and cosmology. *PoS*, QGQGS2011:001, 2011. [Lect. Notes Phys.863,31], 2013.

[4] Hermann Nicolai, Kasper Peeters, and Marija Zamaklar. Loop quantum gravity: An Outside view. *Class. Quant. Grav.*, 22:R193, 2005.

[5] M. J. G. Veltman. Quantum Theory of Gravitation. *Conf. Proc.*, C7507281:265–327, 1975.

[6] Bryce S. DeWitt and Giampiero Esposito. An Introduction to quantum gravity. *Int. J. Geom. Meth. Mod. Phys.*, 5:101–156, 2008.

[7] Joe Henson. The Causal set approach to quantum gravity. [arXiv:gr-qc/0601121], 2006.

[8] Stanley Deser and R.P. Woodard. Nonlocal Cosmology. *Phys.Rev.Lett.*, 99:111301, 2007.

[9] R.P. Woodard. Nonlocal Models of Cosmic Acceleration. *Found.Phys.*, 44:213–233, 2014.
[10] R. P. Woodard. Nonlocal metric realizations of MOND. *Can. J. Phys.*, 93(2):242–249, 2015.

[11] S. Deser and R.P. Woodard. Observational Viability and Stability of Non-local Cosmology. *JCAP*, 1311:036, 2013.

[12] I. Dimitrijevic, B. Dragovich, J. Grujic, and Z. Rakic. New Cosmological Solutions in Nonlocal Modified Gravity. *Rom. J. Phys.*, 58(5-6):550–559, 2013.

[13] Gianluca Calcagni, Leonardo Modesto, and Piero Nicolini. Super-accelerating bouncing cosmology in asymptotically-free non-local gravity. *Eur. Phys. J.*, C74(8):2999, 2014.

[14] Ivan Dimitrijevic, Branko Dragovich, Jelena Grujic, and Zoran Rakic. On Modified Gravity. *Springer Proc. Math. Stat.*, 36:251–259, 2013.

[15] Tirthabir Biswas, Anupam Mazumdar, and Warren Siegel. Bouncing universes in string-inspired gravity. *JCAP*, 0603:009, 2006.

[16] Tirthabir Biswas, Erik Gerwick, Tomi Koivisto, and Anupam Mazumdar. Towards singularity and ghost free theories of gravity. *Phys.Rev.Lett.*, 108:031101, 2012.

[17] Tirthabir Biswas, Tomi Koivisto, and Anupam Mazumdar. Towards a resolution of the cosmological singularity in non-local higher derivative theories of gravity. *JCAP*, 1011:008, 2010.

[18] Aindriú Conroy, Alexey S. Koshelev, and Anupam Mazumdar. Defocusing of Null Rays in Infinite Derivative Gravity. *JCAP*, 1701(01):017, 2017.

[19] Aindriú Conroy, Alexey S. Koshelev, and Anupam Mazumdar. Geodesic completeness and homogeneity condition for cosmic inflation. *Phys. Rev.*, D90(12):123525, 2014.

[20] Diego Chialva and Anupam Mazumdar. Cosmological implications of quantum corrections and higher-derivative extension. *Mod. Phys. Lett.*, A30(03n04):1540008, 2015.
[21] Tirthabir Biswas, Alexey S. Koshelev, Anupam Mazumdar, and Sergey Yu. Vernov. Stable bounce and inflation in non-local higher derivative cosmology. *JCAP*, 1208:024, 2012.

[22] Ben Craps, Tim De Jonckheere, and Alexey S. Koshelev. Cosmological perturbations in non-local higher-derivative gravity. *JCAP*, 1411(11):022, 2014.

[23] Robert P. Geroch. What is a singularity in general relativity? *Annals Phys.*, 48:526–540, 1968.

[24] R.M. Wald. *General Relativity*. University of Chicago Press, 1984.

[25] Timothy Clifton, Pedro G. Ferreira, Antonio Padilla, and Constantinos Skordis. Modified Gravity and Cosmology. *Phys. Rept.*, 513:1–189, 2012.

[26] B. Zwiebach. *A First Course in String Theory*. Cambridge University Press, 2004.

[27] K. S. Stelle. Renormalization of Higher Derivative Quantum Gravity. *Phys. Rev.*, D16:953–969, 1977.

[28] K. S. Stelle. Classical gravity with higher derivatives. *General Relativity and Gravitation*, 9(4):353–371, 1978.

[29] David Lovelock. The Einstein Tensor and its Generalizations. *Journal of Mathematical Physics*, 12(3), 1971.

[30] David Lovelock. The uniqueness of the Einstein field equations in a four-dimensional Space. *Archive for Rational Mechanics and Analysis*, 33(1):54–70, 1969.

[31] Hans-Jurgen Schmidt. Fourth order gravity: Equations, history, and applications to cosmology. *eConf*, C0602061:12, 2006. [Int. J. Geom. Meth. Mod. Phys.4,209 (2007)].

[32] Claus Kiefer. *Quantum gravity*, volume 155 of *International series of monographs on physics*. Oxford Univ. Pr., Oxford, UK, 2012.
[33] Herbert W. Hamber. Discrete and continuum quantum gravity. 2007.

[34] Alexei A. Starobinsky. Spectrum of relict gravitational radiation and the early state of the universe. *JETP Lett.*, 30:682–685, 1979. [Pisma Zh. Eksp. Teor. Fiz.30,719(1979)].

[35] Burak Himmetoglu, Carlo R. Contaldi, and Marco Peloso. Ghost instabilities of cosmological models with vector fields nonminimally coupled to the curvature. *Phys. Rev.*, D80:123530, 2009.

[36] Tirthabir Biswas, Tomi Koivisto, and Anupam Mazumdar. Nonlocal theories of gravity: the flat space propagator. In *Proceedings, Barcelona Postgrad Encounters on Fundamental Physics*, 2013.

[37] V. A. Rubakov. The Null Energy Condition and its violation. *Phys. Usp.*, 57:128–142, 2014. [Usp. Fiz. Nauk184,no.2,137(2014)].

[38] Spyridon Talaganis and Anupam Mazumdar. High-Energy Scatterings in Infinite-Derivative Field Theory and Ghost-Free Gravity. *Class. Quant. Grav.*, 33(14):145005, 2016.

[39] Spyridon Talaganis, Tirthabir Biswas, and Anupam Mazumdar. Towards understanding the ultraviolet behavior of quantum loops in infinite-derivative theories of gravity. *Class. Quant. Grav.*, 32(21):215017, 2015.

[40] Spyridon Talaganis. Quantum Loops in Non-Local Gravity. In *Proceedings, 14th Hellenic School and Workshops on Elementary Particle Physics and Gravity (CORFU2014): Corfu, Greece, September 3-21, 2014*, volume CORFU2014, 2015.

[41] Valeri P. Frolov. Notes on non-singular models of black holes. *Phys. Rev.*, D94(10):104056, 2016.

[42] Anupam Mazumdar, Spyridon Talaganis, and Ali Teimouri. Hamiltonian Analysis for Infinite Derivative Field Theories and Gravity. [arXiv:1701.01009], 2017.
[43] Arvind Borde, Alan H. Guth, and Alexander Vilenkin. Inflationary spacetimes are incomplete in past directions. *Phys. Rev. Lett.*, 90:151301, 2003.

[44] H. Bondi and T. Gold. The Steady-State Theory of the Expanding Universe. *Mon. Not. Roy. Astron. Soc.*, 108:252, 1948.

[45] H. Bondi and T. Gold. The steady-state theory of the homogeneous expanding universe. *Observatory*, 74:36, 1954.

[46] Steven Weinberg. *Gravitation and Cosmology: Principles and Applications of the General Theory of Relativity*. Wiley, New York, NY, 1972.

[47] Anthony Aguirre and Steven Gratton. Steady state eternal inflation. *Phys. Rev.*, D65:083507, 2002.

[48] M. Novello and S. E. Perez Bergliaffa. Bouncing Cosmologies. *Phys. Rept.*, 463:127–213, 2008.

[49] V. Bozza. General solution for scalar perturbations in bouncing Cosmologies. *JCAP*, 0602:009, 2006.

[50] Jerome Martin and Patrick Peter. Reply to ‘Bouncing universes and their perturbations: Remarks on a toy model’. [arXiv:gr-qc/0406062], 2004.

[51] James Overduin, Hans-Joachim Blome, and Josef Hoell. Wolfgang Priester: From the Big Bounce to the Lambda-dominated Universe. *Naturwiss.*, 94:417, 2007.

[52] R.W. Anderson. *The Cosmic Compendium: The Ultimate Fate of the Universe*. LULU Press, 2015.

[53] Amalkumar Raychaudhuri. Relativistic cosmology. i. *Phys. Rev.*, 98:1123–1126, May 1955.

[54] G.F.R. Ellis, R. Maartens, and M.A.H. MacCallum. *Relativistic Cosmology*. Relativistic Cosmology. Cambridge University Press, 2012.

[55] Jos M. M. Senovilla and David Garfinkle. The 1965 Penrose singularity theorem. *Class. Quant. Grav.*, 32(12):124008, 2015.
[56] S. W. Hawking and G. F. R. Ellis. *The Large Scale Structure of Space-Time*. Cambridge Monographs on Mathematical Physics. Cambridge University Press, 2011.

[57] George F. R. Ellis. Closed trapped surfaces in cosmology. *Gen. Rel. Grav.*, 35:1309–1319, 2003.

[58] Sayan Kar and Soumitra Sengupta. The Raychaudhuri equations: A Brief review. *Pramana*, 69:49, 2007.

[59] Arvind Borde and Alexander Vilenkin. Singularities in inflationary cosmology: A Review. *Int. J. Mod. Phys.*, D5:813–824, 1996.

[60] Pankaj S. Joshi. Spacetime Singularities. In Abhay Ashtekar and Vesselin Petkov, editors, *Springer Handbook of Spacetime*, pages 409–436. 2014.

[61] S.M. Carroll. *Spacetime and Geometry: An Introduction to General Relativity*. Addison Wesley, 2004.

[62] Matthias Blau. Lecture Notes on General Relativity, October 2014. [http://www.blau.itp.unibe.ch/Lecturenotes.html].

[63] Tanmay Vachaspati and Mark Trodden. Causality and cosmic inflation. *Phys. Rev.*, D61:023502, 1999.

[64] Salvatore Capozziello, Francisco S. N. Lobo, and Jos P. Mimoso. Energy conditions in modified gravity. *Phys. Lett.*, B730:280–283, 2014.

[65] Benjamin Elder, Austin Joyce, and Justin Khoury. From Satisfying to Violating the Null Energy Condition. *Phys. Rev.*, D89(4):044027, 2014.

[66] James Edholm, Alexey S. Koshelev, and Anupam Mazumdar. Behavior of the Newtonian potential for ghost-free gravity and singularity-free gravity. *Phys. Rev.*, D94(10):104033, 2016.

[67] Aindriú Conroy, Anupam Mazumdar, and Ali Teimouri. Wald Entropy for Ghost-Free, Infinite Derivative Theories of Gravity. *Phys. Rev. Lett.*, 114(20):201101, 2015.
[68] Aindriú Conroy, Anupam Mazumdar, Spyridon Talaganis, and Ali Teimouri. Nonlocal gravity in D dimensions: Propagators, entropy, and a bouncing cosmology. Phys. Rev., D92(12):124051, 2015.

[69] A. O. Barvinsky and Viatcheslav F. Mukhanov. New nonlocal effective action. Phys. Rev., D66:065007, 2002.

[70] E.T. Tomboulis. Superrenormalizable gauge and gravitational theories. [arXiv:hep-th/9702146], 1997.

[71] J. W. Moffat. Ultraviolet Complete Quantum Gravity. Eur. Phys. J. Plus, 126:43, 2011.

[72] Marc H. Goroff and Augusto Sagnotti. The Ultraviolet Behavior of Einstein Gravity. Nucl. Phys., B266:709–736, 1986.

[73] Michele Maggiore. Phantom dark energy from non-local infrared modifications of General Relativity. Phys.Rev., D89:043008, 2014.

[74] Michele Maggiore and Michele Mancarella. Nonlocal gravity and dark energy. Phys. Rev., D90(2):023005, 2014.

[75] Aindriú Conroy, Tomi Koivisto, Anupam Mazumdar, and Ali Teimouri. Generalized quadratic curvature, non-local infrared modifications of gravity and Newtonian potentials. Class. Quant. Grav., 32(1):015024, 2015.

[76] Maud Jaccard, Michele Maggiore, and Ermis Mitsou. Nonlocal theory of massive gravity. Phys.Rev., D88(4):044033, 2013.

[77] Leonardo Modesto and Shinji Tsujikawa. Non-local massive gravity. Phys.Lett., B727:48–56, 2013.

[78] Yves Dirian, Stefano Foffa, Nima Khosravi, Martin Kunz, and Michele Maggiore. Cosmological perturbations and structure formation in nonlocal infrared modifications of general relativity. JCAP, 1406:033, 2014.

[79] Yves Dirian and Ermis Mitsou. Stability analysis and future singularity of the $m^2R\Box^{-2}R$ model of non-local gravity. JCAP, 1410(10):065, 2014.
[80] Tirthabir Biswas, Alexey S. Koshelev, and Anupam Mazumdar. Consistent higher derivative gravitational theories with stable de Sitter and antide Sitter backgrounds. *Phys. Rev.*, D95(4):043533, 2017.

[81] Tirthabir Biswas, Alexey S. Koshelev, and Anupam Mazumdar. Gravitational theories with stable (anti-)de Sitter backgrounds. *Fundam. Theor. Phys.*, 183:97–114, 2016.

[82] Tirthabir Biswas, Aindriú Conroy, Alexey S. Koshelev, and Anupam Mazumdar. Generalized ghost-free quadratic curvature gravity. *Class. Quant. Grav.*, 31:015022, 2014.

[83] P. Van Nieuwenhuizen. On ghost-free tensor lagrangians and linearized gravitation. *Nucl. Phys.*, B60:478–492, 1973.

[84] M.D. Schwartz. *Quantum Field Theory and the Standard Model*. Quantum Field Theory and the Standard Model. Cambridge University Press, 2014.

[85] L. Raul Abramo, Ivan Yasuda, and Patrick Peter. Non singular bounce in modified gravity. *Phys. Rev.*, D81:023511, 2010.

[86] M. Ostrogradsky. Mmoires sur les quations diffrentielles, relatives au problme des isoprimtres. *Mem. Acad. St. Petersbourg*, 6(4):385–517, 1850.

[87] Richard P. Woodard. Ostrogradsky’s theorem on Hamiltonian instability. *Scholarpedia*, 10(8):32243, 2015.

[88] G. Feinberg. Possibility of faster-than-light particles. *Phys. Rev.*, 159:1089–1105, Jul 1967.

[89] Michael E Peskin and Daniel V Schroeder. *An Introduction to Quantum Field Theory; 1995 ed*. Westview, Boulder, CO, 1995.

[90] M.J. Ablowitz and A.S. Fokas. *Complex Variables: Introduction and Applications*. Cambridge Texts in Applied Mathematics. Cambridge University Press, 2003.
[91] Makoto Narita. Rigid singularity theorem in globally hyperbolic space-times. *Phys. Rev.*, D58:127501, 1998.

[92] Alexander Vilenkin and Aron C. Wall. Cosmological singularity theorems and black holes. *Phys. Rev.*, D89(6):064035, 2014.

[93] P. Sommers. Properties of shear-free congruences of null geodesics. *Proceedings of the Royal Society of London. Series A, Mathematical and Physical Sciences*, 349(1658):309–318, 1976.

[94] Gerard ’t Hooft. Introduction to the Theory of Black Holes, 2009. [Lectures presented at Utrecht University, 2009].

[95] Frank J. Tipler. On the nature of singularities in general relativity. *Phys. Rev.*, D15:942–945, 1977.

[96] G. F. R. Ellis. Dynamics of pressure free matter in general relativity. *J. Math. Phys.*, 8:1171–1194, 1967.

[97] Jose M. M. Senovilla, Carlos F. Sopuerta, and Peter Szekeres. Theorems on shear free perfect fluids with their Newtonian analogs. *Gen. Rel. Grav.*, 30:389–411, 1998.

[98] George F. R. Ellis. Shear free solutions in General Relativity Theory. *Gen. Rel. Grav.*, 43:3253–3268, 2011.

[99] Kurt Gödel. An example of a new type of cosmological solutions of einstein’s field equations of gravitation. *Rev. Mod. Phys.*, 21:447–450, Jul 1949.

[100] John D. Barrow and Christos G. Tsagas. Dynamics and stability of the Godel universe. *Class. Quant. Grav.*, 21:1773–1790, 2004.

[101] Francisco S. N. Lobo. Closed timelike curves and causality violation. *Submitted to: Class. Quant. Grav.*, 2008.

[102] Alexander Vilenkin and Jun Zhang. Past incompleteness of a bouncing multiverse. *JCAP*, 1406:034, 2014.
[103] Arjun Berera and Christopher Gordon. Inflationary initial conditions consistent with causality. *Phys. Rev.*, D63:063505, 2001.

[104] R. d’Inverno. *Approaches to Numerical Relativity*. Cambridge University Press, 1992.

[105] P. Astier and R. Pain. Observational evidence of the accelerated expansion of the universe. *Comptes Rendus Physique*, 13:521–538, July 2012.

[106] F. D. Albareti, J. A. R. Cembranos, A. de la Cruz-Dombriz, and A. Dobado. The Raychaudhuri equation in homogeneous cosmologies. *JCAP*, 1403:012, 2014.

[107] Alexey S. Koshelev and Sergey Yu. Vernov. On bouncing solutions in non-local gravity. *Phys. Part. Nucl.*, 43:666–668, 2012.

[108] Alexey S. Koshelev. Stable analytic bounce in non-local Einstein-Gauss-Bonnet cosmology. *Class. Quant. Grav.*, 30:155001, 2013.

[109] M. Reed and B. Simon. *Methods of Modern Mathematical Physics: Fourier analysis, self-adjointness*. Number v. 2 in Methods of modern mathematical physics. Academic Press, 1975.

[110] Eric D’Hoker, Daniel Z. Freedman, Samir D. Mathur, Alec Matusis, and Leonardo Rastelli. Graviton and gauge boson propagators in AdS(d+1). *Nucl. Phys.*, B562:330–352, 1999.

[111] P. J. Mora, N. C. Tsamis, and R. P. Woodard. Graviton Propagator in a General Invariant Gauge on de Sitter. *J. Math. Phys.*, 53:122502, 2012.

[112] B. Allen. Graviton propagator in de sitter space. *Phys. Rev. D*, 34:3670–3675, Dec 1986.

[113] H.J. Schmidt. Variational derivatives of arbitrarily high order and multi-inflation cosmological models. *Class. Quant. Grav.*, 7:1023–1031, 1990.

[114] Ines Quandt and Hans-Jurgen Schmidt. The Newtonian limit of fourth and higher order gravity. *Astron. Nachr.*, 312:97, 1991.
[115] Yves Decanini and Antoine Folacci. Irreducible forms for the metric variations of the action terms of sixth-order gravity and approximated stress-energy tensor. *Class. Quant. Grav.*, 24:4777–4799, 2007.

[116] Gianluca Calcagni, Michele Montobbio, and Giuseppe Nardelli. A Route to nonlocal cosmology. *Phys. Rev.*, D76:126001, 2007.

[117] Yi-Fu Cai, Robert Brandenberger, and Patrick Peter. Anisotropy in a Non-singular Bounce. *Class. Quant. Grav.*, 30:075019, 2013.

[118] Robert M. Wald. Black hole entropy is the Noether charge. *Phys. Rev.*, D48(8):R3427–R3431, 1993.

[119] Ted Jacobson, Gungwon Kang, and Robert C. Myers. On black hole entropy. *Phys. Rev. D*, 49:6587–6598, Jun 1994.