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\textit{Time-Averaged Mixed-state Equivalence (TAME)} is used to benchmark quantum simulators with classical computing resources. The classical computation is feasible even if direct computation of the real-time dynamics is prohibitively costly.

I. TIME-AVERAGED MIXED-STATE EQUIVALENCE

\textit{Time-Averaged Mixed-state Equivalence} (TAME) relates the real-time dynamics of pure quantum states and the expectation values of mixed quantum states.

A. Time-Averaged Dynamics

An observable $\hat{O}$ undergoes time evolution governed by a Hamiltonian $\hat{H}$:

\begin{equation}
\hat{H} = \sum_\alpha E_\alpha |\alpha⟩⟨\alpha|,
\end{equation}

\begin{equation}
\hat{O} = \sum_{\alpha,\beta} O_{\alpha,\beta} |\alpha⟩⟨\beta|.
\end{equation}

The real-time dynamics of $\hat{O}$ are as follows \cite{1}:

\begin{equation}
\hat{O}(t) = e^{i\hat{H}t} \hat{O} e^{-i\hat{H}t}
\end{equation}

\begin{equation}
\hat{O}(t) = \sum_{\alpha,\beta} O_{\alpha,\beta} e^{-it(E_\beta - E_\alpha)} |\alpha⟩⟨\beta|.
\end{equation}

The time-averaged observable is the following:

\begin{equation}
\hat{\Omega} = \lim_{t \to \infty} \frac{1}{t} \int_0^t dt' \hat{O}(t')
\end{equation}

\begin{equation}
\hat{\Omega} = \sum_{\alpha} O_{\alpha,\alpha} |\alpha⟩⟨\alpha|.
\end{equation}

The time-averaged expectation value of a pure state $|\psi⟩$ is the following:

\begin{equation}
⟨\psi|\hat{\Omega}|\psi⟩ = \sum_{\alpha} |c_\alpha|^2 O_{\alpha,\alpha}
\end{equation}

\begin{equation}
|\psi⟩ = \sum_{\alpha} c_\alpha |\alpha⟩.
\end{equation}

B. Mixed State Expectation Values

A mixed quantum state is composed of an ensemble of pure states $|\psi_k⟩$, with observational probabilities $p_k$. Its density matrix \cite{2, 3} is the following:

\begin{equation}
\rho = \sum_k p_k |\psi_k⟩⟨\psi_k|,
\end{equation}

\begin{equation}
= \sum_{\alpha,\beta} P_{\alpha,\beta} |\alpha⟩⟨\beta|.
\end{equation}

The expectation value of $\hat{O}$ is as follows:

\begin{equation}
⟨\hat{O}⟩ = \text{Tr}[\rho \hat{O}]
\end{equation}

\begin{equation}
⟨\hat{O}⟩ = \sum_{\alpha,\beta} P_{\alpha,\beta} O_{\beta,\alpha}.
\end{equation}

Orthodox mixed states commute with the Hamiltonian:

\begin{equation}
[\hat{\rho}, \hat{H}] = 0
\end{equation}

\begin{equation}
\hat{\rho} = \sum_\alpha \hat{\rho}_\alpha |\alpha⟩⟨\alpha|
\end{equation}

The orthodox expectation value is the following:

\begin{equation}
\text{Tr}[\hat{\rho} \hat{O}] = \sum_\alpha \hat{\rho}_\alpha O_{\alpha,\alpha}
\end{equation}

Density matrices must be positive semi-definite with $\text{Tr}(\rho) = 1$ \cite{4}, which requires the following conditions to be satisfied:

\begin{equation}
\sum_\alpha \hat{\rho}_\alpha = 1, \quad \hat{\rho}_\alpha \in \mathbb{R}^+
\end{equation}

The time-averaged expectation values of each pure state are equivalent to the expectation values of an orthodox mixed state. This mapping is not one-to-one, as a continuum of pure states share a corresponding orthodox mixed state (Figure 1).

C. Coarse-Grained TAME

TAME is coarse-grained by integrating over the pure states and the orthodox mixed states \cite{5–8}.
The coarse-grained time-averaged expectation value is obtained by integrating over all pure states:

\[
\langle \hat{\Omega} \rangle_c = \int d\psi \, \langle \psi | \hat{\Omega} | \psi \rangle = \int d\psi \, \sum_{\alpha} |c_{\alpha}(\psi)|^2 O_{\alpha,\alpha} \tag{I.17}
\]

\[
= \sum_{\alpha} O_{\alpha,\alpha} \int d\psi \, |c_{\alpha}(\psi)|^2 \tag{I.18}
\]

\[
= \text{Tr}[\hat{\Omega}] \cdot \frac{1}{\dim\{H\}} \tag{I.19}
\]

The coarse-grained orthodox expectation value is obtained by integrating over all orthodox mixed states:

\[
\langle \hat{\Omega} \rangle_c = \int d\hat{\rho} \, \text{Tr}[\hat{\rho} \hat{\Omega}] = \int d\hat{\rho} \, \sum_{\alpha} \hat{P}_{\alpha} O_{\alpha,\alpha} \tag{II.1}
\]

\[
= \sum_{\alpha} O_{\alpha,\alpha} \int d\hat{\rho} \, \hat{P}_{\alpha} \tag{II.2}
\]

\[
= \text{Tr}[\hat{\Omega}] \cdot \frac{1}{\dim\{H\}} \tag{II.3}
\]

Integrating over the pure states and the orthodox mixed states yields an identical quantity.

II. QUANTUM SIMULATION BENCHMARK

Benchmarking the output of a quantum simulator can be accomplished with TAME. This requires determining the expectation values of orthodox mixed states using classical computing resources.

A. Orthodox Mixed State Computation

Orthodox mixed states can be expressed by applying positive-real functions \( f(x) \) to the Hamiltonian:

\[
\hat{\rho}(f) = \frac{f(\hat{H})}{\text{Tr}[f(\hat{H})]} \tag{II.1}
\]

\[
= \frac{1}{Z} f(\hat{H}) \tag{II.2}
\]

A positive-real function can be expressed as follows:

\[
f(x) = \int_{-\infty}^{\infty} dt \, \delta(x - t) \, f(t) \tag{II.3}
\]

\[
= \lim_{\sigma \to 0} \frac{1}{|\sigma| \sqrt{\pi}} \int_{-\infty}^{\infty} dt \, e^{-\left(\frac{x - t}{\sigma}\right)^2} f(t) \tag{II.4}
\]

A general orthodox mixed state can be expressed as follows:

\[
\hat{\rho}(\epsilon, \sigma) = \frac{1}{Z} e^{-\frac{1}{2} \hat{\epsilon}} \tag{II.5}
\]

As such, it is sufficient to consider gaussian orthodox mixed states:

\[
\hat{\rho}_g(\epsilon, \sigma) = \frac{1}{Z} e^{-\left(\frac{\hat{\epsilon}}{\sigma}\right)^2} \tag{II.6}
\]

These can be re-expressed in terms of a Hermitian operator \( \hat{K} \) and a real parameter \( \tau \):

\[
\hat{\rho}_g(\epsilon, \sigma) = \frac{1}{Z} e^{-\hat{K}^\tau} \tag{II.7}
\]

The expectation value of \( \hat{\Omega} \) is as follows:

\[
\langle \hat{\Omega} \rangle = \frac{1}{Z} \text{Tr}[e^{-\hat{K}^\tau} \hat{\Omega}] = \frac{1}{Z} \sum_a \langle a | e^{-\hat{K}^\tau} \hat{\Omega} | a \rangle \tag{II.8}
\]

The expectation value can be classically computed in a manner similar to the path integral. This is accomplished by discretizing \( e^{-\hat{K}^\tau} \):

\[
e^{-\hat{K}^\tau} \rightarrow e^{-\hat{K}^\Delta} e^{-\hat{K}^\Delta} \ldots e^{-\hat{K}^\Delta} \tag{II.9}
\]

The identity is inserted between the matrix exponentials:

\[
e^{-\hat{K}^\tau} = \sum_{a_1} \ldots \sum_{a_N} |a_1 \rangle \langle a_1| e^{-\hat{K}^\Delta} |a_2 \rangle \langle a_2| e^{-\hat{K}^\Delta} |a_3 \rangle \langle a_3| \ldots |a_{N-1} \rangle \langle a_{N-1}| e^{-\hat{K}^\Delta} |a_N \rangle \langle a_N| \tag{II.10}
\]

\[
e^{-\hat{K}^\tau} \rightarrow e^{-\hat{K}^\Delta} e^{-\hat{K}^\Delta} \ldots e^{-\hat{K}^\Delta} \tag{II.11}
\]
This can be re-expressed as a sum over configurations $\tilde{a} = \{a_1, \ldots, a_N\}$:

$$e^{-\tilde{K}\tau} = \sum_{\tilde{a}} S(\tilde{a}) |a_1\rangle \langle a_N|$$  \hspace{1cm} (II.12)

$$S(\tilde{a}) = \langle a_1 | e^{-\tilde{K}\Delta} | a_2 \rangle \cdots \langle a_{N-1} | e^{-\tilde{K}\Delta} | a_N \rangle$$  \hspace{1cm} (II.13)

The expectation value of $\hat{O}$ is the following:

$$\langle \hat{O} \rangle = \frac{1}{Z} \sum_{\tilde{a}} \left[ \sum_{a} |a\rangle S(\tilde{a}) |a_1\rangle \langle a_N| \hat{O} |a\rangle \right]$$  \hspace{1cm} (II.14)

$$= \frac{1}{Z} \sum_{\tilde{a}} S(\tilde{a}) \langle a_N| \hat{O} |a_1\rangle$$  \hspace{1cm} (II.15)

$$= \frac{1}{Z} \sum_{\tilde{a}} |S(\tilde{a})| O(\tilde{a})$$  \hspace{1cm} (II.16)

Classical computing resources can be used to sample from the configurations with the following probability:

$$P(\tilde{a}_{\text{amp}} \in \tilde{a}_j) = \frac{1}{\xi} \frac{|S(\tilde{a}_j)|}{Z}$$  \hspace{1cm} (II.17)

The sampled configurations can be used to estimate $\langle \hat{O} \rangle$ as follows:

$$\langle \hat{O} \rangle \approx \frac{\xi}{N_{\text{amp}}} \sum_{k=1}^{N_{\text{amp}}} O(\tilde{a}^{(k)}_{\text{amp}})$$  \hspace{1cm} (II.18)

**B. Direct Benchmark**

Classical computing resources can be used to compute the orthodox expectation value of $\hat{\rho}(f)$:

$$\hat{\rho}(f) = \frac{1}{Z} f(\hat{H})$$  \hspace{1cm} (II.19)

$$= \frac{1}{Z} \sum_{\alpha} f(\mathcal{E}_\alpha) |\alpha\rangle \langle \alpha|$$  \hspace{1cm} (II.20)

The corresponding *direct benchmarking states* take the following form:

$$|\psi(f)\rangle = \sum_{\alpha} e^{i\phi_\alpha} \sqrt{\frac{f(\mathcal{E}_\alpha)}{Z}} |\alpha\rangle$$  \hspace{1cm} (II.21)

The direct benchmarking states satisfy the following property:

$$\langle \psi(f)| \hat{\Omega} |\psi(f)\rangle = \text{Tr} \left[ \hat{\rho}(f) \hat{O} \right]$$  \hspace{1cm} (II.22)

A quantum simulator generates dynamics governed by the simulation Hamiltonian $\hat{H}_s$:

$$\hat{H}_s = \sum_{\alpha^s} \mathcal{E}_{\alpha^s} |\alpha^s\rangle \langle \alpha^s|$$  \hspace{1cm} (II.23)

The quantum simulator provides access to the *simulated observable*:

$$\hat{O}_s(t) = e^{i\hat{H}_s t} \hat{O} e^{-i\hat{H}_s t}$$  \hspace{1cm} (II.24)

The *simulated time-averaged observable* is as follows:

$$\hat{\Omega}_s = \lim_{t \to \infty} \frac{1}{t} \int_0^t dt' \hat{O}_s(t')$$  \hspace{1cm} (II.25)

If the quantum simulator exactly reproduces the target dynamics, the *simulated time-averaged expectation value* will recover the orthodox expectation value for all direct benchmarking states:

$$\lim_{\hat{H}_s \to \hat{H}} \langle \psi(f)| \hat{\Omega}_s |\psi(f)\rangle = \text{Tr} \left[ \hat{\rho}(f) \hat{O} \right], \forall |\psi(f)\rangle$$  \hspace{1cm} (II.26)

**C. Coarse-Grained Benchmark**

An analogous procedure can be performed by coarse-graining TAME over a portion of the Hilbert space.

1. *Projecting Coarse-Grained TAME*

The Hamiltonian can be written in the following form:

$$\hat{H} = \hat{H}_P \oplus \hat{H}_Q$$  \hspace{1cm} (II.27)

The Hilbert space of $\hat{H}$ can be expressed as follows:

$$\mathcal{H} = \mathcal{H}_P \oplus \mathcal{H}_Q$$  \hspace{1cm} (II.28)

The Hilbert subspace $\mathcal{H}_Q$ is spanned by the states $|Q_i\rangle$:

$$\mathcal{H}_Q = \overline{\text{span}} \{ |Q_1\rangle, |Q_2\rangle, \ldots \}$$  \hspace{1cm} (II.29)

The projection operator [13] onto $\mathcal{H}_P$ is the following:

$$\hat{P} = \hat{1} - \sum_i |Q_i\rangle \langle Q_i|$$  \hspace{1cm} (II.30)

To coarse-grain TAME on $\mathcal{H}_P$, pure states and orthodox mixed states with support on $\mathcal{H}_Q$ are excluded from the integral.

---

1 *Monte-Carlo techniques* can be used to sample from a target probability distribution (*Appendix*).
To enforce this exclusion, the integral over pure states is modified as follows:

$$\int d\psi \to \int d\psi \mathcal{J}(\hat{P}, \psi) \quad (\text{II.31})$$

$$\mathcal{J}(\hat{P}, \psi) = \delta\left\{ 1 - \langle \psi | \hat{P} | \psi \rangle \right\} \quad (\text{II.32})$$

Likewise, the integral over orthodox mixed states is modified as follows:

$$\int d\hat{\rho} \to \int d\hat{\rho} \mathcal{R}(\hat{P}, \hat{\rho}) \quad (\text{II.33})$$

$$\mathcal{R}(\hat{P}, \hat{\rho}) = \delta\left\{ \frac{1}{\text{dim}\{\mathcal{H}_P\}} - \text{Tr}[\hat{P} \hat{\rho}] \right\} \quad (\text{II.34})$$

The projected coarse-grained time-averaged expectation value is the following:

$$\langle \hat{O} \rangle_{c,P} = \int d\psi \mathcal{J}(\hat{P}, \psi) \langle \psi | \hat{\Omega} | \psi \rangle \quad (\text{II.35})$$

$$= \text{Tr}[\hat{P} \hat{\Omega}] \cdot \frac{1}{\text{dim}\{\mathcal{H}_P\}} \quad (\text{II.36})$$

The projected coarse-grained orthodox expectation value is the following:

$$\langle \hat{O} \rangle_{c,P} = \int d\hat{\rho} \mathcal{R}(\hat{P}, \hat{\rho}) \text{Tr}[\hat{\rho} \hat{\Omega}] \quad (\text{II.37})$$

$$= \text{Tr}[\hat{P} \hat{\Omega}] \cdot \frac{1}{\text{dim}\{\mathcal{H}_P\}} \quad (\text{II.38})$$

Integrating over compatible subsets of the pure states and orthodox mixed states yields an identical quantity.

2. Simulation Benchmark

A subspace mapping $\mathcal{L}$ uses a Hamiltonian to specify a Hilbert subspace $\mathcal{H}_P$ with projection operator $\hat{P}$:

$$\mathcal{L}(\hat{H}) = \mathcal{H}_P \quad (\text{II.39})$$

$$[\hat{P}, \hat{H}] = 0 \quad (\text{II.40})$$

Benchmark orthodox mixed states $\hat{\rho}_b$ have support solely on $\mathcal{H}_P$:

$$\hat{\rho}_b \in \left\{ \mathcal{H} \otimes \mathcal{H}^* \right\}_P, \forall \hat{\rho}_b \quad (\text{II.41})$$

The projected coarse-grained orthodox expectation value is approximated by sampling from the benchmark orthodox mixed states with a uniform probability:

$$\langle \hat{O} \rangle_{c,P} \approx \frac{1}{N_{\text{samp}}} \sum_{i=1}^{N_{\text{samp}}} \text{Tr}[\hat{\rho}_b^{(i)} \hat{O}] \quad (\text{II.42})$$

The subspace mapping is applied to the simulation Hamiltonian to specify a Hilbert subspace $\mathcal{H}_{P_s}$ with projection operator $\hat{P}_s$:

$$\mathcal{L}(\hat{H}_s) = \mathcal{H}_{P_s} \quad (\text{II.43})$$

$$[\hat{P}_s, \hat{H}_s] = 0 \quad (\text{II.44})$$

Coarse-grained benchmarking states $|\psi_b\rangle$ have support solely on $\mathcal{H}_{P_s}$:

$$|\psi_b\rangle \in \mathcal{H}_{P_s}, \forall |\psi_b\rangle \quad (\text{II.45})$$

The quantum simulator can be used to approximate the projected coarse-grained simulated time-averaged expectation value:

$$\langle \hat{\Omega}_s \rangle_{c,P_s} = \int d\psi \mathcal{J}(\hat{P}_s, \psi) \langle \psi | \hat{\Omega}_s | \psi \rangle \quad (\text{II.46})$$

This is accomplished by sampling from the coarse-grained benchmarking states with a uniform probability:

$$\langle \hat{\Omega}_s \rangle_{c,P_s} \approx \frac{1}{N_{\text{samp}}} \sum_{i=1}^{N_{\text{samp}}} \langle \psi_b^{(i)} | \hat{\Omega}_s | \psi_b^{(i)} \rangle \quad (\text{II.47})$$

If $\mathcal{H}_P = \mathcal{H}_{P_s}$, the projected coarse-grained orthodox expectation value will equal the projected coarse-grained simulated time-averaged expectation value (Figure 2).

III. ENERGY-WINDOW TIME-AVERAGING

Energy-window Time-Averaging (ETA) is a coarse-grained benchmarking procedure. Coarse-grained benchmarking can be represented schematically in three stages:

I. Projection: Establish a subspace mapping.

II. Standardization: Sample benchmark orthodox mixed states to establish a standard of comparison.

III. Arbitration: Sample coarse-grained benchmarking states to establish a simulation diagnostic.
A. Projection

Both ETA-Variant I and ETA-Variant II require an energy-window $\Delta\epsilon$ to perform projection:

$$\epsilon_{\text{min}} < \epsilon < \epsilon_{\text{max}}, \ \forall \epsilon \in \Delta\epsilon \quad (\text{III.1})$$

1. Variant I

In ETA-Variant I, the subspace mapping uses the expectation value of the Hamiltonian to define a subset $\mathcal{H}^{(I)}_P \subseteq \mathcal{H}$. States with average energies that fall within the energy-window are members of the subset (Figure 3):

$$\langle \psi | \hat{H} | \psi \rangle \in \Delta\epsilon, \ \forall | \psi \rangle \in \mathcal{H}^{(I)}_P \quad (\text{III.2})$$

2. Variant II

In ETA-Variant II, the subspace mapping uses the eigenstates of the Hamiltonian to define a subspace $\mathcal{H}^{(II)}_P \subseteq \mathcal{H}$. States with eigenvalues inside the energy-window are members of the subspace (Figure 4):

$$\hat{H} | \alpha_i \rangle = \epsilon_{\alpha_i} | \alpha_i \rangle, \ \epsilon_{\alpha_i} \in \Delta\epsilon \quad (\text{III.3})$$

$$\mathcal{H}^{(II)}_P = \text{span}\{ | \alpha_1 \rangle, | \alpha_2 \rangle, \ldots \} \quad (\text{III.4})$$

3. Energy-Window Selection

To select an energy-window, the extremum energy eigenvalues must be determined. The extremizing orthodox mixed state is the following:

$$\tilde{\rho}^{(\tau)}_{\text{ext}} = \frac{1}{Z} e^{\hat{H}\tau} \quad (\text{III.5})$$

Taking $\tau \to -\infty$ results in the minimum energy:

$$\lim_{\tau \to -\infty} \text{Tr}[\tilde{\rho}^{(\tau)}_{\text{ext}} \hat{H}] = \mathcal{E}_{\text{min}} \quad (\text{III.6})$$

Taking $\tau \to \infty$ results in the maximum energy:

$$\lim_{\tau \to \infty} \text{Tr}[\tilde{\rho}^{(\tau)}_{\text{ext}} \hat{H}] = \mathcal{E}_{\text{max}} \quad (\text{III.7})$$

Viable energy-windows have the following restriction:

$$\mathcal{E}_{\text{min}} < \epsilon_{\text{min}} < \epsilon_{\text{max}} < \mathcal{E}_{\text{max}} \quad (\text{III.8})$$

B. Standardization

In ETA-Variant I and ETA-Variant II, benchmark orthodox mixed states are generated to establish a standard of comparison.

1. Variant I

In ETA-Variant I, orthodox mixed states are generated pseudo-randomly using positive-real functions $f_{\gamma}(x)$.

These functions are normalized over the extremum eigenvalues:

$$\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} d\epsilon \ f_{\gamma}(\epsilon) = 1 \quad (\text{III.9})$$

The average energy of the functions lies within the energy window:

$$\int_{\epsilon_{\text{min}}}^{\epsilon_{\text{max}}} d\epsilon \ f_{\gamma}(\epsilon) \epsilon \in \Delta\epsilon \quad (\text{III.10})$$

An orthodox mixed state is constructed from a chosen function $f_{\gamma}(x)$. If $\langle \hat{H} \rangle$ falls within the energy-window, a benchmark orthodox mixed state was generated:

$$\langle \hat{H} \rangle \in \Delta\epsilon, \ \tilde{\rho}(f_{\gamma}) \in \left\{ \mathcal{H} \otimes \mathcal{H}^* \right\}^{(I)}_P \quad (\text{III.11})$$
2. Variant II

In ETA-Variant II, gaussian orthodox mixed states are generated pseudo-randomly:
\[
\hat{\rho}_{g}(\epsilon, \sigma) = \frac{1}{Z} \sum_{\alpha} e^{-\left(\frac{\epsilon_{\alpha} - \epsilon}{\sigma}\right)^2} |\alpha\rangle \langle \alpha| \tag{III.12}
\]

To increase the likelihood that a benchmark orthodox mixed state is generated, \(\epsilon\) and \(\sigma\) are constrained:
\[
\epsilon \in \Delta_{\epsilon}, \quad e^{-\left(\frac{\epsilon_{\min} - \epsilon}{\sigma}\right)^2} \ll 1 \tag{III.13}
\]
\[
e^{-\left(\frac{\epsilon_{\max} - \epsilon}{\sigma}\right)^2} \ll 1 \tag{III.14}
\]
\[
\text{A gaussian orthodox mixed state is constructed from the chosen parameters } (\epsilon, \sigma). \text{ The expectation value of the Hamiltonian and its variance are determined:}
\]
\[
\text{Var}(\hat{H}) = \langle \hat{H}^2 \rangle - \langle \hat{H} \rangle^2 \tag{III.16}
\]

If \(\langle \hat{H} \rangle\) and its uncertainty fall outside the energy-window, a benchmark orthodox mixed state was not generated:
\[
\langle \hat{H} \rangle \pm \sqrt{\text{Var}(\hat{H})} \notin \Delta_{\epsilon},
\]
\[
\hat{\rho}_{g}(\epsilon, \sigma) \notin \left\{ \mathcal{H} \otimes \mathcal{H}^{*} \right\}_{P}^{(I)} \tag{III.17}
\]

C. Arbitration

In ETA-Variant I and ETA-Variant II, coarse-grained benchmarking states are prepared to establish a simulation diagnostic.

1. State Preparation

a. Variant I

In ETA-Variant I, coarse-grained benchmarking states are prepared using a \textit{variational hybrid quantum-classical algorithm} [14]. These algorithms seek to use classical optimization to prepare pure states that minimize a \textit{cost-function} [15].

A set of pure states is identified by applying a class of unitary transformations to an \textit{edge state} \(|\psi_{e}\rangle\):
\[
|\psi_{e}(\bar{\rho})\rangle = \hat{U}(\bar{\rho}) |\psi_{e}\rangle \tag{III.18}
\]

The \textit{cost-function} is the absolute difference between the expectation value of the simulation Hamiltonian and the center of the energy-window:
\[
C_{e}(\bar{\rho}) = \left| \langle \psi_{e}(\bar{\rho}) | \hat{H}_{s} | \psi_{e}(\bar{\rho}) \rangle - \left( \epsilon_{\max} + \epsilon_{\min} \right) \right| \tag{III.19}
\]

An edge state is generated pseudo-randomly, and the variational hybrid quantum-classical algorithm is allowed to run to completion. During the course of the algorithm, coarse-grained benchmarking states may be generated.

The accessible coarse-grained benchmarking states are identified by the parameters \((\epsilon, \bar{\rho}_{g})\) for which the following condition holds:
\[
\langle \psi_{e}(\bar{\rho}_{g}) | \hat{H}_{s} | \psi_{e}(\bar{\rho}_{g}) \rangle \in \Delta_{\epsilon}, \quad \forall |\psi_{e}(\bar{\rho}_{g})\rangle \in \mathcal{H}_{P}^{(I)} \tag{III.20}
\]

b. Variant II

In ETA-Variant II, coarse-grained benchmarking states are prepared using an \textit{adiabatic quantum simulation algorithm} [16]. These algorithms seek to prepare eigenstates of a Hamiltonian [17, 18].

An \textit{initializing Hamiltonian} \(\hat{H}_{i}\) has \textit{known eigenstates} \(|\phi_{n}^{(i)}\rangle\):
\[
\hat{H}_{i} |\phi_{n}^{(i)}\rangle = \lambda_{n}^{(i)} |\phi_{n}^{(i)}\rangle \tag{III.21}
\]

The \textit{annealing time} \(\tau\) parametrizes the \textit{preparation Hamiltonian}:
\[
\hat{H}_{p}^{(i, \tau)}(t) = \left\{ \hat{H}_{s} - \hat{H}_{i} \right\} (t/\tau) + \hat{H}_{i} \tag{III.22}
\]

A set of pure states is identified by time-evolving a known eigenstate under preparation Hamiltonians:
\[
|\psi_{n}^{(i, \tau)}\rangle = \hat{U}^{(i, \tau)} |\phi_{n}^{(i)}\rangle \tag{III.23}
\]
\[
\hat{U}^{(i, \tau)} = \mathcal{T} \left( -i \int_{0}^{\tau} dt' \hat{H}_{p}^{(i, \tau)}(t') \right) \tag{III.24}
\]

The \textit{simulation eigenvalues} \(E_{n}^{(i, \tau)}\) are defined as follows:
\[
\hat{H}_{s} |\alpha_{k}^{s}\rangle = E_{\alpha_{k}}^{s} |\alpha_{k}^{s}\rangle \tag{III.25}
\]
\[
\langle \alpha_{k}^{s} | \psi_{n}^{(i, \tau)} \rangle \neq 0, \forall E_{\alpha_{k}}^{s} \in E_{n}^{(i, \tau)} \tag{III.26}
\]

After specifying an initializing Hamiltonian, both the annealing time and the known eigenstate are chosen pseudo-randomly.
The accessible coarse-grained benchmarking states are identified by the parameters \( (i, \tau, n_b) \) for which the following condition holds:

\[
E_{n_b}^{(i, \tau)} \in \Delta_c, \quad \forall \left| \psi_n^{(i, \tau)} \right\rangle \in \mathcal{H}_{Ps}^{(II)} \tag{III.27}
\]

To determine if a coarse-grained benchmarking state was generated, quantum simulation is used to place a bound on the simulation eigenvalues of \( |\psi_n^{(i, \tau)}\rangle \).

The simulated expectation value is the following:

\[
\langle \hat{O}_s(t) \rangle = \langle \psi_n^{(i, \tau)} \rvert e^{i\hat{H}_s t} \hat{O} e^{-i\hat{H}_s t} \rvert \psi_n^{(i, \tau)} \rangle \tag{III.28}
\]

\[
= \sum_{\alpha^s, \beta^s} D_{\alpha^s, \beta^s} e^{-i t (E_{\beta^s}^s - E_{\alpha^s}^s)} \tag{III.29}
\]

\[
= \sum_{\alpha^s, \beta^s} D_{\alpha^s, \beta^s} e^{-i t (E_{\beta^s}^s - E_{\alpha^s}^s)} \tag{III.30}
\]

The Fourier transform of the simulated expectation value is the following:

\[
\langle \hat{O}_s(\omega) \rangle = \int_{-\infty}^{\infty} dt e^{-i\omega t} \langle \hat{O}_s(t) \rangle \tag{III.31}
\]

\[
= \sum_{\alpha^s, \beta^s} D_{\alpha^s, \beta^s} \delta \left\{ \omega - (E_{\alpha^s}^s - E_{\beta^s}^s) \right\} \tag{III.32}
\]

\[
= \sum_{\alpha^s, \beta^s} D_{\alpha^s, \beta^s} \delta \left\{ \omega - (E_{\alpha^s}^s - E_{\beta^s}^s) \right\} \tag{III.33}
\]

The Fourier transform is peaked at the energy gaps \( (\Delta_{\alpha^s, \beta^s}) \) of the simulation eigenvalues. The peaks are discernible if \( \langle \alpha^s \rvert \hat{O} \rvert \beta^s \rangle \neq 0 \).

The maximum energy-gap \( \Delta_{\text{max}} \) can be used to place a bound on the simulation eigenvalues:

\[
\langle \hat{H}_s \rangle - \Delta_{\text{max}} \leq E_{n_b}^{(i, \tau)} \leq \langle \hat{H}_s \rangle + \Delta_{\text{max}} \tag{III.34}
\]

If the simulation eigenvalue bound falls within the energy-window, a coarse-grained benchmarking state was prepared:

\[
\langle \hat{H}_s \rangle \pm \Delta_{\text{max}} \in \Delta_c, \quad |\psi_n^{(i, \tau)}\rangle \in \mathcal{H}_{Ps}^{(II)} \tag{III.35}
\]

2. Time-Averaging

In ETA-Variant I and ETA-Variant II, the simulated time-averaged expectation values of the coarse-grained benchmarking states must be estimated.

The simulated expectation value averaged over time \( t_a \) is the following:

\[
\langle \hat{O}_s \rangle_{\text{ave}} = \frac{1}{t_a} \int_0^{t_a} dt' \langle \hat{O}_s(t') \rangle \tag{III.36}
\]

\[
= \sum_{\alpha^s, \beta^s} D_{\alpha^s, \beta^s} \frac{1}{t_a} \int_0^{t_a} dt' e^{i t' (\Delta_{\alpha^s, \beta^s})} \tag{III.36}
\]

The simulated time-averaged expectation value is well-approximated when \( t_a \) is much larger than the maximum period, which is set by the minimum energy-gap \( \Delta_{\text{min}} \):2

\[
t_a \gg \frac{2\pi}{\Delta_{\text{min}}} > \frac{2\pi}{\Delta_{\text{max}}},
\]

\[
\langle \hat{O}_s \rangle_{\text{ave}} \approx \langle \hat{O}_s \rangle \tag{III.37}
\]

To resolve the dynamics, the simulated expectation value must be sampled faster than the aliasing time, which is set by the maximum energy-gap [41–43]:

\[
t_{\text{samp}} \leq \frac{\pi}{\Delta_{\text{max}}} \tag{III.38}
\]

When \( \hat{H}_s \rightarrow \hat{H} \), the maximum energy-gap is upper-bounded by the energy breadth:

\[
\Delta_B = \mathcal{E}_{\alpha^s} - \mathcal{E}_{\beta^s} \tag{III.39}
\]

The energy breadth is used to place constraints on the time-averaging parameters:

\[
t_{\text{samp}} \leq \frac{\pi}{\Delta_B} \tag{III.40}
\]

\[
t_a \gg \frac{2\pi}{\Delta_B} \tag{III.41}
\]

IV. NUMERICAL IMPLEMENTATION

To examine their efficacy, both ETA-Variant I and ETA-Variant II are applied to a Hamiltonian family.

A. Benchmark Procedure

1. Hamiltonian Family

The Hamiltonian family describes a particle of mass \( m \), with a kinetic term that has a length-scale \( a \):

\[
\hat{H}_f(\omega, \lambda) = -\frac{1}{2m} \left[ \frac{e^{-i\omega a} - e^{i\omega a}}{2a} \right]^2 + \frac{1}{2} \omega \dot{x}^2 + \lambda \dot{x}^3 \tag{IV.1}
\]

2 This scaling may be considerably relaxed when the Eigenstate Thermalization Hypothesis (ETH) is valid [19–40].
The particle is confined to sites in a periodic lattice:
\[
\text{sites} : \{-aN, a(-N + 1), \ldots, a(N - 1), aN\} \quad (IV.2)
\]

2. Benchmark Hamiltonians

ETA is used to distinguish members of the Hamiltonian family from one another. 1001-site lattices are used.

The target Hamiltonian has a fully quadratic potential:
\[
\hat{H} = \hat{H}_f(\omega_0, 0) \quad (IV.3)
\]

The corrupted Hamiltonians are generated by adjusting the cubic potential:
\[
\hat{H}_c(\lambda) = \hat{H}_f(\omega_0, \lambda) \quad (IV.4)
\]

The corruption strength is the following quantity:
\[
\eta = a \frac{\lambda}{\omega_0} \quad (IV.5)
\]

3. Energy-Window Selection

The target energy-range \(\Delta E\) is defined as follows:
\[
\mathcal{E}_{\text{min}} \leq E \leq \mathcal{E}_{\text{max}}, \forall E \in \Delta E \quad (IV.6)
\]

Three energy-windows are used during the benchmark:

- **Low-Range**: bottom-15% of the target energy-range
- **Mid-Range**: median-15% of the target energy-range
- **High-Range**: top-15% of the target energy-range

4. Observable Selection

The benchmark observable is the following:
\[
\hat{X}_a = \sqrt[3]{\hat{J}} \quad (IV.7)
\]

5. Standardization

To establish a standard of comparison, \(10^4\) benchmark orthodox mixed states are generated. A bootstrapping algorithm is used for statistical analysis [44–46].

6. Arbitration

To establish a simulation diagnostic, \(10^4\) coarse-grained benchmarking states are generated. A bootstrapping algorithm is used for statistical analysis.

B. Numerical Results

1. Low-Range Window

**Variant I**: ETA-Variant I positively benchmarks the target Hamiltonian. ETA-Variant I negatively benchmarks 3 out of 5 corrupted Hamiltonians (Figure 5).

**Variant II**: ETA-Variant II positively benchmarks the target Hamiltonian. ETA-Variant II negatively benchmarks 5 out of 5 corrupted Hamiltonians (Figure 6).

2. Mid-Range Window

**Variant I**: ETA-Variant I positively benchmarks the target Hamiltonian. ETA-Variant I negatively benchmarks 5 out of 5 corrupted Hamiltonians (Figure 7).

**Variant II**: ETA-Variant II positively benchmarks the target Hamiltonian. ETA-Variant II negatively benchmarks 5 out of 5 corrupted Hamiltonians (Figure 8).

3. High-Range Window

**Variant I**: ETA-Variant I positively benchmarks the target Hamiltonian. ETA-Variant I negatively benchmarks 5 out of 5 corrupted Hamiltonians (Figure 9).

**Variant II**: ETA-Variant II positively benchmarks the target Hamiltonian. ETA-Variant II negatively benchmarks 5 out of 5 corrupted Hamiltonians (Figure 10).

V. APPENDIX: MONTE-CARLO METHODS

Monte-Carlo techniques are a class of algorithms that employ successive random sampling [47]. In particular, Markov-chain Monte-Carlo methods approximate sampling from a target probability distribution by recording the output of a stochastic numerical simulation [48–51].

As the simulation time \(\tau_s\) tends to infinity, the simulated distribution recovers the target distribution. The rate of convergence is independent of dimension: \(\sim O(1/\sqrt{\tau_s})\) [52]. The classical computations required for this work are tractable [53], even if quantum simulation is unfeasible due to the Hilbert space dimension [9, 54–58].

VI. ACKNOWLEDGEMENTS

All of us, like sheep, have strayed away;
we have left God’s paths to follow our own.
Yet the Lord laid on Him the sins of us all.

-Isaiah 53:6

-AMDG-
FIG. 5. Low-Range: The standard of comparison for the target Hamiltonian is determined using classical computing resources (blue curve). It is contrasted against the simulation diagnostic for the corrupted Hamiltonians (green curve).

FIG. 6. Low-Range: The standard of comparison for the target Hamiltonian is determined using classical computing resources (blue curve). It is contrasted against the simulation diagnostic for the corrupted Hamiltonians (green curve).

FIG. 7. Mid-Range: The standard of comparison for the target Hamiltonian is determined using classical computing resources (blue curve). It is contrasted against the simulation diagnostic for the corrupted Hamiltonians (yellow curve).

FIG. 8. Mid-Range: The standard of comparison for the target Hamiltonian is determined using classical computing resources (blue curve). It is contrasted against the simulation diagnostic for the corrupted Hamiltonians (yellow curve).

FIG. 9. High-Range: The standard of comparison for the target Hamiltonian is determined using classical computing resources (blue curve). It is contrasted against the simulation diagnostic for the corrupted Hamiltonians (red curve).

FIG. 10. High-Range: The standard of comparison for the target Hamiltonian is determined using classical computing resources (blue curve). It is contrasted against the simulation diagnostic for the corrupted Hamiltonians (red curve).
