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Abstract

Information is costly for an agent to acquire and unobservable to a principal. We show that any Pareto optimal contract has a decomposition into a fraction of output, a state-dependent transfer, and an optimal distortion. Under this decomposition: 1) the fraction of output paid is increasing in the set of experiments available to the agent, 2) the state-dependent transfer indexes contract payments to account for differences in output between states, 3) the optimal distortion exploits complementarities in the cost of information acquisition: experiment probabilities unalterable via contract payments stuck against liability limits are substituted for, the substitution occurring according to complementarities in the cost of information acquisition, and 4) if and only if the agent’s cost of experimentation is mutual information, the optimal distortion takes the form of a decision-dependent transfer.

1 Introduction

Desiring to learn the state of the world a principal hires an expert agent to generate data. Sadly, the principal is not able to observe the agent’s selection of data generating process and so ties compensation to verifiable outputs correlated with this selection.

As an example, consider the partnership between someone deciding on a portfolio of stocks—the principal—and a financial advisor—the agent. A compensation scheme could depend on the suggested portfolio and the terminal stock prices.

This paper describes the form of the optimal compensation scheme. We show that it has an intuitive structure: a fraction of output, a state-dependent transfer, and an optimal distortion.
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When the cost is mutual information, the optimal distortion only depends on the decision the agent takes. The resulting contract can be described simply: stipulation of the liability limits, a punishment or reward for each decision based on its ex-ante risk of causing bankruptcy, an indexing payment so the agent is not rewarded purely for finding himself in a lucky state, and a piece rate based on the agent’s information acquiring capacity.

For cost functions that are given by the average distance between prior and posteriors, the optimal distortion can vary by state; its form depending on complementarities in the cost of acquiring information about different states of the world. If a contract payment in some state is constrained by a liability limit, then payments in complementary states are instead used to influence the agent.

To illustrate the model, consider the already mentioned example of a risk-neutral investor and a risk-neutral financial advisor. The investor must decide whether to buy a risky (V) or safe (S) asset. The price of the risky asset falls in state $\theta_F$ and rises in state $\theta_R$.

| $y(d, \theta)$ | $\theta_F$ | $\theta_R$ |
|----------------|------------|------------|
| V              | 0          | 10         |
| S              | 5          | 5          |

Take the prior probability of state $\theta_F$ to be $2/3$. Absent evidence of state $\theta_F$ the investor will wish to invest in the safe asset. The possibility of gains from trade arises if there is a financial advisor who can acquire information about the likelihood of state $\theta_F$. Information comes in the form of the observation of a random variable whose outcome is correlated with the state. In general we can label signal realizations with the decisions they make optimal, and so an experiment is described by probabilities $p(d|\theta)$ for $d = V, S$ and $\theta = \theta_F, \theta_R$. The principal incurs an experiment cost $c(p)$ and can only select experiments with cost less than $k > 0$. Assuming that the state and decision are verifiable, a contract is described by payments $b(d, \theta)$ for $d = V, S$ and $\theta = \theta_F, \theta_R$.

Consider the agent optimal contract subject to the agent receiving his outside option 0. Without constraints placed on the available contracts, the usual result is that the investor “sells the firm” to the financial advisor for a fee. This applies in our model as well, but is modified by the agent’s limited capacity $k$—the financial advisor might exert maximal effort after being sold only a fraction $\alpha$ of the firm, and in such a case it is unnecessary to sell the entire firm.

If the financial advisor is protected by limited liability, so that contract payments less than 0 cannot be enforced, selling the firm—or a fraction of the firm—for a fixed fee will not be feasible as it will result in negative contract payments if the financial advisor purchases the risky asset $V$ and prices fall $\theta_F$. In this case, the optimal contract will exploit the agent’s incentives not being altered by state-dependent transfers $\beta(\theta)$. In particular, the state-dependent transfer will be set so that the minimum payment in each state is 0. This extracts maximum profit from the financial advisor without distorting his incentives for acquiring information.

Our main result shows that the optimal contract has the form $b(d, \theta) =$
\[ \alpha y(d, \theta) - \beta(\theta) - \gamma(d, \theta) \] where the fraction \( \alpha \) is chosen, as in the case without liability limits, so that the agent only just exhausts his capacity \( k \) for acquiring information, the state-dependent transfer \( \beta \) is chosen so that the minimum contract payments in each state touch the liability limits, and the optimal distortion \( \gamma \)

\[
\gamma(d, \theta) = \frac{1}{\pi(\theta)} \sum_{d', \theta'} \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d'|\theta')} \lambda[d', \theta'] \pi(\theta'),
\]

where \( \lambda[d, \theta] \) is a non-negative dual variable for the constraint \( 0 \leq b(d, \theta) \). The optimal distortion recruits contract payments that are not bound against liability limits in order to influence the signal probabilities for contract payments that are. The extent to which this recruitment happens is modulated by the complementarity in the cost of acquiring different signals in different states and the value of the dual variable, which measures how costly a binding liability limit is to the principal and thus how important it is for him to find an alternative route to affecting the corresponding signal probability.

**Related literature** The first study of optimal incentives for information acquisition was completed by Demski and Sappington (1987). They focused on optimal risk-sharing arrangements and on contracts that depend solely on output. Their main concern was the interaction between the “planning phase” (acquiring information) and the “implementation phase” (choosing a decision). Their basic point was that, even if implementation is costless (as it is in our model), the unverifiable nature of planning induces moral hazard in implementation since the outcome of the agent’s decision provides information about his planning.

Osband (1989) was led to the problem from his study of proper scoring rules—incentive schemes that elicit true beliefs (see Savage (1971)). His goal was to characterize the best proper scoring rule eliciting a forecaster’s estimate of the mean of a random variable. The forecaster draws observations of the random variable at a cost, and this cost as well as the number of observations the forecaster makes are unknown to the principal. His focus was on the merits of (a) screening by offering a menu of contracts versus (b) pitting forecasters in competition against one another.

More recently, Zermeño (2011, 2012) has developed a very general model of incentivizing information acquisition under liability limits. His analysis focuses on the interaction between the verifiable data on which a contract can depend (for instance, the decision may be verifiable but the state may not be) and: (1) the usefulness of menus of contracts, and (2) whether the principal or agent is tasked to take the decision. Menus are useful because they allow contract payments to partially depend on the state: following receipt of a signal the agent gets to choose a decision and a contract from the menu; since the signal is correlated with the state the menu functions as a tool for correlating contract payments with the state—a role that is otherwise forced upon the agent’s choice of decision—with a more precise signal leading to better correlation. In general, menus do not allow perfect correlation between contract payments and
the state, and for this reason decision making is usually ex-post inefficient—it is distorted so that the agent is more likely to take a decision that reveals the state. Regarding (2), the allocation of decision making authority is irrelevant when the principal and agent can infer from the verifiable data which decision was taken; when this is unclear, whether the principal or agent is tasked to take the decision affects the set of implementable outcomes.

Carroll (2016) builds on and refines this model to study the form of “robust” incentives for information acquisition: a principal does not know all experiments or experiment costs available to an agent and ranks contracts according to their minimum expected payoff among all experiments and experiment costs including a known set. He shows that the optimal contract is a restricted investment contract: the set of decisions available to the agent is restricted, and for unrestricted decisions the optimal contract pays a fraction of output and a state-dependent transfer.

2 Model

There are two dates. At date 0, a principal faces a choice from a finite set of decisions $D$. The date 1 payoff to the principal from a decision depends on the realization of one among a finite set of states $\Theta$, as described by an output function $y : D \times \Theta \to \mathbb{R}$. The principal hires an agent to acquire information about the state and take a decision on his behalf but cannot either monitor how much care the agent takes acquiring information or observe the information the agent does acquire. The principal motivates the agent with a contract $b : D \times \Theta \to \mathbb{R}$ that depends on the decision the agent takes and the realized state of the world—both are verifiable.

At date 0, the principal and agent agree to a contract $b$. At date 1, before choosing a decision, the agent performs an experiment $(X, \{p(\cdot|\theta)\}_{\theta \in \Theta})$, which consists of a finite set of signals $X$ and a collection of probability distributions $\{p(\cdot|\theta)\}_{\theta \in \Theta} \subseteq \Delta(X)$ on the set of signals. A decision rule $f : X \to \Delta(D)$ describes the agent’s randomization over decisions upon observing each signal.

An action profile $(b, X, \{p(\cdot|\theta)\}_{\theta \in \Theta}, f)$ consists of a contract, experiment, and decision rule. The agent has preferences over action profiles

$$(b, X, \{p(\cdot|\theta)\}_{\theta \in \Theta}, f)$$

given by the expected value of contract payments less an experiment cost:

$$\sum_{\theta \in \Theta} \pi(\theta) \sum_{x \in X} p(x|\theta) \sum_{d \in D} f(d|x)b(d, \theta) - c(X, \{p(\cdot|\theta)\}_{\theta \in \Theta}).$$

The distribution $\pi \in \Delta(\Theta)$ is the agent’s prior belief over states and the function $c$ is the agent’s cost function. For now, the cost function is only assumed to respect the ordering of experiments given by informativeness (see Blackwell’s theorem$^1$).

$^1$Experiment $(X, \{p(\cdot|\theta)\}_{\theta \in \Theta})$ is more informative than experiment $(X', \{p'(\cdot|\theta)\}_{\theta \in \Theta})$ if
The principal has preferences over action profiles \((b, X, \{p(\cdot | \theta)\}_{\theta \in \Theta}, f)\) given by the expected value of output less contract payments:

\[
\sum_{\theta \in \Theta} \pi(\theta) \sum_{x \in X} p(x|\theta) \sum_{d \in D} f(d|x) (y(d, \theta) - b(d, \theta)).
\]

Contracts are restricted to belong to a set \(\mathcal{B}\) of feasible contracts and experiments are restricted to belong to a set \(\mathcal{E}\) of feasible experiments.

A contract \(b\) satisfies the limited liability constraints if \(0 \leq b(d, \theta) \leq y(d, \theta)\) for all \(d \in D, \theta \in \Theta\). The set of feasible contracts are those satisfying the limited liability constraints. This may mean that the principal and agent are wealth constrained (with wealth normalized to zero or included in output \(y\)) or that the contract is subject to statutory liability limits (as is the case for a limited liability corporation).

In addition to the incremental cost of acquiring information represented by the cost function \(c\), we assume that the agent faces a capacity constraint \(c(X, \{p(\cdot | \theta)\}_{\theta \in \Theta}) \leq k\) that limits the experiments he can perform. The set of feasible experiments are those satisfying this constraint.

An action profile \((b, X, \{p(\cdot | \theta)\}_{\theta \in \Theta}, f)\) is feasible if the contract \(b\) and experiment \((X, \{p(\cdot | \theta)\}_{\theta \in \Theta})\) are feasible, and there is no action profile

\((b, X', \{p'(\cdot | \theta)\}_{\theta \in \Theta}, f')\),

consisting of the same contract and some feasible experiment, that the agent prefers.

An action profile can be improved upon if there is a feasible profile that makes either the agent or principal better off without making the other worse off. An action profile is Pareto optimal if it is feasible and cannot be improved upon.

**Normalizing the experiment and decision rule.** A decision rule is a garbling function (see footnote 1). Thus, given action profile \((b, X, \{p(\cdot | \theta)\}_{\theta \in \Theta}, f)\), for any prior \(\pi\) and contract \(b\), whenever some expected payoff can be achieved under the latter experiment, then it can be achieved under the former. That is, for each decision rule \(f'\) on \(X'\) there exists a decision rule \(f\) on \(X\) such that

\[
\sum_{\theta \in \Theta} \pi(\theta) \sum_{x' \in X'} p'(x'|\theta) \sum_{d \in D} f'(d|x') b(d, \theta) = \sum_{\theta \in \Theta} \pi(\theta) \sum_{x \in X} p(x|\theta) \sum_{d \in D} f(d|x) b(d, \theta).
\]

Experiment \((X, \{p(\cdot | \theta)\}_{\theta \in \Theta})\) is sufficient for experiment \((X', \{p'(\cdot | \theta)\}_{\theta \in \Theta})\) if there is a garbling function \(g : X \to \Delta(X')\) such that

\[
p'(x'|\theta) = \sum_{x \in X} p(x|\theta) g(x'|x).
\]

That is, experiment \((X', \{p'(\cdot | \theta)\}_{\theta \in \Theta})\) can be performed by randomizing over its outcomes according to \(g\) where the randomization depends on the outcome of the experiment \((X, \{p(\cdot | \theta)\}_{\theta \in \Theta})\).

Blackwell’s theorem Blackwell (1953) states that an experiment is more informative than another if and only if it is sufficient.
we may define a garbled experiment \((D, \{p'(\cdot|\theta)\}_{\theta \in \Theta})\) by
\[
p'(d|\theta) = \sum_{x \in X} p(x|\theta)f(d|x)
\]
and choose the decision rule \(f' : D \to \Delta(D)\) that maps each decision to the degenerate distribution on that decision. The contract has the same expected payoff under this experiment and decision rule and since the former experiment is sufficient for the latter it is weakly more costly. Thus, it is without loss to set the agent’s set of signals to be \(D\) and the agent’s decision rule \(f : D \to \Delta(D)\) to map each decision to the degenerate distribution on that decision.

Given this normalization, we will write \(p\) for the experiment \((D, \{p(\cdot|\theta)\}_{\theta \in \Theta})\), and write \((b, p)\) for the action profile \((b, D, \{p(\cdot|\theta)\}_{\theta \in \Theta}, f)\) in which \(f\) maps each decision to the degenerate distribution on that decision. We will write \(E_p[b] - c(p)\) and \(E_p[y - b]\) for the agent’s and principal’s utility from action profile \((b, p)\). For experiment \(p\), we will write \(p(d, \theta)\) for the joint probability \(p(d|\theta)\pi(\theta), p(d)\) for the total probability \(\sum_{\theta} \pi(\theta)p(d|\theta)\), and \(p(\theta|d)\) for the posterior probability \(p(d|\theta)\pi(\theta)/\sum_{\theta'} \pi(\theta')p(d|\theta')\).

3 Results

Summary of results Since both principal and agent are risk-neutral, a Pareto optimal contract is one that maximizes welfare—expected output less the cost of the agent’s chosen experiment—subject to the agent obtaining a given level of utility. A way to characterize all Pareto optimal contracts is to start with the contract equal to output and to then consider feasible alterations that increase the principal’s payoff at minimal loss to welfare. Our setup provides two ways to do this without altering the agent’s behavior, and thus without any loss in welfare.

First, since the agent is risk-neutral and does not control the state, altering contract payments by a state-dependent transfer does not alter his behavior. Second, if the agent’s capacity constraint binds then a slight scaling down of the contract—multiplying it by a number slightly less than one—will not alter the agent’s behavior provided the capacity constraint continues to bind.

The interval of utilities achievable for the agent by applying these maneuvers to output, correspond to the points on the Pareto frontier in which welfare is maximized. Proposition 1 characterizes these contracts. For lower agent utilities there is no way to increase the principal’s payoff without reducing welfare, and thus for such contracts the agent’s liability limit binds for at least one decision in each state and the agent’s capacity constraint does not bind.

We characterize these second-best Pareto optimal contracts in Proposition 3. These contracts share the features of first-best contracts in that they pay a fraction of output less a state-dependent transfer. But they also involve an optimal distortion, which we give a formula for in this proposition.

In section 4, we provide a simplified version of this formula specialized to the class of posterior separable cost functions studied in Caplin and Dean (2013).
and Hébert and Woodford (2017). Expected reduction in Shannon entropy belongs to this class. Under this cost function the optimal distortion reduces to a decision-dependent transfer in which the agent is punished for taking decisions that are likely to make his liability limits bind and rewarded for decisions that are likely to make the principal’s liability limits bind.

First-best contracts In the standard principal-agent setup with risk-neutral parties the first-best contracts (those that maximize welfare \( E_p[y] - c(p) \)) are given by output less a constant, \( b = y - t \). If the principal “sells the firm” to the agent for a fee \( t \), then the agent necessarily maximizes welfare. In problems of information acquisition there are additional first-best contracts. Given that the agent is risk-neutral and does not control the state, modifying a contract by a state-dependent transfer does not alter his incentives. Thus, any \( y - \beta \) with \( \beta : \Theta \to \mathbb{R} \) is first-best.

Introducing a capacity constraint into the problem introduces more first-best contracts. There is \( \alpha' \in [0, 1] \) such that for any first-best contract \( y - \beta \) all contracts \( \alpha y - \beta \) with \( \alpha \in [\alpha', 1] \) are also first-best. When the agent’s capacity constraint does not bind under contract \( y - \beta \), then \( \alpha' = 1 \); if it does bind, \( \alpha' \) is less than 1.

Conversely, if the cost function, viewed as a function on \( \mathbb{R}^{D \times \Theta} \), is differentiable, and each first-best experiment assigns positive probability to each decision in each state, then all first-best contracts take this form.

**Proposition 1.** Define \( \alpha' \) by

\[
\alpha' = \sup \{ \alpha \in [0, 1] : c(p) < k \text{ for all feasible } p \text{ optimal to contract } \alpha y \}.
\]

If a contract has the form \( \alpha y - \beta \), with \( \alpha \geq \alpha' \) and \( \beta : \Theta \to \mathbb{R} \), then it is first-best.

Conversely, suppose the cost function is differentiable and all first-best experiments assign positive probability to each decision in each state. Then, if \( b \) is a first-best contract, \( b = \alpha y - \beta \) for some \( \alpha \geq \alpha' \) and \( \beta : \Theta \to \mathbb{R} \).

**Proof.** Let \( p \) be an experiment that is optimal for the agent against contract \( y \). First, consider a contract \( \alpha y - \beta \) for \( \alpha \geq \alpha' \) and \( \beta : \Theta \to \mathbb{R} \) and let \( p_\alpha \) be optimal for this contract. We will show that

\[
E_p[y] - E_{p_\alpha}[y] \geq c(p) - c(p_\alpha) \geq \alpha(E_p[y] - E_{p_\alpha}[y]).
\] (1)

Then, if \( \alpha \geq \alpha' \), we may assume \( c(p_\alpha) = k \), so that \( c(p) = k \) and \( E_p[y] = E_{p_\alpha}[y] \). This implies that \( \alpha y - \beta \) is first-best.

Inequality (1) may be proved by noting that \( E_p[y] - c(p) \geq E_{p_\alpha}[y] - c(p_\alpha) \) and \( E_{p_\alpha}[\alpha y - \beta] - c(p_\alpha) \geq E_p[\alpha y - \beta] - c(p) \). Rearranging these inequalities gives the first and second inequalities of (1).

Conversely, let \( b \) be a first-best contract and \( p' \) an experiment that is optimal for this contract. Then the gradient of the agent’s objective function at \( p' \) under contract \( y \) and contract \( b \) belong to the normal cone \( N_{\phi}(p') \) (see Theorem 1).
Since the cost function is differentiable, the set of feasible experiments is regular at $p'$. Hence,

$$N_E(p') = \{\mu \nabla c(p') + \rho : \mu \geq 0 \text{ and } \rho : \Theta \to \mathbb{R}\}.$$ 

Therefore, there are $\mu, \mu' \geq 0$ and $\rho, \rho' : \Theta \to \mathbb{R}$ such that

$$\pi y - \nabla c(p') = \mu \nabla c(p') + \rho \quad \text{and} \quad \pi b - \nabla c(p') = \mu' \nabla c(p') + \rho'.$$

Combining these equations gives

$$b = \frac{1 + \mu'}{1 + \mu} y - \frac{(\mu' + 1)\rho - (\mu + 1)\rho'}{\pi(\mu + 1)}.$$

To complete the argument we need to show that the coefficient on $b$ is at least equal to $\alpha'$. Suppose, on the contrary, that this coefficient is less than $\alpha'$. Then, from the definition of $\alpha'$, $c(p') < k$. But this implies $\mu = \mu' = 0$ so that $(1 + \mu')/(1 + \mu) = 1$, and this is impossible because, by its definition, $\alpha' \leq 1$.

Note that if a first-best contract is feasible, it is also Pareto optimal. Notice too that if there is a first-best Pareto optimal contract yielding the agent utility $r$, then all Pareto optimal contracts yielding the agent utility at least $r$ are first-best since the agent’s utility can be increased without affecting his behavior.

From here, it is easy to see that the minimum agent utility achievable with a first-best Pareto optimal contract is obtained by the contract $\alpha' y - \beta$, where $\beta : \Theta \to \mathbb{R}$ brings the minimum contract payment in each state to zero: $\beta(\theta) = \min\{\alpha' y(d, \theta) : d \in D\}$.

Also note that $\alpha'$ is increasing in the agent’s capacity $k$.

**Dealing with the capacity constraint**  In this section we show that imposing a capacity constraint is equivalent to scaling output. This will allow us to proceed in solving for the second-best Pareto optimal contracts with a scaled level of output in place of the capacity constraint.

The key idea is to consider a perturbation of our model, parametrized by $\alpha \in [0, 1]$, in which output $y$ in the principal’s objective function is replaced by $\alpha y$ (the feasible contracts, distributions, and profiles remain unchanged). Denote the set of Pareto optimal profiles to the perturbed problem by $\mathcal{P}(\alpha)$, and denote by $\mathcal{P}(\alpha, r)$ the subset of $\mathcal{P}(\alpha)$ in which the agent’s utility is minimized subject to it being at least equal to $r$.

Consider a Pareto optimal profile $(b, p) \in \mathcal{P}(1, r)$ to the unperturbed problem. The following Proposition shows that all solutions $\mathcal{P}(1, r)$ of this unperturbed problem (a problem in which the capacity constraint might bind) may be obtained as solutions $\mathcal{P}(\alpha^*, E_p[b] - c(p))$ to the perturbed problem for the $\alpha^* \in [0, 1]$ defined in the proposition and that, if the agent’s cost function is continuous, then for at least one solution of this problem the capacity constraint does not bind.
Proposition 2. Let \((b, p) \in \mathcal{P}(1, r)\). Then there exists \(\alpha^* \in [0, 1]\), defined as

\[
\alpha^* = \sup \{ \alpha \in [0, 1] : c(p') < k \text{ for all } (b', p') \in \mathcal{P}(\alpha, E_p[b] - c(p)) \},
\]

so that for each \(\alpha \in [\alpha^*, 1]\),

\[
\mathcal{P}(\alpha, E_p[b] - c(p)) \supseteq \mathcal{P}(1, r),
\]

and, conversely, if \((b_\alpha, p_\alpha) \in \mathcal{P}(\alpha, E_p[b] - c(p))\) is such that \(c(p_\alpha) = k\), then

\[(b_\alpha, p_\alpha) \in \mathcal{P}(1, r).
\]

If the agent’s cost function is continuous, then there is a Pareto optimal profile in \(\mathcal{P}(\alpha^*, E_p[b] - c(p))\) that solves the problem obtained by removing the capacity constraint from this perturbed problem.

Note that \(\alpha^*\), by its definition, is increasing in the agent’s capacity.

Proof. By assumption \((b, p) \in \mathcal{P}(1, r)\). Let \(\alpha \in [0, 1]\) (the argument for \(\alpha = 1\) is trivial) and \((b_\alpha, p_\alpha) \in \mathcal{P}(\alpha, E_p[b] - c(p))\). We will show:

\[
E_p[y] - E_{p_\alpha}[y] \geq E_p[b] - E_{p_\alpha}[b_\alpha] \geq \alpha(E_p[y] - E_{p_\alpha}[y]) \geq 0, \quad (2)
\]

\[
c(p) - c(p_\alpha) \geq E_p[b] - E_{p_\alpha}[b_\alpha]. \quad (3)
\]

Then, if \(\alpha \geq \alpha^*\) we may assume that \(c(p_\alpha) = k\), and the inequalities in (3) give \(c(p) = k\) and \(E_p[b] = E_{p_\alpha}[b_\alpha]\), and so the inequalities in (2) give \(E_p[y] = E_{p_\alpha}[y]\). Therefore \((b, p) \in \mathcal{P}(\alpha, E_p[b] - c(p))\) (so that \(\mathcal{P}(\alpha, E_p[b] - c(p)) \supseteq \mathcal{P}(1, r)\)) and \((b_\alpha, p_\alpha) \in \mathcal{P}(1, r)\).

To obtain the inequalities in (2) note that \(E_p[y - b] \geq E_{p_\alpha}[y - b_\alpha]\) and \(E_{p_\alpha}[\alpha y - b_\alpha] \geq E_p[\alpha y - b]\). The first and second inequalities of (2) are re-arrangements of these; and from this the last inequality in (2) follows since \(\alpha \in [0, 1]\). Inequality (3) follows from the participation constraint \(E_{p_\alpha}[b_\alpha] - c(p_\alpha) \geq E_p[b] - c(p)\).

What remains to be shown is that there is a Pareto optimal profile in \(\mathcal{P}(\alpha^*, E_p[b] - c(p))\) that solves the problem obtained by removing the capacity constraint from the perturbed problem for \(\alpha^*\). Let \(\alpha_1, \alpha_2, \cdots\) be a sequence in \([0, \alpha^*]\) converging to \(\alpha^*\) and let \((b_1, p_1), (b_2, p_2), \cdots\) be a sequence of profiles with \((b_i, p_i) \in \mathcal{P}(\alpha_i, E_p[b] - c(p))\), for \(i = 1, 2, \cdots\). Since the agent’s cost function is continuous, the set of feasible profiles yielding the agent at least utility \(E_p[b] - c(p)\) is compact. Therefore, there is a sub-sequence \((b_{n_1}, p_{n_1}), (b_{n_2}, p_{n_2}), \cdots\) converging to some feasible \((b', p')\). Continuity of the principal’s objective function implies \((b', p') \in \mathcal{P}(\alpha^*, E_p[b] - c(p))\). Continuity of the agent’s cost function together with the fact that \(c(p_i) < k\) for \(i = 1, 2, \cdots\) (because \(\alpha_i < \alpha^*\)) implies that \((b', p')\) solves the problem obtained by removing the capacity constraint from the perturbed problem for \(\alpha^*\). \(\blacksquare\)
Optimal distortion  Having dealt with first-best Pareto optimal contracts (and developed a tool to jettison the capacity constraint) we can now turn to their second-best counterparts. Proposition 2 tells us that we can do away with the capacity constraint and instead replace output by $\alpha^* y$. In the next proposition we solve for the form of the optimal contract in the resulting problem.

Proposition 3. Let $(b, p)$ belong to $\mathcal{P}(\alpha, r)$ and assume that

- the agent’s capacity constraint does not bind: $p$ is an optimal experiment for the agent without a capacity constraint when the contract is $b$;
- the agent’s cost function $c$ is strictly convex and its second derivative is continuous;
- $p$ assigns positive probability to each decision in each state.

Then

$$b(d, \theta) = \alpha^* y(d, \theta) - \beta(\theta) - \gamma(d, \theta),$$

$$\gamma(d, \theta) = \frac{1}{\pi(\theta)} \sum_{d', \theta' \in \Theta} \frac{\partial^2 c(p)}{\partial p(d' \theta') \partial p(d' \theta')} \left( p(d' \theta') (1 - \xi) - \frac{\lambda(d', \theta')}{\pi(\theta')} \right). \quad (4)$$

The term $\lambda[d, \theta]$ is a Lagrange multiplier for the constraint $0 \leq b(d, \theta) \leq y(d, \theta)$: it is non-negative when only the agent’s liability limit binds, non-positive when only the principal’s liability limit binds, zero when neither liability limit binds, and unrestricted in its value if both liability limits bind; $\xi \in [0, 1]$ and is a Lagrange multiplier on the agent’s participation constraint.

By Proposition 2, when the agent is capacity constrained there is a Pareto optimal contract of the form

$$b(d, \theta) = \alpha^* y(d, \theta) - \beta(\theta) - \gamma(d, \theta),$$

where $\alpha^* \in [0, 1]$ and is increasing in the agent’s capacity. For second best contracts we have that

$$\beta(\theta) = \min \{ \alpha^* y(d, \theta) - \gamma(d, \theta) : d \in D \}.$$  

Note that if the mapping from $\alpha \in [0, 1]$ to the set of Pareto optimal profiles $\mathcal{P}(\alpha, r)$ is lower hemi-continuous at $\alpha^*$, then all second-best Pareto optimal contracts take this form (cf. Proposition 2).

Proof. Step 1: necessary and sufficient conditions for optimal experiments

The agent’s problem is convex and so a necessary and sufficient condition for an experiment $p$ to be optimal against contract $b$ is that $\nabla_p (E_p [b - c(p)])$ belong to the normal cone $N_\pi(p)$ (see Theorem 1):

$$\pi(\theta) b(d, \theta) - \frac{\partial c(p)}{\partial p(d\theta)} = \rho(\theta) \text{ for all } d \in D, \theta \in \Theta \quad (5)$$

for some $\rho \in \mathbb{R}^{(\Theta)}$. Here we have used that the set of feasible experiments is defined without a capacity constraint and that the experiment $p$, by assumption, places positive probability on each decision in each state.
**Step 2: a necessary condition for optimal contracts**

Condition 5 involves Lagrange multipliers \( \rho \) so we shall pose the problem of designing an optimal contract as a choice of a contract \( b \), experiment \( p \), and Lagrange multipliers \( \rho \) such that the contract and experiment form a feasible profile that yields the agent at least utility \( r \). In the notation of Theorem 2 define \( C = \{ (b, p, \rho) \in A : F(b, p, \rho) \in B \} \), where \( A = \mathbb{R}^{|D|+|D|+|\Theta|} \), \( F : \mathbb{R}^{|D|+|D|+|\Theta|} \rightarrow \mathbb{R}^{|D|+1+|\Theta|+|D|} \) is defined componentwise \( F(b, p, \rho) = (f_{ij}(b, p, \rho))_{i,j} \) by

\[
f_{ij}(b, p, \rho) = \begin{cases} b(d, \theta) & \text{for } i = 1, j \in D \times \Theta, \\ r - (E_p[b] - c(p)) & \text{for } i = 2, \\ \sum_{d \in D} p(d|\theta) - 1 & \text{for } i = 3, j \in \Theta, \\ \pi(\theta)b(d, \theta) - \frac{\partial c(p)}{\partial p(d|\theta)} - \rho|\theta| & \text{for } i = 4, j \in D \times \Theta, \end{cases}
\]

and \( B = \left( \prod_{(d, \theta) \in D \times \Theta} [0, y(d, \theta)] \right) \times (\mathbb{R} \times \Theta) \times (\mathbb{R} \times \Theta) \times (\mathbb{R} \times \Theta) \) is defined componentwise.

The Pareto optimal contracts in which the principal maximizes his utility subject to the agent receiving at least utility \( r \) is given by maximizing \( E_p[y - b] \) over \( C \). A necessary condition for the local optimality of \( (b, p, \rho) \) is that \( \nabla_{(b,p,\rho)} E_p[\alpha^* y - b] \) belongs to the normal cone \( \hat{N}_C(b, p, \rho) \).

The main challenge of the proof is in showing that \( C \) is regular at any solution \( (b, p, \rho) \) so that we may then express its normal cone as certain linear combinations of the gradients of the constraint functions.

We follow the notation and conditions of Theorem 2. Thus, first note that by Theorem 3, \( A \) and \( B \) are regular since they are products of intervals. Also, \( N_A(b, p, \rho) = \{ 0 \} \) and \( N_B(b, p, \rho) \) is the standard multiplier cone consisting of Lagrange multipliers \( (\lambda, \xi, \tau, \phi) \in \mathbb{R}^{|D|} \times \mathbb{R}^{|\Theta|} \times \mathbb{R}^{|\Theta|} \times \mathbb{R}^{|D|} \) with each multiplier being zero if an interior point, non-positive if a right endpoint only, non-negative if a left end-point only, and unrestricted if both right and left end-points of the corresponding interval of \( B \).

We now show that the constraint qualification of Theorem 2 holds at \( (b, p, \rho) \). To do this consider the matrix obtained from the Jacobian of \( F \) after eliminating the row corresponding to the gradient of the participation constraint function \( (i = 2) \). This matrix has the form

\[
\begin{bmatrix}
I & 0 \\
\tilde{C} & \tilde{D}
\end{bmatrix}
\]

where \( \tilde{D} \) is a square matrix and \( I \) is an identity matrix. Therefore, its determinant, therefore, is given by the product of the determinant of the identity matrix and the determinant of \( \tilde{D} \). The matrix \( \tilde{D} \) has the form

\[
\begin{bmatrix}
\tilde{B} & 0 \\
\tilde{A} & -\tilde{B}'
\end{bmatrix}
\]
where $\hat{A} = \nabla^2 c(p)$ and $\hat{B} = [I_{\theta|x|\theta} \cdots I_{\theta|x|\theta}]$. It is enough to show that the matrix obtained from $\hat{D}$ by interchanging the first block and the second block of rows is invertible. Block-wise inversion of this matrix gives

$$
\begin{pmatrix}
(\hat{B} \hat{A}^{-1} \hat{B}')^{-1} & - (\hat{B} \hat{A}^{-1} \hat{B}')^{-1} \hat{B} \hat{A}^{-1} \\
- \hat{A}^{-1} (\hat{B}' (\hat{B} \hat{A}^{-1} \hat{B}')^{-1} - \hat{A}^{-1} (\hat{B} \hat{A}^{-1} \hat{B}')^{-1} \hat{B} \hat{A}^{-1})
\end{pmatrix}.
$$

Hence it is invertible if $\hat{A}$ and $\hat{B} \hat{A}^{-1} \hat{B}'$ are invertible. $\hat{A}$ is invertible because it is positive definite as the Hessian of a strictly convex function. To see that $\hat{B} \hat{A}^{-1} \hat{B}'$ is invertible, let $x$ be any nonzero vector conformable for pre-multiplication with $\hat{B}$. Then, since $\hat{A}^{-1}$ is positive definite,

$$0 < x' \hat{B} \hat{A}^{-1} \hat{B}' x,$$

which implies that $\hat{B} \hat{A}^{-1} \hat{B}'$ is positive definite and thus invertible. We can conclude from this that the set of gradients of the functions $f_j$ ($i \neq 2$) at $(b, p, \rho)$ form a linearly independent set of vectors.

At least one of the liability limits must not bind, and so we can replace the corresponding gradient with the gradient of $f_j$. Since $p$ is assumed to place positive probability on each decision in each state and the prior has full support, the first $|D \times \Theta|$ components of this gradient are nonzero. Thus the new set of vectors form a linearly independent set. Therefore the standard constraint qualification of Theorem 2 holds at $(b, p, \rho)$ and hence $C$ is regular at $(b, p, \rho)$ (so that $\hat{N}_C(b, p, \rho) = N_C(b, p, \rho)$) and hence

$$
\hat{N}_C(b, p, \rho) = \left\{ \sum_{d, \theta} \lambda[d, \theta] \nabla f^1_{(d, \theta)}(b, p, \rho) + \xi \nabla f^2(b, p, \rho) + \sum_{\theta} \tau[\theta] \nabla f^3_{\theta}(b, p, \rho)
\right.

\left. + \sum_{d, \theta} \phi[d, \theta] \nabla f^4_{(d, \theta)}(b, p, \rho) : (\lambda, \xi, \tau, \phi) \in N_B(F(b, p, \rho)) \right\}.
$$

The condition $\nabla_{(b, p, \rho)} E_p[y - b] \in \hat{N}_C(b, p, \rho)$ may now be written

$$
\pi(\theta)p(d|\theta) = \lambda[d, \theta] + \xi \pi(\theta)p(d|\theta) + \phi[d, \theta] \pi(\theta),
$$

$$
\pi(\theta)(y(d, \theta) - b(d, \theta)) = \tau[\theta]
$$

$$
+ \sum_{d', \theta'} \phi[d', \theta'] \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d'|\theta')} + \xi \left( \pi(\theta)b(d, \theta) - \frac{\partial c(p)}{\partial p(d|\theta)} \right),
$$

$$
0 = - \sum_{d'} \phi[d', \theta].
$$

Therefore

$$
b(d, \theta) = y(d, \theta) - \frac{\tau[\theta] + \xi \rho[\theta]}{\pi(\theta)} - \frac{1}{\pi(\theta)} \sum_{d', \theta'} \phi[d', \theta'] \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d'|\theta')}.
$$

(6)
where $\phi[d, \theta] = p(d|\theta)(1 - \xi) - \lambda[d, \theta]/\tau(\theta)$. Defining $\beta : \Theta \to \mathbb{R}$ and $\gamma : D \times \Theta \to \mathbb{R}$ as

$$
\beta(\theta) = \frac{\tau[\theta] + \xi p[\theta]}{\pi(\theta)},
$$

$$
\gamma(d, \theta) = \frac{1}{\pi(\theta)} \sum_{d', \theta'} \left( p(d'|\theta')(1 - \xi) - \frac{\lambda[d', \theta']}{\pi(\theta')} \right) \frac{\partial^2 c(p)}{\partial p(d|\theta)\partial p(d'|\theta')},
$$

completes the proof. $\square$

Together, propositions 1, 2, and 3 provide a general characterization of Pareto optimal contracts in terms of a piece rate $\alpha \in [0, 1]$, a state-dependent transfer $\beta : \Theta \to \mathbb{R}$, and an optimal distortion $\gamma : D \times \Theta \to \mathbb{R}$.

For a first-best contract, $\gamma = 0$ and there is no distortion to incentives. The piece rate $\alpha$ may be any value in the interval $[\alpha', 1]$, $\alpha'$ being the point below which the agent’s capacity is no longer exhausted. The state-dependent transfer $\beta$ is any state dependent transfer such that the resulting contract $\alpha y - \beta$ satisfies the liability limits and so is feasible.

For a second-best contract the piece rate is equal to $\alpha^*$ and the state-dependent transfer $\beta$ is given by $\beta(\theta) = \min\{\alpha^* y(d, \theta) - \gamma(d, \theta) : d \in D\}$ so that liability limits bind in each state. The non-distortionary ways of transferring utility from the agent to the principal are fully exploited.

The term $\gamma$ describes the optimal distortion to incentives—that is, it is the way of transferring utility from the agent to the principal at minimum loss to welfare (expected output less experiment cost).

Expression 4 sheds light on how this optimal distortion is constructed showing that it largely depends on the complementarities in the cost of acquiring different signals in different states. To see this, suppose that the agent’s liability limit binds in state $\theta'$ following decision $d'$ so that the Lagrange multiplier $\lambda[d', \theta'] > 0$ (i.e. the optimal contract would be different without this liability limit). To lever down the probability of receiving the signal to take decision $d'$ when the state is $\theta'$ the principal can no longer reduce the contract payment $b(d', \theta')$. As a result, other contract payments—those not immobilized against their liability limits—are recruited for this task. Expression 4 shows the way this happens. If a contract payment $b(d, \theta)$ is not stuck against the agent’s liability limit then complementarity in the cost of signal probabilities $p(d'|\theta')$ and $p(d|\theta)$ together with $\lambda[d', \theta'] > 0$ adds to $\gamma(d, \theta)$. This reduces the contract payment $b(d, \theta)$ which in turn reduces the signal probability $p(d|\theta)$ and hence signal probability $p(d'|\theta')$.

The term $p(d'|\theta')(1 - \xi)$ in Expression 4 accounts for adjustments in the contract payments $b(d, \theta)$ necessary to keep the incentive and participation constraints holding following a reduction in $p(d'|\theta')$.

### 4 Optimal distortion under different costs

**Mutual Information**  A simple and intuitive form for $\gamma$ arises when the agent’s information cost matrix $k$ is given by the inverse Fisher information
matrix
\[ k(\theta, \theta', p(\cdot|d)) = \begin{cases} p(\theta|d)(1 - p(\theta|d)) & \text{if } \theta = \theta' \\ -p(\theta|d)p(\theta'|d) & \text{if } \theta \neq \theta' \end{cases} \]

Then the agent’s cost function is expected reduction in Shannon entropy
\[ c(p) = H_S(\pi) - \sum_{d \in D} p(d)H_S(p(\cdot|d)), \]

where \( H_S \) denotes Shannon entropy, defined for each \( q \in \Delta(\Theta) \) by
\[ H_S(q) = -\sum_{\theta \in \Theta} q(\theta) \log q(\theta). \]

Then
\[ \gamma(d, \theta) = \sum_{\bar{\theta}} \frac{\lambda[d, \bar{\theta}]}{p(d)} - \frac{\lambda[d, \theta]}{p(d|\theta)\pi(\theta)} \]

and so the optimal contract has the following simple description:

- **Decision \( d \) penalty/reward:** \( \hat{\gamma}(d) = \sum_{\bar{\theta}} \frac{\lambda[d, \bar{\theta}]}{p(\theta|d)} \);
- **Indexed output:** \( y_1 = y - \beta/\alpha^* \) where \( \beta(\theta) = \min_{d \in D} \{ \alpha^*y(d, \theta) - \hat{\gamma}(d) \} \);
- **Piece rate:** \( \alpha^* \in [0,1] \).

Here we assume the liability limits are implicitly understood: if the sum of promised payments falls outside the allowed range, the actual payment is the closest liability limit.

Notice that the decision \( d \) penalty/reward depends on the number of states in which liability limits bind following decision \( d \). When the agent’s liability limit binds \( \lambda[d, \theta] > 0 \) which pushes the decision \( d \) transfer in the direction of a punishment; when the principal’s liability limit binds \( \lambda[d, \theta] < 0 \) which pushes the decision \( d \) transfer in the direction of a reward. The magnitude of the multiplier indicates the cost to the principal of having the liability limit bind.

One can see from Expression (7) that we recover the same contract form as when the agent’s cost function is expected reduction in Shannon entropy provided the information cost matrix is of the form
\[ k(\theta, \theta', p(\cdot|d)) = p(\theta|d)g(\theta', p(\cdot|d)) + 1_{\theta'=\theta}h(\theta, p(\cdot|d)) \]

for some functions \( f \) and \( g \). However, from this form it is straightforward to show (using symmetry of the information cost matrix and that its rows sum to zero) that the cost function is necessarily proportional to expected reduction in Shannon entropy.
**Expectation of Bregman divergence between prior and posterior**

Here we consider a class of cost functions defined in Hébert and Woodford (2017). These cost functions emerge from a dynamic information acquisition problem in which an agent at each point in time decides whether to take a decision or continue collecting information. Information collection is modeled as the agent choosing the covariances of a multi-dimensional Brownian motion that moves about the set of probability distributions over states, subject to a constraint on these covariances in terms of the complementarities and substitutabilities of acquiring information about different states. They show that this dynamic problem has a static representation in which the agent’s cost function is defined as

\[ c(p) = \sum_{d \in D} p(d) D(p(\cdot|d)||\pi) \]

where

\[ D(p(\cdot|d)||\pi) = H(p(\cdot|d)) - H(\pi) - (p(\cdot|d) - \pi)^T \nabla H(\pi) \]

is the Bregman divergence associated with the convex function \( H \) and where

\[ \frac{\partial}{\partial p(\theta|d)} \frac{\partial}{\partial p(\theta'|d)} H(p(\cdot|d)) = \frac{k(\theta, \theta', p(\cdot|d))}{p(\theta|d)p(\theta'|d)}. \]  

(7)

The matrix \( k \) is called the information cost matrix and characterizes the complementarities and substitutabilities in acquiring information about different states. It is positive semi-definite, symmetric, and its rows sum to zero. Given experiment \( p \), there is complementarity in learning about distinct states \( \theta \) and \( \theta' \) when \( k(\theta, \theta', p(\cdot|d)) \) is negative and substitutabilities when it is positive; when \( \theta = \theta' \) it is nonnegative and measures the difficulty of learning about state \( \theta \).

For any cost function in this class, its Hessian is given by (see section ?? for the derivation)

\[ \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d|\theta')} = p(d) \frac{k(\theta, \theta', p(\cdot|d))}{p(\theta|d)p(\theta'|d)}, \]

and 0 otherwise. Substitution into (4), the expression for \( \gamma \), gives

\[ \gamma(d, \theta) = -\frac{1}{\pi(\theta)} \sum_{\theta'} \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d|\theta')} \lambda[d, \theta']. \]

### 5 Graphical method

Here we use geometric methods to study the optimal contract when the agent’s cost function is posterior separable. The agent’s cost function is posterior-separable if there exists a nonnegative real valued function \( \Upsilon \) on \( \Delta(\Theta) \) such that

\[ c(p) = \Upsilon(\pi) - \sum_{d \in D} p(d) \Upsilon(p(\cdot|d)). \]

We will refer to \( \Upsilon \) the uncertainty function. Note that \( \Upsilon \) is concave if and only if \( c \) takes on nonnegative values for all prior distributions and all
experiments (DeGroot (1962)). Since we have assumed that the agent’s cost functions takes on nonnegative values, $\Upsilon$ will always be a concave function.

A mixture of the experiments $p$ and $p'$ with weighting $t$ and $1-t$ corresponds to a mixture of their posterior distributions on $\Theta$ with weighting $tp(d)/(tp(d) + (1-t)p'(d))$ and $(1-t)p'(d)/(tp(d) + (1-t)p'(d))$. Basic calculation then shows that the agent’s cost function $c$ is a convex function on the set of experiments. This proves the following lemma.

**Lemma 1.** If the agent’s cost function is posterior separable, then it is convex.

A benefit of using posterior separable cost functions is that they allow for a simple geometric representation of the agent’s problem. Figure 1 represents the agent’s problem of choosing an experiment under a posterior separable cost function when there are two states and two decisions.

Contract payments in states $\theta_1$ and $\theta_2$ are shown on the left and right vertical axes. The horizontal axis measures the probability assigned to state $\theta_2$. The dashed lines connecting contract payments in different states show the expected payoffs of each decision as a function of the probability assigned to state $\theta_2$. The upper envelope of these lines is called the reduced form of contract $b$ and is denoted by $B(p)$ (That is, $B: \Delta(\Theta) \rightarrow \mathbb{R}$ is defined as the agent’s maximal expected contract payment as a function of his posterior belief about the state: $B(p) = \max\{E_p[b(d, \cdot)] : d \in D\}$). The reduced form describes the decision the agent will take as a function of his posterior belief about the state. For the contract shown, the agent will choose decision $d_2$ when the probability he assigns to state $\theta_2$ is less than $1/2$ and he will choose decision $d_1$ when the probability he assigns to state $\theta_2$ is greater than $1/2$.

Because the cost function is posterior separable the agent’s objective function may be written as

$$\sum_d p(d) \left( \sum_p p(\theta|d)b(d, \theta) + \Upsilon(p(\cdot|d)) \right) - \Upsilon(\pi).$$

Following Caplin and Dean (2013), the term $\sum_p p(\theta|d)b(d, \theta) + \Upsilon(p(\cdot|d))$ is called the net utility of decision $d$. The upper envelope of the net utility for decision $d_1$ and the net utility for decision $d_2$ is given by $B(p) + \Upsilon(p)$. Note that the average of the agent’s posterior beliefs is equal to his prior belief and therefore

---

2One attractive feature of posterior separable cost functions is that if one thinks of an experiment as a lottery over posterior distributions, then a cost function that is posterior separable is analogous to an expected utility function with the uncertainty function in place of Bernoulli utility.

3My representation of the agent’s preferences seems only to ensure that the cost function is nonnegative when his prior is $\pi$. I am implicitly assuming that the agent’s preferences are stable in the sense that if he receives new information before interacting with the principal (and thus obtains a new prior), then his preferences are given by the same utility function but with the new prior in place of the old.

4This representation is taken from Caplin and Dean (2013); the Bayesian persuasion literature initiated by Kamenica and Gentzkow (2011) develops a geometric approach similar to the one here using insights from Aumann and Maschler (1995).
The agent’s problem for $\pi(\theta_2) = 0.45$ and contract $b(d_1, \theta_1) = 0$, $b(d_2, \theta_1) = b(d_2, \theta_2) = 1$, and $b(d_1, \theta_2) = 2$. Reduced form $B(p)$ and upper envelope of net utilities $B(p) + \Upsilon(p)$ as a function of the posterior probability assigned to state $\theta_2$. Optimal posteriors are given by maximizing expected net utility subject to the average posterior equaling the prior.

The agent’s utility is given by weighting the optimal net utilities—given by $B + \Upsilon$—with weights that average the posteriors to the prior. In other words, the optimal posteriors are computed by considering the “best” tangent hyperplane to the upper envelope of the net utility function, $B + \Upsilon$, or, alternatively, as in Kamenica and Gentzkow (2011), by evaluating the concavification of $B + \Upsilon$ at the prior. In the figure, the optimal posterior probabilities are shown as well as the point $(\pi(\theta_2), v_A(b) + \Upsilon(\pi))$ corresponding (but not equal) to the agent’s maximized utility.

**Altering a contract by a state-dependent transfer.** The agent’s behavior is unchanged when his contract is altered by a state-dependent transfer since $E_p[b - \beta] - c(p) = E_p[b] - E_x[\beta] - c(p)$ for all $\beta : \Theta \to \mathbb{R}$. Figure 2 illustrates this for the contract shown in black and the state contingent payment $\beta(\theta_1) = 0$, $\beta(\theta_2) = 1$. Note that the optimal experiment would not change if $\beta(\theta_2) > 1$ but the resulting contract would not be feasible.

---

5The concavification of a function is the smallest concave function everywhere weakly greater than the function.
Scaling a contract when capacity constraints binds. When the agent’s capacity constraint binds under his chosen experiment it is possible to scale down—multiply by a factor less than one—the contract without altering the agent’s behavior. Figure 3a shows that imposing a binding capacity constraint alters the agent’s chosen experiment by bringing the posterior probabilities closer to the prior. Figure 3b shows that given the binding capacity constraint the contract \( b \) can be scaled down by any factor \( \alpha \) in \([1/2, 1]\) without altering the agent’s chosen experiment.
$b(d_1, \theta_1) = 0$

$b(d_2, \theta_1) = 1$

$b(d_1, \theta_2) = 2$

$b(d_2, \theta_2) = 1$

$\pi(\theta_2)$

(a)

$\pi(\theta_2)$

(b)

Figure 3: (a) A binding capacity constraint (thick dashed lines) brings the posterior probabilities closer to the prior. (b) With a binding capacity constraint (thick dashed lines), scaling incentives in half (thick solid lines) does not alter the agent’s chosen experiment.
6 Two state, two decision example

Consider the following problem in which a principal hires an agent to choose between a safe and risky course of action:

| $y(d, \theta)$ | $\theta_1$ | $\theta_2$ |
|----------------|------------|------------|
| $d_1$          | 0          | 10         |
| $d_2$          | 5          | 5          |

Suppose the agent’s prior belief on state $\theta_1$ is $2/3$ and that the set of feasible experiments are those with cost less than $k = 1/2$.

First-best contracts

We first solve for Pareto optimal contracts that induce first-best experimentation. Since altering a contract by a state-dependent transfer does not alter the experiment chosen by the agent, any contract $y - \beta$ with $\beta : \Theta \to \mathbb{R}$ induces first best experimentation. Similarly, if the agent’s capacity constraint binds under these contracts, then there exists a number $\alpha'$ in $[0, 1]$ (as defined in Proposition 1) such that for each of the contracts $\alpha(y - \beta)$ with $\alpha$ in $[\alpha', 1]$ the agent chooses the same first-best experiment. Therefore, each contract of the form

$$\alpha(y - \beta)\quad \text{with } \alpha \in [\alpha', 1]$$

is Pareto optimal and induces first-best experimentation. The least favorable of these contracts for the agent is $\alpha'(y - \beta')$ with $\beta'$ defined by $\beta'(|\theta_1|) = 0$, $\beta'(|\theta_2|) = -5$. So the set of agent reservation utilities corresponding to these contracts is $[v_A(\alpha'(y - \beta)'), v_A(y)]$.

Results from Matejka and McKay (2014) and Caplin and Dean (2013) show that when the agent’s cost function is expected Shannon entropy reduction the optimal experiment resembles a logit-rule with the observable part of the utility from taking decision $d$ in state $\theta$ given by $b(d, \theta)/(1 + \mu) + \log p(d)$:

$$p(d|\theta) = \frac{p(d)e^{\frac{b(d, \theta)}{1+\mu}}}{\sum dp(d)e^{\frac{b(\bar{d}, \theta)}{1+\mu}}}.$$  \hfill (9)

The term $\mu$ is a nonnegative dual variable which is chosen as small as possible subject to the agent’s capacity constraint binding. Using Equation (9), if the agent’s capacity constraint were not to bind then the first-best experiment would be as shown in Table 1a. However, this experiment is not feasible since its cost is 0.596. Instead, the agent chooses the experiment show in in Table 1b which has cost 1/2 and is given by setting $\mu = 0.446$ in Equation (9) with $b = y$. This implies that $\alpha' = 1/(1 + \mu) = 0.692$. Under this experiment, the agent is slightly more prone to error than under the unconstrained experiment.

The minimum agent utility for a first-best contract is $v_A(\alpha'(y - \beta')) = 2.853$ and the maximum utility is $v_A(y) = 6.014$; the first-best Pareto optimal
contracts given by Equation (8) deliver the agent utilities in this range. Under each of these contracts, the agent chooses the experiment shown in Table 1b. Note that any Pareto optimal contract that delivers the agent a utility in this range must induce first best experimentation (otherwise the contracts found here would be an improvement, contradicting Pareto optimality).

Second-best contracts

In the previous section, we showed that if the agent’s reservation utility is above 2.853, then all Pareto optimal contracts induce first-best experimentation. We now consider the case where the agent’s reservation utility is below this level.

For a second-best contract the minimum payment in each state is 0. Consider the case where \( b(d_1, \theta_1) \) and \( b(d_2, \theta_2) \) are 0 and \( b(d_1, \theta_2) \) and \( b(d_2, \theta_1) \) are positive and such that the principal’s liability limits do not bind. Then \( \lambda[d_1, \theta_1] \) and \( \lambda[d_2, \theta_1] \) are 0. Using the form of contract given in Proposition 3 and section 4 as well as the formula for the state-dependent transfer gives

\[
\hat{\gamma}(d_1) = \frac{\lambda[d_1, \theta_1]}{p(d_1)}, \quad \beta(\theta_1) = \alpha y(d_1, \theta_1) + \hat{\gamma}(d_1) + \frac{\lambda[d_1, \theta_1]}{p(d_1, \theta_1)}
\]

\[
\hat{\gamma}(d_2) = \frac{\lambda[d_2, \theta_2]}{p(d_2)}, \quad \beta(\theta_2) = \alpha y(d_2, \theta_2) + \hat{\gamma}(d_2) + \frac{\lambda[d_2, \theta_2]}{p(d_2, \theta_2)}
\]

Since \( \sum_d \lambda[d, \theta] = (1 - \xi)\pi(\theta) \), we have \( \lambda[d_1, \theta_1] = (1 - \xi)\pi(\theta_1) \) and \( \lambda[d_2, \theta_2] = (1 - \xi)\pi(\theta_2) \) and so

\[
b(d_1, \theta_2) = \alpha(10 - 5) + \frac{(1 - \xi)\pi(\theta_2)}{p(d_2)} - \frac{(1 - \xi)\pi(\theta_2)}{p(d_2, \theta_2)} - \frac{(1 - \xi)\pi(\theta_1)}{p(d_1)} \quad (10)
\]

\[
b(d_2, \theta_1) = \alpha(5 - 0) + \frac{(1 - \xi)\pi(\theta_1)}{p(d_1)} - \frac{(1 - \xi)\pi(\theta_1)}{p(d_1, \theta_1)} - \frac{(1 - \xi)\pi(\theta_2)}{p(d_2)} \quad (11)
\]

Recall that the minimum agent reservation utility such that the optimal contract induces first-best experimentation is 2.853. For this reservation utility the unique optimal contract is given by

\[
\frac{1}{1 + \mu}(y + \beta'),
\]
where $\mu = 0.446$ and $\beta'(\theta_1) = 0, \beta'(\theta_2) = 5$. Note that for a first-best contract we have $\xi = 1$ since a fall in the agent’s reservation utility induces a one-for-one increase in the principal’s utility. Using $\xi = 1$ in Equations (10) and (11) and setting $\alpha$ such that the cost of the optimal experiment is $k = 0.5$, i.e. $\alpha = 1/(1 + 0.446)$, gives the same contract as the first-best contract for reservation utility 2.853. To solve for this optimal contract in general requires solving the system of equations (9), (10), and (11) and the inequalities given by the agent’s capacity constraint and participation constraint.

A special case arises when the prior is uniform. Then a solution to the system of equations is given by $p(d_1) = p(d_2) = 1/2$, $p(d_1, \theta_1) = p(d_2, \theta_2)$, $b(d_1, \theta_2) = b(d_2, \theta_1)$ which implies that the optimal contract is affine and given by $b(d_1, \theta_2) = 5\alpha - t$, $b(d_2, \theta_1) = 5\alpha - t$, and 0 otherwise, where $t = (1 - \xi)/p(d_1|\theta_1) = (1 - \xi)/p(d_2|\theta_2)$.

We now develop some graphical intuition for the second-best Pareto optimal contracts characterized in this example making the simplifying assumptions that the agent’s capacity constraint does not bind—so that $\alpha^* = 1$—and that the agent’s reservation utility is sufficiently low that his participation constraint does not bind—which implies $\xi = 0$. Solving Equations (9), (10), and (11) then gives the following optimal contract, experiment, state-dependent transfer $\beta$, and decision-dependent transfer $\gamma$

\[
\begin{array}{c|cc}
  b = y - \beta - \gamma & \theta_1 & \theta_2 \\
  \hline
  d_1 & 0 & 1.00 \\
  d_2 & 0.702 & 0 \\

da)
\end{array}
\begin{array}{c|cc}
  p(d|\theta) & \theta_1 & \theta_2 \\
  \hline
  d_1 & 0.160 & 0.514 \\
  d_2 & 0.840 & 0.486 \\

db)
\end{array}
\begin{array}{c|cc}
  \beta & \theta_1 & \theta_2 \\
  \hline
  d_1 & 3.836 & 6.596 \\
  d_2 & 3.836 & 6.596 \\

dc)
\end{array}
\begin{array}{c|cc}
  \gamma & \theta_1 & \theta_2 \\
  \hline
  d_1 & -3.836 & 2.404 \\
  d_2 & 0.462 & -1.596 \\

dd)
\end{array}
\]

Table 2: (a) Optimal contract (b) Optimal experiment (c) State-dependent transfer (d) Optimal distortion

We will now build this optimal contract in stages. First we consider the contract $y - \beta$ shown in Table 3a. Since this contract is output adjusted by a state-dependent transfer the agent chooses a first-best experiment. Table 3b presents the optimal experiment for this contract and Figure 4 depicts the optimal posterior probabilities.
Table 3: (a) Contract \( y - \beta \). (b) First best experiment under contract \( y - \beta \).

| \( y - \beta \) | \( \theta_1 \) | \( \theta_2 \) |
|-----------------|------------|------------|
| \( d_1 \)       | -3.836     | 3.404      |
| \( d_2 \)       | 1.164      | -1.596     |

(a)

| \( p(d|\theta) \) | \( \theta_1 \) | \( \theta_2 \) |
|-------------------|------------|------------|
| \( d_1 \)        | 0.007      | 0.993      |
| \( d_2 \)        | 0.993      | 0.007      |

(b)

Figure 4: Contract \( y - \beta \) induces first best experimentation.

The contract \( y - \beta \) induces very precise experimentation with the agent choosing the wrong decision with a 0.7 percent probability in either state.

Now consider the feasible contract induced by \( y - \beta \) which is its truncation \( \max\{0, y - \beta\} \). Table 4 shows the optimal experiment for this contract and Figure 5 depicts the optimal posterior probabilities (thick lines) and compares it to the optimal posterior probabilities for \( y - \beta \) (thin lines).

| \( p(d|\theta) \) | \( \theta_1 \) | \( \theta_2 \) |
|-------------------|------------|------------|
| \( d_1 \)        | 0.211      | 0.963      |
| \( d_2 \)        | 0.789      | 0.037      |

Table 4: Optimal experiment for contract \( \max\{0, y - \beta\} \)
Under contract \( \max\{0, y - \beta\} \), when the agent chooses decision \( d_2 \) he does so with approximately the same level of confidence in which state it is as under the first-best experiment. But when the agent chooses decision \( d_1 \) he does so with much less confidence about the state than under the first-best experiment.

The optimal experiment for contract \( \max\{0, y - \beta\} \) shown in Table 4 shows that in state \( \theta_2 \) the agent chooses the incorrect experiment \( d_2 \) with a similar probability as under the first-best experiment. However the agent now incorrectly chooses decision \( d_1 \) in state \( \theta_1 \) about 20 percent of the time compared to 2 percent under the first best experiment. This effect arises because truncating the contract \( y - \beta \) eliminates a greater downside for decision \( d_1 \) than \( d_2 \) and so encourages the agent to choose \( d_1 \).

A way to measure the change in the principal’s utility due to truncating the contract \( y - \beta \) is shown in Figure 6. Point \( A \) gives the expected value of output less the constant \( E_{\theta}[\beta(\theta)] \) and point \( B \) gives the expected contract payment. Since under the contract \( y - \beta \) these points coincide and now point \( A \) is below \( B \), the move from contract \( y - \beta \) to \( \max\{0, y - \beta\} \) reduces the principal’s utility.
Figure 6: Point A gives expected output minus $E_p[\beta(\theta)]$. Point B gives the expected contract payment.

Figure 7 shows the optimal posterior beliefs for the optimal contract $b = y - \beta - \gamma$. Table 2b gives the optimal experiment and Table 5 lists the expected value of output, the contract, and the experiment costs under the three different contracts.

| $y - \beta$ | 6.633 | 1.877 | 0.596 |
| max{$0, y - \beta$} | 5.900 | 1.704 | 0.293 |
| $b = y - \beta - \gamma$ | 5.321 | 0.566 | 0.067 |

Table 5: Comparison of expected payoffs and costs
Figure 7: The optimal contract. The lines defining $A$ and $B$ coincide so the optimal contract $b = y - \beta - \gamma$ has the same expected value as the contract $y - \beta$ at the optimal posteriors.

You can see that this contract is locally optimal since the lines defining $A$ and $B$ coincide and so for small perturbations the change in the expected contract payment will be roughly equal to the change in expected output. This also implies that the expected value of the optimal contract at the optimal posterior beliefs for this contract coincide with the expected value of the first best contract $y - \beta$ at these posterior beliefs.

Figure 8 shows a perturbation away from the optimal contract. You can see that the expected contract payment falls less than expected output so the perturbation is not profitable for the principal.
7 Discussion

We do not impose restrictions on contract form, such as monotonicity or linearity, or on the way the agent can influence the distribution over output, such as monotone likelihood ratio or distribution function convexity properties. Our model is at its core an information acquisition version of the static model in Holmström and Milgrom (1987) on linear contracts, in which the domain of the agent’s cost function is a feasible set of distributions, rather than a set of effort parameters. This side-steps the need to specify a mapping between effort parameters and the distribution over output.

This approach also starts the analysis in the right place for thinking about linear contracts. A theme in that literature is that linear contracts arise because they are robust to uncertainty about the contracting environment and to freedom in the way the agent can influence the distribution over output (e.g. Carroll (2015); Diamond (1998)). To see the second of these points, consider the following argument for why linear contracts align the incentives of a principal and agent: where it can be avoided non-linearity is wasteful because it drives apart the agent’s and principal’s preferred distributions over output; a convex payoff for the agent nearby some output level means a concave payoff for the principal,
and thus an agent who wishes for higher variation in output than the principal nearby this level of output. This argument is strengthened by the agent having freedom in how he can influence the distribution over output. We take advantage of this by starting out with a model that allows the agent to choose any distribution over output. This starting point also forces us to think carefully about the restrictions we do place on the agent’s feasible set, such as the capacity constraint.

Our results demonstrate the importance of capacity constraints in principal-agent models by showing that they pin down the fraction of output paid to the agent. In the context of modeling information acquisition, usual practice dictates that a decision maker either pays a cost for information in terms of utility, or faces a budget set of feasible experiments given by a capacity constraint. These approaches are interchangeable in decision problems—one is dual to the other. However, in principal-agent models the optimal contract varies significantly depending on whether or not a capacity constraint is imposed. The results we obtain regarding capacity constraints do not depend on the agent choosing an experiment. Rather, they apply to any standard principal-agent setup with a risk-neutral principal and agent. For example, one could augment the security design model of Innes (1990) with a capacity constraint and apply our results. The conclusion of that paper in which debt is optimal then changes, the optimal contract now being debt and a fraction of equity. This connects our work to the literature that seeks to derive optimal capital structure from agency considerations (e.g. Jensen and Meckling (1976)).

7.1 Debt and equity

Our model describes interaction between an entrepreneur and investor in which the investor’s role is to provide funding and the entrepreneur’s job is to acquire information and take a decision. In the simplest case, when the agent’s information cost is proportional to expected Shannon entropy reduction, our model predicts that

\[ y(d, \theta) - b(d, \theta) = \min \{ y(d, \theta), (\beta(\theta) + \hat{\gamma}(d))/\alpha^* \} + (1 - \alpha^*) \max \{ 0, y(d, \theta) - (\beta(\theta) + \hat{\gamma}(d))/\alpha^* \}. \]

Thus, the payoffs of the project are split into three pieces. A debt of \((\beta(\theta) + \hat{\gamma}(d))/\alpha^*\) and a \(1 - \alpha^* : \alpha^*\) split between investor and entrepreneur of equity \(\max \{ 0, y(d, \theta) - (\beta(\theta) + \hat{\gamma}(d))/\alpha^* \}\).

**Debt.** The debt’s face value is

\[ \frac{\beta(\theta) + \hat{\gamma}(d)}{\alpha^*}. \]

The state-dependent transfer \(\beta\) corresponds to indexation of the debt (certain classes of bonds exhibit this feature, their coupon rate being a reference rate plus a quoted spread). The decision-dependent transfer \(\hat{\gamma}\) corresponds to a debt covenant, automatically increasing debts following a course of action that risks bankruptcy.
Equity. Debt is repaid first. What remains is equity, which is split between the investor and entrepreneur. Fraction $\alpha^*$ remains inside the firm to motivate work; additional equity kept inside has no effect since capacity constraints bind, so it used outside the firm to raise capital.

Debt vs. equity. A capacity constrained entrepreneur first sells equity since it does not distort his incentives. After a certain amount of equity is issued his capacity constraint will stop binding. If, before this point, the investor receives his required return, entrepreneur effort is first-best. Debt is issued only if more capital is needed.

7.2 Restricted investment contracts

Carroll (2016) studies a principal-agent problem of information acquisition where the principal does not know all experiments or experiment costs available to the agent. His principal ranks contracts according to their minimum expected payoff among all experiments and experiment costs including a known set. He shows that the optimal contract is a restricted investment contract: the set of decisions available to the agent is restricted and for unrestricted decisions the agent is paid a fraction of output less a state-dependent transfer.

Carroll’s result assumes that for each convex combination of decisions there is a decision that dominates the combination: for each $t \in [0, 1]$ and $d, d' \in D$ there is a decision $d''$ such that $y(d'', \theta) \geq ty(d, \theta) + (1-t)y(d', \theta)$ for all $\theta \in \Theta$. With a finite number of decisions this assumption implies that there is a dominant decision: a decision $d'$ such that $y(d', \theta) \geq y(d, \theta)$ for all $d \in D, \theta \in \Theta$. This eliminates the need for information acquisition. Carroll suggests that the set of decisions may be replaced by convex combinations of decisions. This would be problematic in our setting because a randomization over decisions is not verifiable (which for a restricted investment contract would be important to determine if the selected decision is restricted). Thus in Carroll’s model the agent makes a recommendation and the principal is left to take the decision.

To compare our results to Carroll’s, it is useful to think of his restriction on decisions as a payment $\gamma : D \times \Theta \to \mathbb{R}$ that sufficiently punishes restricted decisions that they are left unchosen and is zero for unrestricted decisions. Thus, Carroll obtains the contract $b = \alpha y - \beta - \gamma$ where $\alpha \in [0, 1]$, $\beta : \Theta \to \mathbb{R}$ is defined as $\beta(\theta) = \min\{\alpha y(d, \theta) - \gamma(d, \theta) : d \in D_{UR}\}$, and $\gamma : D \times \Theta \to \mathbb{R}$ is defined to be 0 on unrestricted decisions $D_{UR}$ and such that $b(d, \theta) = 0$ for restricted decisions $D \setminus D_{UR}$. In contrast to this, we obtain the contract $b = \alpha y - \beta - \gamma$ where $\alpha = \alpha^* \in [0, 1]$ (as defined in Proposition 2), $\beta : \Theta \to \mathbb{R}$ is defined as $\beta(\theta) = \min\{\alpha y(d, \theta) - \gamma(d, \theta) : d \in D\}$, and $\gamma : D \times \Theta \to \mathbb{R}$ is given by

$$\gamma(d, \theta) = \frac{1}{\pi(\theta)} \sum_{d', \theta'} \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d'|\theta')} \left(1 - \xi\right)p(d'|\theta') \left(1 - \xi\right)^2 p(d|\theta) - \frac{\lambda[d', \theta']}{\pi(\theta')},$$

where $\lambda[d, \theta]$ and $\xi$ are dual variables for the liability limits $0 \leq b(d, \theta) \leq y(d, \theta)$ and participation constraint. When our cost function is proportional to expected
Shannon entropy reduction, $\gamma(d, \theta) = \sum_{\theta'} \lambda[d, \theta']/p(d) - \lambda[d, \theta]/p(d|\theta)\pi(\theta)$ which conditional on liability limits not binding does not depend on the state.

In both sets of results $\gamma$ punishes decisions that are likely to induce liability limits to bind. In Carroll’s model, $\gamma$ either rules out decisions or does nothing. In our model $\gamma$ is less absolute: decisions are punished in proportion to how often and at what cost they induce binding liability limits. In both models the state-dependent transfers serve a normalizing role, setting the minimum contract payment in each state to zero.

Finally, the strength of the agent’s incentives is measured by $\alpha$ in both Carroll’s results and our own. Carroll does not discuss comparative statics for this parameter, but we are able to show in our model that it is increasing in the agent’s capacity. It would be interesting to see whether a similar comparative static holds in Carroll’s model, perhaps in terms of enlargements in the set of experiments and costs known to be available to the agent.

7.3 Other related literature

Acquiring information may be socially destructive. Effort spent may be wasteful, as in Hirshleifer (1971) and Spence (1973), or it may lead to trade-destroying information asymmetry, as in Akerlof (1970) and Rothschild and Stiglitz (1976). These forces affect contract design. For example, in a model where an agent must report a project’s outcome, Townsend (1979) finds that debt contracts are optimal because they efficiently ration monitoring costs. Motivated by the second force, the same conclusion is drawn by Dang et al. (2012) and Yang (2015): debt contracts are optimal to securitize state-dependent cash-flows because they avoid trade-destroying information asymmetry between the buyer and seller. Other examples include Cremer and Khalil (1992), Cremer et al. (1998), Yang and Zeng (2015).

Recently, a theoretical literature has emerged that studies dynamic contracts that incentivize experimentation (e.g. Bergemann and Hege (1998), Gerardi and Maestri (2012), Guo (2016), Halac et al. (2016), Hörner and Samuelson (2013), Manso (2011)). This literature often uses results from the strategic experimentation literature (e.g. Bolton and Harris (1999), Keller et al. (2005)) but typically specializes to the case of a one or two armed bandit problem. An exception is Chassang (2013) who considers a very general model of dynamic information acquisition. He shows that limited liability becomes approximately non-binding with a long enough time horizon and he uses this to characterize a class of contracts that work well in a variety of environments.

Sims (2003) and Sims et al. (2005) pioneered the use of expected reduction in Shannon entropy as a cost function to model bounded rationality; its use can also be found in Arrow (1973), Arrow (1985), and in the statistical decision theory literature (e.g. DeGroot (1962), Lindley (1956)). Recent efforts have aimed to derive behavioral foundations for different forms of costly information acquisition and to test popular cost functions using state-dependent stochastic choice data obtained from experiments (e.g. Caplin and Dean (2013), Caplin and Dean (2015), Hébert and Woodford (2017), Oliveira et al. (2017), Woodford (2012)).
8 Conclusion

We have studied contracting for the production of an experiment and provided necessary and sufficient conditions for optimal contracts to take an intuitive linear form. All Pareto optimal contracts pay a fraction of output, a state-dependent transfer, and—with information costs proportional to expected reduction in Shannon entropy—a decision-dependent transfer. For a general cost function, our characterization shows how complementarities in the cost of receiving different signals in different states affects the design of the optimal contract. Our analysis provides explanations and comparative statics for the strength of incentives, the role of indexing, and the role of punishments and rewards.
A Results used in propositions 1 and 3

**Definition 1.** (Tangent vector). A vector \( w \in \mathbb{R}^n \) is tangent to a set \( C \subseteq \mathbb{R}^n \) at a point \( \bar{x} \in C \), written \( w \in T_C(\bar{x}) \), if there exists a sequence \( x_1, x_2, x_3, \cdots \) in \( C \) converging to \( \bar{x} \) along with a sequence of positive scalars \( \tau_1, \tau_2, \tau_3, \cdots \) converging to 0, such that the sequence \( (x_1 - \bar{x})/\tau_1, (x_2 - \bar{x})/\tau_2, (x_3 - \bar{x})/\tau_3, \cdots \) converges to \( w \).

**Definition 2.** (Normal vector). Let \( C \subseteq \mathbb{R}^n \) and \( \bar{x} \in C \). A vector \( v \) is normal to \( C \) at \( \bar{x} \) in the regular sense, written \( v \in N_C(\bar{x}) \), if

\[
v \cdot w \leq 0 \text{ for all } w \in T_C(\bar{x}).
\]

It is normal to \( C \) (in the general sense), written \( v \in N_C(\bar{x}) \), if there is a sequence \( x_1, x_2, x_3, \cdots \) in \( C \) converging to \( \bar{x} \), and a sequence \( v_1, v_2, v_3, \cdots \) in \( N_C(x_1), N_C(x_2), N_C(x_3), \cdots \) converging to \( v \).

**Definition 3.** (Clarke regularity of sets). A closed set \( C \subseteq \mathbb{R}^n \) is regular at one of its points \( \bar{x} \) in the sense of Clarke if every normal vector to \( C \) at \( \bar{x} \) is a regular normal vector, i.e. \( N_C(\bar{x}) = \hat{N}_C(\bar{x}) \).

**Theorem 1.** (6.12 of Rockafellar and Wets (2009)) (Basic first order conditions for optimality). Consider a problem of maximizing a differentiable function \( f_0 \) over a set \( C \subseteq \mathbb{R}^n \). A necessary condition for \( \bar{x} \) to be locally optimal is

\[
\nabla f_0(\bar{x}) \in \hat{N}_C(\bar{x}).
\]

When \( C \) is convex and \( f_0 \) concave, this condition is sufficient for \( \bar{x} \) to be globally optimal.

**Theorem 2.** (6.14 of Rockafellar and Wets (2009)) (Normal cones to sets with a constraint structure). Let

\[
C = \{ x \in A : F(x) \in B \}
\]

for closed sets \( A \subseteq \mathbb{R}^n \) and \( B \subseteq \mathbb{R}^m \) and a \( C^1 \) mapping \( F : \mathbb{R}^n \to \mathbb{R}^m \), written component-wise as \( F(x) = (f_1(x), \cdots, f_m(x)) \). Suppose that the following assumption, to be called the standard constraint qualification at \( \bar{x} \), is satisfied:

\[
\begin{cases}
\text{the only vector } y \in N_B(F(\bar{x})) \text{ for which} \\
-(y_1 \nabla f_1(\bar{x}) + \cdots + y_m \nabla f_m(\bar{x})) \in N_A(\bar{x}) \text{ is } y = (0, \cdots, 0).
\end{cases}
\]

Then, if \( A \) is regular at \( \bar{x} \) and \( B \) is regular at \( F(\bar{x}) \), \( C \) is regular at \( \bar{x} \) and

\[
N_C(\bar{x}) = \{ y_1 \nabla f_1(\bar{x}) + \cdots + y_m \nabla f_m(\bar{x}) + z : y \in N_B(F(\bar{x})), z \in N_A(\bar{x}) \}.
\]
Theorem 3. (6.15 of Rockafellar and Wets (2009)) (Normals to boxes). Suppose \( B = B_1 \times \cdots \times B_n \), where each \( B_j \) is a closed interval in \( \mathbb{R} \). Then \( B \) is regular at every one of its points \( \bar{x} = (\bar{x}_1, \cdots, \bar{x}_n) \), and its normal cones have the form \( N_B(\bar{x}) = N_{B_1}(\bar{x}_1) \times \cdots \times N_{B_n}(\bar{x}_n) \), where

\[
N_{B_j}(\bar{x}_j) = \begin{cases} 
[0, \infty) & \text{if } \bar{x}_j \text{ is only the left endpoint of } B_j, \\
(-\infty, 0] & \text{if } \bar{x}_j \text{ is only the right endpoint of } B_j, \\
\{0\} & \text{if } \bar{x}_j \text{ is an interior point of } B_j, \\
(-\infty, \infty) & \text{if } B_j \text{ is a one point interval}.
\end{cases}
\]

A.1 Risk-aversion

Here we consider the case where the agent is risk-averse with a concave Bernoulli utility function \( u \) over wealth. When the agent is not capacity constrained the formula for the optimal contract extends straightforwardly. The only change is that \( \gamma(d, \theta) \) is now given by

\[
\frac{1}{\pi(\theta)} \sum_{d', \theta'} \frac{1}{u'(b(d, \theta'))} \left( p(d'|\theta')(1 - u'(b(d, \theta')) \xi) - \frac{\lambda[d', \theta']}{\pi(\theta')} \right) \frac{\partial^2 c(p)}{\partial p(d|\theta) \partial p(d'|\theta')}. 
\]

For the cost functions of Hébert and Woodford (2017) this becomes

\[
\gamma(d, \theta) = \sum_{\theta'} \left( \frac{k(\theta, \theta', p(\cdot|d))}{p(\theta|d)p(\theta'|d)} \right) \left( \frac{p(d, \theta') - \lambda[d, \theta']}{u'(b(d, \theta'))} \right).
\]

In this case, \( \gamma \) takes on an insurance role as well as countering undesirable incentives for risk-taking induced by limited liability.
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