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Abstract. Recent studies have validated the association between cardiovascular disease (CVD) risk and retinal fundus images. Combining deep learning (DL) and portable fundus cameras will enable CVD risk estimation in various scenarios and improve healthcare democratization. However, there are still significant issues to be solved. One of the top priority issues is the different camera differences between the databases for research material and the samples in the production environment. Most high-quality retinography databases ready for research are collected from high-end fundus cameras, and there is a significant domain discrepancy between different cameras. To fully explore the domain discrepancy issue, we first collect a Fundus Camera Paired (FCP) dataset containing pair-wise fundus images captured by the high-end Topcon retinal camera and the low-end Mediwork portable fundus camera of the same patients. Then, we propose a cross-laterality feature alignment pre-training scheme and a self-attention camera adaptor module to improve the model robustness. The cross-laterality feature alignment training encourages the model to learn common knowledge from the same patient’s left and right fundus images and improve model generalization. Meanwhile, the device adaptation module learns feature transformation from the target domain to the source domain. We conduct comprehensive experiments on both the UK Biobank database and our FCP data. The experimental results show that the CVD risk regression accuracy and the result consistency over two cameras are improved with our proposed method. The code is available here: https://github.com/linzhlalala/CVD-risk-based-on-retinal-fundus-images
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1 Introduction

Cardiovascular diseases (CVD) are the leading causes of mortality around the world [17]. Early screening and identification of the at-risk populations are necessary for CVD prevention and control. The existing CVD risk estimation guidelines (for example, the WHO-CVD score [12]) are based on the patient physical measures and laboratory testing, such as body mass index (BMI) and
high-density lipoprotein (HDL). However, some inputs are difficult to acquire in scenarios where medical professionals and laboratory testing are not accessible. A prospective solution is to predict fundus-image-based CVD risk with an automated CAD algorithm using a portable fundus camera. Recent studies [4,16] have revealed the associations between the retinal fundus and its CVD risk factors. The fundus-image-based CVD risk estimation on a portable camera can significantly reduce the examination cost and the requirement of medical professionals. It will also improve medical democratization and let more people benefit from medical AI. Despite this prospective application, there still exist issues to be solved to achieve successful implementation. One of the most challenging problems is the domain discrepancy between fundus cameras. The ideal high-quality retinal samples for CVD risk inference are mainly captured by expensive clinical devices. For example, the retinal images from the UK Biobank [19] (UKB) are collected using the Topcon 3D OCT-1000 MKII. Meanwhile, the retinal samples in the practical scenario are sometimes captured by low-cost portable fundus cameras. The key components of the fundus camera, such as light source, lens, and camera sensor, are all different. The impacts on images quality and style can lead to the problem of domain discrepancy.

To tackle the problem of fundus camera adaptation, the existing efforts have mainly focused on feature and image alignment. The CFEA [14] exploited collaborative adversarial learning and self-ensembling for feature adaptation on the optic disc (OD) and optic cup (OC) segmentation task. The CSFA [13] concentrated on the content and style feature consistency among source domain images, target-like query images and target domain images also for the disc and cup segmentation task. Yang et al. [21] proposed a camera-oriented residual-CycleGAN to pre-process the images and improve the diabetic retinopathy prediction performance on multiple cameras data. Ju et al. [11] proposed a modified CycleGAN to bridge the domain gap between regular and ultra-widefield fundus images for several tasks. However, these solutions only consider the target domain performance with abundant training images from the target domain required, which is impossible to collect in our task. Furthermore, these methods also ignore the cross-domain consistency, which may lead to disastrous outcomes for CVD risk evaluation.

In this work, we collect a Fundus Camera Paired (FCP) dataset containing the pair-wise fundus images of the same patients using two cameras (Topcon upright camera and Mediwork portable camera). Our strategy on the task is two-fold: domain generalization [20] and domain adaptation [9]. The domain generalization is to improve the adaptability with the unseen target domain. Inspired by the contrastive learning [2,3,8], we propose a cross-laterality feature alignment (CLFA) pre-training scheme to utilize the images of both lateralities, which are believed to share the invariant representation for the CVD risk. Besides the supervised CVD risk regression, we introduce an asymmetric feature alignment task for domain generalization by comparing the pair-wise image fea-

---

4 We do not provide CVD risk ground-truth for the FCP dataset due to the absence of patient information.
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features and letting the superior one teach the other one to enhance the learning on domain-invariant representation. Domain adaptation is to adapt the model to the target domain given. To maintain the model knowledge on the CVD task, we adopt a plug-in camera adaptor module based on multi-head self-attention. The camera adaptor can transform the target domain image feature to match its source domain edition. The experiment shows that our two-step strategy improves the CVD risk regression performance on the UKB dataset and the prediction consistency between the two cameras on our FCP dataset. Moreover, we conduct ablation studies on our pre-training method and camera adaptor. We find that our CLFA pre-training reduces the feature-space discrepancy between the UKB dataset and the other cameras. Meanwhile, our camera adaptor can significantly improve the CVD result coefficient on different pre-trained models.

2 Method

2.1 Cross-Laterality Feature Alignment Pre-training

Our cross-laterality feature alignment (CLFA) pre-training is inspired by the domain generalization research [20] and contrastive learning [8,2]. The UKB provides both left and right fundus photos for each patient, which can be utilized as natural positive sample pairs. We hypothesize that the visual clues of CVD risk have invariant representation over the two eyes. A deep learning model would have better generalization when identifying the invariant representation. As shown in Fig.1, our pre-training adopts the siamese network [5] and lets both lateralities share the backbone model (a vision transformer model in this paper). The model is simultaneously trained with two branches.

In the supervised learning branch, we jointly train the model on the WHO-CVD score as well as seven clinical variables explicitly related to the WHO-CVD, including age, systolic blood pressure (SBP), total cholesterol (TC), body mass index (BMI), gender, smoking status, and diabetes status. The aim is to improve the model generalization by sharing representations between the tasks [22].

Fig. 1: The cross-laterality feature alignment pre-training has two branches: a multi-task supervised learning branch and an asymmetric feature alignment branch.
Let \( S = \{ x_i^{\text{left}}, x_i^{\text{right}}, y_i^{\text{rgs}}, y_i^{\text{cls}} \}_{i=1}^n \) denote the training set, where the \( x_i^{\text{left}} \) denotes the left fundus photo, \( x_i^{\text{right}} \) denotes the right fundus photo, \( y_i^{\text{rgs}} \) denotes the regression labels, and \( y_i^{\text{cls}} \) denotes the binary classification labels. The backbone model is defined as the function \( f_{\theta} : \mathcal{X} \rightarrow (\mathcal{Y}^{\text{rgs}}, \mathcal{Y}^{\text{cls}}) \). The mean squared error (MSE) and binary cross-entropy (BCE) are used as the loss functions for the regression and binary classification. The weighting of tasks are denoted as \( W = \{ w_{\text{rgs}}, w_{\text{cls}} \} \). The \( \sigma(\cdot) \) denotes the sigmoid function. The loss function of branch is defined as follows:

\[
\ell_{\text{sup.}}(\theta) = \sum_{rgs=1}^{5} w_{\text{rgs}} \cdot \text{MSE}(y_i^{\text{rgs}}, f_{\theta}^{\text{rgs}}(x_i)) + \sum_{cls=1}^{3} w_{\text{cls}} \cdot \text{BCE}(y_i^{\text{cls}}, \sigma(f_{\theta}^{\text{cls}}(x_i)))
\]

(1)

Note that both eyes are used as laterality-agnostic inputs. Hence, for every patient we have two supervised loss \( \{ \ell_{\text{left}}^{\text{sup.}}, \ell_{\text{right}}^{\text{sup.}} \} \).

The feature alignment learning branch is designed to enable the interaction between two fundus image features from the same patient. With the input pair \( \{ x_i^{\text{left}}, x_i^{\text{right}} \} \), the two supervised learning loss \( \{ \ell_{\text{left}}^{\text{sup.}}, \ell_{\text{right}}^{\text{sup.}} \} \) will have a larger one and a smaller one. The feature with the smaller loss is selected as the teacher while the other is selected as the student. This operation can be regarded as a feature-level knowledge distillation. The backbone model function can be split into two steps: the feature extractor function \( g_{\theta} : \mathcal{X} \rightarrow \mathcal{Z} \) and the predict function \( p_{\theta} : \mathcal{Z} \rightarrow (\mathcal{Y}^{\text{rgs}}, \mathcal{Y}^{\text{cls}}) \). The \( \text{SD}(\cdot) \) means the stop-gradient operation. The loss function is defined as follows:

\[
\ell_{\text{ali.}}(\theta) = \begin{cases} 
\text{MSE}(g_{\theta}(x_i^{\text{left}}), \text{SD}(g_{\theta}(x_i^{\text{right}}))) & \ell_{\text{left}}^{\text{sup.}} \geq \ell_{\text{right}}^{\text{sup.}}, \\
\text{MSE}(g_{\theta}(x_i^{\text{right}}), \text{SD}(g_{\theta}(x_i^{\text{left}}))) & \ell_{\text{left}}^{\text{sup.}} < \ell_{\text{right}}^{\text{sup.}}.
\end{cases}
\]

(2)

Hence the overall loss function of the CLFA pre-training is as follows, where the \( \lambda \) denotes the weighting for the feature alignment branch:

\[
L_S(\theta) = L_S^{\text{sup.}}(\theta) + \lambda \cdot L_S^{\text{ali.}}(\theta)
\]

(3)

### 2.2 Self-Attention Camera Adaptor Module

Our self-attention camera adaptor (SACA) module is inspired by the feature learning approaches in domain adaptation research. We freeze the pre-trained model to anchor the outcome of the source domain. Meanwhile, we add an adaptor module for the target domain. This strategy allows us to utilize the pairing information in our FCP dataset and establish the benchmark based on cross-domain consistency.

The module network is shown in Fig. 2. Based on our early performance comparison, we choose the vision transformer (ViT) as our backbone model. The ViT feature extractor outputs the classification token and image patch tokens as
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Fig. 2: The left part of the figure illustrates the workflow of prediction. The blue arrows represent the prediction procedure of the source domain, while the yellow arrows represent the prediction procedure of the target domain. The right part of the figure shows the structure of the camera adaptor module.

\[ T^{\text{out}} = \{t^{\text{cls}}, t^1, t^2, ..., t^N\} \]. Generally, the classification token \((t^{\text{cls}})\) is used as the image feature (denoted as \(Z\) in the Sec. 2.1). However, the image patch embeddings are also informative and can be utilized in our task. We adopt the block design of ViT, including the multiheaded self-attention (MSA), multilayer perceptron (MLP), LayerNorm (LN), and residual connections. Besides the block, we apply an extra MLP projector. The camera adaptor module \((k_\beta : T \rightarrow Z_a)\) can be described as follow:

\[
T' = \text{MSA}(\text{LN}(T^{\text{out}})) + T^{\text{out}}
\]
\[
T_a = \text{MLP}(\text{LN}(T')) + T' = \{t_a^{\text{cls}}, t_a^1, t_a^2, ..., t_a^N\}
\]
\[
Z_a = \text{MLP}(t_a^{\text{cls}})
\]  \( (4) \)

To train the camera adaptor module, we use pair-wise data which is denoted as \(P = \{x^s_i, x^t_i\}_{i=1}^N\). For each image pair \(\{x^s, x^t\}\) fed in the source model and the adapted model, we have the WHO-CVD prediction \(\{p^s, p^t\}\). We define the training loss function as:

\[
L_P(\beta) = \frac{1}{n} \sum_{i=1}^{N} \text{MSE}\left(p^s_i, p^t_i\right)
\]  \( (5) \)

3 Experiment

3.1 Dataset

In this work, we use the UK Biobank retinal photography dataset (UKB) [19] for backbone model pre-training and our Fundus Camera Paired (FCP) dataset for camera adaptor training and evaluation. The UKB originally had 58,700 patients, and the images were captured by a Topcon 3D OCT-1000 MKII camera. We conduct an image quality assessment and a clinical information assessment.
The selected 41,530 patients are split into 33,224 for training and 8,306 for validation balanced by the WHO-CVD score. From the validate split, we slice a balanced subset (UKB*) of 416 patients (741 images) for the feature distribution study. The FCP dataset has 227 patients and 415 pairs of pair-wise photos captured by Topcon TRC-NW8 camera and the Mediwork FC-162 portable camera. The patients are split into 182 for training and 45 for validation randomly. There is no patient information collected in the FCP dataset.

3.2 Implementation Details and Metrics

For the UKB dataset, we calculate the WHO-CVD score according to the WHO guideline [12] and transform it into the logarithmic scale to normalize the distribution. Our backbone vision transformer (ViT) model structure is as the "R26+S/32" in the AugReg [18]. The model loads the ImageNet pre-trained [18] as the initial state. The default task weighting $w^c, w^r, \lambda$ mentioned in Sec 2.1 are all set to 1.0 for default. For backbone model pre-training, the batch size is 16, and the start learning rate is 1e-4. The augmentation includes resize, crop, color jitter, and grayscale. For the camera adaptor module, the batch size is 32, and the start learning rate is 1e-2. All experiments in this study use the Adam optimizer with momentum 0.9 and weight decay 1e-4.

The coefficient of determination ($R^2$) is used to evaluate the WHO-CVD regression performance and the WHO-CVD result consistency between cameras with the Topcon result as pseudo target and the Mediwork result as the prediction. We also experimentally introduce the Multi-Kernel Maximum Mean Discrepancy (MK-MMD) [7] to measure the feature-distribution discrepancy between domains.

3.3 Ablation Study

We perform an ablation study to show the effectiveness of each design in our backbone model pre-training and camera adaptation.

**Backbone Model Pre-training** In this experiment, we pre-train several backbone models on the UKB dataset and then train the camera adaptor for each backbone model. Tab.1 shows our experiment result of the backbone model pre-training. The baseline model is the ViT model with only the supervised learning branch and the WHO-CVD regression task. In “Weight1” the eight tasks describe in Sec. 2.1 are equally weighted. With “Weight1”, we observe the $R^2_{CVD}$ degrades and the $R^2$ scores of systolic blood pressure (SBP), total cholesterol (TC), and body massive index (BMI) regression are very low. Therefore, in “Weight2,” we remove the SBP, TC, BMI and increase the weight of WHO-CVD and achieve an increased $R^2_{CVD}$. Based on the “Weight2” supervised learning branch, we add the second branch of contrastive learning [2] or our Cross-Laterality Feature Alignment (CLFA). Surprisingly, the “Weight2+SimSiam” has obtained a collapsing

5 As our uniform self-attention camera adaptor
Table 1: Ablation study on the pre-training (CVD=WHO-CVD Regression on the UKB; T=Topcon data in FCP; M = Mediwork data in FCP; U* = A balanced subset of the UKB validate set.)

| Method               | $R^{2}_{CVD}$ | $R^{2}_{(T,M)}$ Pre-ada | $R^{2}_{(T,M)}$ Post-ada | MK-MMD (Pre-Ada.)       |
|----------------------|---------------|--------------------------|--------------------------|--------------------------|
| Baseline             | 0.5586        | **0.3610** 0.4071        | 0.3028                   | 0.4898 0.1836            |
| Weight1              | 0.5319        | 0.3263 0.4373           | 0.3996                   | 0.3789 0.3372            |
| Weight2              | 0.5643        | 0.1572 0.4176           | 0.3456                   | 0.3972 0.2333            |
| Weight2+SimSiam      | 0.0267        | -0.0128 0               | 0.0002                   | 4.2678 0.0003            |
| Weight2+CLFA         | **0.5703**    | 0.2144 **0.4937**       | 0.3741                   | **0.3557** 0.1597        |

Fig. 3: Study of features extracted from the pre-training models

(a) The t-SNE features visualization on the FCP dataset
(b) Laterality and camera prediction performance on the FCP dataset

performance while the “Weight2+CLFA” achieves the highest $R^{2}_{CVD}$ and post-adaptation $R^{2}_{(T,M)}$. It indicates that our “Weight2+CLFA” provides the best potential and adaptability. The MK-MMD comparison shows the “Weight2+CLFA” has the lowest feature-distribution discrepancy between UKB and Mediwork as well as between UKB and Topcon. These two variables show a negative correlation to the $R^{2}_{(T,M)}$. However, the pre-adaptation $R^{2}_{(T,M)}$ and feature-distribution discrepancy between Topcon and Mediwork shows no strong relation to post-adaptation $R^{2}_{(T,M)}$. The relation between MK-MMD and post-adaptation $R^{2}_{(T,M)}$ indicates the MK-MMD can be a metric to evaluate model adaptability in future research.

To further investigate the factors for model adaptability, we visualize the image feature of the FCP dataset extracted by “Baseline” and “Weight2+CLFA” through t-SNE as shown in Fig. 3a. We figure out “Weight2+CLFA” has better feature clustering over different cameras. To quantify this observation, we train a single layer fully connected neural network on the image feature to predict the eye laterality and camera. The result is as Tab. 3b and it proves the “Weight2+CLFA” feature can support better discrimination of laterality and camera. Furthermore, it indicates that discrimination on camera may positively affect post-adaptation result consistency.
Table 2: Ablation study on the camera adaptor (SA=Self-attention.)

| Module           | $R^2(T, M)$ | $\ell_{\text{CV D}}$ | $\ell_{\text{feature}}$ | $\ell_{\text{MK-MMD}}$ | $\ell_{\text{CV D}} + \ell_{\text{feature}}$ |
|------------------|------------|---------------------|------------------------|----------------------|---------------------------------|
| MLP              | 0.3831     | 0.3479              | 0.1349                 | 0.3602               |
| SA Block         | 0.3229     | 0.3097              | **0.3052**             | 0                    |
| SA Block+MLP     | **0.4937** | **0.4885**          | 0.2113                 | 0.3458               |

Table 3: The overall performance comparison (CVD = WHO-CVD regression on UKB; T=Topcon data in FCP; M = Mediwork data in FCP.)

| Method                          | $R^2$(CVD) | $R^2(T, M)$ |
|---------------------------------|------------|------------|
| Baseline                        | 0.5586     | 0.3610     |
| Baseline+DAN [15]               | 0.5586     | 0.3243     |
| Baseline+DANN [1]               | -0.0253    | 0.0254     |
| Baseline+MDD [23]               | -0.0104    | 1.000      |
| Baseline+Pix2Pix GAN [10]       | 0.5586     | 0.3183     |
| Baseline+Cycle GAN [24]         | 0.5586     | 0.3594     |
| Ours (CLFA Pre-training + Adaptation Module) | **0.5703** | **0.4732** |

**Camera Adaptor Module** To verify the design of our camera adaptor module, we test it under several different settings with a range of loss functions. The results in Tab. 2 demonstrate that both the self-attention block and the MLP projector are essential for our camera adaptor module. The comparison of the loss function shows that the WHO-CVD score-focused loss function has the best results. We also observe that optimizing the feature distribution discrepancy (MK-MMD) between features does not improve the prediction result consistency.

### 3.4 Quantitative Analysis

To compare our proposed method and other approaches, we select several typical approaches of feature-alignment and image-alignment. The baseline model in this experiment is as Sec. 3.3 and is without the adaptor. For feature-alignment, we test the DAN [15] which optimize the MK-MMD between transformed features, the DANN [1] which apply the adversarial training, and the MDD [23] which using an auxiliary classifier to optimize the discrepancy between the two domains. For image alignment, we select the Pix2Pix GAN [10] and Cycle GAN [24] as the generators. The comparison shows that our method improves the result consistency over the two cameras. However, DAN, DANN, Cycle GAN, and Pix2Pix GAN lead to a lower consistency than baseline. The MDD reach $R^2 = 1.0$ as the model output a collapsed result. For the DAN, the reason for degrading may be DAN is designed for unpaired data and its MK-MMD-based loss function have no advantage when pair-wise data is available, which has also been proved in our ablation study (Sec. 2). The DANN and MDD require the parameter updating on the backbone model and lead to the degrading of backbone model. For the Pix2Pix GAN, we check its generated images and find the generator focusing
on color toning or image style adjustment with a loss of the microvascular vessels' detail, which is supposed to be an essential visual representation of CVD. The Cycle GAN learns some image style transformation but fails to improve the prediction outcome. The advantage of our CLFA pre-training plus camera adaptor method is that both generalization and adaptation are considered to improve the model's adaptability.

4 Conclusion

This paper researches the domain discrepancy problem in developing a fundus-image-based CVD risk predicting algorithm. We observe that the deep learning model trained conventionally will have a variant representation on photos from different fundus cameras. Therefore, we propose a cross-laterality feature learning training method and a camera adaptor module. The experiments show that our design has improved on the prediction result consistency. Also, we find that the feature-space distribution discrepancy between pre-training and target domain data may be the key factor of model transportability. Future research will explore the data augmentation in adaption to overcome the data lacking and utilize the FCP data in the backbone model pre-training.
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