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**SUMMARY**  System logs record system states and significant events at various critical points to help debug performance issues and failures. Therefore, the rapid and accurate detection of the system log is crucial to the security and stability of the system. In this paper, proposed is a novel attention-based neural network model, which would learn log patterns from normal execution. Concretely, our model adopts a GRU module with attention mechanism to extract the comprehensive and intricate correlations and patterns embedded in a sequence of log entries. Experimental results demonstrate that our proposed approach is effective and achieve better performance than conventional methods.
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1. Introduction

In recent years, the issue of anomaly detection from system logs has been a research hotspot of anomaly detection field [1]. As unstructured data, system logs are closely combined with text mining, statistics, machine learning and other domains [9]. Existing approaches are proposed, such as PCA based approaches over log message counters [2], invariant mining based methods to capture co-occurrence patterns between different log keys [3], and workflow based methods to identify execution anomalies in program logic flows [4]. Even though they are successful in certain scenarios, none of them is effective as a universal anomaly detection method.

In recent years, deep learning has been developing rapidly and constantly creating new application patterns, especially in the field of NLP (natural language processing). In this context, Du [5] considers system logs as natural language sequences and proposes DeepLog, a deep neural network model based on LSTM, which can learns log rules from normal log data. The experimental results show that DeepLog achieves high detection accuracy on several large data sets, and its overall performance is better than other log anomaly detection methods based on traditional data mining. However, due to the large amount of model parameters, the training of DeepLog is time-consuming. Hence, its efficiency needs to be improved.

To reduce the number of model parameters and improve the performance of anomaly detection, in this paper, we propose a novel attention-based GRU neural network model (ATT-GRU) for anomaly detection. Specifically, ATT-GRU first utilizes independent Gate Recurrent Unit (GRU) networks [7] to learn a model of log patterns from normal execution and flag deviations from normal system execution as anomalies, which has fewer parameters than DeepLog. Then an attention mechanism is integrated with GRU networks to improve the weights of meaningful log keys for achieving better performance. We evaluate ATT-GRU on several large system log data. Experimental results indicate that our proposed approach is effective and outperforms the conventional methods.

2. Methodology

Inspired by [5], we transform unstructured, free-text log entries into a structured representation. As shown by several prior work, we split every log entry into two parts, i.e. the string constant and variable. The string constant refers to the content from the print statement in the source code. For instance, in the Mysql log “InnoDB: Initializing buffer, size = 512.0M”, the string constant part is “InnoDB: Initializing buffer, size =”, and “512.0M” is the variable part. We consider the string constant as the type of log entry which is called log key [5]. The output of normal logs will follow a certain flow path and sequence, which is called execution path. As Log key sequence can represent the execution path of logs, extracting log key from log entries would be an effective log parsing method [6]. In our work, we use Spell [6] to parse each log entry. Besides, the variable part called parameters would be a valuable piece of information in log entries which reflects the performance of the system, and can be used as identifiers for some specific execution sequences.

Concretely, let $K = \{k_1, k_2, \ldots, k_n\}$ be the set of distinct log keys from a log-producing system, which is called log key vocabulary. For a certain log key sequence, the value $w_i$ at time $t$ would be strongly dependent on the most recent log keys that appeared prior to it. Therefore, anomaly detection can be considered as a multi-class classification problem, where each distinct log key defines a single class. To figure out the problem, we proposed an ATT-GRU model as a classifier. The input of ATT-GRU is a history of recent log keys $w = [w_{t-1}, w_{t-2}, \ldots, w_{t-l}]$, and the output is a probability distribution over each log key in $K$, i.e. $P(y_t = x_i | w)$, which describes the probability for each log key from $K$ to appear as the next log key value given the history. Our approach is to sort the possible log keys based on $P(y_t = x_i | w)$ as a candidate queue, and if the next log key $w_i$ is in the...
top $m$ of the queue, we would treat it as normal. Otherwise, the log key would be flagged as abnormal. Noted that $m$ is a hyper-parameter set by users. Figure 1 gives the overall architecture of proposed ATT-GRU.

2.1 Execution Path Anomaly Detection

As shown by several prior work, log data can be regarded as a special natural language. Log key sequence is equivalent to a natural sentence, and each log key in the sequence would be considered as a single world. As a consequence, in a log key sequence, the current log key $w_t$ would depend on the former log keys just like human language, which means the potential dependency relationships exist in the context of log key sequence. Therefore we can model log anomaly detection problem according to the method of language modeling. Inspired by [5], we design and implements a neural language model based on GRU with attention mechanism, which can detect anomalies through long-term sequence dependencies. Different from [5], we use GRU instead of LSTM. GRU is similar to LSTM with simpler inner structure and parameters, which exhibits a higher training efficiency than LSTM.

In our model, we adopt independent GRU network with attention to capture the potentially non-linear and high dimensional dependencies among log key sequence. Supposed that given a history log key sequence $w = \{w_t, h_{t-1}, w_{t-2}, \ldots, w_{t-1}\}$, and the propose is calculate the current log key $w_t$. As depicted in Fig. 1, in the input layer, every log key $w_t$ in $W$ is mapped to a $d$-dimensional vector $w_t \in \mathbb{R}^d$ via a log key embedding matrix. Then we feed these embeddings into a GRU networks module [7].

GRU network is a famous variant of LSTM, which synthesizes the forgetting gate and input gate to a single update gate and also mixes cell state and hidden state. So, the final GRU network is simpler and faster than the standard LSTM network. Especially when training large log data sets, it can save a lot of time with small performance difference from that of standard LSTM networks. The main mechanism of GRU is to adopt various gates to decide the degree of information that GRU should keep and memorize in long-term transmission. The internal structure of GRU model is shown in Fig. 2, where $z_t$ represents update gate and $r_t$ represents reset gate.

At time $t$, the GRU calculates the new state as:

$$h_t = (1 - z_t) \odot h_{t-1} + z_t \odot h'_t$$

(1)

This is to compute a linear interpolation between the previous state $h_{t-1}$ and the current candidate state $h'_t$ with the new sequence information. The update gate $z_t$ decides to keep how much past information and to add how much new information. It controls the extent to which the information of the previous state is brought into the current state. The larger the value of $z_t$, the more information of the previous state is brought in. The state of $z_t$ is updated as:

$$z_t = \sigma(W_z x_t + U_z h_{t-1} + b_z)$$

(2)

where $x_t$ is the sample vector at time $t$, $h'_t$ is the candidate state computed in the same way as the hidden layer of traditional RNN network:

$$h'_t = \tanh(w_h x_t + r_t \odot (u_h h_{t-1}) + b_h)$$

(3)

where $r_t$ denotes a reset gate which controls how much the previous state contributes to the current candidate state $h'_t$. The smaller the $r_t$ value, the smaller the contribution from the previous state. If $r_t = 0$, it will forget the previous state. The reset gate is updated as

$$r_t = \sigma(W_r x_t + u_r h_{t-1} + b_r)$$

(4)

The model is therefore able to exploit information from the history, in which the architecture is shown in Fig. 3.

Then an average-pooling operator runs over all the hidden states $h_t$ to obtain the log key sequence vector $W$. It is observed that not all log keys in a sequence contribute equally to the semantic meaning for the current log key $w_t$. Therefore, we introduce attention mechanism [8] to achieve more beneficial semantic sequence vectors through improving the weights of meaningful log keys, which would enhance the contribution of important log keys. Given the hidden states $\{h_1, h_2, \ldots, h_d\}$ corresponding to the log keys in
sequence $W$, the representation vector $W$ is obtained as follow.

$$W = \frac{1}{n} \sum_{i=1}^{t} \alpha_i h_i$$  

(5)

where $\alpha_i$ are the attention weights, which are defined as:

$$\alpha_i = \frac{\exp(e(h_i))}{\sum_j \exp(e(h_j))}$$  

(6)

In Eq. (6), $e(\cdot)$ is a measure function which reflects the relevance between each log key and corresponding the purpose vector. Inspired by [8], $e(\cdot)$ is defined as:

$$e(h_i) = h_i \cdot v \cdot P$$  

(7)

where $v$ is a weighted diagonal matrix and $P$ is the representation vector of the specific purpose which would be learned in training phrase. Afterwards, we would acquire the representations of each log key sequence. Finally, a softmax layer follows to perform the specific classification task.

2.2 Parameter Value Anomaly Detection

The log key sequence is useful for detecting execution path anomalies. However, some anomalies are not shown as a deviation from a normal execution path, but as an irregular parameter value [5]. In this subsection, we using ATT-GRU to detect parameter value anomaly.

As mentioned above, each log entry can be parsed into log key and parameters. Since the interval time between two log entries would measure the performance of system, in this paper we adopt the interval between two adjacent timestamps and parameters parsed from log keys to construct a parameter value vector. These parameter value vectors for a same log key would form a parameter value vector sequence, which would be input into our ATT-GRU model. In this way, we convert the parameter value anomaly detection to a time series prediction problem. By comparing the predicted value with the observed value, we can estimate whether the system is abnormal.

We adopt ATT-GRU to model a multi-variate time series data, with following adjustments. Note that a separate ATT-GRU network is built for the parameter vector sequence of each distinct log key. In the input layer, we firstly normalize the values in each vector by the average and the standard deviation of all values from the same position from the training data. Then the input at each time step is simply the preprocessed parameter value vector from that timestamp. The output is a real value vector as a prediction for the next parameter value vector, based on a sequence of parameter value vectors from recent history. During training phrase, mean square loss is used to minimize the error between a prediction and an observed value in order to adjust the weights of model.

In detecting mode, if the error between a prediction and an observed value vector is within a high-level of confidence interval of the above Gaussian distribution, the current parameter value vector is considered normal, otherwise is considered abnormal.

3. Experiments

Extensive experiments have been carried out to verify that our proposed ATT-GRU model is effective for anomaly detection, which consist of two parts: execution path anomaly detection and parameter value anomaly detection. In our work, ATT-GRU is implemented using Keras with Tensorflow as the backend.

3.1 Execution Path Anomaly Detection

We compare our approach against following widely applied methods, which are PCA (principal component analysis) [2], IM (invariant mining) [3], DeepLog [5], GRU-only and LogGAN [10]. In this section, we evaluate our model comprehensively through comparing the precision and running velocity. HDFS log dataset [2] which is generated through running Hadoop-based jobs on 203 Amazon’s EC2 nodes is adopt to perform the experiments. We group dataset into 575,062 sessions by block_id. Considering the duplication of data, we choose 1% normal sessions as training data for ATT-GRU and DeepLog, and adopt whole dataset as test data. The hyper-parameter history window size $h$ is set to be 10.

Table 1 demonstrates the results of ATT-GRU and other five methods on HDFS. We can find that although PCA has the highest accuracy, its F1 and Recall are much lower than other methods. Compared to other five methods, ATT-GRU obtains a higher F1 than others, and acquires about the same accuracy with DeepLog and LogGAN. According to the comparison with GRU-only, it is illustrated that the attention mechanism could obtain a considerable improvement on performance. This is because when the attention mechanism is adopted, the weights of meaningful log keys in anomaly detection are enhanced against other trivial parameters. In addition, Table 2 compares the running speed of DeepLog, LogGAN and ATT-GRU. It is indicated that due to fewer parameters, our ATT-GRU is faster than DeepLog or LogGAN.

| #log entry | Total Time (s) | Average Time (s) |
|------------|----------------|------------------|
| DeepLog    | 11,757,629     | 11,399           | 1.02             |
| LogGAN     | 11,757,629     | 12,508           | 1.12             |
| ATT-GRU    | 31,375,829     | 9,858            | 0.86             |

Table 1: The performance of anomaly detection for HDFS log datasets.

| Method    | Accuracy(%) | Recall(%) | F1(%) |
|-----------|-------------|-----------|-------|
| PCA       | 97.6        | 67.8      | 80.0  |
| IM        | 88.0        | 92.7      | 90.3  |
| DeepLog   | 96.1        | 98.4      | 96.2  |
| GRU-only  | 96.0        | 98.2      | 96.1  |
| LogGAN    | 96.4        | 96.3      | 96.3  |
| ATT-GRU   | 96.5        | 98.3      | 96.7  |
3.2 Parameter Value Anomaly Detection

For parameter value anomaly detection, the client log data of SmartBI is adopted as experiment dataset. We simulate a scenario that the system is under attack through controlling network speed. As results, 49,287 client log entries are collected. Figure 4 shows partial parameter value vectors parsed from log entries. In experiment, parameter value vectors are grouped into different datasets by log keys, and each dataset would be separated into training, validation and testing sets in the proportion of 1 : 1 : 1. The confidence interval P-value is chosen to be 98%.

In the experiment, our ATT-GRU can recognize all the abnormal log entry. Figure 5 demonstrates anomaly detection results of partial log keys. Concretely, in the left line chart, three outliers are identified, which are all caused by the long run time of system. In the right line chart, no abnormal values are recognized by ATT-GRU, which is because log key No.17 does not involve communication between client and server.

In conclusion, proposed ATT-GRU is effective for execution path anomaly detection and parameter value anomaly detection.

4. Conclusion

In this paper, we propose a novel neural network model for anomaly detection, ATT-GRU, which realizes automatically learning the comprehensive and intricate correlations and patterns embedded in a sequence of log entries. Specifically, ATT-GRU utilizes independent GRU networks with attention to improve the weights of meaningful log keys. Experimental results indicate that our approach is effective in execution path anomaly detection and parameter value anomaly detection, and outperforms conventional methods.
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