PRIME REPRESENTATIONS IN THE HERNANDEZ-LECLERC CATEGORY: CLASSICAL DECOMPOSITIONS
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Abstract. We use the dual functional realization of loop algebras to study the prime irreducible objects in the Hernandez-Leclerc category for the quantum affine algebra associated to $\mathfrak{sl}_{n+1}$. When the HL category is realized as a monoidal categorification of a cluster algebra [20, 21], these representations correspond precisely to the cluster variables and the frozen variables are minimal affinizations. For any height function, we determine the classical decomposition of these representations with respect to the Hopf subalgebra $U_q(\mathfrak{sl}_{n+1})$ and describe the graded multiplicities of their graded limits in terms of lattice points of convex polytopes. Combined with [6] we obtain the graded decomposition of stable prime Demazure modules in level two integrable highest weight representations of the corresponding affine Lie algebra.

1. Introduction

The classification of finite-dimensional irreducible representations of quantum affine algebras was given in [9, 10] in terms of Drinfeld polynomials. However, generically the structure of these representations is far from being understood. Not even dimension formulas exist in contrast to the classical cases except for particular families of modules, e.g., local Weyl modules, Kirillov-Reshetikhin modules or minimal affinizations (see [11, 13, 19, 27] for instance). A well-established method to study these representations is to pass from quantum level to classical level by forming their classical limit; see for instance [11] for a necessary and sufficient condition for the existence of the classical limit. When the limit exists, it is a finite-dimensional module for the corresponding affine Lie algebra and hence a representation for the underlying standard maximal parabolic subalgebra - the current algebra. After a suitable twist, which is referred to as the graded limit in the literature, many interesting families of graded representations of current algebras appear in this way. Among them are the Kirillov-Reshetikhin modules for current algebras (see [8, 15, 22]) and their fusion products [28] and also generalized Demazure modules appear in this context [7]. Inspired by the results of [1, 2, 28] the motivation of this paper is to fully understand the graded decompositions of the graded limits of the prime irreducible objects in the Hernandez-Leclerc category which we explain now in more detail.

Let $\mathfrak{g}$ be the finite-dimensional complex simple Lie algebra $\mathfrak{sl}_{n+1}$ of $(n+1) \times (n+1)$ complex matrices of trace zero. In the seminal paper of Hernandez and Leclerc [20] the authors presented an interesting subcategory $\mathcal{C}_{q, \kappa}$ of the category of all finite-dimensional representations depending on a height function $\kappa$. Their main result states that $\mathcal{C}_{q, \kappa}$ is closed under tensor products and categorifies a cluster algebra of the same type. The prime irreducible objects in
that category, i.e. the ones which are not isomorphic to a tensor product of non-trivial representations, correspond precisely to the cluster variables and the frozen variables correspond to minimal affinizations. Moreover, an explicit description of the prime objects in terms of Drinfeld polynomials is given in [5, 21] (see also Theorem 3) and their graded limits are isomorphic to stable prime Demazure modules in level two integrable highest weight representations [6].

In this paper we give a description of the structure of these objects viewed as representations for the Hopf subalgebra $U_q(\mathfrak{sl}_{n+1})$. We explain now the results of the paper in more detail.

For a finite-dimensional graded representation $V$ for the current algebra we denote by $\tau^* p V$ the graded vector space whose $r$-th graded piece is $V[r+p]$. We encode the graded multiplicities as polynomials in an indeterminate $q$ as follows

$$[V : V(\mu)]_q = \sum_{p=0}^{\infty} [V : \tau^*_p V(\mu)] \cdot q^p.$$

Our aim is to determine these polynomials for a wide class of graded representations. In Section 4 we introduce the modules $M_{\xi, \lambda}$ depending on a pair $(\xi, \lambda)$ where $\lambda$ is a dominant integral weight and $\xi$ is a tuple of non-negative integers indexed by the positive roots of $\mathfrak{g}$. Special choices of $M_{\xi, \lambda}$ give many well-known families of representations such as truncated Weyl modules (see [3, 14, 24] for instance) or the graded limits of certain representations for quantum affine algebras. We first describe the $U^-$ structure of these representations in Proposition 4.2 by generators and relations. Subsequently, using the dual functional realization of loop algebras and the methods developed in [1, 2] we give a functional description of the graded multiplicities of $M_{\xi, \lambda}$ in Theorem 5. This space of functions can be always identified with a subalgebra (sometimes a representation) of the Cohomological Hall algebra (CoHA) of a quiver which was introduced by Kontsevich and Soibelman in [23]. As of now, there are very few examples of modules or of subalgebras of the CoHA, so that this connection could be of independent interest; the details will appear elsewhere.

Our goal is to figure out more explicit descriptions of these multiplicities, for example combinatorial parametrizations, however this question seems to be quite challenging for arbitrary pairs $(\xi, \lambda)$. One possible explanation is the following. If $\xi$ is a constant tuple, say each entry is equal to $N$, and $\lambda = N\mu$ for a dominant integral weight $\mu$, then the numerical multiplicity $[M_{\xi, \lambda} : V(\nu)]_{q=1}$ is exactly the Littlewood-Richardson coefficient describing how often $V(\nu)$ appears inside the tensor product $V(\mu)^{\otimes N}$ (see [24] for instance).

The main result of the paper gives a description of the graded multiplicities (see Theorem 4) of the graded limits $L(\pi)$ in terms of lattice points of convex polytopes when $\pi$ is the Drinfeld polynomial whose corresponding representation $V_q(\pi)$ is a prime irreducible object in $C_{q,\kappa}$. In fact the result can be applied for all representations whose generators and relations have a particular form (see Remark 6.4), e.g. for certain generalized Demazure modules or minimal affinizations by parts.

Organization of the paper: In Section 2 we introduce the main definitions and notations and discuss the prime irreducible objects in the Hernandez-Leclerc category as well as their graded limits. In Section 3 we state the main results and in Section 4 we present a class of truncated representations for current algebras and determine their $U^-$ module structure. In Section 5 we recall the dual functional realization of loop algebras and discuss the graded characters.
2. QUANTUM LOOP ALGEBRAS AND PRIME REPRESENTATIONS IN THE HL CATEGORY

2.1. Throughout this paper we denote by \( \mathbb{C} \) the field of complex numbers and by \( \mathbb{Z} \) (resp. \( \mathbb{Z}_+ \), \( \mathbb{N} \)) the subset of integers (resp. non-negative, positive integers).

2.2. Let \( \mathfrak{g} \) the Lie algebra \( \mathfrak{sl}_{n+1} \) of \( (n+1) \times (n+1) \) complex matrices of trace zero with Cartan matrix \( (\epsilon_{i,j}) \). Let \( \mathfrak{h} \) be a Cartan subalgebra, \( R \) be the corresponding set of roots and \( \{\alpha_1, \ldots, \alpha_n\} \) and \( \{\varpi_1, \ldots, \varpi_n\} \) respectively be a set of simple roots and fundamental weights respectively. We denote the set of positive roots by \( R^+ \), the \( \mathbb{Z} \) (resp. \( \mathbb{Z}_+ \)) span of the simple roots by \( Q \) (resp. \( Q^+ \)) and the \( \mathbb{Z} \) (resp. \( \mathbb{Z}_+ \)) span of the fundamental weights by \( P \) (resp. \( P^+ \)).

We define as usual a partial order on \( P \) by \( \lambda \geq \mu \) if \( \lambda - \mu \in Q^+ \). Note that for two positive roots \( \alpha, \beta \in R^+ \) with \( \beta > \alpha \) we either have \( \beta - \alpha \in R^+ \) or there exists \( \gamma_1, \gamma_2 \in R^+ \) such that

\[
\beta - \gamma_1 \in R^+, \quad \alpha = \beta - \gamma_1 - \gamma_2.
\]

(2.1)

For a given root \( \alpha \in R^+ \), let \( x_\alpha^\pm \) be the corresponding root vector of weight \( \pm \alpha \) and \( h_\alpha \) the corresponding coroot. We have a triangular decomposition

\[
\mathfrak{g} = n^- \oplus \mathfrak{h} \oplus n^+, \quad n^\pm = \bigoplus_{\alpha \in R^\pm} \mathbb{C} \cdot x_\alpha^\pm.
\]

If \( \alpha = \alpha_i + \cdots + \alpha_j, \ 1 \leq i \leq j \leq n \), and \( \lambda \in P^+ \) we abbreviate in the rest of the paper

\[
x_\alpha^\pm := x_{i,j}^\pm, \quad x_{i,j}^\pm := x_i^\pm, \quad h_\alpha := h_{i,j}, \quad h_{i,j} := h_i, \quad \lambda(h_\alpha) := \lambda_{i,j}, \quad \lambda_i := \lambda_i.
\]

The unique irreducible representation of \( \mathfrak{g} \) of highest weight \( \lambda \in P^+ \) is denoted by \( V(\lambda) \).

2.3. Let \( \hat{\mathfrak{g}} \) the untwisted affine Lie algebra associated to \( \mathfrak{g} \) which is realized as

\[
\hat{\mathfrak{g}} = \mathfrak{g} \otimes \mathbb{C}[t^\pm] \oplus \mathbb{C}K \oplus \mathbb{C}d
\]

where \( K \) is required to be central and the Lie bracket is defined as

\[
[x \otimes t^r, y \otimes t^s] = [x, y] \otimes t^{r+s} + \text{tr}(xy)K, \quad [d, x \otimes t^r] = r(x \otimes t^r), \quad x, y \in \mathfrak{g}, \quad r, s \in \mathbb{Z}.
\]

The commutator subalgebra \( [\hat{\mathfrak{g}}, \hat{\mathfrak{g}}] \) modulo the center is the loop algebra \( \mathfrak{g} \otimes \mathbb{C}[t^\pm] := \mathfrak{g}[t^\pm] \) and note that the element \( d \) defines a grading on the loop algebra. The \( \mathbb{Z}_+ \)-graded subalgebra \( \mathfrak{g} \otimes \mathbb{C}[t] \) of the loop algebra is the current algebra associated to \( \mathfrak{g} \) which we denote by \( \mathfrak{g}[t] \). For a Lie algebra \( \mathfrak{a} \), let \( U(\mathfrak{a}) \) be the universal enveloping algebra of \( \mathfrak{a} \). In the rest of the paper we abbreviate

\[
U = U(\mathfrak{g}[t]), \quad U^\pm = U(n^\pm[t]), \quad U^0 = U(\mathfrak{h}[t]).
\]
\[ U_\ell = U(\mathfrak{g}[t^\pm]), \quad U_\ell^\pm = U(n^\pm [t, t^{-1}]), \quad U_\ell^0 = U(\mathfrak{h}[t^\pm]) \]

So as vector spaces,
\[ U \cong U^- \otimes U^0 \otimes U^+, \quad U_\ell \cong U_\ell^- \otimes U_\ell^0 \otimes U_\ell^+. \]

2.4. Let \( \mathbb{C}(q) \) be the field of rational functions in an indeterminate \( q \). We discuss in the rest of this section quantum loop algebras, their representations (of type 1) and graded limits. Set
\[ [m] = \frac{q^m - q^{-m}}{q - q^{-1}}, \quad [m!] = [m][m-1] \cdots [1], \quad \left[ \frac{m}{r} \right] = \frac{[m]!}{[r]![m-r]!}, \quad r, m \in \mathbb{Z}_+, \quad m \geq r. \]

The quantum loop algebra \( U_q(\mathfrak{g}[t^\pm]) \) is the \( \mathbb{C}(q) \)-algebra generated by elements
\[ \tilde{x}^\pm_{i,r}, \quad \tilde{h}_i, \quad (1 \leq i \leq n, r \in \mathbb{Z}, s \in \mathbb{Z}\backslash\{0\}) \]
subject to the following relations:
\[ \tilde{k}_i \tilde{k}_i^{-1} = \tilde{k}_i^{-1} \tilde{k}_i = 1, \quad [\tilde{k}_i, \tilde{h}_j] = [\tilde{h}_j, \tilde{h}_i, \tilde{r}] = [\tilde{h}_i, \tilde{h}_j, \tilde{r}] = 0, \quad \tilde{k}_i \tilde{x}^\pm_{j,r} \tilde{k}_i^{-1} = q^\pm c_{ij} \tilde{x}^\pm_{j,r}, \]
\[ [\tilde{h}_i, \tilde{x}^\pm_{j,s}] = \pm \frac{1}{r}[rc_{ij}] \tilde{x}^\pm_{j,r+s}, \]
\[ \tilde{x}^\pm_{i,r+1} \tilde{x}^\pm_{j,s} - q^{\pm ot} \tilde{x}^\pm_{j,s+1} \tilde{x}^\pm_{i,r+1} = q^{\pm ot} \tilde{x}^\pm_{j,s+1} \tilde{x}^\pm_{i,r+1} - \tilde{x}^\pm_{j,s+1} \tilde{x}^\pm_{i,r+1}, \]
\[ [\tilde{x}^\pm_{i,r}, \tilde{x}^\pm_{j,s}] = 0, \quad \text{if } c_{ij} = 0 \]
\[ \tilde{x}^\pm_{j,s} \tilde{x}^\pm_{i,r_1} \tilde{x}^\pm_{j,s} \tilde{x}^\pm_{i,r_2} = [2](\tilde{x}^\pm_{i,r_1}, \tilde{x}^\pm_{j,s} \tilde{x}^\pm_{i,r_2}, \tilde{x}^\pm_{j,s} \tilde{x}^\pm_{i,r_1}), \quad i \neq j \]
\[ [\tilde{x}^\pm_{i,r_1}, \tilde{h}_{j,s}] = \delta_{ij} \frac{\phi^+_{i,r+s} - \phi^-_{i,r+s}}{q - q^{-1}}, \]

where \( \phi^\pm_{i,r} \) is determined by equating coefficients of powers of \( u \) in
\[ \Phi^\pm_i(u) = \sum_{r \in \mathbb{Z}} \phi^\pm_{i,r} u^r = \tilde{k}_i \exp \left( \pm (q - q^{-1}) \sum_{s=1}^\infty \tilde{h}_{i,\pm s} u^s \right). \]

Denote by \( U_q(\mathfrak{g}) \) and \( U_q(\mathfrak{h}[t^\pm]) \) respectively the subalgebra generated by \{\( \tilde{x}^\pm_{i,0}, \tilde{k}_i \), \( 1 \leq i \leq n \)\} and \{\( \tilde{k}_i, \tilde{h} _i, 1 \leq i \leq n, s \in \mathbb{Z}\backslash\{0\} \)\} respectively. Then \( \Lambda_i, r \) together with \( \tilde{k}_i \), \( 1 \leq i \leq n, \quad r \in \mathbb{Z} \), generate \( U_q(\mathfrak{h}[t^\pm]) \) as an algebra where the elements \( \Lambda_i, r \) are obtained by equating powers of \( u \) in the formal power series
\[ \Lambda^\pm_i(u) = \sum_{r=0}^\infty \Lambda^\pm_{i,\pm r} u^r = \exp \left( - \sum_{s=1}^\infty \frac{\tilde{h}_{i,\pm s}}{|s|} u^s \right). \]
2.5. We consider the dominant \(\ell\)-weight lattice of \(U_q(\mathfrak{g}[t^\pm])\) defined as the monoid \(P^+\) of \(n\)-tuples of polynomials \(\pi = (\pi_1(u), \ldots, \pi_n(u))\) with coefficients in \(\mathbb{C}(q)[u]\) such that \(\pi_i(0) = 1\) for all \(1 \leq i \leq n\). Given \(a \in \mathbb{C}(q)^\times\) and \(1 \leq i \leq n\), define the fundamental \(\ell\)-weight \(\varpi_{i,a} \in P^+\) by
\[
(\varpi_{i,a})_j(u) = (1 - \delta_{i,j} au).
\]

The \(\ell\)-weight lattice \(P\) is the free abelian group generated by fundamental \(\ell\)-weights. We consider the map \(\Psi : P \to U_q(\mathfrak{h}[t^\pm])^*, \pi \to \Psi_\pi\) (which turns out to be injective) by the following rule on the generators. For \(\pi = \pi'\pi^{-1}\) with \(\pi', \pi \in P^+\), let \(\Psi_\pi\) the algebra homomorphism determined by
\[
\Psi_\pi(k_i^{\pm 1}) = q^{\pm \mathrm{wt}(\pi)(h_i)}, \quad \Psi_\pi(\Lambda_i^{\pm}(u)) = \frac{\pi_i^{\pm}(u)}{\pi_i(u)}
\]
where the weight map ist the group homomorphism \(\mathrm{wt} : P \to P\), \(\mathrm{wt}(\varpi_{i,a}) = \varpi_i\) and \(\pi_i^+(u) = \pi_i(u)\) whereas \(\pi_i^-(u)\) is the polynomial obtained from \(\pi_i(u)\) by replacing each \(\varpi_{i,a}\) by \(\varpi_{i,a^{-1}}\).

2.6. A nonzero vector \(v\) of a \(U_q(\mathfrak{g}[t^\pm])\)-module \(V\) is called an \(\ell\)-weight vector of \(\ell\)-weight \(\pi \in P\) if there exists \(k \in \mathbb{N}\) such that
\[
(H - \Psi_\pi(H))^k v = 0 \quad \text{for all } H \in U_q(\mathfrak{h}[t^\pm]).
\]

If we have
\[
Hv = \Psi_\pi(H)v \quad \text{for all } H \in U_q(\mathfrak{h}[t^\pm]) \quad \text{and} \quad \tilde{x}_{i,r}^+ v = 0 \quad \text{for all } 1 \leq i \leq n, r \in \mathbb{Z},
\]
then \(v\) is called a highest \(\ell\)-weight vector. The representation \(V\) is called an \(\ell\)-weight module if every vector of \(V\) is a linear combination of \(\ell\)-weight vectors and a highest \(\ell\)-weight module if it is generated by a highest \(\ell\)-weight vector. Let \(C_q\) be the category of all finite-dimensional \(\ell\)-weight modules of \(U_q(\mathfrak{g}[t^\pm])\). Note that \(C_q\) is an abelian category stable under tensor product; see for example [10]. The irreducible objects were classified by Chari and Pressley and are obtained as follows. Let \(\pi \in P^+\) and \(W_q(\pi)\) be the \(U_q(\mathfrak{g}[t^\pm])\)-module generated by an element \(w_\pi\) with defining relations
\[
\tilde{x}_{i,r}^+ w_\pi = (x_{i,0})^{\mathrm{wt}(\pi)(h_i)+1} w_\pi = (H - \Psi_\pi(H)) w_\pi = 0, \ 1 \leq i \leq n, r \in \mathbb{Z}, H \in U_q(\mathfrak{h}[t^\pm]).
\]
Since \(W_q(\pi)\) is a highest \(\ell\)-weight module, it has a unique irreducible quotient \(V_q(\pi)\). The next theorem can be derived from [9, 10].

**Theorem 1.** The map
\[
P^+ \to \{\text{irreducible objects in } C_q\}/\sim
\]
\[
\pi \mapsto V_q(\pi)
\]
is a one-to-one correspondence between the irreducible objects in the category \(C_q\) and the dominant \(\ell\)-weights.
There are several ways to study these representations. One method would be to determine the classical decomposition with respect to the Hopf subalgebra $U_q(g)$. If $V \in C_q$, then $V$ can be viewed as a $U_q(g)$-module and hence (the category of finite-dimensional $U_q(g)$-modules is semisimple)

$$V \cong \bigoplus_{\mu \in \mathbf{P}^+} V_q(\mu)^{c_\mu}$$

where $V_q(\mu)$ is the irreducible highest weight module of $U_q(g)$ of highest weight $\mu$. To be more precise, $V_q(\mu)$ is generated by a vector $v$ satisfying

$$\tilde{x}^+_i v = 0, \quad \tilde{k}_i v = q^{\mu(h_i)} v, \quad (\tilde{x}^-_i)^{\mu(h_i)+1} v = 0, \quad \forall 1 \leq i \leq n.$$

We describe now the graded limit approach to the irreducible objects in $C_q$. Let $\mathbb{A} = \mathbb{Z}[q^\pm]$ and denote by $U_{\mathbb{A}}(g)$ and $U_{\mathbb{A}}(g[t^\pm])$ respectively the $\mathbb{A}$-form of $U_q(g)$ and $U_q(g[t^\pm])$ respectively (for a precise definition see [26]). These are free modules over the ring $\mathbb{A}$ such that

$$U_q(g) \cong U_{\mathbb{A}}(g) \otimes_{\mathbb{A}} \mathbb{C}(q), \quad U_q(g[t^\pm]) \cong U_{\mathbb{A}}(g[t^\pm]) \otimes_{\mathbb{A}} \mathbb{C}(q).$$

We could try to mimic the same kind of construction for an arbitrary irreducible object in $\mathcal{P}^+$, but the existence is not guaranteed in general. Assume that $V_q(\pi)$ admits an $\mathbb{A}$-form, i.e. there is a representation $V_{\mathbb{A}}(\pi)$ of $U_{\mathbb{A}}(g[t^\pm])$ such that

$$V_q(\pi) \cong V_{\mathbb{A}}(\pi) \otimes_{\mathbb{A}} \mathbb{C}(q).$$

The classical limit is defined as

$$\overline{V_q(\pi)} := V_{\mathbb{A}}(\pi) \otimes_{\mathbb{A}} \mathbb{C},$$

where $\mathbb{C}$ is viewed as an $\mathbb{A}$-module by letting $q$ act as 1. Since $U_{\mathbb{A}}(g[t^\pm]) \otimes_{\mathbb{A}} \mathbb{C}$ is a quotient of the universal enveloping algebra $U_t$, we obtain that $\overline{V_q(\pi)}$ is a module for $U_t$ and hence for $U$ by restriction. The graded limit $L(\pi)$ is obtained by pulling back the $U$-module $\overline{V_q(\pi)}$ via the automorphism

$$g[t] \rightarrow g[t], \quad x \otimes t^r \rightarrow x \otimes (t - 1)^r.$$

So whenever $V_q(\pi)$ admits an $\mathbb{A}$-form, we can associate a representation $L(\pi)$ of $U$ to it.

We follow the notation of [2] and introduce the subset $\mathcal{P}^+_\mathbb{Z}(1)$. Let $\mathcal{P}^+_\mathbb{Z}$ be the submonoid of $\mathcal{P}^+$ generated by the elements $\omega_{i,a}$ with $a \in \mathbb{Q}$. Then it has been shown (see for example the results of [11]) that $V_q(\pi)$ admits an $\mathbb{A}$-form for all $\pi \in \mathcal{P}^+_\mathbb{Z}$ and hence the graded limit exists. Furthermore, we denote by $\mathcal{P}^+_\mathbb{Z}(1)$ the subset of $\mathcal{P}^+_\mathbb{Z}$ consisting of elements

$$\omega_{i_1,a_1} \cdots \omega_{i_k,a_k}, \quad 1 \leq i_1 < i_2 \cdots < i_k \leq n, \quad a_j \in \mathbb{Q}$$

such that

$$a_{j+1} = a_j q^{\pm(i_{j+1} - i_j + 2)}$$

and

$$a_{j+1} = a_j q^{\pm(i_{j+1} - i_j + 2)} \Rightarrow a_{j+2} = a_{j+1} q^{\pm(i_{j+2} - i_{j+1} + 2)}.$$

The graded limit $L(\pi)$ has been determined in [2] and is isomorphic to a level two Demazure module of weight $\text{wt}(\pi)$. To be more precise the following result has been proved.
Theorem 2. Let $\pi = \varpi_{i_1, a_1} \cdots \varpi_{i_k, a_k} \in \mathcal{P}_Z^+(1)$ and $\lambda = \text{wt}(\pi)$. Then $L(\pi)$ is isomorphic to the graded $U$-module generated by an element $v$ of grade zero with defining relations:

$$n^+[t]v = 0, \quad (h_i \otimes t^r)v = \delta_{r,0} \lambda_i \ (r \in \mathbb{Z}_+, \ 1 \leq i \leq n),$$

$$(x_i^- \otimes 1)^{\lambda_i+1}v = 0 \ (1 \leq i \leq n), \quad (x_{i,j,i,j+1}^- \otimes t)v = 0, \ 1 \leq j \leq k-1.$$

We describe now the importance of these representations and the relation to the Hernandez-Leclerc category.

Definition. We call $V_q(\pi)$ a prime irreducible representation of $U_q(\mathfrak{g}[t^\pm])$ if

$$V_q(\pi) \cong V_q(\pi^1) \otimes \cdots \otimes V_q(\pi^s)$$

implies that $(s-1)$ factors are trivial representations.

It is clear that $V_q(\pi)$ is either prime or can be written as a tensor product of non-trivial prime representations; however the uniqueness of such a decomposition is not known in general. The motivation of this paper is to determine the structure of the prime objects in the HL category by describing the graded character of their graded limits. First we recall the definition. Let $\kappa : \{1, \ldots, n\} \to \mathbb{Z}$ be a height function satisfying $|\kappa(i+1) - \kappa(i)| \leq 1$ for $1 \leq i \leq n$ and let $Q_{\kappa}$ the corresponding quiver whose vertices are indexed by $\{1, \ldots, n\}$ and there is an edge $i \to i+1$ if $\kappa(i) < \kappa(i+1)$ and $i \leftarrow i+1$ otherwise. The Hernandez-Leclerc category $\mathcal{C}_{q,\kappa}$ is the full subcategory of $\mathcal{C}_q$ whose objects have all its Jordan-Hölder components of the form

$$V_q(\pi), \ \pi \in \mathcal{P}_Z^+(\kappa, 1)$$

where $\mathcal{P}_Z^+(\kappa, 1)$ is the submonoid of $\mathcal{P}^+$ generated by $\varpi_{i,a}$, $a \in \{q^{\kappa(i)}, q^{\kappa(i)+2}\}, 1 \leq i \leq n$. The following results have been proved in [5] [20] [21].

Theorem 3. The category $\mathcal{C}_{q,\kappa}$ is closed under tensor products. Let $V_q(\pi)$ be a prime irreducible object in $\mathcal{C}_{q,\kappa}$. Then $\pi \in \{\varpi_{i,q^{\kappa(i)}}, \varpi_{i,q^{\kappa(i)+2}}, \varpi_{i,q^{\kappa(i)+2}}, \varpi_{i,q^{\kappa(i)}}\}$ for some $i \in \{1, \ldots, n\}$ or there exists an interval $J \subseteq [1, n]$ such that

$$\pi = \pi_{J,\kappa} := \prod_{i \in J_{\text{sink}}} \varpi_{i,q^{\kappa(i)}} \prod_{i \in J_{\text{source}}} \varpi_{i,q^{\kappa(i)+2}}$$

where $J_{\text{sink}}$ (resp. $J_{\text{source}}$) are the sinks (resp. sources) of $Q_{\kappa}$ contained in $J$. Conversely, all these representations are prime objects in $\mathcal{C}_{q,\kappa}$. $\square$

In fact we have

$$\mathcal{P}_Z^+(1) = \{\pi_{\kappa,J} : \kappa \text{ height function, } J \subseteq [1, n] \text{ interval}\}.$$ 

The only non-trivial direction is derived as follows. Let $\pi = \varpi_{i_1, a_1} \cdots \varpi_{i_k, a_k} \in \mathcal{P}_Z^+(1)$ such that $a_2 = a_1 q^{(i_2-i_1+2)}$, then we choose $J = [i_1, i_k]$ and $\kappa$ to be the height function given by $a_1 = q^{\kappa(i_1)}$ and $i_1, i_3, \ldots$ are the sinks and $i_2, i_4, \ldots$ are the sources. If $a_2 = a_1 q^{-(i_2-i_1+2)}$ we simply change the role of sinks and sources. Then we have $\pi = \pi_{\kappa,J}$.

Remark. One of the main results of [20] shows that the category $\mathcal{C}_{q,\kappa}$ is a monoidal categorification of a cluster algebra $\mathcal{A}$ of type $A_n$ when $\kappa$ induces the sink-source orientation on $Q_{\kappa}$ or $\kappa(i) = i$ for all $1 \leq i \leq n$. This was later extended by representation theoretic methods to any hight function in [5]. The isomorphism identifies the cluster variables in $\mathcal{A}$ with the
prime irreducible objects in $C_{q,\kappa}$ and cluster monomials are mapped to an equivalence class of an irreducible object in $C_{q,\kappa}$.

3. The main results

Our main result describes the graded decomposition of certain objects including the graded limits of the prime irreducible objects in the HL category. The main result is formulated in Theorem 4 for $L(\pi)$, $\pi \in \mathcal{P}_Z^+(1)$.

3.1. Given a $\mathbb{Z}$-graded space $V = \bigoplus_{r \in \mathbb{Z}} V[r]$, we denote by $\tau_p^* V$ the graded vector space whose $r$-th graded piece is $V[r+p]$. We can write the graded character of $L(\pi)$ for $\pi \in \mathcal{P}_Z^+(1)$ as follows

$$\text{ch}(L(\pi)) = \sum_{\gamma \in \mathcal{Q}^+} [L(\pi) : V(\text{wt}(\pi) - \gamma)]_q \cdot \text{ch}(V(\text{wt}(\pi) - \gamma))$$

where

$$[L(\pi) : V(\text{wt}(\pi) - \gamma)]_q = \sum_{p=0}^{\infty} [L(\pi) : \tau_p^* V(\text{wt}(\pi) - \gamma)] \cdot q^p.$$

In order to state the results, we need some more notation. Fix a dominant integral weight $\lambda \in \mathcal{P}^+$ and a multipartition $\mu = (\mu_1, \ldots, \mu_n)$, $|\mu_i| = r_i$, $\mu_i = (\mu_{i}^1 \geq \mu_{i}^2 \geq \cdots \geq \mu_{i}^{r_i} \geq 0)$.

We denote the number of boxes in the first $s$ columns of $\mu_i$ by $m_{i,s}$ and the number of rows of length $r$ in $\mu_i$ by $m_{i,r}$ and $d(\mu_i)$ is defined as the total number of rows of $\mu_i$. Set

$$P_{s,i}^{\mu,\lambda} = \lambda_i - 2 \mu_i(s) + \mu_{i-1}(s) + \mu_{i+1}(s), \quad 1 \leq i \leq n, \quad 1 \leq s \leq r_i$$

and

$$K_{\mu}^{\lambda} = \sum_{i=1}^{n} \left( \sum_{j=1}^{r_i} (2j \mu_{i}^j - \mu_{i+1}(\mu_{i}^j)) - \lambda_i \cdot d(\mu_i) \right).$$

Example. Let $n = 8$ and $\lambda = \varpi_2 + \varpi_3 + \varpi_4 + \varpi_5 + \varpi_7$. For the multipartitions

$$\mu_1 = (\square \square \square, \square \square \square, \square \square \square, \square \square, \emptyset), \quad \mu_2 = (\square \square \square, \square \square \square, \square \square, \square \emptyset, \emptyset)$$

a direct calculation gives $K_{\mu_1}^{\lambda} = 13$ and $K_{\mu_2}^{\lambda} = 10$.

We will prove the following result in the rest of the paper.

Theorem 4. Let $\gamma = \sum_{i=1}^{n} r_i \alpha_i \in Q^+$, $p \in \mathbb{Z}_+$ and $\pi = \varpi_{i_1,a_1} \cdots \varpi_{i_k,a_k} \in \mathcal{P}_Z^+(1)$. Then

$$[L(\pi) : \tau_p^* V(\text{wt}(\pi) - \gamma)] = \sum_{\mu} L_{\mu}^p$$
where the sum runs over all multipartitions $\mu = (\mu_1, \ldots, \mu_n)$ with $|\mu_i| = r_i$ and $L_\mu^p$ is the number of lattice points in the polytope consisting of all points $(C_{d,r,i})$ $(1 \leq i \leq n, 1 \leq r \leq r_i, 1 \leq d \leq m_{i,r})$ satisfying the following inequalities:

$$C_{d,r,i} \geq 0, \forall d, r, i, \sum_{d=1}^{m_{i,r}} C_{d,r,i} \leq P_{r,i}^{\mu,\text{wt}(\pi)} \forall r, i.$$ 

$$\sum_{i=j}^{i+1} C_{m_{i,1},i,j} \geq 1, \forall j \in [1,k), \sum_{i,r,d} d \cdot C_{d,r,i} = -p + |\gamma| - K_\mu^\text{wt}(\pi).$$

3.2. In some cases the graded limit remains irreducible. For example, if we have $\pi = \varpi_{i_1,a} \varpi_{i_2,aq^2(i_2-i_1+2)}$ for some $a \in \mathbb{C}(q)$ and $1 \leq i_1 < i_2 \leq n$, then

$$V_q(\pi) \cong V_q(\varpi_{i_1} + \varpi_{i_2})$$

and hence we need to have

$$|L_\mu| = 0, \text{ where } L_\mu = \sum_{p=0}^{\infty} L_\mu^p,$$

unless $\gamma = 0$ and $\mu$ is the tuple of empty partitions. To see this from Theorem 4 we fix $\gamma \neq 0$ and a non-trivial multipartition $\mu$ and suppose that $u \in \{1, \ldots, n\}$ is maximal such that $r_u \neq 0$. Let $\text{wt}(\pi) = \lambda = \varpi_{i_1} + \varpi_{i_2}$ and note that $|L_\mu| \neq 0$ only if we have $P_{r_1,i}^{\mu,\lambda} \geq 0$. This gives

$$2r_i \leq r_{i-1} + r_{i+1} + \lambda_i$$

and hence

$$(i+1)r_i \leq ir_{i+1} + \lambda_1 + 2\lambda_2 + \cdots + i\lambda_i.$$ 

Now adding $(i+1)\lambda_{i+1}$ on both sides of the inequality and dividing by $(i+1)$ gives

$$r_i + \lambda_{i+1} \leq r_{i+1} + 1, \quad 1 \leq i \leq n.$$ 

(3.2)

Moreover, another neccessary condition of $L_\mu$ being non-empty is coming from $P_{1,i}^{\mu,\lambda} \geq 0$:

$$\mu_{i-1}^1 \geq 2\mu_i^1 - \mu_{i+1}^1 - \lambda_i, \quad 1 \leq i \leq n.$$ 

(3.3)

So we have the following consequences from (3.2) and (3.3):

(a) $\mu_u$ is a single box
(b) If $r_{i+1} = r_{i+2} + 1$, then $r_i = r_{i+1} - \lambda_{i+1} + 1.$
(c) If $r_{i+1} = r_{i+2}$, then $r_i = r_{i+1} - \lambda_{i+1}$ or $r_i = r_{i+1} - \lambda_{i+1} + 1.$
(d) If $r_{i+1} = r_{i+2} - 1$, then $r_i = r_{i+1} - \lambda_{i+1} - 1$ or $r_i = r_{i+1} - \lambda_{i+1} + 1$ or $r_i = r_{i+1} - \lambda_{i+1}.$

Case 1: In this case we suppose that $u < i_1$. Since $r_u = 1 = r_{u+1} + 1$ (see part (a)) we obtain from part (b) that $r_{u-1} = 2$ and from (3.3) that $\mu_{u-1}$ is a column tableaux. Continuing in the same fashion we get that $r_i = u - i + 1$ and $\mu_i$ is a column tableaux for all $i \in \{1, \ldots, u\}$. But this contradicts $2r_1 = 2u \leq r_2 = u - 1$ which we have from (3.3).

Case 2: In this case we suppose that $u \geq i_2$. Similarly as in the above case we can show that $r_i = u - i + 1 - \lambda_{i+1}$, and $\mu_i$ is a column tableaux for $i_2 - 1 \leq i \leq u.$
In particular, $r_{i_2-1} = r_{i_2}$, which means that we have two choices for $r_{i_2-2}$ by part (c). Either $r_{i_2-2} = r_{i_1-1}$ or $r_{i_2-2} = r_{i_1-1} + 1$. But part (b) forces in the latter case that we have to keep increasing until we reach index $i_1$:

$$r_{i_1-1} = r_{i_1} > \cdots > r_{i_2-2} > r_{i_2-1}.$$  

Again by part (c) we have $r_{i_2-2} = r_{i_1-1}$ or $r_{i_2-2} = r_{i_1-1} + 1$ and hence we have a weakly increasing sequence

$$r_1 \geq r_2 \geq \cdots \geq r_{i_1-1}$$

which contradicts once more $2r_1 \leq r_2$. In conclusion we must have $r_{i_2-2} = r_{i_2-1} = r_{i_2}$. Continuing with the same argument, we get

$$r_{i_1-1} + 1 = r_{i_1} = \cdots = r_{i_2} = r_{i_2+1} + 1$$

and each partition $\mu_{i_1}, \ldots, \mu_{i_2}$ is a column tableaux by (3.3). This gives $P_{r,i}^{\mu_1,\lambda} = 0$ for $i \in \{i_1, \ldots, i_2\}$ and hence $C_{r_{i_1},i_1} + \cdots + C_{r_{i_2},i_2} = 0$ which is a contradiction.

**Case 3:** The last case $i_1 \leq u < i_2$ works similar and we omit the details.

This proves that $L_\mu$ can only be non-empty if $\mu$ consists of empty-partitions and we get (3.1) from Theorem 4.

**Example.** Let $n = 8$ and set

$$\gamma = \alpha_1 + 3\alpha_2 + 4\alpha_3 + 4\alpha_4 + 3\alpha_5 + 2\alpha_6 + \alpha_7, \quad i_1 = 2, \quad i_2 = 3, \quad i_3 = 4, \quad i_4 = 5, \quad i_5 = 7.$$  

Note that only multipartitions $\mu$, for which $P_{r,i}^{\mu,\lambda} \geq 0$ for all $1 \leq i \leq n$ and $1 \leq r \leq r_i$, need to be considered. A long but tedious calculation shows that the relevant multipartitions are given by

$$(\square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square),$$

$$(\square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square),$$

Moreover, the polytopes described in Theorem 4 are only non-empty for the multipartitions

$$\mu_1 = (\square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square), \quad \mu_2 = (\square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square, \square).$$

Using Example 3.1 we obtain that

$$L_{\mu_1}^p = |\{C_{1,2,4} \in \mathbb{Z}_+ : C_{1,2,5} \leq 1, C_{1,2,5} + p = 5\}|$$

$$L_{\mu_2}^p = |\{C_{1,1,2}, C_{2,1,4}, C_{1,1,7} \in \mathbb{Z}_+^3 : C_{1,1,2} = C_{2,1,4} = C_{1,1,7} = 1, p = 4\}|$$

and hence

$$[L(\pi) : V(\text{wt}(\pi) - \gamma)]_q = 2q^4 + q^5.$$
4. Truncated modules for current algebras

4.1. We introduce a class of truncated \(g[t]\)-modules indexed by pairs \((\xi, \lambda)\) where \(\xi = (\xi_\alpha)_{\alpha \in \mathbb{R}^+}\) is a tuple of non-negative integers indexed by the set of positive roots of \(g\) and \(\lambda\) is a dominant integral weight (abbreviate as usual \(\xi_{\alpha_i,j} = \xi_{i,j}\) etc.). We define \(M_{\xi,\lambda}\) to be the cyclic quotient of the local Weyl module \(W(\lambda)\) by the submodule generated by

\[
\left\{ (x_\alpha \otimes t^\xi)w_\lambda : \alpha \in \mathbb{R}^+ \right\}
\]

where \(w_\lambda\) is the highest weight generator of \(W(\lambda)\). In other words, \(M_{\xi,\lambda} \cong U/I_{\xi,\lambda}\), where \(I_{\xi,\lambda} \subseteq U\) is the left ideal generated by the elements

\[
\begin{align*}
n^+ [t], & \ h_i \otimes t^r, \ h_i - \lambda_i \cdot 1 \ (r \in \mathbb{N}, 1 \leq i \leq n), \\
(x_i^- \otimes 1)^\lambda & \ (1 \leq i \leq n), \ (x_\alpha^- \otimes t^\xi), \ \alpha \in \mathbb{R}^+. 
\end{align*}
\]

We call \(\xi\) normalized if \(\xi_\alpha = \min\{\xi_\beta : \beta \geq \alpha\}\) for all \(\alpha \in \mathbb{R}^+\). Given an arbitrary \(\xi\) we obviously have \(M_{\xi,\lambda} \cong M_{\xi',\lambda}\) where \(\xi'\) is defined by \(\xi'_\alpha := \min\{\xi_\beta : \beta \geq \alpha\}\). Hence we can replace \(\xi\) by the normalized tuple \(\xi'\) and suppose in the rest of the paper without loss of generality that \(\xi\) is normalized unless otherwise stated.

Example.  
1) If we choose \(\xi_\alpha = 1\) for all \(\alpha \in \mathbb{R}^+\) we obtain the pull-back of the irreducible representation \(M_{\xi,\lambda} = ev_0^* V(\lambda)\) where \(ev_0 : g[t] \to g\) is the evaluation map at 0.

2) Let \(N \in \mathbb{N}\). Choosing \(\xi_\alpha = N\) for all \(\alpha \in \mathbb{R}^+\) we obtain the truncated Weyl module whose structure has been partially determined in the series of articles [3] [11] [24].

3) Let \(\pi \in P^+_\mathbb{Z}(1)\). Then \(L(\pi)\) appears as \(M_{\xi,\pi(wt(\pi))}\) where \(\xi_\alpha = \lfloor \frac{\pi(wt(\pi))}{2} \rfloor\) for all \(\alpha \in \mathbb{R}^+\).

In fact many families of Demazure modules and generalized Demazure modules appear as \(M_{\xi,\lambda}\) for a suitable choice of \(\xi\) and \(\lambda\); see for example [12] [25] and [7].

4.2. The aim of this section is to describe the \(U^-\) structure of \(M_{\xi,\lambda}\). We set \(x^{(r)} := \frac{1}{t^r} x^r\) for an element \(x \in g[t], r \in \mathbb{Z}^+\) and

\[
x^-_i(r,s) := \sum (x_i^- \otimes 1)^{(b_0)} \cdots (x_i^- \otimes t^s)^{(b_s)}
\]

where the sum runs over all tuples \((b_0, \ldots, b_s)\) of non-negative integers satisfying \(b_0 + \cdots + b_s = r\) and \(b_1 + 2b_2 + \cdots + sb_s = s\). The following result is a slight modification of [4] Lemma 20).

Lemma. Let \(V\) be a \(U\)-representation and \(v \in V\) a weight vector such that

\[
(h \otimes t^{r+1})v = (x_i^+ \otimes t^r)v = 0, \ \text{for all} \ h \in \mathfrak{h}, \ r \in \mathbb{Z}^+.
\]

Then we have for all \(r, s \in \mathbb{Z}^+\) with \(r + s \geq 1 + \lambda_i:\)

\[
U \cdot x^-_i(r,s).v \subseteq \sum_{u+w \geq 1+\lambda_i} U^- \cdot x^-_i(u,w)v
\]

(4.1)

Proof. From [4] Proof of Lemma 20 we obtain up to a non-zero constant

\[
(h \otimes t^\ell) \cdot x^-_i(r,s)v = r \cdot x^-_i(r,s+\ell)v - \sum_{j=0}^{\ell-1} (x_i^- \otimes t^j) \cdot x^-_i(r-1, s+\ell-j)v.
\]
Hence the above element lies in the $U^-$-span of elements of the form $x_i^-(u, v) = u + v \geq 1 + \lambda_i$. The fact that an arbitrary product of elements in $(\mathfrak{h} \otimes t\mathbb{C}[t])$ applied to $x_i^-(r, s)v$ lies in the right hand side of (4.1) follows from $[\mathfrak{h}, n^-] \subseteq n^-$ and induction on the length. Now we consider the element $(x_i^+ \otimes t^a) \cdot x_i^-(r, s)v$. If $a = 1$, then clearly (up to a constant)

$$(x_i^+ \otimes t) \cdot x_i^-(r, s)v = x_i^-(r - 1, s + 1)v.$$ 

Otherwise, we choose $h \in \mathfrak{h}$ with $\alpha_i(h) \neq 0$ and get

$$(x_i^+ \otimes t^a) \cdot x_i^-(r, s)v = ((h \otimes t), (x_i^+ \otimes t^{a-1}) \cdot x_i^-(r, s)v$$

and the claim in this case (length one) follows by induction on $a$. Again the general case follows by induction on the length and the Poincaré–Birkhoff–Witt theorem.

We have an isomorphism of $U^-$-modules:

$$U^-/\mathcal{J}_{\lambda} \cong M_{\lambda}, \quad \mathcal{J}_{\lambda} := (\mathcal{I}_{\lambda} \cap U^-).$$

**Proposition.** We have that $\mathcal{J}_{\lambda}$ is the left ideal in $U^-$ generated by the elements

$$x_i^-(r, s), \quad 1 \leq i \leq n, \quad r \in \mathbb{N}, \quad s \in \mathbb{Z}_+: \quad r + s \geq 1 + \lambda_i$$

(4.2)

$$(x_\alpha^- \otimes t^k), \quad \alpha \in R^+, \quad k \geq \min\{\xi_\beta : \beta \geq \alpha\}. \quad (4.3)$$

**Proof.** Obviously each element in (4.2) and (4.3) is contained in $\mathcal{J}_{\lambda}$, where the containment of (4.2) follows from the Garland identities (see for example [17, Lemma 7.1]) and the containment of (4.3) follows from (2.1). In order to finish the proof we do the following procedure. We write each element in $\mathcal{I}_{\lambda}$ in PBW order:

$$U \cong U \cdot n^+ [t] \oplus U^- \cdot U^0 \cdot \mathfrak{h}[t]_+ \oplus U^- \cdot U(\mathfrak{h}).$$

After that, we take the projection of that element onto $U^- \cdot U(\mathfrak{h})$ and substitute $h = \lambda(h)$ for all $h \in \mathfrak{h}$. This gives an element in $\mathcal{J}_{\lambda}$ and it is clear that each element in $\mathcal{J}_{\lambda}$ appears in this way. So the strategy of the proof is to show that by doing this procedure we only get elements in the left ideal in $U^-$ generated by the elements (4.2) and (4.3). Note that it is enough to project all elements in

$$\sum_{i=1}^n U \cdot (x_i^- \otimes 1)^{\lambda_i + 1} + \sum_{\alpha \in R^+} U \cdot (x_\alpha^- \otimes t^\xi_\alpha). \quad (4.4)$$

Using Lemma 4.2 we see that the projection of each element in (4.4) is contained in

$$\sum_{i=1}^n \sum_{r, s: \quad r + s > \lambda_i} U^- \cdot x_i^-(r, s) + \sum_{\alpha \in R^+} \sum_{k \geq \min\{\xi_\beta : \beta \geq \alpha\}} U^- \cdot (x_\alpha^- \otimes t^k) U(\mathfrak{h}).$$

This finishes the proof of the proposition.
4.3. Our next goal is to understand the left ideal \( L_{\xi,\lambda} := U^-J_{\xi,\lambda} \) generated by \( J_{\xi,\lambda} \) in the loop algebra. The reason is that the same proof as in \cite{28} Lemma 4.2 shows that we have a linear isomorphism

\[
U^- / (n^-[t^{-1}]U^- + L_{\xi,\lambda}) \cong U^-/(n^-U^- + J_{\xi,\lambda})
\]

(4.5)

preserving the \(-Q^+\)-grading. This isomorphism is induced from the projection \( U^- \to U^- \) with respect to the decomposition

\[
U^- \cong (n^- \otimes \mathbb{C}[t^{-1}])U^- \oplus U^-
\]

and its importance will be discussed later. The explicit generators of \( L_{\xi,\lambda} \) are given as follows.

Let

\[
N = \max\{\lambda_i, \xi_i : 1 \leq i \leq n\}
\]

and define

\[
\hat{X}_i^-(z) = \sum_{m=-\infty}^{N} (x_i^- \otimes t^m)z^{-m-1}, 1 \leq i \leq n.
\]

We denote by \( \hat{X}_i^-(r,s) \) the coefficient in front of \( z^{-(r+s)} \) in the series \( (\hat{X}_i^-(z))^r \).

**Lemma.** The \( U^- \) left ideal \( L_{\xi,\lambda} \) is generated by the elements

\[
\hat{X}_i^-(r,s), 1 \leq i \leq n, r \in \mathbb{N}, s \in \mathbb{Z}_+ : r + s \geq 1 + \lambda_i
\]

\[
(x_i^- \otimes t^k), \alpha \in \mathbb{R}^+, k \geq \min\{\xi_\beta : \beta \geq \alpha\}.
\]

(4.6)

**Proof.** The proof is similar to the proof of \cite{28} Lemma 4.2 using Proposition 4.2. \( \square \)

Now we come back to the importance of the graded version of (4.5). Recall that \( M_{\xi,\lambda}[p] \) denotes the \( p \)-th graded piece of \( M_{\xi,\lambda} \) for \( p \in \mathbb{Z}_+ \) (similarly for \( U^- \)). Setting

\[
U^-_\ell[p] := (n^- \otimes \mathbb{C}[t^{-1}]_+)U^-_\ell \oplus U^-[p]
\]

we obtain

\[
[M_{\xi,\lambda} : \tau^\gamma_p V(\lambda - \gamma)] = \dim \left( M_{\xi,\lambda}[p]/n^-M_{\xi,\lambda}[p] \right)_{\lambda-\gamma} = \dim \left( U^-[p]/(n^-U^-[p] + J_{\xi,\lambda} \cap U^-[p]) \right)_{\lambda-\gamma} = \dim \left( U^-_\ell[p]/((n^- \otimes \mathbb{C}[t^{-1}]_+)U^-_\ell + n^-U^-[p] + L_{\xi,\lambda} \cap U^-_\ell[p]) \right)_{\lambda-\gamma}
\]

(4.7)

Hence the graded character of \( M_{\xi,\lambda} \) is determined by the numbers (4.7).

5. Dual functional realization of loop algebras

In this subsection we review the dual functional realization of \( U^-_\ell \) from \cite{29}; see also \cite{11,2,13} for further developments.
5.1. Let $\gamma = \sum_{i=1}^{n} r_i \alpha_i$ be an element of $Q^+$. Consider the generating current

$$x^\gamma_\alpha(z) = \sum_{r \in \mathbb{Z}} (x^\alpha_0 \otimes t^r) z^{-r-1}, \ \alpha \in R^+. $$

The graded component $(U^\gamma_t)_-$ with respect to the $\mathfrak{h}$-grading is generated by the coefficients of products of generating currents of the form

$$x^\gamma_{i_1}(z_1) \cdots x^\gamma_{i_k}(z_k), \ \gamma = \alpha_{i_1} + \alpha_{i_2} + \cdots + \alpha_{i_k}. $$

Note that we have two types of operator product expansion relations induced from the commutation relations and the Serre relations (see for example [1, Section 4]). Define the formal delta function by $\delta(z_1 - z_2) = \sum_{r \geq 0} z_1^{-r-1} z_2^r$ and for a series $f(z) = \sum_{r \in \mathbb{Z}} f_r z^{-r-1}$ we set

$$f(z)_- = \sum_{r \geq 0} f_r z^{-r-1}, \ f(z)_+ = \sum_{r < 0} f_r z^{-r-1}. $$

5.2. We will see at the end of this subsection that a typical element in the dual space can be viewed as a rational function in the variables

$$\mathbf{x}_\gamma = \{ x_{i,r} : 1 \leq i \leq n, 1 \leq r \leq r_i \}. $$

Due to the restrictions coming from the OPE relations we will get some restrictions on the rational functions. Let us consider products of the form

$$x^\gamma_{i_1}(z_1) \cdots x^\gamma_{i_k}(z_k) = \sum_{k_1, \ldots, k_s \in \mathbb{Z}} (x^{\alpha_{i_1}}_0 \otimes t^{k_1}) \cdots (x^{\alpha_{i_s}}_0 \otimes t^{k_s}) x^{-k_1-1}_{i_1,r_1} \cdots x^{-k_s-1}_{i_s,r_s} $$

so that a Laurent series in the variables $\mathbf{x}_\gamma$ can be viewed naively as an element in the dual space via the above product. The first OPE relation (see [1, Section 4]) states that the functions will have at most a simple pole whenever $x_{i,r} = x_{i+1,s}$. The Serre relations tell us that the evaluation of the functions at $x_{i,1} = x_{i,2} = x_{i+1,1}$ must vanish. Moreover, since $[x^\gamma_{i_1}(z), x^\gamma_{i_2}(w)] = 0$ the functions have a symmetry under the exchange of variables $x_{i,r} \leftrightarrow x_{i,s}$. This motivates to define $U_\gamma$ to be the subspace of rational functions in the variables $\mathbf{x}_\gamma$ which are of the form

$$g(\mathbf{x}_\gamma) = \frac{f(\mathbf{x}_\gamma)}{\Delta_\gamma}, \ \Delta_\gamma := \prod_{r,s,i} (x_{i,r} - x_{i+1,s}) $$

where $f(\mathbf{x}_\gamma)$ is a Laurent polynomial in the variables $\mathbf{x}_\gamma$, symmetric under the action of the parabolic subgroup $S_{r_1} \times \cdots \times S_{r_n}$ ($S_{r_i}$ permutes the variables $x_{i,r}$, $1 \leq r \leq r_i$), and vanishing under the specialization $x_{i,1} = x_{i,2} = x_{i+1,1}$. The residue of $g(\mathbf{x}_\gamma) \in U_\gamma$ viewed as a function in $x_{i,1}$ is defined as follows. We consider the Laurent series expansion of $g(\mathbf{x}_\gamma)$ in a punctured disk $\{ 0 < |x_{i,1}| < \epsilon \}$ by expanding all $(x_{i,1} - x_{i+1,1})^{-1}$, (resp. $(x_{i-1,r} - x_{i,1})^{-1}$) using

$$-\delta(x_{i+1,s} - x_{i,1}) \quad (\text{resp.} \ \delta(x_{i-1,r} - x_{i,1})).$$

Then, $\text{Res}_{x_{i,1}} (g(\mathbf{x}_\gamma))$ is defined to be the coefficient of $(x_{i,1})^{-1}$ in the series expansion. We set

$$R_{i,p}(g(\mathbf{x}_\gamma)) := \text{Res}_{x_{i,1}} ((x_{i,1})^p g(\mathbf{x}_\gamma)) $$

and view it as a function in $U_{\gamma - \alpha_i}$ by re-indexing the set $\{ x_{i,2}, \ldots, x_{i,r_i} \}$ to $\{ x_{i,1}, \ldots, x_{i,r_i-1} \}$ which is possible by the symmetry of these functions. The following theorem can be found in [2, Theorem 3.3].
Proposition. The space of functions $\mathbb{U}_\gamma$ is dual to the graded component $(\mathbb{U}_\ell^\ast)^{-\gamma}$ with pairing
\[ \langle \cdot, \cdot \rangle : (\mathbb{U}_\ell^\ast)^{-\gamma} \times \mathbb{U}_\gamma \to \mathbb{C} \]
given by the rule
\[ \langle (x_i^{-1} \otimes t_1^k)(x_i^{-1} \otimes t_2^k) \cdots (x_i^{-1} \otimes t_k^k), g(\mathbf{x}_\gamma) \rangle = R_{i_1,k_1}R_{i_2,k_2} \cdots R_{i_d,k_d} (g(\mathbf{x}_\gamma)). \] (5.1)

Using Proposition 5.2 we immediately get that the dual space of
\[ (\mathbb{U}_\ell^\ast[p]/((n^- \otimes \mathbb{C}[t^{-1}]^\ast)\mathbb{U}_\ell^\ast + n^- \mathbb{U}^- [p] + \mathcal{L}_{\ell,\lambda} \cap \mathbb{U}_\ell^\ast[p]))_{-\gamma} \]
consists of all functions $g(\mathbf{x}_\gamma) \in \mathbb{U}_\gamma$ satisfying:
\[ \langle (x_i^{-1} \otimes t^k) \cdot (\mathbb{U}_\ell^\ast)^{-\gamma+\alpha_i}, g(\mathbf{x}_\gamma) \rangle = 0, \ \forall i \in \{1, \ldots, n\}, \ k \leq 0 \] (5.2)
\[ \langle (\mathbb{U}^-[q])_{-\gamma}, g(\mathbf{x}_\gamma) \rangle = 0, \ \forall q \neq p \] (5.3)
\[ \langle \mathcal{L}_{\ell,\lambda} \cap (\mathbb{U}_\ell^\ast)^{-\gamma}, g(\mathbf{x}_\gamma) \rangle = 0 \] (5.4)

To see this, we only have to show that a function satisfying (5.2) and (5.3) also satisfies (5.4). This claim is only non-trivial for elements in $(\mathbb{U}^-[q])_{-\gamma+r\alpha_i} \mathcal{F}_i(r, s)$ considered as a subset of $\mathcal{L}_{\ell,\lambda} \cap (\mathbb{U}_\ell^\ast)^{-\gamma}$. Obviously
\[ (\mathbb{U}^-[q])_{-\gamma+r\alpha_i} \mathcal{F}_i(r, s) \subseteq ((n^- \otimes \mathbb{C}[t^{-1}]^\ast)\mathbb{U}_\ell^\ast + \mathbb{U}^- [q + s])_{-\gamma} \]
So if $q + s = p$, then the latter element is contained in $\mathcal{L}_{\ell,\lambda} \cap (\mathbb{U}_\ell^\ast[p])_{-\gamma}$ and the claim follows by our assumption. If $q + s \neq p$, then the claim follows from (5.2)–(5.3).

The characterization of functions satisfying (5.2) is a slight modification of the result [28, Lemma 4.6] and is stated in the next lemma.

Lemma. A function $g(\mathbf{x}_\gamma) = \frac{f(\mathbf{x}_\gamma)}{\Delta_{\gamma}} \in \mathbb{U}_\gamma$ satisfies (5.2) if and only if
\[ \deg_{x_i,r} f(\mathbf{x}_\gamma) \leq r_{i-1} + r_{i+1} - 2 \text{ for all } i \in \{1, \ldots, n\}. \]

5.3. In this subsection we investigate the meaning of (5.3). Let $\gamma = \sum_{i=1}^{n} r_{i} \alpha_i$ be an element of $Q^+$ and set $e_\gamma = \sum_{i=1}^{n-1} r_i r_{i+1}$.

Lemma. A function $g(\mathbf{x}_\gamma) = \frac{f(\mathbf{x}_\gamma)}{\Delta_{\gamma}} \in \mathbb{U}_\gamma$ satisfying (5.2) has in addition property (5.3) if and only if $f(\mathbf{x}_\gamma)$ is homogeneous of degree $-p - |\gamma| + e_\gamma$.

Proof. The property (5.3) simply means that $g(\mathbf{x}_\gamma)_-$ (terms with strictly negative power with respect to each variable) is homogeneous of degree $-p - |\gamma|$. Since $g(\mathbf{x}_\gamma)$ satisfies (5.2), hence $\deg_{x_j,r} g(\mathbf{x}_\gamma) \leq -2$, we have that $g(\mathbf{x}_\gamma)$ is homogeneous of degree $-p - |\gamma|$ and the rest follows by expanding each $(x_{j,r} - x_{j+1,s})$ using the $\delta$-function.

\[ \square \]
It remains to observe the relations coming from (5.4). Recall that \((x_i^- \otimes t^k) \in \mathcal{L}_{\xi, \lambda}\) for all \(k \geq N\). For \(r \leq r_i\) we have
\[
\left\langle \tilde{x}_i^- (z), g(x_{r_1}) \right\rangle = g(x_{r_1}) \bigg|_{x_i, r = z} \tag{5.4}
\]
and hence the condition
\[
\left\langle \left( U^- \right)_{\gamma - r_1} \tilde{x}_i^- (r, s), g(x_\gamma) \right\rangle = 0, \quad r + s \geq 1 + \lambda_i
\]
means that the order of the pole of \(g(x_\gamma)|_{x_i, r = z} \) at \(z = 0\) can be at most \(\lambda_i\). Now we define the main object of this section.

**Definition.** Let \(\xi = (\xi_\alpha)_{\alpha \in \mathbb{R}^+}\) be a normalized tuple of positive integers, \(p \in \mathbb{Z}_+\) and \(\gamma = \sum_{i=1}^{n} r_i \alpha_i\) be an element of the root lattice. We denote by \(\mathcal{V}_{\xi, \gamma, p}\) the subspace of \(U_\gamma\) consisting of all homogeneous Laurent polynomials \(f(x_\gamma)\) of degree \(-p - |\gamma| + e_\gamma\) satisfying the following properties:
\begin{enumerate}
  
  \item For all \(1 \leq i \leq n\) we have \(\deg_{x_i, 1} f(x_\gamma) \leq r_{i-1} + r_{i+1} - 2\)
  
  \item For all \(i \in \{1, \ldots, n\}\) and \(1 \leq r \leq r_i\) we have
  \[
  z^\lambda \cdot f(x_\gamma) \bigg|_{x_i, 1 = x_i, 2 = \cdots = x_{i-1} = z} \in \mathbb{C}[x_\gamma^+][z]
  \]
  
  \item For all \(1 \leq i \leq j \leq n\) we have that
  \[
  z^\xi_{i,j} \cdot f(x_\gamma) \bigg|_{x_i, 1 = x_{i+1}, 1 = \cdots = x_j, 1 = z} \in \mathbb{C}[x_\gamma^+][z]
  \]
\end{enumerate}

Now we state the main theorem of this section.

**Theorem 5.** Let \(\xi, \gamma, p\) be as in Definition 5.4. We have an isomorphism of vector spaces
\[
\mathcal{V}_{\xi, \gamma, p} \cong \left( U^- [p] / (n^- U^- [p] + J_{\xi, \lambda} \cap U^- [p]) \right)^*_{\gamma}
\]
and hence the graded character of \(M_{\xi, \lambda}\) is given by
\[
\dim(M_{\xi, \lambda}) = \sum_{\gamma \in \mathbb{Q}^+} \left( \sum_{p \in \mathbb{Z}^+} \dim(\mathcal{V}_{\xi, \gamma, p}) q^p \right) \dim(V(\lambda - \gamma))
\]

**Proof.** It is clear that the space of all functions in \(U_\gamma\) satisfying the properties (5.2)-(5.4) describes the aforementioned dual space as a vector space. Using Lemma 5.2 and Lemma 5.3 and the discussion preceding Definition 5.4 it has only to be checked that Definition 5.4(3) is equivalent to the fact that
\[
\left\langle \left( U^- \right)_{\gamma - \alpha} (x_\alpha^- \otimes t^k), g(x_\gamma) \right\rangle = 0.
\]

But if we write
\[
(x_{i,j}^- \otimes t^k) = [(x_{i,j}^- \otimes t^{k_1}), [(x_{i,j}^- \otimes t^{k_{j-1}}), \ldots, [(x_{i,j}^- \otimes t^{k_{i-1}}), (x_{i,j}^- \otimes t^{k_i})] \ldots]
\]
for some \( k_1, \ldots, k_\ell \in \mathbb{Z} \) with \( k_1 + \cdots + k_\ell = k \) this follows from

\[
[R_{j,k}, [R_{j-1,k-1}, \ldots, [R_{k+1,k+1}, R_{k,k}] \ldots]]g(x_\gamma) = \text{Res}_{x_{j,1}} \left\{ (x_{i,1} - x_{i+1,1}) \cdots (x_{j-1,1} - x_{j,1})g(x_\alpha) \right\}_{|x_{j,1}=\cdots=x_{j,1}=z} \cdot (x_{j,1})^k,
\]

which has been proved in [28, Section 4.2]. So we obtain that the order of the pole of

\[
((x_{i,1} - x_{i+1,1}) \cdots (x_{j-1,1} - x_{j,1})g(x_\gamma))_{|x_{i,1}=x_{i+1,1}=\cdots=x_{j,1}=z}
\]
at \( z = 0 \) is at most \( \xi_{i,j} \).  

**Remark.** A similar statement as above can be proven for any simple finite-dimensional Lie algebra with slightly more complicated property (5.5). The simplification of property (5.5) to a specialization property as in Definition [5.4](3) also works at least in simply-laced type. Nevertheless we decided to restrict ourselves to \( \mathfrak{sl}_n \) (in particular the prime representations in \( C_{q,\nu} \)) since the computation of \( \dim V_{\xi,\gamma,p} \) seems to be quite difficult in general.

**Example.** Let \( n = 2, \xi_\alpha = 2 \) for each \( \alpha \in R^+, \gamma = 2\alpha_1 + \alpha_2 \) and \( \lambda = 7\omega_1 + 5\omega_2 \). We consider Laurent polynomials \( f(x_\gamma) \) in the variables \( \{x_{1,1}, x_{1,2}, x_{2,1}\} \) which are symmetric under the exchange of variables \( x_{1,1} \leftrightarrow x_{1,2} \) and satisfy

\[
x_{1,1}^2 f(x_\gamma) \in \mathbb{C}[x_{1,1}, x_{1,2}, x_{2,1}], \quad x_{2,1}^2 f(x_\gamma) \in \mathbb{C}[x_{1,1}, x_{1,2}, x_{2,1}], \quad \deg_{x_{2,1}} f(x_\gamma) \leq 0
\]

\[
\deg_{x_{1,1}} f(x_\gamma) \leq -1, \quad z^2 f(x_\gamma)_{|x_{1,1}=x_{2,1}=z} \in \mathbb{C}[x_{1,2}, z], \quad f(x_\gamma)_{|x_{1,1}=x_{1,2}=x_{2,1}} = 0.
\]

This is a vector space of dimension 2 with basis

\[
f_1(x_\gamma) = (x_{1,1})^{-2} (x_{1,2})^{-2} (x_{2,1})^{-2} \left( (x_{2,1})^2 + x_{1,1} x_{1,2} - x_{1,2} x_{2,1} - x_{1,1} x_{2,1} \right)
\]

\[
f_2(x_\gamma) = (x_{1,1})^{-2} (x_{1,2})^{-2} (x_{2,1})^{-2} \left( x_{1,2} (x_{2,1})^2 + x_{1,1} (x_{2,1})^2 - 2 x_{1,1} x_{1,2} x_{2,1} \right)
\]

So Theorem [5] implies \( |M_{\xi,\lambda} : V(\lambda - \gamma)|_q = q^2 + q^3 \).

### 6. Classical decompositions of the prime irreducible objects

In this section we will focus on a class of representations \( M_{\xi,\lambda} \) including the modules \( L(\pi) \) for \( \pi \in \mathcal{P}^+_Z(1) \). If we write \( \text{wt}(\pi) = \omega_{i_1} + \cdots + \omega_{i_\ell} \), then obviously it is enough to require the last condition in Definition [5.4] only for pairs of the form \((i_j, i_{j+1})\) with \( 1 \leq j \leq k - 1 \). To see this, we simply write

\[
(x_{i,j}^- \otimes f^{[m]}_{Z}) = \left[ \cdots \left[ \left[ (x_{i_r,i_{r-1}}^- \otimes 1), (x_{i_r,i_{r+1}}^- \otimes t) \right], (x_{i_{r+1},i_{r+2}}^- \otimes 1) \right], (x_{i_{r+2},i_{r+3}}^- \otimes t) \right], \ldots, (x_{i_{m-1}+1,i_j}^- \otimes 1) \right]
\]

where \( m \) and \( r \) are determined by \( i_{r-1} < i \leq i_r \) and \( i_{m-1} \leq j < i_m \). So we need [1.6] in Lemma [4.5] only for the aforementioned pairs.
We first record the following lemma.

**Lemma.** Let \( f(x_γ) \) be a polynomial in the variables \( x_γ \) such that Definition 5.4(3) holds for all \( (i,j) \in \{(i_j, i_{j+1}) : 1 \leq j \leq k - 1\} \) with \( ξ_i, j_{i+1} = 1 \). Then \( f(x_γ) \) can be expressed in the form

\[
 f(x_γ) = \sum_c x_{c_1, 1}^{c_1} x_{c_2, 1+1}^{c_2} \cdots x_{c_k, 1}^{c_k} A_c(x_γ)
\]

where the sum runs over all tuples \( c = (c_1, c_{i+1}, \ldots, c_k) \) of non-negative integers satisfying

\[
 c_{i_j} + c_{i_{j+1}} + \cdots + c_{i_{j+1}} = 1, \quad 1 \leq j \leq k - 1
\]

and \( A_c(x_γ) \) is a polynomial in the variables

\[
 \{x_{j,r} : 1 \leq j \leq n, \; r \neq 1\} \cup \{x_{i,1} : i \notin [i_1, i_k]\} \cup \bigcup_{j=1}^{k-1} \{x_{i,1} : i \in [i_j, i_{j+1}], \; c_{i_j} + \cdots + c_i = 1\}.
\]

**Proof.** We prove the claim by induction on \( k \). If \( k = 2 \), we can write \( f(x_γ) \) in the form

\[
 f(x_γ) = x_{i_1, 1} A_{i_1}(x_γ) + \cdots + x_{i_2, 1} A_{i_2-i_1+1}(x_γ) + h(x_γ)
\]

where \( h(x_γ) \) is a polynomial independent of the variables \( x_{i_1, 1}, \ldots, x_{i_2, 1} \) (otherwise we factor out summands which depend on these variables) and \( A_j(x_γ) \) with \( 1 < j \leq i_2 - i_1 + 1 \) does not depend on the variables \( x_{i_1, 1}, x_{i_1+1,1}, \ldots, x_{i_{j+1}-2,1} \). But Definition 5.4(3) forces that \( h(x_γ) \) vanishes under the specialization \( x_{i_1, 1} = \cdots = x_{i_2, 1} \) and hence \( h(x_γ) = 0 \). This implies the claim for \( k = 2 \). Now by induction hypothesis we can suppose that

\[
 f(x_γ) = \sum_c x_{c_1, 1}^{c_1} x_{c_2, 1+1}^{c_2} \cdots x_{c_k, 1}^{c_k} A_c(x_γ)
\]

(6.1)

where the sum runs over all tuples \( c = (c_1, c_{i+1}, \ldots, c_{k-1}) \) satisfying

\[
 c_{i_j} + c_{i_{j+1}} + \cdots + c_{i_{j+1}} = 1, \quad 1 \leq j \leq k - 2
\]

and \( A_c(x_γ) \) is a polynomial in the variables

\[
 \{x_{j,r} : 1 \leq j \leq n, \; r \neq 1\} \cup \{x_{i,r} : i \notin [i_1, i_{k-1}]\} \cup \bigcup_{j=1}^{k-2} \{x_{i,r} : i \in [i_j, i_{j+1}], \; c_{i_j} + \cdots + c_i = 1\}.
\]

We claim that for each summand in (6.1) we have

\[
 A_c(x_γ)|_{x_{i_1,1} = \cdots = x_{i_1,k-1} = z} = z^{1-c_{i_{k-1}}}
\]

(6.2)

and prove this by downward induction using the lexicographic order on \( \mathbb{Z}_+^{i_{k-1}-i_1-1} \). If \( c_{i_{k-1}} = 1 \) there is nothing to show; so let \( c_{i_{k-1}} = 0 \). By induction we assume that the claim is true for all \( d > c \). We split the sum in (6.1) into three terms

\[
 f(x_γ) = \sum_{d < c} x_{d_1, 1}^{d_1} \cdots x_{d_{k-1}, 1}^{d_{k-1}} A_d(x_γ) + \sum_{d = c} x_{d_1, 1}^{d_1} \cdots x_{d_{k-1}, 1}^{d_{k-1}} A_d(x_γ) + \sum_{d > c} x_{d_1, 1}^{d_1} \cdots x_{d_{k-1}, 1}^{d_{k-1}} A_d(x_γ).
\]

By induction we have that

\[
 \sum_{d > c} x_{d_1, 1}^{d_1} \cdots x_{d_{k-1}, 1}^{d_{k-1}} A_d(x_γ)|_{x_{i_1,1} = \cdots = x_{i_{k-1},1} = z}
\]
We consider a typical polynomial

$$A_d(x_\gamma)\big|_{x_{i_{k-1}}=\cdots=x_{i_k}=1}$$

and using Lemma 6.1.

Hence we get $$d_{i_j} + \cdots + d_{\ell(d)} < c_{i_j} + \cdots + c_{\ell(d)} \leq c_{i_j} + \cdots + c_{i_{j+1}} = 1$$

and $$x_{\ell(d),1}$$ can not appear in $$A_d(x_\gamma)$$ by assumption. This implies the claim and we get (6.2).

Now using (6.2), we can repeat the base case of the induction for each polynomial $$A_c(x_\gamma)$$ in (6.1) and obtain the desired expression.

It is not difficult to translate the dimension of $$\mathcal{V}_{\xi,\gamma,r}$$ into the language of linear algebra by multiplying the Laurent polynomials in Definition 5.4 by the factor $$\prod_{i,r} x_{i,r}^{\lambda_i}$$ and using Lemma 6.1. We consider a typical polynomial

$$\sum_c a_c \prod_{i=1}^n x_{i,1}^{c_{i,1}} \cdots x_{i,r_i}^{c_{i,r_i}}, \quad a_c \in \mathbb{C}.$$ 

By the symmetry we get $$a_c = a_{c(\sigma)}$$ for each $$\sigma \in S_{r_1} \times \cdots \times S_{r_n}$$. Hence the coefficients are determined by complex numbers $$\left(a_{c(\sigma)}\right)_{\mu}$$ where $$\mu = (\mu_1, \ldots, \mu_n)$$ is a tuple of partitions and each $$\mu_i$$ is a partition with at most $$r_i$$ parts and whose entries are bounded by $$r_i - 1 + r_i + 1 - 2 + \lambda_i$$ by Definition 5.4(1). Continuing in this way gives a long list of constraints which is in general hard to calculate. In the next subsection we use a different approach developed in [1, 2] (used also for example in [30]).

6.2. We recall a filtration on the space of rational functions $$U_\gamma$$ from [1, Section 4.1]. Let $$\mu = (\mu_1, \ldots, \mu_n)$$ be a multi-partition such that $$|\mu_i| = r_i$$ for all $$1 \leq i \leq n$$. Let $$m_{i,r}$$ the number of parts of length $$r$$ in the partition $$\mu_i$$. Our aim is to define a specialization map

$$\varphi_\mu : U_\gamma \to \mathbb{H}_\mu,$$

where $$\mathbb{H}_\mu$$ is the space of rational functions in the variables

$$y_\mu = \{y_{i,r,u} : 1 \leq i \leq n, 1 \leq r \leq r_i, 1 \leq u \leq m_{i,r}\}.$$
Let \( \nu \) as follows. First we define a lexicographical ordering on the set of multi-partitions. We say
\[
\mu \prec \nu
\]
if there exists some \( j \in \{1, \ldots, n\} \) such that \( \nu_d < \mu_d \) for all \( d < j \) and \( \nu_j > \mu_j \), where the latter is the usual lexicographical order on partitions which is a total order. Let
\[
\phi_{\mu}(f(x_\gamma)) = y_{1,2,1}^{-2}y_{2,1,1}^{-2}(y_{2,1,1}^2 + y_{1,2,1}^2 - 2y_{2,1,1}y_{1,2,1})
\]
\[
\phi_{\mu}(f(x_\gamma)) = 2y_{1,2,1}^{-2}y_{2,1,1}^{-2}(y_{1,2,1}^2 - y_{2,1,1}^2 - y_{1,2,1}^2)
\]
Now we define a filtration
\[
\{0\} \subseteq \Gamma_{\mu_1} \subseteq \cdots \subseteq \Gamma_{\mu_i} = U_\mu
\]
as follows. First we define a lexicographical ordering on the set of multi-partitions. We say \( \nu \succ \mu \) if there exists some \( j \in \{1, \ldots, n\} \) such that \( \nu_d = \mu_d \) for all \( d < j \) and \( \nu_j > \mu_j \), where the latter is the usual lexicographical order on partitions which is a total order. Let
\[
\Gamma_{\mu} = \bigcap_{\nu > \mu} \ker \phi_{\nu}, \quad \Gamma'_{\mu} = \bigcap_{\nu \geq \mu} \ker \phi_{\nu} \subseteq \Gamma_{\mu}.
\]
Then we immediately get
\[
\Gamma_{\mu} \subseteq \Gamma_{\nu}, \quad \text{if } \mu < \nu
\]
and hence we obtain the desired filtration (6.3) (we have \( \mu_i < \mu_{i+1} \) for all \( i \)). We say
\[
(r, u) < (s, v) \quad \text{if } r > s \text{ or if } r = s \text{ and } u < v.
\]
Let
\[
\Omega_{\mu} = \prod_{1 \leq i \leq n} \prod_{(r, u) < (s, v)} (y_{i,r,u} - y_{i,s,v})^{2s}
\]
\[
\prod_{1 \leq i \leq n} \prod_{r,s,v} (y_{i,r,u} - y_{i+1,s,v})^{\min(r,s)}.
\]
We obtain the following important result from [2, Theorem 3.6].

**Lemma.** The induced map \( \Omega_{\mu} : \Gamma_{\mu}/\Gamma'_{\mu} \to \mathbb{H}_{\mu} \) of the specialization map \( \phi_{\mu} \) is an isomorphism of graded vector spaces onto its image. Moreover, the image is the space of rational functions of the form
\[
\Omega_{\mu} \cdot h(y_{\mu})
\]
where \( h(y_{\mu}) \) is an arbitrary Laurent polynomial in the variables \( y_{\mu} \), symmetric with respect to the exchange of variables \( y_{i,r,u} \leftrightarrow y_{i,r,v} \). \hfill \Box

Now (6.3) induces a filtration
\[
\{0\} \subseteq \mathcal{V}_{\xi,\gamma,p} \cap \Gamma_{\mu_1} \subseteq \cdots \subseteq \mathcal{V}_{\xi,\gamma,p} \cap \Gamma_{\mu_i} = \mathcal{V}_{\xi,\gamma,p}
\]
and hence
\[
\dim(\mathcal{V}_{\xi,\gamma,p}) = \sum_{\mu} \dim \left( (\mathcal{V}_{\xi,\gamma,p} \cap \Gamma_{\mu})/(\mathcal{V}_{\xi,\gamma,p} \cap \Gamma'_{\mu}) \right) = \sum_{\mu} \dim(\phi_{\mu}(\mathcal{V}_{\xi,\gamma,p} \cap \Gamma_{\mu})).
\]
6.3. In what follows we will describe the functions in \( \varphi_\mu(\mathcal{V}_{\xi,\gamma,p} \cap \Gamma_\mu) \); recall the importance of the space \( \mathcal{V}_{\xi,\gamma,p} \) from Theorem 5. By Definition 5.4 we have a list of restrictions to the function \( h(y_\mu) \). The second property implies that the Laurent polynomial \( h(y_\mu) \) has a pole at \( y_{i,r,u} \) of order at most \( \lambda_i \). Hence we can write the Laurent polynomials in the image as

\[
\prod_{1 \leq i \leq n} \prod_{(r,u)} \frac{\Omega_\mu}{(y_{i,r,u})^{\lambda_i}} h_1(y_\mu)
\]

(6.4)

where \( h_1(y_\mu) \) is an arbitrary polynomial symmetric under the exchange of variables \( y_{i,r,u} \leftrightarrow y_{i,r,v} \). The first condition in Definition 5.4 implies that \( \deg_{y_{i,r,u}} \varphi_\mu(g(x_\gamma)) \leq -2r \).

Since the degree of the first term in (6.4) with respect to the variable \( y_{i,r,u} \) is given by \(-P_{r,i} - 2r\) (recall the definition from Section 3) we obtain that

\[
\deg_{y_{i,r,u}} h_1(y_\mu) \leq P_{r,i} \lambda_i.
\]

Since the specialization map preserves the homogeneous degree, we have also that \( \varphi_\mu(g(x_\gamma)) \) is homogeneous of degree \(-p + |\gamma|\) and hence a straightforward translation into the language of partitions gives that \( h_1(y_\mu) \) is homogeneous of degree \(-p + |\gamma| - K^\lambda_\mu\). Now we investigate the meaning of last condition. Since the multiplication of \( f(x_\gamma) \) by \( \prod_{i,r} x_i^{\lambda_i} \) is a polynomial, we can apply Lemma 6.3 and obtain that

\[
\prod_{1 \leq i \leq n} \prod_{(r,u) < (s,v)} (y_{i,r,u} - y_{i,s,v})^{2s} \prod_{1 \leq i \leq n} \prod_{r,s,u,v} (y_{i,r,u} - y_{i+1,r,s,v})^{rs - \min(r,s)} h_1(y_\mu)
\]

(6.5)

is contained in the intersection of ideals

\[
\mathcal{Y} := \bigcap_{s_{i_1},\ldots,s_{i_k}} \mathcal{Y}_{s_{i_1},\ldots,s_{i_k}}
\]

(6.6)

where

\[
\mathcal{Y}_{s_{i_1},\ldots,s_{i_k}} := \left\{ y_{c_1,1,s_1,v_1} y_{c_1+1,1,s_{i_1+1,v_1+1}} \cdots y_{c_k,1,s_{i_k,v_k}} : \sum_{p=i_j}^{i_{j+1}} c_p = 1, \forall j \in [1,k] \right\}
\]

Clearly, a polynomial \( f(y_\mu) \) is contained in \( \mathcal{Y}_{s_{i_1},\ldots,s_{i_k}} \) if and only if

\[
f(y_\mu)|_{y_{i,j:s_{i_j,v_j}}=\cdots=y_{i,j+1:s_{i_{j+1},v_{i_{j+1}}}}=z} = z^z
\]

(6.7)

for all \( j \in [1,k] \). However, this property is already satisfied by the prefactor of \( h_1(y_\mu) \) in (6.5) unless there exists \( j \in [1,k] \) with \( s_{i_j} = \cdots = s_{i_{j+1}} = 1 \). Moreover, if there exists such a \( j \) with \( s_{i_j} = \cdots = s_{i_{j+1}} = 1 \), then the prefactor is a polynomial which has a non-zero constant term after evaluating the variables \( y_{i,j:s_{i_j,v_j}} = \cdots = y_{i,j+1:s_{i_{j+1},v_{i_{j+1}}}} = z \) (viewed as a polynomial in \( z \)). Hence (6.5) is contained in \( \mathcal{Y}_{s_{i_1},\ldots,s_{i_k}} \) if and only if \( h_1(y_\mu) \) satisfies (6.7) for all \( j \in [1,k] \) with \( s_{i_j} = \cdots = s_{i_{j+1}} = 1 \). This implies the following lemma.
Lemma. The containment of (6.3) in the ideal (6.6) is equivalent to the fact that $h_1(y_{\mu})$ is contained in the intersection

$$\bigcap_{s_{i1},\ldots,s_{ik}} \mathcal{Y}_{v_{i1},\ldots,v_{ik}}$$

where $\mathcal{Y}_{v_{i1},\ldots,v_{ik}}$ is the ideal generated by

$$y_{i1}^{c_{i1}} y_{i1+1}^{c_{i1+1}} \cdots y_{ik}^{c_{ik}}$$

where for each $1 \leq j \leq k - 1$ we have

$$c_{ij} + c_{ij+1} + \cdots + c_{ij+1} = \begin{cases} 1, & \text{if } s_{ij} = \cdots = s_{ij+1} = 1 \\ 0, & \text{otherwise.} \end{cases}$$

Proof. This follows from the discussion preceding the lemma. \[ \square \]

Example. We consider $r_1 = 2$ and $r_2 = 1$ ($i_1 = 1$, $i_2 = 2$) with the two obvious tuples of partitions. In the case $\mu = (\mu_1, \mu_2)$ with $\mu_1 = \big]\_\big]$ we get that

$$(y_{1,2,1} - y_{2,1,1}) h_1(y_{\mu}) \in \langle y_{1,2,1}, y_{2,1,1} \rangle$$

and in the other case $\mu_1 = \big]\_\big\]$ $$(y_{1,1,1} - y_{1,1,2})^2 h_1(y_{\mu}) \in \langle y_{1,1,1}, y_{2,1,1} \rangle \cap \langle y_{1,1,2}, y_{2,1,1} \rangle = \langle y_{1,1,1} y_{1,1,2}, y_{2,1,1} \rangle.$$

In the first case we have no restriction on $h_1(y_{\mu})$ and in the second case we actually need

$$h_1(y_{\mu}) \in \langle y_{1,1,1}, y_{1,1,2}, y_{2,1,1} \rangle.$$ 

Corollary. The dimension of $\varphi_\mu(\mathcal{Y}_{\xi,\gamma} \cap \Gamma_\mu)$ equals the dimension of the space of all homogeneous polynomials $f(y_{\mu})$ of degree $-p + |\gamma| - K_\mu$ in the ideal

$$\bigcap_{s_{i1},\ldots,s_{ik}} \mathcal{Y}_{v_{i1},\ldots,v_{ik}}$$

symmetric with respect to the exchange of variables $y_{i,r,u} \leftrightarrow y_{i,r,v}$ and satisfying

$$\deg_{y_{i,r,u}} f(y_{\mu}) \leq P_{r,i}^{\mu,\lambda}, \ \forall i, r, u.$$

Proof. Let $r(y_{\mu})$ be a polynomial with $\deg_{y_{i,r,u}} r(y_{\mu}) \leq P_{r,i}^{\mu,\lambda}$, symmetric under the exchange of variables $y_{i,r,u} \leftrightarrow y_{i,r,v}$ and satisfying the property that (6.3) (with $h_1(y_{\mu})$ replaced by $r(y_{\mu})$) is contained in (6.6). Then, the statement follows if we can show that there exists a function $g(x_\gamma) = \frac{f(x_\gamma)}{\Delta_\gamma} \in \Gamma_\mu$ with $f(x_\gamma)$ satisfying the properties (1)-(3) from Definition 5.4 such that

$$\varphi_\mu(g(x_\gamma)) = \prod_{1 \leq i \leq n} \prod_{(r,u)} (y_{i,r,u})^{\lambda_i} r(y_{\mu}).$$
By the results of [28], we actually obtain the existence of \( g(x) \) with the desired properties except property (3) from Definition 5.4. In the rest of the proof we show that this property can also be fixed. Now, we can write \( \bar{f}(x) := \prod_{i,r} x_i^{\lambda_i} f(x) \) as

\[
\bar{f}(x) = \bar{f}_1(x) + \bar{f}_2(x)
\]

where \( \bar{f}_1(x) \) is in the ideal generated by the monomials

\[
(x_{i_1,1} \cdots x_{i_1,r_{i_1}})^{c_{i_1}} (x_{i_1+1,1} \cdots x_{i_1+1,r_{i_1+1}})^{c_{i_1+1}} \cdots (x_{i_k,1} \cdots x_{i_k,r_{i_k}})^{c_{i_k}}
\]

(6.8)

satisfying \( c_{ij} + c_{ij+1} + \cdots + c_{ij+1} = 1, \forall j \in [1, k] \) and each summand of \( \bar{f}_2(x) \) is not contained in the aforementioned ideal. This means that for each summand \( F \) of \( \bar{f}_2(x) \) there exists \( j \in [1, k] \) and \( s_{ij}, \ldots, s_{ij+1} \) such that none of the variables

\[
x_{ij,1}, x_{ij+1,1}, \ldots, x_{ij+1,s_{ij+1}}
\]

(6.9)

divides \( F \). Since \( \varphi_{\mu}(\bar{f}(x)) \) and \( \varphi_{\mu}(\bar{f}_1(x)) \) are both contained in \( (6.6) \), we have that \( \varphi_{\mu}(\bar{f}_2(x)) \) is also in \( (6.3) \) which forces \( \bar{f}_2(x) \in \ker \varphi_{\mu} \). If we can show that

\[
\prod_{i,r} \frac{(x_i^{\lambda_i})^{-1} \bar{f}_2(x)}{\Delta_{\gamma}} \in \Gamma_{\mu} \subseteq U_{\gamma}
\]

(6.10)

and the nominator of \( (6.10) \) satisfies the properties (1) and (2) from Definition 5.4 we obtain that each such polynomial \( r(y_{\mu}) \) is in fact in the image of some element in \( \mathcal{V}_{\xi,\gamma,p} \cap \Gamma_{\mu} \). This would finish the proof.

- **Symmetry.** If we denote by \( f^\sigma \) the function obtained by applying the symmetric group element \( \sigma \) to \( f \), we get

\[
\bar{f}_2(x) - \bar{f}_2^\sigma(x)
\]

is in the ideal generated by the elements \( (6.8) \). This is only possible if \( \bar{f}_2(x) = \bar{f}_2^\sigma(x) \).

- **Specialization.** By spacializing \( x_{i_1,1} = x_{i_2,1} = x_{i_1,1} \) we obtain that

\[
\bar{f}_1(x) \bigg|_{x_{i_1,1}=x_{i_2,1}=x_{i_1,1}=w} = -\bar{f}_2(x) \bigg|_{x_{i_1,1}=x_{i_2,1}=x_{i_1,1}=w}
\]

(6.11)

We consider the case when \( i, i \pm 1 \notin [i_1, i_2] \) or \( i, i \pm 1 \in (i_j, i_{j+1}) \) for some \( j \in [1, k] \). The remaining cases are proven similarly and we omit the details. Since \( \bar{f}_2(x) \) is not in the ideal generated by \( (6.8) \), there exists \( p_1 \in [1, k] \) such that

\[
\bar{f}_2(x) = R_1(x) + S_2(x)
\]

where \( R_1(x) \) is independent of \( x_{i_{p_1+1},1}, \ldots, x_{i_{p_1+1},1} \) and \( S_2(x) \) is divisible by \( z \) after specializing \( x_{i_{p_1+1},1} = \cdots = x_{i_{p_1+1},1} = z \). If \( i, i \pm 1 \notin [i_{p_1}, i_{p_1+1}] \) we obtain from \( (6.11) \)

\[
R_1(x) \bigg|_{x_{i_1,1}=x_{i_2,1}=x_{i_1,1}=w} = 0
\]

and if \( i, i \pm 1 \in (i_{p_1}, i_{p_1+1}) \) we obtain that \( R_1(x) \) is divisible by \( x_{i_2} \). So collecting all indices \( p_1, \ldots, p_s \in \{1, \ldots, k-1\} \) such that \( \bar{f}_2(x) \) violates the last condition in Definition 5.4 we can
write by continuing in the above described way

\[ \tilde{f}_j(x_\gamma) = R_1(x_\gamma) + \cdots + R_{s-1}(x_\gamma) + x_{i,2}R_s(x_\gamma) \]

where \( R_j(x_\gamma) \) is independent of \( x_{i,p_1,1}, \ldots, x_{i,p_{j+1},1} \) for \( j \leq s \) and is divisible by \( z \) after specializing \( x_{i,p_1,1} = \cdots = x_{i,p_{j+1},1} = z \); this property holds for all \( t < j \). Moreover, \( R_s(x_\gamma) \) shows only up if \( i, i+1 \in (i_{p_1}, i_{p_{s+1}}) \) and

\[ R_j(x_\gamma) \bigg|_{x_{i,1} = x_{i,2} = x_{i+1,1}} = 0, \forall j < s. \]

Now let \( \sigma \) be the element of the symmetric group interchanging the elements \( x_{i,1} \) and \( x_{i,2} \). On the one hand

\[ R_1(x_\gamma) - R_1^\sigma(x_\gamma) \]

is divisible by \( z \) after specializing \( x_{i,p_1,1} = \cdots = x_{i,p_{j+1},1} = z \) and on the other hand the term is also independent of \( x_{i,p_1,1}, \ldots, x_{i,p_{j+1},1} \) since \( i \notin [i_{p_1}, i_{p_{j+1}}] \). Hence \( R_1(x_\gamma) = R_1^\sigma(x_\gamma) \). Continuing in this way we obtain that \( R_j(x_\gamma) = R_j^\sigma(x_\gamma) \) for all \( j < s \) and therefore

\[ x_{i,2}R_s(x_\gamma) = x_{i,1}R_s^\sigma(x_\gamma). \]

So \( R_s(x_\gamma) \) is divisible by \( x_{i,1} \) which is only possible if \( R_s(x_\gamma) = 0 \) and the claim follows.

- **Containment in \( \Gamma_\mu \).** Let \( \nu > \mu \) and note that \(-\varphi_\nu(\tilde{f}_1(x_\gamma)) = \varphi_\nu(\tilde{f}_2(x_\gamma))\) is contained in the ideal \((6.6)\) (with the variables corresponding to \( \nu \)). This implies that \( \tilde{f}_2(x_\gamma) = \tilde{f}_2(x_\gamma)' + \tilde{f}_2(x_\gamma)'' \) can be written where the first summand belongs to the ideal generated by \((6.8)\) and \( \tilde{f}_2(x_\gamma)'' \in \ker \varphi_\nu \). But by the choice of \( \tilde{f}_2(x_\gamma) \) we have \( \hat{f}_2(x_\gamma)' = 0 \) and hence \((6.10)\) holds.

- **First and second property.** The first condition of Definition \(6.4\) is obviously satisfied by the nominator of \((6.10)\) and the second property can be similarly checked. We omit the details.

\[ \Box \]

### 6.4.

If we denote by \( e_d^{(i,r)}(y_\mu) \), \( 1 \leq d \leq m_{i,r} \) the \( d \)-th elementary symmetric polynomial in the variables \( \{y_{i,r,1}, \ldots, y_{i,r,m_{i,r}}\} \), we can rewrite the statement of Corollary \(6.3\) as follows. The dimension of \( \varphi_\mu(\mathcal{V}_{\xi,\gamma,p} \cap \Gamma_\mu) \) equals the dimension of the space spanned by all monomials

\[ \prod_{i=1}^{n} \prod_{r=1}^{x_i} \prod_{d=1}^{m_{i,r}} (e_d^{(i,r)}(y_\mu))^{C_{d,r,i}} \]

with

\[ \sum_{d=1}^{m_{i,r}} C_{d,r,i} \leq p_{x,\lambda, \mu} \quad \sum_{i,r,d} d \cdot C_{d,r,i} = -p + |\gamma| - K_{\mu} \lambda \quad \sum_{i=1}^{i_{j+1}} C_{m_{i,1},i,i} \geq 1, \forall j \in [1, k]. \]

This is exactly the statement of Theorem \(2\).

**Remark.** Note that the same proof works for all modules \( M_{\xi,\lambda} \), \( \xi \) normalized, admitting a presentation as in Lemma \(4.3\) where all non-redundant relations in \((4.6)\) are of the form \( (x_{i,j,i_{j+1}} \otimes t^{(i,j)}) \), \( 1 \leq i_1 < \cdots < i_k \leq n \) satisfying \( \lambda_{i_j,i_{j+1}} - \xi_{i_j,i_{j+1}} = 1 \).
PRIME REPRESENTATIONS IN THE HL CATEGORY: CLASSICAL DECOMPOSITIONS

REFERENCES

[1] Eddy Ardonne and Rinat Kedem. Fusion products of Kirillov-Reshetikhin modules and fermionic multiplicity formulas. *J. Algebra*, 308(1):270–294, 2007.
[2] Eddy Ardonne, Rinat Kedem, and Michael Stone. Fermionic characters and arbitrary highest-weight integrable $\hat{\mathfrak{sl}}_{n+1}$-modules. *Comm. Math. Phys.*, 264(2):427–464, 2006.
[3] Leon Barth and Deniz Kus. Graded decompositions of fusion products in rank two. *Kyoto J. Math* (to appear).
[4] Rekha Biswal and Deniz Kus. A combinatorial formula for graded multiplicities in excellent filtrations. *Transform. Groups*, 2020.
[5] Matheus Brito and Vyjayanthi Chari. Tensor products and $q$-characters of HL-modules and monoidal categorifications. *J. Éc. polytech. Math.*, 6:581–619, 2019.
[6] Matheus Brito, Vyjayanthi Chari, and Adriano Moura. Demazure modules of level two and prime representations of quantum affine $\hat{\mathfrak{sl}}_{n+1}$. *J. Inst. Math. Jussieu*, 17(1):75–105, 2018.
[7] Vyjayanthi Chari, Justin Davis, and Ryan Moruzzi Jr. Generalized Demazure modules and prime representations in type $D_n$. arXiv:1911.07155.
[8] Vyjayanthi Chari and Adriano Moura. Spectral characters of finite-dimensional representations of affine algebras. *J. Algebra*, 279(2):820–839, 2004.
[9] Vyjayanthi Chari and Andrew Pressley. Quantum affine algebras. *Comm. Math. Phys.*, 142(2):261–283, 1991.
[10] Vyjayanthi Chari and Andrew Pressley. Quantum affine algebras and their representations. In *Representations of groups* (Banff, AB, 1994), volume 16 of CMS Conf. Proc., pages 59–78. Amer. Math. Soc., Providence, RI, 1995.
[11] Vyjayanthi Chari and Andrew Pressley. Weyl modules for classical and quantum affine algebras. *Represent. Theory*, 5:191–223 (electronic), 2001.
[12] Vyjayanthi Chari and R. Venkatesh. Demazure modules, fusion products and $Q$-systems. *Comm. Math. Phys.*, 333(2):709–830, 2015.
[13] B. Feigin, R. Kedem, S. Loktev, T. Miwa, and E. Mukhin. Combinatorics of the $\hat{\mathfrak{sl}}_2$ coinvariants: dual functional realization and recursion. *Compositio Math.*, 134(2):193–241, 2002.
[14] Ghislain Fourier, Victor Martins, and Adriano Moura. On truncated Weyl modules. *Comm. Algebra*, 47(3):1125–1146, 2019.
[15] Philippe Di Francesco and Rinat Kedem. Proof of the combinatorial Kirillov-Reshetikhin conjecture. *Int. Math. Res. Not. IMRN*, (7):Art. ID rnm006, 57, 2008.
[16] Edward Frenkel and Nicolai Reshetikhin. The $q$-characters of representations of quantum affine algebras and deformations of $W$-algebras. In *Recent developments in quantum affine algebras and related topics* (Raleigh, NC, 1998), volume 248 of Contemp. Math., pages 163–205. Amer. Math. Soc., Providence, RI, 1999.
[17] Howard Garland. The arithmetic theory of loop algebras. *J. Algebra*, 53(2):480–551, 1978.
[18] David Hernandez. The Kirillov-Reshetikhin conjecture and solutions of $T$-systems. *J. Reine Angew. Math.*, 596:63–87, 2006.
[19] David Hernandez. On minimal affinizations of representations of quantum groups. *Comm. Math. Phys.*, 276(1):221–259, 2007.
[20] David Hernandez and Bernard Leclerc. Cluster algebras and quantum affine algebras. *Duke Math. J.*, 154(2):365–391, 2010.
[21] David Hernandez and Bernard Leclerc. Monoidal categorifications of cluster algebras of type $A$ and $D$. In *Symmetries, integrable systems and representations*, volume 40 of Springer Proc. Math. Stat., pages 175–193. Springer, Heidelberg, 2013.
[22] Rinat Kedem. A pentagon of identities, graded tensor products, and the Kirillov-Reshetikhin conjecture. In *New trends in quantum integrable systems*, pages 173–193. World Sci. Publ., Hackensack, NJ, 2011.
[23] Maxim Kontsevich and Yan Soibelman. Cohomological Hall algebra, exponential Hodge structures and motivic Donaldson-Thomas invariants. *Commun. Number Theory Phys.*, 5(2):313–352, 2011.
[24] Deniz Kus and Peter Littelmann. Fusion products and toroidal algebras. *Pacific J. Math.*, 278(2):427–445, 2015.
[25] Deniz Kus and R. Venkatesh. Twisted Demazure modules, fusion product decomposition and twisted Q-systems. *Represent. Theory*, 20:94–127, 2016.

[26] George Lusztig. *Introduction to quantum groups*. Modern Birkhäuser Classics. Birkhäuser/Springer, New York, 2010. Reprint of the 1994 edition.

[27] Hiraku Nakajima. $t$-analog of $q$-characters of quantum affine algebras of type $A_n, D_n$. In *Combinatorial and geometric representation theory (Seoul, 2001)*, volume 325 of *Contemp. Math.*, pages 141–160. Amer. Math. Soc., Providence, RI, 2003.

[28] Katsuyuki Naoi. Tensor products of Kirillov-Reshetikhin modules and fusion products. *Int. Math. Res. Not. IMRN*, (18):5667–5709, 2017.

[29] A. V. Stoyanovskii and B. L. Feigin. Functional models of the representations of current algebras, and semi-infinite Schubert cells. *Funktsional. Anal. i Prilozhen.*, 28(1):68–90, 96, 1994.

[30] Alexander Tsymbaliuk. Shuffle algebra realizations of type $A$ super Yangians and quantum affine superalgebras for all Cartan data. *Lett. Math. Phys.*, 110(8):2083–2111, 2020.

Faculty of Mathematics Ruhr-University Bochum

Email address: leon.barth@rub.de

Faculty of Mathematics Ruhr-University Bochum

Email address: deniz.kus@rub.de