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Abstract

In this paper, we study the numerical methods for solving a nonlinear reaction-diffusion model for the polarization phenomena in ionic conductors. In particular, we propose three types of numerical methods, including the finite difference, cubic B-spline collocation, and local discontinuous Galerkin method, to approximate the quenching time of the model. We prove the conservation properties for all three numerical methods and compare their numerical performance.

1. Introduction

In this paper, we investigate some numerical approximations of the quenching time of the solutions to the following nonlinear reaction-diffusion equation

\[ u_t(x,t) = u_{xx}(x,t) + \frac{1}{1 - u(x,t)}, \quad 0 < x < L, \ 0 < t < T, \]  

subject to the initial condition \( u(x,0) = 0 \) and two types of boundary conditions, i.e., the zero Neumann boundary condition

\[ u_x(0,t) = u_x(L,t) = 0, \]  

and the zero Dirichlet boundary condition

\[ u(0,t) = u(L,t) = 0. \]  

Here \( L > 0 \) is a given constant. The quenching time of the solutions to the equation (1.1) with some initial and boundary conditions is defined to be the finite time \( T \) (if it exists), such that

\[ \lim_{t \to T^-} \max_{0 \leq x \leq L} u(x,t) \to 1, \]

where \( u(x,t) \) is the solution [1]. One can show that the initial-boundary value problem (1.1),(1.2) along with the zero initial condition leads to quenching at \( T = 1/2 \). For the initial-boundary value problem (1.1),(1.3) with the zero initial condition,
it has been shown that the quenching time exists if \( L > 2\sqrt{\Sigma} \) (see [2]). However, there is no analytical formulation for the quenching time. The objective of this paper is to propose numerical methods to approximate the quenching time, and prove their conservation property and compare their numerical performance. Specifically, we design the finite difference, cubic B-spline collocation and local discontinuous Galerkin method for equation (1.1) with Dirichlet and Neumann boundary conditions.

Finite difference methods have been widely used to solve a great number of differential equation models due to its simplicity. For certain nonlinear acoustics problems, however, it has been shown that the local discontinuous Galerkin (LDG) methods lead to more accurate solution than the benchmark finite difference methods in literature [3]. The LDG methods, as a special type of finite element methods, are suitable for complicated geometry and parallel computing. It is also easy to design LDG methods with high order of accuracy and conservation properties [4]-[6]. The cubic B-spline collocation methods have also been applied to solve various partial differential equations [7]. In addition, the Galerkin approach with the cubic B-spline has been applied to solve the modified regularized long wave equation [8], the generalized regularized long wave equation [9, 10], and the Benjamin-Bona-Mahony-Burgers equation [11]. One of the advantages of the cubic B-spline collocation methods over the finite element type of methods is that the calculation of coefficient matrices does not require numerical quadrature [12]. In this work, we propose three numerical methods based on the finite difference, cubic B-spline collocation and LDG methods. We can prove that all three numerical methods satisfy certain conservation property. We also compute the quenching time of the remaining of the paper is organized as follows. In section 2, we present the numerical methods for the nonlinear reaction-diffusion equation. In section 3, we discuss the conservation properties of the proposed methods. In section 4, we show the numerical results for the approximation of quenching time.

2. Description of numerical methods

In this section, we describe our numerical methods for solving the nonlinear reaction-diffusion equation (1.1) with zero initial condition, and Neumann boundary condition (1.2) or Dirichlet boundary condition (1.3). In particular, we focus on the finite difference method (FDM), the cubic B-splines method and the local discontinuous Galerkin (LDG) method, and investigate the performance of these numerical methods.

2.1. Finite difference method

We partition the spatial domain \([0, L]\) into \(N\) elements uniformly using \((N + 1)\) grid points: \(0 = x_0 < x_1 < \ldots < x_N = L\). We denote the length of each element by \(h\), thus we have \(h = L/N\) and \(x_i = ih\) for \(i = 0, 1, \ldots, N\). Suppose we want to solve the nonlinear reaction-diffusion equation (1.1) up to the final time \(T\), then we discretize the temporal domain \([0, T]\) using \((M + 1)\) uniformly spaced nodes \(t_j := j\Delta t\) for \(j = 0, 1, \ldots, M\) with the step size \(\Delta t = T/M\). Now we denote the numerical solution at \(x = x_i\) and \(t = t_j\) by \(U_i^j\), then finite difference discretization of equation (1.1) can be written as

\[
\frac{U_i^{j+1} - U_i^j}{\Delta t} = \frac{U_i^{j+1} - 2U_i^j + U_i^{j+1}}{h^2} + \frac{1}{1 - U_i^j},
\]

for \(i = 1, 2, \ldots, N - 1\) and \(j = 0, 1, \ldots, M - 1\). Here we have used the second-order centered difference in space and forward Euler method in time. That is,

\[
u_t(x_i, t_j) \approx \frac{U_i^{j+1} - U_i^j}{\Delta t},
\]

and

\[
u_{xx}(x_i, t_j) \approx \frac{U_{i+1}^j - 2U_i^j + U_{i-1}^j}{h^2}.
\]

For the case of homogeneous Dirichlet boundary condition, we have

\[
U_0^j = U_N^j = 0,
\]

for any \(j\). Moreover, due to the initial condition, there is \(U_i^0 = 0\) for any \(i\). Therefore, at \((j + 1)\)th time level \((j \leq M_1)\), we update \(U_i^{j+1}\) by

\[
U_i^{j+1} = rU_{i+1}^j + (1 - 2r)U_i^j + rU_{i-1}^j + \frac{\Delta t}{1 - U_i^j}, \quad i = 1, 2, \ldots, N - 1,
\]

and \(U_0^{j+1} = U_N^{j+1} = 0\). Here \(r = \Delta t/h^2\) has to be chosen small enough for the stability of the scheme.
For the case of homogeneous Neumann boundary condition, we introduce the ghost points \( x_{-1} := x_0 - h \) and \( x_{N+1} := x_N + h \), and approximate the Neumann boundary condition using the second-order centered difference, which leads to

\[
U_{j-1}^i = U_j^i, \quad U_{N+1}^i = U_{N-1}^i.
\]  

(2.2)

Then we update \( U_{0}^{j+1} \) and \( U_{N}^{j+1} \) by applying (2.1) at \( i = 0 \) and \( i = N \), as well as conditions in (2.2). Therefore, the scheme for this case can be written as

\[
U_{0}^{j+1} = (1 - 2r)U_0^j + 2rU_1^j + \frac{\Delta t}{1 - U_0^j}, \quad U_{N}^{j+1} = 2rU_{N-1}^j + (1 - 2r)U_N^j + \frac{\Delta t}{1 - U_N^j},
\]  

(2.3)

coupled with (2.1).

### 2.2. Cubic B-spline collocation method

The idea of the cubic B-spline collocation method is to look for the numerical solution represented using the cubic B-spline basis, such that equation (1.1) is satisfied at all the collocation points.

To describe the cubic B-spline collocation method, we use the same notation for the grid points in \([0, L]\) (see section 2.1), and define \( x_j = jh \) for \( j = 0, \pm 1, \pm 2, \ldots \). Let \( B_j(x) \) be the cubic B-spline function defined as

\[
B_j(x) = \frac{1}{h^3} \begin{cases} 
(x-x_{j-2})^3, & \text{if } x \in [x_{j-2}, x_{j-1}) \\
(x-x_{j-2})^3 - 4(x-x_{j-1})^3, & \text{if } x \in [x_{j-1}, x_j) \\
(x_{j+2} - x)^3 - 4(x_{j+1} - x)^3, & \text{if } x \in [x_j, x_{j+1}) \\
(x_{j+2} - x)^3, & \text{if } x \in [x_{j+1}, x_{j+2}] \\
0, & \text{if } x \notin [x_{j-2}, x_{j+2}]
\end{cases}
\]

for any integer \( j \). Note that each cubic B-spline basis function \( B_j(x) \) is only nonzero when \( x \in [x_{j-2}, x_{j+2}] \). Then the numerical solution \( U(x, t) \) for \( x \in [0, L] \) can be represented by

\[
U(x, t) = \sum_{j=-1}^{N+1} \alpha_j(t) B_j(x),
\]  

(2.4)

since \( B_j(x) = 0 \) for \( x \in [0, L] \) and any \( j \leq -2 \) or \( j \geq N + 2 \). Here \( \alpha_j(t) \) for \( j = -1, 0, \ldots, N + 1 \) are the unknown coefficients to be determined.

For the case of homogeneous Dirichlet boundary condition, we require \( U(x, t) \) in (2.4) to satisfy equation (1.1) at \( x_j \), for \( j = 0, 1, \ldots, N \), and vanish at \( x = 0 \) and \( x = L \). These conditions lead to \((N + 3)\) ordinary differential equations with \((N + 3)\) unknowns, which can be further solved by any time discretization method. With the help of the results in Table 1, we can derive the formulation of the scheme as follows

\[
\alpha_{j-1} + 4\alpha_j + \alpha_{j+1} = \frac{6}{h^2} (\alpha_{j-1} - 2\alpha_j + \alpha_{j+1}) + \frac{1}{1 - \alpha_{j-1} - 4\alpha_j - \alpha_{j+1}},
\]  

(2.5)

for \( j = 0, 1, \ldots, N \), coupled with

\[
U(x_0, t) = \alpha_{-1} + 4\alpha_0 + \alpha_1 = 0, \quad U(x_N, t) = \alpha_{N-1} + 4\alpha_N + \alpha_{N+1} = 0.
\]  

(2.6)

(2.7)

If we apply (2.6) to (2.5) at \( j = 0 \), then we can show that \( \alpha_{-1} - 2\alpha_0 + \alpha_1 = -h^2/6 \), which leads to \( \alpha_0 = h^2/36 \) and \( \alpha_{-1} = -h^2/9 - \alpha_1 \). Similarly, if we apply (2.7) to (2.5), we can show that \( \alpha_N = h^2/36 \) and \( \alpha_{N+1} = -h^2/9 - \alpha_N \). If we further use these equations in (2.5), we can derive the following ODE system

\[
A \frac{d\alpha}{dt} = f,
\]  

(2.8)

where

\[
A = \begin{bmatrix} 4 & 1 & \cdots & 1 \\ 1 & 4 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 4 & \cdots & 4 \end{bmatrix}, \quad \alpha = \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \vdots \\ \alpha_{N-2} \\ \alpha_{N-1} \end{bmatrix} \quad \text{and} \quad f = \begin{bmatrix} f_1 \\ f_2 \\ \vdots \\ f_{N-2} \\ f_{N-1} \end{bmatrix},
\]
with \( f_j = 6(\alpha_{j-1} - 2\alpha_j + \alpha_{j+1})/h^2 + 1/(1 - \alpha_{j-1} - 4\alpha_j - \alpha_{j+1}) \). We then solve equation (2.8) using the forward Euler method.

For the case of homogeneous Neumann boundary condition, we impose the boundary condition for \( U(x,t) \) defined in (2.4). Thus, we have

\[
U_x(x_0, t) = \frac{3}{h} \beta - \frac{\alpha}{2} = 0 \\
U_x(x_N, t) = \frac{3}{h} \alpha = 0,
\]

which leads to \( \alpha_{-1} = \beta \) and \( \alpha_{N+1} = \alpha = 0 \). We then apply these equations to (2.5) for \( j = 0, 1, \ldots, N \), and obtain the following ODE system

\[
\mathbf{\bar{A}} \frac{d\bar{\alpha}}{dt} = \bar{f}, \tag{2.9}
\]

where

\[
\mathbf{\bar{A}} = \begin{bmatrix}
4 & 2 & & & \\
1 & 4 & 1 & & \\
& 1 & 4 & 1 & \\
& & & \ddots & 1 \\
& & & & 1 & 4 & 1 \\
& & & & 2 & 4 & \\
\end{bmatrix}, \quad \bar{\alpha} = \begin{bmatrix}
\alpha_0 \\
\alpha_1 \\
\vdots \\
\alpha_{N-1} \\
\alpha_N \\
\end{bmatrix} \quad \text{and} \quad \bar{f} = \begin{bmatrix}
f_0 \\
f_1 \\
\vdots \\
f_{N-1} \\
f_N \\
\end{bmatrix}.
\]

Note that we can compute \( f_0 \) and \( f_N \) using \( f_0 = 12(\alpha_0 - \alpha_1)/h^2 + 1/(1 - 2\alpha_0 - 4\alpha_1) \) and \( f_N = 12(\alpha_{N-1} - \alpha_N)/h^2 + 1/(1 - 2\alpha_{N-1} - 4\alpha_N) \). Similarly, we can then solve equation (2.9) using the forward Euler method.

2.3. Local discontinuous Galerkin method

To define the local discontinuous Galerkin (LDG) method for the initial-boundary value problem, we use \( I_j := [x_{j-1}, x_j] \) to denote the \( j^{th} \) element, and rewrite (1.1) as

\[
u_t = q_x + \frac{1}{1 - u}, \quad q = u_x.
\]

Let \( V_h^k \) be the piecewise defined polynomial space given by \( V_h^k = \{ v : v|_{I_j} \in P^k(I_j), \forall I_j \} \), where \( P^k(I_j) \) is the space of polynomials of degree up to \( k \) on \( I_j \). The LDG scheme is to look for \( u_h \) and \( q_h \in V_h^k \), such that

\[
\int_{I_j} \frac{\partial}{\partial t} u_h v dx = - \int_{I_j} q_h \nu v_x dx + \bar{q}_j v_j^- - \bar{q}_{j-1} v_{j-1}^- + \int_{I_j} \frac{v}{1 - u_h} dx, \tag{2.10}
\]

\[
\int_{I_j} q_h w dx = - \int_{I_j} u_h w_x dx + \bar{u}_j w_j^- - \bar{u}_{j-1} w_{j-1}^+,
\]

for any \( v, w \in V_h^k \) and \( j = 1, 2, \ldots, N \). Here \( v_j^- := \lim_{\epsilon \to 0^+} v(x_j - \epsilon) \) and \( v_{j-1}^+ := \lim_{\epsilon \to 0^+} v(x_{j-1} + \epsilon) \) are the left- and right-hand limit of \( v(x) \) at \( x_{j-\frac{1}{2}} \) and \( x_{j+\frac{1}{2}} \), respectively. Similar definition holds for \( w_j^- \) and \( w_{j-1}^+ \). Due to the discontinuity of the numerical solution at the grid points, we use \( \bar{q}_j \) and \( \bar{u}_j \) for \( j = 0, 1, \ldots, N \), to denote the so-called numerical fluxes, which will be carefully chosen for different boundary conditions.

For the initial-boundary value problem with the homogeneous Dirichlet boundary condition, we choose

\[
\bar{q}_j = (q_h)_j^+, \quad \bar{u}_j = (u_h)_j^+, \quad \text{for} \ j = 1, 2, \ldots, N - 1. \tag{2.12}
\]
That is, at any interior grid points $x_j$, the numerical fluxes $\hat{q}_j$ and $\hat{u}_j$ are computed using $q_h|_{t_{i+1}}$ (i.e., the restriction of the function $q_h$ on the interval $I_{j+1}$) and $u_h|_{t_j}$ (i.e., the restriction of the function $u_h$ on the interval $I_j$), respectively. At the left and right endpoints, we take

$$\hat{q}_0 = (q_h)_0^+, \quad \hat{u}_0 = 0, \quad \hat{q}_N = (q_h)_N^- - \frac{1}{h}(u_h)_N, \quad \hat{u}_N = 0. \quad (2.13)$$

Note that we have used the penalty term $(u_h)_N^- / h$ in the definition of $\hat{q}_N$. Such a term is crucial when we design the numerical scheme [13].

For the problem with the homogeneous Neumann boundary condition, we use (2.12) along with the following choice at the boundary [14]:

$$\hat{q}_0 = 0, \quad \hat{u}_0 = (u_h)_0^+, \quad \hat{q}_N = 0, \quad \hat{u}_N = (u_h)_N^-. \quad (2.14)$$

Let $\{v^j_1(x), v^j_2(x), \ldots, v^j_{k+1}(x)\}$ be a local basis of $V_h^j$ on $I_j$ ($1 \leq j \leq N$). We can express the numerical solution on $I_j$ as

$$u_h|_{t_j} = \sum_{l=1}^{k+1} C_l^j(t) v^l_1(x), \quad q_h|_{t_j} = \sum_{l=1}^{k+1} D_l^j(t) v^l_1(x), \quad (2.15)$$

where $\{C_l^j(t)\}_{l=1}^{k+1}$ and $\{D_l^j(t)\}_{l=1}^{k+1}$ are the unknown coefficients to be determined. If we use (2.15) in equations (2.10)-(2.13) (for the case of Dirichlet boundary condition), or equations (2.10)-(2.12), (2.14) (for the case of Neumann boundary condition), we can derive an ODE system of $C_l^j(t)$ and $D_l^j(t)$ for $l = 1, 2, \ldots, k + 1$ and $j = 1, 2, \ldots, N$, which will be solved by any time integration method.

### 3. Conservation properties of numerical methods

In this section, we present some properties of the three numerical methods described in section 2, when they are used to solve the initial-boundary value problem (1.1) with zero initial condition and the boundary condition (1.2). Throughout this section, we assume that the quenching time of such a problem is $T > 0$. Then it is easy to verify that its exact solution $u(x,t)$ satisfies the following equalities:

$$\int_0^L u_i dx = \int_0^L \frac{1}{1-u} dx, \quad (3.1)$$

and

$$\frac{1}{2} \frac{d}{dt} \int_0^L u^2 dx + \int_0^L u_i^2 dx = \int_0^L \frac{u}{1-u} dx, \quad (3.2)$$

for any $t < T$. We will show that similar equalities also hold for the numerical solutions.

**Theorem 3.1.** The numerical solution by the finite difference method in equation (2.1) and (2.3) satisfies the following equation

$$h \sum_{i=0}^{N} d_i U_i^{j+1} = h \sum_{i=0}^{N} d_i U_i^{j} + h \Delta t \sum_{i=0}^{N} d_i \frac{U_i^{j+1} - U_i^{j}}{1-U_i^{j}}, \quad (3.3)$$

if $U_i^{j} < 1$ for $i = 0, \ldots, N$. Here $d_i = 1$ for $i = 0$ or $N$, and $d_i = 2$ for $i = 1, 2, \ldots, N - 1$.

**Proof.** We multiply each equation in (2.1) by 2 and sum over $i$ for $i = 1, 2, \ldots, N - 1$, to get

$$\sum_{i=1}^{N-1} d_i U_i^{j+1} = \sum_{i=1}^{N-1} d_i U_i^{j} + \sum_{i=1}^{N-1} 2r U_i^{j+1} - \sum_{i=1}^{N-1} 2r U_i^{j} + \Delta t \sum_{i=1}^{N-1} d_i \frac{U_i^{j+1} - U_i^{j}}{1-U_i^{j}}$$

$$= \sum_{i=1}^{N-1} d_i U_i^{j} + 2r U_i^{j} - 2r U_i^{j} + 2r U_i^{j} - 2r U_i^{j} + \Delta t \sum_{i=1}^{N-1} d_i \frac{1-U_i^{j}}{1-U_i^{j}}. \quad (3.4)$$

We then add each of the equations in (2.3) to equation (3.4), and obtain

$$U_0^{j+1} + U_N^{j+1} + \sum_{i=1}^{N-1} d_i U_i^{j+1} = U_0^{j} + U_N^{j} + \sum_{i=1}^{N-1} d_i U_i^{j} + \Delta t \sum_{i=1}^{N-1} d_i \frac{U_i^{j+1} - U_i^{j}}{1-U_i^{j}}. \quad (3.5)$$

Since equation (3.5) is equivalent to (3.3), we can conclude the proof. □
Note that \( h \sum_{i=0}^{N} d_i U_i^{j+1} \) is the approximation of \( \int_{0}^{L} u(x, t_{j+1}) dx \) using the trapezoidal rule, and the right side of (3.3) is the approximation of \( \int_{0}^{L} u(x, t_j) dx + \int_{0}^{L} \frac{1}{u(t_{j+1})} dx \). Therefore, we can regard equation (3.3) as the discretization of the equality (3.1).

Next, we consider the cubic B-spline method in (2.9) and we have the following theorem.

**Theorem 3.2.** With the cubic B-spline method defined in (2.9), the following equality holds

\[
6h \sum_{i=0}^{N} d_i \alpha'_i(t) = \frac{h}{1-4 \alpha_0 - 2 \alpha_1} + \sum_{i=1}^{N-1} \frac{2h}{1 - \alpha_{i-1} - 4 \alpha_i - \alpha_{i+1}} + \frac{h}{1 - 2 \alpha_N - 4 \alpha_N},
\]

if \( 4 \alpha_0 + 2 \alpha_1 < 1, 2 \alpha_{N-1} + 4 \alpha_N < 1 \) and \( \alpha_{i-1} + 4 \alpha_i + \alpha_{i+1} < 1 \) for \( i = 1, 2, \ldots, N-1 \).

**Proof.** Equation (2.9) leads to

\[
4 \alpha'_0 + 2 \alpha'_1 = \frac{12}{h} (\alpha_1 - \alpha_0) + \frac{1}{1 - 4 \alpha_0 - 2 \alpha_1},
\]

\[
\alpha'_j + 4 \alpha'_j + \alpha'_{j+1} = \frac{6}{h} (\alpha_{j-1} - 2 \alpha_j + \alpha_{j+1}) + \frac{1}{1 - \alpha_{j-1} - 4 \alpha_j - \alpha_{j+1}},
\]

\[
2 \alpha'_{N-1} + 4 \alpha'_N = \frac{12}{h} (\alpha_{N-1} - \alpha_N) + \frac{1}{1 - 2 \alpha_{N-1} - 4 \alpha_N},
\]

for \( j = 1, 2, \ldots, N-1 \). We then multiply each equation in (3.8) by \( 2h \), sum over \( j \) and add (3.7) and (3.9), which leads to (3.6). \( \square \)

Since \( \int_{0}^{L} u_i dx \approx h \sum_{i=0}^{N} d_i u_i(x, t) = h \sum_{i=0}^{N} d_i (\alpha_{i-1} + 4 \alpha_i + \alpha_{i+1}) = 6h \sum_{i=0}^{N} d_i \alpha'_i \), and the right side of (3.6) is an approximation of \( \int_{0}^{L} \frac{1}{u(x)} dx \), equation (3.6) is also the discretization of the equality (3.1). The next theorem is about the conservation property of the local discontinuous Galerkin method (2.10), (2.11), (2.12) and (2.14).

**Theorem 3.3.** Let \( u_h \) and \( q_h \) be the numerical solution to (2.10), (2.11), (2.12) and (2.14), then the following equality holds for sufficiently small \( t > 0 \)

\[
\frac{1}{2} \frac{d}{dt} \int_{0}^{L} u_h^2 dx + \int_{0}^{L} q_h^2 dx = \int_{0}^{L} \frac{u_h}{1-u_h} dx.
\]

**Proof.** Let \( v = u_h \) in (2.10), \( w = q_h \) in (2.11) and add the resulting equations, we have

\[
\frac{1}{2} \frac{d}{dt} \int_{t_j}^{t} u_h^2 dx + \int_{t_j}^{t} q_h^2 dx \quad (3.11)
\]

\[
= \int_{t_j}^{t} (q_h u_h)_t dx + \int_{t_j}^{t} (q_h)_t u_h dx + \int_{t_j}^{t} (u_h)_t q_h dx - \int_{t_j}^{t} (u_h)_t q_h dx - \int_{t_j}^{t} (q_h)_t u_h dx + \int_{t_j}^{t} (q_h)(u_h)_t - (q_h u_h)_t(1-u_h) dx,
\]

for \( j = 1, 2, \ldots, N \). Using equation (2.12), we can show that equation (3.11) leads to

\[
\frac{1}{2} \frac{d}{dt} \int_{t_j}^{t} u_h^2 dx + \int_{t_j}^{t} q_h^2 dx = ((q_h)_h^1 u_h)_t - (q_h)_h^1(1-u_h) dx + \int_{t_j}^{t} \frac{u_h}{1-u_h} dx,
\]

for any \( j = 2, 3, \ldots, N-1 \). For \( j = 1 \), equation (3.11) can be simplified as

\[
\frac{1}{2} \frac{d}{dt} \int_{t_1}^{t} u_h^2 dx + \int_{t_1}^{t} q_h^2 dx = ((q_h)_h^1 - \hat{q}_0)(u_h)_t^1 + (q_h)_h^1 u_h)_t^1 - \hat{a}_0(q_h)_t^1 + \int_{t_1}^{t} \frac{u_h}{1-u_h} dx,
\]

where we have used (2.12) and (2.14) in the first and second equality above, respectively. For \( j = N \), equation (3.11) can be written as

\[
\frac{1}{2} \frac{d}{dt} \int_{t_N}^{t} u_h^2 dx + \int_{t_N}^{t} q_h^2 dx \quad (3.14)
\]

\[
= ((q_h)_h^N - \hat{q}_{N-1})(u_h)_h^N + (\hat{u}_N - (u_h)_h^N)(q_h)_h^N + \hat{q}_N(u_h)_h^N - \hat{u}_{N-1}(q_h)_h^N + \int_{t_N}^{t} \frac{u_h}{1-u_h} dx,
\]

\[
= -(u_h)_h^N(q_h)_h^N - \int_{t_N}^{t} \frac{u_h}{1-u_h} dx.
\]
Finally, we add (3.12)-(3.14) over all \( j = 2, 3, \ldots, N - 1 \) to get

\[
\frac{d}{dt} \int_0^L u_h^2 dx + \int_0^L q_h^2 dx = \sum_{j=2}^{N-1} \left( (q_h)^+_j (u_h)_j - (q_h)^-_{j-1} (u_h)_{j-1} \right) + (q_h)^+_1 (u_h)_1 - (u_h)_{N-1} (q_h)_{N-1} + \int_0^L \frac{u_h}{1 - u_h} dx,
\]

\[
= \int_0^L \frac{u_h}{1 - u_h} dx.
\]

Note that equation (3.10) is the discretized version of the conservation property (3.2) in the PDE level.

### 4. Numerical experiments

In this section, we present the numerical results of the quenching time for the nonlinear reaction-diffusion equation (1.1). We compare the accuracy of the finite difference method, the cubic B-spline collocation method and the local discontinuous Galerkin method for the quenching time. We choose the polynomial degree to be \( k = 1 \) for the LDG method, so that all three numerical methods have the second-order accuracy in space. Numerically, we compute the quenching time \( T \) in the following way

\[
T := \min_t \left( \max_{x \in [0,L]} U(x,t) \right) \geq 1 - \varepsilon,
\]

where \( U(x,t) \) is the numerical solution, and \( \varepsilon \) is chosen to be \( 10^{-7} \).

We first consider equation (1.1) with zero initial condition and the homogeneous Neumann boundary condition, in which case the exact solution is

\[
u(x,t) = 1 - \sqrt{1 - 2t}, \quad t \leq 1/2.
\]

Thus the exact quenching time is \( t = 1/2 \). We then use the above-mentioned numerical methods to approximate the quenching time. The results for the case of Neumann boundary condition are shown in Table 2. We have used \( \Delta t = \lambda h^2 \) with \( \lambda = 0.16 \) in all the simulations for the table. We start with the numerical simulations using \( N = 80 \) uniform elements, and then double the number of elements a few times until \( N = 640 \). Suppose the errors corresponding to \( N_1 \) and \( N_2 := N_1/2 \) are \( E_1 \) and \( E_2 \), respectively. We can approximate the convergence order by

\[
\text{Convergence order} \approx \log_2 (E_2/E_1).
\]

From Table 2, we observe the second order convergence of the quenching time for all three numerical methods. Moreover, we find that the numerical quenching time of the local discontinuous Galerkin method is exactly the same as that of the finite difference method. However, the results of the cubic B-spline method is less accurate than the other two methods. Overall speaking, all of the methods lead to the numerical quenching time with comparable accuracy. Figure 4.1 shows the numerical solutions at various time, i.e., \( t = 0.1, 0.2, \ldots, 0.5 \), when the finite difference method with 80 elements is used. We can see that the method captures the quenching phenomena, although the numerical solution at \( t = 0.5 \) is slightly smaller than the exact solution.

| \( N \) | Finite Difference | Cubic B-Spline | Local Discontinuous Galerkin |
|-------|-------------------|----------------|-----------------------------|
| 80    | 1.2E-3            | 2.0E-3         | 1.2E-3                      |
| 160   | 3.0E-4            | 5.0E-4         | 3.0E-4                      |
| 320   | 1.0E-4            | 1.5E-4         | 1.0E-4                      |
| 640   | 2.5E-5            | 3.75E-5        | 2.5E-5                      |

Table 2: Numerical results about the quenching time of equation (1.1) with homogeneous Neumann boundary condition.

Next, we consider equation (1.1) with zero initial condition and the homogeneous Dirichlet boundary condition. In [2], the author proved that this problem leads to quenching in a finite time at \( x = L/2 \). However, the analytical formulation or any estimation of the quenching time was not discussed. Here we compute the quenching time using the aforementioned numerical methods. In this case, we start with \( N = 80 \) elements and keep refining the mesh until \( N = 2560 \) elements. Figure 4.2 shows the solutions by the finite difference method with \( N = 80 \) elements. We observe that the numerical solution at \( x = L/2 \) grows at an increasing rate. When we compare the numerical results in Figure 4.1 and 4.2, we notice that the problem with the Dirichlet boundary condition (1.3) leads to larger quenching time than the problem with the Neumann boundary condition (1.2). The numerical solution \( u_h(x,t) \) and \( q_h(x,t) \) by the LDG method right before quenching occurs is shown in Figure 4.3. We observe
that $u_h$ is not very smooth at $x = 2$, and the quenching is about to happen at this point. Recall that $q_h$ is the approximation of first derivative of the exact solution $u$. The right-hand figure 4.3 shows that the first derivative of the solution decreases, and jumps to a negative value at $x \to 2^+$. Moreover, we compute the numerical quenching time for different numerical methods, and present the results in Table 3. We can see that the quenching time decreases monotonically at a decreasing rate for the finite difference and LDG methods, which indicates the convergence. However, the quenching time for the cubic B-spline method first decreases to 0.51035 and then increases to 0.51039. The results from the LDG method shows similar type of convergence as that from the finite difference method, i.e., the numerical quenching time converges to 0.51041 for both methods. Overall speaking, for both examples with the same number of elements, the LDG and finite difference method lead to slightly better results than the cubic B-spline method.

5. Conclusion

In this paper, we propose the finite difference, the cubic B-spline and the local discontinuous Galerkin methods to approximate the quenching time of a nonlinear reaction-diffusion equation with homogeneous Dirichlet or Neumann boundary condition. All of these numerical methods have displayed satisfactory results, with the second order convergence of the numerical quenching time. For the same number of elements in space, the finite difference and the local discontinuous Galerkin methods have slightly better performance than the cubic B-spline method. One can propose similar methods for higher dimensional system of reaction-diffusion equations. The theoretical analysis for the convergence of the numerical quenching time is currently under investigation.
Figure 4.3: Numerical solution $u_h$ and $q_h$ of equation (1.1) with homogeneous Dirichlet boundary condition right before quenching occurs. Left: numerical solution $u_h$; right: numerical solution $q_h$. The local discontinuous Galerkin method with $N = 320$ is used for the simulation.

| N      | Finite Difference | Cubic B-Spline | Local Discontinuous Galerkin |
|--------|-------------------|----------------|-----------------------------|
| 80     | 0.52250           | 0.51160        | 0.51070                     |
| 160    | 0.51080           | 0.51050        | 0.51050                     |
| 320    | 0.51053           | 0.51035        | 0.51043                     |
| 640    | 0.51044           | 0.51035        | 0.51042                     |
| 1280   | 0.51042           | 0.51037        | 0.51041                     |
| 2560   | 0.51041           | 0.51039        | 0.51041                     |

Table 3: Numerical results about the quenching time of equation (1.1) with Dirichlet boundary condition (1.3).
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