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Abstract

We give an exposition of Natural Topology (NToP), which highlights its advantages for exact computation. The NToP-definition of the real numbers (and continuous real functions) matches the recommendations for exact real computation in [BauKav2008] and [BauKav2009]. We derive similar and new results on the efficient representation of continuous real-valued functions (defined on a suitable topological space). This can be generalized to continuous functions between suitable topological spaces. Other than in [BauKav2009], we do not need Markov’s Principle (but for practice this is a cosmetic difference).

NToP is a conceptually simple theory of topological spaces in BISH. It combines a pointfree with a pointwise approach, by integrating the partial-order on the topological basis with a pre-apartness relation. Simpler than formal topology and (constructive) domain theory, NToP enables a smooth transition from theory to practice. We define ‘natural reals’ as sequences of ‘sufficiently shrinking’ rational intervals. The construction directly yields an apartness topology which is equivalent to the metric topology.

A similar construction works for all ‘effective’ quotient spaces of Baire space (obtained through a $\Sigma^0_1$-apartness). We work with a countable set of ‘basic dots’ which are usually basic neighborhoods. This allows for an efficient representation of compact spaces by finitely branching trees (contrasting to the framework of formal topology). For the natural reals, we can suffice with lean dyadic intervals (in $\{[\frac{n}{2^m}, \frac{n+2}{2^m}] | n \in \mathbb{Z}, m \in \mathbb{N}\}$). All our spaces are (also) pointwise topological spaces, enabling the familiar pointwise style of BISH and CLASS, as well as an incorporation of earlier constructive work in analysis.

The concept of ‘refinement morphism’ is seen to adequately capture the notion of ‘continuous function’. A refinement morphism simply sends basic dots to basic dots, in such a way that ‘points go to points’. In the case of the reals, every BISH-continuous real function can thus be represented by a morphism sending lean dyadic intervals to lean dyadic intervals.

For a large class of spaces we prove that continuous functions can be represented by morphisms, that is if we work in CLASS, INT or RUSS. This then should be enough validation also for BISH. We conclude that NToP addresses the need expressed in [BauKav2008], to have a framework for constructive topology which is both theoretically and computationally adequate.
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THEORY AND PRACTICE IN CONSTRUCTIVE TOPOLOGY

1.0 A suitable framework for constructive topology

In recent decades, the problem of finding a suitable framework for constructive topology has received increasing attention. Several approaches have been proposed and partly developed, but no definite framework has so far emerged. As an incomplete list, let us mention Domain Theory, Formal Topology, Intuitionistic Topology, Abstract Stone Duality, Apartness Spaces (in the style of Bridges), Type-Two Effectivity and Natural Topology ([Waa2012]).

In [BauKav2008], the need is expressed for a unified framework for constructive topology which is both theoretically precise and at the same time suited for exact computation. We think this need for a unified framework is accommodated by Natural Topology (NToP).

NToP is developed in [Waa2012], providing a simple constructive framework for topology. NToP is shown to suffice for a BISH theory of (separable $T_1$) topological spaces, while accommodating computational practice at the same time. Some simplified computation-related examples are given, but a large part of [Waa2012] is devoted to proving that the theoretical framework is valid. Also the connections with CLASS, INT, RUSS and formal topology are studied. Especially relevant for the representation of continuous functions is the Lindelöf-type axiom BDD (defined in [Waa2005]) which holds in CLASS, INT and RUSS. Another important theoretical element concerns the development of a simple transfinite inductive machinery, which enables one to work with Heine-Borel properties of compact spaces also in BISH.

These theoretical issues do not make for easy reading, since the foundations of constructive mathematics are involved in an essential way. It seems worthwhile to accentuate the practical advantages of NToP in a separate paper. We also derive some new results.

1.1 Aim and scope of this article

We aim to give a short exposition of Natural Topology (NToP), which highlights its advantages for exact computation. The proofs of the basic theorems can be found in [Waa2012]. In particular we focus on the real numbers. The NToP-definition of the real numbers (and continuous real functions) matches the recommendations for exact real computation in [BauKav2008] and [BauKav2009]. We derive similar and new results on the efficient representation of continuous real-valued functions (defined on a suitable topological space). This can be generalized to continuous functions between suitable topological spaces. Other than in [BauKav2009], we do not need Markov’s Principle. But for practice this is a cosmetic difference, and even for theory the difference seems inessential. The similarities are more important. We think NToP provides an elegant theoretical frame for the implementations discussed in [BauKav2009].

NToP is a conceptually simple theory of topological spaces in BISH. It combines a pointfree with a pointwise approach, by integrating the partial-order on the topological basis with a pre-apartness relation. Simpler than formal topology and domain
theory, NToP enables a smooth transition from theory to practice. We define ‘natural reals’ as sequences of ‘sufficiently shrinking’ rational intervals. The construction directly yields an apartness topology which is equivalent to the metric topology.

A similar construction works for all ‘effective’ quotient spaces of Baire space (obtained through a $\Sigma^1_0$-apartness). We work with a countable set of ‘basic dots’ which are usually basic neighborhoods. This allows for an efficient representation of compact spaces by finitely branching trees (contrasting to the framework of formal topology). For the natural reals, we can suffice with lean dyadic intervals (in $\{[\frac{n}{2^m}, \frac{n+2}{2^m}] | n \in \mathbb{Z}, m \in \mathbb{N}\}$). All our spaces are (also) pointwise topological spaces, enabling the familiar pointwise style of BISH and CLASS, as well as an incorporation of earlier constructive work in analysis.

The concept of ‘refinement morphism’ is seen to adequately capture the notion of ‘continuous function’. A refinement morphism simply sends basic dots to basic dots, in such a way that ‘points go to points’. In the case of the reals, every BISH-continuous real function can thus be represented by a morphism sending lean dyadic intervals to lean dyadic intervals (this can be generalized to $\mathbb{R}^n$). Using BDD, we can prove the same for all continuous real functions (which is relevant for RUSS). Sometimes, mostly for theoretical purposes, so-called ‘trail morphisms’ are also necessary. Trail morphisms correspond to intuitionistic spread-functions, and in general are less efficient computationally than refinement morphisms.

For a large class of spaces we can prove that continuous functions can be represented by morphisms, using the axiom BDD (valid for CLASS, INT and RUSS). This then should be enough validation also for BISH. We conclude that NToP addresses the need expressed in [BauKav2008], to have a framework for constructive topology which is both theoretically and computationally adequate.

1.2 Efficient computation equals efficient representation

We believe that efficient exact computation for topological spaces depends on two key issues, which are closely related. The most important issue seems how to efficiently represent a given topological space. The second issue then becomes how to efficiently represent a continuous function between two efficiently represented spaces. These issues are studied in [Waa2012], also for theoretical purposes. We present the computationally relevant results in this paper.

1.3 Structure of this article: theory and practice

The article has two equally important tiers: theory and computational practice. We describe a simple constructive framework for general topology (theory). It takes up some time to illustrate that this framework is comprehensive, notwithstanding its simplicity. We then exploit the simplicity for computational purposes (practice). We repeat some examples given in [Waa2012], and we also add some new theorems.

By practice we mean: implementations of exact computation. In [BauKav2008], [BauKav2009] and [KreSpi2013] actual implementations of exact real computation are carried out in RZ, HASKELL and Coq. We did not carry out similar implementations for NToP, but for our real-function morphisms there is a precise correspon-
dence to [BauKav2008] and [BauKav2009]. We agree with the recommendations in [BauKav2009], one can see NToP as a framework in BISH to accommodate these recommendations (conforming to the need expressed in [BauKav2008]).

Other than implementations of exact (real) computation, there is applied mathematics to consider. Here the author’s knowledge is even less than in regard to exact real computation, so please read the next disclaimer.

1.4 Disclaimer Applied programming practice is far beyond the author’s knowledge. This means that we partly rely on [BauKav2009] for our claims of ‘efficiency’ regarding implementations of exact computation. Where applied mathematics in general is concerned, we do not claim any wisdom at all. We think that NToP should be of interest for applied mathematics and applied computation as well, at least as theoretical benchmark, for conceptual reasons, and perhaps also for validation purposes. We have included the (simplified) example of the decision-support system Hawk-Eye as a conceptual illustration.

When getting down to the real nitty-gritty, programmers’ inventivity and expertise probably lead to other, more efficient solutions. Another reason why our framework for exact computation may not be the most efficient for applied math is that our world in practice is finite. ‘Infinite-precision arithmetic’ actually means ‘potentially-infinite-precision arithmetic’ (the first name is an understandable choice however...). So in practice we always work with finite precision and ‘rounding’ errors. The handling of finite precision can perhaps be done more efficiently when disregarding partial-order properties which we use for potentially-infinite precision, for instance.

Finally, the volume of research in constructive mathematics is such that we are likely to be unaware of many results and ideas which pertain to our narrative. Ideas in topology like planets often revolve around the same star. Already in [Fre1937] one finds an intuitionistic pointfree development, and there is a large body of literature on the subject. Therefore we do not claim wisdom, and certainly not originality, and errors will be gladly corrected when pointed out.

2 BASIC DEFINITIONS AND THE NATURAL REALS

2.0 Topology first, points later The key point of Natural Topology is to define the real numbers – more generally a (separable $T_1$) topological space – by starting with the topology, and obtaining the points of the topological space in the process. Specifically, we start with a countable set of basic dots, which often represent basic neighborhoods in the topology of the space to be constructed.

2.1 Pre-natural spaces Our basic mathematical setting involves a countable set $V$ of basic dots of a natural topological space $(V, T_p)$ which we build with a number of definitions in this section. Along with the definitions we give some explanations and examples.
**DEFINITION:** A pre-natural space is a triple \((V, \#, \preceq)\) where \(V\) is a countable\(^1\) set of *basic dots* and \(\#\) and \(\preceq\) are binary relations on \(V\), satisfying the properties following below. Here \(\#\) is a *pre-apartness* relation (expressing that two dots lie apart) and \(\preceq\) is a *refinement* relation (expressing that one dot is a refinement of the other, and therefore contained in the other).

(i) The relations \(\#\) and \(\preceq\) are *decidable* on the basic dots.

(ii) For all \(a, b \in V\): \(a \# b\) (‘\(a\) is apart from \(b\)’) if and only if \(b \# a\). Pre-apartness is symmetric.

(iii) For all \(a \in V\): \(\neg(a \# a)\). Pre-apartness is antireflexive.

(iv) For all \(a, b, c \in V\): if \(a \preceq b\) (‘\(a\) refines \(b\)’) then \(c \# b\) implies \(c \# a\). Pre-apartness is \(\geq\)-monotone.

(v) The relation \(\preceq\) is a partial order, so for all \(a, b, c \in V\): \(a \leq a\) and if \(a \leq b \leq c\) then \(a \leq c\), and if \(a \leq b \leq a\) then \(a = b\). Refinement is reflexive, transitive and antisymmetric.

For basic dots we write \(a \approx b\) (‘\(a\) touches \(b\)’) iff \(\neg(a \# b)\). Then \(\approx\) is the decidable complement of \(\#\). (END OF DEFINITION)

**REMARK:** For the motivating example of the real numbers, the basic dots can be thought of as the (closed) rational intervals.\(^2\) Two rational intervals \([a, b]\) and \([c, d]\) are said to be *apart*, notation \([a, b] \# [c, d]\), iff either \(d < a\) or \(b < c\). \([a, b]\) *refines* \([c, d]\), notation \([a, b] \leq [c, d]\), iff \(c \leq a\) and \(b \leq d\). (END OF REMARK)

### 2.2 Points arise from shrinking sequences

We turn to infinite sequences (of dots), in order to arrive at points. Looking at our example of rational intervals we see that we need to impose a ‘sufficient shrinking’ condition, otherwise the infinite intersection may contain a whole interval rather than just a point. For an infinite shrinking sequence \(\alpha = r_0, r_1, \ldots\) of closed rational intervals \((r_{m+1} \leq r_m\) for all indices \(m)\) to represent a real number, \(\alpha\) must ‘choose’ between each pair of apart rational intervals \([a, b] \# [c, d]\). By which we mean: for each such pair \([a, b] \# [c, d]\), there is an index \(m\) such that \(r_m \# [a, b]\) or \(r_m \# [c, d]\). (We leave it to the reader to verify that this is indeed equivalent to saying that the infinite intersection of \((r_m)_{m \in \mathbb{N}}\) contains just one real number.)

The elegance of this approach is that for an infinite shrinking sequence of dots, the property of ‘being a point’ can be expressed by an enumerable condition of pre-apartness. There is no need to talk of ‘convergence rate’ or ‘Cauchy-sequence’, which both presuppose some metric concept. To define points, we simply study the real numbers and transfer certain of their nice properties to our general setting.

**DEFINITION:** A *point* on the pre-natural space \((V, \#, \preceq)\) is an infinite sequence \(p = p_0, p_1, p_2 \ldots\) of elements of \(V\) that satisfies:

---

\(^1\)A set \(S\) is *countable* iff there is a bijection from \(\mathbb{N}\) to \(S\), and *enumerable* iff there is a surjection from \(\mathbb{N}\) to \(S\).

\(^2\)Using open intervals is also possible, but in general less efficient.
(i) for all indices \( n \) we have: \( p_{n+1} \preceq p_n \) and there is an index \( m \) with \( p_m \prec p_n \).

(ii) If \( a, b \in \mathcal{V} \) and \( a \# b \) then there is an index \( m \) such that \( p_m \# a \) or \( p_m \# b \).

Note that any infinite subsequence of \( p \) is itself a point (equivalent to \( p \) in the natural sense to be defined). The set of all points on \((\mathcal{V}, \# , \preceq)\) is denoted by \( \mathcal{V} \).

(END OF DEFINITION)

Since points are infinite sequences, the set \( \mathcal{V} \) is generally not enumerable (but all points in \( \mathcal{V} \) could be equivalent).

2.3 **Apartness on points**

The points of our pre-natural space \((\mathcal{V}, \# , \preceq)\) are defined, but clearly we obtain many points which are in some sense equivalent (see our example of rational intervals). The constructive approach to an equivalence relation is to look at its strong opposite, namely an *apartness*.

Therefore it is convenient to extend \# to points in \( \mathcal{V} \), and also define when points ‘belong’ to dots, in the obvious way:

**DEFINITION:** For \( p = p_0, p_1, \ldots, q = q_0, q_1, \ldots \in \mathcal{V} \) and \( a \in \mathcal{V} \):

(i) \( a \# p \) and \( p \# a \) iff \( a \# p_m \) for some index \( m \).

(ii) \( p \# q \) iff \( p_n \# q_n \) for some index \( n \).

(iii) \( p \equiv q \) iff \( \neg (p \# q) \).

(iv) \( p \prec a \) iff \( p_m \prec a \) for some index \( m \). This relation is also referred to as ‘\( a \) is a beginning of \( p \)’ or ‘\( p \) begins with \( a \)’ or ‘\( p \) belongs to \( a \)’.

(v) We write \( \tau a \) for the set of all points \( p \) such that \( a \) is a beginning of \( p \). Notice that \( \tau a \) is not necessarily closed under \( \equiv \). We write \( \equiv a \) for the \( \equiv \)-closure of \( \tau a \).

(END OF DEFINITION)

It is easy to see that \# is indeed an apartness ([Waa2012], 1.0.4). In terms of complexity, \# is a \( \Sigma^1_0 \)-property, whereas \( \equiv \) is a \( \Pi^1_0 \)-property. This reflects that apartness of two sequences of dots can be seen at some finite stage, but equivalence of two such sequences is an infinite property. Therefore apartness is better suited for constructive and computational purposes.

2.4 **Apartness topology is the natural topology**

There is a natural topology on the set of points \( \mathcal{V} \) of a pre-natural space \((\mathcal{V}, \# , \preceq)\). This topology is expressed in terms of apartness and refinement, we call it the *natural topology* and also the *apartness topology*, denoted as \( \mathcal{T}_\# \). \( \mathcal{T}_\# \) is the collection of \#-open subsets of \( \mathcal{V} \) where \#-open is defined thus:

**DEFINITION:** A set \( U \subseteq \mathcal{V} \) is *\#-open* iff for each \( x \in U \) and each \( y \in \mathcal{V} \) we can determine at least one of the following two conditions (they need not be mutually exclusive):
(1) \( y \# x \)

(2) there is an index \( m \) such that \( \{ y_m \} = \{ z \in \mathcal{V} | z < y_m \} \) is contained in \( U \).

When the context is clear we simply say ‘open’ instead of ‘\(#\)-open’. (END OF DEFINITION)

It follows from this definition that an open set is saturated for the equivalence on points (meaning if \( U \) is open, \( x \in U \) and \( x \equiv y \) then \( y \in U \)). We leave this to the reader for easy verification. (This also means that we could replace \( \{ y_m \} \) with \( \llbracket y_m \rrbracket \) in (2) above, but in practice this leads to slightly more elaborate proofs). One easily shows that the above indeed defines a topology on \( \mathcal{V} \) (else consult [Waa2012], 1.0.5).

2.5 Natural spaces

All the ingredients for our main definition have been prepared. Notice that we did not yet stipulate that each dot should at least contain a point. Also it turns out to be necessary to have a maximal dot, which contains the entire space. These then become the final requirements:

DEFINITION: Let \(( \mathcal{V}, \# , \leq )\) be a pre-natural space, with corresponding set of points \( \mathcal{V} \) and apartness topology \( T_\# \). An element \( d \) of \( \mathcal{V} \) is called a \textit{maximal dot} iff \( \alpha \leq d \) for all \( \alpha \in \mathcal{V} \). Notice that \( \mathcal{V} \) has at most one maximal dot\(^3\) which if existent is denoted \( \bigcirc_\mathcal{V} \) or simply \( \bigcirc \). \(( \mathcal{V}, T_\#)\) is a \textit{natural space} iff \( \mathcal{V} \) has a maximal dot and every \( \alpha \in \mathcal{V} \) contains a point. (END OF DEFINITION)

LEMMA: Let \(( \mathcal{V}, T_\#)\) be a natural space, derived from the pre-natural space \(( \mathcal{V}, \# , \leq )\). Let \( \alpha \in \mathcal{V} \) be a basic dot. Then the set \( \#(\{ \alpha \}) = \{ z \in \mathcal{V} | z \# \alpha \} \) is open in the natural topology.

COROLLARY: For \( x \) in \( \mathcal{V} \), the set \( \{ w \in \mathcal{V} | w \# x \} \) is open in the natural topology. So a set containing one point (up to equivalence) is closed, showing that every natural space is \( T_1 \).

PROOF: see [Waa2012], 1.0.6 (END OF PROOF)

REMARK: The lemma does not imply that basic dots correspond to ‘closed’ subsets in the topology. We can also construct the real numbers as a natural space where the basic dots correspond to open intervals, see remark [2.6]. Different representations of the real numbers are relevant for studying computational practice. For example, both decimal reals and ‘nested-intervals’ reals can be represented in NToP, yielding interesting comparison (see section 5). (END OF REMARK)

2.6 The natural real numbers

After using the rational intervals as a running example for \( \mathcal{V} \), we can now formally define the \textit{natural real numbers} \( \mathbb{R}_{\text{nat}} \) as follows:

\(^3\)Actually, it also makes sense to reverse the \( \leq \)-notation, and to consider our maximal dot as being the minimal element, which carries the least information. Then each refinement is ‘larger’ because it carries more information than its predecessor.
DEFINITION: Let \( R_0 = \{ (p, q) | p, q \in \mathbb{Q} | p < q \} \cup \{ (-\infty, \infty) \} \). For two rational intervals \([a, b] \) and \([c, d] \) in \( R_0 \), put \([a, b] \#_{R_0} [c, d] \) iff \((d < a \text{ or } b < c)\) and put \([a, b] \leq_{R_0} [c, d] \) iff \((c \leq a \text{ and } b \leq d)\). The maximal dot \( \circ_{R_0} \) is obviously \((-\infty, \infty)\). The points on the pre-natural space \((R_0, \#_{R_0}, \leq_{R_0})\) are called the \textit{natural real numbers} (also ‘natural reals’), the set of natural reals is denoted by \( \mathbb{R}_{\text{nat}} \). The corresponding natural topology is denoted by \( T_{\#_R} \). (Also see the remark later in this paragraph).

Next, let \([0, 1]_{\mathbb{R}} = \{ (p, q) | p, q \in \mathbb{Q} | 0 \leq p < q \leq 1 \} \), then \(([0, 1]_{\mathbb{R}}, \#_{\mathbb{R}}, \leq_{\mathbb{R}}) \) is a pre-natural space with corresponding natural space \(([0, 1]_{\text{nat}}, T_{\#_R}) \) and maximal dot \( \circ_{[0,1]} = [0,1] \). (END OF DEFINITION)

THEOREM: \((\mathbb{R}_{\text{nat}}, T_{\#_R}) \) is a natural space which is homeomorphic to the topological space of the real numbers \( \mathbb{R} \) equipped with the usual metric topology.

PROOF: Not difficult, see [Waa2012], A.3.0. Notice that by ‘homeomorphism’ we mean the usual definition (a continuous function from one space to the other which has a continuous inverse; ‘continuous’ meaning that the inverse image of an open set is itself open). Also, we are a bit free here, since for a classical theorist we should first move to the quotient space of equivalence classes. (END OF PROOF)

REMARK: Another interesting representation of \( \mathbb{R} \) as a natural space is obtained by changing just very little in the definition. For two intervals \([a, b] \) and \([c, d] \) in \( R_0 \), put \([a, b] \#_{R_0} [c, d] \) iff \((d \leq a \text{ or } b \leq c)\) and put \([a, b] \leq_{R_0} [c, d] \) iff \((c < a \text{ and } b < d)\). Then \((R_0, \#_{R_0}, \leq_{R_0}) \) is a pre-natural space, and the corresponding natural space is again homeomorphic to \( \mathbb{R} \). But one sees that the basic dots \([a, b] \) now correspond to the open real intervals \((a, b) \).\(^4\) \((R_0, \#_R, \leq_R) \) resembles the definition of the formal reals in formal topology (we believe). However, we think compactness is less wieldy in \((R_0, \#_{R_0}, \leq_{R_0}) \), which is one reason to stick with \((R_0, \#_{R_0}, \leq_{R_0}) \). (END OF REMARK)

3 NATURAL MORPHISMS

3.0 Structure-preserving mappings and real-number representations In-sight into natural spaces often comes from mappings which are structure-preserving to some extent. We define different types of such mappings, calling all of them \textit{natural morphisms}. Each natural morphism defines a continuous function with respect to the natural topology. In \textbf{CLASS}, the structure of natural morphisms sometimes gives a finer distinction between natural spaces, than the structure of continuous functions between their corresponding topological spaces. Then for a classical mathematician, the natural morphisms form an interesting subclass of the class of continuous functions. Still, in \[4.2\] we show that for many natural spaces continuous functions can be represented by a natural morphism (in \textbf{CLASS}, \textbf{INT} and \textbf{RUSS}).

\(^4\)It would therefore be better to denote the basic dots as open rational intervals \((a, b) \) under this definition.

\(^5\)The two spaces are isomorphic in a sense yet to be defined.
It turns out there is no isomorphism between the natural real numbers and the ‘natural decimal real numbers’, whereas classically these spaces are topologically identical. The natural decimal reals are not closed under basic arithmetic operations, and turn out to be ‘pathwise\textsubscript{nat} connected’ but not ‘arcwise\textsubscript{nat} connected’. Similarly, many intuitionistic results can be translated to NToP, providing an alternative classical way to view important parts of intuitionism.

Morphisms are suited for efficient computation of continuous functions between topological spaces. The efficiency depends on two factors: the efficient representation (as a natural space) of the spaces involved, and the efficient representation of the continuous function by a refinement morphism (to be defined).

3.1 Different representations of the ‘same’ space

In topology, a central role is played by homeomorphisms. When two spaces are homeomorphic, one can see them as two different representations of the ‘same’ topological space. Yet there is often an intrinsic interest in these different representations. Consider for example $\mathbb{R}$ and $\mathbb{R}^+$. These are two homeomorphic spaces ($(\mathbb{R}, +)$ and $(\mathbb{R}^+, \cdot)$ are even isomorphic topological groups), but we often have use for one or the other representation, depending on context.

To build an elegant theory and prove its correctness, we look at many different representations of ‘same’ natural spaces. In NToP ‘sameness’ is induced by a special class of natural morphisms called ‘isomorphisms’. Every isomorphism induces a homeomorphism, but the converse is not true in CLASS (see the above example of the natural decimal real numbers).

We will give a computationally efficient (isomorphic) representation of the real numbers, which enables continuous functions to be represented by computationally efficient morphisms. We study similar representations for other topological spaces. It seems advantageous to have various representations of a space, which can be used depending on the context. The important thing to note is that NToP gives a unified framework to move from one such representation to another, even efficiently, using isomorphisms.

3.2 Natural morphisms 1: refinement morphisms

We distinguish two types of natural morphisms: refinement morphisms (denoted $\preceq$-morphisms) and trail morphisms (denoted $\triangleright$-morphisms). The definition of refinement morphisms is slightly modified from [Waa2012], to fix a minor oversight.

When going from one natural space to another, a refinement morphism sends basic dots to basic dots, respecting the apartness and refinement relations, in such a way that ‘points go to points’. This means that any $\preceq$-morphism is an order morphism with respect to the partial order $\preceq$.

\textbf{DEFINITION:} Let $(V, T_\#_1)$ and $(W, T_\#_2)$ be two natural spaces, with corresponding pre-natural spaces $(V, \#_1, \preceq_1)$ and $(W, \#_2, \preceq_2)$. Let $f$ be a function from $V$ to $W$. Then $f$

\footnote{Not all order morphisms are refinement morphisms though. Our notation ‘$\preceq$-morphism’ can be slightly misleading in this respect.}
is called a refinement morphism (notation: $\preceq$-morphism) from $(V, T_{#1})$ to $(W, T_{#2})$ iff for all $a, b \in V$ and all $p = p_0, p_1, \ldots, q = q_0, q_1, \ldots \in V$:

(i) $f(p) \overset{\mathcal{D}}{=} f(p_0), f(p_1), \ldots$ is in $W$ (‘points go to points’).

(ii) $f(p) \#_2 f(q)$ implies $p \#_1 q$.  

(iii) $a \preceq_1 b$ implies $f(a) \preceq_2 f(b)$ (this is an immediate consequence of (i)).

As indicated in (i) above we write $f$ also for the induced function from $V$ to $W$. The reader may check that (iii) follows from (i). By (i), a $\preceq$-morphism $f$ from $(V, T_{#1})$ to $(W, T_{#2})$ respects the apartness/equivalence relations on points, but not necessarily on dots since $f(a) \#_2 f(b)$ does not necessarily imply $a \#_1 b$ for $a, b \in V$. This stronger condition however in practice obtains very frequently. (END OF DEFINITION)

**THEOREM:** Let $f$ be a $\preceq$-morphism from $(V, T_{#1})$ to $(W, T_{#2})$. Then $f$ is continuous.

**PROOF:** Easy, see [Waa2012], 1.1.2 (END OF PROOF)

### 3.3 Refinement morphisms are computationally efficient

Refinement morphisms are simple in concept. They have the added advantage of computational efficiency. With a suited ‘lean’ representation $\sigma_{\mathbb{R}}$ of the natural real numbers, $\preceq$-morphisms from $\sigma_{\mathbb{R}}$ to $\sigma_{\mathbb{R}}$ resemble interval arithmetic, and match the recommendations in [BauKav2009] for efficient exact real arithmetic.

More generally, a continuous function between two ‘lean’ natural spaces can usually be represented by a $\preceq$-morphism (see thm. 4.1, prp. 5.2) and thm. 9.3. Therefore we construct ‘lean’ representations of natural spaces (called ‘spraids’). We believe in the general efficiency of combining $\preceq$-morphisms with spraids. In this combination, points and continuous functions are of similar type: a sequence of basic dots.

Spraids turn out to be fundamental for the theoretical perspective as well. To understand the complexities and to prove our framework correct, one needs to define trail morphisms and trail spaces. This can all be found in [Waa2012], we will skip most of the details here.

### 3.4 Natural morphisms 2: trail morphisms

For the most general theoretical setting of natural spaces and pointwise topology, $\preceq$-morphisms turn out to be too restrictive. This explains our use for the more involved concept of ‘trail morphism’ (denoted $\wr$-morphism), defined in the appendix 11.0. Trail morphisms play a necessary role in establishing nice properties of natural spaces. Once these properties have been established, we can primarily use $\preceq$-morphisms (see the previous paragraph). Where $\preceq$-morphisms are defined naturally on basic dots, one can see $\wr$-morphisms as mappings which are naturally defined on points.

The most important property of $\wr$-morphisms is that they are technically also $\preceq$-morphisms, defined on the so-called ‘trail space’ of a natural space (which in turn is a natural space). They are therefore continuous. In this paper we concentrate on refinement morphisms, the interested reader may consult [Waa2012] for more details on trail morphisms.
3.5 **Natural morphisms’ convention**  The difference between $\preceq$-morphisms and $\wr$-morphisms is often not relevant, which justifies the following:

CONVENTION: If $(V, T_{\#_1})$ and $(W, T_{\#_2})$ are two natural spaces, and $f$ is a $\preceq$-morphism or a $\wr$-morphism from $(V, T_{\#_1})$ to $(W, T_{\#_2})$, where the difference is irrelevant, then we simply say: $f$ is a *natural morphism* from $(V, T_{\#_1})$ to $(W, T_{\#_2})$, or even more simply: a morphism from $(V, T_{\#_1})$ to $(W, T_{\#_2})$. Only when the difference is relevant will we specify ‘refinement morphism’ and/or ‘trail morphism’. This happens mostly in technical proofs or in the context of computation, since refinement morphisms are generally more efficient. (END OF CONVENTION)

3.6 **Composition of natural morphisms**  Given two $\preceq$-morphisms $f, g$ from natural spaces $V$ to $W$ and $W$ to $Z$ respectively, to form their composition is unproblematic. We leave it to the reader to verify that putting $h(\alpha) = g(f(\alpha))$ for all $\alpha \in V$ defines a $\preceq$-morphism $h$ from $V$ to $Z$. Composition involving $\wr$-morphisms is detailed in [Waa2012], 1.1.6.

3.7 **Isomorphisms**  We can now define a natural parallel to the topological idea of ‘homeomorphism’. We will call this parallel ‘isomorphism’. Isomorphisms between natural spaces will automatically be homeomorphisms, but classically we can find homeomorphic natural spaces which are non-isomorphic. This shows that our theory enriches CLASS as well.

DEFINITION: Let $(V, T_{\#_1})$ and $(W, T_{\#_2})$ be two natural spaces. A natural morphism $f$ from $(V, T_{\#_1})$ to $(W, T_{\#_2})$ is called an *isomorphism* iff there is a morphism $g$ from $(W, T_{\#_2})$ to $(V, T_{\#_1})$ such that $g(f(x)) \equiv_1 x$ for all $x \in V$ and $f(g(y)) \equiv_2 y$ for all $y \in W$. An isomorphism $f$ from $(V, T_{\#_1})$ to $(V, T_{\#_1})$ is called an *automorphism* of $(V, T_{\#_1})$, and an *identical automorphism* iff $f(x) \equiv_1 x$ for every $x \in V$. (END OF DEFINITION)

To see whether certain properties of natural spaces are truly ‘natural’, we check if they are preserved under isomorphisms.

4 **FUNDAMENTAL NATURAL SPACES**

4.0 **Baire space and Cantor space**  Baire space ($\mathbb{N}^\mathbb{N}$) is fundamental because it is a universal natural space (meaning that every natural space can be thought of as a quotient space of Baire space). For Baire space, the relevant partial order $\preceq$ is a tree. In [Waa2012], this is exploited to simplify the theory considerably. Cantor space ($\{0, 1\}^\mathbb{N}$) is likewise a universal ‘fan’ by which we mean a space generated by a partial order $\preceq$ which is a finitely branching tree. Cantor space can be seen as a universal compact space.
4.1 The class of natural spaces is large

Many spaces can be represented by a natural space. In other words, the class of natural spaces is large. A non-exhaustive and also repetitive list of spaces which can be represented as a natural space:

- every complete separable metric space
- the (in)finite product of natural spaces
- $\mathbb{N}, \mathbb{R}, \mathbb{C}$, the complex p-adic numbers $\mathbb{C}_p$, $\mathbb{R}^\mathbb{N}$, Baire space, Cantor space, Hilbert space $\mathbb{H}$, every Banach space, the space of locally uniformly continuous functions from $\mathbb{R}$ to $\mathbb{R}$, many other continuous-function spaces, and Silva spaces (see [Waa2012], chapter four).

Sometimes, classically defined non-separable spaces (for instance function spaces equipped with the sup-norm, see [Waa1996]) can be constructed under a different metric to become separable. Although the topology is then not equivalent, one can still work with the space constructively as well. For this, one sometimes needs to construct a completion first, to refine the original space as a subset of the completion. Thinking things through, we do not really see a constructive way to define ‘workable’ spaces other than by going through some enumerably converging process. In this sense we concur with Brouwer. Brouwer’s definition of spreads in essence parallels the definition of natural spaces. But unlike Brouwer, we are also engaged in achieving computational efficiency, as well as establishing links between CLASS, INT, RUSS and BISH (and formal topology).

An example of a continuous function space which cannot be represented as a natural space is the space of continuous functions from Baire space to itself (see [Vel1981], copied in [Waa2012]). Still there is a subset $\text{Mor}$ of Baire space $\mathbb{N}^\mathbb{N}$ such that every $\alpha \in \text{Mor}$ codes a natural morphism from Baire space to itself, and every natural morphism from Baire space to itself is coded by some $\alpha \in \text{Mor}$.

4.2 Basic-open spaces and basic neighborhood spaces

Basic dots do not always represent an open set, or even a neighborhood in the apartness topology. Still, so-called ‘basic-neighborhood spaces’ are fundamental, especially in the context of metric spaces. In CLASS, INT and RUSS every continuous function from a natural space to a basic neighborhood space $(\mathcal{V}, T_\#)$ can be represented by a natural morphism. The idea is to look at basic dots $a$ which are neighborhoods, meaning $\ll a \gg$ contains an inhabited open $U$.

DEFINITION: Let $(\mathcal{V}, T_\#)$ be a natural space, with corresponding pre-natural space $(\mathcal{V}, \# , \preceq)$. Let $a$ be a basic dot, and let $x \in a$. Then $a$ is called a basic (open) neighborhood of $x$ iff $\ll a \gg$ is a neighborhood of $x$ (resp. $\ll a \gg$ is itself open). Now $(\mathcal{V}, T_\#)$ is called a basic-open space iff $\ll a \gg$ is open for every $a \in \mathcal{V}$. $(\mathcal{V}, T_\#)$ is called a basic neighborhood space iff $(\mathcal{V}, T_\#)$ is isomorphic to a basic-open space. (END OF DEFINITION)

REMARK: ‘Basic-open space’ is not a ‘natural’ property, meaning that it is not necessarily preserved under isomorphisms (see [2.6] where $(\mathbb{R}_Q, \#^\mathbb{R}_Q, \preceq^\mathbb{R}_Q)$ and $(\mathbb{R}_Q, \#^\mathbb{R}_Q, \preceq^\mathbb{R}_Q)$)

\[\text{\small In contrast to formal topology, where one only works with opens.}\]
are isomorphic, yet only \((\mathbb{R}, \#_{\mathbb{R}}, \leq_{\mathbb{R}})\) is basic-open). So we ‘naturalize’ the concept ‘basic-open space’ to ‘basic neighborhood space’, which then trivially is preserved under isomorphisms. (END OF REMARK)

If \((\mathcal{V}, \mathcal{T}_\#)\) is a basic neighborhood space derived from \((\mathcal{V}, \#, \leq)\), then \(\mathcal{V}\) contains a neighborhood basis for the natural topology. The converse does not hold in CLASS: see [Waa2012], A.2.5.

The prime example of a basic neighborhood space is a basic-open space where the basic dots represent open sets. We put forward the main theorem, that in CLASS, INT and RUSS continuous functions from a natural space to a basic neighborhood space can be represented by a natural morphism. We only need a Lindelöf property, which follows from BDD (Bar Decidable Descent, ‘Every bar descends from a decidable bar’) which is in the common core of CLASS, INT and RUSS (see [Waa2005]). One could see NToP and its morphisms as a way of incorporating BDD in the definitions, to make it accessible for BISH. Later we show that every complete metric space has a basic-open representation (and therefore in CLASS, INT and RUSS by the corollary below a unique representation (up to isomorphism) as a basic neighborhood space, see 4.3).

**THEOREM:** (in CLASS, INT and RUSS; using BDD)

Let \(f\) be a continuous function from a natural space \((\mathcal{V}, \mathcal{T}_\#)\) to a basic neighborhood space \((\mathcal{W}, \mathcal{T}_\#)\). Then there is a natural morphism \(g\) from \((\mathcal{V}, \mathcal{T}_\#)\) to \((\mathcal{W}, \mathcal{T}_\#)\) such that for all \(x\) in \(\mathcal{V}\): \(f(x) \equiv_{\mathcal{W}} g(x)\).

**PROOF:** The not so easy proof is given in [Waa2012], A.3.1. (END OF PROOF)

**COROLLARY:** (in CLASS, INT and RUSS) If \((\mathcal{V}, \mathcal{T}_\#)\) and \((\mathcal{W}, \mathcal{T}_\#)\) are two homeomorphic basic neighborhood spaces, then they are isomorphic.

**REMARK:** The theorem suggests that from a BISH point of view, the concept of ‘natural morphism’ adequately captures the notion of continuous function (under the usual topological definition). To capture the metric property ‘uniformly continuous on compact subspaces’ we can define ‘inductive morphisms’. The required ‘genetic’ induction is theoretically advantageous but unnecessary in computational practice since all ‘reasonably’ occurring morphisms will be inductive. See also our final discussion in paragraph 9.4. (END OF REMARK)

### 4.3 Complete separable metric spaces are natural

Every complete separable metric space is homeomorphic to a natural space. Therefore every separable metric space is homeomorphic to a subspace of a natural space. Some key examples of spaces which can be constructed as a natural space are \(\mathbb{N}, \mathbb{R}, \mathbb{C}\), the complex p-adic numbers \(\mathbb{C}_p\), \(\mathbb{R}^\mathbb{N}\), Baire space, Cantor space, Hilbert space \(\mathbb{H}\), and every Banach space. We prove slightly more, because of our interest in different representations of complete metric spaces:
**THEOREM:** Every complete separable metric space \((X, d)\) is homeomorphic to a basic-open space \((\mathcal{V}, \mathcal{T}_\#)\).

**PROOF:** The rough idea is simple: for a separable metric space \((X, d)\) with dense subset \((a_n)_{n\in\mathbb{N}}\), let for each \(n, s \in \mathbb{N}\) a basic dot be the open sphere \(B(a_n, 2^{-s}) = \{x \in X | d(x, a_n) < 2^{-s}\}\). Then we have an enumerable set of dots \(V\) by taking \(V = \{B(a_n, 2^{-s}) | n, s \in \mathbb{N}\}\). The only trouble now is to define \# and \(\leq\) constructively, since in general for \(n, m\) and \(s, t\) the containment relation \(B(a_n, 2^{-s}) \subseteq B(a_m, 2^{-t})\) is not decidable. We leave this technical trouble, which can be resolved using \(\text{AC}_{01}\) (countable choice), to [Waa2012], A.3.2. (The strategy is also reproduced in 11.2).

**(END OF PROOF)**

**COROLLARY:** In \(\text{CLASS, INT and RUSS}\) the following holds:

1. A continuous function \(f\) from a natural space \((\mathcal{W}, \mathcal{T}_\#)\) to a complete metric space \((X, d)\) can be represented by a morphism from \((\mathcal{W}, \mathcal{T}_\#)\) to a basic neighborhood space \((\mathcal{V}, \mathcal{T}_\#)\) homeomorphic to \((X, d)\), by theorem 4.2.

2. A representation of a complete metric space as a basic neighborhood space is unique up to isomorphism.

In \(\text{BISH}\) the following holds:

3. If \((X, d)\) and \((\mathcal{V}, \mathcal{T}_\#)\) are as above in the theorem, then we can define a metric \(d'\) on \((\mathcal{V}, \mathcal{T}_\#)\) (see [Waa2012], 4.0.2) by defining \(d'(x, y) = d(h(x), h(y))\) for \(x, y \in \mathcal{V}\) and \(h\) a homeomorphism from \((\mathcal{V}, \mathcal{T}_\#)\) to \((X, d)\). This metric can be obtained as a morphism from \((\mathcal{V} \times \mathcal{V}, \mathcal{T}_{\#_{prod}})\) (see 4.5) to \(\mathbb{R}_{\text{nat}}\) by the construction of \((\mathcal{V}, \mathcal{T}_\#)\). We then see that the apartness topology and the metric \(d'\)-topology coincide, in other words \((\mathcal{V}, \mathcal{T}_\#)\) is metrizable. We conclude: on a well-chosen basic-neighborhood natural representation of a complete metric space, the metric topology coincides with the apartness topology.

**REMARK:**

1. The construction in the proof sketch above merits a closer look, since we do not simply choose each ‘rational sphere’ \(B(a_n, q)\), \(q \in \mathbb{Q}\) to be a basic dot. Yet for \(\mathbb{R}\) and its corresponding natural space \(\mathbb{R}_{\text{nat}}\), choosing all closed rational intervals works fine. We cannot guarantee in the general case \((X, d)\) however, that by taking \(V = \{B(a_n, q) | q \in \mathbb{Q}, n \in \mathbb{N}\}\) we end up with a natural space \((\mathcal{V}, \mathcal{T}_\#)\) which is homeomorphic to \((X, d)\). We do know that for \(X = \mathbb{C}_p\), taking \(V = \{B(a_n, q) | q \in \mathbb{Q}, n \in \mathbb{N}\}\) gives us a \((\mathcal{V}, \mathcal{T}_\#)\) which contains ‘more’ points than \(\mathbb{C}_p\). In [Waa2012], A.2.1 we detail this nice example of a non-archimedean metric natural space.

2. For most applied-computational purposes, a basic neighborhood representation of a complete metric space seems the best option. We believe that for \(\mathbb{R}\), the representation \(\sigma_{\mathbb{R}}\) which we define in the following sections is a good choice for computational purposes also. Our definition of \(\sigma_{\mathbb{R}}\) and \(\leq\)-morphisms matches the recommendations in [BauKav2009] for efficient exact real arithmetic.
(iii) That the metric topology coincides with the apartness topology on (a well-chosen basic-neighborhood representation of) a complete metric space, allows for theoretical and computational simplification.

(EOD REMARK)

4.4 Metrizability of natural spaces  
From intuitionistic topology, we can retrieve results on the metrizability of natural spaces. With a definition of the notion ‘star-finitary’ which closely resembles the notion ‘strongly paracompact’, we obtain the constructive theorem that every star-finitary natural space is metrizable.

Also, we can easily define natural spaces which are non-metrizable. Comparable to ideas from Urysohn ([Ury1925a]), in intuitionistic topology one finds spaces with separation properties ‘$T_1$ but not $T_2$’ and ‘$T_2$ but not $T_3$’ (see [Waa1996]). These spaces can be transposed directly to our setting.

However, a different class of non-metrizable natural spaces arises when we look at direct limits in infinite-dimensional topology. As an example, in [Waa2012] we show that the space of ‘eventually vanishing real sequences’ (which is the direct limit of the Euclidean spaces $\mathbb{R}^n_{n\in\mathbb{N}}$) can be formed as a non-metrizable natural space.

4.5 (In)finite products are natural  
The basic idea to arrive at the natural product of a) a finite sequence b) an infinite sequence of natural spaces is simple. Just take the Cartesian product of the basic dots involved, and define an appropriate $\preceq$-relation and $\#$-relation for this product. This is detailed in [Waa2012], the technical details are however less easy than one might expect. This is due again to the need to be theoretically complete. In practice the basic idea works fine, since it suffices for all perfect spaces.

5 Applied Math Intermezzo: Hawk-Eye, Binary and Decimal Reals

5.0 Hawk-Eye  
We can now discuss an interesting application of mathematics, in the world of professional tennis. In 2006 the multicamera-fed decision-support system Hawk-Eye was first officially used to give players an opportunity to correct erroneous in/out calls. Hawk-Eye uses ball-trajectory data from several precision cameras to calculate whether a given ball was IN: ‘inside the line or touching the line’ or OUT: ‘outside the line’. Hawk-Eye is now widely accepted, for decisions which can value at over $100,000.

The measurements of the cameras can be seen as the ‘dots’ or ‘specks’ that we used for illustration in our introduction. Software of Hawk-Eye must in some way run on these dots. The interesting thing is that Hawk-Eye does not have the feature of a LET: ‘perhaps the ball was in, perhaps the ball was out, so replay the point’. From this and our work so far we derive:
5.1 Binary, ternary and decimal real numbers

We next consider morphisms from $\mathbb{R}_{\text{nat}}$ to the (natural) binary real numbers $\mathbb{R}_{\text{bin}}$ and decimal real numbers $\mathbb{R}_{\text{dec}}$. These morphisms reveal the topology behind different representations of the real numbers on a computer, and transitions between these representations. For simplicity we discuss mainly $\mathbb{R}_{\text{bin}}$, since the situation with $\mathbb{R}_{\text{dec}}$ is completely similar. For some purposes also the ternary real numbers $\mathbb{R}_{\text{ter}}$ come in handy.

**DEFINITION:** We first put $\mathbb{R}_{0,\text{bin}}^{\text{in}} = \{0,1\} \cup \{\frac{n}{2^m} + \frac{1}{2^{m+1}} | n \in \mathbb{Z}, m \in \mathbb{N}\}$. Similarly, let $\mathbb{R}_{0,\text{ter}}^{\text{in}} = \{0,1\} \cup \{\frac{n}{3^m} + \frac{1}{3^{m+1}} | n \in \mathbb{Z}, m \in \mathbb{N}\}$ and $\mathbb{R}_{0,\text{dec}}^{\text{in}} = \{0,1\} \cup \{\frac{n}{10^m} + \frac{1}{10^{m+1}} | n \in \mathbb{Z}, m \in \mathbb{N}\}$.

Then $\mathbb{R}_{\text{bin}} = (\mathbb{R}_{0,\text{bin}}^{\text{in}}, \#_{\mathbb{R}}, \preceq_{\mathbb{R}})$ is the natural space of the binary real numbers. Similarly we form the corresponding natural spaces $\mathbb{R}_{\text{ter}}$ and $\mathbb{R}_{\text{dec}}$ of the ternary and decimal real numbers.

Put $[0,1]_{\text{bin}}^{\text{in}} = \{\frac{n}{2^m} + \frac{1}{2^{m+1}} | n, m \in \mathbb{N} | n < 2^m\}, [0,1]_{\text{ter}}^{\text{in}} = \{\frac{n}{3^m} + \frac{1}{3^{m+1}} | n, m \in \mathbb{N} | n < 3^m\}$ and $[0,1]_{\text{dec}}^{\text{in}} = \{\frac{n}{10^m} + \frac{1}{10^{m+1}} | n, m \in \mathbb{N} | n < 10^m\}$ to form the corresponding natural spaces $[0,1]_{\text{bin}}$, $[0,1]_{\text{ter}}$ and $[0,1]_{\text{dec}}$, each with the same maximal dot $[0,1]$ denoted by $\bar{O}(0,1)$.

As a partial order, $(\mathbb{R}_{0,\text{bin}}^{\text{in}}, \preceq_{\mathbb{R}})$ is a tree. The natural binary reals correspond to real numbers $x$ which can be given as a binary expansion $x = (-1)^s \cdot \sum_{n \in \mathbb{N}} a_n \cdot 2^{-n+m}$, where $s \in \{0,1\}, m \in \mathbb{N}$ and $a_n \in \{0,1\}$ for all $n \in \mathbb{N}$, such that $m > 0$ implies $a_0 \neq 0$. We call $s$ the sign and write $s = +, -$ for $s = 0, 1$ respectively. We call $m$ the binary point place. Then the $(a_n)_{n \in \mathbb{N}}$ are the binary digits in this binary expansion of $x$, and we write $x = (s) a_0 a_1 \ldots a_m a_{m+1} \ldots$. Notice the binary point that we write between $a_m$ and $a_{m+1}$ to denote the binary point place.

Replacing ‘binary, 2’ with ‘ternary, 3’ and ‘decimal, 10’ respectively, we obtain the similar definitions for $\mathbb{R}_{\text{ter}}$ and $\mathbb{R}_{\text{dec}}$. (END OF DEFINITION)

Classically every real number $y$ has an equivalent binary expansion, but in computational practice and in constructive mathematics this is not the case (see e.g. [GNSW2007] for a thorough discussion). So with $\mathbb{R}_{\text{bin}}, \mathbb{R}_{\text{ter}}$ and $\mathbb{R}_{\text{dec}}$ we in practice obtain different representations of the real numbers. We wish to shed some light on the natural topology involved in the (im)possible transition from one such representation to another.

---

**Claim** Hawk-Eye, irrespective of the precision of the cameras, will systematically call **OUT** certain balls which are measurably **IN** or vice versa.

The claim is not per se important for tennis. Hawk-Eye admits to an inaccuracy of 2-3 mm, and under this carpet the above claim can be conveniently swept (still, one sees ‘sure’ decisions where the margin is smaller). Hawk-Eye’s inaccuracy is usually blamed on inaccuracy of the camera system. But regardless of camera precision we cannot expect to solve the topological problem that there is no natural morphism from the real numbers to a two-point natural space $\{\text{IN, OUT}\}$ which takes both values IN and OUT. And our recommendation to Hawk-Eye is to introduce a LET feature. Combined with a finer apartness this allows for an elegant solution, see [Waa2012], A.2.0 for a more detailed description.
5.2 Morphisms to and from the binary reals  It turns out that a morphism \( f \) from \( \mathbb{R}_{\text{nat}} \) to \( \mathbb{R}_{\text{bin}} \) which is order preserving (\( x \leq_R y \) implies \( f(x) \leq_R f(y) \)) has to be ‘locally constant’ around the \( f \)-originals of the rationals \( \{ \frac{k}{2^m} | k \in \mathbb{Z}, m \in \mathbb{N} \} \). For these rationals the binary expansion has two alternatives (e.g. for \( 1 \) both \( 0.111\ldots \equiv 0 + 1 \cdot 2^{-1} + 1 \cdot 2^{-2} + 1 \cdot 2^{-3} + \ldots \) and \( 1.000\ldots \equiv 1 + 0 \cdot 2^{-1} + 0 \cdot 2^{-2} + 0 \cdot 2^{-3} + \ldots \) are binary representations). Since these binary rational numbers lie dense in \( \mathbb{R} \), there can be no injective morphism from \( \mathbb{R}_{\text{nat}} \) to \( \mathbb{R}_{\text{bin}} \) (notice that any injective morphism \( f \) from \( \mathbb{R}_{\text{nat}} \) to \( \mathbb{R}_{\text{nat}} \) is either order preserving, or order reversing in which case a similar argument for local constancy obtains). But this does not mean that all morphisms from \( \mathbb{R}_{\text{nat}} \) to \( \mathbb{R}_{\text{bin}} \) are constant.

The well-known Cantor function \( f_{\text{can}} \) (also known as ‘the devil’s staircase’) is an example of a non-constant natural morphism from \([0, 1]\) to \([0, 1]_{\text{bin}}\). The Cantor function is most easily described as a refinement morphism from \([0, 1]_{\text{ter}}\) to \([0, 1]_{\text{bin}}\), but also can be given as a trail morphism on \([0, 1]\), see [Waa2012], A.2.2.

We now have an example in CLASS of a continuous function between natural spaces which cannot be represented by a morphism. In CLASS, the identity is a homeomorphism from \( \mathbb{R}_{\text{nat}} \) to \( \mathbb{R}_{\text{bin}} \) (remember that in CLASS we work with the equivalence classes, and that every real number has an equivalent binary representation). But this identity cannot be represented by a natural morphism, as we pointed out above.

In the light of theorem [4.2] the ‘reason’ for this is that \( \mathbb{R}_{\text{bin}} \) is not a basic neighborhood space, which we can easily verify by looking at the real number \( \frac{1}{2} \). In fact, in \( \mathbb{R}_{\text{bin}} \), of the basic dots only the maximal dot is a neighborhood of \( \frac{1}{2} \).

REMARK: One can show with little effort that for \( n, m \in \mathbb{N} \) the \( n \)-ary and \( m \)-ary reals are \( \preceq \)-isomorphic. However, we believe the \( n \)-ary reals can only be identically embedded in the \( m \)-ary reals if there is a \( b \geq 1 \) in \( \mathbb{N} \) such that \( m \) divides \( n^b \) (for an identical embedding \( f \) we have \( f(x) \equiv_R x \) for all \( x \)). This gives a natural-topological classification of the different \( n \)-ary real numbers. Furthermore, the \( n \)-ary reals are not constructively closed under basic arithmetic operations. Decimal representation then would seem a poor computational choice (but see [1.4]). (END OF REMARK)

6 NATURAL BAIRE SPACE AND NATURAL CANTOR SPACE

6.0 Introduction to natural Baire space  We will show that natural Baire space \( \mathcal{N} = \mathbb{N}^\mathbb{N}_{\text{nat}} \) is a universal natural space, meaning that every natural space \((V, T_{\#})\) is the image of natural Baire space under some natural morphism from \( \mathcal{N} \) to \((V, T_{\#})\).

Natural spaces therefore correspond to quotient topologies of Baire space which are derived from a \( \Sigma^0_1 \)-apartness (to see that this class is larger than the class of Polish spaces, it suffices to see that some of these quotient spaces are non-metrizable). The obvious representation of Baire space is well-suited for computational purposes. In the remainder of the paper we study how to transfer this property to (suitable representations of) other natural spaces.
Quite some work has already been done in intuitionistic topology, with Baire space as fundament. In [Waa2012] it is shown that the setting of natural spaces mirrors Brouwer’s setting in many ways. This means that we can simply transpose many intuitionistic results. But we take a neutral constructive approach, and do not use any specific classical or intuitionistic axioms. However, in developing the theory we freely use the axioms of countable choice \( \text{AC}_{01} \) and dependent choice \( \text{DC}_{1} \), which are generally accepted as constructive.

6.1 Natural Baire space  
The definition of Baire space as natural space is simple. Its set of basic dots is \( \mathbb{N}^{\ast} \), the set of all finite sequences of natural numbers (representing the basic clopen sets of Baire space). We use the definition also to relate natural Baire space to usual Baire space.

**DEFINITION:** Let \( \mathbb{N}^{\ast} \) be the set of all finite sequences of natural numbers. For \( a = a_0, \ldots, a_i, b = b_0, \ldots, b_j \in \mathbb{N}^{\ast} \) the concatenation \( a_0, \ldots, a_i, b_0, \ldots, b_j \) is denoted by \( a \ast b \). Define: \( b \leq_{\omega} a \) iff there is \( c \) such that \( b = a \ast c \). Define: \( a \#_{\omega} b \) iff \( a \not\leq_{\omega} b \) and \( b \not\#_{\omega} a \).

Then \( (\mathbb{N}^{\ast}, \#_{\omega}, \leq_{\omega}) \) is a pre-natural space, with the empty sequence as maximal dot, which we also denote \( \bigcirc_{\omega} \) or simply \( \bigcirc \). Its corresponding natural space \( (\mathcal{N}, T_{\#_{\omega}}) \) we call natural Baire space. We also write \( \mathbb{N}^{\ast}_{\text{nat}} \) for \( \mathcal{N} \).

Given \( \alpha \in \mathbb{N}^{\omega} \) and \( m \in \mathbb{N} \), we write \( \overline{\alpha}(m) \) for the finite sequence \( \alpha(0), \ldots, \alpha(m−1) \) consisting of the first \( m \) values of \( \alpha \). Notice that \( \overline{\alpha}(m) \) is an element of \( \mathbb{N}^{\ast} \), so the sequence \( \overline{\alpha} = \overline{\alpha}(0), \overline{\alpha}(1), \ldots \) is a point in \( \mathcal{N} \).

Conversely, for a point \( p \in \mathcal{N} \), there is a unique sequence \( \alpha \in \mathbb{N}^{\omega} \) such that \( p \equiv_{\omega} \overline{\alpha} \). We write \( p^{\ast} \) for this unique \( \alpha \), giving that \( p \equiv_{\omega} \overline{\alpha} \) for \( p \in \mathcal{N} \) and \( \alpha = \overline{\alpha}^{\ast} \) for \( \alpha \in \mathbb{N}^{\omega} \). (END OF DEFINITION)

**THEOREM:** \( (\mathcal{N}, T_{\#_{\omega}}) \) is homeomorphic with \( (\mathbb{N}^{\omega}, T_{\text{prod}}) \).

**PROOF:** We leave it to the reader to verify that the function \( \alpha \rightarrow \overline{\alpha} \) from \( \mathbb{N}^{\omega} \) to \( \mathcal{N} \) defined above is a homeomorphism, with inverse \( p \rightarrow p^{\ast} \) (also defined above). (END OF PROOF)

6.2 Natural Cantor space  
We first define the notion ‘natural subspace’, since in natural Cantor space we have a prime example.

**DEFINITION:** Let \( (\mathcal{V}, T_{\#}) \) be a natural space derived from \( (V, \#, \leq) \). Let \( W \) be a countable subset of \( V \), then \( (W, \#, \leq) \) is a pre-natural space, with corresponding set of points \( \mathcal{W} \). If \( (\mathcal{V}, T_{\#}) \) is a natural space (see def. \ref{def:natural}), then we call \( (\mathcal{V}, T_{\#}) \) a natural subspace of \( (V, T_{\#}) \) iff in addition \( (\mathcal{W}, T_{\#}) \) as a natural space coincides with \( (\mathcal{V}, T_{\#}) \) as a topological subspace of \( (V, T_{\#}) \) (in the subspace topology ‘\( U \subseteq \mathcal{V} \) is open’ is defined thus: there is an open \( U' \subseteq V \) such that \( U = U' \cap \mathcal{W} \)).

Let \( \{0, 1\}^{\ast} \) be the set of finite sequences of elements of \( \{0, 1\} \). Now natural Cantor space is the natural subspace \( (\mathcal{C}, T_{\text{ord}}) \) of natural Baire space formed by the pre-natural space \( (\{0, 1\}^{\ast}, \#_{\omega}, \leq_{\omega}) \) and its set of points \( \mathcal{C} \). (END OF DEFINITION)
REMARK: Natural Cantor space is homeomorphic to usual Cantor space, and corresponds directly to Brouwer’s fan $\sigma_2$. (END OF REMARK)

From now on, when the context is clear we will simply say ‘Baire space’ and ‘Cantor space’ and omit the extra word ‘natural’.

7 LATTICES, TREES AND SPREADS

7.0 Lattices and posets of basic dots  In topology, the open sets form a lattice structure under the inclusion relation. This structure is often exploited in various ways, for instance in domain theory and formal topology. Since we have the added apartness, we can disregard meet and join operations and focus simply on the partial-order properties (of the ‘poset’ of opens). Our basic dots in general need not form a lattice, but their partial-order properties play an important role. We now go into these partial-order properties in more detail.

7.1 Trees and treas  For Baire space the poset of basic dots $((N^*, \preceq_\omega))$ forms a countable tree. That is: for any dot $a = a_0, \ldots, a_{n-1} \in N^*$, there is a unique finite trail of immediate successors/predecessors from $\ominus_\omega$ to $a$. (Therefore any $\prec$-trail between dots is finite, and also the successor/predecessor relationship is decidable.). We cannot achieve this elegance for any natural space, but we can show that any natural space $(V, T_\#_1)$ is isomorphic to a natural space $(W, T_\#_2)$ where $(W, \preceq_2)$ equals $(N^*, \preceq_\omega)$. Or more practical: where $(W, \preceq_2)$ is a full subtree of $(N^*, \preceq_\omega)$, definition follows.

This means that we could limit ourselves to natural spaces $(V, T_\#_1)$ where $(V, \preceq)$ is (a full subtree of) $(N^*, \preceq_\omega)$. But we see two possible downsides to limiting ourself to $(N^*, \preceq_\omega)$. One downside is that for many natural spaces, we would have to replace our original basic dots with elements of $N^*$, which can be a tedious encoding. The other downside we see is that we often have to introduce duplicate copies of basic dots, in order to obtain a tree. These duplicates multiply in number with every refinement step, which seems hardly efficient when building actual implementations.

Therefore we propose the compromise notion of a ‘treas’. One can think of a trea as being a tree wherein certain of the branches have been neatly glued together in a number of places. An important example is the set of the lean dyadic intervals $\sigma_R = (\{\ominus_{\#_R}\} \cup \{[\frac{n}{2^m}, \frac{n+2}{2^m}] | n \in \mathbb{Z}, m \in \mathbb{N}\}, \preceq_\#_R)$. A more precise characterization of a trea: a countable $\prec$-directed acyclic graph with a maximal element, where for each node there are finitely many immediate-predecessor trails to the maximal element, all of the same length. Another characterization: a countable $\preceq$-poset with a maximal element where each point has finitely many immediate-predecessor trails to the maximal element, all of the same length.

Basic dots always derive from $N$, but still we prefer to write ‘$[\frac{1}{2}, 1\frac{1}{2}]$’ etc.
DEFINITION: Let \((\mathcal{V}, T_\#)\) be a natural space, with corresponding \((\mathcal{V}, #, \preceq)\), and let \((\mathcal{W}, T_\#)\) with corresponding \((\mathcal{W}, #, \preceq)\) be a natural subspace of \((\mathcal{V}, T_\#)\) (so \(W \subseteq \mathcal{V}\)). Let \(a \prec c\) in \(\mathcal{V}\).

(i) We say that \(a\) is a successor of \(c\) in \((\mathcal{V}, \preceq)\) (notation \(a\alpha\_\mathcal{V} c\), or simply \(a\alpha c\) if the context is clear) iff for all \(b \in \mathcal{V}\), if \(a \prec b \preceq c\) then \(b = c\). A sequence \(b_0 \succ \cdots \succ b_n\) in \(\mathcal{V}\) is called a \(-trail of length \(n\) from \(b_0\) to \(b_n\) in \((V, \preceq)\). For \(b \in \mathcal{V}\) we put \(\alpha_\mathcal{V}(b) = \{d \in \mathcal{V} | d \alpha b\}\), and simply write \(\alpha(b)\) when the context is clear.

(ii) \((V, \preceq)\) is called a trea iff for every \(a \in \mathcal{V}\) the set \(\{b \in \mathcal{V} | a \preceq b\}\) of predecessors of \(a\) is finite (then the successor relation \(\alpha\) is decidable, and for every \(a \in \mathcal{V}\) there are finitely many \(-trails from \(\varnothing\) to \(a\) and in addition there is an integer \(\lg(a) \in \mathbb{N}\) such that every \(-trail from \(\varnothing\) to \(a\) has length \(\lg(a)\)).

(iii) Now let \((V, \preceq)\) be arbitrary, where \((W, \preceq)\) is a tree (trea), then we say that \((W, \preceq)\) is a subtree (subtrea) of \((V, \preceq)\).

(iv) Let \((V, \preceq)\) be a tree (trea), and \((W, \preceq)\) a subtree (subtrea). We then call \((W, \preceq)\) a full subtree (subtrea) of \((V, \preceq)\) iff \(b \alpha_w d\) implies \(b \alpha_v d\) for all \(b, d \in W\). (Then each \(-trail in \((W, \preceq)\) is a \(-trail in \((V, \preceq)\)).

(END OF DEFINITION)

Treas behave just like trees (and any tree is a trea). Most of the spaces of interest that we mentioned so far (see [4, 1]) have an intuitive representation as a natural space \((\mathcal{V}, T_\#)\) where \((V, \preceq)\) is a trea.

EXAMPLE: For the natural real numbers \(\mathbb{R}_{\text{nat}}\), we can easily indicate an isomorphic subspace \((\sigma_\mathbb{R}, T_\#_{\mathbb{R}})\) with corresponding pre-natural space \((\sigma_\mathbb{R}, #_\mathbb{R}, \preceq_\mathbb{R})\), where \((\sigma_\mathbb{R}, \preceq_\mathbb{R})\) is a trea:

\[
(\sigma_\mathbb{R}, #_\mathbb{R}, \preceq_\mathbb{R}) = (\varnothing_\mathbb{R}) \cup \{[n \cdot 2^m, n+1 \cdot 2^m] | n \in \mathbb{Z}, m \in \mathbb{N}\}, #_\mathbb{R}, \preceq_\mathbb{R})
\]

Our examples in [5, 1] should show why we cannot hope to find an isomorphic subspace \((\mathcal{V}, T_\#_{\mathbb{R}})\) where \((V, \preceq)\) is a tree (I).

## 7.2 Spreads and spraids

The previous example illuminates a bridge towards intuitionistic terminology, which we give in the following definition:

DEFINITION: Let \((\mathcal{V}, T_\#)\) be a natural space, with corresponding \((\mathcal{V}, #, \preceq)\), and let \((\mathcal{W}, T_\#)\) with corresponding \((\mathcal{W}, #, \preceq)\) be a decidable natural subspace of \((\mathcal{V}, T_\#)\) (meaning \(W\) is a decidable subset of \(V\)).

(i) We call \((\mathcal{V}, T_\#)\) a spread (spraid) iff \((V, \preceq)\) is a tree (trea) and each infinite \(-trail defines a point. Then we call \((\mathcal{W}, T_\#)\) a subspread (subspraid) of \((\mathcal{V}, T_\#)\) iff \((W, \preceq)\) is a full subtree (subtrea) of \((V, \preceq)\).

(ii) We call \((\mathcal{V}, T_\#)\) a Baire spread iff \((\mathcal{V}, T_\#)\) is a subspace of Baire space.

By extension, \((\mathcal{V}, T_\#)\) is spreadlike iff there is an isomorphism between \((\mathcal{V}, T_\#)\) and a spread. (END OF DEFINITION)
EXAMPLE: Important basic examples of subsprails are obtained as follows. For \((V, T_\#)\) a sprail and \(a\) in \(V\), one easily sees that \(V_\# = \{ b \in V \mid b \leq a \} = \{a\}_\leq\) determines a subsprail of \(V\) if we put its maximal dot as \(\circ_a = a\).

8 UNIVERSAL SPACES AND EFFICIENT REPRESENTATIONS

8.0 Baire space is universal Baire space is a universal natural space, by which we mean that each natural space can be seen as the image of Baire space under a natural morphism. In other words: every natural space is spreadlike. In this article we look to use this result for computational efficiency. Theoretically, on a meta-level it gives us a direct correspondence with many important intuitionistic results. See [Waa1996], in which apartness topology is developed in INT.

THEOREM: Every natural space is spreadlike. In fact, every natural space \((V, T_\#)\) is isomorphic to a spread \((W, T_\#)\) whose tree is \((N^*, \leq_\omega)\).

COROLLARY:

(i) Let \((V, T_\#)\) be a natural space, then there is a surjective \(\leq\)-morphism from Baire space to \((V, T_\#)\). (‘Baire space is a universal spread’, ‘every natural space is the natural image of Baire space’, ‘every natural space is a quotient topology of Baire space’).

(ii) If \((V, T_\#)\) is a basic-open space (see definition 4.2) then \((V, T_\#)\) is isomorphic to a basic-open spread \((\mathcal{V}, T_\#)\) whose tree is \((\mathbb{N}^*, \leq_\omega)\).

PROOF: See [Waa2012], A.3.4. (END OF PROOF)

The corollary gives the equivalent picture that each natural space \((V, T_\#)\) with corresponding pre-natural space \((V, \#, \leq)\) is in fact nothing but a pre-apartness \(\#_V\) on \(\mathbb{N}^*\) which respects \(#_\omega\) and \(\leq_\omega\). To define \(\#_V\) we only have to ‘pull back’ the decidable relation \(\#\) using the given surjective morphism \(f\) thus: for \(a, b \in \mathbb{N}^*\) put \(a \#_V b\) iff \(f(a) \# f(b)\) (then \(a \#_V b\) implies \(a \#_\omega b\)).

An ideal situation which avoids encoding arises whenever a natural space \((V, T_\#)\) contains a subsprail on which the identity is an isomorphism with the whole space. Then from the often vast partial-order universe of \((V, \leq)\) we can restrict ourselves to a subtrea. We give the important example of the real numbers below, where the isomorphic subspace is a sprail. We believe this to be the most common setting for natural spaces. In the uncommon case that we cannot find an isomorphic subspace which is a sprail, we can always find an isomorphic spread.

EXAMPLE: Looking at the natural real numbers \(\mathbb{R}_{\text{nat}}\), we can easily indicate an isomorphic subspace which is a sprail as in example 7.1. Put \(\sigma_\mathbb{R} = \{ \circ_{\mathbb{R}} \} \cup \{ [\frac{n}{2^m}, \frac{n+2}{2^m}] \mid n \in \mathbb{Z}, m \in \mathbb{N} \} \).
Then $(\sigma_R, \#_R, \leq_R)$ is a spraid which is an isomorphic subspace of $\mathbb{R}_{\text{nat}}$. Similarly we define:

$$\sigma_{[0,1]} = \{ [\frac{a}{2^m}, \frac{a+2} {2^m}] | n, m \in \mathbb{N} | n + 2 \leq 2^m, m \geq 1 \},$$

so that taking $\cap_{[0,1]} = [0, 1]$ we get a subfann (see next paragraph) $\sigma_{[0,1]}$ of $\sigma_R$ which is isomorphic to $[0, 1]_{\text{nat}}$.

Another more involved example of a spraid arises when building the natural space $C^{\text{unif}}([0, 1], \mathbb{R})_{\text{nat}}$ of uniformly continuous functions from $[0, 1]$ to $\mathbb{R}$. This is sketched in [Waa2012], A.2.4, referring for details to earlier work of Brouwer.

8.1 Cantor space is a universal fan Where Baire space is a universal spread, Cantor space is a universal fan, by which we mean that each ‘finitely branching’ spraid can be seen as the image of Cantor space under a natural morphism:

**DEFINITION:** Let $(V, T_\#)$ be a spread (spraid) derived from $(V, \#_R, \leq_R)$. We call the tree (treal) $(V, \leq)$ **finitely branching** iff for all $c \in V$ the set $\alpha(c) = \{ a \in V | c \alpha a \}$ is finite. We call $(V, T_\#)$ a **fan (fann)** iff $(V, \leq)$ is a finitely branching tree (treal). By extension, $(V, T_\#)$ is **fanlike** iff $(V, T_\#)$ is isomorphic to a fan. (END OF DEFINITION)

**THEOREM:** Let $(V, T_\#)$ be a fann, then there is a surjective morphism from Cantor space to $(V, T_\#)$. (‘Cantor space is a universal fan’).

**COROLLARY:** Every fann is fanlike. Every fanlike space is the natural image of Cantor space.

**PROOF:** See [Waa2012], A.3.5. (END OF PROOF)

8.2 Every compact metric space is homeomorphic to a fan If we define a separable metric space to be compact whenever it is totally bounded and complete (as is standard in BISH), then it is a well-known result that every compact metric space is the uniformly continuous image of Cantor space. The following theorem is therefore not surprising. It shows that we can represent a compact metric space with a fan (the theorem is not mentioned explicitly in [Waa2012], which is why we need to prove it in the appendix):

**THEOREM:** Every compact metric space is homeomorphic to a fan.

**PROOF:** For a given compact metric space, we need to find a suitable fan and prove that the apartness topology coincides with the (induced) metric topology. We solve this using the theory of [Waa2012], see the appendix [11.]. (END OF PROOF)

**REMARK:** To use compactness in general topology, for BISH it seems unavoidable to adopt (transfinite) inductive machinery. So-called genetic induction is developed in [Waa2012] to enable the use of Heine-Borel properties of compact spaces for theoretical purposes. For computational practice genetic induction is unimportant since Brouwer’s Fan Theorem (FT) ‘always’ holds (see also [9.4]). (END OF REMARK)
8.3 Representation of (locally) compact metric spaces  By the previous theorem every compact metric space can be represented by a fan. But just like the situation with the real numbers, it is often more convenient to represent a compact metric space by a fan. In computational practice it will not be difficult to find good representations. The same holds for locally compact metric spaces. They can be represented by a spraid which consists of a countable number of fans.

8.4 Representation of complete metric spaces  For complete metric spaces which are not locally compact, we can use the property ‘strong paracompactness’. In CLASS a complete metric space can be represented by a ‘star-finite’ spread. Conversely, already in BISH we can show that ‘star-finitary’ natural spaces are metrizable. ‘Star-finite’ is a generalization of ‘locally finitely branching’ (see [Waa2012], 4.0.7–4.0.10) where each basic dot only has finitely many touching neighbors of the same length. Once again, we think that in computational practice it will not be difficult to find good star-finite representations of a given complete metric space.

9 EFFICIENT COMPUTATION ON SPREADS AND SPRAIDS

9.0 Refinement versus trail morphisms 1  We return briefly to our discussion of refinement morphisms versus trail morphisms. With spreads (which derive from a tree) there is no need for trail morphisms. In fact a spread \((V, T^1)\) is \(\leq\)-isomorphic to its trail space (denoted \((V', T^1_\#)\), see 11.0). Since Baire space is universal (8.0), we could develop a fruitful theory using only spreads and refinement morphisms (as is done in INT).

For computational purposes, one sees that a spread representation of the real numbers is cumbersome when compared to the spraid \(\sigma_R\). Studying refinement morphisms also on spraids therefore seems a fruitful endeavour. But when working with spraids, we in theory sometimes need trail morphisms as well. Fortunately, we can show that continuous real functions can always be represented by a refinement morphism from \(\sigma_R\) to \(\sigma_R\). More generally: any continuous function from a spraid \((V, T^1_\#)\) to the reals can be represented by a refinement morphism from \((V, T^1_\#)\) to \(\sigma_R\).

We see this by first looking at proposition 9.2 below, which states that a trail morphism from a spraid \((V, T^1_\#)\) to \(\sigma_R\) can already be represented by a refinement morphism from \((V, T^1_\#)\) to \(\sigma_R\). We then combine this with theorem 4.2 that every continuous function from a natural space to \(\sigma_R\) can be represented by a morphism.

We take some time to argue that for many important spraids resembling \(\sigma_R\), a trail morphism can already be directly represented by a refinement morphism. This is especially relevant for the computational perspective, we believe. To keep our narrative comprehensive, we use representation results from [Waa2012], and refer also to [Waa2012] for the technical details.
9.1 Unglueing of spraids  
Spraida correspond to treas, which can be seen as trees in which branches are glued together in a certain regular way (see [7.3]). To simplify the theory, we note that any spraid \((V, T_\#)\) can be unglued in a simple manner to a spread \((V^\#, T_\#^\\)\)). We specify this in the appendix [11.1]. Unglueing a spraid \((V, T_\#)\) amounts to adding, for each \(a \in V\), a finite number of copies of \(a\) such that each \(\alpha\)-trail from \(\bigcirc\) to \(a\) is represented by one of the copies. These copies all have \(\lg(a)\) as length in \((V^\#, \preceq^\#)\).

For spraids, working with \((V^\#, T_\#^\)\)) is more elegant than working with the trail space \((\bigvee, T_\#^\)\)). If we start with a spread \((V, T_\#)\), then there is a trivial bijection between \(V\) and \(V^\#\), showing that spreads are already unglued.

9.2 Refinement versus trail morphisms 2  
Now we can show that for many important spraids a trail morphism can already be directly represented by a refinement morphism. We illustrate this first with \(\sigma_R\), our preferred representation of \(\mathbb{R}\). Therefore continuous real functions (uniformly continuous on closed intervals) can always be represented by a \(\preceq\)-morphismsending lean dyadic intervals to lean dyadic intervals. This paragraph corresponds (we believe) to propositions 4.2 and 8.2 in [BauKav2009], but we do not need Markov’s Principle. The difference seems cosmetic though, and for practice even non-existent. We use a similar lazy convergence, but avoid the axiom. See our discussion in [9.4].

**PROPOSITION:** (expanded from [Waa2012]) Let \((V, T_\#)\) be a spraid. Let \(f\) be a \(\iota\)-morphisms from \((V, T_\#)\) to \(\sigma_R\). Then there is a \(\preceq\)-morphisms \(g\) from \((V, T_\#)\) to \(\sigma_R\) such that \(f(x) \equiv_R g(x)\) for all \(x \in V\).

**PROOF:** We see \(f\) as a \(\preceq\)-morphisms from \((V^\#, T_\#^\)\)) to \(\sigma_R\). For \(c \in \sigma_R\) of the form \(\frac{4s+i}{2^n}\) where \(1 \leq i \leq 4\) and \(t \in \mathbb{N}\), put \(\hat{c} = \frac{2^n}{4s+i-2}\). For all other \(c \in \sigma_R\) let \(\hat{c} \in \bigcup_{V} \sigma_R\). Now for \(a \in V\) there are finitely many \(\alpha\)-trails from \(\bigcup_{V} \) to \(a\), say \(b_0, \ldots, b_n\) where each \(b_i\) is in \(g_R\). Since the \((f(b_i))'s\) all touch, \(\bigcap_i f(b_i)\) is in \(\sigma_R\). We put \(g(a) = \bigcap_i f(b_i)\). Then \(g\) thus defined is a \(\preceq\)-morphisms from \((V, T_\#)\) to \(\sigma_R\) such that \(f(x) \equiv_R g(x)\) for all \(x \in V\). (END OF PROOF)

**THEOREM:** Let \(f\) be a continuous real function (that is: uniformly continuous on closed intervals; w.l.o.g. from \(\mathbb{R}_{\text{nat}}\) to \(\mathbb{R}_{\text{nat}}\)) by thm. [2.6]. Then there is a \(\preceq\)-morphisms \(g\) from \(\sigma_R\) to \(\sigma_R\) such that \(f(x) \equiv_R g(x)\) for all \(x \in \mathbb{R}\).

**PROOF:** In [Waa2012], 3.3.3, it is proved that every continuous real function can be represented by an (inductive) morphism (and vice versa). Now apply the previous proposition. The next corollary is a not-too-difficult generalization. (END OF PROOF)

**COROLLARY:** Let \(f\) be a continuous function from \(\mathbb{R}^n\) to \(\mathbb{R}^m\). Then there is a \(\preceq\)-morphisms \(g\) between the corresponding lean spraid representations (using lean dyadic \(n, m\)-dimensional boxes) such that \(f(x) \equiv g(x)\) for all \(x \in \mathbb{R}^n\).

9.3 Efficient representation of continuous functions  
This paragraph is the finale of our computational narrative. We start with continuous real-valued functions.
By the previous proposition we obtain:

**THEOREM:** (in CLASS, INT, RUSS; using BDD) Let \((V, T_\#)\) be a spraid, and let \(f\) be a continuous function from \((V, T_\#)\) to \(\mathbb{R}_{\text{nat}}\). Then there is a \(\preceq\)-morphism \(g\) from \((V, T_\#)\) to \(\sigma_R\) such that \(f(x) \equiv_R g(x)\) for all \(x \in V\).

**PROOF:** Just combine proposition 9.2 with theorem 4.2. (END OF PROOF)

**COROLLARY:** (in CLASS, INT, RUSS) In particular, every continuous function from \(\mathbb{R}\) to \(\mathbb{R}\) can be represented by a \(\preceq\)-morphism from \(\sigma_R\) to \(\sigma_R\).

The theorem is only partly mentioned in [Waa2012], although the main ingredients are all present. In our eyes it shows a way to compute efficiently with topological spaces, within a robust theoretical framework. For many complete metric spaces, a similar theorem to the above theorem for \(\sigma_R\) holds. Paragraphs 3.4.3 and 4.0.9, 4.0.10 in [Waa2012] illustrate that for many complete metric spaces, we can find efficient spraid representations. Our final question then is this. Given such a spraid \((V, T_\#)\), what extra properties would ensure that we can always represent continuous functions to \((V, T_\#)\) with refinement morphisms, as in the case of \(\sigma_R\)?

Given such a spraid, a sufficient property is that for a finite intersection of basic dots we can find a basic dot of ‘small enough diameter’ which contains the intersection in its interior. (Comparable to \(\bigcap_i f(b_i)\) being in \(\sigma_R\), in the proof of the above proposition). For our standard basic-open complete metric spraids this property holds, but these spraids are themselves not an efficient representation.

We think that for (locally) compact spaces we can find suitable fanns. In the non-locally-compact situation, we think suitable star-finite representations can be found. See also paragraph 8.4 and [Waa2012], 4.0.10.

9.4 Final discussion: representation and foundations

Note that lean dyadic intervals can be stored efficiently, using just two numbers \(n \in \mathbb{Z}, m \in \mathbb{N}\) to denote \([\frac{n}{2^m}, \frac{n+2}{2^m}]\). Still, we deviate slightly from [BauKav2009] (which uses all dyadic intervals, see also its discussion section 10). We are not knowledgeable enough to see whether this gives computational inefficiency compared to [BauKav2009], but we could switch to the spraid of all dyadic intervals if necessary.

In theorem 9.2, continuity is needed only for its Lindelöf property (obtained with countable choice). Using BDD we can then generalize to theorem 9.3. Our framework serves to clarify this type of axiomatic dependencies. An objective of NToP in combination with [Waa2005] is to aid the development of one robust framework for BISH (comparable to CLASS, INT and RUSS) for the different branches of mathematics. The current situation in constructive mathematics is more like patchwork, we feel. It is daunting to untangle the various interdependencies, and see what exactly are the underlying axioms, definitions and assumptions. In our eyes this hardly makes for an attractive theory. It also makes it difficult to check whether given representations confirm to (other) theoretical specifications. A good constructive framework should therefore be simple, in our (perhaps not so humble) opinion. We believe that Bishop-style pointwise mathematics is both attractive and sufficient.
In [Waa2005] it was shown that the statement ‘continuous^BIS functions are closed under composition’ implies the Fan Theorem (FT). Moreover, it was shown that this situation cannot be remedied by a simple change of definition, unless one sacrifices the ‘uniformly continuous on compact subspaces’ condition. Unfortunately, an effect of [Waa2005] seems to have been a steering away from the pointwise approach, in favour of pointfree topology and domain theory (or comparable). Often the flaw in continuity^BIS (already mentioned in [Waa1996]) is given explicitly as one reason to favour the (inductive) pointfree approach. Yet in [Waa2012], 3.4.0 we show that the pointwise situation is not entirely remedied by switching to inductive definitions. Inductive definitions tend to obfuscate that the problem lies with RUSS, by excluding valid parts of RUSS rather silently. Better to deal with it explicitly, we think, and stay in the true spirit of BISH. Else, adopting the induction axiom BT (Brouwer’s Thesis, which implies both FT and BDD, see [Waa2005]) seems a more elegant option.

If we adopt BT, we can directly translate important intuitionistic results to NToP and dispense with much of the inductive machinery, for elegance and simplicity. Since BT is also valid in CLASS, this provides a simple way for a classical mathematician to appreciate intuitionistic results. Moreover, we concur with [BauKav2009] that in computational practice BT always holds. Brouwer’s meta-analysis of how we can attain infinite knowledge (only through induction) looks as valid in its context as Church’s Thesis. We therefore hope that the resistance to BT which started with Bishop (who called Brouwer’s theory of the continuum semimystical) will dwindle in the future.

The same holds for Markov’s Principle (MP). In [BauKav2009] it is used, but we believe this use to be inessential. In [Waa2005] it is argued that MP is a form of induction comparable to natural induction over N. These matters are worthy of attention, we think, to build a robust framework for BISH.

Such a framework seems necessary, for more than one reason. For instance, the status of the works [Bis1967], [BisBri1985] and [Bri1979] (analysis) is unclear due to the difficulty with continuity^BIS mentioned above. Formal topology, while resolving this difficulty for a pointfree setting, seems unsuited for pointwise analysis. We think NToP gives a way to retain pointwise analysis and restore many earlier BISH results.
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11APPENDIX: TECHNICAL DEFINITIONS AND PROOFS

11.0 Trail spaces and trail morphisms  Actually, a trail morphism from a natural space \((V, \mathcal{T}_\#)\) to another space \((W, \mathcal{T}_\#)\) is given by a refinement morphism from the ‘trail space’ associated with \((V, \mathcal{T}_\#)\), to \((W, \mathcal{T}_\#)\). To define this trail space, we form new basic dots from finite sequences of ‘old’ basic dots.

**DEFINITION:** Let \((V, \mathcal{T}_\#)\) be a natural space derived from \((V, \#)\). Let \(n \in \mathbb{N}\), and let \(a = a_0 \geq \ldots \geq a_{n-1}\) be a shrinking sequence of basic dots in \(V\). The \(<\)-trail of \(a\), notation \(\mathcal{N}\), is the longest subsequence \(a_0 \geq \ldots \geq a_s\) of \(a\).

For \(p = p_0, p_1, \ldots \in V\) and \(n \in \mathbb{N}\) we write \(\mathcal{P}(n)\) for the finite sequence \(p_0, \ldots, p_{n-1}\) of basic dots in \(V\). Notice that \(p_0 \geq \ldots \geq p_{n-1}\), by definition of points. Write \(\mathcal{P}(n)\) for the \(<\)-trail of \(\mathcal{P}(n)\). A finite sequence \(a = a_0 \geq \ldots \geq a_{n-1}\) of basic dots in \(V\) is called a \(<\)-trail from \(a_0\) to \(a_{n-1}\) of length \(n\), or simply a trail from \(a_0\) to \(a_{n-1}\) in \((V, <)\). The empty sequence is the unique trail of length 0, and denoted \(\emptyset^*\). The countable set of trails in \((V, <)\) is denoted \(V^*\), notice that \(V^* = \{\mathcal{P}(n) | n \in \mathbb{N}, p \in V\}\).

Let \(a = a_0, \ldots, a_{n-1}\) and \(b = b_0, \ldots, b_{m-1}\) be trails in \((V, <)\) such that \(a_{n-1} > b_{0}\), then we write \(\alpha \bowtie b\) for the concatenation \(a_0, \ldots, a_{n-1}, b_0 \ldots b_{m-1}\) which is again a trail and so in \(V^*\). (Hereby \(\alpha \bowtie \emptyset^*\) and \(\emptyset^* \bowtie a\) are defined to equal \(a\).) The basic dots of our trail space are the trails in \((V, <)\). For trails \(a = a_0, \ldots, a_{n-1}\) and \(b = b_0, \ldots, b_{m-1}\) we put: \(a \bowtie \emptyset b\) iff there is a trail \(c \in V^*\) in such that \(a = b \bowtie c\). We also put \(a \bowtie \# b\) iff \(a_{n-1} \bowtie b_{m-1}\). The natural space \((V^*, \mathcal{T}_\#^*)\) defined by the pre-natural space \((V^*, \#^*\bowtie, \bowtie^*)\) is called the trail space of \((V, \mathcal{T}_\#)\).

Finally, a \(\bowtie\)-morphism \(f\) from \((V^*, \mathcal{T}_\#^*)\) to another natural space \((W, \mathcal{T}_\#)\) is called a trail morphism (notation \(i\)-morphism) from \((V, \mathcal{T}_\#)\) to \((W, \mathcal{T}_\#)\). For a point \(p \in V\) we write \(f(p)\) for the point of \(W\) given by \(f(\mathcal{P}(0)), f(\mathcal{P}(1)), \ldots\) (END OF DEFINITION)

**REMARK:** From the pointwise perspective, one readily sees that \((V^*, \mathcal{T}_\#^*)\) is ‘just another representation’ of \((V, \mathcal{T}_\#)\). Differences in representation should be filtered out
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by the concept of ‘isomorphism’. This is the main reason for introducing trail morphisms, since \((V^i, T^i_{\#})\) is not always \(\leq\)-isomorphic to \((V, T_{\#})\) (for an example consider the natural real numbers). In fact refinement morphisms preserve the lattice-order properties of the basic neighborhood system which is chosen for a specific representation. Due to the presence of an apartness/equivalence relation, these order properties are not always relevant since we can freely add or distract equivalent basic dots to our system with different lattice properties, without essentially changing the point space. (END OF REMARK)

**THEOREM:** Let \((V, T_{\#})\) and \((V^i, T^i_{\#})\), \((V^i, \#, \leq^*)\) be as in the above definition. Then

(i) \((V^i, \#, \leq^*)\) is a pre-natural space and \((V^i, T^i_{\#})\) is a natural space.

(ii) \((V^i, T^i_{\#})\) is homeomorphic to \((V, T_{\#})\) as a topological space. A homeomorphism is induced by the \(\iota\)-morphism \(\text{id}_i\) from \((V, T_{\#})\) to \((V^i, T^i_{\#})\) given by \(\text{id}_i(p) = p_0(0), p_1(1), p_2(2), \ldots \in V^i\) for \(p \in V\) (as a refinement morphism \(\text{id}_i\) is the identity on \(V^i\), with \(\text{id}_i(a) = a\) for \(a \in V^i\)). Its inverse homeomorphism is induced by the \(\leq\)-morphism \(\text{id}_*\) from \((V^i, T^i_{\#})\) to \((V, T_{\#})\) which is defined by putting \(\text{id}_*((\iota)^*) = \circ\) and \(\text{id}_*(a) = a\) for a trail \(a = a_0, \ldots, a_n\) in \(V^i\).

(iii) Let \(f\) be a \(\iota\)-morphism from \((V, T_{\#})\) to \((V^i, T^i_{\#})\). Then \(f\) is continuous.

**PROOF:** See [Waa2012], 1.1.4. (END OF PROOF)

If \(f\) is a \(\leq\)-morphism from \((V, T_{\#})\) to \((V^i, T^i_{\#})\), then \(f \circ \text{id}_*\) is by definition a \(\iota\)-morphism from \((V, T_{\#})\) to \((V^i, T^i_{\#})\), which is clearly equivalent to \(f\) on \(V\). Therefore we will consider each \(\leq\)-morphism to be a \(\iota\)-morphism as well.

### 11.1 How to unglue spraids (definition)

We show that any spraid \((V, T_{\#})\) can be unglued. The idea is to turn to the subspread of the trail space \((V^i, T^i_{\#})\) which is formed by the \(\alpha\)-trails in \((V, \leq)\) (instead of looking at the tree \(V^i\) of all trails).

**DEFINITION:** Let \((V, T_{\#})\) be a spraid derived from \((V, \#, \leq)\). The unglueing of \((V, T_{\#})\) is the spread \((V^R_{\#}, T^R_{\#})\) derived from the pre-natural space \((V^R, \#, \leq^*)\), where \(V^R = \{a = a_0, \ldots, a_n \in V^i | n \in \mathbb{N} \} a\) is a \(\alpha\)-trail and \(n \geq 1 \rightarrow \lg(a_0) = 1\). (END OF DEFINITION)

We leave it to the reader to verify that unglueing a spraid \((V, T_{\#})\) amounts to adding, for each \(a \in V\), a finite number of copies of \(a\) such that each \(\alpha\)-trail from \(\circ\) to \(a\) is represented by one of the copies. These copies all have \(\lg(a)\) as length in \((V^R, \leq^*)\).

**EXAMPLE:** We consider the important spread \(\sigma_{\mathbb{R}}\). To turn this spraid into an isomorphic spread, we unglue. We look at the \(\alpha\)-trails in \(\sigma_{\mathbb{R}}^i\) which (if not equal to the empty sequence \(\circ^*\)) start with a basic interval in \(\alpha(\circ^*) = \{[m, m + 2] | m \in \mathbb{Z}\}\). So put:

\[
\sigma_{\mathbb{R}}^R = \{a = a_0, \ldots, a_{n-1} \in \sigma_{\mathbb{R}}^i | n \in \mathbb{N} \} a\ is\ a\ \alpha\text{-trail and }n \geq 1 \rightarrow \lg(a_0) = 1
\]

Then \(\sigma_{\mathbb{R}}^R\) has as maximal dot \(\circ^*\), and an example of a basic dot in \(\sigma_{\mathbb{R}}^R\) is the sequence \([0, 2], [1, 2]\), which has as unglued twin the basic dot \([1, 3], [1, 2]\). For simplicity, we also write \(\sigma_{\mathbb{R}}^R\) for the spread derived from the pre-natural space \((\sigma_{\mathbb{R}}^R, \leq^*, \#^*)\), which is the unglued version of \(\sigma_{\mathbb{R}}\).
11.2 Proof of theorem 8.2

For the proof of theorem 8.2 we copy some of the representation theory in [Waa2012].

**THEOREM:** (from 8.2) Every compact metric space is homeomorphic to a fan.

PROOF: By the previous paragraph (11.1) it suffices to show that \((X, d)\) is homeomorphic to a fan (since this can be unglued to a fan). Let \((X, d)\) be a compact metric space, meaning \((X, d)\) is totally bounded and complete. Using countable choice (\(\text{AC}_{00}\)) we can determine a sequence of finitely enumerable subsets \((C_i)_{i \in \mathbb{N}}\) of \(X\) (for each \(i\) with cardinality less than \(k_i+2\), and given by \(C_i = \{c_{ij} | j \leq k_i\}\)) such that

\[
\forall x \in X \forall n \in \mathbb{N} \exists c \in C_n [d(x, c) < 2^{-n-2}]
\]

Then \(A = \{a_n | n \in \mathbb{N}\} = \bigsqcup_i C_i\) is a dense subset of \((X, d)\). To define the required fann, we start with the (too large) set of basic dots \(V = \{B(a_n, 2^{-5}) | n, s \in \mathbb{N}\} \cup \{\mathbb{O}_{V}\}\). The technical trouble now is to define \# and \(\preceq\) constructively, since in general even for \(s > t\) the containment relation \(B(a_n, 2^{-5}) \subseteq B(a_m, 2^{-t})\) is not decidable. However, this containment relation has an enumerable subrelation which also does the trick. This because for all \((a_n, s)\) and \((a_m, t)\) with \(s > t\) there is \(k \in \{0, 1\}\) such that:

\[
(k = 0 \land d(a_n, a_m) < 2^{-t} - 2^{-5}) \text{ or } (k = 1 \land d(a_n, a_m) > 2^{-t} - 2^{-5} - 2^{-2s})
\]

Using \(\text{AC}_{00}\) (countable choice) we can define a function \(h\) fulfilling the above statement. Now we put \(B(a_n, 2^{-5}) \prec B(a_m, 2^{-t})\) iff \(h((a_n, s), (a_m, t)) = 0\). Likewise we define \#, since for all \((a_n, s)\) and \((a_m, t)\) there is \(l \in \{0, 1\}\) such that:

\[
(l = 0 \land d(a_n, a_m) < 2^{-5} + 2^{-t} + 2^{-5-t}) \text{ or } (l = 1 \land d(a_n, a_m) > 2^{-5} + 2^{-t} + 2^{-5-t-1})
\]

Using \(\text{AC}_{00}\) we can define a function \(g\) fulfilling the above statement. Now we simply put \(B(a_n, 2^{-5}) \# B(a_m, 2^{-t})\) iff \(g((a_n, s), (a_m, t)) = 1\).

Taking as its basic dots the set \(W = \{B(c_{ij}, 2^{-1}) | i \in \mathbb{N}, j \leq k_i\} \cup \{\mathbb{O}_{V}\}\) we now form the required fann \((W, T_{\#})\) from the pre-natural space \((W, \#, \preceq)\). The verification that \((W, T_{\#})\) is a fann is relatively straightforward, by checking the conditions set in (\#) and the definitions of \(\preceq\) and \#. We define a homeomorphism \(f\) from \((W, T_{\#})\) to \((X, d)\) as follows. For \(w = w_0, w_1, \ldots \in W\) with \(w_0 \neq \mathbb{O}_{V}\) there is a unique Cauchy-sequence \((e_n)_{n \in \mathbb{N}}\) in \(A\) such that \(e_n\) is the center of the metric ball formed by \(w_n\). Now define \(f(w) = \lim_{n \to \infty} d(e_n, n \in \mathbb{N})\) (we will shortly show \(f\) is a homeomorphism). Using \(f\) it is easy to define the relevant metric \(d'\) on \(W\) such that \((W, d')\) is homeomorphic to \((X, d)\): simply put \(d'(w, z) \equiv d(f(w), f(z))\). That this makes \(f\) a homeomorphism from \((W, d')\) to \((X, d)\) is ensured by (\#) above.

To show that \(f\) is also a homeomorphism from \((W, T_{\#})\) to \((X, d)\) (thus finishing the proof) it therefore suffices to show that the \(d'\)-induced metric topology on \(W\) coincides with the apartness topology. So let \(\mathcal{U}\) be open in \((W, T_{\#})\), we need to show that \(\mathcal{U}\) is \(d'\)-open. For this let \(x \in \mathcal{U}\). Consider \(y = f(x) \in X\). By our special constraints of (\#) above and the definition of \(\preceq\), we can find a \(w \in W, w \equiv x\) such that for each \(n \in \mathbb{N}\) the \(d\)-ball \(w_n\) is a neighborhood of \(y\). Since \(\mathcal{U}\) is open and \(w \equiv x\), we find \(n \in \mathbb{N}\) such that \(|w_n| \subseteq \mathcal{U}\). From this it follows that for some \(s \in \mathbb{N}\) the \(d'\)-ball \(B(x, 2^{-5})\) is contained in \(\mathcal{U}\). (END OF PROOF)