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SUMMARY. Babies born with low and very low birthweights — i.e., birthweights below 2,500 and 1,500 grams, respectively — have an increased risk of complications compared to other babies, and the proportion of babies with a low birthweight is a common metric used when evaluating public health in a population. While many factors increase the risk of a baby having a low birthweight, many can be linked to the mother’s socioeconomic status, which in turn contributes to large racial disparities in the incidence of low weight births. Here, we employ Bayesian statistical models to analyze the proportion of babies with low birthweight in Pennsylvania counties by race/ethnicity. Due to the small number of births — and low weight births — in many Pennsylvania counties when stratified by race/ethnicity, our methods must walk a fine line. On one hand, leveraging spatial structure can help improve the precision of our estimates. On the other hand, we must be cautious to avoid letting the model overwhelm the information in the data and produce spurious conclusions. As such, we first develop a framework by which we can measure (and control) the informativeness of our spatial model. After demonstrating the properties of our framework via simulation, we analyze the low birthweight data from Pennsylvania and examine the extent to which the commonly used conditional autoregressive model can lead to oversmoothing. We then reanalyze the data using our proposed framework and highlight its ability to detect (or not detect) evidence of racial disparities in the incidence of low birthweight.
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1 Introduction

The incidence of low and very low birthweight — i.e., birthweights below 2,500 and 1,500 grams, respectively — are important indicators of public health. Not only is low birthweight a leading risk factor for infant mortality, it has also been linked to an increased risk of serious long-term disabilities [10] and onset of chronic diseases in adulthood [1, 6, 17]. Worldwide, it is estimated that 15–20% of all births — and more than 20 million births per year — have low birthweight [19]. While the incidence of low birthweight in the United States (U.S.) is much lower, 2017 marked the highest level in over 20 years (8.27%) — a value that was subsequently exceeded in both 2018 and 2019 [12]. Of course, it is also true that the incidence of low birthweight is not equal for all populations. Reports from the Centers for Disease Control and Prevention (CDC) indicate increasing racial disparities in low birthweight from 2015 to 2019, with the incidence of low birthweight for black mothers more than twice that of white mothers [12]. Furthermore, geographic disparities in the incidence of low birthweight are also observed, with rates in Mississippi (12.3%) being nearly double those in Alaska (6.3%) [12].

While the topics of racial and geographic disparities are important in their own right, it is also important to study geographic trends in racial disparities, as this can shed light on regions in which all race/ethnicities have equal health outcomes and regions where some racial/ethnic populations are being left behind. For instance, Goldfarb et al. [9] assessed the incidence of low birthweight in 400 of the largest U.S. counties from 2003–2013 and found that only four counties demonstrated improvement toward racial equality via improvement in the incidence of low birthweight for black mothers (rather than worsening trends for white mothers). Unfortunately, such studies of low birthweight are plagued by two key issues. First and foremost, while the CDC’s Wide-ranging Online Data for Epidemiologic Research (WONDER) is a great resource for accessing mortality data, data available from CDC WONDER pertaining to births is limited to counties with population sizes larger than 100,000. Not only does this represent fewer than 20% of U.S. counties, but it also precludes inference on urban/rural disparities in the incidence of low birthweight. The second
key challenge encountered when investigating geographic trends in racial disparities in low birthweight is that even when access to detailed county-level data is available via state-specific web portals — e.g., the Commonwealth of Pennsylvania’s Enterprise Data Dissemination Informatics Exchange (EDDIE) system — many parts of the country have small racial/ethnic minority populations. Because counties in these areas are more likely to have few births to non-white mothers, estimates of the incidence rates of low birthweight births for minority populations may be unreliable or otherwise lack the level of precision required for inference.

The objective of this paper is to develop a modeling framework that offers a compromise between increasing the precision of estimates of rates such as the incidence of low birthweight while protecting against oversmoothing — i.e., when the contribution of the model overwhelms that of the data and distorts the underlying trends. As a starting point, we consider the use of Bayesian methods that incorporate spatial structure into the model, such as the conditional autoregressive (CAR) model framework of Besag et al. [3]. Aside from its use in a variety of applications [4, 8, 15, 18], recent work by Quick et al. [16] has illustrated the extent to which the CAR model framework can oversmooth estimates by virtue of putting excessive weight on the model’s spatial structure, thereby overwhelming the contribution of the data from individual regions. For instance, Quick et al. [16] analyzed county-level, heart disease-related death data and estimated the contribution of the model as being equivalent to 36 additional deaths occurring in each county, despite many counties having fewer than 10 observed events.

In this paper, we extend the work of Quick et al. [16] from the Poisson-distributed count setting to the case of binomially distributed data for the purpose of investigating racial disparities in the incidence of low birthweight in Pennsylvania counties. In Section 2, we describe the data used in this analysis. Section 3 provides a brief overview of the approach of Quick et al. [16] for quantifying (and restricting) the informativeness of the Besag et al. CAR framework and describes its extension to binomial data. We then evaluate the properties of our approach via simulation in Section 4 prior to implementing our approach to investigate trends in low birthweight in Section 5. We then conclude with a discussion in Section 6.
2 Pennsylvania Birth Data

We use county-level birth data in Pennsylvania for 2019 obtained from the Pennsylvania Department of Health’s web-based EDDIE system [13]. Via the EDDIE system, users can access data such as death and birth statistics from the 67 counties of Pennsylvania stratified by year and demographics such as age, race/ethnicity, and sex. Unlike CDC WONDER, data obtained from the EDDIE system are free of suppression regardless of the number of events or the underlying population size. For this analysis, we consider all live births in which the mother’s race/ethnicity was categorized as white, black, Hispanic, or Asian/Pacific Islander (Asian), with the caveat that these groups are not mutually exclusive in the EDDIE system (e.g., mothers categorized as “white” include Hispanic and non-Hispanic white mothers).

Table 1 provides an overview of the Pennsylvania birth data used in this analysis, along with data from mothers of all races (including those not analyzed here). First, we note that the overall and race-specific rates of low and very low birthweight are largely consistent with those observed at the national level [12]. Nevertheless, Asian and Hispanic mothers have rates that are 25% greater than for white mothers and black mothers have rates that are more than double than their white counterparts, with more extreme disparities observed in the incidence of very low birthweight. In addition to racial disparities, this table also highlights the challenge of estimating rates at the county-level from these data, as each of the non-white populations have fewer than ten total births in over one-third of counties and fewer than ten low weight births in over 60% of counties. These challenges are only exacerbated when investigating rates of very low birthweight, with over 47% of counties having fewer than ten very low weight births across all race/ethnicities.

3 Methods

Before discussing the specifics of our framework, we will first motivate the assumption that the number of low weight births should be treated as being binomially distributed. To do so,
Table 1: Descriptive statistics of the Pennsylvania birth data described in Section 2.

we consider the guidance of Brillinger [5], which recommends modeling vital statistics such as
the number of births and deaths as Poisson random variables. Because our interest is to make
inference on the proportion of births with low birthweight, we could first let $y_i$ and $y_i^*$ denote
the number of low and non-low weight births in region $i$ from a total population of size $N_i$
and assume that $y_i \mid \lambda_i \sim \text{Pois}(N_i\lambda_i)$ and $y_i^* \mid \lambda_i^* \sim \text{Pois}(N_i\lambda_i^*)$, where $\lambda_i$ and $\lambda_i^*$ represent the
per capita rate of low and non-low weight births in each region. Then, if we let $n_i = y_i + y_i^*$
denote the total number of births in region $i$, it would follow that $y_i \mid n_i, \pi_i \sim \text{Bin}(n_i, \pi_i)$,
where $\pi_i = \lambda_i / (\lambda_i + \lambda_i^*)$; a similar logic will be used with respect to our analysis of the
incidence of very low weight births. While the data described in Section 2 and analyzed in
Section 5 are indexed by both county and race/ethnicity, in this section we simply index our
variables by geographic region for the sake of simplicity.

Because we aim to use a Bayesian framework to study the county-level incidence of low
weight births, we must select a prior distribution for each of our $\pi_i$ parameters. A natural —
albeit simplistic — starting point would be to consider the conjugate prior setting in which
$\pi_i \sim \text{Beta}(a_i, b_i)$, where $a_i > 0$ and $b_i > 0$ denote the model’s hyperparameters. Not only
does this choice of prior lead to a closed form expression for the posterior distribution,

$$
\pi_i \mid y_i, n_i \sim \text{Beta}(y_i + a_i, n_i - y_i + b_i),
$$

but it also produces convenient interpretations of our hyperparameters: i.e., that $a_i$ and $b_i$
correspond to the prior number of low and non-low weight births, respectively, and thus that
$a_i + b_i$ represents the prior number of births. This is beneficial for two key reasons. First and foremost, it allows us to quickly identify the value that our prior is smoothing rates toward — i.e., $E[\pi_i | a_i, b_i] = a_i / (a_i + b_i) = \pi_{i0}$. In addition, it allows it quantify the amount of information contributed by the prior — i.e., we can compare the value of $y_i$ to $a_i$ and the value of $n_i$ to $a_i + b_i$ to ensure that our prior distribution is not unduly (or unexpectedly) overwhelming the contribution of the data in (1).

While the conjugate prior specification is well suited for explaining the informativeness of the model, the use of such models is not common in disease mapping settings. Instead, it’s more common to use a generalized linear mixed model framework — i.e., $g(\pi_i) \sim \text{Norm}(x_i^T \beta, \sigma_i^2)$, where $g(\cdot)$ denotes an appropriate link function (e.g., $g(\pi_i) = \log \pi_i / (1 - \pi_i)$). The trade-off of using such models, however, is that measuring their informativeness is not straightforward. As such, our plan for the remainder of this section is as follows. First, we follow the approach of Quick et al. [16] to approximate the informativeness of a $\pi_i \sim \text{LogitNorm}(\mu_i, \sigma_i^2)$ prior specification in Section 3.1. We then briefly describe how this approximation can be extended to the CAR model framework of Besag et al. [3] in Section 3.2.

### 3.1 Extension to logitnormal prior

While the model in (1) is transparent in what it smooths values toward and the strength of this smoothing, specifying the $a_i$ and $b_i$ parameters to accommodate features such as covariate information and/or complex dependence structures is not straightforward. In contrast, the drawback of the logitnormal specification mentioned above is that its posterior distribution, 

$$\pi_i | y_i, \mu_i, \sigma_i^2 \propto \text{Bin}(y_i | n_i, \pi_i) \times \text{LogitNorm}(\pi_i | \mu_i, \sigma_i^2)$$ 

$$\propto \pi_i^{y_i} (1 - \pi_i)^{n_i - y_i} \times \exp \left[ -\frac{(\log (\pi_i / (1 - \pi_i)) - \mu_i)^2}{2\sigma_i^2} \right]$$  \hspace{1cm} (2)$$

is not of a known form and thus lacks convenient expressions for quantities like its mean and variance. As such, our strategy here is to follow the approach of Quick et al. [16] and construct
priors of the form \( \pi_i \sim \text{LogitNorm}(\mu_i, \sigma^2_i) \) that yield approximately the same inference as a hypothetical \( \pi_i \sim \text{Beta}(a_i, b_i) \) prior. More specifically, if we can write \( \mu_i \) and \( \sigma^2_i \) as functions of \( a_i \) and \( b_i \) and vice versa, then we can quantify the informativeness of the logitnormal prior or impose restrictions on the bivariate distribution for \( (\mu_i, \sigma^2_i) \) such that the logitnormal prior can be no more (or no less) informative than its analogous beta prior. Unlike the lognormal distribution discussed in Quick et al. [16], a challenge we face here is that the logitnormal distribution itself does not have analytical solutions for its mean and variance. Thus rather than directly equating the mean and variance of the beta and logitnormal distributions, we apply the delta method to approximate the mean and variance of a logitnormally distributed random variable by first supposing that \( \theta_i \sim \text{Norm}(\mu_i, \sigma^2_i) \) and \( \pi_i = h(\theta_i) = \logit^{-1}\theta_i = \frac{\exp\theta_i}{1 + \exp\theta_i} \). Since \( h(\theta) \) is a differentiable function about \( \theta \), the delta method can be used to produce the approximation that

\[
E[\pi_i | \mu_i, \sigma^2_i] \approx h(\mu_i) = \frac{\exp\mu_i}{1 + \exp\mu_i},
\]

\[
\text{Var}[\pi_i | \mu_i, \sigma^2_i] \approx \left[ \frac{\partial^2}{\partial \mu_i^2} h(\mu_i) \right]^2 \times \text{Var}[\theta_i | \mu_i, \sigma^2_i] = \frac{\sigma_i^2(\exp\mu_i)^2}{(1 + \exp\mu_i)^4}, \tag{3}
\]

as shown in Appendix A. Finally, we follow the approach of Quick et al. [16] and equate the mean and variance of beta distribution with their respective expressions in (3), which leads to

\[
E[\pi_i | a_i, b_i] \approx E[\pi_i | \mu_i, \sigma^2_i] \implies \frac{a_i}{a_i + b_i} \approx \frac{\exp\mu_i}{1 + \exp\mu_i};
\]

\[
\text{Var}[\pi_i | a_i, b_i] \approx \text{Var}[\pi_i | \mu_i, \sigma^2_i] \implies \frac{a_i b_i}{(a_i + b_i)^2(a_i + b_i + 1)} \approx \frac{\sigma_i^2(\exp\mu_i)^2}{(1 + \exp\mu_i)^4}. \tag{4}
\]

This allows us to express the logitnormal distribution parameters, \( \mu_i \) and \( \sigma^2_i \), in the form of the parameters \( a_i \) and \( b_i \) from the beta prior distribution,

\[
\mu_i = \log \frac{a_i}{b_i} \quad \text{and} \quad \sigma^2_i = \frac{(a_i + b_i)^2}{a_i b_i (a_i + b_i + 1)}, \tag{5}
\]
Figure 1: Comparison of quantiles of the posterior distribution for $\pi_i$ for beta and logitnormal prior distributions for various levels of events for the approximation in (5). Panel (a) displays results for $E[\pi_i | a_i, b_i] = 1/100$, while Panel (b) displays results for $E[\pi_i | a_i, b_i] = 1/3$.

and quantify the informativeness of the logitnormal prior as

$$\hat{a}_i = \frac{1 + \exp \mu_i}{\sigma_i^2} - \frac{\exp \mu_i}{1 + \exp \mu_i}. \quad (6)$$

Figure 1 illustrates the accuracy of the logitnormal approximation in (5) when $a_i = 6$ under two scenarios: when an event is rare ($E[\pi_i | a_i, b_i] = 1/100; \text{Figure 1(a)}$) and when an event is quite common ($E[\pi_i | a_i, b_i] = 1/3; \text{Figure 1(b)}$). Specifically, we compare quantiles of the posterior distribution for $\pi_i$ from a beta prior specification evaluated at various levels of event counts, $y_i$, such that $\pi_0 = a_i/(a_i + b_i) = y_i/n_i$ to a logitnormal prior specification based on the approximation in (5). Here, we see that while the two distributions are not identical — with quantiles from the logitnormal prior often less than those from the beta prior and with larger deviations present when the number of events is low — the two posterior distributions are quite similar. Based on these results, we claim that the prior $\pi_i \sim \text{LogitNorm} (\mu_i, \sigma_i^2)$ is approximately as informative as $\pi_i \sim \text{Beta} (a_i, b_i)$ when $\mu_i$ and $\sigma_i^2$ are defined as shown in (5). Evaluating this claim will be the focus of the simulation study in Section 4.
3.2 Extension to CAR model

While the approximation described in Section 3.1 extended the concept of prior informativeness from the beta distribution to the logitnormal, quantifying the informativeness of correlated prior specifications requires knowledge of the conditional distribution of \( \pi_i \), as demonstrated by Quick et al. [16]. In the context of the CAR model of Besag et al. [3], we assume \( \logit(\pi_i) = \theta_i \) for \( i = 1, \ldots, I \) has a prior specification of the form:

\[
\theta_i | \beta, z, \sigma^2 \sim \text{Norm} \left( x_i^T \beta + z_i, \sigma^2 \right),
\]

where \( x_i \) is a \( p \times 1 \) vector of covariates for region \( i \) with corresponding regression coefficients, \( \beta \), and \( z_i \) is a spatial random effect for region \( i \) such that \( z \sim \text{CAR}(\tau^2) \), which implies

\[
z_i | z_{(i)} , \tau^2 \sim \text{Norm} \left( \sum_{j \sim i} z_j / m_i , \tau^2 / m_i \right),
\]

where \( z_{(i)} \) denotes the vector \( z \) with the \( i \)th element removed, \( j \sim i \) denotes that regions \( i \) and \( j \) are neighbors, and \( m_i \) denotes the number of neighbors for region \( i \).

To measure the informativeness of the CAR model framework in (7), we require an estimate of \( \text{Var} [ \theta_i | \beta, \sigma^2, \tau^2, \theta_{(i)} ] \) — i.e., the variance of \( \theta_i \) after integrating out \( z \) and conditioning on \( \theta_{(i)} \). While \( \text{Var} [ \theta_i | \beta, \sigma^2, \tau^2, \theta_{(i)} ] \) is a complex function of the full adjacency structure and while (7) and (8) can be used directly to obtain a lower bound of \( \sigma^2 + \tau^2 / m_i \) for \( \text{Var} [ \theta_i | \beta, \sigma^2, \tau^2, \theta_{(i)} ] \) — a value that can be obtained as \( y_j \to \infty \) — we follow the guidance of Quick et al. [16] and base our calculations on the upper bound of \( \text{Var} [ \theta_i | \beta, \sigma^2, \tau^2, \theta_{(i)} ] < \sigma^2 + (\sigma^2 + \tau^2) / m_i \). Using this bound and the approximation from (6) yields a lower bound on the informativeness of the model in (7), which can be expressed as

\[
\hat{a}_i = \frac{1 + \exp(x_i^T \beta)}{\sigma^2 + (\sigma^2 + \tau^2) / m_i} - \frac{\exp(x_i^T \beta)}{1 + \exp(x_i^T \beta)}.
\]

Due to the heterogeneity in \( m_i \) between counties and a desire to facilitate comparisons of
model informativeness between analyses of different datasets, we follow the recommendation of Quick et al. [16] and calculate (9) for a county with $m_0 = 3$ neighbors and use this to quantify the global model informativeness, $\hat{a}_0$. Technical details regarding imposing constraints on $\hat{a}_0$ within a Markov chain Monte Carlo (MCMC) algorithm are provided in Web Appendix B.

4 Simulation Study

The methodological objective of this paper is to devise an approach for approximating (and/or controlling) the informativeness of the CAR model framework of Besag et al. [3] in the context of binomially distributed count data. In Section 3, we proposed an approximation of the informativeness of logitnormal distribution by first linking it to a beta distribution in the conjugate beta-binomial setting. If this approximation proves to be accurate, the extension from independent to dependent logitnormal random variables — e.g., those with the CAR model structure in (7) — should follow the guidance provided in Section 3.2, per Quick et al. [16]. Thus, while in Figure 1 we demonstrated that the approximation is quite accurate when there was agreement between the estimates incidence rate from the data and from the prior — i.e., when $\pi_0 = y_i/n_i = a_i/(a_i + b_i)$ — for selected $\pi_0$ and for a given value of $a_i$, the goal of this section is to evaluate the performance of the approximation via simulation across a wide spectrum of different scenarios.

$L = 100$ sets of data were generated from $y_i \sim \text{Bin}(n_i, \pi_i)$ with $\pi_i \sim \text{Beta}(a, b)$, for $i = 1, ..., I$, for various numbers of observations, $I$, levels of prior informativeness, $a$, and prior expected incidence rates, $E[\pi_i] = \pi_0$. For each level of $\pi_0 \in \{0.01, 0.05, 0.10, 0.20, 0.40\}$, sample sizes, $n_i$, were sampled from a uniform distribution such that $E[y_i | n_i, \pi_0] \in [1, 20]$. We then considered levels of $a = \{4, 8, 12, 16, 20\}$ that correspond to a range from relatively noninformative models to models that have the potential be more informative than all of the observations in the dataset. To ensure that our results are applicable to a broad range of real-world scenarios, we consider scenarios ranging from having relatively few spatial regions
(I = 50, which is less than the average number of counties per state in the U.S.) to having a large number of spatial regions (I = 200, which is more than any state in the U.S. except Texas) and scenarios with incidence rates ranging from rare ($\pi_0 = 0.01$) to quite common ($\pi_0 = 0.40$). For brevity, we restrict our focus here to the case where $I = 100$ with results for other values of $I$ presented in Web Appendix C.

To model the data, we used two separate approaches. First, we analyzed the data by effectively using the true model — i.e., $y_i \sim \text{Bin}(n_i, \pi_i)$ with $\pi_i \sim \text{Beta}(a, b)$ and vague hyperpriors of the form $a \sim \text{Unif}(0, 100)$ and $\pi_0 = a/(a + b) \sim \text{Unif}(0, 1)$. While it should be expected that this model specification would yield accurate estimates of $a$ and $\pi_0$, the objective here is to assess the precision of these posterior distributions. Next, we analyzed the data using a logitnormal prior specification — i.e., $y_i \sim \text{Bin}(n_i, \pi_i)$ with $\pi_i \sim \text{LogitNorm}(\mu, 1/\gamma)$ and vague hyperpriors of the form $\mu \sim \text{Unif}(-10, 10)$ and $\gamma \sim \text{Unif}(\gamma_L, \gamma_U)$ where $\gamma_L$ and $\gamma_U$ represent bounds based on (6) that aim to restrict the model’s informativeness to $\widehat{a} \in (0, 100)$, mimicking the prior bounds used for $a$ in the beta-binomial model specification. Both models were fit via MCMC sampling using the rjags package [14] with 20,000 iterations, discarding the first 5,000 iterations as burn-in and thinning samples by a factor of three to reduce autocorrelation, resulting in 5,000 iterations’ worth of samples.

Figure 2 compares the estimated model informativeness under the logitnormal and beta prior specifications. In Figure 2(a), we see that when $a = 12$ and $\pi_0 = 0.1$, the posterior distributions for the respective model informativeness parameters — i.e., $a$ under the beta prior and $\widehat{a}$ from (2) under the logitnormal prior — are practically indistinguishable. Broadly speaking, there is a high degree of agreement between the posterior distributions of the models’ informativeness across a range of values of $\pi_0$ and levels of $a$, as demonstrated in Figures C.1–C.5 of the Web Appendix. Evidence of this agreement is summarized in Figure 2(b), which displays the ratio of the root mean squared error (RMSE) under the two prior specifications across the various scenarios considered in this study, with values greater than 1 indicating better performance under the beta-binomial model. Here we see that the
largest discrepancy between the two approaches occurs when $a$ is small and $\pi_0$ is large — i.e., low informativeness with high incidence rates. As shown in Figures C.1–C.5 of the Web Appendix, this discrepancy in the RMSEs corresponds to a slight underestimation of $a$ under the logitnormal prior (i.e., $E[\alpha|y] = 3.44$ on average) compared to a slight overestimation under the beta prior ($E[a|y] = 4.25$ on average) with nearly identical levels of precision.

While the focus of this paper is to quantify the model’s informativeness, this work would all be for naught if the logitnormal prior specification produced incorrect inference on the true parameter of interest — the incidence rate. As illustrated in Figure 3(a), the logitnormal prior specification yields a posterior distribution for $\pi_0$ that exhibits a small amount of negative bias when $a = 12$ and $\pi_0 = 0.1$ (i.e., $E[\pi_0|y] = 0.097$ on average), while the posterior distribution under the beta prior specification is effectively unbiased. This is similar to what was observed in Figure 1 and, as shown Figures C.1–C.5 of the Web Appendix, this phenomenon occurs in all of the simulation scenarios studied. Fortunately, as evidenced by the RMSE ratios displayed in Figure 3(b), the discrepancies between these two specifications tend to quite small and decrease as $a$ and/or $\pi_0$ increase.
Figure 3: Comparison of the logitnormal and beta prior specification's estimated incidence rates. Panel (a) compares the posterior distribution of the incidence rate under the scenario where $a = 12$ and $\pi_0 = 0.1$. Panel (b) displays the ratios of the root mean squared error (RMSE) of the two model specifications under the various scenarios considered in this study (values greater than one indicate better performance under the beta prior).

Based on these results and those provided in Web Appendix C, we conclude that the logitnormal prior specification under (5) yields essentially the same inference as the beta prior specification and — more importantly — that our measure of the logitnormal prior specification’s informativeness is comparable to that of the beta prior specification.

5 Analysis

Having demonstrated the accuracy of the model informativeness estimates derived in Section 3.1, we now shift our focus to the analysis of the Pennsylvania birth dataset described in Section 2. In particular, we will model the number of low and very low weight births as being binomially distributed out of the total number of births — stratified by race — with an aim to estimate geographic and racial disparities in the respective incidence rates in Pennsylvania counties. Motivated in part by the sparsity of data illustrated in Table 1, we will use the CAR model framework of Besag et al. [3] to model the underlying incidence rates with $x^T_i \beta = \beta_0$ and vague priors based on the work of Bernardinelli et al. [2] — i.e., $p(\beta_0) \propto 1, \sigma^2 \sim IG(1, 1/100)$, and $\tau^2 \sim IG(1, 1/7)$. After assessing the model’s informativeness, $\hat{a}_0$, per (9) for each
race compared the amount of data we have, we will reanalyze the data by constraining \( \hat{a}_0 \) to be less than five low or very low weight births per county and describe how this restriction affects the inference we make. A detailed analysis of the low birthweight data is provided in Section 5.1 with additional results and convergence diagnostics in Web Appendix D, while a more brief summary of the results for the very low birthweight data is provided in Section 5.2 with a more thorough presentation of the results reserved for Web Appendix E.

5.1 Low Birth Weight

Figure 4(a) compares posterior summaries of the informativeness of the CAR model framework in (7) to the median number of low weight births in Pennsylvania counties by race. Here, we see clear evidence that the information contributed by the model is overpowering the data for the vast majority of counties, particularly for racial/ethnic minorities. Specifically, the estimates in Figure 4(a) indicate that the model is contributing the equivalent of over 40 low weight births per county for black mothers and over 20 low weight births for Asian and Hispanic mothers, despite most counties having fewer than 10 low weight births for each of these populations, as shown in Table 1. To see how this affects the estimates we obtain from the model, Figure 4(b) shows how the estimated incidence rate for white mothers in Armstrong County was pulled from its observed rate of \( \frac{70}{594} = 0.117 \) toward the rate of its neighboring counties, 0.071. Not only does this plot show how the CAR model framework in (7) has the potential to overwhelm and oversmooth estimates, but this is occurring in a region with a relatively large number of low weight births.

To illustrate how this oversmoothing affects estimates overall, Figure 5 displays maps of the estimated incidence rates for white and black mothers. Here, we see that estimates of the incidence of low birthweight based on the unrestricted CAR model will be largely driven by the CAR model’s spatial structure, as observed in the degree of smoothing exhibited in Figures 5(a) and 5(c); similar results are observed for other race/ethnicities in Figures D.1–D.3 of the Web Appendix. Furthermore, inference on quantities such as the black/white disparity
Figure 4: Selected results from the Pennsylvania birth data analyses. Panel (a) compares the estimated informativeness of the CAR model specification in (7) by race/ethnicity for the analyses of the low and very low birthweight datasets compared to the median number of low and very low weight births in Pennsylvania counties. Panel (b) compares the posterior distribution of the incidence of low birthweight in Armstrong County from the unrestricted and restricted models to the observed crude rate ($\frac{70}{594} = 0.117$).

...in incidence rates is also affected, as shown in Figure 6. Figure 6(a) highlights that not only are estimates of the black/white disparity “statistically significant” in highly populated counties like Philadelphia County, the CAR model in (7) can also produce “significant” disparities in sparsely populated rural counties like Cameron County, where just 21 total births were observed for white mothers and only one birth from a black mother. All told, the black/white disparity was deemed “statistically significant” in all but two counties (Figure 6(b)).

In an effort to reduce the amount of spatial smoothing in estimates of the incidence rate and, perhaps more importantly, to discourage pronouncing disparities based on little-to-no data as being “statistically significant”, we reanalyze the low birthweight data under the constraint that $\hat{a}_0 < 5$ for each race/ethnicity. The effect of this reduction in informativeness is immediately apparent in the estimated incidence of low birthweight for black mothers shown in Figure 5(d). Here, while we still see evidence of spatial smoothing in parts of the state with limited data from black mothers (e.g., the north central region), these rates are allowed to be more consistent with their observed data than be forced to be consistent with the gradient between nearby population centers. Moreover, while these rates are more stable...
than the observed rates based solely on the data, their precision remains low enough that the estimated black/white disparity in many of the predominantly white, rural counties in the state are no longer deemed “statistically significant”, as illustrated in Figure 6(a), where the $\hat{a}_0 < 5$ constraint causes our estimate of the black/white disparity in Cameron County to have much greater uncertainty. In contrast, the estimate of the racial disparity in Philadelphia County under the $\hat{a}_0 < 5$ constraint is consistent with the estimate from the unrestricted model due to the amount of information contributed by the data.

While not shown here, the degree of spatial smoothing in estimates of the incidence of low birthweight for Asian and Hispanic mothers is similar to those shown for black mothers. Due to the relative similarity in the overall incidence of low birthweight for white mothers and their Asian and Hispanic counterparts, few counties exhibit disparities that would be deemed “statistically significant” under either model. These results are discussed at greater length in Appendix D, with maps of the incidence of low birthweight displayed in Figure D.2
Figure 6: Investigation of black/white disparities in low birthweight. Panel (a) compares the estimated disparities from the two models in one of PA’s least populated counties and its most populace county: Cameron and Philadelphia Counties, respectively. Panel (b) displays the disparities as estimated by the unrestricted CAR model.

and maps of the racial disparities relative to white mothers shown in Figure D.4.

5.2 Very Low Birth Weight

A benefit of analyzing the incidence of both low and very low birthweight is that we can investigate the CAR model’s tendency to be overly informative across a broader range of incidence rates. While race-specific incidence rates for low birthweight ranged from 7% to over 14.4% per Table 1, the incidence of very low birthweight is less than 3% for all race/ethnicities studied here. As a result, investigating the incidence of very low weight births allows us to explore the informativeness of the CAR model in the presence of very limited data.

As shown in Figure 4(a), the estimated model informativeness in the analysis of the very low birthweight data was less than it was in the analysis of the low birthweight data. Nevertheless, the CAR model in (7) still contributes the equivalent of between 10–20 very low weight births per county for each of the four race/ethnicities studied, values that exceed the observed counts in all but the largest counties in the state. As to be expected, this can lead to overly smooth geographic trends in incidence rates, as demonstrated in Figures E.1–E.3 of the Web Appendix. It should also be noted that maps of the incidence rates based on the CAR model under the $\hat{a}_0 < 5$ restriction also exhibit evidence of potential oversmoothing for
Asians and Hispanics. This, however, should not be too surprising as the vast majority of counties experienced fewer than 5 very low weight births from Asian and Hispanic mothers, and thus even our “restricted” model may yet be too informative. This topic will be more fully discussed shortly.

6 Discussion

This paper has extended the framework for measuring and controlling the informativeness of spatial models proposed by Quick et al. [16] to the case of binomially distributed count data. Unlike when the data are Poisson distributed — where properties of lognormal random variables could be leveraged to create a model specification comparable to the conjugate gamma prior — creating a logitnormal model with similar properties to the binomial’s conjugate prior required the use of the delta method. Fortunately, as demonstrated in Section 4, the proposed approximation appears highly accurate for a variety of underlying levels of model informativeness and incidence rates. This is beneficial because while the Poisson-based framework of Quick et al. [16] was appropriate for rare event data, the binomial framework proposed here is applicable for both rare and common outcomes alike.

While the analysis of binomially distributed count data using spatial models is not itself a novel concept, the primary motivation of this work was to shine light on how informative these sorts of models can be. This is particularly true when analyzing data stratified by factors such as race/ethnicity, where the sample sizes and the number of events can vary wildly from one region to the next. In these settings, spatial models without restrictions on their informativeness can easily overwhelm the data from regions with limited data and those which lack racial diversity. While increasing the precision of our estimates via spatial smoothing is often a motivation for fitting spatial models, models that contribute the equivalent of 40 events per region when the majority of regions have fewer than 10 can produce overconfident and potentially spurious results and should thus be avoided.
This discussion then leads naturally to the question: *What is an acceptable level of model informativeness?* Not only is this a question for which there is likely no “standard” answer, even providing guidance is not straightforward. On one hand, a sensible approach could be to use summary statistics of the observed data to select a threshold for the model’s informativeness — e.g., $\hat{\alpha}_0$ must not exceed the average number of events per spatial region. As demonstrated in Section 5, however, this could lead to *very* different levels of informativeness across factors such as race/ethnicity, a feature that could be less desirable than using a common threshold such as $\hat{\alpha}_0 < 5$ as a rule-of-thumb. Moreover, being armed with the capability to set restrictions on the informativeness of the model may in turn provide guidance to researchers on how to *aggregate* their data. For instance, we may desire to produce estimates of the incidence rate that — on average — have a level of precision that could be obtained when $y_i + a_i$ exceeds a certain threshold. From this, users could then determine the number of years of data that would be required to be combined in order for that threshold to be exceeded in a majority of counties for a given level of $a_i$.

Finally, we’d be remiss to not acknowledge that alternatives to the CAR model framework of Besag et al. [3] exist and have gained popularity, including the Leroux CAR model of Leroux et al. [11] and the directed acyclic graph autoregressive model of Datta et al. [7]. To extend this approach to these alternative methods, bounds on their analogous $\text{Var} \left[ \theta_i \mid \beta, \sigma^2, \tau^2, \theta(i) \right]$ expressions would be required but could then combined with the approximation from (6) to establish the appropriate measures of model informativeness. That said, we do not expect that these alternative approaches would be *immune* from the issue of oversmoothing, thus our future work includes exploring extensions of this nature.
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