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Sample average approximation (SAA) is a tractable approach for dealing with chance constrained programming, a challenging stochastic optimization problem. The constraint of SAA is characterized by the 0/1 loss function which results in considerable complexities in devising numerical algorithms. Most existing methods have been devised based on reformulations of SAA, such as binary integer programming or relaxed problems. However, the development of viable methods to directly tackle SAA remains elusive, let alone providing theoretical guarantees. In this paper, we investigate a general 0/1 constrained optimization, providing a new way to address SAA rather than its reformulations. Specifically, starting with deriving the Bouligand tangent and Fréchet normal cones of the 0/1 constraint, we establish several optimality conditions. One of them can be equivalently expressed by a system of equations, enabling the development of a semismooth Newton-type algorithm. The algorithm demonstrates a locally superlinear or quadratic convergence rate under standard assumptions, along with nice numerical performance compared to several leading solvers.
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1. Introduction

Chance constrained programming (CCP) is an efficient tool for decision-making in uncertain environments to hedge risk and thus has been extensively studied recently [1, 19, 12, 57, 48]. It has a wide range of applications, such as supply chain management [36], optimization of chemical processes [27], surface water quality management [58], just naming a few. A simple version of CCP problem takes the form of

\[
\min_{x \in \Omega} f(x), \quad \text{s.t. } P\{g(x, \xi) \leq 0\} \geq 1 - \alpha,
\]

(CCP)

where \(f : \mathbb{R}^K \to \mathbb{R}\) is continuously differentiable, \(g(x, \xi) = (g_1(x, \xi), \ldots, g_M(x, \xi))^T : \mathbb{R}^K \times \Xi \to \mathbb{R}^M\) with \(g_m(\cdot, \xi)\) being continuously differentiable on \(\mathbb{R}^K\) for each \(m\), \(\xi\) is a random vector with a probability distribution supported on set \(\Xi \subseteq \mathbb{R}^D\), \(0\) is the zero vector, \(\alpha\) is a confidence parameter chosen by the decision maker, typically near zero, e.g. \(\alpha = 0.01\) or \(\alpha = 0.05\), and \(\Omega \subseteq \mathbb{R}^K\) is a closed and convex set. We note that \(\{g(x, \xi) \leq 0\}\) represents the feasible region described by a group of constraints subject to uncertainty \(\xi\). The constraint is called single chance constraint if \(M = 1\) [8] and joint chance constraint if \(M > 1\) [43]. Some general theory can be found in [49, 50] and the references therein.
1.1. Related work  Problem (CCP) is difficult to solve numerically in general for two reasons. The first reason is the hardness of computing quantity $\mathbb{P}\{g(\mathbf{x}, \xi) \leq 0\}$ for a given $\mathbf{x}$, since it requires multi-dimensional integration. The second reason is the non-convexity of the feasible set even if $g(\cdot, \xi)$ is convex. Therefore, to solve the problem, one common strategy is to make some assumptions on the distributions of $\xi$. For example, for the case of $g(\mathbf{x}) = \mathbf{A}(\xi)\mathbf{x} + \mathbf{b}(\xi)$ and the single chance constraint, the feasible set is convex if $\alpha < 0.5$ and $\xi$ has a nondegenerate multivariate normal distribution [33], or if $(\mathbf{A}(\xi); \mathbf{b}(\xi))$ has a symmetric log-concave density [35]. Moreover, if $\xi$ has an elliptically symmetric distribution, then the feasible set can be expressed as a second-order cone constraint [26]. Furthermore, the gradient of the linear joint chance constraint can be derived in an explicit formula under a multivariate Gaussian distribution [28]. However, when not making assumptions on $\xi$, many approaches leverage sampling to approximate the probabilistic constraint.

a) SAA approaches. The fundamental idea of SAA to address CCP lies in using the empirical distribution function to approximate the true distribution function. More specifically, let $\xi_1, \ldots, \xi_N$ be independent and identically distributed samples of $N$ realizations of random vector $\xi$. As the constraint in (CCP) is equivalent to $\mathbb{P}\{\max_{m=1,2,\ldots,M}g_m(\mathbf{x}, \xi) > 0\} \leq \alpha$, through its empirical distribution function, SAA takes the form of

$$\min_{\mathbf{x} \in \Omega} f(\mathbf{x}), \quad \text{s.t.} \quad \frac{1}{N} \sum_{n=1}^{N} \ell_{0/1}(\max_{m=1,2,\ldots,M}g_m(\mathbf{x}, \xi_n)) \leq \alpha,$$

(SAA)

where $\ell_{0/1}(t)$ is the 0/1 loss function [18, 37, 24] defined as

$$\ell_{0/1}(t) := \begin{cases} 1, & t > 0, \\ 0, & t \leq 0. \end{cases}$$

The function is also known as the (Heaviside) step function [46, 16]. We point out that (SAA) with $\alpha > 0$ is always non-convex, but it gains popularity since it requires relatively few assumptions on the structure of (CCP) or the distribution of $\xi$ [38]. Therefore, there is an impressive body of work on developing numerical algorithms [47, 48, 54] and establishing asymptotic convergence [39, 56, 57] for (SAA).

- **Binary integer programming (BIP).** One way to solve (SAA) is to reformulate it as BIP [2]. For example, a single chance constrained problem has been investigated in [1] and the integer variables in the BIP were relaxed as continuous ones. In [40], the authors have solved a linear (SAA) problem (i.e., $f$ and $g$ are linear) by solving its BIP reformulation. Moreover, a branch-and-cut decomposition method [38] and a branch-and-bound approach [4] have been proposed to deal with the BIP reformulations.

- **Nonlinear programming (NLP).** Alternative approaches tackle (SAA) by formulating it as NLP problems. For instance, the author in [12] proposed a cardinality-constrained NLP problem solved by a sequential algorithm. The algorithm comprised computing quadratic optimization subproblems with linear cardinality constraint and was proven to converge to a stationary point of a novel penalty function. In [48] the constraint in (SAA) was converted to a quantile constraint, resulting in an NLP problem to be solved by a trust-region method.

It is noted that most of the aforementioned work focused on surrogates of (SAA), without providing thorough optimality analysis or directly developing algorithms for (SAA).

b) Scenario approaches. Differing from SAA relaxing the probabilistic constraint by the empirical distribution function, scenario approaches aim at solving the following problem,

$$\min_{\mathbf{x} \in \Omega} f(\mathbf{x}), \quad \text{s.t.} \quad g_m(\mathbf{x}, \xi_n) \leq 0, \quad m = 1, \ldots, M, \quad n = 1, \ldots, N.$$  

(2)

In fact, this model is a special case of (SAA), corresponding to $\alpha = 0$, and is quite strict. It has been shown in [13, 7, 15] that when the sample size $N$ is large enough, the constraints in (2) can
ensure the satisfaction of the chance constraint with a high probability. However, such approaches suffer from several drawbacks [29]. Moreover, one of our main results show that an optimal solution to (CCP) might be infeasible to (2), which has been verified by empirical experiments in [39].

c) Other reformulations. To avoid solving mixed-integer programming, some other approximation methods have been proposed. For instance, in cases where both \( f \) and \( g(\cdot, \xi) \) are convex, the authors [44] introduced a general class of convex conservative approximations for the chance constraints. Additionally, the authors [29] employed the difference-of-convex (DC) functions to approximate the step function, deriving a DC approximation of problem (SAA) solved by a gradient-based Monte Carlo method. For non-linear CCP, a smooth approximation approach has been proposed to relax the CCP problem by two parametric NLP problems that can be tackled using NLP solvers [19]. Moreover, a large body of work has been dedicated to developing approaches for nonlinear CCP based on the spherical radial decomposition of elliptically distributed random vectors. These approaches leverage specific information about the distributions, thereby leading to significantly reduced variance when estimating values and gradients of probability functions. Typical distributions include Gaussian or Gaussian-like distributions [60, 61, 23], elliptically symmetric distributions [59], and log-normal and Student’s t-distributions [62]. One can refer to [21, 20, 63, 25, 64, 17, 5, 65] for more details.

1.2. The main model To simplify the constraint in (SAA), we define a measure by

\[
\|Z\|_0^+ := \sum_{n=1}^{N} \ell_{0/1}(Z_{\text{max}}),
\]

where matrix \( Z \in \mathbb{R}^{M \times N} \) and \( Z_{\text{max}} \) denotes the maximum entry of the \( n \)th column of \( Z \), namely,

\[
Z_{\text{max}} := \max_{m=1,\ldots,M} Z_{mn}.
\]

One can observe that \( \|Z\|_0^+ \) counts the number of columns in \( Z \) with positive maximum values. Motivated by (SAA), in this paper, we study 0/1 (or step) constrained optimization (SCO):

\[
\min_{x \in \Omega} \ f(x), \quad \text{s.t. } x \in \mathcal{F} := \{x \in \mathbb{R}^K : \|G(x)\|_0^+ \leq s\},
\]

where \( G(x) : \mathbb{R}^K \to \mathbb{R}^{M \times N} \) is continuously differentiable and \( s \ll N \) is a given positive integer. Hereafter, the entry in the \( n \)th row and \( m \)th column of \( G(x) \) is denoted by \( G_{mn}(x) \), and we always assume that \( \Omega \cap \mathcal{F} \neq \emptyset \). The above problem is NP-hard due to the discrete nature of the 0/1 loss function. However, it can be applied to deal with various applications. For example, if let

\[
G(x) = (g(x, \xi_1), g(x, \xi_2), \ldots, g(x, \xi_N))
\]

and \( s = \lceil \alpha N \rceil \), the minimal integer no less than \( \alpha N \), then model (SCO) turns to (SAA). We emphasize that besides addressing (SAA), model (SCO) can also handle many other deterministic problems, such as support vector machine [11, 66] and one-bit compressed sensing [6, 67] by taking \( G(x) = Ax + b, M = 1, \) and \( \Omega = \mathbb{R}^K \), where \( A \) and \( b \) are a deterministic matrix and vector without involving the realizations of random variable \( \xi \). In this regard, (SCO) is more general than (SAA).

1.3. Contributions To the best of our knowledge, this is the first paper to directly address (SAA) with 0/1 constraints and to provide thorough theoretical guarantees along with a viable numerical algorithm. The main contributions of this paper are threefold.

1) Variational properties and optimality conditions. Despite the challenges posed by the 0/1 loss function, we manage to build some theoretical properties. We begin by calculating the projection
of a point onto set $S$ and deriving the Bouligand tangent and Fréchet normal cones of sets $S$ and $F$, see Propositions 1 and 3, where

$$S := \{ Z \in \mathbb{R}^{M \times N} : \|Z\|_0^+ \leq s \}. \quad (4)$$

The properties on $F$ further allow us to conduct comprehensive optimality analysis. Specifically, we introduce a KKT point and define a $\tau$-stationary point, revealing their relationships to local minimizers of problem (SCO). The relationships are shown in (5), where conditions and cases are outlined in Corollary 1. Furthermore, we also introduce a binary KKT (BKKT) point to investigate the optimality conditions of a binary integer programming, an equivalent reformulation of problem (SCO). The relationships among the BKKT point and the other points are also illustrated in (5), from which we can conclude that a $\tau$-stationary point is a better solution than a KKT or BKKT point.

![Diagram](image_url)

$$\begin{array}{c}
\text{Local minimizer} \\
\tau\text{-stationary point} \\
\text{KKT point} \\
\text{BKKT point}
\end{array} \quad \begin{array}{c}
(\text{Cond } 1) \quad \parallel \quad (\text{Cond } 2) \\
(\text{Case } 1 \text{ or Case } 2) \quad \downarrow \quad (\text{Cond } 3)
\end{array} \quad (5)$$

2) A semismooth Newton-type method with locally quadratic convergence. An advantageous property of a $\tau$-stationary point is its equivalence to a system of equations, which allows us to leverage the smoothing Newton method for solving (SCO), dubbed as SNSCO. We then prove that the proposed algorithm has a locally superlinear or quadratic convergence rate under the standard assumptions, as outlined in Theorem 5. The endeavour of attaining this result underscores the non-triviality of the proof.

3) A nice numerical performance. We compare SNSCO with several selected algorithms and GUROBI for solving norm optimization problems. It is capable of delivering solutions of comparable quality to these algorithms. In particular, for instances of large sizes, it runs much faster than the others without compromising solution quality.

1.4. Organization The paper is organized as follows. In Section 2, we establish several statistical properties of (SCO) when it reduces to (SAA). Section 3 involves the calculations of the projection of one point onto set $S$, as well as the determination of the Bouligand tangent and normal cones of $F$ and $S$. In Section 4, we define KKT points and $\tau$-stationary points, both of which serve as optimality conditions of (SCO). Moreover, we also introduce BKKT points to investigate the optimality condition for a BIP reformulation of (SAA). Furthermore, the relationships among these three kinds of points and local minimizers are revealed. In Section 5, by equivalently rewriting the $\tau$-stationary point as a system of $\tau$-stationary equations, we develop a semismooth Newton method, SNSCO, to solve the equations and establish its locally superlinear and quadratic convergence rates. In Section 6, we implement SNSCO to solve norm optimization problems and compare it with several leading solvers. Concluding remarks are given in the last section.

1.5. Notation We end this section by defining some notation. Denote

$$\mathcal{M} := \{1, 2, \ldots, M\} \quad \text{and} \quad \mathcal{N} := \{1, 2, \ldots, N\}.\)$$

Given a subset $T \subseteq \mathcal{N}$, its cardinality and complement are $|T|$ and $\overline{T} := \mathcal{N} \setminus T$. For a scalar $a \in \mathbb{R}$, $\lceil a \rceil$ represents the smallest integer no less than $a$. For two matrices $A = (A_{mn})_{M \times N} \in \mathbb{R}^{M \times N}$ and $B = (B_{mn})_{M \times N} \in \mathbb{R}^{M \times N}$, we denote

$$A^+ := (\max\{A_{mn}, 0\})_{M \times N} \quad \text{and} \quad A^- := (\min\{A_{mn}, 0\})_{M \times N}. \quad (6)$$
and their inner product is $\langle A, B \rangle := \sum_{m,n} A_{mn}B_{mn}$. Moreover, let $0 \geq A \perp B \geq 0$ stand for $0 \geq A_{mn}, B_{mn} \geq 0$, and $A_{mn}B_{mn} = 0$ for any $m \in M, n \in N$. We use $\| \cdot \|$ to represent the Euclidean norm for vectors and Frobenius norm for matrices. A positive definite matrix is written as $A \succ 0$.

The neighbourhood of $x \in \mathbb{R}^K$ with a radius $\epsilon > 0$ is

$$
N(x, \epsilon) := \{ v \in \mathbb{R}^K : \| v - x \| < \epsilon \}.
$$

For matrix $Z \in \mathbb{R}^{M \times N}$, let $Z_V$ be the sub-part indexed by $V \subseteq M \times N$, namely $Z_V := \{ Z_{mn} \}_{(m,n) \in V}$. Particularly, let $Z_T$ stand for the sub-matrix containing columns indexed by $T \subseteq N$, and $Z_n$ represent the $n$th column of $Z$. In addition, we define the following useful index sets:

$$
\Gamma_+ := \{ n \in N : Z_m^{\max} > 0 \},
\Gamma_0 := \{ n \in N : Z_m^{\max} = 0 \},
\Gamma_- := \{ n \in N : Z_m^{\max} < 0 \},
V_T := \{ (m,n) \in M \times \Gamma : Z_{mn} = 0 \}, \quad \Gamma \subseteq N.
$$

We point out that $\Gamma_+, \Gamma_0, \Gamma_-$, and $V_T$ depend on $Z$, but we will drop their dependence if no additional explanations are provided. Recalling (3), the above definitions indicate that

$$
\| Z \|_+^0 = | \Gamma_+ |.
$$

Let $Z_r^+$ be the $r$th largest element of $\{ \| (Z_{1})^+ \|, \| (Z_{2})^+ \|, \ldots, \| (Z_{N})^+ \| \}$. Then

$$
Z_s^+ \begin{cases} = 0, & \text{if } \| Z \|_+^0 < s, \\ > 0, & \text{if } \| Z \|_+^0 \geq s. \end{cases}
$$

For $G(x) : \mathbb{R}^K \to \mathbb{R}^{M \times N}$ and an index set $V \subseteq M \times N$, we denote $\nabla_V G(x) \in \mathbb{R}^{K \times |V|}$ as a matrix with columns consisting of $\nabla G_{mn}(x)$ with $(m,n) \in V$, namely,

$$
\nabla_V G(x) := \{ \nabla G_{mn}(x) : (m,n) \in V \} \in \mathbb{R}^{K \times |V|}.
$$

For notational simplicity, we write

$$
\sum_{mn} G_{mn} := \sum_{(m,n) \in M \times N} G_{mn}, \quad \sum_V G_{mn} := \sum_{(m,n) \in V} G_{mn}.
$$

Let $\varphi : \mathbb{R}^n \to \mathbb{R}^m$ be a locally Lipschitz continuous function. According to Rademacher’s Theorem, $\varphi$ is differentiable almost everywhere. Denote the set of points at which $\varphi$ is differentiable by $D_\varphi$. Then the Clarke generalized Jacobian [10] of $\varphi$ at $x \in \mathbb{R}^n$ is

$$
\partial \varphi(x) = \text{co}\{ \lim_{k \to x^k} \nabla \varphi(x^k) \},
$$

where $\text{co}(\Omega)$ stands for the convex hall of set $\Omega$. Let $O \subseteq \mathbb{R}^n$ be an open set and $\varphi : O \to \mathbb{R}^m$ be a locally Lipschitz continuous function. We say that $\varphi$ is semismooth at $x \in O$ if it is directionally differentiable at $x$ and for any $\Delta x$ with $\Delta x \to 0$, and $H \in \partial \varphi(x + \Delta x)$,

$$
\varphi(x + \Delta x) - \varphi(x) - H\Delta x = o(\| \Delta x \|).
$$

Furthermore, if the above equation is replaced by

$$
\varphi(x + \Delta x) - \varphi(x) - H\Delta x = O(\| \Delta x \|^2),
$$

then $\varphi$ is said to be strongly semismooth at $x$. 


2. Statistical Properties  In this section, we shall see how to set $s$ to guarantee an optimal solution to problem (CCP) to be feasible to problem (SCO) when (CCP) reduces to (SAA) (namely when taking $G_{mn}(x) = g_m(x, \xi_n)$). To proceed with that, let
\[
Y(\xi; x) := -\max_{m \in M} g_m(x, \xi).
\]
We then define the probability density and empirical distribution function of $Y(\xi; x)$ by
\[
F(t; x) := \mathbb{P}\{Y(\xi; x) < t\}, \quad F_N(t; x) := \frac{1}{N}\{n \in \mathcal{N} : Y(\xi_n; x) < t\}.
\]
Consequently, we have
\[
\begin{align*}
F(0; x) &= \mathbb{P}\{\max_{m \in M} g_m(x, \xi) > 0\}, \\
F_N(0; x) &= \frac{1}{N} \sum_{n=1}^N \ell_{0/1}(\max_{m \in M} g_m(x, \xi_n)) = \frac{1}{N}\|G(x)\|_0^+.
\end{align*}
\]  
(12)
Let $x^*$ be an optimal solution to (CCP) and define
\[
\alpha_* := \mathbb{P}\{\max_{m \in M} g_m(x^*, \xi) > 0\} = F(0; x^*).
\]
Using these notation, we derive the following results.

**Theorem 1.** Suppose that an optimal solution $x^*$ to (CCP) satisfies $\alpha_* > 0$. Then
\[
\mathbb{P}\{\|G(x^*)\|_0^+ > (1 - \sqrt{\nu})\alpha_* N\} \geq 1 - 2\exp(-2\nu\alpha_*^2 N),
\]  
(13)
for some $\nu \in (0, 1)$. If $s \geq (\sqrt{\nu} + 1)\alpha_* N$, then
\[
\mathbb{P}\{\|G(x^*)\|_0^+ \leq s\} \geq 1 - 2\exp(-2\nu\alpha_*^2 N).
\]  
(14)

**Proof.** It follows from [42, Theorem 1] that
\[
\mathbb{P}\{\sqrt{N}\sup_{t} |F_N(t; x^*) - F(t; x^*)| \geq \lambda\} \leq 2\exp(-2\lambda^2)
\]  
(15)
for any given $\lambda > 0$, which by letting $\lambda = \alpha_* \sqrt{\nu N}$ with $\nu \in (0, 1)$ allows us to obtain
\[
\begin{align*}
\mathbb{P}\{\|G(x^*)\|_0^+ > (1 - \sqrt{\nu})\alpha_* N\} &= \mathbb{P}\{F_N(0; x^*) > (1 - \sqrt{\nu})\alpha_*\} \\
&= \mathbb{P}\{\sqrt{N}(F(0; x^*) - F_N(0; x^*)) < \alpha_* \sqrt{\nu N}\} \\
&= 1 - \mathbb{P}\{\sqrt{N}(F(0; x^*) - F_N(0; x^*)) \geq \alpha_* \sqrt{\nu N}\} \\
&\geq 1 - 2\exp(-2\nu\alpha_*^2 N),
\end{align*}
\]
where the first two equalities are from (12) and $\alpha_* = F(0; x^*)$, and the last inequality holds because of (15). Similar reasoning yields that
\[
\begin{align*}
\mathbb{P}\{\|G(x^*)\|_0^+ > s\} &= \mathbb{P}\{\|G(x^*)\|_0^+ \geq s + 1\} \\
&= \mathbb{P}\{F_N(0; x^*) \geq (s + 1)/N\} \\
&\leq \mathbb{P}\{F_N(0; x^*) \geq (\sqrt{\nu} + 1)\alpha_*\} \\
&= \mathbb{P}\{\sqrt{N}(F(0; x^*) - F_N(0; x^*)) \geq \alpha_* \sqrt{\nu N}\} \\
&\leq 2\exp(-2\nu\alpha_*^2 N),
\end{align*}
\]
where the first inequality is from $s \geq (\sqrt{\nu} + 1)\alpha_* N$. The proof is finished. \(\Box\)

**Remark 1.** From Theorem 1, when $\alpha_* > 0$ for an optimal solution $x^*$ to (CCP), it holds $\|G(x^*)\|_0^+ > (1 - \sqrt{\nu})\alpha_* N > 0$ in high probability, which indicates that $G_{mn}(x^*) = g_m(x^*, \xi_n) \leq 0$ may not be satisfied for any $m \in M$ and $n \in \mathcal{N}$, thereby $x^*$ is unlikely feasible to problem (2). In addition, if we set $s$ to be away from 0, optimal solution $x^*$ could be feasible to (SCO). In this regard, solving (SCO) with a positive $s$ admits its advantage in contrast to solving (2). It is noted that similar results, but in the opposite direction, has been well established in [39, 47].

3. Properties of Sets $S$ and $F$ In this section, we direct our attention to feasible set $F$ in (SCO) and $S$ in (4), with the aim of deriving the projection of a point onto $S$, as well as determining tangent and normal cones of these two sets. Before proceeding, we introduce a key set that remains significant throughout the paper. Let $\Gamma_+, \Gamma_0,$ and $\Gamma_-$ be given by (7). We order indices in $\Gamma_+ := \{i_1, i_2, \ldots, i_{|\Gamma_+|}\}$ as follows,

$$\|(Z_{i_1})^+\| \geq \|(Z_{i_2})^+\| \geq \cdots \geq \|(Z_{i_r})^+\| \geq \cdots \geq \|(Z_{i_{|\Gamma_+|}})^+\| > 0. \quad (16)$$

Here, $r := \min\{s, |\Gamma_+|\}$. We note that $\|(Z_{i_r})^+\| = 0$ for any $n \in \Gamma_0 \cup \Gamma_-$, so the definition of $Z_r^+$ implies that $\|(Z_{i_r})^+\| = Z_r^+$. Taking this on, we define the following set

$$T(Z; s) := \left\{(\Gamma_+ \setminus \Gamma_s) \cup \Gamma_0 : \Gamma_s \subseteq \Gamma_+, |\Gamma_s| = r, \min_{n \notin \Gamma_s} \|(Z_{i_n})^+\| \geq \max_{n \notin \Gamma_+} \|(Z_{i_n})^+\| \right\}. \quad (17)$$

Note that $\Gamma_s$ contains $r = \min\{s, |\Gamma_+|\}$ indices corresponding to the first $r$ largest values in $\{(\|Z_i\| : i \in \Gamma_+)\}$, i.e., $\Gamma_s = \{i_1, i_2, \ldots, i_r\}$, and it may not be unique. For any $T \in T(Z; s)$, it has

$$T = N \setminus T = \Gamma_s \cup \Gamma_- \quad \text{ (18)}$$

In addition, if $\|Z\|_+^+ \leq s$, then $\|Z\|_0^+ = |\Gamma_+| = r$ and thus $\Gamma_s = \Gamma_+$, thereby $T(Z; s) = \{\Gamma_0\}$ and $\overline{T} = \Gamma_+ \cup \Gamma_-$. Taking the following instance as an example,

$$Z = \begin{bmatrix} 2 & 2 & 0 & -1 \\ 0 & -1 & -2 & -3 \end{bmatrix}, \quad M = 2, \quad N = 4. \quad (19)$$

One can check that $\Gamma_+ = \{1, 2\}, \Gamma_0 = \{3\}, \Gamma_- = \{4\}$, and thus $\|Z\|_0^+ = |\Gamma_+| = 2$. If $s \geq 2$, then $\Gamma_s = \{1, 2\}$ and $T(Z; s) = \{\{3\}\}$. If $s = 1$, then $\Gamma_s = \{1\}$ or $\{2\}$ and $T(Z; 1) = \{\{1, 3\}, \{2, 3\}\}$.

3.1. Projection Projection $\Pi_\Omega(Z)$ of $Z$ onto a nonempty and closed set $\Omega$ is defined by

$$\Pi_\Omega(Z) = \text{argmin}_{W \in \Omega} \|Z - W\|. \quad (20)$$

It is well known that the solution set of the right-hand side problem is a singleton when $\Omega$ is convex and might have multiple elements otherwise. The following property shows that the projection onto $S$ has a closed form.

**PROPOSITION 1.** Define $T(Z; s)$ as (17). Then

$$\Pi_S(Z) = \left\{(Z_{\overline{T}})^+ - Z_{\overline{T}} : T \in T(Z; s) \right\}. \quad (21)$$

**Proof** Denote $\Phi$ the set of the right-hand side of (21). If $Z \in S$, then $\Pi_S(Z) = \{Z\}$ and $T = \Gamma_0$ for any $T \in T(Z; s)$ which implies $(Z_{\overline{T}})^+ = Z_{\overline{T}}$, leading to $\Phi = \{Z\}$. As a result, $\Pi_S(Z) = \Phi$. If $Z \notin S$, then $|\Gamma_+| > s$. One can observe that $N = \Gamma_+ \cup \Gamma_0 \cup \Gamma_-$. By the definitions in (7) of $\Gamma_0$ and $\Gamma_-$, for any $Z^* \in \Pi_S(Z) = \text{argmin}_{W \|_0 \leq s} \|Z - W\|$, we must have $Z^*_{n} = Z_{n}$ for any $n \in \Gamma_0 \cup \Gamma_-$ because $\|Z\|_0^+$ only counts the number of positive values in $\{Z_{n}^{\max}, \ldots, Z_{N}^{\max}\}$. Therefore, to preserve the feasibility while minimizing $\|Z - W\|$, $Z^*$ should keep $s$ columns of $Z$ but set the remaining to be non-positive. In other words, we need to pick an index set $\Gamma \subseteq \Gamma_+$ with $|\Gamma| = s$ such that

$$Z^*_{n} = \begin{cases} Z_{n}^- & n \in \Gamma \\ (Z_{n}^-)^- & n \in \Gamma_+ \setminus \Gamma \\ Z_{n}^- & n \in \Gamma_0 \cup \Gamma_- \end{cases}$$
By the definition of $\Gamma_s$ in (17), the best choice of $\Gamma$ is $\Gamma_s$. Then it follows from $(Z_{\Gamma_0})^{-} = Z_{\Gamma_0}$ that
\[
Z_{n}^{*} = \begin{cases} 
(Z_{n})^{-}, & n \in (\Gamma_{+} \setminus \Gamma_s) \cup \Gamma_0, \\
Z_{n}, & n \in \Gamma_s \cup \Gamma_{-},
\end{cases}
\]
and thus $Z^{*} \in \Phi$, showing $\Pi_{S}(Z) \subset \Phi$. The above arguments can also show that $\Pi_{S}(Z) \supset \Phi$, which finishes the proof. \[\square\]

We provide an example to illustrate (21). Again consider an example in (19). For $s \geq 2$, $\Pi_{S}(Z) = \{Z\}$ due to $T(Z) = \{3\}$ and $(Z_{3})^{-} = Z_{3}$. For $s = 1$, $T(Z) = \{1, 3\}$, and thus
\[
\Pi_{S}(Z) = \left\{ \begin{bmatrix} 0 & 2 & -1 \\ 2 & 0 & 0 \\ 0 & -1 -2 -3 \end{bmatrix}, \begin{bmatrix} 2 & 0 & 0 \\ 0 & -1 -2 -3 \end{bmatrix} \right\}.
\]

With the help of the closed form of $\Pi_{S}(Z)$, we establish the following fixed point inclusion.

**Proposition 2.** Given $W \in \mathbb{R}^{M \times N}$ and $\tau > 0$, a point $Z \in \mathbb{R}^{M \times N}$ satisfies
\[
Z \in \Pi_{S}(Z + \tau W)
\]
if and only if it satisfies
\[
\begin{cases} 
W = 0, & \text{if } \|Z\|_{0}^{+} < s, \\
W_{\tau}^{-} = 0, & 0 \geq Z_{\Gamma_0} \perp W_{\tau} \geq 0, \quad \tau \|W_{n}\| \leq Z_{n}^{+}, \quad \forall n \in \Gamma_0, \quad \text{if } \|Z\|_{0}^{+} = s.
\end{cases}
\]
Moreover, if a point $Z$ satisfies (22), then $T(Z + \tau W) = \{\Gamma_0\}$.

Proof It is easy to verify the following fact: for any $n \in \mathcal{N}$,
\[
0 \geq Z_{n} \perp W_{n} \geq 0 \iff (Z_{n} + \tau W_{n})^{-} = Z_{n}
\]
\[
\implies \|(Z_{n} + \tau W_{n})^{+}\| = \tau \|W_{n}\|.
\]

**Sufficiency.** Relation (22) is clearly true when $\|Z\|_{0}^{+} < s$ as $W = 0$. When $\|Z\|_{0}^{+} = s$, we have
\[
\begin{bmatrix} Z_{\Gamma_0} + \tau W_{\Gamma_0}, & Z_{\Gamma_{+}} + \tau W_{\Gamma_{+}}, & Z_{\Gamma_{-}} + \tau W_{\Gamma_{-}} \end{bmatrix}
\]
\[
= Z + \tau W \overset{(23)}{=} \begin{bmatrix} Z_{\Gamma_0}, & Z_{\Gamma_{+}}, & Z_{\Gamma_{-}} \end{bmatrix},
\]
where $\Gamma_0, \Gamma_{+},$ and $\Gamma_{-}$ are defined for $Z$ as (7). Therefore,
\[
(Z_{n} + \tau W_{n})^{+} = Z_{n}^{\max}
\]
\[
\begin{cases} > 0, & n \in \Gamma_{+}, \\
< 0, & n \in \Gamma_{-}.
\end{cases}
\]

Moreover, we have
\[
\forall n \in \Gamma_0, \quad \|(Z_{n} + \tau W_{n})^{+}\| \overset{(23, 24)}{=} \tau \|W_{n}\| \overset{(23)}{=} Z_{n}^{+}.
\]
Since $\|Z\|_{0}^{+} = s$, there is $|\Gamma_{+}| = s$. This together with (25) and (27) suffices to $Z_{n}^{+} = (Z + \tau W)_{s}$, which by (26) and (27) implies $\Gamma_0 \in T(Z + \tau W)$; $s$). Then it follows from Proposition 1 that
\[
\Pi_{S}(Z + \tau W) \ni \begin{bmatrix} Z_{\Gamma_0} + \tau W_{\Gamma_0}, & Z_{\Gamma_0} + \tau W_{\Gamma_0} \end{bmatrix}
\]
\[
\overset{(23, 24)}{=} \begin{bmatrix} Z_{\Gamma_0}, & Z_{\Gamma_0} \end{bmatrix} = Z.
\]

**Necessity.** It follows from (22) that $\|Z\|_{0}^{+} \leq s$. We claim the conclusion by two cases.
• Case 1: $\|Z\|_0^+ < s$. Condition (22) implies $\|Z + \tau W\|_0^+ < s$, leading to

$$Z \in \Pi_S(Z + \tau W) = \{Z + \tau W\},$$

deriving $W = 0$ and hence $T(Z + \tau W; s) = T(Z; s) = \{\Gamma_0\}$ due to $\|Z\|_0^+ < s$.

• Case 2: $\|Z\|_0^+ = s$. Let $\Gamma'_s, \Gamma'_\prime$, and $\Gamma_0'$ be defined as (7), and $\Gamma'_s$ be defined as in (17) but for $Z + \tau W$. For any $T \in T(Z + \tau W; s)$, we have

$$T = (18) \Gamma'_s \cup \Gamma'_\prime.$$

It follows from Proposition 1 that there is a set $T \in T(Z + \tau W; s)$ such that

$$[Z_T, Z_{\Gamma'_s}, Z_{\Gamma'_\prime}] = (28) [Z_T, Z_T] = Z$$

$$\overset{(21)}{=} [(Z_T + \tau W:T), Z_T + \tau W:T]$$

$$\overset{(29)}{=} [(Z_T + \tau W:T), Z_{\Gamma'_s} + \tau W: \Gamma'_s, Z_{\Gamma'_\prime} + \tau W: \Gamma'_\prime],$$

which by (24) suffices to

$$W_T = 0, 0 \geq Z_T \perp W:T \geq 0.$$  

Conditions (29) and the definitions of $\Gamma'_s$ and $\Gamma'_\prime$ enable us to obtain

$$Z_{\max} = \begin{cases} 
0, & n \in T, \\
> 0, & n \in \Gamma'_s, \\
< 0, & n \in \Gamma'_\prime.
\end{cases}$$

Recalling $\Gamma_0 = \{n \in N: Z_{\max} = 0\}$, it follows

$$\Gamma_0 \subseteq T \in T(Z + \tau W; s).$$

We next prove $\Gamma = T \setminus \Gamma_0 = \emptyset$. In fact, (31) means $\Gamma \subseteq \{n \in N: Z_{\max} = 0\}$, resulting in $Z_{\Gamma} < 0$ and thus $W:T = 0$ from $Z_T \perp W:T$ by (30). Therefore, $(Z + \tau W)_n = \max 0$ for any $n \in \Gamma$. However, $\Gamma \subseteq T \in T(Z + \tau W; s)$ means $(Z + \tau W)_n = \max 0$ for any $n \in \Gamma$ from (17). This contradiction shows that $\Gamma = \emptyset$, which by (32) delivers $\Gamma_0 = T$. Since $T$ is arbitrarily chosen from $T(Z + \tau W; s)$, we conclude that $T(Z + \tau W; s) = \{\Gamma_0\}$. Overall,

$$Z_{\max} = \begin{cases} 
0, & n \in \Gamma_0, \\
> 0, & n \in \Gamma'_s, \\
< 0, & n \in \Gamma'_\prime,
\end{cases}$$

These conditions also indicate

$$Z_{\Gamma'_s} = \min_{n' \in \Gamma'_s} \|Z_{n'}^+\|$$

$$\overset{(29)}{=} \min_{n' \in \Gamma'_s} \|Z_{n'} + \tau W_{n'}^+\|$$

$$\overset{(34)}{=} \tau \|W_n\|, \forall n \in \Gamma_0,$$

where ‘$\geq$’ is due to the definition of $\{\Gamma_0\} = T(Z + \tau W; s)$ in (18). Finally, (33), (30), and (34) enable us to conclude (23). □
3.2. Tangent and Normal cones For a nonempty and closed set $\Omega \subseteq \mathbb{R}^K$, its Bouligand tangent cone $T_\Omega(x)$ and Fréchet normal cone $\hat{N}_\Omega(x)$ at point $x \in \Omega$ are defined as [53]:

\[
T_\Omega(x) := \left\{ d \in \mathbb{R}^K : \exists t_\ell \geq 0, x^\ell \xrightarrow{\Omega} x \text{ such that } t_\ell(x^\ell - x) \to d \right\},
\]

\[
\hat{N}_\Omega(x) := \left\{ u \in \mathbb{R}^K : \langle u, d \rangle \leq 0, \forall d \in T_\Omega(x) \right\},
\]

where $x^\ell \to x$ represents $\lim_{\ell \to \infty} x^\ell = x$ and $x^\ell \xrightarrow{\Omega} x$ stands for $x^\ell \in \Omega$ for every $\ell$ and $x^\ell \to x$. Let $\Omega_1 \cup \ldots \cup \Omega_N$ be the union of finitely many nonempty and closed subsets $\Omega_n$. Then by [3, Proposition 3.1], for any $x \in \Omega_1 \cup \ldots \cup \Omega_N$ we have

\[
T_{\Omega_1 \cup \ldots \cup \Omega_N}(x) = \bigcup_{n: x \in \Omega_n} T_{\Omega_n}(x).
\]

Note that set $\mathcal{F}$ can be rewritten as

\[
\mathcal{F} = \bigcup_{\Gamma \in \mathcal{P}(M, s)} \left\{ x \in \mathbb{R}^K : (G(x))^{\max}_{m} \leq 0, n \in \Gamma \right\},
\]

where $\mathcal{P}(\cdot, \cdot)$ is defined as

\[
\mathcal{P}(\Gamma, s) := \{ \Gamma' \subseteq \Gamma : |\Gamma'| \leq s \}.
\]

In the subsequent analysis, we let

\[
Z := G(x),
\]

and corresponding index sets $\Gamma_+, \Gamma_0, \Gamma_-$, and $V_\Gamma$ in (7) are defined for $G(x)$. Therefore, we have

\[
\begin{align*}
\Gamma_+ &= \{ n \in \mathcal{N} : (G(x))^{\max}_{m} > 0 \}, \\
\Gamma_- &= \{ n \in \mathcal{N} : (G(x))^{\max}_{m} < 0 \}, \\
\Gamma_0 &= \{ n \in \mathcal{N} : (G(x))^{\max}_{m} = 0 \}, \\
V_{\Gamma} &= \{ (m, n) \in M \times \Gamma : G_{mn}(x) = 0 \}.
\end{align*}
\]

Based on set $\mathcal{P}(\Gamma_0, s - |\Gamma_+|)$ and the above notation, we derive the Bouligand tangent cones and corresponding Fréchet normal cone of $\mathcal{F}$ explicitly by the following theorem.

**Proposition 3.** Suppose $\nabla_{V_{\Gamma_0}} G(x)$ is full column rank. Then Bouligand tangent cone $T_\mathcal{F}(x)$ and Fréchet normal cone $\hat{N}_\mathcal{F}(x)$ at $x \in \mathcal{F}$ are given by

\[
T_\mathcal{F}(x) = \bigcup_{\Gamma \in \mathcal{P}(\Gamma_0, s - |\Gamma_+|)} \left\{ d \in \mathbb{R}^K : \langle d, \nabla G_{mn}(x) \rangle \leq 0, (m, n) \in V_{\Gamma_0 \setminus \Gamma} \right\},
\]

\[
\hat{N}_\mathcal{F}(x) = \left\{ \begin{align*}
\sum_{V_{\Gamma_0}} W_{mn} \nabla G_{mn}(x) : W_{mn} \geq 0, (m, n) \in V_{\Gamma_0} \} , & \text{if } \|G(x)\|_0^+ = s, \\
\{0\}, & \text{if } \|G(x)\|_0^+ < s.
\end{align*} \right.
\]

**Proof** For any fixed $x \in \mathcal{F}$, it follows from (39) that

\[
x \in \mathcal{F}_\Gamma := \left\{ z \in \mathbb{R}^K : (G(z))^{\max}_{m} \begin{cases} > 0, & n \in \Gamma_+, \\
< 0, & n \in \Gamma_-, \\
\leq 0, & n \in \Gamma_0 \setminus \Gamma \end{cases}, \forall \Gamma \in \mathcal{P}(\Gamma_0, s - |\Gamma_+|). \right.
\]

Since $(\bigcup_{\Gamma \in \mathcal{P}} \mathcal{F}_\Gamma) \subseteq \mathcal{F}$, the above condition and (37) yield

\[
T_\mathcal{F}(x) = T_{(\bigcup_{\Gamma \in \mathcal{P}} \mathcal{F}_\Gamma)}(x).
\]
We note that the active index set of $\mathcal{F}_T$ at $x$ is

$$V_{\Gamma_0 \backslash \Gamma} = \{(m, n) \in M \times (\Gamma_0 \setminus \Gamma) : G_{mn}(x) = 0\} \subseteq V_{\Gamma_0}.$$ 

Since $\nabla_{V_{\Gamma_0}} G(x)$ is full column rank, so is $\nabla_{V_{\Gamma_0 \backslash \Gamma}} G(x)$. Then by [45, Lemma 12.2], for any $\Gamma \in \mathcal{P}$, the Bouligand tangent cone of $\mathcal{F}_T$ at $x$ is

$$T_{\mathcal{F}_T}(x) = \left\{ d \in \mathbb{R}^K : \langle d, \nabla G_{mn}(x) \rangle \leq 0, (m, n) \in V_{\Gamma_0 \backslash \Gamma} \right\}. \quad (43)$$

This together with (42) and (37) shows (40).

Next, we calculate Fréchet normal cone $\tilde{N}_\mathcal{F}(x)$ of $x \in \mathcal{F}$ by two cases.

- **Case 1:** $\|G(x)\|_0^+ = s$. By (8), we have $|\Gamma_+| = s$ and thus $\mathcal{P} = \mathcal{P}(\Gamma_0, s - |\Gamma_+|) = \{\emptyset\}$, yielding

  $$T_{\mathcal{F}}(x) = \left\{ d \in \mathbb{R}^K : \langle d, \nabla G_{mn}(x) \rangle \leq 0, (m, n) \in V_{\Gamma_0} \right\}. \quad (40)$$

  Then direct verification by definition (36) allows us to derive (41).

- **Case 2:** $\|G(x)\|_0^+ < s$. If $|\Gamma_0| \leq s - |\Gamma_+|$, then $\Gamma_0 \in \mathcal{P}$. From (40), we have $T_{\mathcal{F}}(x) = \mathbb{R}^K$ and then $\tilde{N}_\mathcal{F}(x) = \{\emptyset\}$. If $|\Gamma_0| > s - |\Gamma_+|$ and $|\Gamma_0| \geq 2$ due to $|\Gamma_+| = \|G(x)\|_0^+ < s$. Let

  $$\Gamma_0 := \{t_1, t_2, \ldots, t_{|\Gamma_0|}\}, \quad \Gamma_\ell := \{t_\ell\}, \ell = 1, 2, \ldots, |\Gamma_0|. \quad (44)$$

In addition, it follows from (43) and (40) that $T_{\mathcal{F}}(x) = \bigcup_{\Gamma \in \mathcal{P}} T_{\mathcal{F}_\Gamma}(x)$, thereby $T_{\mathcal{F}_0}(x) \subseteq T_{\mathcal{F}}(x)$ due to $\Gamma_\ell \in \mathcal{P}$. We note from (43) that for any $d \in T_{\mathcal{F}_\Gamma}(x)$, any vector $u$ satisfying $\langle u, d \rangle \leq 0$ takes the form of

$$u = \sum W_{mn} \nabla G_{mn}(x), \quad W_{mn} \begin{cases} \geq 0, & (m, n) \in V_{\Gamma_0 \backslash \Gamma}, \\ = 0, & (m, n) \notin V_{\Gamma_0 \backslash \Gamma}. \end{cases} \quad (45)$$

To show (41), it suffices to show $u = 0$. By considering $d^\ell \in T_{\mathcal{F}_{\Gamma_\ell}}(x), \ell = 1, \ldots, |\Gamma_0|$ and any $u \in \tilde{N}_\mathcal{F}(x)$, we have $d^\ell \in T_{\mathcal{F}}(x)$ and $\langle u, d^\ell \rangle \leq 0$ for each $\ell$. This and (45) suffice to

$$u = \sum W_{mn}^{\ell} \nabla G_{mn}(x), \quad W_{mn}^{\ell} \begin{cases} \geq 0, & (m, n) \in V_{\Gamma_0 \backslash \Gamma_{\ell}} := D_\ell, \\ = 0, & (m, n) \notin V_{\Gamma_0 \backslash \Gamma_{\ell}}. \end{cases} \quad (46)$$

for all $\ell = 1, 2, \ldots, |\Gamma_0|$, which results in

$$0 = \sum W_{mn}^1 \nabla G_{mn}(x) - \sum W_{mn}^{\ell} \nabla G_{mn}(x)
= \sum_{D_1 \cup D_\ell} W_{mn}^1 \nabla G_{mn}(x) - \sum_{D_1 \cup D_\ell} W_{mn}^{\ell} \nabla G_{mn}(x)
= \sum_{D_1 \cup D_\ell} (W_{mn}^1 - W_{mn}^{\ell}) \nabla G_{mn}(x), \quad \ell = 2, 3, \ldots, |\Gamma_0|.$$ 

Since $(D_1 \cup D_\ell) = V_{\Gamma_0}$ from (44), the above condition and the full column rankness of $\nabla_{V_{\Gamma_0}} G(x)$ enable us to derive that

$$W_{mn}^1 = W_{mn}^{\ell}, \quad (m, n) \in V_{\Gamma_0}$$

However, for each $\ell$, it has $W_{mn}^{\ell} = 0$ for any $(m, n) \in V_{\Gamma_\ell}$ from (46), thereby $W_{mn}^1 = 0$ for any $(m, n) \in V_{\Gamma_\ell}$. Overall, $W_{mn}^1 = 0$ for any $(m, n) \in V_{\Gamma_0}$, which by (46) proves $u = 0$. \qed
Remark 2. The Bouligand tangent and Fréchet normal cones of $\mathcal{S}$ at $Z \in \mathcal{S}$ can be given as

$$T_S(Z) = \bigcup_{r \in P(\Gamma_0, s - |\Gamma_+|)} \left\{ W \in \mathbb{R}^{M \times N} : W_{mn} \leq 0, (m,n) \in V_{\Gamma_0} \right\},$$

(47)

$$\hat{N}_S(Z) = \begin{cases} 
W \in \mathbb{R}^{M \times N} : W_{mn} \geq 0, (m,n) \in V_{\Gamma_0} \\
W_{mn} = 0, (m,n) \notin V_{\Gamma_0} \\
\{0\}, \quad \|Z\|_0^+ = s, \\
\|Z\|_0^+ < s.
\end{cases}$$

(48)

It should be noted that if $\nabla_{V_{\Gamma_0}} G(x)$ is full column rank, together with (41) and (48), the Fréchet normal cone of $\mathcal{F}$ at $x \in \mathcal{F}$ can be written as

$$\hat{N}_F(x) = \left\{ \sum W_{mn} \nabla G_{mn}(x) : W \in \hat{N}_S(Z), \ Z = G(x) \right\}.$$  

(49)

Finally, we calculate the tangent and normal cones of $\mathcal{S} = \{Z \in \mathbb{R}^{2 \times 4} : \|Z\|_0^+ \leq 2\}$ at

$$Z = \begin{bmatrix} 2 & 2 & 0 & -1 \\
0 & -1 & 2 & -3 \end{bmatrix}, \quad Z' = \begin{bmatrix} 2 & 0 & 0 & -1 \\
0 & -1 & 2 & -3 \end{bmatrix}.$$  

(50)

It can be checked that

$$T_S(Z) = \{W \in \mathbb{R}^{2 \times 4} : W_{13} \leq 0\},$$

$$\hat{N}_S(Z) = \{W \in \mathbb{R}^{2 \times 4} : W_{13} \geq 0, \ W_{mn} = 0, \forall (m,n) \neq (1,3)\},$$

$$T_S(Z') = \{W \in \mathbb{R}^{2 \times 4} : W_{13} \leq 0 \text{ or } W_{13} \leq 0\},$$

$$\hat{N}_S(Z') = \{0\}.$$

### 4. Optimality Analysis

In this section, we aim at establishing the first order necessary or sufficient optimality conditions of (SCO). Hereafter, we always assume its feasible set is non-empty if no additional information is provided and let

$$Z^* := G(x^*).$$

(51)

We point out that $Z^*$ depends on $x^*$ and we drop this dependence for notational simplicity. Similar to (39), we always denote $\Gamma_+, \Gamma_0^*, \Gamma_1^*$ for $Z^*$ as well as

$$\nu_* := V_{\Gamma_0^*} = \{(m,n) \in M \times \Gamma_0^* : Z^*_{mn} = 0\}.$$  

(52)

#### 4.1. KKT points

We call $x^* \in \mathbb{R}^K$ a KKT point of (SCO) if there is a $W^* \in \mathbb{R}^{M \times N}$ such that

$$\begin{cases}
-\nabla f(x^*) - \sum W^*_{mn} \nabla G_{mn}(x^*) \in \hat{N}_\Omega(x^*), \\
W^* \in \hat{N}_S(Z^*), \\
x^* \in \mathcal{F} \cap \Omega.
\end{cases}$$

(53)

To derive the relationship between a KKT point and a local minimizer of (SCO), we need the following assumptions.

**Assumption 1.** *For point $x^* \in \Omega \cap \mathcal{F}$, suppose that $\nabla_{\nu_*} G(x^*)$ is full column rank and when $\|Z^*\|_0^+ = s$ it holds

$$W_{\nu_*} \geq 0$$

$$-\sum_{\nu_*} W_{mn} \nabla G_{mn}(x^*) \in \hat{N}_\Omega(x^*) \} \implies W_{\nu_*} = 0.$$  

(54)
One can note that condition (54) is a constraint qualification. We emphasize that we do not need such a condition when \(|\|Z^*\|^+_0 < s\). This condition can be removed if \(x^*\) lies in the interior of \(\Omega\) due to \(\tilde{N}\impact{x^*} = \{0\}\) and the full column rankness of \(\nabla_{\mathcal{V}_\impact{x}} G(x^*)\).

**Theorem 2 (KKT points and local minimizers).**

a) A local minimizer \(x^*\) of (SCO) is a KKT point under Assumption 1.

b) A KKT point \(x^*\) of (SCO) is a local minimizer if functions \(f\) and \(G_{mn}\) for all \(m \in M, n \in N\) are locally convex around \(x^*\).

**Proof** a) Problem (SCO) is equivalent to the following problem

\[
\min_{(Z, x)} f(x), \text{ s.t. } H(Z, x) := G(x) - Z = 0, (Z, x) \in S \times \Omega. \tag{55}
\]

According to [53, 6.15 Corollary], a local minimizer \((Z^*, x^*)\) of the above problem satisfies

\[
- \left[ \nabla f(x^*) \right] - \sum W_{mn}^* \nabla H_{mn}(Z^*, x^*) \in \tilde{N}_{S \times \Omega}(Z^*, x^*) \tag{56}
\]

if the following constraint qualification is met,

\[- \sum W_{mn}^* \nabla H_{mn}(Z^*, x^*) \in \tilde{N}_{S \times \Omega}(Z^*, x^*) \implies W^* = 0. \]

Since \(\tilde{N}_{S \times \Omega}(Z^*, x^*) = \tilde{N}_S(Z^*) \times \tilde{N}_\Omega(x^*)\) by [53, 6.41 Proposition], the above inclusion reduces to

\[
W^* \in \tilde{N}_S(Z^*) \quad \text{or} \quad - \sum W_{mn}^* \nabla G_{mn}(x^*) \in \tilde{N}_\Omega(x^*) \implies W^* = 0,
\]

which is clearly true when \(\|Z^*\|^+_0 < s\) because \(\tilde{N}_S(Z^*) = \{0\}\) from (48). When \(\|Z^*\|^+_0 = s\), again by (48) \(W_{mn}^* = 0\) for any \((m, n) \notin \mathcal{V}_\impact{\},\) which by Assumption 1 yields the above inclusion. Finally, expanding (56) and the feasibility of \(x^*\) lead to (53).

b) Let \((x^*, W^*)\) be a KKT point satisfying (53). We prove the conclusion by two cases.

- Case \(\|Z^*\|^+_0 < s\). Condition (53) and \(\tilde{N}_S(Z^*) = \{0\}\) from (48) suffice to \(W^* = 0\) and \(- \nabla f(x^*) \in \tilde{N}_\Omega(x^*)\), which by the local convexity of \(f\) around \(x^*\) yields

\[
f(x) \geq f(x^*) + \langle \nabla f(x^*), x - x^* \rangle \geq f(x^*).
\]

for any \(x \in \mathcal{F} \cap \Omega\) around \(x^*\), where the second inequality is due to \(- \nabla f(x^*) \in \tilde{N}_\Omega(x^*)\). This shows the local optimality of \(x^*\).

- Case \(\|Z^*\|^+_0 = s\). Consider a local region \(N(x^*, \epsilon)\) of \(x^*\) for a given sufficiently small radius \(\epsilon > 0\) and \(x \in \mathcal{F} \cap \Omega \cap N(x^*, \epsilon)\). To derive the results, we claim several facts. First, the local convexity of \(G_{mn}\) around \(x^*\) leads to

\[
Z_{mn} - Z_{mn}^* = G_{mn}(x) - G_{mn}(x^*) \geq \langle \nabla G_{mn}(x^*), x - x^* \rangle, \tag{57}
\]

for any \((m, n) \in M \times N\). It follows from \(W^* \in \tilde{N}_S(Z^*)\) in (53), (52), and (48) that

\[
W_{\mathcal{V}_\impact{}} \geq 0, \quad W_{\mathcal{V}_\impact{}} = 0, \quad Z_{\mathcal{V}_\impact{}} = 0. \tag{58}
\]

Similar to (51), let \(Z = G(x)\). For any \(x \in \mathcal{F} \cap \Omega \cap N(x^*, \epsilon), \|Z\|^+_0 \leq s\). Moreover, for a sufficiently small \(\epsilon\), we note from the continuity of \(G(\cdot)\) that \(Z_{mn} > 0\) if \(Z_{mn}^* > 0\), which indicates \(\|Z\|^+_0 \geq \|Z\|^+_0 = s\). Overall, \(\|Z\|^+_0 = s\) for any \(x \in \mathcal{F} \cap \Omega \cap N(x^*, \epsilon)\). This means that

\[
\Gamma_+ = \{n \in N : Z_{mn}^\text{max} > 0\} = \{n \in N : (Z^*)^\text{max}_n > 0\} = \Gamma_+.
\]
Since $\Gamma_0^* \cap \Gamma_0^+ = \emptyset$ and $\|Z\|_0^+ = |\Gamma_0^+| = s$, the above condition indicates $Z_{\Gamma_0^*} \leq 0$, which combining $V_* = V_{\Gamma_0^*} \subseteq M \times \Gamma_0^*$ suffices to

$$Z_{V_*} \leq 0. \quad (59)$$

Finally, the above facts and the local convexity of $f$ can conclude that

$$f(x) \geq f(x^*) + \langle \nabla f(x^*), x - x^* \rangle$$

$$= f(x^*) + \langle \nabla f(x^*) + \sum W_m^* \nabla G_m(x^*), x - x^* \rangle - \langle \sum W_m^* \nabla G_m(x^*), x - x^* \rangle$$

$$\geq f(x^*) - \sum W_m^* \langle \nabla G_m(x^*), x - x^* \rangle$$

$$\geq f(x^*) - \sum Z_m^* (Z_m - Z_m^*)$$

$$f(x^*) - \sum_{V_*} W_m^* Z_m$$

$$\geq f(x^*),$$

which demonstrates the local optimality of $x^*$ to problem (SCO). □

4.2. $\tau$-stationary points

Our next result is about the $\tau$-stationary point of (SCO) defined as follows: A point $x^* \in \mathbb{R}^K$ is called a $\tau$-stationary point of (SCO) for some $\tau > 0$ if there is a $W^* \in \mathbb{R}^{M \times N}$ such that

$$x^* = \Pi_\Omega (x^* - \tau [\nabla f(x^*) + \sum W_m^* \nabla G_m(x^*)]),$$

$$Z^* \in \Pi_S (Z^* + \tau W^*). \quad (60)$$

The following result shows that a $\tau$-stationary point also has a close relationship with the local minimizer of problem (SCO).

**Theorem 3** ($\tau$-stationary points and local minimizers).

a) Under Assumption 1, a local minimizer $x^*$ is also a $\tau$-stationary point — either for any $\tau > 0$ if $\|Z^*\|_0^+ < s$, or for any $0 < \tau \leq \tau_* := (W_\tau^*)^\perp \max_{x \in \Gamma_0^*} \|W_m^*\|$ if $\|Z^*\|_0^+ = s$, where $W^*$ satisfies (53).

b) A $\tau$-stationary point with $\tau > 0$ is a KKT point and thus a local minimizer if functions $f$ and $G_m$ for all $m \in M, n \in N$ are locally convex around $x^*$.

**Proof** a) It follows from Theorem 2 that a local minimizer $x^*$ is also a KKT point. Therefore, we have condition (53). Since $\Omega$ is convex, the first condition in (53) is equivalent to

$$x^* = \arg\min_{x \in \Omega} \|x - (x^* - \tau \nabla f(x^*) + \sum W_m^* \nabla G_m(x^*))\|^2$$

$$= \Pi_\Omega (x^* - \tau \nabla f(x^*) + \sum W_m^* \nabla G_m(x^*)). \quad (61)$$

We next show

$$Z^* \in \Pi_S (Z^* + \tau W^*). \quad (62)$$

If $\|Z^*\|_0^+ < s$, then (53) and $\tilde{N}_S(Z^*) = \{0\}$ from (48) yield $W^* = 0$, resulting in (62) for any $\tau > 0$. Now consider the case of $\|Z^*\|_0^+ = s$. Under such a case, conditions (58) hold, which by $V_* = V_{\Gamma_0^*} \subseteq M \times \Gamma_0^*$ allows us to derive that

$$W_m^* \subseteq \Gamma_0^* = 0, \quad 0 \geq Z_m^* \perp W_m^* \geq 0. \quad (63)$$
By $0 < \tau \leq \tau^*$, we have
\[
\forall \ n \in \Gamma^*_{\tau}, \quad \tau \|W^*_n\| \leq \tau^* \max_{n \in \Gamma^*_{\tau}} \|W_n\| = \tau^* \tau^*_* = (Z^*)^*_\tau.
\]
The above condition and (63) show that (62) by Proposition 2.

b) We only prove that a $\tau$-stationary point is a KKT point because Theorem 2 b) enables us to conclude the conclusion immediately. We note that a $\tau$-stationary point satisfies (61) and (62). The former implies the first condition in (53) and $x^* \in \Omega$, and the latter yields $\|Z^*_*\|^+_0 \leq s$. Comparing (60) and (53), we only need to prove $W^* = 0 \in \tilde{N}_S(Z^*)$. If $\|Z^*_*\|^+_0 < s$, then Proposition 2 shows $W^* = 0 \in \tilde{N}_S(Z^*)$ by (48). If $\|Z^*_*\|^+_0 = s$, then Proposition 2 shows (63), which by the definition of $V^*_* = V_{(0)}^*$ in (52) indicates
\[
W^*_{V^*_*} \geq 0, \quad W^*_{\bar{V}^*_*} = 0,
\]
contributing to $W^* \in \tilde{N}_S(Z^*)$ by (48). □

4.3. Relationships to the binary integer programming

In this part, we study two BIP formulations for problem (SCO). It is easy to see that problem (SCO) can be equivalently reformulated as the following binary integer programming,
\[
\min_{x,y} f(x), \quad \text{s.t. } y \in \{0,1\}^N \cap B, \quad x \in \Omega \cap D(y), \quad \text{(BIP)}
\]
where $1$ is a vector with all entries and $\mathcal{B} := \{y \in \mathbb{R}^N : (1, y) \geq N - s\}$,
\[
\mathcal{D}(y) := \{x \in \mathbb{R}^K : y_n \cdot \max_{m \in M} G_{mn}(x) \leq 0, \quad \forall \ n \in N\}.
\]
One can rewrite the feasible set of (BIP) as
\[
\mathcal{C} := \{(x, y) \in \mathbb{R}^K \times \{0,1\}^N : x \in \Omega \cap D(y), y \in B\}.
\]
For a point $(x^*, y^*) \in \mathcal{C}$, since $\{0,1\}^N$ includes a unique $y^*$, the tangent cone of $\mathcal{C}$ at point $(x^*, y^*)$ can be calculated by
\[
T_\mathcal{C}(x^*, y^*) = T_{\bigcup_{y \in \{0,1\}^N \cap (\Omega \cap D(y) \times B)}(x^*, y^*)} = \bigcup_{y \in \{0,1\}^N \cap (\Omega \cap D(y) \times B)} T_{(\Omega \cap D(y) \times B)}(x^*, y^*) = T_{(\Omega \cap D(y^*) \times \{y^*\} \cap B)}(x^*, y^*) \subseteq T_{\Omega \cap D(y^*)}(x^*) \times T_{\{y^*\}}(y^*) = T_{\Omega \cap D(y^*)}(x^*) \times \{0\},
\]
where $\subseteq$ is from [53, 6.41 Proposition], which turns to an equality if $D(y^*)$ is convex. This can be ensured if $\{G_{mn} : m \in M, n \in \Gamma_1\}$ are locally convex around $x^*$. Here $\Gamma_1 := \{n \in N : y^* = 1\}$. By denoting the active set of $y^*$ as
\[
\mathcal{V}^*_B := \{(m, n) \in M \times N : G_{mn}(x^*) = 0, \quad n \in \Gamma_1\},
\]
one can calculate that
\[
T_{\mathcal{D}(y^*)}(x^*) \subseteq \{d \in \mathbb{R}^K : \langle d, \nabla G_{mn}(x^*) \rangle \leq 0, \quad (m, n) \in \mathcal{V}^*_B\}.
\]
The equation holds if $\nabla_{\nu B} G(x^*)$ is full column rank from [45, Lemma 12.2]. Based on these facts we define the following binary KKT (BKKT) point. We say $(x^*, y^*)$ is a BKKT point of problem (SCO) if there is a $W^* \in \mathbb{R}^{M \times N}$ such that

$$
\begin{cases}
-\nabla f(x^*) - \sum_{mn} W_{mn}^* \nabla G_{mn}(x^*) \in \mathcal{N}_\Omega(x^*), \\
W_{mn}^* \geq 0, \ (m,n) \in \mathcal{V}^B, \\
W_{mn}^* = 0, \ (m,n) \notin \mathcal{V}^B, \\
(x^*, y^*) \in \mathcal{C}.
\end{cases}
$$

(66)

Similarly, we have the following first-order necessary optimality conditions for (BIP) or (SCO).

**Lemma 1.** Let $(x^*, y^*)$ be a local minimizer of (BIP) or (SCO). If $\{G_{mn} : m \in \mathcal{M}, n \in \Gamma_1\}$ are locally convex around $x^*$, $\nabla_{\nu B} G(x^*)$ is full column rank, and $\Omega$ and $\mathcal{D}(y^*)$ can not be separated, then it satisfies (66).

**Proof** By [53, Theorem 6.12], a necessary condition for $(x^*, y^*)$ to be locally optimal is

$$
\langle \nabla f(x^*), d \rangle = \langle \nabla f(x^*), 0 \rangle, \ (d,d') \geq 0, \ \forall (d,d') \in T_C(x^*, y^*).
$$

Since $\{G_{mn} : n \in \Gamma_1\}$ are locally convex around $x^*$, $\mathcal{D}(y^*)$ is convex, which combining with the convexity of $\Omega$ and (64) contributes to $T_C(x^*, y^*) = (T_{\Omega \cap \mathcal{D}(y^*)}(x^*)) \times \{0\}$. As a result,

$$
\mathcal{N}_C(x^*, y^*) = \mathcal{N}_{\Omega \cap \mathcal{D}(y^*)}(x^*) \times \mathbb{R}^N = (\bar{\mathcal{N}}_\Omega(x^*) + \bar{\mathcal{N}}_{\mathcal{D}(y^*)}(x^*)) \times \mathbb{R}^N,
$$

(67)

where the second equality holds because $\mathcal{D}(y^*)$ and $\Omega$ are convex and can not be separated, and [53, 6.42 Theorem]. The the full column rankness of $\nabla_{\nu B} G(x^*)$ implies the equation holds in (65), thereby leading to

$$
\bar{\mathcal{N}}_{\mathcal{D}(y^*)}(x^*, y^*) = \left\{ \sum_{mn} W_{mn}^* \nabla G_{mn}(x^*): \begin{array}{l}
W_{mn}^* \geq 0, \ (m,n) \in \mathcal{V}^B, \\
W_{mn}^* = 0, \ (m,n) \notin \mathcal{V}^B
\end{array} \right\}.
$$

Then from [53, 6.12 Theorem], a minimizer of problem (BIP) satisfies $-(\nabla f(x^*); 0) \in \bar{\mathcal{N}}_C(x^*, y^*)$, which by (67) shows the desired result. $\square$

One can easily see that a KKT point of problem (SCO) must be a BKKT point. In fact, we can let $y^*$ satisfy $y^*_n = 1$ if $n \in \Gamma^*_0$ and $y^*_n = 0$ otherwise, leading to $\mathcal{V}^B = \mathcal{V}$. Then conditions (66) are satisfied due to (53). Based on this assertion, we have the following relationships.

**Corollary 1.** Let $x^* \in \mathcal{F}$ be one of the $\tau$-stationary point, KKT point, BKKT point, and local minimizer. Define the following cases and conditions:

- **Case 1:** Any $\tau > 0$ if $\|Z^*\|_2^s < s$;
- **Case 2:** Any $\tau \in (0, \tau_*)$ if $\|Z^*\|_0^s = s$, where $\tau_*$ is defined in Theorem 3;
- **Cond 1:** $\nabla_{\nu, \tau} G(x^*)$ is full column rank, and when $\|Z^*\|_0^s = s$ there is condition (54);
- **Cond 2:** $f$ and each $G_{mn}$ are locally convex around $x^*$;
- **Cond 3:** $\nabla_{\nu B} G(x^*)$ is full column rank, $\{G_{mn} : m \in \mathcal{M}, n \in \Gamma_1\}$ are locally convex around $x^*$, and $\Omega$ and $\mathcal{D}(y^*)$ can not be separated.

Then we have the following relationships (also shown in (5)):

a) A local minimizer is a KKT point under Cond 1. If Cond 3 holds, then the opposite holds true;

b) A $\tau$-stationary point is a KKT point. The opposite holds true for either Case 1 or Case 2;

c) A KKT point is a BKKT point;

d) A local minimizer is a BKKT point under Cond 2.
The above theorem means that a \( \tau \)-stationary point for any \( \tau > 0 \) is a KKT point. For some \( \tau \) in a particular range \( (0, \tau_*] \), a KKT point is also a \( \tau \)-stationary point. Therefore, \( \tau \)-stationary points are equivalent to KKT points under Case 2. However, in general, being a \( \tau \)-stationary point is a stronger optimality condition than being a KKT point which is also better than being a BKKT point. In addition, it is worth mentioning that even under Cond 3, a BKKT point may not be a local minimizer. We illustrate this by giving the following example. Let

\[
(M, N, K, s) = (1, 2, 2, 1), \quad f(x) = (x_1 - 2)^2, \quad G(x) = (x_1^2 - x_2, x_2 - 1) \in \mathbb{R}^{1 \times 2}, \quad \Omega = \mathbb{R}^2.
\]

Clearly, \( f \) and each \( G_{mn} \) are convex. Problems (SCO) and (BIP) are

\[
\begin{align*}
& \text{min } (x_1 - 2)^2, \\
& \text{s.t. } x_1^2 - x_2 \leq 0, \\
& \quad \text{or } x_2 - 1 \leq 0,
\end{align*}
\]

(68)

For \( x^* = (1, 1)^T \) and \( y^* = (1, 1)^T \), it has \( \|G(x^*)\|_2^2 = 0 < 1 \), \( (x^*, y^*) \in C \), and

\[
\mathcal{V}_s = \mathcal{V}_s^B = \{(1, 1), (1, 2)\}, \quad \nabla_{\mathcal{V}_s} G(x^*) = \begin{bmatrix} 2 & 0 \\ -1 & 1 \end{bmatrix}.
\]

Clearly, \( \nabla_{\mathcal{V}_s} G(x^*) \) is full column rank and thus from (41) and (67),

\[
\tilde{N}_s(Z^*) = \{0\}, \quad \tilde{N}_c(x^*, y^*) = \left\{ \left[ \begin{array}{c} 2W'_{11} \\ -W'_{11} + W'_{12} \end{array} \right] : W'_{11} \geq 0, W'_{12} \geq 0 \right\} \times \mathbb{R}^2.
\]

These further imply that \( x^* \) does not satisfy conditions (53) (namely \( x^* \) is not a KKT point) but satisfies (66) (namely \( x^* \) is a BKKT point) as there exists \( W'_{11} = W'_{12} = 1 \) such that

\[
\begin{align*}
\nabla f(x^*) + \sum W^*_{mn} \nabla G_{mn}(x^*) &= (-2, 0)^T \neq 0, \quad \forall \ W^* \in \tilde{N}_s(Z^*), \\
\nabla f(x^*) + (2W'_{11}, -W'_{11} + W'_{12})^T &= 0.
\end{align*}
\]

However, \( x^* \) is not a local minimizer. To see this, for any small radius \( \epsilon \in (0, 1) \), in neighbourhood \( N(x^*, \epsilon) \) of \( x^* \), we could find a point \( x' = (1 + \epsilon/2, 1) \) and \( y' = (0, 1) \) to be feasible to (68) but \( f(x') = (1 - \epsilon/2)^2 < 1 = f(x^*) \).

5. Semismooth Newton Method  As shown in (5), a \( \tau \)-stationary point is a better solution than a KKT or BKKT point. Therefore, in this section, we aim to find a \( \tau \)-stationary point to problem (SCO) by developing a Newton-type algorithm. Hereafter, for \( \tau > 0 \), we always denote

\[
\begin{align*}
\mathbf{w} &:= (x; \text{vec}(W)) \in \mathbb{R}^{K + MN}, \\
\mathbf{Z} &:= G(x), \\
\Lambda &:= \mathbf{Z} + \tau \mathbf{W}, \\
U_T &:= \{(m, n) \in \mathcal{M} \times T : \Lambda_{mn} \geq 0\}, \text{ where } T \in \mathcal{T}(\Lambda; s), \\
\varphi(\mathbf{w}; \mathcal{V}) &:= x - \Pi_\Omega \left( x - \tau [\nabla f(x) + \sum_{\mathcal{V}} W_{mn} \nabla G_{mn}(x)] \right),
\end{align*}
\]

where \( (x; y) = (x^T, y^T)^T \) and \( \text{vec}(W) \) transforms matrix \( W \) into a column vector by vertically stacking its columns. Similar definitions to (69) are also applied to \( \mathbf{w}^* := (x^*; \text{vec}(W^*)) \) and \( \mathbf{w}' := (x'; \text{vec}(W')) \), where the former is a \( \tau \)-stationary point and the latter is the point generated by our proposed algorithm at the \( f \)th step. Additionally, we shall point out the difference between the
definitions of $U_T$ and $V_T$ in (7). The former is given upon $\Lambda$ while the latter is defined based on $Z$. However, for a $\tau$-stationary point, they two are identical (see Theorem 4).

Let $\partial \varphi(\cdot; \mathcal{V})$ be the Clarke generalized Jacobian of $\varphi(\cdot; \mathcal{V})$ for fixed $\mathcal{V}$. Decompose $H \in \partial \varphi(w; \mathcal{V})$ as $H := [P \ Q \ 0]$ with $P \in \mathbb{R}^{K \times K}$, $Q \in \mathbb{R}^{K \times |\mathcal{V}|}$, and $0 \in \mathbb{R}^{K \times |\mathcal{V}|}$, and denote a system of equations as

$$
\mathbf{F}(w; \mathcal{V}) := \begin{bmatrix}
\varphi(w; \mathcal{V}) \\
\text{vec}(Z_{\mathcal{V}}) \\
\text{vec}(W_{\tau})
\end{bmatrix}
$$

(70)

and an associated matrix as

$$
\nabla \mathbf{F}_\mu(w; \mathcal{V}) := \begin{bmatrix}
P & Q & 0 \\
\nabla_y G(x) & -\mu I_{|\mathcal{V}|} & 0 \\
0 & 0 & I_{|\mathcal{V}|}
\end{bmatrix},
$$

(71)

where $H = [P \ Q \ 0] \in \partial \varphi(w; \mathcal{V})$ and $I_n$ is the $n$th order of identity matrix. Therefore, $\nabla \mathbf{F}_0(w; \mathcal{V})$ is an element of $\partial \mathbf{F}(w; \mathcal{V})$ for given $\mathcal{V}$. Thanks to this, hereafter we always let

$$
\nabla \mathbf{F}(w; \mathcal{V}) := \nabla \mathbf{F}_0(w; \mathcal{V}).
$$

(72)

### 5.1. Stationary equations

To employ the Newton method, we need to convert a $\tau$-stationary point satisfying (60) to a system of equations, stated as the following theorem.

**Theorem 4 ($\tau$-stationary equations).** A point $x^*$ is a $\tau$-stationary point with $\tau > 0$ of (SCO) if and only if there is a $W^* \in \mathbb{R}^{M \times N}$ such that

$$
\mathbb{T}(\Lambda^*; s) \ni \Gamma_0^*,
$$

$$
U_{\Gamma_0^*}^* = \mathcal{V}^*,
$$

$$
\mathbf{F}(w^*; \mathcal{V}^*) = 0,
$$

(73)

where $\mathcal{V}^*$ is defined as (52).

**Proof** First of all, we denote

$$
\mathcal{V}_{\perp} := (\mathcal{M} \times \Gamma_0^*) \setminus \mathcal{V}^* = \{(m, n) : \ Z_{mn}^* \neq 0, \ \forall \ n \in \Gamma_0^*\}.
$$

The definition of $\Gamma_0^*$ means $Z_{\mathcal{V}_{\perp}}^* \leq 0$, which by $\mathcal{V}^* \subseteq \mathcal{M} \times \Gamma_0^*$ derives

$$
Z_{\mathcal{V}_{\perp}}^* = 0, \ Z_{\mathcal{V}_{\perp}} < 0.
$$

(74)

Necessity. Since $x^*$ is a $\tau$-stationary point of (SCO), there is a $W^*$ satisfying $Z^* \in \Pi_\mathcal{G}(\Lambda^*)$ from (60), which together with Proposition 2 suffices to $\mathbb{T}(\Lambda^*; s) = \{\Gamma_0^*\}$. Therefore, $\Gamma_0^* \in \mathbb{T}(\Lambda^*; s)$. If $\|Z^*\|_0^* < s$, then $W^* = 0$ by Proposition 2, which immediately shows $\mathcal{V}^* = U_{\Gamma_0^*}$ and (73). Next, we prove the conclusion for case $\|Z^*\|_0^* = s$. It follows from (23) that

$$
W_{\mathcal{V}_{\perp}}^* = 0, \ 0 \geq Z_{\mathcal{V}_{\perp}}^* \perp W_{\mathcal{V}_{\perp}}^* \geq 0.
$$

(75)

To show $\mathcal{V}^* = U_{\Gamma_0^*}$, we only need to show $Z_{mn}^* = 0 \iff (Z^* + \tau W^*)_{mn} \geq 0$ for any $n \in \Gamma_0^*$. This is clearly true due to the second condition in (75). The conditions in (75) and (74) indicate $W_{\mathcal{V}_{\perp}}^* = 0$, thereby resulting in

$$
W_{\mathcal{V}}^* = W_{\mathcal{V}_{\perp}}^*(\mathcal{M} \times \Gamma_0^*) = 0.
$$
This leads to the following condition and hence displays (73),

\[ 0 \overset{(60)}{=} \varphi(w^*; M \times N) = \varphi(w^*; V_\ast). \]

Sufficiency. We aim to prove (60). Condition \( \varphi(w^*; M \times N) = 0 \) follows from the first and third equations in (73) immediately. We next show \( Z^*_t \in \Pi_S(\Lambda^*) \) in (60). Condition \( V_\ast = U_{\Gamma_0^*} \) implies that

\[ Z_{\Gamma_0^*} = 0, \quad W_{\Gamma_0^*}^* \geq 0, \tag{76} \]

which together with \( \Gamma_0^* \in T(\Lambda^*; s) \) and (21) derives

\[ \left[(\Lambda^*)_{\Gamma_0^*}^* (\Lambda^*)_{\Pi_0^*}\right] \in \Pi_S(\Lambda^*). \tag{77} \]

We finally show the left-hand side of (77) is \( Z^* \). Since \( V_\ast \subseteq M \times \Gamma_0^* \), we have \( M \times \Gamma_0^* \subseteq \nabla \ast \), thereby leading to \( W_{\Gamma_0^*}^* = 0 \) from (73). Hence,

\[ (\Lambda^*)_{\Pi_0^*} = (Z^* + \tau W^*)_{\Pi_0^*} = Z_{\Pi_0^*}. \tag{78} \]

Condition (73) means that \( W_{V_\ast}^* = 0 \) due to \( V_\ast \subseteq \nabla \ast \). As a result,

\[ \left(\Lambda_{V_\ast}^* = (Z^* + \tau W^*)_{V_\ast} \overset{(74)}{=} \tau W_{V_\ast}^* \geq 0, \right. \]

\[ \left. \Lambda_{\nabla \ast}^* = (Z^* + \tau W^*)_{\nabla \ast} = Z_{\nabla \ast} < 0. \right. \tag{74} \]

Using the above conditions and (74) enables us to show \( (\Lambda_{V_\ast}^*)^* = Z_{V_\ast} \) and \( (\Lambda_{\nabla \ast}^*)^* = Z_{\nabla \ast} \), which combining \( V_\ast \cup \nabla_\ast = (M \times \Gamma_0^*) \) and conditions (77) and (78) proves \( Z^* \in \Pi_S(\Lambda^*) \). \( \square \)

5.2. Algorithmic design We note that equation \( F(w^*; \nabla_\ast) = 0 \) in (73) involves an unknown set \( \nabla_\ast \). Therefore, to proceed with the semismooth Newton method [34, 51], we have to find \( \nabla_\ast \), which will be adaptively updated by using the approximation of \( w^* \). More precisely, let \( w^f \) be the current point, we first select

\[ T_{f} \in T(\Lambda^f; s) \quad \text{and} \quad H_{f}^f \in \partial \varphi(w^f; U_{T_f}), \tag{79} \]

based on which we find Newton direction \( d^f \in \mathbb{R}^{K+MN} \) by solving the following linear equations:

\[ \nabla F_{\mu_f}(w^f; U_{T_f}) \quad d^f = -F(w^f; U_{T_f}), \tag{80} \]

where \( \nabla F_{\mu}(w; \nabla) \) is defined as (71) and \( \mu_f \) is updated by

\[ \mu_f = \min\{\nu \mu_{f-1}, \rho \|F(w^f; U_{T_f})\|\}, \tag{81} \]

with \( \nu \in (0, 1) \) and \( \rho > 0 \). The framework of our proposed method is presented in Algorithm 1.

Remark 4. Regarding Algorithm 1, we have some observations.

i) One of the halting conditions makes use of \( \|F(w^f; U_{T_f})\| \). The reason behind this is that if point \( w^f \) satisfies \( \|F(w^f; U_{T_f})\| = 0 \), then it is a \( \tau \)-stationary point of (SCO) by Theorem 4.

ii) Recalling (73), we are expected to update \( d^f \) by solving

\[ \nabla F(w^f; U_{T_f}) \quad d^f = -F(w^f; U_{T_f}), \tag{83} \]

instead of (80). However, the major concern is made on the existence of \( d^f \) by solving (83). To overcome such a drawback, we add a smoothing term \( -\mu_{f}|\nabla| \) to increase the possibility of the non-singularity of \( \nabla F_{\mu_f}(w^f; U_{T_f}) \). This idea has been adopted in literature, e.g., [9, 68]
Algorithm 1 **SNSCO**: Semismooth Newton method for (SCO)

1. Initialize $w^0=(x^0; \text{vec}(W)^0)$ positive parameters maxIt, tol, $\rho$, $\tau$, $\mu$, $\gamma$, and $\nu, \pi \in (0, 1)$.
2. Select $T_0 \in T(A^0; s)$ and $H^0 \in \partial \varphi(w^0; U_{T_0})$, compute $\mu_0=\min\{\mu, \rho \|F(w^0; U_{T_0})\|\}$, and set $\ell=0$.
3. if $\ell \leq \text{maxIt}$ and $\|F(w^0; U_{T_\ell})\| \geq \text{tol}$ then
   4. if (80) is solvable then
      5. Update $d^\ell$ by solving (80).
   6. else
      7. Update $d^\ell = -F(w^\ell; U_{T_{\ell}})$.
   8. endif
   9. Find the minimal integer $t_\ell \in \{0, 1, 2, \ldots\}$ such that
      \[
      \|G(x^\ell + \pi^t d^\ell_x)\|_0^+ \leq (\gamma + 1)s, \tag{82}
      \]
      where $d^\ell_x$ is the subvector formed by the first $K$ entries in $d^\ell$.
   10. Update $w^{\ell+1} = w^\ell + \pi^t d^\ell$.
   11. Update $U_{T_{\ell+1}} \in T(A^{\ell+1}; s)$ and $H^{\ell+1} \in \partial \varphi(w^{\ell+1}; U_{T_{\ell+1}})$.
   12. Update $\mu_{\ell+1}$ by (81) and set $\ell = \ell + 1$.
13. end if
14. return $w^\ell$.

iii) When the algorithm derives a direction $d^\ell$, we use condition (82) to decide the step size. This condition allows the next point to be chosen in a larger region to some extent by setting $\gamma > 0$. However, it can ensure that the next point does not step far away from the feasible region by setting a small value of $\gamma$ (e.g., $\gamma = 2/s$). In this way, the algorithm performs relatively steadily. In addition, we will show that if the starting point is chosen close to a stationary point, condition (82) can be always satisfied with $\pi^t = 1$ from Theorem 5.

iv) Finally, when projecting a point onto $\Omega$, we expect its explicit form for numerical computing. Examples of such $\Omega$ include the unit ball, box, non-negative orthant, specific affine subspaces, and so on. However, in the next subsection, we will show that the closed form of the projection is unnecessary to establish the local convergence rate of the proposed algorithm.

5.3. Local convergence rate  

Given a $\tau$-stationary point $x^*$ of (SCO), there is $W^*$ satisfying condition (60). Hereafter, we always denote $w^* := (x^*; \text{vec}(W^*))$ and $w := (x; \text{vec}(W))$.

**Lemma 2.** Let $x^*$ be a $\tau$-stationary point with $0 < \tau < \tau_*$ of (SCO). Then there is a neighbourhood $N^*$ of $w^*$ such that

\[
F(w^*; U_T) = 0 \quad \text{and} \quad U_T \subseteq \mathcal{V}_*, \; \forall w \in N^*, \; \forall T \in T(A; s). \tag{84}
\]

To establish the local convergence performance, we need the following assumptions.

**Assumption 2.** Suppose that $\varphi(\cdot; \mathcal{V}_*)$ is semismooth at $w^* := (x^*; \text{vec}(W^*))$ and

\[
\begin{bmatrix}
P^*
Q^*
\nabla_G(x^*)^T
0
\end{bmatrix},
\]

is nonsingular for any $\mathcal{V} \subseteq \mathcal{V}_*$ and any $H^* = [P^* \quad Q^* \quad 0] \in \partial \varphi(w^*; \mathcal{V})$.

These assumptions are related to the regularity conditions [51, 52, 14, 68] usually used to achieve the convergence results for Newton-type methods.
Lemma 3. Let $w^*$ be a $\tau$-stationary point with $0 < \tau < \tau_*$ of (SCO). If $\varphi(\cdot; \mathcal{V})$ is semismooth at $w^*$, then so is $F(\cdot; \mathcal{V})$ for any $\mathcal{V} \subseteq \mathcal{V}_*$. If $\varphi(\cdot; \mathcal{V}_*)$ and $G_{mn}, (m, n) \in \mathcal{V}_*$ are strongly semismooth at $w^*$, then so is $F(\cdot; \mathcal{V})$ for any $\mathcal{V} \subseteq \mathcal{V}_*$.

Proof. Since $G_{mn}$ for any $(m, n)$ are continuously differentiable, they are semismooth everywhere on $\mathbb{R}^K$. Then the results follow from the definition of $F$ in (70) and [32, Proposition 1.73]. □

Remark 5. We have the following comments on the assumptions in Lemma 3. As projection $\Pi_0$ is semismooth, $\varphi(\cdot; \mathcal{V}_*)$ is semismooth at $x^*$ if $\nabla f$ and $\nabla G_{mn}, (m, n) \in \mathcal{V}_*$ are semismooth based on [32, Proposition 1.74]. In this regard, the assumption on the semismoothness of $\varphi(\cdot; \mathcal{V}_*)$ is mild. Moreover, let $z^* := x^* - \tau[\nabla f(x^*) + \sum_{i} W_{mn} \nabla G_{mn}(x^*)]$, if $\nabla f$ and $\nabla G_{mn}, (m, n) \in \mathcal{V}_*$ are strongly semismooth at $x^*$, and $\Pi_0$ is strongly semismooth at $z^*$ (e.g., when $\Omega$ is a symmetric cone or polyhedral set, or $z^*$ belongs to the interior of $\Omega$), then $\varphi(\cdot; \mathcal{V}_*)$ is strongly semismooth at $x^*$, resulting in the strongly semismoothness of $F(\cdot; \mathcal{V})$ at $x^*$ for any $\mathcal{V} \subseteq \mathcal{V}_*$ by [32, Proposition 1.74].

Lemma 4. If Assumptions 2 holds, then there is $\mu_0 > 0$ and a neighbourhood $\mathbb{N}^*$ of $w^*$ such that given any $\mu \in [0, \mu_0)$ and $\mathcal{V} \subseteq \mathcal{V}_*$, matrix

$$
\nabla F_{\mu}(w; \mathcal{V}) = \begin{bmatrix}
P & Q & 0 \\
\nabla G(x)^T & -\mu I_{|\mathcal{V}|} & 0 \\
0 & 0 & I_{|\mathcal{V}|}
\end{bmatrix}
$$

is non-singular. Moreover, both $\| (\nabla F_{\mu}(w; \mathcal{V}))^{-1} \|$ and $\| \nabla F_{\mu}(w; \mathcal{V}) \|$ are bounded for any $H = [P \ Q \ 0] \in \partial \varphi(w; \mathcal{V})$ and any $w \in \mathbb{N}^*$.

Proof. We first claim that for any fixed $\mathcal{V} \subseteq \mathcal{V}_*$,

$$
\Phi(w) := \begin{bmatrix} P & Q \\
\nabla G(x)^T & 0
\end{bmatrix},
$$

is non-singular for any $H = [P \ Q \ 0] \in \partial \varphi(w; \mathcal{V})$ and any $w \in \mathbb{N}^*$. Suppose this is not true, then there is a sequence $w^k \to w^*$, $H^k = [P^k \ Q^k \ 0] \in \partial \varphi(w^k; \mathcal{V})$, all $\{\Phi(w^k)\}$ are singular. Since $\varphi(\cdot; \mathcal{V})$ is semismooth around $w^*$, it is locally Lipschitz continuous. This implies that $\partial \varphi(\cdot; \mathcal{V})$ in bounded in a neighbourhood $\mathbb{N}^*$ of $w^*$. Therefore, sequence $\{H^k\}$ is bounded. By passing to a subsequence, we may assume $H^k \to H^\infty = [P^\infty \ Q^\infty \ 0]$. By the closedness of the generalized Jacobian, we have $H^\infty \in \partial \varphi(w^*; \mathcal{V})$, which together with $\nabla G(x^k) \to \nabla G(x^*)$ means that

$$
\Phi(w^k) \to \begin{bmatrix} P^\infty & Q^\infty \\
\nabla G(x^*)^T & 0
\end{bmatrix} =: \Phi(w^*)
$$

and thus $\Phi(w^*)$ is singular, contradicting with Assumption 2. Now for fixed $\mathcal{V}$, let $\sigma(\mathcal{V})$ be the smallest singular value of $\Phi(w)$ over all $H \in \partial \varphi(w; \mathcal{V})$ and all $w \in \mathbb{N}^*$. The above claim indicates $\sigma(\mathcal{V}) > 0$. Then for any $\mu \in [0, \sigma(\mathcal{V}))$, the following matrix

$$
\begin{bmatrix}
P & Q \\
\nabla G(x)^T & -\mu I_{|\mathcal{V}|}
\end{bmatrix} = \begin{bmatrix} P & Q \\
\nabla G(x)^T & 0
\end{bmatrix} + \begin{bmatrix} 0 & 0 \\
0 & -\mu I_{|\mathcal{V}|}
\end{bmatrix}
$$

is still nonsingular, so is matrix $\nabla F_{\mu}(w; \mathcal{V})$. Let $\mu_* := \min_{\mathcal{V} \subseteq \mathcal{V}_*} \sigma(\mathcal{V})$. As the choices of $\mathcal{V} \subseteq \mathcal{V}_*$ are finitely many, $\mu_* > 0$ is well defined. Then we can conclude that for any $\mu \in [0, \mu_*)$ and any fixed $\mathcal{V} \subseteq \mathcal{V}_*$, matrix $\nabla F_{\mu}(w; \mathcal{V})$ is non-singular for any $H \in \partial \varphi(w; \mathcal{V})$ and any $w \in \mathbb{N}^*$. Finally, one can observe that the smallest singular value of $\nabla F_{\mu}(w; \mathcal{V})$ is no less than $\min\{1, \sigma(\mathcal{V}) - \mu\}$ for each fixed $\mathcal{V}$. Hence for all $\mathcal{V} \subseteq \mathcal{V}_*$, the smallest singular value is no less than $\min\{1, \mu_* - \mu\}$, this implies $\| (\nabla F_{\mu}(w; \mathcal{V}))^{-1} \| \leq 1/\min\{1, \mu_* - \mu\}$, namely, it is bounded. The boundedness of $\| \nabla F_{\mu}(w; \mathcal{V}) \|$ follows from the boundedness of $\partial \varphi(w; \mathcal{V})$ and $\nabla G(x)$ for any $w \in \mathbb{N}^*$. □
We are ready to establish the local convergence rate of the proposed smooth Newton method, SNSCO, before which we point out that the establishment is not trivial, because differing from the standard system of equations, the \( \tau \)-stationary equations, (73), involve an unknown set \( \mathcal{V}_s = U_{\mathcal{T}_1} \). If this set is available in advance, then one can follow the standard way for the Newton-type methods to build the local convergence rate. However, set \( U_{\mathcal{T}_1} \) may change from one iteration to another. A different set leads to a different system of equations \( \mathbf{F}(\mathbf{w}; U_{\mathcal{T}_1}) = 0 \). Hence, in each step, the algorithm finds a Newton direction for a different system of equations instead of a fixed system. This is where the standard proof for quadratic convergence fails to fit our case.

**Theorem 5 (Local convergence rate).** Suppose Assumption 2 holds and set \( \gamma \geq |\Gamma_0^*|/s \). Then in a neighborhood of \( \mathbf{w}^* \), Algorithm 1 admits full Newton steps and converges to \( \mathbf{w}^* \) super-linearly. If further assume \( \varphi(\cdot; \mathcal{V}) \) and \( \mathbf{G}_{mn}, (m, n) \in \mathcal{V}_s \) are strongly semismooth at \( \mathbf{w}^* \), then the convergence is quadratic.

**Proof** Consider a neighbourhood \( \mathbb{B}(\mathbf{w}^*, \eta_\epsilon) \) with a sufficiently small radius \( \eta_\epsilon > 0 \). For \( \mathbf{w}^\ell \in \mathbb{B}(\mathbf{w}^*, \eta_\epsilon) \), we have \( \mathcal{V}_\ell := U_{\mathcal{T}_\ell} \subseteq \mathcal{V}_s \) due to (84), where \( T_\ell \in \mathbb{T}_\tau(\mathbf{A}^\ell; s) \). By Lemma 2, we have

\[
\mathbf{F}(\mathbf{w}^*; \mathcal{V}_\ell) \overset{(84)}{=} 0.
\]

which indicates that \( \mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell) \) is near zero as \( \mathbf{w}^\ell \) close to \( \mathbf{w}^* \). This is because \( \mathbf{F}(\cdot; \mathcal{V}_\ell) \) is locally Lipschitz continuous around \( \mathbf{x}^* \) for given \( \mathcal{V}_\ell \). Now from Lemma 4, \( \Phi^\ell_{\mu_\ell} := \nabla \mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell) \) is non-singular and \( \| (\Phi^\ell_{\mu_\ell})^{-1} \| \) is bounded, and thus (80) is solvable, namely, \( \mathbf{d}^\ell = -(\Phi^\ell_{\mu_\ell})^{-1}\mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell) \). Therefore, \( \mathbf{d}^\ell \) is close to zero. This allows us to derive the following conditions

\[
\forall n \in \Gamma^*_{\gamma} : \ (G(x^*))^\max_{\gamma_n} > 0 \implies (G(x^\ell + d^\ell_{\gamma_n}))^\max_{\gamma_n} > 0,
\]

\[
\forall n \in \Gamma^*_\epsilon : \ (G(x^*))^\max_{\epsilon_n} < 0 \implies (G(x^\ell + d^\ell_{\epsilon_n}))^\max_{\epsilon_n} < 0,
\]

which further result in

\[
\|G(x^0 + d^0_{\epsilon})\|_0 \leq \|G(x^*)\|_0 + \|G(x^*)\|_0 + |\Gamma^*_{\gamma}| + |\Gamma^*_\epsilon| + s + \gamma s.
\]

The above condition indicates (82) is satisfied with \( \pi^\ell = 1 \). Hence, the full Newton is admitted, namely, \( \mathbf{w}^{\ell+1} = \mathbf{w}^\ell + \mathbf{d}^\ell \). By the definition of \( \Phi^\ell_{\mu_\ell} \) and (72), it follows \( \Phi^0_{\mu_\ell} = \nabla \mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell) \) and

\[
\|\mathbf{w}^{\ell+1} - \mathbf{w}^*\| = \|\mathbf{w}^\ell + \mathbf{d}^\ell - \mathbf{w}^*\|
\]

\[
= \|((\Phi^\ell_{\mu_\ell})^{-1}) \cdot (\mathbf{w}^\ell + \mathbf{d}^\ell - \mathbf{w}^*)\|
\]

\[
\overset{(80)}{=} \|((\Phi^\ell_{\mu_\ell})^{-1}) \cdot ([\Phi^\ell_{\mu_\ell} \cdot (\mathbf{w}^\ell - \mathbf{w}^*) - \mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell)])\|
\]

\[
\overset{(84)}{=} \|([\Phi^\ell_{\mu_\ell} \cdot (\mathbf{w}^\ell - \mathbf{w}^*) - \mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell) - \Phi^\ell_{\mu_\ell} \cdot (\mathbf{w}^\ell - \mathbf{w}^*)])\|
\]

\[
= \|([\Phi^\ell_{\mu_\ell} \cdot (\mathbf{w}^\ell - \mathbf{w}^*) - \mathbf{F}(\mathbf{w}^\ell; \mathcal{V}_\ell) - \Phi^\ell_{\mu_\ell} \cdot (\mathbf{w}^\ell - \mathbf{w}^*)] + (\Phi^\ell_{\mu_\ell} - \lim_{\mu_\ell \to 0} \Phi^\ell_{\mu_\ell}) \cdot (\mathbf{w}^\ell - \mathbf{w}^*))\|
\]

\[
= O(\|\mathbf{w}^\ell - \mathbf{w}^*\|),
\]

where the last equation holds due to three facts: semismoothness of \( \mathbf{F}(\cdot; \mathcal{V}_\ell) \) at \( \mathbf{w}^* \) for a fixed \( \mathcal{V}_\ell \), boundedness of \( (\Phi^\ell_{\mu_\ell})^{-1} \), and

\[
\|([\Phi^\ell_{\mu_\ell} - \lim_{\mu_\ell \to 0} \Phi^\ell_{\mu_\ell}) \cdot (\mathbf{w}^\ell - \mathbf{w}^*)]\|
\]

\[
= \mu_\ell \|W^\ell_{\mathcal{V}_\ell} - W^*_{\mathcal{V}_\ell}\| \leq \mu_\ell \|\mathbf{w}^\ell - \mathbf{w}^*\| = o(\|\mathbf{w}^\ell - \mathbf{w}^*\|).
\]

(88)
Here the first equation is from definition (71) of $\nabla F_{\mu}(w; V)$. Equation (87) shows the superlinear rate. To see the quadratic rate, from (88), we obtain

$$
\| (\Phi_{0} - \Phi_{\mu}) \cdot (w^\ell - w^*) \| \leq \rho \| F(w^\ell; V) \| \cdot \| w^\ell - w^* \| \\
\leq \rho \| \Phi(w^\ell; V) \| \cdot \| w^\ell - w^* \| \\
\leq \rho \| \Phi_{\mu} \| \cdot \| w^{\ell+1} - w^\ell \| \cdot \| w^\ell - w^* \|
$$

(81)

which suffices to

$$
\| w^{\ell+1} - w^* \| \leq O(\| w^\ell - w^* \|^2) + \| (\Phi_{\mu})^{-1} \cdot (\Phi_{0} - \Phi_{\mu}) \cdot (w^\ell - w^*) \|
$$

(80)

$$
\leq O(\| w^\ell - w^* \|^2) + (1/2)\| w^{\ell+1} - w^* \| + \rho \| \Phi_{\mu} \| \cdot \| w^\ell - w^* \|^2,
$$

the last inequality is ensured for sufficiently small $\eta$, $\leq 1/(2\rho \| \Phi_{\mu} \| \cdot \| (\Phi_{\mu})^{-1} \|)$ and $w^\ell \in N^*(w^*, \eta)$. The above condition, strong semismoothness of $F(\cdot; V)$ at $w^*$ for a fixed $V$, and (87) deliver

$$
\| w^{\ell+1} - w^* \| = O(\| w^\ell - w^* \|^2),
$$

which suffices to $\| w^{\ell+1} - w^* \| = O(\| w^\ell - w^* \|^2)$, showing the quadratic convergence rate. □

6. Numerical Experiments In this section, we will conduct some numerical experiments of SNSCO ((available at https://github.com/ShenglongZhou/SNSCO)) using MATLAB (R2023b) on a laptop of 64GB memory and Core i9.

6.1. Test example We use the norm optimization problem described in [29, 1] to demonstrate the performance of the selected algorithms. The problem takes the following form,

$$
\min_{x \in \mathbb{R}^K} -\langle 1, x \rangle,
$$

s.t. $P \left\{ \frac{1}{2} \xi^m \circ \xi^m, x \circ x \right\} \leq b, m \in M \} \geq 1 - \alpha, \quad x \geq 0,
$$

(89)

where $\circ$ represents the Hadamard product, $1$ is the vector with all entries being ones, $b > 0$, and $\xi^m = (\xi_1^m, \ldots, \xi_K^m)^T \in \mathbb{R}^K$. However, in the sequel, we aim to solve the following problem,

$$
\min_{x \in \mathbb{R}^K} -\langle 1, x \rangle + \frac{\lambda}{2} \| x \|^2,
$$

s.t. $P \left\{ \frac{1}{2} \sum_{k=1}^K (\xi_k^m)^2 x_k^2 \leq b, m \in M \} \geq 1 - \alpha, \quad x \geq 0,
$$

(90)

where $\lambda$ is a positive penalty scalar. The above two problems admit the same optimal solution if $\lambda$ is smaller than a threshold and $\xi_k^m, m \in M, k \in K$ are independent and identically distributed (i.i.d.) standard normal random variables. To see this, define

$$
x^{opt} := c1 \quad \text{with} \quad c := \left[ \frac{\lambda}{\chi^2 K} \frac{2b}{\chi^2 (1-\alpha)^{1/2}} \right]^{1/2},
$$

(91)

where $\chi^2 K$ denotes the inverse distribution function of a chi-square distribution with $K$ degrees of freedom. Then it follows from [29] that the optimal solution to problem (89) is $x^{opt}$. Similar reasoning to [29] allows us to derive that the optimal solution to problem (90) is $\min \{ 1/\lambda, c \} 1$, which is identical to $x^{opt}$ if $0 < \lambda \leq 1/c$. Therefore, for simplicity, in the subsequent numerical experiments, we set $\lambda = 1/(2c)$ and $b = 5$. 
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Let \( \{ \xi_n^m := (\xi_{n1}^m, \ldots, \xi_{nK}^m)^T \in \mathbb{R}^K : n \in \mathcal{N} \} \) be \( N \) realizations of \( \xi^m \) and denote
\[
T_+ := \{ k \in \mathcal{K} : z_k > 0 \}, \quad T_0 := \{ k \in \mathcal{K} : z_k = 0 \}, \quad T_- := \{ k \in \mathcal{K} : z_k < 0 \},
\]
where \( z := x - \tau [\nabla f(x) + \sum y W_{mn} \nabla G_{mn}(x)] \). Define
\[
\Theta := [\xi_1^M \circ \xi_1^M, \xi_2^M \circ \xi_2^M, \ldots, \xi_N^M \circ \xi_N^M]^T \in \mathbb{R}^{K \times MN},
\]
\[
\mathcal{I}(\mathcal{V}) := \{ i \in \{1, 2, \ldots, MN \} : i = m + (n - 1)M, \ \forall (m, n) \in \mathcal{V} \}.
\]
As \( G_{mn}(x) = (1/2)(\xi_m^m \circ \xi_n^m, x \circ x) - b \), one can obtain
\[
\nabla_y G(x) = D(x)\Theta_{\mathcal{I}(\mathcal{V})}.
\]
Moreover, any \( H = [P \ Q \ 0] \in \partial \varphi(w, \mathcal{V}) \) takes the form of
\[
P = \begin{bmatrix}
P_{T_+T_+}, & 0 & 0 \\
0 & P_{T_0T_0}(t) & 0 \\
0 & 0 & I_{|T^-_1|}
\end{bmatrix}, \quad Q = \begin{bmatrix}
\tau D(x_{T_+})\Theta_{T_+}, & 0 \\
0 & \tau D(t \circ x_{T_0})\Theta_{T_0}, & 0 \\
0 & 0 & 0
\end{bmatrix},
\]
\[
P_{T_+T_+} = \tau D(\Theta_{T_+}, \mathcal{I}(\mathcal{V}) \text{vec}(W_{\mathcal{V}})),
\]
\[
P_{T_0T_0}(t) = D \left( 1 - t + \tau t \circ [\Theta_{T_0}, \mathcal{I}(\mathcal{V}) \text{vec}(W_{\mathcal{V}})] + \lambda I \right),
\]
where \( t \in [0, 1] \subset \mathbb{R}^{|T_0|} \). Based on these calculations, we have the following corollary.

**Corollary 2.** Let \( w^* \) be a \( \tau \)-stationary point of problem (SC0) in the case of model (90) and \( z^* := x^* + \tau [1 - D(x^*) \Theta_{[\mathcal{I}(\mathcal{V}), \mathcal{I}(\mathcal{V})]} \text{vec}(W_{\mathcal{V}})] \) with \( T^*_+ := \{ k \in \mathcal{K} : z^*_k > 0 \} \). Suppose \( \Theta_{T^*_+, \mathcal{I}(\mathcal{V})} \) is full column rank. Then in a neighborhood of \( w^* \), Assumption 2 holds and Algorithm 1 converges to \( w^* \) quadratically.

**Proof** As \( f(x) = -(1, x) + (\lambda/2)\|x\|^2, G_{mn}(x), (m, n) \in \mathcal{M} \times \mathcal{N}, \) and \( \Pi_0 \) are all strongly semismooth, \( \varphi(\cdot; \mathcal{V}) \) is strongly semismooth. Therefore, we only need to verify the nonsingularity of the matrix in (85) for any \( \mathcal{V} \subseteq \mathcal{V}_s \) and any \( H = \partial \varphi(w^*; \mathcal{V}) \). By the definition of \( T^*_+ \), we have \( x^*_{T^*_+} > 0 \) and \( x^*_{T^*_-} = 0 \) due to \( x^* = \max \{0, z^*\} \) from (60). Hence the matrix in (85) reduces to
\[
\begin{bmatrix}
P^*_{T^*_+T^*_+}, & 0 & 0 & \tau D(x^*_{T^*_+})\Theta_{T^*_+}, & 0 \\
0 & P^*_{T^*_0T^*_0}(t) & 0 & 0 \\
0 & 0 & I_{|T^-_1|} & 0 \\
(D(x^*_{T^*_+})\Theta_{T^*_+}, & 0 & 0 & 0
\end{bmatrix}^T,
\]
where \( P^*_{T^*_+T^*_+} := \tau D(\Theta_{T^*_+, \mathcal{I}(\mathcal{V})} \text{vec}(W_{\mathcal{V}}) + \lambda I) \), \( P^*_{T^*_0T^*_0}(t) := D(1 - t + \tau t \circ \Theta_{T^*_0, \mathcal{I}(\mathcal{V})} \text{vec}(W_{\mathcal{V}}) + \lambda I) \), and \( T^*_0 := \{ k \in \mathcal{K} : z^*_k = 0\}, T^*_- := \{ k \in \mathcal{K} : z^*_k < 0\} \). It follows from (60) and (23) that \( W^* \geq 0 \), resulting in the positive definiteness of two diagonal matrices \( P^*_{T^*_+T^*_+} \) and \( P^*_{T^*_0T^*_0}(t) \). With the help of the full column rankness of \( \Theta_{T^*_+, \mathcal{I}(\mathcal{V})} \), its sub-matrix \( \Theta_{T^*_+, \mathcal{I}(\mathcal{V})} \) is full column rank for any \( \mathcal{V} \subseteq \mathcal{V}_s \), leading to the nonsingularity of the above matrix. The remaining proof follows Theorem 5. \( \square \)

### 6.2. Implementations

The parameters for SNSCO are set as follows: \( \max \{ \tau I \} = 10^5, \tau I = 10^{-6}MN, \rho = 100, \mu = 0.125, \nu = 0.9995, \gamma = 1 \) if \( s = 1 \) and \( \gamma = 1 + 2/s \) if \( s > 1 \), \( \pi = 0.5 \), and \( W^0 = 50 \cdot 1 \). In addition, we set \( s = \lfloor \alpha N \rfloor \) where \( \alpha \) is chosen from \( \{0.01, 0.05, 0.1\} \). To observe the impact of starting points on the proposed algorithm, we use three choices of \( x^0 \) when solving (90) with \( (K, M, N) = (10, 1, 100) \). The three starting points are presented in Fig. 1, where \( \zeta \) has entries randomly sampled from \( [0, 1] \). It can be seen from that all error \( \| F(w^*; U_{T^{(i)}_0}) \| \) declines quickly once the iteration surpasses a certain threshold, demonstrating a fast convergence rate as stated by Corollary 2. Since \( x^0 = 1 \) appears to yield the best overall performance, we fix this initialization for all subsequent numerical experiments.
6.3. Benchmarks  We will compare SNSCO with an NLP algorithm developed in [48], two algorithms proposed in [1]: regularized algorithm with a convex start (RegAC) and relaxed algorithm (RelA), and GUROBI. All algorithms use the same initial point, $x^0 = 1$. Other relevant parameters and implementations are described as follows:

- For GUROBI, we employ it to solve problem \((BIP)\). However, it is challenging for GUROBI to operate the constraints in \(D(y)\). So we replace it with the so-called “big-M” constraints,

\[
\{ x \in \mathbb{R}^K : G_{mn}(x) \leq (1 - y_n)M_n, \ \forall \ m \in M, \ n \in \mathcal{N} \},
\]

where $M_n, n \in \mathcal{N}$ are big positive scalars. “Big-M” constraints has been widely used in [2, 55, 38]. This value significantly impacts the computational speed of GUROBI, and a tighter bound of $M_n$ may lead to a better result [55, 1]. Therefore, we set $M_n$ using three different choices. Moreover, similar to [48] to avoid too long computational time, we set a time limit, namely, we terminate GUROBI if the consumed time exceeds 10 minutes. Overall, we include three following variants of GUROBI in the numerical comparison:

- GUROBI10\(^2\): GUROBI under $M_n = 10^2$ for any $n \in \mathcal{N}$;
- GUROBI10\(^3\): GUROBI under $M_n = 10^3$ for any $n \in \mathcal{N}$;
- GUROBI10\(^4\): GUROBI under $M_n = 10^4$ for any $n \in \mathcal{N}$.

- For NLP, there is an approximation parameter $\epsilon$ that has a big influence on the solution quality. As suggested by [48], this parameter should be adaptively updated by a binary search algorithm.
However, we adopt a more effective continuation approach as follows: First, initialize $P$ values of $\{\epsilon_1, \epsilon_2, \ldots, \epsilon_P\}$ and denote $x(\epsilon)=x^0$. Then for each step $t=1, 2, 3, \ldots, P$, under $\epsilon_t$ and initial point $x(\epsilon)$, we employ NLP to solve the problem to obtain a solution $x^{t+1}$ and denote $x(\epsilon_{t+1}) := x^t$ which is used for step $t+1$. Finally, we pick the best solution in terms of the lowest objective function values, namely, $(x^{\text{best}}, \epsilon^{\text{best}}) = \arg\min\{f(x(\epsilon_1)), \ldots, f(x(\epsilon_P))\}$. This approach is known as the algorithm with continuation [41, 22, 31, 1]. Therefore, we denote NLP with continuation by NLP and report the results of the following two algorithms:

- **NLP**: NLP with continuation, where $\epsilon_1 = 0.1, \epsilon_P = 0.001$, and $\epsilon_t + 1 = \epsilon_t / (\epsilon_t / \epsilon_1)^{1/(P-1)}$. To accelerate the computation, we set $P = 20$ if $M = 1$ and $P = 10$ otherwise.

- **NLP**: NLP under the best approximation parameter, i.e., $\epsilon^{\text{best}}$ selected by NLP.

- **SNSCO**: our main theory involves a parameter $\tau$, which plays a critical role in deciding the solution quality. Similar to NLP, we set a series of values of $\tau$. However, differing from NLP using $x(\epsilon_{t+1}) = x^t$ as the initial point for next step $t+1$, we always use $(x^t, W^0)$ as the initial point for each $\tau$. Overall, we report the results of the following algorithms:

  - **SNSCOC**: SNSCO with continuation. We let $\tau_1 = 0.5, \tau_P = 1.75$, and $\tau_t + 1 = \tau_t / (\tau_P / \tau_1)^{1/(P-1)}$, and set $P = 25$ if $\alpha = 0.01$ and $P = 50$ otherwise.

  - **SNSCO**: SNSCO with continuation, where $\tau$ selected by SNSCOC.

In the sequel, we choose $\alpha \in \{0.01, 0.05, 0.10\}$. For each fixed combination of ($\alpha, K, N, M$), we run 20 trials and record two metrics: objective function value $f(x)$ and computational time in seconds. Each reported factor represents the median of 20 values.

### 6.4. Single CCP with i.i.d. data

We first employ all algorithms to solve problem (90) with $M = 1$ and i.i.d. standard normal random variables $\xi_k^m, m \in \mathcal{M}, k \in \mathcal{K}$. We have also tested all algorithms to solve problems with non-i.i.d. random variables $\xi_k^m$, but omitted the comparison results as they are similar to these for i.i.d. cases.

| Table 1. Effect of $K$ for the single CCP with $N = 100$ and $K \in \{10, 30, 50\}$. |
|---|---|---|---|---|---|---|---|---|
| $K$ | 10 | 30 | 50 | 10 | 30 | 50 | 10 | 30 | 50 |
| **f(x)** | | | | | | | | | |
| GuroBI10$^2$ | -5.281 | -10.821 | -14.462 | -5.781 | -11.380 | -15.112 | -6.206 | -11.765 | -15.553 |
| GuroBI10$^3$ | -5.281 | -10.821 | -14.462 | -5.781 | -11.380 | -15.112 | -6.206 | -11.765 | -15.553 |
| GuroBI10$^4$ | -5.281 | -10.821 | -14.462 | -5.781 | -11.380 | -15.112 | -6.206 | -11.765 | -15.553 |
| RegAC | -5.281 | -10.821 | -14.462 | -5.781 | -11.380 | -15.112 | -6.206 | -11.765 | -15.553 |
| RelA | -5.281 | -10.821 | -14.462 | -5.781 | -11.380 | -15.112 | -6.206 | -11.765 | -15.553 |
| NLP | -5.145 | -10.814 | -14.427 | -5.744 | -11.326 | -14.972 | -6.182 | -11.693 | -15.475 |
| NLP | -5.145 | -10.814 | -14.427 | -5.744 | -11.326 | -14.972 | -6.182 | -11.693 | -15.475 |
| SNSCOC | -5.281 | -10.821 | -14.462 | -5.781 | -11.348 | -15.112 | -6.193 | -11.765 | -15.553 |
| SNSCO | -5.281 | -10.821 | -14.462 | -5.781 | -11.348 | -15.112 | -6.193 | -11.765 | -15.553 |

| Time (seconds) | | | | | | | | | |
|---|---|---|---|---|---|---|---|---|
| GuroBI10$^2$ | 0.329 | 0.417 | 0.436 | 0.658 | 0.626 | 0.641 | 2.084 | 5.488 | 14.17 |
| GuroBI10$^3$ | 0.288 | 0.351 | 0.306 | 0.624 | 0.565 | 0.600 | 1.429 | 1.551 | 9.417 |
| GuroBI10$^4$ | 0.197 | 0.261 | 0.298 | 0.516 | 0.879 | 0.692 | 0.975 | 5.153 | 8.891 |
| RegAC | 0.230 | 0.561 | 0.825 | 0.381 | 0.945 | 1.224 | 0.651 | 1.528 | 1.671 |
| RelA | 0.086 | 0.301 | 0.466 | 0.172 | 0.558 | 0.847 | 0.365 | 0.792 | 1.162 |
| NLP | 0.750 | 1.026 | 1.038 | 0.837 | 1.128 | 0.525 | 0.801 | 0.999 | 0.429 |
| SNSCOC | 0.210 | 0.197 | 0.248 | 0.086 | 0.222 | 0.423 | 0.123 | 0.312 | 0.204 |
| SNSCO | 0.005 | 0.012 | 0.004 | 0.002 | 0.003 | 0.004 | 0.002 | 0.005 | 0.004 |
a) Effect of $K$. To see this, we fix $N = 100$ and choose $K \in \{10, 30, 50\}$. Results are reported in Table 1. Concerning objective function values, GUROBI always obtains the lowest ones, followed by SNSCO and RegAC. In contrast, RelA delivers the worst results. As for the computational speed, under the best choice of parameters $\epsilon$ and $\tau$, both SNSCO and NLP run much faster than the other algorithms. Without these best choices, SNSCO is the winner.

b) Effect of $N$. To observe this effect, by fixing $K = 10$, we select $N \in \{200, 600, 1000\}$ and present the relevant results in Table 2, where symbol '--' means that we do not report the results for RegAC as it consumes a long time to solve the problem when $N = 1000$. In terms of solution quality, GUROBI and SNSCO achieve the lowest objective function values, followed by RegAC and NLP. Regarding computational speed, SNSCO and NLP always run the fastest. Three GUROBI algorithms cost about 600 seconds when $N \geq 600$ and $\alpha = 0.1$ since they reach the maximal time limit (i.e., 10 minutes). We note that when $N = 1000$ and $\alpha = 0.1$, SNSCO generates slightly better solutions.
Table 4. Effect of $K$ for the joint CCP with $M = 10, N = 100$ and $K \in \{10, 20, 30\}$. 

| $K$ | $\alpha = 0.01$ | $\alpha = 0.05$ | $\alpha = 0.10$ |
|-----|----------------|----------------|----------------|
|     | $f(x)$          |                |                |
|     | 10   | 20   | 30   | 10   | 20   | 30   | 10   | 20   | 30   |
| GUBOI$10^2$ | -4.199 | -6.778 | -8.947 | -4.539 | -7.122 | -9.264 | -4.699 | -7.356 | -9.454 |
| GUBOI$10^3$ | -4.199 | -6.778 | -8.947 | -4.539 | -7.122 | -9.264 | -4.699 | -7.356 | -9.454 |
| GUBOI$10^4$ | -4.199 | -6.778 | -8.947 | -4.539 | -7.122 | -9.264 | -4.699 | -7.356 | -9.454 |
| NLPC       | -4.141 | -6.775 | -8.898 | -4.527 | -7.000 | -9.211 | -4.631 | -7.312 | -9.380 |
| NLP        | -4.141 | -6.775 | -8.898 | -4.527 | -7.000 | -9.211 | -4.631 | -7.312 | -9.380 |
| SNSCO      | -4.199 | -6.778 | -8.947 | -4.539 | -7.122 | -9.264 | -4.699 | -7.356 | -9.454 |
| SNSCO      | -4.199 | -6.778 | -8.947 | -4.539 | -7.122 | -9.264 | -4.699 | -7.356 | -9.454 |

than GUBOI as the latter reaches the maximal time limit without obtaining optimal solutions. This indicates that SNSCO is more advantageous for large scale computation compared to GUBOI. Such as assertion is supported by the results in Table 3, where SNSCO produces the lowest objective values and runs the fastest among all algorithms.

6.5. Joint CCP with non i.i.d. data In the subsequent numerical experiments, we compare all algorithms for solving the joint CCP (namely, $M > 1$), but exclude RegAC and RelA as they were designed to address the single CCP. Moreover, to test the algorithms solving problems with more complicated instances, we now employ them to solve (90) with non i.i.d. standard normal random variables $\xi_m, m \in M, k \in K$. In this scenario, the optimal solution to (90) remains elusive, and $x^{\text{opt}}$ as defined in (91) is no longer valid. We adopt the data generation from [29], that is, $\xi_k, m \in M, k \in K$ are normal random variables with mean $k/K$ and variance 1, and $\text{Cov}(\xi_k, \xi_{k'}) = 0.5$ for if $m \neq m' \in M$ and $\text{Cov}(\xi_k, \xi_{k'}) = 0$ if $k \neq k'$ for any $m, m' \in M$ and $k, k' \in K$.

c) Effect of $K$. We set $(M, N) = (10, 100)$ and vary $K$ among $\{10, 20, 30\}$. In these experiments, we opt for smaller values of $K$ due to the considerable time required by NLPC to solve the problem when $K > 30$ and $\alpha \geq 0.05$. Table 4 illustrates that the three GUBOI solvers and two SNSCO algorithms yield the lowest objective function values. Regarding computational speed, NLPC consumes quite a long time when $K$ gets increased. Once again, SNSCO runs much faster than the others.

d) Effect of $N$. We select $N \in \{200, 600, 1000\}$ while fixing $K = 10$ and $M = 10$. The data are summarized in Table 5. When $\alpha \geq 0.05$ and $N \geq 600$, three GUBOI solvers always reach the maximal time limit and thus produce slightly worse solutions than those of SNSCO. Taking the case of $(\alpha, N) = (0.1, 1000)$ as an instance, SNSCO spends 0.069 seconds solving the problem, while NLP and GUBOI need 1.797 and 600 seconds, respectively. These results highlight the efficiency of SNSCO in handling problems with large-scale samples $N$.

e) Effect of $M$. By fixing $(K, N) = (10, 100)$ and choosing $M \in \{20, 40, 60\}$, we obtain the results in Table 6. Three GUBOI solvers and two SNSCO algorithms obtain identical objective function values. Meanwhile, two NLP algorithms achieve values close to the optimal ones. In terms of computational efficiency, SNSCO runs the fastest, and NLP is the runner-up.
Table 5. Effect of $N$ for the joint CCP with $K = 10, M = 10$ and $N \in \{200, 600, 1000\}$.

| N   | $\alpha = 0.01$ |       | $\alpha = 0.05$ |       | $\alpha = 0.10$ |       |
|-----|-----------------|-------|-----------------|-------|-----------------|-------|
|     | 200             | 600   | 1000            |       | 200             | 600   | 1000            |       | 200             | 600   | 1000            |       |
| GUROBI0^2 | -4.198          | -4.075 | -4.053          |       | -4.482          | -4.408 | -4.405          |       | -4.654          | -4.606 | -4.591          |       |
| GUROBI0^3 | -4.198          | -4.075 | -4.053          |       | -4.482          | -4.407 | -4.406          |       | -4.654          | -4.594 | -4.593          |       |
| GUROBI0^4 | -4.198          | -4.075 | -4.053          |       | -4.482          | -4.408 | -4.406          |       | -4.654          | -4.609 | -4.587          |       |
| NLP   | -4.181          | -4.052 | -4.026          |       | -4.457          | -4.383 | -4.391          |       | -4.619          | -4.569 | -4.579          |       |
| SNDCOC| -4.198          | -4.075 | -4.053          |       | -4.475          | -4.404 | -4.406          |       | -4.652          | -4.606 | -4.593          |       |
| SNSCO | -4.198          | -4.075 | -4.053          |       | -4.475          | -4.404 | -4.406          |       | -4.652          | -4.606 | -4.593          |       |

Time (seconds)

| $\alpha = 0.01$ |       | $\alpha = 0.05$ |       | $\alpha = 0.10$ |       |
|-----|-------|-----------------|-------|-----------------|-------|
| GUROBI0^2 | 1.552 | 13.97           | 73.27 | 11.18           | 526.2 | 600.3           |       | 37.14           | 600.3 | 600.3           |       |
| GUROBI0^3 | 1.489 | 10.82           | 53.48 | 11.89           | 600.2 | 600.3           |       | 36.22           | 600.3 | 600.4           |       |
| GUROBI0^4 | 1.471 | 10.46           | 112.8 | 10.96           | 600.3 | 600.4           |       | 61.10           | 600.3 | 600.4           |       |
| NLP   | 14.51 | 17.08           | 51.00 | 13.82           | 23.68 | 41.92           |       | 10.52           | 28.65 | 30.67           |       |
| SNDCOC| 0.358 | 0.812           | 1.235 | 0.673           | 3.186 | 5.119           |       | 0.750           | 4.324 | 6.177           |       |
| SNSCO | 0.016 | 0.022           | 0.042 | 0.010           | 0.051 | 0.042           |       | 0.014           | 0.065 | 0.069           |       |

Table 6. Effect of $M$ for the joint CCP with $K = 10, N = 100$ and $M \in \{20, 60, 100\}$.

| $\alpha = 0.01$ |       | $\alpha = 0.05$ |       | $\alpha = 0.10$ |       |
|-----|-------|-----------------|-------|-----------------|-------|
| $\alpha = 0.01$ |       | $\alpha = 0.05$ |       | $\alpha = 0.10$ |       |
| M   | 20    | 60   | 100 | 20    | 60   | 100 | 20    | 60   | 100 |
|-----|-------|-------|-----|-------|-------|-----|-------|-------|-----|
| GUROBI0^2 | -4.139 | -3.888 | -3.868 |       | -4.355 | -4.107 | -4.057 |       | -4.503 | -4.284 | -4.199 |       |
| GUROBI0^3 | -4.139 | -3.888 | -3.868 |       | -4.355 | -4.107 | -4.057 |       | -4.503 | -4.284 | -4.199 |       |
| GUROBI0^4 | -4.139 | -3.888 | -3.868 |       | -4.355 | -4.107 | -4.057 |       | -4.503 | -4.284 | -4.199 |       |
| NLP   | -4.137 | -3.835 | -3.856 |       | -4.286 | -4.077 | -4.033 |       | -4.447 | -4.226 | -4.156 |       |
| SNDCOC| -4.139 | -3.888 | -3.868 |       | -4.355 | -4.107 | -4.057 |       | -4.503 | -4.284 | -4.199 |       |
| SNSCO | -4.139 | -3.888 | -3.868 |       | -4.355 | -4.107 | -4.057 |       | -4.503 | -4.284 | -4.199 |       |

Time (seconds)

| $\alpha = 0.01$ |       | $\alpha = 0.05$ |       | $\alpha = 0.10$ |       |
|-----|-------|-------|-----|-------|-------|-----|-------|-------|-----|
| GUROBI0^2 | 1.027 | 2.557 | 4.716 |       | 2.775 | 5.441 | 9.024 |       | 9.009 | 22.66 | 17.73 |       |
| GUROBI0^3 | 0.995 | 2.792 | 4.993 |       | 2.762 | 7.318 | 9.649 |       | 9.363 | 30.22 | 18.23 |       |
| GUROBI0^4 | 1.038 | 2.579 | 4.541 |       | 3.999 | 8.148 | 14.81 |       | 9.440 | 27.06 | 115.4 |       |
| NLP   | 16.54 | 18.56 | 19.44 |       | 15.65 | 15.83 | 25.10 |       | 13.80 | 13.86 | 24.24 |       |
| SNDCOC| 0.354 | 0.479 | 0.708 |       | 0.530 | 0.474 | 1.109 |       | 0.402 | 0.633 | 0.789 |       |
| SNSCO | 0.017 | 0.027 | 0.037 |       | 0.008 | 0.023 | 0.023 |       | 0.014 | 0.082 | 0.042 |       |

7. Conclusion The $0/1$ loss function ideally characterizes the constraints of SAA. However, due to its discontinuous nature, it has impeded the development of numerical algorithms for solving SAA for a long time. In this paper, we studied a general $0/1$ constrained optimization problem, directly applicable to addressing SAA. One key factor contributing to this success was the derivation of the normal cone to the feasible set. Another crucial factor was the establishment of the $\tau$-stationary equations, a type of optimality condition that enables us to leverage the semismooth Newton-type method. The theorems regarding the optimality and the algorithm can be extended to encompass a broader case. For instance, we could incorporate additional equality or inequality
Appendix. Proof of Lemma 2

Proof a) Let $\Gamma_+, \Gamma_-$, and $\Gamma_0$ be defined for $Z^*$, while let $\Gamma_+, \Gamma_-, \Gamma_0$ be defined for $\Lambda$ as

\begin{align*}
\Gamma_+ &= \{ n \in \mathcal{N} : \Lambda_{mn}^{\text{max}} > 0 \}, \\
\Gamma_- &= \{ n \in \mathcal{N} : \Lambda_{mn}^{\text{max}} < 0 \}, \\
\Gamma_0 &= \{ n \in \mathcal{N} : \Lambda_{mn}^{\text{max}} = 0 \}.
\end{align*}

Similar to (17), let $\Gamma_s \subseteq \Gamma_+$ extract $s$ indices in $\Gamma_+$ that correspond to the first $s$ largest elements in $\{ \| \Lambda_{mn}^{\text{max}} \| : n \in \Gamma_+ \}$. Moreover, we define $\mathcal{V}_s$ as (52) and $\mathcal{V}$ as

\[ \mathcal{V} := U_T = \{ (m, n) : \Lambda_{mn} \geq 0, n \in T \}, \quad T \in \mathcal{T}(\Lambda, s). \]

It follows from (73) that a $\tau$-stationary point $w^*$ satisfies $\Gamma_0^* \in \mathcal{T}(\Lambda^*; s)$, $U_{T_0^*} = \mathcal{V}_s$, and

\[ \varphi(w^*, \mathcal{V}_s) = 0, \quad Z_{\mathcal{V}_s} = 0, \quad W_{\mathcal{V}_s} = 0. \]

Consider any $w \in \mathbb{N}(w^*, \eta_s) =: \mathbb{N}^*$ with a sufficiently small radius $\eta_s > 0$. For such $w$, we define $Z$ and $\Lambda$ by (69) and $\mathcal{V} = U_T$ by (93). To show (84), we need to prove

\[ \varphi(w^*, \mathcal{V}) = 0, \quad Z_{\mathcal{V}} = 0, \quad W_{\mathcal{V}} = 0. \]

In the sequel, we aim to prove

\[ \mathcal{V} \subseteq \mathcal{V}_s, \quad W_{\mathcal{V}_s} = 0. \]

This is because if (96) holds then (95) can be ensured due to $\varphi(w^*, \mathcal{V}) = \varphi(w^*, \mathcal{V}_s) = 0$.

Table 7. Index set decomposition.

| $m \in \mathcal{M}$ | $n \in \mathcal{N}$ | $n \in \Gamma_0$ | $n \in \Gamma_+$ | $n \in \Gamma_-$ |
|----------------|-----------------|-----------------|-----------------|-----------------|
| $(m, n) \in \mathcal{V}_s$ | $Z_{mn}^* = 0$ | $\Lambda_{mn}^* \geq 0$ | $(\Lambda_{mn}^*)_{/n}^{\text{max}} > 0$ | $(\Lambda_{mn}^*)_{/n}^{\text{max}} < 0$ |
| $(m, n) \in \mathcal{V}_-$ | $W_{mn}^* = 0$ | $\Lambda_{mn}^* < 0$ | $(\Lambda_{mn}^*)_{/n}^{\text{max}} > 0$ | $(\Lambda_{mn}^*)_{/n}^{\text{max}} < 0$ |

Suppose there is an index $(m_0, n_0) \in \mathcal{V}$ but $(m_0, n_0) \notin \mathcal{V}_s$. We decompose the entire index set $\mathcal{M} \times \mathcal{N}$ as Table 7, where we used three facts: $\Lambda^* = Z^* + \tau W^*$, (52), and Proposition 2 that

\[ W_{\mathcal{V}_0}^* = 0, \quad 0 \geq Z_{\mathcal{V}_0}^* \perp W_{\mathcal{V}_0}^* \geq 0. \]
Since $\eta > 0$ can be set sufficiently small, $w$ can be close to $w^*$, and so is $A$ to $A^*$, which shows
\[
\forall n \in \Gamma^+_s : \ (Z^*)_m^{\max} = (A^*)_m^{\max} > 0 \implies (A)_m^{\max} > 0,
\]
\[
\forall n \in \Gamma^-_s : \ (Z^*)_m^{\max} = (A^*)_m^{\max} < 0 \implies (A)_m^{\max} < 0.
\] (97)

The definition of $T(A,s)$ in (17) implies $T = \Gamma_0 \cup (\Gamma_+ \setminus \Gamma_s)$ for any given $T \in T(A,s)$. Condition (97) suffices to $\Gamma_s^+ \subseteq \Gamma_s \subseteq \Gamma_s$, and $\Gamma_s^- \subseteq \Gamma_s$. Therefore, we must have $T \subseteq \Gamma_0$. Now combining this condition, Table 7, (93), $(m_0,n_0) \in U = U_T$, and $(m_0,n_0) \notin \mathcal{V}$, we can claim that $(m_0,n_0) \in \mathcal{V}$, thereby resulting in $\Lambda_{m_0n_0}^* < 0$. However, since $A$ is relatively close to $A^*$, we have $\Lambda_{m_0n_0} < 0$, which contradicts to $(m_0,n_0) \in \mathcal{V}$ in (93). So we prove $\mathcal{V} \subseteq \mathcal{V}$, the first condition in (96).

Finally, we prove $W^*_{\mathcal{V}} = 0$. If $\|Z^*\|_0^+ < s$, then $W^* = 0$ by Proposition 2. The conclusion is clearly true. We focus on $\|Z^*\|_0^+ = s$. This indicates $\|Z^*\|_0^+ = s$. Again, by (97), we can derive
\[
\Gamma_s^+ = \Gamma_s, \ \Gamma^-_s \subseteq \Gamma^-_s, \ \Gamma^*_0 \geq T = \Gamma_0 \cup (\Gamma_+ \setminus \Gamma_s).
\] (98)

To show $W^*_{\mathcal{V}} = 0$, we only need to check $W^*_{\mathcal{V}} \setminus \mathcal{V} = 0$ owing to Table 7 and $\mathcal{V} \subseteq \mathcal{V}$. It follows from Table 7 that $W^* \geq 0$. Suppose that there exists $(m_0,n_0) \in \mathcal{V} \setminus \mathcal{V}$ such that $W^*_{m_0n_0} > 0$. This implies $\Lambda_{m_0n_0}^* > 0$ and thus $\Lambda_{m_0n_0} > 0$ because $A$ is close to $A^*$. Then we have $n_0 \notin \Gamma_+$. In addition, suppose $n_0 \in T$, then (93) means $(m_0,n_0) \notin \mathcal{V}$, a contradiction. So $n_0 \notin T$. Overall, $n_0 \in \Gamma_s = \Gamma^*_s$ by (98).

However, $\mathcal{V} \setminus \mathcal{V} \subseteq \mathcal{V}$, we must have $n_0 \in \Gamma^*_s$ due to $(m_0,n_0) \in \mathcal{V}$, which contradicts with $n_0 \in \Gamma^*_s$. Hence, $\mathcal{V} \setminus \mathcal{V} = \emptyset$ and $\mathcal{V} = \mathcal{V}$, there by $W^*_{\mathcal{V}} = 0$ from (94). □
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