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ABSTRACT

Given a unitary representation of a finite group on a finite-dimensional Hilbert space, we show how to find a state whose translates under the group are distinguishable with the highest probability. We apply this to several quantum oracle problems, including the GROUP MULTIPLICATION problem, in which the product of an ordered n-tuple of group elements is to be determined by querying elements of the tuple. For any finite group G, we give an algorithm to find the product of two elements of G with a single quantum query with probability 2/|G|. This generalizes Deutsch’s Algorithm from Z2 to an arbitrary finite group. We further prove that this algorithm is optimal. We also introduce the HIDDEN CONJUGATING ELEMENT PROBLEM, in which the oracle acts by conjugating by an unknown element of the group. We show that for many groups, including dihedral and symmetric groups, the unknown element can be determined with probability 1 using a single quantum query.
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1. Introduction

Given a finite set of states in a finite dimensional Hilbert space, one may wish to find an optimal measurement, i.e., a measurement that distinguishes the states of the set with maximal probability. Indeed, this situation arises near the end of many quantum algorithms, when the system is in one of a finite number of states depending on some unknown or hidden information, and one wishes to determine this information with maximal probability by means of a quantum measurement.

There is an extensive literature on such quantum detection problems [1–7], and in many cases the optimal measurement is known. Of particular interest is the case in which the collection of states is geometrically uniform, meaning that there is a finite group of unitary maps that acts transitively on the collection. When these states are pure, the least-squares measurement (or square-root measurement) is known to distinguish them optimally [7].

One way to obtain a geometrically uniform collection of states is to begin with a finite group of unitary operators, and consider the orbit of a given initial state $|\psi\rangle$ under the group. The various detection theorems then tell us how optimally to distinguish the elements of this orbit. Suppose that we are also given the finite-dimensional Hilbert space $\mathcal{H}$ and the translates of $|\psi\rangle$ so that images of $|\psi\rangle$ under the group action are maximally distinguishable when the optimal measurement is made? This question, which we call **Symmetric Oracle Discrimination**, is the first question that we address in this paper.

We can frame this question more precisely: Let $G$ be a finite group and let $\Theta : G \to GL(V)$ be a unitary representation of $G$ on a finite-dimensional Hilbert space $V$. Assume that an unknown element $g \in G$ is chosen uniformly at random and we wish to find $g$. To do this, we are allowed to chose any initial state $|\psi\rangle \in V$, apply the unitary map $\Theta(g)$ to create the state $|\psi_g\rangle := \Theta(g)|\psi\rangle$, and then apply an arbitrary POVM $\{M_h\}_{h \in G}$. We wish to choose $|\psi\rangle$ and $\{M_h\}_{h \in G}$ to maximize the probability that the unknown $g \in G$ is measured. We may view this as an oracle problem: determine the unknown element $g \in G$ using a single query to an oracle that acts on $V$ by $O_g = \Theta(g)$.

Since for any $|\psi\rangle \in V$, the collection $\{\Theta(g)|\psi\rangle\}$ is geometrically uniform, the optimal measurement for distinguishing these states consists of rank 1 projections $M_h = |\mu_h\rangle\langle\mu_h|$ that sum to the identity [7]. For such a measurement, the probability of measuring $h$ given that $g$ is the chosen element is given by

$$\Pr(h|g) = \text{Tr}(M_h|\psi_g\rangle\langle\psi_g|) = |\langle\mu_h|\psi_g\rangle|^2.$$

Thus our question can be phrased as follows:

**Symmetric Oracle Discrimination.** Given a representation $\Theta : G \to GL(V)$ of a finite group $G$ on a finite-dimensional Hilbert space $V$, determine a state $|\psi\rangle \in V$ and collection $\{\mu_h\}_{h \in G}$ of vectors in $V$ such that

$$\sum_{h \in G} |\mu_h\rangle\langle\mu_h| = I_V,$$

and so that the success probability

$$p_{\text{success}} = \frac{1}{|G|} \sum_{g \in G} |\langle\mu_g|\psi_g\rangle|^2$$

is maximized.

As a first observation, we note that the success probability above is limited by the dimension of the span of the translates of $|\psi\rangle$. Indeed, if we have any $n$ vectors in a Hilbert space which span a subspace of dimension $k$, then a quantum measurement can distinguish among these vectors with probability at most $k/n$ (cf. [8] and Lemma 1 below).

For a given representation $\Theta$, we let $d_\Theta$ denote the maximum over all choices of initial state $|\psi\rangle$ of the dimension of the span of the orbit of $|\psi\rangle$ under the action of $G$. That is,

$$d_\Theta = \max \dim \text{span}\{\Theta(g)|\psi\rangle \mid g \in G\}.$$
The number $d_\Theta$ is the maximal dimension of a cyclic subspace of $V$ and can easily be expressed in terms of the decomposition of $V$ into irreducible representations (see Lemma 2).

It follows that for any representation $\Theta$, we have

$$p_{\text{success}} \leq \frac{d_\Theta}{|G|}.$$ 

One may then ask if for any representation, one can find a state that achieves this dimension bound. An affirmative answer is given by the following theorem.

**Theorem 1.** Given a representation $\Theta : G \to GL(V)$ of a finite group $G$ on a finite-dimensional Hilbert space $V$, there exists a state $|\psi\rangle \in V$ for which **Symmetric Oracle Discrimination** can be solved with probability

$$p_{\text{success}} = \frac{d_\Theta}{|G|}.$$

The construction of an initial state $|\psi\rangle$ that achieves this dimension bound is given during the course of the proof of this theorem (see Propositions 1, 2 and 3 in §2). In fact, in that section we completely characterize the initial states that achieve the dimension bound.

The second question we address in this paper has its roots in one of the first quantum algorithms, Deutsch’s algorithm, which solved the problem of finding the mod 2 sum of two bits $(b_0, b_1)$ using a single quantum query $[9, 10]$. For the purpose of this query, we have a Hilbert space product of 2 elements of $G$ generalizes this result to an arbitrary group elements of $\mathbb{Z}$.

One may naturally generalize this problem to any finite group $G$, abelian or nonabelian. Given an $m$-tuple $(g_0, g_1, \ldots, g_{m-1})$ of elements of $G$, we wish to determine the product $g_0 g_1 \cdots g_{m-1}$ of the group elements in the given order. To set this up as a quantum oracle problem, we take a query register $\mathbb{C}^m$ with basis $\{|j\rangle \mid j = 0, \ldots, m-1\}$ and response register $\mathbb{C}^G$ with basis $\{|g\rangle \mid g \in G\}$ labeled by the elements of $G$. When the $j$th element is queried, the oracle multiplies $g_j$ into the response register. Formally, we have:

**Group Multiplication.** Let $G$ be a finite group. Suppose that an unknown $m$-tuple $(g_0, g_1, \ldots, g_{m-1})$ of elements of $G$ is chosen. Determine the product $g_0 g_1 \cdots g_{m-1}$ of the $m$-tuple using queries to the oracle $O_{(g_0, g_1, \ldots, g_{m-1})}$ that acts on the Hilbert space $V = \mathbb{C}^m \otimes \mathbb{C}^G$ by

$$O_{(g_0, g_1, \ldots, g_{m-1})} : |j, r\rangle \mapsto |j, g_j r\rangle.$$ 

This problem was studied for cyclic groups $G = \mathbb{Z}_k$ in [12]. There it was shown that the sum of $m$ elements of $\mathbb{Z}_k$ can be determined using $t$ queries with probability $\lfloor m/(m-t) \rfloor / k$. In particular, the sum of two elements of $\mathbb{Z}_k$ can be determined with a single quantum query with probability $2/k$. Our next theorem generalizes this result to an arbitrary group $G$.

**Theorem 2.** Let $G$ be a finite group of order $n$. Then there is a single query algorithm for determining the product of 2 elements of $G$ that succeeds with probability $2/n$.

When $G = \mathbb{Z}_2$, we recover the probability 1 algorithm for Deutsch’s problem. In §3, we construct the general algorithm and prove that it is optimal in §4.
In §5 we show how the solution to SYMMETRIC ORACLE DISCRIMINATION can be used to give a representation-theoretic interpretation of several other well-known quantum algorithms. This includes the Bernstein-Vazirani algorithm [15] and van Dam’s algorithm [13] for exactly identifying an unknown bitstring.

In §6 we discuss why the addition of ancilla registers may improve the efficacy of symmetric oracle problems.

§7 introduces a new oracle problem, HIDDEN CONJUGATING ELEMENT PROBLEM, in which we wish to identify a hidden group element acting by conjugation. We see that (permitting ancilla registers), many groups allow identification of the hidden element with probability 1 in a single query. This includes the dihedral and symmetric groups.

2. Symmetric oracle discrimination

In this section, we study SYMMETRIC ORACLE DISCRIMINATION, first proving the dimension bound and then proving Theorem 1, which asserts that for any representation this dimension bound can be achieved. Finally, for a given representation, we establish exactly what choices of initial states give this optimal result.

Before we begin, let us recall the following general fact, which limits the distinguishability of states in terms of the dimension of their linear span (cf. [8], Lemma 6.2):

**Lemma 1.** (General Dimension Bound) Suppose $|\psi_i\rangle$, $i = 1, \ldots, n$ are $n$ pure states that span a space of dimension $k$. Then any measurement to identify $i$ succeeds with probability at most $k/n$.

**Proof.** Let $\rho_i$ be the density matrix corresponding to $|\psi_i\rangle$. Then $\rho_i \leq \Pi_W$, orthogonal projection onto the span of the $n$ states. Hence for any measurement $\{M_i\}$, we have

$$\frac{1}{n} \sum_i \text{Tr}(M_i \rho_i) \leq \frac{1}{n} \sum_i \text{Tr}(M_i \Pi_W) = \frac{1}{n} \text{Tr}(\Pi_W) = \frac{k}{n}.$$

For SYMMETRIC ORACLE DISCRIMINATION, we have a finite group $G$ and a unitary representation $\Theta : G \to GL(V)$, and we are trying to distinguish among the group translates of an initial state $|\psi\rangle \in V$. The space spanned by the orbit of $|\psi\rangle$, namely

$$V_\psi = \text{span}\{\Theta(g)|\psi\rangle \mid g \in G\},$$

is called a cyclic subspace of $V$. Letting $d_\Theta$ denote the largest dimension of any cyclic subspace of $V$,

$$d_\Theta = \max_{|\psi\rangle} \text{dim span}\{\Theta(g)|\psi\rangle \mid g \in G\},$$

we see that Lemma 1 shows that the success probability for SYMMETRIC ORACLE DISCRIMINATION is bounded above by

$$p_{\text{success}} \leq \frac{d_\Theta}{|G|}.$$

We refer to this as the dimension bound for the representation $\Theta$. To understand the dimension bound better, we next give a formula for $d_\Theta$ in terms of the decomposition of $V$ into irreducible representations.

**Lemma 2.** Let $\Theta : G \to GL(V)$ be a finite dimensional representation of a finite group $G$ and let

$$V \cong W_1^{\otimes m_1} \oplus \cdots \oplus W_r^{\otimes m_r}$$

be the decomposition of $V$ into nonisomorphic irreducible representations $W_k$. Let $d_k$ be the dimension of $W_k$ and let $l_k = \min(m_k, d_k)$. Then $d_\Theta$, the maximal dimension of a cyclic subspace of $V$, is given by

$$d_\Theta = \sum_k l_k d_k.$$
Furthermore, in such a cyclic subspace of \( V \), the dimension of the isotypic component corresponding to \( W_k \) is \( d_k l_k \).

**Proof.** We first show that for any \( |\psi\rangle \in V \), the cyclic subspace \( V_\psi \) has dimension at most \( \sum_k l_k d_k \). Since \( V_\psi \) is generated by \( |\psi\rangle \), there is a \( \mathbb{C}^G \)-module homomorphism \( \mathbb{C}^G \to V_\psi \) that is surjective. By Maschke’s Theorem, \( V_\psi \) is a summand of \( \mathbb{C}^G \). Hence for each irreducible \( W_k \) contained in \( V_\psi \), the number \( e_k \) of copies of \( W_k \) satisfies \( e_k \leq d_k \). But since \( V_\psi \) is a submodule of \( V \), we also have \( e_k \leq m_k \). Hence, \( e_k \leq l_k \). It follows that \( \dim V_\psi = \sum e_k d_k \leq \sum l_k d_k \), as desired. Note that equality holds if and only if \( e_k = l_k \) for all \( k \), that is, the dimension of the isotypic component of \( V_\psi \), corresponding to \( W_k \) is \( d_k l_k \) for all \( k \). This establishes the final statement.

Conversely, we must show that there exists a \( |\psi\rangle \in V \) such that the cyclic subspace \( V_\psi \) has dimension exactly \( \sum l_k d_k \). Consider the \( \mathbb{C}^G \)-module \( W = \oplus W_k l_k \). Since \( l_k \leq d_k \), there is a surjective \( \mathbb{C}^G \)-module homomorphism \( \mathbb{C}^G \to W \). Hence, \( W \) is a cyclic \( \mathbb{C}^G \)-module. On the other hand, since \( l_k \leq m_k \), \( W \) is isomorphic to a submodule of \( V \). Thus, \( V \) has a cyclic submodule of dimension \( \dim W = \sum l_k d_k \).

Note that for each irreducible representation \( V_i \) that appears in \( V \), up to \( d_i \) copies of \( V_i \) potentially contribute to the overall success of the algorithm; beyond that, there is no contribution. Thus we may refer to \( l_i = \min\{m_i, d_i\} \) as the number of “usable copies” of \( V_i \).

Having established the dimension bound, we now proceed to the proof of Theorem 1, stated in the Introduction, which asserts that for any representation, the dimension bound can be achieved.

**Definition.** An optimal input for Symmetric Oracle Discrimination is a state \( |\psi\rangle \) for which there exists a measurement distinguishing the symmetric states generated by \( |\psi\rangle \) with optimal success probability, i.e.,

\[
p_{\text{success}} = \frac{d_\Theta}{|G|}.
\]

We begin by characterizing optimal inputs, and then examine the characterization to prove the existence of such states. An immediate simplification is to consider only representations for which \( d_\Theta = \dim V \), since the dimension bound of a representation determines the largest possible subspace in which the measurement problem takes place. Note that if \( d_\Theta = \dim V \), then the analogous equation is satisfied for any subrepresentation of \( V \).

**Proposition 1.** Let \( \Theta : G \to GL(V) \) be a unitary representation on the Hilbert space \( V \) such that \( d_\Theta = \dim V \). Then \( |\psi\rangle \in V \) is an optimal input if and only if

\[
\sum_{g \in G} \Theta(g)|\psi\rangle \langle \psi|\Theta(g^{-1}) = \frac{|G|}{\dim V} I_V.
\]

**Proof.** Let \( |\psi\rangle \) be an arbitrary state. It is well-known that there exists an optimal measurement consisting of symmetric rank-1 projections distinguishing the symmetric states generated by \( |\psi\rangle \), for instance the SRM [4,6,7]. Such a measurement is determined by a single measurement vector \( |\mu\rangle \) satisfying the completeness relation

\[
\sum_{g \in G} \Theta(g)|\mu\rangle \langle \mu|\Theta(g^{-1}) = I
\]

and the success probability of the measurement is

\[
p_{\text{success}} = \frac{1}{|G|} \sum_{g \in G} |\langle \Theta(g)|\psi\rangle \Theta(g)|\mu\rangle|^2 = |\langle \psi|\mu\rangle|^2.
\]
By taking traces in the completeness relation, we see that \( \|\mu\|^2 = \dim V/|G| \). Hence by Cauchy-Schwarz,

\[
    p_{\text{success}} \leq \|\psi\|^2 \|\mu\|^2 = \frac{\dim V}{|G|},
\]

with equality if and only if \( \psi = \lambda \mu \) for some scalar \( \lambda \in \mathbb{C} \).

If this is true, then the completeness relation implies (1). Conversely, if (1) is satisfied then the vector \( |\mu\rangle = \sqrt{\dim V/|G|} |\psi\rangle \) describes a valid symmetric measurement and the success probability is \( \dim V/|G| \).

An interesting corollary to Proposition 1 is SYMMETRIC ORACLE DISCRIMINATION in the case of an irreducible representation.

**Corollary 1.** Let \( \Theta : G \to GL(V) \) be an irreducible representation. Then any choice of initial state is an optimal input.

**Proof.** For any \( |\psi\rangle \in V \), the operator \( \sum_{g \in G} \Theta(g)|\psi\rangle \langle \psi| \Theta(g^{-1}) \) commutes with each \( \Theta(h) \); hence it is a \( \mathbb{C}^G \)-module homomorphism. By Schur’s Lemma, it equals a scalar multiple of the identity, and taking traces yields the correct scalar. By Proposition 1, \( |\psi\rangle \) is optimal for SYMMETRIC ORACLE DISCRIMINATION.

Next we examine the characterization (1). In the following, the symbol \( T_\psi \) denotes the operator \( \sum_{g \in G} \Theta(g)|\psi\rangle \langle \psi| \Theta(g^{-1}) \) for a given \( |\psi\rangle \). Note that \( T_\psi = \frac{|G|}{\dim V} I_V \) if and only if \( T_\psi = \lambda I_V \) for some scalar \( \lambda \in \mathbb{C} \), since the usual trace argument deduces \( \lambda = \frac{|G|}{\dim V} \), so in checking (1) it suffices to show \( T_\psi \) is a scalar multiple of \( I_V \).

We are now ready to prove Theorem 1, which asserts that for any representation, there exists an optimal input for SYMMETRIC ORACLE DISCRIMINATION. We proceed in two steps, first reducing to the case that the representation consists of a single isotypic of irreducible subrepresentations, and then providing a characterization of optimal inputs in such representations that clearly describes the construction of such states.

**Proposition 2.** Let \( \Theta : G \to GL(V) \) be a unitary representation on the Hilbert space \( V \) and let

\[
    V = V_1 \oplus \cdots \oplus V_r \cong m_1 W_1 \oplus \cdots \oplus m_r W_r
\]

be the orthogonal decomposition of \( V \) into its isotypic components \( V_i \cong m_i W_i \) (where \( W_i \) is irreducible). Let \( d_k = \dim W_k \), and assume that \( m_k \leq d_k \) for all \( k = 1, \ldots, r \). Suppose \( |\psi\rangle \) is an arbitrary state and write \( |\psi\rangle = |\psi_1\rangle + \cdots + |\psi_r\rangle \) with respect to the canonical decomposition above.

Then \( |\psi\rangle \) is an optimal input if and only if \( \|\psi_i\|^2 = \frac{\dim V_i}{\dim V} \) and the states \( \sqrt{\frac{\dim V_i}{\dim V}} |\psi_i\rangle \) are optimal inputs with respect to the subrepresentations \( V_i \).

**Proof.** First suppose \( |\psi\rangle \) satisfies (1). This equation is invariant under the orthogonal projection \( \Pi_i \) corresponding to \( V_i \). That is,

\[
    \sum_{g \in G} \Theta(g)|\Pi_i \psi\rangle \langle \Pi_i \psi| \Theta(g^{-1}) = \frac{|G|}{\dim V} I_{V_i}
\]

Taking traces we see \( \|\psi_i\|^2 = \frac{\dim V_i}{\dim V} \), and normalizing the above equation shows that each state \( \sqrt{\frac{\dim V_i}{\dim V}} |\psi_i\rangle \) satisfies (1) with respect to the representation \( V_i \).

Conversely, consider \( |\psi\rangle = |\psi_1\rangle + \cdots + |\psi_r\rangle \) and compute

\[
    T_\psi = \sum_{g \in G} \sum_{i,j=1}^r \Theta(g)|\psi_i\rangle \langle \psi_j| \Theta(g^{-1})
\]
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Since $\sum_{g \in G} \Theta(g)\langle \psi_i | \psi_j \rangle \Theta(g^{-1})$ is a $\mathbb{C}^G$-module homomorphism between $V_j$ and $V_i$, the above reduces to

$$T_\psi = \sum_{i=1}^r \sum_{g \in G} \Theta(g)\langle \psi_i | \psi_i \rangle \Theta(g^{-1})$$

So if each summand here is equal to $\frac{|G|}{\dim V_i}$ (as the conditions imply), we have that $T_\psi = \frac{|G|}{\dim V} I_V$, which is exactly condition (1).

Proposition 2 reduces the question of the existence of optimal inputs for general representations to that of representations with single isotypes of irreducible representations. Thus we tackle this case in the next Proposition to prove Theorem 1.

**Proposition 3.** Let $\Theta : G \to GL(V)$ be a representation on the Hilbert space $V$ such that $V \cong W^\otimes m$ for some irreducible representation $W$. Let $d = \dim W$ and assume that $m \leq d$. Denote by $\alpha_i : W \to V$ the inclusion of $W$ into the $i$th coordinate of $V$. Then a state $|\psi\rangle \in V$ is an optimal input if and only if $|\psi\rangle$ is of the form

$$|\psi\rangle = \frac{1}{\sqrt{m}} \sum_{i=1}^m \alpha_i(|e_i\rangle),$$

where $\{|e_1\rangle, \ldots, |e_m\rangle\}$ is an orthonormal set in $W$.

**Proof.** Let $\pi_i : V \to W$ be the $i$th projection map. We will denote by $\rho$ the representation of $G$ on $W$. As we used in Corollary 1, $T_\psi$ is a $\mathbb{C}^G$-module endomorphism of $V$. Taking a basis of $V$ formed from successive bases of the irreducible components and applying Schur’s Lemma, we can write $T_\psi$ as a block matrix whose $(i,j)$th component matrix is a scalar times the identity. Let $|e_i\rangle = \pi_i(|\psi\rangle)$ so $|\psi\rangle = \sum_{i=1}^m \alpha_i(|e_i\rangle)$. Then noting that the $(i,j)$th component of $T_\psi$ is $\pi_i T_\psi \alpha_j$, we compute

$$\pi_i T_\psi \alpha_j = \pi_i \sum_{g \in G} \sum_{s,t=1}^m \Theta(g)\langle \alpha_s|e_s\rangle \langle \alpha_t e_t| \Theta(g)^{-1} \alpha_j$$

Since $\pi_i$ and $\alpha_j$ are $\mathbb{C}G$-module homomorphisms, this becomes

$$\pi_i T_\psi \alpha_j = \sum_{g \in G} \rho_g |e_i\rangle \langle e_j | \rho_g^{-1}$$

where we used that $\pi_i \alpha_s = \delta_{i,s} I_W$ and $\langle \alpha_t e_t| \alpha_j = \delta_{i,j} \langle e_j |$. Now this component must be a scalar multiple of $I_W$, and taking traces we see that the scalar is $\frac{|G|}{\dim V} \langle \alpha_i |e_i\rangle \langle e_j |$. This means exactly that the $\{|e_1\rangle, \ldots, |e_m\rangle\}$ form an orthogonal set of vectors in $V$ of length $\sqrt{\frac{|G|}{m}}$. Now if the equation $T_\psi = \lambda I_V$ holds then taking traces we see $\lambda = \frac{|G|}{m}$. Hence rescaling the vectors $\{|e_1\rangle, \ldots, |e_m\rangle\}$ gives us the needed decomposition of $|\psi\rangle$.

This concludes the proof of Theorem 1, since we may construct an optimal input from an orthogonal invariant decomposition of the representation and a choice of orthonormal states in each irreducible isotype: in each canonical summand an optimal state is constructed as in Proposition 3, and scalar weights are assigned to each of these according to Proposition 2 to produce the final state. For optimality, the weights must have norm squared proportional to the dimension of the summand, but otherwise the relative phases are irrelevant. In fact, we have characterized optimal inputs as those states arising from all such constructions. The construction is used explicitly in Lemma 3 below.
3. Quantum Group Multiplication

In this section we prove Theorem 2, giving a single-query quantum algorithm for multiplying two elements of a group $G$ with probability $\frac{2}{|G|^2}$.

Before beginning the proof of Theorem 2, we make an observation about our solution to the SYMMETRIC ORACLE DISCRIMINATION problem given in the previous section. For that problem, we have constructed an optimal initial state and measurement, and we know the probability of measuring the correct element $g \in G$. It turns out that it is also useful to know the probability of measuring some other element $h$ given the the correct element is $g$. The following lemma gives a formula of this probability.

**Lemma 3.** Let $G$ be a finite group of order $n$ and let $V$ be a representation of $G$. Assume that when $V$ is written as a direct sum of irreducible representations, each irreducible $V_k$ appearing in the decomposition appears exactly $d_k = \dim V_k$ times. (We leave open the possibility that some irreps do not appear at all in the decomposition.) Let $|\psi\rangle$ be an optimal input, with $\mu = \sqrt{\dim V / |G|} |\psi\rangle$ describing the optimal symmetric measurement. Then $P(h|g)$, the probability of measuring $h$ when the chosen element is actually $g$ is given by

$$P(h|g) = \frac{1}{\dim V |G|} |\chi_V(h^{-1}g)|^2 = \frac{1}{\dim V |G|} \left| \sum_k d_k \chi_k(h^{-1}g) \right|^2,$$

where $\chi_k$ is the irreducible character corresponding to $V_k$.

**Proof.** First note that if $\Theta$ denotes the given representation of $G$ on $V$, then it follows that $d_{\Theta} = \dim V = \sum d_k^2$. Recall the measurements vectors determined by $\mu$ are $\mu_k = \Theta(h) \mu$. Hence

$$P(h|g) = |\langle \mu_k | \psi_g \rangle|^2 = \frac{d_{\Theta}}{|G|} |\langle \psi_h | \psi_g \rangle|^2 = \frac{d_{\Theta}}{|G|} |\langle \psi | \Theta(h^{-1}g) \psi \rangle|^2.$$

To examine this more carefully, we describe $|\psi\rangle$ according to the construction outlined in Propositions 2 and 3. Fix an orthogonal decomposition of $V$ into irreducibles with sections $\alpha_{k,i}$ including the $i$th copy of $V_k$ into $V$ and similarly projections $\pi_{k,i} : V \to V_k$. By Propositions 2 and 3, in each $V_k$ the vectors $\{e_{k,i} := \sqrt{\frac{d_k}{d_{\Theta}}} \pi_{k,i}(\psi)\}_{i=1}^{d_k}$ form an orthonormal basis. We denote $f_{k,i} = \alpha_{k,i}(e_{k,i})$ so that $|\psi\rangle = \sum_{k,i} \sqrt{\frac{d_k}{d_{\Theta}}} f_{k,i}$.

Finally let $q = h^{-1}g$. Then we obtain

$$P(h|g) = \frac{1}{d_{\Theta} |G|} \left| \sum_{k,i,k',i'} \sqrt{d_k d_{k'}} \langle f_{k',i'} | \Theta(q) f_{k,i} \rangle \right|^2.$$

Since $f_{k,i}$ lives in the $i$th copy of $V_k$ in $V$, which is an invariant subspace, every term in the above sum vanishes unless $k = k'$ and $i = i'$. Thus we obtain

$$P(h|g) = \frac{1}{d_{\Theta} |G|} \left| \sum_{k,i} d_k \langle f_{k,i} | \Theta(q) f_{k,i} \rangle \right|^2.$$

Letting $\rho_k : G \to GL(V_k)$ be the irreducible representation of $G$ on $V_k$, we see that $\alpha_{k,i}$ commutes with the action of $G$; that is, $\Theta(g) \circ \alpha_{k,i} = \alpha_{k,i} \circ \rho_k(g)$. Hence the above inner products may be computed in $V_k$ as

$$P(h|g) = \frac{1}{d_{\Theta} |G|} \left| \sum_{k,i} d_k \langle e_{k,i} | \rho_k(q) e_{k,i} \rangle \right|^2.$$

For each $k$, $\{e_{k,1}, \ldots, e_{k,d_k}\}$ is an orthonormal basis of $V_k$. Hence the above sum computes the trace $\chi_k(q)$ of $\rho_k(q)$. That is, we obtain

$$P(h|g) = \frac{1}{d_{\Theta} |G|} \left| \sum_k d_k \chi_k(q) \right|^2.$$


We now prove Theorem 2. We wish to determine the product of two elements \( g_0, g_1 \in G \) assuming access to an oracle \( O_{g_0, g_1} \), which acts on \( W = \mathbb{C}^2 \otimes \mathbb{C}^G \) by
\[
O_{g_0, g_1} : |i, s\rangle \mapsto |i, g_0 g_1 s\rangle.
\]
This defines an representation of the group \( G \times G \) on \( W \). The representation decomposes into two invariant subspaces:
\[
W = |0\rangle \otimes \mathbb{C}^G \oplus |1\rangle \otimes \mathbb{C}^G,
\]
and each of these two subspaces decomposes like the regular representation of \( G \), with \( |0\rangle \otimes \mathbb{C}^G \) containing \( d_i \) copies of the irreducible representation \( V_i \) where the left factor of \( G \times G \) is acting, and \( |1\rangle \otimes \mathbb{C}^G \) containing \( d_i \) copies of the irreducible representation \( V_i' \) where the right factor of \( G \times G \) is acting. Note that there are two copies of the trivial representation of \( G \times G \), but otherwise the \( V_i \) and \( V_i' \) are non-isomorphic as representations of \( G \times G \).

Throw away the two copies of the trivial representation, and call the remaining space \( V \). We then have \( \dim V = 2(n-1) \), and \( V \) decomposes as \( d_i \) copies of the \( V_i \) and \( d_i \) copies of \( V_i' \). We apply Lemma 3 to this situation to find:
\[
P((h_0, h_1)|(g_0, g_1)) = \frac{1}{2(n-1)n^2} \sum_i d_i \chi_i(h_0^{-1}g_0) + \sum_i d_i \chi_i(h_1^{-1}g_1)^2,
\]
where the sums are taken over all nontrivial irreducible characters of \( G \). Using column orthogonality, this simplifies to
\[
P((h_0, h_1)|(g_0, g_1)) = \frac{1}{2(n-1)n^2} (tn - 2)^2,
\]
where \( t \in \{0, 1, 2\} \) counts the number of \( j \) such that \( h_j = g_j \).

When \( t = 2 \), we are guaranteed a correct product; when \( t = 1 \), we are guaranteed an incorrect product; when \( t = 0 \), we have a \( \frac{1}{n-1} \) chance of a correct product. There are \( (n-1)^2 \) pairs \((h_0, h_1)\) for which \( t = 0 \). Thus the total success probability of getting the right product is
\[
P_{\text{succ}} = \frac{1}{2(n-1)n^2} (2n - 2)^2 + \frac{1}{2(n-1)n^2} (2)^2 = \frac{2}{n},
\]
as desired.

**Any single nontrivial irreducible representation works for group multiplication.** The above single-query algorithm for group multiplication uses all the non-trivial representations of \( G \times G \) appearing in \( \mathbb{C}^2 \otimes \mathbb{C}^G \). We now show that the same success probability can be achieved by picking any nontrivial irreducible representation \( W \) of \( G \) and choosing the optimal query in the subspace \( |0\rangle \otimes W^{\otimes d} \oplus |1\rangle \otimes (W^*)^{\otimes d} \subset \mathbb{C}^2 \otimes \mathbb{C}^G \), where \( d = \dim W \) and \( W^* \) is the dual representation.

**Theorem 4.** Let \( G \) be a group of order \( n \). Let \( W \) be any nontrivial irreducible representation of \( G \), and let \( d = \dim W \). Let \( Y \subset \mathbb{C}^G \) be the \( W \)-isotypic subspace of \( \mathbb{C}^G \), i.e., the unique \( G \)-invariant subspace with \( Y \cong W^{\otimes d} \). Let \( W^* \) denote the dual representation of \( W \), and let \( Y^* \) denote the \( W^* \)-isotypic subspace of \( \mathbb{C}^G \). Let \( V = |0\rangle \otimes Y \oplus |1\rangle \otimes Y^* \subset \mathbb{C}^2 \otimes \mathbb{C}^G \). Consider the Symmetric Oracle Discrimination problem for the group \( \Gamma = G \times G \) acting on \( V \), and use an initial state and measurement as described in Propositions 1, 2 and 3. Then this measurement returns a pair of elements of \( G \), and the product of these two elements is correct with probability \( 2/n \).

**Proof.** We use Lemma 3 to compute the probability \( P((h_0, h_1)|(g_0, g_1)) \) of measuring a given pair \((h_0, h_1)\) given that the hidden pair is \((g_0, g_1)\). Letting \( q = (g_0, q_1) = (h_0^{-1}g_0, h_1^{-1}g_1) \), and noting that \( \dim V = 2d^2 \), we find
\[
P((h_0, h_1)|(g_0, g_1)) = \frac{1}{2d^2n^2} |d\chi_W(q_0) + d\chi_{W^*}(q_1)|^2 = \frac{1}{2n^2} |\chi_W(q_0) + \chi_{W^*}(q_1)|^2.
\]
For fixed \((g_0, g_1)\), we wish to sum the above quantity over all pairs \((h_0, h_1)\) such that 
\[ h_0 h_1 = g_0 g_1. \]
This condition is satisfied if and only if 
\[ q_1 = g_1^{-1} q_0^{-1} g_1. \]
For a fixed \(q_0\), there is a unique \(q_1\) with this property. Hence we see that the success probability for measuring a pair \((h_0, h_1)\) with the correct product is

\[ P_{\text{correct product}} = \frac{1}{2n^2} \sum_{q_0 \in G} |\chi_W(q_0) + \chi_W(g_1^{-1} q_0^{-1} g_1)|^2. \]

Since the value of a character is invariant under conjugation and 
\[ \chi_W(q_0) = \chi_W(g_0), \]
we obtain

\[ P_{\text{correct product}} = \frac{1}{2n^2} \sum_{q_0 \in G} 2 |\chi_W(q_0)|^2 = \frac{2}{n^2} \sum_{q_0 \in G} |\chi_W(q_0)|^2 = \frac{2}{n}. \]

4. Optimality of single-query group multiplication algorithm.

We now prove the optimality of the single-query group multiplication algorithm given in the previous section. To do this, we rephrase GROUP MULTIPLICATION as a mixed state discrimination problem where each mixed state corresponds to a possible hidden product. For a given initial state \(|\psi\rangle\), we consider the mixed states:

\[ \rho_g = \frac{1}{|G|} \sum_{g_0, g_1 = g} \mathcal{O}_{g_0, g_1} |\psi\rangle \langle \psi| \mathcal{O}_{g_0, g_1}^{-1}. \]

The task of designing an efficient algorithm for GROUP MULTIPLICATION is equivalent to picking an initial state \(|\psi\rangle\) and a \(G\)-valued POVM that distinguishes these mixed states. Therefore, optimality of the algorithm above is provided by:

**THEOREM 5.** For any initial state \(|\psi\rangle\), any measurement distinguishing the mixed states \{ \(\rho_g \mid g \in G\}\) succeeds with probability at most \(\frac{2}{|G|}\).

**Proof.** Fix an initial state \(|\psi\rangle\). Note that the mixed states enjoy the following symmetry, which is geometric uniformity for mixed states:

\[ \rho_g = \mathcal{O}_{g,e} \rho_e \mathcal{O}_{g,e}^{-1} \]

where \(e \in G\) is the identity element. Eldar et al. [7] show that there exists an optimal measurement which also exhibits this symmetry. Hence we consider a POVM \(\{X_g \mid g \in G\}\) satisfying

\[ X_g = \mathcal{O}_{g,e} X_e \mathcal{O}_{g,e}^{-1}. \]

This symmetry combined with the completeness relation imposes some restrictions on the shape of the measurement operators. Using the decomposition of our space as \(|0\rangle \otimes \mathbb{C}^G \oplus |1\rangle \otimes \mathbb{C}^G\) and picking the canonical basis in each summand, we may write \(X_e\) as a \(2 \times 2\) block matrix

\[ X_e = \begin{pmatrix} A & C \\ C^* & B \end{pmatrix} \]

where \(A, B, C\) are \(|G| \times |G|\) matrices and \(A, B\) are positive. Letting \(L_g\) denote the matrix of left multiplication by \(g\) in \(\mathbb{C}^G\), we have

\[ X_g = \mathcal{O}_{g,e} X_e \mathcal{O}_{g,e}^{-1} \]

\[ = \begin{pmatrix} L_g A L_g^* & L_g C \\ C^* L_g^* & B \end{pmatrix}. \]

Hence the completeness relation implies

\[ \sum_{g \in G} L_g A L_g^* = I \quad \text{and} \quad B = \frac{I}{|G|}. \]
We are ready to examine the success probability.

\[
p_{\text{success}} = \frac{1}{|G|} \sum_{g \in G} \text{Tr}(\rho_g X_g) = \frac{1}{|G|} \sum_{g \in G} O_{g,e} \rho_e O_{g,e}^* X_e O_{g,e}^* = \text{Tr}(\rho_e X_e)
\]

Now expanding the sum in \( \rho_e \), we find

\[
p_{\text{success}} = \frac{1}{|G|} \text{Tr} \left( \sum_{h \in G} O_{h,h^{-1}}^* |\psi\rangle \langle \psi| O_{h,h^{-1}} X_e \right) = \frac{1}{|G|} \langle \psi | \left( \sum_{h \in G} O_{h,h^{-1}} X_e O_{h,h^{-1}}^* \right) |\psi\rangle
\]

Let \( X = \sum_{h \in G} O_{h,h^{-1}} X_e O_{h,h^{-1}}^* \). It is a positive operator. Then

\[
p_{\text{success}} = \frac{1}{|G|} \langle \psi | X \psi \rangle
\]

We can estimate this quantity by examining the structure of \( X \) as a \( 2 \times 2 \) block matrix. Using our previous notation for \( X_e \), we have

\[
O_{h,h^{-1}} X_e O_{h,h^{-1}}^* = \begin{pmatrix} L_h AL_h^* & L_h CL_h^* \\ L_h^{-1} C^* L_h^* & L_h^{-1} BL_h^* \end{pmatrix}
\]

Now our knowledge about \( A \) and \( B \) from the completeness relation gives

\[
X = \begin{pmatrix} I & D \\ D^* & I \end{pmatrix}
\]

where \( D = \sum_{h \in G} L_h CL_h^* \). A lemma from basic matrix analysis ([14] Proposition 1.3.1) states that \( X \) is a positive operator if and only if \( ||D|| \leq 1 \), where \( || \cdot || \) denotes the operator norm. With this in hand we perform the final estimation of the success probability. Let \( |\psi\rangle = |0, \psi_0\rangle + |1, \psi_1\rangle \) be the decomposition of \( |\psi\rangle \) into its components in each direct summand. Then we may calculate directly:

\[
\langle \psi | X |\psi\rangle = \langle \psi_0 | \psi_0 \rangle + \langle \psi_1 | \psi_1 \rangle + \langle \psi_0 | D |\psi_1 \rangle + \langle \psi_1 | D^* |\psi_0 \rangle \\
= 1 + 2 \text{Re} \langle \psi_0 | D |\psi_1 \rangle \\
\leq 1 + 2 ||\psi_0|| ||D |\psi_1 || \\
\leq 1 + 1
\]

Therefore \( p_{\text{success}} = \frac{1}{|G|} \langle \psi | X |\psi\rangle \leq \frac{2}{|G|} \). \( \square \)

The above inequalities invite a partial converse to Theorem 4, which provided a solution to \textsc{Group Multiplication} using a pair of nontrivial dual representations in the two copies of \( \mathbb{C}^G \). Let \( W_1, \ldots, W_r \) denote the canonical summands of \( \mathbb{C}^G \) with projections \( \pi_i : V \to W_i \). Then we have

**Proposition 4.** Suppose \( |\psi\rangle \) is an input state that solves \textsc{Group Multiplication} with probability \( \frac{2}{|G|} \).

Write \( |\psi\rangle = \psi_0 + \psi_1 \) where each \( \psi_i \in \mathbb{C}^G \). Then the following holds for each canonical summand \( W_i \):

\[
||\pi_i(\psi_0)|| = ||\pi_i^*(\psi_1)||
\]

where \( \pi_i^* : V \to W_i^* \) is the canonical projection to the summand whose isotype is dual to the isotype of \( W_i \).

**Proof.** The statement is a consequence of the conditions for equality in each of the inequalities used in the previous proof. Combined, they state that \( P_{\text{success}} = \frac{2}{|G|} \) if and only if \( \psi_0 = D |\psi_1 \rangle \).

We examine \( D \) more properly: recall it is defined as

\[
D = \sum_{h \in G} h Ch
\]
where for our purposes now, $C$ is an arbitrary linear operator and $h$ denotes its action as a linear operator on $C^G$. As opposed to the operator $T$ used in Proposition 3, $D$ is not a $C^G$ module homomorphism. However, let $e_i$ denote the orthogonal idempotent of $C^G$ corresponding to $W_i$. It is well-known that

$$e_i = \frac{1}{|G|} \sum_{g \in G} \chi_i(1) \chi_i(g^{-1})g$$

where $\chi_i$ is the character corresponding to the irreducible isotype of $W_i$. Then a simple computation yields:

$$e_iD = De_i^*$$

where $e_i^* = \frac{1}{|G|} \sum_{g \in G} \chi_i(1) \chi_i(g)g$ is the idempotent corresponding to $W_i^*$. Therefore $D$ leaves invariant the vector space direct sum decomposition $C^G = W_1 \oplus \ldots \oplus W_r$, taking a summand to its dual. Therefore if $\psi_0 = D\psi_1$, then the part of $\psi_0$ in $W_1$ is the same length as the part of $\psi_1$ in $W_1^*$. This concludes the proof.

5. Relation to Abelian Quantum Learning Problems

In this section we recall some well-known abelian quantum learning problems and discuss how the results concerning SYMMETRIC ORACLE DISCRIMINATION provide a representation theoretic explanation of the construction and optimality of these algorithms, in particular the Bernstein-Vazirani and van Dam algorithms.

The Bernstein-Vazirani problem. The Bernstein-Vazirani search problem is the task of identifying an element $a \in \mathbb{Z}_2^n$ given an oracle that returns $a \cdot x \mod 2$ when queried by $x \in \mathbb{Z}_2^n$ [15]. These oracles are highly symmetric; so much so in fact, that there is an algorithm that uses only a single query to identify the hidden string with certainty. The algorithm is summarized as follows: the oracles $BV_a$ act on $(C^2)^n \otimes C^2$ by

$$BV_a|x, i\rangle = |x, i \oplus (a \cdot x)\rangle$$

Let $H^\otimes n$ denote the $2n \times 2n$ Hadamard matrix and $\eta_n = H^\otimes n|0\rangle$ the equal superposition vector. A phase kickback calculation shows that by applying the oracle to the state $|\eta_n, -\rangle$ followed by a Hadamard transform on the query register, we may measure this register in the computational basis to witness the outcome $a$ with certainty. This is expressed by the following equation:

$$|a, -\rangle = (H^\otimes n \otimes I) BV_a|\eta_n, -\rangle$$

This problem is directly addressed by our solution to SYMMETRIC ORACLE DISCRIMINATION once we notice that the map $a \mapsto BV_a$ is a unitary representation of $\mathbb{Z}_2^n$ with the canonical decomposition

$$(C^2)^n \otimes C^2 = \bigoplus_{a \in \mathbb{Z}_2^n} |a, -\rangle \oplus W_0$$

where $W_0$ is an invariant subspace consisting of $2^n + 1$ copies of the trivial representation. The remaining subrepresentations comprise a full set of non-trivial isomorphism types of irreducible representations of $\mathbb{Z}_2^n$. Therefore, the dimension bound tells us that the oracles can be distinguished with probability 1 in a single query.

Furthermore, in this scenario the initial state constructed in Section 2 consists of equal contributions from each isomorphism type of irreducible representations. For the non-trivial representations, there is only one choice (up to phase), but for the trivial representation, any vector of suitable length taken from $W_0$ may be chosen. In the above (and typical) presentation of the algorithm, the contribution from the trivial subspace is taken to be $|0, -\rangle$. However, we note that this choice, as well as the relative phases of these contributions may differ from the equal superposition, and the algorithm will still yield a perfect result.
The van Dam algorithm. The van Dam problem also considers the task of learning an element of $\mathbb{Z}_2^n$ but uses much less sophisticated oracles and makes use of multiple (non-adaptive) queries [13]. We consider a hidden element as a function $f : \{0, \ldots, n - 1\} \to \{0, 1\}$ and the oracles encode “evaluation queries”, i.e., a single query consists of an element of the domain $i \in \{0, \ldots, n - 1\}$ and the response is $f(i)$. Van Dam’s algorithm requires multiple queries to identify the function within a small probability of error and consists of two steps: the first step approximates the Bernstein-Vazirani oracles, and the second step may be interpreted as an instance of SYMMETRIC ORACLE DISCRIMINATION and thus we may apply our framework to this stage.

The first step consists of using $k$ queries to construct a new oracle $A_k(f)$ acting on $(\mathbb{C}^2)^n \otimes \mathbb{C}$ via:

$$A_k(f)|x, b\rangle = \begin{cases} |x, b \oplus (x \cdot f)\rangle & \text{if } \|x\| \leq k \\ |x, b\rangle & \text{if } \|x\| > k \end{cases}$$

Here $\|x\|$ denotes the Hamming weight of $x \in \mathbb{Z}_2^n$. It is easy to check that $f \mapsto A_k(f)$ is a unitary representation of $\mathbb{Z}_2^n$, and the case $k = n$ reduces to the Bernstein-Vazirani oracles.

The second stage of the algorithm consists of using the new oracles $A_k(f)$ in a single query paradigm to guess the element $f$. Van Dam continues by choosing as an input state $|\eta_k\rangle$, where $|\eta_k\rangle$ is the equal superposition of those standard basis elements with Hamming weight less than or equal to $k$. Upon querying the oracle $A_k(f)$, an $n$-fold Hadamard transform $H^\otimes n$ is applied to the first $n$ qubits and then this register is measured in the computational basis to yield the hidden element $f$ with probability

$$p_{\text{success}} = \frac{1}{2^n} \sum_{i=0}^k \binom{n}{i}$$

We now analyse the second stage of this algorithm and show that given the oracles $A_k(f)$, the provided algorithm is optimal. First we calculate the dimension bound. To that end, we see that the canonical decomposition of the representation is given by

$$(\mathbb{C}^2)^n \otimes \mathbb{C}^2 = \bigoplus_{x \in \mathbb{Z}_2^n \atop \|x\| \leq k} |x, -\rangle \oplus W_0$$

where $W_0$ is a trivial representation of dimension $2^{n+1} - \sum_{i=1}^k \binom{n}{i}$. Since $\mathbb{Z}_2^n$ is abelian, each isomorphism type of irreducible representation contributes only 1 to the dimension bound, so we have a maximal success probability of $\frac{1}{2^n} (\sum_{i=1}^k \binom{n}{i} + 1) = \frac{1}{2^n} \sum_{i=0}^k \binom{n}{i}$ which is the success probability of van Dam’s algorithm.

Concerning the input state, the same comments may be made as in the Bernstein-Vazirani problem: the input state chosen by van Dam is an instance of the initial state constructed in Section 2, but apparently there is some flexibility in choosing a contribution from $W_0$ and the relative phases of all contributions that lead to a similar result.

These examples suggest a general strategy for constructing multi-query algorithms, which is to spend a certain number of queries setting up a symmetric single-query problem and then apply the solution to SYMMETRIC ORACLE DISCRIMINATION.

6. Symmetric Oracle Identification with Ancilla Register

In many situations in quantum computing, one is allowed to use an ancilla register. Consider the SYMMETRIC ORACLE DISCRIMINATION problem for some representation $V$ of a group $G$. If we introduce an $r$-dimensional ancilla register $Z = \mathbb{C}^r$, our new Hilbert space is $V \otimes Z$ and the oracle acts by $\Theta(g) \otimes I_Z$. 
Tensoring with an \( r \)-dimensional trivial representation has the effect of multiplying by \( r \) the number of copies of each irreducible representation contained in \( V \). That is, if \( W_k \) is an irreducible representation and \( m_k \) is the number of copies of \( W_k \) contained in \( V \), then \( V \otimes Z \) contains \( rm_k \) copies of \( W_k \). We thus have the following proposition, which follows directly from Theorem 1 and Lemma 2.

**Proposition 5.** Let \( \Theta : G \rightarrow GL(V) \) be a finite dimensional representation of a finite group \( G \). and let

\[
V \cong W_1^{\oplus m_1} \oplus W_2^{\oplus m_2} \oplus \cdots \oplus W_r^{\oplus m_r}
\]

be the decomposition of \( V \) into nonisomorphic irreducible representations \( W_k \). Let \( d_k \) be the dimension of \( W_k \). Then using an \( r \)-dimensional ancilla register, the optimal success probability for **Symmetric Oracle Discrimination** is given by

\[
P_{\text{success}} = \frac{1}{|G|} \sum \min(rm_k, d_k) d_k.
\]

Hence, if the size of the ancilla register is large enough, one can succeed with probability

\[
P_{\text{success}} = \frac{1}{|G|} \sum d_k^2,
\]

where the sum is taken over all the irreducible representations that appear in \( V \) with positive multiplicity.

**Corollary 2.** Let \( V \) be a representation of \( G \) and consider the **Symmetric Oracle Discrimination** problem for \( V \) allowing as many ancilla qubits as desired. Then there exists a single-query probability 1 solution to this problem if and only if every irreducible representation of \( G \) appears in \( V \) with positive multiplicity.

### 7. Hidden Conjugating Element Problem

In this section we consider the **Symmetric Oracle Discrimination** problem for the action of a group on itself by conjugation. If \( G \) is any finite group, then \( G \) acts on \( V = \mathbb{C}^G \) by

\[
\Theta(g)(|h\rangle) = |ghg^{-1}\rangle.
\]

This defines a representation of \( G \) and we consider the **Symmetric Oracle Discrimination** problem for this representation. That is, we wish to determine a hidden element \( g \in G \) and we are given access to an oracle that a query \( x \in G \) with \( gxg^{-1} \). We refer to this problem as the **Hidden Conjugating Element Problem**.

Classically, with a single query \( x \), we may determine \( g \) with probability

\[
P_{\text{classical}} = \frac{|cl(x)|}{|G|},
\]

where \( cl(x) \) denotes the conjugacy class of \( x \). Thus, the optimal query is an element \( x \in G \) with the largest number of conjugates.

We also observe that if \( g \) belongs to the center \( Z(G) \) of the group, i.e., \( g \) commutes with every element of \( g \), then \( \Theta(g) = I_V \). Thus if \( Z(G) \neq \{e\} \), then it is impossible to determine \( g \) no matter how many classical or quantum queries are used. Thus we will assume that \( Z(G) = \{e\} \). (Alternatively one could work in the group \( G/Z(G) \).)

As we have seen, we can determine the optimal success probability for this problem if we know how to decompose the conjugation representation into irreducible representations.
LEMMA 4. Let $G$ be a finite group and let $V$ be the conjugation representation defined above. Let $W$ be any irreducible representation with character $\chi_W$ and $m_W$ be the multiplicity of $W$ in $V$. Then $m_W$ equals the sum of the $\chi_W$ row of the character table of $G$. That is,

$$m_W = \sum \chi_W(g),$$

where the sum is computed by choosing one element from each conjugacy class of $G$.

Proof. Since $V$ is a permutation representation, the character value $\chi_V(g)$ is the number of fixed points of $g$, i.e.,

$$\chi_V(g) = |C_G(g)| = \frac{|G|}{|cl(g)|},$$

where $C_G(g)$ is the centralizer of $g$, i.e., all elements of $G$ that commute with $g$. Hence,

$$m_W = \langle \chi_V, \chi_W \rangle = \frac{1}{|G|} \sum |cl(g)| \frac{|G|}{|cl(g)|} \chi_W(g) = \sum \chi_W(g),$$

where all sums are computed using one element from each conjugacy class of $G$. □

We now consider the dihedral group $D_n$ of order $2n$. Here we assume that $n$ is odd, since if $n$ is even, $Z(D_n)$ is nontrivial. For odd $n$ we show that HIDDEN CONJUGATING ELEMENT PROBLEM for $D_n$ has a single query probability one solution.

THEOREM 7. If $G = D_n$ is the dihedral group of order $n$, where $n$ is a positive odd integer. Then using a single ancilla qubit, there is a probability one algorithm for HIDDEN CONJUGATING ELEMENT PROBLEM.

Proof. From the character table of $D_n$ and Lemma 4, we find that the conjugation representation $V$ contains $\frac{n+1}{2}$ copies of the trivial representation, $\frac{n-1}{2}$ copies of the one-dimensional alternating representation, and a single copy of each of the $\frac{n-1}{2}$ two-dimensional irreducible representations. After tensoring with two-dimensional ancilla register, we find that every irreducible representation $W$ of $D_n$ appears at least $\dim W$ times. It follows that there is a single query algorithm that succeeds with probability one. □

Note that classically, the best we can do with one query is probability $p = 1/2$. Also note that without an ancilla qubit, we find $d_0 = \frac{n+1}{2n}$, so the best we can do with a single quantum query is $p = 1/2 + 1/2n$, only slightly better than classical.

For the symmetric group $S_n$, we also obtain a probability one single-query algorithm for any $n$. In contrast, the optimal classical algorithm succeeds with probability $1/n$.

THEOREM 8. Consider HIDDEN CONJUGATING ELEMENT PROBLEM for the symmetric group $S_n$, allowing ancilla qubits. For any $n$, there is a single-query probability 1 algorithm.

Proof. Frumkin [16] showed that the conjugation representation for $S_n$ contains at least one copy of every irreducible representation of $S_n$. Hence the theorem follows from Proposition 5. □

As we have seen, for certain classes of groups, the conjugation representation contains every irreducible representation. The question of which groups have this property was investigated in 1971 by Roth [17], who gave families of groups for which this is true. Roth further conjectured that this is case for any group, provided that the center is trivial. Shortly after Roth’s conjecture, however, Formanek [18] found a counterexample. Hence, there are groups $G$ with trivial center for which HIDDEN CONJUGATING ELEMENT PROBLEM cannot be solved with a single query, even allowing as many ancilla qubits as desired.

In spite of this, it still seems possible that the representations left out of the conjugation representation are scarce. In this case, by Proposition 5, the success probability will be close to 1. We thus ask for groups with trivial center:
Question 1. As $|G| \to \infty$, does the probability of solving the Hidden Conjugating Element Problem approach 1?

In 1997, Roichman [19] studied in greater detail the decomposition of the conjugation representation when $G = S_n$. He established that (in some precise sense) for most irreducible representations $W$ of $S_n$, the number $m_W$ of copies of $W$ appearing in the conjugation representation is approximately equal to $\dim W$. Statements of this form, if true for other classes of groups, should force an affirmative answer to Question 1 for those classes of groups.

8. Further Questions

For which groups and which representations can optimal inputs, such as those characterized in Proposition 2, be constructed efficiently? This question applies both to general Symmetric Oracle Discrimination and to Group Multiplication. It is easy to see that there is an efficient way to do this in the case of abelian groups. In the case of Group Multiplication, Theorem 4 illustrates that one needs only a single isotypic component of $C^G$ and its dual to produce an optimal algorithm. For groups admitting a nontrivial abelian quotient, this isotypic component may be chosen to be one dimensional and producing an optimal input amounts to identifying these one dimensional subspaces.

Another immediate problem is to extend Proposition 4 to give a complete characterization of the inputs that are optimal for Group Multiplication. In particular, must we involve those states which are optimal for Symmetric Oracle Discrimination with respect to the representation of $G \times G$? These states are used in the algorithms provided in Theorems 3 and 4. We took advantage of the fact that such states encode the character of a representation, as expressed in Lemma 3. However it is still unknown whether this is necessary for optimal algorithms solving Group Multiplication.
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