Time series analysis of influenza incidence in Chinese provinces from 2004 to 2011
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Abstract
Influenza as a severe infectious disease has caused catastrophes throughout human history, and every pandemic of influenza has produced a great social burden. We compiled monthly data of influenza incidence from all provinces and autonomous regions in mainland China from January 2004 to December 2011, comprehensively evaluated and classified these data, and then randomly selected 4 provinces with higher incidence (Hebei, Gansu, Guizhou, and Hunan), 2 provinces with median incidence (Tianjin and Henan), 1 province with lower incidence (Shandong), using time series analysis to construct an ARIMA model, which is based on the monthly incidence from 2004 to 2011 as the training set. We exerted the X-12-ARIMA procedure for modeling due to the seasonality these data implied. Autocorrelation function (ACF), partial autocorrelation function (PACF), and automatic model selection were to determine the order of the model parameters. The optimal model was decided by a nonseasonal and seasonal moving average test. Finally, we applied this model to predict the monthly incidence of influenza in 2012 as the test set, and the simulated incidence was compared with the observed incidence to evaluate the model’s validity by the criterion of both percentage variability in regression analyses (R2) and root mean square error (RMSE). It is conceivable that SARIMA (0,1,1)(0,1,1)12 could simultaneously forecast the influenza incidence of the Hebei Province, Guizhou Province, Henan Province, and Shandong Province; SARIMA (1,0,0)(0,1,1)12 could forecast the influenza incidence in Gansu Province; SARIMA (3,1,1)(0,1,1)12 could forecast the influenza incidence in Tianjin City; and SARIMA (0,1,1)(0,1,1)12 could forecast the influenza incidence in Hunan Province. Time series analysis is a good tool for prediction of disease incidence.

Abbreviations: ACF = autocorrelation function, AR = autoregressive, BIC = Bayesian Information Criterion, CDC = Center for Disease Control and Prevention, MA = moving average, PACF = partial autocorrelation function, R2 = regression analyses, RMSE = root mean square error, SARIMA = seasonal Autoregressive Integrated moving average.
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1. Introduction
Influenza viruses circulate globally and can affect all age groups, resulting in a serious public health problem. Every year, 3 to 5 million cases of severe illness and ~250,000 to 500,000 deaths are attributed to influenza worldwide.[3] Any outbreak of influenza could cause crushing calamity and great losses. The 1918 Spanish Flu Pandemic reportedly caused 20 to 50 million deaths.[4] The 1957 Asia Flu and 1968 Hong Kong Flu were estimated to cause 1 million deaths or less.[5] New subtypes of the influenza virus are emerging over time due to gradual antigen variation or antigen drift,[4] so the influenza pandemic has never stopped and almost happens every year. The global burden of influenza epidemics on morbidity and mortality is considerable. All these bring us great suffering, presenting an urgent need to research influenza and take necessary preventive measures.

We utilize the method of time series analysis with influenza incidence data from 2004 to 2011 to construct a time series model for short-time prediction, thereby aiding as references for influenza prevention and control devoted to public health.

2. Materials and methods

2.1. Data sources
In 2004, China launched a management and surveillance information report system for infectious disease and public health emergency to significantly improve disease monitoring and early warning through network reporting. And the Chinese Center for Disease Control and Prevention (CDC) has established the National Notifiable Disease Surveillance System since then. We obtained monthly influenza incidence data from January 2004 to December 2011 in each province, including autonomous regions and municipalities in the Chinese mainland, from the National Population and Health Data Sharing Platform, which belongs to the Data center of China Public Science (http://www.phsciencedata.cn/Share/index.jsp). And the CDC, in charge of the Data center of China Public Science, has approved these data for this study.
2.2. Time series analysis

The ARIMA (p, d, q) model is an extension of an autoregressive (AR) model, moving average (MA) model and ARMA model. If the data show no seasonality, the ARIMA model is perfect for forecasting. However, if there exists evident seasonality in the data, we turn to seasonal ARIMA (SARIMA) model with the X-12-ARIMA procedure. The X-12-ARIMA seasonal adjustment data, we turn to seasonal ARIMA (SARIMA) model with the X-12-ARIMA procedure. seasonal fluctuations can be measured in the original series ($Q_t$, $t = 1, \ldots, n$) and separated from trend-cycle, trading-day, and irregular fluctuations. The seasonal component of this time series, $S_t$, is the within-year variation repeated constantly or in an evolving fashion from year to year. The trend-cycle, $C_t$, includes fluctuations because of the long-term trend, the business cycle, and other cyclical factors. The trading-day component, $D_t$, is the variation attributed to the composition of calendar. The irregular component, $I_t$, is the residual variation that remains after the 3 components have been removed from the series.

2.3. Statical steps

There are 3 key steps involved in the ARMA modeling: identification, estimation, and diagnosis. First, we determine the need for differencing the monthly influenza incidence by checking stationarity and seasonality, and choose SARIMA model if the data show seasonality. Thus, the X-12-ARIMA procedure is used to construct the model, depicting the autocorrelation function (ACF) and partial autocorrelation function (PACF) of model residuals with different orders of both the seasonal and nonseasonal autoregressive and moving average parameters.

Second, ARMA estimates for unit root identification compares different estimated models and the best 5 ARIMA models rank these models by the Bayesian Information Criterion (BIC) value. The following parameters are selected when fitting the SARIMA (p, d, q)(P, D, Q), model, p refers to the order of autoregression, d is the degree of difference, and q is the order of the moving average, P stands for seasonal autoregression, D is seasonal integration, Q is seasonal moving average, and s is the length of the seasonal period.[15] The final automatic model selection gives us the optimal model with the lowest value in BIC.[16] Last, ACF and PACF of residuals as well as the test of nonseasonal and seasonal moving average are to evaluate the goodness of fit.

Finally, we applied this model to forecast the monthly influenza incidence from January and December 2012. To validate the model’s predictive ability, data from 2004 to 2011 were used as a training set and the model fitted to only these data. The predictive ability of the model was then assessed by producing predictions for 2012 as test set and comparing the predictions made, based only on data up to 2012, to the observed values in 2012. Then a line chart for actual and predicted values was used to show the model agreement. Additionally, the predictive validity of the model was also evaluated by the criteria of root mean square error (RMSE) and percentage variability in regression analyses ($R^2$):

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N}(Y_i - \hat{Y}_i)^2}{N}}$$

where $Y_i$ is the observed values, $\hat{Y}_i$ is the corresponding forecasted values, and N is the number of observations. Lower RMSE values (RMSE <1) are indicative of good model performance.

For the coefficient of determination, $R^2$, the higher the $R^2$ is, the better accuracy the model indicates:

$$R^2 = 1 - \frac{SSR}{SSY}$$

where SSR is the sum of squared residuals, that is the sum of squared errors of prediction:

$$SSR = \sum_{i=1}^{N}(Y_i - \hat{Y}_i)^2$$

where $Y_i$ is the observed values, and $\hat{Y}_i$ are the forecasted values gained from the selected model. And SSY is the sum of the squared differences:

$$SSY = \sum_{i=1}^{N}(Y_i - \bar{Y})^2$$

where $Y_i$ is the observed values, and $\bar{Y}$ is the mean of the observed data.

2.4. Statistical software

All analyses were performed using SAS 9.2 (SAS Statistical Institute, Cary, NC). Values of $P < 0.05$ were regarded as significant.

3. Results

3.1. Overall incidence

Monthly influenza incidence data were collected and organized from the National Population and Health Data Sharing Platform. Figure 1 shows the average incidence from 2004 to 2011 in each province. From the histogram, we can see that most provinces fluctuate around the national average influenza incidence level. Among all the provinces in the Chinese mainland, Hebei, Ningxia, and Gansu provinces have the highest incidence, which is twice the national average. However, the incidence of influenza in northeastern China, such as the Heilongjiang, Jilin, and Liaoning provinces, is extremely low, less than one fifth of the national average.

![Figure 1. Monthly average influenza incidence (1/100,000) from 2004 to 2011 in all provinces in mainland China.](image)
3.2 Seasonal ARIMA model

From the incidence trend nationwide (Fig. 2), the influenza incidence mostly peaks in March or September, corresponding to the common sense that influenza usually happens in winter or summer, especially during the period of seasonal exchange. The incidence sharply arises in 2008 and 2009 all the way from 2004 to 2011, which may be attributed to the H1N1 influenza pandemic in 2009.[7] Most provinces keep consistent with the national trend.

Different provinces may have different models in accordance with the monthly incidence data, we just randomly chose 4 provinces with higher influenza incidence—Hebei Province, Gansu Province, Guizhou Province, and Hunan Province—2 provinces with median incidence—Henan Province and Tianjin City—1 province with lower incidence—Shangdong Province as examples. Here, we took the Hebei Province with the highest average incidence over these years as representative for modeling and forecasting. As with the seasonality, the monthly influenza incidence time series data from January 2004 to December 2011 in Hebei Province exhibits (Fig. 3), the X-12-ARIMA procedure is performed to construct the seasonal ARIMA model. Autocorrelation functions (ACF) and partial autocorrelation functions (PACF) of model residuals at different nonseasonal and seasonally differencing indicate that when diff=1 and sdiff=1, ACF and PACF are stationary, and PACF attenuates to zero slowly as well (Fig. 4). So we can preliminarily assume the fit model is (0,1,1)(0,1,1)12. At the same time, the automatic model identification is also (0,1,1)(0,1,1). We may determine that the appropriate model could be SARIMA(0,1,1)(0,1,1)12. Furthermore, nonseasonal and seasonal moving average test both reject the null hypothesis ($P < 0.05$) with lowest BIC (Table 1), suggesting that the model is suitable. Moreover, the spectrum plot for incidence by X-12-ARIMA step by step confirms this model. Three seasonal peaks are found in the spectral plot for original data (Fig. 5A). Visually significant residual peaks have been found in the spectral plot of the differenced, transformed original series starting in January 2004 (Fig. 5B). When it turns to the spectrum plot for the differenced, transformed seasonally adjusted data, and the modified irregular data, the seasonal frequency becomes weaken (Fig. 5C and D), eliminating the seasonal impact to the model. Lastly, to validate the model’s predictive ability, we used the constructed model SARIMA (0,1,1)(0,1,1)12 to predict the monthly incidence in 2012 and then compared the observed values with the predicted values. The model fitted the data reasonably well (Fig. 6) with low RMSE (0.0625) and high $R^2$ (0.9425). It showed that the parsimonious model SARIMA (0,1,1)(0,1,1)12 was appropriate for forecasting influenza incidence in Hebei Province.

We also construct a SARIMA model for another 3 selected provinces with high influenza incidence, 2 provinces with median incidence, and 1 province with lower incidence by seasonal ARIMA modeling as the Hebei Province. SARIMA (1,0,0)(0,1,1)12 is suitable for Gansu Province (RMSE = 0.0765, $R^2 = 0.9152$); SARIMA (0,1,1)(0,1,1)12 is good for Guizhou Province (RMSE = 0.0181, $R^2 = 0.9783$); SARIMA (0,1,1)(0,0,1)12 is fit

![Figure 2. Monthly influenza incidence (1/100,000) nationwide in mainland China from January 2004 to December 2011.](image1)

![Figure 3. Time series for monthly influenza incidence (1/100,000) in the Hebei Province from January 2004 to December 2011.](image2)
for Hunan Province (RMSE = 0.0142, $R^2 = 0.8591$); SARIMA (3,1,1)(0,1,1)$_2$ is appropriate for Tianjin City (RMSE = 0.0300, $R^2 = 0.9280$); SARIMA (0,1,1)(0,1,1)$_2$ is suitable for Henan Province (RMSE = 0.0123, $R^2 = 0.8906$); SARIMA (0,1,1) (0,1,1)$_2$ is proper for Shandong Province (RMSE = 0.0651, $R^2 = 0.8781$) (Fig. 7A–F, Table 2).

4. Discussion

Influenza is related to every one of us, including males, females, the old, and the young. The influenza virus mutates easily and quickly, resulting in an influenza pandemic every year. This leads to significant medical consumption and social burden. China, as a vast and populous country, has already carried out many preventive policies and established a health surveillance system. In spite of these measures, influenza still prevails. There are many factors that affect influenza incidence, including virus virulence, the environment, geographical location, population mobility, preventive strategies, economic status, and so on. We cannot inhibit or eliminate the virus, but we can prevent it or minimize the loss when the disease occurs. In this study, we introduced and used statistical methods that have been rarely used in influenza forecasts to construct models for predicting influenza incidence, thus providing research ideas for influenza prevention and aiding guidance for public health.

As a traditional public health affair, epidemiology surveillance of infectious diseases is pervasive, and model forecasting will better utilize the surveillance data. It has been proven that statistical models are helpful in predicting future communicable disease incidence, and it is crucial for the hygiene department to recognize epidemic behavior earlier. The autoregressive integrated moving average (ARIMA) model of time series analysis was originally conceived for economics but has been widely used in the community of infectious disease for numbers of different time varying events. ARIMA is very useful to fit time-series data and has been exhibited to be the most successful approach to model a variety of time series. Time series models play a significant role in disease prediction, as they can predict the future occurrence of disease with incidence data collected monthly or yearly. They have been used for the prediction of influenza mortality, malaria incidence, hemorrhagic fever with renal syndrome (HFRS) incidence, and other infectious diseases. They have also been applied in exploring the relationship between changes in national alcohol policies and suicide incidence, the relationship between leptospirosis and temperature and rainfall, and so on.

The ARIMA (Box-Jenkins) methodology has been increasingly applied in medical fields and the ARIMA model has been confirmed as an application to predict infectious disease trends. But if the data presents seasonality, the X-12-ARIMA procedure is used to construct a seasonal ARIMA model. The national influenza incidence shows obvious seasonality and fluctuation (Fig. 2). Influenza cases (exceeding approximately average 75,000 cases every year) have been reported by the National Notifiable Disease Surveillance System. The Chinese National Notifiable Disease Surveillance System has already covered 100% CDC nationwide with a reporting rate of 100%, 98% county medical establishments or the above with a reporting rate of 95.99%, 88% township and village health centers with a reporting rate of 83.92%. Notification rates are known to have improved from 2005, when China established a national influenza-like illness (ILI) surveillance system in 2005 and laboratory reporting became mandatory, which partially explains the subsequent increase in cases from this time onwards (Figs. 2 and 3). Influenza, unlike other infectious disease, as a lipid-enveloped, air-borne virus, exhibits obvious and robust phenomena.

The autoregressive integrated moving average (ARIMA) model of time series analysis was originally conceived for economics but has been widely used in the community of infectious disease.
seasonality. Studies have illustrated that a regular winter pattern is noted for northern China and clear peaks in summer as well as less pronounced peaks in winter are common in southern China, which are regular epidemic phenomena and trends for seasonal influenza in China, consistent with the typical seasonal pattern in the Northern Hemisphere and Southern Hemisphere, respectively. Taking the seasonal pattern together with representative sample of influenza demonstrated above into consideration, the time series data in this study could reflect and represent the seasonality and general trends of influenza despite the reporting biases.

Here, we selected the Hebei Province as an example to construct a model with the monthly influenza incidence from January 2004 to December 2011—training set (Figs. 3–Fig. 5). Then, we predicted the monthly incidence in 2012 with the model test set, compared the predicted value with actual value, and concluded that the 2 sets of data agreed closely (Fig. 6). With the good predictive ability, the model is able to make reasonable future predictions based on past data. Therefore, SARIMA (0,1,1)(0,1,1)_{12} is effective in forecasting the influenza incidence of the Hebei province, and the model could be valuable to prevent and control influenza. If the forecasted incidence is to increase, more policies or improved measures such as health propagandization, personal protection, and protective vaccines could be taken ahead of time to minimize the loss as much as possible. For the other provinces, the same modeling process as the 1 procedure in the Hebei Province will be used to construct the optimal prediction model. From the fitted ARIMA model of the higher influenza incidence provinces—the Gansu Province, the Guizhou Province, and the Hunan province—the median incidence provinces—the Tianjin City and the Henan Province—the lower incidence province—the Shandong Province (Fig. 7, Table 2), it turns out that the SARIMA model can effectively predict the influenza incidence in the future.

It is big data era now, massive data are emerging everyday permeating into almost every facet of our lives, and how to exert the data in public health is of great importance in disease prevention and control. Time series analysis of infection data is useful to propose new hypotheses, anticipate epidemic trends, and improve the prevention system. This study constructs a seasonal ARIMA model to forecast influenza incidence, contributing to an early warning system that can help public health policy makers take measures to prevent it from spreading, improve public awareness, and reallocate resources. This statistical method suggested in this study does a lot to benefit public health.

However, there are also some limitations of our study. The SARIMA model is only used for short-term forecasting, and it may not be so robust or accurate for long-term forecasting.

Figure 5. Spectrum plot for monthly influenza incidence (1/100,000) from 2004 to 2011 in the Hebei Province by the X-12-ARIMA procedure: (A) spectral plot for original data; (B) spectral plot of the differenced, transformed original series; (C) spectrum plot for the differenced, transformed seasonally adjusted data; (D) spectrum plot for the modified irregular data. ARIMA, autoregressive integrated moving average.

Figure 6. SARIMA (0,1,1)(0,1,1)_{12}–fitted influenza time series (Jan. 2004–Dec. 2011) and forecasted incidence (Jan. 2012–Dec. 2012) in the Hebei Province. The blue dotted line represents the observed values of influenza incidence from 2004 to 2012, and the red dotted line represents the SARIMA (0,1,1)(0,1,1)_{12} model’s fitted curve of 2012. SARIMA, seasonal autoregressive integrated moving average.
Continuous surveillance and monitoring are indispensable. We should dynamically adjust the model by adding new monitoring data for influenza incidence. It is promising that, with more reliable influenza data and further model refinement, these seasonal ARIMA models by time series analysis method could facilitate more sufficient references for public officials to prepare for influenza epidemics.
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Table 2

| Parameters          | RMSE  | $R^2$  |
|---------------------|-------|--------|
| Gansu Province, SARIMA (1,0,0)(0,1,1)$_d$ | 0.0765 | 0.9152 |
| Guizhou Province, SARIMA (0,1,1)(0,1,1)$_d$ | 0.0181 | 0.9783 |
| Hunan Province, SARIMA (0,1,1)(0,1,1)$_d$ | 0.0142 | 0.8591 |
| Tianjin City, SARIMA (3,1,1)(0,1,1)$_d$ | 0.0300 | 0.9280 |
| Henan Province, SARIMA (0,1,1)(0,1,1)$_d$ | 0.0123 | 0.8906 |
| Shandong Province, SARIMA (0,1,1)(0,1,1)$_d$ | 0.0651 | 0.8781 |

SARIMA = seasonal autoregressive integrated moving average.
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