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Abstract

In today’s digital world, rapid technological advancements continue to lessen the burden of tasks for individuals. Among these tasks is communication across perceived language barriers. Indeed, increased attention has been drawn to American Sign Language (ASL) recognition in recent years. Camera-based and motion detection-based methods have been researched extensively; however, there remains a divide in communication between ASL users and non-users. Therefore, this research team proposes the use of a novel wireless sensor (Frequency-Modulated Continuous-Wave Radar) to help bridge the gap in communication. In short, this device sends out signals that detect the user’s body positioning in space. These signals then reflect off the body and back to the sensor, developing thousands of cloud points per second, indicating where the body is positioned in space. These cloud points can then be examined for movement over multiple consecutive time frames using a cell division algorithm, ultimately showing how the body moves through space as it completes a single gesture or sentence. At the end of the project, 95% accuracy was achieved in one-object prediction as well as 80% accuracy on cross-object prediction with 30% other objects’ data introduced on 19 commonly used gestures. There are 30 samples for each gesture per person from three persons.

Introduction

ASL utilizes a large variety of hand and facial movements to communicate. It is most often used by those who are deaf or hard of hearing, though many individuals from the hearing community communicate with it as well (National Institute on Deafness and Other Communication Disorders (NIDCD) 2019). In order to improve the communication between people who are familiar with ASL and those who are unfamiliar with ASL, researchers have been working to implement a program using various types of devices to recognize the gestures. Two widely used devices are cameras (Zafrulla et al. 2011) and motion-detection sensors (Potter, Araullo, and Carter 2013). Although they have shown great success in recognizing ASL, they do have a variety of drawbacks, e.g. the camera interferes with user privacy and the IMU is invasive to the user as it requires them to attach it to their body.

Methodology

As seen in Fig. 2 (left), the sensor’s data is a series of cloud points in 3D space over time. Essentially, the cloud points...
were not tracking how the object moved. Instead, it illustrated the detection of the object in space. Therefore, continuous motion of the user cannot be determined by tracking the "dancing" of the cloud points. However, almost all of the cloud points themselves carry information about the gestures. Therefore, in order to interpret this data, a large cube was constructed around the body, including all of the possible points that the user’s hands can reach in the 3D space. The range in each dimension of the cube was then equally divided into several parts (Fig. 2 mid). Next, the number of points in each cell were counted and normalized into the percentage of the total number of points in all the cells. A time frame for each second was not created. Instead, a certain number of seconds were combined in one time frame to make it a frame-by-frame series. In order to capture more connections of the gesture between the nearby windows, a sliding window was utilized which keeps some parts of the previous window in the following window, as shown in Fig. 2 right. Due to the noisy environment around the user, a density-based clustering algorithm was utilized to eliminate the noise which was too far from the body. After all of those processes, the cloud point time series sensor data was successfully transformed into a sample-feature dataset. Due to some cells of the cube not changing at all during the time frames, a variance threshold was applied to remove these features, ultimately increasing efficiency. Additionally, several reliable machine learning classification techniques were applied, such as K Nearest Neighbors, Support Vector Machine, and Random Forest to learn from the dataset. 

### Experiment Set-up & Results

As Table 1 showed, a list of commonly used signs were included in the proposed vocabulary. 30 samples of each gesture were collected per person from three professional ASL users with the same experiment set-up (20 cm from the sensor). Data was represented and trained with several reliable classification algorithms mentioned above. In short, the highest word prediction accuracy (95%) was achieved by utilizing Multilayer Perceptron (MLP). In terms of the cross-object prediction, the algorithm did not work without training on the different person’s data. It was found that the "best" trade-off between different person’s data introduction and prediction accuracy was 30%, providing for an approximate prediction accuracy of 80%. However, the algorithm does have problems with recognizing similar gestures during cross-user prediction. Different users’ idiosyncrasies make the classifier harder to distinguish among similar gestures.

### Conclusion & Future Work

In this paper, a cell-division algorithm was proposed along with a sliding window technique to represent 3-D time series sensor data. It was successfully shown that this could be a solution for the problem of accurate, inexpensive, and noninvasive American Sign Language Recognition both in single-object and cross-object recognition. In the future, better preprocessing techniques can be developed, possessing certain markers which can help localize the hands among cloud points. Cells can also be adjusted based on the hands to make the cell-division algorithm more accurate. Furthermore, the gestures could be illustrated as a series of body-hand separated models in order to develop a way for the machine to better track the hands’ movement. Still, there is the question of if data needs to be interpreted in a human readable manner, or if the machine can learn from its binary world.
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