Revisiting dark energy models using differential ages of galaxies
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Abstract. In this work, we use a test based on the differential ages of galaxies for distinguishing the dark energy models. As proposed by Jimenez and Loeb in [1], relative ages of galaxies can be used to put constraints on various cosmological parameters. In the same vein, we reconstruct $H_0 dt/dz$ and its derivative $(H_0 d^2t/dz^2)$ using a model independent technique called non-parametric smoothing. Basically, $dt/dz$ is the change in the age of the object as a function of redshift which is directly linked with the Hubble parameter. Hence for reconstruction of this quantity, we use the most recent $H(z)$ data. Further, we calculate $H_0 dt/dz$ and its derivative for several models like Phantom, Einstein de Sitter (EdS), $\Lambda$CDM, Chevallier-Polarski-Linder (CPL) parametrization, Jassal-Bagla-Padmanabhan (JBP) parametrization and Feng-Shen-Li-Li (FSLL) parametrization. We check the consistency of these models with the results of reconstruction obtained in a model independent way from the data. It is observed that $H_0 dt/dz$ as a tool is not able to distinguish between the $\Lambda$CDM, CPL, JBP and FSLL parametrizations but, as expected, EdS and Phantom models show noticeable deviation from the reconstructed results. Further, the derivative of $H_0 dt/dz$ for various dark energy models is more sensitive at low redshift. It is found that the FSLL model is not consistent with the reconstructed results, however, the $\Lambda$CDM model is in concordance with the $3\sigma$ region of the reconstruction at redshift $z \geq 0.3$.
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1 Introduction

There is convincing evidence coming from various observations that the Universe is now undergoing an accelerated expansion [2, 3]. Despite having very precise data, we are still struggling to understand the nature of the mechanism responsible for this late-time acceleration. It is believed that some kind of cosmic fluid with negative pressure, called dark energy, is responsible for this. The equation of state for a barotropic fluid, dark energy in particular, can be written as \( p = \omega \rho \) where \( p \) is the pressure and \( \rho \) the energy density. Cosmological constant, which can be understood as the energy of the quantum vacuum, corresponds to \( \omega = -1 \) and is possibly the simplest explanation for dark energy [4]. However, there is no compelling theoretical motivation that stops one from proposing other models of dark energy [5, 6]. These alternative models usually result in a time varying equation of state. A large number of such dark energy models is available in the literature. Some of them are in good agreement with certain observations and some with the other ones. In order to restrict the space of possible consistent dark energy models, it is very important to filter out the models which fit best with most of the observations. Unlike the majority of approaches we will base our inference on a non-parametric reconstruction approach.

In the literature, both model dependent and model independent (parametric and non-parametric) methods have been used to study dark energy models. In the model dependent approach, most of the information is lost due to the presence of the integrand of \( H(z) \) in \( d_L \) or \( d_A \) relations. Model independent approaches include parametric and non-parametric methods. In the parametric method, one usually parametrizes \( \omega \) (the quantity that characterizes the evolution of dark energy) in different functional forms, then the maximum likelihood method is used to constrain \( \omega \) [7–13]. Recently, Jing-Zhao Qi et al. used \( Om \) diagnostic
technique to distinguish dark energy models [14]. Celia Escamilla-Rivera also use six different parametrizations of \( \omega \) with recent JLA and BAO data to explore which parametrization receives the strongest support from the data [15]. However, this method may also be biased due to its dependence on the assumed form of parametrization. In order to check the consistency of the parametrization of the equation of state of dark energy, it might be good to compare the results from the parametric approach with the reconstructed result obtained from a non-parametric method.

The Non-parametric approach has an advantage over the parametric method since it is more robust. Here we use a smoothing technique called Non-Parametric Smoothing (NPS) to reconstruct the quantity \( H_0 dt/dz \) and its derivative \( (H_0 dt^2/dz^2) \). In the past, NPS method has already been used to understand the expansion history of the Universe, its age and the properties of the dark energy [16, 17]. Wu and Yu (2008) applied this method to the Supernova data to study the cosmic acceleration history [18]. Shafieloo and Clarkson (2010) used this technique to test the FLRW models [19]. This smoothing method is further combined with crossing statistics to obtain the constraints on dark energy [20]. To reconstruct the Hubble expansion, Zhengxiang Li. et al. (2015) used \( H(z) \) data with NPS method [21]. Recently, Gonzalez et al. (2016) also studied cosmological matter perturbations using this methodology [22]. Further, L’Huilier and Shafieloo (2016) implemented this technique to test the FLRW metric and non-local measurement of \( H_0 \) [23].

In this paper, our focus is on reconstructing \( H_0 dt/dz \) and its derivative using the above mentioned NPS technique. The approach of studying \( H_0 dt/dz \) and its derivative is known as the differential age method and was first introduced by Jimenez and Loeb (2002) [1]. They proposed it to measure the relative ages of passively evolving galaxies and subsequently use them to constrain cosmological parameters. They also claimed that \( H_0 dt/dz \) and \( H_0 dt^2/dz^2 \) have a better sensitivity with respect to the change in \( \omega \) with \( z \), than luminosity distance \( (d_L) \). Hence, it can provide better constraints on the behaviour of dark energy models. This method encounters a fundamental difficulty, since it is hard to find a pair of passively evolving galaxies and date them accurately. In particular it is not possible to completely disentangle the \( H_0 dt/dz \) from the effect of metallicity evolution. However, as pointed out by Jimenez [24], it is free from many cosmological systematics inherent to other methods. In 2015, Melia and McClintock used cosmic chronometers data to compare the coasting and \( \Lambda \)CDM model [25]. Rafael et al. also used data from cosmic chronometers to constrain the cosmological scenario where the dark matter sector and dark energy interact directly [26]. In two more recent papers [27] and [28], the authors performed an \( Om(z) \) test introduced in [29] using a sample of 29 \( H(z) \) measurements from BAO and cosmic chronometers with the conclusion that there is a tension between \( H(z) \) data and the \( \Lambda \)CDM model.

The quantities we are interested to reconstruct (i.e. \( H_0 dt/dz \) and its derivative) are not directly observable, so we use the \( H(z) \) data to derive them and the error propagation equation to assess the corresponding uncertainty. Then we apply NPS to reconstruct \( H_0 dt/dz \) as a function of redshift \( z \). In order to calculate its derivative, we fit the smooth data of \( H_0 dt/dz \) with a polynomial whose derivative is used to assess \( H_0 dt^2/dz^2 \) and its corresponding uncertainty. Next, we calculate \( H_0 dt/dz \) and its derivative for different dark energy models. Since the smoothing process relies solely on the observed data without prior assumptions concerning the Cosmology, the reconstructed result can be used to differentiate the dark energy models.

The paper is organized as follows. Section 2 includes the details of the data used in this work. The methodology is explained in section 3. Finally in section 4, we discuss the results from analysis using different dark energy models.
2 Dataset

We use the recent Hubble function \( H(z) \) data consisting of 38 data points [30, 31]. 30 \( H(z) \) measurements come from cosmic chronometers, i.e. massive, early-type galaxies evolving passively on a timescale longer than their age difference. Certain features of their spectra, such as \( D4000 \) break at 4000 Å indicative of the evolution of their stellar populations enable us to measure age difference of such galaxies [1]. In the BAO approach, \( H(z) \) measurement is done by using the peak position of the BAO in the radial direction as the standard ruler. Sometimes this approach is known as clustering. In particular we used 8 data points measured using the clustering (BAO) approach [32–36]. The data is given in table 1.

3 Methodology

The Hubble parameter, \( H(z) \) for a flat universe \( (\Omega \equiv \Omega_m + \Omega_{\text{DE}} = 1) \) can be written as

\[
H(z) = H_0[\Omega_m(1 + z)^3 + (1 - \Omega_m)(1 + z)^{3(1+\omega)}]^{1/2}
\]  

(3.1)

where \( \Omega_m \) is the matter density and \( \Omega_{\text{DE}} \) is the dark energy density. Recall that \( \omega = p/\rho \).

In popular approaches like the one using SNIa as standard candles, one has to consider the luminosity distance:

\[
d_L(z) = c(1 + z) \int_0^z \frac{dx}{H_0[\Omega_m(1 + x)^3 + (1 - \Omega_m)(1 + x)^{3(1+\omega)}]^{1/2}}
\]  

(3.2)

However in such an approach, a lot of the information is lost when constraining \( \omega \) because \( d_L \) is related to the equation of state parameter through an integrand. As mentioned in the Introduction, Jimenez and Loeb introduced the differential age method in which change of the age of the galaxies with redshift is related to the Hubble parameter by the following equation

\[
\frac{dt}{dz} = -\frac{1}{H(z)(1 + z)}
\]  

(3.3)

It is also convenient to use the non-dimensional expansion rate \( E(z) = \frac{H(z)}{H_0} \). Let us introduce the quantity:

\[
P(z) = -\frac{1}{(1 + z)E(z)} = H_0 \frac{dt}{dz}
\]  

(3.4)

It is \( P(z) \) that we would like to reconstruct using the non-parametric smoothing. For this purpose, we define

\[
P_{m+1}^s(z, \Delta) = P_m^s(z) + N(z) \sum_{j=1}^n \left[ P_{\text{obs}}^s(z_j) - P_m^s(z_j) \right] K(z, z_j)
\]  

(3.5)

For \( m = 0 \), the \( P_m^s(z) \) on the right hand side of eq. (3.5), represents the guess model values. In order to use the smoothing process we need a guess model to initialize. In our case, we take the flat \( \Lambda \text{CDM Universe} \) as the guess model.

\[
P_0^s(z) = -\frac{1}{(1 + z_\text{i})[\Omega_m(1 + z_\text{i})^3 + (1 - \Omega_m)]^{1/2}}
\]  

(3.6)
Technique

We use $\Omega_{m0} = 0.308$ from the recent Planck result [37]. In eq. (3.5), $m$ and $n$ are integers which represent the number of iterations and the sample size respectively. Here $P_{\text{obs}}(z)$ refers to values of $P$ calculated from the data at $z_i$, $H_{\text{obs}}(z_i)$ and $\sigma_H(z_i)$. The data is given in table 1.

$$P_{\text{obs}}(z_i) = \frac{-1}{(1 + z_i)E_{\text{obs}}(z_i)}$$

(3.7)
Figure 1. Variation of $H_0 dt/dz$ (NPS reconstructed) with $z$ for different guess models i.e. ΛCDM (green), Einstein de Sitter (red) and Coasting model (black).

The error associated with $P_{\text{obs}}(z)$ i.e. $\sigma_P(z)$ is calculated using error propagation equation

$$\sigma_P^2(z_i) = P^2 \left[ \frac{\sigma_{E}(z_i)}{E(z_i)} \right]^2$$  \hspace{1cm} (3.8)

To see the effect of the choice of the guess model on the smoothing process, we repeat this smoothing method with two other guess models: Einstein de Sitter and Coasting. We keep the number of iterations same for all models, i.e. $m = 25$ and $\Delta = 0.72$. The rationale behind such a choice will be explained in the next paragraph. We find that since this is an iterative process, the reconstructed result is almost independent of the choice of the guess model. Figure 1 shows the reconstructed $H_0 dt/dz$ or $P^s(z_i)$ for these three models. It is clear from the graph that reconstructed result does not depend strongly on the choice of the guess model.

In eq. (3.5), $N(z)$ is a normalization factor and can be defined as

$$N(z_i) = \left( \sum_{j=1}^{n} K(z_i, z_j) \right)^{-1}$$  \hspace{1cm} (3.9)

The kernel $K(z_i, z_j)$ is defined as

$$K(z_i, z_j) = \exp \left( -\ln^2 \left( \frac{1+z_j}{1+z_i} \right) \frac{1}{2\Delta^2} \right)$$  \hspace{1cm} (3.10)

and $\Delta$ is the smoothing input parameter which is to be fixed. We follow Shafieloo et al. (2007) to find the optimal value of $\Delta$ [17]. We start by defining $\Delta$ as

$$\Delta = \sqrt{m}\Delta_0$$  \hspace{1cm} (3.11)
where \( m \) is the number of iterations. \( \Delta_0 \) is calculated using the following equation

\[
\Delta_0 = \left( \frac{1}{3} \right)^{2/3} n^{-1/3} \tag{3.12}
\]

where \( n \) is number of data points. In the sample we use, \( n = 38 \) which gives \( \Delta_0 = 0.143 \). Since \( \Delta \) depends on the number of iterations \( (m) \), for a given \( \Delta_0 \), the value of \( \Delta \) can be different depending upon the choice of \( m \). We next turn to a method to determine the appropriate value of \( m \).

To decide the appropriate value of \( m \), we start the smoothing process with some random \( \Delta \). Here we take \( \Delta \) to be 0.32. With this value of \( \Delta \), we calculate the \( \chi^2 \) after each iteration of smoothing process upto 100 iterations which is defined as:

\[
\chi^2_m = \sum_{i=1}^{n} \frac{[P^s_m(z_i) - P^{obs}(z_i)]^2}{\sigma_{P^{obs}}^2(z_i)} \tag{3.13}
\]

To calculate \( \chi^2_1 \) we use eq. (3.13). \( P^s_1(z_i) \) is calculated by using \( P^0_1(z_i), N(z_i) \) and \( K(z_i, z_j) \) [see eq. (3.5)]. In the next iteration, we replace guess model values i.e. \( P^0_1(z_i) \) by \( P^s_1(z_i) \) to get \( \chi^2_2 \) and this process continues till we reach the required number of iterations i.e the iteration at which \( \chi^2 \) becomes minimum. It is clear from figure 2 that around \( m = 25 \), \( \chi^2 \) is minimum so we decide to stop smoothing process at this iteration. For \( m = 25 \), the value of \( \Delta \) comes out to be 0.72 [see eq. (3.11)] and we consider this value as the optimal value of \( \Delta \).

We also checked how \( \chi^2 \) varies with \( m \) for other values of \( \Delta \) like 0.64, 0.72, 0.78 and 1.01. But we find that the clear minimum exist only in the case of \( \Delta = 0.32 \). Because we noticed that after \( m = 25 \), the change in \( \chi^2 \) is very small for other values of \( \Delta \) so we consider \( m = 25 \) as the proper iteration to stop the smoothing process.
Figure 3. Variation of $H_0 dt/dz$ (NPS reconstructed) with $z$ for different $\Delta$ values. Black, red, green, blue & yellow represent $\Delta = 0.32, 0.64, 0.72, 0.78, 1.01$ with corresponding $m = 5, 20, 25, 30, 50$ respectively.

For given $m$, a very high value of $\Delta$ can give smooth but less accurate results. On the other hand, small values of $\Delta$ can give accurate but noisy results. So the choice of optimal $\Delta$ and its corresponding $m$ plays a vital role in this process. Figure 3 shows variation of reconstructed $H_0 dt/dz$ with $z$ for some values of $\Delta$ corresponding to different number of iterations ($m$). From this it is clear that if the number of iterations is tuned simultaneously with chosen value of $\Delta$, then the reconstructed results remain unaffected (see figure 3).

In order to calculate the error bands in the reconstructed values, we use the method discussed in Zhengxiang Li et al. [21]. We define $\sigma_p^z(z_i)$ as

$$\sigma_p^z(z_i) = \left( \sum_j v_{ij}^2 \hat{\sigma}_i^2 \right)^{1/2}$$

where $\sigma_p^z(z_i)$, $v_{ij}$ and $\hat{\sigma}_i^2$ represent errors in the reconstructed data, the smoothing factor and the estimate of the error variance respectively. Here,

$$v_{ij} = N(z_i)K(z_i, z_j)$$

and

$$\hat{\sigma}_i^2 = \frac{\sum_k [P^{obs}(z_k) - P^s(z_k)]^2}{\sum_k (1 - v_{ik})}$$

To calculate the $3\sigma$ error band, we simply multiply the $1\sigma$ error by 3. In figure 4 we display the complete reconstructed $H_0 dt/dz$ vs $z$ plot including the $3\sigma$ error bands.
Figure 4. Variation of $H_0 dt/dz$ with $z$ and its $3\sigma$ error bands (blue) reconstructed using non-parametric smoothing. Black points are the observed $H_0 dt/dz$ with error bars.

3.1 $H_0 dt/dz$ as a tool

There are many models for dark energy in the literature [38, 39]. We focus only on six popular models: Phantom, EdS, ACDM, CPL JBP & FSLL. Our purpose is to find the models which are in good agreement with the results obtained from the non-parametric smoothing technique.

3.1.1 Phantom model

For the Phantom model, the reduced Hubble parameter is given by

$$E_{\text{phantom}}(z) = \frac{H_{\text{phantom}}(z)}{H_0} = \left[ \Omega_{m0}(1+z)^3 + (1-\Omega_{m0})(1+z)^3(1+\omega) \right]^{1/2}$$

(3.17)

and

$$P_{\text{phantom}}^\text{th}(z) = -\frac{1}{(1+z) \left[ \Omega_{m0}(1+z)^3 + (1-\Omega_{m0})(1+z)^3(1+\omega) \right]^{1/2}}$$

(3.18)

In this model, $\Omega_{m0}$ is a free parameters. We fix $\omega$ to be -2 and take $\Omega_{m0} = 0.308 \pm 0.012$ from the Planck result [37]. The $\pm1\sigma$ errors in $P_{\text{phantom}}^\text{th}$ are calculated using following eq. [40, 41]

$$\sigma_{P+} = \sqrt{\sum_i \left( \text{Max} \left[ \frac{dP}{dx_i} \sigma_{x_{i+}}, -\frac{dP}{dx_i} \sigma_{x_{i-}} \right] \right)^2}$$

(3.19)

$$\sigma_{P-} = \sqrt{\sum_i \left( \text{Min} \left[ \frac{dP}{dx_i} \sigma_{x_{i+}}, -\frac{dP}{dx_i} \sigma_{x_{i-}} \right] \right)^2}$$

(3.20)

$\sigma_{x_{i+}}$ and $\sigma_{x_{i-}}$ are the $\pm1\sigma$ errors, where $x_i$ represents free parameters of the model.
3.1.2 Einstein de Sitter (EdS) model

The dimensionless Hubble parameter for the EdS model is written as:

\[
E_{\text{EdS}}(z) = \frac{H_{\text{EdS}}(z)}{H_0} = (1 + z)^{3/2}
\]  

(3.21)

Correspondingly,

\[
P_{\text{EdS}}^\text{th}(z) = H_0 \frac{dt}{dz} = -\frac{1}{(1 + z)^{5/2}}
\]  

(3.22)

In this model, there is no free parameter. In a similar way to the Phantom model, we can calculate \( P_{\text{EdS}} \). The variation of \( H_0 dt/dz \) with \( z \) is shown in figure 6.

3.1.3 ΛCDM model

This model is in very good agreement with most of the observations, hence it is widely accepted. In a flat Universe, the dimensionless Hubble parameter for ΛCDM model is

\[
E_{\Lambda \text{CDM}}(z) = \frac{H_{\Lambda \text{CDM}}(z)}{H_0} = [\Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})]^{1/2}
\]  

(3.23)

and therefore the corresponding \( P_{\Lambda \text{CDM}} \) is given by

\[
P_{\Lambda \text{CDM}}^\text{th}(z) = H_0 \frac{dt}{dz} = -\frac{1}{(1 + z)[\Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})]^{1/2}}
\]  

(3.24)

Here we have one free parameter, \( \Omega_{m0} \). We take \( \Omega_{m0} = 0.308 \pm 0.012 \) [37]. The result obtained is shown in figure 7.
Figure 6. Variation of $H_0 dt/dz$ for EdS model (red) and the reconstructed result (blue) with $z$.

Figure 7. Variation of $H_0 dt/dz$ with $z$ for $\Lambda$CDM model (red) and NPS technique (blue) with corresponding $3\sigma$ error bands.
3.1.4 Chevallier-Polarski-Linder (CPL) parametrization

The equation of state for dark energy has been parametrized in many forms. CPL is one of the most popular parametrizations of the dark energy equation of state. It has two free parameters $\omega_0$ and $\omega_1$ and can be written as [42, 43]

$$\omega_{\text{CPL}} = \omega_0 + \omega_1 (1 - a) = \omega_0 + \omega_1 \frac{z}{1 + z}$$

and the corresponding Hubble parameter

$$E_{\text{CPL}}(z) = \frac{H_{\text{CPL}}(z)}{H_0} = \left[ \Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})(1 + z)^3 (1 + \omega_0 + \omega_1) \exp \left( \frac{3 \omega_1 z}{1 + z} \right) \right]^{1/2}$$

This gives

$$P_{\text{CPL}}^\text{th}(z) = \frac{-1}{(1 + z) \left[ \Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})(1 + z)^3 (1 + \omega_0 + \omega_1) \exp \left( -\frac{3 \omega_1 z}{1 + z} \right) \right]^{1/2}}$$

We use $\Omega_{m0} = 0.300 \pm 0.0014$, $\omega_0 = -0.982 \pm 0.134$ and $\omega_1 = -0.082^{+0.655}_{-0.440}$ obtained from the joint analysis of Supernovae Ia (SNeIa), Baryonic Acoustic Oscillations (BAO) and Cosmic Microwave Background (CMB) data [44]. $H_0 dt/dz$ variation with $z$ for CPL parametrization is shown in figure 8.

3.1.5 Jassal-Bagla-Padmanabhan (JBP) parametrization

Equation of state for this parametrization is [45]

$$\omega_{\text{JBP}} = \omega_2 + \omega_3 a (1 - a) = \omega_2 + \omega_3 \frac{z}{(1 + z)^2}$$
Figure 9. Variation of $H_0 dt/dz$ and $3\sigma$ error bands with $z$ for JBP parametrization (red) and NPS method (blue).

and corresponding reduced Hubble parameter is

$$E_{JBP}(z) = \frac{H_{JBP}(z)}{H_0} = \left[ \Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})(1 + z)^{3(1+\omega_2)} \exp\left(\frac{3\omega_3 z^2}{2(1 + z)^2}\right) \right]^{1/2}$$

and the $P_{JBP}^{th}$ is given by

$$P_{JBP}^{th}(z) = \frac{-1}{(1 + z)} \left[ \Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})(1 + z)^{3(1+\omega_4 - \omega_5\omega_2)} \exp\left(\frac{3\omega_3 z^2}{2(1 + z)^2}\right) \right]^{1/2}$$

We take $\Omega_{m0} = 0.298^{+0.013}_{-0.014}$, $\omega_2 = -0.960^{+0.181}_{-0.179}$ and $\omega_3 = -0.317^{+1.341}_{-1.146}$ from [44]. Result obtained for this parametrization is shown in figure 9.

3.1.6 Feng-Shen-Li-Li (FSLL) parametrization

For FSLL parametrization, the equation of state is defined as [46]

$$\omega_{FSLL} = \omega_4 + \omega_5 \frac{z}{1 + z^2}$$

and corresponding reduced Hubble parameter is

$$E_{FSLL}(z) = [\Omega_{m0}(1 + z)^3 + (1 - \Omega_{m0})(1 + z)^{3(1+\omega_4 - 0.5\omega_3)}(1 + z^2)^{0.75\omega_3} \exp(1.5\omega_5 \tan^{-1}(z))]^{1/2}$$

and the $P_{FSLL}^{th}$ is given by

$$P_{FSLL}^{th}(z) = \frac{-1}{(1 + z)E_{FSLL}(z)}$$
We take $\Omega_{m0} = 0.295^{+0.013}_{-0.015}$, $\omega_4 = -0.968^{+0.145}_{-0.144}$ and $\omega_5 = -0.165^{+0.641}_{-0.527}$ from [44]. For FSLL parametrization, result is shown in figure 10.

The uncertainties of $P^\text{th}$ for all the models, were calculated using the eq. (3.19) and (3.20) as explained in section 3.1.1. From figures 7, 8, 9 and 10, it seems that all four dark energy models i.e. ΛCDM, CPL, JBP and FSLL are consistent with the result obtained from smoothing method. The predictions of Phantom model is only accommodated within 3σ region of the reconstructed results at high redshift ($z > 1.6$). However, Einstein de Sitter model is inconsistent with the NPS results at all redshifts. Figure 11 compares theoretical predictions of the models considered with corresponding observed values of $H_0 dt/dz$. Consistency would be marked by dots following the diagonal black line in the figure. One can see that for the EdS model, theoretical value of $H_0 dt/dz$ is always higher than the observed value. For the phantom model, on the other hand, theoretical predictions are lower than the observed ones. Other four dark energy models (ΛCDM, CPL, JBP and FSLL), give predictions which are scattered around the diagonal line, which means that they are consistent with the data.

Here we take the NPS reconstructed quantities as representing the true cosmology, in the sense that we did not make any assumptions besides homogeneity, isotropy and spatial flatness of the Universe. We then need to compare it with the predictions of the six parametrized models (i.e. depending on parameters like $\Omega_{m0}$, $\omega_i$). Of course there could be some ranges of such parameters for which the models are compatible with the NPS reconstruction. The identification of such values is the problem of model fitting, and even when found they would trigger the question whether they are compatible with other probes. Therefore our strategy is to take for comparison the values of cosmological parameters (with their uncertainties) already best fitted to precise measurements from the SN Ia, CMB or BAO. One might be worried that such an approach will introduce a bias. Indeed, precisely because it is intended to guarantee that the models considered are in agreement with the cosmological probes, the results are biased as long as the data from CMB (Planck data) or SN Ia or BAO are biased.

**Figure 10.** Variation of $H_0 dt/dz$ and 3σ error bands with $z$ for FSLL parametrization (red) and NPS method (blue).
It is observed that $H_0 dt/dz$ is unable to distinguish the four models viz. ΛCDM, CPL, JBP and FSLL, we follow an idea proposed by Jimenez and Loeb (2002) to use the derivative of $H_0 dt/dz$ to compare the predictions of these degenerate models with the reconstructed one.

### 3.2 Derivative of $H_0 dt/dz$

From eq. (3.3)

$$P(z) = H_0 \frac{dt}{dz} = \frac{-1}{E(z)(1+z)}$$

Differentiating this, we get $H_0 d^2t/dz^2$.

$$P'(z) = H_0 \frac{d^2t}{dz^2} = \frac{1}{E(z)(1+z)} \left[ \frac{1}{(1+z)} + \frac{E'(z)}{E(z)} \right]$$  \hspace{1cm} (3.34)

In order to compare $H_0 d^2t/dz^2$ obtained from models with smooth $H_0 d^2t/dz^2$, we need to first calculate $(H_0 d^2t/dz^2)^s$ [hereafter $P^s_{\text{fit}}$]. To do this we proceed as follows: from the observation data, we have $H_0 dt/dz$ i.e. $P^{\text{obs}}(z)$ and the corresponding error i.e. $\sigma_{P^{\text{obs}}}(z)$, to which we apply the smoothing process to get $P^s(z)$. Hence we obtain $P^s(z)$ corresponding to each redshift where $P^{\text{obs}}(z)$ is known. After that we find a polynomial, say $P^s_{\text{fit}}(z)$ [eq. (3.35)] which fits best with the smooth $P^s(z)$ values.

$$P^s_{\text{fit}}(z) = A + Bz + Cz^2 + Dz^3$$  \hspace{1cm} (3.35)

Here we use the chi-square method to find the best fit values of the model parameters i.e. $A, B, C, D$. The best fit values are $A = -0.96, B = 1.21, C = −0.62$ and $D = 0.116$.
respectively. We then differentiate eq. (3.35) to get $P_{fit}^{s}(z)$.

$$\left( H_0 \frac{d^2 t}{dz^2} \right)^s = P_{fit}^{s}(z) = B + 2Cz + 3Dz^2$$

(3.36)

To calculate the error associated with the model parameters, i.e $\sigma_A$, $\sigma_B$, $\sigma_C$ and $\sigma_D$, we use the standard method as given in [47]. We then use the error propagation to calculate the error in the $P_{fit}^{s}(z)$.

$$\sigma_{P_{fit}^{s}}(z) = \sigma_B^2 + 4z^2\sigma_C^2 + 9z^4\sigma_D^2$$

(3.37)

Figure 12 shows the variation of reconstructed $H_0d^2t/dz^2$ with redshift and its 1$\sigma$, 2$\sigma$ & 3$\sigma$ error bands.

For dark energy models, we calculate $E'(z)$ from their corresponding $E(z)$. After substituting these expressions in eq. (3.34), we obtain $H_0d^2t/dz^2$ for the models.

### 3.2.1 ΛCDM model

We calculate the derivative of the dimensionless Hubble parameter $E(z)$ w.r.t. $z$ for the ΛCDM model,

$$E_{\Lambda CDM}'(z) = \frac{3\Omega_{m0}(1+z)^2}{2E_{\Lambda CDM}(z)}$$

(3.38)

Using values of $E_{\Lambda CDM}'(z)$ and $E_{\Lambda CDM}(z)$ in eq. (3.34), we find $H_0d^2t/dz^2$ i.e. $P_{\Lambda CDM}'(z)$.

$$P_{\Lambda CDM}'(z) = \frac{1}{(1+z)^2E_{\Lambda CDM}(z)} + \frac{E_{\Lambda CDM}'(z)}{(1+z)E_{\Lambda CDM}^2(z)}$$

(3.39)
To calculate ±1σ error in \( H_0d^2t/dz^2 \), we follow the same methodology as explained in section 3.1.1.

\[
\sigma_{P'_{+}} = \sqrt{\sum_i \left( \max \left[ \frac{dP'}{dx_i} \sigma_{x_{i+}}, -\frac{dP'}{dx_i} \sigma_{x_{i-}} \right] \right)^2}
\]

\[
\sigma_{P'_{+}} = \sqrt{\sum_i \left( \min \left[ \frac{dP'}{dx_i} \sigma_{x_{i+}}, -\frac{dP'}{dx_i} \sigma_{x_{i-}} \right] \right)^2}
\]

Similarly, to calculate the \( P' \) for CPL, JBP & FSLL, the expressions of \( E' \) for each model are as follows:

### 3.2.2 CPL parametrization

The derivative of \( E(z) \) w.r.t. \( z \) for the CPL parametrization is

\[
E'_{\text{CPL}}(z) = \frac{3}{2E_{\text{CPL}}(z)} \left[ \Omega_m(1+z)^2 + (1 - \Omega_m)(1+z)^3(1+\omega_0+\omega_1)^{-1} \right.
\]

\[
\exp \left( \frac{-3\omega_1 z}{1+z} \right) \left( (1+\omega_0 + \omega_1) - \frac{\omega_1}{1+z} \right)
\]

### 3.2.3 JBP parametrization

For this parametrization,

\[
E'_{\text{JBP}}(z) = \frac{3}{2E_{\text{JBP}}(z)} \left[ \Omega_m(1+z)^2 + (1 - \Omega_m)(1+z)^3(1+\omega_2)^{-1} \right.
\]

\[
\exp \left( \frac{3\omega_2 z^2}{2(1+z)^2} \right) \left( \frac{\omega_2 z}{(1+z)^2} + (1+\omega_2) \right)
\]

### 3.2.4 FSLL parametrization

For the FSLL parametrization,

\[
E'_{\text{FSLL}}(z) = \frac{1}{2E_{\text{FSLL}}(z)} \left[ 3\Omega_m(1+z)^2 + (1 - \Omega_m) \exp(1.5\omega_5 \tan^{-1}(z))(1+z)^{\alpha(1+z^2)^{0.75\omega_5}} \right.
\]

\[
\left( \frac{1.5\omega_5}{1+z^2} + \frac{\alpha}{(1+z^2)} + \frac{1.5\omega_5 z}{(1+z^2)} \right)
\]

where \( \alpha = 3(1 + \omega_4 - 0.5\omega_5) \)

Figure 13 shows \( H_0d^2t/dz^2 \) variation with \( z \) for all models (ΛCDM-Black, CPL-Red, JBP-Blue, FSLL-Cyan) with their 3σ error bands. The green shaded region shown by the dotted, dashed and continuous lines are the 1σ, 2σ & 3σ confidence region of the reconstructed \( H_0d^2t/dz^2 \) respectively. The confidence regions of each model are obtained by using eq. (3.40) and (3.41).

Figure 14 shows that the FSLL model prediction deviates significantly from the smooth reconstructed graph, while the ΛCDM model deviates from the smooth results for \( z \leq 0.3 \).
Figure 13. Variation of $H_0 d^2 t/dz^2$ with $z$ for all models and reconstructed (green) result. Black, pink, blue & cyan represents ΛCDM, CPL, JBP & FSLL respectively with their 3σ error bands.

Figure 14. Variation of $(H_0 d^2 t/dz^2)_{\text{model}}$ for ΛCDM, CPL, JBP & FSLL model with the observed value of $(H_0 d^2 t/dz^2)_{\text{obs}}$ or $P_{\text{fit}}'$. Black, Red and blue colour represents ΛCDM, CPL and JBP model while cyan represents FSLL model. The arrow indicates the direction of increasing redshift.
4 Discussion

We compared the variation of $H_0 dt/dz$ and its derivative for various dark energy models with the reconstructed results obtained by Non Parametric Smoothing. Our main conclusions from this study are as follows.

1. Models are compatible with NPS reconstruction whenever ($3\sigma$) uncertainty bands of NPS and the best fitted model itself overlap. The best fit line of CPL, JBP, FSLL parametrizations and the $\Lambda$CDM model lie within the $3\sigma$ region of the reconstructed results obtained for the $H_0 dt/dz$ formulation. Hence all four models seem to be in agreement with the smoothing results (See figures 7, 8, 9, 10). But in the case of the phantom model, as shown in figure 5, the best fit line deviates substantially from the reconstructed results at $z < 1.5$. On the other hand, as expected, the EdS model shows clear disagreement with the smoothing result in the entire redshift range considered in this work (see figure 6).

2. We compared the model predictions with the observations for $H_0 dt/dz$ in a more compact form in figure 11. The predictions of the Phantom and EdS model are significantly away from the diagonal line which acts as the benchmark for the model predictions to be consistent with the observations, while the other four model ($\Lambda$CDM, CPL, JBP and FSLL) predictions are scattered along the diagonal line.

3. As Jimenez and Loeb (2002) pointed out, the derivative of $H_0 dt/dz$ tracks the equation of state directly. Following this idea, we further calculated $H_0 d^2t/dz^2$ for the $\Lambda$CDM, CPL, JBP and FSLL models and compared with the corresponding reconstructed one, as shown in figure 13. It is observed that above redshift ($z$) 0.3, the best fit lines of the $\Lambda$CDM, CPL and JBP are consistent with the reconstructed one within $2\sigma$. The predicted $3\sigma$ confidence region of the $\Lambda$CDM model for $H_0 d^2t/dz^2$ is narrow and consistent within the $3\sigma$ bands of the reconstructed result in the redshift $z > 0.3$. However, for CPL and JBP parametrizations, their $3\sigma$ confidence region become wider compared to the reconstructed results at very low redshift. It looks that CPL parametrization is more compatible at $z > 0.3$ than JBP parametrization. FSLL parametrization is not compatible with the reconstructed $H_0 d^2t/dz^2$ within the $3\sigma$ region.

4. Figure 13 suggests that there is mismatch between the $\Lambda$CDM model predictions and the reconstructed $d^2t/dz^2$ using $H(z)$ observations at very low redshifts $z < 0.3$. One possible reason could be the systematics associated with the data. Other effect could be the approximation scheme we adopted, i.e. fitting the $P(z)$ to a polynomial and then differentiating it. If the polynomial was of a different order, the result could be slightly different. However, the $3\sigma$ confidence region of JBP and CPL parametrizations still accommodate the observations at low redshifts. It might be an indication that evolving dark energy models explain the present acceleration of the universe better.

5. Figure 14 graphically demonstrates the strength of $H_0 d^2t/dz^2$. $\Lambda$CDM, CPL and JBP models are consistent with the reconstructed results approximately at $z > 0.3$. Below this redshift ($z \leq 0.3$), they not only deviate from the diagonal line but also start deviating among themselves. But the theoretical prediction of FSLL parametrization shows clear deviation from the black diagonal line. This shows that FSLL model of dark energy is not consistent with the reconstructed values of $H_0 d^2t/dz^2$. So it can be
seen that the degeneracy among the dark energy models is lifted to some extent with the help of $H_0d^2t/dz^2$. The point we would like to emphasize is that the derivative of $H_0dt/dz$ for various dark energy models shows different behaviour at low redshift along with their error bars. This feature is not visible in $H_0dt/dz$. Hence it seems possible to differentiate these dark energy models using the $H_0d^2t/dz^2$ method if we have enough data at low redshifts.

It will be interesting to use differential age of galaxies as a tool on non-standard cosmology models like the Brane models or f(R) gravity in the future.
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