Conducting Quantitative Research with Hard-To-Reach-Online Populations: Using Prime Panels to Rapidly Survey Older Adults During a Pandemic
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Abstract. Vulnerable populations (e.g., older adults) can be hard to reach online. During a pandemic like COVID-19 when much research data collection must be conducted online only, these populations risk being further underrepresented. This paper explores methodological strategies for rigorous, efficient survey research with a large number of older adults online, focusing on (1) the design of a survey instrument both comprehensible and usable by older adults, (2) rapid collection (within hours) of data from a large number of older adults, and (3) validation of data using attention checks, independent validation of age, and detection of careless responses to ensure data quality. These methodological strategies have important implications for the inclusion of older adults in online research.
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1 Introduction

During the COVID-19 pandemic, online data collection has become crucial to safeguard the health of participants, researchers, and society at large. However, online data collection presents challenges for researchers who study hard-to-reach populations such as older adults (65 + years). Traditional sampling methods such as using university subject pools or crowdsourcing platforms (e.g., Amazon’s Mechanical Turk (MTurk)) are of limited use in reaching older adults [1, 2]. Another challenge is to design online studies that are comprehensible and usable by older adults.

In this paper, we outline methodological strategies for an online survey study with a large sample of older and younger adults recruited using Prime Panels. This paper is part of a multiphase research project funded by the National Science Foundation (NSF) that aims to explore factors that influence both younger and older adults’ trust in public
health information during a pandemic. Empirical data from our NSF project will be reported elsewhere. The strategies outlined here have implications for researchers who study hard-to-reach-online populations such as older adults.

2 Background

As the population and proportion of older adults continue to grow in the U.S., it is increasingly important to collect data that represent this growing population properly [3–5]. In traditional in-person studies, researchers rely on relationships with community partners (e.g., senior centers, healthcare organizations, public libraries) to recruit older adults for data collection [6–9]. Given the high cost of personnel and financial resources to sustain such recruitment, researchers need alternative methods. Additionally, the COVID-19 pandemic has disrupted traditional in-person data collection, making online data collection ever more prominent [10].

In the last decade, crowdsourcing platforms such as MTurk have mitigated some recruitment challenges [11] and driven down the overall cost of conducting online research. While online crowdsourcing has its merits [12], recruiting older adults on crowdsourcing platforms presents many challenges. For example, a research cohort of participants aged 55-and-older is considered a “Premium Qualification” on MTurk and therefore incurs a higher cost than a cohort of younger adults [1, 13]. Also, the availability of older adult crowdworkers may be hindered by factors such as a lack of awareness of the platforms, a lack of access to technology, insufficient technological skills, and a lack of motivation [14–16].

The constant churn of the participant pool in crowdsource markets such as MTurk [17] also makes it hard to generalize research outcomes. Although MTurk and similar platforms help overcome the homogeneity of university participant pools, they tend to yield samples significantly younger and less racially diverse than the American population [2]. This limitation is exacerbated by the fact that Amazon does not publish an age-based breakdown of MTurk workers [18], and that the number of MTurk workers available for a study at any given time is well below the number registered on the platform [19–21]. The relatively small number of active MTurk workers increases the chance that they are familiar with the methods that researchers typically use to ensure data quality [1].

An overarching concern with online research is that recruitment on crowdsourcing platforms may be undermined by bots or malicious actors misrepresenting age, location, or other characteristics, in an effort to obtain tasks and payments [18, 22]. In addition to these concerns, survey studies on online crowdsourcing platforms are vulnerable to response satisficing, with participants paying inadequate attention while they take surveys, thus threatening data validity [23]. These challenges, intensified by the COVID-19 pandemic, motivated us to explore other avenues for online data collection that did not limit us to one monolithic platform such as MTurk. Our search led us to Prime Panels, an aggregation of online research panels maintained by CloudResearch that has been...
found to be better at approximating national probability samples than MTurk as reported in previously published comparisons [1].

3 Method

This study was approved by the Institutional Review Board of The University of Texas at Austin. Informed consent was obtained prior to any data collection.

3.1 Survey Design

Our survey study was driven by the following overarching questions: What differences exist in the information behavior of older and younger adults with respect to COVID-19, and what factors could explain those differences? We used Qualtrics to design and implement the survey, with two attention checks: one instructional manipulation check [25, 26], and one repeated question to check for consistency of responses. At the end of the survey, we included demographic questions to collect participants’ age, gender, race, educational attainment, and political beliefs.

We used a 5-point scale for each Likert-type item, with a visible numeric label for each point from 1 to 5 and provided descriptive labels only at endpoints. This strategy offers the following advantages: (i) the odd number of options avoids forcing neutral participants to choose a side [27, 28]; (ii) the use of 5 points balances the information gained with the cognitive demands on respondents [28]; and (iii) endpoint-only labeling reduces the cognitive load in comparison with labeling all gradations [29]. This strategy permits the use of statistical methods such as correlations and linear regression [28]. To comply with Web Content Accessibility Guidelines (WCAG 2.0) 2 and thus be inclusive of older adults who rely on assistive technologies (e.g., text-to-speech applications), we implemented all Likert-type items using drop-down menus instead of rows of radio buttons.

3.2 Pilot Testing with Older Adults

To ensure the clarity and readability of the survey instrument, we pilot-tested it over the phone with 3 older adults (2 females, 1 male) 3 recruited from participants of our prior studies. We conducted cognitive interviews, a commonly used method to enhance the quality of data collection [30–32], to collect verbal feedback on the design of the instrument. One researcher guided the interview while another took detailed notes. Following each cognitive interview, after participants completed the survey on their computer or tablet, we asked them to re-enter the survey to retrospectively share their thoughts, experiences, and challenges through probing questions and think-aloud prompts. The main

---

2 https://www.w3.org/TR/WCAG20/.

3 We recruited older adult participants from our research team’s established relationship with local community partners. We chose to partner with local participants instead of crowdsourced participants due to our established relationship, rapport, level of engagement, and length of the task.
interviewer asked pre-scripted questions and, when necessary, unscripted probing questions to gather requisite feedback [31]. These cognitive interviews enabled us to identify and fix accessibility issues related to clicking fatigue and font legibility. Each interview lasted approximately 45 min. Each participant received a $20 Amazon gift card.

3.3 Collecting Data Using Prime Panels

We deployed the survey using Prime Panels, which provided a price and feasibility estimate based on the approximate duration of the survey, the desired sample size, and demographic parameters. To reach our target of 500 valid responses split into 2 comparable group sizes for older (65 + years) and younger (18–64 years) adults, we conducted 5 batches of data collection between June 26 and July 20, 2020 punctuated by data validation procedures described below. For each batch we used the Prime Panels interface to exclude participants who had taken the survey in a previous batch.

3.4 Validation of Data

To ensure that participants accurately reported their age, we requested Prime Panels to provide us the current age of each participant. The age data provided by Prime Panels is based on the participant’s year of birth according to self-report at the time of signing up with one of Prime Panels’ providers. Since we did not have access to the years of birth of our participants, we allowed for a difference of 1 year in each participant’s age as reported in the 2 data sets. We removed duplicates and used the attention checks to discard invalid responses. To filter out careless responses [33] we used two criteria: (i) long-string responses: all items on a page with 5 or more items were marked with the same option; and (ii) response time: where participants took less than an average of 2 s per item on a page [33–35].

4 Results

Across 5 batches of data collection, we received responses from 669 participants: 272 older adults (40.7%) and 397 younger adults (59.3%; in each batch we got a few more responses than requested; and more responses from younger adults than those from older adults were excluded due to data quality concerns, specified below). Older adults took 10.9 min on average (SD = 12 min) to complete the survey, whereas younger adults took 10.2 min (SD = 21.4 min). The data collection cost $1,173. We paid Prime Panels for all responses even though we discarded some responses during data validation.

Of the 669 responses collected, 185 failed one or more of our validation criteria, leaving 484 responses in our final sample. Table 1 breaks down our data collection by batch, including the time elapsed and responses collected. Table 2 summarizes the number of invalid responses per criterion, broken down by age category.
### Table 1. Time elapsed in each batch of data collection

| Batch | Prime panels age filter | Time elapsed (Hours) | Responses collected | Valid responses |
|-------|-------------------------|----------------------|---------------------|----------------|
| 1     | 18–64 (Younger adults)  | 1                    | 55                  | 40             |
| 2     | 18–64 (Younger adults)  | 7                    | 207                 | 110            |
| 3     | 65–99 (Older adults)    | 11                   | 258                 | 238            |
| 4     | General population      | 2                    | 55                  | 37             |
| 5     | General population      | 1                    | 94                  | 59             |
| Total |                         | 22                   | 669                 | 484            |

### Table 2. Summary of data clean-up; number of responses discarded for each criterion when considered independently of each other

| Validation criterion | Number of responses failing a criterion (%) |
|----------------------|--------------------------------------------|
|                      | Overall ($n = 669$)                       |
|                      | Older adults ($n = 272$)                  |
|                      | Younger adults ($n = 397$)                |
| Missing data         | 11 (1.6)                                  |
|                      | 2 (0.7)                                   |
|                      | 9 (2.3)                                   |
| Failed at least 1 attention check | 114 (17.0)                   |
|                      | 12 (4.4)                                  |
|                      | 102 (25.7)                                |
| Age data validation  | 52 (7.8)                                  |
|                      | 10 (3.7)                                  |
|                      | 42 (10.6)                                 |
| Careless responses   | 81 (12.1)                                 |
|                      | 8 (2.9)                                   |
|                      | 73 (18.4)                                 |
| Total                | 258 (38.6)                                |
|                      | 32 (11.8)                                 |
|                      | 226 (56.9)                                |

### 5 Discussion

During the COVID-19 pandemic, the older adult population has been especially vulnerable. Compared with younger people, older adults are more likely to develop serious health conditions if infected by the virus, but they are less likely to obtain digital information and services [36, 37]. When data for research must be obtained online, older adults risk being further underrepresented, hindering subsequent decision making based on the data. In this paper, we have outlined methodological strategies for our recently completed online survey study with a large sample of older and younger adults. Our strategies were aimed to ensure the survey’s readability and usability, obtain a large,
stratified sample of both older adult and younger adults, and validate the data including participants’ ages.

Data collection via Prime Panels is far less expensive than the personnel and financial resources required by traditional, in-person studies [6–9]. Thus, this platform offers a viable alternative not only to MTurk, but also to traditional data collection methods. Our initial request for 250 older adult participants cost $660 ($2.64 per participant). Our validation process required us to request additional participants, but the minimal cost per participant was a clear benefit. Indeed, one impressive finding of our study was the stronger performance among older adults with the validation, as 248 of the 272 responses from older adults satisfied all validation criteria (91.2%), while 236 of the 397 responses from younger adults satisfied all validation criteria (59.4%).

It is also important to note that it took very little time to collect data from a large number of older adults. As shown in Table 1, across the 5 batches of data collection, it took less than 14 h to obtain valid responses from 250 older adult participants. As such, Prime Panels provides a rapid means to collect data from older adults compared to other methods. For example, in another research project conducted by our team during the summer of 2020, we conducted a telephone survey to gather data from 200 older adults. Data collection took over 3 months, with a cost of $4000 in participant compensation (this manuscript is available from the authors). Overall, our methodological strategies have significant implications for researchers currently working with online crowdsourcing platforms as well as researchers who have had to shift their data collection from in-person to online due to COVID-19 [10].

6 Limitations

One overarching concern with studying older adults online is that about a third of older adults in the U.S. lack internet access, and only two-fifths of older adults own smartphones [38]. Therefore, despite our rapid and cost-efficient data collection, our sample was likely skewed by technology adoption among older American adults, and thus arguably less representative of this population as a whole than for younger adults.

Moreover, crowdwork remains a largely unregulated part of the internet economy and is vulnerable to exploitative business practices often leading to unfair wages and low quality of work [39, 40]. In our prior studies, we have taken care to ensure that we always pay participants at least the U.S. national minimum wage [41–43]. However, for this study, our ability, as researchers, to control the compensation to our participants to meet our ethical standards was obfuscated by Prime Panels’ inability to specify the exact payment received by participants [44]. As a result, it is unclear to us how much compensation our research participants had received, or what form the compensation was in (e.g., monetary compensation or donation to charity, as some crowdsourcing platforms have done [45, 46]). All we were able to do in this circumstance was to ensure that our estimate of the time required was conservative, to ensure that the compensation would be on the higher end of what Prime Panels allows. However, the lack of knowledge about and control of compensation provided by Prime Panels is a limitation of their current implementation.
7 Future Directions

Given the circumstances of the COVID-19 pandemic and the subsequent move to online data collection, more work needs to be done to ensure access to populations traditionally hard to reach online, including, but not limited to, older adults. To facilitate this access, crowdsourcing platforms must be transparent about the demographic make-up of their respective worker populations. Also, to ensure the quality of collected data, crowdsourcing platforms and online panels should offer researchers a communication channel to allow them to ascertain the validity of demographic data while preserving participants’ privacy. An underlying concern in recruiting hard-to-reach-online populations is the availability and reach of the internet in the U.S., as well as the computer literacy of the population of interest. It is, therefore, the responsibility of policymakers, crowdsourcing platforms, and researchers to ensure that hard-to-reach populations are represented in research. Such inclusion efforts will ensure that these populations are represented in research findings and, subsequently, policies developed using the research findings. Finally, these stakeholders need to work together to ensure that participants are compensated fairly for their participation in research.
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