A spatially dynamic network underlies the generation of inspiratory behaviors
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The ability of neuronal networks to reconfigure is a key property underlying behavioral flexibility. Networks with recurrent topology are particularly prone to reconfiguration through changes in synaptic and intrinsic properties. Here, we explore spatial reconfiguration in the reticular networks of the medulla that generate breathing. Combined results from in vitro and in vivo approaches demonstrate that the network architecture underlying generation of the inspiratory phase of breathing is not static but can be spatially redistributed by shifts in the balance of excitatory and inhibitory network influences. These shifts in excitation/inhibition allow the size of the active network to expand and contract along a rostrocaudal medullary column during behavioral or metabolic challenges to breathing, such as changes in sensory feedback, sighing, and gasping. We postulate that the ability of this rhythm-generating network to spatially reconfigure contributes to the remarkable robustness and flexibility of breathing.

From as early as the pioneering work of Ramón y Cajal, anatomical and electrophysiological investigations have sought to compartmentalize brain regions based on the properties of neurons contained within them (1). Testing functional hypotheses for a given brain region has been commonly achieved by implementing lesion and stimulation experiments to determine whether the region is necessary or sufficient for a given behavior (2–4). This approach has contributed greatly to our understanding of brain function, while supporting the general view that the brain is organized into discrete anatomical and functional modules that underlie distinct behaviors (5).

The introduction of modern genetic, imaging, and optogenetic tools has led to an exponential increase in our insights into the functional anatomy of defined neuronal regions in vertebrate (6–9) and invertebrate model systems (10–13). However, neuronal circuit functions are often dynamic, state dependent (14–20), multifunctional (21–24), and task dependent (25). Mechanisms of experience-dependent plasticity can shift the spatial distribution of a neuronal network over time (26), and the topology of active brain networks can also dynamically reconfigure on rapid timescales (27, 28). In particular, networks with recurrent connectivity, such as motor cortex, appear to reconfigure by regulating the balance of excitation and inhibition to control the spread of neuronal activity through the network (26, 29, 30). However, while many mammalian studies are consistent with network reconfiguration, it is often difficult to define these dynamic changes at the cellular level.

The neuronal network controlling breathing offers a unique opportunity to characterize neural network dynamics in great detail (31). A series of studies identified the pre-Bötzinger complex (preBöTc), a small “core” (32, 33) or “kernel” (34) network, which is critical for generating inspiration. Acute silencing of the preBöTc causes apnea (4, 33), and when isolated in a thin medullary slice from neonatal rodents, it continues to produce a rhythm (35). Rostral to the preBöTc, inhibitory neurons active during expiration were identified in the so-called Bötzinger complex (BöTc) (36), and caudal to the preBöTc, a region referred to as the ventral respiratory group (VRG) was found to contain bulbospinal inspiratory and expiratory neurons thought to primarily serve premotor functions (37). These observations led to the respiratory network being described in terms of a series of discrete, rostrocaudally oriented “compartments,” the BöTc, preBöTc, and VRG (38–41).

However, there are no easily defined anatomical borders within the medullary respiratory network or between the hypothesized compartments. A rich array of recurrent connections (42), in particular among excitatory neurons derived from Dbx1-expressing progenitors (referred heretofore as “Dbx1 neurons”), is considered a critical property of the preBöTc that gives rise to the inspiratory rhythm (33, 43). However, Dbx1 neurons extend far beyond the preBöTc along the rostrocaudal axis of the ventral respiratory column (VRC) (43–45). Moreover, neuron types and spiking patterns are not homogeneous within each VRC compartment. Inhibitory neurons active during expiration, thought to characterize the BöTc, are also found within the preBöTc (43, 46, 47). Conversely, neurons active during inspiration are prevalent within the BöTc, but also extend rostrally (48, 49). This may explain why, in some cases, lesions of the preBöTc have failed to eliminate all inspiratory behaviors (50–52). Thus, evidence suggests that neurons important for inspiratory rhythmogenesis may not be limited to a discrete preBöTc kernel.

Using optogenetic and electrophysiological techniques, we investigate the generation of inspiration in the wider medullary network and test the hypothesis that the spatial extent of inspiratory activity generated by the preBöTc can dynamically reconfigure. We find that inspiratory activity along a distributed column of excitatory neurons is regulated by inhibition and that this distribution expands rostrally from the preBöTc during changes in sensory feedback or inspiratory behaviors such as sighs and gasps. We postulate that this
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dynamic network architecture allows the size of the active recurrent network to be adjusted on a cycle-to-cycle basis, endowing the breathing rhythm with remarkable robustness and flexibility during ever-changing behavioral, metabolic, and environmental demands.

Results

Characterization of Inspiratory Activity in a Horizontal Medullary Slice. To explore inspiratory activity in the wider medullary network, we developed a horizontal brainstem slice preparation that encompasses the entire rostrocaudal extent of the ventral medulla (2) (SI Appendix, Fig. S1 A–D). Landmarks used to locate the preBöC in vivo (43) are preserved on the ventral surface of horizontal slices and corresponded to a location ~1,800 μm caudal to the VII nerve (rostral edge of the slice) and ~750 μm lateral from the midline. Horizontal slices prepared from male and female transgenic mice expressing fluorescent protein in cholinergic neurons confirmed that this location correlated with the known position of the preBöC relative to other neuronal landmarks such as the nucleus ambiguous (NA), facial nucleus (VII), and postinspiratory complex (PiCo) (SI Appendix, Fig. S1E). This region also contained Dbx1-derived neurons (SI Appendix, Fig. S1F) known to be necessary and sufficient for generation of the inspiratory rhythm. However, as previously suggested (44, 45), these neurons extended along a rostrocaudal column, far beyond the preBöC. To further localize the preBöC in the horizontal slice, inspiratory modulated extracellular spiking activity was systematically mapped (SI Appendix, Fig. S1G). Beginning at the anatomic coordinates corresponding the preBöC center, maximal integrated inspiratory activity was recorded in 100-μm steps across the surface of horizontal slices. Inspiratory population activity spanned 1,488 ± 199 μm in the medulla and could be recorded up to 625 ± 106 μm rostral of the preBöC center.

To determine how integration of the preBöC within the wider rostrocaudal medullary network influences rhythmogenesis, we compared preBöC inspiratory activity generated in horizontal slices with preBöC activity generated in conventional transverse brainstem slice preparations (32) (Fig. L4 and SI Appendix, Fig. S1H). On average, horizontal slices (n = 40) produced a slower inspiratory rhythm with longer duration bursts (inspiratory time), longer pauses between bursts (expiratory time), and a longer time to reach peak burst amplitude (time to peak) compared with transverse slices from neonatal mice of a similar age (postnatal day 7 (P7) to P10; n = 41) (Fig. 1B and SI Appendix, Fig. S1I). Although horizontal slices had a slightly more irregular period, horizontal slices exhibited much less irregularity in burst amplitude and burst area than transverse slices (Fig. 1C and SI Appendix, Fig. S1J), suggesting that horizontal slices produce a relatively robust and more synchronized rhythm compared with slices that isolate the preBöC. Because stronger synchronization within the preBöC leads to longer refractory periods following inspiratory bursts (43, 53), we compared the refractory period in horizontal (n = 5) and transverse (n = 4) slice preparations (Fig. 1D and E). Using Dbx1CreER T2; Rosa26CreER T2EYFP mice, preBöC Dbx1 neurons were optogenetically stimulated contralateral to the extracellular electrode at random time points during the inspiratory cycle. Shortly following spontaneous preBöC bursts, the probability of photoevoking a subsequent burst (200 ms, 470 nm, 0.5 mW/mm²) was low in both horizontal and transverse slice preparations, indicative of refractoriness (43, 54). The probability of evoking a burst increased with time but was more delayed in horizontal slices, with a >80% chance of evoking a burst at 1.25 and 2.75 s in transverse and horizontal slices, respectively. Together, these results suggest that, when integrated within the wider medullary network, the preBöC generates a more robust rhythm associated with increased refractoriness.

A Distributed Heterogeneous Inspiratory Network. Next, we used the horizontal slice preparation to characterize the cellular determinants of the inspiratory rhythm along its rostrocaudal axis. Respiratory modulated neurons were selected for intracellular recording using the blind patch technique. The electrophysiological activity of each neuron was characterized in relation to preBöC population bursts, the anatomical location of each neuron was mapped using patch pipettes containing a fluorescent marker, and each neuron was classified as excitatory or inhibitory based on optogenetic stimulations (SI Appendix, Fig. S2 A and B). Electrophysiological activity patterns of respiratory neurons recorded in the horizontal slice fell into three main groups: inspiratory, expiratory, and postinspiratory. Locations of inspiratory and expiratory neurons and example spike raster plots of respiratory neurons during 30 consecutive inspiratory bursts are shown in Fig. 2. Respiratory neurons along the horizontal slice were primarily inspiratory, that is, maximum firing rates occurred in phase with preBöC population activity (47 of 65 neurons). However, there was considerable heterogeneity among inspiratory neurons. In support of previous findings (43, 55), inspiratory neurons were almost evenly split between excitatory and inhibitory (22 of 47 were inhibitory). Interestingly, inhibitory inspiratory neurons generally exhibited a
decrementing spiking pattern (neurons 4–6 in Fig. 2A), whereas the spiking pattern of excitatory inspiratory neurons was more variable. Some inspiratory neurons exhibited augmenting spiking activity or a “preinspiratory ramp” before preBötC population bursts, followed by high frequency spiking activity during bursts and were primarily excitatory (five of six neurons). Inspiratory neurons that did not have an obvious preinspiratory ramp were generally silent between preBötC population bursts and varied from augmenting to decrementing and from weakly spiking to strongly spiking during bursts. Despite these general patterns, all inspiratory neurons exhibited considerable cycle-to-cycle stochasticity in spiking onset and activity (46, 56). Under control conditions, functionally active inspiratory neurons were most commonly found near the preBötC center; however, consistent with our extracellular mapping results (SI Appendix, Fig. S1G), inspiratory neurons were found spanning 1.35 mm in the rostrocaudal direction through the ventral medulla.

Neurons active out of phase with the preBötC population, were classified as either expiratory or postinspiratory (Fig. 2B). Similar to previous reports in the isolated preBötC (46), and as predicted by computational models (57), a minority of respiratory neurons along the horizontal slice were expiratory (12 of 65). These neurons exhibited moderate tonic activity between preBötC bursts and were silenced during bursts, and some had modest rebound activity following bursts. Our recordings failed to confirm a rostrocaudal segregation of expiratory and inspiratory neurons (Fig. 2C), as hypothesized by some respiratory models (38, 58). However, postinspiratory neurons were clustered significantly rostral to the preBötC in a region corresponding to the postinspiratory complex (PiCo) (2, 59). Neuronomodulation, specifically a low concentration of norepinephrine (NE), is known to facilitate PiCo neurons such that they fire following every preBötC burst (2). However, the experiments described here were performed in the absence of NE; therefore, PiCo neurons exhibited strong bursts of spiking activity immediately following some, but not all, preBötC bursts (2). PiCo neurons were mostly excitatory (2), although not exclusively (four of five), suggesting that, like the preBötC, the PiCo may be heterogeneous.

Collectively, these data support a network structure that departs from compartmental models of respiratory rhythm generation (58, 60). Inhibitory and excitatory respiratory neurons were not spatially separated into rostral and caudal compartments as often viewed as differentiating the preBötC from the BötC (39, 61). We also did not observe a spatial segregation between inspiratory and expiratory neurons, although postinspiratory neurons were located rostral to the preBötC. Thus, although the density of functionally active inspiratory neurons is likely highest near the preBötC center, we suggest that a distributed network of intermingled excitatory and inhibitory neurons with heterogeneous spiking patterns underlies the inspiratory rhythm.

Inhibition Regulates the Extent of a Dynamic Inspiratory Column. To explore how the balance of excitatory and inhibitory mechanisms may influence the distribution of inspiratory activity, we performed paired recordings in horizontal slices during pharmacological suppression of fast synaptic inhibition. Integrated population activity was recorded at the preBötC and 534 ± 40 μm rostral (n = 12) (Fig. 3A). Under baseline conditions, weak irregular inspiratory activity was observed in rostral recordings. However, following suppression of both glycinergic and GABAergic inhibition, integrated population activity in the rostral column increased by 129 ± 24%.
whereas preBöC burst amplitude only increased by 38 ± 7% (Fig. 3B). The rise slope of inspiratory bursts at the preBöC center increased (75 ± 15%), and changes in preBöC slope were proportional to changes in rostral burst amplitude (SI Appendix, Fig. S3A). Blockade of inhibition reduced the irregularity of inspiratory bursts in the rostral column, but not at the preBöC center (SI Appendix, Fig. S3B). When glycinegic and GABAergic inhibition were blocked separately, effects on inspiratory burst amplitude were relatively modest (SI Appendix, Fig. S3C). Moreover, effects on inspiratory burst amplitude were dependent on the dose of strychnine and gabazine when applied in combination (SI Appendix, Fig. S3D), suggesting that changes in the rostral extent of inspiratory activity are dependent on the total amount of synaptic inhibition. Increased inspiratory activity along the column following suppression of synaptic inhibition was also associated with a decrease in burst frequency (~20 ± 6%), likely due to greater synchronization within the network (57) and an increase in the refractory period (43).

Next, inspiratory population activity was systematically mapped in horizontal slices following suppression of synaptic inhibition (Fig. 3C). Heatmaps of burst amplitude were constructed to visualize changes in the distribution of inspiratory activity in the presence and absence of synaptic inhibition. Differences in the distribution of inspiratory activity are displayed as a heatmap of Bonferroni-corrected $P$ values (Fig. 3C). In slices with synaptic inhibition blocked ($n = 4$), inspiratory activity spanned 2,625 ± 232 $\mu$m and was detectable up to 1,575 ± 93 $\mu$m rostral of the preBöC, compared with 1,488 ± 199 and 625 ± 106 $\mu$m, respectively, for control slices. Significant differences in integrated inspiratory burst amplitude were localized to the rostral column. Thus, these results indicate that synaptic inhibition within the respiratory network regulates the extent of inspiratory activity rostral to the preBöC.

To shed light on the cellular determinants underlying expansion of inspiratory activity, we tested the influence of synaptic inhibition on nonrespiratory neurons rostral of the preBöC (Fig. 3D–F). Using blind patch-clamp recording, tonic or silent neurons ($n = 13$) located ~500–600 $\mu$m rostral of the preBöC center were selected for intracellular recording. Locations of recorded nonrespiratory neurons are plotted in Fig. 3D and quantified in SI Appendix, Fig. S4B. Following blockade of synaptic inhibition with strychnine and gabazine, excitatory neurons (seven of nine) began to discharge bursts of spikes during inspiration (Fig. 3E and F and SI Appendix, Fig. S4A). In contrast, only one of four inhibitory neurons were weakly recruited to spike during inspiration (Fig. 3E and F), suggesting excitatory neurons are preferentially recruited rostral of the preBöC to expand the inspiratory column and that latent excitatory projections from the preBöC to more rostral neurons are revealed following suppression of synaptic inhibition.

**Fig. 3.** Inhibitory mechanisms regulate spatial reconfiguration of the inspiratory network. (A) Representative integrated population recordings from the preBöC center and 534 ± 40 $\mu$m rostral before (purple) and following suppression of GABAergic and glycinegic inhibition (red). (B) Group data showing changes in burst amplitude and frequency ($n = 12$). (C) Heatmaps (200-$\mu$m grid) of inspiratory burst amplitude, across the horizontal slice under control conditions ($n = 8$) and following suppression of synaptic inhibition with strychnine and gabazine ($n = 4$). Differences rostral to the preBöC are shown as a map of Bonferroni-corrected $P$ values. (D) Locations of silent or tonic spiking excitatory (red; $n = 9$) or inhibitory (blue; $n = 4$) neurons recorded rostral of the preBöC. The gray dots indicate the location of neurons with phasic inspiratory activity shown in Fig. 2A. (E) Spike raster plots, for example, excitatory and inhibitory neurons during 15 consecutive inspiratory bursts at baseline and following coapplication of strychnine and gabazine; the solid lines show integrated spiking activity. (F) Average spiking activity of excitatory ($n = 9$) and inhibitory ($n = 4$) neurons at baseline and following suppression of synaptic inhibition (***$P < 0.001$; means ± SEM).
Rhythmogenic Properties of the Inspiratory Column. Excitatory neurons derived from Dbx1-expressing precursors are a critical rhythmogenic element within the preBöC (33, 44, 45). However, Dbx1 neurons are distributed bilaterally throughout the rostrocaudal extent of the medulla (SI Appendix, Fig. S1P). Therefore, we explored the rhythmogenic properties of Dbx1 neurons along the rostrocaudal axis of the horizontal slice. In Dbx1-CreERT2; Rosa26LoxP.ChR2.EYFP horizontal slices, a 100-μm-diameter optical fiber was used to stimulate Dbx1 neurons with light (200 ms, 470 nm, 0.5 mW/mm²) at six different locations between 1,500 μm rostral and 1,000 μm caudal of the preBöC center, while recording inspiratory activity from the contralateral preBöC. At each location, 50 light stimulations were performed at random time points during the inspiratory cycle (Fig. 4A), and the average probability of evoking a burst at each location was quantified (Fig. 4B). The highest probability of light-evoking contralateral inspiratory bursts was near the preBöC center (92 ± 10%) and gradually declined as the fiber optic was moved farther rostral or caudal. However, even 1,500 μm rostral of the preBöC center, there was a 62 ± 9% chance of evoking a burst. Differences in the probability of evoking bursts were dependent on the time of the stimulus relative to the preceding spontaneous burst (Fig. 4C), suggesting the refractory period of the inspiratory network is more difficult to overcome when activating Dbx1 neurons farther away from the preBöC center, perhaps because the network is more sparse (57). These data also suggest that the threshold for rhythmogenesis is lowest near the preBöC center.

Next, we began to explore the rhythmogenic properties of different regions of the inspiratory column in isolation. Beginning 100–200 μm caudal to the VII nerves, four consecutive 550-μm-thick transverse slices were made from each animal (n = 9), two rostral to the conventional preBöC slice and one caudal (Fig. 4D). Extracellular activity was recorded simultaneously from the caudal surface of all slices. The farthest rostral slices (R1) did not generate spontaneous bursts, whereas spontaneous bursting was generated in four of nine R2 slices, nine of nine preBöC slices, and eight of nine caudal (C) slices. Spontaneous bursting in R2 and C slices was generally very slow and irregular with considerable variability between preparations. The shape of bursts generated by R2 slices resembled bursts generated by preBöC slices, whereas spontaneous bursts generated by C slices were weak with a pronounced decrementing pattern. To mimic excitatory input from the preBöC, we optogenetically stimulated Dbx1 neurons in rostral and caudal slices with light pulses triggered by preBöC bursts, that is, yoked stimulations (Fig. 4E). When Dbx1 neurons were stimulated ipsilaterally to the extracellular electrode, bursts were sometimes evoked in R1 slices (43 ± 17% chance) and always evoked in R2 and C slices. When stimulations occurred contralateral to the extracellular electrode, bursts could not be evoked in R1 slices, were always evoked in R2 slices, and were sometimes evoked C slices (23 ± 14% chance) (Fig. 4F). In control preparations that did not express ChR2, optogenetic stimulations had no effect (43). The influence of inhibition on each transverse slice was also tested (Fig. 4 G and H). Blocking inhibition did not induce bursting in R1 slices. However, in R2 slices that did not burst spontaneously, blocking synaptic inhibition revealed bursting in all slices (four of four); and in R2 slices that did burst spontaneously (n = 4), blocking synaptic inhibition increased burst frequency (206 ± 110%) but did not in preBöC (−38 ± 6%; n = 9) and C slices (−13 ± 17%; n = 9). Together, these results support the hypothesis that Dbx1 neurons along the rostrocaudal axis of the ventral medulla can contribute to rhythmogenesis and
that synaptic inhibition restrains the rhythmogenic properties of the rostral column.

**Sensory Feedback Regulates the Extent of an Inspiratory Column in Vivo.** The vagal nerves (X) contain sensory afferents that relay lung stretch information to the respiratory network in the medulla. These afferents create a negative-feedback loop that suppresses inspiratory activity via inhibitory mechanisms within the preBötC (43, 62), thereby preventing overinflation of the lungs (i.e., the Breuer–Hering reflex). Eliminating this vagal-mediated feedback loop reveals a slow, large amplitude breathing pattern (62, 63) and increased refractoriness indicative of a shift in the balance between excitation and inhibition within the preBötC network (43).

To begin to explore how the distribution of inspiratory activity may change in response to alterations in network state, we performed paired extracellular recordings to map multiunit spiking activity along the ventral medulla in spontaneously breathing urethane-anesthetized adult mice (P38–P416; P162 ± 37) (Fig. 5A). One electrode was inserted into the preBötC based on previous anatomical landmarks (43). As expected, robust rhythmic population activity was recorded from this region. Another electrode was positioned rostral to the preBötC center (558 ± 20 μm). At this location, near the rostral “edge” of inspiratory activity, integrated population bursts were smaller and the amplitude was more irregular than at the preBötC center (Fig. 5B). During baseline breathing activity in rostral, preBötC, and XII nerve recordings, mice were vagotomized bilaterally (n = 6) (Fig. 5B). Similar to previous findings, a large increase in inspiratory motor output from the XII nerve was observed (278 ± 93%) along with a corresponding decrease in frequency (−55 ± 9%). Surprisingly, inspiratory activity at the preBötC center was only modestly increased (13 ± 6%), whereas the amplitude of inspiratory bursts in the rostral region was increased by (138 ± 29%), over 10 times that observed near the preBötC center (Fig. 5C). Although changes in preBötC burst amplitude were modest, burst rise slope was increased by 35 ± 8%, suggesting network reconfiguration (64). Changes in the slope of the preBötC burst rise had a strong positive linear relationship with changes in rostral burst amplitude (SI Appendix, Fig. S5B). Removal of vagal sensory feedback also reduced the irregularity in the amplitude of rostral bursts (−32 ± 8%); however, burst amplitude remained more irregular in the rostral column relative to the preBötC center (SI Appendix, Fig. S5C).

These results suggested a shift in the distribution of inspiratory activity within the ventral medulla. To further characterize this change in distribution, inspiratory population activity was mapped in control (intact vagus) and vagotomized mice. Beginning at the preBötC center, maximal integrated inspiratory activity was mapped along the ventral medulla and differences between control and vagotomized mice were quantified (Fig. 5D). Cardiorespiratory activity was continuously monitored to ensure potential tissue damage from electrode penetrations had minimal physiological consequences. In control mice (n = 5), a small amount of inspiratory activity could be recorded up to 960 ± 60 μm rostral of the preBötC center, whereas in vagotomized mice (n = 7) inspiratory activity was detectable up to 1,500 ± 131 μm rostral. Significant differences in integrated inspiratory burst amplitude were isolated to the rostral end of the column. Thus, similar to our observations following suppression of inhibition in vitro, there was an anisotropic expansion of inspiratory activity rostral from the preBötC following removal of vagal-mediated sensory feedback in vivo.

**Gasping and Sighing Along the Inspiratory Column.** We next sought to determine how inspiratory activity along the ventral medulla is regulated during different inspiratory behaviors with distinct physiological roles. Under control conditions, the preBötC periodically generates biphasic, large-amplitude, inspiratory bursts that correspond to sighs, and during severe hypoxia, the network is reconfigured to generate bursts that correspond to gasps (65). Utilizing paired extracellular recordings as described above, integrated inspiratory activity was recorded at the preBötC center and 550 ± 19 μm rostral during a transient bout of anoxia in vagus-intact anesthetized mice (n = 7) (Fig. 6A). As expected, eupneic activity transformed into gasping with large-amplitude XII bursts (579 ± 137%) and frequency depression (−62 ± 7%). In the rostral column, inspiratory burst amplitude was increased by 179 ± 37% during gasping, whereas at the preBötC center, gasping elicited relatively modest changes in inspiratory burst amplitude (40 ± 7%) (Fig. 6B) and was associated with a change in burst shape from augmenting to decrementing (SI Appendix, Fig. S5D), as indicated by an increase in burst rise slope (117 ± 24%). The increases in

![Fig. 5. Vagal sensory feedback restricts inspiratory activity rostral of the preBötC.](#)
rostral amplitude were related to changes in preBöTC burst rise slope (SI Appendix, Fig. S5E). These experiments indicate that inspiratory activity expands rostrally from the preBöTC during gasping in vivo. However, a similar pattern was not observed during “fictive” gasping activity elicited in horizontal slices (n = 10). Similar to other in vitro preparations (48), the effects of severe hypoxia on respiratory output were suppressed relative to the in vivo condition. During a transient 5-min episode of anoxia, burst amplitudes during fictive gasping were reduced at both the preBöTC center (−26 ± 6%) and 540 ± 64 μm rostral of the preBöTC (−15 ± 8%; P > 0.05). Frequency depression during fictive gasping (−24 ± 7%) was also modest compared with gasping in vivo, likely related to, for example, a lack of chemosensory drive from carotid bodies and/or excitatory neuromodulatory inputs that contribute to the hypoxic response in vivo (66–68).

Large-amplitude biphasic inspiratory bursts called sighs occurred spontaneously under control conditions in vagus-intact anesthetized mice (69–71) (Fig. 6 C and D). Sigh burst amplitude was quantified relative to normal inspiratory bursts or “eupnea” (percent change from eupnea) at different rostrocaudal locations along the inspiratory column (n = 29 sighs from n = 6 animals). Sigh bursts were smaller near the preBöTC center (44 ± 6%) and increased in relative amplitude farther rostral along the inspiratory column (110 ± 18% at 600 μm) (Fig. 6E). In the horizontal slice, spontaneous sighs (n = 9) were only observed in n = 5 slices while performing paired extracellular recordings under control conditions. However, in support of our results in vivo, sigh bursts 363 ± 62 μm rostral of the preBöTC were significantly larger (68 ± 11%) than at the preBöTC center (39 ± 3%; P < 0.05). Thus, the inspiratory column expands rostrally during sighs, suggesting the extent inspiratory activity rostral to the preBöTC can change dynamically from cycle to cycle.

**Discussion**

It is generally thought that breathing is generated by a strictly compartmentalized network within the medulla, with the preBöTC being the best-characterized compartment. However, Dbx1-derived inspiratory neurons, the necessary neuronal substrate underlying rhythm generation in the preBöTC, are found along a column that extends rostrally through the BöTC and beyond (43, 44). Here, we propose a distributed network structure in which the inspiratory rhythm arises from a dynamically regulated rhythmogenic column containing both the preBöTC and the rostrally located BöTC, thought to be involved in expiratory rhythmogenesis (38, 39, 60). In our model, the preBöTC is defined as the subregion with the lowest threshold for rhythmogenesis; however, the degree to which the preBöTC is the exclusive site for rhythmogenesis depends on the metabolic or behavioral context. Our conclusions combine results obtained from reduced slice and intact anesthetized preparations. This approach allowed us to test our hypothesis at the cellular, network, and whole-animal level. However, it is important to emphasize that each experimental approach comes with significant caveats that have been discussed in our previous publications (e.g., refs. 64 and 65). Among these caveats, we would like to point out that slice preparations were performed in neonatal animals at 30 °C and elevated [K+] conditions, while the in vivo preparations were performed in adult anesthetized animals. Although each of these preparations provided important insights into the overall conceptual framework, it will be important for future experiments to address how the intact inspiratory network may spatially reconfigure under behavioral conditions such as changes in sleep and wake states.

Our distributed network model is consistent with data from vagotomized cats, in which multielectrode recordings have revealed inspiratory and expiratory neurons with a rich complexity of firing patterns intermingled along the VRC (72–74). This distributed activity has also been observed in sagittal slice preparations from neonatal rodents (48). Here, we identified neurons rostral of the preBöTC that are phenotypically and functionally similar to those contained within the conventional “boundaries” of the preBöTC (32, 75). Neither inspiratory/expiratory neurons nor excitatory/inhibitory neurons were rostrocaudally segregated between the BöTC and preBöTC (Fig. 2C), and optogenetic stimulation of excitatory Dbx1 neurons as far as 500–1,500 μm rostral to the preBöTC was sufficient to evoke inspiratory bursts (Fig. 4A and B). In slices that

---

**Fig. 6.** The spatial distribution of inspiratory activity expands during gasping and sighing in vivo. (A) Representative experiment showing integrated population recordings of inspiratory activity from 600 μm rostral of the preBöTC, near the preBöTC center, and from the hypoglossal (XII) nerve during a brief bout of anoxia to evoke gasping. Breathing frequency is shown below (10-s bins). (B) Group data showing changes in burst amplitude and frequency (n = 7). (C) Representative eupnea and sigh recorded from the preBöTC center, 600 μm rostral, and the hypoglossal (XII) nerve, and (D) overlaid eupneic bursts relative to the sigh at each location. (E) Group data of sigh burst amplitude, as a percentage of eupnea amplitude, recorded at the preBöTC center and 200, 400, and 600 μm rostral (*P < 0.05, **P < 0.01, ***P < 0.001; means ± SEM).
did not contain the preBötC, bursts could also be evoked by optogenetic stimulations of Dbx1 neurons (Fig. 4 E and F) or by blocking synaptic inhibition (Fig. 4 G and H), suggesting neurons distributed outside of the preBötC can contribute to inspiratory rhythm generation.

Our data indicate that the spatial extent of inspiratory activity is dynamic. This is reminiscent of cortical networks (29, 30), where behaviors are not controlled by one kernel, but rather by distributed sensorimotor networks (76, 77). Furthermore, extensive horizontal connections allow neural activity to spread across the network (29, 30). The spread of activity is controlled by inhibition, and relatively small reductions in the strength of inhibition can result in large changes in the spatial distribution of activity (29). For the respiratory network, we show that inhibition plays a critical role in regulating the spatial extent of inspiratory activity within the network. Suppressing synaptic inhibition led to a large anisotropic expansion of inspiratory activity (Fig. 3). This spatial reconfiguration of activity was controlled by the strength of both GABAergic and glycinergic mechanisms, which may reflect coexpression of these transmitters in many preBötC neurons (78). Removal of sensory feedback inhibition mediated by vagal pulmonary stretch receptors revealed a similar expansion of inspiratory activity rostral to the preBötC (Fig. 5), in accordance with previous demonstrations that this vagal-mediated reflex is ultimately dependent upon inhibitory mechanisms in the ventral medulla (43, 62). We also found that burst-to-burst amplitudes were more irregular farther rostral along the inspiratory column than near the preBötC center, both in vitro and in vivo (SI Appendix, Figs. S3B and SSC), and suppressing inhibition reduced this irregularity. Because in silico models of the preBötC have demonstrated that the regularity of the rhythm depends on the balance between network inhibition and network connectivity (57), we predict that the influence of synaptic inhibition is greater and/or the network is more sparsely connected near the edges of the inspiratory column (Fig. 7). Indeed, blocking synaptic inhibition revealed rhythmic bursting in rostral transverse slices (Fig. 4 G and H), and recruited rostral excitatory neurons to fire during inspiratory bursts (Fig. 3F). Based on these results, we postulate that the number and spatial extent of neurons that contribute to the inspiratory rhythm changes from cycle to cycle depending on a dynamic balance between excitation and inhibition.

The inspiratory network is often described in terms of rhythm- and pattern-generating elements (31, 41) that may change inspiratory burst frequency and amplitude independently or codependently (56). We found that all perturbations that caused the inspiratory column to expand rostrally also resulted in slower rhythms and larger burst amplitudes. Thus, we suggest that spatial reconfiguration of the inspiratory network has codependent effects on inspiratory rhythm and pattern, likely due to recruitment of both rhythm- and pattern-generating elements in the rostral column. Recruitment of more rhythm-generating elements makes the rhythm more robust and synchronized but activates refractory mechanisms, thereby slowing the rhythm, whereas recruitment of more pattern-generating elements contributes to the larger amplitude. However, we emphasize that there may be many neurons with both rhythm- and pattern-generating properties, and the degree to which a given neuron contributes to rhythm vs. pattern generation may change depending on network state (56).

The ability of neuronal networks to spatially reconfigure may be an important property that promotes behavioral flexibility (14, 76, 79). Aside from important neuromodulatory control (16), the flexibility of the breathing rhythm is also regulated by the balance of excitatory and inhibitory mechanisms (53, 56). In the preBötC, hyperexcitability of excitatory neurons following blockade of inhibition or vagotomy produces a highly synchronized, slow rhythm with long refractory times and a limited dynamic range (43). Conversely, inhibitory mechanisms reduce the extent of the network and permit rapid breathing frequencies by limiting synchronization and refractory properties of excitatory neurons (43, 53, 57). Thus, we hypothesize that during eupneic breathing, inspiratory activity rostral to the preBötC is suppressed by inhibition to reduce the number of participating neurons and the amount of synchronization during each inspiratory burst (Fig. 7). This mechanism limits the influence of refractory properties and ensures a large dynamic frequency range and increased flexibility, which may be important during changing physiological conditions such as exercise.

By contrast, under severe hypoxia or asphyxia, for example, during airway occlusion, a highly synchronized network may become advantageous as a last resort to promote airway clearance and reoxygenation. During hypoxia-induced gasping, inhibition is suppressed, which reconfigures the network such that it produces a decrementing burst pattern (SI Appendix, Fig. S5D) (14). Here, we show that activity in the rostral column was greatly...
increased during gasping in vivo (Fig. 6 A and B). These important network properties may counteract hypoxia-induced suppression of neuronal activity and/or facilitate intrinsic bursting (80–82) to increase synchronization and expand the size of the active network to produce a very robust rhythm in response to severe hypoxia. However, recruiting more neurons into the network and increasing synchronization has consequences, since this will activate refractory mechanisms and slow the rhythm (43). Recruitment of the rostral column during gasping may also provide an explanation for how, in some cases, gasping can be generated after the preBötC is lesioned and eunnea is abolished (50), a finding that is difficult to reconcile with the hypothesis that the preBötC compartment is the exclusive site for gasping (83). In contrast to our in vivo finding, we found a relatively blunted gasping response in vitro (48), which suggests that descending input from the pons, excitatory drive from the carotid body, or neuromodulatory inputs (66, 84) play an important role in generating gasping in vivo.

As mammals evolved, breathing became integrated with an increasing repertoire of behaviors from vocalization to suckling, sniffing, whishing, and chewing (40, 85, 86). As a result, the rhythm-generating network underlying such a widely integrated and vital behavior must be robust, yet also flexible to dynamically adapt breathing to a myriad of state-, metabolic-, and behavioral-dependent demands (67, 88). The identification of functionally dedicated microcircuits and necessity and sufficiency criteria have guided much of our efforts to understand the neuronal origins of breathing, this approach may miss important characteristics of the network that endow breathing with its remarkable robustness and flexibility.

Our investigations of inspiratory rhythm generation in the intact VRC suggest that the preBötC and BötC form a distributed inspiratory column of excitatory and inhibitory neurons that allows the size of the active network to be dynamically controlled. Working as one, the preBötC and BötC may overcome the trade-off between a region’s specialization and its capacity for network reconfiguration (89), thereby permitting robust and flexible breathing. The ability of distributed neuronal networks to spatially reconfigure may be a general property that bestows animals with the ability to adapt behaviors to continuous and often rapid changes in their internal and external environment.

**Methods**

All experiments and animal procedures were approved by the Seattle Children’s Research Institute’s Animal Care and Use Committee and conducted in accordance with the National Institutes of Health guidelines. Male and female mice were selected randomly based on litter distributions. Protocols for in vitro (2, 43, 57, 64) and in vivo (32, 43) preparations, as well as optogenetic, electrophysiological, and pharmacological manipulations (2, 43, 64, 65, 70, 82, 90, 91) were performed as described previously. Detailed descriptions of the methods and data analysis are provided in SI Appendix, and a summary of the statistical tests used is provided in SI Appendix, Table S1.
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