Abstract

Moral values as commonsense norms shape our everyday individual and community behavior. The possibility to extract moral attitude rapidly from natural language is an appealing perspective that would enable a deeper understanding of social interaction dynamics and the individual cognitive and behavioral dimension. In this work we focus on detecting moral content from natural language and we test our methods on a corpus of tweets previously labeled as containing moral values or violations, according to Moral Foundation Theory. We develop and compare two different approaches: (i) a frame-based symbolic value detector based on knowledge graphs and (ii) a zero-shot machine learning model fine-tuned on a task of Natural Language Inference (NLI) and a task of emotion detection. Our approaches achieve considerable performances without the need for prior training.

1 Introduction

Morality as a set of social and acceptable behavioral norms (Haidt, 2012) is part of the commonsense knowledge that determines dynamics of action among social agents in areas like societal interaction (Haidt, 2001), individual conception of rightness and wrongness (Young and Saxe, 2011), moral taste and emotions (Graham et al., 2009), political commitment (Clifford and Jerit, 2013), public figure credibility (Graham et al., 2012) and narratives for explainable causal dependence of events or processes (Forbes et al., 2020).

Understanding this pervasive moral layer in both in person and onlife (Floridi, 2015) interaction occurrences constitutes a pillar for a good integration of AI systems in human societal communication and cultural environment. However, the difficulties in identifying data with a latent moral content, as well as cultural dependence, political orientation and the inherent subjectivity of the annotation work, make this an especially tough undertaking. In our work we aim at addressing these critical issues in the most versatile and transparent way and, to the best of our knowledge, the two approaches we propose are unprecedented in moral values detection.

The first approach employs a zero-shot learning technique. This concerns a problem setup in which a model performs classification on labels it has never seen before. By correctly interpreting the meaning of the labels and text, the classifier decides the truth value of any incoming label. This opens to the fulfillment of tasks with controversial or scarce data. We enhance the model by adding to the original text some meaningful information concerning the emotional component.

The second approach is based on an unsupervised and domain-independent system which leverages semantic web technologies and existing linguistic resources. The implementation of this method meets the suggested explainability criteria by providing a semantic knowledge graph capable of clearly describing both lexical and conceptual triggers behind the prediction. Finally we test both methods on a relevant Twitter dataset previously labeled with Graham and Haidt’s Moral Foundation Theory (MFT) (Graham et al., 2013).

Our key contributions are as follows:

- We evaluate a Zero-shot learning technique based on Natural Language Inference to detect latent moral values in unstructured linguistic data.
• We enhance the zero-shot technique by the addition of the emotional component detected in the input text. We further improve the results by combining the two methods (with and without emotions).

• As an alternative method, we propose a frame-based approach based on an unsupervised and domain-independent system that guarantees explainability in reading the results achieved.

• We evaluate the above approaches on a benchmark dataset for moral values based on Twitter data and discuss the results.

The paper is organized as follows. Section 2 summarizes the results achieved in this field at the current state-of-the-art. In Section 3 we describe some baseline models, tools and resources used in our methods. Section 4.1 briefly describes the Moral Foundation Theory theoretical background, while Section 4.2 and 4.3 focus on the Zero-shot and the frame based methods, respectively. In Section 6, results of the evaluation on a manually annotated Twitter dataset are provided and discussed, while in Section 7 we delineate some possible future improvements.

2 Related Works

Previous work on identifying moral values of MFT in texts was based on word count (Fulgoni et al., 2016) or used features based on embodiments of words and sequences (Garten et al., 2016; Kennedy et al., 2021). More generally, we have observed that the most common methodological approaches in this field are divided into unsupervised and supervised methods. Unsupervised methods rely on systems not supported by external framing annotations. This approach includes architectures based on the Frame Axis technique (Kwak et al., 2021), such as those of Mokhberian and colleagues (Mokhberian et al., 2020) and Priniski and colleagues (Priniski et al., 2021). This type of approach projects words onto microframe dimensions characterized by two opposing sets of words. A framing score Moral Foundations captures the ideological and moral inclination of the texts examined. Part of the studies take as a point of reference the extended version of the Moral Foundation Dictionary (MFD) (Hopp et al., 2021), which consists of words concerning the virtues and vices of the five dyads of MFT and a sixth dimension relating to the terms of general morality. The contribution of Kobbe and colleagues (Kobbe et al., 2020), which aims to link MFD entries to WordNet in order to extend and disambiguate the lexicon, is also placed in a dictionary-based approach framework. Another unsupervised approach is explained by the work of Hulpus and colleagues (Hulpus et al., 2020), who provide a way to explore how moral values are captured by Knowledge Graphs. The study investigates and evaluates the relevance of the entities contained in WordNet 3.1, ConceptNet and DBpedia with respect to the MFT.

Supervised methods aim to create and optimize frameworks based on external knowledge databases. The main datasets in this field are: (i) the textual corpus (Johnson and Goldwasser, 2018), which contains 93,000 tweets from US politicians in the years 2016 and 2017, and (ii) the Moral Foundation Twitter Corpus (MFTC) (Hoover et al., 2020), which consists of 35,000 Tweets from 7 distinct domains. In this context, the work of Roy and colleagues (Roy and Goldwasser, 2021) extends the dataset created by Johnson and Goldwasser (Johnson and Goldwasser, 2018) and applies a methodology for identifying moral values based on DRaIL, a declarative framework for deep structured prediction proposed by Pacheco and Goldwasser (Pacheco and Goldwasser, 2021). The approach adopted is mainly based on the text and information available with the unlabeled corpus such as topics, political affiliations of the authors and time of the tweets.

Our research focuses on the use of unsupervised methods. In particular, our frame-based approach is close to the work of Hulpus and colleagues (Hulpus et al., 2020) for the use of knowledge graphs to explore latent moral (and semantic) content. However, our work enables a greater degree of knowledge integration due to disambiguation of lexical units, frame evocation, factual knowledge integration and foundational alignments, part of the text exploration process through the creation of a knowledge graph. Finally, our work provides an alternative to Frame Axis’s technique (Kwak et al., 2021). Nevertheless, unlike this methodology, which implements a method based on a predefined set of terms suited for the task, we use a technology that has no a priori affinity with the suggested work. This allows us to overcome the drawbacks of utilizing a well-defined dictionary as the foundation for the entire approach and investigate the more
advanced possibilities offered by an unsupervised method.

3 Reference Models

We employ a Zero-shot model based on the method developed by (Yin et al., 2019), which involves the use of pre-trained NLI models as ready-made zero-shot sequence classifiers. The approach works by using the input text as an NLI premise to classify the sequence and by developing a hypothesis starting from every possible label. In particular, the authors discuss three different aspects of classification: topic, emotion and situation detection. For each task, the model is subjected to two distinct principles: (i) Label-partially-unseen, where labels concerned are partially exposed to the model during a further training step, and (ii) Label-fully-unseen, in which the model is completely unaware of the categories. Given the lack of a specific training phase, the second approach is particularly useful in the absence of large amounts of good quality data that can be used during model implementation.

Our frame-based value detector model is based on knowledge graph generation from natural language using the FRED tool (Gangemi et al., 2017) enriched with knowledge from Framester (Gangemi et al., 2016) as a strongly connected RDF/OWL (Motik et al., 2009) knowledge graph that can be queried via its online SPARQL endpoint. FRED (Gangemi et al., 2017) is a system for hybrid knowledge extraction from natural language, based on both statistical and rule-based components, which generates RDF/OWL knowledge graphs, embedding entity linking, word-sense disambiguation, and frame/semantic role detection.

Framester is a linked data hub that provides a formal semantics for frames (Gangemi, 2020), based on Fillmore’s frame semantics (Fillmore, 1982). It creates/reengineers linked data versions of linguistic resources, such as WordNet (Miller, 1995), OntoWordNet (Gangemi et al., 2003b), VerbNet (Schuler, 2005), BabelNet (Navigli and Ponzetto, 2010), etc, jointly with factual knowledge bases (e.g. DBpedia (Auer et al., 2007), YAGO (Suchanek et al., 2007)). Framester also includes ImageSchemaNet (De Giorgis et al., 2022), a cognitive layer connecting image schematic sensorimotor patterns to the above-mentioned linguistic resources.

Recently, a novel layer, ValueNet, has been added on top of Framester. It includes moral and cultural values, and formalizes Haidt’s (Graham et al., 2013) and Curry’s theories (Curry et al., 2021), aligning values to Framester frames, along with a foundational ontology backbone, i.e. DOLCE-Zero (Gangemi et al., 2003a).

4 Methods

4.1 Theoretical Grounding

Through the reuse of ValueNet, our work solely focuses on Haidt’s Moral Foundation Theory (MFT). MFT is grounded on the idea that, while morality could vary widely in its extension (for example, what is considered a harmful or caring behavior depends on geographical, temporal, cultural and many others dimensions), its intension presents some recurring patterns that allow to delineate a psychological system of “intuitive ethics” (Graham et al., 2013). MFT is “a nativist, cultural-developmentalist, intuitionist, and pluralist approach to the study of morality” (Graham et al., 2013): “nativist” in its neurophysiological grounding; “cultural-developmentalist” in including environmental variables in the morality-building process; “intuitionist” in declaring that there is no unique moral or non-moral trigger, but rather many patterns combining in a rationalized judgment; “pluralist” in considering that more than one narrative could fit the moral explanation process. At the core of MFT there are six dyads of values and violations:

- **Care / Harm**: a caring versus harming behavior, it grounds virtues of gentleness, kindness and nurturance.
- **Fairness / Cheating**: this foundation is based on social cooperation and typical non-zero-sum game theoretical situations based on reciprocal altruism. It underlies ideas of justice, rights and autonomy.
- **Loyalty / Betrayal**: this dyad is based on the positive outcome coming from cohesive coalition, and the ostracism towards traitors.
- **Authority / Subversion**: social interactions in terms of societal hierarchies, it underlies ideas

[1]http://etna.istc.cnr.it/framester2/sparql

[2]Available via querying Framester SPARQL endpoint: http://etna.istc.cnr.it/framester2/sparql or here: https://github.com/StenDoipanni/ValueNet
of leadership and deference to authority, as well as respect for tradition.

- **Purity / Degradation**: derived from psychology of disgust, it implies the idea of a more elevated spiritual life, it is expressed via metaphors like "the body as a temple", including the more spiritual side of religious beliefs.

- **Liberty / Oppression**: it expresses the desire of freedom and the feeling of oppression when it is negated.

### 4.2 Zero-shot Models

Starting from the method developed by Yin et al. (2019), we adapt a checkpoint for BART-large trained on the MultiNLI (MNLI) dataset (Kim et al., 2018). Since this model has been shown to perform well for topic labeling (Khan and Chua, December, 2021) and for claim verification (Reddy et al., 2021), it is a reasonable candidate for our task.

In the first step, we examine the input text for any concept similarities between its content and the moral values denoted by the labels. To the premise represented by the original textual data, we place side by side the categories suggested by Haidt's taxonomy as plausible hypotheses. In other words, we verify how much every value in the MFT’s set is semantically related to every tweet in the test set (e.g. we evaluate if the concept "care" is expressed in the text "Commitment to peace, healing and loving neighbors. Give us strength and patience."). The same tweet is flanked by all the remaining moral values in the same way. The structure is based on the technique of using pre-trained NLI models as ready-made zero-shot sequence classifiers to develop a hypothesis from every possible label. As the output of the classification, results are acquired according to the predicted degree of entailment. The result of the categorization is represented by labels with a compliance score of 90% or above.

In the second step, we improve the model’s prediction performances by adding more information on the latent emotional component in the original text. The input premise was subjected to an emotional detection by a model trained for this purpose and then augmented by the identification of the valence of the attitude represented. For example, given the tweet “Peace, Love And Unity <3” represented as a premise, we add to this text both (i) an emotion perception component such as “This sentence is about joy sentiment.” and (ii) an information about its polarity “This is positive.”.

In the third step, we combine the first and second methods by unifying the prediction results to increase the likelihood of success in the classification task. In this case the results achieved by the first step and the second step were compared, assuming as the final output of the classification the moral values envisaged by either approaches (i.e. the tweet "Prayers to our brave DPD officers! We support you!") was labeled "care" and "loyalty" during the first step and only "care" during the second. In this case, the third method takes as output both labels provided, hence "care, loyalty").

All these strategies assume that artificial intelligence models can capture the interactions and connections of social groups, as well as information about individuals. Consequently, it is argued that a model might be able to draw a line of similarity between morally connoted words and ideas depending on the lexical information provided in the training phase not directly attributable to a classification method.

### 4.3 Frame-based Value Reasoner

The frame-based value reasoner is a tool based on a frame semantics approach (Fillmore, 1982). Its pipeline consists of the following three main steps. The first one is knowledge graph generation from natural language: the input sentence is passed to FRED, which returns a knowledge graph that includes detected FrameNet frames and frame elements, VerbNet roles, and linking to DBpedia entities and WordNet synsets.

The second step consists in the actual moral value detection: relevant entities from FRED’s knowledge graph are used to query Framester SPARQL endpoint in order to link the entities extracted by FRED to MFT moral values. The full graph and an extended description of the Moral Value ontological module in Framester are available on the ValueNet github repository. The resulting knowledge graph is an enrichment of the original FRED graph with MFT moral values. If

---

4https://huggingface.co/facebook/bart-large-mnli/
5ValueNet is available via Framester SPARQL endpoint: http://etna.istc.cnr.it/Framester2/sparql and here: https://github.com/StenDoipanni/ValueNet
no value or violation is detected, the sentence is labeled as “non-moral”.

This value detection process is heuristically transparent, since it keeps track of triggering elements (e.g. synset, linked entity, frame evocation, lexical unit, etc.), so providing a fully explainable moral value detector.

5 Experiments and Results

To examine the effectiveness of our approaches in the moral value detection task, we focus on the challenge of recognizing them in the Moral Foundation Twitter Corpus (MFTC) (Hoover et al., 2020).

The dataset, consisting of 35k tweets, is organized into seven distinct thematic topics covering a wide range of moral concerns. Each tweet is labeled from three to eight different annotators trained to detect and categorize texts following the guidelines outlined by Moral Foundation Theory. The MFTC includes ten different moral value categories, as well as a label for textual material that does not evoke a morally meaningful response. To account for their semantic independence, each tweet in the corpus was annotated with both values and violations. To set performance baselines, we treat the annotations of the tweets by calculating the majority vote for each moral value, where the majority is considered 50% (i.e. tweet “I have no respect for the home run king” is labeled by four different annotators. Two of them regard the text as "non-moral" while the others as "subversion". Hence, we consider the tweet labeled as "non-moral, subversion" because each of these labels corresponds to 50% of the annotation).

Table 1 shows the results obtained by our tools on a subset of 6,075 items representing the MFTC test set. We did not include the rest of the corpus in the evaluation since the process is time consuming, considering that the code is not optimized for efficiency. Each tool is evaluated in terms of precision, recall and F1 score in predicting each label. The overall results (All in the bottom) are calculated by averaging over all labels weighted by the support of entries in the ground truth represented by the test set with that label. Finally, in Table 1 there is no reference to the Liberty / Oppression dyad. This happens coherently to the lack of this label in the MFTC, due to the late introduction of this value / violation opposition in an updated version of the MFT. Triggers of this dyad are still detected by the frame-based detector, and could be explored in the extended file 6, since the Liberty and Oppression knowledge graphs are part of ValueNet, but they are not considered in the evaluation metrics.

Furthermore, since the original dataset is annotated considering a 50% percentage of agreement among annotators, some of the sentences shows a combination composed by “non-moral” + some other value or violation. While for the Zero-shot models the “non-moral” label is used as a feature itself, the combination of non-morality and any kind of morality was in conflict with the conceptual structure of the frame-based detector. We therefore modified the original dataset eliminating the “non-moral” label while co-occurring with some value or violation, and repeated the experiment. The results of all the applied methods can be explored in their extended files 7.

Although performances differ, the two methods perform similarly in terms of F1, with an overall score of 45%. Specifically, Emotion-Zero-shot+ and Frame-based outperform the other models for four out of eleven labels, with F1 scores ranging from 0.12 to 0.53 for the first and from 0.11 to 0.50.
| Moral Value | Metric       | Random | Zero-shot | Emotion-Zero-shot | Emotion-Zero-shot+ | Frame-based |
|-------------|--------------|--------|-----------|-------------------|-------------------|-------------|
| Care        | Precision    | .09    | .29       | .51               | .29               | .29         |
|             | Recall       | .18    | .63       | .36               | .69               | .57         |
|             | F1-score     | .11    | .40       | .42               | .41               | .39         |
| Harm        | Precision    | .13    | .30       | .31               | .29               | .39         |
|             | Recall       | .24    | .80       | .59               | .82               | .70         |
|             | F1-score     | .17    | .44       | .41               | .43               | .50         |
| Purity      | Precision    | .04    | .07       | .10               | .07               | .18         |
|             | Recall       | .08    | .28       | .30               | .32               | .20         |
|             | F1-score     | .05    | .11       | .15               | .12               | .19         |
| Degradation | Precision    | .04    | .12       | .15               | .12               | .45         |
|             | Recall       | .09    | .63       | .30               | .66               | .11         |
|             | F1-score     | .06    | .20       | .20               | .20               | .18         |
| Loyalty     | Precision    | .07    | .40       | .73               | .40               | .40         |
|             | Recall       | .15    | .45       | .14               | .46               | .30         |
|             | F1-score     | .10    | .42       | .24               | .43               | .34         |
| Betrayal    | Precision    | .05    | .17       | .37               | .17               | .57         |
|             | Recall       | .10    | .44       | .29               | .44               | .17         |
|             | F1-score     | .07    | .25       | .32               | .25               | .27         |
| Fairness    | Precision    | .07    | .60       | .85               | .58               | .16         |
|             | Recall       | .15    | .47       | .26               | .48               | .11         |
|             | F1-score     | .09    | .53       | .40               | .53               | .13         |
| Cheating    | Precision    | .11    | .54       | .64               | .54               | .75         |
|             | Recall       | .22    | .29       | .19               | .29               | .28         |
|             | F1-score     | .15    | .38       | .30               | .38               | .41         |
| Authority   | Precision    | .04    | .17       | .40               | .18               | .15         |
|             | Recall       | .08    | .28       | .04               | .29               | .08         |
|             | F1-score     | .05    | .21       | .07               | .22               | .11         |
| Subversion  | Precision    | .08    | .20       | .15               | .17               | .28         |
|             | Recall       | .16    | .36       | .39               | .40               | .17         |
|             | F1-score     | .11    | .25       | .21               | .24               | .21         |
| Non-moral   | Precision    | .44    | .40       | .46               | .47               | .59         |
|             | Recall       | .66    | .28       | .86               | .91               | .72         |
|             | F1-score     | .53    | .33       | .60               | .62               | .65         |
| All         | Precision    | .22    | .35       | .46               | .38               | .47         |
|             | Recall       | .36    | .41       | .52               | .67               | .48         |
|             | F1-score     | .27    | .35       | .42               | .45               | .44         |

Table 1. Precision, Recall and F1 score for each model on the MFTC dataset.
for the second. These two architectures result in an improvement of 10% compared to the Emotion-zero-shot model and 20% compared to the Zero-shot model, and they perform vastly better than Random.

6 Discussion

As expected, the results for the single labels vary according to the difficulties encountered by classifiers in the interpretation of their meaning. For example, moral values such as “Harm” or “Care” convey more generic content and are therefore easier to identify. Conversely, concepts like “Degradation” or “Subversion” contain shades of meaning that are more difficult to grasp.

The results drawn from the Zero-shot models make this problem evident and difficult to solve as the intrinsic nature of machine learning models does not encompass a direct understanding of their decision-making phases. One possible solution would be to subject the models to few-shot learning, which is a fine-tuning with a little amount of data relevant for the moral values detection task. However, this would not be part of our main need, which is to develop flexible approaches that do not require training. Despite the task’s complexity, the results imply that not only can moral values be detected in natural language texts, but also that models developed for NLI may be adapted to other tasks through the unintentional acquisition of abstract conceptions and concepts connected to the field of social value.

Results obtained from the frame-based value detector are provided as additional material8. Value triggers are listed in the “trigger” column, while value detection is shown in the “prediction” column. The full knowledge graph can be retrieved by passing the tweet content in column “tweet_text” as input to the FRED online demo9, ticking the “align to Framester” option.

A necessary caveat is that, being the value labeling a subjective task, a certain amount of disagreement should always be taken into account. In this regard, the detection shows better results on those values whose extension seems more generic, e.g. a more broad concept like “harm”, than a more opaque one like “purity”, as described in Sect. 4.1. Additionally, the performance results could depend on two factors. The first factor is the success of the FRED tool in producing a knowledge graph from a fragmented syntax like the one used in tweets. In fact, even when a well-formed graph is produced, if the value trigger is not in the main sentence e.g. it is an adjective of a pronoun in a subordinate sentence, it is possible that its disambiguation/frame evocation is not shown in the graph, due to internal FRED saliency heuristics. The second factor is that human value labeling is a task carried out with a certain subjective threshold. If we consider the example: “Horrible amount of anti-Islam bigotry are Paris attacks. ISIS murder more MUSLIMS than anyone else.”, value labels for this sentence are “cheating” and “harm”, while the detector predicts “cheating”, “harm” and “purity”. This happens because, along with triggers like the fs:Offenses and fs:Killing Framester frames, wn:murder-noun-1 WordNet synset and the dbr:Bigotry DBpedia entity, the DBpedia entry dbr:Muslim is also retrieved, which according to “purity” definition (see Sect. 4.1) covers the semantics of a more spiritual aspect of life, and it is therefore a “purity” trigger.

7 Conclusions and Future Work

In our work we detect latent moral content from natural language in a versatile and transparent way, proposing two approaches (zero-shot and heuristic) that do not require training. The approaches assume Haidt’s Moral Foundation Theory as a reference for moral values, and have been tested on the Moral Foundation Twitter Corpus.

Results are unprecedented in using domain independent methods. Future work will include improving the performance of the Zero-shot models through the creation of a technique capable of comprehending the intricacies of the most contentious moral values. Furthermore, we plan to build an implementation that gives greater weight to the most significant aspects of the sentence, in order to more simply detect the prevailing moral value.

For the frame-based value detector more precise results could have been achieved via different refinements such as a set of heuristics based on the syntax, and consequently on the frame structure of the sentence, which would allow new and more complex inferences. The commitment to some value could, for example, be expressed by the negation of the value violation, or via a negative polarity of a verb which takes as argument some value trigger. Some
other possibility to improve the results could be in a quantitative or qualitative way, namely introducing a scoring system based on the amount of trigger occurrences per value, or weighting differently the type of trigger (WordNet synset, FrameNet frame, etc.).

Finally, an interesting possibility is to conjugate the approaches and this could drive to various possibilities, for example the introduction of a layer in the aforementioned value trigger scoring system, able to guide the prediction of the final output, as well as using the knowledge base, in particular the extended lexical coverage from ValueNet graphs to improve Zero-shot models performance. A possible way could be to analyze the frame responsible for the value triggering by measuring its relevance inside the sentence via machine learning techniques. To conclude, further experiments can be done on different types of datasets as well as extending the employed dataset, and to compare with different methodological approaches, including supervised methods.
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