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Abstract

Recently, Noise2Noise has been proposed for unsupervised training of deep neural networks in image restoration problems including denoising Gaussian noise. However, it does not work well for truncated noise with non-zero mean. Here, we perform theoretical analysis on Noise2Noise for the limited case of Gaussian noise removal using Stein’s Unbiased Risk Estimator (SURE). We extend SURE to deal with a pair of noise realizations to directly compare with Noise2Noise. Then, we show that Noise2Noise with Gaussian noise is a special case of our newly extended SURE with a pair of uncorrelated noise realizations. Lastly, we propose a compensation method for clipped Gaussian noise to approximately follow Normal distribution and show how this compensation method can be used for SURE based unsupervised denoiser training. We also show that our theoretical analysis provides insights on how to use Noise2Noise for clipped Gaussian noise.

1. Introduction

Deep learning based approaches have been quite successful in high-level computer vision tasks such as image classification (Krizhevsky et al., 2012; He et al., 2016), object detection (Ren et al., 2015; Redmon & Farhadi, 2017), and semantic segmentation (Long et al., 2015). These data-driven methods that are trained with images and ground truth labels outperform conventional methods by large margins. There have been several works on using deep neural networks (DNNs) for low-level computer vision problems such as single image super resolution (Kim et al., 2016; Ledig et al., 2017), image inpainting (Xie et al., 2012), image restoration (Mao et al., 2016) and image denoising (Burger et al., 2012; Zhang et al., 2017). These methods are using ground truth images to train DNNs and most of them outperform conventional approaches. However, image denoising is somewhat challenging for deep learning based approaches to win over conventional methods such as BM3D (Dabov et al., 2007), especially for (clipped) noise in real photographs (Plötz & Roth, 2017). It was recent that DNN based denoisers outperformed BM3D for synthetic, unclipped Gaussian noise (Zhang et al., 2017).

However, it is challenging to obtain a massive amount of clean, noiseless ground truth images for training DNN based denoisers in some application areas, such as hyperspectral remote sensing and medical imaging, where the acquisition of noiseless ground truth data is expensive, or sometimes even infeasible. Thus, it is often desirable to train DNN based denoisers without clean ground truth image while the trained DNN outperforms state-of-the-art conventional methods. To address this issue, there have recently been several works on unsupervised learning for deep learning based denoisers or unsupervised approach for DNN based image denoising. Deep image prior does not require training process, but performs the mean-squared error (MSE) minimization between the output of a DNN and the given noisy image to denoise (Ulyanov et al., 2018).

Another approach is to train denoising DNNs only with noisy images. Noise2Noise was proposed to train image restoration DNNs with the set of a pair of noisy images for a clean image in an unsupervised way (Lehtinen et al., 2018) for a wide variety of noises and MR reconstruction. Stein’s unbiased risk estimator (SURE) based training method for Gaussian denoisers was also developed (Soltanayev & Chun, 2018) to train DNNs with the set of a single noise realization for an image in an unsupervised way. The SURE based method is to use a single noise realization per image for training, but Noise2Noise does use a pair of noise realizations per image. However, Noise2Noise has much wider applications in image denoising and restoration than SURE method does since the latter is limited to Gaussian noise. In summary, both Noise2Noise and SURE method outperform conventional methods such as BM3D for zero-mean noise and synthetic Gaussian noise, respectively. They often yield comparable performances to DNN based denoisers that are trained with ground truth. However, none of them is working for more realistic noise such as truncated Gaussian with...
non-zero mean (Plötz & Roth, 2017; Lehtinen et al., 2018).

In this article, we perform theoretical analysis to deepen our understandings on Noise2Noise (Lehtinen et al., 2018) and SURE based method (Soltanayev & Chun, 2018) for limited cases of Gaussian denoising. Since Noise2Noise takes a pair of noisy images and SURE takes a single noisy image, we propose to modify SURE so that it can deal with a pair of noisy images (we will denote it by eSURE or extended SURE). Then, we will prove that there is a clear theoretical link between Noise2Noise and extended SURE. In fact, we will show that Noise2Noise is a special case of extended SURE for (unclipped) uncorrelated Gaussian noise in theory. Lastly, we propose a compensation method for clipped Gaussian noise to approximately follow Normal distribution and show how this compensation method can be used for SURE based unsupervised denoiser training. We will show that our theoretical analysis provides insights on how to use Noise2Noise for clipped Gaussian noise. Simulations are performed with MNIST, BSD68 and Set12 datasets to show that our developed theories are consistent with simulations.

2. Background

2.1. Stein’s unbiased risk estimator (SURE)

Typically, Gaussian contaminated signal (or image) is modeled as a linear equation:

\[ y = x + n \]  

(1)

where \( x \in \mathbb{R}^N \) is an unknown signal, \( y \in \mathbb{R}^N \) is a known measurement, \( n \in \mathbb{R}^N \) is an i.i.d. Gaussian noise such that \( n \sim N(0, \sigma^2 I) \), and \( I \) is an identity matrix. We denote \( n \sim N(0, \sigma^2 I) \) as \( n \sim \mathcal{N}_0, \sigma^2 \).

In general, given an estimator \( h(y) \) of \( x \), the SURE has the following form:

\[
\eta(h(y)) = \frac{\|y - h(y)\|^2}{N} - \sigma^2 + \frac{2\sigma^2}{N} \sum_{i=1}^{N} \frac{\partial h_i(y)}{\partial y_i} \]  

(2)

Assuming \( x \) to be deterministic signal (or image), we can estimate the expectation of an MSE by utilizing the following theorem:

**Theorem 1.** (Stein, 1981; Blu & Luisier, 2007) The random variable \( \eta(h(y)) \) is an unbiased estimator of

\[
\text{MSE}(h(y)) = \frac{1}{N} \|x - h(y)\|^2
\]

or

\[
\mathbb{E}_{n \sim \mathcal{N}_0, \sigma^2} \left\{ \frac{\|x - h(y)\|^2}{N} \right\} = \mathbb{E}_{n \sim \mathcal{N}_0, \sigma^2} \{ \eta(h(y)) \} \]  

(3)

where \( \mathbb{E}_{n \sim \mathcal{N}_0, \sigma^2} \{ \cdot \} \) is the expectation operator in terms of the random vector \( n \).

Although (2) seems appealing in terms of optimizing parameters of an estimator \( h(y) \), analytical solution for the last term (divergence) is often available only for some limited, special cases such as non-local mean or linear filters (Van De Ville & Kocher, 2009; 2011). Thus, one needs to find at least an approximate solution for the general case. It may also be possible to calculate the divergence term using deep learning software packages such as Tensorflow. However, note that one need to calculate the derivative of the divergence term in order to use SURE for training deep learning based denoisers.

2.2. Monte-Carlo SURE (MC-SURE)

A fast Monte-Carlo approximation of the divergence term has been developed in (Ramani et al., 2008). The introduced method yielded accurate unbiased estimate of MSE for many denoising methods \( h(y) \).

**Theorem 2.** (Ramani et al., 2008) Let \( \tilde{n} \sim \mathcal{N}_{0,1} \in \mathbb{R}^N \) be independent of \( n \) or \( y \). Then,

\[
\sum_{i=1}^{K} \frac{\partial h_i(y)}{\partial y_i} = \lim_{\epsilon \to 0} \mathbb{E}_{\tilde{n}} \left\{ \tilde{n}^T \left( \frac{h(y + \epsilon \tilde{n}) - h(y)}{\epsilon} \right) \right\}
\]

(4)

provided that \( h(y) \) admits a well-defined second-order Taylor expansion. If not, this is still valid in the weak sense provided that \( h(y) \) is tempered.

Consequently, by applying Theorem 2 to the divergence term in (2), the divergence approximation of the denoiser \( h(y) \) will be:

\[
\frac{1}{N} \sum_{i=1}^{N} \frac{\partial h_i(y)}{\partial y_i} \approx \frac{1}{\epsilon N} \tilde{n}^T (h(y + \epsilon \tilde{n}) - h(y)),
\]

(5)

where \( \tilde{n}^T \) is a transposed \( i.i.d \) Gaussian vector \( \tilde{n} \sim \mathcal{N}_{0,1} \) and \( \epsilon \) is a fixed small positive value.

2.3. SURE based deep denoiser training

Recently, SURE was used as the metric to approximate and minimize the MSE between the output of the DNNs and the ground truth (Soltanayev & Chun, 2018). Specifically, MC-SURE allows DNN to learn large-scale weights in a DNN by minimizing MC-SURE without noisless ground truth images. The equation (2) with (4) was reformulated for a DNN as follows:

\[
\eta(h_\theta(y)) = \frac{1}{M} \sum_{j=1}^{M} \left\{ \|y^{(j)} - h_\theta(y^{(j)})\|^2 - N\sigma^2 \right\}
\]

\[
+ 2\sigma^2 \left( \tilde{n}^{(j)} \right)^T \left( h_\theta(y^{(j)}) + \epsilon \tilde{n}^{(j)} - h_\theta(y^{(j)}) \right),
\]

(6)
where \( \theta \) is a set of denoiser parameters, \( M \) is a size of mini-batch, \( \epsilon \) is a small fixed positive constant, and \( \tilde{n}^{(j)} \) is a single realization from the standard normal distribution for each training data \( j \). This approach was demonstrated to yield state-of-the-art performance in denoising task with ideal Gaussian noise, having almost similar qualitative and quantitative results compared to the trained DNNs with MSE. However, MC-SURE based DNN training method is limited to \( i.i.d. \) Gaussian noise contaminated images, while in practice noisy images are clipped due to the hardware limitations or saturation.

### 3. Methods

In this section, we extend SURE and MC-SURE to deal with a pair of noisy images instead of a single noisy image and use it for training deep learning based denoisers under the assumption of \( i.i.d. \) Gaussian noise model. Moreover, we prove that Noise2Noise is a special case of our proposed extended SURE for Gaussian denoising problems. Finally, it will be demonstrated that our method can further be extended to the case with clipped noisy images, which follow a so-called truncated Gaussian noise model.

#### 3.1. Extended SURE and MC-SURE

The proposed SURE with a pair of noisy images is formulated in the following way:

**Theorem 3.** Let \( y_1 \sim N(x, \sigma^2_y I) \) and \( y_2 \sim N(0, \sigma^2_y I) \) be a pair of noisy images of the realizations.

Then, the random variable \( \gamma(h_\theta(y_2), y_1) \) is an unbiased estimator of MSE:

\[
E_{y_2} \left\{ \frac{1}{N} \| x - h_\theta(y_2) \|^2 \right\} = E_{y_2} \{ \gamma(h_\theta(y_2), y_1) \}
\]

where

\[
\gamma(h_\theta(y_2), y_1) = \frac{1}{N} \| y_1 - h_\theta(y_2) \|^2 - \sigma^2_y
\]

**Proof.**

\[
E_{y_2} \left\{ \frac{1}{N} \| x - h_\theta(y_2) \|^2 \right\}
\]

\[
= E_{y_1, y_2} \left\{ \frac{1}{N} \| y_1 - h_\theta(y_2) \|^2 \right\} - \sigma^2_y
\]

\[
+ \frac{2}{N} E_{y_1, y_2} \left\{ (y_1 - x)^T h_\theta(y_2) \right\}
\]

\[
E_{y_2} \left\{ \sum_{i=1}^{N} \frac{\partial h_i(y_2)}{\partial y_2} \right\}
\]

\[
= \frac{1}{\sigma^2_y} E_{y_1, y_2} \left\{ (y_1 - x)^T h_\theta(y_2) \right\}
\]

See the supplementary material for more details. \( \square \)

Theorem 3 is developed for the general case and one can train deep network denoisers using the following corollary:

**Corollary.** Given a noisy realization pairs of a clean image \((y_3, y_4)\) from the same distribution \( N(x, \sigma^2_x I) \), we calculate less noisy image \( w = \frac{1}{2}(y_3 + y_4) \sim N(x, \frac{1}{2}\sigma^2_x I) \). Then, we add \( i.i.d. \) Gaussian noise \( z \sim N(0, \frac{1}{2}\sigma^2_z I) \) to \( w \), so that \( v = (w + z) \sim N(x, \sigma^2_z I) \). Finally, by applying Theorem 3 and replacing divergence term with its Monte-Carlo approximation \((5)\), one can minimize extended MC-SURE with respect to \( \theta \):

\[
\gamma(h_\theta(v), w) = \frac{1}{N} \| w - h_\theta(v) \|^2
\]

\[
- \frac{1}{2} \sigma^2_y + \frac{\sigma^2_z}{\epsilon N} (\tilde{n}^T (h_\theta(v + \epsilon \tilde{n}) - h_\theta(v))
\]

Note that \( v \) has the same distribution as \( y_3 \) and \( y_4 \). Thus, instead of generating \( v \), we can simply replace it with one of the realizations.
For a training dataset of noisy \( M \) pairs \( \{y^{(1)}, \ldots, y^{(M)}\} \), we generate \( \{w^{(j)}, v^{(j)}\}, j \in [1, M] \) to train deep learning based denoisers with proposed extended MC-SURE method. In simulation part, we demonstrate that our method better approximates the MSE and hence shows better performance compared to original MC-SURE based training approach for natural image denoising.

### 3.2. Link between extended SURE and Noise2Noise

The extended SURE framework that we proposed can be applied to a pair of uncorrelated Gaussian noisy images \( (y \sim \mathcal{N}(x, \sigma_y^2)) \) and \( z \sim \mathcal{N}(x, \sigma_z^2) \). In that case, the divergence term vanishes leaving us following expression:

**Theorem 4.**

\[
E_{x,y} \{\gamma(h_\theta(y), z)\} = E_{x,y} \left\{ \frac{||z - h_\theta(y)||^2}{N} \right\} - \sigma_z^2 \tag{10}
\]

**Proof.**

\[
E_y \left\{ \frac{1}{N}||x - h_\theta(y)||^2 \right\} = E_{y,z} \left\{ \frac{1}{N}||z - h_\theta(y)||^2 \right\} - \sigma_z^2 + 2 \frac{N}{E_{y,z} \{ (z - x)^T h_\theta(y) \}} = \frac{2}{N} E_{y,z} \{ (z - x)^T h_\theta(y) \} = \frac{2}{N} E_{y,x} \{ (z - x)^T \} E_{x,y} h_\theta(y).
\]

See supplementary material for more details. \( \square \)

From the above expression, one clearly sees that the first term corresponds to the cost function of Noise2Noise for \textit{i.i.d.} Gaussian noise denoising case (Lehtinen et al., 2018), while the second term \( \sigma_z^2 \) is a constant.

Minimization of (10) with respect to a set of denoiser parameters \( \theta \) should give us the same solution for both extended MC-SURE and Noise2Noise. Although it is not easy to notice the relation between two different approaches from the first sight, it turns out that Noise2Noise is a special case of proposed MC-SURE based training method for \textit{i.i.d.} Gaussian denoising task.

### 3.3. MC-SURE for clipped \textit{i.i.d.} Gaussian noise

In practice, the assumption that noisy observations follow the Gaussian noise model is partially incorrect, since they have been clipped by digital imaging sensors (e.g. CMOS imager). Thus, instead of unclipped noisy image \( y \), we observe \( \tilde{y} \):

\[
\tilde{y} = f(y) = \max\{\min\{y, 1\}, 0\} \tag{11}
\]

In that case, for a pair of clipped noisy images \( (\tilde{y}_1, \tilde{y}_2) \), the mean will deviate from clean image \( x \). Noise2Noise sticks to a strong assumption that even if noisy realizations are not from the same distribution, their expectations should match the target. Consequently, Noise2Noise cannot be applied to optimize a deep neural network for truncated \textit{i.i.d.} Gaussian denoising case, while proposed MC-SURE framework is able to be extended to that task.

The extended MC-SURE (9) as well as original MC-SURE (2018) can not be utilized for deep network optimization, because of \textit{i.i.d.} Gaussian distributed noise assumption. To solve this issue, we propose a method to compensate for boundary values in a \( y \) by adding \textit{i.i.d.} Gaussian noise so that:

\[
(\bar{y})_i = \begin{cases} 
(\tilde{y})_i, & \text{if } 0 < (\tilde{y})_i < 1 \\
-|n|, & \text{if } (\tilde{y})_i = 0 \\
|n| + 1, & \text{if } (\tilde{y})_i = 1,
\end{cases} \tag{12}
\]

where \( |n| \) is an absolute value of a \textit{i.i.d.} Gaussian noise with \( \mathcal{N}(0, \sigma^2) \) statistical parameters. The equation (12) assumes that true mean value of pixels at boundaries is the same as boundary values. This compensation method may work for MNIST dataset, where images mainly consist of zeros and ones.

On the other hand, for natural images, one needs to estimate true value of a pixel clipped at boundaries. Therefore, we utilize BM3D denoiser to clipped image and transform our compensation (12) to:

\[
(\bar{y})_i = \begin{cases} 
(\tilde{y})_i, & \text{if } 0 < (\tilde{y})_i < 1 \\
(\tilde{x})_i - |n|, & \text{if } (\tilde{y})_i = 0 \\
(\tilde{x})_i + |n|, & \text{if } (\tilde{y})_i = 1,
\end{cases} \tag{13}
\]

where \( \tilde{x} \) is BM3D denoised image. Worth to note that clipped pixels should be larger than boundary values, so (13) is iterated until compensated pixel \( \bar{y} \), exceeds beyond clipped values \([0-1]\).

### 3.4. Noise2Noise for clipped \textit{i.i.d.} Gaussian noise

Theorem 4 implies that Noise2Noise is valid if \( z \) contains zero-mean noise while \( y \) does not have to have since

\[
E_{y,x} \{ (z - x)^T \} E_{y,x} h_\theta(y) = 0 \tag{14}
\]

Thus, whether \( y \) contains zero-mean noise or not, Noise2Noise will work with \( z \) having zero-mean noise. Then there are two different training methods for Noise2Noise when clipped Gaussian noise is applied. Firstly, the input truncated signal to the DNN does not change, but the target will be converted into Gaussian-like noisy image and the will replace clipped noisy target image by compensated noisy image. Another method is to convert both noisy images into Gaussian-like noisy images using
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our proposed compensation methods. Then, they will replace the input and the target images of Noise2Noise by converted images.

4. Experimental setup

In this section, we demonstrate the performance of proposed extended MC-SURE on MNIST and Berkeley’s BSD-400 datasets (Martin et al., 2001). As a deep denoising network, we used stacked denoising autoencoder (SDA) for MNIST, which consists of decoder and encoder with two convolutional layers and DnCNN for natural images (Vincent et al., 2010; Zhang et al., 2017). DnCNN consists of 20 layers of CNN with batch normalization followed by ReLU as a non-linear function.

The proposed method was compared with state-of-the-art denoising algorithms such as BM3D (Dabov et al., 2007), denoising networks trained on Noise2Noise (Lehtinen et al., 2018), MC-SURE (Soltanayev & Chun, 2018), all without ground truth data and MSE with ground truth data as gold standard. It is worth to note that $\epsilon$ in (2) and (9) should be carefully chosen for stable training and good performance. As also mentioned in (Deledalle et al., 2014), $\epsilon$ is directly proportional to noise standard deviation $\sigma$. Therefore, $\epsilon$ have been fine tuned, so that for our proposed MC-SURE, it was set to $\epsilon = 1.6 \times 10^{-4} \times \sigma$.

Results on MNIST dataset We trained SDA network on MNIST dataset for blind image denoising task. Set of 55,000 images were contaminated with $i.i.d.$ Gaussian noise with standard deviation $\sigma \in [0 – 55]$ to train SDA, while 5,000 images used for validation. All methods except BM3D were trained with the Adam optimization (Kingma & Ba, 2015) for 300 epochs (200 epochs with the learning rate of $10^{-3}$, 50 epochs with $10^{-4}$, and 50 epochs with $10^{-5}$). The performance of each method was evaluated on 10,000 test images.

The results reveal that our proposed extended MC-SURE method (eSURE) shows comparable results with other unsupervised methods for different noise levels (see Table 1 and Figure 1). Our training approach appears to be better than Noise2Noise for 0.03dB and slightly worse than original MC-SURE. In summary, all deep learning based methods yield results very close to each other and outperformed BM3D at least for $\sim 1$dB.

Results on natural image dataset We conducted experiments on natural image dataset to further investigate our extended MC-SURE and demonstrate the ability to deal with a pair of noise realizations per image and its superior performance over original MC-SURE. Following procedures described in DnCNN paper (Zhang et al., 2017), 128 $\times$ 2,919 patches with 50 $\times$ 50 size were extracted from 400 images of BSD-400. For Noise2Noise and proposed extended MC-SURE, two realizations of a noisy image were generated. As a testset, we utilized BSD68 dataset and 12 images from Set12 (Dabov et al., 2007).

In all cases, DnCNN denoisers were trained for blind denoising with noise level range of $\sigma \in [0 – 55]$ using Adam optimizer (Kingma & Ba, 2015). The initial learning rate was set to $10^{-3}$, which was dropped to $10^{-4}$ after 40 epochs and the network further trained for 10 epochs.

All experiments were implemented in Tensorflow framework (Abadi et al., 2016) and run on NVidia Titan X GPU. The computational cost for estimating proposed MC-SURE is the same as for original MC-SURE and thus both take approximately 26 hours to train DnCNN denoiser, while the training time for DnCNN-MSE and DnCNN-N2N was 17 hours.

The performance of our approach along with the state-of-the-art methods was tabulated in Table 2 and Table 3. The MSE trained DnCNN using a clean set of training images yielded the best performance compared to other methods for both BSD68 and Set12 testsets.

Quantitative analysis on BSD68 testset reveals that our proposed extended MC-SURE is consistently better than conventional BM3D for $\sim 0.5$dB and outperforms DnCNN-SURE for $\sim 0.15$dB in lower and higher noise cases. The performance gap between the proposed method, BM3D and DnCNN-SURE are still maintained even for Set12 testset. Also, our network training approach demonstrates very close quantitative results with Noise2Noise trained DnCNN (DnCNN-N2N) in both testsets.

In terms of visual comparison, our method effectively removed noise from an image, while preserving texture and edges. In Figure 2, conventional BM3D yielded comparable results, but for highly noisy input, the output appears blurrier. The same trend is observed for DnCNN-SURE, where details of the denoised test image from BSD68 were

| Methods | BM3D | SDA-SURE | SDA-N2N | SDA-eSURE | SDA-MSE |
|---------|------|----------|---------|-----------|---------|
| $\sigma = 25$ | 27.56 | 28.95 | 28.88 | 28.92 | 28.91 |
| $\sigma = 55$ | 21.27 | 24.48 | 24.44 | 24.47 | 24.48 |
| noisy images | 0 | 1 | 2 | 2 | $\infty$ |

Table 2. PSNR results of denoisers on BSD68 Dataset.

| Methods | BM3D | DnCNN-SURE | DnCNN-N2N | DnCNN-eSURE | DnCNN-MSE |
|---------|------|------------|-----------|-------------|-----------|
| $\sigma = 25$ | 28.56 | 28.93 | $\mathbf{29.07}$ | $\mathbf{29.07}$ | 29.20 |
| $\sigma = 50$ | 25.62 | 26.00 | 26.14 | $\mathbf{26.15}$ | 26.22 |
| noisy data | 0 | 1 | 2 | 2 | $\infty$ |
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(a) Noisy input  (b) BM3D  (c) SDA-SURE  (d) SDA-N2N  (e) Ours  (f) SDA-MSE

Figure 1. Denoised MNIST testset images of SDA trained with various methods at $\sigma=55$ noise level.

(a) Ground Truth  (b) Noisy input  (c) BM3D / 28.88dB  (d) SURE / 29.30dB  (e) N2N / 29.47dB  (f) eSURE / 29.48dB

Figure 2. Denoised test image (BSD68) results of DnCNN with various methods at $\sigma=25$ noise level.

(a) Ground Truth  (b) Noisy input  (c) BM3D / 25.40 dB  (d) SURE / 25.83 dB  (e) N2N / 26.01 dB  (f) eSURE / 26.01 dB

Figure 3. Denoised test image (BSD68) results of DnCNN trained with various methods at $\sigma=50$ noise level.

vanished (see Figure 3). Also one may witness similar denoising performance for DnCNN-N2N and our method.

Both qualitative and quantitative superiority of the extended MC-SURE over original MC-SURE can be explained by its better approximation of MSE. We compared MSE estimated by extended MC-SURE and original MC-SURE while training DnCNN network. The results in Figure 4 revealed that proposed extended MC-SURE is more accurate in terms of MSE approximation.

Table 3. PSNR results of denoisers on Set12 Dataset.

| Methods      | BM3D | DnCNN-SURE | DnCNN-N2N | DnCNN-eSURE | DnCNN-MSE |
|--------------|------|------------|-----------|--------------|-----------|
| $\sigma = 25$ | 29.97| 30.04      | 30.30     | 30.31        | 30.42     |
| $\sigma = 50$ | 26.67| 26.87      | 27.07     | 27.07        | 27.16     |
| noisy data   | 0    | 1          | 2         | 2            | $\infty$  |

Figure 4. The comparison between actual MSE and its estimations: proposed extended MC-SURE and MC-SURE on BSD400 dataset during DnCNN training time.
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**Clipped noisy image recovery** Denoising images with clipped noise becomes a more challenging task in case if ground-truth images are not available. In this section, we implement the original MC-SURE method describe to train SDA on clipped noisy MNIST dataset. Training images were firstly corrupted with i.i.d. Gaussian noise with $\sigma = 25$ and then the output was clipped between $[0 - 1]$. The SDA network was trained for 100 epochs with a learning rate of $10^{-3}$ and then 50 epochs with $10^{-4}$ using Adam optimizer.

We compared our SDA-eSURE (proposed) with BM3D, SDA-N2N, and SDA-SURE trained/tested on unclipped noisy images. From Table 4, we notice that our SDA-eSURE with compensation was able to achieve original SDA-SURE and outperforms other methods by orders of magnitude. Also, our method produced visually appealing results on clipped noisy MNIST testset images (see Figure 5). Note also that SDA-N2N-2 with 1 unclipped and 1 clipped noisy images also yielded comparable performance to the oracle SDA-SURE with 1 unclipped noisy image. This implies that our theoretical interpretation for Noise2Noise using SURE framework was valid and now it is possible to train the DNN with the direct input of clipped noisy images after training, while our SDA-eSURE still has to use clip compensation method during and after training.

In case of natural images, we utilized (13) to generate noise compensated BSD400 images and patchify them to $50 \times 50$ sized 180,000 patches. Training procedure was the same as for DnCNN trained unclipped noisy images.

For quantitative comparison, we included results of BM3D (Dabov et al., 2007), BM3D with homomorphic transformation (Foi, 2009) (denoted as BM3D-H), and DnCNN-SURE trained on unclipped noisy images. Table 5 demonstrates that our proposed method for clipped noisy images was able to outperform conventional methods and achieve about the same PSNR as DnCNN-SURE (no clip) that is the gold standard result. Thus, with a single realization of clipped noisy images, one can train deep learning denoiser with MC-SURE by using our compensation method.

### Table 4. PSNR results of denoisers on MNIST testset

| Methods          | PSNR, dB | Nois realizations |
|------------------|----------|-------------------|
| BM3D             | 24.94    | -                 |
| SDA-N2N-1        | 26.67    | 2 clipped         |
| SDA-N2N-2        | 28.90    | 1 clipped, 1 comp.|
| SDA-N2N-3        | 28.82    | 2 comp.           |
| SDA-SURE-1       | 12.62    | 1 clipped         |
| SDA-SURE w/ comp.| **28.91**| 1 comp.           |
| SDA-SURE         | 28.91    | 1 unclipped       |

### Table 5. PSNR results of denoisers on BSD68 testset

| Methods                        | PSNR, dB |
|--------------------------------|----------|
| BM3D                           | 28.30    |
| BM3D-H                         | 28.40    |
| DnCNN SURE (proposed)          | **28.86**|
| DnCNN SURE (unclipped)         | 28.89    |

5. Conclusion

We proposed a more stable and accurate MC-SURE based training method for deep learning denoisers. Networks trained using our method outperformed conventional state-of-the-art BM3D denoiser and original MC-SURE and yielded comparable results with denoisers trained on clean datasets. Also, we showed that Noise2Noise for i.i.d. Gaussian denoising is a special case of the proposed SURE framework and in case of truncated Gaussian noise, Noise2Noise approach theoretically does not work. Noise2Noise assumes noise to be zero-mean so that it can not be extended to clipped noisy image denoising task. On the other hand, in this work, we further extend our MC-SURE to truncated noise removal task.
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