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Abstract

Human soluble epoxide hydrolase (hsEH) has been known to be involved in the hydrolysis of epoxyeicosatrienoic acids (EETs), which are anti-inflammatory and cardioprotective signalling molecules. Since the conversion of EETs into the corresponding diols generates non-bioactive molecules, the enzyme's inhibition would be beneficial. hsEH quickly became the molecular target, however, the proposed inhibitors directed toward this enzyme have not undergone clinical trials, mostly due to their low solubility in water.

Our goal is to indicate new regions, distinct from those already investigated, that could be considered during the development of novel and perhaps more soluble inhibitors of hsEH. To fulfil this goal, we used a combination of classical and mixed-solvent molecular dynamics (cMD and MixMD) simulations and a ligand tracking approach. Such a strategy, considers conformational changes in the interior of the enzyme, extends conformational space of binding cavities, and provides insight into different sets of potential binding modes. By analysis of the local distribution of different molecular probes (water and organic cosolvent molecules), we were able to identify potential binding sites (hot-spots), which can indicate the location of the most important functional groups for the binding of designed inhibitors. The uniqueness of the binding spots was examined by superpositioning the indicated hot-spots with a map of chemical interactions between the known inhibitors and hsEH. We analysed all available crystal structures of hsEHs with inhibitors deposited in the PDB database to gain insight into the binding modes of the known inhibitors and to find similarities and dissimilarities between them. By comparing the results obtained based on the map of chemical interactions, with the regions identified by using cMD and MixMD, we were able to identify regions that have not been targeted by ligands until now and which are promising possible binding sites for polar groups that would be beneficial for inhibitors solubility.

Introduction

The human soluble epoxide hydrolase (hsEH, EC 3.3.2.10) is a bifunctional homodimeric enzyme weighing 62 kDa. It is a member of the epoxide hydrolase superfamily and is composed of two independently folded domains: N-terminal domain (NTD) with phosphatase activity and C-terminal domain (CTD) with hydrolase activity. hsEH is encoded by the EPHX2 gene and can be found in both cytosol and peroxisomes[1–3]. The enzyme shows the highest activity in the liver; however, it is distributed in the majority of tissues, including the kidney, intestine, adipocytes, and vessels[4–6]. The clinical relevance of hsEH is linked with a C-terminus motif which performs the hydrolysis of arachidonic acid epoxides and other natural epoxy-fatty acids, especially the transformation of four regioisomers of epoxyeicosatrienoic acids (EETs): 5,6-, 8,9-, 11,12-, and 14,15-EETs to the corresponding dihydroxyeicosatrienoic acids (DHETs)[7, 8]. The conversion of EETs into the corresponding diols performed by hsEH generates non-bioactive molecules, thus the enzyme inhibition would be expected to enhance the EETs bioavailability and their beneficial properties[9, 10]. EETs have been found to modulate the activities of many molecular targets and signalling pathways. They have been shown to possess vasodilator and anti-inflammatory properties, as well as act as mediators of autocrine and paracrine[9,
These characteristics are why many studies implicate their significant meaning in several cardiovascular disorders, e.g. blood pressure, hypertension, and atherosclerosis. EETs have also been found in the brain, where they regulate cerebral blood flow and protect against ischemic brain injury. Several studies were carried out to investigate the effect of the sEH gene deletion. Samokhvalov et al. reported that such a deletion provides a protective effect against lipopolysaccharide (LPS)-induced cardiotoxicity by maintaining mitochondrial function. In their research associated with Parkinson's disease, Ren et al. reported that sEH gene deletion or enzyme inhibition may protect against MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine) induced neurotoxicity. EETs from the cytochrome P450/soluble epoxide hydrolase pathway, together with the prostaglandins derived from the cyclooxygenase (COX) pathway, have also been found to be important eicosanoids that may regulate angiogenesis and tumorigenesis. Therefore, a great effort has been made to develop inhibition strategies towards sEH.

Some of the earliest sEH inhibitors were chalcone oxide, which can form a covalent intermediate with the enzyme. However, they were slowly hydrolysed and then released from the active site due to time-dependent inhibition and they were rather unstable, making in vivo usage limited. Urea, carbamate, and amide compounds with the hydrophobic group substitution were the first successful generation of hsEH inhibitors. They were identified as significantly more potent inhibitors and still represent the most popular class of hsEH inhibitors. These compounds can mimic epoxide binding and are not released from the active site. However, they have rather poor physical properties which include, low solubilities and high melting points, resulting in inappropriate bioavailability. To improve their properties, while maintaining a high potency, a polar functional group at a proper distance from the urea or amide moiety was added. Soon after, the second generation of inhibitors, based on the 12-(3-adamantan-1-ylureido)dodecanoic acid (AUDA) and 1-adamantan-1-yl-3-[5-[2-(ethoxyethoxy)ethoxy]pentyl] urea (AEPU), were developed. But, these compounds remain flawed, due to their rapid in vivo metabolism and limited pharmacokinetics parameters.

Bruce Hammock's group proposed the so-called “Pharmacophore Model”, which has been widely used to develop new sEH inhibitors. The “Pharmacophore Model” is as follows: the “primary pharmacophore” (P1) may consist of carbamate, amide, or urea (preferably) and bear a bulky, hydrophobic substituent, whereas the “secondary pharmacophore” (P2) should consist of a polar group, located at a distance of five or six carbons (7.5 Å) from the urea carbonyl group. The “secondary pharmacophore” could be any group that is capable of serving as a proton acceptor (e.g., amide, ketone, alcohol, etc.); however, moieties that are too polar offered less potent inhibition. The model may also show an optional “tertiary pharmacophore” (P3), located at least 12 Å from the urea carbonyl group. The hydrophobic linkers, L1 and L2, should connect the polar moieties from the primary, secondary and tertiary pharmacophores.

Several pharmaceutical companies and academic institutions and pharmaceutical companies, such as the University of California-Davis, Columbia University, Chinese Academy of Sciences, Arête, Boehringer Ingelheim, Taisho, Takeda, Merck, Roche, etc., have entered the arena of developing sEH inhibitors.
Thousands of various hsEH inhibitors were synthesised over the last three decades, but only individual compounds have been qualified into clinical trials. Such an example is the 1-(1-acetyl-piperidin-4-yl)-3-adaman-1-yl-urea (AR9281) inhibitor from Arête Therapeutics. The compound has completed phase I of the clinical trial successfully but has failed the IIa clinical trial due to lack of efficiency.

Esters and salts of AUDA, commonly used as an experimental sEH reference inhibitor, are good inhibitors of sEH but their clinical use has been restricted due to metabolic instability and limited solubility in water and many organic solvents. Also, GSK2256294 ((1R,3S)-N-(4-cyano-2-(trifluoromethyl)benzyl)-3-((4-methyl-6-(methylamino)-1,3,5-triazin-2-yl)amino)cyclohexanecarboxamide) inhibitor has shown promising effects in two phase I studies, however, there is no information on the results of phase II clinical trials.

Various research groups began using the fragment-based drug discovery with biophysical or biochemical assays and a high-concentration of fragments to speed up the research of new inhibitors. For instance, Amano et al. conducted fragment screening against sEH using X-ray crystallography together with biochemical assays. They were able to identify numerous fragments that inhibit sEH and reveal their binding modes. Using the optimisation techniques, they determined structures of fragment-enzyme complexes and discovered a novel scaffold for sEH inhibitors. In 2015, Öster et al. also presented a fragment-based crystallisation approach, where a fragment-based lead generation was executed with a limited high-throughput screening against the sEH. The obtained complexes extended the structural knowledge about possible dual conformations or multiple binding sites. In 2016, Xue et al. used a similar approach to completely map the active site pocket to gain a deeper knowledge of ligand interactions and to guide the rational structure-based drug design.

In the last decade, research groups also applied various approaches to discover new hsEH inhibitors based primarily on in silico studies. In 2011, Tanaka et al. identified almost 70 new sEH inhibitors using a docking-based virtual screening. They analysed different physicochemical properties of the hit compounds, e.g., size and lipophilicity, to find a compound with high ligand efficiency. Xing et al. used a similar approach to construct combinatorial libraries of potential inhibitors based on a benzoxazole template. The libraries were further evaluated by docking and by analysing the capacity to make hydrogen bonds. Research was then expanded into exploring the structure-activity relationship by the amide bond formation. In 2012, Moser et al. developed a pharmacophore model based on co-crystallised inhibitors of hsEH. They used a combination of Protein Ligand Interaction Fingerprints with the QueryGenerator tool to model the shape of the binding pocket indicated as excluded volumes. Then, they proposed a new pharmacophore model (with a special focus on the catalytic triad, as described by Morisseau and Hammock) by examination of the clusters of receptor pharmacophore annotation points within the binding pocket. This pharmacophore model was later used by Moser et al. to find dual 5-lipoxygenase (5-LO)/soluble epoxide hydrolase inhibitors. In 2016, Waltenberger et al. created multiple structure- and ligand-based pharmacophore models to cover different putative binding modes of the ligands and to cover the active space more thoroughly. In 2018, Tripathi et al. applied a 3D-QSAR approach using sEH inhibitors from literature (with a wide range of activity and structural diversity) to design a pharmacophore model. A new pharmacophore hypothesis was presented by Bhagwati et al.
in recent research, based on the molecular modelling studies, which include ligand-based pharmacophore modelling, virtual screening, molecular docking, and all-atom molecular dynamics simulations\textsuperscript{51}.

The use of \textit{in silico} methods has undoubtedly helped propose new hsEH inhibitors, however, the research was mainly focused on exploring the main binding pocket and developing new pharmacophore models based on the structures of known inhibitors binding in this area. Exploration of other parts of the hsEH enzyme, e.g., accessible after the conformation changes that could host additional functional groups, was omitted. For the exploration of new, potential binding sites in the protein, molecular dynamics simulation with (co)solvent molecules could be applied. Such an approach, called mixed-solvent molecular dynamics (MixMD) or cosolvent-based molecular dynamics (CMD) simulations, mixes small organic molecules with a water solvent to stimulate dynamic protein motions and induce partial conformational changes of binding pocket residues appropriate for the binding of diverse ligands\textsuperscript{52–56}. Based on such abundant information, it is possible to identify the ligand binding modes, preferable binding regions (often called hot-spots), and present structural characteristics of a given place to build a pharmacophore model\textsuperscript{57–59}. But, the MixMD has several issues. There is no universal procedure or methodology for performing this type of simulation. Various research groups select different types of cosolvent molecules and the concentration of cosolvent in the systems can vary significantly\textsuperscript{52, 53, 67–69, 57, 60–66}. One problem is the selection of cosolvents to properly map all of the possible protein-ligand interactions and regions, such as hydrogen bonding (donors and acceptors), hydrophobic regions, and positive and negative ionic interactions\textsuperscript{60, 70, 71}. Moreover, the water:cosolvent ratio could also affect the results, since a higher concentration of particular molecules could disturb the protein's structure and the cosolvent molecules could aggregate\textsuperscript{54, 72–74}. MixMD simulations were usually used for relatively small proteins, such as thermolysin\textsuperscript{52, 63, 75–77}, p53\textsuperscript{76, 78, 79}, HIV-1 protease\textsuperscript{80–82}, hen egg-white lysozyme\textsuperscript{83}, Hsp90\textsuperscript{81}, and several kinases\textsuperscript{72, 84} to identify potential binding regions on the protein's surface exclusively. Therefore, an analysis for proteins with buried active sites (as in the case of hsEH) remains a challenge. For a long time, no bioinformatics tools were available that would allow accurate tracking of the behaviour of solvent molecules inside the protein's core and its further analysis from an intramolecular voids the point of view during the molecular dynamics simulations. The situation changed when new and easy-to-use AQUA-DUCT (AQ) software appeared\textsuperscript{85}. This tool was primarily used to track the molecular trajectories of ligands (solvent molecules) throughout molecular dynamics simulations. The new version, released in 2019, also allows the identification of structurally important residues and regions of macromolecules responsible e.g., for ligand trapping, which can vary depending on the tracked ligand\textsuperscript{86}. Thus, such functionality can be used for \textit{in silico} drug design and for identifying new potential binding sites for hsEH inhibitors.

In this paper, we have addressed two main questions: i) is it possible to expand the targeted space of the hsEH interior to propose unique binding sites for new classes of inhibitors? and ii) is it possible to identify amino acids that, so far, were not involved with inhibitors' interactions and could accept functional groups to increase the inhibitors solubility? To address these questions, we used the combination of small molecules tracking and classical and mixed-solvent molecular dynamics simulations to analyse the intramolecular voids of the hsEH. Such an approach allows us to analyse the local distribution of
particular solvent molecules employed as molecular probes. The densest regions of water and cosolvent pathways (hot-spots), are used to predict particular regions of protein-ligand interactions and could be used for further pharmacophore design. Since hsEH has a relatively high number of crystallographic protein-inhibitor complexes deposited at the Protein Data Bank (PDB) database[87], we could use this abundant information to gain structural insight into the binding of known inhibitors and compare them with the obtained results. We believe that such an approach can be applied for any molecular target and can work as a universal pipeline in the drug discovery pathway.

Results

Crystal structure of human soluble epoxide hydrolase and entrances to the protein’s interior

In the hsEH hydrolase domain, we can distinguish two main parts, the core (also known as main) domain and cap (also known as the lid) domain (Fig. 1a). The main domain consists of the amino acids in the range M235-P369 and M469-M555. The cap domain consists of the amino acids in the range S370-R468 with a highly flexible cap-loop region (F409-T443). The so-called NC-loop (Y348-S370) connects the cap and main domains. Studies have revealed that the active site of hsEH is buried inside the protein core, in an “L”-shaped pocket. The “L”-shaped pocket extends from the bottom of the main domain up to the cap domain. The lengths of the two branches, which make up the internal pocket, are 15 Å (long branch) and 10 Å (short branch)[41]. The entire pocket is basically hydrophobic, even though each branch of the pocket accepts diverse functional groups. The branches are connected by a small bottleneck in which the catalytic triad and two stabilising residues are located (D335, D496, H524, Y383, and Y466 respectively).

The buried active site of hsEH is connected with the environment through tunnels, which act as exchange pathways between a bulk solvent and the active site. The presence of two branches of the “L”-shaped pocket may suggest that the protein only has two entrances to its interior. Using water as a molecular probe and tracking approach implemented in AQUA-DUCT software, we could identify four entrance/exit locations for water molecules penetrating the hsEH structure (Fig. 1b). We named them: Tm1 – used by the vast majority of the identified water molecules (~ 78%), it is permanently open, located in a long branch between two helices in the main domain (α4: S370-E389 and α10: V500-I511), Tc/m – used by ~ 20% of water molecules, located at the border of the cap and main domains, in a short branch (between E520-H524 loop of the main domain and the A411-S415 loop of the cap domain), Tg – transient (< 1%) gorge linking Tc/m with Tm1 (regulated by E494-L499 loop), and Tm2 – rarely used (< 1%), separated by two loops, located deep in the main domain, adjacent to the Tm1 tunnel (N359-M369 part of the NC-loop and S479-P488 loop). The nomenclature was adopted according to the publication on Solanum tuberosum soluble epoxide hydrolase[88]. Secondary structures motifs of hsEH are presented in Supplementary Information, Figure S1 and Table S1. Tracked water molecules depict the internal cavity of hsEH and provide information about maximal accessible volume, which was visited during MD simulations (Fig. 1c).
Additional entrance/exit areas

In the MixMD simulations with water and acetonitrile molecules, as well as in the simulation with water and urea molecules, an additional entrance, Tcap1 located in the cap domain, between the K421-G426 α6 helix and G427-S432 part of the cap-loop appeared. In the MixMD simulation with water and methanol molecules, the additional entrance between the α10 helix and β7 sheet (A488-A493) of the core domain, named Tm3, has been detected (Supplementary Information, Figure S2).

Binding residue clustering based on the known crystal structures

The effort to understand the principles of hsEH function and selectivity has resulted in 104 crystal structures deposited in the Protein Data Bank, of which 100 structures are complexes containing ligands relevant to hsEH inhibition. We revisited these structures to map the interactions between the protein and inhibitors, and to summarise targeted parts of the hsEH structures. In some cases, inhibitors had been crystallised at various positions or conformations, which resulted in an analysis of 123 protein-ligand complexes. We analysed the structures of complexes using the LigPlot program and identified amino acids involved in forming hydrogen bonds or non-bonded interactions (Supplementary Information, Table S2).

43 amino acids were identified as interacting with ligands in various crystal structures. The amino acids were clustered based on the interaction-pattern similarity between residues and inhibitors. This approach revealed five principal clusters: C-1a, C-1b, C-2, C-3, C-4, and a set of outliers (Fig. 2). C-1a and C-1b clusters cover the long branch of the “L”-shaped pocket and part of the bottleneck, where the active site is located. In total, they consist of 22 amino acids. C-2, C-3, and C-4 clusters surround the short branch of the “L”-shaped pocket and cover the upper part of the bottleneck. In total, 13 amino acids build these clusters. Cluster C-1a (light pink), formed by eleven amino acids, is built by residues covering one of the walls of the long branch from the “L”-shaped pocket. Five out of 11 amino acids formed this cluster (A365, P371, S374, N472, A476) and were identified by NetSurfP server[89] as surface-exposed residues. One of the amino acids belonging to the C-1a cluster was found to be located on the NC-loop. Cluster C-1b (deep pink), also formed by eleven amino acids, covers the opposite wall of the long branch and part of the bottleneck with the active site of hsEH. Within this cluster, two residues from the catalytic triad, D335 and H524, as well as Y383, an amino acid from a pair of tyrosines that stabilise the transition state intermediates during catalysis[90], were identified. Residues from the C1-b cluster were found to interact with the majority of analysed inhibitors. None of the amino acids that make up the C-1b cluster were identified as surface-exposed residue. In this cluster, as in the case of the C-1a cluster, one amino acid was found on the NC-loop, A365. Amino acids from C-1a together with the residues from the C-1b cluster surround the main entrance to the protein’s interior – Tm1 tunnel identified by AQUA-DUCT software. Cluster C-2 (cyan), formed by six amino acids, is located between the cap and main domains, close to the active site of the hsEH. Amino acids that build this cluster cover part of the bottleneck linking two branches of the “L”-shaped pocket, as well as the vast majority of the short branch. Within this cluster,
there is one residue from the catalytic triad of hsEH – D496. Even though this residue belongs to the active site, it interacts with known inhibitors less often than in the case of active site residues from the C-1b cluster. It is worth mentioning that F497 residue, which is also a member of the C-2 cluster, potentially works as a gate that separates the Tc/m and Tg tunnels. As described in works by Góra et al., and Marques et al., enzyme gates have multiple molecular functions\cite{91, 92}. One of their main function is to control the access of substances to the enzyme's interior. They can also contribute to enzyme selectivity, prevent solvent access to specific regions of the protein, synchronise processes occurring in distant parts of the protein works. Due to the F497 mobility, it may open the additional access to the interior of the protein through the Tg tunnel and possibly regulate access to the active site of hsEH for more bulky substrates, or can modulate solvent molecules entry. Moreover, F497 was identified as the only surface-exposed residue within the C-2 cluster. Cluster C-3 (green), formed by four amino acids from the cap domain, especially from the cap-loop (R410, A411, and S415), is located exactly above the entrance to the Tc/m tunnel. It covers the part of the short branch of the "L"-shaped pocket. All amino acids from the C-3 cluster (mentioned above and S407) were characterised as surface-exposed residues. Lastly, from the main clusters, cluster C-4 (yellow), formed by three amino acids, is also located in the cap domain, closer to the hinge region which links the cap and main domains and contributes to the structure flexibility. The C-4 cluster also covers the short branch as did the C-2 and C-3 clusters. Within the amino acids that build this cluster, F387 is anchored exactly at the hinge region and its aromatic ring is faced toward the active site. In addition, one of the amino acids from the C-4 cluster, L417, was characterised as a surface-exposed residue.

Almost all remaining amino acids (besides T360) are specific for interactions with individual inhibitors and therefore were clustered as outliers. These residues are located: i) on the NC-loop, near the entrance to the rarely used Tm2 tunnel (N366) and facing one of the walls from the long branch of the "L"-shaped pocket (T360, P361); ii) on the loop between the main and cap domains, near the active site (P268); iii) close to the hinge region (N378); iv) in the cap domain (S412, V416, and L397 – of which the first two amino acids are part of the cap-loop). All amino acids classified as outliers are buried residues.

**Inhibitor clustering based on interaction pattern similarity**

Clustering of inhibitors was based on the interaction matrix (Supplementary Information, Table S2) and indicated four major binding locations in the hsEH protein interior. We named them: C-I, C-II, C-III, and C-IV. C-I is the lower part of the long branch of the "L"-shaped pocket, where nine inhibitors bind and do not reach the active site. C-II is the upper part of the long branch of the "L"-shaped pocket, close to the active site and consists of six inhibitors. C-III is the whole "L"-shaped pocket, spreading from the main domain to the cap domain (inside this area we can distinguish inhibitors that are expanded towards the short branch cap domain, as well as those expanded towards the long branch) – 72 inhibitors. C-IV is the short branch of the "L"-shaped pocket, slightly covering the upper part of the bottleneck, where the active site is located – 28 inhibitors. Inhibitors characterised as outliers bind deep in the main domain in the long branch or at the border of cap and main domains located in the short branch.
Table 1
Division of residues among clusters. Red colour indicates residues from the active site, residues marked bold interact with more than 50% of inhibitors.

| CLUSTER ID | I                  | II                  | III                  | IV                  | OUT                  |
|------------|--------------------|--------------------|----------------------|----------------------|----------------------|
| 1a         | M310, Y343, A365, P371, I375, F381, M469, N472, W473, A476 | P371, S374, I375, F381, M469 | Y343, S374, I375, F381, M469, N472 | Y343, A365, P371, S374, I375, F381, M469, N472, W473 |
| 1b         | W336, M339, I363, Q384, Y466, D335, W336, M339, I363, Y383, Q384, Y466, L499, M503 | F267, D335, W336, M339, I363, Y383, Q384, Y466, L499, M503 | F267, D335, Y383, Y466, L499, H524 | F267, W336, M339, I363, Y383, Q384, M503 |
| 2          |                     | L408, M419, D496, F497, V498, W525 | L408, M419, D496, F497, V498, W525 | L408, L428 |
| 3          | R410, A411, S415    |                     | L397, R410, S415    |                     |
| 4          | F387, L417, L428    |                     | F387, L417          |                     |
| OUT        | P361               | P268, T360, P361, S407 | S407, S412, V416    | P361, N366, N378    |

Inhibitors grouped in the C-I cluster interact with 15 amino acids (several amino acids from the C-1a cluster and almost all from the C-1b cluster). Y343 and N472 are two amino acids that interact with all inhibitors within the C-I cluster. Four of the identified amino acids also form hydrogen bonds with inhibitors from the C-I cluster. They are Q384, Y466, M469, and N472. Six inhibitors are part of the C-II cluster. They are located in the upper part of the long branch and they are slightly covering the lower part of the bottleneck, where the active site is located. 15 amino acids (both from the C-1a and C-1b clusters, as well as one amino acid from the outliers) are involved in binding to those inhibitors. Although inhibitors occupy only a small part of the active site bottleneck, they interact with one amino acid from the catalytic triad, D335, as well as with Y383 and Y466, which stabilise the transition state intermediates. I375 and Q384 are involved in interactions with all inhibitors from the C-II cluster. Within this group, only two inhibitors may form hydrogen bonds 3-[4-(benzyloxy)phenyl]propan-1-ol (49Q) with Y383 and Y466, and 3-methyl-4-phenyl-1H-pyrazole (GVG – one of its crystallised position) with D335. The majority of the inhibitors (72 structures) occupy almost the whole “L”-shaped pocket (cluster C-III). They are usually inhibitors with long chains. These inhibitors interact with a huge number of amino acids from all identified clusters. 33 amino acids are capable of binding to at least one of the inhibitors. Among the amino acids that build the catalytic triad, inhibitors belonging to this cluster interact most often with D335 and H524. As for D496, only a few inhibitors from the C-III cluster interact with this residue. According to the list of the identified interactions, interactions with Y383 and Y466 are of great
importance. Of the 33 identified amino acids, nine can form hydrogen bonds with the examined inhibitors. Of these nine amino acids, the most targeted are D335, from the catalytic triad, as well as Y383 and Y466, which stabilise the transition state. F267, Q374, S415, D496, F497, and H524 are also involved in the formation of single hydrogen bonds. Only three out of 72 inhibitors from the C-III cluster do not form any hydrogen bonds. 28 inhibitors bind to the short branch of the “L”-shaped pocket and they are slightly covering the upper part of the bottleneck with the active site (cluster C-IV). They interact with amino acids from C-1a (amino acids forming the upper part of this cluster), C-2 (all amino acids), C-3 (all amino acids, except A411), and C-4 (all amino acids). Since H524 and D496 are two residues from the catalytic triad, the high number of interactions is not surprising. D496 together with F497 are capable of forming hydrogen bonds with nearly half of the inhibitors belonging to the C-IV cluster. In most cases, both amino acids are simultaneously involved in forming hydrogen bonds. Moreover, 2-[(5-chloro-2-pyridyl)sulfanyl]ethanol (YPN) inhibitor from the 5ak6 crystal structure may form three hydrogen bonds with L408, R410, and Y525. Whereas 5-(3-ethylsulfanylphenyl)thiophene-2-carboxamide (DUL) inhibitor from 5alx crystal structure may form two hydrogen bonds with V416 and L416. Out of 28 inhibitors, eight from the C-IV cluster do not indicate the ability to form hydrogen bonds.

Hot-spot identification

The analysis of water and cosolvent molecule trajectories combined with the local distribution approach made it possible to identify areas of increased density of (co)solvent molecules during the MD simulations (Fig. 4). Such areas (hot-spots) are potential binding/interacting sites and may provide additional information about regions attracting particular types of molecules (functional groups). Using AQUA-DUCT software, the overall distribution of tracked water and cosolvent molecules (so-called pockets) were also defined. The pockets represent the actual regions in the protein interior that are explored by (co)solvent molecules.

Hot-spots for water molecules were found mostly in the long branch of the “L”-shaped pocket, as well as in the bottleneck where the active site is located. No water hot-spots were found in the short branch of the “L”-shaped pocket. Hot-spots with the highest density are located in proximity of the active site and two more water hot-spots, which also show high density, can be found outside the “L”-shaped pocket. One is located between the cap and main domains, whereas the other is located in the main domain. For acetonitrile molecules, hot-spots were found both in the long and short branches of the “L”-shaped internal cavity. However, acetonitrile hot-spots were not found in the bottleneck between the branches. The distribution of hot-spots in both branches is similar, both in terms of their quantity and density. In the case of DMSO molecules, few hot-spots were found. One hot-spot (with the highest density) was found in the long branch internal pocket, and the others were located in the bottleneck connecting the branches and in the vent to the short branch. Hot-spots for methanol were found in all key parts of the internal pocket, both in the long and short branches, as well as in the bottleneck between them. However, when it comes to the long branch, they were found mostly near the amino acids of the C-1b cluster and do not cover the wall of the long branch built by amino acids from the C-1a cluster. For phenol molecules, as in the case of DMSO, few hot-spots were identified and all of them were located in the long branch of the “L”-
shaped cavity. What is more, the density of these hot-spots is rather low. This is because very few phenol molecules were added to the simulation’s system. Almost all hot-spots for urea molecules were found in the long branch of the internal pocket, while a single hot-spot was found in the short branch. No hot-spots were identified in the bottleneck connecting both branches.

The areas of overall distribution of tracked water and cosolvent molecules vary depending on the (co)solvents. (Co)solvents characterised by high polarity easily penetrate the protein’s interior, while low-polarity solvents occupy only small regions of the protein (in the vicinity of the active site). In the case of solvents with relatively high polarity, their pockets also extend beyond the area of the main “L”-shaped binding cavity.

To obtain a global view of the occurrence of hot-spots from different (co)solvents, all were imposed on one structure (Fig. 5). In this way, a global “hot-spots map” was obtained indicating potential binding sites. Some of the hot-spots from different (co)solvents overlap mainly in the core domain in the long branch, but some occur individually in selected regions of the protein for a given (co)solvent. Interestingly, hot-spots representing different physicochemical properties (such as phenol and urea) may overlap in the same region of the protein.

Based on the hot-spots localisation, six different regions could be identified. Three regions of identified hot-spots overlap, with regions in which the known inhibitors of hsEH bind. These regions are located: i) at the border of the cap and core domains – corresponding with the short branch of “L”-shaped internal cavity, ii) in the active site, iii) in the core domain – corresponding with the long branch of the “L”-shaped pocket. Three remaining regions are unique and were not identified as known inhibitors of hsEH. The first one, P1, is located in the cap domain and corresponds to the location of the Tcap1 entrance/exit area (Fig. 5c). The second pocket predicted as a potential binding site, P2, is located between the cap and main domains and can host elongated inhibitors from the C-IV cluster (Fig. 5d). The last pocket, P3, is located at the Tm2 tunnel entrance (Fig. 5e). The detected hot-spots provide the evidence that inhibitors designed to block the Tm1 entrance can be elongated.

**Potential interactions with amino acids**

Pockets shown as potential binding sites were further analysed for identifying nearby amino acids with which inhibitors could potentially bind. The identification of amino acids was based on the search for amino acid residues located at a given distance (3.9 Å for water hot-spots and 3.35 Å for remaining hot-spots) from the geometric centre of the hot-spots during the molecular dynamics simulations. As a result of the search, a list of amino acids was obtained, along with information on how long the distance criterion was met during the molecular dynamics simulations. In total, 66 amino acids were identified, which met the given criterion during at least 1% of the simulation time. Interestingly, more than half of the identified amino acids were found not for water hot-spots, but for hot-spots from other cosolvents. This indicates that the use of additional cosolvents, treated as different molecular probes, can provide greater information about the target. Among all identified amino acids, 27 can be characterised as unique and they did not appear in previous research. These amino acids were mainly found in regions that were not
previously targeted by known inhibitors and are as follows: G266, Q269, H334, Y342, L358, N359, F362, P364, V380, T404, S418, H420, V422, A425, G427, F429, V430, M441, F459, K495, S504, T510, C522, G523, T526, G527, and D529. The majority of the unique amino acids were identified for a particular (co)solvent and only a few were identified for more than one (co)solvent, e.g., Y342 (acetonitrile, methanol, and water), F362 (acetonitrile, methanol, urea, and water), R410, S412 (acetonitrile and methanol), and A411 (acetonitrile, methanol, and water). The small cavity detected by acetonitrile molecules, described above as P1, is mostly surrounded by short and aliphatic residues, L417, V422, A425, G427, L428, and S418 (Fig. 5c). Among them, only leucines were classified as interacting with known inhibitors. The second unique region, P2, identified by a large-density hot-spot for water molecules, is surrounded by M441, C522, G523, and D529 and could provide polar groups for potential inhibitors. The W525 residue located between the short branch of the "L"-shaped pocket and detected cavity can provide additional constraints during the inhibitors design (Fig. 5d). The last unique region, P3, was detected by both water and acetonitrile hot-spots. Their hot-spots are surrounded by M339, W342, Y343, F362, and I363 (Fig. 5e).

Discussion

A combination of experimental and computational approaches has accelerated the discovery of numerous compounds inhibiting the human soluble epoxide hydrolase. However, none of the identified compounds which have qualified for clinical trials have passed the required tests allowing it to be marked as a drug. One of the biggest problems is low solubility of the proposed inhibitors that comes from the predominantly hydrophobic characteristics of the binding site of hsEH[41, 94, 95]. To shed light on new possibilities in drug design, we performed a comprehensive review of all deposited structures of hsEH with inhibitors and crash these analyses with the molecular probe tracking results in classical and MixMD simulations.

Based on studies by other researchers a relatively large number of crystal structures are available. In 2015, Amano et al. used X-ray crystallographic fragment screening to identify fragment hits and describe their binding modes[42]. They identified eight fragment hits and determined their co-crystal structures. They presented N-ethylmethylamine as a promising scaffold for inhibitors of soluble epoxide hydrolase and they selected compounds containing this scaffold for biochemical assays. Although the starting fragment had a weak inhibitory activity (IC50: 800 uM), they were able to identify compounds with more than a 1500-fold increase in the inhibitory activity of IC50: 0.51 uM. They characterised the binding site for each fragment in their work[42]. In the same year, Öster et al. also presented a fragment-based crystallisation approach, where a fragment-based lead generation was executed with a limited high-throughput screening against the sEH[43]. They obtained 55 structure-ligand complexes, with a wide range of size and affinity. Superimposition of all structures indicated that the entire binding pocket is covered by ligands. They chose to deposit 52 structures within the hsEH dataset, including those containing some ambiguities, such as dual conformations or multiple binding sites, to provide the additional structural information[43]. In 2016, Xue et al. also used a similar approach to completely map the active-site pocket to gain a deeper knowledge of ligand interactions and to guide the rational
structure-based drug design[44]. They obtained more than 50 structures of ligand complexes and through the analysis, they characterised preferred binding sites with some consensus hot-spots, in addition to the central channel. They identified two scaffolds: oxoindoline and 2-phenylbenzidazole-4-sulfonamide as a new series for potential hsEH inhibitors[44].

Most of the scientific research conducted so far for hsEH inhibitors design highlights the importance of the side chain residues composing the active site, D335 from the catalytic triad, as well as the stabilizing residues Y383 and Y466. The hydrogen-bonding network between the known inhibitors and these residues is a highly conserved feature across the reported hsEH inhibitors. This was demonstrated in numerous research studies. For instance, Gomez et al. presented that the binding of N-cyclohexyl-N’-(iodophenyl)urea (CIU) inhibitor is stabilised by a hydrogen bond interaction between the urea oxygen and T383 and Y466, as well as between the urea NH groups and D335[96]. In other work, Gomez et al. again stressed the importance of the hydrogen bond interaction of the above-mentioned residues with 4-(3-cyclohexylureido)-butyric acid (CU4) and 4-(3-cyclohexylureido)-hexanoic acid (CU6)[94]. Furthermore, X-ray crystallography research conducted by Tanaka et al. revealed the binding mode of inhibitors in which the amide group creates a hydrogen bonding network with the sEH active site residues[45]. Other studies have also been conducted using fragment-based drug discovery or in silico methods and have also pointed out the importance of D335, T383, and Y466[44, 97, 98]. Our studies confirm these findings, since the largest number of interactions (both non-bonded and hydrogen bonds) were found for these amino acids. Other important places, e.g. the hydrophobic region described in various studies and defined by F267, Y383, L408, M419, V498, and W525 (also known as F267 pocket), as well as the hydrophobic surface defined by W336, M339, and L499 (also known as W336 niche) are also reflected in our research by a high number of identified interactions between these residues and known inhibitors (Supplementary Information, Table S2).

However, the interaction with active site residues is not imperative. All deposited crystal structures underline the location of the binding site inside the protein's interior, a common feature in enzymes. According to the study by Pravda et al., over 64% of enzymes contain the buried active site[99]. Although such a location adds additional constraints for an inhibitors design, it may also provide new opportunities. As described in the latest review by Marques et al., inhibitors can target not only the active site itself but also the tunnels providing access to it[92]. Indeed, our analysis of the deposited structures of hsEH with bound inhibitors indicates such compounds. Inhibitors belonging to the C-III cluster may be described as the ones that fill the internal pockets of the proteins, but as can be seen, their ends are placed within the Tc/m and Tm1 entry/egress areas. Inhibitors from C-I, C-II, and C-IV clusters are located exactly within the entry/egress areas with most near the Tm1 and Tg tunnels. In turn, inhibitors that have not been classified into any major cluster are located deeper in the internal pocket.

One limitation of all research conducted so far is the fact that they focus only on the main pocket in which the natural substrate binds, without the exploration of the potential conformational changes of the protein's interior. This omits the possibility of designing compounds that would deeper penetrate the enzyme's interior and would bind to the unexplored regions of hsEH. In a case of selective inhibitors
design for nitric oxide synthase, even rotation of the side chain of a single amino acid can provide access to the additional pocket and provide a new anchor stabilising the ligand binding[100, 101]. Therefore, we aimed to identify new pockets that extend the interior of the well-known “L”-shaped binding cavity of hsEH. The identification of new, unique regions, where the binding of new compounds may potentially occur, was achieved by applying the combination of tracking small molecules used as specific molecular probes (water molecules during cMD and cosolvent molecules during MixMD simulations) together with the local distribution approach. Such a combination provides information about an overall distribution of solvent in the protein's interior (pockets) as well as identifies areas with significant density (hot-spots) of selected molecules, which can be considered as regions of special interest. The uniqueness of this approach lies in the fact that the identification of such sites can take place in the protein's interior and not only on its surface, as done in previous studies[54, 57, 102–105]. This is particularly important for enzymes that have a buried active site. The detected additional pockets filled with particular (co)solvent hot-spots may provide an indicator of cavities which can host additional (polar) functional groups of potential inhibitors and could increase the solubility of the newly discovered compounds, thus overcoming the limitations that make inhibitors fail the clinical trials.

The combination of various chemical probes also addresses one more important issue of drug design. Mostly due to their low solubility in water and organic solvents, the chemical properties of amino acids affect the nature of the internal pocket (hydrophobic), leading to problems. The solution of such a problem could be the insertion of some polar fragments into the existing inhibitors that would improve solubility. The analysis of known inhibitors indicates that they do not fully occupy the available internal pocket (this is the case for both branches of “L”-shaped pocket). This suggests that there is an additional potency, which may be gained by filling these places with additional substituents. Admittedly, in their work, Öster et al. as well as Xue et al. claim that the fragment binders sample the entire binding pocket[43, 44]. However, our analysis shows that there is still some unused space at the ends of both short and long branches of the “L”-shaped pocket. Nevertheless, their research has greatly contributed to understanding the internal binding pocket of hsEH and resulted in obtaining numerous structure-ligand complexes, with a wide range of size and affinity. It is also worth noticing that Amano et al. presented an interesting structural insight into the binding of inhibitors by fragment screening and X-ray crystallography[41, 42]. They identified 126 hsEH-fragment complexes, among which almost 50 do not strictly interact with the amino acids from the active site. Instead, they extend their occurrence to long and short branches, which further indicates that it is reasonable to design novel inhibitors outside the active site. These fragments could be expanded toward further protein exploration.

The computational tools were dedicated to tackle the issues e.g., by application of the Lipinski’s rule of five. In recent years, several in silico approaches have been applied to discover new hsEH inhibitors. In 2011, Tanaka et al. identified 68 new inhibitors (out of a 735 compound library) using a docking-based virtual screening[45]. They analysed different physicochemical properties of the hit compounds, e.g., size and lipophilicity, to find a compound with high ligand efficiency. Then, the lead compound was optimised to yield a more potent compound, characterised by good ADMET profile. Xing et al. used a similar approach to construct combinatorial libraries based on a benzoxazole template[46]. The library was
evaluated by docking and by analysing the capacity to make hydrogen bonds. The first library focused on the coupling of 591 acids with the 5-chlorobenzoxazoleamine. The results showed that 343 out of 383 synthesised compounds were active in a biological assay. IC50 determination confirmed 23 compounds as single-digit nanomolar hsEH inhibition. The second library focused on exploring the structure-activity relationship by the amide bond formation between a subset of the acids and eight (aza)benzoxazole amines. 322 out of 840 compounds were active against hsEH. The large study by Moser et al. involved a massive virtual screening of the “merged libraries” database (Asinex, > 430,000 molecules) [47]. Using this database, they performed a pharmacophore search. In the first step of analysis, 3,191 virtual hits were found. Hits were further limited to 89 by applying the modified Lipinski’s rule of five and Oprea's test for lead-likeness. Within this set, nine compounds were tested experimentally, of which two of the most potent hits showed an inhibition of over 50% at a single concentration of 30 µM. The pharmacophore model was later used by Moser et al. to find dual 5-lipoxygenase (5-LO)/soluble epoxide hydrolase inhibitors[48]. In 2016, Waltenberger et al. created multiple structure- and ligand-based pharmacophore models to cover different putative binding modes of the ligands and to cover the active space more thoroughly[49]. They used nine crystal structures and 68 actives from the literature to model the structure-based pharmacophore using LigandScout (LS). Based on the PDB entries, 22 structure-based pharmacophores were generated and the resulting model set was able to recognise 55 out of 68 actives. Because part of the active compounds were not covered, additional three ligand-based pharmacophore models were generated using LS. 25 combined pharmacophore models were able to find 58 out of 86 active compounds. The remaining structures (containing aliphatic chains and ring systems) were not recognised as hydrophobic by LS version 3.03. For this reason, Discovery Studio software was used to create an additional three structure-based and two ligand-based models. Finally, 30 pharmacophore models were evaluated and 67 active compounds were found to interact with them. Further elimination of models with low enrichment factor (EF) qualities was performed. In the end, eight models (five structure-based and three ligand-based) were able to cover 65 active molecules. Models were used to perform the prospective virtual screening of Specs database. Six compounds per model (48 total) were experimental and 19 new sEH active molecules, with a total hit rate of 40% were found. Six out of 19 compounds displayed IC50 values in the low nanomolar range. In 2018, Tripathi et al. applied a 3D-QSAR approach using 26 sEH inhibitors from literature (with a wide range of activity and structural diversity) to design a pharmacophore model containing four features: one hydrogen bond acceptor, two hydrophobic, and one ring aromatic[50]. The selected model was validated using both internal and external test set prediction, Fischer’s randomization, Rm2 metrics, and Güner-Henry scoring method. The chosen model was used to search the National Cancer Institute (NCI) and Maybridge datasets. The hits were screened based on estimated activity and fit value, along with Lipinski’s rule of five. Three hits with very high potency and fit value were chosen for sEH enzyme-based assay and rat aortic ring based vasodilation assay. They were also docked into the she. According to the most recent research, Bhagwati et al. presented a new pharmacophore hypothesis based on the molecular modelling studies, including ligand-based pharmacophore modelling, virtual screening, molecular docking, and all-atom molecular dynamics simulations[51]. For the pharmacophore model generation, they chose the top three inhibitors from the available crystal structures based on their IC50 values and interaction with the active site residues, D335...
from the catalytic triad, along with Y383 and Y466. The ligand-based approach was used to produce three pharmacophore models using phase module. Then, the best alignment and common feature methods were used to create the pharmacophoric sites. For pharmacophore validation, the test set and decoy set method (with 28 confirmed actives and 1,232 decoys or inactives) were used. Validated pharmacophore was then used to screen the Maybridge database (consisting of around 53,000 small drug-like compounds) to obtain the hit compounds through the phase module. 1,802 hits were further subjected to molecular docking using an extra precision mode of Glide module. The top 100 hits from docking were visually analysed for their molecular interactions with the binding site. After that, nine hits were selected for in vitro inhibitor screening assay. Five out of nine compounds showed more than 50% inhibition at 25 µM concentration. Within this group, three compounds indicated inhibition greater than 60% and were selected for secondary screening at 5 µM concentration. Two out of three compounds showed inhibition of more than 50% at 5 µM concentration. To explore the mechanism of inhibition, as well as to analyse the binding modes, a docking procedure was applied. To get even better insight into the validity of docking and biological assay results, the molecular dynamics simulations of the three most active protein-ligand complexes were performed to examine their complexes and to compare them with the reference co-crystallised inhibitor. However, none of the above mentioned methods and trials have considered significant conformational space sampling or alternative binding regions.

In the proposed approach, we focused on searching for regions (pockets identified by cosolvent hot-spots) that due to native or inhibitors induced dynamics of the protein could host inhibitors or their functional groups. Such information was extracted from classical and mixed-solvent MD simulations and we were able to detect potential sites for placing the new functional groups. For instance, different hot-spots have been found at the ends of both branches of the “L”-shaped pocket. After applying the known inhibitors’ structures with identified hot-spots, it can be seen that only a few compounds reach these areas. A particularly interesting idea seems to be the expanding of inhibitors belonging to the C-IV cluster so that their side chains would be directed more towards the cap-domain (within the identified Tcap1 tunnel), where the acetonitrile hot-spot was found. The P1 pocket is surrounded by six amino acids that could be involved in new inhibitor binding – L417, S418, V422, A425, G427, and L428. The mechanism of the cap domain opening could then be blocked.

Another option to consider is to pull out the inhibitors from the binding pockets towards the P2 pocket and position them within the side entry/egress area instead – next to the Tm3 tunnel. Such inhibitors could perhaps fill the gorge between the cap and main domains of hsEH. Within the P2 pocket we identified five amino acids that could be engaged into the inhibitors’ binding – M441, C522, G523, W525, and D529. Three of them provide functional groups that can address strong polar or even covalent interactions with designed inhibitors. The inhibitors classified in the C-IV cluster could probably be used as starting points of synthesis with an aliphatic linker crossing near the W525 residue and polar functional group targeting P2 pocket. The third option would utilise the small inhibitors clustered into the C-I cluster as a starting point for designing new compounds. The detected P3 pocket provides a space that could host additional functional groups to increase solubility and selectivity of designed inhibitors.
Conclusions

Identifying hot-spots for different (co)solvents showed the importance of protein exploration using different molecular probes. By carrying out the analysis using several molecular probes with different chemical properties, it was possible to identify specific (possible) sites of interactions. Some of them were occupied by more than one type of (co)solvent, whereas some were more specific. This may mean that there are some regions in the protein structure, where the nature of the introduced groups can be various, while other places have a more specific and defined chemical character.

Methods

Molecular dynamic simulations

System setup

The crystal structure of human soluble epoxide hydrolase (PDB ID: 1s8o) was downloaded from the PDB. Using PyMOL, the phosphatase domain and the co-crystallised ligand hexaethylene glycol (P6G) were manually removed from the crystal structure.

Classical molecular dynamics simulation

The H + + server was used to protonate the enzyme's structure using standard parameters and pH 6.5. Water molecules were placed using the combination of the Three-Dimensional Reference Interaction Site Model (3D-RISM) implemented in the AMBER package and the Placevent algorithm. The AMBER 14 LEaP was used to immerse a model in a truncated octahedral box of TIP3P water molecules (no counterions were added) and prepare the system for simulation using the ff14SB force field. AMBER 14 software was used to run 50 ns simulation of human soluble epoxide hydrolase. The minimisation procedure consisted of 2000 steps, involving 1000 of the steepest descent steps followed by 1000 steps of conjugate gradient energy minimisation, with decreasing constraints on the protein backbone (500, 125 and 25 kcal x mol$^{-1}$ x Å$^{-2}$) and a final minimisation with no constraints of conjugate gradient energy minimization. Next, gradual heating was performed from 0 K to 300 K over 20 ps using a Langevin thermostat with a collision frequency of 1.0 ps$^{-1}$ in periodic boundary conditions with constant volume. The equilibration stage ran using the periodic boundary conditions with constant pressure for 5 ns with 1 fs step using Langevin dynamics with a frequency collision of 1 ps$^{-1}$ to maintain temperature. Using Langevin dynamics the production stage was run for 50 ns with a 2 fs time step with a collision frequency of 1 ps$^{-1}$ to maintain constant temperature. Long-range electrostatic interactions were modelled using the Particle Mesh Ewald method with a non-bonded cut-off of 10 Å and the SHAKE algorithm. The coordinates were saved at an interval of 1 ps. The number of added water molecules is provided in Supplementary Information, Table S3.

Mixed-solvent molecular dynamics simulations
Cosolvent preparation

Five different cosolvents: acetonitrile (ACN), dimethylsulfoxide (DMSO), methanol (MEO), phenol (PHN), and urea (URE) were selected as representatives of different chemical classes to perform the MixMD simulations. The choice of cosolvents was mainly based on literature research (methanol, dimethylsulfoxide, acetonitrile, phenol)[54] and in the case of urea, its choice was dictated by the fact that in the known structure of the pharmacophore directed into hsEH (proposed by Hammock), urea is a preferred component as a “primary pharmacophore”[35]. The chemical structures of all cosolvent molecules were downloaded from the ChemSpider database[111]. Then, a dedicated set of parameters were prepared. Parameters for ACN come from work by Nikitin and Lyubartsev[112] and parameters for URE were modified using the 8Mureabox force field to obtain parameters for a single molecule. For the rest of the molecules, parameters were prepared using Antechamber[113] with Gasteiger charges[114].

Building initial configurations for mixed-solvent molecular dynamic simulations

Packmol software[115] was used to build the initial systems consisting of protein (protonated according to the previously described procedure), water, and particular cosolvent molecules. No counterions were added to the systems. The following factors were taken into account for the selection of the number of cosolvent molecules. The number of cosolvent molecules should be high enough to contribute in exchange with the protein interior and should be tolerated by the protein – the enzyme should be active in the proposed concentration. The percentage concentration of the cosolvent should not exceed 20% (in the case of phenol, the concentration should not exceed 1% to avoid the aggregation of phenol molecules on the protein surface during the simulation) while maintaining the number of water molecules approximate to the number of water molecules in the classical molecular dynamics simulation. Even though we could use higher concentrations, since Archelas et al. showed that epoxide hydrolases do not loss the activity in high concentrations of organic solvents[116], we decreased it to 20% limit. As emphasised in the work of Ung et al., a lower cosolvent concentration in MixMD simulations significantly improve the signal-to-noise ratio of genuine binding hot-spots over spurious ones[57]. The number of added water and cosolvent molecules, as well as the calculated final percentage concentrations is provided in Supplementary Information, Table S3. Also, the MixMD simulation procedure, carried out using the AMBER 14 package, was identical to the cMD simulation.

Water and cosolvent molecular tracking

AQUA-DUCT 1.0 software was used to track water and cosolvent molecules. Molecules of interest, which have entered the so-called Object, defined as 5 Å sphere around the centre of geometry of active site residues, namely D333, Y383, Y466, D496, and H524, were traced within the Scope region, defined as the interior of a convex hull of hsEH Cα atoms. Points at which the molecules of interest enter or leave the Scope (so-called inlets) were clustered to provide statistical data on the transportation of particular molecules through the protein tunnel network.
Hot-spot identification

AQ was used to detect regions occupied by molecules of interests (so-called inner pockets) and identify the densest sites using a local solvent distribution approach. Those hot-spots are considered potential binding sites. For visualisation purposes and clarity, the size of each sphere representing a particular hot-spot has been changed to reflect its occupation level.

LigPlot analysis

100 crystal structures of human soluble epoxide hydrolase complexed with inhibitors (status as of December 2019) were downloaded from the PDB and chain A (P in the case of 1zd2 structure) and were selected for Ligplot\[117\] analysis. Additionally, the phosphatase domain was manually removed. The first step of the analysis involved reading the 3D coordinates of the protein structures obtained from the PDB database and identification of atoms belonging to inhibitors. The HBPLUS program\[118\] was used for generating a list of both hydrogen and non-bonded interactions between hsEH and ligands. In the case of identifying the hydrogen bonds, the program computes all possible positions for hydrogen atoms (H) attached to donor atoms (D) that satisfy geometrical criteria with acceptor atoms (A) in the vicinity. The criteria were as follows: H-A distance was < 2.7 Å and the D-A distance was < 3.35 Å. The program also lists all possible non-bonded contacts between atoms that are less than a specified distance apart. Here, the cutoff was set to 3.9 Å. After the Ligplot analysis was carried out, all possible interactions between hsEH and inhibitors were summarised in Supplementary Information, Table S2.

Clustering

The hierarchical clustering method\[119\] was used to group amino acids, as well as inhibitors, based on the interaction similarity expressed in binary form (1 means interaction, 0 means no interaction). A cluster package from SciPy library was used to perform hierarchical clustering. Jaccard metric\[120\] was used to compute the distance between the points and the linkage was performed using the average method\[121\].
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**Figures**
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(a) Crystal structure of hsEH hydrolase domain. The protein is shown in cartoon representation. The main domain is coloured grey, the cap domain is coloured blue. Internal pockets are shown and coloured beige, and the residues building the active site are presented as red sticks. (b) Localisation of areas of water molecule entry/egress (clusters) to the active site of hsEH. Small balls represent single inlets of water molecule entry/egress, colours correspond to identified tunnels (pink – Tm1 (~78%), green – Tc/m (~20%), cyan – Tg (< 1%), orange – Tm2 (<1%)). Statistical data of tunnels (clusters) entry/egress utilisation are provided for each tunnel. (c) Comparison of water accessible volume during the MD simulations with solvent accessible volume from the crystal structure.
Figure 2

(a) Localisation of the identified amino acids for particular clusters. Amino acids are shown in two different representations – as spheres in the figure presenting the whole protein and as sticks in figures showing specific cluster locations. The inner pockets of the protein are coloured according to the colours of the amino acids’ clusters that occupy them. (b) Classification of amino acid obtained as a result of clustering analysis using the Dendroscope 3 tool[93]. Clusters are presented in the form of a radial
cladogram and stars indicate active site residues. (c) Number of inhibitors identified by LigPlot as interacting with particular residue. The consistent colour scheme is provided for all figures: C-1a (light pink), C-1b (deep pink), C-2 (cyan), C-3 (green), C-4 (yellow), and a set of outliers (grey).

**Figure 3**

Localisation of inhibitors identified for the main clusters. Inhibitors are shown as sticks. The internal pockets of the protein are coloured according to the colours of the amino acids’ clusters that occupy them.
Figure 4

Localisation of hot-spots and pockets for individual (co)solvents. Blue – water (a), orange – acetonitrile (b), green – dimethylsulfoxide (c), yellow – methanol (d), red – phenol (e), purple – urea (f). The upper panels present the cluster areas calculated with kernel density estimation method (shown as isolines).
together with pockets (shown as mesh) and hot-spots (shown as spheres reflecting their local density). The lower panels show the cross-section of the protein with pockets (shown as mesh) and hot-spots (shown as spheres).

**Figure 5**

Global hot-spots identified during the MD simulations. (a) Localisation of all hot-spots. (b) Superposition of all inhibitors bound in the active site with hot-spots. (c) The close-up on residues surrounding the cavity explored by acetonitrile penetrating the cap domain. (d) The close-up on residues surrounding the water hot-spot located at a gorge between the cap and main domains. (e) The close-up on residues surrounding water/acetonitrile hot-spot located near Tm2 tunnel entrance. Hot-spots colour scheme: blue – water, orange – acetonitrile, green – dimethylsulfoxide, yellow – methanol, red – phenol, purple – urea, colour coding of residues surrounding hot-spots: residues colour reflects the predominant neighbouring solvent, residues name red or blue – unique in the AQUA-DUCT analysis (not identified by Ligplot in the previous analysis). For picture clarity, only the most important residues creating a particular pocket are shown.
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