A VARIABLE TIMESTEPPING ALGORITHM FOR THE UNSTEADY STOKES/DARCY MODEL
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Abstract. This report considers a variable step time discretization algorithm proposed by Dahlquist, Liniger and Nevanlinna and applies the algorithm to the unsteady Stokes/Darcy model. Although long-time forgotten and little explored, the algorithm performs advantages in variable timestep analysis of various fluid flow systems, including the coupled Stokes/Darcy model. The paper proves that the approximate solutions to the unsteady Stokes/Darcy model are unconditionally stable due to the $G$-stability of the algorithm. Also variable time stepping error analysis follows from the combination of $G$-stability and consistency of the algorithm. Numerical experiments further verify the theoretical results, demonstrating the accuracy and stability of the algorithm for time-dependent Stokes/Darcy model.
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1. Introduction. Stokes/Darcy model, simulating the coupling between surface and subsurface motion of fluid, deserves great interest in geophysics and related areas. Mathematical theory and numerical schemes for both steady and unsteady Stokes/Darcy model have been well developed in recent years [2,13,14,16,22,28,40]. Nevertheless, time discretization for unsteady Stokes/Darcy model is always a big problem where various timestep algorithms give accuracy and efficiency of computation to different levels. Some simulations use constant timestep, first order, fully implicit scheme for simplicity, e.g, [4, 5, 30, 33, 35, 36], while many others implement higher order, constant timestep algorithms to increase accuracy, e.g. [7, 8, 27, 29, 32]. Moreover, time stepping adaptivity through variable stepsize schemes is an ideal way of solving the conflict between time accuracy and computational complexity. Due to the limitations of the most existing methods (e.g. BDF2 is not a $A$-stable under increasing stepsize), variable timestepping analysis for the unsteady Stokes/Darcy model is promising but little studied.

To solve this issue, we refer to a one-parameter family of two-step, one-leg method proposed by Dahlquist, Liniger and Nevanlinna (the DLN method) [12] and apply the method to time-dependent Stokes/Darcy model for variable timestep analysis. The DLN algorithm maintains the $G$-stability [9–11, 19] under any arbitrary sequence of time steps and keeps second order accuracy at same time. To begin with, consider the initial value problem

$$x'(t) = f(t, x(t)), \quad x(0) = x_0,$$

where $x : [0, T] \to \mathbb{R}^d$ and $f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d$ are vector-valued functions. Let $\{t_n\}_{n=0}^N$ be the grids on time interval $[0, T]$ and $k_n := t_{n+1} - t_n$ be stepsize. Consequently, we define the stepsize parameter $\varepsilon_n \in (-1, 1)$ to be

$$\varepsilon_n = \frac{k_n - k_{n-1}}{k_n + k_{n-1}}.$$

Now given the two initial value $x_0$ and $x_1$, the one parameter DLN algorithm (with parameter $\theta \in [0, 1]$) for the problem (1.1) is

$$\sum_{j=0}^{2} \alpha_j x_{n-1-j} = (\alpha_2 k_n - \alpha_0 k_{n-1}) f \left( \sum_{j=0}^{2} \beta_j x_{n-1-j}, \sum_{j=0}^{2} \beta_j x_{n-1-j} \right),$$

where
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where coefficients \(\{\alpha_j\}_{j=0}^2\) (time-independent) and coefficients \(\{\beta_j,n\}_{j=0}^2\) (time-dependent) are

\[
\begin{bmatrix}
\alpha_2 \\
\alpha_1 \\
\alpha_0
\end{bmatrix} = \begin{bmatrix}
\frac{\theta + 1}{2} \\
\theta \\
\frac{\theta - 1}{2}
\end{bmatrix}, \quad \begin{bmatrix}
\beta_{2,n} \\
\beta_{1,n} \\
\beta_{0,n}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{4} \left( 1 + \frac{1 - \theta^2}{(1 + \epsilon_n \theta)^2} + \epsilon_n^2 \frac{\theta (1 - \theta^2)}{(1 + \epsilon_n \theta)^2} + \theta \right) \\
\frac{1}{2} \left( 1 - \frac{1 - \theta^2}{(1 + \epsilon_n \theta)^2} \right) \\
\frac{1}{4} \left( 1 + \frac{1 - \theta^2}{(1 + \epsilon_n \theta)^2} - \epsilon_n^2 \frac{\theta (1 - \theta^2)}{(1 + \epsilon_n \theta)^2} - \theta \right)
\end{bmatrix}.
\]

The coefficients of \(\{\alpha_j\}_{j=0}^2\), \(\{\beta_j,n\}_{j=0}^2\) and the average time step \(\alpha_2 k_n - \alpha_0 k_{n-1}\) are constructed to ensure the \(G\)-stability and second order accuracy of the method. Combining these fine properties with existing numerical schemes for spatial discretization (e.g. finite element method [17, 24, 34], two grid decoupled method [21,31,38,39,41], multi-grid decoupled method [1,37], domain decomposition method [15,20], etc.), the paper provides with complete variable timestep analysis for unsteady Stokes/Darcy Model (stability and error analysis).

The reminder of the paper is organized as follows: we review the time dependent Stokes/Darcy model (including necessary notations) in section 2. Some preliminaries and two lemmas about properties of the DLN algorithm (1.2) are presented in section 3. In section 4, we apply the variable time-stepping DLN algorithm (1.2) to the unsteady Stokes/Darcy model and provide with detailed proofs of unconditional stability and second order convergence of approximate solutions, which are rarely done in other papers. Two numerical tests are given in section 5. The variable time-stepping test is aimed to verify the stability of the approximate solutions and followed by a constant time-stepping example to confirm the second order convergence by the DLN algorithm.

1.1. Related Works. The variable time-stepping analysis on computational fluid flow is little understood due to limitations of the most existing time discretization schemes. The DLN time-stepping algorithm, which is second order, unconditionally \(G\)-stable under variable time steps, has been applied to the Navier-Stokes equations for variable time step stability and error analysis [26]. However the first choice for variable time step analysis of fluid flow is the first order fully implicit method (backward Euler method) for its simplicity and unconditional stability. Recently backward Euler method has been used in artificial compression algorithm with adaptivity for the Navier-Stokes equations [25]. Furthermore it is possible that adding time filters on the backward Euler method increases the order of convergence while keeping the conditional stability for fluid flow [18].

2. The Time-dependent Stokes/Darcy Model. In this section, we consider the unsteady Stokes/Darcy model in region \(\Omega = \Omega_f \cup \Omega_p\), where \(\Omega_f\) is the incompressible fluid region and \(\Omega_p\) is the porous media region. The two regions are separated by the interface denoted by \(\Gamma = \overline{\Omega_f} \cap \overline{\Omega_p}\) and \(\mathbf{n}_f\) and \(\mathbf{n}_p\) are the unit outward normal vectors on \(\partial \Omega_f\) and \(\partial \Omega_p\). The schematic representation is displayed in Figure 2.1.
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**Fig. 2.1.** A global domain \(\Omega\) consisting of a fluid flow region \(\Omega_f\) and a porous media flow region \(\Omega_p\) is separated by an interface \(\Gamma\).

For the finite time interval \([0, T]\), the fluid motion in \(\Omega_f\) is governed by the time-dependent Stokes equa-
tions, i.e. the fluid velocity \( \mathbf{u}_f(x,t) \) and the pressure \( p(x,t) \) satisfy

\[
\frac{\partial \mathbf{u}_f}{\partial t} - \nabla \cdot \mathbf{T}(\mathbf{u}_f, p) = \mathbf{F}_1(x,t) \quad \text{in } \Omega_f \times (0,T),
\]

\[
\nabla \cdot \mathbf{u}_f = 0 \quad \text{in } \Omega_f \times (0,T),
\]

\[
\mathbf{u}_f(x,0) = \mathbf{u}_f^0(x) \quad \text{in } \Omega_f,
\]

(2.1)

where the stress tensor \( \mathbf{T} \) and the deformation rate tensor \( \mathbf{D} \) are defined as

\[
\mathbf{T}(\mathbf{u}_f, p) = -p \mathbb{I} + 2\nu \mathbf{D}(\mathbf{u}_f), \quad \mathbf{D}(\mathbf{u}_f) = \frac{1}{2}(\nabla \mathbf{u}_f + (\nabla \mathbf{u}_f)^T).
\]

\( \nu > 0 \) is the kinetic viscosity, \( \mathbb{I} \) represents the identity matrix and \( \mathbf{F}_1 \) is the external force. The velocity \( \mathbf{u}_p(x,t) \) and hydraulic head \( \phi(x,t) \) in porous media region are governed by the Darcy’s law and the saturated flow model

\[
\mathbf{u}_p = -\mathbf{K} \nabla \phi \quad \text{in } \Omega_p \times (0,T),
\]

(2.2)

\[
S_0 \frac{\partial \phi}{\partial t} + \nabla \cdot \mathbf{u}_p = \mathbf{F}_2(x,t) \quad \text{in } \Omega_p \times (0,T),
\]

(2.3)

where positive symmetric tensor \( \mathbf{K} \) denotes the hydraulic conductivity in \( \Omega_p \) and is allowed to vary in space. \( S_0 \) is the specific mass storativity coefficient and \( \mathbf{F}_2 \) is a source term. Combining (2.2) and (2.3), we obtain the Darcy equation which describes the hydraulic head:

\[
S_0 \frac{\partial \phi}{\partial t} - \nabla \cdot (\mathbf{K} \nabla \phi) = \mathbf{F}_2(x,t), \quad \text{in } \Omega_p \times (0,T),
\]

(2.4)

Now we introduce the boundary conditions:

\[
\mathbf{u}_f = 0 \quad \text{on } (\partial \Omega_f \setminus \Gamma) \times (0,T),
\]

\[
\phi = 0 \quad \text{on } (\partial \Omega_p \setminus \Gamma) \times (0,T),
\]

(2.5)

and the necessary interface conditions for the coupled Stokes/Darcy model:

\[
\mathbf{u}_f \cdot \mathbf{n}_f - \mathbf{K} \nabla \phi \cdot \mathbf{n}_p = 0, \quad \text{on } \Gamma \times (0,T),
\]

\[
-\mathbf{n}_f \cdot (\mathbf{T}(\mathbf{u}_f, p) \cdot \mathbf{n}_f) = g \phi, \quad \text{on } \Gamma \times (0,T),
\]

\[
-\boldsymbol{\tau}_i \cdot (\mathbf{T}(\mathbf{u}_f, p) \cdot \mathbf{n}_f) = \frac{\mu_{BJS} \sqrt{\nu}}{\text{trace}(\mathbb{I})} \boldsymbol{\tau}_i \cdot \mathbf{u}_f, \quad i = 1, \ldots, d-1 \quad \text{on } \Gamma \times (0,T),
\]

(2.6)

where \( g \) is the gravitational constant and \( \{ \boldsymbol{\tau}_i \}_{i=1}^{d-1} \) are the orthonormal system of tangential vectors along \( \Gamma \). \( \mu_{BJS} \) is an experimentally determined parameter. \( \mathbb{I} \) represents the permeability and satisfies \( \mathbf{K} = \frac{\mathbb{I}_n}{\nu} \).

For weak formulation of the unsteady Stokes/Darcy model, we define some function spaces:

\[
H_f = \{ \mathbf{v} \in (H^1(\Omega_f))^d : \mathbf{v}|_{\partial \Omega_f \setminus \Gamma} = 0 \},
\]

\[
H_p = \{ \psi \in H^1(\Omega_p) : \psi|_{\partial \Omega_p \setminus \Gamma} = 0 \},
\]

\[
\mathbf{U} = H_f \times H_p,
\]

\[
Q_f = L^2(\Omega_f).
\]

We associate the space \( \mathbf{U} \) with the following two norms: for all \( \mathbf{y} = (\mathbf{v}, \psi) \in \mathbf{U} \)

\[
\| \mathbf{y} \|_0 = \sqrt{\langle \mathbf{v}, \mathbf{v} \rangle_{\Omega_f} + g S_0 \langle \psi, \psi \rangle_{\Omega_p}},
\]

\[
\| \mathbf{y} \|_U = \sqrt{\nu \langle \nabla \mathbf{v}, \nabla \mathbf{v} \rangle_{\Omega_f} + g \langle \mathbf{K} \nabla \psi, \nabla \psi \rangle_{\Omega_p}},
\]

\( ^1\nabla \mathbf{u}_f \) means the transpose of the tensor \( \nabla \mathbf{u}_f \).
where $\langle \cdot , \cdot \rangle_{\Omega}$ denotes the $L^2$-inner product on function space $L^2(\Omega)$. By positive definiteness of tensor $K$ and Poincaré inequality, there exists constant $C_{0,U} > 0$ such that

$$
\|y\|_0 \leq C_{0,U}\|y\|_U, \quad (2.7)
$$

For convenience, we denote $\|\cdot\|$ and $\|\cdot\|_k$ are norms of $L^2$ space and Sobolev space $H^k$ respectively.

Now we combine (2.1), (2.4), (2.5) and (2.6) to derive the weak form of time dependent Stokes/Darcy model: given $F = (F_1, F_2) \in L^2 \left(0, T; (L^2(\Omega))^d \right) \times L^2 \left(0, T; (L^2(\Omega_p)) \right)$, find $u(t) = (u_f(t), \phi(t)) \in U$ and $p(t) \in Q_f$ such that for all $v = (v, \psi) \in V, q \in Q_f$ and any time $t \in (0, T)$

$$
\begin{align*}
\langle \frac{\partial u}{\partial t} , v \rangle_0 + a(u, v) + b(v, p) &= \langle F, v \rangle_U', \\
b(v, q) &= 0,
\end{align*}
\quad (2.8)
$$

where

$$
\begin{align*}
\langle \frac{\partial u}{\partial t} , v \rangle_0 &= \left(\frac{\partial u_f}{\partial t} , v \right)_{\Omega_f} + gS_0 \left(\frac{\partial \phi}{\partial t} , \psi \right)_{\Omega_p}, \\
a(u, v) &= a_{\Omega_f}(u, v) + a_T(u, v), \\
a_{\Omega_p}(u, v) &= a_{\Omega_p}(u, v) + a_{\Omega_p}(\phi, \psi), \\
a_{\Omega_p}(\phi, \psi) &= g(\nabla \phi, \nabla \psi)_{\Omega_p}, \\
a_T(u, v) &= g(\phi, v \cdot n_s)_{\Gamma} - g(\psi, u_f \cdot n_s)_{\Gamma}, \\
b(v, p) &= - (p, v)_{\Omega_f}, \\
\langle F, v \rangle_U' &= \langle F_1, v \rangle_{\Omega_f} + g(F_2, \psi)_{\Omega_p}, \\
\mathbf{u}^0 &= (u_0^f(x), \phi_0^0(x)).
\end{align*}
$$

$U'$ is the dual space of $U$ with the norm

$$
\|F\|_{U'} = \sup_{v \in U' \setminus \{0\}} \frac{\langle F, v \rangle_U'}{\|v\|_U},
$$

and $P_T(\cdot)$ is the projection onto the local tangential plane, i.e. $P_T(v) = v - (v \cdot n_s)n_s$. The bilinear form $a(\cdot, \cdot)$ is continuous and coercive: for all $u, v \in U$,

$$
\begin{align*}
a(u, v) &\leq C_1\|u\|_U\|v\|_U, \\
\langle a(u, u) \rangle &\geq C_2\|u\|_U^2. 
\end{align*}
\quad (2.9)
$$

Here the above constants $C_1, C_2 > 0$ are independent of functions.

3. Preliminaries. For spatial discretization, we construct regular triangulations of $\Omega_f$ and $\Omega_p$ with diameter $h > 0$ and choose any finite element spaces $H_{fh} \subset H_f, Q_{fh} \subset Q_f, H_{ph} \subset H_p$ such that the pair $(H_{fh}, Q_{fh})$ satisfies the discrete $LBB^p$ condition. Typical examples of such pair include Taylor-Hood $(P_2-P_1)$ and MINI (P1b-P1). Then we define $U_h = H_{fh} \times H_{ph}$ to be finite element space of $U$. The discretely divergence free subspace of $H_{fh}$ is defined to be

$$
V_{fh} := \{v_h \in H_{fh} : (\nabla \cdot v_h, q_h) = 0, \forall q_h \in Q_{fh} \},
$$

and the divergence free space of $U_h$ to be $V_h = V_{fh} \times H_{ph}$.
We define the linear projection operator (see [30]) $P_h = (P_h^a, P_h^p)$ from $U \times Q_f$ onto $U_h \times Q_{fh}$ : given $t \in (0, T]$ and $(u(t), p(t)) \in (U, Q_f)$, $(P_h^a u(t), P_h^p p(t))$ satisfies
\[
a(P_h^a u(t), y_h) + b(y_h, P_h^p p(t)) = a(u(t), y_h) + b(y_h, p(t)),
b(P_h^a u(t), q_h) = 0. \tag{3.1}
\]
for all $y_h \in U_h$, $q_h \in Q_{fh}$, and the linear projection $P_h$ defined above satisfies
\[
\|P_h^a u(t) - u(t)\|_0 \leq C_3 h^2 \|u(t)\|_2,
\|P_h^a u(t) - u(t)\|_U \leq C_4 h \|u(t)\|_2,
\|P_h^p p(t) - p(t)\| \leq C_5 h \|p(t)\|_1. \tag{3.2}
\]
if the pair $(u(t), p(t))$ is smooth enough.

For the rest of the paper, $P = \{t_n\}_{n=0}^N$ is the partition on time interval $[0, T]$ with $t_0 = 0, t_N = T$ and $k_n = t_{n+1} - t_n$ is the time stepsize. Let $u_h^n, p_h^n$ denote the approximate solutions of $u(t_n), p(t_n)$ by the DLN method (1.2) and for convenience, we denote
\[
\begin{align*}
\lambda_{h, \beta} &= \beta_{2, \alpha} u_h^{n+1} + \beta_{1, \alpha} u_h^n + \beta_{0, \alpha} u_h^{n-1}, \\
F_{\beta} &= \beta_{2, \alpha} F(t_{n+1}) + \beta_{1, \alpha} F(t_n) + \beta_{0, \alpha} F(t_{n-1}).
\end{align*}
\]
Then we have the discrete weak formulation for the unsteady Stokes/Darcy model by variable timestepping DLN algorithm: given $u_h^n, p_h^n$ and $P_h^n$, find $u_h^{n+1}, p_h^{n+1}$ such that for all $y_h \in U_h$ and $q_h \in Q_{fh}$,
\[
\begin{align*}
\left\langle \frac{\alpha_2 u_h^{n+1} + \alpha_1 u_h^n + \alpha_0 u_h^{n-1}}{\alpha_2 k_n - \alpha_0 k_{n-1}}, y_h \right\rangle_0 + a(u_h^{n+1}, y_h) + b(y_h, P_h^{n+1}) &= \left\langle F_{\beta}^n, y_h \right\rangle_U, \\
b(u_h^{n+1}, q_h) &= 0. \tag{3.3}
\end{align*}
\]
Under LBB$^h$ condition, (3.3) has equivalent form: for all $y_h \in V_h$
\[
\begin{align*}
\left\langle \frac{\alpha_2 u_h^{n+1} + \alpha_1 u_h^n + \alpha_0 u_h^{n-1}}{\alpha_2 k_n - \alpha_0 k_{n-1}}, y_h \right\rangle_0 + a(u_h^n, y_h) &= \left\langle F_{\beta}^n, y_h \right\rangle_U. \tag{3.4}
\end{align*}
\]
Before proceeding to next section, we propose two lemmas about the DLN method needed for stability and error analysis.

**Lemma 3.1.** The DLN scheme (1.2) under variable timestep is $G$-stable, i.e. for any $n = 1, 2, \ldots, N - 1$, there exist real numbers $\lambda_{j,n}$ $(j = 0, 1, 2)$ such that
\[
\left(\sum_{j=0}^{2} \alpha_j x_{n+1+j}, \sum_{j=0}^{2} \beta_{j,n} x_{n+1+j}\right) = \left\|x_{n+1}\right\|^2_{G(\theta)} - \left\|x_n\right\|^2_{G(\theta)} + \left\|\sum_{j=0}^{2} \lambda_{j,n} x_{n+1+j}\right\|^2.
\]
Here the $G(\theta)$-norm $\| \cdot \|_{G(\theta)}$ (timestep independent norm) is
\[
\left\| y \right\|^2_{G(\theta)} := \frac{1}{4} (1 + \theta) \|y\|^2 + \frac{1}{4} (1 - \theta) \|z\|^2, \tag{3.5}
\]
for any $y, z \in \mathbb{R}^d$ and the coefficients $\lambda_{j,n}$ in numerical dissipation are
\[
\lambda_{1,n} = -\frac{\sqrt{\theta (1 - \theta^2)}}{\sqrt{2} (1 + \varepsilon_n \theta)}, \quad \lambda_{2,n} = -\frac{1 - \varepsilon_n}{2} \lambda_{1,n}, \quad \lambda_{0,n} = -\frac{1 + \varepsilon_n}{2} \lambda_{1,n}.
\]
Proof. See [26]. □

Lemma 3.2. Let \( y : \Omega \times [0, T] \rightarrow \mathbb{R}^d \) be smooth enough, then

\[
\left\| \frac{2}{M} \sum_{j=0}^{M-1} B_{j,n} y(t_{n-1+j}) - y(t_{n,\beta}) \right\|^2 \leq C(k_n + k_{n-1})^3 \int_{t_{n-1}}^{t_{n+1}} \| y_t \|^2 dt,
\]

and for \( \theta \in [0, 1) \)

\[
\left\| \frac{\alpha_2 y(t_{n+1}) + \alpha_1 y(t_n) + \alpha_0 y(t_{n-1}) - y(t_{n,\beta})}{\alpha_2 k_n - \alpha_0 k_{n-1}} \right\|^2 \leq C(\theta) (k_n + k_{n-1})^3 \int_{t_{n-1}}^{t_{n+1}} \| y_t \|^2 dt,
\]

where \( t_{n,\beta} = \beta_2 n t_{n+1} + \beta_1 n t_n + \beta_0 n t_{n-1} \).

Proof. Apply Taylor theorem with integral reminder to \( y(t_{n+1}), y(t_n) \) and \( y(t_{n,\beta}) \) and expand these functions at point \( t_n \), □

4. Variable timestepping Analysis for the Unsteady Stokes/Darcy Model. Now we apply \( G \)-stability of the DLN method (Lemma 3.1) and have the following theorem about stability of approximate solutions by variable timestepping DLN algorithm.

Theorem 4.1. (Unconditional Stability) For any \( 2 \leq M \leq N \), the approximate solutions of the unsteady Stokes/Darcy model by the algorithm (3.4) satisfy

\[
\frac{1}{4} (1 + \theta) \left\| u_n^M \right\|_0^2 + \frac{1}{4} (1 - \theta) \left\| u_n^{M-1} \right\|_0^2 + \sum_{j=0}^{M-1} \left\| \beta_{j,n} u_{n-1+j} \right\|_0^2 + C(\theta) \sum_{n=1}^{N-1} (k_n + k_{n-1}) \left\| u_{n,\beta} \right\|^2_U \\
\leq \frac{1}{4} (1 + \theta) \left\| u_n^0 \right\|_0^2 + \frac{1}{4} (1 - \theta) \left\| u_n^0 \right\|_0^2 + C(\theta) \sum_{n=1}^{N-1} (k_n + k_{n-1}) \left\| F_n^0 \right\|^2_U .
\]

Here, the constants \( C(\theta), \widetilde{C}(\theta) \geq 0 \) are independent of the diameter \( h \) and time stepsize \( k_n \).

Proof. Let \( u_n = u_{n,\beta}^M \) in (3.4) and multiply both sides of the equation by \( \alpha_2 k_n - \alpha_0 k_{n-1} \),

\[
\left\langle \sum_{j=0}^{2} \alpha_j u_{n-1+j} + \sum_{j=0}^{2} \beta_{j,n} u_{n-1+j} \right\rangle + (\alpha_2 k_n - \alpha_0 k_{n-1}) (a(u_{n,\beta}^M, u_{n,\beta}^M) = (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\langle F_n^0, u_{n,\beta}^M \right\rangle_U .
\]

Using Lemma 3.1 for (4.2) and replacing \( L^2 \) space by \( U \) and \( L^2 \)-norm by \( \| \cdot \|_0 \) norm, we obtain

\[
\left\langle \sum_{j=0}^{2} \alpha_j u_{n-1+j} + \sum_{j=0}^{2} \beta_{j,n} u_{n-1+j} \right\rangle = \left\| u_{n-1}^M \right\|_{G(\theta)}^2 - \left\| u_{n-1}^0 \right\|_{G(\theta)}^2 + \sum_{j=0}^{2} \lambda_{j,n} u_{n-1+j}^2 \right\|_0^2,
\]

where \( \| \cdot \|_0 \) is the norm induced by inner product \( \langle \cdot, \cdot \rangle_0 \) and the corresponding \( G(\theta) \)-norm becomes

\[
\left\| u_{n-1}^M \right\|_{G(\theta)}^2 = \frac{1}{4} (1 + \theta) \left\| u_{n-1}^0 \right\|_0^2 + \frac{1}{4} (1 - \theta) \left\| u_n^0 \right\|_0^2 .
\]

Then we apply (2.9), (4.3) and Cauchy Schwarz inequality to (4.2):

\[
\left\| u_{n-1}^M \right\|_{G(\theta)}^2 - \left\| u_{n-1}^0 \right\|_{G(\theta)}^2 + \sum_{j=0}^{2} \lambda_{j,n} u_{n-1+j}^2 \right\|_0^2 + C_2 (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| u_{n,\beta} \right\|^2_U \\
\leq \frac{C_2}{2} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| u_{n,\beta} \right\|^2_U + \frac{1}{2C_2} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| F_n^0 \right\|^2_U .
\]

Note that

\[
1 - \theta \leq \frac{1 - \theta}{2} (k_n + k_{n-1}) \leq \frac{1 + \theta}{2} (k_n + k_{n-1}) ,
\]
Given \( \eta (4.5) \) becomes to show the second order convergence of approximate solutions to unsteady Stokes/Darcy model. We denote error functions to be

\[
\epsilon^n = u^n - u^n_h = (u^n - P_h^n u^n) - (u^n_h - P_h^n u^n) = \eta^n - \xi^n.
\]

\[
e_p^n = p^n - p^n_h = (p^n - P_h^n p^n) - (p^n_h - P_h^n p^n) = \eta_p^n - \xi_p^n.
\]

and \( \eta^n_0 = \eta^1 = 0 \). For variable timestepping analysis, we need to define some continuous and discrete norms.

**Theorem 4.2.** (Second order convergence) The approximate solutions \( \{ u^n \}_{n=0}^N \) by the variable timestepping DLN scheme (3.4) with parameter \( \theta \in [0, 1) \) satisfy

\[
\| u^n - u \|_{2,0} \leq C(\theta) \max_{1 \leq n \leq N-1} \left\{ (k_n + k_{n-1})^2 \right\} \left( \| p_t \|_{2,2} + \| u_{t,0} \|_{2,0} + \| u \|_{2,0} + \| F_t \|_{2,0} \right) + h^2 \| u \|_{2,2} + h^2 \| u \|_{2,2} \,
\]

and

\[
\left( \sum_{n=1}^{N-1} (\alpha_2 k_n - \alpha_0 k_{n-1}) \right) \| u(t_n, u) - u^n_{\beta} \|_{1,0}^2 \leq C(\theta) \max_{1 \leq n \leq N-1} \left\{ (k_n + k_{n-1})^2 \right\} \left( \| p_t \|_{2,2} + \| u_{t,0} \|_{2,0} + \| u \|_{2,0} + \| F_t \|_{2,0} \right) + C(\theta) h^2 \| u \|_{2,2} + C(\theta) h \max_{1 \leq n \leq N-1} \left\{ (k_n + k_{n-1})^2 \right\} \| u \|_{2,2} + C(\theta) h \| u \|_{2,2}.
\]

**Proof.** By (2.8), the true solutions of unsteady Stokes/Darcy model at time \( t_{n, \beta} \). By (2.8) satisfy

\[
\left\{ \frac{\partial u}{\partial t} (t_n, u), y_h \right\}_0 + a(u(t_n, u), y_h) + b(y_h, p(t_n, u)) = \left\langle F(t_n, u), y_h \right\rangle_{U'}, \quad \text{for all } y_h \in V_h.
\]
Equivalently, (4.11) can be rewritten as

$$
\left\langle \frac{\alpha_2 u^{n+1} + \alpha_1 u^n + \alpha_0 u^{n-1}}{\alpha_2 k_n - \alpha_0 k_{n-1}}, \nu_h \right\rangle_0 + a(u^n, \nu_h) + b(\nu_h, p^n) = \left\langle F^n_{\theta}, \nu_h \right\rangle_u + \tau(u(t_{n, \beta}), p(t_{n, \beta}), \nu_h),
$$

where

$$
u^n_{\beta} = \beta_{2,n} u^n_{\beta} + \beta_0 u^n_{\beta} - p^n_{\beta} = \beta_{2,n} p^{n+1} + \beta_1 p^n + \beta_0 p^{n-1},
\$$

$$\tau(u(t_{n, \beta}), p(t_{n, \beta}), \nu_h) = \left\langle \frac{\alpha_2 u^{n+1} + \alpha_1 u^n + \alpha_0 u^{n-1}}{\alpha_2 k_n - \alpha_0 k_{n-1}} - \frac{\partial u}{\partial t}(t_{n, \beta}), \nu_h \right\rangle_0 + a(u^n, \nu_h - u(t_{n, \beta}), \nu_h) + b(\nu_h, p^{n}_{\beta} - p(t_{n, \beta})).
$$

Note that $V_h \subset U_h$, the system (3.3) holds for all $\nu_h \in V_h$. Thus we subtract (4.12) from first equation of (3.3) and use the definition of error function in (4.8) to obtain: for all $\nu_h \in V_h$,

$$
\left\langle \frac{\alpha_2 \eta^{n+1} + \alpha_1 \eta^n + \alpha_0 \eta^{n-1}}{\alpha_2 k_n - \alpha_0 k_{n-1}}, \nu_h \right\rangle_0 + a(\eta^n_{\beta}, \nu_h) + b(\nu_h, \eta^n_{p, \beta}) = \left\langle \frac{\alpha_2 \xi^{n+1} + \alpha_1 \xi^n + \alpha_0 \xi^{n-1}}{\alpha_2 k_n - \alpha_0 k_{n-1}}, \nu_h \right\rangle_0 + a(\xi^n_{\beta}, \nu_h) + b(\nu_h, \xi^n_{p, \beta}) - \tau(u(t_{n, \beta}), p(t_{n, \beta}), \nu_h),
$$

where

$$
\eta^n_{\beta} = \beta_{2,n} \eta^{n+1} + \beta_1 \eta^n + \beta_0, \eta^n_{p, \beta} = \beta_{2,n} \eta^{n+1} + \beta_1 \eta^n + \beta_0, \eta^n_{p, \beta} = \beta_{2,n} \eta^{n+1} + \beta_1 \eta^n + \beta_0.
$$

By the definition of discrete divergence free space $V_h$ and the definition of projection operator $P_h$, we have

$$
b(\nu_h, \eta^n_{p, \beta}) = 0 \quad \text{and} \quad a(\xi^n_{\beta}, \nu_h) + b(\nu_h, \xi^n_{p, \beta}) = 0.
$$

Choosing $\nu_h = \eta^n_{\beta}$ in (4.13), we apply (4.14) and the Lemma 3.1 to the equation (4.13) to obtain

$$
\left\| \eta^n_{\beta} \right\|_G^2 - \left\| \eta^{n-1}_{\beta} \right\|_G^2 + \sum_{j=0}^2 \left\| \eta^{n-1+j}_{n, \eta} \right\|_G^2 + C_2(\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| \eta^n_{\beta} \right\|_U^2 
\leq (\alpha_2 \xi^{n+1} + \alpha_1 \xi^n + \alpha_0 \xi^{n-1}, \eta^n_{\beta}) - (\alpha_2 k_n - \alpha_0 k_{n-1}) \tau(u(t_{n, \beta}), p(t_{n, \beta}), \eta^n_{\beta}).
$$

Using the Taylor theorem with integral reminder, we have

$$
u^n = u^{n+1} + \int_{t_{n+1}}^{t_n} u^t dt, \quad \text{and} \quad u^{n+1} = u^{n+1} + \int_{t_{n+1}}^{t_{n-1}} u^t dt.
$$

By (4.16) and the fact that $\alpha_2 + \alpha_1 + \alpha_0 = 0$,

$$
\left\| \alpha_2 \xi^{n+1} + \alpha_1 \xi^n + \alpha_0 \xi^{n-1} \right\|_0 = \left\| \alpha_1 \int_{t_{n+1}}^{t_n} (P^n_{h} - Id) u^t dt + \alpha_0 \int_{t_{n+1}}^{t_{n-1}} (P^n_{h} - Id) u^t dt \right\|_0 
\leq C(\theta) \int_{t_{n+1}}^{t_{n+1}} \left\| (P^n_{h} - Id) u^t \right\|_0 dt,
$$

where $Id$ is the identity mapping. Thus by (2.7), (4.17), Cauchy Schwarz inequality and Young’s inequality,

$$
\left\langle \alpha_2 \xi^{n+1} + \alpha_1 \xi^n + \alpha_0 \xi^{n-1}, \eta^n_{\beta} \right\rangle_0 \leq C(\theta) \int_{t_{n+1}}^{t_{n+1}} \left\| (P^n_{h} - Id) u^t \right\|_0^2 dt + \frac{C_2(\alpha_2 k_n - \alpha_0 k_{n-1})}{2} \left\| \eta^n_{\beta} \right\|_U^2.
$$
Summing over (4.15) from $n = 2, \ldots, M$ ($2 \leq M \leq N - 1$) and using (4.18),

$$
\left\| \eta^{M+1} \right\|_{G(\theta)}^2 - \left\| \eta^0 \right\|_{G(\theta)}^2 + \sum_{n=2}^{M} \sum_{j=0}^{2} \lambda_{j,n} \left\| \eta^{n-1+j} \right\|_{0}^2 + \sum_{n=1}^{M} \frac{C_2(\alpha_2 k_n - \alpha_0 k_{n-1})}{2} \left\| \eta^n \right\|_{U}^2 
\leq C(\theta) \sum_{n=1}^{M} \int_{t_{n-1}}^{t_n} \left\| \left( p_{n}^{\theta} - \mathbf{I} \right) \mathbf{u}_n \right\|_0^2 dt - \sum_{n=1}^{M} \left( \alpha_2 k_n - \alpha_0 k_{n-1} \right) \tau \left( \mathbf{u}_n(t_{n}, \beta), p(t_{n}, \beta), \eta^n_\beta \right).
\tag{4.19}
$$

Then we deal with four terms of $\tau \left( \mathbf{u}_n(t_{n}, \beta), p(t_{n}, \beta), \eta^n_\beta \right)$ respectively. Combining (2.7), (2.9), Lemma 3.2 and using Cauchy-Schwarz inequality, Young’s inequality again, we obtain

$$
\left\langle \frac{\alpha_2 \mathbf{u}_n^{\alpha+1} + \alpha_0 \mathbf{u}_n^{\alpha+1} - \frac{\partial \mathbf{u}}{\partial t} (t_{n}, \beta), \eta^{n+1}_\beta \right\rangle_0 \leq C(\theta)(k_n + k_{n-1})^3 \int_{t_{n-1}}^{t_n} \left\| \mathbf{u}_{n+1} \right\|_2^2 dt + \frac{C_2}{16} \left\| \eta^n_\beta \right\|_U^2,
$$

$$
\alpha(\mathbf{u}^\beta_n - \mathbf{u}_n(t_{n}, \beta), \eta^n_\beta) \leq C \left\| \mathbf{u}^\beta_n - \mathbf{u}_n(t_{n}, \beta) \right\|_F \left\| \eta^n_\beta \right\|_U \leq C(k_n + k_{n-1})^3 \int_{t_{n-1}}^{t_n} \left\| \mathbf{u}_n \right\|_2^2 dt + \frac{C_2}{16} \left\| \eta^n_\beta \right\|_U^2,
$$

$$
b(\eta^{n+1}_\beta, p^{n}_\beta - p(t_{n}, \beta)) \leq C \left\| p^{n+1}_\beta - p(t_{n}, \beta) \right\|_F \left\| \eta^n_\beta \right\|_U \leq C(k_n + k_{n-1})^3 \int_{t_{n-1}}^{t_n} \left\| p_{n+1} \right\|_2^2 dt + \frac{C_2}{16} \left\| \eta^n_\beta \right\|_U^2,
$$

$$
\left\langle \mathbf{F}^\beta_n - \mathbf{F}_n(t_{n}, \beta), \eta^n_\beta \right\rangle_{U^2} \leq \left\langle \mathbf{F}^\beta_n - \mathbf{F}_n(t_{n}, \beta) \right\|_{U^2} \left\| \eta^n_\beta \right\|_U \leq C(k_n + k_{n-1})^3 \int_{t_{n-1}}^{t_n} \left\| \mathbf{F}_n \right\|_2^2 dt + \frac{C_2}{16} \left\| \eta^n_\beta \right\|_U^2.
\tag{4.20}
$$

Since $\eta^1 = 0 = \eta^0$ and by (3.2), (4.6), the definition of $G(\theta)$-norm in (3.5), estimators in (4.20), (4.19) becomes

$$
\frac{1 + \theta}{4} \left\| \eta^{M+1} \right\|_0^2 + \frac{1 - \theta}{4} \left\| \eta^M \right\|_0^2 + \sum_{n=1}^{M} \sum_{j=0}^{2} \lambda_{j,n} \left\| \eta^{n-1+j} \right\|_0^2 + \frac{C_2}{4} \sum_{n=1}^{M} \left( \alpha_2 k_n - \alpha_0 k_{n-1} \right) \left\| \eta^n \right\|_U^2 
\leq C(\theta) \max_{1 \leq n \leq N - 1} \left\{ \left( k_n + k_{n-1} \right)^4 \right\} \left( \left\| p_{n+1} \right\|_L^2 + \left\| \mathbf{u}_{n+1} \right\|_2 + \left\| \mathbf{u}_n \right\|_2^2 + \left\| \mathbf{F}_n \right\|_2^2 \right) + \sum_{n=1}^{N-1} C(\theta) \int_{t_{n-1}}^{t_n} \left\| \left( p_{n+1}^{\theta} - \mathbf{I} \right) \mathbf{u}_n \right\|_0^2 dt
\leq C(\theta) \max_{1 \leq n \leq N - 1} \left\{ \left( k_n + k_{n-1} \right)^4 \right\} \left( \left\| p_{n+1} \right\|_L^2 + \left\| \mathbf{u}_{n+1} \right\|_2 + \left\| \mathbf{u}_n \right\|_2^2 + \left\| \mathbf{F}_n \right\|_2^2 \right) + C(\theta) \left\| \mathbf{u}_2 \right\|_2^2.
\tag{4.21}
$$

Using triangle inequality,

$$
\left\| \mathbf{e} \right\|_{2,0} \leq \left\| \mathbf{\xi} \right\|_{2,0} + \left\| \eta \right\|_{2,0},
\tag{4.22}
$$

By (3.2) and (4.21), we have

$$
\left\| \mathbf{\xi} \right\|_{2,0} = \left( \sum_{n=0}^{N-1} k_n \left\| \xi^{n+1} \right\|_0^2 \right)^{1/2} \geq \left( \sum_{n=0}^{N-1} k_n \left\| \mathbf{u}^{\alpha+1} - p_n^{\alpha+1} \right\|_0^2 \right)^{1/2} \leq \left( \sum_{n=0}^{N-1} C_3 h^4 k_n \left\| \mathbf{u}^{\alpha+1} \right\|_2^2 \right)^{1/2} \leq C h^2 \left\| \mathbf{u} \right\|_{2,2}.
\tag{4.23}
$$

$$
\left\| \eta \right\|_{2,0} \leq C(\theta) \left\{ \sum_{n=0}^{N-1} k_n \right\}^{1/2} \left\{ \max_{1 \leq n \leq N - 1} \left\{ \left( k_n + k_{n-1} \right)^2 \right\} \left( \left\| p_{n+1} \right\|_L^2 + \left\| \mathbf{u}_{n+1} \right\|_2 + \left\| \mathbf{u}_n \right\|_2^2 + \left\| \mathbf{F}_n \right\|_2 \right) + \frac{h^2}{2} \left\| \mathbf{u} \right\|_{2,2} \right\}
\leq C(\theta) \sqrt{T} \left\{ \max_{1 \leq n \leq N - 1} \left\{ \left( k_n + k_{n-1} \right)^2 \right\} \left( \left\| p_{n+1} \right\|_L^2 + \left\| \mathbf{u}_{n+1} \right\|_2 + \left\| \mathbf{u}_n \right\|_2^2 + \left\| \mathbf{F}_n \right\|_2 \right) + h^2 \left\| \mathbf{u} \right\|_{2,2} \right\}
\tag{4.24}
$$
Combining (4.22), (4.23) and (4.24) results in (4.9). For second part, we have

\[
\sum_{n=1}^{N-1} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| \mathbf{u}(t_{n, \beta}) - \mathbf{u}_{k, \beta}^n \right\|_U^2 \leq C(\theta) \sum_{n=1}^{N-1} (k_n + k_{n-1}) \left\| \mathbf{u}(t_{n, \beta}) - \mathbf{u}_{k, \beta}^n \right\|_U^2 + \sum_{n=1}^{N-1} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| \mathbf{u}_{k, \beta}^n - \mathbf{u}_{k, \beta}^n \right\|_U^2.
\]

(4.25)

Using Lemma 3.2,

\[
C(\theta) \sum_{n=1}^{N-1} (k_n + k_{n-1}) \left\| \mathbf{u}(t_{n, \beta}) - \mathbf{u}_{k, \beta}^n \right\|_U^2 \leq C(\theta) \max_{1 \leq n \leq N-1} \left\{ (k_n + k_{n-1})^4 \right\} \left\| \mathbf{u}_n \right\|_{L_2(U)}^2.
\]

And

\[
\sum_{n=1}^{N-1} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| \mathbf{u}_{k, \beta}^n - \mathbf{u}_{k, \beta}^n \right\|_U^2 \leq C(\theta) \sum_{n=1}^{N-1} (k_n + k_{n-1}) \left\| \mathbf{u}(t_{n, \beta}) - \mathbf{u}_{k, \beta}^n \right\|_U^2 + \sum_{n=1}^{N-1} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| \eta_{k, \beta}^n \right\|_U^2.
\]

(4.26)

By (3.2) and linearity of the projection operator \(P_h\),

\[
\left\| \xi_{k, \beta}^n \right\|_U^2 = \left\| P_h \mathbf{u}_{k, \beta}^n - \mathbf{u}_{k, \beta}^n \right\|_U^2 \leq C h^2 \left\| \mathbf{u}_{k, \beta}^n \right\|_2^2 \leq C h^2 \left\| \mathbf{u}_{k, \beta}^n - \mathbf{u}(t_{n, \beta}) \right\|_2^2 + C h^2 \left\| \mathbf{u}(t_{n, \beta}) \right\|_2^2.
\]

(4.27)

Applying Lemma 3.2 again to (4.27),

\[
C(\theta) \sum_{n=1}^{N-1} (k_n + k_{n-1}) \left\| \xi_{k, \beta}^n \right\|_U^2 \leq C(\theta) h^2 \max_{1 \leq n \leq N-1} \left\{ (k_n + k_{n-1})^4 \right\} \left\| \mathbf{u}_n \right\|_{L_2(U)}^2 + C(\theta) h^2 \left\| \mathbf{u}_{k, \beta}^n \right\|_{L_2(U)}^2.
\]

(4.28)

Combining (4.21), (4.25), (4.26) and (4.28), we obtain

\[
\sum_{n=1}^{N-1} (\alpha_2 k_n - \alpha_0 k_{n-1}) \left\| \mathbf{u}(t_{n, \beta}) - \mathbf{u}_{k, \beta}^n \right\|_U^2 \leq C(\theta) \max_{1 \leq n \leq N-1} \left\{ (k_n + k_{n-1})^4 \right\} \left\| \mathbf{u}_n \right\|_{L_2(U)}^2 + C(\theta) h^4 \left\| \mathbf{u} \right\|_{L_2(U)}^2 + C(\theta) h^2 \left\| \mathbf{u}_{k, \beta}^n \right\|_{L_2(U)}^2,
\]

which results in (4.10) \square

5. Numerical Tests. In this section, we use two numerical experiments to verify two distinct properties of the DLN algorithm (stability and consistency). Both numerical tests are implemented by FreeFEM++. The first test confirms that the variable timestepping DLN algorithm is stable for different values of parameter \(\theta \in [0, 1]\). In the second experiment, we apply the constant timestepping DLN algorithm to check the second order convergence of the approximate solutions as well as compare it with BDF2 scheme.

5.1. Test of Variable Timestepping DLN algorithm. In this experiment, we use the example mentioned in [3, 23]. Considering the model problem on \(\Omega_f = [0, \pi] \times [0, 1]\) and \(\Omega_p = [0, \pi] \times [-1, 0]\) with the interface \(\Gamma = [0, \pi] \times \{0\}\):

\[
\mathbf{u}_f = \left( \frac{1}{\pi} \sin(2\pi y) \cos(x) e^x, -2 + \frac{1}{\pi^2} \sin(\pi y)^2 \sin(x) e^x \right), \quad \rho = 0, \quad \phi = (e^y - e^{-y}) \sin(x) e^x.
\]

For this test, we set the physical parameters \(\rho, \gamma, \mathbf{K}, S_0 \) and \(\mu_{BJS}\) all equal to 1 and we consider the cases of parameters \(\theta = 0.2, 0.5, 0.7\) in DLN scheme. The initial conditions, boundary conditions and the source terms...
follow from the exact solution. We use the well-know Taylor-Hood element (P2-P1) for the fluid equation and
the piecewise quadratic polynomials (P2) for the porous equation. To see the effect on the results by change
of time steps, we fix the diameter $h = 100$ for space triangulation. We apply the DLN algorithm to this test
problem for 40 time steps and introduce the timestep function similar to that in [6]:

$$k_n = \begin{cases} 
0.1 & 0 \leq n \leq 10, \\
0.1 + 0.05 \sin(10n) & n > 10.
\end{cases}$$  (5.1)

The graph of the time step function (5.1) is given in Figure 5.1. Figure 5.2 shows the speed contours and
velocity streamlines with parameter $\theta = 0.2, 0.5, 0.7$ respectively. From the graphs in Figure 5.2, we observe
that good performance can be obtained for all three cases. Figure 5.3(a) and Figure 5.3(b) respectively show
the comparison between the approximate solutions and the true solutions of the incompressible fluid velocity $u\text{ }$and porous media fluid hydraulic head $\phi$ with different $\theta$. The variable timestepping DLN algorithm
approximate exact solutions well, which confirms the stability of the DLN algorithm.

### 5.2. Test of constant Timestepping DLN algorithm.

For constant timestep test, we refer to the numerical example in [30]. Let the computational domain $\Omega$ be composed of $\Omega_f = (0,1) \times (1,2)$ and $\Omega_p = (0,1) \times (0,1)$ with the interface $\Gamma = (0,1) \times \{1\}$. We set the total time $T = 1$. The exact solution is:

$$u_f = \left((x^2(y-1)^2 + y)\cos(t), -\frac{2}{3}x(y-1)^3\cos(t) + (2 - \pi \sin(\pi x))\cos(t)\right),$$

$$p = (2 - \pi \sin(\pi x)) \sin \left(\frac{1}{2} \pi y\right) \cos(t),$$

$$\phi = (2 - \pi \sin(\pi x))(1 - y - \cos(\pi y)) \cos(t).$$

For this test, MINI (P1b-P1) space and piecewise linear polynomials (P1) space are used for the approximation
of the incompressibility fluid and the porous equation respectively. To confirm the consistency of the DLN
algorithm, we set $h = \Delta t$ and calculate the errors and convergence rates for the functions $u_f$, $\phi$ and $p$. The
rate of convergence $r$ is calculated by

$$r = \ln(e(\Delta t_1)/e(\Delta t_2))/\ln(\Delta t_1/\Delta t_2),$$

where $e(\Delta t)$ is the error computed by the DLN algorithm with time stepsize $\Delta t$.

Table 5.1, 5.2 and 5.3 show the fluid velocity $u_f$, hydraulic head $\phi$ and pressure $p$ errors of the DLN
algorithm when $\theta = 0.2, 0.5, 0.7$. The results are almost the same for three different $\theta$, but as $\theta$ increases,
the errors of $u_f$ decrease slightly, while the errors of $\phi$ increase. Thus how to choose the best parameters
leaves an open question. Moreover Table 5.4, Table 5.5 and Table 5.6 show the convergence rate of velocity $u_f$, hydraulic head $\phi$ and pressure $p$ with different $\theta$ and therefore verify the second-order convergence of the
Fig. 5.2. The speed contours and velocity streamlines with $\theta = 0.2, 0.5, 0.7$. 

Fig. 5.3. Comparison between the approximate solutions and the exact solutions with different parameter $\theta$. 
DLN algorithm. Finally, Table 5.7 shows the corresponding errors obtained by the common BDF2 method. By comparison, we can see that the DLN algorithm obtains a better hydraulic head \( \phi \) than BDF2 method.

\[
\Delta t = h \quad \| e_{u_f} \|_{2,0} \quad \| e_{u_f} \|_{2,1} \quad \| e_{\phi} \|_{2,0} \quad \| e_{\phi} \|_{2,1} \quad \| e_p \|_{2,0}
\]

| \( \Delta t = h \) | \( \| e_{u_f} \|_{2,0} \) | \( \| e_{u_f} \|_{2,1} \) | \( \| e_{\phi} \|_{2,0} \) | \( \| e_{\phi} \|_{2,1} \) | \( \| e_p \|_{2,0} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/10            | 0.0163655       | 0.599657        | 0.0143625       | 0.552125        | 0.175753        |
| 1/16            | 0.00657067      | 0.354318        | 0.00587243      | 0.359717        | 0.0785158       |
| 1/22            | 0.00353871      | 0.255182        | 0.00317754      | 0.268333        | 0.0490189       |
| 1/28            | 0.00218857      | 0.191492        | 0.00198363      | 0.2117          | 0.0306542       |
| 1/34            | 0.00150194      | 0.160602        | 0.00135819      | 0.177254        | 0.0213342       |

Table 5.1: The errors for DLN scheme with \( \theta = 0.2 \).

\[
\Delta t = h \quad \| e_{u_f} \|_{2,0} \quad \| e_{u_f} \|_{2,1} \quad \| e_{\phi} \|_{2,0} \quad \| e_{\phi} \|_{2,1} \quad \| e_p \|_{2,0}
\]

| \( \Delta t = h \) | \( \| e_{u_f} \|_{2,0} \) | \( \| e_{u_f} \|_{2,1} \) | \( \| e_{\phi} \|_{2,0} \) | \( \| e_{\phi} \|_{2,1} \) | \( \| e_p \|_{2,0} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/10            | 0.01615         | 0.506002        | 0.0146238       | 0.551755        | 0.138243        |
| 1/16            | 0.00652393      | 0.311263        | 0.00599802      | 0.359655        | 0.0637115       |
| 1/22            | 0.00351853      | 0.22917         | 0.00324735      | 0.268314        | 0.04083         |
| 1/28            | 0.00218086      | 0.176397        | 0.00202875      | 0.211693        | 0.0260884       |
| 1/34            | 0.00149633      | 0.148517        | 0.0013883       | 0.177249        | 0.0184629       |

Table 5.2: The errors for DLN scheme with \( \theta = 0.5 \).

\[
\Delta t = h \quad \| e_{u_f} \|_{2,0} \quad \| e_{u_f} \|_{2,1} \quad \| e_{\phi} \|_{2,0} \quad \| e_{\phi} \|_{2,1} \quad \| e_p \|_{2,0}
\]

| \( \Delta t = h \) | \( \| e_{u_f} \|_{2,0} \) | \( \| e_{u_f} \|_{2,1} \) | \( \| e_{\phi} \|_{2,0} \) | \( \| e_{\phi} \|_{2,1} \) | \( \| e_p \|_{2,0} \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/10            | -               | -               | -               | -               | -               |
| 1/16            | 1.9416          | 1.11949         | 1.90286         | 0.911604        | 1.71441         |
| 1/22            | 1.94331         | 1.03066         | 1.92857         | 0.920353        | 1.47931         |
| 1/28            | 1.99249         | 1.19062         | 1.95378         | 0.982976        | 1.94657         |
| 1/34            | 1.93911         | 0.906045        | 1.9509          | 0.914669        | 1.86683         |

Table 5.3: The errors for DLN scheme with \( \theta = 0.7 \).

\[
\Delta t = h \quad r_{u_f,0} \quad r_{u_f,1} \quad r_{\phi,0} \quad r_{\phi,1} \quad r_p,0
\]

| \( \Delta t = h \) | \( r_{u_f,0} \) | \( r_{u_f,1} \) | \( r_{\phi,0} \) | \( r_{\phi,1} \) | \( r_p,0 \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/10            | -               | -               | -               | -               | -               |
| 1/16            | 1.92895         | 1.03382         | 1.8962          | 0.910541        | 1.64818         |
| 1/22            | 1.93885         | 0.961447        | 1.92678         | 0.920035        | 1.39722         |
| 1/28            | 1.98342         | 1.08527         | 1.95063         | 0.982834        | 1.85737         |
| 1/34            | 1.94019         | 0.886068        | 1.9538          | 0.914617        | 1.78066         |

Table 5.4: The convergence order of errors for DLN scheme with \( \theta = 0.2 \).

\[
\Delta t = h \quad r_{u_f,0} \quad r_{u_f,1} \quad r_{\phi,0} \quad r_{\phi,1} \quad r_p,0
\]

| \( \Delta t = h \) | \( r_{u_f,0} \) | \( r_{u_f,1} \) | \( r_{\phi,0} \) | \( r_{\phi,1} \) | \( r_p,0 \) |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/10            | -               | -               | -               | -               | -               |
| 1/16            | 1.92895         | 1.03382         | 1.8962          | 0.910541        | 1.64818         |
| 1/22            | 1.93885         | 0.961447        | 1.92678         | 0.920035        | 1.39722         |
| 1/28            | 1.98342         | 1.08527         | 1.95063         | 0.982834        | 1.85737         |
| 1/34            | 1.94019         | 0.886068        | 1.9538          | 0.914617        | 1.78066         |

Table 5.5: The convergence order of errors for DLN scheme with \( \theta = 0.5 \).
local truncation error can be obtained. Adaptivity process for the DLN algorithm would highly reduce the computation cost if reliable estimators of the DLN algorithm through adding time filters on certain first order implicit method. Moreover, it would be popular if the complexity of the DLN algorithm is overcome. One efficient way would be implementation of the DLN algorithm under variable time steps. Stability of the approximate solutions are obtained by analysis for the unsteady Stokes/Darcy model due to unconditional, long time $G$-stability and consistency properties of the DLN algorithm. Therefore the variable time stepping algorithm would be popular if the complexity of the DLN algorithm is overcome. One efficient way would be implementation of the DLN algorithm through adding time filters on certain first order implicit method. Moreover, adaptivity process for the DLN algorithm would highly reduce the computation cost if reliable estimators of local truncation error can be obtained.

Table 5.6: The convergence order of errors for DLN scheme with $\theta = 0.7$.

| $\Delta t$ | $r_{u,0}$ | $r_{u,1}$ | $r_{\phi,0}$ | $r_{\phi,1}$ | $r_p$ |
|-----------|----------|----------|--------------|--------------|--------|
| 1/10      | -        | -        | -            | -            | -      |
| 1/16      | 1.92532  | 1.00404  | 1.89485      | 0.910111     | 1.60126|
| 1/22      | 1.93791  | 0.945172 | 1.92819      | 0.919886     | 1.35037|
| 1/28      | 1.98157  | 1.06674  | 1.94911      | 0.982746     | 1.83126|
| 1/34      | 1.99371  | 0.881715 | 1.95786      | 0.914595     | 1.75915|

Table 5.7: The errors for BDF2 scheme.

| $\Delta t$ | $\|e_u\|_{2,0}$ | $\|e_u\|_{2,1}$ | $\|e_\phi\|_{2,0}$ | $\|e_\phi\|_{2,1}$ | $\|e_p\|_{2,0}$ |
|-----------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1/10      | 0.0160291       | 0.450396        | 0.0165148       | 0.551278        | 0.116047        |
| 1/16      | 0.00650765      | 0.290462        | 0.00680715      | 0.359553        | 0.056127        |
| 1/22      | 0.00351566      | 0.2176          | 0.0036845       | 0.268273        | 0.037313        |
| 1/28      | 0.00218218      | 0.169732        | 0.00230674      | 0.211677        | 0.024088        |
| 1/34      | 0.00149872      | 0.143413        | 0.00157485      | 0.177236        | 0.017167        |

6. Conclusions. This report has shown that the DLN algorithm has advantages on variable timestepping analysis for the unsteady Stokes/Darcy model due to unconditional, long time $G$-stability and second order accuracy under variable time steps. Stability of the approximate solutions are obtained by $G$-stability of the DLN algorithm and second order accuracy of the numerical simulations are derived from combination of $G$-stability and consistency properties of the DLN algorithm. Therefore the variable time stepping algorithm would be popular if the complexity of the DLN algorithm is overcome. One efficient way would be implementation of the DLN algorithm through adding time filters on certain first order implicit method. Moreover, adaptivity process for the DLN algorithm would highly reduce the computation cost if reliable estimators of local truncation error can be obtained.
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