Cross-modal perceptual enhancement of unisensory targets is unidirectional and does not affect temporal expectations
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Abstract

Previous studies demonstrated that redundant target stimuli can enhance performance due to multisensory interplay and interactively facilitate performance enhancements due to temporal expectations (TE; faster and accurate reactions to temporally expected targets). Here we tested whether other types of multisensory interactions – i.e. interactions evoked by temporally flanking irrelevant stimuli – can result in similar performance patterns and boost not only unisensory target perception (multi- vs. unisensory sequences) but also unisensory temporal expectations (expected vs. unexpected). To test our hypothesis, we presented sequences of 12 stimuli (10 Hz) which either consisted of auditory (A), visual (V) or alternating auditory-visual stimuli (e.g. A-V-A-V-...) with either auditory (AV(A)) or visual (AV(V)) targets. Participants had to discriminate target frequency which was unpredictable by temporal regularities (expected vs. unexpected target positions) and by stimulation sequence (A, V, AV(A), AV(V)). Moreover, we ran two experiments in which we presented redundant multisensory targets and manipulated the speed of the stimulation sequence (10 vs. 15 Hz stimulus trains) to control whether the results of Experiment 1 depended on sequence speed. Performance for unisensory targets was affected by temporally flanking distractors, with multisensory interactions selectively improving unisensory visual target perception. Yet, only redundant multisensory targets reliably affected TEs. Together, these results indicate that cross-modal facilitation of unisensory target perception in fast stimulus streams is uni-directional, but also differs from multisensory interactions evoked by redundant targets; more specifically, it appears to be context-dependent (task, design etc.) whether unisensory stimulation (unlike redundant target stimulation) allows for the generation of temporal expectations.
1. **Introduction**

Behavioural optimization is a crucial factor of our lives. For instance, to avoid accidents while driving, collision warning signals typically consist of redundant visual and auditory information to enable faster responses (Ho et al., 2007); when we talk with other people it is often easier to understand the other person when we process their lip movements in combination with their voice (Bernstein et al., 2004). These are just a few examples illustrating that multisensory interactions can facilitate behavioural responses and increase performance (more correct and faster responses; for review see Driver & Noesselt, 2008; Stevenson et al., 2014). A similar behavioural benefit is mediated by expectations; such expectations can be spatial (e.g. in right lane traffic one would expect a car approaching from the left side when crossing the street; for review on spatial attention see e.g. Carrasco, 2011) and/or temporal (e.g. it is easier to find a friend in a crowd when we know about their approximate time of arrival; for review on temporal attention see e.g. Nobre & Rohenkohl, 2014). Recently, it has been shown that redundant multisensory stimulation and temporal expectations (TEs) interactively enhance performance; as TE effects (higher accuracy and faster response times for targets at expected points in time) were enlarged in multisensory compared to unisensory conditions (Ball, Michels, et al., 2018; Ball, Fuehrmann, et al., 2018; Ball, Spuerck, et al., 2021). However, it is currently unknown whether only redundant target presentations (synchronously presented audio-visual targets) or also other forms of multisensory interplay (here the perceptual enhancement of targets by asynchronously flanked irrelevant stimuli) can cause such synergistic effects. Below, we will first introduce relevant studies on multisensory interplay before hypothesizing how these effects may interact with TEs.

To start with, a plethora of studies showed that an irrelevant stimulus can affect perception and reactions to a relevant target stimulus of a different modality (Lovelace et al., 2003; Maddox et al., 2015; Noesselt et al., 2010; Starke et al., 2020; Stein et al., 1996; Thorne & Debener, 2008; Van der Burg et al., 2008; Van Vleet & Robertson, 2006; Vidal et al., 2020; Vroomen & De Gelder, 2000). For instance, presenting an irrelevant auditory stimulus in combination with a visual target can result in increased perceived brightness of the visual target stimulus (Noesselt et al., 2008; Stein et al., 1996). Further, the time required to find a visual target stimulus among distractors is reduced and is hardly affected by the number of items in the search display when a spatially uninformative sound is concurrently presented (Van der Burg et al., 2008). Similarly, researchers showed that an alerting sound (un- as well as informative) can improve performance in visual conjunction search and reduce the amount of missing relevant targets in the attentional blink paradigm in patients with hemispatial neglect (Van Vleet & Robertson, 2006). Noesselt et al. (2010) suggested that effects of irrelevant sounds on visual perception
are enlarged when stimulus intensity is lowered (i.e. stimuli close to the visual threshold), a finding which is in line with the theory of inverse effectiveness proposing that multisensory interactions are more likely to occur when stimulus perception is more difficult (Anastasio et al., 2000; Ball, Fuehrmann, et al., 2018; Colonius & Diederich, 2001, 2020; Ernst & Banks, 2002; Meredith & Stein, 1983, 1986; Stein & Meredith, 1993). While most previous studies focussed on the influence of the auditory on the visual modality there is also partial evidence that the visual modality can affect perception of relevant auditory targets (Lovelace et al., 2003; Starke et al., 2020; Thorne & Debener, 2008). For instance, Starke et al. (2020) showed that an uninformative and irrelevant visual stimulus improves performance in an auditory tasks (though see Vidal et al., 2020). Irrespective of the direction of cross-modal influences, all the effects mentioned above might be linked to activity changes of bimodal neurons which often exhibit supramodal superadditive activity (Meredith & Stein, 1986; Noesselt et al., 2010; Stevenson et al., 2007; Stevenson & James, 2009; Werner & Noppeney, 2010) but can also exhibit subadditive activity (Angelaki et al., 2009). While spatial proximity might be an important factor governing multisensory interaction under some circumstances (see e.g. Frassinetti et al., 2002), it may not be a necessary requirement for all types of multisensory interplay (for review and discussion see Spence, 2013), especially in temporal and non-spatial tasks (Ball, Michels, et al., 2018; Ball, Fuehrmann, et al., 2018; Ball, Spuerck, et al., 2021; Noesselt et al., 2005).

Of more importance for temporal tasks – as employed in this study – may be effects described by the ‘temporal rule’ (Stein & Meredith, 1993) and ‘Time-Window-of-Integration’ (TWIN; see Colonius & Diederich, 2004). Stein and Meredith (1993) suggested that multisensory interactions depend on close temporal proximity. Temporal integration is functionally important because light and sound propagate at different speeds and have different transduction times from their respective sensors to the cortex. In line with this idea, Frassinetti and colleagues (2002) showed that multisensory benefits do not only rely e.g. on spatial proximity but also on temporal proximity as multisensory enhancement was absent when stimuli were presented with a large inter-stimulus-gap (500 ms) as compared to being presented synchronously. Colonius and Diederich (2004) postulated that the time window works like a filter and that there is a limited time range in which two events of different modalities can be integrated or interact before they are processed and perceived as individual events. For audio-visual events, the interplay can e.g. depend on the duration, intensity and complexity of the stimuli as well as individual differences (see e.g. Boenke et al., 2009; Vatakis & Spence, 2006a, 2006b, 2007), with Stimulus-Onset-Asynchronies (SOA) of 0 to 200 ms still resulting in audio-visual cross-modal influences. A similar time window is found for visual-tactile events; according to Colonius and Diederich (2004), SOAs below 200 ms are optimal for the integration of visual-tactile
stimulus events, resulting in faster reaction times for multisensory as compared to unisensory stimuli. In line with these reports, researchers reported TWINs of up to 200 ms, for instance, for the McGurk-effect (van Wassenhove et al., 2007). However, the TWIN can extend even further – up to 600 ms – depending on the specific study and thus, the utilized modalities, stimuli and tasks (Colonius & Diederich, 2011; Diederich & Colonius, 2015; Rach et al., 2011). Thus, these studies indicate that the width of the temporal interaction and integration window may not be generalizable. Nevertheless, there seems to be converging evidence that stimulus onset differences below 200 ms are beneficial for the potential interaction of stimuli of different modalities and that e.g. synchronous presentations often result in stimulus integration (single percept). In sum, the literature suggests that multisensory interactions and the related facilitation of performance are not restricted to synchronous presentations but can also occur when stimuli are presented asynchronously.

The research field of multisensory interactions is largely disconnected from that on TEs. Multisensory interactions are typically studied by manipulating modalities (uni- vs. multisensory events) while controlling for TEs by jittering targets’ onsets (Driver & Noesselt, 2008). TEs are typically studied by manipulating expectations about the temporal onset of events while keeping the modality constant (Nobre & Rohenkohl, 2014). TEs can be manipulated by embedding targets in rhythmic (predictable onset) versus arrhythmic (unpredictable onset) stimulus sequences or, for instance, by presenting targets with a higher likelihood after a short versus long cue-target interval (or vice versa). Note that TEs are not always assessed by an active judgement of time but rather by an orthogonal task. There, participants might use the temporal regularity to implicitly or explicitly shift attention to relevant moments in time (independent of the target modality) while the temporal regularity is non-predictive of the to-be-judged stimulus feature (e.g. judging target's frequency; see Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018). Still, TEs have been shown to enhance response times as well as perceptual sensitivity for targets (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018; Herbst & Obleser, 2019; Rohenkohl et al., 2012) although no information about the exact features of the upcoming stimulus was available. Such behavioural effects are in close resembles to effects of multisensory interplay.

Recently, we showed in a series of studies that the stimulation context (what is presented to participants) matters and that TE effects do not necessarily generalize across modalities and differ for uni- as compared to multisensory contexts (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018). In our experiments, we presented sequences of 11 stimuli in which a single target was embedded on each trial. In each run, the target appeared with higher likelihood at an early position (3rd) or late position (9th). Participants discriminated the target
frequency (lower or higher compared to distractors). While TEs were task irrelevant (the likely target onset provided no information about its frequency), they still facilitated performance (higher number of accurate and faster responses for expected trials). However, this effect was further interacting with the modality of the targets. Modality was manipulated by presenting auditory, visual or redundant audio-visual targets either in modality-specific sequences (pure auditory, visual or redundant audio-visual sequences) or in audio-visual sequences only (with unisensory auditory, unisensory visual or multisensory targets), thereby manipulating modality-specific uncertainty. Independent of the uncertainty level, we observed that audio-visual target stimuli elicited robust TE effects while TE effect sizes in the unisensory conditions varied (Ball, Michels, et al., 2018). We further showed, that the TE effect was enlarged in the multisensory compared to the preferred, i.e. best (highest performance) unisensory condition (Ball, Fuehrmann, et al., 2018), providing a formal test of multisensory interactions (Stevenson et al., 2014) and indicating that multisensory interactions can affect TEs. Additionally, we were able to show that performance (independent of the TE effect) was elevated in the audio-visual compared to unisensory conditions (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018). Thus, we also replicated well known effects from the literature showing superior performance for multisensory as compared to unisensory stimuli (Alais & Burr, 2004; Driver & Noesselt, 2008; Gondan et al., 2005; McDonald et al., 2000; Noesselt et al., 2007, 2010; Parise et al., 2012; Starke et al., 2020; Teder-Sälejärvi et al., 2005; Werner & Noppeney, 2010) but for the first time in a TE task. However, it is currently unknown whether the interaction of multisensory interplay and TEs can only be achieved by presenting redundant targets (synchronously presented audio-visual targets) or whether other forms of multisensory interplay (here the influence of an asynchronously presented irrelevant modality on the target modality) can also cause such synergistic effects.

Additionally, when unisensory targets were embedded in multisensory sequences we found that performance was diminished. Thus, instead of improving perceptibility of the unisensory target, a synchronously flanking irrelevant stimulus decreased performance while only the congruent stimulus (redundant multisensory target) improved performance. Note that this result might either be based on distractive effects (attention is drawn away from the relevant stimulus) or on attentional shifts: participants might have failed to monitor both stimulus streams and shifted attention from one modality to the other, thereby, potentially missing targets more often. The latter assumption would also be in line with the reduced TE effects in the unisensory condition as TE at least partially depends on perceiving the target at certain points in time. However, the detrimental effect of the flanking modality should be reduced when stimuli are presented asynchronously, i.e. they still may interact but are not fully integrated.
In the present study, we therefore test whether unisensory target stimuli are more easily recognized in bimodal sequences when auditory (A) and visual (V) stimulus modalities are presented asynchronously (alternating for example A-V-A-V ...). Further, by separating stimuli in time we test whether asynchronous presentation can result in multisensory facilitation and thus, potentially enlarges TE effects as compared to pure unisensory stimulations. Given our previous results (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018) it is possible that TE for mere unisensory targets are always reduced to a minimum. However, if multisensory interplay is caused by temporally flanking irrelevant stimuli, we should find that performance in the multisensory condition is increased as compared to the unisensory trials. Further, this interplay might affect TEs, thereby increasing performance on expected trials in the multisensory condition.

2. **Experiment 1**

2.1. **Methods**

2.1.1. **Participants**

We collected data from 36 participants. All participants provided written informed consent and declared to be free of neurological or psychiatric disorders and to have normal or corrected visual acuity. This study was approved by the local ethics committee of the Otto-von-Guericke-University, Magdeburg. Based on our previous studies (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018), one participant was excluded due to a large response bias (using one response option in > 65 % of all trials) and another one due to low performance (performance in at least one condition < 25 % correct). We excluded another four participants due to technical problems with the equipment and stimulation, leaving 30 participants for analysis (mean age ± SD: 24.8 ± 4.8, # women: 17, # left-handed: 4).

2.1.2. **Apparatus**

The experiments were programmed using the Psychophysics Toolbox (Brainard, 1997) and Matlab 2012b (Mathworks Inc.). Stimuli were presented on a LCD screen (22” 120 Hz, SAMSUNG 2233RZ) with optimal timing and luminance accuracy for vision researches (Wang & Nikolić, 2011). Resolution was set to 1650 x 1080 pixels and the refresh rate to 60 Hz. Participants were seated in front of the monitor at a distance of 102 cm (eyes to fixation point). Responses were collected with a wireless mouse (Logitech M325). Accurate timing of stimulation (<= 1 ms) was confirmed with a BioSemi Active-Two EEG amplifier system connected with a microphone and photodiode.
2.1.3. **Stimuli**

Uni- or multisensory stimulus sequences (pure tones, circles filled with chequerboards, or a combination of both) were presented on each trial. Chequerboards subtended 3.07° visual angle and were presented above the fixation cross (centre to centre distance of 2.31°). Chequerboards were presented on a dark grey background (RGB: 25.5). The fixation cross (white) was presented 2.9° above the screen's centre. Sounds were presented via headphones (Sennheiser HD 650). Note that we decided to use headphones as our previous research indicated that multisensory interplay effects in the present task might be enhanced when headphones are used (Ball, Michels, et al., 2018; Ball, Fuehrmann, et al., 2018).

Chequerboards and pure sounds were used as targets and distractors. The distractor frequencies were jittered randomly between 4.6, 4.9, and 5.2 cycles per degree for chequerboards and between 2975, 3000, and 3025 Hz for sounds. Visual and auditory target frequencies were individually adjusted to a 75 % accuracy level at the beginning of the experiment. Hence, targets – although the same type of stimulus (chequerboard/pure sound) – were either lower or higher in frequency compared to distractor frequencies. Furthermore, the intensities for both target and distractor chequerboards and sounds were varied randomly throughout the stimulus sequences. The non-white checkers were jittered between 63.75, 76.5, and 89.25 RGB (average grey value of 76.5 RGB). The sound intensities were jittered between 20 %, 25 %, and 30 % of the maximum sound intensity (average of 25 % = 52 dB[A]).

2.1.4. **Procedure**

Participants were seated in a dark, sound-attenuated chamber. The experiment started with a short training (32 trials) to ensure that the participants understood the task and to get used to the stimulus material. Subsequently, a threshold measurement was used to adjust the target stimulus frequency of the unimodal modalities so that the participants answered correctly in 75 % of cases. Then the main experiment began (6 runs á 224 trials). For each trial, a sequence consisting of 12 stimuli was presented (see Figure 1 for example sequences). Stimuli were presented for 50 ms followed by a gap of 50 ms. Note that we shortened the gap between stimuli as compared to our previous report (Ball, Michels, et al., 2018; Ball, Fuehrmann, et al., 2018) for two reasons: first, we increased the number of conditions (4 instead of 3) and early target positions (2 instead of 1) in the present experiment. Hence, smaller gaps and thus, faster presentations helped to keep the completion of the experiment below 3 hours. More importantly, previous research on temporal windows of multisensory interplay suggests that
closer temporal proximity should increase the chance of multisensory facilitation. Thus, smaller temporal gaps should increase the potential influence of multisensory interactions.

Figure 1: Schematic examples for stimulus sequences in Experiments 1 to 3. (A) Stimulus sequences used in Experiment 1. Here we presented always sequences of 12 stimuli (50 ms stimulus, 50 ms gap), with targets presented at the 3rd, 4th or 10th position (highlighted by red square which was not presented during the experiment). Targets had either a higher or lower frequency than distractors (auditory distractor frequency: 2975 - 3025 Hz, visual distractor frequency: 4.6 - 5.2 cycles per degree). Note that we only show examples and not all stimulus conditions (see main text for a description of all conditions). (B) Stimulus sequences in Experiment 2 were always multisensory and targets were redundant multisensory targets (both stimuli higher or lower in frequency as compared to distractors). Stimulus sequences contained 22 stimulus pairs (17 ms stimulus, 83 ms gap). Design of Experiment 3 is not shown directly but was like Experiment 2 with the difference that the gap between stimuli was reduced to 50 ms and we presented a total of 32 stimuli.

Sequences consisted either of just auditory (with auditory target), just visual (with visual target) or a mix of auditory and visual stimuli (with auditory [AV(A)] or visual target [AV(V)]). For the latter, modalities of stimulation were alternating and the sequence started either with an auditory or visual stimulus (A-V-A-V-... or V-A-V-A-...). Note that this procedure rendered the target stimulus unpredictable in multisensory sequences as it was not inferable from sequence onset. Thus, participants had to attend both modalities. Targets were either presented at positions 3 or 4 (early target) or 10 (late target) and had a higher or lower frequency than distractors. Each trial contained a target and participants were informed about this fact. Participants were asked to judge targets frequency (low or high) as correct and as fast as possible using a 2-alternative forced-choice procedure. Participants held the mouse with both hands, while placing their left/right thumbs on the left/right mouse buttons, respectively. Each button was used for one of the two response options (key bindings were counterbalanced...
across participants). The response recording started with the onset of the first stimulus of the sequence and ended 1500 ms after sequence's offset. Only the first button press was recorded. The end of the response period was then followed by a 200 - 1200 ms inter-trial-interval. In case no button was pressed, the trial was repeated (mean of repeated trials across participants: 4.6 % ± 5.6 % SD).

Note that we kept expectations about target modality (A or V), sequence type (A, V, AV(A), AV(V)), early target position (3 or 4) and target’s frequency (low or high) unbiased by presenting them equally often in each run. However, we manipulated expectations about the general temporal position of targets (early or late within the sequence) by varying the likelihood of temporal positions across runs. In “expect early target” runs, early targets occurred in 86 % and late targets in 14 % of all trials. In “expect late target” runs, early targets occurred only in 43 % and late targets in 57 % of all trials. These two types of runs were presented alternatingly and the first run in each experiment was counterbalanced across participants. Note that these probabilities were based on our previous reports (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018).

2.1.5. Data analyses

For analyses, we used Matlab 2017b (Mathworks Inc.) and JASP (v 13.0.0). Note that accuracies were converted to d’ (measure of perceptual sensitivity; see Green & Swets, 1966) before analyses and mean response times were based on correct trials only. Further, in accord with our and other previous studies, we only analysed early target trials as late targets are always expected and may thus not require temporal attention (for a demonstration of the absence of late target TE effects see Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018; see also Jaramillo & Zador, 2011; Lange et al., 2003; Lange & Röder, 2006; Mühlberg et al., 2014 for similar a approach). The response window for trial inclusion was set to 150 – 2700 ms, with 2700 ms indicating the offset of the sequence plus the 1500 ms (response collection window) and RTs smaller than 150 ms indicating either responses prior to the target or insufficient target processing (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018), resulting in a removal of 3 trials/participant on average. Further, performance was averaged across early target positions as these were balanced across conditions and to increase the trial number for estimation of performance in unexpected early trials.

Our first analysis focussed on general effects of TE and stimulation sequence type. To this end, we conducted two separate ANOVAs (one for d’ and one for mean RT) with factor TE (expected, unexpected) and sequence type (A, V, AV(A) and AV(V)). Based on our
hypotheses, we would expect higher performance in the multisensory compared to the unisensory conditions as well as potentially enlarged TE effects (faster and more correct responses in expected trials) in the multisensory trials.

To test specifically for multisensory enhancement which cannot be inferred from the average performance values alone (see e.g. Ball, Fuehrmann, et al., 2018; Stevenson et al., 2014), we further identified the subject-specific “best” unisensory condition (highest performance and thus, preferred modality; see Ball, Fuehrmann, et al., 2018) and compared performance in this condition to its matching multisensory condition. Hence, if A was the best unisensory condition for the individual participant, performance was compared to the multisensory condition with auditory target; if V was the best unisensory condition we compared it to the multisensory condition with visual target. Note that we identified the preferred unisensory modality independently for d’ and mean RTs. Data were than analysed with two separate ANOVAs with within-subject factors TE (expected, unexpected) and modality (unisensory, multisensory) and between-subject factor modality preference (A, V).

If required, ANOVA results were Greenhouse-Geisser ($p_{GG}$) corrected. Further, we used the false-discovery-rate correction (FDR; see Benjamini & Hochberg, 1995) to adjust results of all conducted post hoc tests ($p_{FDR}$). Note that we used directional tests, to test for enhancement by multisensory stimulation. Only if these tests were non-significant, we used two-sided tests to test for possible declines in performance in the multisensory condition.

2.2. Results

2.2.1. Analyses of all conditions

Only the stimulation sequence type affected perceptual sensitivity (see Figure 2A; $F(1.941,56.277) = 9.482$, $p_{GG} < .001$, $\eta_p^2 = .246$). In particular (see Figure 2A), performance was enhanced in the multisensory condition with visual targets as compared to all other conditions (all ts > 2.814, all $p_{FDR} = .019$ or lower). Additionally, performance in both unisensory conditions exceeded performance in the multisensory condition with auditory targets (all ts > 2.474, all $p_{FDR} = .032$ or lower). The difference between the unisensory conditions was not significant ($t(29) = .527$, $p = .709$). Neither the TE effect nor its interaction with sequence type were significant (all $F < 1.111$, all $p > .301$).

Response times were affected by TE, with responses being faster in the expected compared to the unexpected condition (mean unexpected = 1294.4 ms, mean expected = 1260.8 ms, $F(1,29) = 6.611$, $p = .016$, $\eta_p^2 = .186$). Further, we found again a modulation of performance by sequence
type (see Figure 2B; \(F(2.263,65.641) = 8.373, p_{gg} < .001, \eta_p^2 = .224\)). Instead of an increase in performance, we only found reduced performance (i.e. increased response times) in the multisensory condition with auditory targets as compared to all other sequence types (all \(t > 3.774, \text{all } p_{FDR} < .002\)). All remaining post hoc tests were non-significant (all absolute \(t < .742, \text{all } p_{FDR} > .663\)) and the same was true for the interaction of TE and sequence type \((F = 2.071, p = .11)\).

![Figure 2: Performance effects in Experiment 1. Top row (from left to right): Main effect of modality for d’ (A) and mean RT (B: A – unisensory auditory, V – unisensory visual, AV(A) – multisensory with auditory target, AV(V) – multisensory with visual target), and interaction of modality and preferred modality for d’ (C; dark grey = unisensory trials, light grey = multisensory trials) Bottom row (from left to right): Interaction of modality and non-preferred modality for d’ (D; dark grey = unisensory trials, light grey = multisensory trials), interaction of TE and preferred modality for mean RT (E; black = unexpected trials, white = expected trials) and interaction of modality and preferred modality for mean RT (F; dark grey = unisensory trials, light grey = multisensory trials). Note that errorbars are standard errors and asterisks indicate significant differences between conditions (\(p < .001 [***]\), \(p < .01 [**]\), \(p < .05 [*]\)).](https://example.com/figure2.png)

### 2.2.2. Test of multisensory enhancement

For perceptual sensitivity, 15 participants performed more accurately (i.e. preferred) in the unisensory auditory and 15 in the unisensory visual condition. For response times (RTs), 17
participants performed higher (i.e. preferred) in the unisensory auditory and 13 in the unisensory visual condition. For 16 participants, the preferred modality was identical between the two performance measures (9 participants with A and 7 with V preference).

The results for d’ showed a significant effect of preferred modality ($F(1,28) = 7.977$, $p = .009$, $\eta_{p}^2 = .222$) which further interacted with factor modality (see Figure 2C; $F(1,28) = 11.804$, $p = .002$, $\eta_{p}^2 = .297$). More importantly and in accord with our hypotheses, we found that for visual stimuli, performance was enhanced in multisensory trials ($t(14) = 2.03$, $p_{FDR} = .048$). However, for auditory trials, performance decreased in multisensory trials ($t(14) = -2.8$, $p_{FDR} = .028$). Note that this result does not imply multisensory inhibition in the auditory condition as this requires comparing the multisensory condition to cases when the auditory condition is the non-preferred (worst) unisensory condition. All remaining effects were non-significant (all $F < .699$, all $p > .41$).

For RT, the TE main effect approached significance ($F(1,28) = 3.937$, $p = .057$, $\eta_{p}^2 = .123$) and was further modulated by the factor preferred modality (see Figure 2E; $F(1,28) = 6.203$, $p = .019$, $\eta_{p}^2 = .181$): RTs in the expected condition were faster than in the unexpected condition but only if the preferred modality was auditory ($t(16) = -3.279$, $p_{FDR} = .006$) and not visual ($t(12) = .354$, $p_{FDR} = .768$). Further, we found a significant effect of modality ($F(1,28) = 45.434$, $p < .001$, $\eta_{p}^2 = .619$) which was – as for d’ – further modulated by factor preferred modality (see Figure 2F; $F(1,28) = 36.425$, $p < .001$, $\eta_{p}^2 = .565$). Importantly this interaction did not reveal any form of multisensory enhancement. If the visual modality was preferred, RTs did not significantly differ between uni- and multisensory trials ($t(12) = -.502$, $p_{FDR} = .764$). If the auditory modality was preferred, RTs were improved but in the unisensory and not multisensory condition ($t(16) = -9.269$, $p_{FDR} < .001$). All remaining effects were non-significant (all $F < 2.502$, all $p > .125$).

2.2.3. Test of multisensory inhibition

For both performance measures, we found no evidence of multisensory inhibition. Instead, the results suggested – at least for d’ – that perceptual sensitivity was enhanced by the multisensory stimulation even for the non-preferred modality. The results indicated a significant effect of modality ($F(1,28) = 5.855$, $p = .022$, $\eta_{p}^2 = .173$) which was further modulated by factor non-preferred modality (see Figure 2D; $F(1,28) = 11.181$, $p = .002$, $\eta_{p}^2 = .285$): here performance improved in the multisensory as compared to the unisensory condition – but again only for visual ($t(14) = 4.435$, $t_{FDR} < .001$) and not auditory stimuli ($t(14) = -.608$, $p_{FDR} = .691$). All remaining effects were non-significant (all $F < 2.513$, all $p > .124$).
Similar to the results for the preferred modality, we found that participants responded faster in expected compared to unexpected trials (mean\textsubscript{unexpected} = 1337.2 ms, mean\textsubscript{expected} = 1301.2 ms, F(1,28) = 5.041, p = .033, \eta_p^2 = .153). Further, participants responded slower when the non-preferred modality was auditory (mean\textsubscript{A} = 1233.3 ms, mean\textsubscript{V} = 1431.6, F(1,28) = 6.344, p = .018, \eta_p^2 = .185). Crucially we found no evidence for multisensory inhibition as all remaining effects were non-significant (all F < 1.319, all p > .26).

3. Exp. 2 & 3: Effects of stimulation frequency on synchronous audio-visual targets

The results of Experiment 1 indicate the complete absence of TE effects for unisensory target stimuli even when cross-modal interplay was present and unisensory target perception was enhanced (i.e. when visual unisensory targets were temporally flanked by irrelevant sounds). Although the failure to induce robust TEs by unisensory stimulation has been observed before (Ball et al., 2020; Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018), there are several possibilities which could account for this outcome. Although performance was enhanced by cross-modal interplay for the visual target modality, performance (d' ~ 1) was slightly reduced as compared to performance in the redundant target condition in our previous report (d' ~ 1.2). However, note that the average performance in our previous studies did not determine the presence of TE effects which were also found for d' < 1; thus, average performance differences cannot explain the absence of TE effects. Another possibility is that, in the present study, the likely time point of target occurrence was centred around 200 to 300 ms after sequence onset, instead of 400 ms (Experiments 1 to 4 in Ball, Michels, et al., 2018), thereby potentially decreasing TE effects. Such explanation is again unlikely supporting the pattern of results as we already showed (Experiment 6 in Ball, Michels, et al., 2018) that TEs can robustly alter performance even 200 ms after sequence onset and that this effect spreads across a larger time window (multiple target positions). Still, a last possibility is that the speed of the stimulus sequence itself affected the results. While we used a 5 Hz stimulus sequence in our previous studies, the present study utilized a 10 Hz stimulation sequence to facilitate potential multisensory interactions. This might have reduced TE effects as individual events were less separated and thus, targets might have been harder to identify. If this holds true, we should find similar results, namely, the absence of TE effects when using an audio-visual stimulation sequence with redundant audio-visual targets (both targets are higher or lower in frequency as compared to distractors) instead of unisensory targets.

To this end, we conducted two more experiments and analysed data of two independent groups of 30 participants each (Exp. 2: mean age ± SD: 24 ± 3.4, # women: 23, # left handed:
To test the limits of creating TE\(_s\) for the redundant audio-visual targets, we conducted two experiments in which we presented only sequences of synchronous audio-visual events (one target hidden among distractors). The main difference between experiments was that we varied the stimulation frequency to alter task difficulty (Exp. 2: 10 Hz; Exp. 3: 15 Hz). Task difficulty was additionally increased (as compared to Experiment 1) by presenting more stimuli within a sequence (Exp. 2: 22 stimuli with targets appearing at position 5 or 17; Exp. 3: 32 stimuli with targets appearing at position 7 or 25). As participants were naïve about the possible target positions, this increased the potential target positions two- and three-fold as (Exp. 1: 12 potential target positions). The increase in number of stimuli per sequence was achieved by shortening each stimulus presentation (distractors and target) to 17 ms, the minimal possible stimulus duration given our stimulation setup (the limiting factor was the monitor refresh rate of 60 Hz). Note that such short durations provide generally less time to process and identify target’s frequency as compared to Experiment 1. The two different stimulus sequence frequencies were achieved by using either an 83 ms (Exp. 2) or 50 ms (Exp. 3) inter-stimulus-gap. As in Experiment 1, we manipulated TE about the early and late target position across runs (6 runs á 56 trials) using the identical likelihoods of early and late targets. The remaining procedure was identical to Experiment 1. On average, three (Exp. 3) to four (Exp. 2) trials/participant were excluded. Further, trial repetition was lower than in Experiment 1 (Exp. 2: 2.2 % ± 4.8 % SD; Exp. 3: 1.9 % ± 4.7 % SD). Again, we analysed differences between expected and unexpected early targets by conducting separate ANOVAs for each performance measure (d’ and RT) with repeated measures factor TE (unexpected, expected) and between-subject factor Experiment (Exp. 2, Exp. 3).

For both, d’ and RT, we only found a significant effect of TE. Perceptual sensitivity was increased in the expected compared to the unexpected condition (mean\(_{\text{unexpected}}\) = 1.213, mean\(_{\text{expected}}\) = 1.342, \(F(1,58) = 7.802, p = .007, \eta^2_p = .119\) and responses were also faster in the expected condition (mean\(_{\text{unexpected}}\) = 1305.1 ms, mean\(_{\text{expected}}\) = 1203.6 ms, \(F(1,58) = 37.147, p = < .001, \eta^2_p = .39\) All remaining effects for both measures did not reach significance (all \(F < 2.163, \text{all} \ p > .147\)). Note that not only was performance, as measured by d’, exactly in the performance range of our previous studies (indicating differences between multisensory interplay affecting uni- and redundant multisensory targets); the results of Exp. 2 and 3 are also in line with the assumption that TE can be robustly created for audio-visual stimuli even when task difficulty is increased by various different factors and that the absence of TE effects
is not driven by the stimulation sequence frequency but rather the unisensory target presentation itself.

4. **Discussion**

Previous studies demonstrated that redundant target stimuli can enhance performance due to synchronous multisensory stimulation and interacts with TE. Here we tested whether other types of multisensory interactions – i.e. interactions evoked by temporally flanking irrelevant stimuli – can result in similar performance patterns and boost not only TEs but also unisensory target perception. To test our hypothesis, we presented sequences of unisensory stimuli of the same modality (unisensory) or two alternating modalities (multisensory). We found multisensory enhancement to be present for unisensory targets but only when targets were presented visually (i.e. visual targets interacted with temporally flanking auditory distractors). Noteworthy, this type of enhancement was present irrespective of the subject-specific best unimodal condition. In contrast, when participants performed higher in the unisensory auditory condition, performance declined for auditory targets embedded in multisensory sequences. However, this finding was not indicative of multisensory inhibition as performance was equal between the unisensory and multisensory auditory target trials when participants performed lower in the auditory as compared to the unisensory visual condition. Moreover, although multisensory interactions enhanced visual target’s perceptibility (as indicated by performance changes), they did not significantly modulate TEs. TE effects were largely absent for unisensory stimuli and only present for the RT measure in the unisensory auditory condition. More importantly, although participants answered less accurate in the auditory conditions (lowest performance) they responded overall faster.

The results are mainly in line with our previous research showing that the learning of temporal regularities can be context-dependent and occurs with a higher likelihood for multisensory than unisensory targets (Ball et al., 2020; Ball, Andreca, et al., 2021; Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018; Ball, Spuerck, et al., 2021). Given the absence of TE effects in the unisensory conditions, we also replicated our findings that there seems to be an interactive effect of TEs and multisensory interactions, at least when induced by redundant targets. Here we additionally show that the multisensory TE effects (enhancement of response times and perceptual sensitivity) can occur for stimulation sequences with frequencies of up to 15 Hz. Note that in our previous studies (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018; Ball, Spuerck, et al., 2021), we used a 5 Hz stimulus train leaving the possibility (although unlikely) that participants did not direct attention to a certain point in time but rather to a certain position in the stimulus sequence (i.e. they counted). However, the present results are based on such
fast stimulation frequencies which render it impossible to count, thus, supporting our previous assumption that TE effects in the employed paradigm are based on shifts of attention in time and not position. Further, the results once more indicate that modality-specific TE effects for redundant multisensory targets are largely context-independent.

In the present study, we also found evidence for a different type of multisensory interplay, namely that unisensory performance can be enhanced by a temporally flanking irrelevant stimulus (see below for further discussion). However, this cross-modal enhancement of unisensory target perception in fast stimulation sequences appears to depend on the asynchronous presentation of irrelevant stimuli. Note that our previous studies showed that synchronously presented irrelevant stimuli decreased unisensory target perception (Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018; Ball, Spuerck, et al., 2021). Together these studies suggest that while synchronously presented irrelevant stimuli likely distracted participants, asynchronous presentation resulted – at least partially (visual only) – in cross-modal enhancement. Hence, asynchronous presentations may have reduced stimulus integration (single percept with contradicting information), potentially by keeping two separate stream representations (see e.g. Bregman & McAdams, 1994 for similar effects in auditory scene analysis), while interactions between streams still occurred. At the same time, however, this type of multisensory interplay appears to be insufficient to support reliable extraction of temporal regularities and thus, the build-up of TEs. This might be due to the fact that multisensory sequences did not only contain visual targets (enhanced by multisensory interplay) but also auditory targets (decreased performance) and that performance differences between both modalities reduced TE effects. However, the absence of TE effects in the unisensory modality might simply point to a limit of TE being invoked by unisensory stimuli. Please note that we do not propose that unisensory stimulations cannot induce TEs by learning of temporal regularities. There is in fact a rich literature that shows that unisensory temporal regularities can be learned and utilized (for review, see Nobre & Rohenkohl, 2014). However, these experiments are often restricted to analyses of reaction times, with accuracies being close to ceiling, indicating that the task at hand was rather easy. Noteworthy, we were able to show that such changes in reaction time do not necessarily indicate TEs (enhancement of response preparation or perceptual processing) but might simply imply changes in response strategies (Ball et al., 2020). Further, distractors are rarely used in unisensory TE experiments rendering the target easily detectable and even if distractors are used (e. g. when presenting a rhythmic sequence), the target is typically highlighted to increase detectability to a maximum (see e.g. Rohenkohl et al., 2012). All these factors show that typically, task difficulty is decreased to be able to investigate TEs in unisensory contexts. However, in real life, relevant information is not always highlighted or easily detectable. Hence, under more complex task
regimes as the one employed (see also Ball, Fuehrmann, et al., 2018; Ball, Michels, et al., 2018), unisensory information might sometimes be insufficient to reliably extract information about the target and thus, temporal regularities. Thus, more context-dependent studies on TE are required, using different stimulus modalities, to investigate modality-specific effects and limits of the generation and utilization of TEs.

Note that in the remainder of the manuscript, we will focus on the d’ results as participants tended to focus on accuracy in the present study. This assumption is supported by response times being tightly linked to the end of the stimulus sequence and participants’ verbal reports after the experiment indicating that they typically waited till the sequence’s end to optimize their response (see also Ball, Michels, et al., 2018 for similar findings). Thus, differences in response times might be less readily interpretable in the current study. Further, response time effects in the analyses including factor ‘preferred modality’ rather point to speed-accuracy trade-offs than true response or perceptual facilitation. Overall, response times were faster when the auditory modality was the preferred modality (be it for the auditory modality in general or the expected trial condition). However, d’ was also lower in the preferred auditory as compared to the preferred visual modality. Hence, all ‘response time improvements’ were linked to generally lower accuracies in these conditions. This finding again shows that participants might utilize certain strategies to solve a task and that shifts in response times do not necessarily imply improved performance (see also Ball et al., 2020), unlike accuracy or d’ scores which always indicate performance shifts.

Turning to the bisensory results, i.e. higher perceptual sensitivity in the AV(V) sequence and lower perceptual sensitivity and slower response times in the AV(A) condition, these results can be linked to different phenomena reported in the multisensory literature. According to the modality appropriateness theory (Welch & Warren, 1980), performance and perception under multisensory stimulation is dominated by the sensory system that has a higher acuity and relevance for the task at hand. As a large portion of our daily experience is based on visual information, the visual modality is typically found to dominate other modalities (Koppen & Spence, 2007a, 2007b; Lukas et al., 2010; Sandhu & Dyson, 2012; Sinnett et al., 2008; Spence et al., 2011; Tomko & Proctor, 2017). Visual dominance is also found in spatial tasks (Ernst & Banks, 2002; Ernst & Bültthoff, 2004) while performance in temporal tasks is typically dominated by the auditory modality (Burr et al., 2009; Fendrich & Corballis, 2001; Noesselt et al., 2008; Recanzone, 2003; Repp & Penel, 2002). As we mainly employed a non-spatial task (time and stimulus frequency was relevant), the auditory modality might have affected the visual modality but not the other way around. It is for instance possible that the alternating presentation resulted in Sham’s illusion (Berger et al., 2003; Körding et al., 2007; Mishra et al.,...
2008; Rosenthal et al., 2009; Shams et al., 2000), thereby increasing the number of perceived visual stimuli induced by the flanking sounds. Thus, the target stimulus might have appeared e.g. twice. However, this would render the target stimulus less distinguishable from distractors as it would have been not unique anymore, thereby rather decreasing than increasing performance in the visual condition. Another possibility is that condition differences were mediated by ‘auditory driving’ (Gebhard & Mowbray, 1959; Shipley, 1964) or the ‘auditory ventriloquism’ effect (Aschersleben & Bertelson, 2003; Bertelson & Aschersleben, 2003; Ogulmus et al., 2018), both describing the effect that the visual modality is more likely to be temporally aligned with the auditory modality, either by biasing visual sequence frequency perception towards auditory’s sequence frequency or by ‘pulling’ visual stimuli in time towards the presentation of auditory stimuli. Hence, the auditory modality might have stabilized and enhanced the temporal perception of visual stimuli which might have enhanced performance (Driver & Noesselt, 2008). Yet, this stabilization, if present, did not affect TEs for visual targets. Further, if the auditory modality was dominant in multisensory trials, we should have rather found an increase for auditory than visual targets. Thus, all of the phenomena mentioned above lack to explain the sum of our results.

Also multisensory interactions can only partially explain our results. Here, successively presented stimuli in the multisensory sequences fell within the time window of multisensory integration (Diederich & Colonius, 2015). However, multisensory interactions are typically reported to enhance performance (Alais & Burr, 2004; Driver & Noesselt, 2008; Gondan et al., 2005; McDonald et al., 2000; Noesselt et al., 2007, 2010; Parise et al., 2012; Starke et al., 2020; Teder-Sälejärvi et al., 2005; Werner & Noppeney, 2010) which was only the case for the visual but not the auditory target in multisensory sequences. Thus, our results extend the literature of improvements of visual performance by irrelevant sounds (Maddox et al., 2015; Noesselt et al., 2010; Stein et al., 1996; Van der Burg et al., 2008; Van Vleet & Robertson, 2006; Vidal et al., 2020; Vroomen & De Gelder, 2000) by showing that such enhancement can also be achieved by asynchronously presented sounds embedded in fast stimulus sequences and when participants are oblivious about target’s modality (i.e. the multisensory sequence type was non-predictive of target’s modality). Noteworthy, the improvement in the visual condition was somehow enlarged when the visual condition was the non-preferred condition of the subjects. As ‘being the non-preferred condition’ likely implies that participants had more difficulties to perceive the visual target, our results are also in line with the principle of inverse effectiveness (Ball, Fuehrmann, et al., 2018; Meredith & Stein, 1983, 1986; Stein & Meredith, 1993). Yet, our results are not in agreement with the (albeit smaller) literature showing improvements of auditory performance by irrelevant visual stimuli (Lovelace et al., 2003; Starke et al., 2020; Thorne & Deebener, 2008). The differences between the auditory and visual
condition might be based on the stimulation context; in particular, the influence of auditory on visual activity in primary sensory areas appears to be a generalizable effect (Driver and Noesselt, 2008) – which would be supported by our results – while effects in the other direction are currently debated (for overview, see Starke et al., 2020). One necessary requirement for multisensory interactions induced by irrelevant visual stimuli might thus be the synchronous presentation of both stimuli as utilized in prior experiments (Lovelace et al., 2003; Starke et al., 2020; Thorne & Debener, 2008). However, this type of cross-modal influence would likely only be effective in single stimulus paradigms (see e.g. Starke et al., 2020) as we previously showed that for stimulation sequences, synchronously presented irrelevant stimuli reduce target perception (see e.g. Ball, Michels, et al., 2018).

Another explanation of our current results might be based on attention-related processes. For instance, participants might not have attended both stimulus modalities equally. Maybe the visual modality was attended more often, simply because participants preferred this modality or because it was more distracting. In turn, performance in the AV(A) condition would be reduced and performance in the AV(V) condition would be enhanced. As modality preferences (as measured by best unisensory performance) were balanced across modalities, the distraction by visual modality appears more likely and could be explained by the Colavita effect of visual dominance. Colavita (1974) reported that participants tend to report the visual and neglect the auditory stimulus when confronted with audio-visual presentations (for review see Spence et al., 2011). In his experiment, he presented random sequences of auditory and visual stimuli, with a few audio-visual events presented among them. On audio-visual trials, participants reported in 98 % of the cases the visual modality while being oblivious about the concurrent presentation of the auditory modality. The Colavita effect of visual dominance has been repeatedly addressed and investigated (Koppen & Spence, 2007a, 2007b; Lukas et al., 2010; Sandhu & Dyson, 2012; Spence et al., 2011; Tomko & Proctor, 2017). Further, Koppen and Spence (2007a) showed that the Colavita effect is stronger for stimuli in close spatial proximity and in an additional study (Koppen & Spence, 2007b), they showed that the effect occurs only for asynchronously presented stimuli with a temporal gap smaller than 150 ms, namely, before stimuli can be clearly temporally distinguished from one another. While the second requirement was fulfilled in our study (gaps of 50 ms), the first was not. Here, we presented sounds through headphones which likely prevented sounds from being spatially integrated and merged with the visual stimulus. Nonetheless, visual target perception was still enhanced which might indicate that the temporal factor is more important than the spatial factor for the emergence of the Colavita effect.
More importantly, neither the Colavita effect nor multisensory interactions alone can explain our findings. Rather, it is likely that a combination of both effects was at play. If the Colavita effect alone would underlie our results, we would expect that attention is directed prevalently to the visual condition. While such attentional biases can explain enhanced performance for visual as compared to auditory targets in the alternating sequences, they cannot explain the increased performance for visual targets in alternating vs. unisensory sequences. Even if one attends the visual condition in alternating sequence trials 100% of the time, attention would be as strong as in the unisensory condition. Hence, we would expect similar performance scores between unisensory and alternating sequence trials. Further, attending the visual condition generally more often in alternating sequences should always result in performance decline for auditory targets in the alternating as compared to unisensory sequence trials (in the latter, auditory stimuli were attended 100% of the time as no other modality was presented concurrently). However, the performance decline was only present when the unisensory auditory condition was the preferred modality (highest performance) and not the non-preferred modality. There were also no differences in performance between the unisensory auditory and visual condition and the preferred modality was balanced across participants. Thus, there was no intrinsic modality preference present in our current study. In sum, it is likely that our results were driven by an attentional bias in the alternating sequence condition that resulted in modality-specific enhancement due to multisensory interactions. Participants were more likely to attend the visual condition on multisensory trials and perception of the visual stimulus was enhanced by the flanking auditory stimulus. However, because participants likely attended the visual modality more often, it served potentially as some form of distractor when confronted with auditory targets, thereby hindering multisensory interactions and decreasing performance in the multisensory auditory condition. Note that a similar finding of concurrent multisensory enhancement for the visual modality and multisensory competition for the auditory modality was reported by Sinnett and colleagues (2008) but only for response times and single stimuli (not stimulus streams). Here, we show that such cross-modal and asymmetrical multisensory interaction effects also manifest for perceptual sensitivity and in different stimulation contexts.

5. Conclusion

The results of this study demonstrate that temporal expectations are context-dependent and more reliably generated for multisensory target stimuli. Additionally, they indicate that presenting a distractor of a different modality asynchronously instead of synchronously within a stimulus stream, can facilitate unisensory target perception. However, even if unisensory target perception is enhanced by multisensory interactions (here the temporally flanking distractor), this increase in perceptibility appears to be insufficient for the extraction of temporal
regularities. Thus, extraction of temporal regularities appears to depend on the stimulation context (isolated modality vs. mix of modalities across trials, single target vs. target embedded in distractors, target modality etc.) as well as whether and how different modalities compete for attention.
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