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Abstract

Concave regularization methods provide natural procedures for sparse recovery. However, they are difficult to analyze in the high dimensional setting. Only recently a few sparse recovery results have been established for some specific local solutions obtained via specialized numerical procedures. Still, the fundamental relationship between these solutions such as whether they are identical or their relationship to the global minimizer of the underlying nonconvex formulation is unknown. The current paper fills this conceptual gap by presenting a general theoretical framework showing that under appropriate conditions, the global solution of nonconvex regularization leads to desirable recovery performance; moreover, under suitable conditions, the global solution corresponds to the unique sparse local solution, which can be obtained via different numerical procedures. Under this unified framework, we present an overview of existing results and discuss their connections. The unified view of this work leads to a more satisfactory treatment of concave high dimensional sparse estimation procedures, and serves as guideline for developing further numerical procedures for concave regularization.

1 Introduction

Let $X$ be an $n \times p$ design matrix and $y \in \mathbb{R}^n$ a response vector satisfying

$$y = X\beta + \epsilon,$$

where $\beta \in \mathbb{R}^p$ is a target vector of regression coefficients and $\epsilon \in \mathbb{R}^n$ is a noise vector. This paper concerns the estimation of the value of $X\beta$, that of $\beta$, or its support set $\text{supp}(\beta)$, where $\text{supp}(b) := \{j : b_j \neq 0\}$ for any vector $b = (b_1, \ldots, b_p)^T \in \mathbb{R}^p$.

We are interested in the high-dimensional case where $n$ and $p$ are both allowed to diverge, including the case of $p \gg n$. We assume that the target vector $\beta$ is sparse in some sense; such as the $\ell_0$ sparsity $|\text{supp}(\beta)| \leq c_0 n/\ln p$, or the capped-$\ell_1$ sparsity $\sum_{j=1}^p \min(1, |\beta_j/\sigma|\sqrt{n/\ln p}) \leq c_0 n/\ln p$, where $\sigma$ is a certain noise level and $c_0$ is a fixed small constant. While we are mainly interested in
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the Gaussian noise $\epsilon \sim N(0, \sigma^2 I_{n \times n})$ or zero-mean sub-Gaussian noise, the specific noise properties required in our analysis will be provided later.

We consider the following class of penalized least squares estimators

$$\hat{\beta} := \arg \min_{b \in \mathbb{R}^p} L_\lambda(b), \quad L_\lambda(b) := \frac{1}{2n} \| y - Xb \|^2_2 + \sum_{j=1}^{p} \rho(b_j; \lambda),$$

where $b = (b_1, \ldots, b_p)^\top$ and $\rho(t; \lambda)$ is a scalar regularization function with a certain regularization parameter $\lambda > 0$. As an example, we may let $\rho(t; \lambda) = \lambda^2 I(t \neq 0)/2$, which corresponds to the $\ell_0$ regularization problem. Here $I(\cdot)$ denotes $\{0, 1\}$ valued indicator function. Since $I(t \neq 0)$ is a discontinuous function at $t = 0$, the corresponding $\ell_0$ optimization problem may be difficult to solve. In practice, one also looks at continuous regularizers that approximate $\ell_0$ regularization, such as $\rho(t; \lambda) = \min(\lambda^2/2, \lambda|t|)$. As we will show in the paper, sparse local solutions of such regularizers can be obtained using standard numerical procedures (such as gradient descent), and they are closely related to the global solution of $\mathbb{E}$.

## 2 Survey of Existing Concave Regularization Results

While this survey is not intended to be comprehensive, it presents a high-level view of some important contributions to the area of concave regularization. We will discuss both methodological and analytical contributions.

### 2.1 Terminologies

The following notation is used throughout the paper. For any dimension $d$, bold face letters denote vectors and normal face their elements, e.g. $v = (v_1, \ldots, v_d)^\top$, with $\text{supp}(v)$ being its support $\{j : v_j \neq 0\} \cap \{0, \ldots, d\}$. Capital bold face letters denote matrices, e.g. $X$ and $\Sigma$. The $\ell_q$ “norm” of $v$ is $\|v\|_q := \left( \sum_{j=1}^{d} |v_j|^q \right)^{1/q}$ for $0 < q < \infty$, with the usual extension $\|v\|_0 := |\text{supp}(v)|$ and $\|v\|_\infty := \max_{1 \leq d} |v_j|$. Design vectors, or columns of $X$, are denoted by $x_j$. For simplicity, we assume throughout the paper that the columns $X$ are normalized to

$$\|x_j\|_2 = \sqrt{n}.$$

This condition is not essential but it simplifies some notations. For variable sets $A \subseteq \{1, \ldots, p\}$, $X_A = (x_j, j \in A)$ denotes the restriction of columns of $X$ to $A$, and $b_A = (b_j, j \in A)^\top$ the restriction of vector $b \in \mathbb{R}^p$ to $A$. The maximum and minimum eigenvalues of matrix $\Sigma$ are denoted by $\lambda_{\text{max}}(\Sigma)$ and $\lambda_{\text{min}}(\Sigma)$.

**Definition 1.** The following terminologies will be used to simplify discussion.

(a) The $\ell_0$ sparsity of $\beta$ means $\|\beta\|_0 \leq s^*$. To allow $\beta$ with many more components near zero, a weaker notion of capped-$\ell_1$ sparsity is $\sum_j \min(1, |\beta_j|/\lambda_{\text{univ}}) \leq s^*$, where $\lambda_{\text{univ}} = \sigma \sqrt{2/n} \ln p$ is the universal threshold level for a certain noise level $\sigma$.

(b) A regularity condition on $X$ is a class $\mathcal{X}$ of (column-normalized) matrices that match a sparsity condition on $\beta$ to guarantee a desired result. Such a regularity condition can be stated as $X \in \mathcal{X}_{s^* \times p}$, with matrix classes $\mathcal{X}_{s^* \times p} \subseteq \mathbb{R}^{n \times p}$ indexed by $(n, p, s^*)$, where $s^*$ is the
sparsity level of the matching regularity condition on \( \beta \). Such a condition on \( X \) is called an \( \ell_2 \) regularity condition (or simply \( \ell_2 \) regular) if the matrix classes \( \mathcal{X}_{s^*}^{n \times p} \) are sufficiently large to satisfy the following condition:

- Given any \( u_0 \geq 1 \), there exists a constant \( c_0 > 0 \) such that for all \( 0 < \delta \leq 1/e \)

\[
\inf_{\mu, n, p, s^*} \left\{ \mu(Q^{-1}(\mathcal{X}_{s^*}^{n \times p})): \mu \in \mathcal{M}_{u_0}^{n \times p}, (s^*/n) \ln(p/\delta) \leq c_0, \min(n, p, s^*) \geq 1 \right\} \geq 1 - \delta,
\]

where \( \mathcal{M}_{u_0}^{n \times p} \) is the set of probability measures in \( \mathbb{R}^{n \times p} \) under which the rows of \( \mathbb{R}^{n \times p} \) are iid \( N(0, \Sigma) \) for some \( \Sigma \) with \( \lambda_{\text{max}}(\Sigma)/\lambda_{\text{min}}(\Sigma) \leq u_0 \) and identical diagonal elements, and \( Q \) is the column normalization mapping given by \( Q(X) = (x_j n^{1/2} / \|x_j\|_2, j \leq p) \).

(c) An estimator \( \hat{\beta} \) is selection consistent if \( \supp(\hat{\beta}) = \supp(\beta) \), and sign-consistent if \( \text{sgn}(\hat{\beta}) = \text{sgn}(\beta) \), with the convention \( \text{sgn}(0) = 0 \) for the sign function.

(d) An estimator has the oracle property if

\[
\hat{\beta} = \hat{\beta}_o, \quad \hat{\beta}_S = (X_S^T X_S)^{-1} X_S^T y, \quad \supp(\hat{\beta}_o) \subseteq S,
\]

where \( S = \supp(\beta) \). The estimator \( \hat{\beta}_o \) is called the oracle LSE.

Remark 1. The standard regularity condition for the classical low-dimensional statistical scenario of \( p \leq n \) is that the rank of \( X \) is \( p \). Definition (1) (b) generalizes this classical regularity condition to allow \( p \gg n \). We may explicitly include the classical situation into the definition of \( \ell_2 \) regularity (that is, require \( \mathcal{X}_{s^*}^{n \times p} \) to contain all column-normalized \( n \times p \) matrices of rank \( p \)) if we confine our discussion to fixed sample conditions. See the last paragraph of this subsection for more discussion.

Remark 2. If we consider a sequence of models in (1) with \( n \to \infty \), then asymptotically an estimator has the oracle property (allowing statistical inference for all linear functionals of \( \beta \)) if

\[
\sup \alpha \ P\{|a^T (\hat{\beta} - \beta_o)^2 > \epsilon \text{Var}(a^T \hat{\beta}_o)\} = o(1) \ \forall \epsilon > 0,
\]

and this is a weaker requirement than (3) because it allows \( \hat{\beta} \) to converge only asymptotically to \( \beta_o \). While this work focuses on the stronger requirement (3) that is easier to interpret in the finite sample situation, the weaker definition has been used in some previous asymptotic analysis.

For \( 0 < r \leq 1 \), the capped-\( \ell_1 \) sparsity condition holds for all vectors with \( \|\beta\|_r \leq R \) as long as \( (R/\lambda_{\text{univ}})^r \leq s^* \).

In the classical statistical scenario of \( p < n \), a standard regularity condition on the design matrix \( X \) is that the rank of \( X \) is \( p \). Definition (1) (b) generalizes this classical regularity condition to \( p \gg n \). For example, \( \inf_{|A| \leq 3s^*} \{\text{rank}(X_A)/|A|\} = 1 \) is \( \ell_2 \) regular. The \( \ell_2 \) notion allows an assessment of the strength of assumptions on \( X \) by random matrix theory without repeating technical statements of more specialized conditions. Moreover, since the \( \ell_2 \) criterion is required to hold for \( (s^*/n) \ln(p/\delta) \leq c_0 \), results based on \( \ell_2 \) regularity condition on \( X \) and matching sparsity condition of \( \beta \) must apply to the case of large \( p \), including \( p \gg n \). Since regularity conditions on \( \beta \) and \( X \) must work together to guarantee their consequences, for simplicity the sparsity level \( s^* \) for \( \ell_2 \) regularity is always understood in the sequel as the \( \ell_0 \) or capped-\( \ell_1 \) sparsity level of \( \hat{\beta} \) given in Definition (1) (a).
Throughout the paper, $X$ and $\beta$ in (1) are treated as deterministic. Since the $\ell_2$ criterion is about the size of $\mathcal{S}^{n \times p}_{\ast}$, it does not imply randomness of $X$. In fact, since the $\ell_2$ criterion is required to hold simultaneously for all $\mu \in \mathcal{M}_{n \times p}$ with the same $\mathcal{S}^{n \times p}_{\ast}$ in $\mathbb{R}^{n \times p}$, an $\ell_2$ regularity condition is weaker than the condition of a random $X$ with distribution $\mu(Q^{-1}())$ for a fixed $\mu \in \mathcal{M}_{n \times p}$ and typically requires a more explicit specification of the matrix class $\mathcal{S}^{n \times p}_{\ast}$. We call the criterion $\ell_2$, since it depends only on the range of the spectrum (the smallest and largest eigenvalues) of $\Sigma$.

The rest of the subsection discusses different forms of $\ell_2$ conditions. Since the meaning of sparsity level is always clear in its proper context, for simplicity we will discuss design matrix conditions without explicitly referring to their sparsity levels.

In what follows, we will briefly explain some $\ell_2$-regularity conditions appeared in the literature. Related conditions have been introduced first in the compressive sensing literature to analyze $\ell_1$-regularized recovery of a sparse $\beta$ from its random projection $X\beta$ with iid $N(0,1)$ entries in $X$. The most well-known of such conditions is the restricted isometry condition (RIP) introduced in (10). In order to explain RIP, we first define the lower and upper sparse eigenvalues as

$$
\kappa_-(m) := \min_{\|u\|_0 \leq m, \|u\|_2 = 1} \|Xu\|_2^2/n, \quad \kappa_+(m) := \max_{\|u\|_0 \leq m, \|u\|_2 = 1} \|Xu\|_2^2/n.
$$

(4)

RIP requires $\delta_k + \delta_{2k} + \delta_{3k} < 1$ with $k = \|\beta\|_0$ and $\delta_m = \max\{\kappa_+(m) - 1, 1 - \kappa_-(m)\}$. A related condition is the uniform uncertainty principle (UUP) $\delta_{2k} + \theta_{2k,k} < 1$ in (9), where $\theta_{k,\ell} = \max(XA^{\top})(XBu_B)/n$ with $A \cap B = \emptyset, |A| = k, |B| = \ell$, and $\|u\|_2 = \|v\|_2 = 1$. For $\ell_1$ regularized estimators, bounds of the optimal order for the $\ell_2$-norm estimation error $\|\hat{\beta} - \beta\|_2$ can be obtained under RIP, UUP, as well as their improvement $\delta_{1.25k} + \theta_{1.25k,k} < 1$ in (7). While the conditions for RIP and UUP are specialized to hold for random designs with covariance matrix $\Sigma = I_{p \times p}$, related conditions using sparse eigenvalues can be defined to fulfill the $\ell_2$ criterion in Definition (1) b); for example the sparse Riesz condition (SRC) $\|\beta\|_0 < \max_m 2m/(1 + \kappa_+(m)/\kappa_-(m))$ in (37) [42], and some other extensions in (44) [41]. These more general conditions are $\ell_2$ regularity conditions by our definition, and they lead to $\ell_2$-norm estimation error bounds of the optimal order for $\ell_1$ regularized estimators. Additional refinements were introduced in the literature, such as the restricted eigenvalue of $\kappa_{\xi} S_m$.

$$
\text{RE}_2 = \text{RE}_2(\xi, S) := \inf_u \left\{ \|Xu\|_2/(\|u\|_2 2n^{1/2}) : \|u_{S^c}\|_1 < \xi \|u_S\|_1 \right\}
$$

where $S = \text{supp}(\beta)$, and the compatibility factor of $\kappa_{\xi} S_m$.

$$
\text{RE}_1 = \text{RE}_1(\xi, S) := \inf_u \left\{ |S|^{1/2}\|Xu\|_2/(\|u_S\|_1 n^{1/2}) : \|u_{S^c}\|_1 < \xi \|u_S\|_1 \right\}.
$$

It can be shown that $\text{RE}_1 \geq \text{RE}_2$ and appropriate sparse eigenvalues imply $\text{RE}_2 > 0$. Therefore both $\text{RE}_2$ and $\text{RE}_1$ are $\ell_2$ regularity conditions. Moreover, for $\ell_1$ regularized estimators, $\text{RE}_1$ provides $\ell_1$-norm estimation and $\ell_2$-norm prediction error bounds of optimal order, and $\text{RE}_2$ provides $\ell_2$-norm estimation bounds of optimal order.

This paper employs an even weaker condition involving a restricted invertibility factor $\text{RIF}_q \ast$ in (14) which is related to the cone invertibility factor $\text{CIF}_q \ast (q \geq 1)$ defined below:

$$
\text{CIF}_q = \text{CIF}_q(\xi, S) := \inf \left\{ |S|^{1/2q}\|X^\top Xu\|_\infty/n\|u\|_q : \|u_{S^c}\|_1 < \xi \|u_S\|_1 \right\}.
$$

(5)
The quantity $\text{CIF}_q$ and its sign-restricted version have appeared in [41], where invertibility factor-based $\ell_q$ error bounds of the form [19] below have been proven to sharpen earlier results for the Lasso and Dantzig selector [9, 33, 3, 41, 39] when $q \in [1, 2]$. Such error bounds are of optimal order [41, 30]. Of special interests are $q \in [1, 2]$ for which the condition $\text{CIF}_q > 0$ on $X$ is $\ell_2$ regular and

$$\text{CIF}_1(\xi, S) \geq \frac{\text{RE}_1^2(\xi, S)}{(1 + \xi)^2}, \quad \text{CIF}_2(\xi, S) \geq \frac{\text{RE}_1(\xi, S)\text{RE}_2(\xi, S)}{(1 + \xi)} \geq \frac{\text{RE}_2^2(\xi, S)}{(1 + \xi)}.$$

Thus, $\text{CIF}_q > 0$ is an $\ell_2$ regularity condition for $q \in [1, 2]$.

A main advantage of using invertibility factor is that for $q > 2$, invertibility factors still yield $\ell_q$ error bounds of optimal order which match results in [44, 41]. However, the sparse and restricted eigenvalues do not yield error bounds of optimal order due to the unboundedness of $\max_{\|u\|_2 = 1}\|u_S\|_q\|u_S\|_1/|S|^{1/q}$ in $|S|$.

We shall point out that different $\ell_2$ regularity conditions are typically not equivalent since different norms are involved in the definitions of different quantities. For instance, in a specific example given in [3, 39], $\text{RE}_1$ and $\text{CIF}_2$, uniformly bounded from away from zero, yield $\ell_1$ and $\ell_2$ error bounds of optimal order respectively, but $\text{RE}_2$ does not.

In the above discussion, we focus on fixed sample conditions like $\text{RE}_2 > 0$ and $\text{CIF}_2 > 0$, which hold when $\text{rank}(X) = p$. These conditions can be directly seen as $\ell_2$ regular from their existing lower bounds for $p > n$ such as those in [3, 41]. The optimality of the order of the error bounds based on such quantities can be also stated as $\ell_2$ regularity conditions by comparing them with sparse eigenvalues. See Remark [7] for more discussion.

### 2.2 Previous Results

Among concave penalties, the $\ell_1$ penalty is the only convex one. Thus, the Lasso ($\ell_1$ regularization) is a special case of [2] with $\rho(t; \lambda) = |t|$ [35, 11]:

$$\hat{\beta}^{(\ell_1)} = \arg\min_{b \in \mathbb{R}^p} \left[ \frac{1}{2n}\|Xb - y\|_2^2 + \lambda\|b\|_1 \right].$$

As a function of $\lambda$, the Lasso path $\hat{\beta} = \hat{\beta}^{(\ell_1)}(\lambda)$ matches that of $\ell_1$ constrained quadratic programming. One may use the homotopy/Lars algorithm to compute the complete Lasso path for $\lambda \in [0, \infty]$ [28, 29, 13] or simply use a standard convex optimization algorithm to compute the Lasso solution for a finite set of $\lambda$. The Dantzig selector, proposed in [9], is an $\ell_1$-minimization method related to the Lasso, which solves

$$\hat{\beta} = \arg\min_{b \in \mathbb{R}^p} \|b\|_1 \quad \text{subject to} \quad \|X^\top(Xb - y)\|_\infty \leq \lambda.$$

It has analytical properties similar to that of Lasso, but can be computed by linear programming rather than quadratic programming as in Lasso. Analytic properties of the Lasso or Dantzig selector have been studied in [21, 17, 26, 30, 38, 40, 9, 6, 38, 43, 27, 8, 22, 44, 39, 7, 41]. A basic story is described in the following two paragraphs.

Under various $\ell_2$ regularity conditions on $X$ and the $\ell_0$ sparsity condition on $\beta$, the Lasso and Dantzig selector control the estimation errors and the dimension of the selected model in the sense

$$\frac{\|X\hat{\beta} - X\beta\|_2^2}{\sigma^2 \ln p} + \frac{\|\hat{\beta} - \beta\|_q^q}{\{(\sigma^2/n) \ln p\}^{q/2}} + \|\hat{\beta}\|_0 = Op(s^*), \ 1 \leq q \leq 2,$$

where $s^*$ is the number of nonzeros of $\beta$.
Compared with the oracle $\hat{\beta}^0$ in (3), the estimation loss of $\hat{\beta}$ is inflated by a factor of no greater order than $\sqrt{\ln p}$, and the size of the selected model is of the same order as the true one. When $\ln(p/n) \asymp \ln p$, it has been proved in [41, 30] that (3) matches the order of the risk of a Bayes estimator for a class of (weak) signals close to zero, so that the order of this loss inflation factor $\sqrt{\ln p}$ is the smallest possible without further assumption on the strength of the signal $\beta$. This inflation factor can be viewed as the cost of not knowing $\text{supp}(\beta)$. Nevertheless, when $\beta$ is strong (in the sense that its minimum nonzero coefficient is not close to zero), then it is possible to achieve the oracle property, which removes the inflation factor. However even in such cases, the logarithmic inflation is still present for the Lasso solution, and it is generally referred to as the Lasso bias; it means that the Lasso does not have the oracle property even when the signal is strong [14, 15]. Nonconvex penalty can be used to remedy this issue. For the Lasso and Dantzig selector, extensions of (3) have been established for capped-$\ell_1$ sparse $\beta$ [13, 44, 41] and for $2 < q \leq \infty$ under certain $\ell_q$ regularity conditions on $X$ [44, 41]. Error bounds of type (3) have been used in the analysis of the joint estimation of the noise level $\sigma^* := \|\varepsilon\|_2^2/n$ and $\beta$ [32, 2, 33, 34]. For example, the scaled Lasso

$$\{\hat{\beta}, \hat{\sigma}\} = \arg\min_{\{b, \sigma\}} \{\|y - Xb\|^2/(2n\sigma) + 2\sqrt{(\ln p)/n}\|b\|_1\}$$

provides $|\hat{\sigma}/\sigma^* - 1| = O_p(|S|/(\ln p)/n)$ along with (3) under $\ell_2$ regularity conditions.

For variable selection, the Lasso is sign consistent in the event

$$\text{sgn}(\hat{\beta}^0_j) = \text{sgn}(\beta_j), \quad \min_{j \in S} |\hat{\beta}^0_j| \geq \theta^*_1 \lambda, \quad \lambda \geq \frac{\sigma \sqrt{(2/n) \ln(p - |S|)}}{(1 - \theta^*_2)_+}, \quad (9)$$

where $\theta^*_1 = \|(X_S^T X_S/n)^{-1} \text{sgn}(\beta_S)\|_\infty$, $\theta^*_2 = \|X_S^T X_S(X_S^T X_S)^{-1} \text{sgn}(\beta_S)\|_\infty$, $S = \text{supp}(\beta)$, and $\hat{\beta}^0$ is the oracle estimator in (3) [29, 36, 48]. Since $\|\hat{\beta}^0 - \beta\|_\infty = O_p(1) \sqrt{(\ln \|\beta\|_0)/n} = o_p(\lambda)$ under mild conditions, $\theta^*_1$ and $\theta^*_2$ are key quantities in (9). For fixed $\kappa_0 < 1$, $\theta^*_2 \leq \kappa_0$ is called the neighborhood stability/strong irrepresentable condition [20, 48]. For $X$ with iid $N(0, \Sigma)$ rows and given $S$, $\theta^*_1$ and $\theta^*_2$ are within a small fraction of their population versions with $\Sigma$ in place of $X^T X/n$ [40]. For random $\beta$ with $\|\beta\|_0 \leq n/\{\|X^T X/p\|_2 \ln p\}$ and uniformly distributed $\text{sgn}(\beta)$ given $\|\beta\|_0$, $\theta^*_1 \leq 2$ and $\theta^*_2 \leq 1 - 1/\sqrt{2}$ with large probability under the incoherence condition $\max_{j \neq k} |x_j^T x_k/n| \leq 1/(\ln p)$ [3]. It is worth mentioning that neither the incoherence condition nor the strong irrepresentable condition is $\ell_2$ regular: in fact they may both fail with $\theta^*_2 \asymp |S|^{1/2}$ and $\min_{j \in S} |\hat{\beta}_j^0| \geq \theta^*_1 \lambda$ even in the classical setting of $X$ being rank $p$. Since $\theta^*_2 \leq 1$ is necessary for the selection consistency of the Lasso under the first two conditions of (3), this means that Lasso is not model selection consistent under $\ell_2$ regularity conditions. In order to achieve model selection consistency under $\ell_2$ regularity, we have to employ a nonconvex penalty in (2).

For sparse estimation, $\ell_0$ penalized LSE corresponds to the choice of $\rho(t; \lambda) = \lambda^2/2I(t \neq 0)$ in (2), and it was introduced in the literature before Lasso. Formally,

$$\tilde{\beta}^{(\ell_0)} = \arg\min_{b \in \mathbb{R}^p} \left[\frac{1}{2n}\|Xb - y\|^2_2 + \frac{\lambda^2}{2}\|b\|_0\right]. \quad (10)$$

This method is important for sparse recovery because with the Gaussian noise model $\varepsilon \sim N(0, \sigma^2 I)$, uniform distribution on support set, and flat distribution of $\beta$ within support, it is a Bayesian procedure for support set recovery. However, this penalty is not easy to work with numerically.
because it is discontinuous at zero. The Lasso can be viewed as a convex surrogate of \( \ell_0 \), but it does not achieve model selection consistency under \( \ell_2 \) regularity, nor does it have the oracle property when the signal is uniformly strong.

Continuous concave penalties other than Lasso have been introduced to remedy these problems. These concave functions approximate \( \ell_0 \) penalty better than Lasso, and thus can remove the Lasso bias problem. Most concave penalties are interpolations between the Lasso and the \( \ell_0 \) penalty. For example the \( \ell_\alpha \) (bridge) penalty \([10]\) with \( 0 < \alpha < 1 \) is equivalent to the choice of \( \rho(t; \lambda) = |t|^\alpha \lambda^{2-\alpha} \{2(1-\alpha)/2-\alpha\}^{1-\alpha} \) in \([2]\). While the bridge penalty is continuous, its derivative is \( \infty \) at \( t = 0 \), which may still cause numerical problems. In fact, the \( \infty \) derivative value means that \( \hat{\beta} = 0 \) is always a local solution of \([2]\) for bridge penalty, which prevents any possibility for the uniqueness of a reasonable local solution among sparse local solutions—a topic which we will investigate in this paper. In order to address this issue, additional penalty functions \( \rho(t; \lambda) \) with finite derivatives at \( t = 0 \) have been suggested in the literature, such as the SCAD penalty \([14]\), and the MCP penalty \([42]\). These penalties can be written in a more general form as \( \rho(t; \lambda) = \lambda^2 \rho(t/\lambda) \) with \( \rho(0) = 0 \) and \( 1-t \leq (d/dt)\rho(t) \leq 1 \) for \( t > 0 \), including the SCAD with \( (d/dt)\rho(t) = 1 \wedge (1 - (t - 1)/(\gamma - 1))_+ \), \( \gamma \geq 2 \), and the MCP with \( (d/dt)\rho(t) = 1 \wedge (1 - t/\gamma)_+ \), \( \gamma \geq 1 \). It can be verified that the \( \ell_\alpha \) penalty for \( 0 \leq \alpha \leq 1 \), the SCAD and MCP are all concave. Another simple concave penalty is \( \rho(t; \lambda) = \min(\lambda^2 \gamma/2, \lambda |t|) \), \( \gamma \geq 1 \), introduced in \([45]\) as capped-\( \ell_1 \) penalty.

The above mentioned nonconvex interpolations of \( \ell_0 \) and \( \ell_1 \) penalties typically gain smoothness over the \( \ell_0 \) penalty and thus allow more computational options. Meanwhile, they may improve variable selection accuracy and gain oracle properties by reducing the bias of Lasso. A more direct way to reduce the bias of Lasso is via the adaptive Lasso procedure \([49]\), which solves the following weighted \( \ell_1 \) regularization problem for some \( \alpha \in (0, 1) \):

\[
\min_{b \in \mathbb{R}^p} \left[ \frac{1}{2n} \| y - Xb \|_2^2 + \lambda \sum_{j=1}^p \hat{w}_j |b_j|^{-\alpha} |b_j| \right],
\]

where \( \hat{w} \) is an estimator of \( \beta \) (for example, the solution of the standard unweighted Lasso with regularization parameter \( \lambda \)). A low-dimensional analysis in \([49]\) showed that the Adaptive Lasso solution can achieve the oracle property asymptotically. A high dimensional analysis of this procedure was given in \([13]\). For variable selection consistency and oracle properties to hold, the adaptive Lasso requires stronger conditions in terms of the minimum signal strength \( \min_{j \in \text{supp}(\beta)} |\beta_j| \) than what is optimal. Specifically, the optimal requirement is \( \min_{j \in \text{supp}(\beta)} |\beta_j| \geq \gamma \lambda_{univ} \) with \( \lambda_{univ} = \sigma \sqrt{(2/n) \ln p} \) for some constant \( \gamma \) that may depend on \( \ell_2 \) regularity condition (also see Eq \([11]\) below), which can be achieved by other procedures \([42, 47]\); however, adaptive Lasso requires \( \min_{j \in \text{supp}(\beta)} |\beta_j| \) to be significantly larger than the optimal order of \( \lambda_{univ} \). This means adaptive Lasso is sub-optimal for sparse estimation problems. We also observe that adaptive Lasso does not directly minimize a concave loss function, and hence it is not an instance of \([2]\). It was later noted that this procedure is only one iteration of using the so-called MM (majorization-minimization) principle to solve \([2]\) with bridge penalty (for example, see \([50]\)). The corresponding MM procedure is referred to as multi-stage convex relaxation in \([45, 47]\). For sparse estimation problem \([2]\) with a penalty \( \rho(t; \lambda) \) that is concave in \( |t| \), this method iteratively invokes the solution of the following reweighted \( \ell_1 \) regularization problem for stage \( \ell = 1, 2, \ldots \), starting with the initial
value of $\hat{\beta}^{(0)} = 0$:

$$\hat{\beta}^{(\ell)} = \arg\min_{b \in \mathbb{R}^p} \left[ \frac{1}{2n} \|Xb - y\|_2^2 + \sum_{j=1}^p \lambda_j^{(\ell)} |b_j| \right],$$

where $\lambda_j^{(\ell)} = \left( \frac{\partial}{\partial t} \rho(t; \lambda) \right)_{t=|\hat{\beta}^{(\ell-1)}_j|} (j = 1, \ldots, p)$. This procedure may be regarded as a multi-stage extension of adaptive Lasso, which corresponds to the stage-2 solution $\hat{\beta}^{(2)}$ with bridge penalty. Unlike results for adaptive Lasso, the results in [45, 47] for the multistage relaxation method allow $\min_{j \in \text{supp}(\beta)} |\hat{\beta}_j|$ to achieve the optimal order of $\lambda_{univ}$, which match those of [42] and improve upon [18]. Moreover, only $\ell = O(\ln(\|\beta\|_0))$ stages is necessary in order to achieve model selection consistency and oracle properties. It is worth pointing out that the multi-stage procedure can also be adapted to work with the Dantzig selector formulation [23].

For large $p$, the global solution of a nonconvex regularization method is hard to compute, so that local solutions are often used instead. Therefore theoretical analysis of nonconvex regularization has so far focused on specific numerical procedures that can find local solutions. For the $\ell_0$ penalty, the penalized loss in (2) is typically evaluated for a subset of the $2^p$ possible models $\text{supp}(b)$ such as those generated in stepwise regression. For smooth concave penalties, iterative algorithms can be used to find local minima of the penalized loss in (2) for a set of penalty levels [19, 50, 45, 4, 25, 47]. For the MCP and other quadratic spline concave penalties, a path following algorithm can be used to find local minima for an interval of penalty levels [42].

Advances have been carried out in the analysis of nonconvex regularization methods in multiple fronts [14, 15, 49, 18, 46, 42, 45, 5]. For concave penalized loss in (2), local minimizers exist with the oracle property [3] under mild conditions [14, 15]. However, it remains unclear whether there exist computationally efficient procedures that can find local minimizers investigated in [14, 15]. For the MCP, the local minima generated by the path following algorithm controls the estimation error and model size in the sense of [3] under an $\ell_2$ regularity condition on $X$ [42]. Under the additional condition

$$\min_{\beta_j \neq 0} |\hat{\beta}_j^2| \geq \gamma \lambda_{univ} \geq \sup \{ t : (\partial/\partial t) \rho(t; \lambda) \neq 0 \} \quad (11)$$

with $\lambda_{univ} = \sigma \sqrt{(2/n) \ln p}$ and a certain constant $\gamma > 1$, the same path following solution has the oracle property [3] and thus the sign-consistency property [42]. Similar results hold for the SCAD and certain other quadratic spline penalties [42]. Under (11) and $\ell_2$ regularity conditions on $X$, the oracle property [3] and model selection consistency has also been established for a specific forward/backward stepwise regression scheme [16] that can be regarded as an approximate $\ell_0$ penalty minimization algorithm. As we have mentioned earlier, the multi-stage relaxation scheme for minimizing (2) also leads to oracle inequality and model selection consistency under (11) and $\ell_2$ regularity conditions on $X$ [45, 47].

While a number of specialized results were obtained for specialized numerical procedures under appropriate conditions, it is not clear what are the relationship among these solutions. For example, it is not clear whether the global solution of (2) is unique and whether it corresponds to solutions of various numerical procedures studied in the literature. This leads to a conceptual gap in the sense that it is not clear whether we should study specific local solutions as in the above mentioned previous work or we should try to solve (2) as accurately as possible (with the hope of finding the global solution). It is worth mentioning that related to this question, oracle inequalities involving
global solutions with nonconvex penalties have been studied in the literature (for example, see related sections in [5]). However, such oracle inequalities do not lead to results comparable to those of [42, 45, 47]. Another relevant study is [20], which showed that in the lower dimensional scenario with $p \leq n$, the global solution of (2) agrees with the oracle estimator $\hat{\beta}^o$ for the SCAD penalty when \( \min_{\beta_j \neq 0} |\hat{\beta}^o_j| \) is sufficiently large, and some other appropriate assumptions hold. However, their analysis does not directly generalize to the more complex high dimensional setting.

The purpose of the remaining of this paper is to present some general results showing that under appropriate $\ell_2$-regularity conditions, the global solution of an appropriate nonconvex regularization method leads to desirable recovery performance; moreover, under suitable conditions, the global solution corresponds to the unique sparse local solution, which can be obtained via different numerical procedures. This leads to a unified view of concave high dimensional sparse estimation methods that can serve as a guideline to develop additional numerical algorithms for concave regularization.

3 High-Level Description of Main Results

As we have discussed in our brief survey, concave regularized methods have been proven to control the estimation error and the dimension of the selected model (8) under $\ell_2$ regularity conditions and possess the oracle property (3) or the sign-consistency property under the additional assumption (11). However, these results are established for specific local solutions of (2) with specific penalties. For $p > n$ it is still unclear if the global minimizer in (2) is identical to these local solutions or controls estimation and selection errors in a similar way. In this paper, we unify the aforementioned results with the global solution of (2). Technical results are rigorously described in Section 4 below. This section explains the main thrust of these results.

We are mainly interested in two situations: $\ell_0$ regularization where $\rho(t; \lambda)$ is discontinuous at $t = 0$, and smooth regularization which is continuous for all $t \geq 0$ and piece-wise differentiable. However, our basic results require only sub-additivity and monotonicity of $\rho(t; \lambda)$ in $t$ in $[0, \infty)$.

We shall first describe assumptions of our analysis in Subsection 4.1. As we have pointed out, the key regularity conditions required in our analysis are expressed in terms of the sparse eigenvalues in (11) or invertibility factors RIF and CIF defined in (14) and (5). For the sake of clarity, we assume that these quantities are all constants, and this requirement is an $\ell_2$ regularity condition. Another condition required by our analysis is called null-consistency, which requires that if $\beta = 0$, then the global minimizer of (2) is achievable at $\hat{\beta} = 0$ (the actual condition, given in Assumption 2 is slightly stronger). Clearly this condition depends both on the matrix $X$ and on the noise vector $\varepsilon$. It is shown in Subsection 4.1 that under the standard sub-Gaussian noise assumption (see Assumption 1), the null-consistency condition is $\ell_2$ regular.

In summary, all assumptions on $X$ needed in our analysis are $\ell_2$ regular; with this in mind, we may examine the main results, which are divided into four subsections.

Subsection 4.2 is concerned with basic properties of global optimal solution of (2) for all subadditive nondecreasing penalties. Theorem 1 gives $\ell_q$-norm error bounds for $\|\hat{\beta} - \beta\|_q$ and a bound of the prediction error $\|X \hat{\beta} - X \beta\|_2$ that are comparable with known results for $\ell_1$ regularization. This means that under appropriate $\ell_2$ regularity conditions, the global solution of concave regularization problems are no worse than the Lasso solution in terms of the order of estimation error. Theorem 2 shows that the global optimal solution of (2) is sparse, and under appropriate $\ell_2$ regularity conditions, the sparsity is of the same order as $\|\beta\|_0$; that is, $\|\hat{\beta}\|_0 = O(\|\beta\|_0)$. Thus, (8) holds for the global solution of (2). Moreover, if the second order derivative of $\rho(t; \lambda)$ with
respect to $t$ is sufficiently small, then the global solution is also the unique sparse local solution of (2). That is if a vector $\tilde{\beta}$ is a local solution of (2) which is sparse: $\|\tilde{\beta}\|_0 = O(\|\beta\|_0)$, then $\tilde{\beta}$ is the global solution of (2). None of these results require that $\min_{i, j \neq 0} |\tilde{\beta}_j^o|$ to be bounded away from zero. Furthermore, since these results require only $\ell_2$ regularity conditions, they apply to the case of $p \gg n$ as long as $s^c(\ln p)/n$ is small.

Subsection 4.3 contains results specifically for $\ell_0$ regularization. First, the global solution of $\ell_0$ regularization is sparse. Moreover, with sub-Gaussian noise, the prediction error bound for $\ell_0$ penalty in Theorem 3 does not depend on properties of the design matrix $X$. This significantly improves upon the corresponding result for general penalties in Theorem 1, which requires a non-trivial RIF condition on the design matrix $X$. If the smallest sparse eigenvalue of $X^\top X/n$ is bounded from below, then we obtain in Theorem 4 the selection consistency for $\ell_0$ regularization under (11), which implies the oracle property.

Subsection 4.4 considers penalties $\rho(t; \lambda)$ which are both left- and right-differentiable, for which one can define (approximate) local solutions that are what numerical optimization procedures compute. Theorem 5 considers the distance between two approximate local solutions. An immediate consequence of the result says that under appropriate assumptions, if $(\partial / \partial t)\rho(t; \lambda) = 0$ when $t$ is sufficiently large, then there is a unique sparse local solution of (2) that corresponds to the oracle least squares solution $\tilde{\beta}^o$ under (11). Therefore the unique local solution has the oracle property. Moreover, this unique local solution has to be the global optimal solution according to Theorem 2.

While Theorem 5 shows that it is possible for a penalty that is not second order differentiable to have a unique sparse local solution, it requires the condition (11) for such penalties. In contrast, with a second order differentiable concave penalty, condition (11) is not needed in Theorem 5 for sparse local solutions to be unique. This suggests an advantage for using smooth concave penalties which may lead to fewer local solutions under certain conditions. Theorem 6 gives sufficient conditions under which the global optimal solution of (2) achieves model selection consistency. These sufficient conditions generalize the irrepresentable condition (9) for the model selection consistency of Lasso. However, unlike the irrepresentable condition for Lasso, which is not an $\ell_2$ regularity condition, for a concave penalty where $(\partial / \partial t)\rho(t; \lambda)$ is small for sufficiently large $t$, the generalized irrepresentable condition required in Theorem 6 automatically holds when $\min_{i, j \neq 0} |\tilde{\beta}_j^o|$ is not too small. Moreover, for appropriate nonconvex penalties, it is possible to achieve a selection threshold of optimal order as in (11).

Note that results in Subsection 4.4 show that if one can find a local solution of (2) and the solution is sparse, then under appropriate conditions, it is the global solution of (2) and it is close to the oracle least squares solution $\tilde{\beta}^o$. It is possible to design numerical procedures that find a sparse local solution of (2). For such a procedure, results of Subsection 4.4 directly applies. Subsection 4.5 further develops along this line of thinking. Theorem 7 shows that if a local solution is also an approximate global solution, then it is sparse. This fact can be combined with results in Subsection 4.4 to imply that under appropriate conditions, this particular local solution is the unique sparse local solution (which is also the global solution). Moreover, such a solution can be obtained via Lasso followed by gradient descent, as it can be shown that Lasso is a sufficiently accurate approximate global solution of (2) for the result to apply.

Our results essentially imply the following: under appropriate $\ell_2$ regularity conditions, plus appropriate assumptions on the penalty $\rho(t; \lambda)$, procedures considered earlier such as MCP [42] or multi-stage convex relaxation [19, 50, 45] give the same local solution that is also the global minimizer of (2). Moreover, other procedures (such as Lasso followed by gradient descent) can be
designed to obtain the same solution. Therefore these results present a coherent view of concave regularization by unifying a number of earlier approaches and by extending a number of previous results. This unified theory presents a more satisfactory treatment of concave high dimensional sparse estimation procedures.

4 Technical Statements of the Main Results

This section describes in detail our new technical results characterizing the global and local optimal solutions of (2) under different regularization conditions. Before going into the main results, we will specify some assumptions and definitions required in our analysis.

4.1 General Assumptions and Definitions

In this subsection, we describe and discuss general conditions imposed in the rest of the paper.

We first consider conditions on the regularizer \( \rho(t; \lambda) \). We assume throughout the sequel the following conditions on the penalty function:

(i) \( \rho(0; \lambda) = 0 \);

(ii) \( \rho(-t; \lambda) = \rho(t; \lambda) \);

(iii) \( \rho(t; \lambda) \) is non-decreasing in \( t \) in \([0, \infty)\);

(iv) \( \rho(t; \lambda) \) is subadditive with respect to \( t \), \( \rho(x + y; \lambda) \leq \rho(x; \lambda) + \rho(y; \lambda) \) for all \( x, y \geq 0 \).

This family of penalties is closed under the summation and maximization operations and includes all functions increasing and concave in \(|t|\). Although we are mainly interested in the case where \( \rho(t; \lambda) \) is concave in \(|t|\), all of our results hold under the above specified weaker conditions, sometimes with side conditions such as the monotonicity of \( \rho(t; \lambda)/t \) for \( t > 0 \) and the continuity of \( \rho(t; \lambda) \) at \( t = 0 \). Therefore we will mention explicitly when such side conditions are needed.

We are particularly interested in the \( \ell_0 \) regularization \( \rho(t; \lambda) = (\lambda^2/2)I(t \neq 0) \) which is discontinuous at \( t = 0 \). In addition, we are interested in regularizer \( \rho(t; \lambda) \) that is continuous in \( t \geq 0 \) and piece-wise differentiable. With such regularizers, local solutions of (2) can be defined as solutions with gradient zero. A local solution can be obtained using standard numerical procedures such as gradient descent.

Given a regularizer \( \rho(t; \lambda) \) and any fixed \( \lambda > 0 \), we define the threshold level of the penalty as

\[
\lambda^* := \inf_{t > 0}\{t/2 + \rho(t; \lambda)/t\}.
\] (12)

The quantity \( \lambda^* \) is a function of \( \lambda \) that provides a natural normalization of \( \lambda \). We call \( \lambda^* \) the threshold level since \( \arg\min_t\{(z - t)^2/2 + \rho(t; \lambda)\} = 0 \) iff \(|z| \leq \lambda^* \). This can be easily seen from

\[
(z - t)^2/2 + \rho(t; \lambda) - z^2/2 = t\{t/2 + \rho(t; \lambda)/t - z\}.
\]

If \( \rho(t; \lambda) \) is continuous at \( t = 0 \) and concave in \( t \in (0, \infty) \), then \( \lambda^* \leq \lim_{t \to +0}\{\partial/\partial t\} \rho(t; \lambda) \). For simplicity, we may also require that \( \rho(t; \lambda) \) be chosen such that \( \lambda^* = \lambda \), which holds for the penalties discussed in Subsection 2.2, such as \( \ell_0 \), bridge, SCAD, MCP, and capped-\( \ell_1 \) penalties.

In the following and in the proofs, we will use the short-hand notation

\[
\|\rho(b; \lambda)\|_1 = \sum_{j=1}^p \rho(b_j; \lambda), \quad \forall \ b = (b_1, \ldots, b_p)\top.
\]
Remark 4. The trivial bound for the capped-penalties. The spline fit of \( \max(\|x\|_q) \) is increasing in \( q \) for simplicity. Our analysis also depends on the sparse eigenvalues defined in (4) and the restricted invertibility factor defined as follows.

**Definition 3.** The following quantity bounds a general penalty via \( \ell_1 \) penalty for sparse vectors:

\[
\Delta(a, k; \lambda) = \sup \left\{ \|\rho(b; \lambda)\|_1 : \|b\|_1 \leq ak, \|b\|_0 = k \right\}.
\]  

(13)

**Proposition 1.** Let \( \rho^*(t; \zeta) = \zeta |t| + (\zeta - |t|)/2 \). Let \( \lambda^* \) be as in (12). Then,

\[
\min \left\{ \lambda^* |t|/2, (\lambda^*)^2/2 \right\} \leq \rho(t; \lambda) \leq \rho^*(t; \lambda^*), \\
\Delta(a, k; \lambda) \leq k\rho^*(a; \lambda^*) \leq k\max(a, 2\lambda^*)^{\lambda^*}.
\]

**Remark 3.** It follows from Proposition 1 that given a threshold level \( \lambda^* \), all penalty functions satisfying general conditions (i)-(iv) are bounded by a capped-\( \ell_1 \) penalty from below and the maximum of the \( \ell_0 \) and \( \ell_1 \) penalties from above, up to a factor of 2. The function \( \rho^*(t; \zeta) \) is a convex quadratic spline fit of \( \max(\zeta^2/2, \zeta |t|) \), the maximum of the \( \ell_0 \) and \( \ell_1 \) penalties with threshold level \( \zeta \).

**Remark 4.** A trivial upper bound is \( \Delta(a, k; \lambda) \leq k\max_t \rho(t; \lambda) \), which is useful only for bounded penalties. The \( \ell_\infty \) bound \( \rho(t; \lambda) \leq \gamma^* \lambda^2 \) holds with \( \gamma^* = 1/2 \) for the \( \ell_0 \) penalty, \( \gamma^* = \gamma/2 \) for the capped-\( \ell_1 \) penalty and MCP, and \( \gamma^* = (1 + \gamma)/2 \) for the SCAD penalty. If \( \rho(t; \lambda) \) is concave in \( t \in [0, \infty) \), then \( \Delta(a, k; \lambda) \leq k\rho(a; \lambda) \) by the Jensen inequality. For \( a \geq 2\lambda^* \), \( \Delta(a, k; \lambda) \leq a\lambda^*k \) matches the trivial bound for the \( \ell_1 \) penalty, for which \( \lambda = \lambda^* \).

Next, we consider conditions on the design matrix \( X \). Recall that \( X \) is column normalized to \( \|x_j\|_2^2 = n \) for simplicity. Our analysis also depends on the sparse eigenvalues defined in (4) and the restricted invertibility factor defined as follows.

**Definition 3.** For \( q \geq 1 \), \( \xi > 0 \) and \( S \subset \{1, \ldots, p\} \), we define the restricted invertibility factor as

\[
\text{RIF}_{q}(\xi, S) = \inf \left\{ \frac{|S|^{1/q} \|X^TXu\|_\infty}{n \|u\|_q} : \|\rho(u_S; \lambda)\|_1 < \xi \|\rho(u_S; \lambda)\|_1 \right\}.
\]

(14)

The restricted invertibility factor is the quantity needed to separate conditions on \( X \) and \( \xi \) in our analysis. For \( 1 \leq q \leq 2 \), sparse eigenvalues can be used to find lower bounds of \( \text{RIF}_{q}(\xi, S) \).

**Proposition 2.** Let \( \text{CIF} \) be as in (3). If \( t/\rho(t; \lambda) \) is increasing in \( t \in (0, \infty) \), then

\[
\text{RIF}_{q}(\xi, S) \geq \inf_{|A| = |S|} \text{CIF}_{q}(\xi, A).
\]

(15)

**Remark 5.** For the \( \ell_1 \) penalty, \( \text{RIF}_{q} = \text{CIF}_{q} \). If \( \rho(t; \lambda) \) is concave in \( t \in [0, \infty) \), then \( t/\rho(t; \lambda) \) is increasing in \( t \). Thus, Proposition 2 is applicable to all penalty functions discussed in Subsection 2.2, including the \( \ell_0 \), bridge, SCAD, MCP, and capped-\( \ell_1 \) penalties.

**Remark 6.** The \( \text{CIF} \) can be uniformly bounded from below in terms of sparse eigenvalues:

\[
\text{CIF}_{q}(\xi, S) \geq \frac{\left\{ 1 \leq q \leq 2 \right\} \left\{ \kappa_-(k + \ell) - (\xi/2)(k/\ell)^{1/2} \kappa_+(k + 5\ell) \right\}}{(1 + \xi)^{2/q - 1}(1 + \xi^2k/(4\ell))^{1 - 1/q}(1 + \ell/k)^{1/2}},
\]

(16)

for all \( 1 \leq \ell \leq (p - |S|)/5 \) by Proposition 5 and (21) in [41], where \( k = |S| \), and \( \kappa_-(m) \) and \( \kappa_+(m) \) are as in [4]. For example, if we take \( \xi = 2 \) and \( \ell = 2k \) and \( q = 2 \), then

\[
\text{CIF}_{2}(\xi, S) \geq \left\{ \kappa_-(3k) - \kappa_+(11k)/\sqrt{2} \right\}/\sqrt{4.5}.
\]
Moreover, (18) holds with no smaller probability than $N$.

Remark 7. It follows from Proposition 3 and Remark 6 that conditions $\text{RIF}_q(\xi, S) > 0$ and $1/\text{RIF}_q(\xi, S) = O(1)$ are both $\ell_2$-regularity conditions on $X$ for $1 \leq q \leq 2$. Moreover, $\text{rank}(X) = p$ implies $\text{RIF}(\xi, S) > 0$. To check the $\ell_2$ regularity of these conditions, we suppose that the rows of $X$ are iid from $N(0, \Sigma)$ with all eigenvalues of $\Sigma$ in $[c_1, c_2] \subset (0, \infty)$. Then, $c_2 / 2 \leq \kappa_-(m)$ and $\kappa_+(m) \leq 2c_2$ with at least probability $1 - \delta \in [0,1]$ for $m \leq c_3 n / \ln(p/\delta)$ for a certain $c_3 > 0$. Let $c_4 = \{c_1/(c_2)^2\}^2$.

In this event, setting $k = s^*$ and $\ell = (m - s^*)/5$ in (16) yields
\[
\min_{|S| \leq s^*} \text{RIF}_2(\xi, S) \geq \min_{|S| \leq s^*} \text{CIF}_2(\xi, S) \geq (c_1/4) / \sqrt{(1 + \xi^2 c_4/4)(1 + 1/c_4)}
\]
when $5s^*/(m - s^*) < c_4$ for some $m \leq c_3 n / \ln(p/\delta)$, which holds when $(s^*/n) \ln(p/\delta) \leq c_3/(1 + 5/c_4)$.

Finally, we consider conditions on the error vector.

Assumption 1. An error vector $\varepsilon$ is sub-Gaussian with noise level $\sigma$ if for all $t \geq 0$:
\[
P(|u^\top \varepsilon| > \sigma t) \leq \exp(-t^2 / 2)
\]
for all vector $u$ with $\|u\|_2 = 1$ and
\[
P(|\|P_A \varepsilon\|_2/|A|^{1/2} > \sigma(1 + t)) \leq \exp(-|A|t^2 / 2)
\]
for all subsets $A \subset \{1, \ldots, p\}$, where $P_A$ is the orthogonal projection to the range of $X_A$ (that is, $P_A = X_A X_A^\top$, where $X_A^\top$ is the Moore-Penrose generalized inverse of $X_A$).

The above sub-Gaussian condition holds with $\varepsilon \sim N(0, \sigma^2 I_{n \times n})$. It is equivalent to the more common version of the sub-Gaussian condition $E e^{v^\top \varepsilon/\sigma'} \leq e^{\|v\|^2/2}$ for all vectors $v$ and a constant $\sigma'$ of the same order as $\sigma$. As we have mentioned in Section 3, what we really need is a null-consistency condition, which we give below. The sub-Gaussian condition will be used to verify the null consistency condition.

Assumption 2. Let $\eta \in (0, 1]$. We say that the regularization method (8) satisfies the $\eta$ null-consistency condition if the following equality holds:
\[
\min_{b \in \mathbb{R}^p} \left( \|\varepsilon - X b\|_2^2/(2n) + \|\rho(b; \lambda)\|_1 \right) = \|\varepsilon/\eta\|_2^2/(2n).
\]

Remark 8. Given $\eta = 1$, the null-consistency condition means that if $\beta = 0$, then the global minimizer of (8) is achievable at $\beta = 0$. This requirement is clearly necessary for the global minimizer of (8) to satisfy the error bound (17) in Theorem 1 below for $|S| = 0$. Here, we also allow a slightly stronger condition with $\eta < 1$, which requires $\hat{\beta} = 0$ for $\beta = 0$ when the noise $\varepsilon$ is proportionally inflated by $1/\eta$.

Proposition 3. Suppose that $\varepsilon$ is sub-Gaussian with noise level $\sigma$, $0 < \delta \leq 1$ and $\zeta_0 > 0$. Suppose $\rho(t; \lambda) \geq ((\lambda^*)^2/2) \wedge (\lambda^*|t|)$ with $\lambda^* \geq (1 + \zeta_0) (\sigma/\eta)n^{-1/2} (1 + \sqrt{2 \ln(2p/\delta)})$. Then, (8) satisfies the $\eta$ null-consistency condition with at least probability $2 - e^{\delta^2/2} - \exp(-n(1 - 1/\sqrt{2})^2)$, provided that
\[
\max \left\{ \lambda_{\text{max}}^{1/2}(X_B^\top P_A X_B/n) : \begin{array}{l} B \cap A = \emptyset, |A| = \text{rank}(P_A) = |B| = k, \hfill \\
 k(1 + \zeta_0)^2 (1 + \sqrt{2 \ln(2p/\delta)})^2 \leq 2n \end{array} \right\} \leq \zeta_0.
\]
Moreover, (18) holds with no smaller probability than $1 - \delta^4/(16p^2)$ if the rows of $X$ are iid from $N(0, \Sigma)$ and $\sqrt{3} \lambda_{\text{max}}^{1/2}(\Sigma) \leq \zeta_0(1 + \zeta_0)$. This means that under the sub-Gaussian condition on $\varepsilon$, the $\eta$ null-consistency is an $\ell_2$-regularity condition.
Remark 9. The condition \( \rho(t; \lambda) \geq \min \left( \frac{1}{2}, \frac{\lambda|t|}{\lambda^*} \right) \) holds for the \( \ell_0 \), \( \ell_1 \), SCAD, and capped \( \ell_1 \) penalties, so that Proposition \( \text{[1]} \) is directly applicable with \( \lambda = \lambda^* \). In general, the condition of Proposition \( \text{[1]} \) holds for all penalties considered in this paper when the threshold level in \( (12) \) satisfies \( \lambda^* \geq 2(1 + \zeta_0)(\sigma/\eta)n^{-1/2}(1 + \sqrt{2\ln(2p/\delta)}) \), in view of the lower bound of \( \rho(t; \lambda) \) in Proposition \( \text{[1]} \). For \( \ell_0 \) and \( \ell_1 \) penalties, we may set \( \zeta_0 = 0 \) in Proposition \( \text{[1]} \) (the extra condition \( (18) \) is not necessary). The simplified condition for \( \ell_0 \) penalty is explicitly given in Theorem \( \text{[2]} \). For the \( \ell_1 \) penalty, the \( \eta \) null consistency condition is equivalent to \( \|X^\top \varepsilon\|_\infty \leq \eta n \).

4.2 Basic Properties of the Global Solution

We now turn our attention to the global solution of \( (2) \) with a general subadditive nondecreasing regularizer \( \rho(t; \lambda) \). We first consider the estimation of \( X\beta \) and \( \beta \).

Theorem 1. Let \( S = \text{supp}(\beta) \), \( \beta \) be as in \( (2) \), \( \lambda^* \) as in \( (12) \), and \( \text{RIF}_q(\xi, S) \) as in \( (14) \). Consider \( \eta \in (0, 1) \), and \( \xi = (\eta + 1)/(1 - \eta) \), and assume that \( (17) \) holds. Then for all \( q \geq 1 \):

\[
\|\hat{\beta} - \beta\|_q \leq (1 + \eta)\lambda^*|S|^{1/q}/\text{RIF}_q(\xi, S),
\]

and with \( a_1 = (1 + \eta)/\text{RIF}_1(\xi, S) \) and \( \Delta(a, k; \lambda) \) in \( (13) \),

\[
\|X\hat{\beta} - X\beta\|^2_2/n \leq 2\xi \Delta(a_1 \lambda^*, |S|; \lambda) \leq 2\xi(1 + 2)(\lambda^*)^2|S|.
\]  

(20)

By using the bound \( \Delta(a_1 \lambda^*, |S|; \lambda) \leq |S| \max_t \rho(t; \lambda) \), we obtain the following corollary.

Corollary 1. Consider penalties \( \rho(t; \lambda) \) indexed by the threshold level; \( \lambda^* = \lambda \) in \( (12) \). Suppose that the \( \eta \) null consistency condition \( (17) \) holds. Let \( S = \text{supp}(\beta) \) and \( \gamma^* = \max_t \rho(t; \lambda)/\lambda^2 \). Then,

\[
\|X\hat{\beta} - X\beta\|^2_2/n \leq 2\{(1 + \eta)/(1 - \eta)\}\gamma^*\lambda^2|S|.
\]

In particular, \( \gamma^* = 1/2 \) for the \( \ell_0 \) penalty \( \rho(t; \lambda) = (\lambda^2/2)I(t \neq 0) \), \( \gamma^* = \gamma/2 \) for the capped-\( \ell_1 \) penalty \( \rho(t; \lambda) = (\lambda^2\gamma/2) \land (\lambda|t|) \) and the MCP \( \rho(t; \lambda) = \lambda \int_0^{|t|}(1 - x/|\gamma|)dx \), and \( \gamma^* = (1 + \gamma)/2 \) for the SCAD penalty \( \rho(t; \lambda) = \lambda \int_0^{|t|}\min\{1, (1 - (|x|/(\lambda - 1))/|\gamma - 1|)\}dx \).

Remark 10. It is worthwhile to note that the prediction error bound in Corollary \( \text{[4]} \) does not depend on \( X \), provided that penalty is large enough to guarantee null consistency. For the \( \ell_0 \) penalty, the null consistency requires only \( \|x_j\|^2_2 = \sqrt{n} \|X \|_2 \) on \( X \), which we assume anyway. For other concave penalties in Corollary \( \text{[4]} \) we are only able to provide null consistency in Proposition \( \text{[5]} \) under a mild condition on the upper eigenvalue of \( X_B^\top P_A X_B/n \), but not on the sparse lower eigenvalue of the Gram matrix.

Next we provide an upper bound for the sparseness of \( \beta \) based on Theorem \( \text{[4]} \) and the maximum sparse eigenvalue \( \kappa_+(m) \). We denote by \( \rho(t; \lambda) = (\partial/\partial t)\rho(t; \lambda) \) any value between the left- and right- derivatives of \( \rho(\cdot; \lambda) \) and assume the left- and right-differentiability of \( \rho(\cdot; \lambda) \) whenever the notation \( \dot{\rho}(t; \lambda) \) is invoked. For example, if \( \rho(t; \lambda) = \lambda|t| \), then \( \dot{\rho}(0^\pm; \lambda) = \pm \lambda \) and \( \dot{\rho}(0; \lambda) \) can be any value in \([-\lambda, \lambda] \) (which in all of our results, can be chosen as the most favorable value unless explicitly mentioned otherwise).
Theorem 2. Let \( \{S, \hat{\beta}, \lambda^*, \eta, \xi, a_1\} \) and \( \Delta(a, k; \lambda) \) be as in Theorem 1, and \( \hat{S} = \text{supp}(\hat{\beta}) \). Suppose that (17) holds. Consider \( t_0 \geq 0 \) and integer \( m_0 \geq 0 \) satisfying \( m_0 = 0 \) for \( t_0 = 0 \) and
\[
\sqrt{2\xi^2(m_0)}\Delta(a_1 \lambda^*, |S|; \lambda)/m_0 + \|X^T \varepsilon / n\|_{\infty} < \inf_{0<s<t_0} \rho(s; \lambda)
\]
for \( t_0 > 0 \). Then,
\[
|\hat{S} \setminus S| < m := m_0 + \lfloor \xi \Delta(a_1 \lambda^*, |S|; \lambda)/\rho(t_0; \lambda) \rfloor.
\]

The \( \eta \) null consistency implies \( \|X^T \varepsilon / n\|_{\infty} \leq \eta \lambda^* \) by Lemma 1 in Section 5. If \( \rho(t; \lambda) \) is concave in \( t > 0 \), then the right-hand side of (21) can be replaced by \( \hat{\rho}(t_0; \lambda) \) and \( \rho(t_0; \lambda) \geq t_0 \hat{\rho}(t_0; \lambda) \). These facts give the following corollary for \( \ell_\infty \) bounded and \( \ell_1 \) penalties.

Corollary 2. (i) Let \( \rho(t; \lambda) \) and \( \gamma^* \) be as in Corollary 1. Suppose (2) is \( \eta \) null consistent in the sense of (17) and \( \hat{\rho}(a_0 \lambda; \lambda) \geq \lambda(1-a_1/\gamma) \) for some \( a_0 > 0 \) and \( a_1 \geq 0 \). If \( m_0 = \alpha|S| \) is an integer and \( 2\gamma^* \kappa_+(a|S|)/\alpha < (1-a_1/\gamma-\eta)^2(1-\eta)/(1+\eta) \), then
\[
|\hat{S} \setminus S| < m := \left( \alpha + \frac{\gamma^*/a_0}{1-a_1/\gamma} \right)|S|.
\]

(ii) Let \( \hat{S}^{(\ell_1)} = \text{supp}(\hat{\beta}^{(\ell_1)}) \) with the Lasso (7) and \( \text{CIF}_q \) as in (6). In the event \( \|X^T \varepsilon / n\|_{\infty} \leq \eta \lambda \),
\[
\frac{2\kappa_+(a|S|)/\alpha}{\text{CIF}_1((1+\eta)/(1-\eta), S)} < \frac{(1-\eta)^3}{(1+\eta)^2} \Rightarrow |\hat{S}^{(\ell_1)} \setminus S| < m := \alpha|S|.
\]

Remark 11. Theorem 2 and Corollary 2 imply that the global solution \( \hat{\beta} \) in (2) is sparse under appropriate assumptions. For \( \ell_0 \) regularization, we may take \( m_0 = t_0 = 0 \) with the convention \( \kappa_+(0)/0 = 0 \) in (22). The Lasso also satisfies the dimension bound \( |\hat{S} \setminus S| < m \vee 1 \) under the \( \text{SRC} \): \( \{\kappa_+(m+|S|)/\kappa_-(m+|S|)-1\}/(2-2a_0) \leq m/|S| \) with an \( a_0 \in (0,1) \), provided that \( \lambda \geq (1+o(1))\{\kappa_+^{1/2}(m)/a_0\}^{\eta}(2/m)\ln p \). An advantage of (24) is to allow an \( \alpha \) not dependent on the upper sparse eigenvalue of the design for sub-Gaussian \( \varepsilon \).

Remark 12. Let \( \kappa^* = \sup_{0<s<t}\{\rho(t; \lambda) - \hat{\rho}(s; \lambda)\}/(s-t) \) be the maximum concavity of the penalty. Suppose \( \kappa_-(|S|+m+m-2) > \kappa^* \). Then, the penalized loss \( L_\lambda(b) \) in (4) is convex in all models \( \text{supp}(b) = A \) with \( |A \setminus S| \leq m+m-2 \). This condition has been called sparse convexity. If \( m \) is as in (23) or (24) and \( \hat{\beta} \) is a local solution of (2) with \( \#\{j \notin S : \hat{\beta}_j \neq 0\} < m \), then the local solution must be identical to the global solution.

Remark 13. Consider penalties with \( \lambda^* = \lambda \) which hold for all penalties discussed in Subsection 2.2. Let \( \eta \in (0,1) \) and \( \lambda_* > 0 \) be fixed. Suppose Theorem 2 or Corollary 2 is applicable with \( m \leq \alpha^*|S| \) for a fixed constant \( \alpha^* \) and all \( \lambda \geq \lambda_* \). Suppose in addition \( \hat{\rho}(t; \lambda) \) is continuous in \( 1/\lambda \in [0,1/\lambda_*] \) uniformly in bounded sets of \( t \). Under the sparse convexity condition \( \kappa_-(|S|+m-1) \geq \kappa_+ > 0 \), with the maximum concavity \( \kappa^* \) in Remark 12, the global solution forms a continuous path in \( \mathbb{R}^p \) as a function of \( 1/\lambda \geq 1/\lambda_* \). This path is identical to the output of the path following algorithm in (42) if it starts with \( \hat{\beta} = 0 \) at \( 1/\lambda = 0 \). We will show in Theorem 7 that gradient algorithms beginning from the Lasso may also yield the global solution under the sparse convexity condition.
As a simple working example to illustrate Corollaries 1 and 2, we consider the capped-$\ell_1$ penalty explicitly given in Corollary 1. Let $a_0 = \gamma/2$ in Corollary 2. We find

$$\|X\tilde{\beta} - X\beta\|^2_2/n \leq \lambda^2|S|\gamma(1 + \eta)/(1 - \eta),$$

$$\gamma\kappa_+(\alpha|S|) \leq \alpha(1 - \eta)^3/(1 + \eta) \Rightarrow |\hat{S} \setminus S| < (\alpha + 1)|S|.$$ 

The MCP, also explicitly given in Corollary 1, provides the same prediction bound and

$$\gamma\kappa_+(\alpha|S|) \leq \alpha(2/3 - \eta)^2(1 - \eta)/(1 + \eta) \Rightarrow |\hat{S} \setminus S| < (\alpha + 9/4)|S|$$

by the same calculation with $a_0 = \gamma/3$. Note that generally speaking, unless stronger conditions are imposed, Theorem 2 only implies that $|\hat{S} \setminus S| = O(|S|)$ but not $|\hat{S} \setminus S| = 0$ required for model selection consistency. The model selection consistency will be studied later in the paper.

### 4.3 The Global Solution of $\ell_0$ Regularization

This subsection considers the global optimal solution $\hat{\beta}^{(\ell_0)}$ of $\ell_0$ regularization in (10). Our first result says that under appropriate conditions, this solution is sparse.

**Theorem 3.** If for all $b \in \mathbb{R}^p$: $\varepsilon^\top Xb \leq \lambda\eta\sqrt{n}\|b\|_0\|X\beta\|_2$ for some $\eta < 1$, then (10) satisfies the $\eta$ null-consistency condition. It implies that the global optimal solution of (10) satisfies

$$\|\hat{\beta}^{(\ell_0)}\|_0 \leq \frac{1 + \eta^2}{1 - \eta^2}\|\beta\|_0, \quad \|X\hat{\beta}^{(\ell_0)} - X\beta\|_2^2 \leq \frac{(1 + \eta)\lambda^2\|\beta\|_0}{1 - \eta}.$$ 

We also have the following result about model selection quality for $\ell_0$ regularization.

**Theorem 4.** Assume that the assumption of Theorem 3 holds. Let $s = 2\|\beta\|_0/(1 - \eta^2)$ and $\hat{\beta}^\circ$ be as in (3). Suppose $\|X^\top (P_S\varepsilon - \varepsilon)\|_\infty/n \leq \sqrt{2\kappa_-(s)}\lambda$, where $P_S$ is the orthogonal projection to the range of $X_S$. Let $S = \text{supp}(\beta)$, $\delta^o = \#\{j \in S : |\hat{\beta}^o_j| < \lambda\sqrt{2/\kappa_-(s)}\}$, and $\hat{S} = \text{supp}(\hat{\beta}^{(\ell_0)})$. Then,

$$|S - \hat{S}| + 0.5|\hat{S} - S| \leq 25\delta^o, \quad \|X(\hat{\beta}^{(\ell_0)} - \hat{\beta}^\circ)\|_2^2 \leq 2\lambda^2\delta^o.$$ 

If the error $\varepsilon$ is sub-Gaussian in the sense of Assumption 1, then the condition of Theorems 3 and 4 holds with at least probability $2 - e^\delta$ for $\lambda \geq (\sigma/\eta)(1 + \sqrt{2\ln(p/\delta)})/\sqrt{n}$. Theorem 4 implies that model selection consistency can be achieved if the condition $\min_{j \in \text{supp}(\beta)} |\hat{\beta}^o_j| \geq \lambda/\sqrt{\kappa_-(s)}$ holds, which implies that $\delta^o = 0$.

### 4.4 Approximate Local Solutions

We have shown in Theorem 2 that under appropriate conditions, the global solution of (2) is sparse. If $\rho(t; \lambda)$ is both left- and right-differentiable, one can define the concept of local solution as follows. Given an excess $\nu \geq 0$, a vector $\beta \in \mathbb{R}^p$ is an approximate local solution of (2) if

$$\|X^\top (X\beta - y)/n + \hat{\rho}(\beta; \lambda)\|_2^2 \leq \nu.$$ 

This $\beta$ is a local solution if $\nu = 0$. Note that by convention, $\hat{\rho}(t; \lambda)$ can be chosen to be any value between $\hat{\rho}(t_-; \lambda)$ and $\hat{\rho}(t_+; \lambda)$ to satisfy the equation. In this subsection, we provide estimates of distances between approximate local solutions and use them to prove the equality of oracle
approximate local and global solutions of \([2]\). This gives the selection consistency of the global solution studied in Subsection 4.2. The oracle LSE is considered as an approximate local solution. In addition, we define a sufficient condition for the existence of a sign consistent local solution which generalizes the irrepresentable condition for Lasso selection and becomes an \(\ell_2\) regularity condition on \(X\) for a broad class of concave penalties.

We first provide estimates of distances between approximate local solutions. We use the following function \(\theta(t, \kappa)\) to measure the degree of nonconvexity of a regularizer \(\rho(t; \lambda)\) at \(t \in \mathbb{R}\).

**Definition 4.** For \(\kappa \geq 0\) and \(t \in \mathbb{R}\), define

\[
\theta(t, \kappa) := \sup_{s} \{-\text{sgn}(s-t)(\rho(s; \lambda) - \rho(t; \lambda)) - \kappa|s-t|\}.
\]

Moreover, given \(u = (u_1, \ldots, u_p)\top \in \mathbb{R}^p\), we let \(\theta(u, \kappa) = [\theta(u_1, \kappa), \ldots, \theta(u_p, \kappa)]\).

We are mostly interested in values of \(\theta(t, \kappa)\) that achieves zero. We note that \(\theta(t, \kappa) = 0\) for convex \(\rho(t, \lambda)\) with \(\kappa \geq 0\). More generally, let \(\kappa^*\) be the maximum concavity as in Remark \([12]\). Then, \(\theta(t, \kappa) = 0\) for all \(t\) iff \(\kappa \geq \kappa^*\).

For \(\hat{\rho}(t+; \lambda) < \hat{\rho}(t-; \lambda)\), \(\theta(t, \kappa) > 0\) for all finite \(\kappa\). However, we only need \(\theta(t, \kappa) = 0\) for a proper set of \(t\) in our selection consistency theory. As an example, for \(\kappa = 2/\gamma\), the capped-\(\ell_1\) penalty \(\rho(t; \lambda) = \min(\gamma \lambda t^2/2, \lambda|t|)\) gives \(\theta(t, \kappa) = 0\) when either \(t = 0\) or \(|t| \geq \gamma \lambda\).

The following theorem shows that under appropriate assumptions, two sparse approximate local solutions \(\tilde{\beta}^{(1)}\) and \(\tilde{\beta}^{(2)}\) are close.

**Theorem 5.** Let \(\tilde{\beta}^{(j)}\) be approximate local solutions with excess \(\nu^{(j)}\) and \(\Delta = \tilde{\beta}^{(1)} - \tilde{\beta}^{(2)}\). Let \(\kappa_{\pm}(\cdot)\) be the sparse eigenvalues in \([4]\) and \(\bar{S}^{(j)} := \text{supp}(\tilde{\beta}^{(j)})\). Consider any \(S \subset \{1, \ldots, p\}\) with \(k = |S|\), integer \(m\) such that \(m + k \geq |\bar{S}^{(1)} \cup \bar{S}^{(2)}|\), and \(0 < \kappa < \kappa_-(m + k)\). Then,

\[
\|X\Delta\|^2/n \leq \frac{2\kappa_- (m + k)}{(\kappa_- - \kappa)^2} \left\{ \|\theta([\tilde{\beta}^{(1)}_S, \kappa])\|^2_2 + |\bar{S}^{(2)} \setminus \bar{S}^{(1)}| \theta^2(0+, \kappa) + \nu \right\}
\]

with \(\nu = \{(\nu^{(1)})^{1/2} + (\nu^{(2)})^{1/2}\}^2\), and

\[
|S \setminus \bar{S}^{(2)}| \leq \inf_{\lambda_0 > 0} \left\{ \frac{1}{\lambda_0} \left| \frac{\kappa_-(m + k)}{\sqrt{\lambda_0 (m + k)}} \right| + \|X\Delta\|^2_2 / (2\lambda_0^2 n) \right\}.
\]

If in addition \(\theta(0+, \kappa) = 0\) and \(\hat{\rho}(0+; \lambda) > \|X_{S^c} (X_{\tilde{S}^{(1)}_S} - y)\|_\infty\) with \(S \supseteq \bar{S}^{(1)}\) and \(|S| \geq k\), then

\[
|\bar{S}^{(2)} \setminus S| \leq \frac{3\left\{ \frac{\kappa_2}{\kappa_-(m + k)} \right\} \|X\Delta\|^2_2/n + \bar{\nu}^{(2)}}{\frac{\hat{\rho}(0+; \lambda) - \|X_{S^c} (X_{\tilde{S}^{(1)}_S} - y)\|_\infty}{2}^2}.
\]

Let \(S = \text{supp}(\beta)\). For comparison between a sparse local or global solution \(\tilde{\beta}^{(2)}\) with \(|\bar{S}^{(2)} \setminus S| \leq m\) and an oracle solution \(\tilde{\beta}^{(1)}\) with \(\bar{S}^{(1)} = S\), the sparse convexity condition implies \(\tilde{\beta}^{(2)} = \tilde{\beta}^{(1)}\) when \(\kappa^* < \kappa_- (|S| + m)\) as in Remark \([12]\). However, since \(\kappa^* = \infty\) when \(\hat{\rho}(t+; \lambda) < \hat{\rho}(t-; \lambda)\) at a point \(t > 0\), the sparse convexity argument requires the continuity of \(\hat{\rho}(t; \lambda)\) for \(t > 0\). This does not apply to the capped-\(\ell_1\) penalty. In Theorem \([5]\) if \(\theta(0+, \kappa) = \theta(\tilde{\beta}^{(1)}_S, \kappa) = 0\) with \(\kappa < \kappa_-(|S| + m)\), then \(X\Delta = 0\), and hence \(\tilde{\beta}^{(2)} = \tilde{\beta}^{(1)}\) (since \(\kappa_- (|\bar{S}^{(1)} \cup \bar{S}^{(2)}|) > 0\)). Thus, the sparse convexity
condition is much weakened to cover all left- and right-differentiable penalties such as the capped-\( \ell_1 \). On the other hand, Theorem 5 does not weaken the sparse convexity condition for the MCP \( \rho(t; \lambda) = \lambda \int_0^t (1 - x/(\gamma \lambda))_+ dx \), for which \( \theta(0^+; \kappa) = 0 \) if \( \kappa \geq \kappa^* = 1/\gamma \) if \( \theta(t; \kappa) = 0 \) for all \( t > 0 \). It is worth pointing out that for a piecewise differentiable penalty that is not second order differentiable, the condition \( \theta(\tilde{\beta}_S^{(1)}, \kappa) = 0 \) (thus, the uniqueness of local solution) typically requires \( |\tilde{\beta}_j^{(1)}| \) to be large to avoid the discontinuities of \( \dot{\rho}(t; \lambda) \) when \( j \in S \). As pointed out in Remark 12, this is not necessary when the penalty is second order differentiable. This means that there can be advantages of using smooth penalty terms that may have fewer local minimizers under certain conditions.

As a simple working example to illustrate Theorem 5, we consider the capped \( \ell_1 \) penalty of the form \( \rho(t; \lambda) = \min(\gamma \lambda^2/2, \lambda |t|) \). Let \( S = \text{supp}(\beta) \). Assume that \( \kappa = \kappa_-(m + |S|)/2 \geq 2/\gamma \). Then \( \theta(t, \kappa) = 0 \) when either \( t = 0 \pm \) or \( |t| \geq \gamma \lambda \). Therefore, if we define \( \tilde{\beta}_j^{(1)} \) as \( \tilde{\beta}_j^{(1)} = \tilde{\beta}_j^o \) when \( |\tilde{\beta}_j^o| \geq \gamma \lambda \) and \( \tilde{\beta}_j^{(2)} = 0 \) otherwise, then

\[
\|X \Delta\|^2/n \leq \frac{8\nu}{\kappa_-(m + |S|)},
\]

and by taking \( \lambda_0 = \gamma \lambda \sqrt{\kappa_-(m + |S|)} \), we have

\[
|S \setminus \tilde{S}(2)| \leq \frac{\|X \Delta\|^2_2}{\gamma^2 \lambda^2 \kappa_-(m + |S|) n}, \quad |\tilde{S}(2) \setminus S| \leq \frac{3[1.25 \kappa_+(m) \|X \Delta\|^2_2/n + \tilde{\nu}(2)]}{\{\lambda - \|X \tilde{S}^c \tilde{\beta}_j^{(1)} - y\|_\nu \}^2}.
\]

We now consider selection consistency of the global solution \( \tilde{\beta}_1 \) by comparing it with an oracle solution with Theorem 5. For this purpose, we treat the oracle LSE as an approximate local solution by finding its excess \( \nu \) in (25), and provide a sufficient condition for the existence of a sign consistent oracle local solution. This sufficient condition is characterized by the following extension of the quantities \( \theta_1^* \) and \( \theta_2^* \) in (9) from the \( \ell_1 \) to general penalty:

\[
\theta_1 = \inf \{ \theta : \|(X_S^T X_S/n)\hat{P}_S + \tilde{\beta}_S^o; \lambda\|_\infty \leq \theta \lambda^*, \forall \|v_S\|_\infty \leq \theta \lambda^* \},
\]

\[
\theta_2 = \sup \{ \|(X_S^T X_S/n)\hat{P}_S + \tilde{\beta}_S^o; \lambda\|_\infty \lambda^* : \|v_S\|_\infty \leq \theta \lambda^* \},
\]

where \( S = \text{supp}(\beta) \) and \( \tilde{\beta}_1 \) is the oracle LSE in Definition 1 (d). Note that when \( \hat{\rho}(\tilde{\beta}_S^o; \lambda) = 0 \), \( \theta_1 = 0 \) is attained with \( v_S = 0 \) and consequently \( \theta_2 = 0 \).

**Theorem 6.** (i) Let \( S = \text{supp}(\beta) \) and \( P_S \) be the projection to the column space of \( X_S \). Suppose \( \hat{\rho}(t; \lambda) \) is left- and right-differentiable in \( t > 0 \) and \( \|X_S^T P_S^\perp \hat{\beta}_S^o; \lambda\|_\infty \leq \hat{\rho}(0^+; \lambda) \). Then, the oracle LSE \( \tilde{\beta}_1 \) satisfies (22) with \( \nu = \|\hat{\rho}(\tilde{\beta}_S^o; \lambda)\|^2 \). If in addition (17) holds and \( \nu = 0 = \theta(\tilde{\beta}_S^o, \kappa) \) with a certain \( \kappa < \kappa_-(m + |S|) \) and \( m \) in (22) or (23), then \( \tilde{\beta}_1 \) is the global solution of (2).

(ii) Suppose \( \hat{\rho}(t; \lambda) \) is uniformly continuous in \( t \) in the region \( \cup_{j \in S} [\tilde{\beta}_j^o - \theta_1, \tilde{\beta}_j^o + \theta_1] \). Suppose

\[
\text{sgn}(\tilde{\beta}_1^o) = \text{sgn}(\beta), \quad \min_{j \in S} |\tilde{\beta}_j^o| > \theta_1 \lambda^*, \quad \lambda^* \geq \|X_S^T P_S^\perp \hat{\beta}_S^o; \lambda\|_\infty/(1 - \theta_2^+) \cdot
\]

Then, there exists a local solution \( \tilde{\beta}_1 \) of (2) satisfying sgn(\( \tilde{\beta}_1^o \)) = sgn(\( \beta \)) and \( \|\tilde{\beta}_1 - \tilde{\beta}_1^o\|_\infty \leq \theta_1 \lambda^* \). If in addition (17) holds and \( \theta(\tilde{\beta}_1^o, \kappa) = 0 \) with a certain \( \kappa < \kappa_-(m + |S|) \) and \( m \) in (22) or (23). Then, \( \tilde{\beta}_1 \) is the global solution of (2).
Remark 14. (i) For the capped-$\ell_1$ penalty $\rho(t; \lambda) = \min(\gamma \lambda^2/2, \lambda |t|)$, $\nu = 0 = \theta(\hat{\beta}^0, \kappa)$ for $\kappa \geq 2/\gamma$ when $\min_{j \in S} |\hat{\beta}_j| \geq \gamma \lambda$. For the MCP $\rho(t; \lambda) = \lambda \int_0^{\|t\|} (1 - x/(\lambda \gamma))_+ dx$, $\theta(\cdot, \kappa)$ is $0$ for $\kappa \geq 1/\gamma$. For the SCAD penalty $\rho(t; \lambda) = \lambda \int_0^{\|t\|} \min\{1,(1 - x/(\lambda \gamma) - 1)/(\gamma - 1)\}_+ dx$, $\theta(\cdot, \kappa)$ is $0$ for $\kappa \geq 1/(\gamma - 1)$. (ii) For the $\ell_1$ penalty, $\hat{\rho}(b) = \text{sgn}(b)$ so that (24) is identical to (9) for the Lasso selection consistency. For concave penalties, $|\hat{\rho}(t; \lambda)|$ is small for large $|t|$, so that $\{\hat{\theta}_1, \hat{\theta}_2\}$ are typically smaller than $\{\theta_1^*, \theta_2^*\}$ for strong signals. In such cases, (23) is much weaker than (4).

For a nonconvex penalties such that $\hat{\rho}(t; \lambda) = 0$ when $|t| > a_0 \lambda$ for some constant $a_0 > 0$, we automatically have $\hat{\rho}(\hat{\beta}_S^0; \lambda) = 0$ when $\min_{j \in S} |\hat{\beta}_j^0| > a_0 \lambda$, which implies that $\theta_1 = \theta_2 = 0$. This special case gives the following easier to interpret corollary as a direct consequence of Theorems 5 and 6.

Corollary 3. Let $S = \text{supp}(\beta)$ and $P_S$ be the projection to the column space of $X_S$. Suppose $\rho(t; \lambda)$ is left- and right-differentiable in $t > 0$ and $\|X_S^\top P_S^\perp \epsilon/n\|_\infty \leq \hat{\rho}(0+; \lambda)$. If (17) holds and $\hat{\rho}(\hat{\beta}_S^0; \lambda) = 0$, and $\theta(\hat{\beta}^0, \kappa) = 0$ with a certain $\kappa < \kappa_-(m + |S|)$ and $m$ in (22) or (23), then $\hat{\beta}^0$ is the global solution of (4). Moreover, for any other exact local solution $\hat{\beta}$ of (4) that is sparse with $|\text{sup}(\beta) \setminus S| \leq m$, we have $\hat{\beta} = \hat{\beta}^0$.

Consider the simple examples of the capped-$\ell_1$ penalty and MCP. For the capped-$\ell_1$ penalty $\rho(t; \lambda) = \min(\gamma \lambda^2/2, \lambda |t|)$, we pick a sufficiently large $\gamma$ such that $\gamma > 2/\kappa_-(|S| + m)$ for the $m$ in (22) or (23). This will be possible with $m \propto |S|$ when $\kappa_-(m)$ is uniformly bounded away from zero for small $m(\ln p)/n$ and $|S|(\ln p)/n$ is even smaller. For the MCP $\rho(t; \lambda) = \lambda \int_0^{\|t\|} (1 - x/(\lambda \gamma))_+ dx$, we pick $\gamma > 1/\kappa_-(|S| + m)$ for the $m$ in (22) or (23). If $\min_{j \in S} |\hat{\beta}_j^0| \geq \gamma \lambda$, then the conditions of Corollary 3 are automatically satisfied for both penalties when $\|X_S^\top P_S^\perp \epsilon/n\|_\infty < \lambda$ (which can always be satisfied with a sufficiently large choice of $\lambda$). It follows that in this case, $\hat{\beta}^0$ is the global solution of (2), and there is no other local solution with no more than $m$ nonzero-elements out of $S$. The essential condition here is the null consistency (17), which is an $\ell_2$ condition. Note that in view of Corollary 2, the RIF condition is not essential for the equality of the global and oracle solutions in these examples, both with finite $\gamma^* = \gamma/2$. A similar result hold for the SCAD penalty, with somewhat different constant factors. The requirement of $\min_{j \in S} |\hat{\beta}_j^0| \geq \gamma \lambda$ is natural, and it directly follows (with probability $1 - \delta$) from the condition of $\min_{j \in S} |\hat{\beta}_j| > \gamma \lambda + \sigma(1 + \sqrt{2 \ln(|S|/\delta)}) \lambda_{\min}^{-1/2}(X_S^\top X_S)$ under Assumption 1.

4.5 Approximate Global Solutions

We have mentioned in Remark 13 that gradient algorithm from the Lasso may yield the global solution of (2) for general $\rho(t; \lambda)$ under a sparse convexity condition or its generalization. Here we provide sufficient conditions for this to happen. This is done via a notion of approximate global solution. Given $\nu \geq 0$ and $b \in \mathbb{R}^p$, we say that a vector $\hat{\beta} \in \mathbb{R}^p$ is a $\{\nu, b\}$ approximate global solution of (2) if

$$\left[\frac{1}{2n} \|X \hat{\beta} - y\|^2_2 + \|\rho(\hat{\beta}; \lambda)\|_1\right] - \left[\frac{1}{2n} \|X b - y\|^2_2 + \|\rho(b; \lambda)\|_1\right] \leq \nu. \quad (30)$$

To align different penalties at the same threshold level, we assume throughout this subsection that $\lambda^*$ depends on $\rho(t; \lambda)$ only through $\lambda$ in (12), e.g. $\lambda^* = \lambda$. 19
One method to find sparse local solution is to find a local solution that is also an approximate global solution. This can be achieved with the following simple procedure. First, we find the Lasso solution $\hat{\beta}^{(\ell_1)}$ of (7). The following theorem shows that it is a $\{\nu, \beta\}$ approximate global solution of (2) with a relatively small $\nu$ under proper conditions. Now we can start with this solution $\hat{\beta}^{(\ell_1)}$ and use gradient descent to find a local solution $\tilde{\beta}$ of (2) that is also an approximate global solution. The following theorem then shows that under appropriate conditions, this local solution is sparse. Therefore results from Subsections 4.2 and 4.4 can be applied to relate it to the true global solution.

**Theorem 7.** Consider a penalty functions $\rho(t; \lambda)$ with $\lambda = \lambda^*$ in (12). Suppose the $\eta$ null consistency condition (17) for $\rho(t; \lambda)$ with $0 < \eta < 1$.

(i) Suppose $m = O(|S|)$ in (24) or under the SRC in Remark 11 for the Lasso $\hat{\beta}^{(\ell_1)}$ in (7). Then, the Lasso $\hat{\beta}^{(\ell_1)}$ is a $\{\nu, \beta\}$ approximate global solution for the penalty $\rho(t; \lambda)$ with $\nu \lesssim \lambda^2 |S|$. 

(ii) Assume that $\rho(t; \lambda)$ is continuous at $t = 0$. Let $\tilde{\beta}$ be an local solution of (2) that is also a $\{\nu, \beta\}$ approximate global solution. Let $\xi' = 2/(1 - \eta)$. Consider $t_0 > 0$ and integer $m_0 > 0$ such that $\{2\kappa_+ (m_0)b/m_0\}^{1/2} + \|X^T \varepsilon/n\|_\infty < \inf_{0 < s < t_0} \hat{\rho}(s; \lambda)$, where $b = \xi' \max\{\nu, \Delta(a'_1 \lambda^*_1, |S|; \lambda)\}$ with $a'_1 := (1 + \eta)/\text{RIF}_1(\xi', S)$ and $\lambda^*_1 := \sup_{t \geq 0} |\hat{\rho}(t; \lambda)|$. Then,

$$\#\{j \notin S : \tilde{\beta}_j \neq 0\} < \tilde{m} := m_0 + [b/\rho(t_0; \lambda)].$$

**Remark 15.** If $\rho(t; \lambda)$ is concave in $t$, then $\lambda^*_1 = \hat{\rho}(0+; \lambda)$ and $\inf_{0 < s < t_0} \hat{\rho}(s; \lambda)$ can be replaced by $\hat{\rho}(t_0; \lambda)$ for choosing $(t_0, m_0)$. **Theorem 7** applies to the $\ell_1$, capped-$\ell_1$, MCP and SCAD penalties with $\lambda = \lambda^* \times \lambda^*_1$, but not to the bridge penalty for which $\lambda^*_1 = \infty$.

Theorem 7 shows that the $\ell_1$ solution $\hat{\beta}^{(\ell_1)}$ is $\{\nu, \beta\}$ approximately global optimal with $\nu = O(|S|(\lambda^*)^2)$ in (30), and that a local solution $\tilde{\beta}$ which is also approximate global optimal is a sparse local solution. Thus, with $b = O((\lambda^*)^2|S|)$ and $\rho(t_0; \lambda) \asymp (\lambda^*)^2 \times (\lambda^*_1)^2$, the local solution $\tilde{\beta}$ obtained with gradient descent from $\hat{\beta}^{(\ell_1)}$ is sparse with $\#\{j \notin S : \tilde{\beta}_j \neq 0\} = O(|S|)$. Here we assume that a line-search is performed in the gradient descent procedure so that the objective function always decreases (and thus each step leads to an $\{\nu, \beta\}$ approximate global optimal solution). Now Remark 12 can be applied to this sparse local solution, providing suitable conditions for this solution to be identical to the global optimal solution. If $\min_{j \in S} |\beta_j| > C \lambda^* \text{univ}$ for a sufficiently large $C$, Corollary 3 (or Theorems 5 plus Theorem 6) can be applied to identify this local solution as the oracle LSE (or penalized LSE) and the global solution.

It is worth pointing out results of this paper concerning the global solution can be applied under the null consistency condition. For a general penalty function, this requires the condition (18) to hold. Although this is an $\ell_2$ condition, it’s not needed for either $\ell_1$ or $\ell_0$ penalty as pointed out in Remark 9. In fact, this condition is also not needed if we consider local solution obtained with more specific numerical procedures such as (12), (47) that lead to specific sparse local solutions with oracle properties. Nevertheless, it is useful to observe that if the extra condition (18) holds, then such a local global solution is also possible, and it can be obtained via other numerical procedures.

## 5 Technical Proofs

We first prove the following two lemmas, which will be useful in the analysis.
Lemma 1. If \( \hat{\beta} \) is the global solution of (2), then \( \|X^\top(y - X\hat{\beta})/n\|_\infty \leq \lambda^* \). In particular, \( \|X^\top\varepsilon/n\|_\infty \leq \eta\lambda^* \) under the \( \eta \) null consistency condition (17).

Proof. The optimality of \( \hat{\beta} \) implies
\[
\|y - X\hat{\beta}\|_2^2/(2n) + \rho(\hat{\beta}; \lambda) \leq \|y - X\hat{\beta} - x_j t\|_2^2/(2n) + \rho(\hat{\beta}_j + t; \lambda)
\]
for all \( t \). Since \( \rho(t; \lambda) \) is subadditive in \( t \),
\[
t x_j^\top(y - X\hat{\beta})/n \leq t^2\|x_j\|_2^2/(2n) + \rho(\hat{\beta}_j + t; \lambda) - \rho(\hat{\beta}_j; \lambda) \leq t^2/2 + \rho(t; \lambda).
\]
Since \( t \) is arbitrary, we obtain the desired bound via the definition of \( \lambda^* \) in (12).

Lemma 2. Assume the null consistency condition (17) with \( \eta \in (0, 1) \). Suppose \( \hat{\beta} \in \mathbb{R}^p \) satisfy
\[
\|y - X\hat{\beta}\|_2^2/(2n) + \rho(\hat{\beta}; \lambda) \leq \|y - X\hat{\beta}\|_2^2/(2n) + \rho(\beta; \lambda) + \nu
\]
with a certain \( \nu > 0 \). Let \( \Delta = \hat{\beta} - \beta \), \( \xi = (1 + \eta)/(1 - \eta) \), and \( S = \text{supp}(\hat{\beta}) \). Then,
\[
\|X\Delta\|_2^2/(2n) + \rho(\Delta_S; \lambda) \leq \xi \rho(\Delta_S; \lambda) + \nu/(1 - \eta).
\]

Proof. From the condition of the lemma, we have
\[
0 \leq \nu + \|y - X\beta\|_2^2/(2n) + \rho(\beta; \lambda) - \|y - X\hat{\beta}\|_2^2/(2n) + \rho(\hat{\beta}; \lambda) + \rho(\Delta; \lambda)
\]
\[
= \nu - \|X\Delta\|_2^2/(2n) + \|X\Delta\|_2^2/n + \rho(\beta; \lambda) - \rho(\hat{\beta}; \lambda) - \rho(\Delta; \lambda).
\]
By (17), \( \varepsilon/\eta \|\Delta\|_2^2/(2n) \leq \|\varepsilon/\eta - tX\Delta\|_2^2/(2n) + \rho(t\Delta; \lambda) \leq \rho(\Delta; \lambda) \) for all \( t > 0 \), which can be written as
\[
\|X\Delta\|_2^2/n \leq \eta t\|X\Delta\|_2^2/(2n) + (\eta/t)\rho(t\Delta; \lambda).
\]
The above two displayed inequalities yield
\[
(1 - \eta t)\|X\Delta\|_2^2/(2n) - \nu \leq (\eta/t)\|\rho(t\Delta; \lambda)\|_1 + \|\rho(\beta; \lambda)\|_1 - \|\rho(\beta + \Delta; \lambda)\|_1.
\]
Now let \( t = 1 \). It follows from (31), \( \beta_{Sc} = 0 \), and then the sub-additivity of \( \rho(t; \lambda) \) that
\[
(1 - \eta)\|X\Delta\|_2^2/(2n) - \nu \leq \eta \rho(\Delta; \lambda) + \rho(\Delta; \lambda) - \rho(\beta + \Delta; \lambda) \leq (\eta + 1)\rho(\Delta; \lambda) + (\eta - 1)\rho(\Delta; \lambda).
\]

5.1 Proof of Proposition 1

Let \( t > 0 \). By (12), \( \rho(t; \lambda) \geq t(\lambda^* - t/2) \geq t\lambda^*/2 \) for \( t \leq \lambda^* \). For \( t > \lambda^* \), \( \rho(t; \lambda) \geq \rho(\lambda^*; \lambda) \geq (\lambda^*)^2/2 \). This gives the lower bound of \( \rho(t; \lambda) \). Let \( t_0 \) be the minimizer in (12) in the sense of \( x/2 + \rho(x; \lambda)/x \to \lambda^* \) as \( x \to t_0 \) (when \( t_0 \) is a discontinuity of \( \rho(\cdot; \lambda) \)) or \( x = t_0 \). Let \( x > 0 \) and \( q = |t/\lambda| \). Since \( \rho(t; \lambda) \) is nondecreasing and subadditive in \( t > 0 \), we have
\[
\rho(t; \lambda) \leq \rho(qx; \lambda) + \rho(t - qx; \lambda) \leq (q + 1)\rho(x; \lambda) \leq (t + x)\rho(x; \lambda)/x.
\]
It follows that (let \( x \to t_0 \)) \( \rho(t; \lambda) \leq (t + t_0)(\lambda^* - t_0)/2 \leq \max_{t' \geq 0} (t + t')(\lambda^* - t'/2) = \rho^*(t; \lambda) \). The bound for \( \Delta(a, k; \lambda) \) follows similarly from (let \( x \to t_0 \))
\[
\|\rho(b; \lambda)\|_1 \leq \sum_{j: b_j \neq 0} (|b_j| + x)\rho(x; \lambda)/x \leq k(a + x)\rho(x; \lambda)/x \leq k(a + t_0)(\lambda^* - t_0)/2 \leq k\rho^*(a; \lambda).
\]
The fact that \( \rho^*(a; \lambda) \leq \max(a; 2\lambda^*)\lambda^* \) can be verified by simple algebra. \( \square \)
5.2 Proof of Proposition 2

Let \( f(t) = t/\rho(t; \lambda) \) and \( A \) be the index set of the \(|S|\) largest \(|u_j|\). Since \( \rho(t; \lambda) \) is nondecreasing in \(|t|\), \( \| \rho(u_{S^c}; \lambda) \|_1 < \xi \| \rho(u_S; \lambda) \|_1 \) implies \( \| \rho(u_{A^c}; \lambda) \|_1 < \xi \| \rho(u_A; \lambda) \|_1 \). Since \( f(t) \) is nondecreasing in \( t \),

\[
\| u_{A^c} \|_1 \leq \| \rho(u_{A^c}; \lambda) \|_1 f(\| u_{A^c} \|_\infty) \leq \xi \| \rho(u_A; \lambda) \|_1 f(\| u_{A^c} \|_\infty) \leq \xi \| u_A \|_1.
\]

This implies (15). In the above derivation, the first inequality follows from the definition of \( f(t) \) and \( \| u_{A^c} \|_\infty \geq \| u_j \|_2 \) for all \( j \in A^c \); the second inequality is due to the condition \( \| \rho(u_{A^c}; \lambda) \|_1 < \xi \| \rho(u_A; \lambda) \|_1 \); the third inequality follows from the definition of \( f(t) \) and the condition \( \| u_{A^c} \|_\infty \leq \| u_j \|_2 \) for all \( j \in A \).

\[\Box\]

5.3 Proof of Proposition 3

Since the left-hand side of (17) is increasing in \( \rho(t; \lambda) \), we assume without loss of generality that

\[
\rho(t; \lambda) = \min \left( \lambda^2/2, \lambda |t| \right), \quad \lambda = (1 + \zeta_0)(\sigma/\eta)\lambda_0, \quad \lambda_0 = \left( 1 + \sqrt{2 \ln(2p/\delta)} \right)/\sqrt{n}.
\]

Since \( \| X^\top \epsilon/n \|_\infty \leq \max_{|A| = 1} \| PA\epsilon \|_2/\sqrt{n} \) and \( \| PA\epsilon \|_2 \leq \| \epsilon \|_2 \), Assumption 1 implies that

\[
\| X^\top \epsilon/n \|_\infty \leq \sigma \lambda_0, \quad \| PA\epsilon \|_2 \leq \sigma \min \left[ \sqrt{|A|} n\lambda_0, \sqrt{2n} \right], \quad \forall A \subseteq \{1, \ldots, p\},
\]

with at least probability \( 1 - \exp(-n(1-1/\sqrt{2})^2 - \sum_{k=1}^n \binom{p}{k} (\delta/(2p))^k) \geq 2 - \delta_n - e^{\delta/2} \).

Let \( A = \{ j : |b_j| > \lambda/2 \} \) and \( k = |A| \). It suffices to consider the case where \( A \) and \( b \) satisfy

\[
X_A b_A = P_A(\epsilon/\eta - X_{A^c}b_{A^c}), \quad \text{rank}(P_A) = |A| = k \leq \frac{\| \epsilon/\eta \|_2^2/(2n)}{\lambda^2/2} \leq \frac{2}{(1 + \zeta_0)^2 \lambda_0^2},
\]

since these conditions hold for the global minimum for (2) with \( y = \epsilon/\eta \) and the capped-\( \ell_1 \) penalty. Under these conditions, we have \( Xb = P_A \epsilon/\eta + (P_A^\top X_A b_{A^c})^\top \epsilon/\eta/n \) and

\[
\begin{align*}
\| \epsilon/\eta \|_2^2/(2n) - \| \epsilon/\eta - X b \|_2^2/(2n) - \| \rho(b; \lambda) \|_1 & = (Xb)^\top (\epsilon/\eta)/n - \| X b \|_2^2/(2n) - \| \rho(b; \lambda) \|_1 \\
& = \| P_A(\epsilon/\eta) \|_2^2/(2n) + (P_A^\top X_A b_{A^c})^\top (\epsilon/\eta)/n - \| P_A^\top X_{A^c} b_{A^c} \|_2^2/(2n) - \| \rho(b; \lambda) \|_1 \\
& \leq \| P_A(\epsilon/\eta) \|_2^2/(2n) + (X_A b_{A^c})^\top (\epsilon/\eta)/n - \| (X_{A^c} b_{A^c})^\top P_A(\epsilon/\eta)/n - \| \rho(b; \lambda) \|_1 \\
& \leq \frac{1}{1 + \zeta_0 - 1} \| \rho(b; \lambda) \|_1 - (X_{A^c} b_{A^c})^\top P_A(\epsilon/\eta)/n.
\end{align*}
\]

In the above derivation, the second inequality uses (32) and the third uses the fact that \( \| \rho(b; \lambda) \|_1 = \lambda^2 k/2 + \lambda \| b_{A^c} \|_1 \) by the definition of \( A \) and \( \lambda = (1 + \zeta_0)(\sigma/\eta)\lambda_0 \).

It follows from the shifting inequality in (7) that

\[
\begin{align*}
\| \epsilon^\top P_A X_{A^c} b_{A^c} \|^2 & \leq \max_{B \cap \lambda A = \emptyset, |B| = k} \| X_B^\top P_A \epsilon \|_2 \left( \| b_{A^c} \|_\infty k^{1/2} + \| b_{A^c} \|_1/k^{1/2} \right) \\
& \leq \max_{B \cap A = \emptyset, |B| = k} \| X_B^\top P_A \epsilon \|_2 (\lambda k/2 + \| b_{A^c} \|_1)/\sqrt{k}.
\end{align*}
\]
In the above derivation, the first inequality uses the shifting inequality and the second uses the fact that \(|b_A|_\infty \leq \lambda/2\) due to the definition of \(A\). It follows from (18) and \(|P_A\xi|_2 \leq \sigma_\lambda \sqrt{n}k\) of (32) that for all \(|A| = |B| = k \leq 2/(1+\zeta_0^2)\lambda_0^2\) with \(B \cap A = \emptyset\),

\[
\|X_B^T P_A \xi\|_2 \leq \lambda_\max^2(X_B^T P_A X_B) \|P_A \xi\|_2 \leq (\sigma_\lambda \sqrt{n}k)(\zeta_0 \sqrt{n}) = \sigma_\zeta_0 \lambda_0 n \sqrt{k}.
\]

Thus, by combining the above two displayed inequalities, we find

\[
\epsilon^T P_A X_{\hat{A}}^c b_{\hat{A}}/\eta_n \leq \sigma_\zeta_0 \lambda_0 n \sqrt{k} \left(\frac{\lambda k/2 + \|b_{\hat{A}}\|_1}{\sqrt{k}}\right) = (1 + \zeta_0)(1-\zeta_0) ||\rho(b;\lambda)||_1.
\]

due to \(\lambda = (1 + \zeta_0)(\sigma/\eta)\lambda_0\) and \(||\rho(b;\lambda)||_1 = \lambda^2 k/2 + \lambda \|b_{\hat{A}}\|_1\). This and (33) yield the null consistency condition (17).

It remains to prove that (18) is an \(\ell_2\)-regularity condition on \(X\). Suppose that the rows of \(X\) are iid from \(N(0, \Sigma)\). Let \(N_{k,m}\) denote a \(k \times m\) matrix with iid \(N(0,1)\) entries. We may write \(X_B = N_{n,p}(\Sigma^{1/2})_{p \times B}\). Let \(UU^T\) and \(VDW^T\) be the SVDs of \(P_A\) and \((\Sigma^{1/2})_{p \times B}\) respectively. For fixed \(\{A, B\}\), the entries of the \(k \times k\) matrix \(U^T N_{n,p} V\) are uncorrelated \(N(0,1)\) variables, so that we can write \(P_A X_B = U N_{k,k} V^T (\Sigma^{1/2})_{p \times B}\). Thus, by Theorem II.13 of [12],

\[
P\left(\frac{\lambda_{\max}^2(X_B^T P_A X_B) > (2k^{1/2} + t)\lambda_{\max}^2(\Sigma)}{t} \right) \leq P\left(\frac{\lambda_{\max}^2(N_{k,k}^T N_{k,k}) > 2k^{1/2} + t}{t} \right) \leq \Phi(-t) \leq \exp(-t^2/2), \ t > 0,
\]

where \(\Phi(t)\) is the \(N(0,1)\) distribution function. Since there are no more than \((p \choose k, k, p-k)\) choices of \(P_A\) with rank \(k\) and \(|B| = k\) with \(A \cap B = \emptyset\),

\[
\max_{B \cap A = \emptyset, |B| = |A| = k} \lambda_{\max}^2(X_B^T P_A X_B) \leq \lambda_{\max}^2(\Sigma)(2k^{1/2} + \sqrt{8k \ln(2p/\delta)}), \forall 1 \leq k \leq n,
\]

with probability no smaller than

\[
1 - \frac{n}{2} \sum_{k=1}^{n} \left(\frac{\delta}{2p}\right)^{4k} \left(\frac{p}{k, k, p-k}\right) \geq 1 - \frac{n}{2} \sum_{k=1}^{n} \left(\frac{\delta^2/(4p^2)}{k!}\right)^2 \geq 1 - \delta^4/(16p^2).
\]

In the event (34), we have that for all \(|A| = |B| = k\) and \((1 + \zeta_0)^2(1 + \sqrt{2\ln(2p/\delta)})^2 \leq 2n,

\[
\lambda_{\max}^2(X_B^T P_A X_B/n) \leq \lambda_{\max}^2(\Sigma)(2k^{1/2} + \sqrt{8k \ln(2p/\delta)})(1 + \zeta_0)/(1 + \zeta_0)(1 + \sqrt{2\ln(2p/\delta)}) \leq \sqrt{8}\lambda_{\max}^2(\Sigma),
\]

This proves the desired result. \(\square\)

5.4 Proof of Theorem [1]

Let \(\Delta = \beta - \beta\). Lemma [2] (with \(\nu = 0\)) implies that

\[
\|X \Delta\|_2^2/(2n) + \|\rho(\Delta;\lambda)||_1 \leq \xi \|\rho(\Delta;\lambda)||_1.
\]

Thus, (14) gives

\[
\|\Delta\|_q \leq \|X^T X \Delta\|_{\infty} |S|^{1/q}/\{n\text{RIF}_q(\xi, S)\}.
\]

It follows from Lemma [1] that \(\|X^T (y - X\hat{\beta})/n\|_{\infty} \leq \lambda^*\) and \(\|X^T \epsilon/n\|_{\infty} \leq \eta \lambda^*\). Thus, we have \(\|X^T X \Delta/n\|_{\infty} \leq \|X^T (y - X\beta - \epsilon)/n\|_{\infty} \leq (1 + \eta) \lambda^*\). This and (36) yield (19).

Now by combining the definition of \(\Delta(a, |S|; \lambda)\) and \(\|\Delta\|_1 \leq (1 + \eta) \lambda^* |S|/\text{RIF}_1(\xi, S)\), which follows from (19), we obtain an estimate of \(\|\rho(\Delta;\lambda)||_1\) in (35), which leads to the first inequality in (20). The second inequality in (20) then follows from Proposition [1] and Remark [4]. \(\square\)
5.5 Proof of Theorem 2

Let \( \hat{S}_1 = \{ j \in \hat{S} \setminus S : |\hat{\beta}_j| \geq t_0 \} \) and \( \hat{S}_2 = \{ j \in \hat{S} \setminus S : |\hat{\beta}_j| < t_0 \} \). As in the proof of (20), it follows from the \( \ell_1 \) error bound (19) and the definition of \( \Delta(a_1, |S|; \lambda) \) in (13) that 

\[
|\hat{S}_1| \leq \| \rho(\Delta_S; \lambda) \|_1 / \rho(t_0; \lambda) \leq \xi \| \rho(\Delta_S; \lambda) \|_1 / \rho(t_0; \lambda) \leq \xi \Delta(a_1, |S|; \lambda) / \rho(t_0; \lambda). 
\]

(37)

Let \( \lambda_2 > \sqrt{2\xi \kappa_+ (m_0) \Delta(a_1 \lambda^*, |S|; \lambda) / m_0} \) satisfying \( \lambda_2 + \| X^T \varepsilon / n \|_\infty \leq \inf_{0 < s < t_0} \rho(s; \lambda) \). The first order optimality condition implies that for all \( j \in \hat{S}_1 \), \( x_j^T (y - X\hat{\beta}) / n = \rho(t; \lambda) \big|_{t = \hat{\beta}_j} \). For \( j \in \hat{S}_2 \), \( |\hat{\beta}_j| \in (0, t_0) \), so that \( x_j^T (y - X\hat{\beta}) / n \geq (\lambda_2 + \| X^T \varepsilon / n \|_\infty) \) by (21). Thus, for any set \( A \subset \hat{S}_2 \) with \( |A| \leq m_0 \),

\[
(\lambda_2 + \| X^T \varepsilon / n \|_\infty) |A| \leq \| X^T_A (y - X\hat{\beta}) / n \|_1 \leq \| X^T_A \varepsilon / n \|_\infty |A| + |A|^{1/2} \| X_A / \sqrt{n} \|_2 \| X \Delta \|_2 / \sqrt{n}.
\]

Since \( \| X_A / \sqrt{n} \|_2^2 \leq \kappa_+ (m_0) \), \( \lambda_2 |A| \leq |A|^{1/2} \sqrt{\kappa_+ (m_0)} \| X \Delta \|_2^2 / n \). It follows from Theorem 1 that \( |A| \leq \kappa_+ (m_0) \| X \Delta \|_2^2 / (n \lambda_2^2) \leq 2\xi \kappa_+ (m_0) \Delta(a_1, |S|; \lambda) / \lambda_2^2 < m_0 \). Thus, \( \max_{A \subset \hat{S}_2 : |A| \leq m_0} |A| < m_0 \), which implies that \( |\hat{S}_2| < m_0 \). Combine this estimate with (37), we obtain the desired bound. \( \square \)

5.6 Proof of Theorem 3

It follows from the assumption of the theorem that for all \( b \in \mathbb{R}^p \),

\[
\| Xb - \varepsilon / \eta \|_2^2 + \lambda^2 n \| b \|_0 - \| \varepsilon / \eta \|_2^2 = \| Xb \|_2^2 + (2/\eta) \varepsilon^T Xb + \lambda^2 n \| b \|_0
\]

is bounded from below by \( \| Xb \|_2^2 - 2\lambda \sqrt{n} \| b \|_0 \| Xb \|_2 + \lambda^2 n \| b \|_0 = (\| Xb \|_2^2 - \lambda \sqrt{n} \| b \|_0)^2 \geq 0 \). This implies the null-consistency condition. Moreover, (31) with \( t = 1/\eta \) and \( \nu = 0 \) implies that

\[
\| \hat{\beta}^{(t_0)} \|_0 - \| \beta \|_0 \leq \eta^2 \| \hat{\beta}^{(t_0)} - \beta \|_0 \leq \eta^2 \| \hat{\beta}^{(t_0)} \|_0 + \eta^2 \| \beta \|_0,
\]

which leads to the first bound of the theorem. The second bound is a direct consequence of Theorem 1 since \( \Delta(\xi, |S|; \lambda) = \lambda^2 |S| / 2 \) by (13). \( \square \)

5.7 Proof of Theorem 4

For simplicity, let \( \hat{\beta} = \hat{\beta}^{(t_0)} \), \( \hat{S} = \text{supp}(\hat{\beta}) \), and \( S = \text{supp}(\beta) \). We know that \( \| \hat{\beta} \|_0 \leq (1 + \eta^2) / (1 - \eta^2) \| \beta \|_0 \) and thus \( \| \hat{\beta} - \beta^0 \|_0 \leq s \). Similar to the proof of Theorem 3 we have

\[
0 \geq \| X(\hat{\beta} - \beta^0) \|_2^2 + 2(\hat{\beta} - \beta^0)^T X(\hat{\beta} - \beta^0) + \lambda^2 n \| \beta \|_0 - \| \beta^0 \|_0 \\
\geq \kappa_-(s)n \| \hat{\beta} - \beta^0 \|_2^2 - \sqrt{2\kappa_-(s)n} \| (\hat{\beta} - \beta^0) \|_{\tilde{S} - \hat{S}} \| 1 + \lambda^2 n \| \beta \|_0 - \| \beta^0 \|_0 \\
\geq \kappa_-(s)n \| (\hat{\beta} - \beta^0) \|_{\tilde{S} - \hat{S}} \|_2^2 + \kappa_-(s)n \| (\hat{\beta} - \beta^0) \|_{\tilde{S} - \hat{S}} \|_2^2 - 2\sqrt{0.5 \lambda^2 n |\hat{S} - S| \sqrt{\kappa_-(s)n} \| (\hat{\beta} - \beta^0) \|_{\tilde{S} - \hat{S}} \|_2} \\
\geq \kappa_-(s)n \| (\beta - \beta^0) \|_{\tilde{S} - \hat{S}} \|_2^2 - 0.5 \lambda^2 n |\hat{S} - S| + \lambda^2 n \| \beta \|_0 - \| \beta^0 \|_0 \\
\geq 2\lambda^2 n (|S - \tilde{S}| - \delta^0) - 0.5 \lambda^2 n |\hat{S} - S| + \lambda^2 n \| \beta \|_0 - \| \beta^0 \|_0 \\
\geq \lambda^2 n (|S - \tilde{S}| + 0.5 |\hat{S} - S| - 2\delta^0).
\]
The first inequality uses the same derivation of a similar result in the proof of Theorem 5. The second inequality uses the assumption of the theorem, $(P_{S^c} - e)^T X = (X \hat{\beta} - y)^T X$, and the fact that $(X \hat{\beta} - y)^T X_S = 0$. The forth inequality uses $b^2 - 2ab \geq -a^2$ and $\| (\hat{\beta} - \hat{\beta}^o) \|_2 \geq \| (\hat{\beta}^o) \|_{S^c}$. The fifth inequality uses $2\lambda^2 n \left| \left\{ j \in S - \hat{S}; (\hat{\beta}^o)^2 \geq 2\lambda^2/\kappa_-(s) \right\} \right| \geq 2\lambda^2 n (|S - \hat{S}| - \delta^o)$. The last inequality uses the derivation $\| \hat{\beta} \|_0 - \| \hat{\beta}^o \|_0 \geq |\hat{S}| - |S| = |\hat{S} - S| - |S - \hat{S}|$ and simple algebra. This proves the first desired bound. Similarly, we have

$$0 \geq \| X (\hat{\beta} - \hat{\beta}^o) \|_2^2 - \sqrt{2\kappa_-(s)} \lambda n \| (\hat{\beta} - \hat{\beta}^o) \|_{S^c} \|_1 + \lambda^2 n \| \hat{\beta} \|_0 - \| \hat{\beta}^o \|_0 \geq 0.5 \| X (\hat{\beta} - \hat{\beta}^o) \|_2^2 + 0.5\kappa_-(s) n \| (\hat{\beta} - \hat{\beta}^o) \|_{S^c} \|_2 + 0.5\kappa_-(s) n \| (\hat{\beta} - \hat{\beta}^o) \|_{S^c} \|_2$$

The second inequality uses the definition of $\kappa_-(s)$. The third inequality uses $0.5b^2 - \sqrt{2ab} \geq -a^2$ and $\| (\hat{\beta} - \hat{\beta}^o) \|_2 \geq \| (\hat{\beta}^o) \|_{S^c}$. The fourth inequality uses the previously derived inequality $\kappa_-(s) n \| (\hat{\beta}^o) \|_{S^c} \|_2 \geq 2\lambda^2 n (|S - \hat{S}| - \delta^o)$. The last inequality uses the derivation $\| \hat{\beta} \|_0 - \| \hat{\beta}^o \|_0 \geq |\hat{S}| - |S| = |\hat{S} - S| - |S - \hat{S}|$ and simple algebra. This leads to the second desired bound. □

### 5.8 Proof of Theorem 5

Since $\tilde{\beta}^{(j)}$ are approximate local solutions with excess $\nu^{(j)}$, (25) gives

$$\| X^T X \Delta/n + \rho(\tilde{\beta}^{(1)}; \lambda) - \rho(\tilde{\beta}^{(2)}; \lambda) \|_2 \leq (\nu^{(1)})^{1/2} + (\nu^{(2)})^{1/2} \leq \sqrt{\nu}.$$

Let $E = \tilde{S}^{(1)} \cup \tilde{S}^{(2)}$. Since $|E| \leq m + k$ and $\kappa < \kappa_-(m + k)$, it follows that

$$\| X \Delta \|_2^2/n \leq -\Delta^T (\rho(\tilde{\beta}^{(1)}; \lambda) - \rho(\tilde{\beta}^{(2)}; \lambda)) + \sqrt{\nu} \| \Delta \|_2$$

Since $\| \Delta \|_2^2 \leq \| X \Delta \|_2^2/\left( n \kappa_-(m + k) \right)$, (26) follows.

Let $E_1 := \{ j : |\beta_j^{(1)} - \beta_j^{(2)}| \geq \lambda_0/\sqrt{\kappa_-(m + k)} \}$. We have $\lambda_0^2 |E_1| \leq \kappa_-(m + k) \| \Delta \|_2^2 \leq \| X \Delta \|_2^2/n$.

Since $j \in S \setminus \tilde{S}^{(2)}$ implies $\beta_j^{(1)} - \beta_j^{(2)} = \beta_j^{(1)}$, (27) follows.

Let $E_2 := \tilde{S}^{(2)} \setminus S$ and $\lambda_0^2 = \rho(0+; \lambda) - \| X_{S^c} (X \tilde{\beta}^{(1)} - y) \|_\infty$. For $j \in E_2$,

$$\lambda_0^2 \leq \rho(0+; \lambda) + \text{sgn}(\beta^{(2)}) x_j^T (X \tilde{\beta}^{(1)} - y)/n.$$
\[
\leq \{ \dot{\rho}(0+; \lambda) - \text{sgn}(\beta_j) \dot{\rho}(\beta_j; \lambda) \} + |x_j^T (X \beta - y)/n + \dot{\rho}(\beta_j; \lambda)| + |x_j^T X \Delta/n|.
\]

Since \( \theta(0+, \kappa) = 0 \) means \( \hat{\rho}(0+; \lambda) - \text{sgn}(t) \dot{\rho}(t; \lambda) = \dot{\rho}(0+; \lambda) - \dot{\rho}(t; \lambda) \leq \kappa |t| \) for \( t \neq 0 \) and \( \beta_j \), we let
\[
\text{Lemma 4.}
\]
We note that
\[
5.9 \text{ Proof of Theorem 6}
\]
In the first situation, we obtain directly from Lemma 2 that
\[
\|E_2\|_0 \leq \kappa \Delta_{E_2}^1 + \|X_{E_2}^T (X \beta - y)/n + \dot{\rho}(\beta_{E_2}; \lambda)\|_1 + \|X_{E_2}^T X \Delta/n\|_1
\]
\[
\leq \sqrt{|E_2|} \left\{ \kappa \Delta_2 + \sqrt{\nu(2)} + \|X_{E_2}^T X \Delta/n\|_2 \right\}
\]
Since \( \Delta_2^1 \leq \|X \Delta\|_2^2/(n \kappa_+ (m + k)) \) and \( \|X_{E_2}^T X \Delta/n\|_2^2 \leq \kappa_+(m) \|X \Delta\|_2^2/n, \) \( \Box \) follows.

5.10 Proof of Theorem 7
The proof is similar to that of Theorem 2. As intermediate results, we will prove lemmas that are analogous to Lemma 1 and Theorem 1. In the following, we assume that the conditions of the theorem hold. We also let \( \Delta = \beta - \beta \).

Lemma 3. Let \( \lambda_1^* := \sup_{t \geq 0} |\dot{\rho}(t; \lambda)| \). We have \( \|X^T (y - X \beta)/n\|_\infty \leq \lambda_1^* \).

Proof. A local solution satisfies \( |x_j^T (X \beta - y)/n| = |\dot{\rho}(\beta_j; \lambda)| \leq \lambda_1^* \) for all \( j \). \hfill \Box

Lemma 4. We have \( \|X \Delta\|_2^2/(2n) + \|\rho(\Delta_{S^c}; \lambda)\|_1 \leq b \) with \( \Delta = \beta - \beta \).

Proof. We consider two situations: the first is \( \|\rho(\Delta_S; \lambda)\|_1 \leq \nu \), and the second is \( \|\rho(\Delta_S; \lambda)\|_1 > \nu \). In the first situation, we obtain directly from Lemma 2 that
\[
\|X \Delta\|_2^2/(2n) + \|\rho(\Delta_{S^c}; \lambda)\|_1 \leq 2 \nu/(1 - \eta) = \xi \nu.
\]
In the second situation, we obtain from Lemma 2 that \( \|X \Delta\|_2^2/(2n) + \|\rho(\Delta_{S^c}; \lambda)\|_1 \leq \xi \nu \|\rho(\Delta_S; \lambda)\|_1 \). Therefore Lemma 4 gives \( \|\Delta\|_1 \leq \|X^T X \Delta\|_\infty |S|/(n \text{RIF}_1(\xi^*, S)) \). It follows from Lemma 3 that
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\|X^T(y - \hat{X}\beta)/n\|_\infty \leq \lambda_1^*$. Similarly, \(\|X^T(\varepsilon/\eta)/n\|_\infty \leq \lambda^* = \lambda\) due to (17). Since \(\lambda = \lambda^* \leq \inf_i |\rho(t; \lambda)/t| \leq \lambda_1^*\), we have \(\|X^T X \Delta/n\|_\infty = \|X^T(y - X\hat{\beta} - \varepsilon)/n\|_\infty \leq (1 + \eta)\lambda_1^*\). This implies that \(\|\Delta\|_1 \leq a'_1 \lambda_1^* |S|\), where \(a'_1 = (1 + \eta)/\text{RIF}(\xi', S)\). This can be combined with Lemma 2 and the definition of \(\Delta(a, |S|; \lambda)\) to obtain
\[
\|X\Delta\|_2^2/(2n) + \|\rho(\Delta_{S^c}; \lambda)\|_1 \leq \xi' \Delta(a'_1 \lambda_1^*, |S|; \lambda).
\]

Combine the two situations, we obtain the lemma. \hfill \Box

We are now ready to prove the theorem.

(i) Let \(\Delta^{(\ell_1)} = \hat{\beta}^{(\ell_1)} - \beta\). Since \(\varepsilon^T X \Delta^{(\ell_1)}/n \leq \|X \Delta^{(\ell_1)}/2\|_2/(2n) + \|\rho(\Delta^{(\ell_1)}; \lambda)\|_1\) by (17),
\[
\nu = \|X \Delta^{(\ell_1)}/2\|_2/(2n) - \varepsilon^T X \Delta^{(\ell_1)}/n + \|\rho(\beta^{(\ell_1)}/n); \lambda)\|_1 - \|\rho(\beta; \lambda)\|_1
\leq 2\left\{\|X \Delta^{(\ell_1)}/2\|_2/(2n) + \|\rho(\Delta^{(\ell_1)}; \lambda)\|_1\right\}
\leq 2\left\{\xi a_1 \lambda^2 |S| + \Delta(a_1 \lambda |S|/m, m; \lambda)\right\}
\leq 2\left\{\xi a_1 \lambda^2 |S| + \lambda^2 \max(a_1 |S|, 2m)\right\}
= O(\lambda^2 |S|).
\]

(ii) Let \(\tilde{S}_1 = \{j \in \tilde{S} \setminus S: |\hat{\beta}_j| \geq t_0\}\), \(\tilde{S}_2 = \{j \in \tilde{S} \setminus S: |\hat{\beta}_j| < t_0\}\), and \(\lambda_2 > \sqrt{2\kappa_+(m_0)b/m_0}\) satisfying \(\lambda_2 + \|X^T \varepsilon/n\|_\infty < \inf_{0 < s < t_0} \beta(s; \lambda)\). Just as in the proof of Theorem 2, we have \(\|\tilde{S}_1\| \leq \|\rho(\Delta_{S^c}; \lambda)\|_1/\rho(t_0; \lambda)\), and for any \(A \subset \tilde{S}_2\) with \(|A| \leq m_0\), \(|A| \leq \kappa_+(m_0)\|X\Delta\|_2^2/(n \lambda_2^2)\). We apply Lemma 4 to obtain \(\|\tilde{S}_1\| \leq b/\rho(t_0; \lambda)\) and \(|A| \leq 2\kappa_+(m_0)b/\lambda_2^2 < m_0\). Thus, \(\max_{A \subset \tilde{S}_2, |A| \leq m_0} |A| < m_0\), which implies that \(|\tilde{S}_2| < m_0\). The theorem follows. \hfill \Box
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