Network Slicing with Mobile Edge Computing for Micro-Operator Networks in Beyond 5G
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Abstract—We model the scenarios of network slicing allocation for the micro-operator (MO) network. The MO creates the slices “as a service” of wireless resource and then allocates these slices to multiple mobile network operators (MNOs). We propose the slice allocation problem of multiple MNOs with the goal of maximizing the social welfare of the network defined as sum rate of all MNOs. The many-to-one matching game framework is adopted to solve this problem. Then, the generic Markov Chain Monte Carlo (MCMC) method is introduced for the computation of game theoretical solution. After the MNOs obtain the slices, for each small cell base station (SBS), we investigate the role of power allocation using Q-learning and uniform power. We numerically show that the solution of the matching game leads to two-sided stable matching. Furthermore, for each MNO, we explore the problem of infrastructure cost minimization constrained on the latency at the user equipment (UE). The optimal solution is given by a greedy fractional knapsack algorithm. We illustrate that it is sufficient for the MNO to use a small fraction of the SBS to serve the UE while satisfying the latency constraint. For the problem of overall data rate maximization, we numerically show that the power allocation has significant effect on the social welfare of the system.

Index Terms—Network slicing, mobile edge computing, micro-operator, reinforcement learning, matching game, beyond 5G (B5G), virtualization

I. INTRODUCTION

With the rapid development and innovations of mobile networking technologies, the fifth generation (5G) of mobile communications systems is coming and is going to be rolled out around 2020. The traffic volume will be increased to about 50 billion devices connected to the network [1], [2]. Hence, the 5G system deployment needs to be cost efficient, reliable, and flexible. These are very challenging requirements needing modifications on both radio access network (RAN) and core network [3], [4].

Accordingly, from the network operators’ points of view, the mobile network operators (MNOs) will need to come up with new resource management/resource allocation techniques to improve the network capacity and reduce the latency at the user equipments (UEs) [5]. However, since the high volume of traffic densities comes from indoor environment such as factories, hospitals, and sport arenas, traditional macro cellular networks become insufficient when indoor UEs need more specific and fast services. In the current network architecture which is dominated by the MNOs, various services cannot be served. Therefore, the wireless systems have to be modified in order to respond rapidly to each specific type of local traffic requirement, i.e., ultra-reliable low latency (uRLLC) services, augmented reality (AR), massive machine type communications and enhanced mobile broadband (eMBB) [6], [7].

One possible way to address the above issues is to deploy the micro-operator (MO) networks to serve the specific local services [8], [9]. In [8], the MO concept with relation between MO and other stakeholders was proposed. Also, the aspect of spectrum regulation for MO was provided. In [9], the authors considered spectrum sharing for MO networks in which one buyer MO bought multiple subbands from the regulator. Then, other MOs would rent the subbands from that buyer MO. In [10], the many-to-many matching game with externalities was used to model the spectrum sharing between MNOs. The concept of MO networks, network slicing with mobile edge computing (MEC) and latency constraint at the UE were not considered here.

Different from earlier works where only spectrum regulations and spectrum sharing were proposed, we consider the scenario that the MO allocates the slices of wireless resources as a service including licensed subbands to multiple MNOs. Here, the MO installs the small cell base stations (SBSs) and deploys MEC at each SBS. We study the problem of wireless resource slicing allocation where each MNO obtains multiple slices from the MO while each slice is allocated to at most one MNO. The many-to-one matching game theoretical framework is used to formulate the optimization problem so as to maximize the social welfare of the network defined as sum rate of the MNOs. This becomes a combinatorial optimization problem and the Markov Chain Monte Carlo (MCMC) method is used to compute the global solution of social welfare maximization. However, the transmit power of SBS is considered to be a random variable. Also, the SBS is naturally interested in maximizing its long-term expected data rate by optimizing its power strategy. Therefore, we use the Q-learning method to find the optimal power transmission scheme. Furthermore, given the price of infrastructure of the MNO, we consider how much portion of infrastructure (SBS) should be allocated to the UE so as to satisfy the latency constraint. The solution in terms of the fraction of SBS to serve UE is obtained by solving a fractional knapsack problem.

II. SYSTEM MODEL

We consider that the MO installs SBSs and deploys both software-defined networking (SDN) and network function vir-
ualization (NFV). In Figure 1 the MO creates the slices of wireless resource, which consist of network as a service. However, since the MO obtains licensed spectrum from the spectrum controller, the MO will then attach one resource block (RB) in each slice and will allocate to multiple MNOs. At the MEC, multiple functions are placed, i.e., caching in order to cache the popular contents and edge computing server.

Consider the set of $K$ MNOs with $K$ MNOs serving UEs in the same geographical area. At the initial stage, each MNO-$k \in K$ obtains SBSs from the MO. Therefore, we focus on slice allocation in which the MO becomes a central controller that match the slices to each MNO. We propose many-to-one slice allocation in which the MO becomes a central controller that match the slices to each MNO. We further assume that any slice allocated to an MNO can be accessed by more than one UEs. Thus, the data rate of the UE-$f$ associated with SBS-$f$ is given by

$$R_f = \log_2 \left(1 + \frac{h_{ff}^{(l)} r_{ff}^{(l)} p_f}{\sum_{f' \in F} h_{ff'}^{(l)} r_{ff'}^{(l)} p_{f'} + \sigma^2}\right),$$

where $p_f$ is the transmit power of SBS-$f$ on RB-$l$, $h_{ff}^{(l)}$ is the channel fading gain between UE-$f$ and SBS-$f'$ using RB-$l$. For simplicity, we assume the fading to be Rayleigh. Also, $\alpha$ denotes path loss exponent and $r_{ff}^{(l)}$ is the distance between the UE-$f$ and SBS-$f'$. The $\mathcal{I}_l \subset F$ is the set of SBSs using the same RB-$l$, while $\sigma^2$ is the noise variance. The interference experienced by a UE of an SBS can be categorized as intra-MNO interference. The intra-MNO interference is caused by the fact that the SBSs associated with a given MNO can access any RB attached in each slice assigned to that MNO.

The data rate of MNO-$k$ will be the sum of data rates of each SBS. We can express the rate of MNO-$k$ as,

$$R_{MNO_k}(\mathcal{F}_k, \mathcal{L}_k) = \sum_{f \in \mathcal{F}_k} R_f.$$  \hspace{1cm} (2)

Since the SBS-$f$ can access any one of $L_k$ slices/ RBs assigned to its associated MNO-$k$ with equal probability $1/L_k$, we can express $R_f$ in (1) as

$$R_f = \frac{1}{L_k} \sum_{r \in L_k} R_n^{(l)}.$$  \hspace{1cm} (3)

Let the rate of a downlink SBS-UE system transmitting in a fixed RB-$l$ and at fixed power level $n$ be given by,

$$R_n^{(l)} = \log_2(1 + SINR_n^{(l)}).$$  \hspace{1cm} (4)

Here the $SINR_n^{(l)}$ is given by,

$$SINR_n^{(l)} = \frac{h_{ff}^{(l)} r_{ff}^{(l)} p_f}{\sum_{f' \in \mathcal{I}_l} h_{ff'}^{(l)} r_{ff'}^{(l)} p_{f'} + \sigma^2}.$$  \hspace{1cm} (5)

III. SUM RATE MAXIMIZATION FOR NETWORK SLICING

Consider the social welfare of the network as the overall sum rate as follows:

$$S(\mu) = \sum_{l \in L} \sum_{k \in K} x_{lk} R_{OP_k}(\mathcal{F}_k, \mathcal{L}_k),$$  \hspace{1cm} (6)

where $X = |L| \times |K|$ is a matching matrix $\{x_{lk} : (l, k) \in L \times K\}$. We denote the matrix $X$ as,

$$x_{lk} = \begin{cases} 1 & \text{if } \mu(\text{MNO}_k) = \text{RB}_l \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (7)

where $\mu$ is a matching. The objective of the matching game for allocating the slice to multiple MNOs is to maximize the overall data rate. Thus, the optimization problem can be expressed as,

$$S^*(\mu) = \max_X \sum_{l \in L} \sum_{k \in K} x_{lk} R_{MNO_k}(\mathcal{F}_k, \mathcal{L}_k),$$

s.t. \hspace{1cm} (C1) $\sum_{l \in L} x_{lk} \leq 1$ \hspace{0.5cm} $\forall l \in L,$ \hspace{1cm} (8)

\hspace{1cm} (C2) $\sum_{k \in K} x_{lk} \leq c_k$ \hspace{0.5cm} $\forall k \in K.$ \hspace{1cm} (9)
Constraint (C1) assures that each slice can be allocated to at most one MNO, and constraint (C2) guarantees that each MNO-\(k\) can receive at most \(c_k\) slices. The MNOs are assumed to be able to communicate with each other through an MO during the slice allocation process, the matching game is used to model the decision process of the MNOs.

Algorithm 1 proceeds to optimize the social welfare \(S\) via the Markov Chain Monte Carlo (MCMC) method. We first initialize with a random matching, and at each iteration, we proceed to accept a swap of random pair of MNOs based on the probability that depends on the change in social welfare. The algorithm keeps track of the best matching found thus far. This algorithm converges to a two-sided exchange-stable matching [11].

Algorithm 1 MCMC Swap Algorithm

1. Initialize the matching matrix \(X\).
2. Compute the initial data rate of each MNO-\(k\).
3. For all \(t \leq \text{max iterations}\) do
4. Select a random pair of RBs \(\{l, l'\}\).
5. Swap the two RBs for each MNO \(\{k, k'\}\) to obtain \(\mu_k^{l,k'}\).
6. Update the data rate of MNOs \(\{k, k'\}\), \(k, k' \in K\), with the Q-learning in Algorithm 3.
7. Compute the social welfare \(S_t(\mu)\) in (4).
8. Compute the transition probability \(P_{tk} = \frac{1 + e^{-\gamma_{k}/S_{tk}(\mu^{l,k'})}}{1 + e^{-\gamma_{k}/S_{tk}(\mu^{l',k'})}}\).
9. If ran\(d() < P_{tk}\) then
10. \(\mu \leftarrow \mu_{k'}\) and \(S_t(\mu) \leftarrow S_t(\mu_{k'}^{l,k'})\)
11. Else if \(S_t(\mu) > S_{t-1}(\mu_{k'}^{l,k'})\) then
12. \(\mu \leftarrow \mu_{k'}\)
13. Update the social welfare \(S_t(\mu) \leftarrow S_t(\mu_{k'}^{l,k'})\).
14. End if
15. \(t \leftarrow t + 1\).
16. End for

A. Delay from the Computation Files to MEC for one MNO

Since each SBS is assumed to deploy MEC, we also consider the computation of the files at each SBS. Let the requested files arriving at the MEC server be a Poisson process with exponentially distributed inter-arrival times, and the arrival rate \(\lambda\). At the MEC server, the time is partitioned into multiple time slots, with the length \(Q_m\) seconds per slot, and the files are scheduled using round-robin method. Let the computing capability of the MEC server be \(s_m\) in cycles/second and \(\tau\) be CPU cycles/bit. Then, in order to finish processing file \(x_f\) of the UE-\(f\) associated with SBS-\(f\) \(\in \mathcal{F}_k\), the number of time slots needed is \(n = \frac{\tau x_f}{s_m Q_m}\). Hence, the required service time \(D_{s,m}\) to complete processing the file in seconds is,

\[
D_{s,m} = nQ_m. \tag{10}
\]

Each UE has file size \(x_f\) bits to be computed at the MEC, and the file \(x_f\) bits use \(T_s\) seconds to finish the computation. Therefore, the SBS-\(f\) \(\in \mathcal{F}_k\) will transmit signal and the computed file to UE-\(f\) and the delay can be considered in terms of downlink channel capacity as,

\[
D_{ff}^d = \frac{x_f}{R_n(0) T_s} \tag{11}
\]

where \(R_n(0)\) is obtained by computing Q-learning in Algorithm 3. The total delay includes the service time delay from processing the file \(D_{s,m}\) and the delay from downlink transmissions \(D_{ff}^d\), which can be expressed as,

\[
D_f = D_{s,m} + D_{ff}^d \tag{12}
\]

where \(D_{s,m}\) and \(D_{ff}^d\) are given by (10), and (11), respectively.

B. Infrastructure Cost Minimization with Latency Constraint at the UE

In this part, we consider one MNO and formulate the cost of infrastructure minimization problem with the latency constraint at the UE. The problem can be written as a linear program as follows:

\[
\begin{align*}
\min_{y_{fk}} & \sum_{f \in \mathcal{F}_k} c_f y_{fk}, \\
\text{s.t.} & \quad (C1) \ y_{fk} \Pr(D_f \geq D_{th}) \leq \epsilon. \tag{13}
\end{align*}
\]

The constraint (C1) in (14) is a probabilistic delay constraint that ensures the latency is bounded by a threshold value \(D_{th}\) with a probability \(\epsilon \in (0, 1)\). The \(c_k\) is the price of infrastructure (SBSs) when each SBS is utilized and \(y_{fk}(0 \leq y_{fk} \leq 1)\) denotes the fraction of infrastructure when the UE-\(f\) is served. To make the problem more tractable, we have from Markov’s inequality

\[
\Pr(D_f \geq D_{th}) \leq \frac{\mathbb{E}[D_f]}{D_{th}} \leq \epsilon. \tag{15}
\]

Using the Markov’s inequality (15), we can linearize the probabilistic constraint in (14) as \(\mathbb{E}[D_f] \leq \epsilon D_{th}\). Since we can express

\[
\mathbb{E}[D_f] = \mathbb{E}[D_{s,m} + D_{ff}^d] = D_{s,m} + D_{ff}^d. \tag{16}
\]

Substituting (16) in (15) We can rewrite the constraint (C1) as

\[
(C1') \ y_{fk}(D_{s,m} + D_{ff}^d) \leq \epsilon D_{th}. \tag{17}
\]

The problem (13) is an instance of knapsack problem. The SBSs are interpreted as “items”, the delay is interpreted as “weights”, and the right hand term of constrain (C1) in (13) is interpreted as “weight capacity” of a bag. Since \(y_{fk} \in [0, 1]\), the problem (13) becomes a fractional knapsack problem and a greedy algorithm can be used to obtain the optimal solution [12] Chap 17.1. The greedy algorithm is provided in Algorithm 2. The idea behind this greedy algorithm is as follows. We first sort the SBSs according to the cost of each SBS in an ascending order. We then assign \(y_{fk} = 1\) if the weight (the total delay \(D_f\) in (12)) is less than or equal to the residual weight capacity of knapsack. In our case, the maximum weight capacity of knapsack is defined by \(\bar{w} = \epsilon D_{th}\).
where \( w \) is the weight in the knapsack thus far.

Algorithm 2 Fractional Knapsack Algorithm

1: Initialize \( y_{fk} = 0 \), \( w = 0 \), and \( V = 0 \).
2: Compute \( R^{(l)}_n \) by using Q-learning in Algorithm 3 and then substitute the obtained \( R^{(l)}_n \) in (11).
3: Calculate \( D_f \) using (12).
4: Compute \( \rho_f = \frac{c_f}{D_f} \).
5: Sort \( \rho_f \) in ascending order such that \( \rho_{n1} \leq \rho_{n2} \leq \cdots \leq \rho_{nk} \).
6: for \( i = 1 \) to \( F_k \) do
7: \( y_{n_i} = 1 \).
8: \( V = V + c_{n_i} \).
9: \( w = w + D_{n_i} \).
10: end if
11: if \( D_{n_i} \leq \bar{w} - w \) then
12: \( y_{n_i} = \frac{\bar{w} - w}{D_{n_i}} \).
13: \( V = V + c_{n_i}y_{n_i} \).
14: end if
15: end for
16:

IV. SELF-ORGANIZING SBSs USING REINFORCEMENT LEARNING STRATEGY

In this section, we propose a mechanism of self-organizing networks based on reinforcement learning. We assume that all the SBSs are able to estimate the interference they experience at each RB and accordingly tune their transmission strategies towards a better performance based on Q-learning.

A. Q-learning

The Q-learning model consists of a set of states \( S \) and actions \( A \) aiming at finding a policy that maximizes the observed rewards over the interaction time of the agents/players (i.e., small cells). Every slice with SBS \( f \in F_k \) allocated to an MNO-\( k \), where \( k \in K \) explores its environment, observes its current state \( s \), and takes a subsequent action \( a \), according to a decision policy \( \pi : s \rightarrow a \).

For each MNO-\( k \), let us denote by \( Q^k \) the Q-learning game. Here, the players of the game are the SBSs \( f \in F_k \) which seek to allocate power in the RBs assigned to their corresponding MNO. The \( s_f(t) \) is the state of SBS-\( f \) at time \( t \). The state of an SBS is a binary variable, \( s_f(t) \in \{0, 1\} \), which indicates whether SBS-\( f \) experiences interference in RB-\( t \) assigned to its corresponding MNO-\( k \) such that its required QoS is violated. The QoS requirement is said to be violated when \( SINR_{n_i}^{(l)} \leq SINR_{th} \), where \( SINR_{n_i}^{(l)} \) is given by (5). The \( a_f(t) \) is the action of SBS-\( f \), where \( a_f(t) \in P_f \). Any given action can be represented by an integer variable \( a_f(t) \equiv n \), where \( n \) represents the power level. Finally, \( u_f(t) \) is the utility function or payoff of SBS-\( f \) at time-instant \( t \), which we take as the instantaneous rate of SBS-\( f \) at time-instant \( t \) as given by (4) if the QoS is satisfied. Otherwise it is taken to be zero:

\[
u_f(t) = \begin{cases} R^{(l)}_n & \text{if } SINR_{n_i}^{(l)} \geq SINR_{th} \\ 0 & \text{otherwise.} \end{cases}
\]

The expected discounted reward over an infinite horizon can be given by:

\[
V^\pi(s) = W(s, \pi^\ast(s)) + \gamma \sum_{v \in S} P_{s,v}(\pi(s))V^\pi(v),
\]

which is the expected discounted reward when executing action \( a \) at state \( s \) and then following policy \( \pi \) thereafter. The actions are chosen according to their Q-values as:

\[
P(a|s) = \frac{e^{Q(s^b,a_t)/T_p}}{\sum_{a' \neq a} e^{Q(s^b,a'_t)/T_p}}.
\]

The Q-learning process aims at finding \( Q(s, a) \) in a recursive manner where the update equation is given as (13):

\[
Q_{t+1}(s_t, a_t) = (1 - \beta_t)Q_t(s_t, a_t) + \beta_t \left[ w(s_t, a_t) + \gamma \max_{a'_t \neq a_t} Q_t(s_t, a'_t) \right],
\]

where \( \beta_t \) is the learning rate such that \( 0 \leq \beta_t < 1 \). The Q-learning algorithm for power allocation at each SBS-\( f \) is described in Algorithm 3.

Algorithm 3 Q-learning algorithm for power allocation

1: \( Q(s, a) = 0 \)
2: for all \( t \leq \text{max iterations} \) do
3: for \( k = 1 \) to \( K_{aug} \) do
4: Calculate the utility \( u_f \).
5: if \( \text{random}() \leq \gamma \) then
6: Randomly choose an action (power level) \( n \).
7: else
8: Choose a state with \( n^* = \arg\max_n Q(s, a) \).
9: end if
10: Each SBS-\( f \) computes the expected date rate (\( R_f \)).
11: Update Q-value \( Q_{t+1}(s_t, a_t) = (1 - \beta_t)Q_t(s_t, a_t) + \beta_t \left[ w(s_t, a_t) + \gamma \max_{a'_t \neq a_t} Q_t(s_t, a'_t) \right] \).
12: \( t \leftarrow t + 1 \)
13: end for
14: end for
V. SIMULATION RESULTS

In this section, we present numerical results to evaluate the performance of network slicing allocation, the cost of infrastructure minimization and proposed algorithms. Each MNO is assumed to have 8 SBSs per $\pi \times 500^2$ square meters. We consider TDMA system and thus, the SBS serves a single UE in a particular time slot and each UE is located within 20 meters of the SBS. The direct path loss between SBS and SBS-UE at distance $d$ meters is given by $PL(d) = 37 + 20\log_{10}(d)$ dB, and the path loss due to wall, $PL_{wall} = 15$ dB. The standard deviation of log-normal shadow fading is assumed to be 4 dB. The cross gain path loss between SBS and SBS-UE at distance $d_{S-SUE}$ is given by $PL(d_{S-SUE}) = 7 + 60\log_{10}(d_{S-SUE}) + PL_{wall}$. The maximum transmit power of each SBS is 10 dBm, and the noise variance is $-120$ dBm. The SINR threshold at each UE is 3 dB. The temperature $T_b$ in MCMC swap algorithm is 100. In the cost of infrastructure minimization problem, we assume that the size of the file of UE-UE is $s_m = 20$ cycles/second, $\tau = 15$ CPU cycles/bit and the time in MEC server is $Q_m = 0.9$ secs/slot. The price of 8 SBSs is $c_f = [50, 80, 200, 500, 800, 1000, 300, 400]$. In the Q-learning algorithm, we set the parameters as follows: discount factor $\gamma = 0.95$, and the learning rate $\beta_t = 0.5$. We run 2500 iterations for MCMC swap algorithm and 2000 instances for Q-learning algorithm.

In Fig. 2, we show the convergence of the social welfare (bits/sec/Hz) using MCMC swap algorithm when there are $K = 3$ MNOs, the number of slices/RBs is $L = 15$ while using Q-learning for power allocation. We see that the system converges to the steady state. At the steady state, we can observe that changing the number of slices/RBs $c_k$ obtained by each MNO-$k$ does not have much effect on the social welfare.

![Fig. 2: Convergence of social welfare for $K = 3$ MNOs using MCMC swap with Q-learning power allocation](image)

In Fig. 3, the cumulative distribution function (CDF) of social welfare when changing number of slices/RBs ($L$) while using Q-learning and uniform power allocation schemes.

In Fig. 4 we set $L = 15$ and plot the CDF of the overall social welfare while varying the number of MNOs. Each SBS uses the Q-learning scheme for power allocation. We can see that when increasing the number of MNOs, the social welfare is enhanced significantly.

![Fig. 3: Comparison of the cumulative distribution function (CDF) of social welfare when changing number of slices/RBs ($L$) while using Q-learning and uniform power allocation schemes](image)

![Fig. 4: Comparison of the cumulative distribution function (CDF) of social welfare for $K = 3, 4, 5$ MNOs](image)

In Fig. 5 and Fig. 6, we plot the results from the infrastructure cost minimization problem in (13)-(14). Each SBS of the MNO-$k$ determines the transmit power by using the Q-learning scheme. We assume that the latency is bounded by a threshold value $D_{th} = 0.001$ and 0.003 while changing the value of the tolerable probability as $\varepsilon = 0.3, 0.4$. The fraction of infrastructure (variable $y_{fk}$) versus SBSs is illustrated in
Fig. 5: The fraction of SBSs (variable $y_{fk}$) versus SBSs while changing the delay threshold $D_{th}$ and the tolerable probability $\epsilon$.

Fig. 6: The total delay from downlink transmission and computing the files.

VI. CONCLUSION

We have modeled the network slicing allocation with the mobile edge computing deployment for micro-operator (MO) networks. The MO has created the slices of wireless resource and then allocated these slices to multiple mobile network operators (MNOs). We have formulated the optimization problem to maximize the social welfare, defined as sum rate of all MNOs. The many-to-one matching game has been used to obtain the global optimal solution of the problem. The results have been computed by using Markov Chain Monte Carlo algorithm. Also, the Q-learning method has been proposed to obtain the optimal random transmit power strategy of the small cell base stations (SBSs). Furthermore, for an MNO, we have explored the problem of infrastructure cost minimization constrained on the latency at each user equipment (UE). The solution of the minimization of infrastructure cost has been given by a greedy fractional knapsack algorithm. We have observed that the MNO can use a small fraction of SBS to serve UE so as to satisfy the latency constraint at the UE. For the problem of maximization of social welfare, we have shown numerically that the results are stable and socially optimal. One of the important conclusions that we could highlight is that the power allocation has greater effect on the social welfare than that of slice allocation. The proposed framework can be enhanced by considering multiple MOs deployment in factory and hospital. The MOs can be assumed to serve machine type communications in addition to mobile broadband services. This direction would be an interesting extension of this work since very low latency and reliability will need to be considered.
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