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SUMMARY In 2019, a new selection method, named fitness-distance balance (FDB), was proposed. FDB has been proved to have a significant effect on improving the search capability for evolutionary algorithms. But it still suffers from poor flexibility when encountering various optimization problems. To address this issue, we propose a functional weights-enhanced FDB (FW). These functional weights change the original weights in FDB from fixed values to randomly generated ones by a distribution function, thereby enabling the algorithm to select more suitable individuals during the search. As a case study, FW is incorporated into the spherical search algorithm. Experimental results based on various IEEE CEC2017 benchmark functions demonstrate the effectiveness of FW.
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1. Introduction

In recent years, with the development of society and the advancement of technology, optimization problems have become more and more complex [1]. Traditional mathematical methods cannot solve these problems in limited time. To achieve a reasonable trade-off between solution accuracy and computational efficiency, many evolutionary algorithms (EAs) have been proposed [2], [3]. An EA treats the problem as a black-box and it can get a quality solution within limited computational time. Representative EAs include genetic algorithm [4], differential evolution [5], [6], gravitational search algorithm [7], [8] and spherical search (SS) [9]. EAs have been applied in various fields and play an important role in scientific research and production practices [10]–[12].

An EA consists of several components (e.g., a population of individuals, selection method, and crossover or mutation operators) that significantly affect its performance and should be designed sophisticatedly. Researchers have improved EA’s performance from many aspects, such as population size and structure [13], [14], and parameter control [15]. However, relatively few studies are performed regarding the effect of a selection method on the algorithm. The selection methods in EAs can be classified as non-deterministic, deterministic and probabilistic [16]. The nondeterministic strategy randomly selects candidate solutions in the population, which ensures the diversity of the population during the search [17]. The deterministic strategy generally selects better fitness solutions as candidate solutions to make promising solutions survive into the next generation, and provide search directions for the subsequent optimization of the population [5]. The probabilistic strategy selects candidate solutions in a probabilistic way, which not only maintains the population diversity, but also archive a certain percentage of current best solutions [18].

Recently, a new selection method based on the balance of fitness and distance (FDB) is proposed [16]. It is widely accepted that an excellent selection method can improve the performance of an EA substantially, and FDB also shows great potential. But it is observed that FDB only uses a fixed weight in its selection rules, which significantly limit its flexibility when facing various problems. It is naturally expected that a selection method can select solutions according to the characteristics of an tackled problem. To realize this, we innovatively propose a new selection strategy based on the FDB. The values of the balance weights for fitness and distance are no longer set to a fixed value, but are generated randomly by a distribution function. This new functional weights generation strategy enables the FDB to select candidate solutions more efficiently. With the aid of FW, more promising solutions can be survived into the next generation and thus make the algorithm to achieve a satisfied trade-off between solution fitness and population diversity.

The main contributions of this study are two-fold:

1) To the best of our knowledge, we are the first to improve the FDB selection method, aiming to achieve a better balance between fitness and distance of solutions.

2) A case study based on SS is performed, and experiments are conducted based on thirty different functions. Extensive performance comparison shows the superiority of FW in comparison with FDB. The results can raise the importance of the selection method in EAs and promote the development of related fields.

2. Fitness-Distance Balance

FDB, as a selection method, is aimed to discover one or more candidate solutions that are more suitable for the population search. According to [16], the distance of FDB is evaluated as:

[Equation]
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\[ \forall i = 1, P_i \neq P_{best}, \]
\[ D_{P_i} = \sqrt{(x_{1P_i} - x_{1P_{best}})^2 + \cdots + (x_{nP_i} - x_{nP_{best}})^2} \]  
(1)

where \( P_{best} \) and \( P_i \) indicate the current optimal solution and the \( i \)th solution of the population, respectively. \( x_{nP_i} \) and \( x_{nP_{best}} \) denote the position information of the \( n \)th and \( P_{best} \) solutions in the \( n \)th dimension, respectively.

After normalization, the fitness and distance values of candidate solutions are used in the score calculation, shown as:

\[ \forall i = 1, S_{P_i} = \omega \cdot \tilde{F}_{P_i} + (1 - \omega) \cdot \tilde{D}_{P_i} \]  
(2)

where \( \tilde{F}_{P_i} \) indicates the normalized fitness of solutions, whose fitness function is expressed as \( F \). \( \tilde{D}_{P_i} \) is the normalized distance of \( D_{P_i} \). \( \omega = 0.5 \) is a fixed coefficient.

Different from traditional selection methods which only take solution fitness into consideration in EAs, e.g., the roulette wheel selection, and elite selection [4], FDB can simultaneously consider the effect of solutions’ fitness values and their distances. Crowding solutions that result in a small \( D_{P_i} \) value are not likely to be selected, thus FDB tends to retain solutions with better fitness values from different regions of the search space. By using Eq. (2), the trade-off between solution quality and population diversity can be achieved to some extend.

### 3. Fitness-Distance Balance with Functional Weights

In FDB, the coefficient \( \omega \) balances the trade-off between solution quality and population diversity. Obviously, different optimization problems possess distinct search space. Thus, such trade-off should be adjustable according to the characteristics of the handled problem. Based on this motivation, we proposed a novel functional weights selection method (FW) in this paper. The functional weights strategy changes the limitation in FDB that the value of \( \omega \) is fixed. This strategy enhances the performance and ability to cope with complex problems of EAs.

In Eq. (2), we attempt to randomly generate the functional weights \( \omega \) according to Gaussian and Cauchy distributions, as shown in Eqs. (3) and (4), respectively.

\[ \omega \sim N(\mu, \delta^2) \]  
(3)

\[ \omega \sim \text{Cauchy}(\gamma, x_0) \]  
(4)

A fixed value of weight \( \omega \) may be valid, but cannot always be the best for all kinds of problems. Using a distribution function allows the value of weight \( \omega \) to generate more possibilities, thus possessing more capacity to tackle various problems. As the search space of a tackled problem may have different landscapes, Gaussian and Cauchy distributions tend to manipulate the scenarios with approximated normal distribution and fat-tailed properties, respectively [5], [19]. The values of weights \( \omega \) of a Gaussian distribution have less variance during the entire iterations of the population, and more values are generated around the mean. The values of weights \( \omega \) with a Cauchy distribution are more distributed at the ends of tails, and the variance is larger. It is notable that the generation of \( \omega \) will be re-sampled until it is located within the interval \([0, 1]\). Both generation strategies are expected to enable EAs to possess a more flexible trade-off between fitness and distance of solutions.

### 4. Experimental Results

To test the FW selection method, as a case study we applied it to one of the recent proposed algorithms, i.e., SS. The SS is a new algorithm proposed by Kumar et al. in 2019 [9], which has shown its superior performance in comparison with other state-of-the-art algorithms including LSHADE [20] and EBOwithCMAR [21]. Regarding SS, more details can be referred in [9].

To verify the performance of FW, four kinds of strategies on FDB are comprehensively studied, as summarized in Table 1. In Strategy 1, \( \omega \) is set to a fixed value. \( \omega = 0.5 \) is corresponding to the original FDB [16], which means that the fitness and distance values of solutions are equally treated. \( \omega = 0.75 \) denotes that more attention is paid on the solutions’ fitness, while \( \omega = 1 \) indicates only solution fitness is considered in the selection. FDB2SS, FDB3SS and FDB4SS denote that the weights are randomly selected from a specific group of given weights at each iteration. Preliminary experimental results suggests that \( \omega = 0.75 \) is the best choice among all fixed settings. In Strategy 2, the value of weight is uniformly generated in a given interval. In Strategy 3, the value of weight varies with the number of function evaluations, where \( nFES \) and \( MFES \) mean the current and maximum number of function evaluations, respectively. It is widely recognized that in the early stages of evolution, EAs tend to be more exploratory, while in the later stages of evolution they tend to be more exploitative [22]. Inspired by this, we set weights \( \omega \) to increase with the number of function evaluations for granted. In Strategy 4, \( \omega \) is generated according to a distribution function. The original FDB set \( \omega \) as 0.5, thus it is natural to using a Gaussian distribution with

| Table 1 | Strategies for FDB. |
|---------|---------------------|
| Strategy | Abbreviation of EAs | Setting of \( \omega \) |
| 1       | FDBSS              | \( \omega = 0.5 \) |
|         | FDB1SS             | \( \omega = 0.75 \) |
|         | SS                 | \( \omega = 1 \) |
|         | FDB2SS             | \( \omega \sim [0.2, 0.4, 0.6, 0.8] \) |
|         | FDB3SS             | \( \omega \sim [0.5, 0.6, 0.7, 0.8, 0.9] \) |
|         | FDB4SS             | \( \omega \sim [0.5, 0.75, 1] \) |
| 2       | FDB5SS             | \( \omega = \text{rand}(0, 1) \) |
|         | FDB6SS             | \( \omega = \text{rand}(0.5, 1) \) |
| 3       | FDB7SS             | \( \omega = 0.2 + 0.6 \cdot (nFES/MFES) \) |
|         | FDB8SS             | \( \omega = 0.5 + 0.5 \cdot (nFES/MFES) \) |
|         | FDB9SS             | \( \omega = nFES/MFES \) |
| 4       | FWn1SS             | \( \omega = N(1/2, (1/6)^2) \) |
|         | FWn2SS             | \( \omega = N(3/4, (1/12)^2) \) |
|         | FWc1SS             | \( \omega \sim \text{Cauchy}(1, 4, 3/4) \) |
|         | FWc2SS             | \( \omega \sim \text{Cauchy}(1/5, 3/4) \) |
|         | FWc3SS             | \( \omega \sim \text{Cauchy}(1/6, 3/4) \) |
a mean value of 0.5 (i.e., FW15SS) for comparison. After observed that $\omega = 0.75$ is the most effective setting when using a fixed value, we conducted several further researches by using Gaussian and Cauchy distributions with mean of 0.75.

To verify the performance of these algorithms, we conduct experiment based on the IEEE CEC2017 benchmark functions. These functions include unimodal functions (F1-F3), simple multimodal functions (F4-F10), hybrid functions (F11-F20) and composition functions (F21-F30). As a default setting, the function dimension ($D$) is set as 30, $mFES = 10^4D$ and each function was run for 30 independent times. Figure 1 illustrates Friedman test [23] results

| Table 2 | Experiment results on IEEE CEC2017. |
|---------|------------------------------------|
|         | FW2SS  | FW2SS  | FBSSS  | SS      |
|         | Error  | Std    | Error  | Std    | Error  | Std    |
| F1      | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 |
| F2      | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 |
| F3      | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 |
| F4      | 3.56E+01 | 2.67E+01 | 3.56E+01 | 2.67E+01 | 3.56E+01 | 2.67E+01 |
| F5      | 7.50E+00 | 1.28E+00 | 9.44E+00 | 1.75E+00 | 8.78E+00 | 1.42E+00 |
| F6      | 4.56E-09 | 2.50E-08 | 3.64E-08 | 1.99E-07 | 1.94E-08 | 4.73E-08 |
| F7      | 3.82E+01 | 1.53E+00 | 3.85E+01 | 1.69E+00 | 3.84E+01 | 1.59E+00 |
| F8      | 8.56E-00 | 1.55E+00 | 9.37E+00 | 1.47E+00 | 8.88E+00 | 1.70E+00 |
| F9      | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 |
| F10     | 1.63E+00 | 1.93E+00 | 1.67E+00 | 2.33E+00 | 1.71E+00 | 2.08E+00 |
| F11     | 2.10E+01 | 2.30E+01 | 2.17E+01 | 2.25E+01 | 2.15E+01 | 2.30E+01 |
| F12     | 8.89E+02 | 2.89E+02 | 8.95E+02 | 2.94E+02 | 8.98E+02 | 2.96E+02 |
| F13     | 1.54E+01 | 6.28E+00 | 1.69E+01 | 6.81E+00 | 1.64E+01 | 5.99E+00 |
| F14     | 2.73E+01 | 1.33E+00 | 2.21E+01 | 3.79E+00 | 2.16E+01 | 4.04E+00 |
| F15     | 2.34E+00 | 1.42E+00 | 4.60E+00 | 1.90E+00 | 2.74E+00 | 1.08E+00 |
| F16     | 1.79E+02 | 8.88E+01 | 2.39E+02 | 1.18E+02 | 1.74E+02 | 9.41E+01 |
| F17     | 3.37E+01 | 6.02E+00 | 3.94E+01 | 4.69E+00 | 3.56E+01 | 6.41E+00 |
| F18     | 2.16E+01 | 1.04E+00 | 2.12E+01 | 6.95E-01 | 2.23E+01 | 1.29E+00 |
| F19     | 5.31E+00 | 1.80E+00 | 6.77E+00 | 1.30E+00 | 5.02E+00 | 1.49E+00 |
| F20     | 4.78E+01 | 8.60E+00 | 5.49E+01 | 2.06E+00 | 5.06E+01 | 1.17E+01 |
| F21     | 3.46E+02 | 1.54E+00 | 3.09E+02 | 1.78E+00 | 2.08E+02 | 1.85E+00 |
| F22     | 3.46E+02 | 2.85E+00 | 3.46E+02 | 3.26E+00 | 3.45E+02 | 3.02E+00 |
| F23     | 4.22E+02 | 2.02E+00 | 4.23E+02 | 2.25E+00 | 4.22E+02 | 2.07E+00 |
| F24     | 3.87E+02 | 2.32E-02 | 3.87E+02 | 3.46E-02 | 3.87E+02 | 2.92E-02 |
| F25     | 8.88E+02 | 2.77E+01 | 9.17E+02 | 3.93E+01 | 8.89E+02 | 3.71E+01 |
| F26     | 5.01E+02 | 9.54E+00 | 5.00E+02 | 7.63E+00 | 5.05E+02 | 6.67E+00 |
| F27     | 3.15E+01 | 5.17E+01 | 3.36E+02 | 5.17E+01 | 3.11E+02 | 3.26E+01 |
| F28     | 4.37E+02 | 7.05E+00 | 4.46E+02 | 7.61E+00 | 4.39E+02 | 7.40E+00 |
| F29     | 2.05E+03 | 6.95E-01 | 2.03E+03 | 4.83E+01 | 2.08E+03 | 7.89E-01 |
| W/T/L   | NULL    | 2/280  | 17/121 | 13/170  |

Fig. 1  Ranking of FW and its competitor algorithms according to the Friedman test results.
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Fig. 2  Box-and-whisker plot graphs of (a) F5, (b) F15 and (c) F29.
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of all compared 16 algorithms. From it, we can find that FWn2SS (Gaussian distribution) and FWc2SS (Cauchy distribution) obtain the best average ranking, suggesting that FW is the most effective strategy for SS.

To give more insights into the differences among SS with/without FDB and FW, Table 2 summarizes the experimental results of FWn2SS, FWc2SS, FDBSS, and SS, where Error denotes the absolute value of the difference between the real optimal value of the objective function and the optimal value found by the algorithm. Wilcoxon rank-sum test with a significance level $\alpha = 0.05$ is performed and “$W/L$” denote the number of functions on which the control algorithm is significantly better (“+”), tied (“=”) or significantly worse (“−”) than its competitor.

From Table 2, it is clear that, although FW with Gaussian and Cauchy distributions has no significant differences on all test 30 functions, FWn2SS indeed outperforms FWc2SS on F14 and F23, which indicating that Gaussian distribution is a better choice for some specific problems. Additionally, both FWn2SS and FWc2SS significantly outperform FDBSS and SS on more than 13 out of 30 functions, which also verifies that FW is more effective than FDB.

Finally, Fig. 2 shows the box-and-whisker plot for three different types of functions: simple multimodal function (F5), hybrid function (F15) and composition function (F29), where the red line indicates the median of error values and the upper and lower limiting black lines indicate the maximum and minimum non-abnormal values, respectively. It can be found that FWn2SS and FWc2SS are better than other algorithms in terms of the robustness and accuracy of solutions.

5. Conclusions

In this paper, we propose an FW selection method, in which the functional weights strategy is added to FDB, thus improving its selection ability. To assess the performance of FW, 16 variants of SS are conducted. Experimental results suggest that the proposed FW is efficient. These results give more guidance for the design of selection methods in EAs. Future work will be done by trying some other distributions in FW.
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