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Abstract. This paper deals with the Cauchy problem for the modified Camassa-Holm (mCH) equation

\[ m_t + ((u^2 - u_x^2)m)_x = 0, \quad m := u - u_{xx}, \quad t > 0, \quad -\infty < x < +\infty, \]

\[ u(x, 0) = u_0(x), \]

in the case when the initial data \( u_0(x) \) as well as the solution \( u(x, t) \) are assumed to approach a nonzero constant as \( x \to \pm \infty \). In a recent paper we developed the Riemann–Hilbert formalism for this problem, which allowed us to represent the solution of the Cauchy problem in terms of the solution of an associated Riemann–Hilbert factorization problem. In this paper, we apply the nonlinear steepest descent method, based on this Riemann–Hilbert formalism, to study the large-time asymptotics of the solution of this Cauchy problem. We present the results of the asymptotic analysis in the solitonless case for the two sectors \( \frac{3}{4} < x/t < 1 \) and \( 1 < x/t < 3 \) (in the \((x, t)\) half-plane, \( t > 0 \)), where the leading asymptotic term of the deviation of the solution from the background is nontrivial: this term is given by modulated (with parameters depending on \( x/t \)), decaying (as \( t^{-1/2} \)) trigonometric oscillations.

1. Introduction

In the present paper, we consider the initial value problem for the modified Camassa–Holm (mCH) equation:

\[ m_t + ((u^2 - u_x^2)m)_x = 0, \quad m := u - u_{xx}, \quad t > 0, \quad -\infty < x < +\infty, \]

\[ u(x, 0) = u_0(x), \]

assuming that \( u_0(x) \to 1 \) as \( x \to \pm \infty \) and that the time evolution preserves this behavior: \( u(x, t) \to 1 \) as \( x \to \pm \infty \) for all \( t > 0 \). We are interested in the study of the behavior of \( u(x, t) \) as \( t \to +\infty \).

Equation (1.1a) is an integrable modification, with cubic nonlinearity, of the Camassa–Holm (CH) equation [9,10]

\[ m_t + (u m)_x + u_x m = 0, \quad m := u - u_{xx}. \quad (1.2) \]

The Camassa–Holm equation has been studied intensively over the two decades, due to its rich mathematical structure as well as applications for modeling the unidirectional propagation of shallow water waves over a flat bottom [15,27]. The CH and mCH equations are both integrable in the sense that they have Lax pair representations, which allows to develop the inverse scattering method, in one form or another, to study the properties of solutions of initial (Cauchy) and initial boundary value problems for these equations. In particular, the inverse scattering method in the form of a Riemann–Hilbert (RH) problem developed for the CH equation with linear dispersion [6] allowed to study the large-time behavior of solutions of initial as well as initial boundary value problems.
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problems for the CH equation [2, 5, 7, 8] using the (appropriately adapted) nonlinear steepest descent method [16].

Over the last few years various modifications and generalizations of the CH equation have been introduced, see, e.g., [41] and references therein. Novikov [33] applied the perturbative symmetry approach in order to classify integrable equations of the form

\[(1 - \partial_x^2) u_t = F(u, u_x, u_{xx}, u_{xxx}, \ldots), \quad u = u(x, t), \quad \partial_x = \partial/\partial x,\]

assuming that \(F\) is a homogeneous differential polynomial over \(\mathbb{C}\), quadratic or cubic in \(u\) and its \(x\)-derivatives (see also [32]). In the list of equations presented in [33], equation (32), which was the second equation with cubic nonlinearity, had the form (1.1a). In an equivalent form, this equation was given by Fokas in [20] (see also [34] and [22]). Schiff [37] considered equation (1.1a) as a dual to the modified Korteweg–de Vries equation (mKdV) and introduced a Lax pair for (1.1a) by rescaling the entries of the spatial part of a Lax pair for the mKdV equation. An alternative (in fact, gauge equivalent) Lax pair for (1.1a) was given by Qiao [35], so the mCH equation is also referred to as the Fokas–Olver–Rosenau–Qiao (FORQ) equation [25].

Equation (1.1a) belongs to the class of peakon equations: it has solutions in the form of localized, peaked traveling waves – peakons [24]. The dynamical stability of peakons is discussed in [36] (see also [30] for the stability of peakons of a generalized mCH equation). Multipeakon solutions are discussed in [12] using the inverse spectral method for an associated peakon system of ordinary differential equations.

The local well-posedness and wave-breaking mechanisms for the mCH equation and its generalizations, particularly, the mCH equation with linear dispersion, are discussed in [13, 14, 21, 24, 31]. Algebro-geometric quasiperiodic solutions are studied in [25]. The local well-posedness for classical solutions and global weak solutions to (1.1a) in Lagrangian coordinates are discussed in [23].

The Hamiltonian structure and Liouville integrability of peakon systems are discussed in [1, 11, 24, 34]. In [28], a Liouville-type transformation was presented relating the isospectral problems for the mKdV equation and the mCH equation, and a Miura-type map from the mCH equation to the CH equation was introduced. The Bäcklund transformation for the mCH equation and a related nonlinear superposition formula are presented in [40].

In the case of the CH equation, the inverse scattering transform method (particularly, in the form of a Riemann–Hilbert factorization problem) works for the version of this equation, considered for functions decaying at spatial infinity, with a linear dispersion term added to (1.2) or, equivalently, when (1.2) is considered on a nonzero background. This is because the inverse scattering method requires that the spatial equation from the Lax pair associated to the CH equation have continuous spectrum. On the other hand, the asymptotic analysis of the dispersionless CH equation (1.2) on zero background (where the spectrum is purely discrete) requires a different tool (although having a certain analogy with the Riemann–Hilbert method), namely the analysis of a coupling problem for entire functions [17–19].

In the case of the mCH equation, the situation is similar: the inverse scattering method for the Cauchy problem can be developed when equation (1.1a) is considered on a nonzero background. The Riemann–Hilbert formalism for this problem has been developed in [3].

In the present paper, we study the large-time behavior of the solution of the Cauchy problem for the mCH equation on a nonzero background (1.1), taking the formalism developed in [3] as the starting point. Focusing on the solitonless case, in Section 2 we reduce the original (singular) RH problem representation for the solution of (1.1) to the resolution of a regular RH problem. Then, in Section 3, the latter problem is analyzed asymptotically, as \( t \to +\infty \). We finally obtain the leading asymptotic terms for the solution of the Cauchy problem (1.1), in the two sectors of the \((x, t)\) half-plane, \( 1 < \frac{t}{x} < 3 \) and \( \frac{3}{4} < \frac{t}{x} < 1 \) where the deviation from the background value is
nontrivial. In those sectors this deviation exhibits slowly decaying (of order $t^{-1/2}$), modulated (by $\frac{1}{\kappa}$) oscillations (Theorems 3.2 and 3.4), while in the remaining sectors $\frac{t}{\tau} > 3$ and $\frac{t}{\tau} < \frac{3}{4}$ it decays rapidly to 0.

**Notations.** Furthermore, $\sigma_1 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ and $\sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$ denote the standard Pauli matrices. We let $\mathbb{C}_+ = \{ \text{Im } \mu > 0 \}$ and $\mathbb{C}_- = \{ \text{Im } \mu < 0 \}$ denote the open upper and lower complex half-planes. We also let $f^*(\mu) := \overline{f(\mu)}$ denote the Schwarz conjugate of a function $f(\mu), \mu \in \mathbb{C}$. If $M$ is a $2 \times 2$ matrix we denote by $M^{(1)}$ and $M^{(2)}$ its first and second columns, respectively.

2. **Reduction to a regular RH problem**

Introducing a new function $\tilde{u}$ by

$$u(x,t) = \tilde{u}(x-t,t) + 1,$$

the mCH equation (1.1a) reduces to

$$\tilde{m}_t + (\tilde{\omega}\tilde{m})_x = 0,$$  

(2.2a)

$$\tilde{m} := \tilde{u} - \tilde{u}_{xx} + 1,$$  

(2.2b)

$$\tilde{\omega} := \tilde{u}^2 - \tilde{u}_x^2 + 2\tilde{u},$$  

(2.2c)

where the solution $\tilde{u}$ is considered on zero background: $\tilde{u}(x,t) \to 0$ as $x \to \pm \infty$ for all $t \geq 0$. The Riemann–Hilbert (RH) approach for the Cauchy problem for equation (2.2) has recently been developed in [3]. This resulted in a parametric representation for $\tilde{u}(x,t)$ in terms of the solution of an appropriate RH problem proposed in [3], according to the following algorithm:

(a) Given $u_0(x)$, construct the “reflection coefficient” $r(\mu), \mu \in \mathbb{R}$ and, if applicable, the “discrete spectrum data” $\{\mu_j, \rho_j\}_{j=1}^\infty$, by solving the Lax pair equations associated with (2.2), whose coefficients are determined in terms of $u_0(x)$.

(b) Construct the jump matrix $J(y,t,\mu), \mu \in \mathbb{R}$ by

$$J(y,t,\mu) := e^{-p(y,t,\mu)\sigma_3}J_0(\mu)e^{p(y,t,\mu)\sigma_3}$$

(2.3)

where

$$p(y,t,\mu) := -\left(\frac{(\mu^2 - 1)}{4\mu} \left(-y + \frac{8\mu^2}{(\mu^2 + 1)^2}\right)\right)$$

(2.4)

and $J_0(\mu)$ is defined by

$$J_0(\mu) := \begin{pmatrix} 1 - r(\mu)r^*(\mu) & r(\mu) \\ -r^*(\mu) & 1 \end{pmatrix}.$$  

(2.5)

(c) Solve the following **RH problem** (parametrized by $y$ and $t$): Find a piece-wise (w.r.t. $\mathbb{R}$) meromorphic (in the complex variable $\mu$), $2 \times 2$-matrix valued function $M(y,t,\mu)$ satisfying the following conditions:

- The jump condition

$$M_+(y,t,\mu) = M_-(y,t,\mu)J(y,t,\mu), \quad \mu \in \mathbb{R}, \quad \mu \neq \pm 1.$$  

(2.6)

- The residue conditions

$$\text{Res}_{\mu_j}M^{(1)}(y,t,\mu) = \frac{1}{\varkappa_j(y,t)}M^{(2)}(y,t,\mu_j),$$

$$\text{Res}_{\mu_j}M^{(2)}(y,t,\mu) = \frac{1}{\varkappa_{\overline{j}}(y,t)}M^{(1)}(y,t,\overline{\mu_j}),$$

(2.7)

with $\varkappa_j(y,t) := \rho_j e^{-2p(y,t,\mu_j)}$.

- The normalization condition

$$M(y,t,\mu) \to I \text{ as } \mu \to \infty.$$  

(2.8)
The symmetries

\[ M(\mu) = M(\bar{\mu}^{-1}) = \sigma_3 M(-\bar{\mu}) \sigma_3 = \sigma_1 M(\mu) \sigma_1, \]

(2.9)

where \( M(\mu) \equiv M(y, t, \mu) \).

The singularity conditions

\[ M(y, t, \mu) = \begin{pmatrix} \frac{i\alpha_+(y, t)}{2(\mu - 1)} & (-c & 1) + O(1) \quad \text{as } \mu \to 1, \quad \text{Im} \mu > 0, \\ -c & 1 \end{pmatrix} \]

(2.10a)

\[ M(y, t, \mu) = \begin{pmatrix} -i\alpha_+(y, t) & c & 1 \end{pmatrix} + O(1) \quad \text{as } \mu \to -1, \quad \text{Im} \mu > 0, \]

(2.10b)

where \( c = 1 + r(1) \) (generically, \( c = 0 \)) whereas \( \alpha_+(y, t) \in \mathbb{R} \) is not specified.

(d) Having found the solution \( M(y, t, \mu) \) of this RH problem (which is unique, if it exists, see [3]), extract the real-valued functions \( a_j(y, t), \ j = 1, 2, 3 \) from the expansion of \( M(y, t, \mu) \) at \( \mu = i \):

\[ M(y, t, \mu) = \left( a_1(y, t) \begin{pmatrix} 0 & a_2(y, t) \\ 0 & a_3(y, t) \end{pmatrix} \right) \left( \mu - i \right) + O((\mu - i)^2), \quad \mu \to i. \]

(2.11)

(c) Obtain \( \hat{u}(x, t) \) in parametric form as follows:

\[ \hat{u}(x, t) = \hat{u}(y(x, t), t), \]

where

\[ \hat{u}(y, t) = -a_2(y, t)a_1(y, t) - a_3(y, t)a_1^{-1}(y, t), \]

\[ x(y, t) = y + 2 \ln a_1(y, t). \]

Remark 2.1. To simplify notations in this paper, compared to [3], we have removed the symbol “hat” over many functions (e.g., \( \hat{M}(y, t, \mu), \alpha_+(y, t), \) etc.). Another difference is that \( M_+ \) and \( M_- \) are exchanged in the jump relation (2.6) so that here the jump is the inverse of that in [3]: \( J_0 = \bar{J}_0^{-1} \) and \( J = \bar{J}^{-1} \).

Remark 2.2. The symmetries (2.9) are consistent with the symmetries of \( r(\mu) \)

\[ r(\mu) = -r(-\mu) = r(\mu^{-1}) \]

(2.13)

and the invariance of the set \( \{ \mu_j, \rho_j \}_{j=1}^N, -\bar{\mu}_j = \mu_j \) and \( -\mu_j^{-1} = \mu_j^{-1} \) with \( \rho_j = \bar{\rho}_j = -\rho_j^{-2} \rho_j^{-2} \). These symmetries and invariances follow from the construction of the RH problem above in terms of the dedicated (Jost) solutions of the Lax pair equations associated with the mCH equation, see [3]. Moreover, the symmetries (2.9) imply the particular structure of the matrices in (2.11).

In the general context of nonlinear integrable equations, the RH problem formalism (i.e., the representation of the solution of the original problem — the Cauchy problem for a nonlinear integrable PDE — in terms of the solution of an associated RH problem) allows reducing the problem of the large time analysis of the solution of the nonlinear PDE to that of the RH problem. Residue conditions (if any) involved in the RH problem formulation generate a soliton-type, non-decaying contribution to the asymptotics whereas the jump conditions are responsible for the dispersive (decaying) part, details of which can be retrieved applying an appropriate modification of the nonlinear steepest descent method to the asymptotic analysis of a preliminarily regularized RH problem (i.e., a RH problem involving the jump and normalization conditions only).

With this respect we notice that the residue conditions (2.7) can be handled in a standard way: either adding to the contour small circles around each \( \mu_j \) and \( \bar{\mu}_j \) and reducing the residue conditions to associated jump conditions across the circles or using the Blaschke–Potapov factors (see, e.g., [5]); in both approaches, the original RH problem is reduced to a RH problem without residue conditions.
As for the singularity conditions, we notice that in the case of the Camassa–Holm equation, where such a condition is also involved in the matrix RH problem formalism, an efficient way to handle it is to reduce the matrix RH problem to a vector one, multiplying from the left by the constant vector \((1,1)\). Indeed, the singularity condition for the CH equation has the form of (2.10b), and thus this multiplication “kill” the singularity, reducing the RH problem to a regular one. With this respect, we notice that the matrix RH problem for the modified Camassa–Holm equation is different: it also involves the singularity condition (2.10a), which, obviously, cannot be removed using the same trick.

In the present paper, we focus on the study of the dispersive part of the large-time asymptotics of solutions of the Cauchy problems for the mCH equation. Accordingly, we proceed with the solitonless case assuming that there are no residue conditions (inclusion of the discrete spectrum of solutions of the Cauchy problems for the mCH equation. Moreover, as due to (2.10b). Similarly for \(M(\mu)\) we have

\[
\left(\tilde{M}_{11}(\mu),\tilde{M}_{12}(\mu)\right) = \left(M_{11}(\mu) + M_{21}(\mu), M_{12}(\mu) + M_{22}(\mu)\right) + O(1) = O(1)
\]

due to (2.10b). Similarly for \(M(\mu)\) is non-singular at \(\mu = \pm 1\). Finally, (C6) follows from the symmetry relations (2.9) (more precisely, from \(M(\mu^{-1}) = \sigma_1 M(\mu)\sigma_1\)).
Now, let’s prove that the solution of the RH problem (C1)–(C6) above is unique (if exists).

First, we notice that if \( \tilde{M}(y,t,\mu) \) solves the RH problem (C1)–(C6), then
\[
\det \tilde{M}(y,t,\mu) = 1 - \frac{1}{\mu^2}. \tag{2.15}
\]
Indeed, since \( \det J(y,t,\mu) \equiv 1 \) and \( \det M(y,t,\mu) \) is bounded at \( \mu = \infty \), it follows that \( \det M(\mu) \) is a rational function. Moreover, from (C4) we have that \( \det M(\mu) = -\frac{1}{\mu^2} + O(1) \) as \( \mu \to 0 \), with some \( c \equiv c(y,t) \). Taking into account (C3) we have that \( \zeta(y,t,\mu) \equiv \det \tilde{M}(y,t,\mu) - 1 + \frac{1}{\mu^2} - \frac{c}{\mu} \)

is a bounded entire function of \( \mu \), which, by Liouville’s theorem and (C3), vanishes for all \( (y,t) \). Finally, evaluating \( \zeta(y,t,\mu) \) at \( \mu = \pm 1 \) and using (C5), it follows that \( c(y,t) \equiv 0 \) and thus (2.15) follows.

Now let’s assume that \( \tilde{M} \) is another solution of the RH problem (C1)–(C6) and define \( N(\mu) \equiv \tilde{M}(\mu)\tilde{M}^{-1}(\mu) \). Since \( \tilde{M} \) and \( \tilde{M} \) satisfy the same jump conditions, \( N(\mu) \) is a rational function, with possible singularities at \( \mu = 0, -1, 1 \). In view of (2.15) and (C3), \( \tilde{M}^{-1}(\mu) = \frac{4\mu^2}{\mu^2-1}(\mu^2+O(1)) = O(\mu) \) as \( \mu \to 0 \) and thus \( N(\mu) \) is non-singular at \( \mu = 0 \). In order to prove that \( N(\mu) \) is non-singular at \( \mu = \pm 1 \), we use relation (C6). In particular, we have \( \tilde{M}(1) = \tilde{M}(1)\sigma_1 \) and thus \( \tilde{M}(\mu) = \frac{(g_1-g_1)}{\mu^2-1} + O(\mu-1) \) as \( \mu \to 1 \), with some \( g_j, j = 1, 2 \). Consequently, \( \tilde{M}^{-1}(\mu) = \frac{4\mu^2}{\mu^2-1}\left(\frac{-\gamma_j}{\gamma_j}\right) + O(\mu-1) \) as \( \mu \to 1 \), with some \( \gamma_j, j = 1, 2 \), which implies that \( N(\mu) \) is bounded as \( \mu \to 1 \). Similarly for \( \mu \to -1 \). Therefore, \( N(\mu) \) is an entire function such that \( N(\infty) = I \) and thus \( N(\mu) \equiv I \) by Liouville’s theorem.

Remark 2.4. Assuming \( r(\mu) = -r(-\mu) \) (see (2.13)), we have that \( J(\mu) \) satisfies the symmetries
\[
J(\mu) = \sigma_3 J(-\mu) \sigma_3 = \sigma_1 J^{-1}(\mu) \sigma_1,
\]
which, due to uniqueness, imply the symmetries for \( \tilde{M} \) similar to those for \( M \):
\[
\tilde{M}(\mu) = \sigma_3 \tilde{M}(-\mu) \sigma_3 = \sigma_1 \tilde{M}(\mu) \sigma_1 \tag{2.16}
\]
(taking also into account that the symmetries (2.16) are consistent with all conditions in the RH problem in Proposition 2.3).

Step 2 in the reduction of the RH problem is formulated in the following proposition (see [26, 38, 39] for the case of the nonlinear Schrödinger equation with “finite density” boundary conditions).

Proposition 2.5. The solution \( \tilde{M} \) of the RH problem from Proposition 2.3 can be represented in terms of the solution of a regular RH problem as follows:
\[
\tilde{M}(y,t,\mu) = \left( I - \frac{1}{\mu} \Delta(y,t) \right) M^R(y,t,\mu), \tag{2.17}
\]
where \( M^R(\mu) \equiv M^R(y,t,\mu) \) is the solution of the following RH problem: Find \( M^R(\mu) \) such that
(R1) \( M^R(\mu) \) is analytic in \( \mathbb{C}_+ \) and \( \mathbb{C}_- \) and continuous up to the real axis.
(R2) \( M^R(\mu) \) satisfies the jump condition (2.3)–(2.6).
(R3) \( M^R(\mu) \to I \) as \( \mu \to \infty \).

Here \( \Delta \) in (2.17) is expressed in terms of the solution \( M^R \) of the RH problem above by:
\[
\Delta(y,t) = \sigma_1 [M^R(y,t,0)]^{-1}.
\]

Proof. Let \( M^R(\mu) \) be the solution of the regular RH problem (R1)-(R3) above. Then \( \tilde{M}(y,t,\mu) \) defined by (2.17) obviously (by construction) satisfies conditions (C1)-(C4) of the RH problem.
from Proposition 2.3. In order to check conditions (C5) and (C6), we use the matrix structure of $\Delta$ that follows from the symmetries of $M^R(\mu)$.

(i) Since $M^R(\mu)$ and $M(\mu)$ satisfy the same jump conditions, the uniqueness of the solution of the regular RH problem implies that $M^R(\mu)$ satisfies the same symmetries (see (2.9)) (generated by the symmetry $r(\mu) = -q(-\mu)$):

\[
M^R(\mu) = \sigma_3 M^R(-\bar{\mu}) \sigma_3 = \sigma_1 \overline{M^R(\bar{\mu})} \sigma_1.
\]

(2.18)

Considering this for $\mu = 0$ it follows that $M^R(y, t, 0) = \begin{pmatrix} \alpha(y, t) & i\beta(y, t) \\ -i\beta(y, t) & \alpha(y, t) \end{pmatrix}$ with some $\alpha(y, t) \in \mathbb{R}$ and $\beta(y, t) \in \mathbb{R}$. Moreover, $\alpha^2(y, t) - \beta^2(y, t) \equiv 1$ since $\det M^R(\mu) \equiv 1$. Consequently, $\Delta(y, t)$ has the structure

\[
\Delta = \begin{pmatrix} i\beta & \alpha \\ \alpha & -i\beta \end{pmatrix}
\]

with $\alpha^2 - \beta^2 = 1$ (2.19)

and thus $\det(I - \mu^{-1}\Delta(y, t)) = 1 - \frac{\alpha^2 - \beta^2}{\mu^2} = 1 - \frac{1}{\mu^2}$, which implies (C5). Notice that $\Delta^2 \equiv I$.

(ii) Now consider the symmetry $\mu \mapsto \mu^{-1}$. From $r(\mu) = \overline{r(\mu^{-1})}$ it follows that $M(\mu) = \sigma_3 J^{-1}(\mu^{-1}) \sigma_1$ and thus $\tilde{M}(\mu) := \sigma_3 M^R(\mu^{-1}) \sigma_1$ satisfies the same jump condition as $M^R(\mu)$ does. Taking into account that $\tilde{M}(\infty) = \sigma_1 M^R(0) \sigma_1$, Liouville’s theorem implies that $\tilde{M}^{-1}(\infty) \tilde{M}(\mu) \equiv \sigma_1 [M^R(0)]^{-1} M^R(\mu^{-1}) \sigma_1 = M(\mu)$, or, in terms of $\Delta$,

\[
M(\mu^{-1}) = \Delta M^R(\mu) \sigma_1.
\]

(2.20)

Now, combining (2.17) with (2.20) we can express $\tilde{M}(\mu^{-1})$ in terms of $\tilde{M}(\mu)$ as follows:

\[
\tilde{M}(\mu^{-1}) = (I - \Delta \mu) M^R(\mu^{-1}) = (I - \Delta \mu) \Delta M^R(\mu) \sigma_1 = Q(\mu) \tilde{M}(\mu) \sigma_1
\]

(2.21)

with

\[
Q(\mu) = (I - \Delta \mu) (I - \Delta \mu^{-1})^{-1}.
\]

Using (2.19), direct calculations give $Q(\mu) = -\mu I$ and thus the symmetry (2.20) takes the form of (C6) in Proposition 2.3.

From $M^R$ back to $\tilde{u}$. Now, we can obtain a parametric representation of the solution $\tilde{u}(x, t)$ of the Cauchy problem (2.2) in terms of the solution $M^R(y, t, \mu)$ of the regular RH problem from Proposition 2.5. First, using (2.14) and (2.17), we get $M$ from $M^R$:

\[
M(\mu) = \left( I - \frac{1}{\mu} \sigma_1 \right)^{-1} \left( I - \frac{1}{\mu} \Delta \right) M^R(\mu).
\]

(2.22)

Then, by (2.11) and (2.12) we find

\[
M(y, t, \mu) \sim \{ a_1(y, t), a_2(y, t), a_3(y, t) \} \sim \{ \tilde{u}(y, t), x(y, t) \},
\]

and finally $\tilde{u}(x, t) = \tilde{u}(y(x, t), t)$.

3. Large-time asymptotics of the regular RH problem

In this section, we study the large-time asymptotics of the solution $M^R(y, t, \mu)$ of the regular RH problem from Proposition 2.5 using the ideas and tools of the nonlinear steepest descent method [16]. The method consists in successive transformations of the original RH problem, in order to reduce it to an explicitly solvable problem. The different steps include appropriate triangular factorizations of the jump matrix; “absorption” of the triangular factors with good large-time behavior; reduction, after rescaling, to a RH problem which is solvable in terms of certain special functions; analysis of the approximation errors. Here we focus on deriving the leading terms of the large-time asymptotics, while for error estimates we refer to [29].
3.1. Transformations of the regular RH problem. Introduce
\[ \theta(\mu, \xi) := \tilde{\theta}(k(\mu), \xi), \]
where
\[ \xi := \frac{y}{t}, \quad k(\mu) := \frac{1}{4} \left( \mu - \frac{1}{\mu} \right), \quad \tilde{\theta}(k, \xi) := k\xi - \frac{2k}{1 + 4k^2}. \] (3.1)
Hence, \( p(y, t, \mu) = i\tilde{\theta}(\mu, \xi) \). The jump matrix (2.6) with (2.3)–(2.5) allows two triangular factorizations:
\[ J(y, t, \mu) = \begin{pmatrix} 1 & r(\mu)e^{-2it\theta} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -r^*(\mu)e^{2it\theta} & 1 \end{pmatrix}, \] (3.2a)
\[ J(y, t, \mu) = \begin{pmatrix} 0 & 1 - |r(\mu)|^2 \\ 1/r(\mu) & 0 \end{pmatrix} \begin{pmatrix} 1 & 1 - |r(\mu)|^2 \\ 1/r(\mu) & 1 \end{pmatrix} e^{-2it\theta}. \] (3.2b)

Following the basic idea of the nonlinear steepest descent method [16], the factorizations (3.2) can be used in such a way that the (oscillating) jump matrix on \( \mathbb{R} \) for a modified RH problem reduces (see the RH problem for \( M(2) \) below) to the identity matrix whereas the arising jumps outside \( \mathbb{R} \) are exponentially small as \( t \to +\infty \). The use of one or another form of the factorization is dictated by the “signature table” for \( \theta, \) i.e., the distribution of signs of \( \text{Im} \) \( \tilde{\theta}(\mu, \xi) \) (that depends on \( \xi \)) in the \( \mu \)-complex plane. The factorization (3.2a) is appropriate for the (open) intervals of \( \mathbb{R} \) (let us denote their union by \( \Sigma_a \equiv \Sigma_a(\xi) \)) for which \( \text{Im} \) \( \tilde{\theta}(\mu) \) is positive for \( \mu \in \mathbb{C}_+ \) close to these intervals (and negative for \( \mu \in \mathbb{C}_- \) close to the same intervals). On the other hand the factorization (3.2b) is appropriate for the (open) intervals of \( \mathbb{R} \) (we denote their union by \( \Sigma_0(\xi) = \mathbb{R} \setminus \Sigma_a(\xi) \)), for which \( \text{Im} \) \( \tilde{\theta}(\mu) \) is negative for \( \mu \in \mathbb{C}_+ \) close to these intervals.

In turn, one can get rid of the diagonal factor in (3.2b) using the solution of the following scalar RH problem: Find a scalar function \( \delta(\mu, \xi) \) (\( \xi \) being a parameter) analytic in \( \mathbb{C} \setminus \Sigma_b(\xi) \) such that
\[ \delta_+ (\mu, \xi) = \delta_- (\mu, \xi)(1 - |r(\mu)|^2), \quad \mu \in \Sigma_b(\xi), \] (3.3a)
\[ \delta(\mu, \xi) \to 1, \quad \mu \to \infty. \] (3.3b)
The solution of the RH problem (3.3) is given by the Cauchy integral:
\[ \delta(\mu, \xi) = \exp \left\{ \frac{1}{2\pi i} \int_{\Sigma_b(\xi)} \frac{\ln(1 - |r(s)|^2)}{s - \mu} ds \right\}. \] (3.4)

Define \( M^{(1)}(y, t, \mu) := M^{R}(y, t, \mu) \delta^{a-\sigma_3}(\mu, \xi) \). Then \( M^{(1)} \) can be characterized as the solution of the RH problem including the standard normalization condition \( M^{(1)}(\mu) \to I \) as \( \mu \to \infty \) and the jump condition
\[ M^{(1)}_+ (y, t, \mu) = M^{(1)}_-(y, t, \mu)J^{(1)}(y, t, \mu), \quad \mu \in \mathbb{R}, \] (3.5)
where the jump matrix is factorized as
\[ J^{(1)}(y, t, \mu) = \begin{pmatrix} 1 & r(\mu)\delta^2(\mu, \xi)e^{-2it\theta} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -r^*(\mu)\delta^2(\mu, \xi)e^{2it\theta} & 1 \end{pmatrix}, \quad \mu \in \Sigma_a(\xi) \] (3.6a)
\[ J^{(1)}(y, t, \mu) = \begin{pmatrix} 0 & 1 - |r(\mu)|^2 \\ 1/r(\mu) & 0 \end{pmatrix} \begin{pmatrix} 1 & 1 - |r(\mu)|^2 \\ 1/r(\mu) & 1 \end{pmatrix} \delta^2(\mu, \xi)e^{-2it\theta}, \quad \mu \in \Sigma_b(\xi). \] (3.6b)

Now let us discuss the structure of \( \Sigma_a(\xi) \) and \( \Sigma_b(\xi) \). First, we notice that \( \tilde{\theta}(\xi, k) \) is exactly the same as in the case of the CH equation [7]. Taking into account the relation between \( \mu \) and \( k \) (see (3.1)), the “signature table” for the CH equation near the real axis leads to that for the mCH equation (the latter being, additionally, symmetric w.r.t. \( \mu \to 1/\mu \)) while the ranges
of values of $\xi$ for which the “signature table” keeps the same structure are the same. Namely, one can distinguish four ranges of values of $\xi$ for which $\Sigma_a(\xi)$ and $\Sigma_b(\xi)$ have qualitatively different structures (which, consequently, implies four qualitatively different types of large-time asymptotics):

(I) $\xi > 2$,
(II) $0 < \xi < 2$,
(III) $-\frac{1}{4} < \xi < 0$,
(IV) $\xi < -\frac{1}{4}$.

Each range of values of $\xi$ is characterized by the structure of $\Sigma_a(\xi)$ (or $\Sigma_b(\xi)$): $\Sigma_a(\xi)$ is the union of disjoint intervals whose end points are the (real) stationary points of $\theta(\mu, \xi)$, i.e., the points $\mu \in \mathbb{R}$ where $\frac{d\theta}{d\mu}(\mu, \xi) = 0$, and similarly for $\Sigma_b(\xi)$. More precisely,

$$\Sigma_b(\xi) = \begin{cases} 
\emptyset, & \xi > 2 \\
(-\mu_0, -\frac{1}{\mu_0}) \cup (\frac{1}{\mu_0}, \mu_0), & 0 < \xi < 2 \\
(-\infty, -\mu_1) \cup (-\mu_0, -\frac{1}{\mu_0}) \cup (-\frac{1}{\mu_1}, \frac{1}{\mu_0}) \cup (\frac{1}{\mu_0}, \mu_0) \cup (\mu_1, +\infty), & -\frac{1}{4} < \xi < 0 \\
(-\infty, +\infty), & \xi < -\frac{1}{4}.
\end{cases}$$

(3.7)

Here the values of $\mu_0(\xi) > 1$ and $\mu_1(\xi) > 1$ are those associated (via $\kappa_j = \frac{1}{2}(\mu_j - \frac{1}{\mu_j})$, $j = 0, 1$) with the (real) stationary points $\kappa_0(\xi)$ and $\kappa_1(\xi)$ of $\hat{\theta}(k)$, i.e., the end points in the case of the CH equation. They are determined by $\xi = \frac{2 - 8\kappa_j^2}{(1 + 4\kappa_j^2)}$, see [7]:

$$\kappa_0^2(\xi) = \frac{\sqrt{1 + 4\xi} - 1 - \xi}{4\xi}, \quad \kappa_1^2(\xi) = -\frac{\sqrt{1 + 4\xi} + 1 + \xi}{4\xi}$$

($\kappa_0(\xi)$ is relevant for ranges II and III whereas $\kappa_1(\xi)$ is relevant for range III only). In analogy with the case of the CH equation, for $\xi$ in ranges I and IV, the solution $M^{(2)}$ of the RH problem (see below) decays rapidly (as $t \to +\infty$) to the identity matrix, which corresponds (in the case without discrete spectrum) to rapid decay of the resulting $\hat{u}(y, t)$. On the other hand, ranges II and III are those where the large-time asymptotics in the case of the CH equation are of Zakharov–Manakov type (trigonometric oscillations decaying as $t^{-1/2}$), see [5, 7]. Our main goal in the present paper is the derivation of analogous asymptotic formulas, for ranges II and III, in the case of the mCH equation.

The next step in the transformation of the RH problem is the “absorption” of the triangular factors in (3.6a) and (3.6b) into the solution of a deformed RH problem, with an enhanced jump contour (having parts outside $\mathbb{R}$). This absorption requires the triangular factors in (3.6a) and (3.6b) to have analytic continuation at least into a band surrounding $\mathbb{R}$. With this respect we notice that, as in the case of other integrable equations (in particular, the CH equation), the reflection coefficient $r(k)$ is defined, in general, for $k \in \mathbb{R}$ only. However, one can approximate $r(k)$ and $\frac{r(k)}{1 - r^2(k)}$ by some rational functions with well-controlled errors (see, e.g., [29]). Alternatively, if we assume that the initial data $\hat{u}(x, 0)$ decays exponentially to 0 as $x \to \pm \infty$ (or that $\hat{u}(x, 0)$ has finite support in $\mathbb{R}$), then $r(k)$ turns out to be analytic in a band containing $k \in \mathbb{R}$ (or analytic in the whole plane and thus there is no need to use rational approximations in order to be able to perform this absorption (see the transformation $M^{(1)} \to M^{(2)}$ below). Henceforth, in order to avoid technicalities and to keep the presentation of our main result as simple as possible, we assume that $r(k)$ (and thus $1 - (r(k)r^*(k))^2$) is analytic in a domain of the complex plane containing the contours of the successive RH problems (and refer to [29] for details related to the rational approximations).

For $0 < \xi < 2$ and for $-\frac{1}{4} < \xi < 0$, we define a contour $\Sigma \equiv \Sigma(\xi)$ consistent with the signature table for $\theta(\mu, \xi)$, see Figures 3.1 and 3.2, respectively.
Further, define $M^{(2)}$ by $M^{(2)}(y, t, \mu) := M^{(1)}(y, t, \mu)P(y, t, \mu)$, where

$$P(y, t, \mu) = \begin{cases} I, & \mu \in \Omega_0, \\ \begin{pmatrix} 1 & 0 \\ r^*(\mu)\delta^{-2}(\mu, \xi)e^{2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_1, \\ \begin{pmatrix} 1 & 0 \\ 1/r(\mu) \delta^{-2}(\mu, \xi)e^{-2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_2, \\ \begin{pmatrix} 1 & 0 \\ 1/r(\mu) \delta^{-2}(\mu, \xi)e^{2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_3, \\ \begin{pmatrix} 1 & 0 \\ r(\mu)\delta^{-2}(\mu, \xi)e^{-2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_4. \end{cases}$$  

(3.8)

**Figure 3.1.** Signature table (dotted lines), contour $\Sigma(\xi) = \bigcup_{j=1}^4 \Sigma_j$ (solid lines) and domains $\Omega_j(\xi)$ for $0 < \xi < 2$.

**Figure 3.2.** Signature table (dotted lines), contour $\Sigma(\xi) = \bigcup_{j=1}^4 \Sigma_j$ (solid lines) and domains $\Omega_j(\xi)$ for $-\frac{1}{4} < \xi < 0$. 

Further, define $M^{(2)}$ by $M^{(2)}(y, t, \mu) := M^{(1)}(y, t, \mu)P(y, t, \mu)$, where

$$P(y, t, \mu) = \begin{cases} I, & \mu \in \Omega_0, \\ \begin{pmatrix} 1 & 0 \\ r^*(\mu)\delta^{-2}(\mu, \xi)e^{2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_1, \\ \begin{pmatrix} 1 & 0 \\ 1/r(\mu) \delta^{-2}(\mu, \xi)e^{-2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_2, \\ \begin{pmatrix} 1 & 0 \\ 1/r(\mu) \delta^{-2}(\mu, \xi)e^{2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_3, \\ \begin{pmatrix} 1 & 0 \\ r(\mu)\delta^{-2}(\mu, \xi)e^{-2it\theta} & 1 \end{pmatrix}, & \mu \in \Omega_4. \end{cases}$$  

(3.8)
Then $M^{(2)}(y, t, \mu)$ can be characterized as the solution of the RH problem with the standard normalization condition $M^{(2)}(\mu) \to I$ as $\mu \to \infty$ and the jump condition

$$M^{(2)}_+(y, t, \mu) = M^{(2)}_-(y, t, \mu) J^{(2)}(y, t, \mu), \quad \mu \in \Sigma = \bigcup_j \Sigma_j,$$

where $\Sigma_j = \bar{\Sigma}_0 \cap \bar{\Sigma}_j$ and

$$J^{(2)}(y, t, \mu) = \begin{cases}
1 & \mu \in \Sigma_1, \\
\frac{-r^*(\mu)\delta^{-2}(\mu, \xi)e^{2i\theta}}{1 - |r(\mu)|^2} & \mu \in \Sigma_2, \\
\frac{1}{1 - |r(\mu)|^2} & \mu \in \Sigma_3, \\
\frac{-r^*(\mu)\delta^{-2}(\mu, \xi)e^{-2i\theta}}{1 - |r(\mu)|^2} & \mu \in \Sigma_4.
\end{cases}$$ (3.10)

The RH problem for $M^{(2)}$ is such that uniform decay (as $t \to +\infty$) of the jump matrix is violated only near the stationary phase points of $\Theta(\mu)$. The large-time analysis, with appropriate estimates, of such problems involves the “comparison” of the RH problem with that modified in small vicinities of the stationary phase points, using rescaled spectral parameters as well as approximations of the jump matrices in these vicinities [16].

In our large-time analysis for $M^{(2)}$, we follow the strategy presented in [29].

**Step (i).** Add to $\Sigma$ small circles $\gamma_j$ surrounding $\mu_j$, $j = 0, 1$ and their images $-\gamma_j$ and $\pm \gamma_j^{-1}$ under the mappings $\mu \mapsto -\mu$ (surrounding $-\mu_j$) and $\mu \mapsto 1/\mu$ (surrounding $\pm 1/\mu_j$) respectively.

**Step (ii).** Inside the circles around $\mu_j$, $j = 0, 1$, define (explicitly) $m_0(y, t, \mu)$ as functions that exactly satisfy the jump conditions with jumps obtained from $J^{(2)}$ by replacing $r(\mu)$ with $r(\mu_0)$ and $r(\mu_1)$, respectively, and by replacing $\delta^2(\mu, \xi)e^{-2i\theta(\mu, \xi)}$ with its large-time approximations.

**Step (iii).** Define $m_0(y, t, \mu)$ inside the other small contours using the symmetries $m_0(\mu) = m_0(1/\mu)$ and $m_0(\mu) = \sigma_3 m_0(-\mu)\sigma_3$ (which are consistent with the symmetries of $M^{(2)}(\mu)$).

**Step (iv).** Define $\tilde{m}(\mu)$ by

$$\tilde{m}(y, t, \mu) = \begin{cases}
M^{(2)}(y, t, \mu)m_0^{-1}(y, t, \mu), & \text{inside } \pm \gamma_j \text{ and } \pm \gamma_j^{-1}, \\
M^{(2)}(y, t, \mu), & \text{otherwise},
\end{cases}$$

Then $\tilde{m}(\mu)$ satisfies the conditions of the RH problem

$$\begin{cases}
\tilde{m}_+(y, t, \mu) = \tilde{m}_-(y, t, \mu) \tilde{J}(y, t, \mu), & \mu \in \bar{\Sigma} := \Sigma \cup \{\pm \gamma_j\} \cup \{\pm \gamma_j^{-1}\}, \\
\tilde{m}(y, t, \mu) \to I, & \mu \to \infty,
\end{cases}$$

where

$$\tilde{J}(y, t, \mu) = \begin{cases}
m_0^{-1}(y, t, \mu), & \mu \in \bar{\Sigma} \setminus \{\pm \gamma_j\} \cup \{\pm \gamma_j^{-1}\}, \\
J^{(2)}(y, t, \mu), & \text{otherwise}.
\end{cases}$$

On the other hand, the unique solution of this problem can be expressed in terms of the solution $\Theta(\mu)$ of the singular integral equation (see [29, Lemma 2.9]):

$$\tilde{m}(y, t, \mu) = \bar{I} + \frac{1}{2\pi i} \int_{\Sigma} \Theta(y, t, s) \tilde{w}(y, t, s) \frac{ds}{s - \mu}.$$ (3.11)
Here \( \hat{w}(y,t,s) := \hat{J}(y,t,s) - I \) and \( \Theta \in I + L^2(\hat{\Sigma}) \) is the solution of the integral equation
\[
\Theta(\mu) - C_{\hat{w}} \Theta(\mu) = I,
\]
where \( C_{\hat{w}} : L^2(\hat{\Sigma}) + L^\infty(\hat{\Sigma}) \to L^2(\hat{\Sigma}) \) is an integral operator defined with the help of the singular Cauchy operator: \( C_{\hat{w}} f := \hat{C}_-(f \hat{w}) \), where \( \hat{C}_- = \frac{1}{2}(-I + S_{\hat{\Sigma}}) \) and \( S_{\hat{\Sigma}} \) is the operator associated with \( \hat{\Sigma} \) and defined by the principal value of the Cauchy integral:
\[
(S_{\hat{\Sigma}} f)(\mu) = \frac{1}{2\pi i} \int_{\hat{\Sigma}} \frac{f(s)}{s - \mu} ds, \quad \mu \in \hat{\Sigma}.
\]

**Step (v).** Estimate the large-time behavior of \( \hat{m}(y,t,\mu) \) at \( \mu = i \) and \( \mu = 0 \) taking into account the following facts:

- The main contribution to the r.h.s. of (3.11) comes from the integrals over the small contours, where \( \hat{w}(y,t,\mu) = m_{0}^{-1}(y,t,\mu) - I \):
\[
\hat{m}(y,t,\mu) = \int \frac{m_{0}^{-1}(y,t,s) - I}{s - \mu} ds + o(t^{-1/2}). \tag{3.12}
\]

Henceforth the error estimates are uniform for \( \varepsilon < \xi < 2 - \varepsilon \) and \(-\frac{1}{4} + \varepsilon < \xi < -\varepsilon \), for any small \( \varepsilon > 0 \). For detailed estimates, see [29].

- In turn, the main contribution to \( m_{0}^{-1}(y,t,\mu) - I \) comes from the asymptotics of the RH problem for parabolic cylinder functions (involved in the construction of \( m_{0}(y,t,\mu) \)), see [29, Appendix B], which can be given explicitly.

### 3.2. Range \( 0 < \xi < 2 \)

This range is characterized by the presence of four real critical points: \( \pm \mu_{0} \) and \( \pm \mu_{0}^{-1} \).

#### 3.2.1. Construction of \( m_{0} \)

First, we approximate \( i\theta(\mu, \xi) \) using (3.1), the relation
\[
\kappa_{0} = \frac{1}{4} \left( \mu_{0} - 1 \right) \left( \mu_{0} + 1 \right) \tag{3.13}
\]
between \( \mu_{0} \) and \( \kappa_{0} \), and the approximation for \( \hat{\theta}(k, \xi) \) near \( \kappa_{0} \), see [7]:
\[
\hat{\theta}(k, \xi) \approx \hat{\theta}(\kappa_{0}) + 8f_{0}(\kappa_{0})(k - \kappa_{0})^{2},
\]
where
\[
f_{0}(\kappa_{0}) = \frac{\kappa_{0}(3 - 4\kappa_{0}^{2})}{(1 + 4\kappa_{0}^{2})^{3}}, \quad \hat{\theta}(\kappa_{0}) = -\frac{16\kappa_{0}^{3}}{(1 + 4\kappa_{0}^{2})^{2}}. \tag{3.14}
\]
We have \(-i\theta(\mu, \xi) \approx -i\hat{\theta}(\kappa_{0}) - \frac{\hat{\mu}^{2}}{4}\)
where the scaled spectral variable \( \hat{\mu} \) is introduced by
\[
\mu - \mu_{0} = \frac{\hat{\mu}}{(1 + \mu_{0}^{-2})\sqrt{2f_{0}}}. \tag{3.15}
\]

Now we approximate \( \delta(\mu, \xi) \) near \( \mu = \mu_{0} \). From (3.4) we have
\[
\delta(\mu, \xi) = \exp \left\{ \frac{1}{2\pi i} \left( \int_{-1/\mu_{0}}^{-1/\mu_{0}} + \int_{1/\mu_{0}}^{1/\mu_{0}} \right) \ln(1 - \mid r(s) \mid^{2}) \mid ds \right\}
\]
\[
= \left( \frac{\mu - \mu_{0}}{\mu - 1/\mu_{0}} \right)^{i\hbar_{0}} \left( \frac{\mu + 1/\mu_{0}}{\mu + \mu_{0}} \right)^{i\hbar_{0}} \exp \left( \mu \right), \tag{3.16}
\]
where

\[ h_0 = -\frac{1}{2\pi} \ln(1 - |r(\mu_0)|^2), \]

\[ \chi(\mu) = \frac{1}{2\pi i} \left( \int_{-\mu_0}^{1/\mu_0} + \int_{1/\mu_0}^{-\mu_0} \right) \ln \frac{1 - |r(s)|^2}{1 - |r(\mu_0)|^2} \, ds \]

(notice that \( |r(\mu)| = |r(-\mu)| = |r(1/\mu)| \)). Therefore (cf. [7]),

\[
\delta(\mu, \xi) \approx (\mu - \mu_0)^{\mu_0} \left( \frac{\mu_0 + 1/\mu_0}{2\mu_0(\mu_0 - 1/\mu_0)} \right)^{\mu_0} e^{\mu_0(128f_0(\kappa_0^2 t)^{-\mu_0})} e^{\chi(\mu_0)}
\]

and thus

\[
\delta(\mu, \xi) e^{-i\theta(\mu, \xi)} \approx \delta_{\mu_0}(\xi, t) \hat{\mu}^{\mu_0} e^{-\frac{\mu^2}{4}},
\]

(3.17)

where

\[
\delta_{\mu_0}(\xi, t) = e^{-i\theta(\kappa_0(\mu_0))} e^{\chi(\mu_0)} (128f_0(\kappa_0(\mu_0))\kappa_0^2(\mu_0)t)^{-\mu_0}.
\]

(3.18)

The approximation (3.17) suggests introducing \( m_0(y, t, \mu) \) (near \( \mu = \mu_0 \)) as follows:

\[
m_0(y, t, \mu) = D(\xi, t)mX(\xi, \hat{\mu})D^{-1}(\xi, t),
\]

(3.19)

where \( D(\xi, t) = \delta_{\mu_0}(t) \) and \( mX(\xi, \hat{\mu}) \) is the solution of the RH problem, in the \( \hat{\mu} \)-complex plane, whose solution is given in terms of parabolic cylinder functions [29] (with \( q = -r(\mu) \)).

Since (see (3.15)) finite values of \( \mu \) correspond to growing (with \( t \)) values of \( \hat{\mu} \), the large-time asymptotics of \( m_0(y, t, \mu) \) for \( \mu \) on the small contours surrounding \( \pm \mu_0 \) and \( \pm \frac{1}{\mu_0} \) involves the large-\( \hat{\mu} \) asymptotics of \( m^X(\xi, \hat{\mu}) \), which is given by (see [29, Appendix B])

\[
m^X(\xi, \hat{\mu}) = I + \frac{i}{\hat{\mu}} \begin{pmatrix} 0 & -\beta_{\mu_0}(\xi) \\ \hat{\beta}_{\mu_0}(\xi) & 0 \end{pmatrix} + O(\hat{\mu}^{-2})
\]

(3.20)

with

\[
\beta_{\mu_0}(\xi) = \sqrt{h_0} e^{\frac{i\pi}{4} (\pi - \arg(\kappa_0(\mu_0)))) + \arg(\mu_0)},
\]

(3.21)

where \( \Gamma \) is Euler’s gamma function. From (3.15), (3.19) and (3.20) we have

\[
m_0^{-1}(y, t, \mu) = D(\xi, t)(m^X)^{-1}(\xi, \hat{\mu}(\mu))D^{-1}(\xi, t)
\]

\[
= D(\xi, t) \left( I - \frac{i}{\hat{\mu}(\mu)} \begin{pmatrix} 0 & -\beta_{\mu_0}(\xi) \\ \hat{\beta}_{\mu_0}(\xi) & 0 \end{pmatrix} \right) D^{-1}(\xi, t) + O(t^{-1})
\]

\[
= I + \frac{B(\xi, t)}{\sqrt{I(\mu - \mu_0)}} + O(t^{-1}),
\]

(3.22)

where

\[
B(\xi, t) = \begin{pmatrix} 0 & B_0(\xi, t) \\ B_0(\xi, t) & 0 \end{pmatrix}
\]

with \( B_0(\xi, t) = \frac{i\hat{\beta}_{\mu_0}(\xi)(\kappa_0)(\mu_0)\beta_{\mu_0}(\xi)}{(1 + \mu_0^{-1})\sqrt{2f_0(\kappa_0(\mu_0))}} \).

(3.23)

Here the estimate \( O(t^{-1}) \) is uniform for \( \xi \) and \( \mu \) such that \( \varepsilon_1 < \xi < 2 - \varepsilon_1 \) and \( |\mu - \mu_0| = \varepsilon_2 \) for any small positive \( \varepsilon_1, j = 1, 2 \).
3.2.2. Asymptotics for \( \hat{m} \). In view of our algorithm for representing \( a \) in terms of the solution of the associated regular RH problem, see (2.22), (2.11), (2.12), and (2.1), we need to know the asymptotics for \( \hat{m}(y,t,0), \hat{m}(y,t,i), \) and \( \hat{m}_1(y,t) \), where \( \hat{m}_1 \) is extracted from the expansion \( \hat{m}(y,t,\mu) = \hat{m}(y,t,i) + \hat{m}_1(y,t)(\mu - \mu_0) + O((\mu - \mu_0)^2) \) as \( \mu \to \mu_0 \). By (3.22) and the residue theorem, the leading contributions of the integral over \( \gamma_0 \) into (3.12) for these quantities are, respectively,

\[
\frac{B}{\mu_0 \sqrt{t}}, \quad \frac{B}{(\mu_0 - i) \sqrt{t}} \quad \text{and} \quad \frac{B}{(\mu_0 - i)^2 \sqrt{t}}.
\]

In order to take into account the contributions of all small contours, we extend the definition of \( m_0 \) by symmetries (as indicated in Step (iii)). This gives

\[
\hat{m}(y,t,0) = I + \left( \frac{B}{\mu_0 - \mu} - \frac{B}{\mu_0} - \frac{1}{\mu_0^2} \right) \frac{1}{\sqrt{t}} + o(t^{-1/2})
\]

\[
= I + \frac{4i \Im B_0(\xi, t)}{\mu_0 \sqrt{t}} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} + o(t^{-1/2}),
\]

and

\[
\hat{m}(y,t,i) = I + \left( \frac{B}{\mu_0 - i} - \frac{B}{\mu_0} - \frac{1}{\mu_0 - i} \right) \frac{1}{\sqrt{t}} + o(t^{-1/2})
\]

\[
= I + \frac{2i \Im B_0(\xi, t)}{\mu_0 \sqrt{t}} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} + o(t^{-1/2}),
\]

and

\[
\hat{m}_1(y,t) = \begin{pmatrix} B \\ (\mu_0 - i)^2 + B \\ (\mu_0 - i)^2 \end{pmatrix} - \frac{1}{\mu_0^2} \begin{pmatrix} B \\ (\mu_0 - i)^2 \end{pmatrix} - \frac{1}{\mu_0^2} \begin{pmatrix} B \\ (\mu_0 - i)^2 \end{pmatrix} \frac{1}{\sqrt{t}} + o(t^{-1/2})
\]

\[
= 4 \frac{1}{\sqrt{t}} \begin{pmatrix} 0 & \text{Re} B_0(\mu_0 - i)^2 \\ 0 & \text{Im} B_0(\mu_0 - i)^2 \end{pmatrix} + o(t^{-1/2}).
\]

3.2.3. From \( \hat{m} \) back to \( M^R \). In Section 3.2.2 we presented the large-time asymptotics of \( \hat{m}(y,t,\mu) \) (and thus of \( M^R(y,t,\mu) \)) for the dedicated values of \( \mu \). Since \( P(y,t,0) = 0 \) whereas \( P(y,t,\mu) \) tends to \( I \) exponentially fast, as \( t \to +\infty \) for all \( \mu \) close to \( i \), in order to obtain the leading terms of the asymptotics for \( M^R(y,t,\mu) = M^{(1)}(y,t,\mu)\delta^{R_1}(\mu, \xi) = M^{(2)}(y,t,\mu)\delta^{R_2}(\mu, \xi) \), we need to know \( \delta(\mu, \xi) \) (3.4) for \( \mu = 0 \) and \( \mu \) near \( i \).

Due to the symmetry \( |\mu| = |\mu - i| \) we have

\[
\delta(0, \xi) = \exp \left\{ \frac{1}{2\pi i} \int_{\Sigma(\xi)} \ln(1 - |r(s)|^2) \frac{ds}{s} \right\} \equiv 1.
\]

As \( \mu \to i \), denote \( \delta(\mu, \xi) = e^{I_0 + I_1 (\mu - i)^{-1} + \cdots} \). Then (using again the symmetry \( |\mu| = |\mu - i| \))

\[
I_0 = \frac{1}{2\pi i} \int_{\Sigma(\xi)} \frac{\ln(1 - |r(s)|^2)}{s - 1} ds = \frac{1}{\pi} \int_{1/\mu_0}^{\mu_0} \frac{\ln(1 - |r(s)|^2)}{s^2 + 1} ds,
\]

On the other hand,

\[
I_1 = \frac{1}{2\pi i} \int_{1/\mu_0}^{\mu_0} \ln(1 - |r(s)|^2) \left( \frac{1}{(s - 1)^2} + \frac{1}{(-s - i)^2} \right) ds
\]

\[
= \frac{1}{\pi} \int_{1/\mu_0}^{\mu_0} \ln(1 - |r(s)|^2) \frac{s^2 - 1}{(s^2 + 1)^2} ds \equiv 0,
\]
the latter equality being due to the symmetry $|r(\mu)| = |r(\mu^{-1})|$. Therefore,

$$
\delta(\mu, \xi) = \delta(i, \xi) + O((\mu - i)^2) \quad \text{with} \quad \delta(i, \xi) = \exp \left\{ \frac{1}{\pi} \int_{1/\mu}^{\mu_0} \frac{\ln(1 - |r(s)|^2)}{s^2 + 1} \, ds \right\}. \tag{3.29}
$$

Therefore, we have the following asymptotics for $M^R(y, t, 0), M^R(y, t, i)$, and $M^R_1(y, t)$, where $M^R(y, t, \mu) = M^R(y, t, i) + M^R(y, t)(\mu - i) + O((\mu - i)^2)$:

$$
\begin{align*}
M^R(y, t, 0) & = \hat{m}(y, t, 0) = I + \frac{4i \Im B_0(\xi, t)}{\mu_0 \sqrt{t}} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} + o(t^{-1/2}), \\
M^R(y, t, i) & = \hat{m}(y, t, i) \delta_{\sigma_3}(i, \xi) + O(e^{-ct}) \\
& = \left( I + \frac{2i \Im B_0(\xi, t)}{\mu_0 \sqrt{t}} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \right) \delta_{\sigma_3}(i, \xi) + o(t^{-1/2}), \tag{3.30}
\end{align*}
$$

$$
\begin{align*}
M^R_1(y, t) & = \hat{m}_1(y, t) \delta_{\sigma_3}(i, \xi) + O(e^{-ct}) \\
& = \frac{4}{\sqrt{t}} \begin{pmatrix} 0 & \Re B_0(\xi, t) \\ \Re \left( \frac{B_0(\xi, t)}{\mu_0 - \mu i} \right) & 0 \end{pmatrix} \delta_{\sigma_3}(i, \xi) + o(t^{-1/2}),
\end{align*}
$$

where $B_0(\xi, t)$ is given by (3.23) and $\delta(i, \xi)$ is given by (3.29).

3.2.4. Large-time asymptotics of $u$. Combining the asymptotics for $M^R(\mu)$ (3.30) with (2.11), (2.12), (2.14), and (2.17), we can obtain the leading term of the large-time asymptotics of $u(x, t)$.

Introducing $\eta := \frac{2 \Im B_0(\xi, t)}{\mu_0 \sqrt{t}}$, from (3.30) we have:

$$
\Delta(y, t) = \sigma_1[M^R(y, t, 0)]^{-1} \left[ \begin{array}{c} 2i \eta \\ 1 \\ -2i \eta \end{array} \right] + o(t^{-1/2}). \tag{3.31}
$$

Therefore, for

$$
M(\mu) = \left( I - \frac{1}{\mu} \sigma_1 \right)^{-1} \left( I - \frac{1}{\mu} \Delta \right) M^R(\mu) \tag{3.32}
$$

we have $M(\mu) = I_1(\mu) I_2(\mu) M^R(\mu) + o(t^{-1/2})$, where

$$
\begin{align*}
I_1(\mu) & = \begin{pmatrix} \mu_0 - 1 & 1 - \mu_0 \\ \mu_0 - 1 & \mu_0 - 1 \end{pmatrix} = \begin{pmatrix} 1 - \frac{\mu_0}{\mu} & -1 \\ 1 - \frac{\mu_0}{\mu} & 1 \end{pmatrix} - \frac{i}{2} I(\mu - i) + O((\mu - i)^2), \tag{3.33a} \\
I_2(\mu) & = \begin{pmatrix} 1 - \frac{2i \eta}{\mu} & -1 \\ 1 + \frac{2i \eta}{\mu} & 1 \end{pmatrix} \\
& = \begin{pmatrix} 1 & i \eta \\ 1 & 1 + 2 \eta \end{pmatrix} + \begin{pmatrix} -2i \eta & -1 \eta \\ -1 & 2i \eta \end{pmatrix} (\mu - i) + O((\mu - i)^2), \tag{3.33b} \\
M^R(\mu) & = \begin{pmatrix} 1 & i \eta \\ 1 & 1 \end{pmatrix} \delta_{\sigma_3}(i) + \begin{pmatrix} 0 & \beta_1 \\ \beta_2 & 0 \end{pmatrix} \delta_{\sigma_3}(i)(\mu - i) + O((\mu - i)^2), \tag{3.33c}
\end{align*}
$$

with

$$
\beta_1 = \frac{4}{\sqrt{t}} \Im B_0(\xi, t), \quad \beta_2 = \frac{4}{\sqrt{t}} \Re B_0(\xi, t). \tag{3.34}
$$

Substituting (3.33) into (3.32) and keeping the terms of order $t^{-1/2}$ we have

$$
M(\mu) = \begin{pmatrix} (1 - \eta) \delta(i) & 0 \\ 0 & (1 + \eta) \delta^{-1}(i) \end{pmatrix} + \begin{pmatrix} 0 & (\beta_1 + \eta) \delta^{-1}(i) \\ (\beta_2 - \eta) \delta(i) & 0 \end{pmatrix} (\mu - i) + o((\mu - i)t^{-1/2})
$$

and thus (see (2.11))

$$
\begin{align*}
a_1 & = (1 - \eta) \delta(i) + o(t^{-1/2}), \quad a_2 = (\beta_1 + \eta) \delta^{-1}(i) + o(t^{-1/2}), \quad a_3 = (\beta_2 - \eta) \delta(i) + o(t^{-1/2}).
\end{align*}
$$
It follows (see (2.12)) that
\begin{align}
\hat{u}(y, t) &= -(\beta_1 + \beta_2) + o(t^{-1/2}) - \frac{8(1 - \mu_0^2)}{(1 + \mu_0^2)^2 \sqrt{t}} \text{Re} B_0 + o(t^{-1/2}), \\
x(y, t) &= y + 2 \ln((1 - \eta) \delta(i)) + o(t^{-1/2}) = y + y_0(\xi) + O(t^{-1/2}),
\end{align}
(3.35a, b)

where (see (3.29)) \( y_0(\xi) = \frac{2}{\pi} \int_{1/\mu_0}^{\mu_0} \frac{\ln(1 - |r(s)|^2)}{s + 1} \, ds \).

Recalling the definition (3.23) of \( B_0 \) and introducing the real-valued functions \( \varphi_\beta(\xi, t) \) and \( \varphi_\beta(\xi) \) (see (3.21) and (3.18)) by
\[
\beta_{\mu_0}(\xi) = \sqrt{h_0} e^{i \varphi_\beta(\xi)}, \quad \delta_{\mu_0}(\xi, t) = e^{i \varphi_\beta(\xi, t)}
\]
we have
\[
\text{Re} B_0(\xi, t) = \frac{\sqrt{h_0}}{(1 + \mu_0^2)^{1/2}} \cos \left\{ \frac{\pi}{2} + \varphi_\beta(\xi, t) + \varphi_\beta(\xi) \right\}.
\]
(3.36)

Substituting (3.36) into (3.35a) gives the asymptotics of the solution of the Cauchy problem for the mcCH equation (in the form (2.2)) expressed parametrically, in the \((y, t)\) variables. Recalling the definitions of \( f_0, \varphi_\beta, \varphi_\beta, \beta_{\mu_0} \) (see (3.14), (3.18), (3.21)) and the relationship (3.13) between \( \mu_0 \) and \( \kappa_0 \) we obtain the following large-time asymptotics along the rays \( \frac{y}{t} = \xi \) for \( 0 < \xi < 2 \):
\[
\hat{u}(y, t) = \frac{C_1(\xi)}{\sqrt{t}} \cos \{ C_2(\xi) t + C_3(\xi) \ln t + C_4(\xi) \} + o(t^{-1/2}),
\]
(3.37)

where
\begin{align}
C_1(\xi) &= -\left( \frac{8h_0\kappa_0}{3 - 4\kappa_0^2} \right)^{1/4}, \\
C_2(\xi) &= \frac{32\kappa_0^3}{(1 + 4\kappa_0^2)^{1/2}}, \\
C_3(\xi) &= -h_0, \\
C_4(\xi) &= \frac{3\pi}{4} - \frac{1}{\pi} \left( \int_{-\mu_0}^{-1/\mu_0} + \int_{1/\mu_0}^{\mu_0} \right) \ln \frac{1 - |r(s)|^2}{1 - |r(\mu_0)|^2} \, ds - h_0 \ln \frac{128\kappa_0^3(3 - 4\kappa_0^2)}{(1 + 4\kappa_0^2)^4} - \arg(-r(\mu_0)) + \arg \Gamma(\mu_0),
\end{align}
(3.38a, b, c, d)

taking into account that \( h_0, \kappa_0, \) and \( \mu_0 \) are defined as functions of \( \xi \).

In order to express the asymptotics of \( \hat{u}(x, t) = \hat{u}(y(x, t), t) \) in the \((x, t)\) variables, we notice that (3.35b) reads
\[
\frac{y}{t} = \frac{x}{t} + \frac{y_0}{t} + O(t^{-3/2})
\]
and thus introducing \( \zeta := \frac{y}{t} \) gives \( C_j(\zeta) = C_j(\zeta) + O(t^{-1}), \) \( j = 1, \ldots, 4 \) and
\[
C_2(\zeta) t = C_2(\zeta) t - \frac{dC_2}{d\zeta}(\zeta) y_0(\zeta) + o(1).
\]

It follows that the leading term of the asymptotics for \( \hat{u}(x, t) \) can be obtained from the r.h.s. of (3.37), where
\begin{enumerate}
\item[(i)] \( C_j(\zeta) \) are replaced by \( C_j(\zeta) \) for \( j = 1, 2, 3, \) and
\item[(ii)] \( C_4(\zeta) \) is replaced by \( \hat{C}_4(\zeta) := C_4(\zeta) - C_2(\zeta) y_0(\zeta) \).
\end{enumerate}
In turn, calculating $C'_2(\zeta)$ in terms of $\kappa_0(\zeta)$ and using (3.38b) and $\zeta = \frac{2-8\kappa_0^2}{(1+4\kappa_0^2)}$, we get $C'_2(\zeta) = -2\kappa_0$ and thus

$$\tilde{C}_4(\zeta) = C_4(\zeta) + \frac{4\kappa_0(\zeta)}{\pi} \int_{1/\mu_0}^{\mu_0} \ln(1 - |r(s)|^2) \frac{ds}{s^2 + 1}. \quad (3.39)$$

The asymptotic analysis we have presented above can be summarized in the following

**Theorem 3.1.** In the solitonless case, the solution $\tilde{u}(x,t)$ of the Cauchy problem for the mCH equation in the form (2.2) has the following large-time asymptotics along the rays $\frac{x}{t} = \zeta$ in the sector of the $(x,t)$ half-plane $0 < \zeta < 2$:

$$\tilde{u}(x,t) = \frac{C_1(\zeta)}{\sqrt{t}} \cos \left\{ C_2(\zeta)t + C_3(\zeta) \ln t + \tilde{C}_4(\zeta) \right\} + o(t^{-1/2}) \quad (3.40)$$

with $C_1, C_2, C_3$ defined by (3.38a)-(3.38e), and $\tilde{C}_4$ defined by (3.39)-(3.38d). Moreover, in these definitions $h_0 = -\frac{1}{2\pi} \ln(1 - |r(\mu_0)|^2)$, $\kappa_0(\zeta) = \left(\frac{\sqrt{1+4\kappa_0^2} - 1 - \zeta}{2\kappa_0}\right)^2$, and $\mu_0(\zeta) > 1$ is characterized by the relation $\kappa_0(\zeta) = \frac{1}{4}(\mu_0(\zeta) - \mu_0(\zeta)^{-1})$.

By using the relation (2.1) between $\tilde{u}$ and $u$ we immediately obtain, as a corollary, the large-time asymptotics for $u(x,t)$ in the sector $1 < \frac{x}{t} < 3$.

**Theorem 3.2** (1st oscillatory region). In the solitonless case, the solution $u(x,t)$ of the Cauchy problem (1.1) for the mCH equation has the following large-time asymptotics in the sector of the $(x,t)$ half-plane defined by $1 < \zeta := \frac{x}{t} < 3$:

$$u(x,t) = 1 + \frac{C_1(\zeta) - 1}{\sqrt{t}} \cos \left\{ C_2(\zeta - 1)t + C_3(\zeta - 1) \ln t + \tilde{C}_4(\zeta - 1) \right\} + o(t^{-1/2}). \quad (3.41)$$

The error term is uniform in any sector $1 + \varepsilon < \zeta < 3 - \varepsilon$ where $\varepsilon$ is a small positive number.

### 3.3. Range $-\frac{1}{2} < \xi < 0$. This range is characterized by the presence of eight real critical points: $\pm\mu_0, \pm\mu_1, \pm\mu_0^{-1}$, and $\pm\mu_1^{-1}$, see Figure 3.2. Similarly to the range $0 < \xi < 2$, we proceed, first, by evaluating the contribution to (3.12) from $\gamma_0$ and $-\gamma_1$ and then by using the symmetries $\mu \mapsto -\mu$ and $\mu \mapsto 1/\mu$. Notice that choosing $-\gamma_1$ surrounding $-\mu_1$ is suggested by the structure of $\Sigma_b(\xi)$ (3.7): the parts of $\Sigma_b(\xi)$ ending at $\mu_0$ and at $-\mu_1$ are located to the left of these points. This implies that the construction of the local approximation near $-\mu_1$ follows exactly the same lines as for $\mu_0$, the only difference being in the contributions to the r.h.s. of (3.16) from other critical points.

Namely, from (3.4) we have

$$\delta(\mu, \xi) = \frac{1}{2\pi i} \left\{ -\int_{-\mu_1}^{-\mu_0} \ln(1 - |r(\mu_j)|^2) \frac{d\mu_j}{\mu_j - \mu} + \int_{-\mu_0}^{-\mu_1} \ln(1 - |r(s)|^2) \frac{ds}{1 - |r(s)|^2} s - \mu \right\} \chi(\mu), \quad (3.42)$$

where $h_j = -\frac{1}{2\pi} \ln(1 - |r(\mu_j)|^2)$, $j = 0, 1$ and

$$\chi(\mu) = \frac{1}{2\pi} \left\{ -\int_{-\mu_1}^{-\mu_0} \ln(1 - |r(\mu_j)|^2) \frac{d\mu_j}{\mu_j - \mu} + \int_{-\mu_0}^{-\mu_1} \ln(1 - |r(s)|^2) \frac{ds}{1 - |r(s)|^2} s - \mu - \int_{-\mu_1}^{\mu_1} \ln(1 - |r(s)|^2) \frac{ds}{1 - |r(s)|^2} s - \mu \right\}. \quad (3.43)$$

Thus, using $\kappa_0(\mu_0)$, $f_0(\kappa_0(\mu_0))$, (see (3.13), (3.14)), and similarly for $\kappa_1(\mu_1)$ and $f_1(\kappa_1(\mu_1))$

$$\delta(\mu, \xi) \approx \tilde{\mu}^{h_0}(128f_0\kappa_0^2)^{\frac{i}{4}} \left( \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0} \right)^{i\gamma_0} e^{\chi(\mu_0)} \text{ with } \tilde{\mu} = (\mu - \mu_0) \left( 1 + \frac{1}{\mu_0^2} \right) \sqrt{2f_0\tilde{\mu}}.$$
for $\mu$ near $\mu_0$ and
\[ \delta(\mu, \xi) \approx \hat{\mu}^{ib_1} \left( -128f_1\kappa_1^2t \right)^{-ib_0} \left( \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0} \right)^{ib_1} e^{\chi(-\mu_1)} \]
with $\hat{\mu} = (\mu + \mu_1) \left( 1 + \frac{1}{\mu_1^2} \right) \sqrt{-2f_1} t$.

for $\mu$ near $-\mu_1$ (notice that $f_0(\kappa_0) = \frac{\kappa_0(3-4\kappa_0^2)}{(1+4\kappa_0^2)^2} > 0$ whereas $f_1(\kappa_1) = \frac{\kappa_1(3-4\kappa_1^2)}{(1+4\kappa_1^2)^2} < 0$). Consequently, the coefficients $\delta_{\mu_0}(\xi, t)$ and $\delta_{\mu_1}(\xi, t)$ to be used in the construction of $m_0$ (3.19) for $\mu$ near $\mu_0$ and $-\mu_1$, respectively, are as follows:

\[ \delta_{\mu_0}(\xi, t) = e^{-i\theta(\mu_0)\xi} \left( \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0} \right)^{ib_1} \left( -128f_0\kappa_0^2(\mu_0)t \right)^{-ib_0}, \]
\[ \delta_{\mu_1}(\xi, t) = e^{i\theta(\mu_1)\xi} \left( \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0} \right)^{ib_0} \left( -128f_1\kappa_1^2(\mu_1)t \right)^{-ib_0}, \]

which implies (cf. (3.22))

\[ m_{0}^{-1}(y, t, \mu) = I + \frac{B_{\mu_0}(\xi, t)}{\sqrt{t}(\mu - \mu_0)} + O(t^{-1}), \quad \mu \text{ inside } \gamma_0, \]
\[ m_{0}^{-1}(y, t, \mu) = I + \frac{B_{\mu_1}(\xi, t)}{\sqrt{t}(\mu + \mu_1)} + O(t^{-1}), \quad \mu \text{ inside } -\gamma_1, \]

where (cf.(3.23))

\[ B_{\mu_0}(\xi, t) = \begin{pmatrix} 0 & B_0(\xi, t) \\ B_0(\xi, t) & 0 \end{pmatrix}, \quad B_{\mu_1}(\xi, t) = \begin{pmatrix} 0 & B_1(\xi, t) \\ B_1(\xi, t) & 0 \end{pmatrix}, \]

with

\[ B_0(\xi, t) = \left( \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0} \right)^{2ib_1} \frac{i\beta_{\mu_0}^2(\xi, t)\beta_{\mu_0}(\xi)}{(1 + \mu_0^2)^{\frac{1}{2}}f_0(\kappa_0)^{\frac{1}{2}}}, \]
\[ B_1(\xi, t) = \left( \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0} \right)^{2ib_0} \frac{i\beta_{\mu_1}^2(\xi, t)\beta_{\mu_1}(\xi)}{(1 + \mu_1^2)^{\frac{1}{2}}f_1(\kappa_1)^{\frac{1}{2}}}. \]

Here $\beta_{\mu_0}(\xi)$ is given by (3.21) and

\[ \beta_{\mu_1}(\xi) = \sqrt{\frac{1}{144}}e^{i\frac{\pi}{2} - \arg(-r(-\mu_1)) + \arg(\Gamma(ih_1))}. \]

In turn, due to the symmetries, the asymptotics for $\tilde{m}(y, t, 0)$, $\tilde{m}(y, t, i)$, and $\tilde{m}(y, t)$ (and thus for $M^R(y, t, 0)$, $M^R(y, t, i)$, and $M^R(y, t)$) in the present case (cf. (3.25)-(3.27) and (3.30)) involve two terms:

\[ M^R(y, t, 0) = I + \frac{4i}{\sqrt{t}} \left( \text{Im} B_0(\xi, t) \frac{\mu_0}{\mu_0 - i \mu_1} - \text{Im} B_1(\xi, t) \frac{\mu_1}{\mu_1 - i \mu_0} \right) \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) + O(t^{-1/2}), \]
\[ M^R(y, t, i) = I + \frac{2i}{\sqrt{t}} \left( \text{Im} B_0(\xi, t) \frac{\mu_0}{\mu_0 - i \mu_1} - \text{Im} B_1(\xi, t) \frac{\mu_1}{\mu_1 - i \mu_0} \right) \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \delta_{\gamma_1}(i, \xi) + o(t^{-1/2}), \]
\[ M^R_1(y, t) = \frac{4}{\sqrt{t}} \left( \text{Re} \frac{B_0(\mu_0 - i \gamma_1)}{\mu_0 - i \gamma_1} + \text{Re} \frac{B_1(\mu_1 - i \gamma_1)}{\mu_1 - i \gamma_1} \right) \delta_{\gamma_1}(i, \xi) + o(t^{-1/2}), \]

where $\delta(i, \xi)$ is now given by

\[ \delta(i, \xi) = \exp \left\{ \frac{1}{\pi} \left( \int_{\mu_0}^{\mu_1} + \int_{\mu_0}^{\mu_1} + \int_{\mu_1}^{+\infty} \right) \frac{\ln(1 - |r(s)|^2)}{s^2 + 1} \text{ds} \right\}. \]
It follows that the asymptotics for the parametric representation of $\tilde{u}$, see (3.35a) and (3.35b), takes the form

$$
\tilde{u}(y, t) = \frac{8}{\sqrt{t}} \left( \frac{1 - \mu_j^2}{1 + \mu_j^2} \right) \Re B_0 + \left( \frac{1 - \mu_j^2}{1 + \mu_j^2} \right) \Re B_1 + o(t^{-1/2}),
$$

(3.48a)

$$
x(y, t) = y + y_01(\xi) + o(t^{-1/2}),
$$

(3.48b)

where $y_01(\xi) = \frac{2}{\pi} \left( \int_{\mu_j}^{-1} + \int_{\mu_j}^{1} + \int_{\mu_j}^{+\infty} \right) \frac{\ln(1 - |s|)^2}{s^2 + 1} \, ds.$

Recalling the definitions (3.45) of $B_j$, $j = 0, 1$, and arguing as in the case $0 < \xi < 2$, we arrive at the asymptotics of $\tilde{u}(y, t)$ (cf. (3.37))

$$
\tilde{u}(y, t) = \sum_{j=0,1} C_1^{(j)}(\xi) \cos \left\{ C_2^{(j)}(\xi)t + C_3^{(j)}(\xi) \ln t + \tilde{C}_4^{(j)}(\xi) \right\} + o(t^{-1/2}),
$$

(3.49)

where

$$
C_1^{(j)}(\xi) = -\left( \frac{8h_j\kappa_j}{3 - 4\kappa_j^2} \right)^{1/2},
$$

(3.50a)

$$
C_2^{(j)}(\xi) = \left( -1 \right)^{j/2} \frac{32\kappa_j^2}{1 + 4\kappa_j^2},
$$

(3.50b)

$$
C_3^{(j)}(\xi) = -h_j,
$$

(3.50c)

$$
C_4^{(j)}(\xi) = \frac{3\pi}{4} - 2i\chi((-1)^j\mu_j) - h_j \ln \left\{ \frac{128\kappa_j^3[3 - 4\kappa_j^2]}{1 + 4\kappa_j^2} \right\} \ln(1 - |s|)^2 - \arg(-\tilde{r}((-1)^j\mu_j)) + \arg(\Gamma(ih_j))
$$

$$
+ 2h_{1 - j} \ln \frac{\kappa_1 + \kappa_0}{\kappa_1 - \kappa_0},
$$

(3.50d)

and $\chi(\mu)$ is given by (3.43).

Returning to the $(x, t)$ variables, $C_4^{(j)}(\xi), j = 0, 1$ are to be replaced, similarly to (3.39), by

$$
\tilde{C}_4^{(j)}(\xi) = C_4^{(j)}(\xi) + \left( -1 \right)^j \frac{4\kappa_j}{\pi} \left( \int_{\mu_j^{-1}}^{0} + \int_{\mu_j}^{\mu_j} + \int_{\mu_j}^{+\infty} \right) \frac{\ln(1 - |s|)^2}{s^2 + 1} \, ds,
$$

(3.51)

which finally leads us to

**Theorem 3.3.** In the solitonless case, the solution $\tilde{u}(x, t)$ of the Cauchy problem for the mCH equation in the form (2.2) has the following large-time asymptotics along the rays $\frac{\pi}{2} = \xi$ in the sector of the $(x, t)$ half-plane $-\frac{1}{4} < \xi < 0$:

$$
\tilde{u}(x, t) = \sum_{j=0,1} C_1^{(j)}(\xi) \cos \left\{ C_2^{(j)}(\xi)t + C_3^{(j)}(\xi) \ln t + \tilde{C}_4^{(j)}(\xi) \right\} + o(t^{-1/2})
$$

with an error term uniform in any sector $-\frac{1}{4} + \varepsilon < \xi < -\varepsilon$ where $\varepsilon$ is a small positive number. The coefficients $C_1^{(j)}, C_2^{(j)}, C_3^{(j)}$ are defined by (3.50a)-(3.50c) and $\tilde{C}_4^{(j)}$ is defined by (3.51)-(3.50d).

In these definitions

$$
h_j = -\frac{1}{2\pi} \ln(1 - |\mu_j|^2), \quad \kappa_0(\xi) = \left( \frac{\sqrt{1 + 4\xi} - 1 - \xi}{4\xi} \right)^{1/2}, \quad \kappa_1(\xi) = \left( \frac{\sqrt{1 + 4\xi} + 1 + \xi}{4\xi} \right)^{1/2},
$$

and $\mu_j(\xi) > 1$, $j = 0, 1$ is characterized by the relation $\kappa_j(\xi) = \frac{1}{2}(\mu_j(\xi) - \mu_j(\xi)^{-1}).$

Using again (2.1) we obtain, as a corollary, the large-time asymptotics of $u(x, t)$ in the sector $\frac{3}{4} < \xi < 1$. 
Theorem 3.4 (2nd oscillatory region). In the solitonless case, the solution $u(x,t)$ of the Cauchy problem (1.1) for the mCH equation has the following large-time asymptotics along the rays $\frac{x}{t} := \zeta$ in the sector of the $(x,t)$ half-plane defined by $\frac{3}{4} < \zeta < 1$:

$$u(x,t) = 1 + \sum_{j=0}^{1} \frac{C_{1}^{(j)}(\zeta-1)}{\sqrt{t}} \cos \left( C_{2}^{(j)}(\zeta-1)t + C_{3}^{(j)}(\zeta-1) \ln t + C_{4}^{(j)}(\zeta-1) \right) + o(t^{-1/2}).$$

The error term is uniform in any sector $\frac{3}{4} + \varepsilon < \zeta < 1 - \varepsilon$ where $\varepsilon$ is small and positive.

Remark 3.5. In the solitonless case, $u(x,t)$ decays rapidly to 0 in the sectors $\frac{x}{t} > 3$ and $\frac{x}{t} < \frac{3}{4}$, cf. [7]. This is due to the fact that for these ranges of values of $\frac{x}{t}$, $\theta(\mu, \xi)$ has no real stationary points (lying on the contour of the original RH problem).

Remark 3.6. Transitions between the sectors (i.e., for $\frac{x}{t}$ near $\frac{3}{4}$ and 3) are characterized by the merging of real stationary points of $\theta(\mu, \xi)$, which requires the use of different scalings of the spectral parameter. In analogy with the case of the Camassa–Holm equation (see [2]), one can expect that the asymptotics in the transition zones can be given in terms of Painlevé transcendents [4].

Figure 3.3. Asymptotics for $u(x,t)$ according to $\zeta := \frac{x}{t}$: the four regions.
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