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FIG. 1. Illustration of the procedure used for obtaining population \( s \) and GDP \( y \) of cities over the entire globe. The world map shows the boundaries of GHSL-OECD Functional Urban Areas (GHS-FUA or eFUA). This definition of urban areas has been recently released by the European Commission’s science and knowledge service, with the aim of providing an internationally-comparable and harmonized definition of urban areas. The eFUA definition does not rely on local administrative boundary units and commuting flows data; instead, it uses gridded data from the Global Human Settlement Layer (GHSL) and an automated classification approach for producing urban boundaries [JRC Tech. Rep. (2019) and J. Urban. Econ., 103242 (2020)]. The shape file is provided for the year of 2015 together with population values for each eFUA. We combine eFUA boundary data with gridded GDP data provided by Kummu et al. [Sci. Data 5, 180004 (2018)]. In more detail, we use the total GDP-PPP (purchasing power parity, in constant 2011 international USD) data with 30 arc-sec resolution (≈1 km at the equator, file name: GDP_PPP_30arcsec_v2.nc) for the year 2015 to overlay with eFUA boundaries. Next, we aggregate all grid cell values within each eFUA boundary to associate a GDP value to each urban area of the world. We illustrate this idea by highlighting a small area in the southern part of Brazil, where we also plot the GDP grid cells.
FIG. 2. Probability distributions of the Zipf exponent $\alpha$ and the urban scaling exponent $\beta$. (A) The bars represent a histogram for the values of $\alpha$ and the continuous line is a kernel density estimation (not normalized) for the same data. The vertical dashed line indicates the value $\alpha = 1$. The average value and the standard deviation of $\alpha$ are 1.24 and 0.38, respectively. (B) The bars represent a normalized histogram for the values of $\beta$ and the continuous line is a kernel density estimation (not normalized) for the same data. The vertical dashed line indicates the value $\beta = 1$. The average value and the standard deviation of $\beta$ are 1.16 and 0.17, respectively.
FIG. 3. Correlation between the urban scaling exponent $\beta$ and the Zipf exponent $\alpha$ over sliding windows of values of $\alpha$. (A) Spearman rank correlation ($\rho_r$) of the relationship between $\beta$ and $\alpha$ estimated within a sliding window centered in $\alpha'$. (B) Pearson correlation ($\rho$) of the relationship between $\beta$ and $\alpha$ estimated within a sliding window centered in $\alpha'$. For both correlation measures, the size of sliding windows is $\Delta\alpha' = 0.4$ and the step is 0.02. In addition, the red star markers indicate the correlation values that statistically significant at the 95% confidence level ($p$-values smaller than 0.05), while the gray circles represent non-significant correlation values ($p$-values larger than 0.05). Similar results are obtained for $\Delta\alpha'$ between 0.15 and 0.55. In both panels, the continuous black lines around zero represent average values of the correlation measures estimated after shuffling the values of $\beta$ (1000 realizations), and the gray shaded region stands for the 95% bootstrap confidence intervals. We notice that the correlation measures are larger and statistically significant for values $\alpha'$ around 1.1 and that the significant values cannot be explained by the distribution of $\beta$ values. This range containing the largest and significant values of $\rho$ and $\rho_r$ mostly correspond with mid-range of $\alpha$ values in Eq. (9) [Eq. S56 in Supplementary Text], where our model predicts a linear association between $\beta$ and $\alpha$ (see main text for details).
FIG. 4. Comparison between the model of Eq. (9) [Eq. S56 in Supplementary Text] and a constant (intercept-only) model ($\beta = \text{const}$). The left bar shows the difference between the AIC (Akaike information criterion) values ($\Delta\text{AIC}$) estimated for an intercept-only model ($\text{AIC}_{\text{const}}$) and for the model of Eq. (9) [Eq. S56 in Supplementary Text] ($\text{AIC}_{\text{model}}$). The model with the lowest AIC value gives a better description of the data. Thus, $\Delta\text{AIC} > 0$ indicates that the model of Eq. (9) [Eq. S56 in Supplementary Text] is a better description for data. As a rule of thumb, it is common to consider $6 < \Delta\text{AIC} < 10$ as a strong evidence and $\Delta\text{AIC} \geq 10$ as a very strong evidence (our case, since $\Delta\text{AIC} \approx 14.4$) in favor of the model of Eq. (9) [Eq. S56 in Supplementary Text]. In addition, because the AIC value is proportional to the negative of log-maximum-likelihood of the model, the quantity $e^{\Delta\text{AIC}}$ approximates how more likely the model of Eq. (9) [Eq. S56 in Supplementary Text] is to describe the data when compared with an intercept-only model. Thus, we notice that Eq. (S56) is $\approx 1333$ times more likely to describe the relationship between $\beta$ and $\alpha$ than the intercept-only model. The right bar shows the difference between the BIC (Bayesian information criterion) values ($\Delta\text{BIC}$) estimated for an intercept-only model ($\text{BIC}_{\text{const}}$) and for the model of Eq. (9) [Eq. S56 in Supplementary Text] ($\text{BIC}_{\text{model}}$). The interpretation of BIC and AIC values are analogous. The results indicate a strong evidence ($\Delta\text{BIC} \approx 9.3$) in favor of Eq. (9) [Eq. S56 in Supplementary Text] and our model is $\approx 103$ times more likely to describe the empirical data than the intercept-only model. It is worth remembering that both AIC and BIC values account for the fact that Eq. (9) [Eq. S56 in Supplementary Text] has more free parameters than the intercept-only model (3 versus 1 parameter); moreover, BIC values penalize the number of parameters more heavily.
FIG. 5. Correlations in each range of values of $\alpha$ defined in Eq. (9) [Eq. S56 in Supplementary Text]. (A) Spearman rank correlation $\rho_r$ between $\beta$ and $\alpha$ in the low plateau ($\alpha \leq 1$), linear regime ($1 < \alpha < \alpha^*$), and high plateau ($\alpha \geq \alpha^*$) regions of Fig. 1 in the main text. Panel (B) shows the same for the Pearson correlation coefficient $\rho$. In both panels, we indicate above the bars the $p$-values testing the significance of the correlation coefficient (permutation test). We notice that $\rho_r$ and $\rho$ are significantly higher in the linear region. We further observe that the correlations are statistically significant at 99% confidence level only in the linear region. Here $\alpha^* = 1 + \frac{2-1}{\gamma} \approx 1.22$ [Eq. (9) of the main text or Eq. S56 in Supplementary Text, and Fig. 15].
FIG. 6. Fitting country scaling relationships directly to data. (A) Scaling relation between total urban GDP of countries ($Y$) and country’s urban population values ($S$). (B) Scaling law between the smallest city population of a country ($s_{\text{min}}$) and country’s urban population ($S$). (C) Scaling law between the largest city population of a country ($s_{\text{max}}$) and country’s urban population ($S$). In the three panels markers represent the values for each country and the dashed lines are the country scaling relationships of Eqs. (8), (5), and (6) [Eqs. (S6), (S7), and (S8) in Supplementary Text], where the exponents $\gamma$, $\delta$, and $\theta$ (and the prefactors $\log Y_0$, $\log a$, and $\log b$) are obtained via robust linear regression of the log-transformed data. The best fitting parameters are shown in the panels (± standard errors) and gray shaded regions stand for the 95% confidence band of the models. As discussed in the main text, the exponents estimated directly from the scaling laws are very similar to the values obtained by fitting Eq. (9) [Eq. S56 in Supplementary Text] to the relationship between $\beta$ and $\alpha$ (see Fig. 2D of main text for a comparison).
FIG. 7. Robustness of the model of Eq. (9) [Eq. S56 in Supplementary Text] against different GDP threshold. (A) The colored markers show the values of $\gamma$, $\delta$, and $\theta$ estimated by fitting (via the L-BFGS algorithm) Eq. (9) [Eq. S56 in Supplementary Text] to the relationship between $\beta$ and $\alpha$ after selecting countries with total urban GDP higher than the percentile GDP threshold (%GDP*). The shaded regions are 95% bootstrap confidence intervals and the dashed lines represent the values when considering all data. We notice the exponent estimates are quite stable. (B) Difference between the AIC (Akaike information criterion) values ($\Delta$AIC) estimated for an intercept-only model (AIC$_{const}$) and for the model of Eq. (9) [Eq. S56 in Supplementary Text] (AIC$_{model}$) as a function of the percentile GDP threshold (%GDP*). (C) Difference between the BIC (Bayesian information criterion) values ($\Delta$BIC) estimated for an intercept-only model (BIC$_{const}$) and for the model of Eq. (9) [Eq. S56 in Supplementary Text] (BIC$_{model}$) as a function of the percentile GDP threshold (%GDP*). Results show strong evidence ($\Delta$AIC > 6 and $\Delta$BIC > 6) for the model of Eq. (9) [Eq. S56 in Supplementary Text] at practically all threshold values.
FIG. 8. Probability distributions of the random variations around the model of Eq. (9) [Eq. S56 in Supplementary Text]. The different curves show kernel density estimations of the random variations around the model of Eq. (9) when considering the empirical data and the simulations obtained for $\sigma_y = 100\%$. We observe that the distributions obtained from the simulations are very similar to the one emerging from the empirical data, especially when including an exponential cutoff in the power-law distribution associated with the simulated city sizes.
FIG. 9. Association between the exponents $\alpha$ and $\beta$ and total urban GDP $Y$. (A) Scatter plot of Zipf exponent $\alpha$ versus the total urban GDP $Y$. (B) Scatter plot of urban scaling exponent $\beta$ versus the total urban GDP $Y$. The dashed line in each panel represents a linear regression with slope indicated within the plots (where we also shoe the Pearson correlation coefficient and the corresponding $p$-values). We observe that both exponents also significantly associated with urban GDP $Y$, such that an increase in $Y$ tends to be followed by a decrease in $\alpha$ and $\beta$. 
FIG. 10. **Association between the urban scaling exponent $\beta$ and the Zipf exponent $\alpha$.** The markers indicate the values of $\beta$ versus $\alpha$ for each country in our data set. The three marker colors group countries according to the tercile values of the total urban GDP distribution (for instance, High-GDP countries have highest ≈ 33% GDP values, as the main text). The horizontal dashed line shows the $\beta = 1$, while the inclined dashed line represents the $\beta = \alpha$ relationship. The continuous line shows the model of Eq. (9) [Eq. S56 in Supplementary Text] adjusted to the data and the gray shaded region stands for the 95% bootstrap confidence band. The colored shaded regions represent the different intervals of $\alpha$ defined in Eq. (9) [Eq. S56 in Supplementary Text]. All countries are labeled according to their ISO codes (the three letters over each marker). The blue frame indicates a region that has been magnified on the right.
FIG. 11. Association between the urban scaling exponent $\beta$ and the Zipf exponent $\alpha$. The same as Fig. (10) but with error bars indicating standard errors. The three colors group countries according to the tercile values of the total urban GDP distribution (for instance, High-GDP countries have highest $\approx 33\%$ GDP values). The horizontal dashed line shows the $\beta = 1$, while the inclined dashed line represents the $\beta = \alpha$ relationship. The continuous line shows the model of Eq. (9) [Eq. S56 in Supplementary Text] adjusted to data and the gray shaded region stands for the 95% bootstrap confidence band. The colored shaded regions represent the different intervals of $\alpha$ defined in Eq. (9) [Eq. S56 in Supplementary Text]. All countries are labeled according to their ISO codes (the three letters over each marker).
Supplementary Text

1. CONNECTION BETWEEN URBAN SCALING AND ZIPF EXPONENTS

Let us start by considering an urban system (a country) composed of \( m \) cities with populations \( \{s_1, s_2, \ldots, s_m\} \). Suppose now that we sort these population values \( s \) in descending order \( \{s_{\text{max}}, \ldots, s, \ldots, s_{\text{min}}\} \) (where \( s_{\text{max}} \) and \( s_{\text{min}} \) are respectively the largest and smallest city population in the system) and associate a rank variable \( r \) defined by \( \{1, 2, \ldots, r, \ldots, m\} \) to each city population. Zipf’s law for cities states that rank \( r \) and city population \( s \) are related via

\[
r \sim s^{-\alpha},
\]

where \( \alpha > 0 \) is a power-law exponent or the Zipf exponent. Zipf’s law implies that the complementary cumulative distribution of city population \( F(s) \) can be written as \( F(s) \sim s^{-\zeta} \), with \( \zeta \approx \alpha \), and, consequently, the probability density distribution \( P(S) \) of city population is

\[
P(s) \sim s^{-(\alpha+1)} \quad \text{for } s_{\text{min}} < s < s_{\text{max}}.
\]

From Eq. (S2) we can also write the frequency function or the absolute number of cities with population \( s \) as

\[
p(s) = ks^{-(\alpha+1)} \quad \text{for } s_{\text{min}} < s < s_{\text{max}},
\]

where \( k \) is a normalization constant determined by

\[
S = \sum_{s=s_{\text{min}}}^{s_{\text{max}}} sp(s) \approx k \int_{s_{\text{min}}}^{s_{\text{max}}} s^{-\alpha} ds
\]

and \( S \) is the total population of the urban system.

On the other hand, the urban scaling hypothesis establishes a power-law relationship between an urban indicator \( y \) (e.g. the urban GDP) and the population \( s \) of a city, that is,

\[
y = cs^\beta,
\]

where \( c \) is a positive constant, and \( \beta > 0 \) is the urban scaling exponent. Our work has shown that the values of \( \beta \) and \( \alpha \) are related to each other, and
we propose that the relationship between these two exponents emerge from country scaling relationships.

To derive the relationship between $\beta$ and $\alpha$, we consider $S$ as the total population of an urban system and $Y$ as the total quantity of the city indicator $y$ for the whole urban system (e.g. total urban GDP). It is worth noticing that the values of $S$ and $Y$ represent the empirical values of total population and total GDP of all cities of a country within the power-law regime (that is, all cities with population larger than the lower cutoff obtained after fitting the Zipf’s law to the data, see Material and Methods in the main text for details). In addition to the urban scaling that considers relations between population and indicators of cities within one country, we further assume three different country scaling relations between population and indicators across countries. The first one is a generalization of the urban scaling hypothesis at the country level

$$Y = Y_0 S^\gamma,$$  \hspace{1cm} (S6)

where $Y_0$ is a constant, and $\gamma$ is the country scaling exponent associated with the indicator $Y$. The other two relationships relate the population of the smallest ($s_{\text{min}}$) and largest ($s_{\text{max}}$) cities in an urban system to the total population $S$, that is,

$$s_{\text{min}} = a S^\delta$$

$$s_{\text{max}} = b S^\theta,$$  \hspace{1cm} (S7) \hspace{1cm} (S8)

where $a$ and $b$ are positive constants, and $\delta > 0$ and $\theta > 0$ are two additional country scaling exponents. We have empirically verified these three country scaling relationships in our data (Fig. 6 and Fig. 2 of the main text); however and as we shall prove, the relationship of Eq. (S6) can also be derived from Zipf’s law (Eq. S3), urban scaling (Eq. S5) and the two country scalings for $s_{\text{min}}$ and $s_{\text{max}}$ (Eqs. S7 and S8). Qualitatively speaking, we consider that the existence of country scaling relationships constrains the population and urban indicator values in a country which in turn ties the values of $\beta$ and $\alpha$.

To find this connection, we notice that the total indicator $Y$ can be ex-
pressed by using Zipf’s law and urban scaling, that is,

\[ Y = \sum_{s=s_{\text{min}}}^{s_{\text{max}}} yp(s) = \sum_{s=s_{\text{min}}}^{s_{\text{max}}} cs^\beta p(s) \approx kc \int_{s_{\text{min}}}^{s_{\text{max}}} s^{\beta-1} ds. \]  

(S9)

By determining the constant \( k \) from Eq. (S4) and solving the integral in Eq. (S9), we should obtain the country scaling of Eq. (S6) in terms of the exponents \( \alpha \) and \( \beta \). Thus, if we assume \( \gamma, \delta, \) and \( \theta \) to be fixed, the changes in \( \alpha \) and \( \beta \) must be constrained in order to yield the particular value of \( \gamma \) imposed by country scaling in Eq. (S6).

**Case A: \( \alpha \neq \beta \neq 1 \)**

To start our calculations, we first consider the general case where \( \alpha \neq \beta \neq 1 \). Under this assumption, Eq. (S4) yields

\[ k = \frac{(\alpha - 1) s_{\text{max}}^\alpha s_{\text{min}}^\alpha}{s_{\text{max}}^\alpha s_{\text{min}}^\alpha - s_{\text{max}}^\alpha s_{\text{min}}^\alpha}, \]  

(S10)

and then by replacing \( s_{\text{min}} \) with Eq. (S7) and \( s_{\text{max}} \) with Eq. (S8), we find

\[ k = \frac{(\alpha - 1)(ab)^\alpha SS^{(\delta+\theta)\alpha}}{ab^\alpha S^{\delta+\theta\alpha} - a^\alpha b S^{\theta+\delta\alpha}}. \]  

(S11)

By solving the integral in Eq. (S9), we find

\[ Y = \frac{kc}{\beta - \alpha} \left( s_{\text{max}}^{\beta-\alpha} - s_{\text{min}}^{\beta-\alpha} \right), \]  

(S12)

and after replacing \( k \) by Eq. (S11), \( s_{\text{min}} \) by Eq. (S7), and \( s_{\text{max}} \) by Eq. (S8), we have

\[ Y = \frac{c(\alpha - 1)S}{\alpha - \beta} \left( \frac{a^\beta b^\alpha S^{\delta+\theta\alpha} - a^\alpha b^\beta S^{\theta+\delta\alpha}}{ab^\alpha S^{\delta+\theta\alpha} - a^\alpha b S^{\theta+\delta\alpha}} \right) \]

\[ = \frac{c(\alpha - 1)S}{\alpha - \beta} \left( \frac{a^\beta b^\alpha S^{\lambda_1} - a^\alpha b^\beta S^{\lambda_2}}{ab^\alpha S^{\lambda_3} - a^\alpha b S^{\lambda_4}} \right) \]  

(S13)

where

\[ \lambda_1 = \delta + \theta\alpha \]
\[ \lambda_2 = \theta + \delta\alpha \]
\[ \lambda_3 = \delta + \theta\alpha \]
\[ \lambda_4 = \delta + \theta\alpha \]  

(S14)
and

\[ \Lambda_1 = a^\beta b^\alpha S^{\lambda_1} \]
\[ \Lambda_2 = a^\alpha b^\beta S^{\lambda_2} \]
\[ \Lambda_3 = a b^\alpha S^{\lambda_3} \]
\[ \Lambda_4 = a^\alpha b S^{\lambda_4}. \]  

(S15)

Because \( S \) represents the total population of an urban system or a country, we take the limit of large \( S \) in Eq. (S13). To do so, we need to know the conditions under which \( \Lambda_1 \) dominates over \( \Lambda_2 \) in the numerator of Eq. (S13), that is, when

\[ \lambda_1 > \lambda_2 \]
\[ \delta \beta + \theta \alpha > \theta \beta + \delta \alpha \]
\[ (\delta - \theta)(\beta - \alpha) > 0, \]

(S16)

and also the conditions under which \( \Lambda_3 \) dominates over \( \Lambda_4 \) in the denominator of Eq. (S13), that is, when

\[ \lambda_3 > \lambda_4 \]
\[ \delta + \theta \alpha > \theta + \delta \alpha \]
\[ (\delta - \theta)(1 - \alpha) > 0. \]

(S17)

By investigating the inequality in Eq. (S16), we end up with the decision tree of Figure 12. Similarly, we find the decision tree of Figure 13 for the inequality in Eq. (S17).

Having the results of Figures 12 and 13, we can find the behavior of \( Y \) for large \( S \) in Eq. (S13) for each of the following conditions.
Case A.1: $\alpha > \beta$, $\alpha > 1$, and $\delta < \theta$

Under these conditions, we find that $\Lambda_1$ and $\Lambda_3$ dominate in Eq. (S13), yielding

$$Y \approx \frac{c(\alpha-1)a^{\beta-1}}{\alpha - \beta} \frac{S^{1+\lambda_1-\lambda_3}}{S^{1-\delta+\beta\delta}}.$$  \hspace{1cm} (S18)

By comparing the result of Eq. (S18) with the country scaling in Eq. (S6), we find

$$\beta = 1 + \frac{\gamma - 1}{\delta} \quad \text{for} \quad \{\alpha > \beta \land \alpha > 1 \land \delta < \theta\}.$$  \hspace{1cm} (S19)

It is worth noticing that the previous conditions depend on $\beta$, but by com-
bining $\alpha > \beta$ & $\alpha > 1$ and eliminating $\beta$, we can rewrite Eq. (S19) as

$$\beta = 1 + \frac{\gamma - 1}{\delta} \quad \text{for} \quad \left\{ \alpha > \max\left(1, 1 + \frac{\gamma - 1}{\delta}\right) \& \delta < \theta \right\}.$$  \hfill (S20)

Equation (S20) thus predicts that $\beta$ is a constant, that is, not dependent on $\alpha$ when $\left\{ \alpha > \max\left(1, 1 + \frac{\gamma - 1}{\delta}\right) \& \delta < \theta \right\}$.

**Case A.2: \(\alpha > \beta, \alpha < 1, \text{and} \delta < \theta\)**

For this case, we find that $\Lambda_1$ and $\Lambda_4$ dominate the behavior of Eq. (S13) for large $S$, yielding

$$Y \approx \frac{c(1 - \alpha)a^{\beta - \alpha}b^{\alpha - 1}}{\alpha - \beta} S^{1 + \lambda_1 - \lambda_3} \approx \frac{c(1 - \alpha)a^{\beta - \alpha}b^{\alpha - 1}}{\alpha - \beta} S^{1 - \theta + \beta \delta + \alpha(\theta - \delta)}. \hfill (S21)$$

By comparing the previous result with Eq. (S6), we find

$$\beta = \frac{\gamma + \theta - 1}{\delta} + \left(1 - \frac{\theta}{\delta}\right) \alpha \quad \text{for} \quad \left\{ \alpha > \beta \& \alpha < 1 \& \delta < \theta \right\}, \hfill (S22)$$

and after eliminating $\beta$ from the condition, we have

$$\beta = \frac{\gamma + \theta - 1}{\delta} + \left(1 - \frac{\theta}{\delta}\right) \alpha \quad \text{for} \quad \left\{ \gamma < 1 \& 1 + \frac{\gamma - 1}{\theta} < \alpha < 1 \& \delta < \theta \right\}. \hfill (S23)$$

Equation (S23) thus predicts a linear decreasing correspondence between $\beta$ and $\alpha$ when $\left\{ \gamma < 1 \& 1 + \frac{\gamma - 1}{\theta} < \alpha < 1 \& \delta < \theta \right\}$.

**Case A.3: \(\alpha < \beta, \alpha > 1, \text{and} \delta < \theta\)**

Under these assumptions, $\Lambda_2$ and $\Lambda_3$ dominate the behavior of Eq. (S13) for large $S$, leading to

$$Y \approx \frac{c(\alpha - 1)a^{\alpha - 1}b^{\beta - \alpha}}{\beta - \alpha} S^{1 + \lambda_2 - \lambda_3} \approx \frac{c(\alpha - 1)a^{\alpha - 1}b^{\beta - \alpha}}{\beta - \alpha} S^{1 - \delta + \beta \theta + \alpha(\delta - \theta)}. \hfill (S24)$$

By comparing the previous result with Eq. (S6), we find

$$\beta = \frac{\gamma + \delta - 1}{\theta} + \left(1 - \frac{\delta}{\theta}\right) \alpha \quad \text{for} \quad \left\{ \alpha < \beta \& \alpha > 1 \& \delta < \theta \right\}, \hfill (S25)$$
that after eliminating $\beta$ from the condition leads to
\[
\beta = \frac{\gamma + \delta - 1}{\theta} + \left(1 - \frac{\delta}{\theta}\right) \alpha \quad \text{for} \quad \left\{ \gamma > 1 \& 1 < \alpha < 1 + \frac{\gamma - 1}{\delta} \& \delta < \theta \right\}. \tag{S26}
\]

Similarly to Eq. (S23), the result of Eq. (S26) predicts a linear increasing correspondence between $\beta$ and $\alpha$ when $\{\gamma > 1 \& 1 < \alpha < 1 + \frac{\gamma - 1}{\delta} \& \delta < \theta\}$. It is worth noticing that the conditions underlying Eqs. (S23) and (S26) are mutually exclusive, that is, only one of the linear correspondences exists depending on whether $\gamma > 1$ (super-linear country scaling, Eq. S26) or $\gamma < 1$ (sub-linear country scaling, Eq. S23).

**Case A.4: $\alpha < \beta$, $\alpha < 1$, and $\delta < \theta$**

For this case, we find that $\Lambda_2$ and $\Lambda_4$ dominate the behavior of Eq. (S13) for large $S$, resulting in
\[
Y \approx \frac{c(1 - \alpha) b^{\beta - 1}}{\beta - \alpha} S^{1+\lambda_2-\lambda_4} \\
\approx \frac{c(1 - \alpha) b^{\beta - 1}}{\beta - \alpha} S^{1-\theta+\beta\theta}. \tag{S27}
\]

By comparing the previous result with Eq. (S6), we find
\[
\beta = 1 + \frac{\gamma - 1}{\theta} \quad \text{for} \quad \left\{ \alpha < \beta \& \alpha < 1 \& \delta < \theta \right\}, \tag{S28}
\]
and after eliminating $\beta$ from the condition, we have
\[
\beta = 1 + \frac{\gamma - 1}{\theta} \quad \text{for} \quad \left\{ \alpha < \min\left(1, 1 + \frac{\gamma - 1}{\theta}\right) \& \delta < \theta \right\}. \tag{S29}
\]

Equation (S29) indicates that $\beta$ is a constant when $\{\alpha < \min\left(1, 1 + \frac{\gamma - 1}{\theta}\right) \& \delta < \theta\}$.

If we assume that $\gamma$, $\delta$ and $\theta$ (with $\delta < \theta$) are fixed, the combined behavior of Eqs. (S20), (S23), (S26), and (S29) produces a functional dependence of $\beta$ on $\alpha$ composed by three continuous line segments: an initial horizontal plateau (Eq. S29) followed by an increasing (Eq. S26, when $\gamma > 1$) or decreasing (Eq. S23, when $\gamma < 1$) linear function followed by another horizontal plateau (Eq. S20).
**Case A.5:** $\alpha > \beta$, $\alpha > 1$, and $\delta > \theta$

Under these conditions, $\Lambda_2$ and $\Lambda_4$ dominate the behavior of Eq. (S13) for large $S$, yielding

$$Y \approx \frac{c(\alpha - 1) b^{\beta - 1}}{\alpha - \beta} S^{1+\lambda_2-\lambda_4} \approx \frac{c(\alpha - 1) b^{\beta - 1}}{\alpha - \beta} S^{1-\theta+\beta\theta}.$$  \hfill (S30)

By comparing the previous result with Eq. (S6), we find

$$\beta = 1 + \frac{\gamma - 1}{\theta} \quad \text{for } \{\alpha > \beta \& \alpha > 1 \& \delta > \theta\}, \quad \text{ (S31)}$$

and after eliminating $\beta$ from the condition, we have

$$\beta = 1 + \frac{\gamma - 1}{\theta} \quad \text{for } \left\{\alpha > \max\left(1, 1 + \frac{\gamma - 1}{\theta}\right) \& \delta > \theta\right\}. \quad \text{ (S32)}$$

Equation (S32) thus predicts that $\beta$ is a constant when $\{\alpha > \max\left(1, 1 + \frac{\gamma - 1}{\theta}\right) \& \delta > \theta\}$.

**Case A.6:** $\alpha > \beta$, $\alpha < 1$, and $\delta > \theta$

For this case, $\Lambda_2$ and $\Lambda_3$ dominate the behavior of Eq. (S13) for large $S$ and produce

$$Y \approx \frac{c(1 - \alpha) a^{\alpha - 1} b^{\beta - \alpha}}{\alpha - \beta} S^{1+\lambda_2-\lambda_3} \approx \frac{c(1 - \alpha) a^{\alpha - 1} b^{\beta - \alpha}}{\alpha - \beta} S^{1-\delta+\beta\theta+\alpha(\delta-\theta)}. \quad \text{ (S33)}$$

By comparing the previous result with Eq. (S6), we find

$$\beta = \frac{\gamma + \delta - 1}{\theta} + \left(1 - \frac{\delta}{\theta}\right) \alpha \quad \text{for } \{\alpha > \beta \& \alpha < 1 \& \delta > \theta\}, \quad \text{ (S34)}$$

and after eliminating $\beta$ from the condition, we have

$$\beta = \frac{\gamma + \delta - 1}{\theta} + \left(1 - \frac{\delta}{\theta}\right) \alpha \quad \text{for } \left\{\gamma < 1 \& 1 + \frac{\gamma - 1}{\delta} < \alpha < 1 \& \delta > \theta\right\}. \quad \text{ (S35)}$$

Equation (S35) predicts a linear decreasing correspondence between $\beta$ and $\alpha$ when $\{\gamma < 1 \& 1 + \frac{\gamma - 1}{\delta} < \alpha < 1 \& \delta > \theta\}$.
Case A.7: $\alpha < \beta$, $\alpha > 1$, and $\delta > \theta$

For this case, $\Lambda_1$ and $\Lambda_4$ dominate the behavior of Eq. (S13), yielding

$$Y \approx \frac{c(\alpha - 1)a^{\beta-\alpha} b^{\alpha-1}}{\beta - \alpha} S^{1+\lambda_1-\lambda_4} \approx \frac{c(\alpha - 1)a^{\beta-\alpha} b^{\alpha-1}}{\beta - \alpha} S^{1-\theta+\beta\delta+\alpha(\theta-\delta)}. \tag{S36}$$

By comparing the previous result with Eq. (S6), we find

$$\beta = \frac{\gamma + \theta - 1}{\delta} + \left(1 - \frac{\theta}{\delta}\right) \alpha \quad \text{for} \quad \{\alpha < \beta \& \alpha > 1 \& \delta > \theta\}, \tag{S37}$$

and after eliminating $\beta$ from the condition, we have

$$\beta = \frac{\gamma + \theta - 1}{\delta} + \left(1 - \frac{\theta}{\delta}\right) \alpha \quad \text{for} \quad \{\gamma > 1 \& 1 < \alpha < 1 + \frac{\gamma - 1}{\theta} \& \delta > \theta\}. \tag{S38}$$

Equation (S38) predicts a linear increasing correspondence between $\beta$ and $\alpha$ when $\{\gamma > 1 \& 1 < \alpha < 1 + \frac{\gamma - 1}{\theta} \& \delta > \theta\}$. Similarly to cases A.2 and A.3, the conditions underlying Eqs. (S35) and (S38) are mutually exclusive, that is, only one of the linear correspondences exists depending on whether $\gamma > 1$ (super-linear country scaling, Eq. S38) or $\gamma < 1$ (sub-linear country scaling, Eq. S35).

Case A.8: $\alpha < \beta$, $\alpha < 1$, and $\delta > \theta$

Under these conditions, $\Lambda_1$ and $\Lambda_3$ dominate the behavior of Eq. (S13), yielding

$$Y \approx \frac{c(1-\alpha)a^{\beta-1}}{\beta - \alpha} S^{1+\lambda_1-\lambda_3} \approx \frac{c(1-\alpha)a^{\beta-1}}{\beta - \alpha} S^{1-\delta+\beta\delta}. \tag{S39}$$

By comparing the previous result with Eq. (S6), we find

$$\beta = 1 + \frac{\gamma - 1}{\delta} \quad \text{for} \quad \{\alpha < \beta \& \alpha < 1 \& \delta > \theta\}, \tag{S40}$$

and after eliminating $\beta$ from the condition, we have

$$\beta = 1 + \frac{\gamma - 1}{\delta} \quad \text{for} \quad \left\{\alpha < \min\left(1, 1 + \frac{\gamma - 1}{\delta}\right) \& \delta > \theta\right\}. \tag{S41}$$
Equation (S41) predicts that $\beta$ is a constant when \( \{\alpha < \min\left(1, 1 + \frac{\gamma-1}{\delta}\right) \& \delta > \theta\} \).

Similarly to cases A.1-A.4, the combined behavior of Eqs. (S32), (S35), (S38) and (S41) produces a functional dependence of $\beta$ on $\alpha$ composed by three continuous line segments: an initial horizontal plateau (Eq. S41) followed by an increasing (Eq. S38, when $\gamma > 1$) or decreasing (Eq. S35, when $\gamma < 1$) linear function followed by another horizontal plateau (Eq. S32).

**Case B: $\alpha = 1$ and $\beta \neq 1$**

We now consider the particular case $\alpha = 1$ and $\beta \neq 1$ in order to ensure the continuous behavior of $\beta$ as function of $\alpha$ at $\alpha = 1$. Under these assumptions, the normalization constant in Eq. (S4) is

$$k = \frac{S}{\ln\left(\frac{s_{\max}}{s_{\min}}\right)}, \quad \text{(S42)}$$

and by replacing $s_{\min}$ and $s_{\max}$ with Eqs. (S7) and (S8), we find

$$k = \frac{S}{\ln\left(\frac{b}{a}S^{\theta-\delta}\right)}. \quad \text{(S43)}$$

The solution of the integral in Eq. (S9) for $\alpha = 1$ is

$$Y = \frac{kc}{\beta - 1}\left(s_{\max}^{\beta-1} - s_{\min}^{\beta-1}\right), \quad \text{(S44)}$$

and after replacing $k$ by Eq. (S43), $s_{\min}$ by Eq. (S7), and $s_{\max}$ by Eq. (S8), we find

$$Y = \frac{cS}{\beta - 1}\left(\frac{b^{\beta-1}S^{-\theta+\beta\theta} - a^{\beta-1}S^{-\delta+\beta\delta}}{\ln\left(\frac{b}{a}S^{\theta-\delta}\right)}\right), \quad \text{(S45)}$$

and

$$Y = \frac{cS}{\beta - 1}\left(\frac{\Omega_1 - \Omega_2}{\ln\left(\frac{b}{a}S^{\theta-\delta}\right)}\right), \quad \text{(S46)}$$

where

$$\Omega_1 = b^{\beta-1}S^{-\theta+\beta\theta}, \quad \Omega_2 = a^{\beta-1}S^{-\delta+\beta\delta}. \quad \text{(S46)}$$
It is worth noticing that Eq. (S45) does not produce a “pure” power-law behavior for large $S$ due to the logarithmic function in its denominator. However, the logarithmic function changes much slower than the power-law functions in the numerator, allowing us to approximate the behavior of Eq. (S45) by a power-law function for large $S$.

$$\beta > 1$$

**FIG. 14.** Decision tree associated with the inequality in Eq. (S47) that defines whether $\Omega_1$ dominates over $\Omega_2$ (or vice-versa) in Eq. (S45).

To estimate the behavior of Eq. (S45) for large values of $S$, we need to determine the conditions under which $\Omega_1$ dominates over $\Omega_2$, that is, when

$$-\theta + \beta \theta > -\delta + \beta \delta$$

$$\gamma > 0.$$  \hspace{1cm}  \text{(S47)}

The inequality in Eq. (S47) leads us to the decision tree of Figure 14, and from these results, we can find the behavior of $Y$ for large $S$ in Eq. (S45) for each of the following conditions.

**Case B.1: $\beta > 1$ and $\delta < \theta$**

Under these conditions, $\Omega_1$ dominates the behavior of Eq. (S45) for large $S$, leading us to

$$Y = \frac{cb^{1-\beta}}{\beta - 1} \left( \frac{S^{1-\theta + \beta \theta}}{\ln \left( \frac{b}{a} S^{\theta - \delta} \right)} \right).$$  \hspace{1cm}  \text{(S48)}

By comparing the previous result with Eq. (S6) and considering that $\gamma = 1 - \theta + \beta \theta$, we find

$$\beta = 1 + \frac{\gamma - 1}{\theta} \quad \text{for} \{\alpha = 1 \& \beta > 1 \& \delta < \theta\}.  \hspace{1cm}  \text{(S49)}$$
This result is the same as obtained for case A.4 and ensures the continuity of the behavior of $\beta$ as a function of $\alpha$ at the point $\alpha = 1$.

**Case B.2:** $\beta < 1$ and $\delta < \theta$

For this case, $\Omega_2$ dominates the behavior of Eq. (S45) for large $S$, leading to

$$ Y = \frac{ca^{\beta-1}}{1 - \beta} \left( \frac{S^{1-\delta+\beta\delta}}{\ln\left(\frac{b}{a}S^{\theta-\delta}\right)} \right). $$  \hfill (S50)

By comparing the previous result with Eq. (S6) and considering that $\gamma = 1 - \delta + \beta\delta$, we find

$$ \beta = 1 + \frac{\gamma - 1}{\delta} \quad \text{for } \{\alpha = 1 \& \beta < 1 \& \delta < \theta\}. $$  \hfill (S51)

This result is the same as obtained for case A.1 and ensures the continuity of the behavior of $\beta$ as a function of $\alpha$ at the point $\alpha = 1$.

**Case B.3:** $\beta > 1$ and $\delta > \theta$

For this case, $\Omega_2$ dominates the behavior of Eq. (S45) for large $S$, leading us to

$$ Y = \frac{-ca^{\beta-1}}{\beta - 1} \left( \frac{S^{1-\delta+\beta\delta}}{\ln\left(\frac{b}{a}S^{\theta-\delta}\right)} \right). $$  \hfill (S52)

It is worth noticing that Eq. (S52) yields positive values for $Y$ since the logarithmic function is negative when $\delta > \theta$ and for large $S$. By comparing the previous result with Eq. (S6) and considering that $\gamma = 1 - \delta + \beta\delta$, we find

$$ \beta = 1 + \frac{\gamma - 1}{\delta} \quad \text{for } \{\alpha = 1 \& \beta > 1 \& \delta > \theta\}. $$  \hfill (S53)

This result is the same as obtained for case A.8 and ensures the continuity of the behavior of $\beta$ as a function of $\alpha$ at the point $\alpha = 1$.

**Case B.4:** $\beta < 1$ and $\delta > \theta$

For this case, $\Omega_1$ dominates the behavior of Eq. (S45) for large $S$, leading us to

$$ Y = \frac{-cb^{\beta-1}}{1 - \beta} \left( \frac{S^{1-\theta+\beta\theta}}{\ln\left(\frac{b}{a}S^{\theta-\delta}\right)} \right). $$  \hfill (S54)
It is worth noticing that Eq. (S54) yields positive values for $Y$ since the logarithmic function is negative when $\delta > \theta$ and for large $S$. By comparing the previous result with Eq. (S6) and considering that $\gamma = 1 - \theta + \beta \theta$, we find

$$\beta = 1 + \frac{\gamma - 1}{\theta} \quad \text{for } \{\alpha = 1 \& \beta < 1 \& \delta > \theta\}.$$  \hspace{1cm} (S55)

This result is the same as obtained for case A.5 and ensures the continuity of the behavior of $\beta$ as a function of $\alpha$ at the point $\alpha = 1$. 
2. FUNCTIONAL DEPENDENCE BETWEEN URBAN SCALING AND ZIPF EXPONENTS

At this point, we can combine the results of cases A1-A8 and write the functional dependence of $\beta$ on $\alpha$ for each of the following conditions.

For $\gamma > 1$ and $\delta < \theta$: By combining the cases A.1, A.3 and A.4, we find

$$\beta = \begin{cases} 
1 + \frac{\gamma - 1}{\theta} & 0 < \alpha \leq 1 \\
\frac{\gamma + \delta - 1}{\theta} + (1 - \frac{\delta}{\theta}) \alpha & 1 < \alpha < 1 + \frac{1 - \delta}{\delta} \\
1 + \frac{\gamma - 1}{\delta} & \alpha \geq 1 + \frac{1 - \delta}{\delta}
\end{cases}.$$  \hspace{1cm} (S56)

Equation (S56) represents three continuous line segments: an initial horizontal plateau ($\alpha \leq 1$) followed by an increasing linear function ($1 < \alpha < 1 + \frac{1 - \delta}{\delta}$) followed by another horizontal plateau ($\alpha \geq 1 + \frac{1 - \delta}{\delta}$) higher than the first one. Figure 15 illustrates the typical behavior of Eq. (S56).

![Diagram](image.png)

**FIG. 15.** Illustration of the relation between $\beta$ and $\alpha$ when $\gamma > 1$ and $\delta < \theta$ predicted by Eq. (S56).
For $\gamma > 1$ and $\delta > \theta$: By combining the cases A.5, A.7 and A.8, we find

$$
\beta = \begin{cases} 
1 + \frac{\gamma-1}{\delta} & 0 < \alpha \leq 1 \\
\frac{\gamma+\theta-1}{\delta} + (1 - \frac{\theta}{\delta}) \alpha & 1 < \alpha < 1 + \frac{\gamma-1}{\theta} \\
1 + \frac{\gamma-1}{\theta} & \alpha \geq 1 + \frac{\gamma-1}{\theta} 
\end{cases} \quad (S57)
$$

Equation (S57) represents three continuous line segments: an initial horizontal plateau ($\alpha \leq 1$) followed by an increasing linear function ($1 < \alpha < 1 + \frac{\gamma-1}{\theta}$) followed by another horizontal plateau ($\alpha \geq 1 + \frac{\gamma-1}{\theta}$) higher than the first one. It is worth noticing that we can pass back and forth from Eq. (S56) to Eq. (S57) by replacing $\delta$ by $\theta$.

FIG. 16. Illustration of the relation between $\beta$ and $\alpha$ when $\gamma > 1$ and $\delta > \theta$ predicted by Eq. (S57).
For $\gamma < 1$ and $\delta < \theta$: By combining the cases A.1, A.2 and A.4, we find

$$\beta = \begin{cases} 
1 + \frac{\gamma^{-1}}{\theta} & 0 < \alpha \leq 1 + \frac{\gamma^{-1}}{\theta} \\
\frac{\gamma + \theta^{-1}}{\delta} + (1 - \frac{\theta}{\delta}) \alpha & 1 + \frac{\gamma^{-1}}{\theta} < \alpha < 1 \\
1 + \frac{\gamma^{-1}}{\delta} & \alpha \geq 1 
\end{cases} \quad (S58)
$$

Equation (S58) represents three continuous line segments: an initial horizontal plateau ($\alpha \leq 1 + \frac{\gamma^{-1}}{\theta}$) followed by a decreasing linear function ($1 + \frac{\gamma^{-1}}{\theta} < \alpha < 1$) followed by another horizontal plateau ($\alpha \geq 1$) lower than the first one.

FIG. 17. Illustration of the relation between $\beta$ and $\alpha$ when $\gamma < 1$ and $\delta < \theta$ predicted by Eq. (S58).
For $\gamma < 1$ and $\delta > \theta$: By combining the cases A.5, A.6 and A.8, we find

$$
\beta = \begin{cases} 
1 + \frac{\gamma-1}{\delta} & 0 < \alpha \leq 1 + \frac{\gamma-1}{\delta} \\
\frac{\gamma+\delta-1}{\theta} + (1 - \frac{\delta}{\theta}) \alpha & 1 + \frac{\gamma-1}{\delta} < \alpha < 1 \\
1 + \frac{\gamma-1}{\theta} & \alpha \geq 1
\end{cases} \tag{S59}
$$

Equation (S59) represents three continuous line segments: an initial horizontal plateau ($\alpha \leq 1 + \frac{\gamma-1}{\delta}$) followed by a decreasing linear function ($1 + \frac{\gamma-1}{\delta} < \alpha < 1$) followed by another horizontal plateau ($\alpha \geq 1$) lower than the first one. It is worth noticing that we can pass back and forth from Eq. (S58) to Eq. (S59) by replacing $\delta$ by $\theta$.
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FIG. 18. Illustration of the relation between $\beta$ and $\alpha$ when $\gamma < 1$ and $\delta > \theta$ predicted by Eq. (S59).
For $\delta = \theta = \varphi$: By combining the results of Eqs. (S56), (S57), (S58), and (S59), we find
\[ \beta = 1 + \frac{\gamma - 1}{\varphi} \quad \text{for } \alpha > 0, \] (S60)
regardless of $\gamma > 1$ or $\gamma < 1$. Thus, we have that $\beta$ is constant for all values of $\alpha$ when $\delta = \theta$. It is also interesting to note that $\beta = 1$ when $\gamma = 1$, that is, an isometric country scaling implies in isometric urban scaling relationships.

For $\gamma = 1$: By combining the results of Eqs. (S56), (S57), (S58), and (S59), we find
\[ \beta = 1 \] (S61)
regardless of $\gamma > 1$ or $\gamma < 1$. Thus, constant returns to scale at the country level imply in constant returns to scale at the city level for all values of $\alpha$. 
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3. NUMERICAL SIMULATIONS OF THE CONNECTION BETWEEN URBAN SCALING AND ZIPF EXPONENTS

In order to understand how variations in the country scaling and urban scaling relationships affect the exact expressions of Sec. 2, we have designed a numerical experiment to simulate the empirical relation between $\beta$ and $\alpha$. We begin by generating data at the city level, that is, given the total population $S$, total indicator $Y$, and Zipf exponent $\alpha$ for a country, we generate a list of $m$ population values

$$S = \{s_1, s_2, \ldots, s_i, \ldots, s_m\},$$  \hspace{1cm} (S62)

where each $s_i$ is a random number drawn from a truncated power-law distribution within the interval $(s_{\text{max}}, s_{\text{min}})$ with exponent $\alpha + 1$ (Eq. S2), and a list of corresponding urban indicators

$$Y = \{y_1, y_2, \ldots, y_i, \ldots, y_m\},$$  \hspace{1cm} (S63)

where each indicator $y_i$ follows the urban scaling law (Eq. S5) with random variations

$$y_i = c s_i^{\beta(\alpha, \gamma, \delta, \theta)} 10^N(0, \sigma_y)$$
$$\log y_i = \log c + \beta(\alpha, \gamma, \delta, \theta) \log s_i + N(0, \sigma_y),$$  \hspace{1cm} (S64)

where $c$ is a constant, $\beta(\alpha, \gamma, \delta, \theta)$ represents the functional relationship between the urban scaling exponent and the Zipf exponent (defined by Eqs. S56-S59 for given values of $\gamma$, $\delta$ and $\theta$), and $N(0, \sigma_y)$ is Gaussian random variable with zero mean and variance $\sigma_y^2$. The term $N(0, \sigma_y)$ introduces random variations into the urban scaling relationship, but has a small impact on the country scaling relationships. Thus, in order to account for random variations in the country scaling relationships, we have included analogous terms into Eqs. (S7) and (S8), that is,

$$s_{\text{min}} = a S^\delta 10^N(0, \sigma_\delta)$$
$$\log s_{\text{min}} = \log a + \delta \log S + N(0, \sigma_\delta),$$  \hspace{1cm} (S65)

and

$$s_{\text{max}} = a S^\theta 10^N(0, \sigma_\theta)$$
$$\log s_{\text{max}} = \log a + \theta \log S + N(0, \sigma_\theta),$$  \hspace{1cm} (S66)
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where \( \mathcal{N}(0, \sigma_\delta) \) and \( \mathcal{N}(0, \sigma_\theta) \) are Gaussian random variables with zero mean, and variances \( \sigma_\gamma^2 \) and \( \sigma_\delta^2 \), respectively. Finally, we have further considered random variations in the country scaling relationship between \( Y \) and \( S \) by adding a random term to the total country population, that is,

\[
S \rightarrow S + 10^\mathcal{N}(0, \sigma_\gamma),
\]

where \( \mathcal{N}(0, \sigma_\gamma) \) is a Gaussian random variable with zero mean and variance \( \sigma_\gamma^2 \).

In our simulations the values \( s_i \) and \( y_i \) should satisfy the constraints \( \sum_{i=1}^{m} s_i \approx S \) and \( \sum_{i=1}^{m} y_i \approx Y \). We satisfy the first constraint by iteratively generating values of \( s_i \) and appending to \( S \) until \( \sum_{i=1}^{m} s_i \leq S \). To fulfill the second constraint, we define the values of \( c \) by comparing Eq. (S6) with results of Case A (Eqs. S18, S21, S24, S27, S30, S33, S36, and S39), that is,

\[
c(\alpha, \beta, \delta, \theta, a, b, Y_0) = Y_0 \times \begin{cases} 
\frac{\alpha-\beta}{(\alpha-1) a^{\beta-1}} & \text{for } \{\alpha > \beta \text{ & } \alpha > 1 \text{ & } \delta < \theta\} \\
\frac{\alpha-\beta}{(1-a) a^{\beta-1}} & \text{for } \{\alpha > \beta \text{ & } \alpha < 1 \text{ & } \delta < \theta\} \\
\frac{\beta-\alpha}{(a-1) a^{\beta-1}} & \text{for } \{\alpha < \beta \text{ & } \alpha > 1 \text{ & } \delta < \theta\} \\
\frac{\alpha-\beta}{(1-a) b^{\alpha-1}} & \text{for } \{\alpha > \beta \text{ & } \alpha > 1 \text{ & } \delta > \theta\} \\
\frac{\beta-\alpha}{(a-1) b^{\alpha-1}} & \text{for } \{\alpha > \beta \text{ & } \alpha < 1 \text{ & } \delta > \theta\} \\
\frac{\beta-\alpha}{(1-a) a^{\beta-1}} & \text{for } \{\alpha < \beta \text{ & } \alpha > 1 \text{ & } \delta > \theta\} \\
\frac{\beta-\alpha}{(a-1) b^{\alpha-1}} & \text{for } \{\alpha < \beta \text{ & } \alpha < 1 \text{ & } \delta > \theta\}
\end{cases},
\]

where the value of \( Y_0 \) is obtained from the fit of Eq. (S6) to the empirical relationship between \( Y \) and \( S \) (Fig. 2 of main text).

Algorithm 1 shows the numerical procedures used in our simulations. This algorithm defines the function \texttt{generate\_country\_data} that takes the country population \( S \), the power-law exponents \( (\alpha, \gamma, \delta, \text{ and } \theta) \), some other constants \( (Y_0, a, \text{ and } b) \), and the parameters related to the intensity of the random variations \( (\sigma_y, \sigma_\gamma, \sigma_\delta, \text{ and } \sigma_\theta) \) as arguments and returns the simulated lists of populations \( S \) and urban indicators \( Y \). Having these lists, we estimate the simulated exponent \( \tilde{\beta} \) in the same way we have proceeded with the empirical data, that is, via robust linear regression of the relationship.
Algorithm 1 Algorithm for generating a list of city populations ($S$) and a list of urban indicators ($Y$) for a country with total population $S$.

$$(S, Y) = \text{generate\_country\_data}(S, \alpha, \gamma, \delta, \theta, Y_0, a, b, \sigma_y, \sigma_\gamma, \sigma_\delta, \sigma_\theta)$$

$S = S 10^{N(0, \sigma_\gamma)}$ \quad $\triangleright\ N(\mu, \sigma)$ is Gaussian random variate with mean $\mu$ and variance $\sigma^2$$

$s_{\min} = a S^\delta 10^{N(0, \sigma_\delta)}$

$s_{\max} = b S^\theta 10^{N(0, \sigma_\theta)}$

$\tilde{S} = 0$

$S = []$

$Y = []$

$\beta = \beta(\alpha, \gamma, \delta, \theta)$

$c = c(\alpha, \beta, \delta, \theta, a, b, Y_0)$

\begin{algorithmic}
\While {$\tilde{S} < S$}
\State $s_i = P(\alpha + 1, s_{\min}, s_{\max})$
\State $y_i = c s_i^\beta 10^{N(0, \sigma_y)}$
\State $\tilde{S} = \tilde{S} + s_i$
\State $S \leftarrow s_i$
\State $Y \leftarrow y_i$
\EndWhile
\end{algorithmic}

\begin{itemize}
\item Defined from Eqs. (S56), (S57), (S58), and (S59)
\item Defined from Eq. (S68)
\item $P(\nu, x_{\min}, x_{\max})$ is power-law random variate with exponent $\nu$ in the interval $(x_{\min}, x_{\max})$
\item Appends $s_i$ to the list of city populations $S$
\item Appends $y_i$ to the list of city indicators $Y$
\end{itemize}

log $y_i$ versus log $s_i$. We also obtain the simulated values for total population $\tilde{S}$ and total indicator $\tilde{Y}$ by summing up the values of $s_i$ and $y_i$. Similarly, we estimate the simulated values of $\tilde{s}_{\min}$ and $\tilde{s}_{\max}$ by taking the maximum and minimum values within the list $S$.

For our simulations, we use the total population (of all cities within the power-law regime) of each country in our data set as values of $S$. For each of these values of $S$, we also use the corresponding estimated Zipf exponents $\alpha$. In addition, we set up the values $\gamma$, $\delta$, and $\theta$ equal to the best fitting values of the empirical relationship between $\beta$ and $\alpha$. The constants $Y_0$, $a$, and $b$ do not affect the relationship between $\tilde{\alpha}$ and $\tilde{\beta}$, and have been chosen to match the fitted values obtained from the country scaling relationships (with fixed power-laws exponents). We also set the parameters $\sigma_\gamma$, $\sigma_\delta$ and $\sigma_\theta$ equal to the standard deviations of the bootstrap estimates of the empirical exponents $\gamma$, $\delta$, and $\theta$, respectively. Finally, we have varied the parameter $\sigma_y$ and obtained the simulated relationship between $\tilde{\beta}$ and $\tilde{\alpha}$. The same approach is used when considering that $s_i$ follows a power-law distribution with exponential
cutoff, that is,

\[ p(s) \sim s^{-(\alpha+1)} \exp(-s/s_c) \quad (S69) \]

where \( s_c > 0 \) is an additional parameter. The only change necessary to implement this case is to replace the truncated power-law random number \( P(\alpha + 1, s_{\text{min}}, s_{\text{max}}) \) in Algorithm 1 by an a random number generator associated with Eq. (S69), that is, a \( P(\alpha + 1, s_{\text{min}}, s_c) \).
4. ZIPF AND URBAN SCALING PLOTS FOR EACH COUNTRY

In this section, we show Zipf’s law and urban scaling law adjusted for every country in our data set. In what follows, each row of panels shows the results for a given country (name is indicated within the plots). The first column shows the complementary cumulative distribution $F(s)$ of city population $s$ (gray continuous line) and the adjusted power-law distribution (dashed line). The second column shows the rank plot, where each city is named within the plots. The dashed lines show the adjusted Zipf’s law. The power-law exponent $\alpha$ (± standard error) and the lower cutoff population size $s_{\text{min}}$ (± standard error) are estimated from the approach of Clauset-Shalizi-Newman [SIAM Review 51, 661 (2009)]. The third column shows urban scaling between urban GDP and city population, where each city is also named within the plots. The dashed line represents the adjusted scaling law. The urban scaling exponent $\beta$ (± standard error) is estimated via robust linear regression on the log-transformed quantities.

![Graphs showing Zipf's law and urban scaling plots for each country](image-url)

In this section, we show Zipf’s law and urban scaling law adjusted for every country in our data set. In what follows, each row of panels shows the results for a given country (name is indicated within the plots). The first column shows the complementary cumulative distribution $F(s)$ of city population $s$ (gray continuous line) and the adjusted power-law distribution (dashed line). The second column shows the rank plot, where each city is named within the plots. The dashed lines show the adjusted Zipf’s law. The power-law exponent $\alpha$ (± standard error) and the lower cutoff population size $s_{\text{min}}$ (± standard error) are estimated from the approach of Clauset-Shalizi-Newman [SIAM Review 51, 661 (2009)]. The third column shows urban scaling between urban GDP and city population, where each city is also named within the plots. The dashed line represents the adjusted scaling law. The urban scaling exponent $\beta$ (± standard error) is estimated via robust linear regression on the log-transformed quantities.
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