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A Mathematical Model for the Effect of Social Distancing on the Spread of COVID-19

Anna Singley¹, Hannah Callender Highlander²,*

Abstract
Social distancing is an effective method of impeding the spread of a novel disease such as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), but is dependent on public involvement and is susceptible to failure when sectors of the population fail to participate. A standard SIR model is largely incapable of modeling differences in a population due to the broad generalizations it makes such as uniform mixing and homogeneity of hosts, which results in lost detail and accuracy when modeling heterogeneous populations. By further compartmentalizing an SIR model, via the separation of people within susceptible and infected groups, we can more accurately model epidemic dynamics and predict the eventual outcome, highlighting the importance of societal participation in social distancing measures during novel outbreaks.
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1 Introduction
The stunning speed at which coronavirus disease 2019 (COVID-19) lept from its beginning as a unique illness in Wuhan, China to a global pandemic has created the type of crisis that requires researchers to draw upon knowledge and tools from many disparate disciplines. As of yet there exists no single, simple, and clear path to containment in order to mitigate the destruction from this pandemic. Thus, the situation requires the implementation of a variety of strategies in order to alter the trajectory of spread, in order to buy time for the development of a comprehensive solution. COVID-19 is somewhat unique in its ability to spread through those infected individuals who are pre-symptomatic or asymptomatic. Thus far in the pandemic spread, social distancing and contact tracing have shown great promise in slowing and ultimately containing the spread of COVID-19 [4] [13] and have proven to be effective in managing past outbreaks [6]. However, a key weakness of this approach is that it is highly dependent upon understanding and willingness by the public to properly and fully adopt all of the required behaviors and actions of social distancing. Therefore, there will most certainly be a large gap between potential and actual efficacy of social distancing guidelines and directives.

The consequences of an unchecked epidemic are dire for the human population and could result in heightened mortality rates from COVID-19 and other conditions requiring hospitalization [12]. Although several countries have empirically shown the results of insufficient application of measures to control the spread of COVID-19, Italy provides to date the best evidence of both the ferocity of this particular viral strain and how social distancing measures can change the trajectory of the viral impact even when measures are delayed and imperfect in implementation. As shown in other countries such as Japan and South Korea, social distancing and contact tracing done well can not only achieve the desired flattening of the curve but can also rapidly curtail the spread by robbing the virus of its human transmission vector through the application of rigorously applied social distancing [13].

The SIR model, first proposed in 1927 by Kermack and McKendrick [8], presents mathematicians with a general model for disease progression over a population. This model divides the studied population into three main compartments: S for Susceptible, or people who do not currently have symptoms of the disease and cannot spread the disease but are susceptible to infection; Infectious people, denoted by $I$, who have the disease or sickness being modeled, and can spread it to people within the susceptible class; infectious people have a chance of either dying from the disease, thus being removed from the population, or progressing to the last state, Recovered, denoted by $R$.

One drawback to the standard SIR model is the homogeneous approach it takes. Instead of operating under the assumption that different people will react in different ways and have different odds of progressing through
the model compartments, the standard SIR model makes broad assumptions that generalize entire populations [15]. Although the SIR model can be an accurate tool in predicting the spread of a disease or the number of infections in a local outbreak, without additional modifications, the assumptions it makes are inaccurate when modeling a disease that disproportionately kills certain demographics or infects certain groups to varying degrees. COVID-19 falls into this category, both in the way it tends to leave elderly people and those with pre-existing conditions hospitalized or in the ICU [9], and in the increased rate of spread in populations who ignore social distancing orders [10]. We therefore present a model, based off of the standard SIR model, but where both the susceptible and the infectious compartments contain subgroups of people, in terms of varying levels of social distancing as well as degree of health in the population, respectively, so that the importance of total adherence to social distancing might be illuminated. In the next section, we describe the novel aspects of our mathematical model and further reasoning behind its construction. In section 3 we discuss our methods of parameter estimation, followed by model results in Section 4 and methods and results of global and local sensitivity analysis in Section 5. Finally, we offer conclusions and future directions in Section 6.

2 Mathematical Models

The model proposed in 1927 by Kermack and McKendrick [8] has served as a template for countless biomathematical models [1]. Although the original model was comparatively simple by today’s standards, the SIR model easily lends itself to modification and the introduction of complexity as necessitated by many current infectious diseases. Our model is based off of the Kermack and McKendrick equations but separates both the susceptible and the infectious compartments into three subgroups, based on the likelihood of progression to infected and recovered, respectively. This allows for a simplified model of a more heterogeneous population and also enables us to test the impact of portions of a population refraining from social distancing, as well as the dynamics of a widespread outbreak on a vulnerable populace.

Our differential equation model is further altered to divide the susceptible and infected populations into three groups based on the likelihood of progression to infected and recovered, respectively. This allows for a simplified model of a more heterogeneous population and allows us to test the impact of portions of a population refraining from social distancing, as well as the dynamics of a widespread outbreak on a vulnerable populace.

As mentioned above, in the model we establish three subgroups of $S$ and three subgroups of $I$. We do this to acknowledge that a population will not, pragmatically speaking, have the same universal traits and susceptibilities. More importantly, a population will not act in a uniform manner with respect to social distancing guidelines proposed by local governments, thus changing the dynamics of the spread of a disease. The three subgroups for $S$ are as follows: $S_1$ for those who ignore social distancing or have essential, high-risk jobs; $S_2$ for those who largely follow social distancing but fall short in perfect adherence; and $S_3$ for those who follow social distancing and take additional precautions to avoid exposure and transmission, such as wearing masks in public.

An example of $S_1$ would be a doctor who has high exposure due to their occupation or someone who purposefully violates social distancing guidelines. At the other extreme is $S_3$, which is defined as a populace that stays quarantined, and takes all necessary precautions to avoid infection as stated by local government. Between $S_1$ and $S_3$ is $S_2$, which would consist of people who do not gather at work or school, but who also do not take all necessary precautions. In what follows, we will use capital letters to denote the subgroups, and lowercase to denote the fraction of the population within each group. For instance, $S_1$ is a subgroup of individuals, equal to $s_1 \ast S$, where $s_1$ is the fraction of the entire susceptible population contained in subgroup $S_1$.

Similarly, our $I$ compartment is divided into three subgroups, $I_1$, $I_2$, and $I_3$, based on either a uniform distribution or a normal distribution of risk factors (both scenarios are examined in our model analysis). We define $I_1$ as the least healthy group at the highest risk of succumbing to COVID-19; $I_2$ as an average health group; and $I_3$ as the healthiest group. Similar to our notation for the $S$ subgroups, $i_n$ will denote the fraction of the $I$ individuals who are in subgroup $I_n$, so that, for example $I_1 = i_1 \ast I$.

Currently we assume a fixed population, with no births and no non-COVID related deaths. We assume that once a susceptible individual has become infected, they immediately move into the infectious compartment. Once infectious, individuals either die from COVID-19, governed by the rate constant $\phi_n$, or they recover according to the rates $\gamma_n$. We also assume that the three subgroups of $S$ and the three subgroups from $I$ are not strongly correlated, but in reality they may very well overlap. Our resulting model equations are as follows:

$$\frac{dS}{dt} = \sum_{n=1}^{3} \lambda_n S_n I_n, \quad (1)$$

$$\frac{dI}{dt} = \sum_{n=1}^{3} \lambda_n S_n I_n - \sum_{n=1}^{3} (\psi_n) I_n - \sum_{n=1}^{3} \gamma_n I_n, \quad (2)$$
$$\frac{dR}{dt} = \sum_{n=1}^{3} \gamma_n I_n.$$

Each $S$ subgroup is assumed to have a different level of interaction with the rest of the population, as reflected in the individual infection rates $\lambda_n$. Each $\lambda_n$ is determined both by the universal transmission rate, $\phi$, and the variable multipliers $c_n$ that govern the level of magnification of transmission probability corresponding to each subgroup, based off of their adherence to social distancing policies. Thus, $\lambda_n = \phi \ast c_n$. Similarly, each $I$ subgroup may have a different likelihood of dying as well as recovering from COVID-19, as dictated by $\psi_n$ and $\gamma_n$, respectively. The values of $\psi_n$ emerge from the overall death rate, $\psi$, found in the current literature, with multiplier $d_n$. The three levels for $d_n$ were chosen to reflect the differences in each $I$ subgroup’s ability to fight the disease. As such, $\psi_n = \psi \ast d_n$. Likewise, $\gamma_n = \gamma \ast \tau_n$, where $\gamma$ is the average recovery rate derived from existing literature, and $\tau_n$ is a multiplier to take into account each $I$ subgroup’s duration of infectiousness due to their varying levels of health before contracting COVID-19. A summary of the model parameters, their default values, and references for parameter values derived from the literature are shown in Table 1.

### 3 Parameter Optimization

As described earlier, $\lambda_n$ governs the rate at which susceptible individuals from $S_n$ become infected. We calculate $\lambda_n$ through the infection transmission ($\phi$), which models how easily the disease can be spread without factoring in individual contacts, and thus remains constant for all three $S$ subgroups, as the virus is assumed to behave the same for each group. However, the contact level ($c$) that these three groups maintain is grossly different and serves as a coefficient modifying the value of $\phi$, and thus eventually $\lambda$, for each subgroup. For strict adherence to social distancing, $c = 0.001$; for partial adherence to social distancing, $c = 0.01$; and for little to no adherence to social distancing, $c = 1$. Thus, someone in $S_3$ is 10 times more likely to contract COVID-19 than someone in $S_1$, and someone in $S_3$ is 100 times less likely than someone in $S_1$ to contract COVID-19.

In order to estimate the infection transmission parameter ($\phi$), we originally used data from China, which reported its first case of pneumonia with an unknown origin to the WHO on December 31, 2019 [13]. Seventy-nine days later, on March 19, 2020, China recorded their first day with zero new COVID-19 deaths, which also marked the partial re-opening of Wuhan, China [5]. Therefore, we assumed that the $\phi$ parameter in our model, when used in combination with other properly tuned parameters, should result in 0 new cases after 79 days in model runs, which gave us a $\phi$ estimate of 0.0011. However, the validity of the Chinese data is questionable, and we did not feel comfortable using potentially fabricated data. We reached a reasonable value for $\phi$ via the use of infection transmission probability estimates of H1N1 spread in Italian schools during the H1N1 outbreak [11]. Although it is safe to assume that COVID-19 is considerably more contagious than H1N1, it is equally certain that transmission of a virus within a school is much more likely than within a general population [11]. Therefore, we feel justified in using 0.000952—the mean transmission probability estimate of a school in Italy—as our $\phi$ value.

The recovery rate, $\gamma$, was calculated based on the conservative assumption that 95% of individuals will have a case outcome within 4 weeks, giving us the parameter value of 0.0339 per day. The death rate from infection, $\psi$, was calculated in a similar fashion, based off of the assumption that an individual has a 3% chance of dying over the 4 weeks, based off of early data from Wuhan, China [17]. As mentioned earlier, $\tau$ is used to model differing health statuses among a populace. For individuals in a higher risk class ($I_1$) $\gamma$ was cut in half by setting $\tau = 0.5$; for individuals of average health, $\gamma$ was held constant ($\tau = 1$), and for individuals with above-average health, $\gamma$ was doubled ($\tau = 2$). Note that decreasing $\gamma$ increases the time an individual’s duration of infectiousness, thus increasing the probability of death.

### 4 Model Analysis and Results

Our initial population of susceptible individuals is set to 1,000 people, and our initial infected population is set to 10 people, or 0.99% of the total population. We estimate that the most probable distribution of risk factors for affecting the chance of recovery, dictated by the parameters $\tau_n$, follows a normal distribution, based on data of age distribution in the U.S. [2]. In addition, we tested the model in the case of all individuals having the same, average health, as a means for measuring the importance of separating the infectious class into the three subgroups. The $S$ distribution could realistically be shifted by government intervention, which would hold long-term ramifications for the dynamics and outcome of the outbreak. It is with this in mind we undergo an analysis to estimate the epidemic outcome from various $S$ distributions, after first optimizing our model parameters via real COVID-19 data, as described in the previous section. Table 2 provides the parameter values associated with the distributions we tested in our analysis for the $S$ and $I$ subgroups.

For all tested scenarios, we kept our unperturbed parameters constant according to Table 1. Thus, the only parameters being altered in this initial analysis are $\psi_n$. [www.sporajournal.org](http://www.sporajournal.org)
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Parameters | Definition | Nominal Value
---|---|---
\(\lambda_n\) | infection rate | \(\lambda_n = \phi c_n \) \((1\text{ day}\cdot\text{person})\)
\(\gamma\) | rate of recovery | 0.0339 \((1\text{ day})\) [17]
\(\psi\) | death rate from infection | 0.00107 \((1\text{ day})\) [17]
\(\phi\) | transmission rate | 0.000952 \((1\text{ day}\cdot\text{person})\) [3]
\(c_1\) | multiplier for \(S_1\) interactions | 1
\(c_2\) | multiplier for \(S_2\) interactions | 0.01
\(c_3\) | multiplier for \(S_3\) interactions | 0.001
\(\tau_1\) | health multiplier of \(I_1\) | 0.5
\(\tau_2\) | health multiplier of \(I_2\) | 1
\(\tau_3\) | health multiplier of \(I_3\) | 2

Table 1: Descriptions and nominal values for the model parameters.

| Scenario | \(s_1\) high exposure | \(s_2\) medium exposure | \(s_3\) low exposure | \(i_1\) low health | \(i_2\) average health | \(i_3\) high health |
|---|---|---|---|---|---|---|
| 1a | 0.05 | 0 | 0.95 | 0 | 1 | 0 |
| 1b | 0.05 | 0 | 0.95 | 0.16 | 0.68 | 0.16 |
| 2a | 0.10 | 0.45 | 0.45 | 0 | 1 | 0 |
| 2b | 0.10 | 0.45 | 0.45 | 0.16 | 0.68 | 0.16 |
| 3a | 0.50 | 0.25 | 0.25 | 0 | 1 | 0 |
| 3b | 0.50 | 0.25 | 0.25 | 0.16 | 0.68 | 0.16 |

Table 2: Parameter settings for \(S\) and \(I\) subgroups that set the proportion of individuals in each subgroup for each of the six scenarios tested.

and \(i_n\). Sensitivity analysis on all model parameters will be the focus of the next section. All simulations were run using the ode45 solver in MATLAB.

4.1 Scenario 1: Severe social distancing measures

For this hypothetical, and likely impossible scenario, we assume that only 5% of the population falls into our \(S_1\) category, and the rest practice harsh social distancing, thus becoming part of our \(S_3\) category. It took roughly 629 days to get from approximately 1% infection to 0 cases when simulating with an uniform distribution of average risk factors (Scenario 1a, Figure [14]), and it took roughly 680 days for the number of infections to drop to 0 in a population with health distributed following normal distribution (Scenario 1b, Figure [15]). At the conclusion of the universal average health simulation, roughly 1.54% of the initial susceptible population is dead, compared to roughly 2.36% in the normal distribution health simulation. The peak number of infections for the average health simulation occurred at 195 days, with 4.72% of the initial population infected. For the normal distribution of health factors, a peak occurred at 203 days, wherein 2.72% of the population was infected.

4.2 Scenario 2: Partial social distancing

For this scenario, we assume 10% of the population falls into our \(S_1\) category, 45% fall into \(S_2\), and 45% fall into \(S_3\). This is an approximation of what would happen if 10% of the population continued to attend social gatherings and other high-risk events, 45% of the population would take partial precaution but fall short from complete adherence, and 45% of the population would take all necessary precautions. It took roughly 305 days to get from 1% infection to 0 cases when simulating with a population consisting of only average-health people (Scenario 2a, Figure [2a]), and 310 days in a population with health distributed following normal distribution (Scenario 2b, Figure [2b]). At the conclusion of the universal average health simulation (defined as when infections reach 0) 2.54% of the initial susceptible population is dead. At the conclusion of the simulation in which health factors follow a normal distribution, 5.18% of the initial susceptible population is dead. The peak number of infections for the normally distributed risk factors infected 23% of the initial population and occurred at 81 days. The peak for the universal average health simulation varied slightly, with a peak number of infections reaching 26.5% of the initial population at 79 days.
Figure 1: Time series plot of severe social distancing with the assumption of a uniform, average health population (panel a, Scenario 1a) and normally distributed health population (panel b, Scenario 1b).

Figure 2: Time series plot of partial social distancing with the assumption of a uniform, average health population (panel a, Scenario 2a) and normally distributed health population (panel b, Scenario 2b).
4.3 Scenario 3: Minimal Social Distancing

For this scenario, we assume 50% of the population falls into $S_1$, 25% of the population is $S_2$, and the remaining 25% is $S_3$. With a population of universal average health (Scenario 3a, Figure [24]), it takes 209 days for the infections to reach 0. With a normal distribution of health (Scenario 3b, Figure [25]), it takes 190 days for the infections to reach zero infections from 1% infected populace initially. Once the infections reach 0 days in the average health population, 2.9% of the initial population is dead. In the normal distribution simulation, 5.81% of the initial population is dead. A major difference between these minimal social distancing scenarios and other scenarios is the peak infection size. In the universal average health simulation, a peak occurs within 16 days, where 67% of the initial population is simultaneously infected. In the normal distribution scenario, a peak occurs at 18 days, where 64% of the population is simultaneously infected. This scenario would most certainly prove to be catastrophic for the healthcare system, likely leading to even higher death rates than predicted by this simplified model.

For ease of comparison among the six scenarios, a summary table is provided in Table [3].

5 Sensitivity Analysis

As many characteristics of the spread of COVID-19 remain unknown, many of our model parameters were necessarily estimated. It is therefore crucial to understand which parameters, when varied, lead to the greatest model variation by conducting a global sensitivity analysis. Such analysis can both help determine which parameters we should focus on obtaining accurate estimates for, as well as which interventions might cause the most drastic outcome changes in terms of, for instance, disease duration, and public health outcomes.

5.1 Global sensitivity analysis using eFAST

The global sensitivity analysis procedure called Extended Fourier Amplitude Sensitivity Testing (eFAST) was used to partition model output to the input parameters. eFAST is capable of deriving a mathematical relationship between the outcome of a model run, and the model parameters even when nonlinear interactions exist between parameters. Each of the model’s output variables were most sensitive to different parameters, at three different points in time, as reported through first- and total-order sensitivity indices, shown in Tables [4] through [7]. The three time points—5 days, 95 days, and 300 days—were chosen based off of the dynamics of the outbreak for the same set of parameters as defined in Section [2]. For these parameter settings, 5 days gives an idea of sensitivity at the beginning of the outbreak; 95 days was the peak of the outbreak, and the number of infections had approached 0 by day 300. For further review of eFAST, see [10].

As demonstrated in Table [4] S is greatly sensitive to the values of both $s_1$ (percentage of individuals in $S_1$, the group with highest exposure) and $\lambda_1$ (infection rate for $S_1$) at all tested time points, while $I$ is also most sensitive to the values of these same parameters at the 5-day and 300-day marks (see Table [5]). This suggests that managing the number of people who ignore social distancing is crucial to mitigating the damage that an outbreak will cause. The percentage of individuals who have average health, $i_2$, and the rate at which those individuals recover, $\gamma_2$, caused most output uncertainty for $I$ at the peak of the outbreak (see Table [5]) and for $R$ at the beginning of the outbreak (see Table [6]), which indicates that the preexisting health of the average person in the population plays a crucial role in managing the size of the peak and the initial number of recovered individuals. As the disease progresses, $s_1$ and $\lambda_1$ reemerge as the most important parameters for the recovered compartment. These two parameters remain at the forefront of dictating the number of deaths at the peak of infection, while $i_1$ and $\gamma_2$ report high sensitivity indices at the beginning and end of the outbreak, respectively, as shown in Table [7]. Finally, $D$ was also sensitive to $\psi_1$, the death rate for individuals in the lowest health category, in the earlier stages and, to a lesser extent, in the later stages of the outbreak.

5.2 Local sensitivity analysis

The results from this global sensitivity analysis enable us to identify the model parameters that are most crucial to the overall outcome. However, the prior sensitivity analysis is not sufficient to understand how drastically outcomes can vary due to only one parameter. Thus, in addition to the global sensitivity analysis, we also undertook a one at a time (OAT) sensitivity analysis of several key parameters, chosen on the criteria that the parameters had large sensitivity indices from the global analysis. The parameters studied in our OAT include those with the highest two sensitivity indices for each of the four model output variables ($S, I, R, D$), at each of the three time points tested from eFAST (5 days, 95 days, and 300 days), and are as follows: $s_1$, $\lambda_1$, $i_1$, $\gamma_2$, $i_1$, and $\psi_1$. In addition to having one of the highest sensitivity indices for several outputs, $\lambda_1$ is also important to study because of its association with $\phi$, the infection transmission rate. As we could not find an accurate estimate for $\phi$ in existing COVID-19 literature, we used an estimate from H1N1.
Figure 3: Time series plot of severely lacking social distancing with the assumption of a uniform, average health population (panel a, Scenario 3a) and normally distributed health population (panel b, Scenario 3b). Note that in this simulation, the epidemic is not controlled and thus becomes drastically worse.

Table 3: Summary of results from each of the scenarios listed in Table 2.

| Scenario | days until $I = 0$ | % of population who have died | day of peak infection | % of population infected at peak |
|----------|-------------------|-------------------------------|----------------------|---------------------------------|
| 1a       | 629               | 1.4%                          | 195                  | 4.7%                            |
| 1b       | 680               | 2.36%                         | 203                  | 2.72%                           |
| 2a       | 305               | 2.54%                         | 195                  | 23.00%                          |
| 2b       | 310               | 5.18%                         | 79                   | 26.50%                          |
| 3a       | 209               | 2.90%                         | 16                   | 67.00%                          |
| 3b       | 190               | 5.81%                         | 18                   | 64.00%                          |

Table 4: First-order and total-order sensitivity indices obtained by running eFAST for the $S$ compartment’s sensitivity to model parameters at 5 days, 95 days, and 300 days. In the eFAST analysis, parameters were each varied by ±5% of their nominal values.
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Table 5: First-order and total-order sensitivity indices obtained by running eFAST for the I compartment’s sensitivity to model parameters at 5 days, 95 days, and 300 days. In the eFAST analysis, parameters were each varied by ±5% of their nominal values. Parameters with an * indicate those whose p-values failed to fall below the threshold of significance, 0.01.

| Parameter | $t = 5$ days | $t = 95$ days | $t = 300$ days |
|-----------|--------------|---------------|---------------|
| $s_1$     | 0.4534       | 0.1979        | 0.4812        |
| $s_2$     | 0.0002       | 0.0001        | 0.0002        |
| $s_3$     | 0.0000       | 0.0000        | 0.0000        |
| $\lambda_1$ | 0.4536       | 0.1979        | 0.4812        |
| $\lambda_2$ | 0.0002       | 0.0001        | 0.0002        |
| $\lambda_3$ | 0.0000       | 0.0000        | 0.0000        |
| $\psi_1$  | 0.0001       | 0.0009        | 0.0000        |
| $\psi_2$  | 0.0000       | 0.0009        | 0.0000        |
| $\psi_3$  | 0.0000       | 0.0009        | 0.0000        |
| $i_1$     | 0.0099       | 0.0640        | 0.0011        |
| $i_2$     | 0.0367       | 0.2271        | 0.0037        |
| $i_3$     | 0.0005       | 0.0629        | 0.0001        |
| $\gamma_1$| 0.0076       | 0.0497        | 0.0008        |
| $\gamma_2$| 0.0345       | 0.2219        | 0.0036        |
| $\gamma_3$| 0.0005       | 0.0631        | 0.0000        |

Table 6: First-order and total-order sensitivity indices obtained by running eFAST for the R compartment’s sensitivity to model parameters at 5 days, 95 days, and 300 days. In the eFAST analysis, parameters were each varied by ±5% of their nominal values.

| Parameter | $t = 5$ days | $t = 95$ days | $t = 300$ days |
|-----------|--------------|---------------|---------------|
| $s_1$     | 0.0684       | 0.4792        | 0.3511        |
| $s_2$     | 0.0000       | 0.0002        | 0.0001        |
| $s_3$     | 0.0000       | 0.0000        | 0.0000        |
| $\lambda_1$ | 0.0683       | 0.4802        | 0.0000        |
| $\lambda_2$ | 0.0000       | 0.0000        | 0.0000        |
| $\lambda_3$ | 0.0000       | 0.0000        | 0.0000        |
| $\psi_1$  | 0.0002       | 0.0003        | 0.0001        |
| $\psi_2$  | 0.0000       | 0.0000        | 0.0000        |
| $\psi_3$  | 0.0000       | 0.0000        | 0.0000        |
| $i_1$     | 0.0099       | 0.0034        | 0.0000        |
| $i_2$     | 0.0367       | 0.0011        | 0.0000        |
| $i_3$     | 0.0005       | 0.0000        | 0.0000        |
| $\gamma_1$| 0.0076       | 0.0497        | 0.0008        |
| $\gamma_2$| 0.0345       | 0.2219        | 0.0036        |
| $\gamma_3$| 0.0005       | 0.0631        | 0.0000        |
in an Italian school. We cannot, at this time, ascertain the accuracy of our φ estimate, so the OAT sensitivity analysis is essential for providing a picture of different trajectories present with differing levels of transmission. For this OAT analysis, all of our parameters were varied by ±25% of their nominal values to create the differing trajectories shown in Figures 4 through 6. In each OAT analysis, the default distribution for S was the same as in Scenario 2, and the default distribution for I was the normal distribution.

As you can see from Figure 4, all trajectories are largely impacted by varying s1. Note that since s1 and λ1 are multiplied by one another at each instance in which they appear in the model, it makes sense that varying each of these parameters individually would result in a nearly identical output, which is exactly what we observed and why we elected to omit the figure for varying λ1. A 25% increase in either s1 or in λ1 resulted in an earlier and larger peak of infection as well as a quicker rate of recovery, while a 25% decrease in either of these parameters had exactly the opposite effect. When s1 was decreased by 25%, the peak number of infections decreased almost 64% compared to the baseline simulations, to a peak simultaneously infecting 16% of the population. However, the decrease in the s1 parameter also resulted in the outbreak lasting 382 days. When s1 was increased by 25%, the peak number increased by 132% compared to baseline simulations, but the outbreak reached zero infection within 265 days. The number of deaths was virtually the same in these simulations. These outcomes indicate the importance of social distancing in regards both to its affect on the timing and size of peak infection as well as the overall duration of the outbreak. It is important here to note that these two parameters caused the largest quantitative variations in model outputs of all the model parameters.

Figure 5 reveals differences that are apparent when the recovery rate γ2 is varied. Similar to the relationship between s1 and λ1, since i2 (the percentage of the infectious population with average levels of health) and γ2 are multiplied by one another in equations for I and R, the OAT analysis results for varying γ2 were nearly identical to those from varying i2. Here, an increase in γ2 (or in i2) did not greatly affect the timing of peak infection but did cause a reduction in the magnitude of the peak. Likewise, a decrease in γ2 (or in i2) resulted in an equal-sized increase in the magnitude of the peak infection. Reducing i1 resulted in negligible effects to the outbreak length, but had a large impact on the death rate - decreasing i1 by 25% resulted in only 4.9% of the population dying, compared to 6.4% when i1 is increased by 25%. Similar results were true for the final size of the recovered compartment due to the altered number of deaths that can be partitioned to i1. Though the effects were not as large for the deaths compartment, γ2 played the largest role in determining the total number of deaths by the end of the outbreak. These results suggest that an effective way to minimize severity of outbreak, without affecting timing, is to find ways to either improve the existing health of the population (likely impossible in the short term) or to find mechanisms to increase the rate of recovery, such as finding novel therapeutics to reduce duration of infectiousness.

Varying i1 produced only minor changes in comparison to the effects of the other parameters studied in this OAT analysis (see Figure 6). These outcomes were nearly iden-

| Parameter | t = 5 days | | | t = 95 days | | | t = 300 days | |
|-----------|------------|------------|------------|------------|------------|------------|------------|
| s1        | 0.0518     | 0.0525     | 0.4155     | 0.4171     | 0.1013     | 0.1036     |
| s2        | 0.0000     | 0.0004     | 0.0002     | 0.0004     | 0.0000     | 0.0011     |
| s3        | 0.0000     | 0.0004     | 0.0000     | 0.0003     | 0.0000     | 0.0012     |
| λ1        | 0.0518     | 0.0525     | 0.4170     | 0.4187     | 0.1015     | 0.1035     |
| λ2        | 0.0000     | 0.0004     | 0.0002     | 0.0004     | 0.0000     | 0.0012     |
| λ3        | 0.0000     | 0.0004     | 0.0000     | 0.0003     | 0.0000     | 0.0012     |
| ψ1        | 0.4041     | 0.4058     | 0.0253     | 0.0260     | 0.1712     | 0.1731     |
| ψ2        | 0.0729     | 0.0735     | 0.0046     | 0.0049     | 0.0309     | 0.0322     |
| ψ3        | 0.0000     | 0.0004     | 0.0000     | 0.0003     | 0.0000     | 0.0011     |
| i1        | 0.3683     | 0.3696     | 0.0011     | 0.0016     | 0.0209     | 0.0224     |
| i2        | 0.0429     | 0.0434     | 0.0499     | 0.0405     | 0.1572     | 0.1590     |
| i3        | 0.0000     | 0.0004     | 0.0009     | 0.0012     | 0.0040     | 0.0051     |
| γ1        | 0.0009     | 0.0013     | 0.0160     | 0.0463     | 0.0735     | 0.0749     |
| γ2        | 0.0040     | 0.0044     | 0.0719     | 0.0723     | 0.3311     | 0.3326     |
| γ3        | 0.0001     | 0.0005     | 0.0010     | 0.0012     | 0.0045     | 0.0056     |

Table 7: First-order and total-order sensitivity indices obtained by running eFAST for the D compartment’s sensitivity to model parameters at 5 days, 95 days, and 300 days. In the eFAST analysis, parameters were each varied by ±5% of their nominal values.
Figure 4: Effects of varying $s_1$ (parameter controlling the proportion of the population in $S_1$, those who have highest social contact) ±25% on epidemic trajectories. Solid curves represent the default values; dotted curves represent a 25% reduction in $s_1$; and the dashed curves represent a 25% increase in $s_1$. Note that the results for varying $s_1$ are nearly identical to those varying $\lambda_1$ (infection rate for $S_1$; figure not shown).

Figure 5: Effects of varying $\gamma_2$ (the recovery rate of $S_2$) by ±25% on epidemic trajectories. Solid curves represent the default values; dotted curves represent a 25% reduction in $\gamma_2$; and the dashed curves represent a 25% increase in $\gamma_2$. Note that the results for varying $\gamma_2$ are nearly identical to those varying $i_2$ (percentage of $I$ population with average health levels; figure not shown).

Figure 6: Effects of varying $i_1$ (parameter controlling the percentage of the population who are at highest risk of infection due to poor health) by ±25% on epidemic trajectories. Solid curves represent the default values; dotted curves represent a 25% reduction in $i_1$; and the dashed curves represent a 25% increase in $i_1$. Note that the results for varying $i_1$ are nearly identical to those varying $\psi_1$ (death rate for $I_1$, the subgroup of the $I$ population with lowest health levels; figure not shown).

6 Conclusions and Future Work

As shown by the preceding analysis, the establishment of three different subgroups of $S$ and $I$ can have critical impacts on the dynamics of an outbreak. Further, compartmentalizing an SIR model as we have demonstrated here allows for a more accurate and realistic representation of the more complex behaviors of populations when modeling this type of infectious disease, where human behavior and health levels play such a vital role in the outbreak dynamics. This analysis makes clear that behavioral actions at the population level provide an effective non-medical intervention to alter the course of a viral-driven catastrophe.

Severe social distancing was shown to be, on average 2.23 times more effective in our model at reducing deaths than minimal social distancing but also took the longest for the infection to die out, at an average of 654.5 days. Minimal social distancing, on the other hand, only required 198.5 days on average to reach 0 infections. A major difference, complimenting death rate as a metric proving the importance of social distancing, is the infection curve. Minimal social distancing produced a peak where an average of 66% of the initial population was si-
multaneously infected, occurring at 17 days. However, severe social distancing produced a much more manageable peak, where 3.7% percent of the population on average was simultaneously infected at 199 days.

Proper application of a holistic program to contain the spread of highly infectious outbreak offers a powerful tool in blunting the total damage from a rapidly unfolding viral pandemic. Models which clearly delineate the necessary measures needed to control viral spread while remaining easily understandable provide a powerful tool to both the general public and to public policy makers. This class of model also is quite applicable to decisions balancing the trade-off between economic devastation and excessive viral spread.

The results of our sensitivity analysis indicate the most productive interventions include those that might reduce the proportion of the population with highest social contact or, equivalently, reducing the infection rate of that population, and also maximizing the health of the general population. Minimizing the percentage of society that falls into the highest social contact categories is essential for reducing the spread of COVID-19, minimizing the fatalities, and blunting the infection peak. Scenarios in which \( s_1 \) is allowed to become a majority may result in shorter outbreak times, but they also result in considerably higher number of fatalities and large percentages of the population being simultaneously infected, increasing the likelihood of overwhelming hospitals. \[12\].

Further investigation into the sensitivity of the model to level of adherence with guidelines will allow selecting a more practical balance between guidelines effective in controlling viral spread and guidelines likely to be adopted by a large sector of the population. Additional analysis into the sensitivity of the model to the initial population of infected persons could allow insight into the likelihood of a second wave of COVID-19 infections arising after social distancing regulations are relaxed. The development of a network-based compartmental model, such as in the Netlogo model Infection On the NeTWorks \[7\] could also offer a different means of analysis and insight into the problem at hand.

We are additionally interested in creating a SIRS model with classes within each compartment for different portions of the population. It is currently unknown whether or not COVID-19 patients become immune for long periods of time after recovering. This result could have far-reaching consequences for the epidemic dynamics both in our model and in real-life applications. The more heterogeneous approach we took to modeling disease spread in a population could potentially also be applied to modeling herd immunity, via vastly decreasing the transmission probabilities for varying percentages of the studied population.

Lastly, we are interested in using our more heterogeneous model to study the effects of relaxing social distancing orders at varying points in time. This work will be more meaningful, however, once this type of data becomes available as various regions around the world begin to reopen their economies. This could ultimately allow for more insight into the optimal time to re-open communities, allowing both for the personal safety of citizens, and the economic survival of various industries.
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