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Abstract. Recent advances in machine learning have made it possible to train artificially intelligent agents that perform with super-human accuracy on a great diversity of complex tasks. However, the process of training these capabilities often necessitates millions of annotated examples—far more than humans typically need in order to achieve a passing level of mastery on similar tasks. Thus, while contemporary methods in machine learning can produce agents that exhibit super-human performance, their rate of learning per opportunity in many domains is decidedly lower than human-learning. In this work we formalize a theory of Decomposed Inductive Procedure Learning (DIPL) that outlines how different forms of inductive symbolic learning can be used in combination to build agents that learn educationally relevant tasks such as mathematical, and scientific procedures, at a rate similar to human learners. We motivate the construction of this theory along Marr’s concepts of the computational, algorithmic, and implementation levels of cognitive modeling, and outline at the computational-level six learning capacities that must be achieved to accurately model human learning. We demonstrate that agents built along the DIPL theory are amenable to satisfying these capacities, and demonstrate, both empirically and theoretically, that DIPL enables the creation of agents that exhibit human-like learning performance.
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1 Introduction

The engineering of machines that possess human-like intelligence is perhaps the greatest challenge among computer scientists of the 21st century. To date, considerable strides have been made toward the creation of artificial intelligence capable of human-level faculties of visual, logical, and linguistic reasoning. The successes of the fields of machine learning and artificial intelligence, however, have not, for the most part, been accompanied by a serious analysis of artificial intelligence’s capability to replicate the efficiency of human learning, on educationally relevant tasks such as
language acquisition, reading, writing, math and STEM problem solving. To this end, modern machine learning approaches often fall short not in their capabilities to achieve human-level performance, but in their capacity to be trained to a point of sufficient capability from the handful of rich instructional interactions sufficient to teach humans to the point of content mastery.

1.1 Theories of Human Learning

An artificially intelligent agent with the capability to replicate human-level learning gains from the diversity of stimuli that humans are capable of learning from is not only of practical use for the sake of simplifying the automation of tasks in the real world, but is also a necessary innovation for the purposes of developing theories of human learning. Experimental psychology has been a driving force of studying human learning, but just as the study of machine learning has largely fallen short of producing high fidelity theories of human learning because of a focus on replicating only human performance, experimental psychology has failed to do the same for its focus on using the discovery of "effects" (experimentally reproducible phenomena) as the sole means of investigating cognitive structures. Newell [41] has described the process of theory generation in experimental psychology as "playing 20 questions with the universe"—questioning whether the sum of answers to increasingly specific binary experimental questions can possibly yield a full theory of the mind. Likewise, van Rooij and Baggio [50] liken the process of trying to construct theories of cognitive capacities from experimental effects to writing a novel from a collection of random sentences. They point out that there are likely infinite numbers of reproducible "effects", but only a small subset of these may clearly shed light on the inner workings of human cognition. Van Rooij and Baggio suggest that rather than relying solely on a bottom up process of theory construction, a constructive theoretical cycle can be employed whereby theories of high verisimilitude (a priori plausibility) are constructed before experimentation to satisfy core plausibility requirements. Others including Newell, have advocated for similar approaches [7] [11] [41].

In considering the verisimilitude of a cognitive theory it is helpful to consider Marr’s three levels by which any theory of cognitive capacity may be understood [35], as each level may impose different constraints on the plausibility of a cognitive theory:

1. computational-level theory: Specifies the general nature of the inputs and outputs of the function defining the capacity and the general logic of the strategy by which the capacity is carried out.
2. algorithmic-level theory: Specifies the algorithm by which the capacity is carried out, including a specification of the representation of the inputs and outputs.
3. **implementational-level theory**: Specifies the means by which the capacity is physically realized.

Importantly, any cognitive theory that considers at least the first two levels can be built and embodied in simulation, providing a further empirical means for theory testing. Even before consideration of reproducing known experimental effects, the execution of a cognitive theory embodied in simulation imposes its own plausibility requirements at the computational-level beyond what can be imposed only theoretically. These broadly include the requirement that the simulation succeeds in doing what it was designed to do, which is not something that can always be known a priori, and that it do so within some human-like parameters.

We suggest the following six criteria, or capacities in Marr’s terms, as a contribution toward a computational-level theory of human learning. Further specification of these capacities at the the algorithmic-level may produce novel predictions that can be tested empirically against human learning data.

C.1 Through instruction learn to perform domain tasks as accurately/inaccurately as human learners.
C.2 Learn to achieve levels of performance similar to human learners at the same rate of performance improvement per learning opportunity as humans.
C.3 Acquire domain knowledge by interacting with similar materials to those used by human learners.
C.4 Learn from the same kinds of instructional interactions that humans can learn from.
C.5 Model the systematicity and variety of human errors.
C.6 Employ, under plausible constraints, the same general methods of learning as human learners including at least a) deductive reasoning (reasoning from known principles) and b) inductive reasoning (reasoning from observations).

1.2 **Structure of This Paper**

In this work we define the theory of Decomposed Inductive Procedure Learning (DIPL) which outlines how different forms of planning and symbolic inductive machine learning, each exhibiting different forms of inductive bias,
can be used in combination to learn complex procedural skills. We demonstrate theoretically that the learning of procedural tasks in a user interface can be simplified by breaking the process of inducing and refining reusable skills into three or more separate but inter-connected learning mechanisms.

The DIPL theory formalizes 16 years of work on simulated learner systems such as SimStudent [36] and the Apprentice Learner (AL) Architecture [32]. Simulated learners are artificially intelligent agents that can learn to perform academic tasks, like solving math problems or generating language translations. These tasks are often the targets of Intelligent Tutoring Systems (ITSs), a highly effective and adaptive class of educational technologies [28]. As such, these simulated learners experience instruction as a form of tutoring whereby they learn, as tutored humans do, from demonstrated examples and from feedback on their attempts to perform these tasks (C.4, C.6b). These demonstration or feedback-based learning opportunities can be provided to the simulated learner either by the ITS itself or by a human instructor (C.3). Section 3 further elaborates on our assumptions with regard to ITSs as a training context for simulated learners.

Section 4 specifies the various learning mechanisms in the DIPL theory at the computational-level, and discusses several algorithmic-level commitments that have been made by different simulated learner implementations in the literature. In section 5 we demonstrate empirically that DIPL based simulated learners are well suited to learning ITS tasks at human-level efficiency, that is, with a dozen or so learning opportunities. We show that Apprentice Learner (AL) agents embodying the DIPL theory master two multi-step mathematics tasks with orders of magnitude fewer learning opportunities than a connectionist reinforcement learning method, a symbolic decision tree method, and an AL agent that diverges from the DIPL computational-level theory by using a single learning mechanism to serve the role of two separate mechanisms in the DIPL theory (C.1, C.2).

Finally, Section 6 introduces a number of detailed theoretical claims supporting the particular way that DIPL breaks up the process of procedural task learning. Additionally, we demonstrate throughout that the DIPL approach can effectively learn from the diverse kinds of instructional interactions that students can learn from (C.4). With regard to capacity (C.5) we invite the reader to refer to prior work on the types of errors simulated learners make during the learning process [66].

2 Related Work

2.1 Extant Cognitive Architectures and Deductive Methods

A large number of cognitive architectures have sought to model the cognitive processes associated with performing and learning tasks. Notable cognitive architectures such as SOAR [19] and ACT-R [6] are architecturally built
around production rule systems, and share some commonalities in their internal structures that have been recently been termed "A Standard Model of the Mind"[20].

DIPL is particularly focused on the procedural learning component of the standard model. It elaborates on the standard model’s assumption that "procedural composition yields behavioral automatization" (p. 24). In DIPL, procedural composition does not merely speed up existing capabilities, but it can also induce new capabilities from examples and feedback. Unlike DIPL systems (AL and SimStudent) which learn primarily from positive and negative examples, standard model systems (SOAR and ACT-R) tend to learn from text-based instructions stored in declarative memory that are interpreted by domain-general procedures which are then composed into domain-specific procedures. A common research objective of these cognitive architectures has been to test theories of the structure and timing of internal cognitive structures by predicting how human subjects’ task execution times shorten as they engage in repeated practice [49]. With DIPL, we focus on modeling how learning changes error rate, rather than timing.

Historically, cognitive architectures like SOAR and ACT-R have employed a diverse set of learning mechanisms. One frequently used mechanism is "chunking" [21] or "production-compilation" [58], whereby sequences of known production rules and other internal knowledge structures are joined into reusable chunks. One common use of chunking in SOAR is a form of goal directed planning called "speed-up learning" where a sequence of production-rules is found to satisfies some preset goal, and is then combined for more immediate use in subsequent tasks. Although directed toward solving a particular instance of a task, "speed-up learning" is decidedly a deductive learning method (C.6.a) since the reasoning it employs is over prior domain knowledge, and the knowledge acquired by this reasoning is within the deductive closure (the space of all things that can be deduced) [51] from what is already known.

SOAR and ACT-R have also historically utilized some inductive learning methods as well. Although these methods typically fall short of inducing, as we do in this work, fully formed production rules without explicitly programmed domain-specific knowledge. For example in SOAR, chunking has been directed toward hierarchical percept recognition [51]. Additionally there have been many cases of reinforcement learning being employed with SOAR and ACT-R to tweak the utilities of domain-specific production rules in the interest of optimizing the execution of various tasks[40][56][54], and in some cases correcting existing domain knowledge [43].

Historically, work on simulated learners has diverged from these lines of work in the interest of modeling how humans induce domain specific knowledge directly from various forms of instruction provided by a tutoring system or human tutor. Simulated learner research has sought to build agents ca-
pable of learning a wide variety of academically relevant topics. In contrast to research utilizing ACT-R and SOAR, research on simulated learners has been primarily concerned with the cognitive processes underlying the creation and refinement of domain-specific skills in response to various forms of instruction typical in a tutoring setting (C.4). Some key considerations are that simulated learners learn incrementally, make mistakes (C.5), and adjust their acquired skills (i.e. production-rules) in response to feedback (C.6b) provided by an external source.

2.2 Machine Learning and Program Induction

In contrast to research on cognitive architectures like ACR-R and SOAR, the field of machine learning, is primarily concerned with automation, and offers a wide variety of inductive methods whereby a general function, program, or concept is produced to explain a set of examples without need for precoded domain knowledge. The study of inductive machine learning methods has made considerable progress toward achieving greater performance on tasks (C.1) in complex environments, however many modern methods dispense with the objective of learning from few examples (C.2) entirely, requiring examples numbering in the thousands, millions or more. By contrast, despite sources of inefficiency—distraction, forgetting, and misunderstanding to name a few—humans learn remarkably quickly, requiring on the order of 5 to 20 examples and practice problems in order to sufficiently master simple skills [49]. Some machine learning algorithms have succeeded in significantly reducing the number of examples needed to inductively perform well at classification [61] and control [14] tasks. However, the machine learning community has not made significant progress toward the goal of building agents capable of learning from the limited number of instructional opportunities humans typically need to master mathematical, scientific, and linguistic skills. Tackling this problem is no straight forward task.

No single inductive machine learning algorithm comes close to satisfying even a subset of our criteria, and many have further practical drawbacks[5]. Among existing methods innumerable trade-offs exist in terms of performance (C.1), computational efficiency, explainability, and number of required training examples (C.2) [11] [8]. Within inductive methods a distinction can be drawn between symbolic and vector-distributed or connectionist methods [48]. Connectionist methods represent knowledge as weights on connections between nodes. Following improvements in computing hardware and innovations in the backpropagation learning algorithm [52], connectionist deep-learning methods have produced performance advances across a large number of machine learning tasks. By contrast inductive symbolic

---

5 For example, many neural methods that make claims about zero and one-shot learning require considerable pre-training on similar tasks
methods such as decision trees [47], FOIL [46], and version spaces [39], are often less accurate than connectionist methods in complex or noisy domains, but can produce explainable knowledge in the form of logical formulas from relatively small datasets.

A handful of systems employ a combination of inductive and deductive machine learning methods [C.6]. Ur and VanLehn [59] implemented a simulated student that uses the deductive method of explanation based learning (EBL) [12] whereby theorem proving methods are employed over domain specific knowledge to explain given examples, and then inductively refine theorems in response to positive and negative feedback from a tutor. This method although employing some induction is still grounded in precoded domain knowledge, which raises the question of how domain knowledge can be acquired by a learning agent without need for explicit coding.

2.3 Inducing Domain-Specific Knowledge

Wang [63] offers one early method for acquiring domain-specific production rules purely inductively, although this method has some notable limitations including being constrained to the fairly explicitly defined predicate list worlds typical of symbolic planning environments and being limited to conjunctive preconditions. Simulated learner systems overcome these limitations.

Simstudent [36] and the Apprentice Learner (AL) [32] framework are two simulated learner systems that inductively acquire domain skills by working in intelligent tutoring systems (ITs) built for human students. These two systems, which are the subject of this work, construct procedural domain knowledge (i.e. production rules or skills) inductively using a collection of several interconnected learning mechanisms. By contrast to systems that model just the statistics of errors made by learners [9], simulated learners are best described as computational theories [29] or computational models [47][67] of human learning. They embody a theory of precisely how knowledge is induced and refined in response to instructional interactions and how that acquired knowledge produces particular correct and incorrect actions in response to particular stimuli.

Simulated learners have also been used to facilitate a form of programming by demonstration where a human user can tutor the simulated learner in an academically relevant task for the purposes of authoring the grading behavior of an intelligent tutoring system [36] [64]. This authored behavior can be exported as a set of human-readable rules that can be executed independently of the agent. In this work, however, we will primarily discuss the use of simulated learner models that learn directly from existing intelligent tutoring systems.
3 Procedural Tasks in Intelligent Tutoring Systems

Intelligent Tutoring Systems (ITSs) automate elements of human tutoring and, more generally, strive to support an optimal student learning experience [60]. Cognitive Tutors [49] are a particular form of ITS that applies human learning research and is particularly focused on supporting the acquisition of procedural skills. As such, these tutors track student problem solving as it is revealed in multi-step user interfaces where, for example, students enter lines of an equation solution or digits in a long form arithmetic solution [4]. Cognitive Tutors provides students with step-by-step correctness feedback and hints, culminating, if needed, in bottom-out hints that demonstrate the next correct step for the student. These core interactions, used in combination with student knowledge modelling that mitigates over-and under-practice of topics, have produced considerable improvements in student learning compared to baseline instructional strategies in a large diversity of domains [5][42]. For the purposes of constructing theories of human learning, Cognitive Tutors provide learning environments that are both well-defined and ecologically valid (C.3) since a diverse set of topics have been taught to humans with Cognitive Tutors relatively effectively [3].

3.1 A Characterization of Procedural Task Complexity

Procedural tasks are tasks performed in a series of actions. The simplest procedural tasks are completed with a fixed sequence of actions. Several systems have been designed to learn these sorts of tasks from demonstrations, including SUGILITE [27] and SmartEDIT [23] to name a few. However, procedural tasks typical in academic domains can exhibit a number of complexity factors that are often not well addressed in prior work on automated procedure learning. For example in the two domains evaluated in this paper (fraction arithmetic and multi-column addition) the following complexity factors are present:

P.1 Variablized Transformations: Steps exist that not only require classification (e.g., to determine which menu item to click), but the transformation of novel information in the interface, such as, producing the sum of given numbers or concatenating "ed" to the end of a given verb. [18]

P.2 Presence of Mental Subtasks: Not every step in the interface can be achieved in a single operation, requiring some mental information to be computed between steps.

P.3 Multiple Procedures One Interface: The human or agent applying the procedure has been exposed to multiple procedures that can be done in the same interface, but must learn cues from specific content in the interface to determine which one should be applied.
P.4 No Verifiable Goal/Subgoal States: The goal state is not hard-coded or known in advance of applying the procedure.

P.5 Sequence Depends on Context: Within a single type of procedure the number and type of steps taken depends on the content of the presented task. For example, depending on starting conditions, recursive tasks may require any number of iterations, and the set of correct solution paths to a problem may vary depending on its start state. \[13\]

It is not uncommon for an academic skill, addressed by a Cognitive Tutor, to exhibit many of these complexity factors at a time. The majority of math and science domains require P.1 and P.2. For instance, the typical procedure for adding large numbers requires repeatedly finding intermediate sums—this exhibits P.1 since there are variable arguments to the action. These sums then need to be decomposed into their ones and tens digits, while accounting for the value of sum itself only mentally P.2 (see Figure 3.2 in the next section). Additionally, P.4 is present for just about any task that cannot be reduced to a search problem. P.5 includes problems where all problem instances cannot be embedded in the same finite state machine graph (and by extension embedded in an example-tracing based tutoring system \[2\]). Adding large numbers is also an example of this case since the actual steps that need to be taken vary depending on whether the tens digits of intermediate sums need to be carried across columns.

3.2 Simulated Learners in Two Math Cognitive Tutors

In this subsection we present two examples of math cognitive tutors. We will refer to these tutors again in section 5.

\[\begin{array}{c}
\frac{4}{10} + \frac{4}{9} = \frac{?}{10} \\
\text{I need to convert these fractions before solving}
\end{array}\]

\[\begin{array}{c}
\frac{36}{90} + \frac{40}{90} = \frac{76}{90}
\end{array}\]

Fig. 1: The fraction addition tutoring system completed for the problem $\frac{4}{10} + \frac{4}{9}$. The blue text are steps entered by real or simulated students.

**Fraction Arithmetic** The Fraction Arithmetic tutoring system shown in Figure 1 teaches three different procedures and thus exemplifies the *multiple*
procedures (P.3) complexity factor. These procedures are: 1) the addition of fractions when the denominator is different, 2) the addition of fractions when the denominator is the same, and 3) multiplication of two fractions. Because only the first of these three requires extra interface elements to convert the fractions to a common denominator, there is a step in the interface to indicate whether or not common denominators need first be found. This task domain exhibits the other task complexity factors except for the sequence depends on content (P.5) factor since the three procedures taught in the interface all have a fixed number and type of steps. Because knowing when a problem is done is an important skill in any procedure, a student or simulated learner must press the "done" button (not shown) to indicate problem completion.

**Multi-Column Addition** The Multi-Column Addition tutoring system shown in Figure 3.2 teaches what is often called the standard or traditional algorithm for adding large numbers. The example shows the three-by-three digit addition problem 539 + 421. Students are required to add the numbers in each column and carry the tens digit of the sum (if it is greater than 10) to the next column if necessary. This domain includes all complexity factors except for P.3. Unlike the fraction arithmetic domain, P.5 is present in multi-column arithmetic since 1) the instances where a 1 needs to be carried depends on the start state, and 2) the underlying procedure is recursive and works for numbers with any number of digits.

![Multi-Column Addition Example](image)

Fig. 2: The multi-column addition tutoring system completed for the problem 539 + 421. The green text are steps entered by real or simulated students.
3.3 The interface between ITSs and Simulated Learners

At every step of an ITS problem, simulated learners ‘see’ the state of the ITS encoded as a set of interface element features that indicate information such as the value displayed by the interface element, whether the element has been locked—either because it has already been filled or because the interface element is non-interactive—and information about where the interface element falls on the page relative to others interface elements. For example, an interface element may be inside a particular row or column or above, below, or to the left or right of other interface elements. Below is a slice of a typical state encoded as JSON that an Apprentice Learner agent would see for a multi-column addition problem:

```
...‘x’: 572.46875,
‘y’: 360},
‘inpA1’: {‘above’: ‘hidden1’,
‘below’: ‘inpB1’,
‘contentEditable’: False,
‘dom_class’: ‘CTATTextInput’,
‘height’: 40,
‘id’: ‘inpA1’,
‘offsetParent’: ‘background-initial’,
‘to_left’: ‘inpA2’,
‘to_right’: ‘’,
‘type’: ‘TextField’,
‘value’: ‘9’,
‘width’: 40,
‘x’: 552.46875,
‘y’: 180},
‘inpA2’: {‘above’: ‘carry1’,
‘below’: ‘inpB2’,
...}
```

Inherent in the use of this symbolic JSON format is the assumption that the agent has as background knowledge the ability to recognize alphanumeric symbols and the presence of positive and negative feedback (via changes of HTML styles), and non-domain-specific spatial relationships like embedding structure and adjacency. In principle these capacities would be fulfilled by additional visual processing and structuring modules. However for the sake of modeling learning in most academic domains, these capacities are already within the capabilities the target learners, and thus out of the scope of the learning that needs to modeled or automated for practical use. This assumption however only extends to domain-general visual processing, and thus simulated learners must still learn any domain specific structure within
such a partially parsed representation including for example, in the case of algebra problems, the hierarchical nature underlying the raw text of an algebraic expressions [25].

Simulated Learners within the AL framework expose two general functions train() and act(). Act() takes in a state and produces an interface action in the form of a Selection-ActionType-Input (SAI) triple. The pieces of the SAI include 1) the selection—the interface element(s) that the agent is acting on, 2) the action type—what the agent is doing to that interface element, and 3) the input—the parameters to the action being performed on the interface element. For example, inserting the text "5" on an interface element called "C" would have an SAI triple of ("C", "UpdateTextField", "value" : "7").

Train() is called to trigger learning in response to instructional opportunities including demonstrations of correct actions and reward feedback on a simulated learners’ attempted actions. Within an ITS interface demonstrations are typically experienced as bottom-out hints (i.e. a hint that includes the answer to the next step), and reward feedback is typically experienced as a red or green style change. Train() takes at least three arguments, a state, an SAI, and a continuous reward value. Reward values are less than zero for negative feedback and more than zero for positive feedback.

Train() can optionally take additional instructions and feedback from a human instructor, or tutoring system. These additional forms of instruction can take just about any form, so long as the agent is configured to utilize it. One example, is foci-of-attention, a set of interface elements whose values are utilized to take a next step in a task. For example, when demonstrating the final addition step of the problem 539+421 (see Figure 3), the interface elements with values 5 and 4 would be selected as foci-of-attention to indicate that they were used to obtain 9. We will discuss these additional forms of instruction further in section 4.

4 Decomposed Inductive Procedure Learning (DIPL)

DIPL specifies at the computational-level a theory of how skills are acquired and refined in simulated learners by employing a number of distinct learning mechanisms. DIPL outlines, at the computational-level, the common structure of simulated learners such as SimStudent and various Apprentice Learner (AL) agents that differ in their theoretical commitments at the algorithmic-level. The AL framework, provides modules for each of these various learning mechanisms, and is the primary basis from which the DIPL theory is derived, however, the AL framework can be used to construct agents that do not adhere to the DIPL theory (for example [34]), so DIPL and AL are not completely synonymous.

In defining DIPL here we describe, in far greater detail than has been previously attempted, (a) the boundaries between the computational and
Fig. 3: An example of *foci-of-attention*. The tutor or tutoring system has demonstrated placing the value of the intermediate sum 9, and has marked 5 and 4 as *foci-of-attention* indicating that they were used to produce the 9.

algorithmic theoretical commitments made by existing simulated learners like SimStudent and agents built with the AL framework, (b) the variability in algorithmic commitments made by various generations of simulated learner research, and (c) how simulated learners embodying the DIPL theory frame the problem of inductive procedure learning such that it is tractable (C.1, C.2), and amenable to diverse forms of instructional intervention (C.4).

### 4.1 Skill Characterization of Procedural Task Learning

Simulated learners perform procedural tasks by inducing skills that accurately perform steps in a task domain. Skills are implemented as production rules composed of a set of preconditions called the left-hand side (LHS) and a set of effects called the right-hand side (RHS). When an agent observes a particular state of a tutoring system each of the LHSs of its skills may each match several sets of interface elements on which each skill could be applied. These sets of interface elements are called a *binding*, and include 1) the elements to be used as the arguments to the RHS of the skill (this is analogous to *foci-of-attention* shown in purple in Figure 3) and 2) the *selection* (the interface element to be acted upon, blue in Figure 3). A skill combined with a particular *binding* is called a *skill application*. When a *skill application* is evaluated the associated skill’s RHS is applied on the *binding* to produce an action in the form of an SAI. SAIs are applied to a tutoring system interface to change its state. For a particular state, since a simulated learners’ skills may each apply in several ways, the agent often has a *conflict set* of multiple possible next actions. The simulated learner must choose
among these conflicting skill applications to decide which action to apply at each state.

Characterizing procedure learning as a matter of acquiring a number of independent skills is well grounded in existing theories of human learning. Skills, as we refer to them here, have a one-to-one relationship with the idea of Knowledge Components (KCs) [18], which are independent pieces of procedural or declarative knowledge that must be learned to master a particular domain. Prior work has shown that using SimStudent’s skills as KC labels for task steps produced KC attribution models that better predict student data than models designed by experts [24].

4.2 Overview of DIPL

Figure 4 outlines the theoretical commitments of the DIPL computational level theory and the various learning mechanisms within it. The function Train() in the upper portion of Figure 4 represents the learning processes engaged when a simulated learner observes a new instructional opportunity. These processes can be roughly broken into three parts 1) the augmentation of the observed state with new features derived from various forms of knowledge (black), 2) the explanation of demonstrated actions (cyan), and 3) the engagement of various learning mechanisms (blue) to induce or refine skills (purple, K4).

At the state augmentation step various forms of knowledge add new features to the state. These include domain-general feature knowledge and acquired feature knowledge. Domain-general feature knowledge (K2) includes capacities for adding new non-domain specific features to a state that are assumed to be prior knowledge in a target learning population. For example a domain-general feature called Equals(x,y) may be given to an agent to implement a capacity to recognize that two values in an interface are equivalent. Acquired feature knowledge (K1) is learned by what-learning and typically takes the form of representational features pertaining to the underlying hierarchical structure of a domain—for example the hierarchy of equations, expressions, terms, and operations in algebra or the structures of functional groups, atoms, and bonds in molecular diagrams. Prior work with SimStudent implemented what-learning [25] as an unsupervised learning process. Although we include what-learning here for completeness the main claims of this work pertain to the three core mechanisms how, where and when.

The when-, where- and which-learning mechanisms are responsible for learning the preconditions for skills, and they are made aware of which skills’ when-, where- and which-parts must be refined via an explanation of each observed action. An explanation specifies the skill and binding of interface elements used to produce an action. If the agent itself produced an action then typically the skill application used to produce the action is used as the explanation. However, if the action was demonstrated to the agent
Fig. 4: The DIPL computational-level theory. Functions Train() (above the dashes) and Act() (below the dashes) are shown in red. Solid arrows indicate the flow of information such as state (Dark Grey), actions (Gold), explanation and skill applications (Cyan), reward (Red/Green), and learning results (Blue). Dashed arrows indicate the utilization of various forms of long-term knowledge K1-K4. In both the Train() and Act() functions the observed interface state is augmented with acquired (K1) and general (K2) features (P1). When train receives a demonstrated action the agent attempts to explain it from the how-parts of known skills (P2). If no such explanations can be found then how-learning (L1) is engaged to build a new explanation from the general functions (K3). A new RHS from this explanation is induced creating a new skill in the skill set (K4). When Train() receives feedback on an attempted action the skill application that produced the action is typically used as the explanation. Once an explanation is found where-, when-, and which-learning (L2-L4) are triggered to refine the LHS of the explaining skill. They take as input the augmented state, explanations, and reward. Where-learning (L2), however, is typically only trained with positive feedback. Finally, the Act() function produces a conflict set of next actions given the augmented state. Act() first applies each skill’s where-part to find the candidate skill applications and then uses the associated when-parts to obtain the final set of skill applications. Then the which-parts reorder the skill applications and they are evaluated to produce the conflict set of actions. If the conflict is empty then a hint is requested, otherwise the top action on the conflict set is attempted.
then the agent must produce an explanation for the action. The cyan portion of the upper part of Figure 4 shows how a DIPL style simulated learner typically tries to explain demonstrated actions from the how-parts of known skills. If existing knowledge fails to produce an explanation for an action then how-learning is engaged to produce a new skill to explain the action. How-learning searches over combinations of interface element values and compositions of domain-general functions (K3) to induce a new how-part and binding that reproduces the demonstrated action.

The function Act() in the lower portion of Figure 4 represents how skills are utilized to take actions in response to an observed interface state. The where-part of each skill is first applied to the state to generate a set of bindings to produce a set of candidate skill applications, which are then verified by the when-part to produce a final set of skill applications. Each skill application is evaluated to produce one action in the conflict set—the set of an agents proposed next actions.

The which-part of a skill can ascribe some utility value to a skill applications so that the highest utility skill applications are favored—putting their actions higher in the conflict set. Which-learning is however relatively inessential overall for effective learning. Historically SimStudent has not implemented which-learning, and AL has implemented it as simply the proportion of positive reward associated with a skill. Some prior work has shown that which-learning can however be useful for de-prioritizing or even eliminating buggy skills that have been induced but have how-parts that are not strictly correct [65].

The following subsections will discuss the computational commitments made by the three core learning mechanisms (how, where, and when) within the DIPL theory and the algorithm-level commitments made by various simulated learner implementations within the literature.

4.3 How-Learning Mechanism

**Computational-Level** How-learning induces new skills and is typically the first learning mechanism employed by a fresh simulated learner. Simulated learners typically ask for demonstrations of correct behavior when their current skills produce an empty conflict set of next actions. When a demonstration is received and cannot be explained by the RHSs of the agent’s current skills, how-learning will be triggered to form a new RHS that explains the demonstration. How-learning searches for an explanation for each demonstrated SAI by searching for a composition of domain-general functions that can take values found in the current problem state as arguments and produce the demonstrated SAI. When a function composition is found, a new skill is induced with it as the how-part (i.e. the RHS). When no composition can be found how-learning bottoms out, and a new skill is induced with a how-part that applies the observed SAI as a constant.
For example, if a simulated learner was working in a tutoring interface for simplifying algebraic expressions, and received a demonstration that $2x + 2x$ can be simplified to $4x$, then one possible explanation a *how-learning* mechanism could produce for this particular demonstration is that in general we should multiply the two coefficients and append the variable to the result. For this particular problem this explanation, which of course is incorrect in general, would suffice. In subsequent problems, for example $5x + 3x$, this explanation would produce an incorrect answer $15x$, which would be marked as incorrect. After receiving another demonstration the *how-learning* mechanism will produce a new explanation to generate a new *how-part* that can explain all available demonstrations so far.

**Algorithmic-Level** *How-learning* mechanisms employ search in order to form explanations from a preset corpus of domain-general functions. Typically, a forward chaining search process is used to find a composition of domain-general functions that produce the target SAI from values found in the problem state. This forward chaining search typically only proceeds up to a fixed depth. The particular forward chaining method employed in *how-learning* have differed across different simulated learner implementations. For example Matsuda et. al. [36] used iterative deepening search to chain together domain-general functions, Maclellan et. al. [32] used an first-order logic based planner, and Weitekamp et. al. [64] repeatedly applied broadcasting tensor operations.

**Instructional Affordances** Since the search space of *how-learning* problems typically grows exponentially with the length of their explanation, the tractability and cognitive plausibility of this learning mechanism can be of some concern. Interactive training methods for simulated learners have often provided a means to address tractability concerns by prompting users to indicate the interface elements that were used as arguments in computing a demonstration, Matsuda et. al. termed these *foci-of-attention* [36]. For example, for a demonstration of simplifying the expression $4y + 5x + 3x$ the user might select $5,3$, and either of the two $x$s. By explicitly specifying these values, the user significantly reduces the size of the search space, by ruling out explanations that might employ extraneous interface elements.

Even with *foci-of-attention* there are conceivably situations where the search problems faced by *how-learning* are incredibly large—too large perhaps to be feasibly solved by a human. However, in the context of interactively training simulated learners to be used as ITS authoring tools, it can be helpful for the agent to be able to solve these large search problems since doing so may save the user from the inconvenience of having to hard-code a skill’s RHS. In these cases careful optimizations of the search process may be beneficial including only applying commuting functions to
every combination of values, but not every permutation, and reducing the set of intermediate values used at each depth by only computing the values for the next depth with the unique values from the previous depth. Since the how-search problem involves a great deal of repeated function application in loops, the greatest performance benefits come from simply using contiguous data structures in a compiled programming language. The most recent implementation of how-learning in AL utilizes numba [22], a just-in-time compiler for Python to this end.

Beyond foci-of-attention, how-learning can benefit from other forms of instruction. For example, SimStudent requires a skill label at each user demonstration. Skill labelling clarifies the skill that the user or tutoring system intended to demonstrate, allowing the simulated learner to employ how-learning that searches for a composition of functions that are consistent over multiple demonstrations.

Another consideration within how-learning is that humans are able to interpret written formulas and written or spoken natural language descriptions of how steps of procedures are performed. In the context of an ITS these may be presented in the form of hints, or via some initial text/lecture instruction. Future work may explore how natural language processing of these descriptions could guide how-learning, considerably constraining the set of functions that should be considered and the order that they should be employed. In this case how-learning can be interpreted not as just a blind guess and check process, but as a process of using grounded examples to disambiguate the meaning of instructions that may have a variety of plausible interpretations.

4.4 Where-Learning Mechanism

Comutational-Level The where- and when-learning mechanisms collectively produce the LHS of skills. Where-learning produces the where-part of the LHS of a skill. The where-part is a generative function (usually in the form of a set of conditions) that takes a problem state and picks out potential bindings of a skill. Recall a binding includes a selection interface element (the interface element that will be acted on) and set of argument interface elements, that can be fed into the how-part of the skill to produce an action. The where-part can be thought of as a sort of attention mechanism that produces a set of candidate applications of skills, that may or may not be correct to apply on the current problem state. The where-part of the LHS is only a collection of heuristic conditions that pick out possibilities, whereas when-learning is responsible for learning the when-part which evaluates the correctness of these possibilities.

When a skill is first induced a how-part and where-part are learned that are sufficient to reproduce the demonstrated action. As more demonstrations are encountered where-learning generalizes the where-part so that it
is unconstrained enough to accept the new demonstrations. *Where-learning* is driven primarily by demonstrations. In some circumstances it can utilize positive correctness feedback but typically does not incorporate negative correctness feedback.

**Algorithmic-Level** In AL and SimStudent, *where-learning* is implemented as a process of finding the least general generalization [45] across a number of examples. *Where-learning* typically instantiates a set of highly specific *where-part* conditions that will match to the *binding* found in the explanation of an initial positive example. As each new example is encountered and an explanation is found for them, the *where-part* conditions are generalized to match to new *bindings*. Thus *where-learning* is a conservative specific-to-general learning process. As more examples are encountered the *where-part* of a skill tends to propose more and more candidate *bindings*, but it typically avoids overgeneralizing beyond what the examples so far entail.

Historically AL and SimStudent’s *where-learning* mechanisms have been described as implementing version spaces [39] [66] [32] [64]. However, least general generalization is a better characterization since version spaces implement both general-to-specific and specific-to-general learning, but *where-learning* has historically only implemented the latter (section 6 describes why this is the case).

The AL *where-learning* mechanism described in [64] generalizes *where-part* matching conditions by performing simple anti-unification. In this *where-learning* mechanism, called ‘AntiUnify’, a set of conjunctive conditions are maintained that check for particular features or spatial relationships (i.e. object A must be above, below, to the right, or to the left of object B) between target objects. These conditions are generalized by simply dropping literals in the *where-part* conditions that are not satisfied by new examples of *bindings*. For example, in Figure 5 after one demonstration is observed the *where-part* of the skill LHS is very constrained and matches to just the 3 particular interface elements used in the demonstration. The conditions require the particular ‘id’ fields of the interface elements, among other constraints. After the second demonstration the *where-part* conditions generalize to the point that they bind to any three vertically aligned interface elements as long as only the bottom one (the selection) is editable.

AL also initially keeps around sets of conditions that track neighboring interface elements. In the multi-column addition example shown in Figure 5 these neighboring elements are eliminated upon generalization, however, in some circumstances these neighbor elements can remain and are essential to keeping *where-learning* from over-generalizing. For example, continuing with the example of multi-column addition, for skills that carry ‘1’s across columns, neighboring elements help form an adjacency relationship between columns.

---

6 Historically AL and SimStudent’s *where-learning* mechanisms have been described as implementing version spaces [39] [66] [32] [64]. However, least general generalization is a better characterization since version spaces implement both general-to-specific and specific-to-general learning, but *where-learning* has historically only implemented the latter (section 6 describes why this is the case).

7 Recall correct actions lock fields. This change can be conditioned on.
Fig. 5: An example of AL’s where-learning process in the multi-column arithmetic domain. Left: Two demonstrations of the Add2 skill which adds two numbers and places the ones-digit below. Right: After the first demonstration a very constrained where-part (purple) is induced which also keeps concepts for neighboring elements (red). After the second demonstration the where-part generalizes considerably and several conditions including conditions on the ‘id’ of the interface elements and conditions on the neighboring elements are dropped. Constraints are preserved keeping the elements vertically aligned and the selection editable.

the selection and arguments that ensures that the selection can only be in the column to the left of the arguments, instead of in any column.

Prior implementations of AL agents have used another implementation of where-learning called ‘MostSpecific’ [32] that does not generalize at all, it simply keeps a list of the sets of interface elements demonstrated to it. This simpler where-learning mechanism is often sufficient in domains where interface elements remain static, and has the advantage of never over-generalizing. However, this simpler where-learning mechanism limits AL’s ability to reason about skills across multiple interfaces, or in interfaces that are dynamically generated, like interfaces that are hand drawn or not part of a static page.

Simstudent’s where-learning mechanism is connected to the hierarchical structure of its working memory, which mirrors the nested list structure of interface elements in a problem display. In Simstudent, where-learning is framed as a matter of locating interface elements by a hierarchical retrieval path from the document root to particular interface elements. Simstudent’s generalization language is engineered around the JESS rule engine’s multi-field feature [26], so generalizations typically involve altering the matching patterns of lists. For example if SimStudent encounters two demonstrations "row 2, column 3, of table 1", and "row 2, column 4, of table 1" it might gen-
eralize to "row 2, any column, of table 1", and perhaps even further to "any row and any column, of table 1".

**Instructional Affordances** The bindings found in explanations of demonstrated correct actions are the driving force of where-learning. Each action demonstrated to a simulated learner can have multiple explanations each with different bindings. Consequently where-learning, like how-learning, can benefit from being provided foci-of-attention to make the binding that correctly explains a demonstration unambiguous.

### 4.5 When-Learning Mechanism

**Computational-Level** The when-learning mechanism learns the when-part of a skill, a binary function (often in the form of a set of conditions) that determines whether or not a particular candidate skill application should fire given the current state of the tutoring system. While where- and how-learning can typically learn only from positive examples, when-learning learning requires both positive and negative examples since it must learn a when-part for each skill that accepts correct candidate skill applications and rejects incorrect ones. Additionally, since a when-part has to be able to accept or reject a wide variety of candidate skill applications, when-learning must be able to produce when-parts that generalize across similar situations among many training examples. Broadly speaking generalization in when-learning can be achieved in two ways: 1) include a preprocessing step in when-learning to alter the representation of the state prior to passing it to the core when-learning mechanism so that the state includes contextual information about each candidate skill application, and 2) design the when-learning mechanism so that it can invent or restructure features present in the state to help it generalize across examples.

**Algorithmic-Level: State Pre-Processing** AL implements a few methods for state pre-processing that can be integrated with a when-learning mechanism to help generalize across examples. One method, ‘AppendBinding’ simply adds the selection and arguments of the candidate skill application’s binding to the state. However, the method used by default, called ‘Relative’, takes this a step further and additionally relabels the entire state of the tutoring system relative to the binding’s selection. This ‘Relative’ prepossessing method allows AL’s various when-learning mechanisms to utilize features of the interface surrounding a candidate action instead of just considering the absolute features of the interface. Figure 6 shows this process applied to our running multi-column addition example. For instance, the when-parts of the skills associated with placing the ones digit of partial sums would probably check that the interface "sel.right", (i.e. the one to the
right of the selection), is filled in and locked, since each column must be handled in a right to left fashion.

![Diagram of the tutoring system](image)

Fig. 6: The state of the tutoring system renamed relative to the selection interface element of a candidate skill application (i.e., sel). 'a', 'b', 'l', 'r' are short-hands for 'above', 'below', 'left', 'right'.

**Algorithmic-Level: Classifiers** Several *when-learning* mechanisms have been used across Simstudent and AL. One of the most common *when-learning* mechanisms used in AL is the decision tree algorithm. The decision tree algorithm [47] finds sets of conditions that maximally filter data into bins of items that share the same class label. In the case of *when-learning* a decision tree learns conditions that separate positive training examples from negative ones. By recursively choosing features that optimally split the data into more purely positive and negative groups a tree of conditions is formed that filters the training examples into a number of purely positive or negative leaf nodes (if possible). The path from the root of the decision tree to any purely positive leaf node constitutes a conjunction of logical statements that accept only positively labelled candidate skill applications among those experienced so far. The disjunction of these conjunctions constitute the *when-part* conditions.

FOIL (First-Order Inductive Learner) [46] is an inductive logic programming based classifier that is used as a *when-learning* mechanism in SimStudent. Instead of using a divide and conquer strategy FOIL uses the principle of sequential covering. Conjunctions of literal terms are built up until the conjunctions select only positively labelled instances, and then the selected instances are removed from the training set and the process is repeated until all positive instances are covered. Both the decision tree algorithm and FOIL are symbolic methods and can output a set of conditions that can be expressed in disjunctive normal form. However unlike the decision tree, FOIL is typically given a target predicate with a number of variable arguments,
and considers possible ways of using these argument variables with known predicates given to it as background knowledge.

TRESTLE [31] is another when-learning mechanism available in AL is, which differs from the decision tree and FOIL in that it is an incremental algorithm—it learns from one example at a time instead of needing to be repeatedly refit. This makes TRESTLE a somewhat more cognitively plausible when-learning mechanism than decision trees or FOIL since humans certainly don’t incorporate new information by comparing it against a perfect memory of every other example they have seen thus far. TRESTLE is essentially an extension of the COBWEB [15] category learning algorithm that includes structure mapping—before incorporating a new state, or when predicting the legality of a skill application, it tries to find a relabelling of the state that best fits the concepts that it has already learned.

FOIL and TRESTLE both have built in strategies for turning an otherwise grounded (i.e. attached to a particular instance) example into one that can be re-expressed with variables. Like pre-processing, these capabilities can help when-learning generalize across examples. Future research may seek a more detailed understanding of how and when these built in generalization capabilities are beneficial beyond what can be afforded by the extra features provided by pre-processing.

Another feature which can be mixed into when-learning is the inclusion of implicit negatives; when one skill receives a positive example all other skills receive implicit negative examples [?]. Implicit negatives implement the intuition that if a particular action is correct at a step then it is probably the only correct action at that step. Problems that have multiple solutions complicate this form of inference, since it is not strictly true that there is only one correct action at each step. But, if the goal is to model the learning of mastery behavior, and not knowledge of all solution paths (like in authoring use cases [64]) implicit negatives can help when-learning learn to reject alternative actions and converge to appropriate mastery behavior with fewer instances of explicit negative feedback.

**Instructional Affordances** Like how- and where-learning, when-learning benefits from extra instructional information like skill labels and foci-of-attention that aide the simulated learner in finding the correct explanation for an action demonstrated to it. Having the correct explanation for an action reduces the chance that it is attributed to the wrong skill, leading spurious examples to be injected into the where- and when-learning mechanisms’ training sets [65]. Certain agent configurations are more sensitive to the misattribution of feedback, for example if implicit negatives are enabled then a misattributed positive example can have wide ranging effects.

Additionally, although it has not been implemented in a simulated learner, the programming by demonstration system GAMUT [38], implements a fea-
ture similar to foci-of-attention where the system can be given hints about important interface features to condition on. In principle, the same interaction could be used as hints to a simulated learner’s when-learning mechanism.

4.6 A Conceptual Comparison With Reinforcement Learning

Readers familiar with reinforcement learning (RL) may benefit from the following conceptual comparison between DIPL and RL. RL agents are typically given a set of candidate actions predetermined by their environment and learn a policy \( \pi(a|s) \) that determines the probability that an action \( a \) will be taken given a particular state \( s \) [57]. DIPL simulated learners by contrast use prior knowledge of basic domain general functions to compose new domain specific functions that produce actions. RL policies are somewhat analogous to when-learning in DIPL, since both RL policies and when-parts help solve the problem of deciding which of several candidate actions ought to be taken to exhibit a target behavior. But, DIPL additionally uses it’s where- and how-learning mechanisms to learn how to produce actions. Expressed as a function, an RL agent takes in a state \( s \) and chooses an action with it’s policy \( F_\pi(s) \rightarrow a \). By contrast, in DIPL where-learning produces a generative function, the where-part, to produce candidate skill applications, and when-learning produces a binary function, the when-part, to determine if those candidate skill applications should be taken. Additionally, instead of having a fixed space of actions, where-learning and how-learning (which learns the how-part) learn the space of possible actions. Thus DIPL’s effective policy is decomposed across several functions that are learned by different learning mechanisms and has the form \( \text{When}(s, \text{Where}(s)) \rightarrow \text{How}(\text{Where}(s)) = a \).

5 A Comparison With Alternative Methods

In this section we empirically support the claims that the DIPL computational-level theory is well suited to achieving human-level learning efficiency (C.2) and task performance (C.1) in step-based academic problem solving. In the following experiments we wish to test empirically several claims about the DIPL computational-level theory relative to a few alternatives including deep-learning based reinforcement learning methods, symbolic methods used outside of the context of the DIPL theory, and alternate specifications of the DIPL theory that use fewer mechanisms.

By testing the learning rates of these various competing methods we hope to support the following claims: A) Connectionist back-propagation based learning methods require considerably more training than symbolic methods and thus are not well suited to achieving human-level learning rates (C.2). B) Decomposed inductive procedure learning (i.e. DIPL) is more learning efficient than using a single learning mechanism. C) all of DIPL’s three
core learning mechanisms must be present to achieve a human-level learning rate. In particular it is beneficial to have a *how-learning* mechanism to learn skill RHSs, and LHS learning benefits from being decomposed into *where* and *when-learning*.

5.1 Methods
To test these claims we compare the performance per learning opportunity between five machine learning agents on the two ITSs outlined in section 3 (Multi-Column Addition and Fraction Arithmetic). We have chosen these two math domains because they are possible to learn without considerable prior knowledge, but relatively challenging domains to learn from scratch since they each embody almost all of the complexity factors we outlined in section 3.1 and unlike many of the linguistic and scientific domains that simulated learners have learned in prior work [33] [36], these two math domains can be adapted so that they can be tractably learned by deep reinforcement learning, since thousands of problems can be generated for these two domains with a small finite set of symbols.

Models 1-3 frame task learning, as an Reinforcement Learning agent would, as a *state-action response* problem: the problem is framed as selecting between all possible SAIs given the one-hot encoded problem state. This framing of task learning is implemented using the ‘TutorGym’ setup outlined in [30]. In this setup the starting fields can take values in the range 0-9 for multi-column addition and 1-15 for fraction arithmetic. The set of SAIs is the set of all selections and integers within a feasible output range (0-9, and 1-450, respectively). Since Models 1-3 have no means of asking for demonstrations, they are automatically provided the correct next action after each single incorrect attempt and are moved on to the next step of the problem.

Models 4-5 frame task learning, as AL and SimStuent do, which we’ll call a *state-skill response* problem going forward. By contrast to a state-action response problem, in a state-skill response no preset actions are given, the agents must induce skills to explain demonstrations, and may manipulate the state representation as necessary by its different learning mechanisms. These models are given relevant domain-general prior knowledge including the ability to add, subtract, multiply, and divide, extract ones and tens digits, and recognize the equality of values in the interface. Like Models 1-3 these two models are provided correctness feedback in response to attempted actions, but are only provided demonstrations when requested. No additional instructional information like *skill-labels* or *foci-of-attention* are provided.

Ordered roughly according to our predictions of slowest to fastest in terms of per-opportunity learning rate the five models are:

1. **Deep reinforcement learning**: (*state-action response*) The default DQN setup provided by the stable-baselines library [16] is used. An initial ex-
ploration rate of 45% is reduced to zero over the first 10% of problems. In both domains three fully connected hidden layers are used with widths 200, and 800 for multi-column and fractions respectively. Training and model parameters were tuned via grid search.

2. **Single decision tree**: *(state-action response)* Scikit-Learn’s [44] decision tree classifier is used to predict the SAI given a one-hot encoded state.

3. **Double decision tree**: *(state-action response)*. Like single decision tree except that one decision tree learns the selection (S) and another learns the action-type (A) and input (I) for the action’s SAI.

4. **Single-mech. LHS AL agent**: *(state-skill response)* A variation of a typical AL agent that merges *where-* and *when-*learning into a single mechanism. This agent performs *how-*learning as usual, but for the LHS, instead of using a *where-*part to generate bindings for candidate skill applications and a *when-*part to verify them, a single best binding is chosen per skill at each step by a decision tree. The decision tree treats the choosing of a binding as a multi-class prediction problem on the current interface state, where the set of classes are all of the bindings observed so far plus an option to produce no binding (i.e. not consider applying that skill).

5. **DIPL AL agent**: *(state-skill response)* A typical AL agent, using the ‘AntiUnify’ implementation of *where-*learning [64] and ‘DecisionTree’ implementation of *when-*learning.

100 agents were run for Models 4 and 5 for as many problems necessary for the agents to achieve an average error rate of less than 1%, up to a maximum of 1000 problems. Due to constraints on time and computing resources (each decision tree model took nearly a week to run) just 6 agents were run for models 1-3 on 30,000 randomly generated problems.

5.2 Results

Figure 7 shows the average agent error rate per problem with the problem number axis graphed in log scale. We compare learning efficiency in terms of the number of problems needed to reach a common point of mastery, defined as an error rate below 10%. In both the multi-column addition and fraction arithmetic domains, the deep reinforcement learning models (in green in Fig 5) and decision tree models (in red and dark blue) achieve mastery after thousands to tens of thousands of problems. By contrast the DIPL style AL agents reach this point within 15 or fewer problems, and the single LHS AL model (light blue) was comparable to the DIPL AL agent in Fraction Arithmetic, but significantly slower in multi-column addition, reaching mastery at 170 problems. If we establish a reasonable cut-off of 50 problems as a
Fig. 7: Error-rate by problem (problem axis is log-scaled) plotted for our five agent models run on two math domains, multi-column addition and fraction arithmetic. Fraction arithmetic also includes human data offset by 6 problems (the point at which the initial error rate intersects the DIPL AL model). This is to account for learning from prior instruction before the data was collected. The 90% mastery problem-intercept is graphed for each agent model, indicating the number of randomly selected problems that on average an agent must practice on to achieve a 10% error rate. Piece-wise Gaussian smoothing is applied with increasing $\delta$ in each interval $(0, 10^1, \delta = 0), (10^1, 10^2, \delta = 2), (> 10^2, \delta = 10)$
plausible number of problems that a human might actually practice then we find that the DIPL AL agents are the only agents that can achieve 90% mastery within this range across both domains and continue to improve up to and past this point.

In the fraction arithmetic domain we have compared the learning rates of our various models to human data available on PSLC Datashop [17] from a tutoring system study with fourth grade participants. The human learning curve is shown for Fraction Arithmetic in Figure 5 as a dark purple line. Unlike human students our models begin practice without any prior instruction meaning they start with a 100% error rate. However, many human students have already received some prior demonstrations and practice with feedback from teachers, parents, peers, and self study. As in prior work [66] we account for this discrepancy by displacing the human data to the point where the first opportunity human error rate matches that of the simulated learners. This displaced human learning curve crosses the line of mastery at the same point as the DIPL AL agents, and shows similar learning gains thereafter.

With some caveats, these results support our three claims. Contrary to our predication (A) the deep reinforcement learning model required about the same number (not a larger number) of practice problems than the decision tree models to reach task mastery. It did, however, require orders of magnitude more practice than the DIPL and single LHS AL models as predicted. Along the way to mastery (a 10% error rate) the deep learning consistently maintained a considerably higher error rate than any other model.

These results additionally support the claim (B) that DIPL AL agents have a considerably faster learning rate than single mechanism methods. Recall that our single decision tree model differs from the DIPL AL agents in that it uses a single mechanism instead of DIPL’s three, and that it must consequently frame learning as the deep reinforcement learning agent does, as a state-action response problem instead of a state-skill response problem, since without a how-learning mechanism to produce RHSs it cannot learn distinct skills.

These data provide additional insights into what it is about DIPL that allows it to learn academically relevant tasks efficiently. Firstly, although these data certainly indicate that DIPL’s particular manner of decomposing learning is beneficial, they also show that it is not necessarily the case in general that having multiple mechanisms is beneficial. The double decision tree model uses two mechanisms to learn the same tasks as the single de-
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8 this is twice as many problems as any student completed in the Fraction Arithmetic dataset
9 https://pslcdatashop.web.cmu.edu/Project?id=243.
10 we were unable to locate an appropriate comparison dataset for MultiColumn Addition
cision tree model, yet there is no discernible difference between the two in the multi-column addition case and, in the fraction arithmetic case the double decision tree requires more than an order of magnitude more training to reach mastery (30000 versus 2000 problems). A key difference to keep in mind between DIPL and the double decision tree is that DIPL's learning mechanisms operate in a cooperative manner, while the double decision tree model is simply using two mechanisms to produce two parts of an SAI (the selection and input) independently of one another. This point is elucidated in Section 6.

Finally, two observations from these data support claim (C), that all three of DIPL's core learning mechanisms help it achieve a human-level learning rate. First, the single LHS AL model (light blue in Fig. 7) which includes a how-learning mechanism is orders of magnitude more efficient than models 1-3 which do not have how-learning mechanisms. Second, in the Multi-Column Addition domain the AL DIPL model (gold in Fig. 7) which has all three core mechanisms is more than an order of magnitude more efficient (15 versus 170 problems) than the single LHS AL model in which where- and when-learning are combined into a single learning mechanism. Thus these data support both the framing of task learning as a matter of acquiring skills that are each decomposed into RHSs (how-parts) and LHS, and the further decomposition of LHSs into separately learned where- and when-parts.

5.3 Discussion

Overall these results support the claim that the DIPL computational-level theory is well suited to simulating the efficiency of human learning. In section 6 we support these results further with theoretical justification. However, a few matters are worth discussing further in reference to this data.

Firstly, in the fraction arithmetic domain the single mechanism LHS model performed comparably to the AL DIPL model, but was significantly slower than the AL DIPL model in the multi-column addition domain. The advantage of maintaining the where/when decomposition in the multi-column addition domain is that having a separate where-learning mechanism helps when-learning generalize across repeated uses of skills in different locations in the problem display. By contrast, the lack of a where-learning mechanism in the single LHS AL model prevents effective generalization. In the fraction arithmetic domain however, there is a consistent pattern to where skills are used, and most skills are only used once per problem in one particular interface element. Thus, there is not a considerable difference in learning rate between these two models in the fraction arithmetic domain.

Secondly, it should be noted that while the deep reinforcement learning model's initially high error rate in both domains is partially explained by it's need to do some initial random exploration (it will fail to converge
without this), the slow incremental nature of gradient descent plays a decidedly bigger role. Unlike the other four methods which all utilize some form of symbolic machine learning, the deep-learning model does not maintain a solution consistent with the training data collected so far. Rather at every training opportunity the current weights of the deep reinforcement learning model are incrementally different than the weights at the opportunity before it, and represent just one weak hypothesis in an immense continuous topological space of possibilities.

Consequently, we doubt that deep learning will be a viable tool for building agents that learn academically relevant domains from scratch as readily and with as few examples as our DIPL AL agents. Connectionist representations of knowledge learned via gradient descent are certainly well suited to learning tasks that have noisy high-dimensional stimuli, and complex continuous response patterns. But, natural language tasks notwithstanding, academically relevant domains are almost always noiseless and symbolically expressible as logical rules. Thus, symbolic machine learning methods have a distinct advantage. By embodying a cognitive bias for knowledge representations consistent with the domain in question they are able to make large leaps of induction from single examples. As our comparison with human data shows, these large inductive leaps produce reductions in task error consistent with human learning efficiency.

6 Benefits of Decomposing Learning into Multiple Mechanisms

In the following sections we outline a theory to explain why DIPL’s particular manner of decomposing learning benefits per-opportunity learning efficiency. We establish why the learning tasks tackled by each learning mechanism are substantially different from one another. We consider how each learning mechanism establishes, narrows, and selects from a space of solutions, how these spaces of solutions interact with one another, and what inductions and inductive biases can be selectively made by treating them separately.

6.1 The Nature of RHS and LHS Solution Spaces Differ

In section 5.2 the largest gains in learning efficiency were established by introducing a decomposition between RHS learning (how-learning) and LHS learning (where/when-learning), as shown by the difference between the state-action response conditions and the state-skill response conditions. To understand the benefit of this decomposition it is helpful to think about the space of all skills as the Cartesian product of the set of all RHSs $\mathcal{R}$ and the
set of all LHSs \( \mathcal{L} \). From this perspective learning skills is, in a broad conceptual sense, a matter of leveraging evidence from instructional interactions to search within the spaces \( \mathcal{R} \) and \( \mathcal{L} \) for combinations of RHSs and LHSs consistent with what has been observed so far.

It is, however, important to appreciate that the spaces \( \mathcal{R} \) and \( \mathcal{L} \) are very different in nature, and require different kinds of search to be navigated efficiently. Each element in the space of RHSs \( \mathcal{R} \) is a composition of domain-general functions that produce actions, whereas each element in the space of LHSs \( \mathcal{L} \) is a set of logical conditions that accept or reject possible skill bindings. Within both of these spaces there is some desirable subset of elements consistent with the evidence collected so far.

For \( \mathcal{L} \) this subset has some structure and boundaries. The elements of \( \mathcal{L} \) can be altered and be made more general to match more potential state-binding pairs or more specific to match fewer. Logical condition learning algorithms like decision trees and FOIL grow an effective set of conditions by heuristically guided search through the space of possible conditions to find a set of conditions consistent with training data. Each step in this process brings a single partially consistent solution closer to labelling all positive and negative examples correctly. In limited cases version-spaces can even characterize the entirety of the space of consistent conditions by finding two boundary sets, the sets of elements that can be made no more general or admit some negative examples, and no more specific or reject some positive ones.

For \( \mathcal{R} \) on the other hand there is not any analogous means of characterizing or bounding a consistent region of solutions. And more importantly, there is no certain means of determining how an inconsistent element of \( \mathcal{R} \) can be augmented to necessarily bring it closer to being consistent with a set of examples. A step through the space \( \mathcal{L} \) involves incorporating new literals into logical formulae, and either makes measurable progress toward consistency or does not (i.e. more examples are correctly labelled as positive/negative). By contrast a step through \( \mathcal{R} \) involves composing functions and produces no certain measure of progress. Most steps in a typical construction of \( \mathcal{R} \) will produce compositions inconsistent with any example actions, even those that are on path to a consistent solution. Additionally partially consistent solutions are not necessarily closer to being consistent with all of the example actions. Consequently in the worst case finding a consistent element of \( \mathcal{R} \) can mean searching through all possible function compositions up to a fixed depth. For this reason skill learning is most efficiently achieved by using different sets of mechanisms for RHS and LHS learning—each set suited to the unique characteristics of the spaces of solutions they must search through.

\[ \text{Recall we are limiting our consideration here to symbolic methods.} \]
6.2 Two Mechanism LHS Learning Allows for Multiple Inductive Biases

One benefit of decomposing LHS learning into where- and when-learning is that using two mechanisms enables a choice of two different inductive biases. One important choice of bias is the tendency for a learning algorithm to produce a classifier or set of conditions that accept either many examples beyond the positive examples in the training set or few. We’ll call the extremes of this spectrum of biases general-solution bias and specific-solution bias respectively. Particular strategies for constructing conditions can produce these biases. A condition learning algorithm’s process of constructing conditions can either progress from specific-to-general, as in least-general generalization methods \[45\] where very specialized logical statements are generalized to accept new examples, or general-to-specific, where literals are conjoined with or otherwise specialized within a logical statement to exclude some negative examples\[12\]. Decision trees applied in the context of when-learning fall into this latter category since the effective conditions of the tree only specialize with each refitting\[13\]. In the context of these strategies general- and specific-solution biases arise from condition construction progressing via generalization or specialization and stopping on a condition within the region of consistent conditions. The tendency of an algorithm toward one of these biases can however be considered empirically even when these strategies are not used. In the context of simulated learners, a general-solution bias in where- and when-learning will cause the agent to take more actions, whereas a specific-solution bias will cause it to ask for more hints.

In prior work where-learning has utilized a specific-to-general learning strategy and in turn embodied a specific-solution bias. This choice immensely cuts down on the quantity of candidate skill applications that when-learning needs to subsequently build conditions to exclude. Deviating far from this choice of bias would compromise most of the efficiency benefits of decomposing LHS learning. If instead where-learning utilized a general-to-specific construction strategy and consequently a general-solution bias, then a newly initialized skill it would produce a where-part with no constraints and propose candidate skill applications for all permutations of interface elements in the interface. For \( n \) interface elements and a skill with \( n_{fi} \) arguments, the where-part could propose any of \( \frac{n!}{(n-(n_{fi}+1))!} \) permutations of

\[12\] Specific-to-general and general-to-specific learning are often discussed in the context of version space construction algorithms \[39\], we are not invoking the specifics of these algorithms here, only patterns of condition construction.

\[13\] More specifically, when refit to incorporate some new examples the new tree will either be a specialization of the previous tree, or structurally different from the previous tree, typically with a similar number of nodes. The new tree will however not be a generalization (i.e. pruned version) of the previous tree since new data cannot make previously found splits unnecessary.
bindings. The agent would in turn try a large number of skill applications with selections and arguments that have no correspondence to any observed demonstrations, and would receive a great deal of negative feedback in response. Thus, this bias would put an unnecessary burden on when-learning to exclude a great number of errant candidate skill applications, and perhaps take many hundreds of additional examples to build conditions that exclude all of the extraneous permutations produced by the over general where-parts.

In past SimStudent and AL implementations, when-learning has usually been implemented with learning mechanisms that have a more general-solution bias in contrast to the specific-solution bias of where-learning. There are several reasons to favor the general-solution side. Some prior work has shown that when working on multi-step tasks in an ITS, humans tend to primarily ask for hints in the first few opportunities of practice and consistently attempt each step on subsequent opportunities; learning from the resulting correctness feedback [66]. When-learning with a highly specific-solution bias on the other hand curtails actions and can potentially produce more hint requests well into training since more specific when-parts tend to reject skill applications in states that are slightly different than what the agent has encountered before. Additionally when simulated learners ask for more hints and generate fewer attempted actions their overall learning can suffer because they generate fewer opportunities to receive negative feedback. For example, Matsuda found that SimStudent learned considerably more from making mistakes and receiving negative feedback than from only observing positive examples in the form of demonstrations [36]. In essence, when-learning with a general-solution bias produces more active learning opportunities whereby the system essentially elicits negative examples to narrow prior overly-general when-parts.

Another reason to favor a general-solution bias from when-learning is that more general when-parts require less cognitive processing to execute. The most general possible when-part would impose no constraints on acceptable candidate skill applications and thus require no processing at all. With negative examples, when-learning adds conditions to the when-part making it more specific and more cognitively taxing to process. These additions of extra processing/code are only introduced as needed. A specific-solution bias in when-learning by contrast would yield more processing/code in early learning and reduce it in later learning. The specificity of where-parts by contrast has little bearing on how cognitively demanding they are to process since they typically only impose conditions on the selection and arguments to generate new bindings.
6.3 Learning Mechanism Decomposition Has a Clear Generalization and Evidence Attribution Structure

Returning to our comparison between DIPL and RL based agents (section 4.6), recall that while DIPL agents induce how-parts that produce different types/sets of actions, RL bases agents typically learn one global policy function that maps states to a set of pre-established actions. RL agents incorporate new evidence in the form of reward by reinforcing the activation of positive reward producing behavior, and suppressing the activation of negative reward producing behavior. One of the main challenges in reinforcement learning is to learn generalizations between similar (parts of) states and similar actions.

DIPL based agents solve these two generalization problems by using *how-learning* to generalize across actions and *where-learning* to generalize across similar parts of states. When an agent observes new evidence, such as a demonstrated action or positive/negative feedback on an attempt, the evidence can be attributed to a particular subset of the agent’s skills that are consistent with the corresponding action. For example, when an agent observes a demonstrated action, it will only attribute that action to skills with a *how-parts* that could have produced the action. Additionally if foci-of-attention are provided with a demonstration, only candidate skill applications that utilize the same arguments (i.e., that have *where-part* output that matches the given foci) receive positive feedback from that demonstration.

The decomposed structure of skills into *where*, *when*, and *how-parts* facilitates further efficiency in distributing the reward signal within skills. Positive and negative feedback are each used in different ways, and are attributed to different learning mechanisms in a manner that reduces the ambiguity of how those different kinds of evidence should be used for learning. At the core of this idea is the fact that *how* and *where-learning* only learn from demonstrations, and in some circumstances positive feedback, but *when-learning* is the only learning mechanism that utilizes all forms of feedback. Negative feedback is only used by *when-learning*, and is essential to establishing which of many possible sets of conditions are the *necessary* and *sufficient* conditions for a legal application of a skill.\(^\text{14}\)

This attribution structure stands in contrast to the “end-to-end” learning in connectionist deep-learning models, often used in RL, whereby rewards guide collective loss function optimization. This end-to-end use of rewards has a desirable simplicity. However, gradient descent based learning typically requires many more examples (contravening C.2), and the resulting functionality is typically difficult to explain, since knowledge is distributed

\(^{14}\) One caveat is that in some instances negative feedback can force the agent to ask for a demonstration which may trigger new how-learning.
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across thousands of weights. By contrast DIPL’s decomposed mechanisms allow simulated learners to be built with the human-like capability to acquire somewhat accurate and explainable partial skills (mostly by explaining demonstrations), and over the course of a handful of problems, refine those not quite perfect skills, through error feedback, to a point of mastery. How- and where-learning are the driving forces in the first few problems when skills are still being induced and when-learning is the primary engine of skill refinement.

6.4 Decomposed Learning Mechanisms Are Efficient Because They Share Information

An important distinction can be drawn between what we are referring to as decomposed learning mechanisms and separate learning mechanisms. What we mean when we say DIPL learning mechanisms are “decomposed” is that the learning mechanisms are split up into parts that collectively solve a larger learning problem: the acquisition of functionally accurate skills. This means that the inductions of one learning mechanism can help guide the inductions of other learning mechanisms, or if we are to consider learning as search, one learning mechanism can constrain the space of solutions for another learning mechanism. By contrast mechanisms that are completely separate learn independently from one another and thus cannot inform each other’s learning. Since DIPL concretely establishes the role of each learning mechanism and their relationships to each other, different forms of instructional interactions can be directed to particular learning mechanisms unambiguously. It is easiest to follow this line of reasoning by continuing with multi-column addition as a running example:

\[
\begin{array}{c}
2 & 7 \\
+ & 3 & 5 \\
\hline
1 & 7 & 1 \\
+ & 9 & 6 \\
\hline
1 & 7 & 6
\end{array}
\]

Example Consider a fresh simulated learner presented the following two multi-column addition problems. This simulated learner has prior knowledge of 7 domain-general functions in its function set \( F \): Add(x,y), Add3(x,y,z) Subtract(x,y), Divide(x,y), Multiply(x,y), GetTensPlace(x), GetOnesPlace(y). The state has \( n = 4 \) numerical values, and to find the ground truth how-function compositions the agent must search out to at least a depth of \( D = 2 \). In general before an agent has seen any demonstrations the space of possible how-parts that it might induce is of the order \( O(|F|^{2D} - 1 \cdot n^{2D}) \), so in this example around \( 7^4 \cdot 4^4 = 87808 \). The agent is shown the first step of the left problem (placing a 2 below the right-most column), there are 130 possible compositions of these 7 functions to depth 2 that produce the value ‘2’ given the four numbers in the interface. These include simply copying the 2, and
subtracting 5 from 7. If foci-of-attention were given with this demonstration then there are only 20 compositions that explain the example instead of 130. If the example was accompanied by a natural language description that included phrases such as "add", and "one's place" then an agent could conceivably impose further restrictions, although this functionality has yet to be implemented. Additionally if skill labels are given as well on a demonstration of this step in the the next problem (place a 1 below the right-most column) then the intersection of function compositions that explain both examples reduces to 1.

The How-Where Connection The relatively small number of how-compositions (130 or 20 if foci are used) out of the total possibilities (~87000) constrains the problem of finding an initial where-part generalization considerably. Of these the 130 possibilities only 27 ordered subsets of arguments (or just 2 if foci are used) are plausible out of 64 possibilities. How-learning then in effect seeds where-learning. For each of these 27 (or 2) possibilities one most-specific set of where-part conditions is implied. Each of these single most-specific hypotheses establish a space of possible generalizations of a size \(2^{27} = 16384\) (assuming 2 arguments and 7 features per interface element). However, the size of this space is of little consequence since the correct generalization would be achieved with just one other positive example of the skill being applied in another column.

It should be clear, so far, from this example that despite contending with an initially very large hypothesis spaces, the forms of induction used in how- and where-learning are aggressive, excluding a large number of possibilities quickly, and can be expected to converge to their final forms in the course of just a few examples. When-learning, on the other hand, proceeds somewhat more slowly than the other two mechanisms, since it must see many examples to determine which features only occur in positive examples and which ones co-occur only by coincidence from examples seen so far. This pattern is consistent with studies of humans which have established that it is often harder to learn "when" to do something than it is to learn how to do it [10] [68].

The Where-When Connection As indicated by the difference in section 5 between the AL DIPL and AL single LHS models in multi-column addition. Where-learning can speed up when-learning in some instances and help it to generalize across skill applications. Conceptually a where-learning serves a similar role as convolution filters and attention mechanisms in neural networks. Where-parts pick out common patterns of features so that features exhibiting a common pattern can be grouped and exposed to similar downstream processing steps (in this case when-parts). Specifically, in DIPL where-learning reframes the search for necessary and sufficient legality
conditions around candidate bindings. This reframing is achieved either by relabelling the state (as with AL) or treating the binding values as variables (as with SimStudent). In addition since where-learning’s generalization capabilities allow an agent to apply learned skills in unseen situations, the interaction between where- and when-learning may enable agents to transfer knowledge between interfaces and tasks. This has however, not been demonstrated empirically.

7 Conclusion

In this work we have argued for a theoretical investigation of human learning by constructing simulated learners that are capable of learning educationally relevant tasks such as mathematical or scientific procedures at a rate similar to human learners. We have characterized past work on simulated learners over the last 16 years through the lens of Marr’s three levels of evaluating cognitive capacities. At the computational-level we presented the Decomposed Inductive Procedure Learning (DIPL) theory which describes the shared computational-level structure of these works and we discussed different algorithmic-level implementations of DIPL’s core learning mechanisms made by SimStudent and implementations of the Apprentice Learner (AL) framework. Toward evaluating our DIPL theory we have identified six capacities that a simulated learner should be able to achieve.

In summary, a simulated learner should be able to perform as accurately as a human learner \(C.1\) after experiencing the same number \(C.2\) and types \(C.4\) of learning opportunities as a human learner in an environment similar to the materials that would be presented to a human learner \(C.3\). Throughout this process the simulated learner should produce errors similar to those produced by human learners \(C.5\), and employ the same general methods of reasoning as a human learner \(C.6\). In this work we have explicitly addressed how agents implementing the DIPL theory address \(C.1\), \(C.4\), pointed to prior work that addresses \(C.5\) and focused on induction \(C.6a\), but have left further integration of deductive methods \(C.6b\) to future work.

In this work we have placed a special emphasis on demonstrating the per-opportunity efficiency \(C.1\) of agents implementing the DIPL theory. Toward this end we have compared the per-opportunity performance of AL agents implementing DIPL on two math based intelligent tutoring systems, and compared it to the per-opportunity performance of several alternative machine learning methods (Section 5). This comparison revealed that DIPL-based AL agents had the fastest per-opportunity learning rate, and exhibited similar per-opportunity performance to humans in one domain where human data is available. Several additional results came from this comparison. Firstly representing procedural task learning in these domains as state-action response problems, the typical framing of reinforcement learning, is
decidedly less efficient than methods that incorporate some how-learning to form general skills that construct correct actions across multiple contexts. Secondly, within the methods that framed task learning as a state-action response problem, deep-reinforcement learning exhibited by far the highest error rate for most of training. As a result we have found it unlikely that deep-reinforcement learning, alone, will be a viable method for replicating human’s per-opportunity learning efficiency on academically relevant tasks. Thirdly we found that combining DIPL’s LHS learning mechanisms negatively impacted per-opportunity learning efficiency in certain types of domains, indicating that there is a benefit to including all of DIPL’s three core learning mechanisms how-learning, where-learning, and when-learning. Finally, we have presented further theoretical justification in section 6 for why DIPL’s learning mechanisms exhibit high per-opportunity learning efficiency.

Ultimately we find that the DIPL theory offers a unique set of capabilities and affordances that are amenable to simulating human learning on academically relevant procedural tasks. While many of today’s popular machine learning approaches rely on large data sets of thousands to millions of examples, DIPL based agents are able to keep pace with human learning, requiring only a handful of learning opportunities.
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