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The imbalance costs incurred by a stochastic power producer due to forecast production errors have a significant impact on its total profit and therefore, such an impact needs to be taken into account when evaluating investment decisions. In this paper, we propose a modeling framework to analyze the effect of these imbalance costs on optimal generating expansion decisions of stochastic units. The proposed model is cast as a mathematical program with equilibrium constraints, which allows the explicit representation of both the day-ahead and balancing market-clearing mechanisms. We use the proposed framework to investigate the effect of two paradigmatic market designs on investment decisions: a day-ahead market that is cleared following a conventional cost merit-order principle, and an ideal market-clearing procedure that determines day-ahead dispatch decisions accounting for their impact on balancing operation costs. The variability throughout the planning horizon of the expected stochastic power production and demand level in the day-ahead market is modeled via a scenario set. Likewise, the uncertainty pertaining to their corresponding forecast errors, which are to be settled in the balancing market, is also characterized through scenarios. The main features and results of the proposed models are discussed using an illustrative two-node example and a more realistic 24-node case study.
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1. Introduction

As renewable energy sources approach grid parity, it is widely believed that stochastic power producers should trade their electricity production just as conventional generators do. Under these conditions, a substantial share of the revenue of stochastic power producers derives from their participation in the balancing market [Fabbri et al. 2005, Matevosyan and Söder 2006, Pinson et al. 2007, Morales et al. 2010]. This is so because, when it comes to trading in the day-ahead market,
stochastic power producers cannot perfectly predict their future power output and as a result, they must turn to the balancing market to cope with their forecast errors.

The need for stochastic power producers to trade part of its production in the balancing market makes their profit intrinsically dependent on system flexibility, as only those generating units that are flexible enough to increase or decrease their power output at short notice are actually eligible to provide balancing energy. For this reason, the amount and characteristics of the flexible resources available at the real-time operation stage are likely to have a significant impact on stochastic producers’ profit. Consequently, investments in new stochastic generating units are to consider not only the locations with the highest capacity factors, but also those with the most competitive access to balancing power. Likewise, the design of the electricity market may also have, by extension, an important effect on stochastic capacity investments, inasmuch as the market organization may condition the availability of flexible resources at the balancing operation of the power system (Weber 2010, Borggrefe and Neuhoff 2011, Winkler and Altmann 2012).

In this paper, we propose a modeling framework that allows us to investigate the effect of the electricity market design on the optimal investment decisions of a power producer that accounts for the projected revenues obtained by the new stochastic generating units in both the day-ahead and the balancing markets. The proposed model belongs to the family of mathematical programs with equilibrium constraints (MPECs), which have proved to be especially useful in the area of investment models for transmission and generation capacity expansion (Murphy and Smeers 2005, Garces et al. 2009, Nanduri et al. 2009, Wang et al. 2009, Wogrin et al. 2011, Morales et al. 2012b), as they naturally capture the subordination of operation outcomes to expansion decisions. More particularly, the equilibrium constraints in our investment model represent the sequential settlement of the day-ahead and the balancing markets under one of the two following market-design paradigms:

1. Conventional market clearing (ConvMC), according to which the clearing of the day-ahead market does not anticipate the need for flexible capacity to balance the system in real time. This clearing mechanism is representative of market designs where there is no provision of reserve capacity prior to or in concurrence with the determination of the day-ahead energy dispatch.

2. Stochastic market clearing (StocMC), in which the clearing of the day-ahead market does account for the need for balancing capacity in real time by jointly optimizing the day-ahead dispatch and the subsequent balancing operation of the power system. It should be noticed that the stochastic market-clearing mechanism endogenously determines the optimal amount of reserve capacity to be procured in concurrence with the day-ahead energy dispatch (Bouffard and Galiana 2008, Pritchard et al. 2011, Morales et al. 2012a). This market-clearing mechanism is therefore representative of market designs where the provision of reserve capacity is carried out according to an ideal operating reserve demand curve.
The resulting optimization problems are stochastic MPECs that consider the variability regarding both the expected stochastic power production and the expected demand level, as well as the uncertainty corresponding to the forecast errors of these two random variables. Generally, a discrete representation of variable and uncertain data, usually referred to as scenario set, is constructed by sampling the probability distributions of the random variables (Garces et al. 2009, Wang et al. 2009, Wogrin et al. 2011, Baringo and Conejo 2011). Likewise, scenario reduction techniques are normally applied in order to trim down the computational burden of the proposed model while keeping most of the stochastic information embedded in the original probability distributions (Dupačová et al. 2003, Morales et al. 2009b).

In short, the contributions of this paper are twofold. First, we develop a modeling framework to explicitly account for the impact of imbalance costs on the optimal generation expansion decisions of a stochastic power producer. To the best of our knowledge, this feature makes the resulting investment model the first of its kind. Secondly, we analyze the effect of the market design on stochastic capacity expansion by considering two paradigmatic market-clearing mechanisms, ConvMC and StocMC, that differ in whether or not future balancing energy needs are taken into account when clearing the day-ahead electricity market.

The remainder of this paper is organized as follows. In Section 2, the two generation expansion models of a stochastic power producer are described and formulated as stochastic mathematical programs with equilibrium constraints. Section 3 presents the procedure to generate the scenario set that characterizes the uncertainty pertaining to stochastic production and demand level both in the day-ahead and the balancing stages. The main features of the proposed model are discussed in Section 4 using a two-node illustrative example. Besides, a 24-node case study is presented in Section 5 to analyze the impact of imbalance costs on investment decisions in a more realistic setup. Finally, Section 6 concludes the paper.

2. Model description and formulation

Both generation and transmission expansion planning problems have drawn interest from the scientific community for several decades now (Luss 1982, Latorre et al. 2003). Moreover, most of the existing methodologies have also been revisited and adapted to the new competitive environment established in most power systems worldwide (Murphy and Smeers 2005, Wang et al. 2009, Garces et al. 2009, Wogrin et al. 2011, Baringo and Conejo 2011). A number of the proposed methods to determine optimal expansion decisions are cast as bilevel programming problems due to its suitability to model the actions and reactions of a non-cooperative game between two agents with different objective functions (Bard 1998).
More specifically, the bilevel optimization models presented in Wogrin et al. (2011) and Baringo and Conejo (2011) determine the optimal generation expansion decisions of generating companies (GenCo) participating in electricity markets. While in Wogrin et al. (2011), the GenCo has to decide the optimal expansion strategy of its conventional and dispatchable thermal-based generating units, Baringo and Conejo (2011) propose an optimization problem that yields the optimal generation expansion decisions corresponding to stochastic generating units, such as wind farms. Both bilevel optimization models have, though, a very similar mathematical structure. The objective function of the upper level in both cases involves the maximization of the expected profit obtained from the new generating units to be built. Likewise, the lower-level problems represent the impact of the generating expansion decisions on the market outcomes for different states of the power system. Figure 1 illustrates the bilevel mathematical structure of the above mentioned formulations, where s1, s2, s3, and s4 represent four possible conditions of the power system characterized by, for example, demand level, stochastic production, network contingencies, etc.

\[
\begin{align*}
\text{Maximize GENCO’s profit} \\
\text{Market (s1)} \\
\text{Market (s2)} \\
\text{Market (s3)} \\
\text{Market (s4)}
\end{align*}
\]

**Figure 1** Bilevel generating expansion problem of a power producer participating in an electricity market

The general mathematical formulation of this type of bilevel optimization models to determine investment decisions of stochastic power producers participating in electricity markets is presented below:

\[
\begin{align*}
\text{Max} & \quad \sum_s \pi_s (\hat{w}_s^T \text{diag}(q^T U) \lambda_s) - i^T U 1 \\
\text{s.t.} & \quad U 1 \leq 1
\end{align*}
\]
\[
\lambda_s \in \arg \left\{ \min_{p, \delta} \left[ c^T p_s \right] \right. \\
\text{s.t.} \quad p_s \leq p_s \leq \bar{p}_s : \alpha_s, \bar{\alpha}_s \\
- f_s \leq B A \delta_s \leq f_s : \beta_s, \bar{\beta}_s \\
p_s + \text{diag}(q^T U) \hat{w}_s + A^T B A \delta_s = 0 : \lambda_s \right\} \quad \forall s.
\]

(1c)

In this formulation and throughout the rest of this paper, capital bold letters represent matrices, while lower case bold letters symbolize vectors. Likewise, 1 corresponds to an all-ones vector of appropriate dimension, and \( \text{diag}(\cdot) \) provides a square matrix with the elements of a given vector on the main diagonal. Dual variables are indicated at the corresponding equations following a colon. Additional notation for this formulation is given in Table 1.

**Table 1** Notation of bilevel generating expansion problem (1a)–(1f)

| Numbers and sets | Description |
|------------------|-------------|
| \( n_B \)       | Number of nodes in the system |
| \( n_L \)       | Number of lines in the system |
| \( n_W \)       | Number of generating expansion projects |
| \( s \)         | Scenario index for market conditions |

| Parameters      | Description |
|-----------------|-------------|
| \( A \)         | \( n_L \times n_B \) line-to-node incidence matrix |
| \( B \)         | \( n_L \times n_L \) diagonal matrix of line susceptances (p.u.) |
| \( c \)         | \( n_B \times 1 \) vector of bid and offer prices (\$/MWh) |
| \( f_s \)       | \( n_L \times 1 \) vector of line capacities in scenario \( s \) (MW) |
| \( i \)         | \( n_W \times 1 \) vector of annualized investment cost (\$) |
| \( p_s \)       | \( n_B \times 1 \) vector of minimum dispatch limits in scenario \( s \) (MW) |
| \( \overline{p}_s \) | \( n_B \times 1 \) vector of maximum dispatch limits in scenario \( s \) (MW) |
| \( q \)         | \( n_W \times 1 \) vector of project capacities (MW) |
| \( \hat{w}_s \)  | \( n_B \times 1 \) vector of stochastic power production in scenario \( s \) (p.u.) |
| \( \pi_s \)     | Probability of occurrence of scenario \( s \) |

| Variables       | Description |
|-----------------|-------------|
| \( U \)         | \( n_W \times n_B \) matrix of binary variables of generating expansion decisions |
| \( p_s \)       | \( n_B \times 1 \) vector of dispatched quantities in scenario \( s \) (MWh) |
| \( \delta_s \)  | \( n_B \times 1 \) vector of voltage angles in scenario \( s \) (rad) |
| \( \lambda_s \) | \( n_B \times 1 \) vector of nodal prices in scenario \( s \) (\$/MWh) |

Without loss of generality, it is assumed in this formulation that generation and consumption of electricity do not occur at the same node, taking \( p_s \) positive values for generation nodes, and negative values for consumption nodes. Furthermore, investment decisions \( U \) are assumed to be binary, since typical constructions of new units are given in discrete and relatively large amounts to take advantage of economies of scale, being \( U(w, b) \) equal to 1 if stochastic generating unit \( w \) of capacity \( q(w) \) is located at node \( b \), and 0 otherwise.

The upper-level problem (1a)–(1b) maximizes the expected profit of the stochastic power producer over all plausible scenarios \( s \) that may occur during the planning horizon minus the investment costs of the undertaken projects \( i^T U 1 \). The profit for each scenario \( s \) is computed as the
per-unit power production in that particular scenario $\hat{w}_p^T$ times the capacity installed at each node $\text{diag}(q^T U)$ times the locational marginal prices $\lambda_s$ provided by the lower-level market-clearing problem. Note that this objective function only contains products of binary variables and continuous variables, which can be easily linearized (Floudas 1995). Additionally, constraint (1a) in the upper level problem enforces that each project can be placed at only one node in the system. Observe that while the stochastic producer can behave in a strategic manner by locating new generating units at those locations that will lead to the highest revenue, its selling offer price is equal to its marginal cost, which is normally very close or equal to zero.

The electricity price at which the wind power production is paid is computed in each of the lower-level problems modeling an energy-only market-clearing procedure for each scenario $s$. Objective function (1c) minimizes the production cost computed as $c^T p_s$. Minimum power outputs and capacities of generating units, as well as fix demand levels are imposed through constraint (1d). Constraint (1e) enforces the transmission capacity limits. Finally, the balance equation at each node of the system is imposed through (1f), where power flows are computed according to a DC representation of the transmission network. Note that the injection of new stochastic generating units is determined as the capacity installed at each node $\text{diag}(q^T U)$ times the per-unit power production for each particular scenario $\hat{w}_p^T$. Finally, the electricity price corresponds to the dual variable $\lambda_s$ of the balance equation (1f). Observe that a perfectly competitive market, where producers offer to sell their whole technically available capacity at marginal cost, is considered here. Moreover, the demand is considered inelastic and can only be shed at a very high cost.

Alternatively to the use of Karush-Kuhn-Tucker conditions, bilevel optimization problem (1a)-(1f) can be solved by replacing the linear lower-level problems by their corresponding primal and dual constraints plus the strong duality theorem (Motto et al. 2005). Note that the primal-dual formulation of the lower-level problems avoids the use of an usually large number of additional binary variables required to linearize the complementarity equations corresponding to the KKT conditions.

While investment model (1) successfully captures the impact of capacity investment decisions on market outcomes, it fails to recognize that electricity markets nowadays comprise, at least, two different trading floors of especial relevance for a stochastic power producer, namely, the day-ahead and the balancing markets. On the one hand, the day-ahead market is cleared between 24 and 36 hours in advance, thus facing a significant level of uncertainty pertaining to the generation and demand levels. On the other hand, the balancing market occurs very close to operation and deals with forecast errors by re-dispatching flexible generating units. Even though the total trading volume for balancing energy is usually very small compared to the total energy volume exchanged
in the day-ahead market, the “forced” participation of a stochastic power producer in the balancing market may have a significant impact on its incomes. In fact, results in Fabbri et al. (2005), Matevosyan and Söder (2006), Pinson et al. (2007) show that these imbalance costs can represent between 10% and 20% of the total profit achieved by stochastic power producers. Consequently, the trading in the balancing market should be accounted for to determine investment decisions in new stochastic generating units. With this aim in mind, we expand problem (1) by adding a new level or stage to represent the sequential clearing process of the day-ahead and the balancing markets.

In this paper, we analyze the impact of two paradigmatic market-clearing model designs on the investment decisions of stochastic power producers. In the first market model, the day-ahead and the balancing markets are independently cleared. That is, the conditional expected power production of stochastic units is included as a zero-cost production offer in the day-ahead market clearing, and dispatched quantities are determined according to a cost-merit order criterion that takes network constraints into consideration. Subsequently, the offers for up and down regulation provided by flexible generating units are cleared at the balancing stage in order to counteract forecast errors corresponding to stochastic units and demand levels in the most economical manner possible. This model will be referred to hereinafter as Conventional Market Clearing (ConvMC). On the other hand, the so-called Stochastic Market Clearing (StochMC) provides day-ahead quantities and prices accounting for the plausible future balancing needs in the system according to the stochastic characterization of the uncertain parameters and the flexibility of the system (Pritchard et al. 2010, Morales et al. 2012a). In doing so, StochMC may dispatch some generating units out of merit to obtain a day-ahead generation schedule that minimizes the expected total system operation costs, i.e., including both the day-ahead and the balancing stages. Note also that, for this model, the day-ahead dispatch of the stochastic units may be different from the forecast value.

Figure 2 illustrates the two proposed mathematical frameworks to analyze the impact of imbalance costs on generating expansion decisions of stochastic power producers. For the sake of illustration, only two different scenarios at the balancing stage (\(r_1, r_2\)) are considered for each of the four plausible outcomes at the day-ahead market (\(s_1, s_2, s_3, s_4\)). Furthermore, it can be observed that, while in the ConvMC model, the day-ahead market is cleared independently of the balancing market, StochMC determines the day-ahead dispatch accounting for the potential balancing cost of the system.

Mathematically, the investment models depicted in Figure 2 are cast as hierarchical optimization problems. The upper-level problem determines the optimal expansion decisions of stochastic units to maximize the power producer expected profit. The lower-level problems represent the clearing of both the day-ahead and balancing markets for different conditions of the power system.
Consequently, these models allow us to investigate two relevant aspects. Firstly, the impact of imbalance costs on generation expansion decisions of stochastic generating units can be assessed. This is accomplished by endogenously modeling, within the investment problem, the impact of capacity expansion decisions on the sequential clearing of the day-ahead and balancing markets. Secondly, these models can be used to evaluate the effect of the market-clearing mechanism on generating expansion decisions of power producers and to draw conclusions about which market design provides the appropriate incentives for investments in stochastic generating units.

The mathematical formulation of the investment model considering a conventional market clearing is presented below. Relevant notation is provided in Table 2 where some of the symbols of formulation (1) are used here to refer to the day-ahead market. For example, while \( \hat{\mathbf{w}}_s \) in formulation (1) denotes the stochastic production in scenario \( s \), here it represents the conditional expectation of the stochastic production used in ConvMC to clear the day-ahead market. We then denote by \( \hat{\mathbf{w}}_{sr} \) the realized value of the stochastic production at the balancing stage.

\[
\begin{align*}
\max_{\mathbf{U}} & \quad \sum_s \pi_s \left( \hat{\mathbf{w}}_s^T \mathbf{diag}(\mathbf{q}^T \mathbf{U}) \mathbf{\lambda}_s + \sum_r (\Delta \mathbf{p}_{sr}^W)^T \mathbf{\lambda}_{sr}^R \right) - \hat{\mathbf{i}}^T \mathbf{U} \mathbf{1} \\
\text{s.t.} & \quad \mathbf{U} \mathbf{1} \leq 1
\end{align*}
\] (2a)
The upper-level (2a)–(2b) optimizes the generation expansion plan of a stochastic power producer assuming that the day-ahead and balancing markets are cleared independently. The upper-level (2a)–(2b) optimizes the generation expansion plan $U$ to maximize the producer’s expected profit, which now includes the revenue from trading in both the day-ahead and balancing markets. Note that, as in (1), constraint (2b) enforces that each wind farm can be located at only one node in the system.

### Table 2  Notation of optimization problem (2a)–(2b)

| Numbers and sets | Description |
|------------------|-------------|
| $s$              | Scenario index for day-ahead market conditions |
| $r$              | Scenario index for balancing market conditions |

| Parameters | Description |
|------------|-------------|
| $c$        | $n_B \times 1$ vector of bid and offer prices in the day-ahead market ($/MWh$) |
| $c^+$      | $n_B \times 1$ vector of price offers for energy sale in the balancing market ($/MWh$) |
| $c^-$      | $n_B \times 1$ vector of price offers for energy purchase in the balancing market ($/MWh$) |
| $f_{sr}$   | $n_L \times 1$ vector of line capacities in balancing scenario $sr$ (MW) |
| $p_{sr}$   | $n_B \times 1$ vector of minimum dispatch limits in balancing scenario $sr$ (MW) |
| $\bar{p}_{sr}$ | $n_B \times 1$ vector of maximum dispatch limits in balancing scenario $sr$ (MW) |
| $\bar{w}_s$ | $n_B \times 1$ vector of forecast stochastic power production in day-ahead scenario $s$ (p.u.) |
| $\tilde{w}_{sr}$ | $n_B \times 1$ vector of realized stochastic power production in balancing scenario $sr$ (p.u.) |
| $\pi_s$    | Probability of occurrence of day-ahead scenario $s$ |
| $\pi_{sr}$ | Probability of occurrence of balancing scenario $sr$ |

| Variables | Description |
|-----------|-------------|
| $p_s$     | $n_B \times 1$ vector of dispatched quantities in day-ahead scenario $s$ (MWh) |
| $p^+_s$   | $n_B \times 1$ vector of increases in power injections in balancing scenario $sr$ (MWh) |
| $p^-_s$   | $n_B \times 1$ vector of decreases in power injections in balancing scenario $sr$ (MWh) |
| $\Delta p^W_{sr}$ | $n_B \times 1$ vector of dispatched stochastic power in balancing scenario $sr$ (MWh) |
| $\delta_s$ | $n_B \times 1$ vector of voltage angles in day-ahead scenario $s$ (rad) |
| $\Delta \delta_{sr}$ | $n_B \times 1$ vector of voltage angle differences in balancing scenario $sr$ (rad) |
| $\lambda_s$ | $n_B \times 1$ vector of nodal prices in the day-ahead market scenario $s$ ($/MWh$) |
| $\lambda^R_{sr}$ | $n_B \times 1$ vector of nodal prices in the balancing market in scenario $sr$ ($/MWh$) |

The optimization problem (2a)–(2b) is given by:

$$\begin{align*}
\min_{p_s, \lambda_s} & \quad c^T p_s + \sum_r \pi_{sr} \left( c^T_+ p^+_s + c^T_- p^-_s \right) \\
\text{s.t.} & \quad p_{sr} \leq p_s + p^+_s - p^-_s \leq \bar{p}_{sr} : \xi_{sr} : \xi_{sr}, \quad \forall r \\
& \quad -f_{sr} \leq BA (\delta_s + \Delta \delta_{sr}) \leq \bar{f}_{sr} : \mu_{sr} : \bar{\mu}_{sr}, \quad \forall r \\
& \quad 0 \leq \text{diag}(q^T U) \bar{w}_s + \Delta p^W_{sr} \leq \text{diag}(q^T U) \tilde{w}_{sr} : \psi_{sr} : \tilde{\psi}_{sr}, \quad \forall r \\
& \quad p^+_s - p^-_s + \Delta p^W_{sr} + A^T B A \Delta \delta_{sr} = 0 : \lambda^R_{sr}, \quad \forall r \\
& \quad \forall s,
\end{align*}$$

where $\Phi^D = \{\lambda_s, p_s, \delta_s\}$ and $\Phi^B = \{\lambda^R_{sr}, p^+_{sr}, p^-_{sr}, \Delta p^W_{sr}, \Delta \delta_{sr}\}$.
The second-level optimization problems (2c)–(2k) represent the market-clearing formulation in which the day-ahead plus the expected balancing costs are minimized for each scenario $s$. Note that the outcome of the balancing market (re-dispatch of power producers and the balancing price) for a particular day-ahead scenario $s$ is influenced by the realization of a new set of random parameters (forecast errors of stochastic production and demand level) that unfold at the balancing stage. Constraint (2d) defines the feasible set of balancing adjustments for conventional units and demand. Likewise, transmission capacity limits are enforced by constraint (2e). Constraint (2f) ensures that the sum of the stochastic power dispatched in the day-ahead market plus that cleared in the balancing market is positive and never higher than the actual power production for each scenario. Constraint (2g) represents the nodal power balance equations at the balancing stage. The price at which imbalances are settled is computed as the probability-removed dual variable of this constraint (Wong and Fuller 2007).

Lastly, the third level (2h)–(2k) represents the clearing of the day-ahead market exactly as in (1). Observe that by including this optimization problem as a set of constraints in the overall market-clearing problem (2c)–(2k), we ensure that the resulting day-ahead quantities and prices ($p_s$ and $\lambda_s$) are those that minimize the day-ahead scheduling costs for each scenario $s$ (which, in general, do not coincide with those that minimize the expected total system cost). This formulation captures then the sequential and independent clearing of the day-ahead and balancing markets and provides a dispatch equivalent to that of a market design in which reserve capacity is auctioned after the closure of the day-ahead energy market. Note that, following current practice, the dispatched stochastic power in the day-ahead market is assumed to be equal to the forecast production $\tilde{w}_s$ (Bouffard and Galiana 2008). It is also worth mentioning that, although $p_s$ is included in the decision variable set of objective function (2c) for clarity, optimization problem (2h)–(2k) normally provides a unique solution for day-ahead dispatch quantities.

Before presenting the procedure to solve (2), some comments are in order. First, it should be stressed that we assume an energy-only market and therefore, capacity payments are not considered here. Second, the generating expansion models we work with disregard non-convexities of generating units such as capacity limitations and large start-up costs.

In order to solve the tri-level optimization problem (2), we need first to acknowledge that for a fix value of the upper-level decision variable $U$, optimization problem (2h)–(2k) is linear and therefore, it can be replaced with its primal constraints, the constraints of its corresponding dual optimization problem, and the primal-dual strong duality theorem (Motto et al. 2005) as follows:

$$\begin{align*}
\text{Max} & \quad \sum_s \pi_s \left( \tilde{w}_s^T \text{diag}(q^T U) \lambda_s + \sum_r (\Delta p_{sr}^W)^T \lambda_{sr}^R \right) - \tilde{q}^T U 1 \\
\text{s.t.} & \quad U 1 \leq 1
\end{align*}$$

(3a)
where constraints (3d)–(3i) are the primal constraints of the third-level problem; equations (3g)–(3h) represent the dual constraints corresponding to variables $p_s$ and $\delta_s$, respectively; equation (3i) ensures that the primal and dual formulation of the lower-level problems reach the same objective function at the optimal solution; and (3j) and (3k) are positive and negative variable declarations, respectively. Note also that new dual variables corresponding to constraints (3d)–(3i) have been included in (3). For example, while $\alpha_s$ in (2i) represents the sensitivity of the objective function (2h) to variations of $p_s$, $\hat{\alpha}_s$ in (3) quantifies the impact of marginal changes of $p_s$ on objective function (3c).

Observe that, after replacing the third-level problem with (3d)–(3i), optimization problem (3c)–(3k) remains linear and therefore, it can be also replaced with its primal constraints, the constraints of the corresponding dual problem, as well as the strong duality condition. It is worth clarifying that the dual variables of the original day-ahead market-clearing problem $\bar{\alpha}_s$, $\bar{\alpha}_s$, $\bar{\beta}_s$, $\bar{\beta}_s$, and $\bar{\lambda}_s$ turn into primal variables within formulation (3c)–(3k). After replacing the second-level optimization problem with its primal and dual constraints plus the strong duality condition, the original three-level investment model (2) is recast as an equivalent one-level optimization problem as presented below:

\[
\begin{align*}
\text{Max} & \quad \sum_s \pi_s \left( \hat{\omega}_s^T \text{diag}(q^T U) \lambda_s + \sum_r (\Delta p_{sr}^W)^T \xi_{sr} + \lambda_{sr}^R \right) - i^T U 1 \\
\text{s.t.} & \quad U 1 \leq 1 \\
& \quad (2d) - (2f), (3d) - (3k) \\
& \quad \bar{\alpha}_s + \hat{\alpha}_s + \bar{\lambda}_s + (\xi_{sr} + \xi_{sr}) + \phi_s c = c, \quad \forall s \\
& \quad A^T B (\bar{\beta}_s + \hat{\beta}_s) + A^T B A \bar{\lambda}_s + \sum_r A^T B (\bar{\mu}_{sr} + \bar{\mu}_{sr}) = 0, \quad \forall s \\
& \quad \xi_{sr} + \xi_{sr} + \lambda_{sr}^R = \pi_{sr} c_T, \quad \forall s, \forall r
\end{align*}
\]
Replacing (6) and (7) in (5), we obtain the following equivalent linear expression of the nonlinear term included in objective function (4a), we first multiply equation (4h) by $p$

Furthermore, the complementarity conditions of (2f) imply that

Set of constraints (2d)-(2f) are primal constraints corresponding to the balancing market-clearing problem, while equations (3d)-(3k) represent the primal and dual constraints, together with the strong duality condition of the day-ahead market-clearing problem. Likewise, (4c)–(4m) are the dual constraints associated with variables $p_s$, $\delta_s$, $p^+_s$, $p^-_s$, $\Delta\delta_s$, $\Delta p^W$, $\bar{\alpha}_s$, $\underline{\alpha}_s$, $\bar{\beta}_s$, $\underline{\beta}_s$, and $\lambda_s$, in that order. Equation (4m) imposes the strong duality condition related to optimization problem (3c–3l). Finally, (4a) and (4p) are positive and negative variable declarations.

Observe that, besides the second term of the objective function, the rest of constraints in (4) contain either linear terms or products of binary and continuous variables, which can be linearized as described in [Floudas, 1995]. In order to linearize the term $(\Delta p^W)T \lambda^R$ in objective function (4a), we first multiply equation (4h) by $(\Delta p^W)^T$, thus obtaining

Furthermore, the complementarity conditions of (2f) imply that

Replacing (6) and (7) in (5), we obtain the following equivalent linear expression of the nonlinear term included in objective function (4a)

$$
(\Delta p^W)^T \lambda^R = \bar{\psi}^T \Delta \psi_s + \bar{\psi}^T \Delta \psi_s
$$
By using (4h) again, we can rewrite objective function (4a) as
\[
\sum_s \pi_s \hat{w}_s^T \text{diag}(q^T U) \left( \lambda_s - \sum_r \lambda_{sr}^R \right) - \sum_{sr} \pi_s \hat{w}_s^T \text{diag}(q^U) \psi_{sr} - i^T U 1,
\] (9)
which only contains products of binary and continuous variables. Therefore, optimization problem (4) is now formulated as a mixed-integer linear programming problem that can be solved using commercially available optimization software.

Alternatively, we formulate next the investment optimization problem of a stochastic power producer participating in a market in which day-ahead dispatch decisions are determined according to a stochastic market-clearing procedure [Pritchard et al. 2010, Morales et al. 2012a]:

\[
\text{Max } U \sum_s \pi_s \left( (p^W s)^T \lambda_s + \sum_r (\Delta p^W_{sr})^T \lambda_{sr}^R \right) - i^T U 1
\] (10a)
\[
\text{s.t. } U 1 \leq 1
\] (10b)
\[
\Phi^{DB} \in \arg \text{Min}_{p_s, p^W_s, \delta_s, p^+_sr, p^-sr, \Delta p^W, \Delta \delta_{sr}} \left\{ c^T p_s + \sum_r \pi_{sr} \left( c^T p^+_sr + c^T p^-sr \right) \right\}
\] (10c)
\[
\text{s.t. } p_s, p^W_s \leq \bar{p}_s : \alpha_s, \bar{\alpha}_s
\] (10d)
\[
- \bar{f}_s \leq BA \delta_s \leq \bar{f}_s : \bar{\beta}_s, \bar{\beta}_s
\] (10e)
\[
p_s + p^W_s + A^T BA \delta_s = 0 : \lambda_s
\] (10f)
\[
p^+_sr \leq p_s + p^+_sr - p^-sr \leq \bar{p}_sr : \bar{\xi}_{sr}, \bar{\xi}_{sr}
\] (10g)
\[
- \bar{f}_{sr} \leq BA (\delta_s + \Delta \delta_{sr}) \leq \bar{f}_{sr} : \bar{\mu}_{sr}, \bar{\mu}_{sr}
\] (10h)
\[
0 \leq p^W_s + \Delta p^W_{sr} \leq \text{diag}(q^T U) \hat{w}_{sr} : \psi_{sr}, \hat{\psi}_{sr}
\] (10i)
\[
p^+_sr - p^-sr + \Delta p^W_{sr} + A^T BA \Delta \delta_{sr} = 0 : \lambda_{sr}^R
\] (10j)

where \( p^W_s \) corresponds to the day-ahead dispatch of the stochastic producers in scenario \( s \) and \( \Phi^{DB} = (\lambda_s, p_s, p^W_s, \delta_s, \lambda_{sr}^R, p^+_sr, p^-sr, \Delta p^W_{sr}, \Delta \delta_{sr}) \). Observe that the two levels (2c)–(2g) and (2h)–(2k) of the conventional market-clearing problem considered in investment model (2) have been merged into the single-level problem (10c)–(10j), which jointly minimizes the day-ahead dispatch cost and the expected cost of balancing the system. Problem (10c)–(10j) is actually a two-stage stochastic programming problem, where the day-ahead dispatch decisions for each scenario \( s \) \( (p_s, p^W_s, \delta_s) \) are computed so that the subsequent re-dispatch actions for each balancing scenario \( r \) \( (p^+_sr, p^-sr, \Delta w^T_{sr}, \Delta \delta_{sr}) \) minimize the expected total system operation cost as expressed in objective function (10c). Consequently, the clearing mechanism (10c)–(10j) provides a generation dispatch equivalent to that of a market design where reserve capacity is determined and allocated in concurrence with the day-ahead energy dispatch using a model that weighs the predicted balancing cost for each realization of the stochastic power production [Bouffard and Galiana 2008, Morales et al. 2009a]. Note also that reserve capacity bids are disregarded here since they do not represent an intrinsic cost for the generators [Papavasiliou et al. 2011].
Similarly to the previous model, the upper-level objective function (10a) maximizes the expected revenue of a power producer investing in new stochastic generating units, the first and second term corresponding to the revenue obtained in the day-ahead and balancing market, respectively. Constraint (10b) states that each generation expansion project can be only placed at one node of the network.

The lower-level optimization problem (10c)–(10j) represents a day-ahead market-clearing model that accounts for the impact of day-ahead dispatch decisions on the future balancing costs of the system. The set of constraints (10d)–(10e) and (10g)–(10i) impose limits on day-ahead and balancing dispatch decisions, respectively. Similarly, the power balance at each scenario is enforced at the day-ahead and balancing stages through equations (10f) and (10j), respectively, being $\lambda_s$ and $\lambda_{R,s}$, the resulting clearing electricity prices at each market floor.

It should be noticed that, unlike the market-clearing model (2c)–(2k), in which the day-ahead dispatch of the stochastic generating units is assumed to be equal to their expected power production $\hat{w}_s$, market clearing (10c)–(10j) can dispatch stochastic units to values different from their expected production through the continuous variable $p^W_s$. In doing so, the day-ahead dispatch of stochastic units can be adapted to the availability and cost of balancing resources provided by flexible generating units. Besides, observe that, while model (2) provides the same day-ahead dispatch decisions regardless of how significant the forecast errors are or how much flexibility can be provided by the conventional generating units at the balancing stage, the market-clearing model (10c)–(10j) can dispatch flexible conventional units out of merit in the day-ahead market to efficiently cope with energy imbalances during the real-time operation of the system. StochMC results consequently in less volatile prices at the balancing stage than ConvMC, thus reducing the balancing costs incurred by stochastic power producers due to their production forecast errors. This has, in turn, an impact on the investment decisions made by stochastic power producers.

In order to solve the bi-level optimization problem (10), we construct an equivalent one-level optimization problem. To this end, and provided that model (10c)–(10j) is linear for given investment decisions $U$, we can replace the set of lower-level problems with their primal and dual constraints plus the strong duality conditions as follows:

\[
\begin{align*}
\text{Maximize} & \quad \sum_s \pi_s \left( (p^W)^T \lambda_s + \sum_r (\Delta p^W)^T \lambda_{R,s} \right) - i^T U \mathbf{1} \\
\text{s.t.} & \quad U \mathbf{1} \leq \mathbf{1} \quad \text{(11b)} \\
& \quad \text{(10d) - (10j)} \\
& \quad \alpha_s + \overline{\alpha}_s + \lambda_s + \sum_r (\xi_{sr} + \overline{\xi}_{sr}) = c, \quad \forall s \quad \text{(11c)}
\end{align*}
\]
The complementarity conditions associated with constraints (10i) imply that
\[ A^T B (\beta_s + \bar{\beta}_s) + A^T B \lambda_s + \sum_r A^T B (\mu_{sr} + \bar{\mu}_{sr}) = 0, \quad \forall s \]  
\[ \lambda_s + \sum_r (\psi_{sr} + \bar{\psi}_{sr}) = 0, \quad \forall s \]  
\[ \xi_{sr} + \bar{\xi}_{sr} + \lambda_{sr}^R = \pi_{sr} c_+, \quad \forall s, \forall r \]  
\[ -\xi_{sr} - \bar{\xi}_{sr} - \lambda_{sr}^R = \pi_{sr} c_-, \quad \forall s, \forall r \]  
\[ A^T B (\mu_{sr} + \bar{\mu}_{sr}) + A^T B \lambda_{sr}^R = 0, \quad \forall s, \forall r \]  
\[ \psi_{sr} + \bar{\psi}_{sr} + \lambda_{sr}^R = 0, \quad \forall s, \forall r \]  
\[ c^T p_s + \sum_r \pi_{sr} (c^T p_{sr}^+ + c^T p_{sr}^-) = \bar{p}_s^T - \alpha_s + \bar{p}_s^T \alpha_s + \bar{f}_s^T \beta_s - f_s^T \beta_s + \]  
\[ + \sum_r \left( \bar{p}_s^T \xi_{sr} + \bar{p}_s^T \xi_{sr} + \bar{f}_s^T \mu_{sr} - f_s^T \mu_{sr} + \text{diag}(q^T U) \bar{w}_{sr}^T \bar{\psi}_{sr} \right), \quad \forall s \]  
\[ \alpha_s, \beta_s, \xi_{sr}, \mu_{sr}, \psi_{sr} \geq 0, \quad \forall s, \forall r \]  
\[ \bar{\alpha}_s, \bar{\beta}_s, \bar{\xi}_{sr}, \bar{\mu}_{sr}, \bar{\psi}_{sr} \leq 0, \quad \forall s, \forall r. \]  

where (11c)–(11i) are the dual constraints associated with primal variables \( p_s, \delta_s, p_s^w, p_s^+, p_s^-, \) \( \Delta \delta_{sr}, \Delta p_{sr}^w, \) in that order; (11d) corresponds to the strong duality condition; and (11f) and (11g) are positive and negative variable declarations, respectively. Observe that all constraints in (11) contain linear terms or products of binary and continuous variables that can be easily linearized. However, objective function (11a) includes non-linear products that are linearized as follows. First, the complementarity conditions associated with constraints (10i) imply that
\[ (p_s^w)^T \psi_{sr} = - (\Delta p_{sr}^w - \text{diag}(q^T U) \bar{w}_{sr})^T \psi_{sr}, \]  
\[ (p_s^w)^T \bar{\psi}_{sr} = - (\Delta p_{sr}^w)^T \psi_{sr}. \]

Multiplying the dual constraint (11e) by \((p_s^w)^T\) and using (12) and (13) we obtain
\[ (p_s^w)^T \lambda_s = \sum_r (\Delta p_{sr}^w - \text{diag}(q^T U) \bar{w}_{sr})^T \psi_{sr} + \sum_r (\Delta p_{sr}^w)^T \psi_{sr}. \]  

Similarly, we can multiply (11i) by \((\Delta p_{sr}^w)^T\), sum over \(r\) and obtain
\[ \sum_r (\Delta p_{sr}^w)^T \lambda_{sr}^R = - \sum_r (\Delta p_{sr}^w)^T (\psi_{sr} + \bar{\psi}_{sr}). \]  

By replacing (14) and (15) in objective function (11a), we can reformulate the expected profit of a stochastic power producer as the linear expression:
\[ - \sum_{sr} \pi_s \bar{w}_{sr}^T \text{diag}(q^T U) \bar{\psi}_{sr} - i^T U 1. \]

This way, we turn the original investment problem into a one-level mixed-integer linear programming problem that can be solved using commercial optimization software.
To end this section, we compare the linear expressions (9) and (16) of the profit of the stochastic power producer under ConvMC and StocMC, respectively. Note that (16) consists of two terms, one depending on the dual variable $\psi_{sr}$, and the other representing the total investment cost. For given investment decisions $U$, $\psi_{sr}$ in (10) indicates the sensitivity of the total system cost $10c$ with respect to a marginal increase of the realized stochastic power production $\hat{w}_s$, i.e., this dual variable captures the market value of each MWh of stochastic generation at each node of the system and scenario. Note that, if the stochastic power production cannot be completely injected in the system and spillage occurs, constraint (10i) is non-binding and the value of its shadow price, $\psi_{sr}$, is equal to 0. Therefore, expression (16) implies that the investor aims at locating its stochastic generating units at the sites such that the difference between the expected market value of the stochastic resources $\left(-\sum_{sr} \pi_s \hat{w}_s^T \text{diag}(q^T U) \hat{\psi}_{sr}\right)$ and the investment cost of the undertaken projects $(i^T U 1)$ is maximized.

Conversely, the expression (9) of the stochastic producer profit under ConvMC has an extra term, if compared with (16), namely, $\sum_s \pi_s \hat{w}_s^T \text{diag}(q^T U) \left(\lambda_s - \sum_{sr} \lambda_{sr}^R\right)$. This term arises from the fact that, under ConvMC, stochastic generating units are dispatched to their expected production in the day-ahead market, which is equivalent to say that stochastic producers take a short forward position of $\hat{w}_s$, MWh in this market. Consequently, under ConvMC, the power producer is not solely interested in locations with the highest expected market value of the stochastic energy resources, but also in those locations where the expected pay-off of this forward contract, computed as $\sum_s \pi_s \hat{w}_s^T \text{diag}(q^T U) \left(\lambda_s - \sum_{sr} \lambda_{sr}^R\right)$, is maximized.

3. Uncertainty characterization

This section describes the procedure to generate the scenario set that characterizes the uncertainty pertaining to stochastic power production and demand both in the day-ahead and the balancing stages. The correlation between wind power production and load is assumed to be zero as it happens in the Nordic area (Holttinen 2005).

The uncertain parameters affecting the clearing of the day-ahead market are the conditional expectation of both the electricity consumption and stochastic production. Since no inter-temporal constraints, such as ramping limits or minimum times, are considered in the proposed market-clearing models, day-ahead scenarios $s$ are generated by randomly sampling the marginal probability distribution of each uncertain parameter. With respect to the demand, for the sake of simplicity, only one uncertain parameter characterizing the total system load is considered. The probability distribution of the hourly total load can be determined based on historical values (Murphy and Smeers 2005). Accordingly, the load level corresponding to each node is computed as a fix percentage of the total consumption, denoted by $\chi_n$. 
In the same way, the probability distributions describing the stochastic power production at different locations can be obtained using historic data. For simplicity, the random variables corresponding to the stochastic power production at different locations are assumed to be independent and therefore, each day-ahead scenario is generated by randomly sampling each of the probability distributions separately. For example, if two wind farms are located at nodes \( n_1 \) and \( n_2 \), each day-ahead scenario \( s \) consists of three values, i.e., \( (\hat{L}_s, \hat{W}_{n_1s}, \hat{W}_{n_2s}) \). In order to capture the uncertain behaviour of all stochastic parameters, a large enough number of day-ahead scenarios needs to be generated. On the other hand, a scenario reduction technique can be applied in order to trim down the number of scenarios while keeping most of the stochastic information embedded in such scenarios (Dupačová et al. 2003, Morales et al. 2009b).

Once the day-ahead scenario set is defined, we also need to model the forecast errors of stochastic production and demand. These errors translate into energy deviations with respect to the day-ahead schedule that are to be settled in the balancing market. Therefore, for each day-ahead scenario \( s \), we need to generate an additional set of scenarios \( r \) that characterize the forecast errors of demand and stochastic power production. According to Billinton and Allan (1996), the load forecast error can be described by a normal distribution with a zero mean and a given standard deviation. Particularly, if we consider wind power as the only type of stochastic production in the system, we can model the wind forecast error using beta distributions with zero mean and a standard deviation that depends on the normalized predicted wind power production as proposed in Fabbri et al. (2005). More specifically, they use empirical data to prove that the standard deviation of the wind power forecast error 24 hours in advance can be determined according to the following expression:

\[
\sigma = \kappa (0.01837 + 0.20355 \cdot p),
\]

where \( p \) represents the conditional expectation of the wind power in per unit, and \( \kappa \) is a parameter that allows us to adjust the variability of the wind forecast error between perfect forecast \( (\kappa = 0) \) and the base case \( (\kappa = 1) \). Without loss of generality, we consider here that the day-ahead market for energy delivery throughout day \( d \) is cleared at 12 p.m. the previous day. Consequently, the time delay between the market clearing and the actual operation of the system varies from 12 to 36 hours. In this paper, however, we have assumed that the probability distribution of the wind forecast error is determined in all cases for a time lag of 24 hours, which is the average look-ahead time.

Using the value of the standard deviation provided by (17), the shape parameters of the beta distribution \( \alpha \) and \( \beta \) modeling the wind power forecast error are computed as follows:

\[
\alpha = \frac{(1 - p) \cdot p \cdot p}{\sigma^2} - p, \quad \beta = \alpha \left( \frac{1 - p}{p} \right),
\]
Once the probability distributions of the wind and demand forecast error are known for a particular day-ahead scenario $s$, a set of balancing scenarios $r$ is generated by randomly sampling these distributions as illustrated in Figure 3, where the left-hand side figure characterizes the hourly variation of the conditional expectation of the wind power production throughout the planning horizon, while each of the right-hand side plots represents the probability distribution of the wind forecast error linked to particular values of the wind forecast at the day-ahead stage. We also assume here that random variables characterizing forecasting errors of demand and wind power production are independent. Likewise, scenario reduction techniques can also be used to reduce the size of the scenario tree at the balancing stage. Following the previous example, each scenario $r$ at this stage consists of three values: the total load forecasting error $\tilde{L}_s^r$, as well as the wind power production forecast error at $n_1$ and $n_2$, i.e., $\tilde{W}_{n_1,sr}$ and $\tilde{W}_{n_2,sr}$.

**Figure 3** Uncertainty characterization of the day-ahead wind power production forecast (left-hand side figure) and the wind forecast error for particular day-ahead forecast values (three right-hand side figures)

Apart from the uncertainty due to short-term variations of demand and stochastic power production, investment decisions also face other type of long-term uncertainties such as annual demand growth, fuel prices, network or generation expansion by other players, or regulatory risk. In this paper, however, we focus our attention on the impact of the short-term market design on investment decisions of stochastic producers and therefore, we solve next the proposed investment models for a given target year, in which the effect of long-term uncertainties can be disregarded. Nevertheless, it should be noted that investment models (2) and (10) can be expanded to the multi-year case, albeit increasing the computational burden of such models.

4. Illustrative example

The two-node system shown in Figure 4 is used to illustrate the main features of the proposed investment models (2) and (10). The data of the three thermal generating units are provided in
Table 3 Observe that $g_1$ and $g_3$ are, in comparative terms, cheaper than $g_2$, but inflexible. On the other hand, the most expensive unit $g_2$ can increase or decrease its production up to 50MW at the balancing stage. Note that the price offers to sale or repurchase energy by unit $g_2$ in the balancing market slightly deviate from its price offer in the day-ahead market, indicating that producer $g_2$ is willing to be flexible in return for a price premium on the energy traded for balancing (Pritchard et al. 2010).

Table 3 Generating unit data of the two-node example. $P_{g_{\text{max}}}$ and $C_g$ represent the capacity and the marginal cost of unit $g$. Likewise, the pairs $(P_{g_{\text{max},u}}, C_{g_u})$, and $(P_{g_{\text{max},d}}, C_{g_d})$ are the upper bounds and prices for up and down balancing power provided by unit $g$, in that order. Powers and prices measured in MW and $$/MWh, respectively.

| $g$ | $P_{g_{\text{max}}}$ (MW) | $C_g$ ($/MWh$) | $P_{g_{\text{max},u}}$ (MW) | $C_{g_u}$ ($/MWh$) | $P_{g_{\text{max},d}}$ (MW) | $C_{g_d}$ ($/MWh$) |
|-----|----------------|--------------|----------------|---------------|----------------|---------------|
| $g_1$ | 400 | 20 | - | - | - | - |
| $g_2$ | 400 | 30 | 50 | 35 | 50 | 29 |
| $g_3$ | 600 | 22 | - | - | - | - |

Nodes $n_1$ and $n_2$ are connected through a 200-MW line with a susceptance of 68.5 p.u. and a base power of 100 MW. The variability of the day-ahead forecast for the total system demand is obtained by scaling the yearly load profile provided in (Grigg et al. 1999), and depicted in Figure 5 in per unit, to a net peak demand of 660 MW, with the consumption level at $n_2$ being ten times bigger than the demand at $n_1$ in all cases. For illustration purposes, in this example, the errors associated with the day-ahead point forecast of demand are considered to be zero.

Figures 6(a) and 6(b) show the frequency distribution for the power produced (normalized by the capacity of each wind farm) during the year 2006 by two simulated wind farms located at South Dakota (45°13’ North, 96°55’ West) and Montana (45°20’ North, 104°24’ West) in the US, respectively. These two distributions are used in this example to characterize the wind power production variability at the day-ahead stage at nodes $n_1$ and $n_2$. These data have been simulated by the National Renewable Energy Laboratory (NREL) of the US Department of Energy in the context of the Eastern Wind Integration and Transmission Study (EWITS). These data can be freely...
downloaded from NREL (2013). It is worth mentioning that the average wind power production at node $n_1$ (0.3960 p.u.) is lower than that at $n_2$ (0.4899 p.u.). Finally, the scenarios representing the forecast error distribution of each wind power production level are generated as described in Section 3. For simplicity, the forecast errors at $n_1$ and $n_2$ are also assumed to be uncorrelated.

By randomly sampling the probability distributions depicted in Figures 5 and 6, we generate 2000 scenarios characterizing the different situations of the day-ahead market throughout the planning horizon, each scenario being comprised of three values, namely, the per-unit total demand in the system and the wind power production at nodes $n_1$ and $n_2$. This initial set is then reduced to 100 scenarios using the technique described in Dupačová et al. (2003). For each of these day-ahead scenarios, we similarly obtain 1000 samples from the probability distributions of the wind forecast production error at nodes $n_1$ and $n_2$, and reduce them to 20 scenarios. Note that, since the demand
forecast errors are considered zero in this example, each balancing scenario only contains two values, namely, the wind power production errors at nodes $n_1$ and $n_2$. The final scenario set is then composed of $100 \times 20$ scenarios.

In this example, we present two different analysis. In the first one, the producer has to decide the optimal location of a single 200-MW wind farm within the two-node system of Figure 4. In the second case, ten possible investment projects consisting of a 20-MW wind farm each are considered.

To investigate how each market-clearing mechanism, namely, ConvMC and StocMC, affects the location of the 200-MW wind farm, the main results of solving optimization problems (4) and (11) are collated in Table 4. Wind power producer revenues and system costs are computed for a target year and expressed in million$. Moreover, it is assumed that the power producer only owns the new wind farm to be installed. The investment cost of the wind farm is supposed to be proportional to its capacity with a rate of $800/kW, and independent of its location. For an average useful life of 40 years, the annualized investment cost is determined as $\frac{200 \times 10^3 \times 800}{40} = 4 \times 10^6$.

Table 4  Optimal investment decisions corresponding to the 200-MW wind farm for the two market clearing mechanisms (ConvMC and StocMC)

|                              | ConvMC | StocMC |
|------------------------------|--------|--------|
| Optimal location             | $n_1$  | $n_2$  |
| Day-ahead producer revenue (m$) | 14.0   | 12.7   |
| Balancing producer revenue (m$) | -9.0   | -2.4   |
| Annualized investment cost (m$) | 4.0    | 4.0    |
| Total producer profit (m$)   | 1.0    | 6.3    |
| Day-ahead system cost (m$)   | 77.2   | 81.7   |
| Balancing system cost (m$)   | 5.0    | -4.4   |
| Total system cost (m$)       | 82.2   | 77.3   |
| Demand covered by wind (%)   | 15.3   | 18.2   |

First notice the significant difference of the balancing costs incurred by the power producer depending on the market-clearing design and investment decisions. While the most efficient use of the system flexibility made by StocMC results in relatively lower balancing costs for the wind power producer ($2.4$m$), the day-ahead dispatch obtained by ConvMC entails balancing costs that are of the same order of magnitude as the revenue earned by the power producer at the day-ahead market ($9.0$m$). Consequently, the profit made by the wind power producer is more than six times higher when investment decisions are made under a market design in which a prognosis of the future balancing costs is used to determine day-ahead dispatch decisions.

In order to further illustrate the impact of the market-clearing design on wind investment decisions, we plot in Figure 7 the day-ahead dispatch of both the new wind farm and the flexible generating unit $g_2$ as a function of the wind power production forecast at the day-ahead stage.
for both market models. It can be observed that, for all wind power forecast levels, ConvMC dispatches the wind farm according to its forecast, and the generating unit $g_2$ to 0 MW for being the most expensive unit. By doing so, this market design attains the lowest day-ahead production cost (as indicated in Table 4), but fails to efficiently balance the system due to the lack of up- and down-regulating resources in those scenarios in which the actual wind production differs from the forecast value. On the other hand, StocMC dispatches the wind farm to a value lower than its forecast production, in particular, to a value such that the 50 MW of upward regulating capacity provided by unit $g_2$ are enough to mostly cover the lack of wind power generating at the balancing stage. Furthermore, StocMC dispatches unit $g_2$ out of cost-merit order to take full advantage of its relatively cheap downward regulation capacity in those scenarios where there is a surplus of wind power production.

The particular features of these two paradigmatic market models have, in turn, a significant impact on the investment decisions in new wind generating capacity, as also shown in the results of Table 4. Indeed, even though lower wind resources are available at node $n_1$, the inefficient use of system flexibility under ConvMC leads the power producer to locate the 200-MW wind farm at this location in exchange for easy access to the balancing resources provided by unit $g_2$, also located at this node. On the other hand, the power producer places the 200-MW wind farm at node $n_2$ under StocMC to exploit the more favorable wind resources at this location, without significantly increasing its imbalance cost thanks to a better utilization of the flexible generating unit $g_2$ under this market design. Apart from the profit increase of the power producer, the impact of StocMC on
the wind farm location proves also to be beneficial for the power system efficiency and the social welfare by increasing the percentage of demand covered by wind power production from 15.3% to 18.2% and reducing the total system cost by 6%. In this sense, it should be noticed that the stochastic market-clearing procedure results in a lower operation cost not only because it makes a more efficient use the flexibility provided by $g_2$, but also because it facilitates the installation of the new wind farm at the node with the highest capacity factor by ensuring cheaper access to balancing resources at this location.

To conclude this section we solve optimization models (4) and (11) considering ten 20-MW wind farm projects in order to determine how many of them should be undertaken as well as their optimal locations. We assume that all the wind farms are composed of the same type of wind turbine, being the yearly investment cost of each of the projects equal to $0.4m. The two-node system of Figure 4 and the data formerly presented are also used in this analysis.

Figure 8 depicts the optimal investment decisions of the power producer as a function of the parameter $\kappa$, which scales the standard deviation of the wind power production forecast error, for both the conventional and stochastic market-clearing mechanisms. Observe that, for $\kappa = 0$, which implies that the actual wind power production is equal to the forecast value in all cases, the optimal investment decisions consists in installing the ten 20-MW wind farms at node $n_2$ in order to exploit the superior wind resources at this location. Since load forecast errors are disregarded, no balancing actions are required, and therefore, ConvMC and StocMC lead to the same investment decisions.

As the value of $\kappa$ increases, the optimal investment decisions under each market-clearing design significantly diverge. In the case of ConvMC, Figure 8(a) shows that for values of $\kappa$ higher than...
it is more profitable to allocate all the wind farms at \( n_1 \), thus giving up on higher wind resources to get access to the cheaper balancing power provided by generating unit \( g_2 \), which is located at this node. Note also that, for the highest values of \( \kappa \), this market-clearing design results in load shedding and wind spillage events, which dramatically increases the balancing cost of the wind power producer. In order to keep imbalance costs sufficiently low and ensure profitability, the power producer only invests in 100 MW of wind capacity for \( \kappa = 1 \). Conversely, the power producer installs all the wind farms at \( n_2 \) under StocMC, as long as \( \kappa \) remains below 0.6 thanks to the ability of this market-clearing mechanism to deal with real-time imbalances in a more efficient manner. Although the power producer starts to increasingly relocate wind farms at node \( n_1 \) for values of \( \kappa \) higher than 0.6, the optimal use of system flexibility achieved by StocMC allows the power producer to maintain the investment level at 200 MW even for \( \kappa = 1 \).

For completeness, Figure 9 plots the evolution of the wind power producer profit and the percentage of demand covered by wind generation as a function of the parameter \( \kappa \) for both market-clearing designs. Based on the depicted results, the following conclusions are in order. First, higher values of forecast errors involve a decrease of both the power producer profit and the share of wind generation in the electricity supply. Second, investment decisions under StocMC entail a significantly higher profit for investors in wind capacity, if compared to the profit obtained under ConvMC. For example, for \( \kappa = 1 \), the optimal investment decisions under ConvMC and StocMC involve a yearly profit of 2.61m\$ and 10.32m\$, respectively. Finally, investment decisions made under the stochastic market-clearing mechanism lead to higher percentages of demand covered by wind power production not only because it provides a more efficient use of the available balancing resources, but also because StocMC leads both to higher levels of installed wind capacity and to a better utilization of the available wind resources. Indeed, for \( \kappa = 1 \), this percentage is equal to 7.8\% and 18.4\% for ConvMC and StocMC, respectively.

5. 24-node case study

In this section the investment models (4) and (11) are further discussed using a modified version of the 24-node system presented in Grigg et al. (1999) and depicted in Figure 10. The technical characteristics and offers for the day-ahead and the balancing market of the ten thermal generating units considered for this study are provided in Table 5. Note that the most expensive generating units \( g_7, g_8, \) and \( g_9 \) are flexible and fast, and offer their entire power capacities for balancing at relatively competitive prices. On the other hand, the rest of the existing thermal generating units are assumed to be inflexible and only offer \( \pm 10 \) MW of up/down balancing power at \( \pm 100\$/MWh \) as a representation of the automatic generation control reserves of these units. Furthermore, two
decisions pertaining to four 250-MW wind farms that can only be placed at nodes  

100-MW wind farms are located at nodes \( n_6 \) and \( n_{23} \). Finally, Table 6 provides the characteristics of the network.

We determine now, for the two market-clearing mechanisms, the optimal generating expansion decisions pertaining to four 250-MW wind farms that can only be placed at nodes \( n_1, n_2, n_{18}, \) and
The investment cost is assumed to be proportional to the capacity of each wind farm at a rate of $800$/kW and independent of its location, being the payback period equal to 40 years.

For simplicity, the conditional expectation of the wind power production at nodes $n_1$, $n_2$ and $n_6$ is assumed to be perfectly correlated and characterized by the probability mass function plotted in Figure 6(a). Similarly, Figure 6(b) contains the expected wind power production at nodes $n_{18}$, $n_{21}$ and $n_{23}$. Furthermore, the wind power production at the two group of nodes is considered to be uncorrelated. Lastly, the probability distribution of the wind power forecast error at each node is determined as explained in Section 3.

The hourly total system load is described in Grigg et al. (1999) and plotted in Figure 5 in p.u. in the form of a probability mass function. In this case study, a peak load of 2850 MW is considered.
Moreover, Table 7 contains the percentages of the system load corresponding to the consumption at each node. The forecast error of the total load is modeled as a normal distribution with zero mean and a standard deviation of 2% of the mean value. Likewise, the demand forecast error is proportionally distributed among all nodes according to the parameter $\chi_n$. For simplicity, the demand is assumed to be independent of the wind power production.

| $n$ | $n_1$ | $n_2$ | $n_3$ | $n_4$ | $n_5$ | $n_6$ | $n_7$ | $n_8$ | $n_9$ | $n_{10}$ | $n_{13}$ | $n_{14}$ | $n_{15}$ | $n_{16}$ | $n_{18}$ | $n_{19}$ | $n_{20}$ |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $\chi_n$ (%) | 3.8 | 3.4 | 6.3 | 2.6 | 2.5 | 4.8 | 4.4 | 6.0 | 6.1 | 6.8 | 9.3 | 6.8 | 11.1 | 3.5 | 11.7 | 6.4 | 4.5 |

The variability of the conditional expectation of the wind power and the total system demand at the day-ahead stage is characterized by a scenario set of 2000 scenarios, which is reduced to a final set of 30 scenarios. For each of these day-ahead scenarios, 1000 scenarios are generated and reduced to 20 to model the forecast errors of both parameters at the balancing stage. As in the example presented in Section 4, the variability of the forecast error is artificially modified via the parameter $\kappa$ for the sake of analysis.

Table 8 shows the optimal investment decisions for different values of $\kappa$ and the two market-clearing models corresponding to optimization problems (4) and (11). We can observe that if the wind power production of all wind farms in the system can be perfectly forecast ($\kappa = 0$), the investor decides to locate the four wind farms at node $n_2$ due to the higher availability of wind resources at this node. Since no wind forecast errors need to be settled at the balancing stage, both ConvMC and StocMC provide the same optimal investment decisions and the same profit for the wind power producer.

| $\kappa = 0$ | $\kappa = 0.5$ | $\kappa = 1$ | $\kappa = 0$ | $\kappa = 0.5$ | $\kappa = 1$ |
|--------------|----------------|--------------|--------------|----------------|--------------|
| Locations    | $n_2, n_2, n_2$ | $n_2, n_{18}, n_{18}, n_{21}$ | $n_{18}, n_{21}$ | $n_2, n_2, n_2, n_2$ | $n_1, n_1, n_1, n_{18}$ |
| Profit (m$)$ | 72.3            | 41.8          | 13.2          | 72.3           | 63.4          |
| Total cost (m$)$ | 281.5        | 313.8         | 354.4         | 280.2         | 291.8         |
| Wind penet. (%) | 27.4          | 23.0          | 12.4          | 27.5          | 26.0          |

Conversely, if the wind forecast errors are different from zero ($\kappa = 0.5$), it can be observed that, under ConvMC, the maximum profit is attained if three out of the four wind farms are placed at nodes $n_{18}$ and $n_{21}$, where cheaper balancing resources are available at the expense of decreasing the capacity factor of these units. Note that these decisions do not only have negative consequences for the power producer, whose profit is almost halved, but also for the whole system by decreasing the
share of wind production in the electricity supply and increasing consequently the total production cost. On the other hand, the StocMC and its more efficient day-ahead dispatch of wind and thermal generating units allows the wind power producer to maintain three wind farms at node \( n_1 \) to take advantage of higher capacity factors, while still limiting the imbalance costs due to wind forecast errors.

Finally, let us consider the case in which \( \kappa = 1 \). Under ConvMC, the imbalance costs become so high that the best option for the power producer is to build only two of the four available projects, thus dramatically reducing the wind share in the system to 12.4%. On the other hand, under StocMC, it is still profitable to invest in the four available projects, two of which are to be located at node \( n_{18} \) with lower wind resources but easier access to the cheaper balancing resources provided by units \( g_7, g_8, \) and \( g_9. \)

Results in Table 8 also show that the consideration of wind forecast errors when making wind investment decisions in this 24-node system reduces the profit of the wind producer by 81.7% and 41.6% depending on whether day-ahead dispatch decisions are made according to ConvMC or StocMC, respectively. Besides, it can be observed that the wind power producer is willing to invest in higher amounts of wind power capacity under StocMC, which results in a wind share in the electricity supply twice as high as that under ConvMC.

6. Conclusions

The impossibility of accurately forecasting the power production of stochastic generating units at the clearing of the day-ahead market implies that a significant share of the profit of stochastic power producers comes from the trading of their production imbalances in the balancing market. In this paper, we present a mathematical framework to model the impact of these imbalance costs on generation expansion decisions pertaining to stochastic generating units. The proposed models are formulated as MPEC that determine the investment decisions maximizing the profit of the stochastic producer including the revenues from both the day-ahead and balancing markets. Day-ahead and balancing prices are endogenously generated through a set of lower-level problems that represent the different market conditions throughout the planning horizon. Uncertainty pertaining to stochastic production and demand level is modeled via scenarios. The impact of two paradigmatic market-clearing mechanisms on investment decisions is also analyzed and discussed. The investment models proposed in this paper are recast as mixed-integer linear programming problems that can be solved using commercial optimization software.

Two main conclusions can be drawn from the results presented throughout this paper. First, it is shown that imbalance costs incurred by stochastic power producers may significantly affect optimal generating investment decisions. In this sense, it can be more profitable to install new
stochastic generating units at locations with a lower capacity factor, but cheaper access to balancing resources. Secondly, a market-clearing design that makes a more efficient use of system flexibility and provides, therefore, cheaper balancing power to stochastic producers will, in the long run, promote higher amounts of installed stochastic capacity in those locations with plentiful renewable resources. In turn, this market design will lead to higher penetration levels of stochastic electricity production into power systems and lower operating costs.
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