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Abstract—Phase retrieval (PR) is an important component in modern computational imaging systems. Many algorithms have been developed over the past half-century. Recent advances in deep learning have introduced new possibilities for a robust and fast PR. An emerging technique called deep unfolding provides a systematic connection between conventional model-based iterative algorithms and modern data-based deep learning. Unfolded algorithms, which are powered by data learning, have shown remarkable performance and convergence speed improvement over original algorithms. Despite their potential, most existing unfolded algorithms are strictly confined to a fixed number of iterations when layer-dependent parameters are used. In this study, we develop a novel framework for deep unfolding to overcome existing limitations. Our development is based on an unfolded generalized expectation consistent signal recovery (GEC-SR) algorithm, wherein damping factors are left for data-driven learning. In particular, we introduce a hypernetwork to generate the damping factors for GEC-SR. Instead of learning a set of optimal damping factors directly, the hypernetwork learns how to generate the optimal damping factors according to the clinical settings, thereby ensuring its adaptivity to different scenarios. To enable the hypernetwork to adapt to varying layer numbers, we use a recurrent architecture to develop a dynamic hypernetwork that generates a damping factor that can vary online across layers. We also exploit a self-attention mechanism to enhance the robustness of the hypernetwork. Extensive experiments show that the presented algorithm outperforms existing ones in terms of convergence speed and accuracy and still works well under very harsh settings, even under which many classical PR algorithms are unstable.
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I. INTRODUCTION

The problem of reconstructing a complex vector from its linear transform magnitude, which is known as phase retrieval (PR), arises in many imaging applications [1–4]. Conventionally, PR algorithms use an iterative process between the measurement and the target domain, such as Gerchberg-Saxton [5] and Fienup [6] algorithms, to recover the phase from the magnitude. They usually require many iterations to converge. Thus, an approach solved the original non-convex PR problem with a two-stage approach, such as Wirtinger Flow (WF) [10], reshaped WF (RWF) [11], reweighted WF [12], truncated amplitude flow (TAF) [13], reweighted amplitude flow (RAF) [14]. Recent popular trend is to use Bayesian frameworks with message-passing, such as prGAMP [15, 16], prSAMP [17], prVAMP [18], and generalized expectation consistent signal recovery (GEC-SR) [19, 20]. Among the algorithms, those on the basis of the Bayesian frameworks have demonstrated better performance because these methods take advantage of prior information on the signal and specific magnitude-only models [18, 20].

Recent advances in artificial intelligence (AI) technology have opened a new possibility for robust and fast PR and can be categorized into two approaches: data-driven and model-driven approaches. For the data-driven approach, a deep neural network (DNN) is used as a black box to solve an application-specific mapping, and the mapping is learned from a large amount of data without exploiting mathematical description [21–25]. Despite providing unprecedented performance gains, the future development and practical deployment of such DNNs are hindered by their black-box nature, such as lack of interpretability, need for huge training sets, and unpredictability in new tasks. For the model-driven approach, a network topology is constructed on the basis of domain knowledge. For example, deep unfolding (or unrolling) [26–42] provides a concrete and systematic connection between DNNs and iterative algorithms. Deep unfolding basically unwraps an iterative algorithm into multiple layers by using an accessible algorithm as an initialization step, and replacing partial functions with DNNs. According to the level of involved learnable parameters (from high to low), we may broadly classify the whole spectrum of unfolded algorithms [31–42] into three types.

Learning a proximal operator [31–33]. In the first type, a DNN is used to replace all instances of proximal operations (or inverse functions) in the iteration process. Such networks perform poorly when the forward model deviates from the training distributions.

Learning a denoiser [34–38]. In the second type, a DNN is used to replace a denoiser (or named regularizer, image prior model) in the iterative process. The denoiser directly learned from data is promising for improving reconstruction performance. The well-known plug-and-play (PnP) ADMM
Learning a few adjustable variables [39–42]. In the third type, all the mathematical functions in the original iterative algorithm are kept while only a handful of adjustable variables are introduced to improve the convergence speed and performance of the original algorithm. Such type requires much fewer parameters than the previous types, thereby reducing the demand for training data and training time.

Motivation and Contribution. With deep unfolding, designers can select different types according to their prior knowledge about the forward models and the reconstruction signals. A high-level idea behind this selection is that when the forward model is sufficiently explicit, the use of a small network with few parameters is sufficient to leverage the data-driven learning ability and mitigate the convergence and initial conditions of the original algorithms. Despite the potential advantages, existing unfolded algorithms have some limitations. First, the learning parameters of the existing unfolded algorithms are trained for a specific task of image recovery. Retraining the parameters is often needed in a clinical setting, where different forward models (e.g., measurement distribution and size, and noise level) may be used; otherwise, the stability and optimality of the learned algorithm will be lost. Second, given the dynamical nature of the application scenarios, the iteration numbers of the algorithm should be adaptive. However, most existing unfolding models with layer-dependent parameters are strictly confined to a fixed number of iterations to ensure that the number of free parameters is fixed, thereby lacking flexibility.

To overcome the two limitations, we attempt to develop a novel framework to build deep unfolding. As a practice for PR, our development is based on an unfolded Bayesian algorithm called GEC-SR-Net [42], which has two enhancements that lead to significant improvement in real-world applications. In GEC-SR-Net, all functions are computed as a solution to the data-free Bayesian estimation problem, and only damping factors are left for data-driven learning. GEC-SR-Net has already shown excellent accuracy and speed over many existing PR algorithms [18, 20] while possessing the mentioned limitations. Our framework can be distilled into three strategies as follows.

- **Hypernetwork unit for adaptability.** We establish a new deep unfolding architecture by introducing a hypernetwork that is used as another network to generate the parameters for the original unfolded algorithm. In contrast to GEC-SR-Net, whose damping factors are directly learned from a specific task for image recovery, we introduce a hypernetwork called GEC-SR-HyperNet to generate the damping factors for GEC-SR-Net. The hypernetwork takes a set of inputs that contain information about the forward models and generates the damping factors for GEC-SR-Net as its outputs, thereby ensuring adaptivity to different scenarios.

- **Dynamic architecture for flexibility.** The number of damping factors in GEC-SR-Net is fixed, and these learned damping factors are customized for the fixed iteration architecture. To make the hypernetwork work with varying layer numbers, we use a recurrent neural network (RNN) [43, 44] to develop a dynamic hypernetwork that dynamically generates a damping factor that can vary online across layers. In particular, we train the dynamic hypernetwork to serve as a controller that initializes the damping factors according to forward models and can adaptively adjust the damping factors online by observing the convergence state of each iteration to prevent divergence or to accelerate speed.

- **Attention mechanism for robustness.** The hypernetwork intends to generate a set of optimal damping factors for GEC-SR-Net given a proper set of inputs. However, the proper inputs to generate damping factors should be changed dynamically under different scenarios. That is, the hypernetwork should pay attention to different input features under various scenarios. To this end, we introduce an attention mechanism called self-attention [45] to compute a representation of inputs. The self-attention function can relate the different positions of an input vector to compute a new representation of the input vector under different scenarios. Findings show that the hypernetwork with attention enables superior robustness over various scenarios even when the measurement sizes and distributions are completely different in the clinical setting.

In the most relevant work [39], a policy network that is obtained via deep reinforcement learning automatically determines the internal parameters of PnP-ADMM, including the penalty parameter, the denoising strength, and the terminal time. Thus, hypernetwork and the policy network share the same spirit. Both can be interpreted as smart controllers for iterative algorithms. The hypernetwork should have fewer parameters and must be easier to train than the policy network.

**Notations.** \( \mathcal{N}_C(x; \mu, \nu) \) is the complex Gaussian distribution of dummy variable \( x \) with mean \( \mu \) and variance \( \nu \). We define vector-vector multiplication and division as their component-wise vector multiplication and division, respectively. Notably, in this work, the standard operators \( \cdot, \cdot /, (\cdot)^2, (\cdot)^{-1} \), and \( \cdot \) on a vector are all defined as element-wise operators. \( \mathbf{1} \) denotes a vector of ones.

II. Problem Setup and Algorithm Framework

We consider the PR problem in which unknown signal \( x \in \mathbb{C}^N \) is observed via phase-less measurements, \( y \in \mathbb{R}_+^M \), which are expressed as

\[
y = Q(Ax + n),
\]

where \( A \in \mathbb{C}^{M \times N} \) is the linear transform matrix, \( n \in \mathbb{C}^M \) is a noise vector, and operator \( Q(\cdot) \) takes the element-wise \( \cdot \). PR aims to recover signal \( x \) from measurements \( y \).

In this work, we consider the case where signal \( x \in \mathbb{C}^N \) is generated following a prior distribution \( p(x) \), and noise \( n \) is the standard circularly symmetric Gaussian random vector.\(^1\)

We assume that transform matrix \( A \), prior distribution \( p(x) \),

\(^1\)The standard complex Gaussian random vector is a complex random vector whose components are independent complex random variables with real and imaginary parts being independent normally distributed random variables with mean zero and variance 1/2. Formally, we write \( n \sim \mathcal{N}_C(n; 0, I) \).
and the noise distribution, are known. Therefore, the posterior distribution can be computed by

$$p(x|y) = \frac{p(y|x)p(x)}{p(y)},$$  \hspace{1cm} (2)

where $p(y|x)$ is the likelihood of measurements $y$ given that $x$ is the true underlying signal, and $p(y) = \int p(y|x)p(x)dx$ is the marginal distribution. Thus, solving the Bayes estimate can recover signal $x$ by using

$$\hat{x} = \int x p(x|y)dx.$$  \hspace{1cm} (3)

In principle, the Bayes estimator can be used to solve the reconstruction problem, and the direct computation of (3) is generally intractable when the distribution of the signal cannot make the posterior distribution in close form.

In the last 10 years, various methodologies have been developed to solve the Bayes estimation problem. Most notable approaches consider approximating $p(x|y)$ with a tractable density $q(x)$ up to some convenient factorizations of $p(x|y)$. A message-passing algorithm then works by iteratively minimizing the Kullback-Leibler divergence from $p(x|y)$ to $q(x)$ [46,47]. The approximation can be made in many ways. GEC-SR [19,48] uses expectation consistent (or moment matching) approximation and has demonstrated excellent performance in terms of reconstruction accuracy, convergence speed, and robustness.

GEC-SR belongs to a group of message-passing algorithms. For ease of developing an unfolding framework, we introduce GEC-SR in a modular-based manner [49–51] rather than a message-passing manner. Let us first define a hidden vector $z = Ax$. From (1), measurements $y$ are related to $x$ following the procedure

$$\begin{align*}
\overset{p_x}{\rightarrow} x \overset{A}{\rightarrow} z \overset{Q}{\rightarrow} y,
\end{align*}$$  \hspace{1cm} (4)

where operator $p_x$ represents that $x$ is generated by following a prior distribution $p(x)$. Similarly, we use operator $p_z$ to denote that $x$ is restricted to the support of distribution $p(x)$, and we use operators $Q^{-1}$ and $A^{-1}$ to denote the inverses of $Q$ and the linear transform, respectively. The specific choice of these inverse operators depends on particular approximation approaches. For example, common choices of $A^{-1}$ include the adjoint $A^H$ or pseudo-inverse $A^{-1}$ but are not limited to these [52,53]. With (4), the inference of $x$ follows a reverse procedure, that is,

$$\begin{align*}
y \overset{Q^{-1}}{\rightarrow} z \overset{A^{-1}}{\rightarrow} x \overset{p_x}{\leftarrow},
\end{align*}$$  \hspace{1cm} (5)

which is achieved through Modules A, B, and C (Fig. 1(a)).

- Module A computes (mean and variance) the estimates of $z$ by using measurements $y$ and the prior knowledge of $z$ (which is from Module $B_x$). Module A can be interpreted as a phase reconstructor because $z$ is estimated through a PR process from the phase-less measurements, $y$.
- Module B provides estimates of $(z,x)$ according to the linear transformation of $z = Ax$. The inputs of Module $B$ are $(z,x)$, wherein the priors of $z$ and $x$ are from Modules A and C, respectively. The output of Module $B$ is either $x$ or $z$, depending on its processing direction (feed-forward or feedback). We use Modules $B_x$ and $B_z$ to indicate the outputs of Module $B$ being $x$ and $z$, respectively. In Module B, $(z,x)$ are assumed to be Gaussian distributed to facilitate estimation, and their true prior distributions are not used. Module B can be interpreted as a linear reconstructor.
- Module C is similar to Module A but now used for signal $x$. In particular, Module C computes (mean and variance) the estimates of $x$ by using the estimates from Module $B_x$ and the prior knowledge $p(x)$. Module C can
be interpreted as a *denoiser (or regularizer)* because \( x \) is estimated on the basis of its true prior distribution \( p(x) \).

Modules A, B, and C can be generally understood as reconstructions of \( z \) or \( x \) under different prior knowledge. Proceeding through Modules A and \( B_x \), the first estimate of \( x \) is obtained in Module C via the feed-forward direction procedure. Then, we reconstruct back to \( y \) in a feedback direction procedure. That is, given \( x \) from Module C, Module \( B_z \) is used to provide the estimates of \( z \). We then use Module A to refine the estimates of \( z \) by combining the phase-less measurements \( y \). The three modules are executed iteratively in the manner of

\[
\begin{align*}
A \rightarrow & B_x \rightarrow C \rightarrow B_x \rightarrow A \rightarrow B_x \rightarrow C \rightarrow B_x \rightarrow \cdots \\
\text{iteration 1} & \quad \text{iteration 2} \\
\end{align*}
\]

until convergence.

GEC-SR can be applied to solve other inverse problems, such as quantization, as long as the forward operator \( Q(\cdot) \) is defined. Therefore, our developments in the following sections are also applicable to other inverse problems.

### III. UNFOLDING AND HYPERNETWORK

To develop deep unfolding based on hypernetwork, we first introduce the unfolded GEC-SR algorithm [20] in Section III.A. Next, we describe the construction of a hypernetwork to generating the parameters of the unfolded GEC-SR in Section III.B. Finally, several architectures of the hypernetwork that can improve the flexibility and robustness of the unfolded GEC-SR are described in Section III.C.

#### A. Unfolded GEC-SR

Inspired by the modular-based iterative manner in (6), we introduce the unfolding method in [27, 31, 34] and use it to develop multiple layers of the reconstruction network, namely, GEC-SR-Net [42] (Fig. 1(a)). The modules in each iteration step unfold into a single network layer. The number of layers is the same as the number of iterations. We can apply statistical inference on each module to achieve its particular reconstruction purpose, which is referred to as model-based. We can also turn a certain module into a DNN trained by using real datasets, which is referred to data-based. For example, Module C can be replaced by a DNN that acts as a denoiser for the reconstruction, such as the plug-and-play recover [36, 37].

In GEC-SR-Net, the model-based modules that are the same as those in the original GEC-SR are inherited while introducing free parameters in damping operations after Modules A and C. The damping factors can be learned by real datasets. This design strategy is based on the argument that model-based modules are mathematically well developed with few uncertainties. Keeping the modules in a model-based manner enables the whole reconstruction network to still work even under untrained scenarios. However, updating these modules in a simple manner often yields some convergence issues, such as oscillation and non-positive definiteness in approximated moments.

Damping is applied to the updates to fix this problem. Conservative damping factors result in intolerably slow convergence, whereas aggressive damping factors result in divergence. The optimum damping factors vary from scenario to scenario, and the tuning process is mostly customized. Therefore, we leverage deep learning to generate a suitable damping factor for each iteration to reduce the number of iterations and further increase the reconstruction accuracy. In summary, we leverage the partial knowledge of the system model in (1) to perform some approximate inversion of the measurement process while using training data to *learn to remove the manual tuning and compensate for the mismatch in model approximation*.

Before proceeding, we briefly introduce each module in GEC-SR. Generally, Modules A, \( B_x \), C, and \( B_z \) comprise 1) the Bayesian estimation operation and 2) an extrinsic (or debias) operation. To describe the above operations in a generic form, we let “\( a \)” and “\( b \)” either same or different, be the random variables of either \( x \) or \( z \).

**Bayesian Estimation Operation**—Given the mean and variance \((\mu_{1a}, v_{1a})\) from a previous module, we define the posterior distribution

\[
\begin{align*}
\mathcal{f}(a|b) = \frac{\mathcal{f}(b|a)\mathcal{N}_C(a; \mu_{1a}, v_{1a})}{Z},
\end{align*}
\]

where \(\mathcal{f}(b|a)\) is a likelihood function of \( b \) condition on \( a \), and

\[
Z = \int \mathcal{f}(b|a)\mathcal{N}_C(a; \mu_{1a}, v_{1a})da.
\]

The Bayesian (or posterior) estimate of the mean and variance of \( b \) are obtained by

\[
\begin{align*}
\hat{\mu}_{1b} &= \int b \mathcal{f}(a|b)db, \\
\hat{v}_{1b} &= \int |b|^2 \mathcal{f}(a|b)db - |\hat{\mu}_{1b}|^2.
\end{align*}
\]

The posterior variance, \( \hat{v}_{1b} \), is the corresponding mean-squared error (MSE) of the posterior mean \( \hat{\mu}_{1b} \). Notice that the posterior variance, \( \hat{v}_{1b} \), is in vector form because the calculation in (9) is performed component-wise. In this work, we always consider feeding the average of \( \hat{v}_{1b} \) to the next module, that is

\[
\hat{v}_{1b} = \frac{1^T\hat{v}_{1b}}{N_{\hat{v}_{1b}}},
\]

where \( N_{\hat{v}_{1b}} \) denotes the length of \( \hat{v}_{1b} \). For ease of notation, we express (8) and (10) in pairs as

\[
(\hat{\mu}_{1b}, \hat{v}_{1b}) = \mathbb{E}(b|\mu_{1a}, v_{1a}; \mathcal{f}(b|a)).
\]

**Extrinsic Operation**—For efficient message passing, each module only passes extrinsic messages (or unbiased estimates) [54, 55] to the next module rather than the posterior estimates. We use subscripts \( (\cdot)_1 \) and \( (\cdot)_2 \) to represent input priors and extrinsic messages, respectively. If the input priors are denoted by \( (\cdot)_1 \), then their corresponding extrinsic messages are denoted by \( (\cdot)_2 \), and vice versa. The extrinsic mean and variance of \((\hat{\mu}_{1b}, \hat{v}_{1b})\) are calculated by excluding the prior
mean $\mu_{1a}$ and variance $v_{1a}$ and are given as:

$$
\mu_{2a} = v_{2a} \left( \frac{\mu_{1b}}{\sigma_{1b}} - \frac{\mu_{1a}}{v_{1a}} \right),
$$

(12a)

$$
v_{2a} = \left( \frac{1}{\sigma_{1b}^2} - \frac{1}{v_{1a}} \right)^{-1}.
$$

(12b)

Similarly, we express the extrinsic estimates in pairs as

$$
(\mu_{2a}, v_{2a}) \leftarrow \left( \frac{\mu_{1b}}{\sigma_{1b}} \left( \mu_{1a} - \mu_{2a} \right) \right),
$$

(13)

In summary, given the mean and variance ($\mu_{1a}, v_{1a}$) from the previous module as the inputs, the subsequent module performs Bayesian estimations ($\hat{\mu}_{1b}, \sigma_{1b}$) by using (12) and then outputs extrinsic messages ($\mu_{2a}, v_{2a}$) by using (13). The Bayesian estimations in (11) can be expressed explicitly, and details can be found in [20].

Except for Modules $A$, $B_x$, $C$, and $B_z$, a single network-layer also comprises the damping operations. As shown in Fig. 1(c), Modules $A$ and $C$ are cascaded with a damping operation.

**Damping Operation**—We use $\mu(t)$ and $v(t)$ to represent the output of either Module $A$ or $C$, respectively, in the $t$-th layer of the network. Next, given an initialization ($\mu(0), v(0)$), the damping update is carried out by

$$
\text{Damp}(\mu(t), v(t); \beta(t)) = \begin{bmatrix} \beta(t) \mu(t) - (1 - \beta(t)) \mu(t) \\ \beta(t) v(t) - (1 - \beta(t)) v(t) \end{bmatrix},
$$

for $t = 1, \ldots, T$, where $\beta(t) \in [0, 1]$ is the damping factor. The damping factors can be layer-dependent. For example, a damping factor is often started off with a small value and gradually increased with the iterations. In addition, the damping factors for Module $A$ or $C$ can be different. We denote the damping factors for Modules $A$ and $C$ by $\beta_z(t)$ and $\beta_x(t)$, respectively, while we simply denote it by $\beta(t)$ if $\beta_z(t) = \beta_x(t)$.

When the modules and damping operators are combined, the structure of GEC-SR-Net is depicted as follows:

\[A \rightarrow \text{Damp}(\cdot; \beta_z(1)) \rightarrow B_x \rightarrow C \rightarrow \text{Damp}(\cdot; \beta_x(1)) \rightarrow B_z \rightarrow \ldots \rightarrow A \rightarrow \text{Damp}(\cdot; \beta_z(T)) \rightarrow B_x \rightarrow C \rightarrow \text{Damp}(\cdot; \beta_x(T)) \rightarrow B_z.\]

(15)

The subsequent layers follow the same architecture as Layer 1, and we totally take the $T$ layers. The theoretical state evolutions (SEs) of GEC-SR for PR can be referred to [20]. We can simply substitute the damping factors to the SEs of GEC-SR to obtain a quick performance prediction for GEC-SR-Net. However, the SEs are derived under the large system limits and under certain assumptions, which may not be satisfied in application scenarios. Thus, the theoretical SEs cannot be used to determine the damping factors in practice.

In GEC-SR-Net, $\nu(0), \mu(0)$ are initialized by the spectral initializer as in [56] that often provides adequate initialization to any iterative PR algorithm. In addition, the damping factors $\beta_x = [\beta_x(1), \ldots, \beta_x(T)]$ and $\beta_z = [\beta_z(1), \ldots, \beta_z(T)]$ are learned directly from datasets.

Specifically, training is performed on the basis of $L$ samples using the training data of the form $(y_l^i, A^i, x^l)$ for $l = 1, 2, \ldots, L$, where transform matrix $A^i$ and signal $x^l$ are randomly generated for each sample, and $y_l^i$ is obtained using (1). By feeding $(y_l^i, A^i)$ into the network, GEC-SR-Net generates $\hat{\mu}_{1x}(t)$ at the $t$-th layer and eventually outputs $\hat{\mu}_{1x}(T)$ at the $T$-th layer as the reconstructed signal. In RP, the reconstructed signal can only be recovered up to a global phase difference. Therefore, to quantify the quality of the reconstructed signal, the ambiguity of each estimate must be removed by

$$
\text{dis} \left( x^l, \hat{\mu}_{1x}(t) \right) = e^{\phi(t)} \hat{\mu}_{1x}(t),
$$

(16)

where $\phi(t) = \angle((\hat{\mu}_{1x}(t))^H x^l)$. Therefore, the loss function is defined as

$$
\mathcal{L}(\beta_x, \beta_z) = \frac{1}{T} \sum_{t=1}^{T} \sum_{l=1}^{L} \| x^l - \text{dis} \left( x^l, \hat{\mu}_{1x}(t) \right) \|^2_2.
$$

(17)

An optimizer is used to tune ($\beta_x, \beta_z$) through back-propagation, which minimizes the loss function in (17) between the true signal, $x^l$, and the estimate, $\hat{\mu}_{1x}(t)$, of every layer.

**B. Hypernetworks**

In GEC-SR-Net, the damping factors are directly learned from training data to minimize the MSE of the reconstruction at each layer (or iteration). The learned damping factors also compensate for mismatches in model approximation and thus provide improved performance than the original GEC-SR. Despite the excellent performance, GEC-SR-Net has two disadvantages.

First, after training, the learned damping factors are fixed in testing and deployment. When statistical properties of data used during training are similar to those used during testing, GEC-SR-Net can exhibit excellent performance. However, a change in the statistical properties of datasets in testing, such as the distribution of $A$ or the signal-to-noise ratio (SNR) level, would require the damping factors to be retrained. Alternatively, we can learn the damping factors through various statistical datasets. However, because the needs of the damping factors vary from scenario to scenario, the learned damping factors would be too conservative to find a set of damping factors that can perform well in various scenarios, thereby resulting in limited improvement in convergence speed. The convergence speed is compromised with robustness in GEC-SR-Net.

Second, to apply the loss function in (17) for obtaining a set of damping factors, the number of layers in GEC-SR-Net should be fixed. For practical applications, the iteration number
should be adjustable under different scenarios. For example, in a certain scenario with poor convergence conditions, one should be able to increase the number of iterations dynamically to improve the signal reconstruction performance and vice versa. In this case, GEC-SR-Net has to retrain the damping factors for different scenarios.

To resolve the two problems, we leverage the idea from a hypernetwork [57]: an approach of using one network to generate the parameters for another network. In this subsection, we first describe the construction of a hypernetwork to generate the damping factors for GEC-SR-Net in a general form. Different hypernetwork architectures are presented in the next subsection.

Let \( f_{\text{out}} = F(f_{\text{in}}; \beta_x, \beta_z) \) be the primary network (i.e., GEC-SR-Net), where \( f_{\text{out}} \) and \( f_{\text{in}} \) represent the output and input, respectively; and \((\beta_x, \beta_z)\) are the damping factors that will be generated from the hypernetwork. The behavior of the primary network is the same as GEC-SR-Net. Specifically, the input of the primary network is \( f_{\text{in}} = \{x^t, A^t, v_{1z}(0), \mu_{1z}(0), v_{2z}(0), \mu_{2z}(0)\} \), where \( v_{1z}(0), \mu_{1z}(0) \) and \( v_{2z}(0), \mu_{2z}(0) \) are determined by a spectral initializer. The output of the primary network corresponds to the reconstructed signals of the \( T \) layers, that is, \( f_{\text{out}} = \{\mu^l_{1x}(1), \cdots, \mu^l_{1x}(T)\} \). Similarly, let

\[
g_{\text{out}} = G(g_{\text{in}}; \theta)
\]

be the hypernetwork, where \( g_{\text{out}} \) and \( g_{\text{in}} \) are the output and input, respectively; and \( \theta \) consists of the hypernetwork parameters. The hypernetwork takes a set of inputs that contain information about the damping factors and generates the damping factors for GEC-SR-Net as its output (Fig. 1(b)). We will discuss the architecture and input of the hypernetwork in the next subsection. An optimizer is used to learn \( \theta \) by minimizing the loss function

\[
\mathcal{L}(G(g_{\text{in}}; \theta)) = \frac{1}{L} \sum_{l=1}^{L} \sum_{t=1}^{T} \left\| x^l - \text{dis} \left( x^l, \mu^l_{1x}(t) \right) \right\|_2^2.
\]

After training the primary network together with the hypernetwork, we obtain the hypernetwork \( G(g_{\text{in}}; \theta) \) that can generate the optimal damping factors \((\beta_x, \beta_z)\) given a set of inputs. We call the whole network as GEC-SR-HyperNet, which can be regarded as a rule integration of the parameters of GEC-SR-Net.

Notably, hypernetworks in [57] are used to reduce the number of networks parameters that use a small network to generate the weights for a larger network. The hypernetworks of [57] can be seen as imposing weight-sharing layers. In this work, we use hypernetworks to enable GEC-SR-Net to adapt to various scenarios instead of introducing weight sharing. By feeding various scenarios of samples, the hypernetwork learns how to generate the damping factors of GEC-SR-Net. In particular, hypernetwork learns an integration of the trend to generate the damping factors of GEC-SR-Net for different scenarios. As a result, the generated damping factors still exhibited good performance even when the test scenarios are mismatched with the training scenarios.

In (1), we have normalized the noise to be standard Gaussian. In this case, the noise level is fixed to be one, and thus

\[
\sigma = [\sigma_1, \ldots, \sigma_N]
\]
the SNR is defined by
\[ \text{SNR} = \frac{\text{tr}(AA^H)}{M}. \] (21)

Specifically, we have absorbed the noise level into \( A \) by adjusting the scale of \( A \) to satisfy different SNR specifications. In this way, the dynamic range of \( \sigma \) should be very large. To make the network robust to the wide dynamic range, we normalize the singular values and set the inputs to the hypernetwork as
\[ g_{in} = \{ \sigma, \sqrt{\text{SNR}} \}, \] (22)
where \( \sigma = [\sigma_1, \ldots, \sigma_N] \) with \( \sigma_n = \sigma_n/|\sigma|_2 \) for \( n = 1, \ldots, N \). We can interpret \( \sigma \) as a distribution shape of \( A \) and \( \sqrt{\text{SNR}} \) as the working point of GEC-SR-Net.

Taking (22) into an input vector \( s \in \mathbb{R}^{N+1} \), we built our first hypernetwork, called GEC-SR-HyperNet, which is a simple two-layer network:
\[ \beta = S(W_2 \times \text{RELU}(W_1 s)), \] (23)
where \( \text{RELU}(a) = \max(0, a) \) and \( S(a) = 1/(1 + \exp^{-a}) \) are element-wise operations; and \( W_1 \in \mathbb{R}^{d \times (N+1)}, W_2 \in \mathbb{R}^{T \times d} \) are learnable parameters with \( d \) being the size of the hidden layer in the hypernetwork. The final layer of the hypernetwork is the sigmoid function, \( S(\cdot) \), which constrains the output in the range of damping factors (i.e., \( \beta(t) \in [0, 1] \)). The learnable parameters are \( \{W_1, W_2\} \) together with \( \beta \). During testing, the network simply takes the input, \( s \), to produce \( \beta \) for GEC-SR-Net.

The above architecture uses fully connected layers, which assume that GEC-SR-Net consists of a fixed number of layers \( T \). In practice, the iteration numbers in GEC-SR should vary according to different scenarios. If the number of layers changes, then the whole network must be retrained, which is inconvenient.

**Dynamic Hypernetwork:** To enable GEC-SR-HyperNet to work with varying layer numbers, we use a RNN to dynamically generate a damping factor that can vary online across layers. The RNN can be in long short-term memory (LSTM) [43] or gate recurrent unit network (GRU) [44] architectures. In this work, we select GRU because it has a simple architecture and comparable performance to the LSTM. When a hypernetwork consists of GRU, we call it HyperGRU. We call the architecture that uses GRU as a hypernetwork to generate the damping factors for GEC-SR-Net as GEC-SR-HyperGRU.

HyperGRU is made up of connecting \( T \) iteration sequence GRU (Fig. 2(b)). At every iteration \( t \), GRU takes the concatenated vector of input \( s(t) \) and the previous states, \( h(t−1) \) as its input, and then generates the output of the current states, \( h(t) \), and the damping factor, \( \beta(t) \). The GRU of each iteration shares the same parameters, that is, \( (W_r, W_z, W_i, W_o) \). We use a standard formulation of the GRU model (Fig. 2(c)), which is specifically given by
\[
\begin{align*}
\tilde{z}(t) &= S(W_z[h(t−1), s(t)]), \\
\tilde{r}(t) &= S(W_r[h(t−1), s(t)]), \\
\tilde{h}(t) &= \tanh(W_h[r(t) \odot h(t−1), s(t)]), \\
h(t) &= (1−z(t)) \odot h(t−1) + z(t) \odot \tilde{h}(t), \\
\beta(t) &= S(W_c h(t)),
\end{align*}
\] (24)
where \( r(t), z(t) \), and \( \tilde{h}(t) \) represent the reset gate, update gate, and state candidate for the \( t \)-th iteration layer, respectively. The \( \tanh \) function is an element-wise operation defined as \( \tanh(a) = (e^a - e^{-a}) / (e^a + e^{-a}) \). The current states, \( h(t) \), are computed by (24d) with \( \tilde{h}(t) \) and \( (t−1) \)-th state information \( h(t−1) \), where \( z(t) \) can be regarded as the rate of a trade-off between the state candidate and the previous state.

Notably, unlike GEC-SR-HyperNet, which generates all the damping factors at a time, GEC-SR-HyperGRU generates a damping factor sequentially. GEC-SR-HyperGRU generates either \( \beta_1(t) \) or \( \beta_2(t) \) at every iteration step \( t \) depending on its position by using
\[
s(t) = \left[ \sigma, \sqrt{\text{SNR}}, \beta(t−1), \beta(t−2), v(t) \right]^T, \] (25)
as its input, where \( \beta(t−1), \beta(t−2) \), and \( v(t) \) are either associated with the parameters for Module A or C. The dimension of vector \( s(t) \) is \( N + 4 \). More concretely, after Module A, the input parameters are \( \beta_1(t−1), \beta_2(t−2) \), and \( v_1(t) \), and the output of HyperGRU is \( \beta_2(t) \), while after Module C, the input parameters are \( \beta_1(t−1), \beta_2(t−2) \), and \( v_2(t) \), and the output of HyperGRU is \( \beta_2(t) \). In GEC-SR-HyperGRU, the input, \( (\sigma, \sqrt{\text{SNR}}) \), plays the same role as in GEC-SR-HyperNet, which dominates the essential convergence properties. The input, \( (\beta(t−1), \beta(t−2)) \), enables the hypernetwork to refer to the previous damping factor. Meanwhile, the input, \( v(t−1) \), enables the hypernetwork to refer to the MSE state of GEC-SR-Net to generate a damping factor of GEC-SR-Net at the next layer. Naturally, if \( v(t) \) increases incrementally, then one has to reduce the damping factor to prevent divergence, but if \( v(t) \) decreases slowly, then one has to decrease the damping factor to accelerate convergence speed. Therefore, the MSE information from the GEC-SR-Net enables the hypernetwork to act as a convergence control engine.

**Hypernetworks with Attention:** The empirical experiments show that GEC-SR-HyperNet and GEC-SR-HyperGRU do not perform as well as expected when a significant mismatch in terms of statistical property occurs between the training and testing datasets. The results are not quite reasonable because the hypernetwork should learn to adopt clinical settings and generate the optimal damping factors. A problem was observed from the experiments, in which the learned damping factors are only slightly changed over different scenarios. Therefore, we infer that a good hypernetwork should be able to pay attention to different input features under various scenarios to compute a proper representation of the inputs. Toward this end, we introduce an attention mechanism called self-attention [45] to compute a representation of inputs.

The self-attention function, also known as intra-attention,
relates the different positions of an input vector to compute a new representation of the input vector. Let $s = [s_1, s_2, \ldots, s_{d_s}]^T$ be an input vector of the attention function with dimension $d_s$. As illustrated in Fig. 3(c), the input vector is first transformed into two feature spaces, $b^{[h]}$ and $c^{[h]}$, to calculate the attention weights, where $b^{[h]} = W_b^{[h]}s$ and $c^{[h]} = W_c^{[h]}s$, with $W_b^{[h]}, W_c^{[h]} \in \mathbb{R}^{d_s \times d_c}$ being the learned parameter matrices. Then, the output of an attention head is computed as a weighted sum of the input elements

$$
\tilde{s}_j^{[h]} = \sum_{i=1}^{d_s} \alpha_{ij}^{[h]} s_j,
$$

where weight coefficient $\alpha_{ij}^{[h]}$ is computed using a softmax function

$$
\alpha_{ij}^{[h]} = \frac{\exp \left( b_{ij}^{[h]} c_{ij}^{[h]} / \sqrt{d_c} \right)}{\sum_{k=1}^{d_s} \exp \left( b_{ik}^{[h]} c_{ik}^{[h]} / \sqrt{d_c} \right)}.
$$

One can infer from (26) that $\alpha_{ij}^{[h]}$ measures the impact of the $i$-th feature on the $j$-th feature, which helps boost feature discriminability under different scenarios.

In summary, the self-attention function (or layer) can be understood as mapping input features $s$ into a new representation $\tilde{s}^{[h]} = [\tilde{s}_1^{[h]}, \tilde{s}_2^{[h]}, \ldots, \tilde{s}_{d_s}^{[h]}]^T$ that can enhance its representation capability under different scenarios. The parameters $(W_b^{[h]}, W_c^{[h]})$ are different per attention head $h$. That is, each attention head observes input features with different views, so multi-attention heads combine the attention features of each attention head (26) to get $H$ attention features.

---

**Fig. 3.** Block diagrams of (a) GEC-SR-HyperNet with a multi-attention, (b) multi-attention model, (c) $h$-th attention head model, and (d) $t$-th iteration GRU model with an attention head.

**Fig. 4.** Attention weights of input features in a logarithmic scale for (a) different SNR and (b) different singular distribution. $[\tilde{s}_1^{[1]}, \tilde{s}_2^{[2]}, \ldots, \tilde{s}_H^{[H]}]$. Eventually, we obtain a mixed feature

$$
\tilde{s} = \sum_{h=1}^{H} w_{m,h}^{[h]} \tilde{s}_h^{[h]}
$$

that combines different attention of views. Here, the combining weight vector, $w_m = [w_{m,1}^{[1]}, w_{m,2}^{[2]}, \ldots, w_{m,H}^{[H]}]$, is the learned parameters.

To understand the attention mechanism better, let us visualize some of the attention weights under different scenarios, whose simulation details can be referred to in Section IV. In the examples, the input is $s = [\tilde{\sigma}, \sqrt{\text{SNR}}]^T$, where $\tilde{\sigma} \in \mathbb{R}^{100}$ is the distribution shape of $A$, and the dimension of $s$ is $d_s = 101$. We use $\gamma = \tilde{\sigma}_{n+1} / \tilde{\sigma}_n$ to change the distribution shape of $A$. Fig. 4(a) illustrates the weights, $[\alpha_{11}^{[h]}, \alpha_{12}^{[h]}, \ldots, \alpha_{1d_s}^{[h]}]$, of an attention head under a fixed distribution shape $\gamma = 0.98$ but different SNRs, where the first 100 weights are with respect to (w.r.t.) the distribution shape $\tilde{\sigma}$, and the last weight is w.r.t. $\sqrt{\text{SNR}}$. In the low SNR regime, the weights on $\tilde{\sigma}$ and $\sqrt{\text{SNR}}$ are similar. The attention map increases its focus on $\sqrt{\text{SNR}}$ as SNR rises.

Fig. 4(b) shows the weights of an attention head under fixed SNR = 20 dB but different distribution shapes. To facilitate the observation of effects on the different distributions of $\tilde{\sigma}$, we do not display the weights w.r.t. different SNRs in Fig. 4(b).

---

Footnote 3: Here, we only show attention weights of an output. For the other output elements, their attention weights also have similar trend.
because their values remain similar under various distribution shapes. We find that the weights w.r.t. $\sigma$ change according to the distribution shapes. When the distribution shape is uniform (i.e., $\gamma = 1$), the weights on singular values are equal. When the distribution shape is skewed right (i.e., $\gamma = 0.99 \rightarrow 0.95$), the weights focus on the singular values with large magnitude. From the examples above, for different scenarios, the weights assigned to the input features are different, and we can see the relationship between the input and output that the model intends to draw.

In GEC-SR-HyperNet, we install the multi-head attention layer in the front of the static hypernetwork (Fig. 3(a)). In GEC-SR-HyperGRU, we install a single-attention head layer after the current state $h(t)$ (Fig. 3(d)), because the current state, which has been reset and updated, now serves as the input to generate the damping factor. In addition, we only consider the use of single-head attention rather than the multi-head attention in HyperGRU because the GRU model has merged input features and previous state information into the current state information.

IV. NUMERICAL RESULTS

We conduct simulations to compare the GEC-SR-Net and the proposed GEC-SR-HyperNet in terms of reconstruction accuracy and convergence speed. The following default parameters have been considered. The dimensions of transform matrix $A$ have $(M, N) = (400, 100)$. The training and testing sets contain 4,800 and 1,200 samples, respectively, with the format of $(y_i, A, x^i)$ per sample. The elements of $x^i$ are generated by i.i.d. Bernoulli-Gaussian (BG) distribution

$$p(x) = (1 - \rho)\delta(x) + \rho N_c(x; 0, \rho^{-1}) \quad (29)$$

with sparsity rate $\rho$ sampled randomly from a range $[0.3, 0.8]$. The transform matrix, $A^\dagger$, is generated according to the singular value decomposition (SVD) $A^\dagger = U\text{diag}(\sigma)V^H$ format, where $U \in \mathbb{C}^{400 \times 400}$ and $V \in \mathbb{C}^{100 \times 100}$ are unitary matrices, and $\text{diag}(\sigma)$ is a $400 \times 100$ diagonal matrix with non-negative real numbers $\sigma \in \mathbb{R}^{100}$ on the diagonal. The unitary matrices $U$ and $V$ are drawn uniformly with respect to the Haar measure, and the singular values, $\sigma$, are generated by two classes of distributions.

- The first class of $\sigma$ is generated according to the SVD of an i.i.d. Gaussian random matrix with the element being standard complex Gaussian. We refer to the corresponding matrix of this class as the Gaussian transform matrix.
- The second class of $\sigma$ is a geometric series, that is, $\gamma = \frac{\sigma_{n+1}}{\sigma_n}$, for $n = 1, 2, \cdots, 99$. We set $\gamma = 1$ and 0.97 during training.

The singular values are eventually adjusted by scale level to satisfy the SNR specification defined by (21), that is, $||\sigma||^2 = M \times \text{SNR}$. We set SNR during training in the range of $[15, 25]$ dB. The training set consists of two classes of singular value distributions, and each class contains 2,400 samples with different SNRs, sparsity rates, and unitary matrices $U, V$. Among the training set of the second class, the sample numbers for $\gamma = 1$ and 0.97 are equally distributed.

All the network models are implemented using Tensorflow and trained using a PC with an NVIDIA GeForce GTX 2080-Ti GPU. An Adam optimizer with a learning rate of 0.05 and a batch size of 100 is used to train the learnable parameters with $T = 10$ layers to minimize the loss functions.

A. Convergence Speed

First, we compare GEC-SR with some classical PR algorithms, such as Fienup’s HIO [6], RWF [11], and TAF [13], to obtain a quick sketch on the MSE and the convergence speed of the concerning algorithms. We also include prVAMP [18] because it is by far the most comparable algorithm to GEC-SR. Detailed comparisons between prVAMP and GEC-SR are also available in [20]. Fig. 5(a) illustrates the corresponding MSE of the concerned algorithms versus the number of iterations under sparsity rate $\rho = 0.5$ and Gaussian transform matrix. Considering that Fienup’s HIO, RWF, and TAF all need hundreds to thousands of iterations to converge, which
is far beyond the scale of GEC-SR, we only indicate their convergence values in Fig. 5(a). Clearly, GEC-SR overwhelms the competitors under various SNR scenarios.

Next, we compare GEC-SR-HyperNet with GEC-SR-Net to demonstrate the learning ability of the hypernetworks in Fig. 5(b). Recall that if \(\beta(t) = \beta_x(t)\), then we simply use \(\beta(t)\) to denote the damping factor. Three damping strategies, namely, exponentially decreasing damping \(\beta(t) = 0.9^t\), learned damping by GEC-SR-Net, and generated damping by GEC-SR-HyperNet, are considered. Notably, if the damping factors are manually set (e.g., \(\beta(t) = 0.9^t\)), then we directly refer to the reconstructor as GEC-SR. In Fig. 5(b), prVAMP appears to have a divergence trajectory in iterations but converges eventually. GEC-SR (i.e., \(\beta(t) = 0.9^t\)) shows a stable but slow convergence to an MSE level. GEC-SR-Net and GEC-SR-HyperNet converge rapidly and are comparable because of suitable damping factors. To obtain the benchmark performance, GEC-SR-Net is trained and tested under the datasets with the same statistical properties. For example, to test the case with SNR = 20 dB and \(\rho = 0.5\), GEC-SR-Net is also learned to obtain the optimal damping factors under the same statistical property. If the SNR is changed, then the damping factors of GEC-SR-Net are retrained. As discussed before, GEC-SR-HyperNet learns to generate the optimal damping factors for each different scenario, which can also be demonstrated by comparing the convergence speed of GEC-SR-Net and GEC-SR-HyperNet.

To compare the performance of different hypernetwork architectures, Fig. 6(a) shows the convergence performance of GEC-SR-HyperNet, GEC-SR-HyperGRU, and those with attentions, under Gaussian transform matrices. From the figures, all the hypernetworks are comparable with the benchmark GEC-SR-Net. GEC-SR-HyperGRU performs slightly better than GEC-SR-HyperNet, and the hypernetworks with attentions work slightly better than those without attentions. Fig. 6(b) compares the hypernetworks with traditional algorithms under Fourier transform matrices. The hypernetworks with attentions also have considerably better performance than their competitors.

**B. Robustness**

In previous experiments, the training and test sets are drawn from the same probability distribution, that is, they have the same singular value distributions of \(A\), prior distributions of \(x\), and SNR range, except Fig. 6(b). In this subsection, we examine the robustness of the proposed networks under mismatched distributions. In the following experiments, GEC-SR-Net is trained under SNR = 20 dB, \(\rho = 0.5\), and singular values with Gaussian transform matrices. The training datasets of GEC-SR-HyperNet, GEC-SR-HyperGRU, and their attention models are identical to those described at the beginning of this section. When talking about robustness, we mean that no network retrains according to the test distributions.

Fig. 7(a) illustrates the MSE trajectories of all the concerned networks under mismatched SNRs. In SNR = 10 dB, GEC-SR-HyperNet and GEC-SR-HyperGRU have faster convergence speeds than GEC-SR-Net. However, they do not perform as well as expected at SNR = 30 dB. We analyze the generated damping factors of the two models and realize that their corresponding damping factors only slightly change between SNRs = 10 dB and 30 dB. The results are not reasonable because the damping strategy should vary with SNR. By adding the attention layers, GEC-SR-HyperNet and GEC-SR-HyperGRU can overcome this problem, and their corresponding performance improvement dramatically. At \(t = 5\), GEC-SR-Net achieves MSE = }20 dB, and GEC-SR-HyperNet and GEC-SR-HyperGRU with attention reach \(-24\) dB. To better understand the performance of GEC-SR-HyperGRU with attention, we also attach the best result (light-gray solid line), where the additional samples with the same SNR are provided as testing in the training data set. The result demonstrates that GEC-SR-HyperGRU with attention can perform close to the best results even without using the statistical properties. GEC-SR-HyperGRU with attention can be trained under a wider SNR range (i.e., [10, 30] dB) to obtain the optimal result without any difficulty. Our training data restricted in the narrower SNR range (i.e., [15, 25] dB) just intend to evaluate the robustness of the models. Given that the attention mechanism should always be used in GEC-SR-HyperNet and GEC-SR-HyperGRU to obtain excellent

\(^5\) The source codes to train hypernetworks and reproduce Fig. 6(b) are available on https://github.com/Wangchangjen/GEC-SR-PR-HyperNets
results under mismatched scenarios, we only consider GEC-SR-HyperNet and GEC-SR-HyperGRU with attentions in the following experiments. For concise expression, we simply refer to GEC-SR-HyperNet and GEC-SR-HyperGRU with attentions as GEC-SR-HyperNet and GEC-SR-HyperGRU, respectively.

Fig. 7(b) illustrates the corresponding MSEs of the concerned networks under mismatched singular value distributions. Again, GEC-SR-HyperGRU shows the fastest convergence speed in all the testing cases and is close to the optimal result (light-gray solid line), which is reasonable. GEC-SR-HyperNet only considers environmental features (i.e., $\sigma$), while GEC-SR-HyperGRU considers not only the environment features but also the current state (i.e., $h(t)$) and convergence state (i.e., $\beta(t-2), \beta(t-1), v(t)$). In fact, GEC-SR-HyperGRU can adjust the damping factor online on the basis of its observations from the system state and convergence behavior.

Fig. 7(c) illustrates the resulting MSE trajectories under the different dimensions of transform matrix with fixed ratio $M/N = 4$ for SNR = 20 dB, $\rho = 0.5$, and distribution shape with $\gamma = 0.98$. We find that GEC-SR-HyperGRU also performs the best among the other network models.

Fig. 8(a) illustrates the corresponding MSEs under different sparsity rates $\rho$ for SNR = 20 dB, $(M, N) = (400, 100)$, and $\gamma = 0.98$. For dense prior (i.e., $\rho = 0.8$), GEC-SR-HyperNet has the same performance as GEC-SR-HyperGRU, but GEC-SR-HyperGRU has better performance than GEC-SR-HyperNet for sparse prior (i.e., $\rho = 0.2$).

Fig. 8(b) shows the reconstructions of the $50 \times 50$ smile face image for different algorithms under SNR = 15 dB, $(M, N) = (10000, 2500)$, and Gaussian transform matrix. The initialization of the image is blurry, and the reconstruction results of all the algorithms at $t = 3$ are shown. From the results, GEC-SR-HyperGRU and GEC-SR-HyperNet have the best and second-best reconstruction performance, respectively. GEC-SR-Net only achieves $-13.59$ dB, but GEC-SR-HyperNet and GEC-SR-HyperGRU reach $-19.12$ and $-21.07$ dB, respectively. These results indicate that the hypernetworks demonstrate better robustness than GEC-SR-Net, even for real image reconstructions. To further examine the capability of GEC-SR-HyperGRU for real images, Fig. 8(c) shows the reconstruction results of three $30 \times 30$ images at $t = 3, 5$ and SNR = 15, 15, 20 dB and with sparsity rates $\rho = \{0.1, 0.3, 0.9\}$ and the $(M, N) = (3600, 900)$ Gaussian transform matrix. Again, GEC-SR-HyperGRU exhibits a dramatically better performance than GEC-SR in all the tests.

GEC-SR may require matrix inversion per-iteration for certain applications. Accelerating the convergence speed also...
reduces the complexity significantly. To further understand the convergence speed and stability of different algorithms, Figs. 9(a) and 9(b) compare the algorithms under different measurement ratios \( R = M/N \) with finite iterations \( T \) for Gaussian and binary (i.e., the element of \( A \) being (0,1)-binary) transform matrices, respectively. Notably, all the networks are trained under Gaussian transform matrices with a size of \((M,N)=(400,100)\), as described at the beginning of this section. When similar Gaussian transform matrices are used in testing, Fig. 9(a) shows that GEC-SR-HyperNet has better performance than GEC-SR-Net, and GEC-SR-HyperGRU is the best among the competing algorithms. The above results demonstrate that GEC-SR-HyperGRU has a better reconstruction performance for a fixed number of iterations than the others. For example, GEC-SR-HyperGRU can converge to \(-15 \text{ dB}\) for \( M = 2.5N \) and \( T = 10 \), while GEC-SR only converges to \(-9 \text{ dB}\) under the same condition.

In [18], the signal reconstruction becomes a challenge under binary measurement matrices, in which many classical PR algorithms, such as prGAMP [15], PhaseMax [8], and PhaseLamp [9], show instability and fail even with high SNR. In this regime, Fig. 9(b) shows that all the GEC-SR-based algorithms (including prVAMP) also work while the number of iterations/layers is increased to \( T = 30 \). For GEC-SR-Net and GEC-SR-HyperNet, we set \( \beta(t) = 0.5 \) when \( t > 10 \) because we train the two models only for \( T = 10 \) layers. GEC-SR-Net exhibited the worst performance among the competing algorithms even under the same \( M/N = 4 \) setting as in training. This result is expected because GEC-SR-Net has shown weak robustness in the previous experiments under mismatched distributions. Moreover, GEC-SR-HyperNet cannot perform competitively because it only considers the general setting features and not the instability of the algorithms under binary measurement matrices. In contrast to GEC-SR-HyperNet, GEC-SR-HyperGRU considers the setting features and adaptively adjusts the damping factors based on its convergence state. Therefore, GEC-SR-HyperGRU shows stability and fast convergence speeds.

We have tested the robustness of the concerned algorithms under various mismatched distributions in terms of SNR, signal prior, transform matrix, and measurement sizes. The results demonstrate that GEC-SR-HyperGRU has advantages in recovery in terms of speed and accuracy. Importantly, GEC-SR-HyperGRU shows excellent robustness and retains its advantages even without retraining.

V. CONCLUSION

We have proposed a novel framework on deep unfolding. As a practice for robust PR, we have exploited a hypernetwork in the unfolded GEC-SR, called GEC-SR-HyperNet. GEC-SR-HyperNet incorporates the hypernetwork to generate the damping factors of GEC-SR-Net and adapt to the scenarios. To make the hypernetwork work with varying layer numbers, we use a RNN called GEC-SR-HyperGRU for dynamic hypernetwork. In addition, GEC-SR-HyperGRU considers the features of the forward model and convergence state in each iteration, thereby showing the best convergence and stability. We also introduce the attention function to relate the different positions of the input features under different scenarios and further improve the robustness of the hypernetwork. Our results show that GEC-SR-HyperGRU with attention provides excellent convergence speed and stability compared with existing state-of-the-art.

When the forward operator is defined, our basis algorithm, GEC-SR, can be applied to solve other inverse problems, such as quantization. Our evaluation under the PR setting is attributed to convergence issues, which are more challenging than quantization [61]. Therefore, the advantages of the hypernetwork to GEC-SR for other inverse problems are expected. Furthermore, we believe that our framework can be applied to other unfolded algorithms. For example, the application of the hypernetwork to a PnP recovery with a DNN denoiser [36, 37] should immediately enhance the original recovery in terms of speed, stability, and adaptability. A policy network via obtained deep reinforcement learning is developed recently in
to determine the internal parameters of PnP-ADMM automatically. The hypertunernet and the policy network should have their own merits, and their integration and comparison will be explored further in future works.
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