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ABSTRACT
Computer architectures are moving towards an era dominated by many-core machines with dozens or even hundreds of cores on a single chip. This unprecedented level of on-chip parallelism introduces a new dimension to scalability that current database management systems (DBMSs) were not designed for. In particular, as the number of cores increases, the problem of concurrency control becomes extremely challenging. With hundreds of threads running in parallel, the complexity of coordinating competing accesses to data will likely diminish the gains from increased core counts.

To better understand just how unprepared current DBMSs are for future CPU architectures, we performed an evaluation of concurrency control for on-line transaction processing (OLTP) workloads on many-core chips. We implemented seven concurrency control algorithms on a main-memory DBMS and using computer simulations scaled our system to 1024 cores. Our analysis shows that all algorithms fail to scale to this magnitude but for different reasons. In each case, we identify fundamental bottlenecks that are independent of the particular database implementation and argue that even state-of-the-art DBMSs suffer from these limitations. We conclude that rather than pursuing incremental solutions, many-core chips may require a completely redesigned DBMS architecture that is built from ground up and is tightly coupled with the hardware.

1. INTRODUCTION
The era of exponential single-threaded performance improvement is over. Hard power constraints and complexity issues have forced chip designers to move from single- to multi-core designs. Clock frequencies have increased for decades, but now the growth has stopped. Aggressive, out-of-order, super-scalar processors are now being replaced with simple, in-order, single issue cores [1]. We are entering the era of the many-core machines that are powered by a large number of these smaller, low-power cores on a single chip. Given the current power limits and the inefficiency of single-threaded processing, unless a disruptive technology comes along, increasing the number of cores is currently the only way that architects are able to increase computational power. This means that instruction-level parallelism and single-threaded performance will give way to massive thread-level parallelism.

As Moore’s law continues, the number of cores on a single chip is expected to keep growing exponentially. Soon we will have hundreds or perhaps a thousand cores on a single chip. The scalability of single-node, shared-memory DBMSs is even more important in the many-core era. But if the current DBMS technology does not adapt to this reality, all this computational power will be wasted on bottlenecks, and the extra cores will be rendered useless.

In this paper, we take a peek at this dire future and examine what happens with transaction processing at one thousand cores. Rather than looking at all possible scalability challenges, we limit our scope to concurrency control. With hundreds of threads running in parallel, the complexity of coordinating competing accesses to data will become a major bottleneck to scalability, and will likely dwindle the gains from increased core counts. Thus, we seek to comprehensively study the scalability of OLTP DBMSs through one of their most important components.

We implemented seven concurrency control algorithms in a main memory DBMS and used a high-performance, distributed CPU simulator to scale the system to 1000 cores. Implementing a system from scratch allows us to avoid any artificial bottlenecks in existing DBMSs and instead understand the more fundamental issues in the algorithms. Previous scalability studies used existing DBMSs [24, 26, 32], but many of the legacy components of these systems do not target many-core CPUs. To the best of our knowledge, there has not been an evaluation of multiple concurrency control algorithms on a single DBMS at such large scale.

Our analysis shows that all algorithms fail to scale as the number of cores increases. In each case, we identify the primary bottlenecks that are independent of the DBMS implementation and argue that even state-of-the-art systems suffer from these limitations. We conclude that to tackle this scalability problem, new concurrency control approaches are needed that are tightly co-designed with many-core architectures. Rather than adding more cores, computer architects will have the responsibility of providing hardware solutions to DBMS bottlenecks that cannot be solved in software.

This paper makes the following contributions:

- A comprehensive evaluation of the scalability of seven concurrency control schemes.
- The first evaluation of an OLTP DBMS on 1000 cores.
- Identification of bottlenecks in concurrency control schemes that are not implementation-specific.

The remainder of this paper is organized as follows. We begin in Section 2 with an overview of the concurrency control schemes
used in our evaluation. Section 3 describes the components of our study. We present our analysis in Sections 4 and 5, followed by a discussion of results in Section 6. Finally, we survey related work in Section 7 and discuss future research directions in Section 8.

2. CONCURRENCY CONTROL SCHEMES

OLTP database systems support the part of an application that interacts with end-users. End-users interact with the front-end application by sending it requests to perform some function (e.g., reserve a seat on a flight). The application processes these requests and then executes transactions in the DBMS. Such users could be humans on their personal computer or mobile device, or another computer program potentially running somewhere else in the world.

A transaction in the context of one of these systems is the execution of a sequence of one or more operations (e.g., SQL queries) on a shared database to perform some higher-level function [17]. It is the basic unit of change in a DBMS: partial transactions are not allowed, and the effect of a group of transactions on the database’s state is equivalent to any serial execution of all transactions. The transactions in modern OLTP workloads have three salient characteristics: (1) they are short-lived (i.e., no user stalls), (2) they touch a small subset of data using index look-ups (i.e., no full table scans or large joins), and (3) they are repetitive (i.e., executing the same queries with different inputs) [38].

An OLTP DBMS is expected to maintain four properties for each transaction that it executes: (1) atomicity, (2) consistency, (3) isolation, and (4) durability. These unifying concepts are collectively referred to with the ACID acronym [20]. Concurrency control permits end-users to access a database in a multi-programmed fashion while preserving the illusion that each of them is executing their transaction alone on a dedicated system [3]. It essentially provides the atomicity and isolation guarantees in the system.

We now describe the different concurrency control schemes that we explored in our many-core evaluation. For this discussion, we follow the canonical categorization that all concurrency schemes are either a variant of two-phase locking or timestamp ordering protocols [3]. Table 1 provides a summary of these different schemes.

| Scheme Type | Description |
|-------------|-------------|
| 2PL | Two-phase locking (2PL) was the first provably correct method of ensuring the correct execution of concurrent transactions in a database system [6, 12]. Under this scheme, transactions have to acquire locks for a particular element in the database before they are allowed to execute a read or write operation on that element. The transaction must acquire a read lock before it is allowed to read that element, and similarly it must acquire a write lock in order to modify that element. The DBMS maintains locks for each tuple or at a higher logical level (e.g., tables, partitions) [14]. The ownership of locks is governed by two rules: (1) different transactions cannot simultaneously own conflicting locks, and (2) once a transaction surrenders ownership of a lock, it may never obtain additional locks [3]. A read lock on an element conflicts with a write lock on that same element. Likewise, a write lock on an element conflicts with a write lock on the same element. In the first phase of 2PL, known as the growing phase, the transaction is allowed to acquire as many locks as it needs without releasing locks [12]. When the transaction releases a lock, it enters the second phase, known as the shrinking phase; it is prohibited from obtaining additional locks at this point. When the transaction terminates (either by committing or aborting), all the remaining locks are automatically released back to the coordinator. 2PL is considered a pessimistic approach in that it assumes that transactions will conflict and thus they need to acquire locks to avoid this problem. If a transaction is unable to acquire a lock for an element, then it is forced to wait until the lock becomes available. If this waiting is uncontrolled (i.e., indefinite), then the DBMS can incur deadlocks [3]. Thus, a major difference among the different variants of 2PL is in how they handle deadlocks and the actions that they take when a deadlock is detected. We now describe the different versions of 2PL that we have implemented in our evaluation framework, contrasting them based on these two details: |
| DL_DETECT | 2PL with deadlock detection. |
| NO_WAIT | 2PL with non-waiting deadlock prevention. |
| WAIT_DIE | 2PL with wait-and-die deadlock prevention. |
| TIMESTAMP | Basic T/O algorithm. |
| T/O | Multi-version T/O. |
| OCC | Optimistic concurrency control. |
| H-STORE | T/O with partition-level locking. |
| Table 1: The concurrency control schemes evaluated in this paper |

| Table 2: Comparison of concurrency control schemes |
|---------------------------------|-----------------|
| Scheme Type | Description |
|-------------|-------------|
| Optimistic concurrency control (OCC) | The DBMS monitors a wait-for graph of transactions and checks for cycles (i.e., deadlocks) [19]. When a deadlock is found, the system must choose a transaction to abort and restart in order to break the cycle. In practice, a centralized deadlock detector is used for cycle detection. The detector chooses which transaction to abort based on the amount of resources it has already used (e.g., the number of locks it holds) to minimize the cost of restarting a transaction [3]. |
| T/O | Multi-version T/O. |
| MVCC | Timestamp ordering (T/O) concurrency control schemes generate a serialization order of transactions a priori and then the DBMS enforces this order. A transaction is assigned a unique, monotonically increasing timestamp before it is executed; this timestamp is used by the DBMS to process conflicting operations in the proper order (e.g., read and write operations on the same element, or two separate write operations on the same element) [3]. We now describe the T/O schemes implemented in our test-bed. The key differences between the schemes are (1) the granularity that the DBMS checks for conflicts (i.e., tuples vs. partitions) and (2) the number of operations that the DBMS checks for these conflicts (i.e., while the transaction is running or at the end). |
| Basic T/O (TIMESTAMP) | Every time a transaction reads or modifies a tuple in the database, the DBMS compares the timestamp of the transaction with the timestamp of the last transaction that reads or writes the same tuple. For any read or write operation, the DBMS rejects the request if the transaction’s timestamp is less than the timestamp of the last write to that tuple. Likewise, for a write operation, the DBMS rejects it if the transaction’s timestamp is less than the timestamp of the last read to that tuple. In TIMES- |
TAMP, a read query makes a local copy of the tuple to ensure repeatable reads since it is not protected by locks. When a transaction is aborted, it is assigned a new timestamp and then restarted. This corresponds to the “basic T/O” algorithm as described in [3], but our implementation uses a decentralized scheduler.

Multi-version Concurrency Control (MVCC): Under MVCC, every write operation creates a new version of a tuple in the database [4, 5]. Each version is tagged with the timestamp of the transaction that created it. The DBMS maintains an internal list of the versions of an element. For a read operation, the DBMS determines which version in this list the transaction will access. Thus, it ensures a serializable ordering of all operations. One benefit of MVCC is that the DBMS does not reject operations that arrive late. That is, the DBMS does not reject a read operation because the element that it targets has already been overwritten by another transaction [5].

Optimistic Concurrency Control (OCC): The DBMS tracks the read/write sets of each transaction and stores all of their write operations in their private workspace [28]. When a transaction commits, the system determines whether the transaction’s read set overlaps with the write set of any concurrent transactions. If no overlap exists, then the DBMS applies the changes from the transaction’s workspace into the database; otherwise, the transaction is aborted and restarted. The advantage of this approach for main memory DBMSs is that transactions write their updates to shared memory only at commit time, and thus the contention period is short [42]. Modern implementations of OCC include Silo [42] and Microsoft’s Hekaton [11, 29]. In this paper, our algorithm is similar to Hekaton in that we parallelize the validation phase and thus is more scalable than the original algorithm [28].

T/O with Partition-level Locking (H-STORE): The database is divided into disjoint subsets of memory called partitions. Each partition is protected by a lock and is assigned a single-threaded execution engine that has exclusive access to that partition. Each transaction must acquire the locks for all of the partitions that it needs to access before it is allowed to start running. This requires the DBMS to know what partitions that each individual transaction will access before it begins [34]. When a transaction request arrives, the DBMS assigns it a timestamp and then adds it to all of the lock acquisition queues for its target partitions. The execution engine for a partition removes a transaction from the queue and grants it access to that partition if the transaction has the oldest timestamp in the queue [38]. Smallbase was an early proponent of this approach [22], and more recent examples include H-Store [27].

3. MANY-CORE DBMS TEST-BED

Since many-core chips do not yet exist, we performed our analysis through Graphite [30], a CPU simulator that can scale up to 1024 cores. For the DBMS, we implemented a main memory OLTP engine that only contains the functionality needed for our experiments. The motivation for using a custom DBMS is twofold. First, we can ensure that no other bottlenecks exist other than concurrency control. This allows us to study the fundamentals of each scheme in isolation without interference from unrelated features. Second, using a full-featured DBMS is impractical due to the considerable slowdown of simulators (e.g., Graphite has an average slowdown of 10,000x). Our engine allows us to limit the experiments to reasonable times. We now describe the simulation infrastructure, the DBMS engine, and the workloads used in this study.

3.1 Simulator and Target Architecture

Graphite [30] is a fast CPU simulator for large-scale multi-core systems. Graphite runs off-the-shelf Linux applications by creating a separate thread for each core in the architecture. As shown in Fig. 1, each application thread is attached to a simulated core thread that can then be mapped to different processes on separate host machines. For additional performance, Graphite relaxes cycle accuracy, using periodic synchronization mechanisms to model instruction-level granularity. As with other similar CPU simulators, it only executes the application and does not model the operating system. For this paper, we deployed Graphite on a 22-node cluster, each with dual-socket Intel Xeon E5-2670 and 64GB of DRAM.

The target architecture is a tiled multi-core CPU, where each tile contains a low-power, in-order processing core, 32KB L1 instruction/data cache, a 512KB L2 cache slice, and a network router. This is similar to other commercial CPUs, such as Tilera’s Tiler64 (64 cores), Intel’s SCC (48 cores), and Intel’s Knights Landing (72 cores) [1]. Tiles are interconnected using a high-bandwidth, 2D-mesh on-chip network, where each hop takes two cycles. Both the tiles and network are clocked at 1GHz frequency. A schematic of the architecture for a 64-core machine is depicted in Fig. 2.

We use a shared L2-cache configuration because it is the most common last-level cache design for commercial multi-cores. In a comparison experiment between shared and private L2-caches, we observe that shared caches lead to significantly less memory traffic and higher performance for OLTP workloads due to its increased aggregate cache capacity (results not shown). Since L2 slices are distributed among the different tiles, the simulated multi-core system is a NUCA (Non-Uniform Cache Access) architecture, where L2-cache latency increases with distance in the 2D-mesh.

3.2 DBMS

We implemented our own lightweight main memory DBMS based on pthreads to run in Graphite. It executes as a single process with the number of worker threads equal to the number of cores, where each thread is mapped to a different core. All data in our DBMS is stored in memory in a row-oriented manner. The system supports basic hash table indexes and a pluggable lock manager that allows us swap in the different implementations of the concurrency control schemes described in Section 2. It also allows the indexes and lock manager to be partitioned (as in the case with the H-STORE scheme) or run in a centralized mode.

| Application | Target Multicore | Host Machines |
|-------------|------------------|---------------|
|             |                  |               |

Figure 1: Graphite Simulator Infrastructure – Application threads are mapped to simulated core threads deployed on multiple host machines.

Figure 2: Target Architecture – Tiled chip multi-processor with 64 tiles and a 2D-mesh network-on-chip. Each tile contains a processing core, L1 and L2 caches, and a network switch (SW).
Client threads are not simulated in our system; instead, each worker contains a fixed-length queue of transactions that are served in order. This reduces the overhead of network protocols, which are inherently difficult to model in the simulator. Each transaction contains program logic intermixed with query invocations. The queries are executed serially by the transaction’s worker thread as they are encountered in the program logic. Transaction statistics, such as throughput, latency, and abort rates, are collected after a warm-up period that is long enough for the system to achieve a steady state.

In addition to runtime statistics, our DBMS also reports how much time each transaction spends in the different components of the system [21]. We group these measurements into six categories:

**USEFUL WORK**: The time that the transaction is actually executing application logic and operating on tuples in the system.

**ABORT**: The overhead incurred when the DBMS rolls back all of the changes made by a transaction that aborts.

**TS ALLOCATION**: The time that the system acquires a unique timestamp from the centralized allocator. For those concurrency control schemes that require a timestamp, the allocation overhead happens only once per transaction.

**INDEX**: The time that the transaction spends in the hash indexes for tables, including the overhead of low-level latching of the buckets in the hash tables.

**WAIT**: The total amount of time that a transaction has to wait. A transaction may either wait for a lock (e.g., 2PL) or for a tuple whose value is not ready yet (e.g., T/O).

**MANAGER**: The time that the transaction spends in the lock manager or the timestamp manager. This excludes any time that it has to wait.

### 3.3 Workloads

We next describe the two benchmarks that we implemented in our test-bed for this analysis.

**YCSB**: The Yahoo! Cloud Serving Benchmark is a collection of workloads that are representative of large-scale services created by Internet-based companies [8]. For all of the YCSB experiments in this paper, we used a ~20GB YCSB database containing a single table with 20 million records. Each YCSB tuple has a single primary key column and then 10 additional columns each with 100 bytes of randomly generated string data. The DBMS creates a single hash index for the primary key.

Each transaction in the YCSB workload by default accesses 16 records in the database. Each access can be either a read or an update. The transactions do not perform any computation in their program logic. All of the queries are independent from each other; that is, the input of one query does not depend on the output of a previous query. The records accessed in YCSB follows a Zipfian distribution that is controlled by a parameter called \( \theta \) that affects the level of contention in the benchmark [18]. When \( \theta = 0 \), all tuples are accessed with the same frequency. But when \( \theta = 0.6 \) or \( \theta = 0.8 \), a hotspot of 10% of the tuples in the database are accessed by ~40% and ~60% of all transactions, respectively.

**TPC-C**: This benchmark is the current industry standard for evaluating the performance of OLTP systems [40]. It consists of nine tables that simulate a warehouse-centric order processing application. All of the transactions in TPC-C provide a WAREHOUSE id as an input parameter for the transaction, which is the ancestral foreign key for all tables except ITEM. For a concurrency control algorithm that requires data partitioning (i.e., H-STORE), TPC-C is partitioned based on this warehouse id.

Only two (Payment and NewOrder) out of the five transactions in TPC-C are modeled in our simulation. Since these two comprise 88% of the total TPC-C workload, this is a good approximation. Our version of TPC-C is a “good faith” implementation, although we omit the “thinking time” for worker threads. Each worker issues transactions without pausing; this mitigates the need to increase the size of the database with the number of concurrent transactions.

### 3.4 Simulator vs. Real Hardware

To show that using the Graphite simulator generates results that are comparable to existing hardware, we deployed our DBMS on an Intel Xeon E7-4830 and executed a read-intensive YCSB workload with medium contention (\( \theta = 0.6 \)). We then executed the same workload in Graphite with the same number of cores.

The results in Fig. 3 show that all of the concurrency control schemes exhibit the same performance trends on Graphite and the real CPU. We note, however, that the relative performance difference between MVCC, TIMESTAMP, and OCC is different in Fig. 3b. This is because MVCC accesses memory more than the other two schemes and those accesses are more expensive on a two-socket system. Graphite models a single CPU socket and thus there is no inter-socket traffic. In addition to this, the throughput of the T/O-based and WAIT_DIE schemes drops on 32 cores due to the overhead of cross-core communication during timestamp allocation. We address this issue in Section 4.3.

### 4. DESIGN CHOICES & OPTIMIZATIONS

One of the main challenges of this study was designing a DBMS and concurrency control schemes that are as scalable as possible. When deploying a DBMS on 1000 cores, many secondary aspects of the implementation become a hindrance to performance. We did our best to optimize each algorithm, removing all possible scalability bottlenecks while preserving their essential functionality. Most of this work was to eliminate shared data structures and devise distributed versions of the classical algorithms [3].

In this section, we discuss our experience with developing a many-core OLTP DBMS and highlight the design choices we made to achieve a scalable system. Additionally, we identify fundamental bottlenecks of both the 2PL and T/O schemes and show how hardware support mitigates these problems. We present our detailed analysis of the individual schemes in Section 5.

### 4.1 General Optimizations

We first discuss the optimizations that we added to improve the DBMS’s performance across all concurrency control schemes.

**Memory Allocation**: One of the first limitations we encountered when trying to scale our DBMS to large core counts was the malloc function. When using the default Linux version of malloc, we found that the DBMS spends most of the time waiting for memory allocation. This is a problem even for read-only workloads, since the DBMS still needs to copy records for reads in TIMESTAMP and
to create internal meta-data handles for access tracking data structures. We tried running optimized versions (TCMalloc [15], jemalloc [13]), but both yielded similar disappointing results.

We overcame this by writing a custom malloc implementation. Similar to TCMalloc and jemalloc, each thread is assigned its own memory pool. But the difference is that our allocator automatically resizes the pools based on the workload. For example, if a benchmark frequently allocates large chunks of contiguous memory, the pool size increases to amortize the cost for each allocation.

**Lock Table:** As identified in previous work [26, 36], the lock table is another key contention point in DBMSs. Instead of having a centralized lock table or timestamp manager, we implemented these data structures in a per-tuple fashion where each transaction only latches the tuples that it needs. This improves scalability, but increases the memory overhead because the DBMS maintains additional meta-data for the lock sharer/waiter information. In practice, this meta-data (several bytes) is negligible for large tuples.

**Mutexes:** Accessing a mutex lock is an expensive operation that requires multiple messages to be sent across the chip. A central critical section protected by a mutex will limit the scalability of any system (cf. Section 4.3). Therefore, it is important to avoid using mutexes on the critical path. For 2PL, the mutex that protects the centralized deadlock detector is the main bottleneck, while for T/O algorithms it is the mutex used for allocating unique timestamps. In the subsequent sections, we describe the optimizations that we developed to obviate the need for these mutexes.

### 4.2 Scalable Two-Phase Locking

We next discuss the optimizations for the 2PL algorithms.

**Deadlock Detection:** For DL_DETECT, we found that the deadlock detection algorithm is a bottleneck when multiple threads compete to update their waits-for graph in a centralized data structure. We solved this by partitioning the data structure across cores and making the deadlock detector completely lock-free. Now when a transaction updates its waits-for graph, its thread updates its queue with the transactions that it is waiting for without any locks. This step is local (i.e., no cross-core communication), as the thread does not write to the queues of other transactions.

In the deadlock detection process, a thread searches for cycles in a partial waits-for graph constructed by only reading the queues of related threads without locking the queues. Although this approach may not discover a deadlock immediately after it forms, the thread is guaranteed to find it on subsequent passes [5].

**Lock Thrashing:** Even with improved detection, DL_DETECT still does not scale due to lock thrashing. This occurs when a transaction holds its locks until it commits, blocking all the other concurrent transactions that attempt to acquire those locks. This becomes a problem with high contention and a large number of concurrent transactions, and thus is the main bottleneck of all 2PL schemes.

### 4.3 Scalable Timestamp Ordering

Finally, we discuss the optimizations that we developed to improve the scalability of the T/O-based algorithms.

**Timestamp Allocation:** All T/O-based algorithms make ordering decisions based on transactions’ assigned timestamps. The DBMS must therefore guarantee that each timestamp is allocated to only one transaction. A naive approach to ensure this is to use a mutex in the allocator’s critical section, but this leads to poor performance. Another common solution is to use an atomic addition operation to advance a global logical timestamp. This requires fewer instructions and thus the DBMS’s critical section is locked for a smaller period of time than with a mutex. But as we will show, this
approach is still insufficient for a 1000-core CPU. We now discuss three timestamp allocation alternatives: (1) atomic addition with batching [42], (2) CPU clocks, and (3) hardware counters.

With the batched atomic addition approach, the DBMS uses the same atomic instruction to allocate timestamps, but the timestamp manager returns multiple timestamps together in a batch for each request. This method was first proposed in the Silo DBMS [42].

To generate a timestamp using clock-based allocation, each worker thread reads a logical clock from its local core and then concatenates it with its thread id. This provides good scalability as long as all the clocks are synchronized. In distributed systems, synchronization is accomplished using software protocols [31] or external clocks [9]. On a many-core CPU, however, this imposes large overhead and thus requires hardware support. As of July 2014, only Intel CPUs support synchronized clocks across cores.

Lastly, the third approach is to use an efficient, built-in hardware counter. The counter is physically located at the center of the CPU such that the average distance to each core is minimized. No existing CPU currently supports this. Thus, we implemented a counter in Graphite where a timestamp request is sent through the on-chip network to increment it atomically in a single cycle.

To determine the maximum rate that the DBMS can allocate timestamps for each method, we ran a micro-benchmark where threads continually acquire new timestamps. The throughput as a function of the number of cores is shown in Fig. 6. We first note that mutex-based allocation has the lowest performance, with ~1 million timestamps per second (ts/s) on 1024 cores. The atomic addition method reaches a maximum of 30 million ts/s with a small number of cores, but throughput decreases with the number of cores down to 8 million ts/s. This is due to the cache coherence traffic from writing back and invalidating the last copy of the corresponding cache line for every timestamp. This takes one round trip of communication across the chip or ~100 cycles for a 1024-core CPU, which translates to a maximum throughput of 10 million ts/s at 1GHz frequency. Batching these allocations does help, but it causes performance issues when there is contention (see below).

The hardware-based solutions are able to scale with the number of cores. Because incrementing the timestamp takes only one cycle with the hardware counter-based approach, this method achieves a maximum throughput of 1 billion ts/s. The performance gain comes from removing the coherence traffic by executing the addition operation remotely. The clock-based approach has ideal (i.e., linear) scaling, since this solution is completely decentralized.

We also tested the different allocation schemes in the DBMS to see how they perform for real workloads. For this experiment, we executed a write-intensive YCSB workload with two different contention levels using the TIMESTAMP scheme. The results in Fig. 7a show that with no contention, the relative performance of the allocation methods are the same as in Fig. 6. When there is contention, however, the trends in Fig. 7b are much different. First, the DBMS’s throughput with the batched atomic addition method is much worse. This is because when a transaction is restarted due to a conflict, it gets restarted in the same worker thread and is assigned the next timestamp in the last batch. But this new timestamp will also be less than the one for the other transaction that caused the abort, and thus it will continually restart until the thread fetches a new batch. The non-batched atomic addition method performs as well as the clock and hardware counter approaches. Hence, for this paper the DBMS uses atomic addition without batching to allocate timestamps because the other approaches require specialized hardware support that is currently not available on all CPUs.

**Distributed Validation:** The original OCC algorithm contains a critical section at the end of the read phase, where the transaction’s read set is compared to previous transactions’ write sets to detect conflicts. Although this step is short, as mentioned above, any mutex-protected critical section severely hurts scalability. We solve this problem by using per-tuple validation that breaks up this check into smaller operations. This is similar to the approach used in Hekaton [29] but it is simpler, since we only support a single version of each tuple.

**Local Partitions:** We optimized the original H-STORE protocol to take advantage of shared memory. Because the DBMS’s worker threads run in a single process, we allow multi-partition transactions to access tuples at remote partitions directly instead of sending query requests that are executed by the remote partitions’ worker threads. This allows for a simpler implementation that is faster than using intra-process communication. With this approach, the data is not physically partitioned since on-chip communication latency is low. Read-only tables are accessed by all threads without replication, thus reducing the memory footprint. Finally, we use the same timestamp allocation optimizations from above to avoid the mandatory wait time to account for clock skew [38].

### 5. Experimental Analysis

We now present the results from our analysis of the different concurrency control schemes. Our experiments are grouped into two categories: (1) scalability and (2) sensitivity evaluations. For the former, we want to determine how well the schemes perform as we increase the number of cores. We scale the number of cores up to 1024 while fixing the workload parameters. With the sensitivity experiments, we vary a single workload parameter (e.g., transaction access skew). We report the DBMS’s total simulated throughput as well as a breakdown of the amount of time that each worker thread spends in the different parts of the system listed in Section 3.2.

We begin with an extensive analysis of the YCSB workload. The nature of this workload allows us to change its parameters and create a variety of scenarios that stress the concurrency control schemes in different ways. Next, we analyze the TPC-C workload, where we vary the number of warehouses and observe the impact on the throughput of the algorithms. The H-STORE scheme is excluded from our initial experiments and is only introduced in Section 5.5 when we analyze database partitioning.
and \( \theta \) (cf. Section 3.3). We use the medium and high contention of these accesses will modify the tuple with a 50% probability. The actions that access 16 tuples at time. Within each transaction, each transaction competes to access the same data. As a result, this increases contention. This can be from either skew in the popularity of elements in the same time is small. In reality, the access distribution of an OLTP scenario, as it generates no data contention. But even if we introduce skew, where certain tuples are more likely to be accessed than others. This is from either skew in the popularity of elements in the database or skew based on temporal locality (i.e., newer tuples are accessed more frequently). As a result, this increases contention because transactions compete to access the same data.

We executed a write-intensive YCSB workload comprising transactions that access 16 tuples at time. Within each transaction, each of these accesses will modify the tuple with a 50% probability. The amount of skew in the workload is determined by the parameter \( \theta \) (cf. Section 3.3). We use the medium and high contention levels for the transactions' access patterns.

The medium contention results in Fig. 9 show that NO_WAIT and WAIT_DIE are the only 2PL schemes that scales past 512 cores. NO_WAIT scales better than WAIT_DIE. For DL_DETECT, the breakdown in Fig. 9b indicates that the DBMS spends a larger percentage of its time waiting in these schemes. DL_DETECT is inhibited by lock thrashing at 256 cores. NO_WAIT is the most scalable because it eliminates this waiting. We note, however, that both NO_WAIT and WAIT_DIE have a high transaction abort rate. This is not an issue in our experiments because restarting an aborted transaction has low overhead; the time it takes to undo a transaction is slightly less than the time it takes to re-execute the transactions queries. But in reality, the overhead may be larger for workloads where transactions have to rollback changes to multiple tables, indexes, and materialized views.

The results in Fig. 9a also show that the T/O algorithms perform well in general. Both TIMESTAMP and MVCC are able to overlap operations and reduce the waiting time. MVCC performs slightly better since it keeps multiple versions of a tuple and thus can serve read requests even if they have older timestamps. OCC does not perform as well because it spends a large portion of its time aborting transactions; the overhead is worse since each transaction has to finish before the conflict is resolved.

With higher contention, the results in Fig. 10 show that performance of all of the algorithms is much worse. Fig. 10a shows that almost all of the schemes are unable to scale to more than 64 cores. Beyond this point, the DBMS’s throughput stops increasing and there is no performance benefit to the increased core count. NO_WAIT initially outperforms all the others, but then succumbs to lock thrashing (cf. Fig. 4). Surprisingly, OCC performs the best on 1024 cores. This is because although a large number of transactions conflict and have to abort during the validation phase, one transaction is always allowed to commit. The time breakdown in Fig. 10b shows that the DBMS spends a larger amount of time aborting transactions in every scheme.

To better understand when each scheme begins to falter with increased contention, we fixed the number of cores to 64 and performed a sensitivity analysis on the skew parameter (\( \theta \)). The results in Fig. 11 indicate that for \( \theta \) values less than 0.6, the contention has little effect on the performance. But for higher settings, there is a sudden drop in throughput that renders all algorithms non-scalable and approaches zero for values greater than 0.8.
Figure 10: Write-Intensive Workload (High Contention) – Results for YCSB workload with high contention ($\theta$=0.8).

Figure 11: Write-Intensive Workload (Variable Contention) – Results for YCSB workload with varying level of contention on 64 cores.

5.3 Working Set Size

The number of tuples accessed by a transaction is another factor that impacts scalability. When a transaction’s working set is large, it increases the likelihood that the same data is accessed by concurrent transactions. For 2PL algorithms, this increases the length of time that locks are held by a transaction. With T/O, however, longer transactions may reduce timestamp allocation contention. In this experiment, we vary the number of tuples accessed per transaction in a write-intensive YCSB workload. Because short transactions leads to higher throughput, we measure the number of tuples accessed per second, rather than transactions completed. We use the medium skew setting ($\theta$=0.6) and fix the core count to 512.

The results in Fig. 12 show that when transactions are short, the lock contention is low. DL_DETECT and NO_WAIT have the best performance in this scenario, since there are few deadlocks and the number of aborts is low. But as the transactions’ working set size increases, the performance of DL_DETECT degrades due to the overhead of thrashing. For the T/O algorithms and WAIT_DIE, the throughput is low when the transactions are short because the DBMS spends a majority of its time allocating timestamps. But as the transactions become longer, the timestamp allocation cost is amortized. OCC performs the worst because it allocates double the number of timestamps as the other schemes for each transaction.

Fig. 12b shows the time breakdown for transaction length equals to one. Again, we see that the T/O schemes spend most of their execution time allocating timestamps. As the transactions become longer, Figs. 8b and 9b shows that the allocation is no longer the main bottleneck. The results in Fig. 12 also show that the T/O-based algorithms are more tolerant to contention than DL_DETECT.

5.4 Read/Write Mixture

Another important factor for concurrency control is the read/write mixtures of transactions. More writes leads to more contention that affect the algorithms in different ways. For this experiment, we use YCSB on a 64 core configuration and vary the percentage of read queries executed by each transaction. Each transaction executes 16 queries using the high skew setting ($\theta$=0.8).

The results in Fig. 13 indicate that all of the algorithms achieve better throughput when there are more read transactions. At 100% reads, the results match the previous read-only results in Fig. 8a. TIMESTAMP and OCC do not perform well because they copy tuples for reading. MVCC stand out as having the best performance when there are small number of write transactions. This is also an example of where supporting non-blocking reads through multiple versions is most effective; read queries access the correct version of a tuple based on timestamps and do not need to wait for a writing transaction. This is a key difference from TIMESTAMP, where late arriving queries are rejected and their transactions are aborted.

5.5 Database Partitioning

Up to this point in our analysis, we assumed that the database is stored as a single partition in memory and that all worker threads can access any tuple. With the H-STORE scheme, however, the DBMS splits the database into disjoint subsets to increase scalability [38]. This approach achieves good performance only if the database is partitioned in such a way that enables a majority of transactions to only need to access data at a single partition [34]. H-STORE does not work well when the workload contains multi-partition transactions because of its coarse-grained locking scheme. It also matters how many partitions each transaction accesses; for example, H-STORE will still perform poorly even with a small number of multi-partition transactions if they access all partitions.
To explore these issues in a many-core setting, we first compare H-STORE to the six other schemes under ideal conditions. We then analyze its performance with multi-partition transactions.

We divide the YCSB database into the same number of partitions as the number of cores in each trial. Since YCSB only has one table, we use a simple hashing strategy to assign tuples to partitions based on their primary keys so that each partition stores approximately the same number of records. These tests use a write-intensive workload where each transaction executes 16 queries that all use index look-ups without any skew ($\theta=0.0$). We also assume that the DBMS knows what partition to assign each transaction to at runtime before it starts [34].

In the first experiment, we executed a workload comprised only of single-partition transactions. The results in Fig. 14 show that H-STORE outperforms all other schemes up to 800 cores. Since it is especially designed to take advantage of partitioning, it has a much lower overhead for locking than the other schemes. But because H-STORE also depends on timestamp allocation for scheduling, it suffers from the same bottleneck as the other T/O-based schemes. As a result, the performance degrades at higher core counts. For the other schemes, partitioning does not have a significant impact on throughput. It would be possible, however, to adapt their implementation to take advantage of partitioning [36].

We next modified the YCSB driver to vary the percentage of multi-partition transactions in the workload and deployed the DBMS on a 64-core CPU. The results in Fig. 15a illustrate two important aspects of the H-STORE scheme. First, there is no difference in performance whether or not the workload contains transactions that modify the database; this is because of H-STORE’s locking scheme. Second, the DBMS’s throughput degrades as the number of multi-partition transactions in the workload increases because they reduce the amount of parallelism in the system [34, 42].

Lastly, we executed YCSB with 10% multi-partition transactions and varied the number of partitions that they access. The DBMS’s throughput for the single-partition workload in Fig. 15b exhibits the same degradation due to timestamp allocation as H-STORE in Fig. 14. This is also why the throughputs for the one- and two-partition workloads converge at 1000 cores. The DBMS does not scale with transactions accessing four or more partitions because of the reduced parallelism and increased cross-core communication.

### 5.6 TPC-C

Finally, we analyze the performance of all the concurrency control algorithms when running the TPC-C benchmark. The transactions in TPC-C are more complex than those in YCSB and is representative of a large class of OLTP applications. For example, they access multiple tables with a read-modify-write access pattern and the output of some queries are used as the input for subsequent queries in the same transaction. TPC-C transactions can also abort because of certain conditions in their program logic, as opposed to only because the DBMS detected a conflict.

The workload in each trial comprises 50% NewOrder and 50% Payment transactions. These two make up 88% of the default TPC-C mix and are the most interesting in terms of complexity. Supporting the other transactions would require additional DBMS features, such as B-tree latching for concurrent updates. This would add additional overhead to the system, and thus we defer the problem of scaling indexes for many-core CPUs as future work.

The size of TPC-C databases are typically measured by the number of warehouses. The warehouse is the root entity for almost all tables in the database. We follow the TPC-C specification where ~10% of the NewOrder transactions and ~15% of the Payment transactions access a “remote” warehouse. For partitioned-based schemes, such as H-STORE, each partition consists of all the data for a single warehouse [38]. This means that the remote warehouse transactions will access multiple partitions.

We first execute the TPC-C workload on a 4-warehouse database with 100MB of data per warehouse (0.4GB in total). This allows us to evaluate the algorithms when there are more worker threads than warehouses. We then execute the same workload again on a 1024-warehouse database. Due to memory constraints of running in the Graphite simulator, we reduced the size of this database to 26MB of data per warehouse (26GB in total). This does not affect our measurements because the number of tuples accessed by each transaction is independent of the database size.

#### 5.6.1 4 Warehouses

The results in Fig. 16 show that all of the schemes fail to scale for TPC-C when there are fewer warehouses than cores. With H-STORE, the DBMS is unable to utilize extra cores because of its partitioning scheme; the additional worker threads are essentially idle. For the other schemes, the results in Fig. 16c show that they are able to scale up to 64 cores for the NewOrder transaction. TIMESTAMP, MVCC, and OCC have worse scalability due to high abort rates. DL_DETECT does not scale due to thrashing and dead-
locks. But the results in Fig. 16b show that no scheme scales for the Payment transaction. The reason for this is that every Payment transaction updates a single field in the warehouse (W_YTD). This means that either the transaction (1) must acquire an exclusive lock on the corresponding tuple (i.e., DL_DETECT) or (2) issue a pre-write on that field (i.e., T/O-based algorithms). If the number of threads is greater than the number of warehouses, then updating the warehouse table becomes a bottleneck.

In general, the main problem for these two transactions is the contention on updating the WAREHOUSE table. Each Payment transaction updates its corresponding warehouse entry and each NewOrder will read it. For the 2PL-based algorithms, these read and write operations block each other. Two of the T/O-based algorithms, TIMESTAMP and MVCC, outperform the other schemes because their write operations are not blocked by reads. This eliminates the lock blocking problem in 2PL. As a result, the NewOrder transactions can execute in parallel with Payment transactions.

5.6.2 1024 Warehouses
We next execute the TPC-C workload with 1024 warehouses with up to 1024 cores. Once again, we see in Fig. 17 that no scheme is able to scale. The results indicate that unlike in Section 5.6.1, the DBMS’s throughput is limited by NewOrder transactions. This is due to different reasons for each scheme.

With almost all the schemes, the main bottleneck is the overhead of maintaining locks and latches, which occurs even if there is no contention. For example, the NewOrder transaction reads tuples from the read-only ITEM table, which means for the 2PL schemes that each access creates a shared-lock entry in the DBMS. With a large number of concurrent transactions, the lock meta-data becomes large and thus it takes longer to update them. OCC does not use such locks while a transaction runs, but it does use latches for each tuple accessed during the validation phase. Acquiring these latches becomes an issue for transactions with large footprints, like NewOrder. Although MVCC also does not have locks, each read request generates a new history record, which increases memory traffic. We note, however, that all of this is technically unnecessary work because the ITEM table is never modified.

The results in Fig. 17b indicate that when the number of warehouses is the same or greater than the number of worker threads, the bottleneck in the Payment transaction is eliminated. This improves the performance of all schemes. For T/O schemes, however, the throughput becomes too high at larger core counts and thus they are inhibited by timestamp allocation. As a result, they are unable to achieve higher than ∼10 million txn/s. This is the same scenario as Fig. 12a where 2PL outperforms T/O for short transactions.

H-STORE performs the best overall due to its ability to exploit partitioning even with ∼12% multi-partition transactions in the workload. This corroborates results from previous studies that show that H-STORE outperforms other approaches when less than 20% workload comprises multi-partition transactions [34, 42]. At 1024 cores, however, it is limited by the DBMS’s timestamp allocation.

6. DISCUSSION
We now discuss the results of the previous sections and propose solutions to avoid these scalability issues for many-core DBMSs.

6.1 DBMS Bottlenecks
Our evaluation shows that all seven concurrency control schemes fail to scale to a large number of cores, but for different reasons and conditions. Table 2 summarizes the findings for each of the schemes. In particular, we identified several bottlenecks to scalability: (1) lock thrashing, (2) preemptive aborts, (3) deadlocks, (4) timestamp allocation, and (5) memory-to-memory copying.

Thrashing happens in any waiting-based algorithm. As discussed in Section 4.2, thrashing is alleviated by proactively aborting. This leads to the trade-off between aborts and performance. In general, the results in Section 5.2 showed that for high-contention workloads, a non-waiting deadlock prevention scheme (NO_WAIT) performs much better than deadlock detection (DL_DETECT).

Although no single concurrency control scheme performed the best for all workloads, one may outperform the others under certain conditions. Thus, it may be possible to combine two or more classes of algorithms into a single DBMS and switch between them based on the workload. For example, a DBMS could use DL_DETECT for workloads with little contention, but switch to NO_WAIT or a T/O-based algorithm when transactions are taking too long to finish due to thrashing. One could also employ a hybrid approach, such as MySQL’s DL_DETECT + MVCC scheme, where read-only transactions use multi-versioning and all others use 2PL.

These results also make it clear that new hardware support is needed to overcome some of these bottlenecks. For example, all of the T/O schemes suffer from the timestamp allocation bottleneck when the throughput is high. Using the atomic addition method when the core count is large causes the worker threads to send many messages across the chip to modify the timestamp. We showed in Section 4.3 how the clock and hardware counter methods per-
are derived from the seminal surveys by Bernstein et al. [3, 5]. In recent years, there have been several efforts towards improving the shortcomings of these classical implementations [11, 24, 32, 42]. Other work includes standalone lock managers that are designed to be more scalable on multi-core CPUs [36, 26]. We now describe these systems in further detail and discuss why they are still unlikely to scale on future many-core architectures.

Shore-MT [24] is a multi-threaded version of Shore [7] that employs a deadlock detection scheme similar to DL_DETECT. Much of the improvements in Shore-MT come from optimizing bottlenecks in the system other than concurrency control, such as logging [25]. The system still suffers from the same thrashing bottleneck as DL_DETECT on high contention workloads.

DORA is an OLTP execution engine built on Shore-MT [32]. Instead of assigning transactions to threads, as in a traditional DBMS architecture, DORA assigns threads to partitions. When a transaction needs to access data at a specific partition, its handle is sent to the corresponding thread for that partition where it then waits in a queue for its turn. This is similar to H-STORE’s partitioning model, except that DORA supports multiple record-level locks per partition (instead of one lock per partition) [33]. We investigated implementing DORA in our DBMS but found that it could not be easily adapted and requires a separate system implementation.

The authors of Silo [42] also observed that global critical sections are the main bottlenecks in OCC. To overcome this, they use a decentralized validation phase based on batched atomic addition timestamps. But as we showed in Section 4.3, the DBMS must use large batches when deployed on a large number of cores to amortize the cost of centralized allocation. This batching in turn increases the system’s latency under contention.

Hekaton [11] is a main memory table extension for Microsoft’s SQL Server that uses a variant of MVCC with lock-free data structures [29]. The administrator designates certain tables as in-memory tables that are then accessed together with regular, disk-resident tables. The main limitation of Hekaton is that timestamp allocation suffers from the same bottleneck as the other T/O-based algorithms evaluated in this paper.

The VLL centralized lock manager uses per-tuple 2PL to remove contention bottlenecks [36]. It is an optimized version of DL_DETECT that requires much smaller storage and computation overhead than our implementation when the contention is low. VLL achieves this by partitioning the database into disjoint subsets. Like H-STORE, this technique only works when the workload is partitionable. Internally, each partition still has a critical section that will limit scalability at high contention workloads.

The work in [26] identified latch contention as the main scalability bottleneck in MySQL. They removed this contention by replacing the atomic-write-after-read synchronization pattern with a read-after-write scheme. They also proposed to pre-allocate and deallocate locks in bulk to improve scalability. This system, however, is still based on centralized deadlock detection and thus will perform poorly when there is contention in the database. In addition, their implementation requires the usage of global barriers that will be problematic at higher core counts.

Others have looked into using the software-hardware co-design approach for improving DBMS performance. The “bionic database” project [23] is similar to our proposal, but it focuses on implementing OLTP DBMS operations on FPGAs instead of new hardware directly on the CPU. Other work is focused on OLAP DBMSs and thus is not applicable to our problem domain. For example, an FPGA-based SQL accelerator proposed in [10] filters in-flight data moving from a data source to a data sink. It targets OLAP applications by using the FPGA to accelerate the projection and restriction
operations. The Q100 project is a special hardware co-processor for OLAP queries [44]. It assumes a column-oriented database storage and provides special hardware modules for each SQL operator.

8. FUTURE WORK

This work uncovered fundamental bottlenecks of concurrency control algorithms that limit their scalability as the number of cores increases. Because these limitations are inherent to these algorithms, it is possible that no workaround exists in software. In this case, software-hardware co-design is the only solution to address these issues. For certain functionalities, specialized hardware can significantly improve performance while reducing power consumption. We plan to study possible hardware modifications that can bring the most performance gain for OLTP DBMSs.

Concurrency control is only one of the several aspects of a DBMS that affects scalability. To build a truly scalable DBMS, other components also need to be studied. We plan to investigate logging and index implementations, and then analyze possible optimizations for these components. We will also expand our work to include multi-socket systems with more than one many-core CPU.
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10. CONCLUSION

This paper studied the scalability bottlenecks in concurrency control algorithms for many-core CPUs. We implemented a lightweight main memory DBMS with a pluggable architecture that supports seven concurrency control schemes. We ran our DBMS in a distributed CPU simulator that provides a virtual environment of 1000 cores. Our results show that none of the algorithms are able to get good performance at such a high core count in all situations. For lower core configurations, we found that 2PL-based schemes are good at handling short transactions with low contention that are common in key-value workloads. Whereas T/O-based algorithms are good at handling higher contention with longer transactions that are more common in complex OLTP workloads. Although it may seem like all hope is lost, we proposed several research directions that we plan to explore to rectify these scaling issues.
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