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Abstract

Sequence-to-sequence (seq2seq) models are competitive with hybrid models for automatic speech recognition (ASR) tasks when large amounts of training data are available. However, data sparsity and domain adaptation are more problematic for seq2seq models than their hybrid counterparts. We examine corpora of five languages from the IARPA MATERIAL program where the transcribed data is conversational telephone speech (CTS) and evaluation data is broadcast news (BN). We show that there is a sizable initial gap in such a data condition between hybrid and seq2seq models, and the hybrid model is able to further improve through the use of additional language model (LM) data. We use an additional set of untranscribed data primarily in the BN domain for semisupervised training. In semisupervised training, a seed model trained on transcribed data generates hypothesized transcripts for unlabeled domain-matched data for further training. By using a hybrid model with an expanded language model for pseudotranscription, we are able to improve our seq2seq model from an average word error rate (WER) of 66.7% across all five languages to 29.0% WER. While this puts the seq2seq model at a competitive operating point, hybrid models are still able to use additional LM data to maintain an advantage.

Index Terms: Speech recognition, sequence-to-sequence, semisupervised learning

1. Introduction

Recently, automatic speech recognition (ASR) research has seen a dramatic increase in the focus on sequence-to-sequence (seq2seq) models [1][2]. These seq2seq models consist of a single neural network that is able to behave as both the acoustic and language model that would be used in a hybrid DNN-HMM system. Additionally, these seq2seq models require no alignments, allowing for a much simpler training procedure. While there has been a significant amount of research that shows these models can surpass hybrid systems with large amounts of training data [1][3][4], seq2seq models are less effective in cases where transcribed data is more limited [5].

As examples of some of the challenges of adapting seq2seq models to low resource conditions, the WER of seq2seq systems on BABEL languages in [6][7] are 10-20% absolute worse than competitive hybrid models in [8], and the WER of seq2seq systems on low-resource Indian languages in [9] is 10% absolute worse than the hybrid baseline in [10]. All of [6][7][9] contain compelling and valuable work on low resource learning with seq2seq models, but this comparison highlights the difficulty in using seq2seq models in such conditions compared to hybrid models.

In this paper, we explore some of the challenges of applying seq2seq models on low resource corpora. Our particular focus is to explore the effects of a domain mismatch between the training and evaluation data. We examine five languages from the IARPA MATERIAL program [1]. The amount of transcribed data for each language is smaller than most corpora used in seq2seq research, and is comprised entirely of transcribed conversational telephone speech (CTS). The evaluation sets we use for these languages are broadcast news (BN) data, presenting a significant domain mismatch. We train seq2seq and hybrid models on the transcribed data and examine some of the differences from these data conditions. We show that the gap is quite large when there is a domain mismatch, and attempt to overcome this. Language models have been shown to be important for low resource seq2seq models [11], so we explore augmenting the language models with various amounts of data.

For each language, we have a set of untranscribed data that primarily consists of BN data that matches the target domain. The focal point of this work is using this untranscribed data for semisupervised training [12] to overcome domain mismatch. We first use the relatively simple approach of self-training [13][14]. In self-training, transcribed data is used to train an initial seed model, which is used for decoding the untranscribed data to generate pseudotranscripts. These pseudotranscripts are treated as true transcripts and combined with the original data for retraining the acoustic models. Previous work has demonstrated the effectiveness of semisupervised training for domain adaptation [15].

However, a strong pseudotranscription seed model is very important for semisupervised training, especially in the case of seq2seq models [16]. While work has been done on using pseudotranscripts in seq2seq models [16][17][18], the baseline seq2seq model is typically able to generate reasonable pseudotranscripts. We show that this is not the case with models in our data condition—largely due to domain mismatch—and the standard self-learning paradigm provides only a minimal gain on seq2seq models. We present a simple alteration to the standard self-learning paradigm that uses pseudotranscripts generated from a well-trained hybrid system for training a seq2seq model. This semisupervised technique produces a seq2seq model that is competitive with hybrid systems in the mismatched domain, while hybrid semisupervised models are able to maintain an advantage due to their ability to make better use of LM data.

The rest of the paper is organized as follows. In Section 2 we describe all the data used in our experiments. In Section 3 we describe the seq2seq and hybrid models we use, along with our semisupervised approach. Section 4 goes into more detail on the experiments and provides analysis of the results. We conclude with some closing thoughts and ideas for future work.
Table 1: Audio data (hours) for the supervised (CTS only), unsupervised (CTS and BN), and evaluation sets (BN only)

| Audio set | Sw. | Li. | Bu. | Ta. | So. |
|-----------|-----|-----|-----|-----|-----|
| sup. CTS  | 68.3| 66.4| 41.1| 127.9| 47.7|
| unsup. CTS| 57.6| 11.4| 33.3| 48.4| 26.5|
| unsup. BN | 149.0| 160.3| 149.9| 153.8| 167.8|
| eval. BN  | 5.3 | 9.6 | 14.0| 8.7 | 9.5 |

Table 2: Text data per language in words

| LM set       | Sw. | Li. | Bu. | Ta. | So. |
|--------------|-----|-----|-----|-----|-----|
| sup. transcripts | 360K| 400K| 360K| 660K| 430K|
| unsup. transcripts | 1.4M| 1.2M| 1.5M| 1.5M| 1.5M|
| Set 1        | 720K| 620K| 720K| 780K| 730K|
| Set 2        | 77M | 42M | 78M | 120M| 18M |

in Section 5

2. Data

We run our experiments on five languages used in the IARPA MATERIAL program: Swahili (Sw.), Lithuanian (Li.), Bulgarian (Bu.), Tagalog (Ta.) and Somali (So.). These corpora vary in size, but all transcribed data is CTS. The evaluation sets we use consist entirely of BN data. The evaluation set actually consists of two broadcast subsets—news broadcast and “topical broadcast”, but for the purposes of this work we average the results of these subsets. The untranscribed sets contains a small amount of CTS data and a large amount of BN data. Table 1 shows the data in hours per language for the supervised (i.e. transcribed) acoustic data, unsupervised acoustic data, and the evaluation set.

We explore expanding the models with additional LM data, as this has been proven effective for improving hybrid model performance on an unseen domain. Table 2 shows the number of words provided by each language model data source, including the supervised acoustic transcripts as well as the unsupervised pseudotranscripts (which are combined with the supervised acoustic transcripts in training baseline semisupervised LMs). Set 1 contains a small amount of parallel data from the MATERIAL program used in training a machine translation system. This demonstrates the benefits that even a small amount of CTS data and a large amount of BN data can have in adapting the domain. We have scraped a large amount of text data from the web, as described in [19], and this data is used in Set 2. In addition, for Bulgarian and Lithuanian, we include additional data from the Paracrawl corpus in Set 2. Using this set in language model training shows the improvements that can be obtained from a much larger—though less refined—corpus of language model data.

3. Training and Model Details

3.1. Hybrid Model

Our hybrid systems use a DNN-HMM model implemented in the Kaldi toolkit [21] and trained using BBN’s Sage system [22]. The input features are 40-dimensional mel-filter cepstrum coefficients (MFCC) features, along with a 100-dimension vector. The HMM structure is the chain structure used in [23], which defines a two-state model with a single self-loop. The acoustic model generates output at a reduced frame rate of 33Hz, one prediction for every three frames.

The neural network employs a combination of convolution, time-delay, and recurrent layers. The basic structure of the network is similar to the Switchboard setup in [24], except we prepend an additional 8 convolution layers. The MFCC features are transformed back into log mel-filterbank features and passed through the convolutions in parallel with the first three TDNN layers (which process both MFCC and ivector features). The output of these subnetworks is concatenated before passing through a ReLU layer and continuing to the alternating LSTM/TDNN portion of the network as described in [24].

The hybrid model is initialized with 1560hrs of multilingual data, the same data used in [23]. This data is is also used for training the ivector extractor. The model is fine-tuned to the target language using the lattice-free MMI objective function for one epoch at a constant learning rate of $3 \times 10^{-5}$. It is then trained with sMBR [25] for one epoch at a constant learning rate of $5 \times 10^{-6}$. The structure of the model is identical for both the supervised and semisupervised versions.

Our hybrid systems use a trigram language model and word-level graphemic pronunciation lexicon. For the baseline hybrid supervised model, we begin with a dictionary we call base that only contains the words in the supervised acoustic transcripts. Similarly, the lexicon semisup contains the words from the semisupervised acoustic transcripts (this varies slightly based on the transcription model). Finally, we expand the lexicon in expanded to include words from a very large web-scrapped set (larger than the Set 2 dataset). The per-language number of words in each lexicon are described in Table 3.

3.2. Sequence-to-sequence Model

Our seq2seq models are trained using the Espresso toolkit [27]. The model structure is an encoder-decoder model with attention. For the semisupervised model, we use a nearly identical setup as [27]. The features used are 80-dimensional MFCC features plus 3 additional pitch features.

The encoder is a CNN-LSTM, with four 2-dimensional convolution layers with (3,3) kernals, with two of the convolution layers downsampling to a total of 4 the time frames. The CNN is followed by four bidirectional LSTM layers to produce a 320-dimensional embedding at each downsamped time-step. The decoder consists of three unidirectional LSTM layers with Bahdanau attention [28]. All the supervised models use 320 dimension LSTMs, while the semisupervised models vary across languages between 320 and 512 for each LSTM, though the layer sizes are consistent within a given model. We also add an additional layer in the encoder for the semisupervised models. The output targets used for all languages are 1000 subword units generated using the SentencePiece implementation of [29].

The models are trained with cross-entropy. The learning rate schedule consists of a 500 step warmup to a constant learning rate of 0.001 for 150K steps, then decaying linearly over 260K steps to a learning rate of $10^{-5}$, and holding constant until running 180 epochs total and selecting the best model based on validation set WER. The models are trained with uniform
Table 4: Supervised results across all five languages on evaluation set

| model                      | Sw. | Li.  | Bu. | Ta.  | So.  | Avg.  |
|----------------------------|-----|------|-----|------|------|-------|
| hybrid bsln (H0)           | 46.0| 49.7 | 42.5| 47.5 | 61.5 | 49.4  |
| + lex. expand              | 44.5| 37.2 | 35.3| 44.6 | 60.3 | 44.4  |
| + Set 1 LM (H1)            | 35.0| 28.7 | 25.5| 37.2 | 52.4 | 35.8  |
| + Set 2 LM (H2)            | 31.1| 24.1 | 20.1| 32.4 | 49.8 | 31.5  |
| seq2seq bsln (S0)          | 60.4| 63.4 | 58.8| 68.6 | 82.3 | 66.7  |
| + external LM              | 59.9| 63.2 | 58.8| 68.5 | 82.3 | 66.5  |
| + Set 1 LM (S1)            | 58.8| 61.3 | 56.5| 67.7 | 82.3 | 65.3  |
| + Set 2 LM (S2)            | 59.0| 57.3 | 54.1| 67.2 | 82.2 | 64.0  |

label smoothing with $p = 0.1$ and SpecAugment using the LD policy described in [6]. The semisupervised training uses the same features, targets, and training procedure.

For seq2seq language models, we train LSTM LMs on the same 1000 subword units for each language. We use a two-layer, 650-dimensional LSTM for the models trained on acoustic or semisupervised transcripts. When adding additional LM data, we add a third layer and increase the layer sizes (850-dimension when Set 1 is added and 1024-dimension when Set 1 and Set 2 are added). The model is applied through shallow fusion [30].

3.3. Semisupervised Training

Seed models are trained only on the transcribed data for each language. These seed models are used to decode the untranscribed data and produce pseudotranscripts. We treat these pseudotranscripts as though they were ground truth transcripts and combine them with the transcribed data, training the model from scratch to produce our final semisupervised acoustic model. It can be beneficial to do data selection on the pseudotranscripts [12, 15], but we keep all data in our experiments.

For the seq2seq seed model, we use the supervised seq2seq baseline S0 with no shallow fusion. Based on the results in Table 4, described in more detail in Section 3.3, we see an improvement on evaluation WER through shallow fusion. However, we discovered that using an external LM in pseudotranscription produced instability in model training, with results varying from degradation to training divergence. As a result, we elected to use no external LM when doing seq2seq pseudotranscription. For the hybrid seed models, we use two setups. The first setup is H1, where the dictionary is expanded and the LM included the Set 1 data, while the second setup (H2) adds Set 2 to the LM on top of the H1 setup.

We use the pseudotranscriptions generated by these seed models combined with the original transcribed audio to retrain the models. For the seq2seq model, we use the seq2seq pseudotranscripts for retraining. We train the seq2seq model using the hybrid-generated pseudotranscripts from models H1 and H2 as well. The hybrid system does not suffer from the same domain mismatch problems, and as a result we only examine the pure self-training approach.

4. Experimental results and analysis

Table 4 contains the results for models trained only on supervised acoustic data, and includes the effects of adding additional LM data. Table 5 contains the results for models trained with semisupervised data using different seed models used for pseudotranscription, again varying the LM data for decoding. The seed models used are references to models in Table 4. The rest of this section highlights the different findings of importance.

4.1. Supervised domain adaptation through LM expansion

From Table 4 we see the differences between the hybrid and seq2seq model configurations. Even the initial baseline shows a sizable gap between the two systems, with a baseline hybrid model that uses only supervised transcripts having a very large advantage over the baseline seq2seq model—17.3% WER on average across the five languages. Clearly domain mismatch is less of a problem for the hybrid model than the seq2seq model, even before any additional improvements are made.

Expanding the LM only widens the gap between the two systems. Simple lexicon expansion (which cannot be performed on the seq2seq model in its current structure, as we never use a word-level lexicon) yields a 5.0% WER improvement on average for the hybrid models. Adding the relatively small (but closely matched) LM data Set 1 yields an 8.6% WER improvement, and adding the much larger Set 2 provides an additional 4.3% on top of that. The model overall improves by 17.9% WER on average simply through the use of additional text information. For the seq2seq systems, adding an external LM trained on the supervised transcripts provides a very small improvement (0.2% WER on average). Expanding it to include additional text data adds only modest improvements—1.2% WER on average for Set 1 and 1.3% WER on top of that for Set 2 for a total improvement of only 2.7% WER on average from the addition of a LM trained on our full set of text data.

Coupled with the initial gap between the systems, this puts the best supervised hybrid model at 31.5% WER on average, while the WER of the best seq2seq model on average is more than double at 64.0%. It is clear that for our data condition, hybrid models can be adapted to domain mismatch through the use of external text data. Seq2seq models cannot be improved to the same degree through text data alone, with improvements from LM only being supplemental.

4.2. Seq2seq domain adaptation using hybrid-generated pseudotranscripts

Table 5 shows the variations between using different seed models. The first result using the S0 seq2seq model as a seed model shows the true self-learning approach—as we mentioned in Section 3.3, using the variants of the seq2seq model with an external LM were unstable, so we elected to use the S0 model. On average, true self-learning improves the results by 6.0% WER on average over the baseline models, with the gain shrinking by 3.3% WER when considering the baseline with additional LM data added. Given the operating point, this is a fairly minimal gain. We attempted to expand this model with an external LM, but the errorful pseudotranscripts caused substantial degradation to the models, so we report no LM expansion on this model.

Seq2seq models can improve to a more competitive operating point when hybrid pseudotranscripts are used. Using the H1 model for pseudotranscription yields an average WER of 32.7% with no LM used, a 28.0% improvement from the self-learning approach using S0 for transcription. This improvement can likely be attributed to the large decrease in errors when using the H1 model compared to the S0 model for pseudotranscription, which was made possible by the hybrid models’ ability to make strong use of the text data.

We also examine using the H2 model for pseudotranscription, which used the much larger Set 2 in LM training. Note from Table 4, H2 gives a 4.3% average WER improvement over...
Using the H2 seed model improves over the H1-seeded model by 1.3% WER on average, showing improved pseudotranscription quality is useful for the seq2seq models.

4.3. Role of language models in semisupervised performance

We have shown using hybrid-generated pseudotranscripts can be very effective in overcoming the problem of domain mismatch in seq2seq models. Now that the seq2seq models are producing competitive results, we compare these to the hybrid semisupervised models trained on similar pseudotranscripts. This shows what sort of gap still remains between the two types of models, and the importance of the language model now that both models are at a similar operating point and have access to reasonable within-domain pseudotranscripts.

In a fair comparison with no additional LM data added (including lexicon expansion for hybrid models), the seq2seq model shows a very slight improvement on average compared to the hybrid counterparts when both use a LM trained only on semisupervised transcripts. The seq2seq model is 0.7% WER on average better when H1 is the seed model, and 0.3% WER on average better when H2 is the seed model. Note the importance of the external LM, it adds on average 0.7% WER when H1 is the seed model, and 1.7% WER when H2 is the seed model (though much of this is concentrated on Swahili and Tagalog).

However, hybrid models still have significant advantages upon adding additional LM data. Expanding the dictionary and adding Set 1 LM data improves the H1-seeded hybrid model by 1.7% WER on average, while the H1-seeded seq2seq model gets no improvement from additional LM data. Overall, the hybrid model is 1.0% WER better on average when the text data is added. This gap widens on the H2-seeded models. Lexicon expansion and adding the full LM data provides a 2.7% WER gain for the hybrid model compared to a 0.7% average WER improvement for the seq2seq model, leaving the hybrid model 1.7% better on average when the full LM is included.

Finally, for the H1-seeded models, we can add the Set 2 LM data to observe the effect of additional text data not seen in pseudotranscription. The hybrid model gets an improvement of 2.8% WER on average compared to the 1.0% WER gain from the seq2seq model, again showing the power that additional LM data can provide hybrid models that our current seq2seq models are unable to replicate. Perhaps other approaches beyond shallow fusion like deep [31] and cold fusion [32] would provide further gains from the additional LM data, but previous work has seen limited gains from these techniques [11][33].

5. Conclusion

In this work, we have shown that seq2seq ASR systems struggle in the face of a domain mismatch between training and test in a low resource environment. This domain mismatch is not as much of a problem for hybrid systems, which are more generalizable and less data hungry. Additionally, hybrid systems can easily be adapted to a new domain through dictionary and language model expansion. While applying external language models does provide a small gain to seq2seq models, it is not able to overcome a dramatic domain shift.

To this end, we used semisupervised training to generate transcribed acoustic data from an untranscribed set of target matched data using the self-learning paradigm. Using a seq2seq model for pseudotranscription provides a small gain, improving on average from 66.7% WER to 60.7% compared to the baseline seq2seq model. However, using a hybrid model for pseudotranscription yields a much larger gain, improving from 66.7% WER to 29.0% WER when using all of the LM data available. This operating point is much closer to competitive systems.

We hypothesize that using the hybrid-generated pseudotranscripts for seq2seq models could be thought of as an efficient form of knowledge transfer. It is clear from our results that seq2seq models are unable to use external LMs to dramatically alter model predictions as is necessary for domain mismatch. Seq2seq models seem to use external LMs for smaller, supplemental shifts. Hybrid generated pseudotranscripts inject this LM information directly into the seq2seq model in a way that allows the model to make better use of the information to more substantially alter predictions.

A gap still remains between semisupervised hybrid and seq2seq models, primarily due to the hybrid models’ ability to take advantage of LM data outside of the pseudotranscripts. Despite this, we are encouraged by these results. Improving the seq2seq models from being in some cases completely unusable to being competitive with well-trained hybrid systems is a strong step forward. Current ASR research has heavily shifted focus towards seq2seq models, and we are now able to apply these models to tasks where previously they would have been unusable without domain-matched transcribed data.

For future work, it would be interesting to investigate a data condition with a similar mismatch where significantly more out-of-domain transcribed data was available. It would also be interesting to investigate domains that are not easily captured through text. Our current seq2seq models are fairly simple, so we will investigate more powerful model architectures such as the Conformer [3], as well as additional types of external LMs for seq2seq models. We also plan to explore unsupervised pre-training [53], especially as it has been shown to be complementary to self-learning [35].
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