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ABSTRACT Convergence between high-performance computing (HPC) and big data analytics (BDA) is currently an established research area that has spawned new opportunities for unifying the platform layer and data abstractions in these ecosystems. This work presents an architectural model that enables the interoperability of established BDA and HPC execution models, reflecting the key design features that interest both the HPC and BDA communities, and including an abstract data collection and operational model that generates a unified interface for hybrid applications. This architecture can be implemented in different ways depending on the process- and data-centric platforms of choice and the mechanisms put in place to effectively meet the requirements of the architecture. The Spark-DIY platform is introduced in the paper as a prototype implementation of the architecture proposed. It preserves the interfaces and execution environment of the popular BDA platform Apache Spark, making it compatible with any Spark-based application and tool, while providing efficient communication and kernel execution via DIY, a powerful communication pattern library built on top of MPI. Later, Spark-DIY is analyzed in terms of performance by building a representative use case from the hydrogeology domain, EnKF-HGS. This application is a clear example of how current HPC simulations are evolving toward hybrid HPC-BDA applications, integrating HPC simulations within a BDA environment.

INDEX TERMS Big data analytics, high performance computing, Spark, DIY, MPI.

I. INTRODUCTION Convergence between high-performance computing (HPC) and big data analytics (BDA) is now an established research area that has spawned new research topics such as data-intensive scientific computing, high-performance data analytics, and hybrid platforms and infrastructures based on virtualization techniques and novel storage hierarchies. HPC-BDA convergence became a hot topic as applications and their associated data evolved outside of their original ecosystems. At that time, the problem for HPC was How can we cope with increasing datasets?, while BDA was wondering How can we run analytics faster? Since then, the HPC [1] and BDA [2] communities have recognized new opportunities in unifying the platform layer and data abstractions for both HPC and BDA [3]. This situation led to the advent of specific research topics, such as high-performance data analytics and data-driven science.

The divergence between HPC and BDA software ecosystems emerged early this century when software infrastructure and tools for data analytics that had been developed by online service providers were open sourced and picked up by various scientific communities to solve their own data analysis challenges [4]. Major technical differences between HPC and BDA ecosystems include software development paradigms and tools, virtualization and scheduling strategies, storage and networking models, resource allocation policies, and strategies for redundancy and fault tolerance [5]. These technical differences, in turn, tend to make future cross-boundary collaboration and progress increasingly problematic. This leads to a challenging scenario that involves understanding a different community and computing model in order to inspire new approaches to replicate features that
become necessary, and managing a computing infrastructure built for a completely different paradigm. While each of these domains has its set of unique requirements in terms of the underlying infrastructure, there is an increased pressure for leveraging technology, methods and tools from across these domains.

However, many issues remain unsolved, and this situation has been worsened by the appearance of new application domains that are completely hybrid in nature, such as autonomous vehicles, surveillance, e-science with big data sources, monitoring of large scale infrastructures, and smart cities. These domains have in common the need to support the simulation of complex models, assimilating voluminous and variable real-time data in order to generate refined models for better understanding of the domain, to prescribe pattern-based control actions, or to predict a future behavior. Under these circumstances, borrowing features from the other paradigm proves insufficient, and deeper convergence becomes necessary in order to cope with mixed requirements, new infrastructures, and upcoming performance expectations. Major technical requirements involved in this process include highly scalable performance, high memory bandwidth, low power consumption, and excellent short arithmetic performance. Consequently, BDA and HPC platforms today remain largely incompatible.

The objective in this work is to architect an abstract system that enables the interoperability of established BDA and HPC execution models, in light of their canonical underlying infrastructures and considering the requirements of hybrid applications, which we analyze in depth. We summarize our contributions as follows:

1) A definition of a generic unified distributed data abstraction (UDDA) and its associated unified operational model (UOM), which sets the foundation of a theoretical frame for the analysis and definition of composite HPC-BDA applications. This data abstraction embodies a careful selection of the features required to interoperate BDA and HPC operations and generates the guidelines that must be enforced by implementations of the architecture in order to preserve interoperability.

2) A generalist execution model interoperability architecture for HPC-BDA applications based on the UDDA and UOM definitions. It includes a transparent execution delegation system (EDS) that transfers each stage of the composite application to the appropriate execution model (process- or data-centric).

3) An implementation of the former architecture, based on Spark and MPI, which we named Spark-DIY. This framework is suitable for stateful and stateless operations on generalist data types, and it is optimized for primitive data types as well. It allows the composition of applications with HPC and BDA stages, including different mechanisms to interact with parallel and distributed storage.

4) An implementation of a real-world use case from the hydrogeology domain enriched with features enabled by our architecture, such as cloud and streaming support for delocalization and data assimilation, respectively.

The contributions of this paper are an extension of our previous work [6], where we introduced the basic ideas behind Spark-DIY and provided a preliminary implementation. Specifically, we focus on three new directions: (1) we study the big-data-HPC convergence problem in a more comprehensive manner, with a thorough review of the existing body of literature; (2) we propose new technical content related to the general model of the proposed architecture; and (3) we introduce several optimizations in our reference implementation and expand the scale and scope of our evaluations to study its effectiveness.

The rest of this paper is organized as follows: Sections II and III introduce the BDA and HPC ecosystems, respectively, and develop on their current state; Section IV presents relevant works related to the HPC-BDA convergence problem; Section V analyzes the challenges and opportunities of the convergence of such paradigms; Section VI details the proposal of an abstract architecture suitable for the interoperation of process- and data-centric platforms, which is later implemented in Section VII, using Apache Spark and a communication library built on MPI, and evaluated in Section VIII on a real use case from the hydrogeology domain; and Section IX summarizes this work, its applications, and directions for future research.

II. BIG DATA ANALYTICS ECOSYSTEM

Big data affects many different ecosystems and areas of research and business; thus it has no unique definition, and its scope is still a controversial topic in these communities. From the data analysis perspective, the multi-V model reflects a way to define big data by describing several of its features, and it keeps evolving over time adding more attributes as needed [7]. The core characteristics included in this model are as follows:

- **Volume of data.** Volume is necessary in order to get valuable insight from analytics tools. Usually one finds volumes on the order of petabytes or terabytes at the enterprise level. These volumes can also be quantified on the order of billions of records, tables, files, or transactions depending on the data structure required by the underlying storage system. In order to provide sufficient quality of service, big data systems and applications must be designed to handle such large data volumes efficiently and reliably.
- **Velocity of data production and processing.** Data can be produced and consumed at different rates. Big data systems can even incorporate diverse source frequencies and processing speeds, including batch processing, streaming, and near and real-time speed.
- **Variety of data types.** Nowadays a data source can be anything (sensors, web applications, mobile devices, etc.). Hence, data can be highly heterogeneous and may
be unstructured. In addition, data types depend greatly on the application and its domain: we find structured statistical data in business intelligence, time series, and geospatial data in the Internet-of-Things (IoT), and media, text and graph data in social environments. Platforms must be able to understand and integrate this diverse data to aggregate the knowledge from different sources.

In addition, from the business perspective there are other key features, such as the following [8]:

- **Veracity of data.** The volume of data is key to obtaining knowledge, but the derived information would be flawed if the quality of data is low. High-quality big data must be reliable in terms of trust and integrity, in order to attain acceptable veracity.
- **Value in business terms.** The model or analysis that results from processing big data must provide enterprise value to make up for the investment expenses necessary to collect and analyze data.

These definitions have a key aspect in common: big data focuses on data that is perceived as large in volume. This paradigm shift has affected all areas of computing from data acquisition transfer and storage to data analysis and visualization. This shift was reflected in traditional areas of business and science, such as genomics, climatology, finance, and business intelligence, which were able to obtain better knowledge with existing methods but also promoted novel areas of research to exploit the intrinsic value of data and improve the system’s capability to cope with the requirements of data processing and storage. Areas such as IoT and BDA developed greatly thanks to the advances in big data.

Big data analytics is one of the best examples of how big data disrupted an established area such as business intelligence, exploiting advanced analytics techniques operating on big data to evolve from descriptive tools to predictive and prescriptive models. Today, enterprises are exploring big data to incorporate knowledge discovery into their business in order to detect interrelations among apparently unrelated attributes of datasets [9]. Enterprises can now understand the current state of the business and customer behavior through complex techniques such as predictive analytics, data mining, statistical analysis, data visualization, artificial intelligence, and natural language processing, paired with support platforms such as Map-Reduce, in-database analytics, in-memory databases, and columnar data stores. Some of these techniques have been around for years, and they have been revamped because of their good adaptability to very large datasets with minimal data preparation. In addition, infrastructures such as cloud computing offer the possibility to lower the economical costs of deploying BDA and building analytics workflows at different levels of abstractions.

Figure 1 represents the traditional knowledge discovery workflow for BDA, which includes dealing with data acquisition from diverse sources, processing and combining data in many ways in order to build a model that can be used for analysis and visualization, and incorporating feedback mechanisms to refine data processing and modeling stages. This workflow has been usually combined with the lambda architecture [10] to provide scalable integration and interoperability across different datasets through real-time analytics. This architecture was proposed with the goal of providing a generalist platform to serve different applications with diverse latency needs in a streaming environment. As shown in Figure 2, the lambda architecture includes a speed layer for pure stream processing in real time, a batch layer for storing raw data and processing higher quality views of long-term data, and a presentation layer that manages queries and output visualization.

Areas such as mobile technology, social media, IoT, and data-driven sciences are expected to generate data to a global total in the order of dozens of zettabytes [2]. Those data will yield valuable information for smart applications, science, and decision-making processes in business.

A. CLOUD COMPUTING AND BEYOND

BDA faces the challenge of continuously adapting to increasing data volume and complexity. This translated to a continuous need to scale out reliably when scale up becomes infeasible [11]. In this context, cloud computing became a widely adopted infrastructure for BDA [12].

Cloud computing is a popular paradigm that relies on resource sharing and virtualization to provide the end user with a transparent, scalable and elastic system that can be expanded or reduced on the fly. It emerged with the idea of virtually unlimited resources obtainable on demand [13], and its popularity is a consequence of some of the core features of cloud service models, such as the following:

- Minimal management effort, since the infrastructure is maintained and administrated by a third-party and system deployment can be eased by relying on high-level service models from Platform-as-a-Service up to
Analytics-as-a-Service [14].

- Automatic or manual scale up or down according to utilization, thus supporting elasticity.
- Potential to reduce economical costs, as it follows a pay-as-you-go model.
- Flexible data sharing and platform integration for heterogeneous analytics workloads.

Given these benefits, enterprises and scientific institutions have been making efforts to make their applications cloud-ready [15]. Nevertheless, cloud computing presents challenges related to the lack of control of the underlying hardware infrastructure, the privacy concerns that arise from hosting datasets on third-party servers, and the transfer time and cost required to upload and download large quantities of data [16]. For some applications relying on many data sources generating large volumes of data at high velocities, centralizing all data to a very limited number of data centers is no longer viable, especially if low latency is required by the end users.

These limitations led to models that evolved cloud architectures aiming to alleviate the data centralization problem by combining processing, storage, and communication in distributed services that run closer to the data production environment in a hierarchical multitiered manner. These paradigms include mobile cloud computing [17], edge computing [18], [19] and fog computing [20]. Figure 3 shows how edge devices interact with intermediate aggregation and processing components to derive local analytics and reduce the volume of data to be transferred to higher-level layers. Fog data centers orchestrate and abstract their network and computing resources in order to relay aggregated data to the final cloud, where data are finally stored for archival purposes, and broad analysis is conducted. Upcoming scenarios might provide terabytes of data per hour, making efficient real-time operations critical for monitoring, decision-making, and digital twin coordination. In addition to highly distributed platforms, high-performance computing infrastructures and methods are expected to improve the processing capabilities of cloud providers to cope with these extreme data and computation requirements [2]. Of particular importance in this context is the concept of storage elasticity, that is the ability to dynamically adapt storage services to the data needs, in terms of both sustained I/O throughput [21] and storage space [22]; otherwise the cost of operating with data on the cloud becomes prohibitively expensive. This elasticity dimension has important consequences in the design of converged high-performance computing and big data analytics frameworks: they need to be able to adapt to sudden changes in the data layout and requirements on the fly, hiding the details of how the computation needs to be reorganized in response to these changes, while maintaining high performance and scalability.

**B. DATA-CENTRIC BATCH AND STREAM PROCESSING**

Minimizing data movements is important for the final performance. At the application development stage, working with programming models that provide an abstraction of resource allocation, data management, and task execution via the data-processing layer can result in an improvement of performance and locality.

The Map-Reduce [23] data-processing model was the most relevant data-centric model when BDA research took off, since it enables analytics on big datasets by parallelizing computations for HPC and multicore environments [24]. A Map-Reduce-based algorithm consists of a two-phase algorithm that takes as input a set of key-value pairs retrieved from the input files. The input is split across a group of homogeneous map functions, which process the data and forward the result to the reduce tasks in order to aggregate and write the final result. The original Map-Reduce implementation by Google relies on the Google File System (GFS) [25] to achieve locality by block replication and considers data-aware task scheduling. A similar approach is followed by the open-source Map-Reduce implementation, Hadoop [26], and its partner file system Hadoop Distributed File System (HDFS) [27]. Map-Reduce applications work with many large files and need to execute fast transfers and operations on a wide and diverse dataset. It saw wide adoption in dedicated data analytics clusters and cloud computing. Recent advances extend the capability of resource-limited infrastructure (e.g. on-premise clusters, edge devices) with ephemeral, short-lived resources from public clouds to provide a boost during peak utilization [28]. Besides the numerous works that took advantage of the multitude of runtime implementations and optimizations in a variety of scenarios, Map-Reduce also had a major impact on subsequent models that were inspired by its paradigm.

One of the models that emerged from Map-Reduce is Map-Reduce-merge [29], a model that adds a merge phase that can efficiently aggregate the data already partitioned and sorted by the map and reduce modules. Map-Reduce does not directly support processing multiple related heterogeneous datasets, a limitation that causes efficiency issues when Map-Reduce is applied in relational operations such as joins. The Map-Reduce-merge model can, on the other hand, express relational algebra operators and implement several join algorithms.

Map-iterative-reduce [30] is an alternative model that extends Map-Reduce to better support reduce-intensive applications, while substantially improving its efficiency by eliminating the implicit synchronization barrier between the map and the reduce phases. Among implementations of map-iterative-reduce we can find Twister [31], Hadoop [32] and Twister4Azure [33]. The work in [34] suggests that iterative and interactive applications are the ones that could take the highest advantage of in-memory data storage for fast reuse.

The Spark [35] programming model supports a wide range of functionalities that enable the development of applications that do not fit nicely to the Map-Reduce paradigm, such as many iterative machine learning algorithms and interactive data analysis tools. The Spark framework relies heavily on the concept of resilient distributed dataset (RDD) [36] to
FIGURE 3: Architecture of a massively distributed infrastructure comprising edge devices, intermediate fog nodes, and core cloud datacenters.

provide this functionality. RDDs are in-memory collections of data, and the operations on them are tracked in order to provide fault tolerance. According to its authors, the system has proven to be highly scalable and fault tolerant. However, in most Java-based Map-Reduce platforms [37] the deep component stack and its dependence on the JVM entails a significant memory consumption that also affects execution time because of frequent garbage collection operations [38], [39], and serialization if bindings to other languages are used [40]. A performance comparison between Hadoop and Spark frameworks in terms of CPU, memory and I/O usage is presented in [41].

Map-Reduce-based programming models have also evolved into language frameworks that provide a data access layer through a set of APIs, thus eliminating the need to reimplement repetitive tasks by working on top of the processing layer [42]–[46]. For example, Spark has inspired subsequent works such as GraphX [42], which extends the framework to support graph parallel computing. Working with graphs has, as indicated by the authors, specific challenges and requirements that were not fully addressed by previous works. In a similar trend, several frameworks have explored the possibility of building rich data SQL-like abstractions for database processing. For example, Spark SQL [43] extends Spark to integrate database processing into the framework. Pig Latin [44], HiveQL [45] and REX [46] rely on high-level data-flow languages, and execution frameworks whose compilers produce sequences of batch-processing Map-Reduce programs.

Moreover, some models evolved into workflow frameworks to support the composition of heterogeneous and coupled components to simulate different aspects of an application model [47]. As these modules interact and exchange significant volumes of data at runtime, minimizing these transfers and making them efficient have a major impact on the overall performance [48]. Consequently, data locality enforcement has been studied in several works tackling task and job scheduling [49], data-flow optimization [50], and resource allocation [51].

In-memory computing has also affected database-oriented platforms with approaches such as Phoenix [52] for shared-and-distributed-memory machines. Shark [53], which supports the Hive warehousing system [54] on Spark, is a popular similar approach but oriented toward SQL-based data analytics by means of machine learning. These algorithms are typically iterative; thus, in-memory computing suits well the need for cached data to be reused. Similarly, pure Map-Reduce paradigms have benefited from in-memory trends, resulting in platforms for memory-intensive workloads such as Mammoth [37], Piccolo [55], Main-Memory Map-Reduce (M3R) [56], and Hyracks [57].

Some of the former works indicate that in-memory databases and computing are able to scale to petascale systems [37], [58]. No further work has found indication whether this could hold for exascale systems, however. New technologies based on multicore processors can improve the performance of applications by favoring locality through intranode data sharing, which minimizes data exchanges across compute nodes [48], [59]. The prospective usage of Map-Reduce-based models at different levels of parallelism within the computing infrastructure, as typically done in HPC systems, might provide a shared-space programming abstraction that replaces existing parallel programming models such as message passing.

### III. HIGH-PERFORMANCE COMPUTING ECOSYSTEM

High-performance computing refers to the usage of aggregated computing power in order to run complex parallel programs efficiently and as fast as possible. This term is tightly related to the concept of supercomputing, which pushes HPC to the highest operational rate of the available technology. Nowadays, top modern supercomputers perform on the order of 100 petaflops, and a machine capable of delivering one exaflop is expected to appear around 2020 [60].

All this computational power and sophisticated infrastructures involve massive investment in hardware development, runtime design, and daily operational costs. Naturally, these means have been put to the service of strategic areas of science and industry that rely on complex numerical applications that cannot be run on commodity machines because of their performance requirements. Those include sectors such as aviation, energy, pharmaceutical, oil and gas, and automo-
tive, and high-end scientific research on climate, medicine, bioinformatics, and physics.

To exploit the scalability and performance of supercomputers, HPC applications rely heavily on parallelism techniques to maximize the usage of resources. Supported by advanced execution engines, these applications coordinate parallel processing on many cores and nodes with network-intensive data transfers between compute and storage nodes. In addition, some applications need to iterate to refine their results, modify the underlying model, or incorporate new data. Figure 4 depicts these relationships, which form the structure of many HPC applications. The core simulated models are typically initialized with a combination of input data and base environmental conditions as parameters, and the simulation domain is distributed so that kernel computations can be conducted in parallel. Ideally, these simulations are pleasingly parallel, and computations can be executed independently while incorporating partial new data. Once kernels converge, the resulting data are merged with the results coming from the other processing units in order to update the model, typically leading to a communication-intensive process that results in the input that will be fed to the following step. As a fault tolerance measure, most simulations include checkpointing procedures to store intermediate models and restore the simulation from them in case of failure. Simulation results are then written to storage.

HPC has been also affected by current data-centric trends, and scientists are already tackling how HPC can benefit from the availability of big data and analytics techniques. High-performance data analytics, data-intensive scientific computing, visualization and machine learning are areas of research that currently inherit the performance and scalability aspirations of traditional HPC, while incorporating new challenges that affect how data are managed and transmitted at all levels of the system and software stack.

A. SUPERCOMPUTERS AND DATA-INTENSIVE CLUSTERS

Large scale HPC infrastructures (such as supercomputers, grids, clouds, and clusters) have been widely developed with the objective of providing a suitable platform for high-performance and high-throughput computing. Since these paradigms typically require massive hardware resources and dedicated middleware, large scale computing holds specific challenges in order to achieve sufficient efficiency in terms of memory, CPU, I/O, network latencies, and power consumption, to name a few. These systems are oriented toward supporting resource-demanding and complex applications with heavy resource requirements; thus they need dedicated platforms that orchestrate tasks and manage resources in order to behave in a coordinated manner. These pieces of software constitute the middleware that permits node intercommunication, data transmission, load balancing, task assignment and fault tolerance.

Traditional HPC infrastructures [61]–[64] are built in such a way that storage and computation are not located in the same nodes, following the schema depicted in Figure 5. Networks are also isolated to avoid the interference of I/O operations to the parallel file system with computation communications. Parallel file systems maintain a logical space view and provide an efficient access to data, which can be distributed through several sites and among multiple I/O servers and disks to deliver a higher degree of parallelism.

Several issues are still not solved with regard to these infrastructures. In particular, computer scientists have realized that, as problems become larger and more complex, a powerful infrastructure is not sufficient to achieve proper scalability in terms of overall performance, resource utilization, and power efficiency. With the advent of data-centric trends, recent works have suggested that improving data locality across all layers of the system stack is key to move toward exascale infrastructures efficiently [65].
Some authors claim that the current architecture of high-end computing systems is inefficient because storage is completely segregated from the compute resources. Thus, further network interconnections are needed to access storage [66]. Storage systems constitute one of the greatest bottlenecks when dealing with data-intensive computations [67]. Therefore, data awareness in file systems and storage infrastructures can significantly improve the system’s overall locality, as other layers can benefit from the system’s knowledge of data placement. In order to avoid the drawbacks of traditional parallel file systems, a new generation of distributed file systems has emerged as support layers for data-centric frameworks such as Map-Reduce. The Hadoop File System (HDFS) [68] and the Google File System (GFS) [25] are relevant examples of such file systems portraying a focus on data locality. Work in this area has also been conducted to improve locality by moving data to the node’s memory to minimize interaction with storage nodes. This resulted in new infrastructure architectures that incorporate deeper memory hierarchies and local storage in compute nodes, following the model of cloud-oriented data-centers [69].

The influence of big data and analytics in supercomputing is also reflected in the incorporation of new hardware architectures tailored for deep learning and data-intensive computing [3], resulting in dedicated accelerators such as vector processors, tensor processing units (TPUs), general-purpose graphical processing units (GPGPUs), and field-programmable gate arrays (FPGAs). These new technologies provide further computational power for applications, but it is still unclear which areas will require the full Exascale power that will be provided by impending heterogeneous infrastructures, since the bottleneck might remain at upper layers of the software stack such as monitoring, resource management, data management, and communications [70]. In addition, applications are also evolving toward complex workflows involving iterative analytics, data-intensive operations, and compute-intensive computations. Making an efficient usage of supercomputers in this landscape will require algorithm, execution model, and data management refinements to support applications with mixed requirements, without diminishing usability.

**B. PARALLEL PROGRAMMING MODELS AND EXECUTION MODELS**

HPC applications aim to run at the maximum level of parallelism provided by supercomputers in order to reduce execution time and increase scalability. On submission, applications are provided with a set of allocated processing units distributed across several nodes, and optionally different types of accelerators might be assigned if present in the infrastructure. Figure 6 represents these diverse processing units.

The Message Passing Interface (MPI) standard [71] is the most common procedure to exploit internode parallelism in HPC environments and is the basis for numerous runtimes and workflows for scientific computing. The implementations of MPI allow the execution of standard operations comprising multiple processes on distributed-memory platforms, which provides coarse-grained parallelism sufficient for petascale applications.

Thread-level parallelism is the basis for fine-grained intranode parallelism for multicore CPUs. Developers can choose from a wide range of threading libraries such as POSIX threads, Intel’s Threading Building Blocks (TBB) [72], and Microsoft’s Parallel Patterns Library [73]. Nowadays, the open specification for multiprocessing (OpenMP) [74] is still one of the most-used tools for parallelization, mostly because its annotation-based nature minimizes the impact on sequential code. As machines reached petascale, combining MPI and OpenMP became a common procedure to reach massive parallelism on machines supporting distributed and shared-memory [75]–[77].

Current HPC infrastructures have incorporated different types of accelerators to enhance the performance of specific applications. Programming models adapted accordingly to
ease the access to further finer-grained intranode parallelism. GPGPUs are the most widely adopted accelerator in current HPC machines, given their many-core architecture, which pushes forward massive parallelism to the order of thousands of cores on a single chip. Several libraries enable the interaction with GPGPUs, such as OpenCL [78], Nvidia CUDA [79], and OpenACC [80], supporting data offload to the accelerators, kernel operator definition, direct execution of such code on the device, and result retrieval back to the host CPU. Accelerator runtimes have also been integrated with intranode parallelism through OpenMP [81], and internode parallelism via MPI [82], [83]. The mechanisms to build hybrid runtimes exploiting both intra and internode parallelism had a major influence on subsequent advances in further parallelism integration, and they are expected to be present in future exascale systems to cope with the need for adaptive hybrid programming models for heterogeneous extreme-scale machines [84].

IV. CURRENT TRENDS IN HPC AND BDA CONVERGENCE

In the literature we can find many attempts to incorporate the beneficial features of HPC and BDA into their corresponding areas. Section IV-A presents relevant works trying to accelerate BDA by means of HPC computing models (mainly MPI) and advanced techniques to interact with the underlying network and accelerators. Correspondingly, Section IV-B presents how data-centric paradigms and BDA infrastructures (primarily clouds) have been exploited to enhance HPC.

Finally, Section IV-C analyzes the most relevant endeavors toward HPC and BDA interoperability for hybrid applications, not necessarily attempting to improve one model or the other but focusing on the goal of both paradigms coexistence in a single application. These works are scarcer than others that focus on improving a single ecosystem, but they are highly relevant since they are oriented toward avoiding reprogramming applications and exploiting the advantages of both worlds. This is the primary approach in our work.

A. USAGE OF HPC TO ENHANCE BDA

The focus on performance of HPC is attractive for BDA users who must deal with increasing number of problems but have limited processing time. We hereby introduce how previous works accelerated BDA by exploiting the high-performance and scalability of computing models such as MPI, and specific architectural features of HPC infrastructures.

1) Process-Centric Computing Models: MPI and OpenMP

Implementations of traditionally data-centric frameworks such as Map-Reduce have been developed by using MPI. The main limitation of these solutions is that significant reimplementation effort is required to modify tools, libraries, and applications to use these frameworks, which can impede adoption and introduce overheads. One such framework was proposed in [85], in the form of a parallel library that allows algorithms to be expressed by using the Map-Reduce paradigm, simplifying programming by using map and reduce operations call available from C++, C, FORTRAN, or scripting languages such as Python. Another related work is Smart [86], a framework that mimics Map-Reduce to execute data analytics algorithms alongside computational simulations in time-sharing or space-sharing modes, in a process known as in-situ analytics. The framework uses both MPI and OpenMP to parallelize tasks over distributed and shared-memory. A more recent Map-Reduce framework over MPI is Mimir [87]. It includes a redesign of the execution model with optimization techniques to increase performance, reduce memory usage, and improve scalability. Another variant is FT-MRMPI [88], an extension that provides a fault-tolerant Map-Reduce framework on MPI for HPC clusters.

Other works attempted to develop novel approaches to data-centric programming. For example, in [89] the authors proposed an event-driven pipeline and in-memory shuffle using DataMPI-Iteration, which provided overlapping of computation and communication for iterative BDA computing and showed a speedup of 9x-21x over Apache Hadoop and 2x-3x over Apache Spark for PageRank and K-means. Another approach for running data-centric applications on MPI beyond the Map-Reduce model was proposed in [90], where the authors presented a set of building blocks that provide scalable data movement capability to computational scientists and visualization researchers for writing their own parallel analysis. This work is the origin of the Do-It-Yourself parallel runtime (DIY) [91], a full data-driven execution engine usable for any topology defined by the user.

2) Infrastructure: Networking and Accelerators

Optimizing data-centric platforms for specific heterogeneous architectures is a popular direction to accelerate BDA. Mr-Phi [92] targets Intel Xeon Phi coprocessors. A solution for hybrid cloud bursting is discussed in [93] and extended with a detailed performance model [28]. A similar solution for Spark on GPUs was IBMSparkGPU [94], but it is valid for local tasks only. Trace [95], is a high-throughput tomographic reconstruction engine for large-scale datasets using both (thread-level) shared-memory and (process-level) distributed memory parallelization using a special data structure called a replicated reconstruction object. The authors also studied in [96] various frameworks for deep learning networks that can scale across multiple machines with full parallel support and distributed execution, such as TensorFlow, CNTK, Deeplearning4j, MXNet, H2O, Caffe, Theano, and Torch.

Some solutions have been proposed to accelerate big data processes using FPGAs. Ghasemi et al. [97] created a custom Map-Reduce framework that is capable of combining Map-Reduce FPGA kernels with a template interface. Segal et al. [98] presented SparkCL, and automatically generated OpenCL kernel for Altera FPGAs. However, they identified that, because of architectural limitations, data transfer overhead suggests that only highly compute-intensive tasks should be offloaded [99]. In [100] the authors propose a solution to implement Map-Reduce entirely in an FPGA. In
order to overcome former problems, data are read entirely from Java to the FPGAs and the final results are copied back into Spark using memory mapped byte buffers, which avoid straining FPGA resources.

Networking and storage are closely related and have been exploited to improve BDA platforms. A first attempt to optimize Map-Reduce storage on HPC clusters by utilizing Lustre as the storage provider for Remote Direct Memory Access (RDMA) intermediate data was presented in [101]. Other works tried to adapt Map-Reduce and its underlying HDFS to use GPFS [102]–[104] or provide subfiles and locality [105]. Results indicated that BDA platforms still suffered from the reduced locality offered by such a setting. Consequently, the authors in [106] proposed a two-layer storage system that exploits PFS performance but incorporates an intermediate in-memory storage system, with good results.

A proposal to accelerate Spark communication was presented in [107], which used a high-performance RDMA-accelerated data shuffle in the Spark framework on high-performance networks and provided a performance improvement of 80%. We also can see interest in the usage of HPC systems for BDA in the commercial sector. For example, PayPal has shown how the high concurrency and low latency of HPC systems can be used for fraud detection [108].

**B. USAGE OF BDA TO ENHANCE HPC**

Evidence of convergence in the opposite direction also appears, especially in works aiming to incorporate data-centric computing models, such as Map-Reduce in HPC applications, and in efforts to exploit BDA computing facilities, such as clouds to scale scientific computing.

1) Data-Centric Computing Models: Map-Reduce

Scientific applications and their adaptability to new computing paradigms have elicited increasing attention from the scientific community. The applicability of the Map-Reduce scheme for scientific analysis has been notably studied, especially for data-intensive applications resulting in an overall increased scalability for large datasets, even for tightly coupled applications [109].

Several works have analyzed how current HPC applications could be adapted to Map-Reduce models. In [110], Srirama et al. studied how some scientific algorithms could be adapted to the Hadoop Map-Reduce framework. They established a classification of algorithms according to the structure of the Map-Reduce schema these would be transformed to. They suggested that not all of those algorithms would be optimally adapted by their selected Map-Reduce implementation, yet they would suit other similar platforms such as Twister or Spark. They focused on the transformation of particular algorithms to Map-Reduce by redesigning the algorithms themselves. A similar approach is HAMA [111], a framework that provides matrix and graph computation primitives on top of Map-Reduce. An advantage of this framework over traditional MPI approaches to matrix computations is the fault tolerance provided by the underlying Hadoop framework. An approach for using Hadoop Map-Reduce in scientific workflows was explained in [112], whose authors proposed a new architecture named SciFlow. This architecture consisted of a new layer added on top of Hadoop, enhancing the patterns exposed by the framework with new operations (join, merge, etc.). Scientific workflows are represented as a DAG composed of these operations. A theoretical analysis of migrating common HPC-oriented workflows to a BDA processing platform (i.e., Apache Hadoop) was made in [113]. The authors implemented six representatives of common scientific workflow patterns in an Apache Hadoop environment and discussed implementation challenges as well as Hadoop environment applicability for each of the basic patterns.

Other works attempting to tailor Map-Reduce and data analytics frameworks have been developed for HPC. These environments target a particular family of applications or processor architecture, but they are not generalized for reuse in other contexts. A preliminary work was ROOT [114], an object-oriented C++ high-energy physics (HEP) framework designed for storing and analyzing petabytes of data efficiently by using an object container optimized for statistical data analysis over very large datasets. Another attempt is an extension of Map-Reduce with access patterns (MRAP) [115], which targets HPC analytics with a focus on data locality.

BDA analytics tools, such as Hadoop and Spark, are being explored to provide straightforward data distribution and caching mechanisms in data-intensive HPC applications. Their data-centric nature permits reasoning about tasks over distributed data abstractions without worrying about task scheduling, which is managed by the middleware to enforce data locality and minimize transfers. The inherent parallelism of these tools has resulted in positive experimental results showing their suitability for massively parallel workloads such as MTC-like workflows [116]. Other works explored the usage of high-level machine learning libraries for HPC typographic reconstruction [117] with good results. Nevertheless, challenges remain with respect to workflows built with a pure HPC focus, which rely on MPI and traditional storage infrastructures [118].

Because Spark underlies many BDA tools, the performance of Spark for scientific computing has been studied in several works. Sherish et al. recently showed in [119] how BDA tools can be used for HEP data analysis because extremely large HEP datasets can be represented and held in memory across the system and accessed interactively by encoding an analysis using the high-level programming abstractions in Spark. Kira [120], a flexible and distributed astronomy image processing toolkit using Apache Spark, was used to implement a source extractor application called Kira SE for astronomy images. The study shows that Spark may be an alternative to an equivalent C program for many-task applications. Another interesting study was presented in [121], where the performance of a Spark implementation of a classification algorithm in the domain of high-energy
physics (HEP) was evaluated. The results showed that the implementation scaled well but the performance was poor compared with the results of an untuned MPI implementation of the same algorithm.

2) Infrastructure: Distributed Storage and Cloud Computing

Scientific workflows are composed of heterogeneous and coupled components that interact and exchange significant volumes of data at runtime. Making these transfers efficient has a potential major impact on the overall performance of the resulting application [122]. As a consequence, both the storage infrastructure and the logical file system abstractions could affect performance and scalability, thus making data management a key aspect in workflow design and implementation [123]. In order to support the degree of scalability and performance required by modern simulators, one of the key elements to take into consideration is the avoidance of I/O bottlenecks [124]. Given the workflow nature of many state-of-the-art simulators for scientific computing, Srimara et al. [125] proposed a workflow-partitioning strategy to reduce the data communication in the resulting deployment. Matri et al. [126], [127] analyzed the applicability of binary large objects (known as blobs) and object storage systems to solve the problems with POSIX-IO-compliant file systems and as a mechanism to replace distributed file systems for BDA analytics.

Several works have addressed the opportunities of shifting scientific workflows from traditional HPC and HTC infrastructures to BDA computing infrastructures such as clouds. In particular, authors have focused on exploring data-intensive workflows, since they are the most tightly related to conventional BDA applications in terms of data volumes [128], [129]. Experimentation with well known workflows shows that running costs could be significantly decreased with BDA infrastructures, but performance would suffer from virtualization and latency overheads [130]–[132]. The relationship between Map-Reduce and the cloud for scientific applications has also been tackled in [133], which establishes that performance and scalability tests results are similar between traditional clusters and virtualized infrastructures. Nonetheless, these results for Map-Reduce workflows are not generalizable to other application models found in HPC, since the performance of network in cloud is worse than that of HPC by one to two orders of magnitude [134], [135]. Other authors indicate, however, that the low maintenance and economical cost of clouds made it a viable option for small scale clusters with a tolerable performance loss [136], [137]. Consequently, cloud computing has been proved as a good solution for scientists who need resources instantly and temporarily for fulfilling their computing needs [138].

In this context, trends evolved toward migrating scientific applications to the cloud by means of several techniques. D’Angelo [139] described a Simulation-as-a-Service schema in which parallel and distributed simulations could be executed transparently, which requires dealing with model partitioning, data distribution and synchronization. He concludes that the potential challenges concerning hardware, performance, usability and cost that could arise could be overcome and optimized with the proper simulation model partitioning. Following a similar approach, Yu et al. [140] proposed an application adaptation middleware to allow legacy code migration to the cloud. In this work, a virtualization architecture is implemented by means of a web interface and a Software-as-a-Service market and development platform. Similarly, [141] proposes moving desktop simulation applications to the cloud via virtualized bundled images. These are generalist approaches that do not take into consideration the internal structure of the HPC applications, thus might not suffice for the resource-intensive computations required by HPC simulations.

C. ENDEAVORS TOWARD HPC AND BDA INTEROPERABILITY

The scientific community is aware that tools such as Apache Spark provide an interesting baseline for integration of scientific simulations in BDA environments. However, the data abstraction and application model of Spark are not easily supported using MPI, which is the main programming model in HPC [142]. Using Spark for HPC applications, while appealing, poses important convergence challenges.

The work in [143] introduced a methodology for graph processing to bridge the gap between Spark-based graph computing and HPC. Evaluations made on the Blue Waters supercomputer showed poor scalability of Spark vs. MPI+OpenMP for graph operations. In an effort to progress, Fox et al. presented in [144] a framework, named HPC-ABDS, that detected points for possible integration but also identified problems with workflow systems, data transport, and file management layers. Gittens et al. explored [145] the tradeoffs of performing linear algebra using Apache Spark compared with traditional C and MPI implementations on HPC platforms. The results showed a poor performance of Spark vs. MPI for matrix multiplications: from 2x to 25x performance gap. However, the authors highlighted the potential of incorporating MPI-based execution models to Spark, indicating that overheads might be tolerable. In this context, achieving a data model fully compatible for Spark and MPI that provides scalability, performance, and interoperability suitable for scientific data assimilation remains a challenge not fully satisfied by any existing platform but desired by the scientific community.

This paper presents an abstract architecture for execution model interoperability that, to the best of our knowledge, has not been introduced before in the literature. In addition, we provide an implementation that allows users to benefit from efficient MPI libraries accessible from Spark with little effort on their side. As a result, we have developed a platform, called Spark-DIY, that provides advanced capabilities compared with other related solutions in the literature. For example, compared with [107], we provide compatible block management between the native side and Spark by using Java Native Interface (JNI). Compared with [101], our solution
provides not only powerful I/O through MPI but also computing scalability. Moreover, our implementation constitutes a general solution that is not specific to any domain of data type, unlike the work presented in [119]. Our approach is more similar to the solution proposed in [146], but Anderson et al. used HDFS to exchange data among Spark and MPI, while we use memory directly for increasing efficiency. Moreover, we rely on an intermediate library based on MPI that manages the block communication graph, which avoids the burden of direct MPI usage.

Besides the former works, two platforms are very close to Spark-DIY in terms of aim and functionality. Spark-DIY is similar to Spark-MPI [147], a solution that extends the Spark ecosystem with the MPI applications using the Process Management Interface (PMI) to allow the creation of MPI processes from Spark. We relied on Spark-MPI to inspire the deployment mechanism of Spark-DIY, and we incorpo-rated significant architectural and implementation features that make Spark-DIY much more complete and general. Alchemist [148] is another effort in this direction, focusing on the ability to call MPI-based libraries from Spark. Using Alchemist with Spark helps accelerate HPC computations, while still retaining the benefits of working within the Spark environment. The differences between Spark-DIY and Alchemist are mainly in terms of internal implementation.

V. CONVERGENCE CHALLENGES AND OPPORTUNITIES

To study the challenges and opportunities for convergence, we have summarized the main features of both ecosystems in Table 1. We now analyze the challenges and opportunities they yield for future convergence.

From the domain perspective, the iterative nature of the simulation algorithms clearly yields collective operations that do not fit nicely into the typical BDA paradigms. Therefore, significant efforts must be conducted to converge simulations and BDA algorithms [149].

Regarding workflow development and deployment, we conclude that a promising research line for large-scale scientific workflows would be working toward a hybrid approach between MPI and BDA-oriented data abstractions. Such a model would blend the slim MPI processes and their generalist nature with the ability to reason about data processing without explicitly implementing data parallelism that BDA platforms provide. The former features are highly desired by scientists who want to focus on their problem, rather than on the computational elements of their work. This would result in a highly productive and efficient mechanism to build and deploy both scientific workflows and BDA applications, which is currently desired by the exascale community [149], [150].

Another major point arising related to data management in BDA solutions is the lack of flexibility for programmers to express complex data structures. This approach does not fit the complexity of data in HPC applications that need to show complex views of data to the users and the underlying system software. The data requirements of scientific applications are expected to become larger in the next few years, increasing the pressure on the parallel file systems, which are currently seen as a serious performance bottleneck. It becomes increas-ingly important to better understand application data models and to be able to efficiently map them on the underlying storage through novel techniques.

In addition, upcoming platforms will take into consideration other middleware aspects that made BDA platforms so successful, such as transparent fault tolerance. As a con-sequence, there is a need to integrate the fault tolerance techniques found in HPC, mostly oriented toward batch and iterative workloads (e.g., multilevel checkpointing), with the methods from the BDA side that tackle large volumes of tasks (e.g., data replication and provenance). This also has an effect on locality, and tradeoffs between these techniques must be addressed.

From the infrastructure side, we have seen that memory has become the limiting factor for new BDA platforms. We also note that emerging MTC scientific workflows require significant amount of memory for processing, caching, and exploiting in-memory solutions for enhanced performance. As a consequence, instead of tailoring the hardware to the execution of many small tasks, upcoming data-intensive infrastructures should heavily invest in both volatile and nonvolatile memory and deepen the storage stack. Hence, increasing memory in commodity clusters and clouds is key to supporting the upcoming execution platforms. These additional resources could mitigate the requirements of new workloads, and they would help to support the emerging in-memory caching mechanisms coming from data-aware computing. In addition, this integration with more BDA-oriented infrastructures is expected to benefit pure HPC workloads in the near future [151].

To summarize, the desired confluence of BDA and HPC raises a number of challenges: overcoming the differences in cultures and tools; adopting new infrastructure architectures; ensuring the coexistence of stream and batch models; and coordinating resource allocation efficiently in virtualized and shared environments. Software libraries for common intermediate processing tasks need to be promoted, and a complete software ecosystem for application development is needed. The divergence of programming models and languages poses a convergence issue with regard not only to interoperability of the applications but also to the interoperability between data formats from different programming languages.

VI. CONVERGENCE ARCHITECTURE FOR HPC-BDA APPLICATIONS

Our approach is to integrate the data-centric and process-centric execution models without enforcing the usage of one model or the other, by allowing the user to freely switch between the two models and select the one that adapts better to each stage of the problem. There are three motivations for pursuing the interoperability between these execution
models:

1) BDA users can rely on process-centric execution models to accelerate and scale their workloads.

2) HPC users gain access to high-level BDA libraries and increase their productivity.

3) Both types of users benefit from the flexibility to select the paradigm that matches their infrastructure, whether it is a cloud (BDA-oriented, and suitable for data-centric computing) or a supercomputer (HPC-oriented, and tailored for maximum communication and processing performance.) Furthermore, they could incorporate operations not typically available in their native settings.

Guided by our objective to offer the user the best features from each ecosystem, we formulate the following design goals for the integrated architecture:

**D1 Interoperability.** Process- and data-centric platforms target different canonical problems; therefore adapting a problem from one to the other should be explicit. To make the user aware of which model is currently active, we must keep both platforms separated but unified in terms of programmability and interoperable through explicit conversions.

**D2 Production readiness.** We believe that the viability of our solution will depend on being able to use standard versions of the underlying execution models without any changes. Thus, interoperability must be enabled through a middleware layer transparently to the users, so that applications built for pure platforms could run almost out-of-the-box.

**D3 Usability.** Although the user must be aware of the explicit interoperability, including overheads associated with switching contexts, the knowledge of the underlying data model and interoperation mechanisms should be minimal to preserve the nature of the programming and data interface. This would reduce the learning curve and minimize the impact on existing code.

**D4 Flexibility.** We want to support multiple data types and provide flexibility for different datasets to coexist in the same application. This includes the need to support stateful and stateless datasets.

**D5 Performance.** The data locality capability of data-centric execution models is a key feature and must be enforced as much as possible. On the other hand, the efficiency and scalability of process-centric execution models should be exploited whenever possible to accelerate communication- and compute-intensive operations.

These design goals are embodied in Figure 7, which depicts the interactions between the main components of our envisioned architecture:

- A unified distributed data abstraction for generic data types (D1, D3, D4).
- An associated unified operational model to interact with said data abstraction (D1, D3).
- An execution delegation system capable of selecting
the appropriate execution model for each step in the application (D1, D2, D5).

These elements are detailed in the following sections.

A. UNIFIED DISTRIBUTED DATA ABSTRACTION

BDA data abstractions rely heavily on the concept of partition, block or chunk to manipulate large collections of records in a single-program-multiple-data (SPMD) manner. By distributing the overall data volume in chunks, data-centric platforms naturally abstract parallelism from the application developer. Moreover, since data drives the computation, and workload balance is planned on the fly based on results from intermediate steps, such abstractions facilitate the efficient allocation of computing resources with minimal intercommunication. In addition, these abstractions are typically immutable and stateless, in the sense that operations on these datasets result in a new dataset containing the updated records.

On the other hand, HPC applications are not enforced to use any specific abstraction, given their process-centric nature, in which computation and data parallelization are explicitly managed by the programmer. Nevertheless, such applications are usually built for primitive data types, since input and output data are normally stored in binary files and most operations are numerical. As opposed to the BDA abstractions, a key feature of HPC datasets is their need for statefulness, required to preserve the results from previous operations since data structures are reused.

Any architecture that aims to interoperate process- and data-centric execution models must be able to cope with the core characteristics of their respective data abstractions. In our design, we propose having a unified distributed data abstraction (UDDA) inspired by the data-awareness and task-based parallelism of data-centric abstractions (D3) but with the possibility to preserve state as required by HPC applications (D4). As shown in Figure 7, this abstraction represents a distributed collection of data organized in chunks, which can be locally accessible by both process- and data-centric computing units (D1).

Our analysis of features and requirements for HPC and BDA applications suggests that in order to implement this data abstraction the following properties should be enforced:

- Internal data types contained in the distributed data abstraction should not be limited. Collections of user-defined data types should be possible to preserve the semantic richness of BDA abstractions (D4).
- In order to ensure that the BDA SPMD operations and HPC process-centric computations hold simultaneously given a UDDA, the records contained in the collection must all belong to the same data type.
- The number of data chunks in a UDDA should be set automatically for the users’ convenience, following the trend in BDA platforms. However, HPC users sometimes need to impose a specific number of chunks to meet application domain limitations (e.g., when each data chunk represents an individual parametrization of a domain). Therefore, data redistribution should be made available to support interoperability between datasets representing different domain topologies.
- Location of data chunks should be transparent to the users and respected as much as possible by the execution engines. In addition, users should not be aware of the underlying topological relationships between data chunks, neither for interacting with individual records nor for defining new operations on the overall dataset (D3). Nevertheless, implementations of a UDDA will have to rely on locality information to track chunks.

B. UNIFIED OPERATIONAL MODEL

BDA programming models are typically based on data flow, assuming that operations manipulate distributed datasets, and generate new datasets as result. They are massively inspired by functional programming and tend to avoid state changes, mutable data, and dependencies to global or local state. This has the benefit of providing identical results each time a function is called with the same input, regardless of previous operations. If there is no data dependency between such expressions, their order can be reversed, or they can be performed in parallel and will not interfere with one another. These features made these paradigms popular because it is easy to reason about data in this way, and building parallel program becomes less error-prone if the user does not have to take state into consideration. Statefulness also assists provenance, since operations can be reexecuted in case of failure.

In contrast, HPC programming interfaces rely heavily on in-place stateful paradigms, in which computation, communication, and data updates occur under the same programming scope. Intra and internode-level parallelism occurs at different levels, and the memory model is key to build an application since operations on data remain stateful and affect subsequent control flow and output results. Consequently, HPC applications are complex to design and code, and users are required to be much more aware of the implications of every change they conduct on the dataset.

Consequently, the flexibility of HPC programming paradigms can be sometimes overwhelming, while semantically rich paradigms are usually favored by end users because of higher productivity and smoother learning curve. Nonetheless, the declarative nature of BDA approaches excels in usability and adoption but lacks the capability to express the stateful procedural methods required in HPC.

Keeping hybrid applications in mind, which are composed of interleaving BDA and HPC stages, a unified architecture for BDA and HPC must clearly support traditional data-centric operations and incorporate HPC-oriented functionality (D1). In addition, as shown in Figure 7, it must also support the definition of operators for lambda expressions, while remaining compatible with existing implementations of high-level libraries (e.g., for machine learning or graph processing) and computing kernels (D3). The UOM integrates these needs into an abstract function space that aggre-
gates all potential function definitions between two UDDAs. Our analysis indicates that certain specializations are necessary in order to expose a set of operations capable of meeting the requirements of composite applications, such as stateful functions, cardinality, and type-preserving functions.

C. EXECUTION DELEGATION SYSTEM

As depicted in Figure 7, the proposed architecture follows a master-worker scheme. With this structure, the definition of the application and the execution model-dependent parallel execution can be isolated, thus making clear for the user whether a task will be conducted locally or in a distributed manner (D1). The master entity holds the application, which defines the required UDDAs, and relies on the implementation of the UOM to interact with their content and to describe the steps it is composed of. On execution, parallel steps will be delegated to the worker entities through the execution delegation system (EDS), which will interpret the requested operations and select the appropriate execution model (D5). For increased adoption and simplicity to the end user, the EDS constitutes an entity that is independent of the underlying execution models and acts only as intermediary without disrupting them (D2).

Given a UOM function space, a subset of functions will map to the data-centric execution model, and another subset will map to the process-centric execution model. The objective of the EDS is to enable the delegation of those operations to the appropriate execution model, further defining sets such subsets in relation to the execution models it must interact with.

VII. IMPLEMENTATION OF THE ARCHITECTURE: THE SPARK-DIY PLATFORM

In this section, we introduce an implementation of our generalist architecture for BDA and HPC, named Spark-DIY, based on Apache Spark and the highly scalable data-intensive communication pattern library DIY (Do-It-Yourself block parallelism) [152]. As a result, Spark-DIY is able to run Spark ultimately on top of MPI to enable the efficient execution of HPC operations on a supercomputer, to assist in the integration of existing scientific codes into a BDA environment, and to preserve the usability and flexibility of BDA tools.

Figure 8 shows the interactions between the main components of the proposed implementation in relation to the abstract entities described in the generalist architecture. The following sections explain their role from the end users’ perspective and the accompanying internal behavior of the system.

A. SELECTED EXECUTION PLATFORMS

All implementations of the generalist HPC-BDA architecture must build upon existing execution platforms as building blocks. Their data abstractions, programming interfaces, and execution models will impose technical limitations on the necessary interoperation mechanisms for each element in the architecture. Therefore, it is necessary to analyze in depth each execution model to find the key features that will enable the implementation of the architecture.

Below we describe major features of the execution platforms selected for this implementation.
1) Data-Centric Execution Platform: Apache Spark
Spark is arguably the most popular BDA processing framework, and it also supports numerous other tools for machine learning, graph analytics, and stream processing, among others. Being initially inspired by the Map-Reduce model, Spark supports extended functionality and operates primarily in memory by means of its core data abstraction: the resilient distributed dataset (RDD) [36]. A RDD is a read-only, resilient collection of objects partitioned across multiple nodes that hold provenance information (lineage) and can be rebuilt, in case of failures, by partial recomputation from ancestor RDDs. RDDs are by default ephemeral, which means that once computed and consumed, they are discarded from memory. However, since some RDDs might be repeatedly needed during computations, the user can explicitly mark them as persistent, which moves them in a dedicated cache for persistent objects or moves them to local or distributed storage.

Two types of operations can be executed in Spark: transformations that execute a function independently in each partition and actions that trigger data shuffles between the partitions. Transformations are executed in a lazy manner and are triggered by actions. The operations that are contained between two communication points are called stages.

2) Process-Centric Execution Platforms: DIY
DIY is an C++ and MPI library that offers efficient and highly scalable communication patterns over a generic block-based data model. In DIY, algorithms are written in terms of data blocks that constitute the basic units of domain decomposition and parallel work. Blocks are linked forming neighborhoods that represent the domain in a distributed manner. The assignment of blocks to MPI processes, often multiple DIY blocks per MPI rank, is controlled by the DIY runtime transparently to the user.

Given a block decomposition and assignment to MPI processes, the user is able to run reusable communication patterns between the blocks in a neighborhood and global operations over all blocks, such as reductions. Therefore, DIY users can execute common communication patterns just by defining the block type and domain topology, without knowledge of the underlying communication details. Consequently, a problem can be decomposed into a large number of data-parallel subproblems, and data can be efficiently exchanged among them by using regular local and global communication patterns whose implementation has been tuned for HPC. DIY has been applied in a diverse array of science and analysis codes [153]–[157] and has demonstrated efficient scaling on leadership-class supercomputers.

B. INTEROPERATION MECHANISMS
The similarity between Spark RDDs and DIY block parallelism and the resemblance between Spark Map-Reduce and DIY merge-reduce communication patterns are the basis for our integration of these two models. We will emphasize the data and programming interfaces exposed by Spark as much as possible to preserve its compatibility with other tools, libraries, and platforms in the BDA ecosystem. Moreover, we
will incorporate HPC features through the careful inclusion of DIY.

Given the design of the generalist architecture, three aspects of Spark and DIY need to be connected: their data abstractions, to implement the UDDA; their programming models, to implement the UOM; and their execution models, to implement the EDS.

The implementation details needed to connect each of these components between the two execution models are summarized in Figure 9 and detailed in the following sections.

1) Implementation of the Unified Distributed Data Abstraction

In the case of both Spark and DIY, the way data are arranged determines the development of algorithms and the behavior of the execution model. This also happens with respect to the UDDA defined in the architecture. Consequently, the first aspect that must be aligned is the way in which both frameworks represent their data abstractions, conforming to the definition of the UDDA. Briefing, UDDAs rely on a set of chunks and their associated state. Both Spark and DIY build upon the concept of partitioned datasets (RDDs and DIY block topologies, respectively), so first we need to establish a mapping between these two data abstractions.

If we think of the RDD as the equivalent of the distributed domain represented by a DIY block decomposition, each data partition in an RDD maps directly to a data block in DIY. In this context, the RDD dataset is partitioned into independent DIY blocks, where each partition $P_i$ maps to a corresponding block $B_i$, preserving the same data elements inside the partition and respecting locality and order relationships, since no data transfers occur to build this mapping. As a consequence, the resulting dataset constitutes a distributed collection that reflects the inner structure of a RDD. DIY blocks are ordered in a 1-D ordering based on their global block ID, the subscript $i$ in $B_i$. No other spatial or abstract ordering is assumed. While for a particular problem, a certain block topology (eg, a 3-D lattice) may reduce communication distance, the Spark-DIY framework is generic and does not know this. Nor do we provide any hints as to inform the framework, favoring flexibility and ease of use over potential performance gains in this case.

This is the basis for the implementation of the UDDA, since at this point we already have two mechanisms to handle distributed collections of data, and a suitable mapping between the data chunks. An additional benefit of relying heavily on RDDs to implement the UDDA is the fact that we can exploit the Spark framework to control data partitioning and enforce locality. These two features are closely related to the locality and cardinality properties of UDDAs. Nevertheless, RDDs are stateless, and UDDAs require the possibility to include statefulness in their definition. This is a complex technical challenge we tackle in Sec. VII-C.

Another aspect the UDDA must address is resilience. It should come as no surprise that the underlying data models may handle resilience differently; and in fact this is the case with RDDs and DIY blocks. RDDs are fundamentally resilient, whereas DIY blocks, usually maintained only in main memory of an underlying MPI program, can be lost in the case of unexpected termination. DIY offers an out-of-core mode where blocks are cached to disk, and it also has parallel I/O functionality to read/write all blocks from/to a DIY file in a parallel file system. In our current implementation, we use only the main memory features of DIY. The UDDA therefore changes its resilience characteristics depending on whether the UDDA currently represents a Spark RDD or a DIY block. Although the program is temporarily non-resilient while in a DIY section, the resilience properties of the UDDA are restored when switching back to a Spark section. Furthermore, if a DIY section is long-running and resilience is a concern, then checkpoint-restart can be used to address it.

In this regard, our approach can take advantage of VeloC [158], an exascale-ready checkpointing system that leverages heterogeneous storage hierarchies to implement multilevel resilience strategies. Two key features of VeloC are particularly interesting in this context: (1) it exposes a memory-based API that is well suited to protect the critical data structures stored in main memory by DIY; and (2) it implements an asynchronous mechanism that hides the overhead of the resilience strategies in the background, while DIY continues running. Therefore, with this approach, DIY sections can be made resilient with minimal overhead. Note that Spark also makes use of checkpointing to prune the lineage (needed to recover lost RDD partitions) or provide stateful transformations. Thus, by delegating checkpointing to VeloC instead of the native Spark implementation, a unified checkpointing mechanism can be implemented that exploits synergies between RDDs and DIY blocks to further reduce the overhead of resilience.

2) Implementation of the Unified Operational Model

Spark actions and transformations constitute a complete interface that covers many functions in the UOM, with the particularity that all of them are stateless. On the other hand, DIY offers further flexibility to incorporate its communication patterns and stateful operations, while providing support to interact with native code, existing simulation kernels, and parallel file systems. Since the Spark API already offers a comprehensive programming interface that is easily expandable, we preserve it in our implementation of the Spark-DIY API with the addition of new operations. Ultimately, users would write a Spark program that can be enriched with this new functionality.

Spark-DIY operations on partitions are triggered by the internal algorithms in DIY but expressed as user-defined callbacks written by the user in Scala as part of the driver code, who also defines the data type of the records and the supported operators (e.g., unary for independent transformations, binary for reductions, hash for partitioning, and kernel for invoking native code). Moreover, high-level libraries re-
main available through the usual Spark API.

3) Implementation of the Execution Delegation System

Figure 8 shows the deployment of Spark-DIY and the interaction of the Spark and DIY components that constitute this implementation of the EDS. Starting from the Spark driver, which is the component that guides the entire execution, tasks will be executed either as executors spawned inside the Spark workers or as DIY processes. Spark workers are deployed as an MPI application so that a valid communicator exists for DIY operations before their execution. This assists the adaptation of the dynamic task-based execution model from the Spark framework to the static set of MPI processes used by DIY.

The EDS relies on the Spark context for data partitioning and the Spark master for task scheduling and serialization. Moreover, a middlelayer handles task delegation to DIY processes for specific Spark-DIY functions and the implementation of the data mapping for the UDDA.

Given the previous implementation of the UOM, pure Spark operations will be delegated to the data-centric execution model, namely, Spark executors. The remaining computing-intensive operations will be delegated to the DIY execution model, thus being executed in MPI processes. Ultimately, all Spark-DIY operations start by spawning Spark executors, which will then delegate the operation to DIY code. Upon invoking a function that is delegated to DIY, several tasks are conducted internally:

1) **Spawn executors.** Since DIY algorithms are block-parallel, we exploit the one-to-one association between each partition of an RDD and the corresponding block in the DIY domain. We let Spark handle data serialization, partitioning, and executor creation by wrapping the partition-block conversion in a function that is passed to a mapPartitions Spark operator. This operator creates executors that live in the MPI environment and contain the data of the corresponding partition, which enforces locality.

2) **Map RDD partitions to DIY blocks.** The partition set is converted to a DIY domain, where each partition corresponds to a block. Transformations can be conducted with independent blocks following a similar approach to the Spark counterpart, while shuffle operations are translated to DIY communication patterns. In order to achieve this, in most cases data needs to be copied from the Java to the native side.

3) **Delegate operation to DIY:** Once the domain is established, we can run the DIY operations through a wrapper in JNI that executes the user-defined callbacks for computation. The results are retrieved afterwards and converted back to an RDD, and the execution is resumed in Spark.

### C. OPTIMIZATIONS AND ENHANCEMENTS

In the former implementation the specific features of each execution model sometimes limit the potential performance and functionality that can be attained. For example, dealing with generic user-defined data types on the DIY side involves conducting more serialization steps than would be required for primitive data types. Another issue is that stateful functions cannot be supported without external assistance. This section describes the optimizations and extensions we incorporated into this implementation to fully support the generalized architecture, and extend the functionality enabled by the selected execution platforms.

We have conducted optimizations to solve two kinds of issues: limitations to the implementation the UDDA and UOM and performance problems related to the way in which execution platforms interoperate. For the first case, we have to find a way to support stateful functions and persistent datasets, which cannot be done out of the box since we ultimately rely on Spark RDDs and executors, which do not preserve state. For the second case, the need for generality in the data abstractions adds significant overhead in terms of memory and execution time due to the need for additional serialization. Moreover, HPC-oriented storage is currently not supported because all data I/O is supposed to be handled through the Spark context, thus forcing applications to conduct additional stages to make input data suitable for subsequent process-centric operations. These circumstances add significant overhead and limit the performance and scalability of applications built with this platform.

The following paragraphs describe the elements in Figure 8 that are related to these improvements. After these enhancements, Spark-DIY is capable of supporting the three base application models depicted in Figure 10: applications requiring DIY transformations with RDDs as input and output; data ingestion from a Spark RDD into a process-centric application; and iterative analysis of data resulting from a process-centric operator. These base models can be combined to design more complex applications, which makes Spark-DIY much more flexible and general than other solutions such as Alchemist [148].

1) **Shared-Memory Regions for Stateful Operations**

In order to integrate RDDs and stateful functions, we introduce a new architectonic element capable of preserving state after an RDD operation, which means the dataset is
FIGURE 10: Base application models supported by Spark-DIY.

reused and updated with the results of such operation. This entity is depicted in Figure 8 as a companion server that is intrinsically associated with a specific Spark worker in a peer-to-peer manner and can communicate with the executors spawned in it.

The companion server is responsible for managing a shared-memory region that is allocated, attached, and maintained during the whole execution of this entity. Therefore, it can hold a data chunk and maintain it even after the task that runs an operation finishes and the corresponding executor dies. This allows functions to update the values in the data chunk and preserve the results without returning a new dataset, effectively meeting the statefulness requirement.

As a result, this implementation splits the data-sharing area defined in the generalist architecture into two regions: a stateful data-sharing area maintained by the companion server and a stateless data-sharing area used as intermediate in-memory storage for communicating the Spark and DIY execution platforms.

2) Data Serialization Minimization

The Spark-DIY API exposes operations on data abstractions that are generic and can be tailored for user-defined data types. Doing so, however, has significant performance implications since the internal memory management involves several serialization and deserialization steps, not just on the Spark side, but also on the DIY side and the code that bridges them.

Nevertheless, optimizations can be conducted if collections are limited to native data types. Spark-DIY offers an interface for these types with reduced overhead, since serialization between Spark and DIY is not required. In addition, for datasets containing native data types, data can be shared directly between the RDD partition and the DIY block, which reduces the number of copies conducted during the delegation process.

The impact of these optimizations can lead to a significant reduction in the data manipulation overhead introduced by Spark-DIY each time a partition is processed in DIY, as indicated in Table 2. This is especially useful for scientific tasks, since most of their data are numeric.

3) External Data Management via MPI I/O

The current Spark-DIY implementation relies on the Spark context to interact with storage, thus limiting the I/O possibilities for HPC-oriented stages and forcing the addition of auxiliary operations to make input data suitable for subsequent process-centric operations.

To overcome this issue, we use once again the companion

TABLE 2: Comparison of the data manipulation time for a collection of integers in the initial approach to Spark-DIY, and its optimization for primitive data types.

| Block Size | Initial | Optimized | Improvement |
|------------|---------|-----------|-------------|
| 0.25M      | 2.67s   | 0.05s     | 98.12%      |
| 1M         | 11.44s  | 0.07s     | 99.40%      |
| 2M         | 21.60s  | 1.08s     | 95.00%      |
server entity to act as an intermediary proxy to the storage system, which can now also be a HPC-oriented parallel file system. The companion server is implemented as an MPI algorithm capable of conducting collective and parallel operations on input data, which is now placed in the stateful shared data region for subsequent usage from either the Spark or the DIY operators. This enables all the potential of MPI I/O to benefit from the highly optimized parallel I/O in HPC systems as an alternative to current big data storage systems such as HDFS.

D. USAGE

Basically, in Spark-DIY, end users can execute their applications without major modifications. The applications are exposed to a limited number of additional elements of the interoperation layer in addition to the basic Spark API, but they are supplied as a driver by the Spark-DIY system. The driver code of the Spark application (in Scala or Java) must define and use these components as follows:

1) Select the record data type. A catalog is offered where users can select a prebuilt data type that handles type conversion and memory management from and to the C++ code. Since users may want to use a custom data type not present in the catalog, we have also developed the internals of Spark-DIY in a generic manner. New data types can be defined in a helper file that is later used by the proxy code generation utility. New data types must define serialization and deserialization functions, since both RDD and DIY block elements need to be serializable.

2) Define the callback operators for the record. Similarly as in Spark, the operations to be conducted on records must be defined. To access these operators from DIY, users must implement the proper method as an object that extends the Spark-DIY callback interface.

3) Delegate execution on a DIY dataset. Once an RDD is created, along with its operators, we can run the desired operation. Its result is a new RDD that can be further used in the driver with subsequent combinations of Spark functions or DIY algorithms.

Listing 1 shows a simple word count application written in Spark-DIY, which maps to the first application model in Figure 10. Lines 11-14 conduct a pure Spark map but create an RDD of the DIY data type PairRecord. This RDD is used as input to generate a DIY dataset in line 16, which is the input for the DIY reduction in line 17. Notice that the creation of such a dataset involves the specification of the base RDD, the final cardinality of the dataset (variable numBlocks), the Spark context that will assist task management, and whether the dataset is stateful or not. The output dataset is an RDD of the same data type that can be used in subsequent Spark operations. Lines 1 to 6 contain the definition of the callbacks required for the reduction and the key-based partitioning of data records. These functions will be invoked by the underlying DIY algorithms, so they must comply with the callback interface exposed by Spark-DIY.

Listing 2 shows a simple iterative data ingestion application written with the Spark-DIY DIYoffload operator. This Listing 1: Example of a word count application written with the Spark-DIY DIYreduceByKey operator.

Listing 2: Example of a data ingestion application written with the Spark-DIY DIYoffload operator.
VIII. USE CASE: THE ENKF-HGS HYDROGEOLOGIC DATA ASSIMILATION WORKFLOW

Having good-quality predictions of the behavior of hydrological environmental systems is key for water management. These systems are represented by complex mathematical models that incorporate numerous elements and rely on multiscale non linear processes and matrix operations. The inherent computational complexity of these computations has led scientists to implement parallel versions of these models in the form of tailored simulators for multicore environments. EnKF-HGS is one of the state of the art simulators in the hydrology domain to provide functionality for real-time stochastic simulations of the groundwater and surface water profiles.

EnKF-HGS is a representative use case of many applications currently found in scientific computing [159]–[162] that can be solved by the Monte Carlo method, which involves a large random sampling to determine the properties of some phenomenon or system behavior. Each simulation in the ensemble of realizations represents a long-running compute- and I/O-intensive process, which comprises the sequential execution of two proprietary simulation kernels: an input data filter, named GROK, and HydroGeoSphere (HGS) [163]. Each model realization represents an instantiation of the numerical model provided with a different combination of input parameters and system conditions. In order to update the model with the assimilated data, a communication-intensive stage must be conducted afterwards, which is implemented by using MPI in the original version of EnKF-HGS.

Recent technological and mathematical advances allowed significant improvements in the precision of the simulations by integrating data acquisition techniques with the modeling process [164]. This allows the aggregation of data from different sources and presenting them to the user in a single format for further analysis, by using a cloud-based data integration system to store and explore data [165]. A similar approach was proposed for EnKF-HGS, including an architecture for a system combining a wireless environmental monitoring module as data source and a cloud-based computing service to perform environmental simulations [166]. The tool is also meant to incorporate real-time sensor data to refine its predictions. This motivates the need to develop a version of the simulator able to exploit BDA features such as cloud and streaming support, which is currently not easily available for MPI environments. Figure 11 depicts the elements involved in EnKF-HGS operations with real-time data assimilation in the cloud: the user provides a base model that will be distributed, simulated with EnKF-HGS kernels, and updated with the data fed by the sensor network deployed in the Swiss valleys; after each step, results are stored in a distributed manner in cloud storage for subsequent iterations. The combination of these performance and infrastructure requirements makes a case for the need for scalable HPC-BDA convergence in EnKF-HGS. Moreover, this would be beneficial for other applications that show similar needs to fuse sensor and simulation data, including weather forecasting [167] and carbon cycle [168] studies.

In [169], we reported our experience combining traditional HPC with BDA-inspired paradigms and platforms, in the context of scientific ensemble workflows such as EnKF-HGS. Our goal was to provide a suitable environment that combined the HPC and BDA elements required by EnKF-HGS, so we integrated the simulation kernels with the Apache Spark framework, which also supports streaming. We found that Spark was unable to scale because of the large memory requirements, and it generated errors and did not scale well for the Kalman filter cooperative processes, mainly due to the shuffle phase in large-scale reductions, combined with the overhead of the platform. Limitations of the shuffle phase have been reported by others [170], [171] as well. They can be traced back to multiple causes: high memory utilization for buffering of shuffle blocks, load imbalance, explosion of files, high I/O contention, etc. The following sections describe how this application can be enhanced to cope with its scalability and interoperability requirements through Spark-DIY and its composition capabilities. The results of its optimizations as scale increases are also presented.

A. BUILDING ENKF-HGS WITH SPARK-DIY

EnKF-HGS is based on the data ingestion application model, because it incorporates stream data into the simulation stage in an iterative manner. The result the implementation of EnKF-HGS in Spark-DIY was an application with a parallel region in charge of executing the GROK and HGS kernels in Spark tasks for data assimilation, and a model update region that delegates matrix analysis to DIY as an MPI kernel through the Spark-DIY offload operator. This structure is depicted in Figure 12.

This implementation of EnKF-HGS combines the shared-memory enhancements of Spark-DIY to enable statefulness in the model analysis region of the application. Delegated DIY tasks are also used to incorporate the base input data in the appropriate columnar view, reading through the companion servers via MPI I/O, and getting the result into Spark by means of DIY operations. The legacy kernels can be executed as usual afterwards, and the results are fed to the MPI analysis kernel invoked by DIY, which will execute the filtering stage and update the model inplace without needing any data collection in the driver process. Subsequent iterations will continue to operate in a distributed manner until the final output is stored in chunks. An additional benefit of using Spark-DIY in this case is that we can reuse the original model update kernel implemented in MPI, which drastically reduces the development effort to obtain a full implementation of a BDA-capable EnKF-HGS. Moreover, we can exploit some features specific to Spark-DIY to our advantage:

- The shared-memory regions that support stateful operations have a main role in this implementation because the in-place update of the model is necessary to eliminate the need to collect the matrices in the driver process. This is because of the analysis kernel being inherently stateful. Furthermore, these regions minimize
the serializations between iterations because they remain active after they are created by the companion servers. This has a positive effect on the reduction of data management overhead.

- The optimizations introduced in Spark-DIY tackling primitive data types also contribute to reducing the negative effects of serialization on performance. Since EnKF-HGS relies on numeric algorithms, all of its data are handled in terms of floats or integers, thus simplifying the management of shared buffers.

- The MPI I/O external data management represents a major benefit versus a pure Spark implementation because of the way in which input data is organized. Input files can be read in parallel to retrieve the particular data required in each process, exactly in the way it is needed (i.e., in columns). This is advantageous because MPI I/O has good performance and scalability, and enables future optimizations for data management. Moreover, data are read directly into the shared-memory region of the companion server, reducing the overhead of passing data from Spark to DIY. Although this has the drawback of adding some overhead due to the need to involve the companion servers, it effectively removes any input bottlenecks in the driver. A similar argument could be provided in favor of storing the output directly through this mechanism.

### B. EXPERIMENTAL SETUP

For experimental evaluation, we have analyzed the behavior of EnKF-HGS implemented in Spark-DIY with the original
MPI implementation and a version written in pure Spark, as presented in [172].

The experiments were run on 44 bare metal nodes of the Chameleon cloud at the University of Chicago running Apache Spark version 2.2.0. Each node has an Intel Xeon CPU E5-2670v3@2.30GH (Haswell) processor with 12 physical cores and 135 GB of RAM each. Both the Spark and Spark-DIY clusters were configured with single-core workers to limit the number of executors in order to obtain a fair comparison against the MPI deployment. Therefore, each executor is mapped to one worker, and each worker is mapped to an MPI process. Each computing unit (i.e., executor) was given 3 GB of memory.

The behavior was measured as the number of realizations increases and with a constant workload per realization. Two situations were analyzed: running only one iteration and running several iterations. However, for this paper we report results for one and two iterations of the Kalman filter, because succeeding iterations incorporate further randomness that could lead to inadequate comparisons. Both cases cover the entire application workflow.

C. PERFORMANCE RESULTS

Figure 13 shows the average results of the evaluation of EnKF-HGS on Spark-DIY to compare its performance, measured in execution time, with a pure Spark implementation of EnKF-HGS, and its original MPI implementation taken as baseline. The three implementations were evaluated on the Chameleon testbed with real initial input data and synthetic data for assimilation to limit the heavy stochastic nature of the simulation kernels. The experiments were run five times, resulting in standard deviations lower than 1% of the total execution time in 77% of the cases. The remaining cases always show standard deviations lower than 6% of the total execution time.

The results for one iteration show that Spark-DIY performs similarly to Spark, which is positive because this means the delegation layer is not introducing significant overheads. In addition, both implementations show good results against MPI when more than one node is involved in the computation.

In the case of more iterations, the Spark implementation is outperformed by MPI and also by Spark-DIY an average of 14% for 1 to 128 workers. This is related to the need for data collection for the analysis stage that must be conducted to prepare the model for following iterations after the parallel region. This step is necessary in the Spark implementation because we cannot conduct in-place computations, but it is not the case for the current implementation of Spark-DIY, which shares the analysis kernel with the MPI implementation. The most remarkable result is, however, that the Spark implementation fails to scale properly beyond 128 workers. We tracked this issue to a series of structural bottlenecks in the driver process that were related to I/O management of the initial dataset and the final output. In addition, Spark does not support stateful operations, which implies that data resulting from the parallel region must be collected to conduct the model update, creating a bottleneck that limits scalability beyond 128 realizations.

As a consequence of the I/O and shared-memory management capabilities of Spark-DIY, the Spark-DIY implementation is consistently competitive with MPI as the number of realizations increases and achieves comparable scalability. The reason for this is the key effect of statefulness in the overall application: it not only improves performance by eliminating overheads related to data being serialized and moved around as the procedure advances but also eliminates the need for collecting data to conduct the update of the model. These memory regions allow the analysis kernels to conduct the model update in-place, without involving the driver process at all. Furthermore, initial input data can be read in parallel and placed directly in the corresponding memory region, eliminating the input data processing bottleneck.

Nonetheless, the detrimental effects of Spark task generation, scheduling, and management are visible when the number of workers becomes very high. For example, Spark-DIY takes 16% more execution time than MPI for 512 workers, which highlights the slim nature of the MPI environment. We believe this is a reasonable tradeoff for the flexibility of incorporating the elements of a whole new ecosystem into an
HPC application, and further optimizations might alleviate this issue in future works.

IX. CONCLUSION
This paper has presented an architectural framework to facilitate the convergence of the HPC and big data worlds. This framework enables the interoperability of established BDA and HPC execution models and allows the users to create and deploy hybrid applications including big data and HPC components without forcing the users to rewrite one or the other. This way, users can exploit the best tools in both worlds into the same application.

The paper has also presented a generalist execution model interoperability architecture for HPC-BDA applications relying on a formal definition of a generic unified distributed data abstraction (UDDA) and its associated unified operational model (UOM), which sets the foundation of a theoretical frame for the analysis and definition of composite HPC-BDA applications.

To show its feasibility, we have implemented Spark-DIY, an instantiation of the former architecture based on Spark and MPI execution platforms. We evaluated it in a real-world use case from the hydrogeology domain enriched with features enabled by our architecture. The evaluation shows good performance and scalability for communication-intensive operations in comparison with Spark and enables the integration of elements from both the BDA and HPC ecosystems for applications with diverse requirements.

Future work could enhance the architecture to support heterogeneity, which would be beneficial for users relying on these hardware elements for the scalability of their HPC applications (e.g., image processing) or aiming to accelerate specific portions of their BDA workloads (e.g. deep learning). Future advancements should also aim to reincorporate some features that are desired by BDA users in production environments yet are left behind by the architecture in its current state, such as multitenancy, fault tolerance, and elasticity. In addition, usability and productivity could be addressed with formal studies by the BDA and HPC user communities.

Further real-world use cases could be built by using Spark-DIY to incorporate the potential of higher-level libraries, so that the HPC community can benefit from the myriad libraries and platforms built on top of Spark without giving away scalability. Spark’s ease of use is lacking in the HPC software stack, and Spark-DIY provides HPC practitioners of such characteristics that are commonplace in the BDA world. Exemplars from the BDA side, such as HPDA or IoT applications, would be particularly interesting. We will also look for hybrid use cases that require Spark computation on RDDs interleaved with HPC computation.

We will also conduct further experiments on the use case we presented. In particular, we will experiment with other computing platforms (HPC, cloud) to evaluate the portability, usability, and flexibility of our approach. This will also require an analysis of the state of the system in terms of disk and network usage. We will also evaluate different configurations of Spark with multicore workers and compare performance with Spark-DIY, which also supports multiple blocks per MPI rank. Future work also includes keeping Spark-DIY up to date with the latest versions of Spark and DIY, for example, Spark’s recent move from RDDs to DataFrames.
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