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In order to find transformer (reactor) faults in time, a transformer working condition detection method and verification system based on voiceprint recognition technology was proposed. In this system, 73 groups of transformer audio were collected by the voice sensor on-site, with a total of about 1800 min. The recognition pattern based on a deep learning convolutional neural network was established. Through experiments, it was found that aiming at the additive superposition problem of transformer sound generated by a stable working condition and unstable instantaneous noise, a new method based on the cosine similarity algorithm was proposed to realize the separation detection of sound pattern superposition. The acoustic signals of the iron core under sinusoidal excitation were mainly frequency components of 100 Hz and 200 Hz. Harmonic excitation would aggravate the noise in this frequency band, and the third harmonic excitation had the greatest influence. Due to DC magnetic bias, the hysteresis loop of the iron core was distorted to a certain pole. In addition to the 100 Hz component, the odd harmonics of 150 Hz, 250 Hz, and 350 Hz and even harmonics of 200 Hz, 300 Hz, and 400 Hz also increased obviously. With the increase of direct current content, the performance of the noise signal became more prominent. A transformer working condition detection and verification analysis system was established.

1. Introduction

In recent years, with the rapid development of China’s social economy, the demand for the power industry is also increasing year by year. With the continuous increase of the voltage level in the power system, the equipment demand of the high voltage system is also increasing and the requirements of the power system are becoming more stringent. During the 12th five-year plan period, the state grid held an annual meeting report, in which it clearly proposed that it planned to invest 2 trillion yuan in power grid construction, and the investment in UHV accounted for about 20% of the total amount [1]. Therefore, as one of the important power equipment in the power system, the demand for reactors in the market is becoming higher and higher. Voice recognition technology is the application of a speaker’s voice and linguistic patterns based on physiological and behavioral characteristics. It differs from language recognition in such a way the technology does not recognize the spoken words itself. Instead, it identifies who is speaking by analyzing unique characteristics of the speech, such as the frequency of utterances. Voice recognition technology allows people to control access to restricted areas through their voice.

Power reactors can be divided into series reactors and parallel reactors according to the connection method. The former is mainly used to limit the short-circuit current, while the latter mainly plays the role of reactive compensation, such as absorbing capacitive reactive power in the network so as to provide reactive compensation for the system. In addition to the abovementioned functions, electric reactors also have the advantages of linear reactance, simple structure, light weight, low noise, convenient installation, and maintenance [2]. At present, dry-type hollow reactors account for about 75% of the 66 kV and below reactors, which are mainly used to limit short-circuit current and absorb capacitive reactive power in the power grid.

However, in the actual operation, with the continuous increase of the voltage level, the safety and stability
requirements of reactors are also higher and higher. Therefore, in the operation process of the power system, fire accidents caused by failure of reactors happen frequently. In the actual operation of the reactor, it is found by on-site statistics that the majority of the cases causing the above-mentioned accidents are winding short-circuits caused by the insulation defect of the reactor, which leads to fire [3]. Reactors are generally divided into a core type and a hollow type in the structure. For the core type reactors, the magnetic field will be generated in a certain space range occupied by the reactor during normal operation. And, the existence of the iron core will make most of the magnetic induction intensity be distributed in the core, so the magnetic leakage is very small. Fire accidents caused by failure of reactors occur frequently, which seriously affects the normal operation of substations. It is very necessary to find the fault and remove the faulty reactor from the system in the early stage of the reactor failure.

2. Literature Review

At present, the pulse oscillating voltage test is a very effective method to diagnose the interturn insulation of low-voltage reactors. This diagnosis method has been comprehensively and deeply elaborated in many pieces of literature of various countries, and its effectiveness has been proved by a large number of theories and field practices [4]. Ye et al. used a simulation model and mathematical derivation, respectively, to analyze the principle of the test in-depth and demonstrate its feasibility and effectiveness. The test could find signs of insulation failure of low-resistance winding well [5]. With the continuous development of power outage diagnosis methods, live detection technology was also rapidly developed and widely used in the fault diagnosis of UHV substations. Yermagambet et al. specifically described the development and application of ultrasonic partial discharge detection, high-frequency partial discharge detection, ultra-high frequency partial discharge detection, and other technologies in the fault diagnosis, search, and location of transformers and GIS equipment [6]. In recent years, in terms of a large number of literature on insulation aging and fire failure of low-voltage dry reactors, Zhang put forward specific rectification and preventive measures for operation and maintenance [7]. Xu et al. proposed measures such as strengthening the control of the raw materials, strengthening the control of the production process, strengthening the online detection and online monitoring means of dry reactors, actively carrying out the research and application of interturn short-circuit protection technology of dry reactor, and strengthening inspection and tests. By investigating new technologies such as phase-selective switching, power grid enterprises and equipment manufacturers strive to reduce the influence of circuit closing overvoltage and closing inrush current on low-voltage reactors, and improve the operating life of low-voltage reactors [8]. Ma et al. analyzed the reasons for the reactor to be easily burned by switching overvoltage and inrush current by combining the calculation of overvoltage and loop current generated when the branch of the low-voltage reactor was put into operation. They proposed measures to limit the overvoltage and inrush current generated by the operation of parallel capacitor compensation devices [9]. Raj et al. proposed a technical scheme of phase-selective closing to suppress the adverse effects of inrush current and overvoltage on low-voltage reactor equipment, which had a good reference significance [10]. The feature detection in the voiceprint recognition system is to extract the basic features represented in the speech signal. This feature should be able to effectively distinguish different utterances and remain relatively stable to changes in the same utterance. Considering the quantification of features, the number of training samples and the evaluation of the system performance, current voiceprint recognition systems mainly rely on lower-level acoustic features for recognition.

Therefore, based on the voiceprint recognition technology, a transformer working condition detection and verification system was proposed. Through the collection of the voiceprint signal of a large power transformer (reactor), a voiceprint information corpus sample library was established. Through the analysis of the voiceprint signal, the voiceprint characteristics of the operation of the power transformer (reactor) devices were extracted. A transformer working condition detection and verification analysis system was established.

3. Research Methods

3.1. Acquisition, Preprocessing, and Characteristic Extraction of Transformer Voiceprint

3.1.1. Limitations. The extent of noise propagation is local. The noise energy emitted by the sound source propagates around, increasing with distance and being blocked by buildings. The intensity of the noise is quickly attenuated.

Noise pollution is transient. Different from the long-term residual accumulation of pollutant concentrations after the discharge of other pollution sources, once the noise source stops sounding, the noise is eliminated immediately, and there is no accumulation.

3.1.2. Data Collection. At present, there are relatively few equipment suitable for transformer (reactor) voiceprint collection. The power transformer (reactor) voiceprint collection equipment based on a microphone array sensor independently designed by a certain power grid technology was used to collect the voiceprint corpus. Its main advantages are that it can make full use of the space-time characteristics of the sound signal and has a strong anti-interference ability. It has good adaptability to transformer background noise, sound source location, and tracking. The main purpose of preprocessing is to measure the copper loss of the transformer, compare it with the data provided by the manufacturer, and achieve the purpose of checking the insulation and magnetic circuit between turns of the winding.
3.1.3. Transformer Voiceprint Data Preprocessing. First, the collected transformer audio was segmented [11]. In order to make the input transformer audio contain the same duration information, it was necessary to limit the duration. According to the need, segmentation of the transformer audio data was conducted. Since transformer voiceprint data were a series of discrete points and each point corresponded to a sampling point, the total length of the voiceprint data can be calculated using formula (1).

\[
\text{Length}_{\text{data}} = \text{time} \times f_{\text{Sample}}. \tag{1}
\]

In the abovementioned formula, \(f_{\text{Sample}}\) is the sampling frequency of the audio.

Second, the segmented transformer audio data were processed in a frame. A "frame" is the smallest unit of sound signal processing that was short enough in duration and contained enough sound characteristics. Sound signals were generally considered to be variable over long periods of time and invariant over short periods of time. For a very short time, the characteristics of sound could be regarded as fixed. Based on this idea, the whole transformer voiceprint data were further segmented [12]. In speech signal processing, the frame length was generally set to 50 ms, and the step length was generally 1/2 or 1/3 frame length. According to the experimental analysis, the transformer voiceprint changed less than the voice voiceprint. Therefore, the transformer voiceprint frame length was set to 500 ms and the step length was set to 1/2 frame length to reduce the amount of computation in data processing.

Finally, the transformer audio was windowed after frame splitting. Framing in reducing computational complexity at the same time also could bring a bad effect on the voice signal, which segmented the audio waveform directly (rectangular window), leading to the appearance of the sharp high-frequency signal in the border. Its general complexity at the same time also could bring a bad effect on the frame splitting. Framing in reducing computational complexity at the same time also could bring a bad effect on the voice signal, which segmented the audio waveform directly (rectangular window), leading to the appearance of the sharp high-frequency signal in the border. Its general complexity at the same time also could bring a bad effect on the frame splitting.

\[
\omega(n) = \begin{cases} 
0.54 - 0.46\cos\left(\frac{2\pi n}{M - 1}\right), & 0 \leq n \leq M - 1, \\
0, & \text{otherwise.}
\end{cases} \tag{2}
\]

3.1.4. Transformer Voiceprint Characteristic Extraction

(1) Energy Characteristics. Figure 1 shows the time-domain spectral line of the sound data of transformer operation, that is, the corresponding relationship between the time and waveform amplitude. In the analysis of sound signals, the amplitude of the instantaneous waveform corresponds to the instantaneous energy of the data. Therefore, the greater the amplitude, the greater the energy. It can be seen from Figure 1 that these data have two peak values at the starting and ending points. And, the analysis shows that there is a large friction sound at these two points. Although this method can intuitively show the location of a large energy noise, it cannot distinguish sound abnormalities in other time domains. The energy characteristics cannot detect the location of the noise alone, which requires further analysis by other methods [13].

(2) Frequency Characteristics. In order to further analyze the vibration characteristics of the transformer sound waveform, it is generally considered that any sound can be decomposed into a series of trigonometric functions (sine function and cosine function) with different periods and amplitudes. The frequency and amplitude of a series of trigonometric functions are used to express the characteristics of this sound. This corresponding relationship has nothing to do with time, but it is related to frequency. Hence, the corresponding relationship with the time domain spectrum is called the frequency domain. The change from the time domain to the frequency domain is realized by Fourier Transform. The formula of Fourier transform is formula (3).

\[
F(\omega) = F[f(t)] = \int_{-\infty}^{\infty} f(t)e^{-j\omega t} dt. \tag{3}
\]

In formula (3), \(f(t)\) is the time domain periodic function. \(F(\omega)\) is the frequency domain function obtained after Fourier transform. The frequency domain waveform shown in Figure 2 is obtained from the time domain waveform shown in Figure 1 obtained by Fourier transform.

(3) Mayer Coefficient. Mayer frequency is an auditory characteristic that simulates the human ears. It grows rapidly in the low-frequency range, but slowly in the high-frequency
The corresponding relationship between the frequency and Mayer frequency is shown in formula (4).

\[
\text{mel}(f) = 2595 \log_{10} \left( \frac{f}{700} + 1 \right).
\]  

(4) Frequency Compression. Although the MEL frequency coefficient has an advantage of dimension reduction and a good high-frequency compression effect, there still exists the problem of shortage of the low-frequency resolution. Namely, in the low frequency, even if the resolution has been corresponding to the transformer working frequency, it cannot distinguish the abnormal working frequency signal. Although it can judge the working characteristics of the current transformer correctly, it cannot accurately judge whether there is an abnormal working frequency noise. Therefore, it is necessary to further increase the low-frequency resolution. Based on the idea of "changing resolution from high to low" of Mayer frequency, a similar frequency compression strategy is adopted, which can be divided into the following three steps:

Step1: divide sound information into three frequency bands: low frequency, middle frequency, and high frequency.

Step2: use different frequency compression ratios for the three frequency bands.

Step3: adopt the maximum compression strategy and select the maximum value of each compression interval as the compression result [15].

3.2. Transformer Voiceprint Similarity Detection Algorithm. It is assumed that the sound collected in transformer working condition is additively superimposed by the sound from stable working condition and unstable instantaneous noise, and the possible mutual interference is ignored. At the same time, the following assumptions are made in the transformer voiceprint experiment.

Hypothesis 1. A piece of audio should be similar most of the time, i.e., unstable signals are very few in comparison and very different from stable signals.

Hypothesis 2. Continuous noise can be considered a stable signal when its frequency is greater than the frame sampling frequency (2 Hz, i.e., 500 ms/frame) [16].

Hypothesis 3. Unstable signals should be instantaneous signals, or signals that last for a short time, or signals with large intervals.

In Hypothesis 1, the cosine similarity algorithm is used to calculate the similarity of each characteristic vector in the audio. Cosine similarity is an algorithm to evaluate the similarity by calculating the cosine value of the included angle of two vectors. According to the Euclidean vector dot product formula, as shown in formula (6).

\[
A \cdot B = \|A\| \|B\| \cos \theta.
\]  

In formula (6), \(\theta\) is the angle between vector \(A\) and vector \(B\) in space. The similarity between vector \(A = [A_1, A_2, \ldots, A_N]\) and vector \(B = [B_1, B_2, \ldots, B_N]\) can be obtained, as shown in formula (7).

\[
\text{Similarity} = \cos \theta = \frac{A \cdot B}{\|A\| \|B\|} = \frac{\sum_{i=1}^{N} A_i B_i}{\sqrt{\sum_{i=1}^{N} A_i^2} \times \sqrt{\sum_{i=1}^{N} B_i^2}}.
\]  

In order to separate an audio segment into a stable part and an unstable part, a similarity displacement algorithm is proposed.

3.3. Convolutional Neural Network Pattern Recognition Based on Deep Learning

3.3.1. MEL Time Spectrum-CNN Identification Model. The noise signal of the iron core can represent the operating state information of the iron core reflected by the vibration signal. Under different operating conditions, the noise signal of the iron core will change greatly in the time domain and frequency domain. But the operating state information is very complicated and difficult to distinguish directly.

The core acoustic signal is preprocessed and the Mel time-spectrum is used as the input of the CNN network for
deep learning, forming the Mel time-spectrum-CNN recognition model and realizing the extraction of voice print characteristics and pattern recognition of different operating states. Figure 3 shows the structure of the Mel time spectrum-CNN vowel recognition model. The Mel time spectrum is used as the input quantity representing the sound signal of the iron core. The input image pixel is 188×40×3 dimensions (width×height×depth), where the input width 188 represents the time component of the sound signal of the iron core, the input height 40 represents the frequency domain component of the sound signal of the iron core at the Mel Frequency Scale and input depth 3 represents the RGB color channel represented by the energy spectral density of the iron core acoustic signal. After the images are successively input into the CNN network, the convolutional neural network performs cross learning and characteristic extraction on the Mel time spectrum samples under various operating states. And, it finally generalizes the weight model capable of pattern recognition to realize the recognition and classification of iron cores under different operating states [17].

3.3.2. The Data Set. In order to verify the effectiveness of the Mel time spectrum-CNN identification model, all the sound data collected in the experimental scheme were preprocessed in batches. The results were made into the training set and the test set of the model. The sample distribution of the data set is shown in Table 1.

| Operating conditions | The label | Number of training sets | Number of testing sets |
|----------------------|-----------|-------------------------|-----------------------|
| Sine excitation      | 1         | 400                     | 100                   |
| Harmonic excitation  | 2         | 320                     | 80                    |
| DC bias              | 3         | 400                     | 100                   |
| Total                |           | 1120                    | 280                   |

Under the excitation of different voltage levels, harmonic number, or DC content, the characteristics of the transformer voiceprint pattern showed a certain trend of change. In the research, the data under the same working conditions were classified into one class and unified labels were carried out. And, the characteristic quantity without parameters was learned through the convolutional neural network. In order to verify the generalization characteristic ability of the model, 20% of the samples of each type were randomly selected as a testing set to verify the validity of the model, and the remaining 80% as a training set to train the model [18]. In addition, in order to avoid network overfitting, samples of all types and corresponding labels were randomly sorted as data sets, which were input into the deep learning network in a disordered order to ensure the effectiveness of learning [19].

3.3.3. Network Structure. In the research, according to the size and characteristics of the data set, a network structure was designed to deal with the characteristic extraction of the transformer core sound pattern. The network structure could achieve ideal recognition accuracy with better performance, and avoid problems such as over-fitting and gradient explosion while taking into account the stability of training. The network structure used in the research is shown in Table 2.

In the customized CNN network, in order to prevent overfitting, a dropout operation was carried out in the two-layer fully connected layer. The dropout operation randomly dropped some neurons through probability, so that the acoustic pattern text could carry out parameter iteration while keeping the number of input and output neurons unchanged [20]. In addition, the activation function ReLU greatly improved the training speed of the network, and the batch normalized operation solved the problem of neuronal compatibility, which greatly improved the performance and stability of the network.

4. Result Analysis

Based on transformer voiceprint acquisition, processing, characteristic extraction, and separation detection algorithm, a transformer working condition detection and verification system with a user interface was constructed. The user could select the input audio and set the threshold value of each analysis part according to the situation. Finally, the analysis result of the audio was output.

The characteristic of the Adadelta optimizer is that it can adjust the learning rate adaptively. In the early stage of training iteration, the learning rate is enlarged when the gradient is small. And in the middle and late stages, the learning rate is slowed down when the gradient is large, so as to realize the adaptive adjustment, and then realize the optimal iteration. The comparison of hyperparameter
Combination identification effects of Adadelta and a variety of loss functions is shown in Figure 4. As shown in Figure 4, except for the normalized absolute mean error (mape) function (the calculation was withdrawn at the 90th iteration because the loss value did not decrease for 50 consecutive iterations), all the other combinations achieved high recognition accuracy. But in terms of learning speed, categorical cross entropy was the best.

The acoustic signals of the core under sinusoidal excitation were mainly frequency components of 100 Hz and 200 Hz. Harmonic excitation would aggravate the noise in this frequency band, of which the third harmonic has the greatest impact; due to the DC bias, the iron core hysteresis loop distorts to a certain pole, in addition to the 100 Hz component, the odd harmonics such as 150 Hz, 250 Hz, and 350 Hz and the even harmonics components such as 200 Hz, 300 Hz, and 400 Hz also increase significantly, and with the DC content increases, the performance of the noise signal becomes more prominent. It is reflected in the completion of online monitoring. While monitoring can realize noncontact detection, the voiceprint sensor layout is more flexible, signal acquisition does not produce electromagnetic signals, and will not interfere with the normal operation of the equipment.

The future work will focus on improving the accuracy and timeliness of the transformer operation fault identification algorithm and further improving the function of the transformer working condition detection and verification system. At present, although the function of long-term working condition tracking and judgment of transformer can be added theoretically, the existing system cannot verify the feasibility of its stable operation due to the lack of long-term observation data of the same transformer. In the next step, in addition to strengthening the collection and acquisition of corpus data samples of different potential fault types during the operation of the same type of transformer, it is also necessary to strengthen the construction of a corpus of operation voiceprint data of different types of transformers, so as to provide a sample accumulation of big data for the application of voiceprint recognition technology in transformer working condition detection.
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