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Abstract: In this paper, we present an application of Dirac’s factorization method to three types of the partial differential equations, i.e., the wave equation, the scattering equation, and the telegrapher’s equation. This method gives results that contribute to a better understanding of physical phenomena by generalizing the Euler and constituent equations. Its application to the wave equation shows that it is indeed a factorization method, since it gives d’Alembert’s solutions in a more general framework. In the case of the diffusion equation, a fractional differential equation has been established that has already been highlighted by other authors in particular cases, but by indirect methods. Dirac’s method brings several new results in the case of the telegraphers’ equation corresponding to the propagation of an acoustic wave in a dissipative fluid. On the one hand, its formalism facilitates the temporal interpretation of phenomena, in particular the density and compressibility of the fluid become temporal operators, which can be “seen” as susceptibilities of the fluid. On the other hand, a consequence of this temporal modeling is the highlighting in Euler’s equation of a term similar to the one that was introduced by Boussinesq and Basset in the equation of the motion of a solid sphere in an unsteady fluid.
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1. Introduction

The factorization method has been developed to solve the ordinary differential equations that are encountered in many fields of physics and more particularly in quantum mechanics and in classical fields, such as acoustics and electromagnetism. Initially, it is a procedure that provides an answer to eigenvalue problems. The factorization method applied to the differential problem

\[ L(D)u = 0, \]  

where \( L \) is a differential operator with constant coefficients, \( D \) is the set of relevant partial derivatives in the equation and \( u \) a distribution, consists in finding the \( P \) and \( Q \) operators, such as when \( L \) is factorized as

\[ L(D) = P(D)Q(D), \]  

it is possible to find a general solution to (1) in the form of

\[ u = u_1 + u_2. \]
$u_1$ and $u_2$ being solutions that correspond to each equation:

$$P(D)u_1 = 0, \quad Q(D)u_2 = 0 \quad \text{in} \quad \Omega,$$

where $\Omega$ is an open set in $\mathbb{R}^n$. It is clear that $u_1$ and $u_2$ verifying (4) are solutions to (1). However, any solution to (1) can only be put in the form (3), provided that the factorization (2) and domain $\Omega$ are specified [1].

Schrödinger was one of the initiators of the factorization method, who applied what he called the “first-order adjoint operator method” to the case of the hypergeometric equation [2,3]. It is inspired by Dirac’s creation–annihilation operators approach [4] and by Pauli and Weyl’s ideas on spherical harmonics with spin.

Subsequently, Infeld and Hull proposed a different factorization method [5–11]. The literature on this subject has grown considerably since then. For example, to cite just a few authors, reference can be made to Mielnik [12,13], Gendenshtein [14], Smirnov [15,16], and Rosu [17,18]. Let us also mention that part of this work is at the origin of the ideas behind the theory of supersymmetry.

Let us recall that Dirac’s theory stems from his preoccupation with establishing, from the Klein–Gordon equation, the analogue for the theory of the electron of Maxwell’s equations of electromagnetism. In other words, Dirac’s goal was to show the relations between the components of the 1/2 spin field [19].

The method that was developed by Dattoli and his collaborators [20–24] subsequently noted Dirac’s method or DM, replacing a second-order differential equation with a pair of first-order differential equations. It generalizes the classical factorization method on several levels. First of all, it applies very naturally to second order partial differential equations, which makes it convenient and efficient for the search for solutions of wave equations, telegrapher’s equations and generalized diffusion equations. Another advantage of the method is that it leads to several forms of solutions. By its nature, it results in a system of lower order equations that are either independent from or coupled to one another. In addition, it can be generalized to equations of order higher than 2 and, for starting equations having odd order derivatives, it leads to differential equations that contain fractional derivatives [25]. Therefore, the latter takes into account the memory effects that develop during the evolution of the processes studied. This is an interesting aspect when we know that memory effects generally have a strong influence on transport, leading, for example, to non-stationarity. All of these advantages make Dirac factorization an effective method for the interpretation of physical processes.

Our goal here is not to solve differential equations, but to show that Dirac’s method makes it possible to either highlight hidden properties, such as those of conservation laws, in the form of new equations that are linked to the previous ones, or to find by a simpler method and already known equation. In this paper, we propose an application of this method to the partial differential equations that are encountered in fluid mechanics, namely the wave equation, the viscous diffusion equation, and the telegraph’s equation.

The outline of the paper is the following. Section 2, for the sake of clarity, gives a brief summary on Dirac’s method, recalls some definitions and properties of fractional derivatives, and provides the derivation of the investigated equations. In Section 3, applications of DM show that it leads to results, some already known that have been obtained by other methods, and some newer ones that lead to original physical interpretations of the processes. Section 4 is devoted to our conclusion.

2. Basic Tools

In this section, in the interest of completeness, we review fundamental concepts and some results of prior studies that are relevant for our discussion.
2.1. Dirac Like Method

The DM can be summarized, as follows. Let the sum of two squared operators \( A \) and \( B \) be:

\[
A^2 + B^2.
\]  
(5)

The DM suggests that the operator \( O \), defined as the square root of \( A^2 + B^2 \):

\[
O = \sqrt{A^2 + B^2}
\]  
(6)

can be written as follows:

\[
O = aA + \beta B.
\]  
(7)

Therefore it is obvious that the mathematical elements \( a \) and \( \beta \) are not “ordinary numbers”. For this equality to be meaningful, it is necessary that

\[
(aA + \beta B)^2 = A^2 + B^2,
\]  
(8)

which implies that the following conditions must be satisfied:

\[
\begin{align*}
a^2 &= \beta^2 = 1, \\
a\beta + \beta a &= 0.
\end{align*}
\]  
(9, 10)

Pauli’s matrices:

\[
\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},
\]  
(11)

checking the following relationships

\[
\sigma_i \sigma_j = i \epsilon_{ijk} \sigma_k + \delta_{ij} I_2,
\]  
(12)

\[
\{ \sigma_i, \sigma_j \} = 2 \delta_{ij} I_2,
\]  
(13)

where \( I_2 \) is the unit matrix \( 2 \times 2 \) and \( \epsilon_{ijk} \) is the Levi–Civita symbol defined as totally antisymmetric in all three indices, comply with the conditions (9) and (10).

In this framework, the operator \( O \) that is defined by (7) has the structure of a Pauli vector and is given by the expression:

\[
O = A\sigma_k + B\sigma_l, \quad \text{with} \quad k, l \in \{1, 2, 3\} \quad \text{and} \quad k \neq l
\]  
(14)

A choice of different couples \((k, l)\) leads to different solutions to the problem under interest. Below, we will see that this property is one of DM’s assets.

2.2. Fractional Calculus

The definition of the fractional derivative follows naturally from that of the fractional integral. The fractional integral noted \( _{0}I_{t}^{\alpha} f(t) \) is the straightforward generalization of the standard n-fold primitive of \( f(t) \):

\[
_{0}I_{t}^{\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t - \tau)^{\alpha-1} f(\tau) d\tau, \quad \alpha \in \mathbb{R}^{+}
\]  
(15)

Thus, we have

\[
_{0}I_{t}^{\alpha} f(t) = \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t - \tau)^{\alpha-1} f(\tau) d\tau, \quad \alpha \in \mathbb{R}^{+}
\]  
(16)

where \( \Gamma(\cdot) \) is the Gamma function. For the sake of convenience, for the following we introduce the function

\[
\Phi_{\alpha}(t) = \frac{t^{\alpha-1}}{\Gamma(\alpha)}, \quad \alpha > 0,
\]  
(17)
where the subscript $+ \text{ means that } t^{\alpha-1}$ is a causal function with the convolution composition rule
\[ \Phi_\alpha(t) * \Phi_\beta(t) = \Phi_{\alpha+\beta}(t). \]

Thus, the fractional integral of order $\alpha > 0$ can be considered to be the convolution between and $f(t)$ and $\Phi_\alpha(t)$:
\[ 0 \RL D_{t}^\alpha f(t) = \Phi_\alpha(t) * f(t). \]

Because derivation and integration operations are the inverse of each other, the functional relationship
\[ D_{t}^m \circ 0 \RL D_{t}^\alpha f(t) = f(t) \quad t > 0, \]
where $D_{t}^m$ is the derivative operator $D_{t}^m = d^m/dt^m$, makes it possible to determine the Riemann–Liouville fractional derivative of order $\alpha > 0$ as $\RL D_{t}^\alpha = D_{t}^m \circ 0 \RL D_{t}^{\alpha-m} f(t)$ i.e.,
\[ \RL D_{t}^\alpha f(t) = \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dt^m} \int_0^t \frac{f(\tau)}{(t-\tau)^{\alpha+1-m}} d\tau, \quad m - 1 < \alpha < m. \]

This derivative has the following standard properties of an integer derivative:
\[ \RL D_{t}^\alpha \circ 0 \RL D_{t}^\alpha = D_{t}^m \circ 0 \RL D_{t}^{\alpha-m} \circ 0 \RL D_{t}^\alpha = D_{t}^m \circ 0 \RL D_{t}^{m-\alpha} = I, \]
\[ \RL D_{t}^\alpha f(t) = \frac{\Gamma(\gamma+1)}{\Gamma(\gamma+1-\alpha)} f^{\gamma-\alpha}. \]

However, because of the poles of the function $\Gamma(z)$ for $z = 0, -1, -2, \ldots$, in contrast to the integer derivative, the fractional derivative of a constant $C$ is not zero:
\[ \RL D_{t}^\alpha C = C \frac{t^{-\alpha}}{\Gamma(1-\alpha)} \quad \alpha > 0. \]

To overcome this drawback, Caputo introduced the so-called Caputo fractional derivative that is defined by:
\[ \Caputo D_{t}^\alpha f(t) = 0 \RL D_{t}^{m-\alpha} \circ D_{t}^m f(t), \quad m - 1 < \alpha \leq m, \]
i.e.,
\[ \Caputo D_{t}^\alpha f(t) = \frac{1}{\Gamma(m-\alpha)} \int_0^t \frac{f^{(m)}(\tau)}{(t-\tau)^{\alpha+1-m}} d\tau = \Phi_{m-\alpha}(t) * f^{(m)}. \]

The fractional derivative of Caputo has two practical properties for applications: (i) $\Caputo D_{t}^\alpha C = 0$ and (ii) Laplace’s transform of the Caputo derivative of a function only involves integer derivatives of that function.

Thus, the fractional derivative being defined by an integral takes the history of the function to which it is applied into account. Therefore, it is an adequate tool to study the memory effects that develop in physical processes.

2.3. Governing Equations

In this section, the principles underlying the establishment of the wave equation, the diffusion equation, and the telegrapher’s equation are recalled. In particular, it is stressed that there are two essentially different versions of the telegrapher’s equation, depending on whether it is induced from the diffusion equation or from the wave equation.

2.3.1. Wave Equation

In various domains of physics, there are several ways to establish the equations that govern the behavior of fields. The Lagrangian method is the most general one. It is based on the general principles of physics, i.e., symmetries or invariances by translation in space and time, by rotation and other transformations in accordance with the principles of physics and the Euler–Lagrange equations. This property has been widely used to
test the consistency of phenomenological equations [26] and in the theory of interacting particles and fields. This is the case, for example, of gauge fields [27] or Biot’s theory of saturated porous media [28]. However, the Lagrangian method does not make it possible to introduce the attenuation terms in the resulting Euler equations.

In classical physics, it is customary to use a shortcut to derive the wave equations. To do this, we start from a system of two equations: (i) a balance equation of a physical quantity $n$, such as the mass, the electric charge, the heat, etc., and (ii) a constitutive relation. The latter expresses the evolution of the quantity in question under the action of the driving force that generates the process. Unlike the first equation, which is imposed by the principles of physics, the second equation depends on the mathematical model that is chosen to describe the process involved.

For instance, in linear fluid acoustics, the system of equations consists of the mass conservation equation, which takes the compressibility $K$ of the fluid and the Euler equation into account [29].

$$
\begin{align*}
K \frac{\partial p}{\partial t} &= -\frac{\partial v_i}{\partial x_i} \\
\rho \frac{\partial v_i}{\partial t} &= -\frac{\partial p}{\partial x_i},
\end{align*}
$$

where $p(x, t)$ and $v(x, t)$ are the pressure and velocity of the fluid, respectively. The result is a PDE of order 2, which is the wave equation

$$
\frac{\partial^2 f(x, t)}{\partial t^2} - c^2 \frac{\partial^2 f(x, t)}{\partial x^2} = 0,
$$

where $f(x, t)$ is $v(x, t)$ or $p(x, t)$ and $c^2 = 1/K\rho$.

### 2.3.2. Diffusion Equation

The diffusion equation differs from the wave equation, in that the constitutive relation is a Fick’s law involving the quantity $n$ in question. Fick’s law is a linear relationship between the flux $q$ of this quantity and the driving force proportional to its gradient $\nabla n$. It is a generalization of Fourier’s law of heat. Subsequently, derive the diffusion equation from the following system:

$$
\begin{align*}
\frac{\partial n}{\partial t} &= -\nabla \cdot q \\
q &= -k \nabla n.
\end{align*}
$$

When the diffusion develops along the $x$ axis, then $n$ is a function that only depends on $x$ and time $t$, $n(x, t)$. The combination of the previous equations leads to

$$
\frac{\partial n}{\partial t} = k \frac{\partial^2 n}{\partial x^2}.
$$

The result is that the diffusion equation is a PDE of order 1 in time and order 2 in space. Let us note that the wave equation requires the assumption of two quantities, (e.g., pressure and velocity) in acoustics, whereas the diffusion equation only assumes the function $n$.

The heat equation that is often presented in physics as the prototype of the diffusion equation is written, as follows [30]:

$$
\frac{\partial u(x, t)}{\partial t} = D \frac{\partial^2 u(x, t)}{\partial x^2},
$$

where the diffusion coefficient is $D = \lambda/\rho C$, with $\lambda$, $\rho$ and $C$ being, respectively, the thermal conductivity, the density, and the specific heat capacity of the material.

### 2.3.3. Telegraph Equation

A method that highlights the links between the wave equation and diffusion equation is to consider the telegraph equation. The telegraph equation is employed in various fields of physics, such as electricity, elasticity, and viscoelasticity, etc. Historically, it was established by Heaviside [31] for the transmission of electrical signals over lines (telegraph wires). The line is modeled by a two-port network characterized by the following constant quantities which are given per unit length: resistance $R$, inductance $L$, capacity $C$, and leakance $G$. The coupled relations between voltage $V(x, t)$ and current $I(x, t)$ are the
Kirchhoff circuit laws that deal with the conservation of current and the conservation of energy:
\[ \partial V(x,t) / \partial x = -L \partial I(x,t) / \partial t - RI(x,t), \quad \text{and} \quad \partial I(x,t) / \partial x = -C \partial V(x,t) / \partial t - GV(x,t), \]  
leading to the telegraph equation:
\[ \partial^2 f(x,t) / \partial x^2 - LC \partial^2 f(x,t) / \partial t^2 = (RC + GL) \partial f(x,t) / \partial t + RG f(x,t), \]  
where \( f(x,t) \) is \( V(x,t) \) or \( I(x,t) \). On the left-hand side of this equation, we recognize the terms of the propagation equation, while the right-hand terms govern distortion and attenuation of the wave. Therefore, it is a wave equation that takes into account the parameters of the medium that determine the propagation speed and the transport parameters. Note that we find the heat equation when \( L = 0 \) and \( G = 0 \), and when we identify \( V \) with the temperature and \( I \) with the heat flow.

The telegraph equation can also be considered to be a simple generalization of the diffusion equation. It was introduced to overcome the conceptual drawbacks that are related to the infinite speed inherent to the diffusion equation. Thus, it derives from the diffusion equation when the Fick’s law is replaced by one of its generalizations, namely Maxwell–Cattaneo’s law, which takes the rate of the flow into account [32]:
\[ \tau \partial q / \partial t + q = -k \nabla n. \]  
Thus, we obtain
\[ \partial^2 n / \partial t^2 + \tau^{-1} \partial n / \partial t = k \tau^{-1} \nabla^2 n. \]  
Finally, another way of looking at the telegraph equation is to consider it as a non-dissipative wave equation in which viscous and thermal damping have been added by hand:
\[ \partial^2 n / \partial t^2 + \alpha \partial n / \partial t - c^2 \partial^2 n / \partial x^2 = 0, \]  
where \( c \) is the speed of wave and \( \alpha \) is the attenuation coefficient.

As pointed out in [33], even though these last two Equations (35) and (36) have the same mathematical form, they are different in nature. Indeed, (35) is built according to the prescriptions that are given above, whereas (36) is not. In many applications, the introduction of wave damping is done by hand, i.e., without a proven scientific justification. For example, here the coefficient \( \alpha \) that contains all our misunderstanding about the mechanisms of energy transfer between the wave is the propagative medium. The only justification for the term \( \alpha \partial n / \partial t \) is that the dispersion equation leads to complex-valued wave numbers that are associated with damped waves. We will see later that, in this case, the DM solves the conservation equation and Euler’s equation that support (36).

3. Application of DM to Diffusion Equation and Wave Equation

In this section, we apply the Dirac method to the time-dependent diffusion and wave equations in fluid mechanics.

3.1. Diffusion Equation

Let the diffusion equation be:
\[ \frac{\partial y(x,t)}{\partial t} - D \frac{\partial^2 y(x,t)}{\partial x^2} = 0, \]  
where \( D \) is the diffusion coefficient.

Using relations (11) and (14), the square root of the differential operator \( \partial_t - D \partial_{xx}^2 \) leads to a matrix fractional differential equation
\[ \left( \sigma_j \partial^{1/2}_t + iD^{1/2} \sigma_k \partial_x \right) Y = 0 \quad j \neq k, \]
where $Y$ is a two component vector function, depending on variables $x$ and $t$.

Several solutions are possible following the choice of couples $(j, k)$. For this equation, the only relevant choices are those that lead to PDEs whose coefficients are real numbers, i.e., those for that $(j,k) \neq (1,3)$ and $(j,k) \neq (3,1)$.

3.1.1. $j = 1$ and $k = 2$

With the choice $j = 1$ and $k = 2$, (38) becomes the matrix equation

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix} \partial^{1/2} t + i \begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix} \mathcal{D}^{1/2} \partial_x
\begin{bmatrix}
y_1(x,t) \\
y_2(x,t)
\end{bmatrix} = 0,
\]

or the system of the following two scalar equations

\[
\mathcal{D}^{-1/2} \frac{\partial^{1/2} y_2}{\partial t^{1/2}} + \frac{\partial y_2}{\partial x} = 0,
\]

\[
\mathcal{D}^{-1/2} \frac{\partial^{1/2} y_1}{\partial t^{1/2}} - \frac{\partial y_1}{\partial x} = 0.
\]

They generalize the transport equations that are highlighted by the factorization of the wave equation (51), in which the first-order derivative of time is replaced by a fractional derivative of order 1/2. Note that (40) has been highlighted by Kulish and Lage by another method [34] in the particular case of the momentum equation, assuming constant and uniform viscosity and neglecting the convective inertia advection effects. In addition, Raghavan has also reported this equation without explaining the passage from the diffusion operator to the fractional equation involving its square root [35]. As the diffraction equation is not invariant by time reversal, (41) has no obvious interpretation.

From Fick’s law, we show that the flow of $y_1$

\[
q(x,t) = -k \frac{\partial y_1(x,t)}{\partial x},
\]

at the boundary $x = 0$ is such that :

\[
q(t) = -k \frac{\partial^{1/2} y_1(0,t)}{\partial t^{1/2}},
\]

thus leading to the boundary condition:

\[
y_1(0,t) = \frac{\partial^{-1/2} q(t)}{\partial t^{-1/2}}.
\]

This relation shows the memory effect that develops at $x = 0$, i.e., the boundary condition $y_1(x = 0, t)$ that is given by the integral of order 1/2 of its flow, which takes the whole history of its gradient into account.

3.1.2. $j = 3$ and $k = 2$

This case leads to

\[
\begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix} \partial^{1/2} t + i \begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix} \mathcal{D}^{1/2} \partial_x
\begin{bmatrix}
y_1(x,t) \\
y_2(x,t)
\end{bmatrix} = 0,
\]

or else

\[
\mathcal{D}^{-1/2} \frac{\partial^{1/2} y_2}{\partial t^{1/2}} + \frac{\partial y_2}{\partial x} = 0,
\]

\[
\mathcal{D}^{-1/2} \frac{\partial^{1/2} y_1}{\partial t^{1/2}} - \frac{\partial y_1}{\partial x} = 0.
\]
As we have seen in Section 2.3.2, the phenomenon of diffusion is only related to one physical entity. Therefore, these equations that link the quantities \( y_1 \) and \( y_2 \) have a priori no physical meaning within the framework of diffusion.

3.2. Wave Equation in a Non-Dissipative Medium

For an ideal fluid, the transport coefficients i.e., the viscosity coefficients and thermal conductivity are all zero. Therefore, propagation only depends on the density and compressibility modulus of the fluid. From these two parameters, we can define two physical quantities that are more significant for the wave propagation, namely the specific impedance \( Z = \sqrt{\rho/K} \) and the wave velocity \( c = \sqrt{1/K\rho} \).

Let the equation of waves in one-dimensional (1D) space be:

\[
\left( \partial_x^2 - c^{-2}\partial_t^2 \right)\phi = 0. \tag{48}
\]

Dirac’s method leads to the matrix equation

\[
(\sigma_j \partial_x + ic^{-1}\sigma_k \partial_t)V = 0, \tag{49}
\]

where \( V \) is a two-component vector function \( V = (\phi_1(x,t), \phi_2(x,t))^t \) (here the superscript \( t \) means transpose).

3.2.1. \( j = 1, k = 2 \)

In this case, (49) is written, as follows:

\[
\begin{pmatrix}
0 & \partial_x + c^{-1}\partial_t \\
\partial_x - c^{-1}\partial_t & 0
\end{pmatrix}
\begin{pmatrix}
\phi_1(x,t) \\
\phi_2(x,t)
\end{pmatrix} = 0 \tag{50}
\]

corresponding to the transport equations:

\[
(\partial_x - c^{-1}\partial_t)\phi_1(x,t) = 0 \quad \text{and} \quad (\partial_x + c^{-1}\partial_t)\phi_2(x,t) = 0. \tag{51}
\]

In this context, it is interesting to note that a transport equation can be seen as a conservation expression of the quantity \( \phi_i \) that is associated with its flow \( c\phi_i \). Indeed, by posing \( v = (c,1)^t \), the equation

\[
(\partial_x + c^{-1}\partial_t)f(x,t) = 0, \tag{52}
\]

can be written

\[
\left( \frac{d}{dv} \right)f(x,t) = 0. \tag{53}
\]

which shows that \( f(x,t) \) is constant in the \( v \) direction. Thus, in the case of propagation in a non-dissipative medium, the wave form that is conserved.

The solutions to (51)

\[
\phi_1 = f_-(x+ct) \quad \text{and} \quad \phi_2 = f_+(x-ct) \tag{54}
\]

are the well known terms of the d’Alembert’s solution that results from the factorization of the wave equation, as follows:

\[
\left( \partial_x^2 - c^{-2}\partial_t^2 \right)\phi = \left( \partial_x - c^{-1}\partial_t \right)\left( \partial_x + c^{-1}\partial_t \right)\phi = 0. \tag{55}
\]

They lead to (51) if the following condition is met:

\[
\partial^2\phi/\partial x\partial t = \partial^2\phi/\partial t\partial x. \tag{56}
\]
This shows that Dirac’s method is more general than d’Alembert’s method, since it does not require any additional condition on cross derivatives of the function \( \phi \) to establish the Equations (51). This result states that the equations that are produced by DM are the factors \( P(D) \) and \( Q(D) \) introduced in (2), whose solutions are two modes of propagation that travel in opposite directions along the \( Ox \) axis. This also justifies that Dirac’s method should be seen as a factorization method.

3.2.2. \( j = 3 \) and \( k = 2 \)

With the couple \((j = 3, k = 2)\), we obtain the following equations:

\[
\begin{align*}
\partial_x \phi_1 + c^{-1} \partial_t \phi_2 &= 0 \quad (57) \\
\partial_x \phi_2 + c^{-1} \partial_t \phi_1 &= 0, \quad (58)
\end{align*}
\]

where the quantities \( \phi_1 \) and \( \phi_2 \) have the same physical dimension.

As an application of this result, the DM is applied to a wave in an ideal fluid. In this case, the propagation is described through variations in the acoustic velocity and pressure of the fluid linked by an impedance relationship. Here, the term impedance means that there is a relation of proportionality between \( p \) and \( v \), with the ratio \( p/v \) being a complex number depending on the parameters of the fluid. For a plane wave, this relationship is

\[
\frac{p}{v} = \rho c \quad \text{with} \quad K \rho c^2 = 1. \quad (59)
\]

By writing (57) in the form

\[
\frac{\partial \phi_1}{\partial x} + \frac{K \rho c^2}{c} \frac{\partial \phi_2}{\partial t} = 0, \quad (60)
\]

one gets

\[
\frac{\partial \phi_1}{\partial x} + K \rho c \frac{\partial \phi_2}{\partial t} = 0. \quad (61)
\]

Therefore, when considering that \( \phi_1 \) and \( \phi_2 \) have the dimension of a velocity that we identify as the acoustic velocity and using relationships (59), we have:

\[
K \frac{\partial p}{\partial t} = -\frac{\partial v}{\partial x}. \quad (62)
\]

In the same way, (56) becomes

\[
\rho \frac{\partial v}{\partial t} = -\frac{\partial p}{\partial x}. \quad (63)
\]

The two Equations (62) and (63) are the constitutive equation and the Euler Equation (27) used to establish the wave equation.

Therefore, applied to the wave equation, the DM leads, on the one hand, to d’Alembert’s solution and, on the other hand, to the system of the basic equations that are the law of conservation and the constitutive relation involved in the wave equation. In a way, Dirac’s method represents the inverse operation of establishing the wave equation from the conservation equation and the constitutive relationship, as seen in Section 2.3.1.

3.2.3. Case \( j = 2 \) and \( k = 3 \)

In this case, Equation (48) becomes

\[
\begin{pmatrix}
0 & -i \\
i & 0
\end{pmatrix}
\frac{\partial}{\partial x} + \frac{1}{c}
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}
\frac{\partial}{\partial t}
\begin{pmatrix}
\phi_1 \\
\phi_2
\end{pmatrix}
= 0. \quad (64)
\]
leading to the system of equations:

\[ \partial_x \phi_2 - c^{-1} \partial_t \phi_1 = 0, \quad (65) \]
\[ \partial_x \phi_1 - c^{-1} \partial_t \phi_2 = 0, \quad (66) \]

These equations are analogous to (57) and (58), in which \( c \) is replaced by \( -c \) and they derive from the time-reversal invariance of the wave equation.

3.3. Wave Equation in a Dissipative Medium

When a wave propagates in a dissipative medium, it gives up part of its energy to this medium. The process responsible for this attenuation essentially depends on the interaction of the wave with the structure that represents the support in question. For an acoustic wave in a real fluid, attenuation has two causes: (i) the viscosity of the fluid and (ii) its thermal conductivity. The effects of viscosity essentially develop in areas of the fluid where the velocity gradients are important. It is, in particular, the case near the walls of a pipe in which the fluid flows or downstream of obstacles that hinder its movement and generate vortices. The effects of thermal conduction are due to heat exchanges between the fluid parts due to compression and expansion imposed on the fluid by the passage of the wave. These effects are negligible in liquids, but they must be taken into account in gases.

Viscous and thermal effects play a particularly important role in the propagation of acoustic waves in saturated porous media. In these media, because of the large specific surface area of the fluid-solid structure and the viscosity of the fluid that imposes a zero fluid-solid relative velocity at the interface, it is legitimate to consider that the velocity gradients are significant at any point of the medium volume. Consequently, the viscous effects develop throughout the volume of the material. In plastic foams or fibrous media saturated with gas, the density of the structure is high when compared with that of the gas. Therefore, it can be considered that, when an acoustic wave passes through a porous medium, only the gas is set in motion, while the solid structure remains at rest. Moreover, as the thermal conductivity of the fluid is small when compared with that of the solid structure, the latter acts as a thermostat, favoring the thermal exchanges between fluid and structure. In the equivalent fluid model [36–38], which is a simplified version of Biot’s model [39,40], these effects are taken into account in the density and compressibility of the fluid through two factors: the dynamic tortuosity and the dynamic compressibility. These two factors, which are the responses of the porous medium to the excitation due to the passage of the wave renormalize the density and the compressibility of the fluid in the sense that the interactions that develop in the fluid change the values of these parameters.

In a dissipative medium, the propagation of a wave is governed by the telegraph equation

\[ \left( \partial_{xx}^2 - c^{-2} \partial_{tt}^2 + a \right) \phi = 0, \]  
(67)

where \( a \) is the damping coefficient. Applying DM leads to the matrix equation

\[ \left( c_i \partial_x + ic^{-1} c_i \partial_t + a^{1/2} c_i \partial_t^{1/2} \right) V = 0 \quad \text{with} \quad j \neq k \neq l \]  
(68)

where \( V = (\phi_1, \phi_2)^T \).

3.3.1. Case \( j = 3, k = 2, l = 1 \)

For the triplet \((j,k,l) = (3,2,1)\), the following system is obtained:

\[ \partial_x \phi_1 + c^{-1} \partial_t \phi_2 + a^{1/2} \partial_t^{1/2} \phi_2 = 0, \quad (69) \]
\[ -\partial_x \phi_2 + c^{-1} \partial_t \phi_1 + a^{1/2} \partial_t^{1/2} \phi_1 = 0. \quad (70) \]

In these equations, the third term represents a fractional derivative of the order \( \alpha = 1/2 \). Here, again, we can see the advantage that is offered by the DM, which allows for
the formalism of fractional calculation to be introduced naturally. Fractional derivatives of the order of 1/2 take the effects of viscosity and thermal conductivity of the fluid into account. Thus, they model the memory effects of the processes involved through Equations (69) and (70).

If we pose $\phi_1 = v(x,t)$, then $\phi_2 = p(x,t)/Z$, where $Z$ is the impedance, (69) becomes

$$\frac{\partial v}{\partial x} + \frac{1}{cZ} \frac{\partial p}{\partial t} + \frac{a^{1/2}}{Z} \frac{\partial^{1/2} p}{\partial t^{1/2}} = 0. \tag{71}$$

For a plane wave in a fluid, then $Z = \rho c$ and (71) becomes:

$$\frac{\partial v}{\partial x} + \frac{1}{pc^2} \frac{\partial p}{\partial t} + \frac{a^{1/2}}{pc^2} \frac{\partial^{1/2} p}{\partial t^{1/2}} = 0. \tag{72}$$

Taking into account the relation $K\rho c^2 = 1$ and the property (18) of the fractional derivative, (72) is finally written, as follows:

$$\frac{\partial v}{\partial x} + K\left(\delta(t) + a^{1/2}c \frac{\partial^{1/2} \Phi_1(t)}{\partial t^{1/2}} \right) \ast \frac{\partial p}{\partial t} = 0. \tag{73}$$

where $\ast$ denotes the convolution product $f(t) \ast g(t) = \int f(t-\tau)g(\tau)d\tau$ and $\delta(t)$ is the Dirac’s distribution. Thus, the term $a\partial \phi / \partial t$ that is introduced in the wave equation modifies the coefficient of compressibility of the fluid that can now be noted

$$K(t) = K\left(\delta(t) + a^{1/2}c \frac{\partial^{1/2} \Phi_1(t)}{\partial t^{1/2}} \right). \tag{74}$$

With the same notations, (70) becomes:

$$-\frac{\partial p}{\partial x} + \frac{Z}{c} \frac{\partial v}{\partial t} + a^{1/2}Z \frac{\partial^{1/2} v}{\partial t^{1/2}} = 0. \tag{75}$$

For a plane wave, we find

$$-\frac{\partial p}{\partial x} = \rho \frac{\partial v}{\partial t} + a^{1/2} \rho c \frac{\partial^{1/2} v}{\partial t^{1/2}} \tag{76}$$

$$= \rho \left(\delta(t) \ast -a^{1/2}c \frac{\partial^{1/2} \Phi_1(t)}{\partial t^{1/2}} \right) \frac{\partial v}{\partial t}. \tag{77}$$

These results (74) and (77) show that, in the DM framework, the telegraph equation leads to modified Euler and mass conservation equations. The wave/fluid interactions that are modeled by the term $a\partial \phi / \partial t$ are taken into account in the density and compressibility of the fluid. These two parameters can now be seen as time operators that act, respectively, on $\partial v / \partial t$ and $\partial p / \partial t$. They are the sum of two contributions: (i) an instantaneous action $\delta(t)$ and (ii) a memory action represented by a quantity proportional to the fractional derivative $\partial^{-1/2} / \partial t^{-1/2}$. In the frequency domain, they act as susceptibilities that quantify the response of the fluid to wave solicitations. In a real fluid, $a$ is the sum of the contributions of viscous and thermal attenuation. Zwikker and Kosten have shown [41] that these contributions can be decoupled: the viscous effects act on the density of the gas while the thermal ones act on its compressibility.

In integral form, relationship (77) becomes

$$p \frac{\partial v(x,t)}{\partial t} = -\frac{\partial p(x,t)}{\partial x} + \frac{a^{1/2}c\rho}{\Gamma(\pi/2)} \int \frac{\partial v(x,\tau)}{\partial \tau} \frac{d\tau}{\sqrt{t-\tau}} \tag{78}$$

This is Euler’s equation of a unit volume of fluid that is subjected to the pressure exerted by the acoustic wave and the force of viscosity that develops between parts of the fluid moving at different speeds. This force is expressed by a fractional derivative of the
order of 1/2, which models the memory effect. It is due to the delayed development of the boundary layer with the changing field of acceleration in a fluid. It is analogous, for a fluid, to the force that was highlighted by Basset [42] and Boussinesq [43] in the case of a sphere in a non-stationary motion within a viscous fluid given e.g., in [44,45].

3.3.2. Case \( j = 1, k = 2, l = 3 \)

With the triplet \((j, k, l) = (1, 2, 3)\), we obtain the following matrix equation:

\[
\begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix} \partial_x + \frac{i}{c} \begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix} \partial_t + a^{1/2} \begin{bmatrix}
1 & 0 \\
0 & -1
\end{bmatrix} \partial_{t}^{1/2} \begin{bmatrix}
\phi_- \\
\phi_+
\end{bmatrix} = 0,
\]

(79)

corresponding to the system of differential equations:

\[
\begin{align*}
a^{1/2} \partial_{t}^{1/2} \partial_{x} \phi_- + \left( \partial_x + \frac{1}{c} \partial_t \right) \phi_+ &= 0 \\
\left( \partial_x - \frac{1}{c} \partial_t \right) \phi_- - a^{1/2} \partial_{t}^{1/2} \phi_+ &= 0.
\end{align*}
\]

(80)

One immediately checks that the functions \( \phi_+ \) and \( \phi_- \) are solutions to Equation (67) corresponding to modes that propagate along the \( Ox \) axis in opposite directions. By comparing Equations (50) and (80), we see that the term \( a \partial_{t}^{1/2} \phi_\pm \) modifies the transport equations of the wave in a non-dissipative medium and it represents the coupling between the two modes \( \phi_+ \) and \( \phi_- \). The sum and difference of the Equations (80) lead to the following relationships

\[
\begin{align*}
c \partial_x q + c^{-1} \partial_t j &= +a^{1/2} \partial_{t}^{1/2} j \\
\partial_t q + c^{-1} \partial_x j &= -a^{1/2} c \partial_{t}^{1/2} q
\end{align*}
\]

(81)

(82)

where \( q = \phi_+ + \phi_- \) and \( j = c(\phi_+ - \phi_-) \).

Equation (82) is the one-dimensional analogue of the equation of continuity. It expresses that, in a real fluid, the amplitudes \( \phi_+ \) and \( \phi_- \) are not conserved and the wave damping results from memory effects due to the viscosity and thermal conductivity developing in the fluid. In this respect, it should be remembered that, in general, memory effects have a strong influence on transport phenomenon. As for (81), it is a constitutive equation. This shows that Dirac’s method makes it possible to deduce from the telegraph equation information not accessible by conventional approaches.

4. Discussion and Conclusions

In this paper, we have applied Dirac’s method to some classical equations of fluid mechanics, namely, the wave equation, the scattering equation, and the telegrapher’s equation. We have shown that this method has several advantages. In the wave equation, it leads to the well-known d’Alembert’s solutions. However, it is more general than d’Alembert’s factorization, since it does not impose a condition on the cross-derivatives with respect to time and space. A new result is that it “decomposes” the wave equation, which restores the starting equations according to the following scheme:

\[
\begin{array}{c}
\text{balance equation} \\
\text{constitutive relationship}
\end{array} \xrightarrow{\text{any cl. method}} \xrightarrow{\text{Dirac method}} \begin{array}{c}
\text{wave equation}
\end{array}
\]

Thus, Dirac’s method is the opposite of any classical method, as described in Section 2.3.1. Its interest comes from the fact that there are few mathematical tools that are capable of giving such a result. Therefore, it is complementary to the Lagrangian method. Indeed, it is known that the Lagrangian method is widely applied to obtain equations of motion for systems in which interactions are entangled or for which physics principles other than symmetries are difficult to implement. Dirac’s method, which is applied to
the Euler equations deduced from the Lagrangian, makes it possible to extract the laws governing the phenomenon of propagation.

With respect to the diffusion equation, Dirac’s method has established a fractional differential equation that generalizes the transport equation with a fractional term, without the addition of further assumptions. In this equation, the fractional derivative governs the memory effects that develop during the diffusion process.

The results for the application of DM to the telegrapher’s equation are both new and promising for applications. Indeed, on the one hand, a generalization of the Euler equation and the constitutive relation in the form of fractional PDEs has been obtained. These equations are new in the sense that they are difficult to establish from the principles of physics. Two susceptibilities of the fluid have been defined thanks to the fractional calculation: its dynamic density and its dynamic compressibility. In this formalism, these two parameters are interpreted as time-dependent operators that act on the wave that excites the fluid. Each of them is the sum of two contributions: an instantaneous action and a memory term. The most striking feature of Euler’s equation is the highlighting of a term that is similar to the one found by Boussinesq and Basset in the case of a solid sphere in a fluid in non-stationary motion. On the other hand, transport equations have been established, which, considered as conservation equations, show that the amplitudes of the propagative modes are not conserved and they constitute a wave splitting solution for the problem of a wave in a viscous fluid.

Dirac’s method, as illustrated in the above-mentioned examples, offers interesting perspectives for the physical interpretation of mathematical results, especially in the framework of fractional calculus.
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