Image Inpainting for Digital Dunhuang Murals Using Partial Convolutions and Sliding Window Method
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Abstract. It is a difficult and challenging task to restore the digital murals to a visually pleasant result, and even the result is similar to the original murals without corruption. In this paper, to address the above problem, we propose an image inpainting strategy called PCSW for digital Dunhuang murals using partial convolutions and sliding window method. Specially, a deep neural network based on partial convolutions is used as the underlying model for image inpainting. Because the murals are somewhat damaged or even large areas are missing, in addition, digital murals are large and high resolution, it is unreasonable and impractical to use the original digital murals for training and then restoring the missing areas. Therefore, a data augmentation method based on sliding window technique is applied to increase samples and then improve the model accuracy. Experimental results have shown that the proposed strategy has a certain effect on the restoration of digital Dunhuang murals.

1. Introduction
Dunhuang Grottoes is an important historical and cultural heritage, in which murals are one of the most valuable parts and contains precious Buddhist art. However, the contents of murals have been severely damaged and corrupted caused by the environmental and human factors with the passage of time. Therefore, preserving these precious murals as completely and clearly as possible to allow more people to appreciate and research is an urgent task. Fortunately, with the rapid development of electronic technology, digitizing murals is a viable and effective method to store and preserve these precious materials. After obtaining the high fidelity and resolution digital murals, how to restore the corrupted digital murals in a visually pleasant way even to their original appearance is a difficult and challenging task.

There are two main difficulties in the process of image inpainting for digital Dunhuang murals. On one hand, it is a time-consuming and resource-intensive task to produce a good result whether using traditional image processing methods or deep learning methods. Traditional methods [1-6] are mainly based on the similarity between the missing areas and the known areas. For example, Ghorai et al. [1] have proposed an image inpainting algorithm based on the Markov random field framework, which mainly contains two components, that is patch selection and patch refinement. Especially, the patch selection is performed from groups of similar patches. With respect to deep learning methods [7-13], the accuracy of the model greatly depends on the quality of the training data and the architecture of the network. Liu et al. [10] presented an image inpainting model for irregular holes based on the partial convolutions, which achieves good inpainting results. In our paper, the deep neural network used in the proposed strategy is the same as [10] but used to restore digital murals images. As to image inpainting for digital murals images, in order to make these images clearer, the original images are
large and high resolution, it will consume more time and resources to process each full image in theoretical, however, it is impractical in reality due to the limited resources and computing capabilities. Therefore, it poses great challenge for training the neural network in an efficient way.

On the other hand, there exists small sample size problem when using deep learning techniques. Although there are many murals in the grottoes, most of them are damaged. In other words, part areas of the murals are missing. There are very few complete digital images that can be used directly in the training process when using deep neural networks. Therefore, in order to improve the accuracy of the network, it is necessary to perform reasonable data augmentation operations before the training process when using deep learning based method.

In this paper, an image inpainting strategy called PCSW is proposed to restore the digital Dunhuang murals through using partial convolutions and sliding window method. Specially, a deep neural network based on partial convolutions is applied to restore the digital murals. And then we use sliding window method in the data augmentation process to address the problem of small sample size and improve the model accuracy. Finally, the PCSW strategy based on the above partial convolutions and sliding window method is used for image inpainting. Through using the real digital Dunhuang murals, we have shown the proposed strategy has a certain effect on the image inpainting process.

The main contributions of the paper are as follows:

- An image inpainting strategy called PCSW based on partial convolutions and sliding window method is used for digital Dunhuang mural restoration.
- The partial convolutions based deep neural network is used for image inpainting, and the sliding window based data augmentation process is used to generate enough data to address the small sample size problem and improve the network accuracy.
- By using real digital Dunhuang murals, the effect of the proposed PCSW strategy on image inpainting has been presented.

The remainder of this paper is organized as follows. Section 2 gives the detailed description of the proposed PCSW strategy for image inpainting with respect to digital Dunhuang murals. Section 3 shows the effect on the image inpainting for digital Dunhuang murals of the proposed PCSW strategy. Section 4 is the conclusion of the paper.

2. The Proposed PCSW Strategy

In this section, the proposed PCSW strategy based on partial convolutions and sliding window method is described in detail. We first introduce the deep neural network used in the paper based on the partial convolutions, and then the data augmentation using sliding window method is described. Finally, we present the PCSW strategy for digital murals image inpainting.

2.1. Deep Neural Network Based on Partial Convolutions

Liu et al. [10] firstly proposed the partial convolution and then designed a network similar to UNet-like architecture [14] by stacking partial convolutional layers rather than traditional convolutional layers. Next, the partial convolutional layer and the loss function will be briefly introduced.

The partial convolution operation and the mask update function are two key components of the partial convolutional layer. Assuming that $X$ are the feature values of the digital mural image $I$, $M$ is the binary mask, representing whether there exists missing areas or not. $W$ and $b$ denotes the weights and bias of the convolution filter. Therefore, similar to [15], the partial convolution can be defined as:

$$
x' = \begin{cases} 
W^T (X \ast M) \frac{\text{sum}(1)}{\text{sum}(M)} + b, & \text{if } \text{sum}(M) > 0 \\
0, & \text{otherwise}
\end{cases} \quad (1)
$$

where $\ast$ represents element-wise multiplication, the factor of $\text{sum}(1)/\text{sum}(M)$ is used to adjust the amount of unmasked inputs, it also means that the output of the network depends on the unmasked values. $x'$ is the updated feature values.

After the partial convolution operation, the mask $M$ can be updated as follows:
\[ m' = \begin{cases} 
1, & \text{if } \text{sum}(M) > 0 \\
0, & \text{otherwise}
\end{cases} \] (2)

where \( m' \) is the updated mask.

In our paper, the architecture of the used deep neural network is the same as the Liu et al. [10], in which both the encoder and decoder consists of eight partial convolutional layers. According to [10], the loss function is:

\[
L_{\text{total}} = L_{\text{valid}} + 6L_{\text{hole}} + 0.05L_{\text{perceptual}} + 120(L_{\text{style}} + L_{\text{comp}}) + 0.1L_{\text{tv}}
\] (3)

where \( L_{\text{total}} \) is the final loss weights, \( L_{\text{valid}} \) and \( L_{\text{hole}} \) is related to per-pixel of the image, \( L_{\text{perceptual}} \), \( L_{\text{style}} \) and \( L_{\text{comp}} \) are used to ensure that the missing areas are restored in a natural way. \( L_{\text{tv}} \) is the total variation loss and used for smoothing penalty [16]. Details of these loss functions can be found in the Liu et al. [10].

2.2. Data Augmentation Using Sliding Window Method

As described above, there exists small sample size problem when using the original digital murals images to train the deep neural network. Although the original digital murals are high fidelity and high resolution, most of them have missing areas. In addition, the images obtained only by traditional data augmentation operations such as rotation and scaling are still large and high resolution, it is also unsuitable to directly use these augmented images to train the network. In order to generate enough data in a reasonable way, the sliding window method is used in the data augmentation process. The main idea is that each sliding window is considered as an image patch, and then the stride is less than the size of image patch. In this way, the image content continuity can be ensured while reducing the image size.

Assuming that the size of the original digital mural image \( I \) is \( w \times h \), and the size of sliding window (image patch) is \( p \times q \) (\( p < w, q < h \)). Since the sliding window can slide from both horizontal and vertical directions and in order to guarantee the content continuity of the image, the stride of both directions can be set as \( s \) \((s < p)\) and \( t \) \((t < q)\), respectively. The diagram of the sliding window method used in the original digital mural image is represented as Figure 1.

![Figure 1. The diagram of sliding window method used in the original digital mural image](image-url)
As we can see from the Figure 1, there may exist some residual areas as using sliding window method if the $p, q, s, t$ are set unsuitable. Assuming the residual length in horizontal and vertical directions is $m$ and $n$, respectively. In other words, when $m < s$ or $n < t$, the stride is set to $m$ or $n$ but keep the size of sliding window (image patch) unchanged.

After using the sliding window method, the original large size and high resolution digital mural image can be divided into many small image patches. However, there may be some patches with a wide range of missing areas, in that case, these patches should be selected and removed from the training set, because there is no ground truth about the missing areas of these patches and excessive missing areas can greatly affect the accuracy of the network. In order to obtain more image samples, the traditional data augmentation methods, including rotation, scaling and translation, can be used on suitable image patches. Through using the above data augmentation process, enough data with relatively high quality can be obtained and then used in the training process.

2.3. PCSW Strategy for Image Inpainting
According to the above description, the PCSW strategy for restoring digital mural images based on the partial convolutions and sliding window method can be described as follows:

- Building the neural network based on the partial convolutions according to Liu et al. [10].
- Using ImageNet dataset [17] to pre-train the partial convolutional layers and then use the obtained weights to initialize the parameters of the used network rather than random initialization parameters.
- Applying the sliding window method to handle the original large digital mural images and obtain enough image patches as the augmented dataset to address the small sample size problem according to the Figure 1.
- Using the augmented dataset to train the network, in this training process, the size and shape of the masks are automated generated. In other words, the network is fine-tuned by using the augmented dataset. Because the parameters including weights and biases are initialized by pre-training on the ImageNet dataset, it will greatly decrease the time consuming in this training process.
- After the training process, the network can be used to restore the image patches with irregular or regular missing areas.

Through using the above PCSW strategy on the GPU architecture, the network can be trained in a relatively fast way.

3. Experimental Results
In this section, by using the real digital Dunhuang murals images, the effect of the proposed PCSW strategy is presented through comparing the experimental results with ground truth. The image inpainting results for irregular missing areas are described.

Figure 2 shows the experimental results for image inpainting with the irregular missing areas. In these experiments, four image patches from four different original digital murals are used to compare the experimental results with the ground truth, and each image patch is $500 \times 500$.

Figure 2(a) shows the image with irregular missing areas. Because automatically determining the missing area is not the research point of the paper, in the experiments, the irregular missing areas are automatically generated randomly by programs. In addition, the same shape of the missing area is used in four experiments.

Figure 2(b) and 2(c) shows the inpainting results using the PCSW strategy and the ground truth of the image patches. As we can see from the figure, through comparing with the inpainting results with the ground truth of the corresponding image patch, the PCSW strategy has a certain effect on image inpainting for digital murals with irregular missing areas. In other words, the proposed strategy can restore the missing areas of digital Dunhuang murals in a visually pleasant way. However, in the restored missing areas, the corresponding area is blurred and even the visible traces of the missing areas can be seen. It indicates that the proposed PCSW strategy needs to be further optimized to improve the accuracy of image inpainting.
Figure 2. Experimental results for image inpainting with irregular missing areas.
4. Conclusion

Image inpainting for digital Dunhuang murals is a difficult and challenging task due to the large size of the original image and the small sample size problem. In the paper, we propose an image inpainting strategy called PCSW for restoring the digital Dunhuang murals based on the partial convolutions and sliding window method. Specially, the partial convolutions based deep neural network is used as the underlying model for image inpainting, and the data augmentation process applying sliding window method is used to address the small sample size problem in the training process and then improve the network accuracy. Finally, experimental results on real digital Dunhuang murals have shown the efficiency of the proposed strategy.
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