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Abstract: Entering digits of a personal identification number (PIN) is a common form of authentication. One variant of this scheme is to request the digits from a random subset of positions, which is sometimes called a partial PIN. In this paper we consider strategies for guessing the PIN when a partial PIN scheme is in use, which allows the quantification of the strength of this mechanism. We suggest several strategies for guessing the PIN under the assumption that the organisation assigns PINs randomly and requests random positions from the PIN at each login. We present analytic and simulation results from the different strategies and explore their performance when guessing different sizes of PIN and requested subset. We find that the most effective strategies have a reasonable chance of recovering a PIN in tens to hundreds of guesses.
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1. Introduction

PINs are commonly used for bank cards and unlocking your phone. For a four-digit number there are 10,000 different possible combinations to check. One variation of the simple PIN is to request a subset, or partial password, of digits from a longer PIN. This has the advantage that an evesdropper who sees a single login does not learn the full PIN [1]. This scheme is commonly used by banks in some countries (see Section 2.1 for examples). However, these partial PINs can still be guessed. To do this manually, you would record numbers that were asked and any correct digits found. By beginning with a list of all possible PINs and deleting those that do not match as you progressed, the gradually reducing list would increase the probability of correctly guessing.

We are motivated to study guessing such PINs for two reasons. First, there are situations where in-the-wild attacks using such guessing are practical. An example scenario sees an attacker, Craig, who has access to Alice’s phone and attempts to gain access to her online banking account, which is protected by a partial-PIN scheme. Craig plays a long game, attempting to guess Alice’s banking PIN by guessing the partial PIN; say he has a few attempts each day in which he tries to guess the correct partial PIN but stops before being locked out. The next day he retries, each time ruling out incorrect guesses and crossing them off the list of possible combinations. If he gains access with a correct partial PIN guess he now has those digits of the full PIN and can eliminate all combinations which do not have those digits in the correct positions. Eventually, with enough patience, Craig will guess the whole PIN.

As described above, Craig has access to Alice’s device, which might be possible if Craig is, for example, a co-worker or is caring for Alice. Hence, any blocking mechanism based on device, location or IP address is unlikely to be effective. However, we can also consider weaker versions of the attack, where Craig does not have regular access to the device but might share accommodation with Alice, and so still share a location and IP address. A weaker attack still might see Craig attacking a pool of users after an online leak of information, and with access to a large pool of IP addresses to make guesses from. In each of these cases, the number of guesses required is an important factor in the success
of the attack, while implementing a blocklist or rate limit based simply on IP address would incur significant practical issues, and it would be challenging to differentiate low-rate guessing from accidentally misentered digits.

Second, we believe the theoretical strength of these partial-PIN mechanisms has not been quantified, and we aim to do this in terms of number of guesses required to determine the secret (i.e., the full PIN). This is analogous to characterising the number of guesses required to identify user-chosen passwords or machine chosen secrets [2]. We believe it is important to offer some insight into the security of these partial PINs, as they remain in use as a factor in banking authentication. We choose the number of guesses to recover the full PIN as the metric of interest, as the use of partial PINs is motivated by protecting the full PIN from an attacker. However, similar techniques can be applied to study the number guesses before the first successful login.

In this paper, we will explore four strategies for guessing a PIN and study them via analysis and simulation to see how the different strategies perform and understand the effective strength of the partial-PIN mechanism. Section 2 reviews previous work in this area. Section 3 describes our strategies, with Section 4 giving some mathematical analysis of the strategies. Section 5 shows guessing performance of the strategies and Section 6 discusses these results in context. Finally, Section 7 concludes and discusses further work in the area.

2. Previous Work

2.1. PINs as a (Second) Factor in Banking

PINs in banking made their debut in the Barclays-De La Rue system in 1967, initially with 6 digits and subsequently reducing to 4 when the wife of the leader of the engineering team, John Shepard Barron, was said to have been unable to recall six random digits [3]. Banks began allowing customer-chosen PINs in the 1980s as a marketing initiative [3]. Some banks took on the user-chosen PIN idea, but have since discovered security flaws in this. Markert et al. demonstrate the flaw in their paper [4]: humans tend to use patterns of numbers to make their PINs easier to recall.

A common practice in some jurisdictions is that, when banking online, the bank will request a random subset of a customer’s PIN. Different banks may request different sized subsets and may use different sized PINs. With the development of strong authentication, partial PINs are being combined with other forms of authentication. The second Payment Services Directive, or PSD2, is a European law that came into effect in September 2019. This law aims to make online banking more secure by adding strong customer authentication (SCA) [5,6]. This may change the use of partial PINs for a number of reasons, including the availability of multi-factor authentication methods (MFA) and challenges in storing hashed partial passwords [7]. Consequently, banks are changing their login procedures, which depending on the individual bank may vary for e.g., Allied Irish Bank (AIB) will now require their customers to log in online with their full personal access code (PAC), where before you were required to input a subset of your PAC. AIB appear to be the only Irish bank that have abandoned partial PIN outright however, other banks like Bank of Ireland (BOI) have kept their partial PIN but added other forms of authentication. The Credit Union requires a partial PIN for its banking app as well as Trustee Savings Bank (TSB). In the UK the Hongkong and Shanghai Banking Corporation (HSBC) use a partial password and a question, Santander uses partial PIN and a partial password. When banking online via a laptop, your smart phone provides second factor authentication and would appear to be more secure than using your smart phone alone to bank online. For online purchasing you are required to authenticate with a second factor SMS or your banking app. Others require bio-authentication like facial recognition or a third verification like a personal question.

There is no particular reason why partial PINs or passwords should be restricted to banking. Indeed, Symantec’s Advanced Authentication product, which provides authentication support for mobile and web applications, includes support for partial passwords (See, for example, [https://techdocs.broadcom.com/us/en/symantec-security-software/identity-]}
2.2. Guessing of PINs and Passwords

Password guessing is a popular research topic in the area of banking and online security, however most research is aimed at user-chosen PINs. Bonneau et al. investigate the security implications of human selection and management of PINs [8], based on the leaked data set ‘RockYou’, from which they discovered that 1234 was the most common user-chosen four-digit PIN. Markert et al. also availed of this data set when investigating user-chosen PINs [4]. Birth dates were discovered to also be a popular choice for PINs (especially for four and six-digit PINs), as were repeated digits. Bonneau et al. advise users not to use PINs based on date of birth. They also advise those banks that do not employ blocklists of weak PINs to immediately do so [8]. Bentley and Mallows postulate that “Humans tend to choose secrets in nonrandom and repeated patterns” [9].

In light of this research, randomly assigned PINs appear a more logical approach for security, and some banks appear to follow this approach. Research in the area of guessing sets of random numbers, such as PINs, is harder to find. The closest previous work done in this area is by Kuhn where he uses probability to guess randomly generated PINs for ATM cards [10]. Knuth focuses on the game Mastermind, where rather then numbers, you are guessing colours in a sequence of four coloured pegs out of six possible colours, hence there are $6^4 = 1296$ possible combinations [11]. Focardi and Luccio follow on Knuth’s idea of solving the Generalized Mastermind Game problem and link it with guessing bank PINs [12]. They set out a framework for guessing games which we will use to describe our problem. In terms of exhaustive guessing methods, which we explore in our paper, Chiasson and Oorschot explore methods of guessing passwords relating to password expiration policies [13].

Aspinal and Just also investigate partial passwords, both character and numerical [1]. They concede that this is an area that has received less attention than others. They, again, are looking at user-chosen passwords and PINs. They also avail of the RockYou data set in their study, where they find that with “6 guesses, an attacker can respond correctly to 2-place challenges on 6-digit PINs with a success rate of 30%” and “Recording up to 4 runs, an attacker can succeed over 60% of the time”. They also record how quickly they can guess the full password after learning a subset of the password.

In our paper, we look at how quickly a PIN can be guessed, which is similar to Aspinal and Just, with key differences being that we consider randomly assigned PINs and the possibility of tracking all information learned by guessing. The latter is important in the effective guessing of uniformly assigned random PINs, as no information about non-random human choices can be exploited. In their terms, it corresponds to designing an adaptive projection dictionary attack, suggested in their future work.

3. Strategies for Guessing a PIN

Assume that the bank assigns an $n$-digit PIN to a user uniformly at random, for use for future logins. For simplicity of exposition, we use $n = 4$ for our examples in this section, so there are 10,000 possible PINs.

When a user (or attacker) attempts to log in, the bank picks $m$ positions from the $n$ digits of the PIN. In these examples, we work with $m = 2$. The user must provide these digits. If they provide them correctly, they are given access to the system. If they do not provide them correctly, they are refused access. We assume that repeated login attempts result in a new random selection of positions from the PIN. Further login attempts can then be made.

We denote these problems as $n \text{C}_m$. In real systems, login attempts are often throttled or rate-limited, but here we assume that many guesses can be made in order to assess how many guesses are required before an attack can be successful. This might be achieved by an attacker rate-limiting their guesses or interleaving them with legitimate logins by a valid
user to avoid lockout. If attempts are limited, then our results can be used to understand
the chance of success after a particular number of guesses.

**Attacker Strategies**

We suppose that the attacker begins with a list of all possible PINs, which we call the
PIN list. The attacker can use this list to inform their choice of guess, and we call this a
strategy. After each guess, the attacker updates the PIN list. If the attacker guesses the
$m = 2$ chosen positions correctly, all four-digit numbers that do not have this combination
of digits in the requested positions are deleted from the PIN list. If the guess is wrong, then
all PINs with this combination of digits are deleted from the PIN list. In this way, if the PIN
list reduces in length at each guess, the attacker will eventually find the correct PIN.

In abstract terms, following the notation for a general guessing game in [12], guessing
the PIN can be described as follows:

1. The bank chooses the secret $s$, which in our case is the PIN.
2. The PIN list begins as the set of possibilities, $S$, and ranges from 0000 to 9999.
3. The $i$th guess $g_i$, for a random subset of $m = 2$ digits of the PIN.
4. The response to the guess $i$th guess $r_{s,i}(g_i)$ depends on the secret $s$ and the guess $g_i$ and the random subset selected. In our case, this is a successful login if the guessed
digits match and a login failure otherwise.
5. The list of remaining PIN numbers is $S_i = \{ v \in S : r_{s,i}(g_i) = r_{s,i}(g_i) \}$.
6. The secret $s$ must be in the intersection of the sets $S_i$.

Note, an attacker can incorporate additional information, such as an eavesdropped login
attempt, by starting with a different initial PIN list $S$.

In this paper we consider four strategies for choosing the guesses. Pseudocode for
each is shown in Algorithm 1).

**Max** At each guess, this method uses the PIN list to find the frequency of combinations
digits in the positions requested by the bank. The combination with the highest
frequency is guessed, with ties broken randomly.

**Educated Guess** This method looks at the distribution of digit combinations for the posi-
tions requested by the bank, and chooses a combination according to this distribution.
For example, if the second and third digit are requested and 50% of PINs remaining
have 77 in this position, while 25% have 78 and 25% have 79, then 77 will be chosen
50% of the time, etc. In practice, this can be achieved by choosing one PIN at random
from the remaining PIN list and using the requested digits.

**Round Robin** The Round Robin method starts by trying 0 for each position. On the next
guess requesting this position, it will guess 1, then 2 and so on, wrapping at 9. This
method does not use the PIN list to choose its digits. Note, in the $n \choose m$ case it will
usually not succeed; for example, if guessing 4 digits from 4, it will only guess 0000,
1111, ..., 9999. For $n \choose m$ problems where $m < n$ and random (strict) subsets of digits
are being selected, it will eventually guess every combination.

**Random** The random method chooses random numbers for each of its guesses. It will
eventually guess all combinations with probability 1. As with Round Robin, it does
not use the PIN list to guess and may repeat guesses.

Each strategy has been coded (see pseudocode in Algorithm 1), to allow simulation of
its performance. We expect that the last two strategies will not usually be competitive,
however we include them for two reasons. First, they offer a useful comparison. Second,
since they do not use the PIN list to make choices, they avoid many operations on the PIN
list which is initially of size $10^4$. For large $n$, maintaining this list might be prohibitive.
### Algorithm 1 Pseudocode for Strategies for \(^nC_m\) problems.

```
1: PIN[1] ← \(i\)th remaining PIN
2: bank[1] ← \(i\)th position requested
3: 
4: procedure MAX
5:    count ← zero(10\(^m\))
6:    for each \(p\) in PIN[]
7:    v ← digits of \(p\) at bank
8:    count[v]++
9: end for
10: return arg max \(v\) count[v]
11: end procedure
12: 
13: procedure EDUCATED GUESS
14:    p ← random PIN from PIN[]
15:    v ← digits of \(p\) at bank
16: return v
17: end procedure
18: 
19: procedure RANDOM
20:    \(p\) ← random from 0 – 10\(^n\) – 1
21:    \(v\) ← digits of \(p\) at bank
22:    return \(v\)
23: end procedure
24: 
25: Init:
26:    \(RRdigit[]\) ← zero(n)
27:    \(v\) ← 0
28:    for each \(d\) in bank[]
29:    \(v\) ← 10 \times \(v\) + \(RRdigit[d]\)
30: end for
31:    \(RRdigit[d]\)++ mod 10
32: return \(v\)
33: end procedure
34: 
35: 
```

### 4. Analysis

In this section, we briefly consider some analysis that can be carried out of the PIN guessing strategies.

#### 4.1. Stepwise Optimality of Max Strategy

It is possible to analyse the guessing process at each step. Suppose we are at a point in the guessing process where \(N\) entries remain on the PIN list. The bank asks about \(m\) positions in the PIN. We let \(N_{d_1...d_m}\) be the number of entries in the PIN list with the digit \(d_1\) in the first requested position, digit \(d_2\) in the second requested position, and so on. If PINs are assigned uniformly at random, then the chance of guessing the digits \(d_1...d_m\) correctly will be \(p_{d_1...d_m} = N_{d_1...d_m} / N\).

Using this probability, we can aim to choose the digits that maximise the chance of particular outcomes. For example, to aim to maximise the chance of a successful login on the next guess, we choose the digits \(d_1...d_m\) with the highest frequency, corresponding exactly to our Max strategy.

One might also aim to minimise the expected number of entries that remain on the PIN list, thus reducing its size as quickly as possible. If we choose \(d_1...d_m\) and we are correct, then just \(N_{d_1...d_m}\) will remain after this guess. If we are incorrect, then all combinations not matching these digits will remain, i.e., \(N - N_{d_1...d_m}\) combinations. Thus, to achieve this aim we choose the digits to minimise

\[
p_{d_1...d_m} N_{d_1...d_m} + (1 - p_{d_1...d_m})(N - N_{d_1...d_m}) = N\left(p_{d_1...d_m}^2 + (1 - p_{d_1...d_m})^2\right).
\]

Note that this function is quadratic in \(p_{d_1...d_m}\) with a minimum at 0.5. Thus, to minimise the size of the remaining PIN list, we should choose the combination of digits that has frequency closest to half the number of remaining PINs. As it is unusual to have one combination of digits to be the majority of the PIN list, this aim will also usually correspond to the Max strategy.

A slightly more cautious aim might be to select the digits that minimise the remaining size of PIN list in the worst case, regardless of whether it is a correct guess or not. Here, we choose the digits that minimise \(\max(N_{d_1...d_m}, N - N_{d_1...d_m})\). This is a piecewise linear function in \(N_{d_1...d_m}\), with a minimum at \(N/2\). So again, we should choose the combination of digits that is closest to half the remaining digits. As noted above, this aim usually corresponds to the Max strategy.
Interestingly, the three above aims usually result in the same action as our Max strategy, providing no single combination of digits is in the majority. Consequently, we expect that the Max strategy should perform well in terms of both reducing the size of the PIN list and achieving successful logins. Note that each of these aims are greedy, in the sense that they optimise gains one step ahead.

4.2. Equivalence of Strategies for $^nC_n$ and $^nC_1$ Problems

Note, that in the $^nC_n$ case all PINs start as equally likely. After each guess, we either guess correctly (and stop as $n = m$) or we guess incorrectly and eliminate one possible PIN from the list. Thus, the Max and Educated Guess strategies are presented with a list of equally likely options, and so choose effectively randomly from the list. This means that in the $^nC_n$ case, Max and Educated Guess perform equally well.

Similarly, in the $^nC_1$ case, we effectively have independent PIN lists for each position, as a guess about one position tells us nothing about the other positions. Each guess for each position is either correct or removes a digit, and either way we are left with a list of equally likely possibilities for this position. So, when Max or Educated Guess come to make choices, they will again behave in the same way. In fact, the Round Robin strategy will also perform in the same way, as even though it does not use the PIN list, in the $^nC_1$ case, it will not repeat any guesses for a position, effectively choosing at random from the remaining digits because the PIN was assigned randomly.

4.3. Performance of Max and Random Strategies for $^nC_n$ and $^nC_1$ Problems

As we noted, in the case where $m = n$, analysis of the guessing problem is greatly simplified. In this case, each guess either results in the identification of the PIN or the elimination of a single PIN from the PIN list. As we show in the Appendix A, this makes it possible to calculate the distribution of the number of guesses explicitly for both the Max and Random strategies, using standard probabilistic techniques in Equations (A1) and (A6). Via our observation in Section 4.2, we note the analysis also covers the Educated Guess strategy.

Similarly, in the case where $m = 1$, we are essentially faced with guessing a sequence of independent digits, where guessing one digit does not influence what we know about the others. Note that after $k$ guesses, the number of times we will have guessed each digit will follow a multinomial distribution. By using this observation, and the results for the $^1C_1$ problem, we obtain explicit expressions for the distribution of guesses when using Max and Random strategies for the $^nC_1$ problems, see Equations (A3) and (A8) in the Appendix A. Via our observation in Section 4.2, we see that the analysis will also cover the Educated Guess and Round Robin strategies. We note that these expressions can become unwieldy when applied for larger numbers of guesses.

Using these distributions, we can also calculate the expected number of guesses required. This requires an infinite sum, but we show how to bound the infinite sum using a finite number of terms (see Equation (A11)).

Figures 1 and 2 graphically show how the empirical simulations results generated by the code mentioned in Section 3 closely match the theoretical analysis results conducted in the Appendix A for $^nC_n$ and $^nC_1$ problems using the Random and Max strategies. The code carries out 500 random trials to guess a PIN selected at random. In each case, $n = 1 \ldots 6$, we show the Cumulative Distribution Function (CDF) for the number of guesses required to recover the PIN. While we will show the details of these results in the next section, we can see that the two methods of estimating the distribution of number of guesses concur. We also see that, as expected, the Max strategy also tends to use fewer guesses than the Random strategy. This gives us confidence that, at least in these simplified cases, our analysis and code are operating as expected.
Figure 1. Simulated and analytic performance of the Max (above) and Random (below) strategies for $^nC_r$. Each graph shows the CDF for the number of guesses, $k$, required to recover the PIN.

Figure 2. Cont.
Figure 2. Simulated and analytic performance of the Max (top) and Random (bottom) strategies for $n\choose 1$. Each graph shows the CDF for the number of guesses, $k$, required to recover the PIN.

5. Results

As an initial example, consider a single run of the $4\choose 2$ problem using each strategy. In Figure 3 the y-axis displays the remaining number of entries on the PIN list (log scale), and the number of guesses taken is shown on the x-axis.

We see that for each strategy, the number of entries on the PIN list decreases, with occasional sudden drops. These drops correspond to a successful login attempt, which typically removes many entries from the PIN list. Looking at the Max strategy, this happens quite quickly at around 70 guesses, followed by the Educated Guess method, and then the Round Robin method. Lastly the Random method has a success after about 300 guesses. When the lines reach $y = 1$, the full PIN has been discovered, which occurs in the same order as the drops: Max, Educated Guess, Round Robin and finally Random.

As we will see, this ordering is typical of the general case, as is the larger gap between the Max/Educated guess and the Random/Round Robin strategies that make their guesses independently of the PIN list.

Figure 3. Length of the PIN list after $k$ guesses for a single run for each strategy (guessing $m = 2$ from $n = 4$, log scale).
5.1. Results for Various Partial PIN

In the previous example, we considered a single $4C_2$ problem, where we provided two digits from four. In this section, we look at the performance of the strategies on other PIN sizes over many trials.

Figure 4 summarises the results for 500 runs of each $nC_m$ problem, using a box plot to show the number of guesses for different strategies and different values of $n$ and $m$. The top row (row A) shows results for $n = 3$ and the bottom row (row D) shows results for $n = 6$. Within the plot for each $n$ value, results for subsets of size $m \leq n$ are shown. We show results for each of the Max, Educated Guess and Random strategies. Here, for ease of reading, we omit the results for the Round Robin strategy until the Appendix A (see Figure A2), as its performance is broadly similar to other cases. Round Robin results are similar to Random except in the $6C_1$, where it follows Max/Educated Guess (as discussed in Section 4.2) and the $6C_6$ case, where it usually fails (as discussed in Section 3). Each dot represents the number of guesses required to find the full PIN for a single run, with boxes showing the first and third quartile. Notches give a 95% confidence interval for the median. A line joining means has also been included to highlight how the mean changes as $m$ increases.

**Figure 4.** Summary of number of guesses, $k$, required for Max/Educated Guess/Random strategies, Row A: $n = 3$ for $m = 1, 2, 3$, Row B: $n = 4$ for $m = 1, 2, 3, 4$, Row C: $n = 5$ for $m = 1, 2, 3, 4, 5$ and Row D: $n = 6$ for $m = 1, 2, 3, 4, 5, 6$, 500 runs. (Box 1st/3rd quartile, whisker ± 1.5 IQR).
For example, consider the $3^3C_m$ guessing problem in the top row (row A). It becomes harder to guess the PIN as $m$ increases for all strategies. We can also see that the performance of the Max and Educated Guess strategies is broadly similar, with Max having a slight edge. The Random strategy lags, with the smallest relative gap for $3^3C_3$.

Looking at the left edge of the box gives the number of guesses required for a 25% success rate in determining the full PIN. With the Max strategy, we obtain the PIN with a 25% success rate with approximately 20, 30 and 250 guesses for $3^3C_1, 3^3C_2$ and $3^3C_3$ respectively.

Similar results are presented for $n^mC_m$ for $n = 4, 5, 6$ in rows B, C and D, respectively. We see that the ordering of the schemes and increase with $m$ is broadly maintained. Interestingly, for the Max strategy, if we keep $m$ fixed and increase $n$, we see a relatively small increase in the median number of guesses. We also see that the number of guesses required for a 25% chance to obtain the full PIN can be surprisingly small. For example, in the $4^3C_2$ case it is a little under 50 guesses and the $6^3C_3$ it is a little under 300 guesses.

5.2. Comparison of Strategies

To allow a comparison of the performance of different strategies, Figure 5 shows the results for $6^mC_m$ problems, plotting the CDF for the strategies on a single graph. The further left the CDF for a strategy, the more quickly it is likely to recover the full PIN. These graphs show several interesting features that are observed in our results for $n^mC_m$ for other values of $n$.

![Figure 5. The empirical CDF for the number of guesses, $k$, required to recover a PIN for a $6^mC_m$ problem for each strategy. Top row $m = 1, 2, 3$. Bottom row $m = 4, 5, 6$. 500 runs.](image-url)

First, observe that as expected in the $6^3C_1$ case, we see that Max, Educated Guess and Round Robin all have similar performance, with a 50% chance of recovering the PIN in around 60 guesses. Random lags considerably once more than a handful of guesses are made.
Again, as expected from Section 4.2, we see that Max and Educated Guess perform equally well for $^6C_6$ problems, always guessing the pin in less than 1,000,000 guesses. The random scheme lags slightly initially, with a long tail where it is unlucky and repeatedly makes incorrect guesses.

Between the extremes of $^6C_1$ and $^6C_6$, we see that Round Robin and Random perform similarly, both lagging Max and Educated Guess considerably. For smaller numbers of guesses, Educated Guess and Max behave similarly. However, Max makes more efficient use of what it has learned if the number of guesses is large.

5.3. Varying $n$ and $m$ in $^nC_m$

In the previous subsection, we compared the performance of our strategies. However, it is also reasonable to ask how the difficulty in the guessing problem changes as we vary $n$ and $m$ in more detail. If we fix $m$ and increase $n$, the impact seems clear: increasing $n$ increases the number of initially unknown digits without changing the difficulty of the individual guesses. Indeed, this matches what we see in practice.

If we fix $n$ and increase $m$, the situation is more complex. Increasing $m$ increases how much we learn on each step, while also making the probability of a successful guess less likely. As a successful guess usually provides the most information, it is not immediately obvious how these factors trade off against one another for different measures of difficulty.

Figure 6 shows the results of fixing $n = 6$ while varying $m$ for each of our four strategies. We present the ECDF for various values of $m$ on a single graph for each strategy. We see that as $m$ increases, the graphs move to the right. This indicates that an increase in the number of guesses required to achieve any particular success rate, indicating stochastic dominance. We conclude that increasing $m$ increases the difficulty of recovering the PIN by guessing.

![Figure 6](image_url)

Figure 6. The empirical CDF for the number of guesses, $k$, required to recover a PIN for a $^6C_m$. Top row Max, Educated guess. Bottom row Random and Round Robin. 500 runs.

6. Discussion

In designing our strategies, our analysis indicated that the Max strategy should be effective in discovering the PIN most quickly, and this has been borne out. However, the performance of the Educated Guess strategy can approach the Max strategy. By consulting Algorithm 1, we can see that while Educated Guess also uses a PIN list, its implementation is simpler and so less computationally complex than the Max strategy. The Round Robin and Random strategies do not require a PIN list to generate guesses, however their performance is significantly worse in most cases.
If \( n \) is fixed and \( m \) is increased, the difficulty of guessing increases. Going back to Figure 4, we observe approximately convex behaviour for the mean/median of the strategies on a log scale. In fact, if we restrict our attention to the \( \binom{n}{m} \) problems with \( m > 1 \), the observed pattern is almost (log-)linear. We conjecture the existence of this convex behaviour in general. If confirmed, this behaviour could be used to bound the guessing cost of \( \binom{n}{m} \) in terms of \( \binom{n}{n} \) and \( \binom{n}{1} \), cases we have provided an analysis of in the Appendix A. Alternatively, techniques such as Large Deviations might be used to give asymptotic estimates, as they have been for the guesswork of various distributions [14–16].

The Max strategy seems to require relatively little extra effort to guess a \( \binom{n}{m} \) as \( n \) increases and \( m \) is fixed. This possibly indicates efficient use of cross-position information learned as guesses are made.

Increasing \( m \), the number of digits requested, results in more guesses being required to identify the full PIN. This might be considered counter-intuitive, as partial PINs are intended to make it harder to reuse snooped PIN information. We have also seen that with moderate numbers of guesses (10 s–100 s) it is possible to recover a reasonable fraction of PINs when using the more efficient strategies. At one guess per day, a 25% success rate is possible for \( \binom{4}{2} \) in under two months and for \( \binom{6}{3} \) in under a year. These results, and the graphs in Section 5, may be of use to security designers who wish to understand the strength of partial PIN schemes, either individually or as part of a multi-factor scheme.

In this paper, we have mainly focused on strategies for an attacker for guessing a PIN that was assigned uniformly at random. However, PINs might be non-uniformly assigned. For example, the method of assignment of 4-digit (non-partial) PINs to ATM cards analysed by Kuhn is non-uniform and allows an attacker to identify particular PINs that have higher probability giving an approximately 0.7% chance of guessing the PIN in three guesses [10]. In this case, the non-uniformity arises from the mapping of the output from the DES cipher to decimal digits. Aspinall and Just also exploit non-uniformity in the context of partial passwords [1], however they are more focused on the situation where the non-uniformity arises because of factors such as user choice, where it is known that password choices are non-uniform [2]. In this situation, non-uniformity can provide a huge advantage. Using synthetic data based on the RockYou leak, Aspinall and Just are able to achieve over 10% coverage in a single guess! Hence the importance of advice to implement blocklists of common PINs where user-selected PINs are permitted [8].

In the introduction, we noted that our attacks correspond to an adaptive projection dictionary attack proposed in Aspinall and Just’s future work. Here dictionary corresponds to our PIN list, projection means that we use the PIN list by summarising the information at the requested digit positions and adaptive means that we prune the PIN list after each guess. Our results show that both Max and Educated Guess are effective, even in the case where PINs are uniformly assigned, if a moderate number of guesses are possible. We expect the advantage from these strategies can be combined with the advantages of non-uniformity. Indeed, our Max and Educated Guess strategies can actually be easily extended to the non-uniform situation by weighting each PIN with any prior information, requiring small modifications to the procedures in Algorithm 1.

We note that other attacks are possible, for example, an attacker might evesdrop on the communication and try to determine the full PIN by observing multiple successful logins. In this case, the analysis is the same as when a dictionary of passwords is available, and the distribution of successes has been calculated (see the pure recording attack [1]). As observed previously, incomplete information gained by evesdropping can easily be used as input to our guessing strategies via the initial set \( S \).

While we have shown that our Max strategy is, in some senses, stepwise optimal, it is not clear if more effective overall strategies may exist. In addition, there may also be defensive strategies, for example adapting the digit positions requested when it is believed that an attack is ongoing. The simplest version of such a strategy might involve requesting the same digit positions until a successful login occurs. In these cases the design choices around our Max and Educated Guess strategy still hold, though the details of the perfor-
mance analysis will be changed. We leave the performance and design of such defensive strategies as future work.

7. Conclusions

We have looked at strategies for guessing a PIN in a system where \( m \) digits from \( n \) are requested at login. We have identified two efficient strategies that make use of a PIN list. We have evaluated these strategies in the case where the PIN has 3–6 digits, providing curves that show the success rate after a number of guesses. The number of guesses increases with both \( n \) and \( m \), though more slowly for \( n \). Our results indicate it is often possible to have a moderate chance of recovering the full PIN with tens to hundreds of guesses.
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**Appendix A**

**Appendix A.1. Max Strategy**

Here we show how to derive the distribution of number of guesses using the Max strategy for \(^nC_n\) and \(^nC_1\) problems.

**Appendix A.1.1. Max Strategy for \(^nC_n\) Problems**

The expression for this problem is relatively easy to derive, but will be useful for studying the \(^nC_1\) problem. Suppose we are following the Max strategy, and we are guessing a \(^nC_n\) problem. Each guess involves all \( n \) digits, and so tells us if one PIN is on the list. As all PINs are equally probable, we essentially eliminate one possibility among \( 10^n \) each time. Thus, the probability that we are correct within the first \( k \) guesses is simply

\[
\mathbb{P}[\text{correct in first } k \text{ guesses}] = \min\left(\frac{k}{10^n}, 1\right). \quad (A1)
\]

Or, if \( G \) is the number of guesses required,

\[
\mathbb{P}[G > k] = 1 - \min\left(\frac{k}{10^n}, 1\right) = \max\left(1 - \frac{k}{10^n}, 0\right).
\]

and so, by the Tail Sum Formula, the expected number of guesses is

\[
\mathbb{E}[G] = \sum_{k=0}^{\infty} \mathbb{P}[G > k] = \sum_{k=0}^{\infty} \max\left(1 - \frac{k}{10^n}, 0\right) = \sum_{k=0}^{10^n} 1 - \frac{k}{10^n} = \frac{10^n + 1}{2}. \quad (A2)
\]

We note that for an \(^nC_n\) problem, recovering the full PIN is essentially the same as achieving a successful guess.
Appendix A.1.2. Max Strategy for $^nC_k$ Problems

Now, suppose that we are using the Max strategy on a $^nC_k$ problem, so each guess tells us about just one digit, and we can maintain independent lists for each digit. First consider the case where we have made $k$ guesses in total, with $k_i$ guesses made for each digit $i$.

\[ P(G > k | k_i \text{ guesses of digit } i) = 1 - P[\text{all digits correct} | k_i \text{ guesses of digit } i], \]

but, as the guesses for digit $i$ are independent

\[ P(G > k | k_i \text{ guesses of digit } i) = 1 - \prod_{i=1}^{n} P[\text{digit } i \text{ correct} | k_i \text{ guesses of digit } i]. \]

Now, we can treat each digit as a $^1C_1$ problem and, using Equation (A1) with $n = 1$, we get

\[ P(G > k | k_i \text{ guesses of digit } i) = 1 - \prod_{i=1}^{n} \min \left( \frac{k_i}{10}, 1 \right). \]

Now, given that we have made $k$ guesses in total, if the digits guessed were randomly chosen, we can also find the probability that we have made $k_i$ guesses for digit $i$. Naturally $k_1 + k_2 + \ldots + k_n = k$. Using the multinomial distribution, the probability of this is

\[ \left( \binom{k}{k_1, k_2, \ldots, k_n} \right) \frac{1}{n^{k_1}} \cdots \frac{1}{n^{k_n}} = \left( \frac{k}{k_1 k_2 \ldots k_n} \right) \frac{1}{n^k}. \]

Then, by the law of total probability, we can find $P(G > k)$ as

\[ \sum_{k_1 + \ldots + k_n = k} P(G > k | k_i \text{ guesses for digit } i) \left( \frac{k}{k_1 k_2 \ldots k_n} \right) \frac{1}{n^k}. \]

So, by the Law of Total Probability, we find,

\[ P(G > k) = \sum_{k_1 + \ldots + k_n = k} \left( 1 - \prod_{i=1}^{n} \min \left( \frac{k_i}{10}, 1 \right) \right) \left( \frac{k}{k_1 k_2 \ldots k_n} \right) \frac{1}{n^k}. \]

or, slightly simplifying using the multinomial theorem,

\[ P(G > k) = 1 - \frac{1}{n^k} \sum_{k_1 + \ldots + k_n = k} \left( \frac{k}{k_1 k_2 \ldots k_n} \right) \prod_{i=1}^{n} \min \left( \frac{k_i}{10}, 1 \right). \quad (A3) \]

We may then find $E[G]$ by summing this over $k$.

\[ E[G] = \sum_{k=0}^{\infty} P(G > k) = \sum_{k=0}^{\infty} \left( 1 - \frac{1}{n^k} \sum_{k_1 + \ldots + k_n = k} \left( \frac{k}{k_1 k_2 \ldots k_n} \right) \prod_{i=1}^{n} \min \left( \frac{k_i}{10}, 1 \right) \right). \quad (A4) \]

We briefly note that the inner sum is a effectively a sum over compositions of $n$, as if any $k_i = 0$, then the whole term is zero. Also note that the terms are symmetric in the $k_i$, and so this sum over compositions could be written as a sum over partitions, by accounting for how many compositions correspond to each partition.

We note that a similar calculation can be used to find the distribution of times to first successful guess. First, observe that the chance of the first success happening in $k$ guesses is the complement of there being no successes in $k$ guesses. Then note that that is independent for each digit being guessed, and so a product and the conditioning on $k_i$ guess for digit $i$ can be used.
Appendix A.2. Random Strategy

Here we derive the distribution of number of guesses using the Random strategy for \( ^nC_m \) and \( ^nC_1 \) problems, using a similar method to that used for the Max strategy. While we are focused on the number of guesses to recover the full PIN, we note that for the random strategy for an \( ^nC_m \) problem, the distribution of the number of guesses before the first success is particularly simple, as each guess is effectively guessing an \( m \) digit number using no state, so the distribution will be geometric.

Appendix A.2.1. Random Strategy for \( ^nC_n \) Problems

Suppose we are looking at an \( ^nC_n \) problem, and as we use the Random strategy each guess is uniformly random, ignoring our previous choices. We will stop guessing if we either choose the correct PIN or we choose every incorrect PIN. After guess \( k \), the chance that we have never chosen the correct PIN is

\[
\left( 1 - \frac{1}{10^n} \right)^k.
\]

If \( k < 10^n - 1 \), then the chance of having selected all incorrect PINs is zero. Thus, if \( k < 10^n - 1 \), and again \( G \) is the random variable for the number of guesses required to guess correctly, we have

\[
\mathbb{P}[G > k] = \left( 1 - \frac{1}{10^n} \right)^k \quad (A5)
\]

If \( k \geq 10^n - 1 \), then there is a possibility that we have guessed all the incorrect numbers, and we need to make a correction:

\[
\mathbb{P}[G > k] = \left( 1 - \frac{1}{10^n} \right)^k \left( 1 - \frac{k}{10^n - 1} \right), \quad (A6)
\]

where the numerator of the second term uses Stirling numbers of the second kind to count partitions of \( k \) into non-empty sets corresponding to each of the \( 10^n - 1 \) incorrect digits, and the denominator is the number of ways of assigning \( k \) choices to any subset of the \( 10^n - 1 \) incorrect possibilities. Note, in both cases we have

\[
\mathbb{P}[G > k] \leq \left( 1 - \frac{1}{10^n} \right)^k.
\]

Now, we can calculate the expected number of guesses and also upper bound it.

\[
\mathbb{E}[G] = \sum_{k=1}^{\infty} \mathbb{P}[G \geq k] = \sum_{k=0}^{\infty} \mathbb{P}[G > k] \leq \sum_{k=0}^{\infty} \left( 1 - \frac{1}{10^n} \right)^k = 10^n. \quad (A7)
\]

Appendix A.2.2. Random Strategy for \( ^nC_1 \) Problems

Now, suppose we are looking at \( ^nC_1 \) with the Random strategy. On guess \( k \) we will stop guessing if we have correctly guessed each digit, or we have eliminated all digits except the correct one. Again, let’s condition on having made \( k_i \) guesses for digit \( i \) and naturally \( k_1 + k_2 + \ldots + k_n = k \). As we saw for the Max strategy case, given there have been \( k_i \) guessed for digit \( i \), the probability what we are still guessing is the probability that not all digits are known,

\[
1 - \mathbb{P}[\text{all digits known}] = 1 - \prod_{i=1}^{n} \mathbb{P}[\text{digit } i \text{ known}] = 1 - \prod_{i=1}^{n} \left( 1 - \mathbb{P}[G_i > k_i] \right).
\]
where $G_i$ is the number of guesses taken to guess digit $i$. By treating each digit as a $1^C_1$ problem, we can use Equation (A6) with $n = 1$ we can get $P[G_i > k_i]$. We can then sum this using the law of total probability, to get

$$
\mathbb{P}[G > k] = \sum_{k_1 + \ldots + k_n = k} \left( 1 - \frac{1}{n^n} \prod_{i=1}^{n} 1 - P[G_i > k_i] \right)^k \frac{1}{n^k}.
$$

Or, tidying using the multinomial theorem,

$$
\mathbb{P}[G > k] = 1 - \frac{1}{n^k} \sum_{k_1 + \ldots + k_n = k} \left( k_1 k_2 \ldots k_n \right) \prod_{i=1}^{n} 1 - P[G_i > k_i]. \quad (A8)
$$

Again, we can use the Tail Sum Formula to get

$$
\mathbb{E}[G] = \sum_{k=0}^{\infty} \left( 1 - \frac{1}{n^k} \sum_{k_1 + \ldots + k_n = k} \left( k_1 k_2 \ldots k_n \right) \prod_{i=1}^{n} 1 - P[G_i > k_i] \right). \quad (A9)
$$

Using the same observations as above, the inner sum could be written as a sum over partitions rather than compositions.

Appendix A.2.3. Bounding the Expectation

In the cases of the Max and Random $^nC_n$ and $^nC_1$ problems we have found $\mathbb{P}[G > k]$, and then used the Tail Sum Formula to find $\mathbb{E}[G]$ via an infinite sum. For our guessing strategies, there is a useful way to evaluate only a finite number of terms while still bounding $\mathbb{E}[G]$ above and below.

First, consider a modified guessing process, where we choose a constant $h$ and make up to $h$ guesses using the original strategy. If we are successful on any guess, we stop guessing. However, if we reach guess $h$ we stop regardless of if we are successful on guess $h$. Let $H_h$ be the random variable representing the number of steps this process takes to stop. Clearly, $H_h \leq G$ for any set of guesses, so $\mathbb{E}[H_h] \leq \mathbb{E}[G]$. We also note that if $k < h$ then $\mathbb{P}[H_h > k] = \mathbb{P}[G > k]$ and $\mathbb{P}[H_h > k] = 0$ for $k \geq h$. This means that we can find

$$
\mathbb{E}[H_h] = \sum_{k=0}^{h-1} \mathbb{P}[G > k], \quad (A10)
$$

and use this as a lower bound for $\mathbb{E}[G]$ for the original strategy. We also note that the probability that this process failed to make the correct guess is just $\mathbb{P}[G > h]$.

Next, consider a second modified guessing process which takes up to $h$ guesses using the strategy, but then forgets everything that it has learned if it has not found the correct PIN (say, by restoring all possibilities to the PIN list). This forgetting happens after every block of $h$ guesses. Let $F_h$ be the number of steps required before modified this process finds the correct PIN. Compared to any reasonable strategy, this modified process should be less efficient than the unmodified strategy, so $\mathbb{E}[G] \leq \mathbb{E}[F_h]$. Under the assumption that success in each block of $h$ guesses is independent, we can use the law of total expectation to write
\[ \mathbb{E}[F_h] \] 
\[ = \sum_{k=1}^{\infty} \mathbb{E}[\text{\#guesses|success in } k^{\text{th}} \text{ block}] \times \mathbb{P}[\text{successful in } k^{\text{th}} \text{ block}], \] 
\[ = \sum_{k=1}^{\infty} ((k-1)h + \mathbb{E}[\text{\#guesses|successful in } \leq h \text{ guesses}]) \times \mathbb{P}[G > h]^{k-1}(1 - \mathbb{P}[G > h]), \] 
\[ = h \frac{\mathbb{P}[G > h]}{1 - \mathbb{P}[G > h]} + \mathbb{E}[\text{\#guesses|successful in } \leq h \text{ guesses}]. \]

However, observe that
\[ \mathbb{E}[\text{\#guesses|successful in } \leq h \text{ guesses}] = \sum_{i=0}^{h} \frac{\mathbb{P}[G = i]}{1 - \mathbb{P}[G > h]}, \]
and the sum in the numerator is bounded above by \( \mathbb{E}[H_h] \). So using \( \mathbb{E}[H_h] \leq \mathbb{E}[G] \leq \mathbb{E}[F_h] \) and Equation (A10) we get convenient bounds:
\[ \sum_{k=0}^{h-1} \mathbb{P}[G > k] \leq \mathbb{E}[G] \leq \frac{1}{1 - \mathbb{P}[G > h]} \left( h\mathbb{P}[G > h] + \sum_{k=0}^{h-1} \mathbb{P}[G > k] \right). \] (A11)

As the bounds are all in terms of quantities that we will calculate when evaluating the Tail Sum for \( \mathbb{E}[G] \), they provide useful guidance when truncating the infinite sum when evaluating the sum in practice. This can be particularly useful for the sums in Equations (A4) and (A9), which involve summing over increasingly large compositions/partitions. An example of these bounds is shown in Figure A1 for calculating the mean of the Max \( ^5C_1 \) problem. We see that the bound is quite tight after approximately 70 terms.

**Figure A1.** Bounding the expectation number of guesses for Max \( ^5C_1 \).

**Appendix A.2.4. Round Robin Simulation Results**

For completeness, we include the results of simulations for the Round Robin strategy in Figure A2. These results are the analogue of those shown in Figure 4. As noted, because of the simple construction of the Round Robin strategy, it will not usually successfully guess the \( ^nC_n \) problems, so no corresponding result is shown.
Figure A2. Summary of number of guesses, \( k \), for Round Robbin strategies, \( n = 3 \) for \( m = 1, 2, n = 4 \) for \( m = 1, 2, 3, n = 5 \) for \( m = 1, 2, 3, 4 \) and \( n = 6 \) for \( m = 1, 2, 3, 4, 5 \), 500 runs. (Box 1st/3rd quartile, whisker ± 1.5 IQR).
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