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Abstract  
In Part I of this two-part paper\textsuperscript{11}, we proposed a new game, called Chinese restaurant game, to analyze the social learning problem with negative network externality. The best responses of agents in the Chinese restaurant game with imperfect signals are constructed through a recursive method, and the influence of both learning and network externality on the utilities of agents is studied. In Part II of this two-part paper, we illustrate three applications of Chinese restaurant game in wireless networking, cloud computing, and online social networking. For each application, we formulate the corresponding problem as a Chinese restaurant game and analyze how agents learn and make strategic decisions in the problem. The proposed method is compared with four common-sense methods in terms of agents’ utilities and the overall system performance through simulations. We find that the proposed Chinese restaurant game theoretic approach indeed helps agents make better decisions and improves the overall system performance. Furthermore, agents with different decision orders have different advantages in terms of their utilities, which also verifies the conclusions drawn in Part I of this two-part paper.
I. INTRODUCTION

The network externality, which describes the mutual influence among agents, plays an important role in numerous network-related applications. When the network externality is negative, i.e., the more agents make the same decision, the lower utilities they have in the network, agents tend to avoid making the same decision with others in order to maximize their utilities. This phenomenon has been observed in many applications in various research areas, such as dynamic spectrum accessing in cognitive radio networking, service selection in cloud computing, and deal selection on Groupon. Moreover, agents may not know the exact state of the network, such as the primary user’s activity in the spectrum, the infrastructure of service platform, and qualities of products provided in deals. Therefore, they tend to learn such unknown information from some signals through measurements or actions from others in the network, which is called social learning. How these two effects, negative network externality and social learning, affect the decisions of agents in different network-related applications, is the main objective of this paper. Chinese Restaurant Game, proposed in Part I of this two-part paper [1], provides a general framework for modeling strategic learning and decision processes in the social learning problem with negative network externality.

Here, we briefly describe the proposed Chinese restaurant game. We consider a Chinese restaurant with $K$ tables numbered $1, 2, ..., K$ and $N$ customers labeled with $1, 2, ..., N$. Each table has infinite seats, but may be in different size. We model the table sizes of a restaurant with two components: the restaurant state $\theta$ and the table size functions $\{R_1(\theta), R_2(\theta), ..., R_K(\theta)\}$. The restaurant state $\theta$ is unknown to the customers. However, each customer $i$ has received a signal $s_i$ following a commonly known distribution $f(s|\theta)$. Therefore, customers may learn the state from the signals they collected. In the Chinese restaurant game, each customer sequentially requests for the table following the same order as their numbering. After customer $i$ made his request, he reveals both his decision and the signal he received. Let $x_i$ be the table requested by customer $i$. Then, customer $i$’s payoff is determined by a utility function $u_i(R_{x_i}, n_{x_i}),$ where $n_{x_i}$ is the number of customers choosing table $x_i$. 

The best responses of rational customers that maximize their expected utilities can be recursively derived in Chinese restaurant game [1]. We denote $n = \{n_1, n_2, ..., n_K\}$ as the numbers of customers on the $K$ tables, i.e., the grouping of customers in the restaurant at the end of the game. Let $n_i = \{n_{i,1}, n_{i,2}, ..., n_{i,K}\}$ be the grouping observed by customer $i$ when making his decision, and $h_i =$
\(\{s_1, s_2, ..., s_{i-1}\}\) be the history of revealed signals before customer \(i\). The best response of customer \(i\) can be written as

\[
x_i = BE_i(n_i, h_i, s_i) = \arg \max_j E[u_i(R_j(\theta), n_j)|n_i, h_i, s_i].
\] (1)

Customers in the Chinese restaurant game need to estimate the current state \(\theta\) with the signals they collected in order to make the right decisions. Let the prior probability of the state be \(g_0 = \{g_{0,l}|g_{0,l} = Pr(\theta = l), \forall l \in \Theta\}\). We denote customer \(i\)’s estimate on the current state as the belief being defined as \(g_i = \{g_{i,l}|g_{i,l} = Pr(\theta = l|h_i, s_i, g_0, f), \forall l \in \Theta\}\) \(\forall i \in N\). Then, customer \(i\) can construct his belief according to the Bayesian rule as follows:

\[
g_{i,l} = \frac{Pr(h_i, s_i|\theta = l)Pr(\theta = l)}{\sum_{w=1}^L \text{Prob}(h_i, s_i|\theta = w)Pr(\theta = w)} = \frac{g_{i-1,l}f(s_i|\theta = l)}{\sum_{w=1}^L g_{i-1,w}f(s_i|\theta = w)).
\] (2)

Besides the estimate on the state \(\theta\), customer \(i\) also needs to predict the decisions of subsequent customers due to the negative network externality effect. Let \(m_{i,j}\) be the number of customers choosing table \(j\) after customer \(i\), including customer \(i\) himself. As shown in (1), we have

\[
Pr(m_{i,j} = X|n_i, h_i, s_i, x_i, \theta = l) = \begin{cases} Pr(m_{i+1,j} = X - 1|n_{i+1}, h_{i+1}, s_{i+1}, \theta = l), & x_i = j, \\ Pr(m_{i+1,j} = X|n_{i+1}, h_{i+1}, s_{i+1}, \theta = l), & x_i \neq j, \end{cases}
\] (3)

\[
= \sum_{0 \leq s \leq K} \int_{s \leq X_{i+1}} Pr(m_{i+1,j} = X - 1|n_{i+1}, h_{i+1}, s_{i+1}, s = s, x_{i+1} = u, \theta = l) f(s|\theta = l) ds, \\
\sum_{0 \leq s \leq K} \int_{s \leq X_{i+1}} Pr(m_{i+1,j} = X|n_{i+1}, h_{i+1}, s_{i+1}, s = s, x_{i+1} = u, \theta = l) f(s|\theta = l) ds, \\
\]

where \(h_{i+1}\) and \(n_{i+1}\) can be obtained using

\[
h_{i+1} = \{h_i, s_i\} \quad \text{and} \quad n_{i+1} = \{n_{i+1,1}, ..., n_{i+1,K}\},
\] (4)

with

\[
n_{i+1,k} = \begin{cases} n_{i,k} + 1, & \text{if } x_i = k, \\ n_{i,k}, & \text{otherwise}.
\end{cases}
\] (5)

Based on (3), \(Pr(m_{i,j} = X|n_i, h_i, s_i, x_i, \theta = l)\) can be recursively calculated. Then, we can compute the expected utility \(E[u_i(R_j(\theta), n_j)|n_i, h_i, s_i]\) and derive the best response function of customer \(i\) as

\[
BE_i(n_i, h_i, s_i) = \arg \max_j \sum_{l \in \Theta} \sum_{x=0}^{N-i+1} g_{i,l}Pr(m_{i,j} = x|n_i, h_i, s_i, x_i = j, \theta = l)u_i(R_j(l), n_{i,j} + x).
\] (6)
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With the recursive form, the best response function of all customers can be obtained using backward induction. In Part I of this two-part paper [1], we generally discussed how customers make decisions in the Chinese restaurant game under different signal qualities and table size ratios. In Part II of this two-part paper, we would like to illustrate how Chinese restaurant game can be used in specific applications in different research areas. In Section III, we first describe four strategies that we will compare our method with. Then, we will show the improvement from the proposed best response strategy on both the individual utility and the overall system efficiency in three applications: dynamic spectrum access in cognitive radio networking, storage service selection in cloud computing, and deal selection on Groupon in online social networking in Section III, IV, and V respectively. For each application, we first formulate the problem using the Chinese restaurant game. Then, we compare the proposed best response strategy with other strategies in terms of agents’ utilities and the overall system performance through simulations. Finally, we draw our conclusions in Section VI.

II. Strategies for Comparisons

We will compare our best response strategy with the following four strategies: random, signal, learning, and myopic strategies. In the random strategy, customers choose their strategies randomly and uniformly, i.e., all $K$ tables have equal probability of $\frac{1}{K}$ to be chosen under the random strategy. In the signal strategy, customers make their decisions purely based on their own signal regardless all information from other customers, including the revealed signals and their choices on tables. The objective of signal strategy is to choose the largest expected table size conditioning on his signal given by

$$x_i^{signal} = \arg\max_x x \sum_{l \in \Theta} Pr(s_i | \theta = l) R_x(l).$$

(7)

The learning strategy is an extension of the signal strategy. Under this strategy, the customer learns the system state not only by his own signal but also by the signals revealed by the previous customers. Therefore, the learning strategy can be obtained as

$$x_i^{learn} = \arg\max_x x \sum_{l \in \Theta} g_{i,l} R_x(l),$$

(8)

where $g_{i,l} = Pr(\theta = l | s_1, s_2, ..., s_i, g_0)$ is the belief of the customer on the state.
Finally, the myopic strategy simulates the behavior of a myopic player. The objective of a customer under myopic strategy is maximizing his current utility, i.e., the customer makes the decision according to his own signal, all signals revealed by previous customers, and the current grouping \( n_i = \{ n_{i,1}, n_{i,2}, \ldots, n_{i,K} \} \) as follows,

\[
x_i^{\text{myopic}} = \arg \max_x \sum_{l \in \Theta} g_{i,l}u_i(R_x(l), n_{i,x} + 1).
\]

From (9), we can see that the myopic strategy is similar to the proposed best response strategy except the Bayesian prediction of the subsequent customers’ decisions. The performance of all these four strategies will be evaluated in all simulations in the following applications. They will be treated as the baseline of the system performance without fully rational behaviors of customers.

### III. WIRELESS NETWORKING: DYNAMIC SPECTRUM ACCESS IN COGNITIVE RADIO NETWORK

Traditional dynamic spectrum access methods focus on identifying available spectrum through spectrum sensing. Cooperative spectrum sensing is a potential scheme to enhance the accuracy and efficiency of detecting available spectrum [2]–[4]. In cooperative spectrum sensing, the sensing results from the secondary users are shared by all members within the same or neighboring networks. These secondary users then use the collected results to make spectrum access decision collaboratively or individually. If the sensing results are independent from each other, the cooperative spectrum sensing can significantly increase the accuracy of detecting the primary user’s activity. Secondary users can learn from others’ sensing results to improve their knowledge on the primary user’s activity. After the available spectrum is detected, secondary users need to share the spectrum following some predetermined access policy. In general, the more secondary users access the same channel, the less available access time for each of them, i.e., a negative network externality exists in this problem. Therefore, before making decision on spectrum access, a secondary user should estimate both the primary user’s activity based on the collected sensing results and the possible number of secondary users accessing the same spectrum.

#### A. System Model

We consider a cognitive radio system with \( K \) channels, \( N \) secondary users, and one primary user. We assume that the spectrum access behavior of secondary users is organized by an access point. Suppose
that the primary user is always active and transmitting some data on one of the channels. In addition, the primary user’s access time is slotted. At each time slot, each channel has equal probability of $1/K$ to be selected by the primary user for transmission. The secondary users’ activities are shown in Fig. 1.

At the beginning of each time slot, secondary users individually perform sensing on all channels $1 \sim K$. Then, they follow a predefined order to sequentially determine which channel they are going to access in this time slot. Without loss of generality, we assume they follow the same order as their indices. When making a decision, a secondary user $i$ reports his decision and the sensing result to the access point. At the same time, all secondary users also receive this report by overhearing. After all secondary users have made their decisions, the access point announces the access policy of each channel: secondary users choosing the same channel equally share the slot time. However, if the channel is occupied by the primary user, their transmission will fail due to the interference from primary user’s transmission.

Such a cognitive radio system can be modeled as a Chinese restaurant game. Let $H_j$ be the hypothesis that channel $j$ is occupied by the primary user. Then, let the sensing results of secondary user $i \in \{1, 2, ..., N\}$ on channel $j \in \{1, 2, ..., K\}$ be $s_{i,j}$. We use a simple binary model on the sensing result in this example, where $s_{i,j} = 1$ if the secondary user detected some activity on channel $j$ and $s_{i,j} = 0$ if no activity is detected on channel $j$. For secondary user $i$, his own sensing results are denoted as
\( s_i = \{s_{i,1}, s_{i,2}, \ldots, s_{i,K}\} \). In addition, the results he collected from the reports of previous users are denoted as \( h_i = \{s_{1,1}, s_{2,2}, \ldots, s_{i-1,1}\} \).

We define the belief of a secondary user \( i \) on the occupation of channels as \( g_i = \{g_{i,1}, g_{i,2}, \ldots, g_{i,K}\} \), where \( g_{i,j} = \Pr(H_j|h_i, s_i) \). Let the probability of false alarm and miss detection of the sensing technique on a single channel as \( p_f \) and \( p_m \), respectively. The probability of \( s_i \) conditioning on \( H_j \) is given by

\[
\Pr(s_i|H_j) = p_{m}^{1-s_{i,j}} (1-p_{m})^{s_{i,j}} \prod_{k \in \{1,2,\ldots,K\}\setminus\{j\}} p_{f}^{s_{i,k}} (1-p_{f})^{1-s_{i,k}}. \tag{10}
\]

Thus, we have the following belief updating rule

\[
g_{i,j} = \frac{\Pr(h_i, s_i|H_j)\Pr(H_j)}{\sum_{k=1}^{K} \Pr(h_i, s_i|H_k)\Pr(H_k)} = \frac{g_{i-1,j}\Pr(s_i|H_j)}{\sum_{k=1}^{K} g_{i-1,k}\Pr(s_i|H_k)}. \tag{11}
\]

With this rule, the belief of secondary user \( i \) is updated when a new sensing result is reported to the access point. The available access time of a channel \( j \) within a slot is its slot time, which is denoted as \( T \). However, if the channel occupied by primary user, its access time becomes 0. Thus, we define the access time of channel \( j \) as

\[
R_j(H_k) = \begin{cases} 
0, & j = k, \\
T, & \text{otherwise}. 
\end{cases} \tag{12}
\]

Then, let \( x_i \) be secondary user \( i \)'s choice on the channels, and \( n_j \) be the number of secondary users choosing channel \( j \). We define the utility of a secondary user \( i \) as

\[
u_i(x_i) = \frac{Q_{x_i}R_{x_i}}{n_{x_i}}, \tag{13}
\]

where \( Q_{x_i} \) is the channel quality of channel \( x_i \). If the channel has higher quality, the secondary users choosing the channel have higher data rates, and thus higher utility. Then, the best response of secondary user \( i \) is as follows,

\[
BE_i(n_i, h_i, s_i) = \arg \max_x \sum_{k \in \{1,2,\ldots,K\}\setminus\{x\}} g_{i,k}E\left[\frac{Q_{x}T}{n_x}|n_i, h_i, s_i, H_k\right]. \tag{14}
\]

This best response function can be solved recursively through the recursive equations in (3) and (6).

**B. Simulation Results**

We simulate a cognitive radio network with 3 channels, 1 primary user, and 7 secondary users. When the channel is not occupied by the primary user, the available access time for secondary users in one time
slot is 100ms. Secondary users sense the primary user’s activity in all three channels at the beginning of the time slot. We assume that the primary user has equal probability to occupy one of three channels. Conditioning on the primary user’s occupation of the channel, the probabilities of miss detection (if occupied) and false alarm (if not occupied) in sensing one channel are 0.1. The channel quality factor of channel 1 is $Q_1 = 1$, while channel 2 and 3 are $1 - d$ and $1 - 2d$. The $d$ is the degraded factor, which is controlled within $[5\%, 50\%]$ in the simulations. We compare the proposed best response strategy in (6) with other four strategy scheme: random, signal, learning, and myopic strategies. The simulation results are shown in Fig. 2.

From Fig. 2(a), 2(b), and 2(c), we can see that secondary users have different utilities under different orders and schemes. For both the myopic and the proposed best response schemes, secondary user 3 has a larger utility than secondary user 1 when the degraded factor is low. This is because secondary user 3 has the advantages in collecting more signals than secondary 1 to identify the channel occupied by the primary user. Moreover, the loadings of the other two channels are still far from their expected equilibrium loadings since only two secondary users have made choices. Therefore, secondary user 3 has a larger utility than secondary user 1. Nevertheless, when the degraded factor is high, we can see that the utility of secondary user 1 is larger than that of secondary user 3. This is because when the degraded factor increases, the quality difference among channels increases. In such a case, even secondary user 3 can successfully identify the occupied channel, the channel that offers a higher utility in the equilibrium is usually the one with fewer number of secondary users. The expected number of secondary users accessing such a channel is generally 2 or even 1 depending on the degraded factor, and secondary user 3 can no longer freely choose those channels. For secondary user 7, who has the best knowledge on the primary user’s activity, he usually has no choice since there are six secondary users making decisions before him. Therefore, he has the smallest utility.

Generally, the myopic scheme provides an equal or lower utility than the best response scheme for secondary users making decisions early, such as secondary user 1, since secondary users in the myopic scheme do not predict the decisions of subsequent users. However, some secondary users eventually benefit from the mistakes made by early secondary users. We can see from Fig. 2(b) that for the cases that $d = 20\%$ and $d = 50\%$, customer 3 has a higher utility under the myopic scheme than under the
Fig. 2. Spectrum Accessing in Cognitive Radio Network under Different Schemes
best response scheme due to the mistakes made by customer 1 and 2. We can also see from Fig. 2(d) that both best response and myopic schemes provides the same average utilities of all secondary users. In such a case, the utility loss of some secondary users in the myopic scheme will lead to the utility increase of some other secondary users.

For random and signal schemes, there is no difference among the average utilities of secondary user 1, 3, and 7 since secondary users do not learn from other agents’ actions and signals under these two schemes. For the learning scheme, we can see that secondary user 1 has a significantly larger utility than secondary user 3 and 7. This is because in the learning scheme, secondary users do not take the negative network externality into account when making decisions on the channel selection. Since secondary users who made decisions later are more likely to identify the primary user’s activity, they are more likely to choose the same channels and share with each other, and their utilities are degraded due to the negative network externality.

Let us take a deeper look at the average utility of all secondary users shown in Fig. 2(d). On one hand, we can see that both best response and myopic schemes achieve highest average utilities of all secondary users. The network externality effects in spectrum access force strategic secondary users to access different channels instead of accessing the same high quality channels. On the other hand, learning and signal schemes lead to poor average utilities since they do not consider the network externality in their decision processes. All secondary users tend to access the same available high quality channel, and therefore the spectrum resource in other available channels is wasted. This also explains the phenomenon that learning scheme leads to poorer performance than signal scheme. Under the learning scheme, secondary users are more likely to reach a consensus on the primary user’s activity and make the same choice on the channels, which degrades the overall system performance.

Finally, we show the number of secondary users causing interference to the primary user in Fig. 2(e). We can see that those schemes involving learning, which are best response, myopic, and learning schemes, can significantly reduce the interference to the primary user. Secondary users who learn from others’ signals efficiently avoid the channel occupied by the primary user.
IV. CLOUD COMPUTING: CLOUD STORAGE SERVICE SELECTION

In the second application, we consider the storage service selection in cloud computing. Reliability and availability are the major concerns of potential cloud subscribers in choosing the cloud storage platform. These two features may be enhanced by the cloud computing platform through optimizing configuration, upgrading the software architecture, and hardware infrastructure [5]. However, reliability and availability are also affected by the number of subscribers. For instance, when overwhelming number of subscribers access the storage service, these subscribers may experience unacceptable waiting time, service blocking, or even data loss in transmission due to network congestion and capacity overloading. The reliability of the platform may be decreased to an unacceptable level even with upgraded infrastructure [6]. In general, for a fixed software architecture and hardware infrastructure, the more subscribers using the same platform, the lower the service quality of the cloud storage platform. Thus, before choosing the cloud service, a potential subscriber should consider both the infrastructure of the platform and the potential growth of the subscription numbers of the platform.

Fig. 3. Platform Selection in Cloud Computing
A. System Model

Let us consider two cloud storage platforms with $N$ potential subscribers. These two platforms, say $A$ and $B$, offer the same storage plan. A storage plan contains two items: maximum storage space and pricing. These plans require long-term contracts, which means that a subscriber cannot change from one platform to another in a short period. Since both platforms provide the same plan, a subscriber may not choose one of them due to the price or the storage size. Suppose that the service qualities of these two platforms are different. One of the platforms has upgraded their infrastructure and can provide higher availability. Let us consider a binary model on the infrastructure, i.e., $H_h$ and $H_l$ are high-reliable infrastructure and low-reliable infrastructure, respectively. When high-reliable infrastructure $H_h$ is used in the platform, the probability that one subscriber causing the service to fatal crash is $p_h$. If the crash happens, the platform becomes unavailable to all subscribers at a certain time. When low-reliable infrastructure $H_l$ is used, the probability of a fatal crash per subscriber is $p_l$, where $p_l > p_h$. We assume that there is no third-party to tell the subscribers what exactly the infrastructure the platforms are using. Thus, both platform may claim that they have upgraded the infrastructure, and the subscribers may not be able to verify it before choosing their services. However, they all know the prior probability $g_0$ that platform $A$ is the one that upgrades the infrastructure. They also have collected some rumors about the true state of each platform, and have formed their own believes on the infrastructure of each platform.

We assume these subscribers make their choices sequentially. When a subscriber $i$ makes his choice, as shown in Fig. 3 he announces his decision and posts the rumors he received on a public discussion forum. Thus, all subscribers know his decision and get the rumor he received. We assume the decision process is relatively short comparing with the required long-term contracts for using the storage service. Thus, we ignore the transition state and focus on the service availability of the final state, i.e, the time after all subscribers have made their decisions. The service availability experienced by one subscriber is determined by two factors, which are the number of subscribers at the end of the decision process and the infrastructure used by the platform.

Let the rumor received by subscriber $i$ be a random variable $s_i \in \{A, B\}$ conditioning on the infrastructure used by each platform. When $s_i = A$, the subscriber receives a rumor favoring platform
A, otherwise the rumor favors platform B. Let \( H_A \) and \( H_B \) be the infrastructure using by platform A and B, respectively. The probability distribution \( f(s_i | H) \) is defined as follows:

\[
f(s_i = x | H_x) = \begin{cases} 
p, & H_x = H_h, \\
1 - p, & \text{otherwise,}
\end{cases}
\]

where \( x \in \{A, B\} \) and \( p \) is the conditional probability that the rumor is true. Note that since only one platform upgrades the infrastructure, if \( H_A = H_h \), then \( H_B = H_l \), and vice versa. The belief of a subscriber \( i \) is defined as

\[
g_i = \Pr(H_A = H_h | h_i, s_i),
\]

where \( h_i = \{s_1, s_2, ..., s_{i-1}\} \) is the collection of the posted rumors on the public discussion forum. The belief-updating rule is given as follows:

\[
g_i = \frac{\Pr(h_i, s_i | H_A = H_h) \Pr(H_A = H_h)}{g_{i-1} f(s_i | H_A = H_h) + (1 - g_{i-1}) f(s_i | H_A = H_l)}.
\]

The utility function of a subscriber \( i \) choosing the platform \( x \in \{A, B\} \) is given by

\[
u_i(x) = (1 - p_x)^{n_x},
\]

where \( p_x \) is the probability of service fatal crash caused by one subscriber and \( n_x \) is the number of subscribers using platform \( x \). The utility function \( u_i(x) \) describes the probability that the cloud storage service is available, given the number of subscribers and the reliability of infrastructure.

Finally, let \( n_{i,x} \) be the number of subscribers choosing platform \( x \) before subscriber \( i \), we have \( n_{i,A} = i - 1 - n_{i,B} \). Then, the best choice of a subscriber \( i \) is

\[
BE_i(n_{i,A}, h_i, s_i) = \begin{cases} 
A, & E[(1 - p_A)^{n_{i,A}} | n_{i,A}, h_i, s_i] > E[(1 - p_B)^{n_{B}} | n_{i,A}, h_i, s_i], \\
B, & \text{otherwise.}
\end{cases}
\]

This best response function can be solved recursively through the recursive equations in (3) and (6).

\section*{B. Simulation Results}

We simulate a system with two storage service platforms and 10 subscribers. There are two types of infrastructures, which are high-reliable and low-reliable infrastructure. The high-reliable infrastructure \( H_h \) offers a service with the probability of failure per user \( p_h = 0.0001 \). For the low-reliable infrastructure, the probability of failure per user is \( p_l \). Each subscriber collects a rumor from the Internet, which favors
one of these two platforms. In the first simulation, we discuss how subscribers make decisions given different accuracy of the collected rumors. In this simulation, the parameter $p_l$ is set to be 0.0005 and $p$ lies in $[0.55, 0.95]$. The simulation results are shown in Fig. 4.

From Fig. 4(a), we can see that the proposed scheme can provide the largest utility for subscriber 1 and the utility increases as the accuracy of the rumors increases. With the myopic scheme, the utility of subscriber 1 decreases since the decisions of subsequent subscribers are not taken into account. Nevertheless, by considering the negative network externality effect in the decision process, the myopic scheme performs better than signal and learning schemes. Similar results can be observed for the utility of subscriber 10, as shown in Fig. 4(b). The only difference is that the best response scheme provides similar utility to subscriber 10 compared with the myopic scheme. The reason is that subscriber 10 is the last subscriber and does not need to predict any other subscribers’ decisions. From Fig. 4(b), we also observe that the utility of subscriber 10 with the best response scheme decreases when $p$ is larger than 0.8. This is because as the accuracy of the rumor increases, the subscribers before subscriber 10 can better identify the platforms’ infrastructures and thus make better decisions. In such a case, subscriber 10 has less chance to choose the better platform before it reaches the expected number of subscribers in equilibrium.

Then, we simulate with $p_l \in [0.0002, 0.001]$ and $p = 0.7$ to see how subscribers make choices given different reliability of low-reliable platform. The simulation results are shown in Fig. 5. From Fig. 5(a)
and \textit{(b)} we observe that best response scheme gives both subscriber 1 and subscriber 10 the largest utilities among all schemes. Moreover, subscriber 1 has a larger utility than subscriber 10 when \( p_l \) is low, but has a smaller utility when \( p_l \) is high. This is because when \( p_l \) is low and close to \( p_h \), the network externality effect dominates the reliability of the platform. Subscriber 1 has the advantage to choose the one offering the higher reliability in equilibrium before it is over-crowded. However, when \( p_l \) is high, the difference in infrastructure dominates the reliability of the platform. Subscribers would prefer the platform with the high-reliable infrastructure even other subscribers already choose the same platform. In such a case, subscriber 10 has the advantage to identify the platform with the high-reliable infrastructure with the collected rumors.

The myopic scheme offers a lower utility for subscriber 1 since it lacks the prediction on the decisions.
of subsequent subscribers. For subscriber 10, however, there is almost no difference between these two schemes. This is because subscriber 10, as the last subscriber, does not have to predict the decisions of other subscribers. For signal and learning schemes, subscribers have lower utilities since they do not take the network externality into account. In most cases, the signal scheme provides a larger utility to subscribers than the learning scheme since subscribers achieve some kind of load balance between these two platforms according to the signal distribution $f(s|\theta)$. Note that when $p_l$ is high, the utility of subscriber 10 under the learning scheme is larger than that under the signal scheme. This is because when $p_l$ is high, the platform with high-reliable infrastructure provides higher reliability even it serves more subscribers. In such a case, a subscriber should try to identify and choose the high-reliable platform, which is exactly what the learning strategy does. The average utility of all subscribers under different schemes are shown in Fig. 5(c) We can see that both best response and myopic schemes provide the highest average utility and the signal scheme performs better than the learning scheme due to the load-balancing from the signal distribution $f(s|\theta)$.

In Fig. 5(d), we evaluate the average reliability of each platform under different schemes. Note that in Fig. 5(d) if the platform is not chosen by any subscriber in the simulation, we assume the reliability of that platform is 1. For the platform with the high-reliable infrastructure, we can see that it has the highest reliability under the signal scheme and the lowest reliability under the learning scheme. On the contrary, the low-reliable infrastructure has the highest reliability under the learning scheme and the lowest reliability under the signal scheme. We can see that both best response and myopic schemes provides a better load balance between these two platforms. The reliability of the low-reliable platform is significantly improved without much loss on the high-reliable platform.

V. ONLINE SOCIAL NETWORKING: DEAL SELECTION ON GROUPON

Finally, we consider the effect of negative network externality on online social networking such as Groupon. Recently, a new social network called Groupon shows a new possibility of e-commerce business model [7]. As shown in Fig. 6, it offers small businesses, especially local restaurants, a platform to promote their products with significant discounted deals. These deals are mostly effective only in a limited time or even in a limited amount for advertising purpose. Customers who purchase deals on Groupon may also
promote the deal to other social networks like Facebook or Twitter through the built-in tools provided by Groupon. However, it has been observed that when one product or service has been successfully promoted through deals, it is likely to receive negative responses and low reputation due to degraded qualities of services or over-expectation on the products [8]. For example, a local restaurant may provide a 50%-off deal for advertising purpose. However, this deal may be sold in thousands, which means that the restaurant needs to serve a huge number of customers in months with little profit. In such a case, the quality of meal and service will be degraded, otherwise the restaurant may not be able to survive [9]. Thus, a negative network externality exists in this problem. The customer should take into account the possibility of degraded service quality when choosing the deals on Groupon.

A. System Model

Let us consider $K$ deal sites, each of them offering a deal from a restaurant. These restaurants are of the same kind and in the same area, which means that they share the same group of potential customers. We assume there are $N$ potential customers for these restaurants. The deals these restaurants provide have the similar time limitation, i.e., in general one customer will purchase only one of them. The price of the deal provided by restaurant $j$, $c_j$, is known by all customers. On the contrary, the quality of meals in the restaurant $j$, $Q_j$, is unknown since these customers have not visited the restaurant. However, they may collect some reviews on the Internet to estimate $Q_j$. We model $Q_j$ with a binary model, i.e.,
where \( Q_h \) and \( Q_l \) denote high and low quality, respectively. We also assume the quality of restaurants are uncorrelated. The \( N \) customers purchase deals sequentially. After one customer purchases a deal, his purchase along with the review he found will be posted on some public social networks that can be seen by all customers. Finally, after all purchases have been made, each customer visits the restaurant according to the deal he purchased for a meal.

The review customer \( i \) found on one restaurant \( j \), denoted as \( s_{i,j} \), may be positive \( s_p \) or negative \( s_n \) in probability. Conditioning on the quality of the restaurant \( Q_j \), the probability distribution is described as follows:

\[
f(s_{i,j}|Q_j) = \begin{cases} 
  p, & s_{i,j} = s_p, Q_j = Q_h \text{ or } s_{i,j} = s_n, Q_j = Q_l, \\
  1 - p, & \text{otherwise,}
\end{cases}
\]  

(19)

where the \( p \) represents the quality of reviews. We denote \( s_i = \{s_{i,1}, s_{i,2}, ..., s_{i,K}\} \) as the reviews customer \( i \) collected for all restaurants and denote \( h_i = \{s_1, s_2, ..., s_{i-1}\} \) as the reviews shared by previous customers \( 1 \sim i - 1 \). Then, the belief of a customer \( i \) on restaurant \( j \)'s quality is given as follows:

\[
g_{i,j} = \frac{Pr(h_i, s_i|Q_j = Q_h)Pr(Q_j = Q_h)}{Pr(h_i, s_i|Q_j = Q_h)Pr(Q_j = Q_h) + Pr(h_i, s_i|Q_j = Q_l)Pr(Q_j = Q_l)}
\]

\[
= \frac{g_{i-1,j}f(s_{i,j}|Q_j = Q_h)}{g_{i-1,j}f(s_{i,j}|Q_j = Q_h) + (1 - g_{i-1,j})f(s_{i,j}|Q_j = Q_l)}.
\]

(20)

Note that since the quality of restaurants are uncorrelated, the belief on one restaurant is only determined by the reviews related to it.

Finally, let \( n_j \) be the number of customers purchasing restaurant \( j \)'s deal, \( x_i \) be the choice of customer \( i \), then the utility function of customer \( i \) can be defined as

\[
u_i(Q_{x_i}, n_{x_i}, c_{x_i}) = R(Q_{x_i}) - dn_{x_i} - c_{x_i},
\]

(21)

where \( R(Q) \) is the value function of a customer on the quality of the meal and \( d \) is the crowd discount factor. Here, we assume the degradation of restaurant quality is linear to the number of customers. According to the utility function, we have

\[
E[u_i(Q_j, n_j, c_j)|n_i, h_i, s_i, x_i = j] = E[R(Q_j)|h_i, s_i] - dE[n_j|n_i, h_i, s_i, x_i = j] - c_j.
\]

(22)
B. Simplification with Linear Utility Function

With the linear utility function in (22), we can significantly simplify the original recursive solution. Due to the linearity of the utility function, the expected utility is determined by the expected value of $R(Q_j)$ and the expected number of customers choosing $j$. The expected value of $R(Q_j)$ can be derived directly through current belief of the customer $i$ as

$$E[R(Q_j)|h_i, s_i] = g_{i,j}R(Q_h) + (1 - g_{i,j})R(Q_l).$$

(23)

For the expected number of customers choosing $j$, we first define $m_{i,j}$ as the number of customers choosing $j$ after customer $i$ (including customer $i$ himself). Then, we have

$$E[n_j|n_i, h_i, s_i] = n_{i,j} + E[m_{i,j}|n_i, h_i, s_i].$$

(24)

According to (22), (23), and (24), the best response function of customer $i$ is given by

$$BE_i(n_i, h_i, s_i) = \arg \max_j \{g_{i,j}R(Q_h) + (1 - g_{i,j})R(Q_l) - d n_{i,j} - c_j - dE[m_{i,j}|n_i, h_i, s_i, x_i = j]\}.$$  

(25)

In (25), the only unknown term is $E[m_{i,j}|n_i, h_i, s_i, x_i = j]$, which can be calculated recursively. Suppose that we have the best response function of customer $i + 1$ is $x_{i+1} = j$ if and only if $s_{i+1} \in S_{i+1,j}(n_{i+1}, h_{i+1})$.

Conditioning on the current belief $g_i$, the probability distribution of reviews $f(s|g_i)$ is given as

$$f(s|g_i) = \frac{\prod_{j=1}^K g_{i,j}f(s_j|Q_j = Q_h) + (1 - g_{i,j})f(s_j|Q_j = Q_l)}{\sum_{j=1}^K g_{i,j}f(s_j|Q_j = Q_h) + (1 - g_{i,j})f(s_j|Q_j = Q_l)}.$$  

(26)

Then, the recursive form to compute $E[m_{i,j}|n_i, h_i, s_i, x_i]$ is given as follows:

$$E[m_{i,j}|n_i, h_i, s_i, x_i] = \begin{cases} 1 + E[m_{i+1,j}|n_i, h_i, s_i, x_i], & x_i = j, \\ E[m_{i+1,j}|n_i, h_i, s_i, x_i], & x_i \neq j, \end{cases}$$

$$= \begin{cases} 1 + \sum_{u \in K} \int_{s \in S_{i+1,u}(n_{i+1}, h_{i+1})} E[m_{i+1,j}|n_{i+1}, h_{i+1}, s, x_{i+1} = u]f(s|h_i)ds, & x_i = j, \\ \sum_{u \in K} \int_{s \in S_{i+1,u}(n_{i+1}, h_{i+1})} E[m_{i+1,j}|n_{i+1}, h_{i+1}, s, x_{i+1} = u]f(s|h_i)ds, & x_i \neq j, \end{cases}$$

(27)

with $h_{i+1}$ and $n_{i+1}$ being defined in (4) and (5).
C. Simulation Results

We simulate a deal-offering website with two deals from two different restaurants and 9 customers. These two deals offer similar meals and have the same price of 5. We assume that there are two types of restaurant, which are the high quality restaurant with $Q_h = 30$ and the low quality restaurant with $Q_l \in [10, 28]$. Let the crowd discounting factor $d$ in the utility function be 2. The probability that one restaurant’s quality is high or low are equal. Moreover, a restaurant’s quality is independent from the other restaurant’s quality. Conditioning on the restaurant’s quality, a customer receives a positive review on the restaurant with a probability of 0.7 if the restaurant’s quality is high. Similarly, if the restaurant’s quality is low, the probability that a customer receives a negative review on the restaurant is also 0.7. Each customer receives a review at the beginning of the simulation. Then, they choose the deals and reveal their collected reviews to other customers sequentially. We compare the best response strategy in (6) with other four strategies: random, signal, learning, and myopic strategies. The simulation results are shown in Fig. 7.

As shown in Fig. 7(a) and 7(b), we can see that customers with different orders have different average utilities except the random scheme. For the best response scheme, when $Q_l$ is low, customer 1 has the smaller average utility than customer 9. This is because the restaurant quality difference between high and low is more significant when $Q_l$ is low, and the major factor that determines the utility in this case is the quality of the restaurant. Since customer 9 has the advantage to collect more reviews and know the quality of restaurants with a stronger belief, he can choose more wisely on the deals and thus larger utility. On the contrary, when $Q_l$ is high, the difference between the restaurant quality is small, and the network externality becomes the major factor in determining the utility of the customers. In such a case, early customer, such as customer 1, have the advantage to choose the restaurant that has a lower number of customers at the equilibrium.

The myopic scheme provides a smaller utility for customer 1 than the best response scheme since the expected decisions of subsequent customers are not taken into account under this scheme. For customer 9, who is the last customer in the simulation, the utility difference becomes indistinguishable between myopic and best response scheme. We can also see that customers have the lowest utility under the learning scheme. This is because all customers are likely to choose the same deal without considering
the network externality effect under the learning scheme, which significantly reduces the quality of the meals and thus smaller utilities. This in some sense also reflects the phenomenon we previously mentioned that the combination of traditional social learning and deal promotion on Groupon may eventually reduce the quality of the products if the customers make decisions from learning without considering the network externality effect [8], [9]. Customers with the signal scheme have higher utilities than with the learning scheme since some customers may receive different signals and thus make different decisions. The random scheme performs better than signal and learning schemes in the simulations since it equally separates the crowd in probability and therefore prevents the severe quality degradation from the negative network externality. However, it does not perform better than myopic and best response scheme since both of these schemes jointly consider the network externality and the social learning.
D. Deal Pricing

Finally, we would like to study how a new restaurant should price their deals to promote himself and maximize the revenue given other existing restaurants through the Chinese restaurant game. Let us consider a new restaurant who tries to enter the market. The owner would like to promote his restaurant through putting a new deal on the Groupon with a discounted price. The restaurant’s quality is not known by the customers before opening, but the restaurant may do some advertisements or invite reviewers to give reviews on the restaurant’s quality. These become signals to potential customers about the quality of the restaurant. Note that both methods can be controlled by the restaurant, i.e, the signal quality can be controlled by the new restaurant. Therefore, the owner need to not only determine the deal price but also control the signal quality. Depending on the true quality of this new restaurant, the optimal deal price and the signal quality can be determined through the Chinese restaurant game.

Here, we provide a numerical analysis on how a restaurant should determine the deal price and the signal quality. We consider a deal-offering website with two deals, one from an existing restaurants $A$, and one from a new restaurant $B$. We assume that there are two types of restaurant, which are the high quality restaurant with $Q_h = 25$ and the low quality restaurant with $Q_l = 10$. The quality of restaurant $A$ is $Q_h$, which is already known by all customers. Nevertheless, the new restaurant’s quality is unknown to all customers. The probabilities that this new restaurant’s quality is high or low are equal. Conditioning on the new restaurant’s quality, a customer receives a positive review on the restaurant with a probability of $p$ if the restaurant’s quality is high. Similarly, if the restaurant’s quality is low, the probability that a customer receives a negative review on the restaurant is also $p$. Note that $p$ is controlled by the new restaurant as we discussed before. Suppose that the price of the deal offered by the existing restaurant is 10. For the deal offered by the new restaurant, its price is denoted as $c$. All other settings are the same as previous simulations. We examine the expected revenue of the new restaurant through simulations. Let $p \in [0, 0.5]$ and $c \in [1, 20]$, the expected number of customers and revenue given the quality of the new restaurant are shown in Fig. 8.

From Fig. 8(a) and 8(b), we can see that the number of customers choosing the new restaurant always increases as the deal price is lower, which is intuitive since a lower price means a higher utility to all customers regardless the restaurant’s quality. The signal quality, on the other hand, has a contradictory
Fig. 8. Influence of Deal Price and Signal Quality on the Number of Customers and Revenue of New Restaurant

effect on the restaurant. We can see that when the signal quality increases, the number of customers choosing the new restaurant increases if and only if it is high-quality. Otherwise, the number of customers decreases when the signal quality increases. This is because when the signal quality is high, customers are more likely to identify the true quality of the restaurants. If the restaurant is high-quality, they are more willing to choose the new deal. However, if the restaurant is low-quality, they would rather avoid it. This suggests that if the restaurant is high-quality, the owner should try to increase the signal quality as much as possible by advertising or providing reviews. On the other hand, if the restaurant is low-quality, the owner may provide no information about the quality of this new restaurant.

Considering the revenue of the restaurant, as shown in Fig. 8(c) and 8(d), the optimal deal prices are
different for low- and high-quality restaurants. From the simulations, we can see that the optimal price for the high-quality restaurant is higher than the low-quality restaurant. This is because even the deal price is higher, customers who identify the true quality of the restaurant are still willing to choose this restaurant for higher quality of meals. We also observe that a higher signal quality increases the revenue of the high-quality restaurant but decreases the revenue of the low-quality restaurant. Therefore, a high-quality new restaurant should try to improve the signal quality in order to make potential customers identify its true quality. On the contrary, a low-quality new restaurant may try to hide his information and provide a lower deal price in order to attract more customers and thus lead to a higher revenue.

VI. CONCLUSION

In Part I of this two-part paper [1], we had proposed a new game, called Chinese restaurant game, to analyze the social learning problem with negative network externality. In Part II of this two-part paper, we illustrate three specific applications of Chinese restaurant game in wireless networking, cloud computing, and online social networking. In the spectrum access problem in wireless networking, we show that the overall channel utilization can be improved by taking the negative network externality into account in secondary users’ decision process. The interference from secondary users to the primary user can also be reduced through learning from the sensing results of other users. In the storage platform selection problem in cloud computing, we show that customers automatically balance the loading of two platforms according to their knowledge on the platforms’ infrastructures. The average loading is optimized under the best response strategies derived in Chinese restaurant game. In the deal selection on Groupon in online social networking, we show that the phenomenon of severe quality degradation of over-promotion through deals exists under the traditional social learning strategy, but not in the proposed Chinese restaurant game where customers can find a balance among several deals by taking the negative network externality into account. Moreover, we study how a new restaurant should strategically determine its deal price and advertising effort in order to maximize the revenue. When the restaurant’s quality is high, he should try to advertise his restaurant as much as possible to convince customers to come for the high quality meals, while if the restaurant’s quality is low, he should avoid advertising and provide a lower deal price for attracting those customers with little knowledge on the restaurant.
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