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ABSTRACT

The use of onsite wastewater treatment system (OWTS) is a common practice in the U.S., especially in rural areas where the access to centralized wastewater treatment systems is limited. Onsite wastewater treatment systems include a soil treatment area or drainfield where contaminants are removed or attenuated. Ineffective OWTS are a source of microbial pathogens (bacteria and viruses), biological oxygen demand (BOD) and nutrients, which are among the major causes of contamination and water quality impairments in surface water in the U.S. The main objective of this research was to model the different chemical, physical processes, and removal mechanisms that influence the fate and transport of OWTS-derived contaminants using the HYDRUS 2D/3D software. In the first part of this study, segmented mesocosms (n=3) packed with sand, sandy loam or clay loam soil were used to determine the effect of soil texture and depth on transport of two septic tank effluent (STE)-borne microbial pathogen surrogates – green fluorescent protein-labeled \textit{E. coli} (GFPE) and MS-2 coliphage – in soil treatment areas. In all soils, removal rates were >99.99% at 25 cm. The transport simulation compared (1) optimization, and (2) trial-and-error modeling approaches. Only slight differences between the transport parameters were observed between these approaches. Independent of the fitting procedure, attachment rates computed by the model were higher in sandy and sandy loam soils than clay loam, which was attributed to unsaturated flow conditions at lower water content in the coarser-textured soils. In the second part of this research, bacteria removal efficiencies in a conventional soil-based wastewater treatment system (OWTS) were modeled to elucidate the fate and transport of \textit{E. coli} under environmental and operational conditions that might be expected under changing conditions.
climatic conditions. The impact of changing precipitation patterns, initial bacteria concentrations, hydraulic loading rates (HLR), and higher subsurface temperatures at different depths and soil textures on bacteria removal was evaluated. Modeled effects of initial bacteria concentration shows that greater depth of treatment was required in coarser soils than in fine textured ones to remove *E. coli*. The initial removal percentage was higher when HLR was lower, but it was greater when HLR was higher. When a biomat layer was included in the transport model, the performance of the system improved by up to 12.0%. Lower bacteria removal (up to 5%) was observed at all depths under the influence of precipitation rates ranging from 5 cm to 35 cm, and 35 cm rainfall combined with a 70% increase in HLR. Increased subsurface temperature due to climate change (23 °C) increased bacteria removal relative to a lower temperature range (5 °C to 20°C). It appears that the performance of OWTS may be impacted by changing climate. In the third part of this research, we also simulated the fate and transport of N in three different types of OWTS drainfield, or soil treatment areas (STA) using 2D/3D HYDRUS software to develop a N transport and fate model. Experimental data from a laboratory mesocosm study, including soil moisture content, and NH$_4$ and NO$_3^-$ concentration, was used to calibrate the model and a water content-dependent function was used to compute nitrification and denitrification rates. Three types of drainfields were simulated: (1) pipe-and-stone (P&S), (2) pressurized shallow narrow drainfield (SND) and (3) Geomat (GEO), a variation of SND. The results showed that the model was calibrated with acceptable goodness-of-fit between the observed and measured (average root mean square errors (RMSE) ranged from 0.18 to 9.65 for NH$_4^+$ and NO$_3^-$). The model predicted the N losses from nitrification and denitrification in all
STAs. The modeled N losses occurred mostly as NO$_3^-$ in water Outputs, accounting for more than 82% of N inputs in all drainfields. The highest N losses by denitrification were computed for the P&S drainfield and accounted for 17.60% of the influent total N. Our results showed that HYDRUS is a useful tool to predict the fate and transport of nutrients and microbial contaminants and help to provide practitioners with guidelines to estimate pathogens and nutrients removal efficiencies for OWTS under the effect of different operational and environmental factors. In addition, the modeling approach presented in this study, will be useful to predict the extent of contamination and spatial distribution for identifying non-point sources, and establish total minimum daily loads (TMDLs).
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PREFACE
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INTRODUCTION

The use of onsite wastewater treatment systems (OWTS) for wastewater renovation is a common practice in the U.S., especially in rural areas where the access to centralized wastewater treatment systems is limited. These systems treat billions of gallons of wastewater per day (US EPA, 2002). Due to the increasing density of OWTS in rural and suburban areas, it is important to apply quantitative tools to evaluate OWTS performance and predict potential cumulative effects of OWTS on public health and environmental quality.

Onsite wastewater treatment systems treat residential wastewater – consisting of both black water (urine and fecal matter) and grey water (shower, laundry, kitchen) (EPA, 2002) – in a series of steps that begin with primary treatment, or initial settling of bulk solids, in the septic tank. In a conventional pipe and stone (P&S) system, septic tank effluent (STE) is dispersed directly to a soil treatment area (STA), or drainfield, without further treatment. In advanced technologies, prior to dispersal onto the STA, STE is treated further to achieve substantial removal of contaminants, reducing the contaminant load to the STA and lessening reliance on the soil for wastewater renovation.

Ineffective OWTS are a source of microbial pathogens (bacteria and viruses), which are one of the major cause of contamination and water quality impairments in surface water in U.S. (US EPA, 2010). Many pathogenic microorganisms require relatively small numbers to cause infection and induce illness in humans. In order to avoid microbial contamination, US EPA recommends a separation distance of 45 cm
between the infiltrative of surface of the STA and the water table, regardless of soil chemical and physical properties (US EPA, 2002).

Another wastewater-derived contaminant that can produce water impairments is nitrogen (N), particularly nitrate (NO\textsubscript{3}^-). The presence of nitrate in drinking water is the principal cause of methemoglobinemia, which affects the ability of red blood cells to bind oxygen (Shuval & Gruener, 2013). Non-Hodgkin's lymphoma is assumed to be caused by NO\textsubscript{3}^- when present in concentrations above 4 mg N/L in drinking water (Ward et al., 1996). In addition, high nitrate loads discharged into surface water or marine environments can affect water quality by stimulating eutrophication (Brandes et al., 1974; Weiskel and Howes, 1992).

Nitrogen is present in septic tank effluent as ammonium (NH\textsubscript{4}^+). When ammonium is added to the STA, it is absorbed to the soil particles or used as an electron donor by nitrifying bacteria under aerobic conditions via nitrification. Unlike ammonium, NO\textsubscript{3}^- is a conservative anion that can travel through the soil profile until it reaches groundwater. Under anaerobic conditions, nitrate in the soil pore water is used as an electron acceptor by denitrifying bacteria, and is converted into nitrogen gas (N\textsubscript{2}) or nitrous oxide gas (N\textsubscript{2}O), which accounts as possible losses of N in the STA.

To describe contaminant transport in STAs, deterministic and mechanistic models have been used. Computerized mechanistic models have been applied to assess the transport of pathogenic microorganisms (Shelton et al., 2003; McGechan and Vinten, 2003; Pang et al., 2008), nutrients such as N (Beggs et al., 2004; Heatwole and McCray, 2007; Hassan et al., 2008) and an increasing number of other types of contaminants.
(Cooper et al., 2015). These models consider that the movement of solute through the soil is the result of the physical process of convection, or mass flow, of water and the chemical process of diffusion in response to a concentration gradient (Addiscott and Wagenet, 1985). The solute transport is characterized in a porous media by an ensemble of pore velocities that exist due to microscopic and macroscopic variations in pore size, tortuosity of flow path and the distribution of both water and solutes within partially water-filled pores. A solute introduced into such a flow system will thereby spread, or disperse, as it is convectively and diffusively transported through the soil.

Mathematical models can be useful tools to describe the transport and fate of microorganisms in the subsurface and understand the influence of individual transport parameters on controlling microbial concentrations in soil media. Some models evaluate bacteria transport based on biomass development on the subsurface (Baveye and Valocchi, 1989). In this approach, biomass is assumed to be developed over the soil particles (biofilm), where scattered colonies in oligotrophic environments exist. Microbial matter modeling has mostly focused on transport of viruses. Azadpour-Keeley et al. (2003) performed a review of existing mathematical models for virus transport simulation. The list included:

- **VIRALT**, is a modular semi-analytical and numerical code that simulates the single-source transport and fate of viruses in the saturated and unsaturated zones (Park et al., 1992). The code considered that viruses are transported by advection, dispersion and sorption. Also includes virus inactivation.
- CANVAS, is a model derived from VIRALT and in addition, the code models transport by colloidal matter and the simulation of multiple contaminants sources (Park et al., 1993).

- VIRTUS, which stands for "virus transport in unsaturated soils", the model predicts the virus fate and transport in unsaturated soils and allows the virus inactivation as a function of changes in soil temperature (Yates and Ouyang, 1992).

- VIRULO is a probabilistic model to model leaching of viruses in the unsaturated zone. VIRULO uses a Monte Carlo simulation method to produce an array of scenarios of virus attenuation due to physical, biological and chemical factors (Faulkner et al., 2003).

- 3DFATMIC, is a three-dimensional subsurface transport and fate model developed to simulate transient and/or steady-state density-dependent flow field and transient and/or steady-state distribution of a substrate, a nutrient, and an aerobic or anaerobic electron acceptor in a three-dimensional domain of subsurface media. The code is based on the generalized Richards equation and Darcy's law which are simulated with the Galerkin FEM (Yeh et al., 1997).

HYDRUS is a two- and three-dimensional, finite-element transport model to simulate water and temperature-dependent solute movement in variably-saturated porous media (Simunek et al., 2012). The model solves the Richards equation for saturated-unsaturated water flow and the convection-dispersion equation for heat and solute transport. Also, HYDRUS includes the attachment-detachment and filtration theories to simulate the transport of viruses and bacteria in the subsurface. For our study, HYDRUS
2D/3D version 2.0 was used to model chemical and biological contaminants under variable environmental conditions because of its versatility and user-friendly interface.

In Manuscript I, we examined the extent to which removal of two types of microbial pathogens (viruses and bacteria) is affected by soil texture and depth. In this experiment, the survival of the coliphage virus and tracer bacterium was measured in sterile and non-sterile unsaturated soil and septic tank effluent. Segmented mesocosms (n = 3) were packed with sand, sandy loam and clay loam soil, and connected to each other with plastic tubing. Sampling ports were located between mesocosms to allow for collection of drainage water directly below the infiltrative surface (4 cm) and at succeeding 10.5 cm depths intervals (14.5 cm, 25 cm and 35.5 cm). The collected data were used to model microbial transport, estimate transport parameters model and validation using HYDRUS 2D/3D. The model predicted the transport and attenuation of bacteria and virus in soils with different texture and structure. The bacteria and viruses were removed completely by mechanical filtration (Sobsey & Shields, 1987) and adsorption to soil particles (Goyal & Gerba, 1979; Dowd et al., 1998), respectively. The model determined water-content dependent attachment-detachment rates for microbial pathogens in order to calculate reduction values, which was higher in fine-texture soils than in granular soils at a given water content.

Projections of climate conditions in parts of US, including the Northeast, indicate that sea level, rainfall rates and temperatures have been on the rise and will continue to do so during the next 100 years (Kirtman et al., 2013). The effect of climate change and sea level rise may affect the performance of the OWTS in coastal areas or in areas with shallow water tables. Changes of ambient temperature will influence the availability
and consumption of oxygen by soil microorganisms, which have an effect on microbial processes. Sea level rise, as well as increased precipitation and infiltration may reduce the vertical separation between the infiltrative surface and the groundwater. As a result, less unsaturated soil will be available and the ability of soil to remove contaminants (BOD, N, P and pathogens) through chemical and biological processes may be diminished.

In Manuscript II, the fate and transport of \textit{E. coli} bacteria was modeled under operational and climate change conditions using HYDRUS 2D/3D software. The performance of the OWTS was affected by the formation of a biomat, variation in hydraulic loading rates, hydraulic conductivity, temperature and precipitation events. The model was able to simulate bacteria removal under the effects of extreme precipitation events and elevated temperature at different depths and soil textures. Increased subsurface temperature due to climate change (23$^\circ$C) increased bacterial removal relative to a lower relative range (5-20 $^\circ$C). At 10-cm depth, the removal rate was increased from 20$\%$ at 5 $^\circ$C to 71.9$\%$ at 20 $^\circ$C. Our results indicate that the performance of OWTS may be impacted by changing climate.

Few models have been developed for fate and transport of N in the STA. Most are simple models designed to predict the NO$_3^-$ concentration in groundwater beneath subdivisions or geographically-divided sites located in different areas across the country (the models were applied in California and Massachusetts) using OWTS due to dilution effects (Frimpter et al., 1990; Weintraub et al., 2004). In Manuscript III we developed a model to simulate and predict nitrogen losses in shallow narrow drainfield, GeoMat and conventional pipe and stone STAs. Losses of N from P&S were predicted to occur predominantly as N$_2$ gas (and N$_2$O to a lesser extent) from denitrification due to more
anaerobic conditions in the drainfield, lower input dissolved O₂ and higher organic C available as BOD for use as an electron donor. SND and GEO produced little N₂ production due to limited organic C levels and higher O₂ availability, making it unlikely that sufficiently anaerobic conditions would develop. The model predicted the removal of nitrogen and water content-dependent, zero-order decay and transformation rates for nitrification and denitrification. The modeled N losses occurred mostly as NO₃⁻ in water outputs, accounting for more than 82% of N inputs in all drainfields. The highest N losses as N₂ were computed for the P&S drainfield and accounted for 17.60% of the influent total N. However, only 10.44% and 9.65% was converted to N₂ in SND and Geo drainfields, respectively.
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ABSTRACT

Segmented mesocosms (n=3) packed with sand, sandy loam or clay loam soil were used to determine the effect of soil texture and depth on transport of two septic tank effluent (STE)-borne microbial pathogen surrogates – green fluorescent protein-labeled *E. coli* (GFPE) and MS-2 coliphage – in soil treatment units. HYDRUS 2D/3D software was used to model the transport of these microbes from the infiltrative surface. Mesocosms were spiked with GFPE and MS-2 coliphage at $10^5$ cfu/ml STE and $10^5$-$10^6$ pfu/ml STE respectively. In all soils, removal rates were >99.99% at 25 cm. The transport simulation compared (1) optimization, and (2) trial-and-error modeling approaches. Only slight differences between the transport parameters were observed between these approaches. Treating both the die-off rates and attachment/detachment rates as variables resulted in an overall better model fit, particularly for the tailing phase of the experiments. Independent of the fitting procedure, attachment rates computed by the model were higher in sandy and sandy loam soils than clay, which was attributed to unsaturated flow conditions at lower water content in the coarser-textured soils. Early breakthrough of the bacteria and virus indicated the presence of preferential flow in the system in the structured clay soil (clay soil, GA), resulting in faster movement of water and microbes throughout the soil relative to a conservative tracer (bromide).
INTRODUCTION

Septic tank effluent (STE) contains pathogenic microorganisms, such as enteric viruses and bacteria, which can cause waterborne diseases and pose a public health risk if not properly treated. Onsite wastewater treatment systems (OWTS) are commonly used in suburban and rural areas in the United States and elsewhere. A conventional OWTS consists of a septic tank and associated soil treatment area (STA), or drainfield, where attenuation and/or removal of microbial contaminants can take place through interactions with the soil, preventing their migration to groundwater. Nevertheless, contamination of groundwater below the STU is a concern, especially in areas with shallow groundwater tables.

In order to protect drinking water, the separation distance between the infiltrative surface of the STA and fluctuating water table has to be determined on site-by-site basis, and seasonal variations in separation distance have to be considered to avoid microbial contamination. The US EPA [1] recommends a minimum separation distance of 45 cm, regardless of soil chemical and physical characteristics. However, separation distance requirements in the US vary widely by state, region and sensitivity of receiving waters to contaminant load. Furthermore, differences in soil properties (e.g. texture, structure, pH) are known affect STU performance, which may lead to differences in removal of viruses and bacteria [1-3].

A number of studies have investigated the removal efficiency of bacteria in STAs and the processes involved. Crites [4] suggested that bacterial removal or inactivation in STAs is associated with predation by bactrivorous organisms and exposure to sunlight. Mechanical filtration and adsorption, and flow rate also have a significant effect on
removal of pathogenic bacteria [2,5,6]. All of these processes are influenced by soil texture and structure. Fine textured and poorly structured soils are expected to remove bacteria mainly through mechanical filtration because of the smaller pore sizes and lower hydraulic conductivity of those soils. Together with a greater surface area, this results in higher rates of bacteria adsorption [2]. In contrast, coarse and well-structured soils have larger pores and lower porosity values, which allows for better aeration that promotes microbial predation and attenuation [7].

Viruses are thought to be removed in STAs through adsorption to soil particles rather than by mechanical filtration[8,9]. Viruses have a smaller diameter compared to soil pores, which prevents them from being trapped in the pore space. Adsorption of viruses is a function of the physical and chemical properties of the soil, particularly pH, organic matter content and water content [10-13].

Mature OWTS systems develop a biological growth layer of low permeability at the infiltrative surface of the STA, known as a biomat. Typically, the biomat extends up to 2 cm below the water-soil interface [14,15]. It may enhance the inactivation of microbes through mechanical filtration because partial clogging of smaller soil pores results in reduced infiltration rates and the development of unsaturated flow conditions in the underlying soil profile [14-15]. Unsaturated flow conditions result in longer contact times between microbes and soil particles, which improves the pathogen removal efficiency of the soil treatment zone [15-16].

The retention of microorganisms in soil can be affected by preferential flow, which may be associated with pathways created by plant roots and earthworms, the presence of
interaggregate spaces [17,18], and differences in hydraulic conductivity within the soil strata [19]. Preferential flow increases the travel velocity of the aqueous phase, allowing for faster and deeper movement of microbes into the soil profile [20-22].

The complex nature of pathogen removal and inactivation in the STA presents a difficult problem with respect to predicting OWTS effectiveness. Contaminant transport models can be used to predict the microbial transport in soils and to help elucidate the factors that control microbial fate as STE moves through the soil profile.

Several models have been developed to simulate virus and bacteria transport in soil. The commercially-available HYDRUS software package is widely used to simulate microbial transport and fate processes, including the transport of viruses, bacteria, and colloids based on either attachment/detachment theory or filtration theory in variably saturated porous media[22-26]. The model supports an interactive graphics-based user interface, and the computational program numerically solves the Richards equation for variably saturated water flow, and the advection-dispersion equations for both heat and solute transport. There are HYDRUS versions available with one-, two- and three-dimensional transport modeling capabilities.

The use and calibration of sophisticated transport models, like HYDRUS 2D/3D, permits investigation of the role of microbial inactivation, removal, and transport processes in homogeneous/heterogeneous soil media by quantifying parameters, such as die-off rates in water and soil or attachment/detachment rates [23]. The calibrated transport parameters can be used to calculate microbial removal as a function of distance between the infiltrative surface and the water table, thus permitting comparison among different soils.
HYDRUS is a valuable and accepted tool for drinking water protection and water resources management purposes. Because of its many capabilities and multi-dimensional functionality, HYDRUS 2D/3D was chosen for modeling our test data.

The objectives of our research project were to: (1) determine the extent to which removal of two microbial pathogen surrogates – a coliphage virus and a tracer bacterium – is affected by soil texture and depth, (2) measure the survival of the coliphage virus and tracer bacterium in sterile and non-sterile unsaturated soil and in STE, and (3) model microbial transport and estimate transport parameters. The results were intended to define and evaluate the potential risk of microbial contamination of groundwater resulting from soil-based treatment of STE. In this paper, we focus on the modeling of microbial transport and how different approaches to modeling – numerical optimization versus visual assessment – best describe experimental data.

MATERIAL AND METHODS

Replicate (n=3) segmented mesocosms were constructed to investigate the removal of microbial pathogen surrogates. The mesocosms consisted of straight-sided polypropylene Nalgene jars (10.5 cm height, 6.5 cm dia.) connected to each other with plastic tubing (Figure 1. 1). Sample ports between jars allowed for collecting drainage water directly below the infiltrative surface (4 cm), and at succeeding 10.5-cm depths intervals (14.5 cm, 25 cm, 35.5 cm), hereafter referred to as 4 cm, 14 cm, 25 cm, and 35.5 cm. The mesocosms were packed with (1) a sandy, B and C horizon soil from Kingston, Rhode Island, U.S.A., (2) a sandy loam soil from Golden, Colorado, U.S.A., or (3) a structured clay loam soil from Griffin, Georgia, USA. These soils are typical of STAs in their respective areas. Select physical and chemical properties for these soils are shown in
Table 1. The remaining space in the top, 4 cm mesocosm was packed with gravel to simulate a layer of rock that is typically placed at the bottom of conventional OWTS leachfield trench. After initial packing, the mesocosms were saturated by pumping three pore volumes of clean water upward from the bottom of the mesocosms. Afterwards, the water was allowed to drain freely. The mesocosms were maintained in the dark at room temperature (19-21°C).

Septic tank effluent was obtained every 7-10 days from an OWTS serving a group home managed by the Rhode Island Department of Mental Health, Rehabilitation and Hospitals in southern Rhode Island, and stored in the dark at room temperature. Select chemical and microbiological properties of the STE are provided in Table 1. STE was applied to the infiltrative surface of the mesocosms every 12 h at a rate of 2.4 cm/day (0.6 g/sq. ft./day) using a programmable peristaltic pump (IsmaTec, IDEX Health and Science GmbH, Wertheim, Germany). To mimic the soil atmosphere of a full-scale operating STU trench at the infiltrative surface, the headspace of the top mesocosm (4 cm) was vented to a 30-cm column of soil. Vacuum pressure of -7 kPa was used to approximate the capillary suction from underlying unsaturated soil. Water samples were collected either 3 h to 5 h after dosing (sandy and sandy loam soils) or during dosing (clay loam soil). The samples were withdrawn from the sample ports below the mesocosms using UV-sterilized glass vials and a mild vacuum, with 1-3 ml of water collected from each mesocosm per sampling event.

STE was analyzed for dissolved oxygen immediately after collection using the azide modification of the Winkler titration method [27]. The pH was determined using a combination pH electrode and a Model UB-10 pH meter (Denver Instruments, Denver,
CO). STE was analyzed for fecal coliform bacteria using the membrane filtration method [27], and, for bacteriophage capable of growing on *E. coli* (K12), using the plaque-forming assay of Adams [28][1]. Five-day biochemical oxygen demand (BOD₅) was determined following standard procedures [27]. Total P and total N were measured in STE using the persulfate digestion method [27], followed by colorimetric analysis[29-30].

**Bromide tracer**

Bromide (Br-) is a conservative tracer that permits measuring the breakthrough time of the aqueous solution and relates it to the (retarded) transport of either the bacterial or viral tracers. Tracer tests were conducted by spiking the STE influent with KBr (~20 mg Br⁻/l). Bromide concentrations were measured using the method of Lepore and Barak [2]. The bromide tracer test data were analyzed with the public domain model CXTFIT to determine the dispersivity (λ) value of each test material [32]. The data were then used for calibration of the transport model.

**E. coli tracer**

A novel strain of *E. coli* (BTF 132) (Biomérieux, Hazelwood, MO) was used as a bacterial tracer. The strain has a gene for the production of green fluorescent protein (GFP) inserted into the chromosome. Because the gene is chromosomal and not easily lost, this GFP-labeled *E. coli* strain is ideal for use as a bacterial tracer [33][3]. Bacterial colonies formed on agar plates glow green under UV light; therefore, it is possible to differentiate between the bacteria that were added to the mesocosms and native fecal coliform bacteria, which do not fluoresce. For each bacterial addition experiment, GFP
E. coli were grown overnight at 37°C in lysogeny broth (LB) and then diluted in phosphate-buffered saline (PBS) solution to ~5 × 10^6 cfu/ml. Approximately 10 ml of the diluted GFP E. coli culture was added to each mesocosm over a 37-h period, coincident with the STE dosings (a total of four, 2.5-ml doses). GFP E. coli were enumerated using a membrane filtration method with visualization under UV light [27].

**Virus tracer**

The bacteriophage MS-2 was used as a tracer. MS-2 is a single-stranded RNA coliphage with a 25-nm diameter and an isoelectric point of 3.9 [13]. E. coli strain K12 was used as the host for the bacteriophage. MS-2 bacteriophages were obtained from the Colorado School of Mines (Golden, CO). For each virus addition experiment, MS-2 was diluted in PBS to ~5 × 10^6 pfu/ml and added as described above for the E. coli tracer experiment. The bacteriophage in the collected samples were enumerated using the plaque-forming assay of Adams [28] on LB agar plates, which were incubated for ~4 h at 37°C, followed by incubation at room temperature overnight before counting plaques in the host lawn.

**Survival in soil and STE**

Experiments were conducted to determine the survival of the microbial pathogen surrogates in soil and STE. For soil, 2 g (air-dry weight) of soil from each of the three soil types were placed in plastic scintillation vials, in triplicate. Prior to use, the soil was either air-dried or sterilized (121°C for 60 min on 5 consecutive days). GFP E. coli or MS-2 bacteriophage suspension was added to the soil to final concentration of ~2.4 × 10^5 cfu (pfu)/g soil. Three replicate vials were sacrificed periodically to enumerate the pathogen surrogates. Microorganisms were extracted with 20 ml of either sterile PBS (for
E. coli) [34][4] or sterile 1.5% beef extract, pH 8.7 (for MS-2) [13] added to each vial, after which the vials were placed on a reciprocal shaker for 10 min. GFP E. coli and MS-2 bacteriophage were then enumerated as described above.

To determine survival in STE, four 250-ml polypropylene bottles containing 100 ml of effluent were amended with (1) ~4.8 \times 10^2 \text{ cfu GFP E. coli/ml}, (2) ~5.2 \times 10^6 \text{ cfu GFP E. coli/ml}, (3) ~2.3 \times 10^2 \text{ pfu MS-2 coliphage/ml}, or (4) ~4.4 \times 10^6 \text{ pfu MS-2 coliphage/ml}. The bottles containing the amended STE were then incubated at room temperature, in the dark. Samples were analyzed for E. coli and MS-2 as described above. Initial concentrations were determined by identical dilutions using PBS in place of STE followed by immediate enumeration. This experiment was repeated three times.

**Soil Properties**

The three soils (sand, sandy loam, and clay loam soil, respectively) were analyzed prior to the start of the experiment and after STE dosing for 27, 31 and 44, weeks. After 27 weeks, all mesocosms had developed a biomat layer that extended over the entire thickness of the gravel layer (4 cm) at the infiltration surface. The total carbon and nitrogen content of the soil was determined using a Carlo Erba EA1108 CHN analyzer (Lakewood, NJ). The soil pH was determined using a 1:5 soil/water ratio with a combination pH electrode and a Model UB-10 pH meter (Denver Instruments). Particle size analysis was conducted using the pipette method [35]. The water content was determined gravimetrically.
Bacteria and Virus Transport Modeling

HYDRUS 2D/3D was used to simulate the transport of microbes in the segmented mesocosms at different depths. The model simulates virus and bacteria transport and fate processes based on a modified form of the convection-dispersion equation [23] (Eq.1):

$$\frac{\partial \theta C}{\partial t} + \rho \frac{\partial S_e}{\partial t} + \frac{\partial S_i}{\partial t} = -\frac{\delta q_l C}{\delta x_i} + \frac{\delta}{\delta t} \left( \theta D_{ij} \frac{\delta C}{\delta x_j} \right) - \mu_w \theta C - \mu_s \rho (S_e + S_i)$$  
(Eq.1)

where \( C \) and \( S \) are the (virus, bacteria) solution concentration \([Nc \, L^{-3}]\) and the solid phase (virus, bacteria) concentration \([Nc \, M^{-1}]\), respectively. Subscripts \( e \) and \( i \) represent equilibrium and kinetic sorption sites. \( Nc \) is a number of microbial particles, and \( \mu_w \) and \( \mu_s \) represent inactivation and degradation processes (die-off) in the liquid and solid phases, respectively. \( D_{ij} \) is the dispersion coefficient for the liquid phase \([L^2T^{-1}]\), \( \theta \) is the volumetric water content \([L^3L^{-3}]\), \( \rho \) is the bulk density of porous medium \([ML^{-3}]\), and \( q \) is the specific discharge \([LT^{-1}]\). Mass transfer between the aqueous and solid phases can be described as in (Eq. 2):

$$\rho \frac{\partial S}{\partial t} = \theta k_a c - k_d \rho S$$  
(Eq.2)

were \( k_a \) is the first-order attachment coefficient \([T^{-1}]\) and \( k_d \) the first-order detachment coefficient \([T^{-1}]\). According to Simunek [23], the attachment and detachment coefficients are strongly dependent upon the water content, with attachment significantly increasing as the water content decreases. Linear adsorption kinetics were assumed. The chemical non-equilibrium model was used with 50% of all sorption sites assumed to sorb instantaneously and the other 50% are governed by kinetic sorption.
A 2D columnar hydraulic model domain was developed (Figure 1.2) with three observation nodes at 4 cm, 14.5 cm and 25 cm. The model geometry closely resembled the experimental set-up of the *E.coli* and MS-2 coliphage column experiments. That is, the model boundary on top of the flow domain was open to the atmosphere. The pulsed injections of microbial and conservative tracer (bromide) occurred into an initially unsaturated columnar environment. The bottom boundary was set at a fixed negative pressure head -7 kPa to simulate drainage into the unsaturated zone beneath. No-flux boundaries define the system along the column side boundaries. The flow and transport through the soil was modeled either with or without a 4-cm thick biomat layer. The properties of the porous materials were obtained from the HYDRUS soil catalog [36]. Based on literature data, the diameter was set at 1.1 μm for *E. coli* and 0.025 μm for the MS-2 coliphage [37].

**RESULTS**

The bromide tracer test data and the code CXTFIT 2.1 was used to determine the column system dispersivity (λ) for all three soils. Model fits were good with R² values ranging from 0.97 to 0.99. The dispersivity value calculated by CXTFIT 2.1 was approximately 0.289 cm, which is typical for these types of experiments, and is consistent with the range of values (0.06 to 0.816 cm) reported by others [38-43]. Next, the hydraulics of the HYDRUS model domain was calibrated using the conservative tracer breakthrough curves (BTC). The tracer test results were fitted for each of the three soil column depth intervals (0-4 cm, 4-10.5 cm, and 10.5-25 cm). The data obtained at the 31 cm sample port was not fitted because *E.coli* and MS-2 phage concentrations were
always below detection limit at that depth. The model results were plotted against the observed data (Figure 1.3).

The experimental bacterial transport data were fitted to HYDRUS utilizing the model’s attachment/detachment module. The data were fitted in two steps: (1) inverse solution, keeping constant the STE and soil die-off rates values (Table 1.3), to determine the optimized attachment/detachment rates, and (2) a trial-and-error process in which die-off and attachment/detachment rates were modified simultaneously until an acceptable graphical fit was achieved. During the trial-and-error process, the emphasis was on achieving the best fit of the tailing end of experimental data. The best-fit simulations of the bacteria and virus test data from mesocosms are shown in Figure 1.4 and 1.5.

The experimental data and the model results were plotted both as normal-normal and log-normal graphs to emphasize the two principal phases of these experiments, i.e. the early, high concentration breakthrough and subsequent tailing phase characterized by low microbe concentrations. GFP *E.coli* concentrations were generally underestimated by the optimization simulation, while a fairly good fit was achieved by the trial-and-error procedure, particularly for the tailing phase. The normal-normal and log-normal plots of the modeled *E.coli* concentrations captured the oscillations caused by periodic dosing of the column system with STE. The measured bacteria data do not show these “oscillations” because the effluent sampling frequency was not sufficiently high to capture these changes. Initial and peak concentrations simulated at each sampling port and soil type tested are shown in Table 1.4. As expected, the highest concentrations of bacteria and virus were measured at the beginning of the experiment. This breakthrough period is captured well by the model, as shown in the normal-normal graphs (Figures 1.4
and 1.5). No breakthrough was observed at the depths greater than 14 cm for any of the MS-2 coliphage mesocosm experiments, except for the sandy soil. No differences were observed between the peak concentrations generated by the optimized model and the trial-and-error approach. At 4 cm, for all soils, simulated peak concentrations (by trial-and-error and optimization) show removal rates ranging from 45% to 84% for bacteria. At 25 cm, for all soils, more than 99% of the added bacteria were removed. *E. coli* removal was greatest in the clay loam (100%) and lowest in the sandy loam (99.95%). In the case of MS-2 phage, removal was even higher, resulting in a reduction of 98.15% at 4 cm, and near-detection limit concentrations at 14 cm. Overall, simulated removal in all three soil types was consistent with the experimental data at all depths. MS-2 phage experimental data were not fitted for sandy loam and clay loam soils because the values recorded at 4 cm and 14 cm were below detection limit. “Only the few detects in sandy soil experiment were simulated (Figure 1.7) and it is fully understood that showing MS-2 phage concentration <1 has only theoretical meaning. However, the simulation results demonstrate that the model was able to adequately capture the experimental results. Examination of the experimental data for the structured clay loam suggests that early breakthrough of the bacteria tracer occurred beneath the second (14 cm) sample port (Figure 1.6). This suggests that the early breakthrough of *E. coli* is not linked to (bio)chemical transport phenomena, but rather must be caused by preferential flow conditions expected in a structured soil. Independent of the cause, the HYDRUS model could not adequately capture the early breakthrough in the clay loam soil. GFP *E. coli* and virus transport parameters obtained from the model through optimization and trial-and-error approaches are shown in Table 1.5. The goodness-of-fit ($R^2$) of the model was 0.83.
or greater for the bacteria simulations, and $R^2=0.76$ for the virus data. The nature of the graphical best-fit procedure precluded calculation of $R^2$ values for the trial-and-error simulations. The liquid ($\text{Sink}_L$) and solid ($\text{Sink}_S$) phase GFP *E. coli* die-off rates in the optimization and trial-and-error simulations were generally within a factor of three of each other, except for $\text{Sink}_S$ for the clay loam soil, which varied by about an order of magnitude. Overall, the trial-and-error die-off rates tended to be lower than the measured values used in the optimization procedure. Lower trial-and-error die-off rates appeared to have been compensated for by attachment rates that were approximately 2 to 3 times greater than those obtained by optimization. In the case of the sandy soil attachment rate, the results from both estimation methods resulted in identical outcomes. By contrast, detachment rates were 37 to 74 times lower than attachment rates for trial-and-error and 1.3 to 37 times for the optimized simulation. The optimized detachment rate in clay loam soil indicates quasi-irreversible ($1 \times 10^{-7}$ h$^{-1}$) detachment of GFP *E.coli*. Overall, the combination of lower die-off rates and greater attachment rates resulted in a better capture of the tailing phase when using the trial-and-error procedure (log-log inserts in Figures 5 through 7).

Only the sand soil experiment produced sufficient breakthrough data to attempt a simulation of the virus data. The liquid phase die-off rate was about half of the solid phase die-off rate in case of the optimization procedure ($R^2=0.76$), but more than an order of magnitude greater for the trial-and-error simulation. On the other hand, the trial-and-error virus attachment and detachment rates were very different to each other, attachment rates were 2 orders of magnitude higher than detachment rates. Overall, the results
indicate that virus attachment rates were more than an order of magnitude higher than those for bacteria, while bacteria and virus detachment rates were similar.

**DISCUSSION**

The bacteria die-off rates measured for the three soil types were different (Table 1.5), which provides evidence for the effect of local environmental soil conditions on bacteria die-off rates [44]. Chao and Feng [45] studied the survival of *E. coli* HB101 strains added to a silt loam soil at 30°C, resulting in die-off rates ranging from 0.04 d⁻¹ to 0.20 d⁻¹ (0.0017 hr⁻¹ to 0.0083 hr⁻¹). Powelson and Mills [46] reported *E. coli* die-off rates of 0.0259 hr⁻¹ and 0.0693 hr⁻¹ in sand columns under saturated and unsaturated conditions, respectively. *E. coli* isolated from STE collected from an OWTS near Lake Okareka, New Zealand, were investigated to elucidate microbial attenuation and transport through pumice sand aquifers [47]. The results of that study showed soil-attached *E. coli* die-off rates ranged from 2.59 hr⁻¹ to 4.47 hr⁻¹. These few studies suggest that solid phase bacteria die-off rates have to be determined under environmental conditions representative of the location where the construction a new OWTS system will be built.

The measured die-off rates reported here for all three soil types may be different from *in situ* rates where the soils were collected (Colorado, Georgia, Rhode Island). It is also likely that the liquid phase die-off rates differ among locations because of differences in the chemical, physical and biological properties of wastewater. For the trial-and-error simulations, both the solid and liquid phase die-off rates were treated as variables, whereas they were fixed to the measured values during the optimization procedure (Table 1.5). The attachment/detachment rates were fitting variables in both procedures. Based on the assumption of potentially location-specific solid and liquid phase die-off rates,
treating these rates as variables may be considered for the optimization procedure. A better fit could be obtained by treating the die-off rates as variables, particularly during the tailing phase of each experiment, further research is needed to confirm this approach.

Average attachment rates, derived from either optimization or trial-and-error procedures, were highest for the sandy soil (0.163 h\(^{-1}\) for \textit{E. coli}, 0.91 h\(^{-1}\) for MS-2). This result was unexpected because higher attachment rates are typically reported for fine-grained clay materials, rather than sandy soils. In general, the intrinsic lower surface area of coarser soils should result in less adsorption of microbes compared to finer textured soils [10,48,49]. In addition, the smaller pores that are prevalent in fine-grained soils are more effective for mechanical filtration (straining) of microbes than those in coarser porous soils. Conversely, unsaturated soils tend to retain more microbes than saturated soils. That is, with decreasing water content, higher retention of bacteria and viruses in the soil has been observed [38,50-52]. Because the air-water interface increases at decreasing water content, the removal and retention of microbes in fine-grained, such as the clay loam, should be, at a given water content, greater than in granular soils [38,52,53]. In our study, the water content of the sand and sandy loam soils at the end of the experiment was lower (0.15 and 0.23 g/g, respectively), compared to the clay loam soil (0.32 g/g; Table 2). Therefore, the higher air-water interface in the coarser soils could explain the higher attachment rates, since more water-free surface area is available to interact with the microorganisms. Measurements of the air-water interface area at different saturations in various soil materials would be necessary to confirm this proposition.

The effects of soil texture on microbial removal are expected to be different for bacteria and viruses. In our experiments, MS-2 phages were removed much more effectively than
bacteria. Sandy loam and clay loam soils removed phages more extensively than sandy soil did. Two main mechanisms have been considered for pathogen removal in soil: (i) mechanical filtration and (ii) adsorption. For instance, Powelson et al. [13] investigated the fate and transport of a *Salmonella* phage in structured soils and found a reduction in virus concentration of about 60% to 90% in clay, clay loam and silt loam soils. In a review of the literature, Amador et al. [53] concluded that, although coarser textured soils tend to remove fewer bacterial pathogens than finer textured soils, the depth of treatment is important in order to obtain acceptable removal rates (close to 100%). The authors suggest that, because preferential pathways are more common in large-grained, textured soils, these pathways facilitate the transport of microbes to deeper depths relative to fine textured soils. In addition, they suggest that the soil texture and depth of soil treatment are not well-correlated variables in virus removal, which is consistent with the hypothesis that virus removal occurs by adsorption processes rather than mechanical filtration. Virus removal by adsorption processes is in agreement with our results, where the model computed higher attachment rates for viruses than bacteria in sandy soil.

On average, the detachment rate for both bacteria and viruses in all soils was 1.6% of the attachment rate (Table 1. 5). The lowest detachment rate values were observed in the structured clay soil, which suggest that bacteria and virus attachment in those soils is practically irreversible. Under those conditions, detachment can be considered negligible. This is consistent with previous studies, which concluded that the attachment of microbes to soil particles is an irreversible process [24,54-56].
CONCLUSION

Modeling results showed only small differences between attenuation parameters (microbial attachment and detachment rates) obtained by optimization and trial-and-error simulation processes, i.e. results were generally within a factor of three of each other. The microbe detachment rates were about two orders of magnitude lower than the corresponding attachment rates. Low or negligible detachment rates suggest quasi-irreversible adsorption of microbes to soil. GFP *E.coli* concentrations were generally underestimated by the optimization simulation, whereas a better fit was achieved by the trial-and-error procedure, particularly for the tailing phase of each experiment. In case of the liquid and solid phase GFP *E.coli* die-off rates, the results of the optimization and trial-and-error simulations were generally within a factor of three of each other. Overall, the combination of lower die-off rates and higher attachment rates resulted in a better description of the tailing phase when using the trial-and-error procedure.

In general, the fit obtained in the optimization process should improve when concentration of bacteria or virus is measured more frequently. In addition, the results of the *E.coli* and MS-2 phage die-off rate experiments support the findings by Foppen and Schijven [44] that these measurements should be ideally collected under *in situ* conditions of the sample location rather than under standard laboratory conditions. This change in procedure would contribute to a better understanding of the effects of the local conditions on the soils and the resulting degradation/attenuation of those microbes.

The experimental data for the structured clay loam suggests that early breakthrough of the bacteria occurred. Although the presence of preferential flow pathways in the mesocosms likely influenced the results, it is not possible to simulate those conditions
with existing models. To better simulate the preferential flow effect on transport and fate of pathogenic contaminants in the soil it is necessary to evaluate the *in situ* spatial distribution of soil hydraulic properties. In the interim, a dual permeability model may be used to diversify the different flow patterns that might occur in the soil profile [43, 57, 58]. Numerical modeling limitations were also evident when simulating the transport of microbes because the model neglects processes that intervene in the attenuation of microorganism in the field (i.e., straining, size exclusion).
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Table 1. Soil properties prior (initial, in bold) to septic tank effluent addition, and after biomat formation.

| Textural class | Depth (cm) | pH  | Total C (g/kg soil) | Total N (g/kg soil) | Water content (g/g soil) |
|----------------|------------|-----|---------------------|---------------------|-------------------------|
| Sand           | Initial 3.2| 3.6 | 0.3                 | -                   |
|                | 4          | 6.8 | 3.5                 | 0.3                 | 0.15                    |
|                | 14         | 5.9 | 3.3                 | 0.3                 | 0.09                    |
|                | 24         | 5.9 | 2.5                 | 0.1                 | 0.09                    |
|                | 34         | 8.0 | 2.7                 | 0.2                 | 0.04                    |
| Sandy loam     | Initial 6.0| 12.9| 1.1                 | -                   |
|                | 4          | 6.7 | 9.3                 | 1.0                 | 0.23                    |
|                | 14         | 6.7 | 9.9                 | 0.9                 | 0.21                    |
|                | 24         | 7.0 | 10.2                | 0.9                 | 0.21                    |
|                | 34         | 7.1 | 10.7                | 1.0                 | 0.14                    |
| Clay loam      | Initial 4.2-4.6| 2.7-4.8| 0.3-0.6 | -                  |
|                | 4          | 6.0 | 5.4                 | 1.0                 | 0.32                    |
|                | 14         | 6.1 | 4.7                 | 0.9                 | 0.32                    |
|                | 24         | 5.7 | 2.7                 | 0.8                 | 0.30                    |
|                | 34         | 5.4 | 2.6                 | 0.8                 | 0.27                    |
Table 1. 2 Chemical and microbial properties of septic tank effluent (STE)

|          | BOD$_5$ (mg/l) | pH  | Dissolved O$_2$ (mg/l) | Fecal coliforms (cfu/ml) | Coliphages (pfu/ml) | Total P (mg/l) | Total N (mg/l) |
|----------|----------------|-----|------------------------|--------------------------|---------------------|----------------|----------------|
| Average  | 224            | 6.82| 0                      | $2.93 \times 10^3$         | 0                   | 6              | 30             |
| Max      | 383            | 7.20| 0                      | $8.70 \times 10^3$         | 2                   | 8              | 52             |
| Min      | 45             | 6.43| 0                      | $1.00 \times 10^2$         | 0                   | 2              | 0              |
| N        | 35             | 36  | 23                     | 32                       | 32                  | 33             | 33             |
Table 1. Measured GFP *E. coli* die-off rates in soil and septic tank effluent.

| Medium             | Die-off rate (hr⁻¹) | R²  |
|--------------------|---------------------|-----|
| Sand               | 0.0617              | 0.791 |
| Sandy loam         | 0.0298              | 0.965 |
| Clay loam          | 0.2476              | 0.965 |
| Septic tank effluent | 0.0824             | 0.891 |
Table 1. Modeled GFP *E. coli* and MS-2 phage peak concentrations for sandy, sandy loam, and clay loam soil using optimization or trial-and-error approaches. Values in parentheses are percent removal rates. The microbial tracers (C₀ = initial concentration) were applied together with STE at a hydraulic loading rate of 2.4 cm/day every 12 h over 37 h. BD: below detection limit.

| Microorganism | Soil type | C₀ (cfu/mL) | Simulation type | 4 cm     | 14 cm     | 25 cm     |
|---------------|-----------|-------------|----------------|---------|---------|---------|
| *E. coli*     | Sandy     | 1.0E+05     | Trial/Error    | 5.42E+04 (45.80) | 8.76E+02 (99.12) | 1.35E+01 (99.99) |
|               |           |             | Optimized      | 5.46E+04 (45.40) | 9.32E+02 (99.07) | 1.53E+01 (99.98) |
|               | Sandy loam| 5.9E+06     | Trial/Error    | 2.45E+06 (58.47) | 5.30E+04 (99.10) | 1.46E+03 (99.98) |
|               |           |             | Optimized      | 2.60E+06 (55.93) | 7.64E+04 (98.71) | 2.74E+03 (99.95) |
|               | Clay loam | 5.9E+06     | Trial/Error    | 1.02E+06 (82.71) | 8.08E+02 (99.99) | BD (100) |
|               |           |             | Optimized      | 9.36E+05 (84.14) | 4.62E+02 (99.99) | BD (100) |
| MS-2 Phage    | Sandy     | 1.0E+05     | Trial/Error    | 1.85E+03 (98.15) | BD (100) | BD (100) |
|               |           |             | Optimized      | 2.38E+04 (76.20) | BD (100) | BD (100) |
|               | Sandy loam| 5.9E+06     | Trial/Error    | BD         | BD        | BD       |
|               |           |             | Optimized      | BD         | BD        | BD       |
|               | Clay loam | 5.9E+06     | Trial/Error    | BD         | BD        | BD       |
|               |           |             | Optimized      | BD         | BD        | BD       |
Table 1. *E. coli* and virus transport parameters derived from HYDRUS 2D/3D [23]. Non-detects of virus tracer in sandy loam and clay soils prevented modeling of these experiments.

| Microorganism | Soil type | Simulation type |_transport parameters_ | R²  |
|---------------|-----------|----------------|-----------------------|-----|
|               |           |                | **Sink_L (hr⁻¹)** | **Sink_S (hr⁻¹)** | **Attach (hr⁻¹)** | **Detach (hr⁻¹)** |       |
| *E. coli*     | Sand      | Optimization   | 0.0824               | 0.062               | 0.163             | 0.0044             | 0.91  |
|               |           | Trial/Error    | 0.085                | 0.019               | 0.163             | 0.0023             |       |
|               | Sandy loam| Optimization  | 0.0824               | 0.0298              | 0.026             | 0.0199             | 0.83  |
|               |           | Trial/Error    | 0.0298               | 0.020               | 0.085             | 0.0023             |       |
|               | Clay loam | Optimization  | 0.0824               | 0.2476              | 0.078             | 0.0000001          | 0.99  |
|               |           | Trial/Error    | 0.020                | 0.036               | 0.133             | 0.0018             |       |
| *MS-2 Phage*  | Sand      | Optimization   | 0.0271               | 0.0425              | 1.00              | 0.0064             | 0.76  |
|               |           | Trial/Error    | 0.750                | 0.017               | 0.82              | 0.0040             |       |

*Sink_L*, aqueous phase die-off rate (STE), *Sink_S*, solid phase die-off rate, *Attach*, attachment rate, *Detach*, detachment rate.
FIGURES

Figure 1. 1 Schematic of experimental setup. Drawing is not to scale.
Figure 1. 2 Hydraulic model domain with (A) observation nodes at 4 cm, 14 cm and 25 cm depths, (B) boundary conditions.
Figure 1. 3 Bromide tracer test results and best fit obtained for the three soil column depth intervals (0-4 cm, 4-14 cm, and 14-25 cm) in sandy soil.
Figure 1. Experimental GFP *E. coli* data and HYDRUS optimization (left) and trial-and-error (right) simulation for the sandy soil at 4 cm, 14.5 cm and 25 cm depth. The log-normal inserts emphasize the tailing phase.
Figure 1. 5 Experimental GFP \textit{E. coli} data and HYDRUS optimization (left) and trial-and-error (right) simulation for the sandy loam soil at 4 cm, 14 cm and 25 cm depth. The log-normal inserts emphasize the tailing phase.
Figure 1. 6 Experimental GFP *E. coli* data and HYDRUS optimization (left) and trial-and-error (right) simulation for the clay loam soil at 4 cm, 14 cm and 25 cm depth. The log-normal inserts emphasize the tailing phase.
Figure 1. 7 Experimental MS-2 phage data and HYDRUS optimization (left) and trial-and-error (right) simulation for the sandy soil at 4 cm, 14 cm and 25 cm depth. The log-normal inserts emphasize the tailing phase.
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ABSTRACT

Bacteria removal efficiencies in a conventional soil-based wastewater treatment system (OWTS) have been modeled to elucidate the fate and transport of *E. coli* bacteria under environmental and operational conditions that might be expected under changing climatic conditions. The HYDRUS 2D/3D software was used to model the impact of changing precipitation patterns, initial bacteria concentrations, hydraulic loading rates (HLR), and higher subsurface temperatures at different depths and soil textures. Modeled effects of initial bacteria concentration shows that greater depth of treatment was required in coarser soils than in fine textured ones to remove *E. coli*. The initial removal percentage was higher when HLR was lower, but it was greater when HLR was higher. When a biomat layer was included in the transport model, the performance of the system improved by up to 12.0%. Lower bacteria removal (up to 5%) was observed at all depths under the influence of precipitation rates ranging from 5 cm to 35 cm, and 35 cm rainfall combined with a 70% increase in HLR. Increased subsurface temperature due to climate change (23 °C) increased bacteria removal relative to a lower temperature range (5 °C to 20°C). Our results show that the model is able to simulate bacteria removal, and the effect of precipitation and temperature in different soil textures effectively. It appears that the performance of OWTS may be impacted by changing climate.
INTRODUCTION

Soil-based onsite wastewater treatment systems (OWTS) are alternative technologies for wastewater management in areas where centralized wastewater treatment systems are neither suitable nor sustainable (Siegrist, 2001). It is estimated that 25% of U.S. households rely on OWTS for sewage treatment and disposal (U.S. EPA, 2002). Conventional OWTS consists of a pretreatment unit, or septic tank, an effluent distribution box, and a soil treatment area. The effluent distribution box is connected to a subsurface infiltration gallery or horizontal drain made from perforated pipes located in an excavated trench backfilled with gravel or crushed stone.

OWTS are a potential source of pathogenic bacteria and viruses, and they are one of the major causes of contamination and water quality impairments in surface water in U.S (US EPA, 2014). To avoid microbial contamination, U.S. EPA recommends a minimum separation distance of 45 cm between the infiltrative surface and the water table, regardless of soil chemical and physical properties (US EPA, 2002). Setback distances between OWTS and potential receptors, such as drinking water wells, are determined on a site-by-site basis. These variables have to be considered as well as differences in soil properties and OWTS loading rates that may influence soil treatment area (STA) performance. Projections of climate conditions in parts of the U.S., including the Northeast, indicate that sea level, rainfall rates and temperatures have been on the rise and will continue to do so over the next century (Kirtman et al., 2013). These climatic changes are expected to influence the performance of OWTS, since increased
precipitation and sea level rise may lead to rising water tables and insufficient treatment depth, and higher temperatures are likely to change pathogen reduction rates.

As the septic tank effluent (STE) percolates through the STA, a combination of physical, chemical, and biological processes are involved in the removal of bacteria. The reduction of bacteria in STAs may be attributed to predation by bactrivorous organisms, mechanical filtration, adsorption, and changes in flow rate (Canter, 1985; Crites, 1985; Gerba, and Goyal, 1985; Sobsey and Shields, 1987). Soil texture and structure also have a significant effect on filtration and adsorption of bacteria. In general, fine-textured and poorly structured soils remove bacteria through mechanical filtration because of the smaller pore sizes and lower hydraulic conductivity (longer residence time) characteristic of these soils.

Bacteria removal is also influenced by the hydraulic loading rate, i.e. the volume of STE periodically applied to the STA. This variable inflow increases or decreases the degree of soil saturation and, as a result, affects the fluid-particle surface contact area and time (Huysman and Verstraete, 1993; McDowell-Boyer et al., 1986). Also, the hydraulic loading rate (Stevik et al., 1999) has a direct effect on bacteria transport. For instance, Huysman and Verstraete (1993) observed greater transport of bacteria in a series of column experiments when wastewater was applied at a flow rate of 4.7 cm h\(^{-1}\) compared to 0.8 cm h\(^{-1}\). High flow rates increase water movement through macropores and increase the displacement of bacteria (Thomas and Philips, 1979), which results in less interaction and shorter contact time between the bacteria and soil particles, therefore lowering adsorption rates (Lance and Gerba, 1984; Yates, 1988; Sharma et al., 1992).
Intermittent infiltration of STE and the deposition of organic material results in the development of a low-permeability layer referred to as a biomat. A biomat develops at the infiltrative surface of the STA. In most systems, it extends as much as 2 cm below the water-soil interface and up the sidewalls of the STA trench (Kristiansen, 1981; Beal et al., 2006). Because of its relatively low permeability, the biomat layer is thought to enhance the removal of bacteria by reducing infiltration rates and favoring unsaturated conditions beneath the STA, as well as providing conditions advantageous for the biological decomposition of contaminants in the STE (Siegrist, 1987; US EPA, 2002). However, others consider the biomat to be detrimental, since it may cause drainfield clogging problems (Jarrett, 2014).

Other factors contribute to the retention and survival of bacteria in the STA. Ellwood et al. (1982) suggested that the rate of bacteria adsorption to soil particles increases linearly with bacteria concentration. A similar trend was found by Fletcher (1977) in an experiment measuring bacteria attachment to polystyrene. Temperature also plays an important role in the adsorption and survival of bacteria. At higher temperatures, more bacteria are adsorbed to soil particles and their survival decreases (Ostrolenk et al., 1947; Fletcher, 1977; Hendricks et al., 1979; Kristiansen, 1981; StenstrØm and Hoffner, 1982; Tamasi, 1981).

Computer simulations can help us understand the role of environmental conditions and quantify changes in bacteria inactivation. that allow us to examine removal and transport processes in soil with different texture and structure in response to changing environmental conditions, particularly by estimating survival and adsorption/desorption parameters (die-off rates in water and soil or
attachment/detachment rates) (Šimůnek et al., 2006). A number of computer models have been used to simulate the fate and transport of bacteria in soil, including HYDRUS (Šimůnek et al., 2006), a commercially-available software package that simulates virus, bacteria and colloid transport processes in variably-saturated porous media (Jiang et al., 2010; Šimůnek et al., 2006; Pang and Šimůnek, 2006; Gargiulo et al., 2008; Zhang et al., 2013; Morales et al., 2014). The model includes a numerical solution for the Richards equation for variably saturated water flow and for advection-dispersion equations for heat and solute transport in one-, two- and three- dimensional domains. Pathogen transport processes are modeled based on attachment/detachment theory (Šimůnek et al, 2006; Jiang et al., 2010).

Removal of bacteria in soil is sensitive to water flow and content, as well as temperature. Climate change will bring about considerable changes in these properties over the next century. The objective of this study was to estimate bacteria removal efficiencies for a conventional OWTS under variable environmental (temperature, precipitation patterns, and presence of a biomat) and operational conditions (initial microbe concentration and hydraulic loading rate). The results of this study can help to guide practitioners in the design of effective OWTS under current and future warmer, wetter climatic conditions.
MATERIALS AND METHODS

Experimental setup

Laboratory-scale mesocosm experiments were carried out previously to study the transport and fate of a model bacterium (GFP-\textit{E. coli}) and measure the die-off rate constants for three soil/microbe systems (Amador and Atoyan, 2012). Briefly, three types of soil were used for this experiment, namely sandy, sandy-loam, and structured clay loam. For each soil, experiments were performed by dosing known quantities of aqueous phase \textit{E. coli} onto a gravel layer on top of a soil column. The aqueous phase, spiked with GFP-\textit{E. coli}, percolated through the gravel and the unsaturated soil. The gravel layer mimicked the aggregate fill of a typical OWTS trench. Bacteria concentrations were measured at three sample ports at 4 cm, 14 cm and 25 cm depth. Select physical and chemical properties of septic tank effluent and of the soils tested, including a detailed description of analysis methods, are summarized in Morales et al. (2014).

Bacteria transport modeling and parameterization

HYDRUS 2D/3D version 2.0 was used to simulate water flow and bacteria transport in soils under variably saturated conditions. The HYDRUS program numerically solves the Richards equation for saturated-unsaturated water flow (Eq. 1).

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial x_i} \left[ K_{ij} \left( \frac{\partial h}{\partial x_j} + K_{ij}^{A} \right) \right] - S
\]

(1)

where $\theta$ is the volumetric water content $[L^3L^{-3}]$, $h$ is the pressure head $[L]$, $S$ is a sink term $[T^{-1}]$, $x_i (i=1,2)$ are the spatial coordinates $[L]$, $t$ is time $[T]$, $K_{ij}^{A}$ are components of
a dimensionless anisotropy tensor $K^A$, and $K$ is the unsaturated hydraulic conductivity function [LT$^{-1}$] given by

$$K(h, x, y, z) = K_s(x, y, z) K_r(h, x, y, z)$$  \(2\)

where $K_r$ is the relative hydraulic conductivity and $K_s$ the saturated hydraulic conductivity [LT$^{-1}$]. The model simulates virus and bacteria transport and fate processes based on a modified form of the advection-dispersion equation (Šimůnek et al., 2006) (Eq.3):

$$\rho \frac{\partial \theta C}{\partial t} + \rho \frac{\partial S_e}{\partial t} + \rho \frac{\partial S_1}{\partial t} + \rho \frac{\partial S_2}{\partial t} = \frac{\partial}{\partial t} \left( \theta D_{ij} \frac{\partial C}{\partial x_j} \right) - \frac{\partial q_i C}{\partial x_i} - \mu_w \theta C - \mu_s \rho (S_e + S_1 + S_2)$$  \(3\)

where $C$ and $S$ are the (virus, bacteria) solution concentration [NcL$^{-3}$] and the solid phase (virus, bacteria) concentration [NcM$^{-1}$], respectively. Subscripts e, 1 and 2 represent equilibrium and kinetic sorption sites. $N_c$ is the number of microbial particles, and $\mu_w$ and $\mu_s$ represent degradation processes (die-off) in the liquid and solid phases, respectively. $D_{ij}^{\nu}$ is the dispersion coefficient for the liquid phase [L$^2$T$^{-1}$], $\theta$ is the volumetric water content [L$^3$L$^{-3}$], $\rho$ is the bulk density of porous medium [ML$^{-3}$], and $q$ is the specific discharge [LT$^{-1}$]. Mass transfer between the aqueous and solid phases can be described as in (Eq.4):

$$\rho \frac{\partial S}{\partial t} = \theta k_a C - k_d \rho S$$  \(4\)

where $k_a$ is the first-order attachment coefficient [T$^{-1}$] and $k_d$ the first-order detachment coefficient [T$^{-1}$]. According to Šimůnek et al. (2006) and Gargiulo et al. (2008), the attachment and detachment coefficients are strongly dependent upon the water content,
with attachment significantly increasing as the water content decreases. Linear adsorption kinetics were assumed. The chemical non-equilibrium model was used, with 50% of all sorption sites assumed to sorb instantaneously and the other 50% governed by kinetic sorption.

HYDRUS incorporates a modified equation of Walker (1974) to account for water content dependence:

$$
\mu(\theta) = \mu_r \theta_r \min \left[ 1, \left( \frac{\theta}{\theta_r} \right)^B \right]
$$

where $\mu_r$ is the values of a particular coefficient (rate constant) at the reference water content, $\theta_r$, $\mu$ is the value at the actual water content $\theta$, and $B$ is a solute dependent parameter (usually 0.7). The reference water content, $\theta_r$, which may be different for different soil layers, is calculated from the reference pressure head, $h_r$, which is considered to be constant for a particular compound.

The die-off rates and transport parameters were first determined from mesocosm experiments and fitted using the inverse solution algorithm included in the HYDRUS model (Morales et al., 2014). These parameters were then imported into a model that simulated a conventional OWTS trench with intermittent dosing (Fig. 1A). The trench model consisted of three materials. Material 1 was one of the three soils used in the transport experiments (sandy, sandy-loam, and structured clay loam). Material 2 was gravel or crushed stone backfill into which a horizontal drain or perforated pipe (i.d. = 10 cm) is embedded. The bottom of the pipe rests 15 cm above Material 3, which was a biomat layer with a thickness of 2 cm. The bottom of the biomat is 88 cm above the
bottom of the unsaturated zone, which is approximately twice the required minimum distance (45 cm) between the infiltrative surface and the water table (US EPA, 2002). This layer was assumed to extend up the sidewall to the average height of STE ponding in the trench, about 6 cm, and was the biomat was assumed to be fully developed in the bottom and walls of the trench.

The HYDRUS model predicts the unsaturated hydraulic properties from surrogate soil data, such as soil textural class and bulk density (Rosetta Lite program, Schaap et al., 2001). This program uses pedotransfer functions (PTFs) based on neural networks to predict van Genuchten (1980) water retention parameters and the saturated hydraulic conductivity based on the textural information. The Rosetta-generated values were selected as the Material 1 properties, and were assumed to be constant and not affected by clogging or other changes that could occur over the lifespan of the trench system (Table 2.1).

A finite-element mesh with 2326 nodes was used (Figure 2.1.A) with minimum and maximum mesh sizes of 1.5 cm and 4.8 cm, respectively. For faster model run times, it was assumed that the model domain is axi-symetric about the trench center line, with the axis of symmetry being a no-flux boundary. The opposing vertical side of the model domain is located 120 cm from the center of the pipe and it was treated as a no-flux boundary. In order to mimic intermittent STE dosing, a variable flux boundary was assigned to the embedded pipe. In the model, the STA was dosed twice daily for one hour at a rate of 0.424 cm h⁻¹ every 12 hours. Steady state water flow conditions were reached after 30 days.
The top of the model domain was treated as an atmospheric boundary (Figure 2.1.B). Atmospheric boundary conditions allow HYDRUS users to simulate precipitation and evapotranspiration at the soil surface. This feature is based on a time-variable boundary condition, in which user-specified precipitation rates can be used as input data. This approach permits simulation of atmospheric inputs together with STE infiltration and simultaneous modeling of transport through the porous media. HYDRUS 2.0 also calculates a water balance for that interface. That information was used to identify the potential for surface runoff formation during simulations of precipitation events. The minimum allowed pressure head at the soil surface was -10,000 cm.

The initial soil pressure head and temperature conditions were set to -100 cm and 20 °C over the model domain, respectively. Free drainage was assigned as the outflow boundary condition at the bottom of the model domain, where the groundwater level was assumed to be located at an undefined depth below the soil profile. The model was then run under steady state flow conditions. The response of the trench model to environmental stresses scenarios was examined at 14 observation points distributed beneath the pipe and 5 cm from trench sidewall at different depths (10 cm, 17 cm, 23.3 cm, 28 cm, 42 cm, 70 cm, and 105 cm) (Figure 2.1.C).

**Simulated Scenarios**

The trench model was run under various environmental stresses and operational conditions to predict the response of bacteria removal and attenuation capacity in the STA. The simulated scenarios varied: (1) effect of soil texture, (2) soil hydraulic properties, (3) operational hydraulic loading rates (HLR), and (4) soil temperature. The *E. coli* concentration in STE is $10^5$cfu mL$^{-1}$ (McCray et al., 2009) and was identical to the
initial concentration in the mesocosm experiments from which much of the experimental data were derived (Amador et al., 2012; Morales et al., 2014). Some removal processes (i.e. mechanical filtration and adsorption) are affected by soil texture and structure. Therefore, the simulated trench was modeled for sand, sandy loam and clay loam soils in order to evaluate OWTS performance with respect to \textit{E. coli} removal.

Observations in the field (Siegrist et al., 2004) and laboratory mesocosm experiments (Amador et al., 2012) indicate that biomat growth is most dominant at the bottom and the sidewalls of a treatment system. As the biomat develops, the hydraulic conductivity of the material decreases with time. A less conductive biomat increases the height of STE ponding in the trench, which increases the flow of wastewater through the sidewalls (Keys et al., 1998). To simulate the response of decreasing hydraulic conductivity of the biomat layer (Material 3; Figure 2.1.A), its initial value was reduced by factors of 10 and 100 in the soil matrix, respectively. In order to simulate a more conductive biomat or a material with an increasing hydraulic conductivity in our model, this property was increased by 5 times compared to initial values (Table 2.2).

An operational hydraulic loading rate of 0.424 cm hr$^{-1}$ at the trench bottom was chosen. This HLR is equivalent to about 3 cm day$^{-1}$ at the pipe level, which is the typical amount of STE applied to the STA in a conventional OWTS. Because the hydraulic loading rate varies over the lifetime of an OWTS, a range of 50% lower to 170% higher HLR was simulated (0.212, 0.424, 0.530, 0.635 and 0.720 cm hr$^{-1}$).

The STA also receives percolating water from precipitation and/or irrigation events. This additional input of water from the surface may influence the overall
performance of the treatment system: e.g. enhanced infiltration may cause bacteria to be transported faster and possibly deeper into the subsurface (Shadford et al., 1997). To investigate the effect of external water inputs on the treatment, various infiltration events were simulated over a 17.5-day period (Table 2.3).

Finally, the effect of a changing temperature was evaluated. For initial conditions, the trench was modeled at 20 °C and the temperature was increased or decreased (range: 5°C to 23 °C) to assess the effects of seasonal changes and/or climate changes on the survival of bacteria. Ambient temperature in the U.S. is expected to increase between 2-5°C during the next 100 years as a result of climate change (IPCC, 2013).

Solute transport characteristics

The hydraulic flow domain was approximated with bromide (Br⁻) tracer tests from which the hydraulic solute transport parameters in each of the three soils were determined. The results of these experiments are summarized in Morales et al. (2014). The longitudinal dispersivity (λₗ) was set to be one tenth of the soil profile depth beneath the pipe (Gelhar et al., 1992; Vanderborgt, J. and H. Vereecken, 2007). To mimic solute diffusion, the aqueous diffusion coefficient of Br⁻ was used ($D_o = 1.83 \times 10^{-5} \text{ cm}^2 \text{ sec}^{-1}$) (Weast, 1985). For each of the three soils and for the STE, the *E. coli* die-off rates determined by Morales et al. (2014) were adopted (Supplemental Tables S1 and S2).

Temperature dependence

HYDRUS accounts for temperature dependence of transport and reaction rates by using a modified Arrhenius equation (Stumm and Morgan, 1981; Šimůnek et al., 2006):
where $a_r$ and $a_T$ are the values of the coefficient being considered at a reference absolute temperature $T_r^A$ and absolute temperature $T^d$, respectively; $R_u$ is the universal gas constant, and $E_a$ [ML$^2$T$^{-2}$M$^{-1}$] is the activation energy of the particular reaction. Bacteria die-off rates in water and attached to soil particles may be influenced by temperature (Bogosian et al., 1996; Wang and Doyle, 1998; Foppen and Schijven, 2006). Similarly, the attachment/detachment rates are considered a function of temperature (Hendricks et al., 1979; Stevik et al., 2004). Hence, the coefficients $a_r$ and $a_T$ in Eqn. 5 represent the temperature dependency of bacteria die-off and attachment/detachment rates, respectively, which link Eqn. 5 to the transport and mass transfer Eqns. 3 and 4. Finally, for this study, activation energies for survival of bacteria in soil and STE were set to 200,000 J Mol$^{-1}$ (Bailey and Ollis, 1987; Szewczyk and Myszka, 1994). Unless stated otherwise, the model’s physical parameters, such as diffusion coefficients, were based on standard conditions defined at 20°C. Temperature dependence of soil hydraulic properties was not considered.

**Calibration and Validation**

The model was calibrated utilizing the bacteria transport data obtained in previous laboratory mesocosm experiments (Amador et al., 2012) and by incorporating the HYDRUS attachment/detachment module (Šimůnek et al., 2006). The data were fitted by HYDRUS 2D/3D inverse solution modeling. The fit was achieved by keeping constant the STE and soil die-off rates values (Table 1 and 2, supporting information). The model was
not validated because only one data set for each soil type was obtained from the mesocosm experiments described in Morales et al. (2014). Validation against data from other studies was not considered because of differences in the soil media and experimental conditions.

RESULTS AND DISCUSSION

Soil Texture

We simulated how a trench system responds to sand, sandy loam and clay loam as native soil in the drainfield. The initial E. coli concentration in STE was $10^5$ cfu mL$^{-1}$. The results showed that the bacteria concentration was significantly reduced (99.99% reduction) in the first 30 cm of soil in the sandy and clay loam (Figure 2. 2a and b). Similar results were observed for the sandy loam, except that a greater soil depth was required to reduce bacteria below 1 cfu/100 ml. Deeper bacteria movement occurs in the sandy loam due to lower solid phase die-off and attachment rates than those in the sandy and clay loam soils (Supplemental table S2). For example, the sandy soil has die-off and attachment rates that are 2.08 and 6.27 times higher, respectively than the sandy loam. Hence, in sandy loam, fewer bacteria are removed and attached to the soil grains, which allows them to travel deeper through the soil profile.

The high adsorption of bacteria on the sand may be attributed to the lower simulated average water content (Sand, 0.080 cm cm$^{-1}$; sandy loam, 0.1641 cm cm$^{-1}$; clay loam, 0.3729 cm cm$^{-1}$). The system was effective in removing bacteria in all soil textures directly below the trench or along a vertical profile cross-section a 5-cm lateral distance
away from the trench sidewall and Bacteria were not detected at a depth of 23 cm (Figure 2.2a and b).

These results indicate that E. coli removal is > 99.99% within the first 42 cm of treatment depth in all soils, and E. coli removal was complete at 70-cm depth (data not shown). Increased removal with depth was even more pronounced farther away from the trench sidewall (Figure 2b). These results are consistent with other studies in which the removal efficiency of fecal bacteria in the STA was investigated in relation to soil texture and depth (e.g. Karathanasis et al., 2006; Amador et al., 2009). The positive correlation between bacteria removal and depth points to mechanical filtration (straining) processes that accumulate with increasing depth, especially in finer-textured soils (Keswick and Gerba, 1980; Powelson et al., 1990). Finer-textured soils have smaller pores and have a lower hydraulic conductivity, which promotes the mechanical filtration of bacteria and attachment. In addition, our model results reflect that the intrinsic lower specific surface area of coarser soils results in less adsorption of microbes compared to finer textured soils (Sobsey, 1980; Moore et al., 1981; Pang et al., 2008). The clay loam soil showed higher adsorption, and almost no detachment occurred (attachment/detachment coefficients, Supplemental Table S2), indicating that the soil particles have a greater level of physical interaction with microbes (due to a high specific surface area), and thus more bacteria are retained and removed on the particle surface.

**Hydraulic Loading Rate**

A range of 50% lower to 170% higher HLR was modeled (initial HL of 0.424 cm h⁻¹) and the effluent E. coli concentrations were recorded at observation nodes located along two vertical profile cross-sections (Figure 2.3a and b). At shallow depth (10 cm),
and directly beneath the trench, the STA removed 10% more the HLR was low (0.212 cm h\(^{-1}\)) relative to a higher HLR (0.72 cm h\(^{-1}\)). At a greater depth (17 cm), more than 90% of bacteria were removed in all three soil types, independent of HLR. These results indicate that, although the initial removal percentage was lower when the HLR was higher, the rate of removal increased with depth. The relatively lower reduction in \textit{E. coli} concentration at higher HLR is attributed to a decrease in the average water suction of the unsaturated porous media and increases of the transport of bacteria through larger pores, which reduces the effect of bacterial straining by soil (Bouma, et al., 1974; Thomas et al., 1979; Smith et al., 1985). Overall, the soil removed \textit{E. coli} more than 99.99% even at the highest simulated loading rate. The reduction was 99.99% at 42-cm depth on both observation profiles (Figure 2. 3a and b), with the most efficient removal in the finest textured soil (clay loam).

Design HLR is used to determine the size of the infiltrative surface in a conventional OWTS trench. This parameter provides the STA with adequate organic loadings and re-aeration conditions for chemical and biological treatment of contaminants (US EPA, 2002). Radcliffe and West (2009) developed a method for estimating the design HLR based on soil texture and hydraulic properties using a two-dimensional HYDRUS model. The steady flux through the trench bottom for the 12 USDA soil textural classes was simulated with 5 cm of wastewater ponded in the trench. The design HLR was estimated by accounting for 50% of the steady trench bottom flux as a safety factor. For sand, sandy loam and clay loam, the estimated design HLR was 0.182, 0.126 and 0.084 cm h\(^{-1}\) (4.37, 3.03 and 2.02 cm day\(^{-1}\)), respectively. In our study, based on the reduction of \textit{E. coli}, the optimal design HLR was 0.212 cm h\(^{-1}\) for all three soils, slightly
above the values reported by Radcliffe and West (2009). Siegrist (2007) proposed a design HLR method that depends on the type of wastewater treatment system and soil textural class. For a conventional OWTS trench, our optimal design HLR value is slightly higher than those suggested by Siegrist (2007) for sand (0.167 cm h\(^{-1}\)), sandy loam (0.083 cm h\(^{-1}\)) and clay loam (0.021 cm h\(^{-1}\)).

**Presence of a Biomat**

The development of a biomat layer is expected to change the flow pattern in the soil and at the infiltrative surface. The expected reduction in hydraulic conductivity, from pore clogging and pore size restrictions (Stevik et al., 2004), should increase the retention time of wastewater as it percolates through the soil. A longer residence time should provide better treatment. In our model (Figure 2.1), the biomat was simulated as a 2-cm-thick layer at the bottom and the trench sidewall, with variable hydraulic conductivity values ranging from 0.000017 to 0.0085 cm hr\(^{-1}\).

The results showed that under lower hydraulic conductivity conditions, slower infiltration of wastewater in the STA resulted in greater bacteria removal (Figure 2.4a and b). For example, at 28-cm depth, more than 99% of *E. coli* influent concentration was removed when the hydraulic conductivity (\(K_s\)) was reduced 10 or 100 times. Removal increased by 9.5%, 12.0% and 2.6% in sandy, sandy loam and clay loam soils, respectively, relative to removal when the model was run with \(K_s\) initial values or those generated by Rosetta lite (Schaap et al., 2001) and assigned to all three soils (Figure 2.4). These results show that the presence of a biomat layer improved the performance of the STA in terms of *E. coli* removal. However, the increase in bacteria removal due to the
biomat layer is relatively modest, and its benefits must be weighed against the potential consequences of excess clogging and hydraulic failure.

Siegrist (1987) suggests that the biomat layer helps to reduce bacteria concentration by increasing the biogeochemical activity, straining, and promoting unsaturated conditions below the infiltration surface. Gerba (1975) showed that the highest bacteria removal rates occur between 2 cm and 6 cm below the infiltrative surface of the STA. These results are consistent with our data, which showed that *E. coli* influent concentration was reduced by >99% between 23.3 cm and 28 cm beneath the pipe and 5 cm away from the trench wall when the simulated biomat layer’s hydraulic conductivity was reduced by 1 or 10 orders of magnitude relative to the initial $K_s$. All three soils had greater removal rates at higher hydraulic conductivity values at observation profile points located 5 cm lateral distance from the trench sidewall (Figure 2.4b). This is because, at a higher biomat hydraulic conductivity, STE no longer ponds on the biomat layer or the trench wall (Finch et al., 2008). As illustrated in a - c, flow around the biomat layer results in more treatment because the water flow is forced to pass over the sidewall trench and bacteria are transported through a longer path, which also results in more interaction with the soil matrix. However, when most of the STE infiltrates through the biomat, and the conductivity of the biomat is higher (Figure 2.5 d), any water flowing sideways from the trench must pass through the biomat wall layer, resulting in a higher bacteria concentration.
Precipitation events

The precipitation scenarios that were modeled to evaluate the influence of infiltrated precipitation on \textit{E. coli} removal in the three soils are summarized in Table 2.3. For the sand and sandy loam soils, no surface runoff was observed during the simulation of any precipitation events, indicating that applied rainwater was infiltrated completely. However, results could not be obtained for the clay loam soil, because when the precipitation rate exceeded the soil hydraulic conductivity, HYDRUS could not produce a numerical solution. For the sand and sandy loam soils, the results showed that \textit{E. coli} travels deeper in the soil profile with increasing rainfall (Figure 2.6). For instance, at a depth of 42 cm, \textit{E. coli} was still detected when a total of 35 cm rain occurred during the preceding 12 days and the HLR was increased 1.7 times. Under these conditions, bacteria removal was 98.7\%, whereas 99.99\% removal was observed when the precipitation was lower. Changes in removal were minor beneath the pipe when 5- to 35-cm rain events infiltrated from the soil surface over a 12-day period. Similar results were observed in laboratory mesocosm experiments, with addition of excess water causing the bacteria concentration in the effluent to spike (data not shown). Independent of the precipitation scenario, at 70-cm depth bacteria were almost completely removed (99.00\% to 99.99\%) at all observation nodes.

Decreased bacteria removal rates in response to increasing amounts of rainfall may be due to the development of near-saturated or saturated flow conditions, which occur temporarily during rain events (Table 3). This is because bacteria survival is greater in moist soil than in dry soil (Campbell and Beiderbeck, 1976; Kibbey et al., 1978). In the model, this phenomenon is caused by soil water content variations and, as a result, the
die-off rates are affected (i.e. water-content dependence of die-off and attachment rates, Eq. 3 and 4). Furthermore, soils exposed to prolonged dry periods – and consequently lower moisture contents – have a negative effect on the survival of *E. coli*, increasing their die-off rates (Berry and Miller, 2005; Habteselassie et al., 2008; Ishii et al., 2010). In addition, Cheng and Saiers (2009) suggested that bacteria can be mobilized during drainage events because of pore-scale changes in the air-water configuration, leading to an increase in bacteria concentrations in drainage water. Changes in water content may produce a moving air-water interface, resulting in mobilization of colloids, including pathogens, attached to the air-water interface, and/or scour loosely associated colloids from the solid-water interface (Crist et al., 2004; Bradford et al., 2013).

**Soil Temperature**

The effects of temperature on bacteria removal at soil temperatures in moderate to warmer climates of the United States (5°C to 20°C) and under climate changing conditions (assuming a 3 °C increase relative to standard condition temperature, or 23°C (IPCC, 2013)) are shown in Figure 2.7 a and b. The model was run with all temperature values kept constant for every simulated scenario. The effects of temperature on bacteria removal at a given depth, ranging from 10 cm to 105 cm, are summarized in Figure 2.8. Bacterial reduction increased with increasing temperature in all soils, beneath the STE-feeding pipe and near the trench wall, at all depths. In the temperature range of most soils in moderate to warm climates (5 °C to 20 °C), higher temperatures resulted in increased bacteria removal. For example, in sand at a depth of 10 cm, less than 20% of *E. coli* were removed at 5°C, whereas about 3.5 times more (71.9%) was removed when the soil temperature was 20°C. Conversely, low temperatures increased the soil depth necessary
to achieve complete bacteria removal (Figure 2.8). This effect was most pronounced in
the coarsest soil (sand), which required a depth of at least 105 cm for complete removal,
relative to only 70 cm when the temperature was equal to or higher than the “standard”
condition of 20°C. Differences in bacteria removal between the standard and climate
change temperature scenarios are attributable to the temperature-dependent die-off and
attachment/detachment coefficients calculated by the model (i.e. water content
dependence of die-off and attachment rates, Eq. 3 and 4). Our results indicate that lower
temperatures promote the survival of *E. coli*, which is consistent with Sjogren (1994),
who observed greater survival of *E. coli* in soil sat 5 °C than at higher temperatures.
Franz et al. (2014) carried out a meta-regression analysis, which evaluated a series of
studies about commensal and pathogenic *E. coli* survival in soil and water (54 studies for
soil and 55 studies for water). *E. coli* type, location, soil texture and moisture, water type
(fresh water, wastewater, groundwater, drinking water), temperature and pH were among
the factors thought to affect *E. coli* die-off rates in soil and water. The results showed that
all the factors mentioned previously have an effect on death rate variation, and
temperature is one of the most important environmental stressors. They also found that
most of the reviewed articles exhibit a positive correlation between decline rate and
temperature in water and soil; that is, the decline rate increased with increasing
temperature. A similar trend was reported in a number of studies focused on bacteria die-
off rates under saturated conditions (Foppen and Schivjen, 2006). An increase in die-off
rate per degree (°C) was evident in most experiments. As a result, the average die-off rate
were 3.5 times higher at 20°C (3.5 x 10⁻⁴ min⁻¹) compared to that observed at 10°C (1.0 x
10⁻⁴ min⁻¹). Similarly, Gerba (1975) found that low temperatures support the survival of
enteric pathogenic bacteria for months or even years. Some researchers (Shaw, 1970; Fletcher, 1977) attribute the decrease in bacteria attachment with decreasing temperature to (i) higher viscosity of bacterial surface polymers, (ii) reduced chemisorption and physical adsorption, and (iii) changes in the physiology of the organisms. None of these factors can be simulated in HYDRUS, therefore we are unable to gauge their potential impact on the fate and transport of bacteria in the STA OWTS.

At elevated environmental temperatures, some researchers have reported that bacteria inactivation increases (Kristiansen, 1981; Stenstrøm et al., 1982; Shah et al., 1994). Our results indicate that in a climate change scenario (23 °C), E. coli reduction was slightly increased in the sand, sandy loam and clay loam at 10-cm depth below influent pipe and trench sidewall (Figure 2.7a and b). However, the concentration of E. coli was reduced at a shallower depth relative to 20°C. At 23 °C, bacteria were removed at 23.3-cm depth in all soils, except for sandy loam, where E. coli traveled deeper and was almost completely removed (99.99%) at 27-cm depth. At a higher temperature (23 °C), the bacteria attachment rate is higher (Hendricks et al., 1979), which enhances bacteria removal by interaction with soil particles. Our modeling results suggest that the soil temperature has an important effect on bacteria die-off rate coefficients. This finding has implications for how the STA might respond to a warming climate.
MODEL IMPLICATIONS ON BACTERIA REMOVAL RATES

The removal of bacteria is influenced by the variable environmental and operational conditions assumed for each of the simulated scenarios for the conventional OWTS. The changes in removal rates are most evident, specifically, for the first 23 cm below the distribution pipe. Higher removal rates were computed by the model (at shallower depths) when the hydraulic loading rate was lowered 50% and the wastewater infiltrated in a clay loam soil. These results explain the importance of soil texture and flow rates for system design. A simulated biomat also improved the bacteria removal percentages due to a lower hydraulic conductivity or clogged soil pores on the surface (modeled biomat growth). This is consistent with studies that showed a higher removal efficiency of bacteria in clogged soil treatment areas or sand filters compared to unclogged systems (Kristiansen, 1981). The modeled precipitation event scenarios did not cause significant changes in the model outputs or removal rates, and no variation was observed in the OWTS performance. A higher rainfall intensity needs to be applied over the soil surface to ensure that more bacteria are detected on the effluent concentration because of water saturation.

All of the modeled scenarios and conditions may be considered as OWTS performance evaluation. Our results can help to define system design (i.e., size and type of system) by incorporating data on wastewater, soil physical/chemical properties and site properties. Inappropriately designed or failed OWTS are sources of surface and groundwater contamination, which present a serious public health risk (US EPA, 2002). Bacteria are of great concern because they can be transported for long distances in water bodies, causing illness through body contact or ingestion of contaminated water.
CONCLUSIONS

Although perhaps considered a shortcoming, we do not consider the lack of model validation critical for our study because, based on the three experimental data sets considered herein, the observed trends can likely be extrapolated to other STAs. However, our results would no doubt be strengthened if the model could be used to predict the outcome of future studies. At the same time, our model’s precision would increase, making its results more realistic, if additional system parameters were based on experimental data.

We successfully simulated the retention of *E. coli* in the STA of a conventional soil-based wastewater treatment system for three soil types using HYDRUS 2D/3D. The model was developed to gain insights into the possible effects of initial concentration of bacteria, HLR, presence of a biomat, precipitation events and temperature on the performance of the system. In terms of operation, lowering the hydraulic loading rates was more effective in removing bacteria because, when the soil water content is lower, bacteria transport occurs under unsaturated conditions, which prolongs and enhances the interaction of the bacteria with soil particles.

Abiotic factors that are expected to change in a changing climate, such as precipitation events and soil temperature, also affect the *E. coli* removal in the drainfield. Our results indicate that increased precipitation can mobilize bacteria, causing them to travel deeper in the soil profile. This has implications for the performance of OWTS should it receive greater than historical amounts of precipitation, as predicted for some areas, including the northeastern United States, under climate change (IPCC, 2014). On the other hand, under anticipated increases in temperature due to climate change, bacteria
are likely to experience higher die-off rates compared to cooler temperatures, which suggests that the effectiveness of the STA will increase as the average soil temperature rises. Our findings also identified a role for soil texture in *E. coli* reduction, with finer textured soils removing more bacteria than coarser textured soils. The simulation of variable stress conditions suggests that environmental and operational factors influence the performance of soil-based wastewater treatment, and that this treatment will likely respond to changing temperature and precipitation patterns predicted by climate change models. Which of these factors becomes more influential, and how these factors correlate with other environmental or operational factors not considered in this study, remains to be evaluated.
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### TABLES

Table 2.1 Soil hydraulic model parameters as generated by Rosetta lite program (Schaap et al., 2001). Those values are based on the U.S. Department of Agriculture (USDA) textural class triangle.

| Textural Class | $\theta_r$ (cm³ cm⁻³) | $\theta_s$ (cm³ cm⁻³) | $\alpha$ (cm⁻¹) | $n$ [-] | $K_s$ (cm hr⁻¹) |
|----------------|------------------------|------------------------|-----------------|---------|-----------------|
| Gravel         | 0.027                  | 0.201                  | 0.300           | 6.000   | 83.330          |
| Sand           | 0.045                  | 0.430                  | 0.145           | 2.680   | 29.700          |
| Sandy loam     | 0.065                  | 0.410                  | 0.075           | 1.890   | 4.423           |
| Clay loam      | 0.095                  | 0.410                  | 0.019           | 1.310   | 0.260           |

$\theta_r$, residual water content  
$\theta_s$, saturated water content  
$\alpha$, fitting parameter inversely related to air-entry pressure value  
$n$, fitting parameter related to pore-size distribution  
$K_s$, saturated hydraulic conductivity
Table 2.2 Relative and absolute hydraulic conductivity values of the biomat at the trench bottom and sidewalls (Material 3). Also included is the value for the gravel layer (Material 2).

| Relative Hydraulic Conductivity | Absolute Hydraulic Conductivity Material 2 (cm h⁻¹) | Absolute Hydraulic Conductivity Material 3 (cm h⁻¹) |
|--------------------------------|--------------------------------------------------|-----------------------------------------------|
| 5                              | 83.33                                            | 0.0085                                       |
| 1                              | 83.33                                            | 0.0017                                       |
| 0.1                            | 83.33                                            | 0.00017                                      |
| 0.01                           | 83.33                                            | 0.000017                                     |
Table 2. 3. Summary of infiltration patterns simulated to stress the trench treatment system.

| Scenario | Infiltration Rates |
|----------|--------------------|
| 5 cm     | 2.5 cm h⁻¹ for two hours on day 12. |
| 10 cm    | 1 cm h⁻¹ for five hours on day 1 followed by 2.5 cm h⁻¹ for two hours on day 12. |
| 15 cm    | 1 cm h⁻¹ for five hours on day 1 followed by 0.5 cm h⁻¹ for ten hours on days 4 followed by 2.5 cm h⁻¹ for two hours on day 12. |
| 25 cm    | 1 cm/hr for five hours on day 1 followed by 0.5 cm h⁻¹ for ten hours on days 4 and 8 followed by 2.5 cm h⁻¹ for two hours on day 12. |
| 35 cm    | 1 cm h⁻¹ for five hours on day 1 followed by 0.5 cm h⁻¹ for ten hours on days 2, 4, 6, 8, and 10 followed by 2.5 cm h⁻¹ for two hours on day 12. |
| 35 cm / HLR | As scenario “35 cm” but with HLR increased 1.7 times (from 0.424 cm h⁻¹) |
FIGURES

Figure 2.1. (A) Conventional onsite wastewater treatment system (OWTS) model domain and porous material distribution, (B) boundary conditions and (C) observation nodes for HYDRUS simulations. All dimensions are in cm.
Figure 2. Effect of soil texture on reduction of *E. coli* concentration at an initial influent *E. coli* concentration of $10^5$ cfu mL$^{-1}$. Model concentrations are shown for five observation points located at 10 cm, 17 cm, 23.3 cm, 28 cm and 42 cm below the influent pipe (a) and trench sidewall (b).
Figure 2.3 Reduction of *E. coli* concentration in sandy, sandy loam, and clay loam soils as a function of variable hydraulic loading rate (HLR; cm h⁻¹) at an influent *E. coli* concentration of 10⁵ cfu mL⁻¹. Model concentrations are shown for five observation points located at 10 cm, 17 cm, 23.3 cm, 28 cm and 42 cm below the influent pipe (a) and trench sidewall (b).
Figure 2. Reduction of *E. coli* concentration in sandy, sandy loam and clay loam soils as a function of variable hydraulic conductivity of the biomat layer at an influent *E. coli* concentration of $10^5$ cfu mL$^{-1}$. The initial hydraulic conductivity of the trench gravel was 83.3 cm h$^{-1}$ and 0.0017 cm h$^{-1}$ for the biomat. Model concentrations are shown for five observation points located at 10 cm, 17 cm, 23.3 cm, 28 cm, 42 cm and 70 cm below the influent pipe (a) and trench sidewall (b). Numbers in the legend are initial hydraulic conductivity multipliers.
Figure 2. 5 Flow direction indicated by velocity vectors in the trench after 96 hours operation for the sandy soil with sidewall and bottom biomat hydraulic conductivity equal to: (A) 0.01 Ks, (B) 0.1 Ks, (C) Ks, and (D) 5.0 Ks. In all scenarios, the STE enters the trench through the horizontal drain pipe, flows out of the trench, and infiltrates into the bottom and sidewall. When the biomat is simulated under low conductivity values, no flow is observed through the trench bottom; instead, STE flows over the sidewall biomat on the right and 

*E. coli* concentration increases. Similar results were observed for sandy loam and clay loam soils (not shown).
Figure 2. Reduction of *E. coli* concentration in sandy, sandy loam, and clay loam soils as a function of variable surface infiltration events at an influent *E. coli* concentration of $10^5$ cfu mL$^{-1}$. Model concentrations are shown for five observation points located at 10 cm, 17 cm, 23.3 cm, 28 cm, 42 cm and 70 cm below the influent pipe (a) and trench sidewall (b). No results are shown for clay soil (see text for details).
Figure 2. Reduction of *E. coli* concentration in sandy, sandy loam, and clay loam soils as a function of variable soil temperature, under moderate to warmer (5 °C to 20 °C) and under climate changing conditions (23 °C), at an influent *E. coli* concentration of $10^5$ cfu mL$^{-1}$. Model concentrations are shown for five observation points located at 10 cm, 17 cm, 23.3 cm, 28 cm and 42 cm below the influent pipe (a) and trench sidewall (b).
Figure 2. Effect of temperature on *E. coli* removal for sandy, sandy loam, and clay loam soils at 10 cm, 17 cm, 23.3 cm, 28 cm, 42 cm, 70 cm and 105 cm.
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Supplemental Table S1. Measured GFP E. coli die-off rates in soil and septic tank effluent (Morales et al., 2014).

| Medium                  | Die-off rate (h⁻¹) |          |          |
|-------------------------|--------------------|----------|----------|
|                         | Measured           | R²       |          |
| Sand                    | 0.0617             | 0.791    |          |
| Sandy loam              | 0.0298             | 0.965    |          |
| Clay loam               | 0.2476             | 0.965    |          |
| Septic tank effluent    | 0.0824             | 0.891    |          |

Supplemental Table S2. E. coli transport parameters derived from HYDRUS 2D/3D (Šimůnek et al., 2006; Morales et al., 2014).

| Micro-organism | Soil type  | Transport parameters |          |
|----------------|------------|----------------------|----------|
|                |            | SinkL (h⁻¹) | SinkS (h⁻¹) | Attach (h⁻¹) | Detach (h⁻¹) | R²        |
| E. coli        | Sand       | 0.0824 | 0.062 | 0.163 | 0.0044 | 0.91 |
|                | Sandy loam | 0.0824 | 0.0298 | 0.026 | 0.0199 | 0.83 |
|                | Clay loam  | 0.0824 | 0.2476 | 0.078 | 0.0000001 | 0.99 |

Notes: SinkL, aqueous phase die-off rate (STE); SinkS, solid phase die-off rate; Attach, attachment rate; Detach, detachment rate.
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ABSTRACT

Most of the non-point source nitrogen (N) load in rural areas is attributed to onsite wastewater treatment systems (OWTS). Nitrogen and its various chemical forms are considered environmental pollutants because they cause eutrophication, depleting the oxygen in water bodies. We simulated the fate and transport of N in three different types of OWTS drainfields, or soil treatment areas (STA), using 2D/3D HYDRUS software to develop a N transport and fate model. Experimental data from a laboratory mesocosm study, including soil moisture content and ammonia (NH₄) and nitrate (NO₃) concentrations, were used to calibrate the model. A water content-dependent function was used to compute nitrification and denitrification rates. Three types of drainfields were simulated: (1) pipe-and-stone (P&S), (2) pressurized shallow narrow drainfield (SND) and (3) Geomat (Geo), a variation of SND. The model was calibrated with acceptable goodness of fit between the observed and measured values. Average root mean square error (RSME) ranged from 0.18 mg L⁻¹ to 2.88 mg L⁻¹ for NH₄⁺ and 4.45 mg L⁻¹ to 9.65 mg L⁻¹ for NO₃⁻ in all drainfield types. The calibrated model was used to estimate N fluxes for both conventional and advanced STAs. The model computed the N losses from nitrification and denitrification with little difference compared to measured concentrations in all STAs. The modeled N losses occurred mostly as NO₃⁻ in water outputs, accounting for more than 82% of N inputs in all drainfields. In addition, N losses as N₂ were calculated for P&S, SND and Geo. The simulated N₂ was 10.4% and 9.7% of total N input concentration for SND and Geo, respectively. The highest N losses by denitrification were computed for the P&S drainfield and accounted for 17.6% of the influent total N. These findings can help provide practitioners with guidelines to estimate
N removal efficiencies for traditional and advanced OWTS, and predict N loads and spatial distribution for identifying non-point sources.

**INTRODUCTION**

Decentralized wastewater treatment systems, such as onsite wastewater treatment systems (OWTS), are engineered technologies used for wastewater management to protect public health and prevent the environment from contamination. Onsite wastewater treatment systems integrate a septic tank, where solids removal takes place, and a soil treatment area (STA), or drainfield, where contaminants are attenuated and treated wastewater is safely infiltrated to recharge groundwater. Conventional OWTS treat domestic wastewater efficiently, removing 5-day biochemical oxygen demand (BOD₅), total suspended solids (TSS), pathogens and nutrients (i.e. N, P). However, these systems are not designed for removal of nitrogen (N) [5,6] or emerging organic contaminants, such as personal care products and pharmaceuticals [7,8]. Furthermore, their use is limited in areas where a shallow water table lies beneath the STA, as well as in many coastal areas. Advanced OWTS are used in areas that are at risk of water use impairments (i.e., pathogen and nutrient contamination) because of a shallow-placed infiltrative surface.

A conventional OWTS consists of septic tank, distribution box and a gravity-dosed STA, which treats septic tank effluent (STE) as it infiltrates and percolates through the soil. The STA has a pipe-and-stone (P&S) configuration: a horizontal drain constructed from perforated pipes located in an excavated trench backfilled with gravel or crushed stone.
Advanced OWTS integrate engineered treatment units (i.e., sand filters) that provide additional treatment. The STE can then be pressure-dosed to a type of STA, known as a pressurized shallow narrow drainfields (PSND). In advanced and conventional OWTS, the STA is dosed with STE or advanced-treated effluent (ATE), and is usually installed 15-30 cm and ~ 60 cm below the ground surface, respectively [9]. The shallow depth in the STA of advanced OWTS increases the vertical separation distance, or unsaturated zone, and enhances the potential for treatment before the effluent reaches the water table [10–12]. A thicker unsaturated zone increases the opportunity for O₂ diffusion and attenuation of contaminants [13–16]. There are other advantages of PSND relative to conventional STAs. For example, pressurized systems disperse the effluent more uniformly over the STA, which avoids overloading (ponding) and supports complete infiltration [17]. A shallow drainfield also enhances the transformation of nutrients by microorganisms and their uptake by plants because effluent distribution takes place closer to the soil surface, within the root zone, where microbial activity is highest [11].

OWTS can be sources of surface and groundwater contamination and they are one of the top 10 probable sources of impairments in rivers, lakes, and coastal shoreline in U.S. [18]. Pathogens and nutrients are frequently cited causes of impairments in water bodies. Nitrogen is of particular concern because its presence in high concentrations may stress the functioning of surface and coastal water ecosystems. Approximately 32% of stream length have been reported to be stressed or affected by N in U.S. [19–21]. Excess N in coastal areas and some freshwater ecosystems can result in eutrophication, decreased dissolved oxygen levels and habitat degradation [19–21]. N in wastewater is found as organic nitrogen, ammonium (NH₄⁺), nitrate (NO₃⁻) and nitrite (NO₂⁻) [22]. The nitrogen
speciation in OWTS effluent is dependent on the type of treatment processes. In conventional systems, the STE is typically composed of 10-30% organic nitrogen and 70-90% NH$_4^+$ [9,23]. The STA of advanced systems receives effluent from an advanced treatment system (ATE) such as a single-pass sand filter, where the concentration of NH$_4^+$ is reduced and converted to NO$_3^-$ . Therefore, N speciation in ATE is 18% organic N, 26% NH$_4^+$ and 56% NO$_3^-$ [24].

As STE and ATE are loaded to the drainfield, N species can be transformed or removed in the soil below the infiltrative surface. Nitrogen transformations in conventional and advanced STAs have been studied to some extent [24,25]. Nitrification and denitrification are thought to be the main processes that contribute to N speciation in the drainfield [26]. In nitrification, NH$_4^+$ is oxidized by autotrophic bacteria to NO$_3^-$ in the STA under aerobic conditions. Nitrate can be subsequently reduced by heterotrophic denitrifying bacteria to nitrogen gas (N$_2$) or nitrous oxide (N$_2$O), which results in net removal of N from wastewater.

The fate and transport of N in OWTS drainfield is a complex process controlled by many factors, including pH, temperature, moisture content, carbon availability, and oxygen diffusion. Computer-aided numerical models have been developed to understand N dynamics in in the STA. A broad variety of models have been used that include OWTS as a N source, but most of these only simulate NO$_3^-$ transport groundwater, but hydrodynamic processes (advection-dispersion) are not included [25–27].

Other researchers have used HYDRUS 1D, 2D and 3D models to predict the fate and transport of N in OWTS [28–31]. HYDRUS is a commercially-available computer
program used to simulate water flow, solute and microbial transport [32], heat transport, and colloid transport in variably-saturated porous media [33,34]. For instance, Hassan [28] used HYDRUS 2D to simulate an onsite wastewater subsurface drip irrigation system (SDIS) dosed with pre-treated wastewater in a sequential batch reactor (SBR). The wastewater was collected from a restaurant and contained oil and grease with high organic matter content. Together with a grease trap and aeration unit, the SBR was used as a pre-treatment unit, where NH$_4^+$ was nitrified and entered the SDIS as NO$_3^-$-N. The model included NO$_3^-$ transport, plant uptake, and denitrification in order to estimate an N mass balance for the SDIS-SBR system. In addition, soil water pressure head data was collected and modeled. Based on this model, it was estimated that 48% of NO$_3^-$ was stored in the soil profile, 27% was taken up by plants, 22% removed by denitrification, and 0.4% NO$_3^-$ left with the drainage water.

Heatwole and McCray [29] used HYDRUS 1D to model fate and transport of N in a conventional STA. The model was developed to evaluate the concentration of NO$_3^-$ reaching groundwater using site-specific data and input transport parameters estimated from statistical distributions. The results showed that no NH$_4^+$ was detected at 30-cm depth below the infiltrative surface or deeper in the model domain. Also, NO$_3^-$ concentrations were predicted to be below maximum contaminant level (MCL = 10 mg N/L) when the median value for denitrification rate was applied.

HYDRUS 2D/3D was used to fit experimental soil pressure head and N and chloride (Cl$^-$) data collected from a conventional OWTS with a drainfield installed in a clay soil [30]. The model involved the application of an N transformation chain or non-equilibrium transport of N in sequential decay reactions ($\text{NH}_4^+ \rightarrow \text{NO}_3^- \rightarrow \text{N}_2$) with water content-
dependent, first-order transformation rates for nitrification and denitrification. Contrary to Heatwole and McCray [29], the model assumed that N decay occurs and aquifer recharge was considered. The authors computed N losses from the STA with the calibrated model. Based on a N mass balance, the model predicted that 52% of N was removed by denitrification. Furthermore, less than 5% of N loss accounted as plant uptake and change in N storage. The model [30] was then used by Radcliffe and Bradshaw [31] to evaluate OWTS hydraulic loading rates (HLR) and N transformations in 12 soil textural classes. Similar to the previous study [30], water flow and N and temperature dynamics were simulated in a 2-D drainfield trench for two years. It was observed that all HLRs values (range: 1.48 to 5.40 cm d$^{-1}$) were suitable for all soil types except for the sandy clay textural class, where the trench was overloaded (HLR = 1.48 cm d$^{-1}$). The predictions for denitrification losses varied widely among soil types, from 1% in sand to 75% in sandy clay. Leaching losses of NO$_3^-$ were more significant than denitrification, ranging from 27% in sandy clay to 97% in sand. The variations in leaching losses were attributed to denitrification, limitations in water content, and the effect of HLRs on N transformation rates.

A limited number of studies have investigated the N fate, transport and removal mechanisms of N in advanced STAs, including PSND or other systems that incorporate a secondary treatment unit [35–38]. None of these studies have numerically modeled N transformations in STAs dosed with advanced-treated effluent. Little is known about nitrification and denitrification rates in advanced STAs, and no modeling approach has been developed to simulate these transformation processes. In this manuscript, we addressed this knowledge gap with a calibrated HYDRUS 2D [33] model using soil
moisture content and N speciation data collected from mesocosms representing a conventional P&S drainfield and two types of shallow narrow drainfields, PSND and Geomat. We determined nitrification and denitrification rate coefficients for the three drainfield types and used this to estimate N losses from simulations and compared to actual experimental data. The information obtained from these models is expected to aide designers of OWTS and regulators to make informed decisions about the most effective treatment pracitce for removal of N species in the STA.

MATERIAL AND METHODS

Experimental setup

Replicated mesocosms \((n = 3)\) were engineered to mimic the soil treatment area and wastewater delivery system of a PSND, Geomat, and P&S at a current temperature \((20^\circ C \pm 0.7)\) and water table separated 90 cm (PSND and Geomat) or 30 cm (P&S) from the infiltrative surface [24]. Mesocosms consisted of polyvinyl chloride (PVC) pipes \((0.15 \text{ m ID, } 1.5 \text{ m H})\) containing undisturbed soil that is representative of the soil profile used for an STA of an OWTS in southern New England. Morphological, physical and chemical properties of the soil are listed in S1 Table.

Mesocosms were dosed with domestic wastewater based on accepted guidelines for frequency and volume of wastewater inputs for the State of Rhode Island. For P&S mesocosms, STE was applied at a rate of 400 mL d\(^{-1}\) in two doses of 200 mL over 1.5 h every 12 hours. PSND and GEO mesocosms were dosed with SFE at a rate of 2 L d\(^{-1}\), in 42-mL doses over 15 min every 30 min. The wastewater was dispersed 20 cm below
ground surface for PSND, 25 cm for GEO and 84 cm for P&S. The mesocosms were instrumented with probes to collect soil moisture and temperature data.

Effluent samples, along with wastewater inputs, were analyzed weekly for total N, ammonium and nitrate, and other water quality parameters. The physical, chemical and microbiological characteristics of STE and SFE are shown in S2 Table. Detailed information about soil mesocosm setup and water analysis methodology are summarized in Cooper et al. [24].

**Modeling approach**

HYDRUS 2D/3D version 2.0 was used to simulate water flow and solute transport in soils under variably-saturated conditions. The HYDRUS program numerically solves the Richards equation for saturated-unsaturated water flow (Eq. 1):

$$\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial x_i} \left[ K_{ij} \frac{\partial h}{\partial x_j} + K^A_{ij} \right] - S$$

where $\theta$ is the volumetric water content [L^3L^{-3}], $h$ is the pressure head [L], $S$ is a sink term [T^{-1}], $x_i$ (i=1,2) are the spatial coordinates [L], $t$ is time [T], $K_{ij}^A$ are components of a dimensionless anisotropy tensor $K^A$, and $K$ is the unsaturated hydraulic conductivity function [LT^{-1}] given by

$$K(h, x, y, z) = K_s (x, y, z) K_r(h, x, y, z)$$

where $K_r$ is the relative hydraulic conductivity and $K_s$ the saturated hydraulic conductivity [LT^{-1}].
HYDRUS allows the user to select among several analytical models to describe the soil water retention and unsaturated hydraulic conductivity functions. In our model, the van Genuchten [39] equation was applied to compute the soil hydraulic properties (Eq. 3-5):

$$\theta(h) = \theta_r + \frac{\theta_s - \theta_r}{[1 + |\alpha h^n|]^m}$$

(3)

where $\alpha$ (L$^{-1}$), $m$ (dimensionless), and $n$ (dimensionless) are fitted parameters, $\theta(h)$ is the volumetric water content (L$^3$ L$^{-3}$), $\theta_s$ is the saturated volumetric water content (L$^3$ L$^{-3}$), and $\theta_r$ is the residual volumetric water content (L$^3$ L$^{-3}$). The unsaturated hydraulic conductivity function $K(h)$ (LT$^{-1}$) is written as follows:

$$K(h) = K_s S_e^{1/2} \left(1 - \left(1 - S_e^{1/m}\right)^m\right)^2$$

(4)

$$S_e = \frac{\theta - \theta_r}{\theta_s - \theta_r}$$

(5)

where $m = 1 - 1/n$ and $l$ is the pore connectivity parameter, which it is assumed to be about 0.5 [40]. The model permits the application of the convection - dispersion equation in the liquid phase to simulate solute transport and fate. Chemical equilibrium and linear adsorption is described by the following mass balance equation:

$$\frac{\partial \theta c}{\partial t} + \rho K_d \frac{\partial c}{\partial t} = \frac{\partial}{\partial x} \left( \theta D_{ij}^{\theta} \frac{\partial c}{\partial x_j} \right) + \frac{\partial}{\partial z} \left( \theta D_{ij}^{\theta} \frac{\partial c}{\partial z_j} \right) - \frac{\partial q_x c}{\partial x} - \frac{\partial q_z c}{\partial z} - \mu c$$

(6)

where $c$ is dissolved solution concentration [ML$^{-3}$], $t$ is time (T), $K_d$ is the adsorption coefficient (L$^3$ M$^{-1}$), $\mu$ represents the solute transformation or degradation rate in the liquid phase, $x$ is the solute travel distance (L) and $z$ is depth (L). $D_{ij}^{\theta}$ is the dispersion
coefficient tensor for the liquid phase \([L^2 T^{-1}]\), \(\theta\) is the volumetric water content \([L^3 L^{-3}]\), \(\rho\) is the bulk density of porous medium \([ML^{-3}]\), and \(q_x\) and \(q_z\) is the specific discharge \([LT^{-1}]\) along the horizontal and vertical direction, respectively.

**Model domain and boundary conditions**

The model domain was developed to resemble the engineered mesocosm columns, not only physically but also in terms of operational conditions. The geometry of the domain properties reproduced the two shallow and trench drainfields described previously [24]. The model domain consisted of a 2D vertical plane (x-z) (rectangular, \(L = 15\) cm, \(H = 137\) cm high) (Figure 3.1). The infiltrative surface was placed below the top boundary that shaped the ground surface. PSND consists of lateral pipes that distribute the SFE by squirting it against a cover made of larger diameter pipe cut longwise. It is modeled by an arc that represents an impermeable half-pipe cover located above the drainfield. GEO comprises of a core of entangled plastic filaments and a pressure distribution pipe covered with a protective layer of geotextile fabric. Geomat was modeled by including a 1-cm filament core layer and a 2.54-cm diameter circle on the top, which simulates the distribution pipe. The P&S model integrates a 30-cm layer (crushed stone or gravel backfill) with an embedded 2.54-cm diameter circle or simulated perforated pipe located 60 cm below the soil surface.

The native soil, used for the mesocosms, was described as a Bridgehampton silt loam (coarse-silty, mixed, active, mesic Typic Dystrudept) (S1 Table). The infiltrative surface was placed 20 - 25 cm below the ground surface for PSND and GEO (A horizon), and 84 cm (C horizon) for P&S. Based on field observations, two layers were used to simulate B (gravelly loamy sand) and C (gravelly coarse sand, 40 - 45% gravel) horizons. For the
purpose of this study and because of their similarities in the particle size distribution, sublayers $B_w$ and $2B_w$ were assumed to be B horizon and modeled as one single layer.

Finite element mesh with a maximum element size of 3.90 cm was generated automatically with 478, 537 and 614 nodes for P&S, GEO and PSND, respectively. A denser grid was defined around the simulated distributed pipes and the PVC cover. Elements size in that area was 0.45 cm. Observation nodes were located along the soil profile to compare the observed against modeled data. Two observation nodes were placed 15 cm and 30 cm below the infiltrative surface and one was located at the bottom of the model domain and one at the column outlet.

Atmospheric boundary condition was assigned to the top of the columns (Figure 3.2). The sides and bottom of the column were treated as no-flux boundaries. As wastewater infiltrates, it accumulates on the bottom and flows out when the soil is saturated or a hanging water table is formed. In order to account for this condition, a seepage face boundary was selected for one of the nodes at the bottom right of each soil column (Figure 3.2). In the HYDRUS model, this assumption is that the water is removed by overland flow when saturated conditions prevail [33].

**N transformation modeling**

Nitrogen losses in STA are attributed to $\text{NH}_4^+$ conversion to $\text{NO}_3^-$ or nitrification followed by reduction of $\text{NO}_3^-$ to $\text{N}_2\text{O}$ or $\text{N}_2$ through denitrification. Therefore, we developed a decay model to simulate the N species fate and transport in conventional and advanced STA in which N was assumed to be transformed as follows [26]:
\[
\text{NH}_4^+ \rightarrow \text{NO}_3^- \rightarrow \text{N}_2
\]

(7)

\[
\frac{\partial [\text{NO}_3^-]}{\partial t} = -\frac{\partial [\text{NH}_4^+]}{\partial t} = \mu
\]

(8)

where \( \mu \) is described as the zero-order reaction rate for nitrification. N species were modeled using sequential decay reactions built into HYDRUS [41]. In this approach, the program provides nonlinear non-equilibrium reactions (adsorption-desorption) between the solid and liquid phases (soil-water interface) based on the two-site sorption concept [42,43]. It is considered that the sorption sites are composed of two fractions, sorption in one of the fractions is assumed to be instantaneous, while on the remaining site is time-dependent. Also it is assumed that the solute transport takes place by convection and dispersion. The measured total N (TN) was modeled as an input concentration to include all N infiltrated in the drainfield. Thus, the influent organic N was considered to be transformed to \( \text{NH}_4^+ \) through ammonification.

Several researchers have reported the water content dependency of nitrification and denitrification [44,45]. Nitrification is an aerobic process that occurs at low soil water content because high soil water content increases tortuosity and, as a result limits oxygen diffusion and the activity of nitrifying bacteria [46]. On the other hand, denitrification takes place under soil-saturated conditions which promotes anoxic conditions. Thus, HYDRUS was modified to account for the effect of soil water content and aeration conditions on N transformation on OWTS. A water content dependency function was built in HYDRUS that allows computing of nitrification and denitrification rates at low water saturation or unsaturated conditions. The program incorporates the water content dependency function implemented in DRAINMOD-N2 [47], an agricultural computer
program used to model N transformation and the impact of water content. DRAINMOD-N2 simulates nitrification and denitrification using Michaelis-Menten kinetics [48]. For nitrification the model uses a stepwise function to model the influence of nitrification inhibitors on decay rates. Denitrification is modeled as a function of the organic content decrease with depth [49]. The following expression describes the nitrification rate:

\[ \mu_{nit} = \mu_{nit, max} \left( \frac{C_{NH_4}}{\mu_{m,NH_4} + C_{NH_4}} \right) f_t f_{sw} \]  

(9)

where \( \mu_{nit} \) is the calculated nitrification rate, \( \mu_{nit, max} \) is the maximum nitrification rate, \( C_{NH_4} \) is the ammonium-nitrogen concentration, and \( K_{m,NH_4} \) is the half-saturation constant, which is the ammonium-nitrogen concentration at which the nitrification rate is half its maximum value. The value of \( f_{sw} \) is soil-water content dependency functions (Eqn. 10):

\[ f_{sw} = \begin{cases} 
  f_s + (1 - f_s) \left( \frac{1 - S}{1 - S_h} \right)^{e_1} & S_h < S \leq 1 \\
  f_{wp} + (1 - f_{wp}) \left( \frac{1 - S_{wp}}{S_l - S_{wp}} \right)^{e_2} & S_{wp} < S \leq S_l 
\end{cases} \]  

(10)

where \( f_{sw} \) varies between 0 and 1. The term, \( f_s \) is the value of \( f_{sw} \) at full saturation, \( f_{wp} \) is the value of \( f_{sw} \) at the wilting point, \( S \) is the water-filled pore space (or relative saturated water content), \( S_h \) is the upper saturation boundary for optimal nitrification, \( S_l \) is the lower saturation boundary for optimal nitrification, \( S_{wp} \) is the saturation level at the wilting point, and \( e_1 \) and \( e_2 \) are fitting exponents. The denitrification rate equation included in the modified HYDRUS version is written as follows:
\[\mu_{\text{denit}} = \mu_{\text{denit}, \text{max}} \left( \frac{C_{\text{NO}_3}}{K_{m,\text{NO}_3} + C_{\text{NO}_3}} \right) f_{t} f_{\text{sw, dn}} f_{z} \]  

(11)

where \( \mu_{\text{denit}} \) is the denitrification rate, \( \mu_{\text{denit}, \text{max}} \) is the maximum denitrification rate, \( C_{\text{NO}_3} \) is the nitrate-nitrogen concentration, and \( K_{m,\text{NO}_3} \) is the half-saturation constant, which is the nitrate-nitrogen concentration at which the denitrification rate is half its maximum value. The terms \( f_{t} \), and \( f_{z} \) are temperature-dependency, and carbon dependency functions, respectively.

\[ f_{t} = \exp \left[ -0.5 \beta T_{\text{opt}} + \beta T \left( 1 - \frac{0.5 T}{T_{\text{opt}}} \right) \right] \]  

(12)

\[ f_{zt} = e^{-az} \]  

(13)

\[ f_{\text{sw, dn}} = \begin{cases} 
0 & S < S_{dn} \\
\left( \frac{S - S_{dn}}{1 - S_{dn}} \right)^f & S \geq S_{dn} 
\end{cases} \]  

(14)

\( f_{t} \) varies between 0 and 1, \( T \) is the temperature, \( T_{\text{opt}} \) is the optimum temperature for nitrification, \( \beta \) and \( a \) are fitting parameters, and \( z \) is depth below the infiltrative surface. The term \( f_{\text{sw, dn}} \) is the water content-dependency function, \( S_{dn} \) is a threshold saturation value for denitrification, \( s \) is the actual soil saturation, and \( f \) is a fitting exponent.

**Calibration and parameter sensitivity**

Model calibration was carried out to determine input parameter values for obtaining the best fit between the predicted and measured soil data. The model was calibrated by coupling HYDRUS with UCODE, a computer program used to estimate parameters through inverse modeling by nonlinear regression [50]. The nonlinear regression problem
is solved by minimizing a weighted least squares objective function with respect to the parameter values using a modified Gauss-Newton method.

A sensitivity analysis in UCODE was performed to identify which of the parameters influenced the model output results and their uniqueness. Composite scaled sensitivities (CSSs) were calculated to identify the influence of the observed data on the estimation of a parameter. CSS is the measure of the total amount of information provided by the observations to estimate one parameter. Larger CSS values indicate that those parameters are likely to be estimated more precisely with the proposed model and observations. The ratio of the CSS of a parameter to the maximum CSS was used to compare relative sensitivity among estimated parameters. Parameters with CSS ratio less than 0.01 are not sensitive and denote that a regression will not converge. Therefore, in some cases, parameters with CSS ratio < 0.01 were excluded from the inverse modeling process.

The model was calibrated by fitting water content and nitrogen species data (NH$_4^+$ and NO$_3^-$ concentration). HYDRUS water flow and solute transport modules were applied to complete the calibration. First, water content data were fitted to obtain the soil hydraulic parameters and evaluate the impact of moisture content on N transformation. Secondly, NH$_4^+$ and NO$_3^-$ concentration data were used to determine the nitrification and denitrification rates, and estimate N losses.

The model was initially run near saturation to reach steady water flow conditions in a shorter simulation time. Therefore, initial average pressure heads were set to -50 cm for the entire model soil profile. Atmospheric boundary conditions were assigned to the top of the model domain or simulated soil surfaces. The minimum permissible pressure was
assumed to be -1,000 cm. No precipitation, evapotranspiration or root uptake was included in the simulated N transformation.

Hydraulic loading rates were modeled by assigning a variable flux boundary condition in each of the soil mesocosms. For PSND, it was assumed that wastewater was distributed uniformly over the entire infiltrative surface. For GEO and P&S, the variable flux boundary was located below the distribution pipe. SFE and STE deliveries were modeled as applied in the mesocosm lab-experiments.

Initial values for soil hydraulic parameters were determined by the computer program Rosetta [51] which is part of HYDRUS. The software estimates soil water retention by implementing hierarchical pedotransfer functions (PTFs) based on soil textural classes. Fitting parameter values were assigned to the entangled plastic filaments (GEO) and crushed stone (P&S) systems. Both materials were considered highly-conductive ($K_s = 3,000 \text{ cm day}^{-1}$) with low porosity and residual water content that was similar to a coarse gravel soil. Initial parameter values for native soils were estimated using Rosetta [51] and fitted with UCODE, whereas values for the plastic filaments and gravel layers were kept fixed. Initial N transformation rates were selected from McCray [26] and initial $\text{NH}_4^+$ and $\text{NO}_3^-$ soil concentration were set to zero. Water dependency function parameters were selected from McCray et al. [52]. Finally, the model was run for 3-months (90 days). The predicted N species concentrations were computed to estimate a N balance produced by each of the three OWTS.

The best fit between the predicted and observed data were evaluated the root mean squared error (RMSE) (eq. 15).
\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{n}} \]

where \( \hat{y}_i \) is the predicted value, \( y_i \) is the observed value, and \( n \) is the number of observations. A RMSE value closer to zero indicates the best of fit to observed data.

RESULTS AND DISCUSSION

Water content

The model was calibrated using soil moisture data to simulate the unsaturated soil profile beneath the infiltrative surface, and to account for moisture changes associated with N transformation processes. Given that variations in water content around the measured moisture data were minimal, the mesocosms simulations were under steady state conditions. The soil hydraulic parameters (\( \theta_r, \theta_s, \alpha, K_s, n \) and \( l \)) were determined for each of the soil layer (silt loam and gravelly-coarse sand); only the pore connectivity parameter value was not calibrated or changed (\( l \) was equal to 0.5, as recommended [33]).

Ten parameters were calibrated for the advanced OWTS technologies and five for the conventional one. In advanced STAs, the measured water content (cm\(^{-3}\) cm\(^{-3}\)) ranged from 0.11 to 0.13 and 0.02 to 0.05 at 15 cm and 30 cm below the infiltrative surface, respectively. Even though the intact soil cores were collected in close vicinity to each other, water content variations were expected at greater because of the increasing influence of variable physical properties on soil moisture and water flow with depth. Also, the amount of water retained in the upper soil layer was expected to affect the hydraulic properties of the deeper soil layers. This more heterogeneous behavior of the
soil system is illustrated for one of the three PSND mesocosms that showed higher water content (0.23 cm\(^{-3}\) cm\(^{-3}\)) at the 15-cm depth compared to the other (0.11 to 0.13 cm\(^{-3}\) cm\(^{-3}\)). These variations are indicative of soils with low residual and high saturated water content characteristics.

Overall, the model results showed a good fit between the observed and simulated water content data for PSND, GEO and P&S (Figure 3.3). For PSND and GEO, RMSE values range from 0.0010 and 0.0075 for silt loam and gravelly-coarse sand, indicating good agreement between the simulated and measured data. The goodness-of-fit is illustrated in Figure 3.3, where the model output data were described by a straight line during the entire period of simulation at both observation nodes (15-cm and 30-cm depths). Compared to PSND and GEO dosing regiments, P&S mesocosms were dosed with wastewater every 12 h, which produced a comparably drier soil profile and resulted in longer times of unsaturated flow between doses. Thus, variations in soil moisture content were observed between dosing events, with soil moisture values varying by a factor of two. The water content peaked immediately after dosing (0.03 cm\(^{-3}\) cm\(^{-3}\) to 0.05 cm\(^{-3}\) cm\(^{-3}\)) and dropped quickly (0.01 cm\(^{-3}\) cm\(^{-3}\) to 0.02 cm\(^{-3}\) cm\(^{-3}\)) between doses. Under steady state conditions, the model was reproduced those fluctuations with acceptable goodness of fit (RMSE: 0.0033 cm\(^{-3}\) cm\(^{-3}\) to 0.0044 cm\(^{-3}\) cm\(^{-3}\)) in all P&S drainfields.

The water content data were modeled under the effect of a simulated hanging water table at the bottom of the mesocosms, where the seepage face boundary (Figure 3.4) caused this part of the model domain to remain saturated once the system was at steady state. The seepage boundary condition allows the water to flow out of the model space when the pressure head value reaches 0 cm or the soil is saturated. The calibrated
Retention curve parameters are shown in Table 3.1. The calibrated values differed among soil layers, which indicate that the properties of the soil at the infiltrative surface were different from the underlying soil, likely due to differences in soil texture and structure. Based on the soil moisture data, the silt loam was less conductive with higher saturated water contents. The underlying soil (gravelly-coarse sand) for the PSND and GEO was simulated with $K_{sg}$ values ranging from 908.88 to 942.48 cm day$^{-1}$, which were 21% to 44% compared favorably to reported values for sandy soil [53,54]. Variations in hydraulic conductivity values have to be expected among soil textures, particularly for the gravelly-coarse sand. These values were likely the result of the presence of a significant amount of gravel, which accounted for 40% to 45% of the soil by weight. These differences in physical properties affect soil properties directly and influence hydraulic properties and water flow. An average hydraulic conductivity of 4.51 cm day$^{-1}$ was computed for the P&S drainfield mesocosms (Table 3.1). It is most likely that a biomat developed over time above the infiltrative surface, which provides unsaturated conditions and a reduced saturated hydraulic conductivity (Figure 3.4).

**Sensitivity analysis**

For the sensitivity analysis of the PSND and GEO, five soil hydraulic parameters ($\theta_r$, $\theta_s$, $\alpha$, $K_s$ and $n$) for each of the two horizons (silt loam and gravelly-coarse sand) were calibrated simultaneously (10 parameters total). For P&S, the moisture data for the gravelly-coarse sand was calibrated with the 5 parameters mentioned above. The sensitivity of soil moisture to soil hydraulic properties for each of the mesocosms and soil horizons is shown in Table 3.2. Most of the selected parameters were significantly sensitive ($CSS \geq 0.01$) to the water content data. In most advanced STAs, the silt loam
soil properties were sensitive to the simulated soil moisture. Not unexpectedly, the soil properties were found most important for the calibration of the hydraulic parameters along the soil profile. Generally, the most sensitive parameters were $\theta_{ss}$ and $n_s$. Conversely, $K_{ss}$, $\theta_{rs}$, $\theta_{rg}$ and $K_{sg}$ were not significant or least sensitive parameters to the moisture data. For P&S, the saturated and residual water content ($\theta_{rg}$ and $\theta_{sg}$) were very important parameters determining the soil moisture distribution along the profile. Also, the hydraulic conductivity ($K_{sg}$) (range: 908.88 to 942.48 cm day$^{-1}$) was more sensitive compared to PSND and GEO (CSS = 0.21 to 0.25).

In one of the PSND columns (Table 3.2, column #3) the $K_{sg}$ was not a sensitive parameter to the fitted water content data (CSS < 0.01). In this mesocosm, the water content of the silt loam was almost two times higher (0.23 cm$^{-3}$) than those values observed for the other two PSND columns (0.11 cm$^{-3}$ to 0.13 cm$^{-3}$). These variations are likely linked to soil heterogeneities and affected the sensitivity of $K_{sg}$ as reflected in the model output data.

**Nitrogen transport and fate**

Nitrification and denitrification were modeled using a water content-dependent function to account for changes in oxygen diffusion and availability in the mesocosms. The function uses water-filled pore space or relative saturation to mimic soil aeration during water infiltration [49]. Based on this approach, NO$_3^-$ production is achieved with a water-filled pore space (WFPS) of 0.20 and the maximum nitrification rate is reached when WFPS is more than 0.35. Denitrification takes place when WFPS is more than 0.60 and the highest N$_2$ gas production is observed at saturation (WFPS = 1.00) [55,56]. Linn and Doran [56] reported that organic carbon decomposition associated with N
mineralization and immobilization occurs when WFPS ranges from 0.5 to 0.6 and near saturation as well. Therefore, WFPS variation may affect the denitrification rates in the soil drainfield. However, it must be emphasized that the aqueous solution used in those experiments [55,56] had a higher dissolved oxygen concentration compared to the STE and ATE used in this study. These observations show that the relationship between WFPS and relative rate of microbial nitrification and denitrification may be affected during N transformation, and nitrification and denitrification may occur at lower WFPS. The nitrification and denitrification rate coefficients were computed using Eq. 9 through 14, and parameter values were selected from literature data [52]. The fitted parameter values for the water-content dependent transformation rates are shown in Table 3. Initially, the model was adjusted until the best fit between the observed and predicted data was achieved. As a result, the parameters for nitrification and denitrification dependency functions are median values that best reproduced the observed data [52].

The fitted water content was important to elucidate the N transformation and decay in the mesocosms and the application of the water content dependent functions. The results showed that the WFPS was higher than 0.27 (P&S gravelly-coarse sand) in all drainfields types (Table 3.4). This indicates that sufficient oxygen is available for nitrification to proceed. Compared to the gravelly-coarse sand, the silt loam material had the highest values for the modeled WFPS in both PSND and GEO (0.64 and 0.74, respectively). A similar value (0.76) was reported by Bradshaw et al. [30] when simulating nitrification and denitrification rates from an OWTS installed in a clay-textured soil using pressure head and \( \text{NH}_4^+ \) and \( \text{NO}_3^- \) concentration data to simulate the system. Their model converted the pressure heads into water content values to calculate
the actual WFPS of the drainfield. It also captured the effect of seasonal changes (dry and wet weather) on N transformation. They reported that the computed WFPS was adequate for nitrification to occur.

Our results are consistent with what is expected for the soil types and the hydraulic properties of the mesocosm materials. The data indicate that nitrification occurred in the first few centimeters below the infiltrative surface. Nitrate production in all drainfields and at shallow depths (top 15 cm) is likely caused by the oxidation of ammonia by ammonia-oxidizing (e.g. *Nitrosomonas* spp.) and nitrifying bacteria (e.g. *Nitrobacter* spp.) [24]. However, no bacteria analysis of the soil was carried out in this study. The predicted and measured NH$_4^+$ concentrations for all drainfield types are shown in Figure 3.5. The model output data show a good fit with the measured NH$_4^+$ concentration in output water, with RMSE values range between 0.18 and 2.88 mg L$^{-1}$. The maximum NH$_4^+$ concentration was found to be near the infiltrative surface (first 15 cm) and decreased with depth along the soil profile. The model results showed that the NH$_4^+$ was almost completely transformed at the 30-cm depth. This is consistent with other researchers, who observed a similar trend in N transformation experiments in OWTS drainfields [29,57,58]. Moreover, the lowest measured and modeled NH$_4^+$ concentrations were observed in the outflow, where almost no NH$_4^+$ was detected. The reduction of NH$_4^+$ concentration with depth is associated with the complete NH$_4^+$ transformation through nitrification.

Measured NO$_3^-$ concentration data were calibrated in all three STA types. The NO$_3^-$ concentration in SFE inputs and water exiting the mesocosms were measured. Nitrate tended to increase with depth along the soil profile in all mesocosms, with the
highest concentration detected in the outlet (seepage boundary). For ATE, the model output included NO$_3^-$ already in the influent water as well as NO$_3^-$ produced \textit{in situ} from NH$_4^+$ conversion. In PSND and GEO, influent total N included NO$_3^-$ and NH$_4^+$. Some of the nitrate resulted from NH$_4^+$ being nitrified in the sand filter that preceded the treatment system from which the ATE was collected from. The model suggests that the remaining NH$_4^+$ will be transformed to NO$_3^-$ in the drainfield.

The predicted NO$_3^-$ concentrations showed an acceptable goodness-of-fit with the observed data, with RMSEs that ranges from 4.45 mg L$^{-1}$ to 9.65 mg L$^{-1}$ in all STA types (Figure 3.6). Lower RMSE values were observed for predicted NO$_3^-$ data for PSND and GEO compared to P&S. The ATE was assumed to be more uniformly distributed over the infiltrative surface in the PSND and GEO in the absence of an overlying layer (i.e., crushed stone) that influences the water flow and solute transport.

\textbf{Nitrification and denitrification rates}

The processes involved in N transformation and removal are mainly nitrification and denitrification. In addition, NH$_4^+$ sorption to soil can affect the fate and transport of N in some OWTS drainfields. Because of the low sorption capacity of the soils used in drainfield mesocosms (Supplemental Table S1), NH$_4^+$ sorption was not simulated in this model. Therefore, all NH$_4^+$ moves with soil water and can be readily nitrified. Average simulated nitrification and denitrification zero-order reaction rates were computed to analyze the N dynamics and conversion in all drainfield types (Table 3.5). The nitrification rates ranged from 0.5 mg L$^{-1}$ d$^{-1}$ to 574 mg L$^{-1}$ d$^{-1}$ and were similar to zero-order rate values previously reported by McCray et al. [26].
Geza et al. [59] developed a tool for predicting the fate and transport of nitrogen in STAs (STUMOD), which uses nitrification rates as an input parameter. A median value of 56 mg N L\(^{-1}\) d\(^{-1}\) is used as default. This value is similar to nitrification rates modeled herein. Overall, the advanced OWTS drainfields showed higher nitrification rates compared to P&S. For PSND, the average zero-order nitrification rates for silt loam and gravelly coarse sand were 45.25 mg N L\(^{-1}\) d\(^{-1}\) and 49.19 mg N L\(^{-1}\) d\(^{-1}\), respectively. Lower values were computed for GEO (2.17 mg N L\(^{-1}\) d\(^{-1}\) and 25.88 mg N L\(^{-1}\) d\(^{-1}\) for silt loam and gravelly-coarse sand, respectively) and the model results showed that some nitrification occurred in the entangled plastic filaments (25.88 mg N L\(^{-1}\) d\(^{-1}\)). Nitrate production at the interface may be attributed to high oxygen diffusion and SFE aeration during infiltration. Apparently, the plastic filaments enhanced the interaction between the soil and SFE by increasing the oxygen transfer. The average nitrification rates were 3.83 mg N L\(^{-1}\) d\(^{-1}\) in the gravelly coarse sand for the P&S. Nitrification took place at a rate of 12.10 mg N L\(^{-1}\) d\(^{-1}\) in the crushed stone and was 0.5 times lower than that computed by the model for GEO plastic filaments. This indicates that the presence of a more conductive layer on the top of the native soil provides an additional treatment zone for N removal. Furthermore, the higher NH\(_4^+\) transformation rates in the advanced STAs suggest that the drainfield placement at a shallower depth is more effective for nitrification than the conventional systems, likely because of a larger volume of unsaturated soil available for treatment.

Denitrification was not very significant in any of the OWTS. Denitrification rate values were one to three orders of magnitude lower than nitrification rates (from 0.01 to 0.44 mg N L\(^{-1}\) d\(^{-1}\)). Tucholke et al. [60] reported higher zero-order denitrification rates,
with values between 0.033 and 127 mg N L\(^{-1}\) d\(^{-1}\). However, those values [60] were obtained under fully saturated conditions (WFPS = 100%). Because unsaturated conditions prevailed in all mesocosms discussed herein, denitrification may have been restricted, since denitrification requires anaerobic conditions to proceed [53] and anaerobic conditions are more likely under saturated flow conditions.

Relative to each other, denitrification rates were higher in P&S than GEO and PSND. This finding was consistent with the experimental results presented in [24], where denitrification was higher in P&S compared to the other STAs. Besides anaerobic conditions, denitrification requires organic carbon to proceed [52]. Because ATE has a low organic carbon content, it may have limited the extent of denitrification in the advanced drainfield mesocosms. This is consistent with [24].

**N losses and comparison between simulated and real systems**

Average modeled N losses were calculated and compared with the experimental data from all of the advanced and conventional drainfield mesocosms. The calculations were based on the 90-day simulation period and accounted for all N species produced. An N mass balance was calculated from the modeled N species for influent and effluent water. In P&S, the modeled effluent N was comprised of dissolved NO\(_3^-\) (82.72%) and NH\(_4^+\) (1.41%). In GEO and PSND, the modeled effluent N speciation consisted of 89-91% NO\(_3^-\) and 0.23-0.44% NH\(_4^+\). The model results indicate that the total N losses as N\(_2\) were 10.44%, 9.65%, 17.60% for PSND, GEO and P&S, respectively. There were discrepancies between the computed and observed NO\(_3^-\) data, particularly for the N removal in P&S. Some measured NO\(_3^-\) data points are higher and the computed NO\(_3^-\) data were underestimated by the model. It is likely that not all organic N was converted to
NH₄⁺ and as a result, less NH₄⁺ was nitrified (for our modeling approach, it was assumed that organic N has been completely transformed to NH₄⁺ before entering the treatment system). Organic N was found to account for 14% to 16% [24] of the total N in the effluent water in P&S, which is a significant amount for N loss. Also, a fraction of the influent organic N is likely non-biodegradable or recalcitrant (not amenable to ammonification), which means it might not be transformed in the treatment system, passing through the drainfield unchanged. For GEO and PSND, the modeled N losses occurred mostly as NO₃⁻ (90.75% and 88.45%, respectively). No significant amount of NH₄⁺ was observed during the 90-days simulation period (ranging from 0.23 to 1.41% for all drainfield types). Nitrogen losses as N₂ were more evident in P&S compared to the advanced technologies.

CONCLUSIONS

A model was developed to predict the N fate, transport and transformation in a conventional P&S drainfield and in two types of shallow narrow drainfields (PSND and GEO). The model was calibrated using water content, NH₄⁺ and NO₃⁻ concentration data. From these inputs, water flow and solute transport parameters were determined. Nitrification and denitrification rates were computed as function of the soil water content and the WFPS. The model was capable to determine nitrification and denitrification zero-order rates with acceptable goodness-of-fit between the observed and simulated data. These results allowed quantification the N losses in all OWTS drainfield types and an estimation of the N species fluxes. This information is useful to better understand the N transport and transformation mechanisms and to identify potential contamination sources of groundwater.
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Table 3.1 Calibrated soil hydraulic parameters for the simulated advanced and conventional drainfield mesocosms. Values are means ± SD (n = 3)

| Texture          | Parameter | Units   | PSND      | GEO        | P&S        |
|------------------|-----------|---------|-----------|------------|------------|
|                  | θ<sub>r</sub> | cm³ cm⁻³ | 0.025 ± 0.002 | 0.024 ± 0.000 | -          |
|                  | θ<sub>s</sub> | cm³ cm⁻³ | 0.203 ± 0.030 | 0.181 ± 0.017 | -          |
| Silt loam        | n<sub>s</sub> | -       | 2.289 ± 0.590 | 2.282 ± 0.513 | -          |
|                  | K<sub>ss</sub> | cm day⁻¹ | 220.02 ± 51.03 | 252.43 ± 19.43 | -          |
|                  | α<sub>s</sub> | -       | 0.0847 ± 0.097 | 0.0182 ± 0.003 | -          |
| Gravelly - Coarse sand | θ<sub>rs</sub> | cm³ cm⁻³ | 0.013 ± 0.001 | 0.014 ± 0.001 | 0.012 ± 0.001 |
|                  | θ<sub>sg</sub> | cm³ cm⁻³ | 0.063 ± 0.034 | 0.138 ± 0.001 | 0.068 ± 0.034 |
|                  | n<sub>g</sub> | -       | 4.037 ± 0.412 | 4.282 ± 0.174 | 3.731 ± 0.687 |
|                  | K<sub>sg</sub> | cm day⁻¹ | 908.88 ± 26.82 | 942.48 ± 5.430 | 4.513 ± 0.19 |
|                  | α<sub>g</sub> | -       | 0.0205 ± 0.005 | 0.0189 ± 0.001 | 0.0838 ± 0.0440 |
Table 3. 2 Composite scale sensitivity ratios to the measured soil moisture data for the silt loam and gravelly-coarse sand soils for PSND, GEO and P&S.

| Parameter | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   | 9   |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\theta_{rs}$ | 0.08 | 0.09 | 0.01 | 0.06 | 0.14 | 0.08 | -   | -   | -   |
| $\theta_{ss}$ | 1.00 | 1.00 | 1.00 | 1.00 | 0.96 | 1.00 | -   | -   | -   |
| $n_x$      | 0.32 | 0.41 | 0.44 | 0.59 | 0.47 | 0.73 | -   | -   | -   |
| $K_{ss}$   | 0.09 | 0.13 | 0.08 | 0.08 | 0.10 | 0.12 | -   | -   | -   |
| $\alpha_{x}$ | 0.43 | 0.35 | 0.01 | 0.24 | 0.56 | 0.15 | -   | -   | -   |
| $\theta_{rg}$ | 0.08 | 0.08 | 0.02 | 0.07 | 0.10 | 0.08 | 0.89 | 0.64 | 0.17 |
| $\theta_{rg}$ | 0.30 | 0.11 | 0.11 | 0.31 | 0.69 | 0.38 | 1.00 | 1.00 | 1.00 |
| $n_g$      | 0.22 | 0.08 | 0.02 | 0.26 | 0.44 | 0.31 | 0.46 | 0.66 | 0.61 |
| $K_{sg}$   | 0.07 | 0.04 | 0.00 | 0.06 | 0.06 | 0.06 | 0.24 | 0.21 | 0.25 |
| $\alpha_{g}$ | 0.39 | 0.32 | 0.09 | 0.43 | 1.00 | 0.53 | 0.15 | 0.04 | 0.02 |
Table 3. 3 Fitted parameters for the nitrification and denitrification water content-dependent function.

| Nitrification | Denitrification |
|---------------|-----------------|
| $f_{wp}$ | $s_{wp}$ | $s_{1}$ | $s_{h}$ | $e_{2}$ | $e_{3}$ | $S_{dn}$ | $e_{1}$ |
| 0.000 | 0.000 | 0.154 | 0.665 | 0.809 | 2.267 | 1.104 | 0.000 | 2.86 |
Table 3. Modeled water-filled pore space for all STA types.

| STA type | Silt loam | Gravelly-coarse sand |
|----------|-----------|----------------------|
| PSND     | 0.64 ± 0.06 | 0.41 ± 0.05          |
| GEO      | 0.74 ± 0.15 | 0.56 ± 0.15          |
| P&S      | 0.27 ± 0.02 |                     |
Table 3.5 Average zero-order nitrification and denitrification rates for the selected soils and materials in advanced and conventional drainfield mesocosms. Values are means ± SD (n = 3).

| Material          | Nitrification rates |                | Denitrification rates |                |
|-------------------|---------------------|----------------|-----------------------|----------------|
|                   | PSND                | GEO            | P&S                   | PSND           | GEO           | P&S           |
|                   | Mg L⁻¹ d⁻¹          |                |                       | Mg L⁻¹ d⁻¹     |                |                |
| Silt loam         | 45.25 ± 2.12        | 2.17 ± 0.09    | -                     | 0.17 ± 0.12    | 0.04 ± 0.01   | -              |
| Gravelly-coarse   | 49.19 ± 2.24        | 24.46 ± 1.06   | 3.83 ± 3.42           | 1.31 ± 0.96    | 0.31 ± 0.10   | 0.36 ± 0.17   |
| sand              |                     |                |                       |                |                |                |
| Geomat            | -                   | 25.88 ± 1.12   | -                     | -              | 0.01 ± 0.00   | -              |
| Crushed stone     |                     |                | 12.10 ± 3.72          | -              | -              | 0.44 ± 0.21   |
FIGURES

Figure 3.1 Model domain and porous material distribution for PSND, GEO and pipe and stone. All dimensions are in cm.
Figure 3. 2 Boundary conditions for (a) PSND, (b) GEOMAT and (c) Pipe and stone soil drainfield mesocosms.
Figure 3. Observed and simulated water content for (a) PSND, (b) GEOMAT and (c) Pipe and stone drainfield mesocosms. Root mean square error is included as a measure of the goodness-of-fit between predicted and observed data.
Figure 3.4 Pressure head distribution as a result of the seepage boundary condition to simulate a hanging water table at the bottom of the mesocosms. At steady state, pressure head values are close to zero, which indicates that area is near or under saturation conditions.
Figure 3. 5 Predicted and measured NH$_4^+$ concentrations for (a) PSND, (b), GEO and (c) P&S.
Figure 3. 6 Predicted and measured NO$_3^-$ concentrations for (a) PSND, (b), GEO and (c) P&S.
SUPPLEMENTAL INFORMATION

Table S1. Select morphological, physical and chemical properties of the soil used in drainfield mesocosms. Values for physical and chemical properties are means (n=7) ± s.d. Measurements of pH, electrical conductance (EC) and cation exchange capacity (CEC) were made on composite samples. Cooper et al. (2015).

| Horizon | Depth | Color           | Texture          | Particle size distribution | Structure                  | Bulk density | Porosity | Organic matter | pH | EC | CEC           |
|---------|-------|-----------------|------------------|---------------------------|----------------------------|--------------|----------|----------------|-----|----|---------------|
| A_{p1}  | 0-31  | brown           | silt loam        | %                         | weak granular to subangular| 1.08±0.06    | 59±2     | 0.5±0.03       | 4.9 | 32.7| 3.9±0.1       |
| A_{p2}  | 31-44 | yellowish brown | silt loam        | %                         | weak med. subangular blocky| 1.27±0.09    | 52±3     | 0.26±0.05      | 4.9 | 20.6| 2.4±0.4       |
| B_w     | 44-58 | light olive brown| gravelly loamy sand| %                         | weak med. subangular blocky | 1.69±0.08    | 36±3     | 0.05±0.003     | 4.5 | 1.6 | 0.44±0.12     |
| 2B_w    | 58-70 | light olive brown| v. gravelly coarse sand; 40% gravel| %                         | structureless single grain; loose | 1.61±0.06    | 39±2     | 0.06±0.02      | 4.4 | 2.7 | 0.48±0.15     |
| 2C1     | 70-96 | light yellowish brown | v. gravelly coarse sand; 45% gravel coarse sand| %                         | structureless single grain; loose | 1.69±0.08    | 36±3     | 0.05±0.003     | 4.5 | 1.6 | 0.44±0.12     |
| 2C2     | 96-130| pale yellow     | v. gravelly coarse sand; 45% gravel coarse sand| %                         | structureless single grain; loose | 1.61±0.06    | 39±2     | 0.06±0.02      | 4.4 | 2.7 | 0.48±0.15     |
Table S2. Characteristics of septic tank effluent (STE) and sand filter effluent (SFE) used in our study (n = 26 – 49). Cooper et al. (2015).

| Property                                      | STE                | SFE                |
|-----------------------------------------------|--------------------|--------------------|
|                                               | Median  | Range   | Median  | Range   |
| pH                                            | 6.4     | 5.9 – 7.3 | 4.7     | 3.2 – 6.1 |
| Dissolved O₂, mg L⁻¹                           | 0.0     | 0.0 – 0.4 | 2.5     | 1.2 – 4.1 |
| BOD₅, mg L⁻¹                                   | 260     | 120 – 410 | 19      | 0 – 80   |
| Total suspended solids, mg L⁻¹                 | 41      | 18 – 89   | 5.0     | 0.0 – 30 |
| Electrical conductivity, µS                    | 770     | 550 – 920 | 560     | 360 – 750 |
| Fecal coliform bacteria, CFU 100 mL⁻¹          | 3.6 × 10⁵ | 3.0 × 10³ – 4.5 × 10⁶ | 3.0 × 10² | 6.0 × 10⁰ – 3.9 × 10⁴ |
| E. coli CFU 100 mL⁻¹                            | 3.4 × 10⁵ | 1.0 × 10⁴ – 4.4 × 10⁶ | 9.2 × 10¹ | 0 – 3.9 × 10⁴ |
| Total N, mg L⁻¹                                | 72      | 42 – 95   | 54      | 29 – 88  |
| NH₄-N, mg L⁻¹                                  | 56      | 40 – 74   | 14      | 6.0 – 34 |
| NO₃-N, mg L⁻¹                                  | 0.1     | 0.0 – 0.9 | 30      | 10 – 58  |
| Total P, mg L⁻¹                                | 11      | 6.8 – 17  | 7.8     | 3.8 – 13 |
| PO₄-P, mg L⁻¹                                  | 6.4     | 3.3 – 7.9 | 4.3     | 2.7 – 6.2 |
| SO₄-S, mg L⁻¹                                  | 0.8     | 0.2 – 7.2 | 9.3     | 4.2 – 28.8 |
| Collection temperature, °C                     | 16      | 5 – 22    | 15      | 4 – 21   |
CONCLUSIONS

This study demonstrates that HYDRUS 2D/3D is a useful tool to predict the fate and transport of microbial and nutrient contaminants under different operational and environmental conditions. The model was able to estimate microbial (bacteria and virus) transport in an onsite wastewater treatment system (OWTS) soil treatment area and attachment-detachment rate coefficients were determined to better understand the transport parameters that control the pathogen concentration in the porous media. The effects of variable environmental conditions on OWTS performance was evaluated in a simulated OWTS trench. For instance, warmer soil temperature and light-to-heavy rainfall events affected the transport of bacteria, which indicates that climate change may influence the OWTS performance, particularly in the soil treatment area. In addition, our model predicted nitrification and denitrification rates and N losses in a conventional and two advanced OWTS, using measured NH$_4^+$, NO$_3^-$ and water content data of the soil matrix as calibration parameters. Nevertheless, our model proved that OWTSs are not able to remove nitrate in the STAs. Therefore, the need for additional design modifications in all OWTS types may be necessary to comply with the water quality standards established for nitrate (10 mg L$^{-1}$). Finally, the modeling approach presented in this study will help to predict the extent of contamination and their spatial distribution which aides in identifying non-point sources, and to establish total minimum daily loads (TMDLs).
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