Controlling dynamic stall using vortex generators on a wind turbine airfoil
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1. Introduction

Vortex generators (VGs) have proven their capabilities in wind turbine applications to delay stall in steady flow conditions. However, their behaviour in unsteady conditions is insufficiently understood. This paper presents an experimental study that demonstrates the effect of VGs in unsteady flow, including controlling and suppressing the dynamic stall process. An airfoil, particularly designed for a vertical-axis wind turbine, has been tested in a wind tunnel in steady flow and unsteady flow caused by a sinusoidal pitching motion. The steady and unsteady pressure distributions, lift, drag and moment were measured for a range of cases. The cases vary in motion (mean angle of attack, frequency, amplitude) and VG configuration. VGs have shown to delay or even suppress dynamic stall depending on the VG configuration, with particularly important factors being VG height and VG mounting position. The VGs promote a later dynamic stall onset and reduce the hysteresis loop. As soon as the VG’s effectiveness vanishes, the configurations with VGs show a severe loss in normal coefficient, larger than in the case of the clear airfoil. However, the flow reattaches quicker and the airfoil recovers easier from the deep-stall conditions. The experimental results demonstrate that the use of VGs significantly changes the unsteady aerodynamic loads. This experimental database can serve for validation purposes to evaluate whether current modelling strategies in unsteady conditions are sufficient for blades equipped with VGs.
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unpredictable in the case of wind turbines as opposed to, for example, helicopter rotors [15].

As the wind energy industry is anticipating extremely large wind turbines with long and flexible blades, it becomes crucial to evaluate and understand the performance and role of vortex generators, not only in steady conditions, but also in unsteady conditions. This may reveal that current modelling and design strategies are insufficient. Therefore, it is important to study how VGs behave in unsteady conditions and how do they affect the dynamic stall process. Specifically, the role of VGs in controlling and suppressing dynamic stall within the context of wind turbine blades should be studied. For these applications, the control objective is to reduce the lift overshoot due to the formation of the dynamic stall vortex but also to reduce the lift drop as the separation zone extends into the flow [15].

1.1. State-of-the-art

Dynamic stall onset is characterized by a phase where viscous effects cause a delayed separation of the boundary layer of the airfoil. Light dynamic stall is initiated by initial boundary-layer separation. The most obvious characteristic of dynamic stall is the vortex-shedding process preceding this separation. Often, the boundary-layer separation starts at the trailing edge, moving upwind with increasing perturbation. When the flow separation reaches the leading-edge (we will ignore cases of leading edge separation and reattachment), a leading edge vortex might be formed, which rolls up and convects downstream. This results in an extra lift component and moves the centre of pressure backwards. As soon as the separation zone grows to a size in the order of one chord, the flow becomes fully separated and the airfoil enters a state of deep stall [16–18]. At this moment, there is an overall loss of lift and an increase in drag, which is far more severe than in steady state conditions. The vortex reaches the trailing edge, detaches from the airfoil and moves into the wake. When reducing the angle of attack, the flow reattaches from front to rear and the aerodynamic loads return to the pre-stalled value. While dynamic stall is a significant, unsteady flow phenomenon beyond the static stall condition, unsteady effects will continue to affect the airfoil in attached flow. In both attached and separated flow, an amplitude damping/amplification and phase shift can be identified when compared with steady conditions. Several authors tend to refer to the phenomenon in attached flow as the Theodorsen effect [19].

The use of vortex generators (VGs) has extensively been investigated as a mean to suppress separation in steady conditions at a fixed angle of attack. Vortex generators create streamwise vortices from the free tips of the VGs (and at the wall according to Helmholtz theorem). These vortices enhance mixing between the high-energy flow in the outer part of the boundary layer with the low-energy regions near the walls, and re-energize the flow close to the surface. This makes the boundary layer more resistant against flow separation [20]. Studies by, for example, Baldacchino et al. [21,22] investigated the influence of VG parameters on airfoil performance of a DU97W300 wind turbine airfoil. These authors concluded that the chordwise position of the VGs and the VG height are of prime importance for the effectiveness of suppressing stall, while the VG length, inclination angle, shape, and array packing density are of secondary importance.

While the detailed performance of vortex generators in unsteady conditions is still largely unexplored, some efforts at uncovering the underlying mechanisms have been made. Most researchers have focused on vortex generators (in the broad meaning of the term) close to the leading edge. Martin et al. [23] demonstrated the use of counter-rotating rectangular VGs in a dynamically oscillating airfoil test. For the VR7 airfoil operating at a Mach number up to 0.3, the use of VGs installed at 10% of the chord eliminated the pitching moment associated with dynamic stall completely in light stall cases, but failed for deep stall. Geissler et al. [24] also presented an experimental (and numerical) study focusing on the effect of miniature leading edge vortex generators on the OA209 airfoil section. Heine et al. [25] presented an experimental study in which the effect of passive low-aspect ratio cylinders mounted near the leading edge of an airfoil were studied in dynamic stall conditions. These cylinders serve as passive turbulence generators, and the experiments showed the effectiveness of these devices in reducing the negative pitching moment peak and hysteresis effects. While most researchers focus on passive VGs, Pape et al. [26] studied an active control principle based on deployable leading-edge vortex generators. Their paper addresses the validation of the effectiveness of the devices to delay static stall and alleviate dynamic stall penalties.

In wind turbine applications, VGs are typically positioned between 20% and 40% of the chord to balance the stall delay with the additional drag introduced by the VGs in pre-stall conditions. Zhu et al. [27] presented a numerical study of passive triangular VG positions between 20% and 40% of the chord on a wind turbine airfoil (DU97W300) in sinusoidally pitching conditions. The airfoil flow was simulated by numerically solving the unsteady Reynolds-averaged Navier-Stokes equations with fully resolved VGs. These authors concluded that the VGs were effectively suppressing the dynamic stall and that the lift hysteresis intensity is greatly reduced. The VG size and chordwise positioning proved to be of great importance to the effectiveness. The same authors [28] also presented the effect of a double-row of passive VGs as dynamic stall control device. This study was performed using unsteady RANS simulations on the NREL S809 airfoil with and without rectangular VGs. According to the authors, no experimental evidence is presented in literature for these kind of VGs in dynamic conditions.

In addition to vortex generators, several other means have been proposed in literature to control dynamic stall (particularly for wind turbine applications), including constant blowing air jets [29,30], periodic suction/blowing [31–34], leading edge suction [35], or plasma actuators [36–39].

1.2. Objective

For wind turbine applications, VGs are often positioned between 20 and 40% of the chord in order to balance stall delay and drag increase in pre-stalled conditions. Many studies have been performed to evaluate VGs in steady conditions. However, there is a lag in understanding the behaviour in unsteady conditions. Therefore, this work aims to evaluate the role of VGs in unsteady conditions and experimentally demonstrate the use of VGs to control dynamic stall, with a particular interest towards wind turbine applications. The goal of this paper is to report the experimental results that can guide further investigations in revealing the physical mechanism of VGs in dynamic conditions and consequently serve as a basis for validation purposes of dynamic stall modelling including VGs.

In this work, an experimental campaign is set up in the low speed, low turbulence tunnel of the TU Delft. Pressure measurements are taken in the wake and on the airfoil surface to identify the behaviour of an airfoil designed for a VAWT application. The effect on the lift, drag and moment coefficient of two VG sizes at different chordwise locations is studied statically. Furthermore, the airfoil is subjected to a sinusoidally pitching motion with various frequencies and amplitudes in the attached regime and in the positive and negative deep stall regimes. The effect of VGs on the unsteady behaviour is quantified and further investigated to identify the role of passive VGs in unsteady airfoil aerodynamics.
2. Methodology

2.1. Wind tunnel facility

An experiment is conducted in the low speed low turbulence wind tunnel (LTT) of Delft University of Technology [40]. The LTT is an atmospheric wind tunnel of the closed-throat single-return type. It is driven by a six-bladed fan with a 708 kW DC motor. The wind tunnel has an octagonal test section with a width of 1.80m, a height of 1.25m and a length of 2.60m. Its powerful motor allows to reach a maximum test section velocity of 100 m/s. The maximum chord-based Reynolds number for 2D airfoil testing, that can be achieved with acceptable blockage effects, is $3.5 \times 10^6$. The wind tunnel can provide low levels of turbulence due to its high contraction ratio of 17.8 between the settling chamber and the test section. The free-stream turbulence level in the test section varies from 0.015% at 20 m/s to 0.07% at 75 m/s.

2.2. Wind tunnel model

The experimental test set-up consists of three main components i.e. the airfoil model, the pitching mechanism and the vortex generators. An artistic impression of these components is provided in Fig. 1.

The airfoil model tested in the wind tunnel has an airfoil profile specifically designed for a sub-megawatt scale vertical-axis wind turbine (VAWT) as part of the Tulyp Wind project under the RVO grant reference TEHE117057 [42]. The airfoil optimisation scheme is set up to balance the aerodynamic and structural performance. The aerodynamic objective at rotor scale is to maximize the power output. On airfoil scale, this is translated to maximize the lift gradient over drag in the angle of attack range that is encountered by the rotor. The structural objective function focusses on maximizing the bending stiffness in flapwise direction. The work of Ferreira et al. [43–45] and De Tavernier et al. [46] presents more details of the airfoil optimisation scheme.

The airfoil profile, visualised in Fig. 2(a), has a maximum thickness of 25.48% chord and a trailing edge thickness of 1.36% chord. The airfoil coordinates are provided in Table A.2. The model had a chord length of $c = 0.36m$ and spans the height of the test section. This makes the model aspect ratio to be approximately 3.5. The airfoil model has been manufactured in 5 pieces using the Ultimaker S5 3D printer. The pieces are assembled together and stiffened with a steel non-circular rod in spanwise direction at the quarter chord point. Additionally, two extra end caps are manufactured from aluminium to avoid rotation of the rod inside the model. This is illustrated in Fig. 1(c). The blade surface is smoothed with sandpaper, inequalities are filled with spray filler and the surface is finished with spray paint. The centre piece of the model is equipped with 75 pressure orifices with a diameter of 0.4 mm surrounding the airfoil model. The pressure taps are installed under an angle such that they do not interfere with each other.

The thermal images in Fig. 2(b-c) displays the pressure and suction side of the airfoil at zero angle of attack $\alpha = 0^\circ$ and Reynolds number $RE = 1\times10^6$. The transition from the light to the dark color represents the location of transition from laminar to turbulent flow. These results are used to confirm the mostly 2D behaviour of the flow. Note, however, that a small dark peak is present on the suction side, indicating that at that spanwise location, early transition occurs due to the presence of unwanted roughness. This location is assumed to be far enough (in the order of a chord length) from the location of the pressure orifices and the impact on pressure measurements is deemed to be sufficiently small. Also, the sensitivity to this roughness element is not visible for all angles of attack. It depends on the location of natural transition as well as the boundary layer thickness. A thinner boundary layer (occurring at smaller angles of attack) is more sensitive to the roughness element than a thicker boundary layer.

In some cases, transition is forced at 5% chord length measured from the leading edge both on the suction and pressure side. This is realised by using zig-zag tape. The zig-zag tape has a thickness of 0.2 mm.
The airfoil model is equipped with vortex generators along its span. The VGs are sized and designed based on the results of the experimental parametric study performed by Baldacchino et al. [22]. Delta-shaped vortex generators are designed, spaced in counter-rotating configuration. Two sizes are considered, where VG1 is the largest with a height of $h_{VG} = 6\text{mm}$, a length of $l_{VG} = 18\text{mm}$ and an inflow angle of $\beta = 15^\circ$. The inter-vane distance $d_{VG}$ is 21 mm while the inter-pair distance $D_{VG}$ is 42 mm VG2 is smaller and has a height of $h_{VG} = 4\text{mm}$. All other dimensions are scaled with respect to the VG height. The VG height is sized with respect to the boundary layer thickness calculated by Xfoil [47] near the stall angle at $\alpha = 0.3$. For easy handling and installation of the VGs on the airfoil surface, the individual vanes are attached to a strip with an approximate length of 200 mm, 20 mm width and 0.5 mm thickness, as shown Fig. 1(a). The sizing variables are visualised in Fig. 3. The VGs are manufactured using 3D printing.

For the static polar tests, the airfoil blade is clamped vertically in between the walls of the tunnel. A turning table is used to rotate the blade and change the static angle of attack. For the dynamic test, in which the airfoil is subjected to a pitching motion, the steel rod inside the model is connected to a linear actuator. The linear actuator uses a crank mechanism to rotate the blade at relatively high frequencies. The blade is clamped and set in place using rotating bearings at the top and bottom. To avoid friction between the tunnel walls and the model, a small gap of 1 mm at each side is allowed. For the static tests, this gap is taped, while for the dynamic test the gap remains open. The outlet of the pressure tubes going through the model requires a hole in the bottom wall. We note that this could cause unavoidable 3D effects in the unsteady polars. Fig. 1(b) shows the commercially available off-the-shelf electric cylinder actuator with a precision ball screw drive used in the experiment. The actuator is controlled using LabVIEW.

In Fig. A.18 in the appendix, some additional pictures are provided from the experimental set-up. It includes photos of a piece of the 3D printed model, including pressure tabs, the finished assembled model, the model installed in the test section and the pitching mechanism installed on top of the wind tunnel.

**Fig. 2.** Thermal images of pressure and suction side of the DU17DBD25 airfoil at an angle of attack of $0^\circ$ and a Reynolds number of $1\times10^6$.

**Fig. 3.** Top and side view of the VG configuration. All VG size variables are indicated.
2.3. Data acquisition and post-processing

The pressure measurements performed on the airfoil surface and in the wake allow to determine the 2D lift and drag of the model. The wake rake, positioned behind the airfoil, measures the static and the total pressure in the wake. It has 67 total pressure tubes and 16 static pressure tubes over a length of 504 mm. The pressure deficit between the pressure in the wake and in the freestream, or essentially the momentum loss of the flow, is directly related to the profile drag. The uncorrected drag is obtained using Equation (1). \( C_p \) and \( C_p,a \) are the total and static pressure in the wake. Integrating the pressure coefficient of the upper \( (C_{p,u}) \) and the lower surface \( (C_{p,l}) \) allows to determine the normal force coefficient of the blade (see Equation (2)). From the normal force and the drag force, the lift coefficient can be determined as given by Equation (3), in which \( 
abla \) refers to the angle of attack. The moment coefficient around the leading edge is defined as Equation 4

\[
C_d = \frac{2}{c_w} \int \sqrt{C_{p,l} - C_{p,u}} (1 - \sqrt{C_{p,l}}) \, dy
\]

\[
C_l = \int \left( C_{p,l} - C_{p,u} \right) d\left( \frac{X}{c} \right)
\]

\[
C_l = \frac{C_n}{\cos(\alpha)} - C_d \cdot \tan(\alpha)
\]

\[
C_{m,le} = \int \left[ C_{p,u} \left( x + \frac{dy}{dx} y_u \right) - C_{p,l} \left( x + \frac{dy}{dx} y_l \right) \right] d\left( \frac{X}{c} \right)
\]

The measured lift, drag and angle of attack are corrected using the standard corrections for wall effects as given by Allen and Vincenti [48]. This includes lift-interference, wake blockage, solid model blockage and streamline curvature. When the wake becomes unstable or wider than the wake rake, it is impossible to retrieve the drag from the wake rake. In that case the drag is derived from the surface pressure, which is common practice. Data is gathered at 5Hz and averaged over approximately 25 s. During this time period, the wake rake is moved up or down in spanwise direction. Pressure ports that are covered with VGs or zig-zag tape are disregarded from the calculations. For the steady measurements, thermal cameras were also installed to monitor the pressure and suction side of the airfoil model. These thermal images provide information about the location of transition, separation (to some extent) and 3D variations.

To retrieve the force coefficients for the dynamically pitching airfoil, the pressure measurements need to be corrected. The signal received at the transducer carries a phase lag and attenuation compared to the signal at the surface of the airfoil. To correct for this, the software tool PreMeSys V2.0 [49] (Pressure Measurement System version 2.0) is used. This tool translates the Bergh and Tijdeman theory from 1965 [50] into an easy user-friendly Matlab code. The response time is obtained by subjecting the system to small amplitude perturbations. The theory assumes that the system is a series connection of N pressure tubes where the output pressure of a particular tube is the input pressure of the next tube. The transfer function between the pressure at the port opening and the pressure sensed by the pressure sensor (for a single pressure measuring system) is given by Bergh and Tijdeman [50], as given in Equation (5). A series of connecting tubes is nothing more than the combination of all pressure relationships within its path from the first to the last volume/tube, as given in Equation (6).

\[
\frac{p_1}{p_0} = \frac{\cosh(x_0 L) + \frac{V_t}{V} \left( \sigma + \frac{1}{\kappa} \right) R \rho \mu \sinh(x_0 L)}{1 - \frac{V_t}{V} \left( \sigma + \frac{1}{\kappa} \right) R \rho \mu \sinh(x_0 L)}
\]

\[
\frac{p_{N-1}}{p_0} = \frac{p_{N-1}}{p_{N-2}} \frac{p_{N-2}}{p_0}
\]

where \( \varphi = \frac{\alpha}{\sqrt{j_0(aR)}} \sqrt{\frac{\beta}{\gamma}} \) with \( a = \beta R \sqrt{\frac{\gamma}{\alpha} \frac{1}{\kappa}} \) is the shear wave number including viscosity, \( i \) is the imaginary unit, \( \rho \) is the mean density, \( v \) is the frequency, \( \mu \) is the absolute fluid viscosity, \( \n = \left[ 1 + \frac{1}{\gamma} \frac{1}{\gamma - 1} \frac{j_0(aR)}{j_0(aR)} \right] \) is the polytropic constant, \( \Pr = \frac{\mu}{c} \) is the Prandtl number, \( \gamma = \frac{C_p}{C_v} \) is the specific heat ratio, \( j_m \) is the Bessel function of the first kind with order \( m \), \( \sigma \) is the dimensionless increase in transducer volume due to diaphragm deflection, \( \kappa \) is the polytropic constant for the volumes. The three geometrical parameters which affect the frequency response function are the tube radius \( R \), the tube length \( L \) and the pressure transducer and tube volume \( V_t \) and \( V_l \) [50]. The possibility of an oscillating air column inside the pressure tubes due to the airfoil motion is not considered as an additional factor for the reliability of pressure measurements.

While this theory is extensively validated in literature by comparing the experimental and theoretical results of the phase-lag and amplification for various measuring systems with different tube lengths and tube radii [50], we have set up a simple calibration test to demonstrate the correct use of this model and its implementation in this particular application. A random pressure signal is applied to a tube. The signal is split in two and the response is measured at the beginning of the tube and at the end of the tube. The tube is a replica of the tube used in the real experimental set-up from the pressure port at the airfoil surface till the pressure measurement system. A schematic representation as well as a photo of this calibration test is provided in Fig. 4. The result of two independent calibration tests is presented in Fig. 5, although more tests are performed. The green line represents the signal measured at the end of the tube. The blue line is the pressure signal measured at the beginning of the tube and serves as the reference. The red, dashed line shows the signal at the end of the tube corrected with the Bergh and Tijdeman’s theory. Various frequencies and amplitudes are applied. The error between the reference signal and the corrected signal is nearly normally distributed with a mean of 0.49Pa and a standard deviation of 40.40Pa. This calibration test demonstrates a correct implementation of the theory to this application.

After correcting the pressure signals for the phase delay and amplitude loss, the pressure at the airfoil surface can be translated to the normal load coefficient and moment coefficient around the leading edge as given in Equation (2) and Equation (4) respectively. The drag cannot be calculated, meaning that the lift coefficient can also not be retrieved. For every unsteady angle of attack variation, data is taken for at least 20 revolutions at a sampling frequency of 300Hz. Pressure ports that are covered by zig-zag tape or VGs are disregarded from the calculations. Additionally, pressure ports that visually showed a clear response delay compared to the other ports are not further considered.

2.4. Test plan

Experimental data is acquired for a predefined set of test cases. This set of test cases is summarised in Table 1. The data set consists of a set of steady polars in free and forced transition (using zz-tape at 5%) state, with and without VGs. The angle of attack ranges from...
around $-25^\circ$ to $25^\circ$, to make sure that the stall region is captured properly. For the steady cases, no frequency is defined. An unsteady data set is gathered for a sinusoidally varying angle of attack. The angle of attack oscillations are defined by a mean angle of attack $a_0$, an amplitude $A$ and a frequency $f$, and given by Equation (7). $t$ is the time in seconds.

$$a(t) = a_0 + A \cdot \sin(2\pi ft)$$ (7)

The unsteady polars are similarly collected in free and forced transition state, with and without VGs. Depending on the airfoil configuration, the mean angle of attack is set between $a_0 = -15^\circ$ and $15^\circ$ and the amplitude from $A = 3^\circ$ to $7^\circ$. The frequency is varied from $f = 0.5$ to 2Hz, which corresponds to a reduced frequency of $k = 0.014$ to 0.054. The reduced frequency $k$ is a dimensionless value defining the degree of unsteadiness at a certain frequency and is given by Equation (8). For values below 0.03, the unsteady effects are generally small while the flow becomes highly unsteady for values above 0.03. The Reynolds number is kept constant at $RE = 1E6$. This corresponds to a wind speed of around 42 m/s. The turbulence level is well below 0.015%.

$$k = \frac{\pi cf}{V_\infty}$$ (8)

While not all cases will be used in the results and discussion of this work, the post-processed experimental data sets and some supplementary graphs are publicly available via the 4TU Centre for Research Data (see Ref. [51]).

3. Results & discussion

3.1. Steady polars

Before analysing the behaviour of the airfoil in unsteady conditions, it is important to quantify and understand the effect of the VGs on the static behaviour of the airfoil.

In Fig. 6, thermal images are presented of the airfoil’s pressure...
side with and without VGs at an angle of attack of 7° and a Reynolds number of 1E6. The incoming flow goes from right to left. In this example case, VGs with a height of 4 mm are installed at 40% of the chord on both sides of the airfoil. The thermal images reveal the effect of the VGs in a qualitative way. It is evident that the VGs (installed on a strip with 0.5 mm thickness) cause the flow to transition earlier. The shed vortices of the VGs and their downstream path can be recognised. In the absence of VGs, it is expected that the flow is mostly 2D and thus the spanwise variation should be negligible. VGs do introduce a three-dimensional flow; however, the flow becomes spanwise periodic because of the array configuration. To assess the airfoil drag coefficient with VGs from the wake rake, a spanwise traverse was conducted, spanning a range of three VG pair spacings (3 × DVG). A typical wake scan as a function of the span is shown in Fig. 7 for an angle of attack of 0° and 6°. At the location of a VG pair, at the inflow region, the drag coefficient reaches its minimum. In this region, there is a strong downwash creating a fuller boundary-layer profile. In between two VG pairs, in the so-called upflow region, the flow is moved away from the wall causing an additional momentum deficit. Therefore, the drag coefficient is reaching a maximum value at that spanwise location. To assess the 2D drag coefficient, the spanwise average (ranging three VG pairs) is computed.

In Fig. 8 and Fig. 9, the (spanwise-averaged) lift and drag polars are provided of the clean airfoil as well as the airfoil equipped with VGs at different positions. In Fig. 8 the airfoil is exposed to a free

| Reynolds no. | Transition | VGs | VG loc. | Mean AoA | Amplitude | Frequency | Reduced freq. |
|--------------|------------|-----|---------|----------|-----------|-----------|---------------|
| 1E6          | Free       |    | −       | −25 to 25 | 0         | 0         | 0             |
|              |            | VG1| 0.2     | −25 to 25 | 0         | 0         | 0             |
|              |            | VG2| 0.4     | −25 to 25 | 0         | 0         | 0             |
| 1E6          | Forced     |    | −       | −25 to 25 | 0         | 0         | 0             |
|              |            | VG1| 0.2     | −25 to 25 | 0         | 0         | 0             |
|              |            | VG2| 0.4     | −25 to 25 | 0         | 0         | 0             |

Table 1 Overview of the steady test cases (top) and unsteady test cases (bottom).
transition case while Fig. 9 considers the airfoil in forced transition conditions. Forced transition is created by means of zig-zag tape at 5% of the chord on the suction and pressure side.

The choice of VG height and chordwise positioning plays a significant role in the effectiveness of the VGs to delay static stall. In all flow conditions, the highest lift coefficient is experimentally achieved with the largest VGs at the most frontward position that is considered in this experimental campaign. Also, the VGs positioned closest to the leading edge can postpone the stall angle the most and achieve a wider drag bucket. In general, the largest VGs generate larger vortices, create more downwash, re-energize the boundary layer by convecting more momentum from the external flow into the near-wall flow and thus make the boundary layer more resistant to the adverse pressure gradient. This makes the boundary layer stronger to overcome separation. VGs positioned closer to the leading edge have a larger control space. Hence, for a larger range of angles of attack the streamwise vortices will be shed upstream the separation point. The lift slope in the linear part of the polar is increasing with VG size and is the smallest at the most frontward mounting position. The lift polars show that the more frontward the VG mounting position, the more abrupt the stall characteristic. The drag at zero lift shows a significant increase that may be attributed to the earlier transition (mainly depending on the VG location) on one hand and on the additional VG profile drag (mainly depending on the VG size) on the other hand. These observations apply to the polars in the positive and negative angles of attack region as well as in free and forced transition. In forced transition, stall occurs earlier and there is more drag at zero lift compared to the free transition case. In Fig. A.19 and Fig. A.20, the experimental lift and drag polars are compared to the polars calculated by XfoilVG [52].

More information on the flow around the airfoil can be gathered from the pressure distribution at the airfoil surface. In Fig. 10 and Fig. 11, the experimental pressure distributions are presented for the DU17DBD25 airfoil at an angle of attack in the linear part of the polar and one above stall in absence of VGs. For the free transition case, the selected angles of attack are \( \alpha = 7^\circ \) and \( \alpha = 20^\circ \). For the forced transition case, these angles are \( \alpha = 5^\circ \) and \( 15^\circ \). Note that at the location of the VG and/or zig-zag tape, no pressure measurements are available and linear interpolation is performed. At the smallest angle of attack, the pressure distributions are nearly identical for all VG configurations. These distributions imply that the flow is attached over the entire surface. In the pressure distribution of the large angle of attack, clear differences may be observed. Fig. 10(b) and (d) reveal that only VG1 at 20% and 30% or...
VG2 at 20% are able to prevent the airfoil from stalling in free transition. All other configurations show a clear stalled behaviour at this angle of attack. This is evidenced by the plateau of constant pressure initiated at $x/c = 0.2$ on the suction side. In case of forced transition, a similar observation can be made. In the linear part of the polar, the pressure distributions and thus the lift are rather similar. At an angle of attack of 15° (see Fig. 11(b) and (d)) the airfoil without VGs is fully stalled and the flow is separated for nearly 70% of the airfoil. With VGs, the flow remains attached longer but the point of separation (if any) depends on the mounting point of the VGs. In forced transition, it is only the VGs installed at $x/c = 0.2$ that may keep the flow completely attached. In all other cases the flow

---

Fig. 9. Experimental lift and drag polar in forced transition with various VG configurations.

Fig. 10. Experimental pressure distribution in free transition with various VG configurations.
separates but more downstream than in case of no VGs. From Fig. 11(b) it can be identified that the flow around the airfoil with VG1 at x/c = 0.4 remains attached longer than in case the same VGs are installed at x/c = 0.3. This is a clear example of the fact that VGs positioned more upstream may reach a larger stall angle but experience a more abrupt stall behaviour.

The observations made in the lift polar, drag polar and pressure distribution as a function of the VG height and positioning follow the conclusions made by Baldacchino et al. [22].

In forced conditions, similar observations may be made. The stall behaviour in steady case is less abrupt in forced conditions than in clean conditions. This seems to affect the behaviour in unsteady conditions, as the hysteresis loop is smaller.

3.2. Unsteady polars without VGs

In Fig. 12 and Fig. 13, the aerodynamic response to a sinusoidally oscillating angle of attack is presented. Three pitching motions are considered: (1) \(a_0 = -11^\circ\), \(A = 7^\circ\), \(f = 2\text{Hz}\), (2) \(a_0 = -1^\circ\), \(A = 7^\circ\), \(f = 2\text{Hz}\) and (3) \(a_0 = 9^\circ\), \(A = 7^\circ\), \(f = 2\text{Hz}\). The three cases represent unsteady conditions in the deep stall region of the negative angles of attack, in the linear part of the polar and in the deep stall region of the positive angles of attack respectively. The normal coefficient, moment coefficient and pressure distributions at \(a = a_0\) are analysed. In the figures, a distinction is made between the part of increasing angle of attack (upstroke, indicated with a full line) and the part of decreasing angle of attack (downstroke, indicated with a dashed line). The shaded area presents the standard deviation over 15 revolutions. The steady polars are also represented in the normal and moment polars.

The unsteady effects in attached flow cause a hysteresis loop. The variation of the normal and moment coefficients are lagging behind the change in angle of attack since the wake is not immediately updated and, thus, not fully developed. In the up-going stroke, the normal coefficient is lower than in steady case, while the moment coefficient (around the leading edge) is larger. In the down-going stroke, the opposite is true. The average slope of the normal coefficient polar is slightly lower than in steady case.

A larger unsteady effect is recognised in deep dynamic stall conditions. The unsteady curves are characterized by a higher maximum normal coefficient, a higher stall angle, a larger hysteresis loop and a larger (negative for positive angles of attack and positive for the negative angles of attack) peak pitching moment. The fluctuations (i.e. the standard deviation) of the curves during 15 revolutions is the largest in the downstroke and significantly larger in case of separated flow compared to attached flow.

The pressure distributions at the mean angle of attack (\(\alpha = a_0\)) in the upstroke and downstroke are not identical. The flow is mainly attached in the upstroke. On the other hand, in the downstroke, the flow is separated at the same angle of attack. In the attached flow region, the difference between up- and downstroke is significantly smaller.

In forced conditions, similar observations may be made. The stall behaviour in steady case is less abrupt in forced conditions than in clean conditions. This seems to affect the behaviour in unsteady conditions, as the hysteresis loop is smaller.

As already mentioned earlier, a small gap of 1 mm was present between the wind tunnel walls and the airfoil model. Additionally, there was a hole in the bottom wall to be able to connect the pressure ports of the model to the measurement system. In steady conditions these gaps were taped, while this was no longer possible in the unsteady measurements. This might introduce unwanted, yet unavoidable, 3D effects that are not present in the steady polars.

One of the parameters that dictates the unsteady behaviour of the airfoil model is the oscillation frequency \(f\). The larger the frequency, the more unsteady the operating conditions are. In Fig. 14, the experimental normal coefficient polar is presented for four different frequencies, namely \(f = 0.5\text{Hz}, 1\text{Hz}, 1.5\text{Hz}\) and 2Hz. For this experiment, this corresponds to a reduced frequency of \(k = 0.014, 0.027, 0.041\) and 0.054. The mean angle of attack is set to \(\alpha_0 = -1^\circ\) or \(9^\circ\) to present the effect of the oscillation frequency in attached and separated flow. The amplitude of the angle of attack oscillations are set to \(A = 7^\circ\).

In attached flow, an increasing oscillation frequency causes the hysteresis loop to become wider. The difference between the up-going and down-going stroke is, thus, the largest for larger
frequencies. At higher frequencies, the aerodynamic properties lag the angle of attack variations more. Also, the slope of the normal coefficient decreases with increasing frequency. In case of deep-stall conditions (see Fig. 14(b)), the hysteresis significantly increases with the oscillation frequencies and stall-induced drop in normal coefficient is larger. The maximum achieved normal coefficient and corresponding angle of attack is the largest for high frequencies but it also takes more time to reattach the flow again in the down-going stroke. This can be derived from the pressure distributions over the airfoil surface (not presented here). Also, the overall slope of the normal coefficient is reduced. The negative peak moment is the largest for the highest frequency.

Another parameter of interest is the oscillation amplitude $A$. The pitching rate is linearly proportional to the amplitude. From Fig. 15(a), one could argue that the width of the hysteresis (the difference between pitching up and pitching down) is the largest for higher amplitudes in case of attached flow. This can be derived from the pressure distributions over the airfoil surface (not presented here). Also, the overall slope of the normal coefficient is reduced. The negative peak moment is the largest for the highest frequency.

Fig. 12. Dynamic normal coefficient polar, moment coefficient polar around the leading edge and pressure distributions at $\alpha = \alpha_0$ in free transition.

3.3. Unsteady polars with VGs

In this section, the influence of vortex generators on the dynamic stall characteristics is studied. In attached flow, the effect of VGs on the normal and moment coefficient is negligible. Therefore, the focus of this section is on medium- and deep-stalled conditions in the positive and negative angle of attack regime. The influence of
the VGs is analysed on the overshoot in normal coefficient, the dynamic stall onset, the size of the hysteresis loop and the process of recovery and reattachment.

Fig. 16 presents the effect of the VG location on the dynamic stall
behaviour. It contains the normal coefficient polar, the moment coefficient around the leading edge polar, the pressure distribution at \( \alpha = \alpha_0 \) in the up-going stroke and the down-going stroke. The angle of attack is varied dynamically with an amplitude of \( 7^\circ \) at a frequency of 2Hz. This corresponds to a reduced frequency of 0.054 for this experimental set-up. The mean angle of attack is either \( \alpha_0 = 9^\circ \) or \( \alpha_0 = -11^\circ \) to be able to capture dynamic stall in the positive and negative angle of attack range respectively. The airfoil model is equipped with VG1 along its whole span at three locations: (1) \( x/c = 0.2 \), (2) \( x/c = 0.3 \) and \( x/c = 0.4 \). As a reference, the measurements of the clean airfoil without VGs are also presented.

Consider first the positive angle of attack range and the results presented in Fig. 16(a-c-e-g). The airfoil model with VGs (for all mounting positions), shows that the hysteresis loop in the normal and moment coefficient polar is significantly suppressed. A larger maximum normal coefficient is achieved and a higher peak moment is reached. The slope of the normal and moment coefficient polar is the largest when the VGs are installed at the most downstream position. This corresponds to the results in steady case. The pressure distribution at an angle of attack of \( \alpha = 9^\circ \) in the up-going stroke does not show much dependency on the VG location. The flow is attached in absence of the VGs as well as with the VGs. However, at the same angle of attack in the down-going stroke, the presence of the VGs causes the flow to remain attached. Contrary, without VGs the flow is separated for nearly 50% of the airfoil.

In the negative angle of attack region, where \( \alpha_0 = -11^\circ \), more effect of the VG location may be observed. The aerodynamic results are given in Fig. 16(b-d-f-h). The normal and moment coefficient polars already reveal that only VG1 at 20% chordwise position is able to fully suppress dynamic stall and keep the flow attached. All other cases show a clear dynamic stall behaviour and a large hysteresis. This was expected, since the airfoil model with VG1 at 20% in steady-state conditions is the only one that is not stalling at \( \alpha = -18^\circ \).

Since the airfoil with the VGs installed more downstream experiences deeper stall (i.e. a larger part of the flow is separated) at \( \alpha = -18^\circ \), a larger hysteresis is expected, which is clearly visible in Fig. 16(b). With VGs, a higher maximum \( C_n \) is achieved. However, the drop in \( C_n \) as the flow separation moves upstream is more significant compared to the case without VGs. This could be interpreted to be different, as was indicated in the studies with VGs near the leading-edge [25,26].

As soon as the effectiveness of the VGs to overcome the high adverse pressure gradient reduces, the aerodynamic properties approach the results of the clean airfoil. The aerodynamic behaviour of the airfoil with VG1 installed at 30% remains in between the behaviour with VGs installed at 20% (fully attached) and with the VGs installed at 40% (fully separated). The recovery of the deep stall occurs the fastest for the VGs installed most upstream. This observation can be supported by the pressure distributions at \( \alpha = -11^\circ \) shown in Fig. 16(f) and (h), for the up-going stroke and down-going stroke respectively. In the down-going stroke (for decreasing angle of attack), all cases present very similar pressure distributions. For the up-going stroke, where the angle of attack is increasing again, it is clear that in case of the clean airfoil and the airfoil with VG1 at \( x/c = 0.4 \), the flow is separated from 35% on. As the VGs are installed in front of the separation point in clean airfoil case, the flow remains attached.

The size of the VGs already showed to affect the effectiveness of the VGs in steady conditions. As such, it might be possible to also identify an effect in unsteady conditions. In Fig. 17, the normal coefficient polar of the DU17DBD25 airfoil in forced transition conditions is presented. A distinction is made between VG1 and VG2 mounted at various chordwise locations along the span. The results are presented for a dynamically oscillating angle of attack where \( A = 7^\circ \), \( f = 1Hz \) and \( \alpha_0 = 9^\circ \) or \( \alpha_0 = -11^\circ \). By comparing Fig. 17(a–b) with Fig. 17(c–d), one may conclude that the airfoil model equipped with VG1 can suppress the dynamic stall hysteresis significantly more than VG2. VG1 is shedding stronger vortices, mixing the outer flow more with the inner flow and can, thus, prevent separation more than VG2. This is clearly visible in the size of the hysteresis loop, the deep stall angle and the recovery speed. It may be recognised both in the positive and the negative angle of attack range.

Although the purpose of this paper is not to reveal the physical reasons of the favourable effects of the VGs on the dynamic stall behaviour, it is reasonable to expect that the vortices developed by the VGs itself will interact with the boundary layer. The additional momentum transfer of the vortices created by the VGs will delay the stall onset, resulting in a delayed separation of the boundary layer and subsequent formation of the leading-edge vortex [15,28].

In the deep stall regime, where the leading-edge vortex dominates the flow field, the interaction of the VG’s vortices may lead to a prolonged leading-edge vortex growth phase and, thus, a larger vortex. This could explain the increased normal force drop and pitching moment during detachment. The faster recovery may be attributed to the additional mixing and re-energising of the boundary layer due to the VGs. A detailed analysis of this interaction is recommended future investigations to confirm these thoughts.

4. Conclusion

This paper presents an experimental study of a wind turbine airfoil equipped with passive vortex generators undergoing pitch
oscillations. The unsteady behaviour of the aerodynamic properties is analysed, in order to identify the role of VGs in suppressing or preventing dynamic stall.

An experiment is set up in the low speed, low turbulence wind tunnel of the TU Delft. The model has a DU17DBD25 profile, which is specifically designed for a sub-MegaWatt vertical-axis wind turbine. The model is equipped with vortex generators of two different sizes (the VG height is sized with respect to the boundary layer thickness near the stall angle at $x/c = 0.3$) and mounted at different chordwise positions along the span. The aerodynamic properties are analysed in free transition conditions and forced transition conditions by using zig-zag tape at $x/c = 0.05$ on pressure and suction side. Pressure measurements are taken on the airfoil surface and in the wake in steady and unsteady conditions.

The steady polars evidenced that the maximum lift coefficient and corresponding stall angle are the largest for the biggest VGs mounted at the most upstream position (VG1 at $x/c = 0.2$). The bigger VGs generate larger vortices, push more momentum from the external flow into the near-wall flow and thus make the boundary layer more resistant to the adverse pressure gradient that
induces separation. The vortices shed by the VGs positioned closer to the leading edge, have a larger control space. The drag at zero lift increases in presence of the VGs due to the additional profile drag and earlier transition to turbulent flow.

The performance of the wind turbine airfoil in unsteady conditions showed that in attached flow, the hysteresis is small and remains close to the steady polar. The average lift slope decreases with increasing oscillating frequency. In medium-to deep-stall conditions, the hysteresis significantly increases with the oscillating frequencies. The normal coefficient overshoot and corresponding angle of attack is the largest for high frequencies, but it also takes more time to reattach the flow again in the down-going stroke. Introducing vortex generators enables the suppression of dynamic stall and delay the onset as long as the VGs can overcome the high adverse pressure gradient and prevent separation. Therefore, the VG mounting location and height play a significant role. However, as soon as the angle of attack becomes too large, the dynamic stall process is still initiated (and this depends on the VG configuration), the drop in normal coefficient is significantly more severe than in case of a clean airfoil. The VGs do help the flow to reattach quicker.

From this study, it may be concluded that the use of passive VGs in wind turbine applications is highly promising in controlling the unsteady aerodynamic loads. Although VGs introduce an extra drag component, they cause a later onset of dynamic stall. This implies that wind turbines would be able to withstand larger variations in wind speed and direction without entering dynamic stall conditions. Additionally, preventing or at least suppressing dynamic stall will reduce the load variations and, thus, improve the fatigue life. This experimental database is of significant use in developing and calibrating unsteady models. It could be used to evaluate current modelling strategies and derive closure relations for VGs in unsteady flow for integral boundary-layer methods and/or CFD methods. This work could also serve as a basis for revealing the physical reasons of the favourable effects of VGs on the dynamic stall behaviour. This development and understanding is crucial in order to model wind turbines in unsteady conditions and further quantify how VGs affect load variations and the wind turbine design.
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Appendix A. Appendix

Figure A.18. Pictures of the experimental set-up and equipment.

Figure A.19. Experimental lift and drag polar and polars obtained with XFOILVG [52] for DU17DBD25 in free transition with various VG1 configurations.
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