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Abstract

Modern compilers leverage block coverage profile data to carry out downstream profile-guided optimizations to improve the runtime performance and the size of a binary. Given a control-flow graph $G = (V, E)$ of a function in the binary, where nodes in $V$ correspond to basic blocks (sequences of instructions that are always executed sequentially) and edges in $E$ represent jumps in the control flow, the goal is to know for each block $u \in V$ whether $u$ was executed during a session. To this end, extra instrumentation code that records when a block is executed needs to be added to the binary. This extra code creates a time and space overhead, which one would like to minimize as much as possible.

Motivated by this application, we study the minimum coverage instrumentation problem, where the goal is to find a minimum size subset of blocks to instrument such that the coverage of the remaining blocks in the graph can be inferred from the coverage status of the instrumented subset. Our main result is an algorithm to find an optimal instrumentation strategy and to carry out the inference in $O(|E|)$ time. We also study variants of this basic problem in which we are interested in learning the coverage of edges instead of the nodes, or when we are only allowed to instrument edges instead of the nodes.

1 Introduction

Code profiling is an important tool in modern compilers that unlocks downstream analysis and optimizations of binaries based on their run-time behavior. Arguably, the most commonly supported profiling primitive is frequency counts: Given a control-flow graph associated with a function, the compiler injects additional code to record how many times each node (representing a basic block of instructions) or each edge (representing jumps in the control flow) is executed [5, 10]. This profile data can then be used to carry out profile-guided optimization of the binary to improve its run-time performance. For example, one can optimize the layout of basic blocks in memory to decrease the number of instruction cache misses incurred while fetching the code for execution and therefore improve the overall performance of the binary [14, 16, 17]. Another prominent use-case of frequency counts is reducing the size of mobile applications via improved function outlining [8, 13].

In this paper we focus on the computational problem of profiling block coverage. Unlike the frequency profiling in which the goal is to count the frequency of every block, the coverage profiling asks whether a block has been executed during a session. Coverage instrumentation is important for identifying gaps in program test design [3] and is used
to guide optimizations in modern mobile compilers [13]. Given a (directed) control-flow graph $G = (V, E)$ of a function, we add extra instrumentation code that records when a block is executed. While in principle one could use counts to infer coverage, this is not a practical approach as the overhead of instrumenting block frequencies is much higher than the overhead of block coverage\(^1\). Another simple strategy for coverage instrumentation is to add a (boolean) counter at every block. This might however, incur an unnecessary overhead, as not every block needs to be instrumented to determine the coverage status of every block in the function. For example, to learn the coverage of a chain of blocks (all having in- and out-degrees of 1), it is sufficient to instrument the coverage of only one block in the chain. Thus our goal is to minimize the overhead as much as possible. In other words, we want to find a minimum size subset of nodes to instrument such that it is always possible to reconstruct the coverage of all nodes in the graph from the coverage of instrumented ones.

Our main result is an optimal algorithm for the problem (formally defined in Section 2) that finds the smallest set of blocks to instrument and carries out the inference in $O(|E|)$ time. We also study a variant of this basic problem where we are interested in learning the coverage of edges instead of nodes, and another variant where we can instrument edges instead of nodes. For edge-coverage edge-instrumentation we are able to get an optimal algorithm and for vertex-coverage edge-instrumentation we develop an approximation algorithm.

### 1.1 Related Work

Profile-guided optimization is an essential step in modern compilers; we refer to [5, 10, 13, 17] and references thereof for an overview of the field. A classical problem in the area is that of profiling binaries to compute frequency counts. The study of how many basic blocks need to be instrumented to compute frequency counts goes back to the 70’s. Nahapetian [15] determined the necessary number of blocks to instrument via certain reduction rules of the control-flow graph. Knuth and Stevenson [11, 12] provide an alternative interpretation of the algorithm and a proof of optimality. The latter is based on computing the minimum spanning tree in the graph and is a part of most modern instrumentation-based profiling tools.

Ball and Larus [5] define a hierarchy of frequency profiling problems. These problems have two dimensions: what is profiled in the control-flow graph (that is, basic blocks or jumps) and where the instrumentation code is placed (blocks or jumps). They denote the problems as follows. The vertex profiling problem is to determine block frequencies and is denoted by $Vprof(\cdot)$, while the edge profiling problem is to determine jump frequencies and is denoted $Eprof(\cdot)$. Given that one can place counters on blocks or jumps, there are two placement strategies, $Vcnt$ and $Ecnt$. As such there are four problems with known algorithmic results:

- **$Eprof(Ecnt)$**: Solved optimally by Knuth [11] using spanning trees.
- **$Vprof(Vcnt)$**: Solved optimally by Nahapetian and Knuth et al. [12, 15] via a reduction to $Eprof(Ecnt)$.
- **$Eprof(Vcnt)$**: There exist instances where the edge counts cannot be uniquely determined from vertex counts [18], so this problem does not admit an algorithm.

\(^1\)The overhead is higher both in terms of the binary size (a counter typically requires 4 bytes for an integer versus 1 byte for a boolean) as well as time (updating a counter typically requires two extra machine-level instructions to load and increment the count before its value is stored).
• \(V \text{prof}(E)\)\): Ball and Larus [5, Sect. 3.3] provide a characterization of when the set of edges is sufficient for determining all vertex frequencies. However, the complexity of the minimization problem remains open.

Coverage profiling, on the other hand, has received much less attention in the literature and, to the best of our knowledge, has not been thoroughly studied from a theoretical point of view. And while it may be tempting to think that one could use an optimal solution for frequency count instrumentation as a basis for an optimal coverage instrumentation, the examples in Appendix A show that this is not a viable approach since a feasible solution for one problem need not be feasible for the other problem; indeed, the size of the optimal solution for these two problems can differ widely.

Agrawal [3] considers several problems related to test coverage of control-flow graphs. The main focus of the work is to find a small subset of nodes \(S\) such that any set of executions that covers \(S\) also covers all other nodes, which is useful when designing tests. The paper also proposes an algorithm for finding a coverage instrumentation that runs in \(O(|V| |E|)\) time but does not provide a proof that the scheme has minimum size.

Tikir and Hollingsworth [20] propose using dynamic functions to reduce the profiling overhead. Their system periodically removes the instrumentation code that updates the coverage status of covered blocks since further executions do not provide additional information. As part of their system, they propose a linear-time heuristic for finding a coverage instrumentation scheme. However, their algorithm is not optimal and their approach is not technically feasible in some architectures.

Finally, on the practical side, various heuristics for coverage instrumentation have been implemented in compilers [1] but the algorithms have no performance guarantees and may produce sub-optimal results.

2 Problem Statement

Let \(G = (V, E)\) be a directed graph representing a control-flow graph (CFG). We assume \(G\) has two distinct nodes \(s\) and \(t\), called the entry node and the terminal node, such that \(\text{deg}^\text{in}(s) = 0\) and \(\text{deg}^\text{out}(t) = 0\). Furthermore, every node in \(G\) is reachable from \(s\) and every node in \(G\) can reach \(t\) via a (directed) path.

An execution trace of \(G\) is a collection of (not necessarily simple) \(s\)-\(t\) paths. The (full) coverage profile associated with an execution trace is a truth assignment \(C : V \rightarrow \{\top, \bot\}\) where \(C(u) = \top\) if and only if \(u\) is spanned by one of the paths in the execution trace. We let \(C\) be the collection of all coverage profiles induced by some execution trace of \(G\). A partial coverage profile \(C_S\) is the restriction of \(C\) to a subset \(S \subset V\).

A coverage instrumentation scheme consists of a set of nodes \(S \subset V\) and an efficiently computable inference function \(\Psi\) that, given a partial coverage profile defined on \(S\), outputs a full coverage profile. We say that the coverage instrumentation scheme \((S, \Psi)\) is valid if for any valid coverage profile \(C \in C\), we have \(\Psi(C_S) = C\). Finally, we define the size of the scheme to be \(|S|\).

The minimum block coverage instrumentation problem is to select a minimum size coverage instrumentation scheme \((S, \Psi)\). While our main metric for evaluating a scheme is its size, \(|S|\), we also care, as a secondary metric, about the time complexity of both finding the scheme and of evaluating \(\Psi\).

**Example 1.** Consider the following toy instance with \(V = \{v_1, v_2, v_3, v_4\}\) and \(E = \{(v_1, v_2), (v_2, v_4), (v_1, v_3), (v_3, v_4)\}\).
Notice that in this case

\[ C = \{\emptyset, \{v_1, v_2, v_4\}, \{v_1, v_3, v_4\}, \{v_1, v_2, v_3, v_4\}\}. \]

It is easy to see that the optimal solution is \( S = \{v_2, v_3\} \) and for any partial coverage \( C_S \) induced by \( C \in \mathcal{C} \) we have

\[
\Psi(C_S) = \begin{cases} 
C_S \cup \{v_1 \rightarrow \bot, v_4 \rightarrow \bot\} & \text{if } C_S = \{v_2 \rightarrow \bot, v_3 \rightarrow \bot\} \\
C_S \cup \{v_1 \rightarrow \top, v_4 \rightarrow \top\} & \text{o.w.}
\end{cases}
\]

2.1 Our results

While the main focus of this paper is on minimum block coverage instrumentation, we also consider related variants of the main problem where we want to compute edge coverage and/or where we are allowed to instrument edges. Analogously to the hierarchy of Ball and Larus [5] for frequency profiling, this gives rise to four problems, which we denote by \( X\text{-cov} Y\text{-instr} \) for \( X, Y \in \{V, E\} \), where we want to compute coverage data of \( X \) while instrumenting a subset of \( Y \).

Our results for these variants are as follows:

1. \( V\text{-cov} V\text{-instr} \): In Section 4 we give an optimal linear-time algorithm.

2. \( E\text{-cov} E\text{-instr} \): In Section 5 we show a reduction to \( V\text{-cov} V\text{-instr} \).

3. \( E\text{-cov} V\text{-instr} \): In Section 6 we show that it is not possible in general to infer edge coverage from vertex coverage data.

4. \( V\text{-cov} E\text{-instr} \): In Section 7 we give a 2-approximation algorithm.

3 Algorithmic Framework

Before we describe and prove the correctness of our algorithm, we need to develop some basic graph theoretic concepts.

**Definition 1.** For any vertex \( u \in V \) we let

- \( A(u) \) be the set of nodes that can be reached from \( s \) while avoiding \( u \), and
- \( B(u) \) be the set of nodes that can reach \( t \) while avoiding \( u \).

Observe that \( A(s) = \emptyset, u \notin A(u) \cup B(u) \) for any \( u \in V \), and \( B(t) = \emptyset \). Note that we can compute \( A(u) \) and \( B(u) \) in \( O(|E|) \) time for a fixed \( u \in V \) using a modified BFS or DFS search. We state a simple observation about these sets that will be useful later on.

**Lemma 1.** For any two vertices \( u, v \in V \) we have:
v ∈ A(u) or u ∈ A(v), and
v ∈ B(u) or v ∈ B(v).

Proof. Let P be a simple path s-u. If v /∈ P then u ∈ A(v). Otherwise, trim the path to get an s-v path that avoids u, which shows that v ∈ A(u). Thus, proving the first statement. The second statement is proved analogously starting with a u-t path.

3.1 Ambiguous nodes

Definition 2. We say a node u is ambiguous if

• ∃ x ∈ N in(u) ∩ (A(u) ∩ B(u)), and
• ∃ y ∈ N out(u) ∩ (A(u) ∩ B(u)).

Lemma 2. Let (S, Ψ) be a valid scheme then every ambiguous node u ∈ V must belong to S.

Proof. Let x ∈ N in(u) ∩ (A(u) ∩ B(u)); that is, there exist s-x and x-t paths avoiding u. We can concatenate both paths to form an s-t path P_x going through x that avoids u. The same line of reasoning applied to y ∈ N out(u) ∩ (A(u) ∩ B(u)) yields another s-T path P_y going through y avoiding u. Finally, consider concatenating the s-x path, followed by u, followed by the y-T path, and call P_u the resulting s-t path. Figure 1 shows an example instance of what these paths may look like.

Let D and D' be the coverage profiles associated with \{P_x, P_y\} and \{P_x, P_y, P_u\} respectively. Notice that D(v) = D'(v) for v ≠ u and D(u) ≠ D'(u). Therefore, even if we knew the coverage of every nodes in V − u, it is not possible to differentiate between D and D' unless u ∈ S.

It is worth noting that while every ambiguous node must be part of a valid scheme, these nodes by themselves may not form a valid scheme, in which case additional nodes are needed.

Example 2. Consider the following example with V = \{v_1, v_2, v_3\} and E = \{(v_1, v_2), (v_2, v_3), (v_2, v_3)\}.

Figure 1: An example of paths P_x (in red), P_y (in orange), and P_u (in dotted black).
Notice that in this case \( C = \{\emptyset, \{v_1, v_3\}, \{v_1, v_2, v_3\}\}. \)

and \( v_2 \) is the only ambiguous node. However, \( \{v_2\} \) is not enough to distinguish between profiles \( \{v_1 \to \perp, v_2 \to \perp, v_3 \to \perp\} \) and \( \{v_1 \to \top, v_2 \to \perp, v_3 \to \top\} \). Thus another node needs to be instrumented (either \( v_1 \) or \( v_3 \)).

3.2 Forward and backward inference

At the heart of our method is the concept of the forward and backward inference graphs, which we define next.

**Definition 3.** We say that a node \( u \in V \) is forward inferable if \( N^{\text{out}}(u) \setminus A(u) \neq \emptyset \) and \( N^{\text{out}}(u) \cap (A(u) \cap B(u)) = \emptyset \). And we define the forward inference graph \((V, F)\) where \((u, v) \in F \) if \( u \) is forward inferable and \( v \in N^{\text{out}}(v) \setminus A(u) \).

**Definition 4.** We say that a node \( u \in V \) is backward inferable if \( N^{\text{in}}(u) \setminus B(u) \neq \emptyset \) and \( N^{\text{in}}(u) \cap (A(u) \cap B(u)) = \emptyset \). And we define the backward inference graph \((V, D)\) where \((u, v) \in D \) if \( u \) is backward inferable and \( v \in N^{\text{in}}(u) \setminus B(u) \).

Notice how the edges in the backward inference graph reverse the direction of the input graph edges that are used to make the inference. This is because we want the inference graphs to capture the precedence constraints needed to make the inferences.

**Lemma 3.** Suppose that \( u \) is forward (backward) inferable, and let \( X \) be the set of successors of \( u \) in the forward (backward) inference graph. Let \( C \) be a valid coverage profile, then

\[
\bigvee_{u \in X} C(u) \equiv C(v).
\]

**Proof.** We prove the forward inference case only as the backward inference case is analogous. Let \( P \) be an \( s-t \) path going through a vertex \( v \in X \). Since \( X \) is non-empty, we know that such a path exists. Since \( X \cap A(u) = \emptyset \), it follows that \( u \in P \). Therefore, if \( C(v) = \top \) then \( C(u) = \top \).

Now let \( Q \) be an \( s-t \) path going through \( u \) and let \( v \) be the vertex right after the last occurrence of \( u \) in \( Q \). This means that \( v \in N^{\text{out}}(u) \cap B(u) \). Since \( u \) is inferable, it follows that \( v \notin A(u) \). Therefore, if \( C(u) = \top \) then \( \exists v \in X : C(v) = \top \).

An inference scheme is a partition \((\alpha, \phi, \beta)\) of \( V \) into three parts where \( \alpha \) is the set of instrumented nodes, \( \phi \) is the set of forward inferable nodes, and \( \beta \) is the set of backward inferable nodes.

The inference graph associated with an inference scheme \((\alpha, \phi, \beta)\) is the directed graph \( H \) where for each \( u \in \phi \), \( \delta^{\text{out}}_H(u) \) is the set of forward inference edges out of \( u \), and for each \( u \in \beta \), \( \delta^{\text{out}}_H(u) \) is the set of backward inference edges out of \( u \). We say the scheme is valid if its associated inference graph \( H \) is acyclic.

Finally, we associate with an inference scheme \((\alpha, \phi, \beta)\) a coverage instrumentation scheme \((S, \Psi)\) where \( S = \alpha \) and \( \Psi(C_S) \) is the result of starting from the partial coverage profile \( C_S \) and and iteratively applying **Lemma 3** to those nodes in \( \phi \cup \beta \) in inverse topological order \( v_1, v_2, \ldots, v_n \) in \( H \) (edges go from right to left).

**Lemma 4.** Given a valid inference scheme \((\alpha, \phi, \beta)\), its associated coverage instrumentation scheme \((S, \Psi)\) is also valid. Furthermore, for any coverage profile \( C \), the function \( \Psi(C_S) \) can be evaluated in \( O(|E|) \) time given the inference graph \( H \).
Lemma 3. The correctness rests on the fact that we can always apply Lemma 3 at each step because all the outgoing neighbors of \( v_i \) in the inference graph upon which \( v_i \) depends for its inference have been already processed earlier because the order of processing is inverse topological order.

To see the claim about the time complexity of evaluating \( \Psi \), we note that computing the needed topological order can be done in \( O(|E|) \) time and that once we have that the iterative process also runs in linear time.

Our approach is to show that there always exists an inference scheme \((\alpha, \phi, \beta)\) that induces an optimal coverage instrumentation scheme. And that such scheme can be computed efficiently in \( O(|E|) \) time.

4 Optimal \( V \)-coverage \( V \)-instrumentation

In this section we design an algorithm to compute an optimal coverage instrumentation scheme. For now, we are only concerned about its correctness and leave time complexity considerations for later. To this end, we study the cycle structure of inference graphs, which we will leverage to design our algorithm.

Lemma 5. The forward (backward) inference graph is acyclic.

Proof. We give the proof for the forward inference graph as the proof for backward inference is analogous.

Suppose, for the sake of contradiction, that the graph has a cycle \( v_1, v_2, \ldots, v_k \). For some \( i \), there must exist an \( s - v_i \) path that avoids the rest of the cycle. This means that \( v_i \in A(v_j) \) for all \( j \neq i \). But since \( (v_{i-1}, v_i) \) is a forward inference edge, this means that \( v_i \in \text{N}_{\text{out}}(v_i) \setminus A(v_{i-1}) \), which implies \( v_i \in A(v_{i-1}) \). Contradicting our assumption.

Lemma 6. Let \( H \) be the union of the forward and backward inference graphs. Then every simple cycle in \( H \) has at most two nodes.

Proof. First, we note that because of Lemma 5, it must be the case that the cycle uses edges from both the forward and the backward inference graphs. That is, for some even \( \ell \), there are nodes \( u_0, u_1, \ldots, u_{\ell-1} \in C \) such that the segment of the cycle from \( u_i \) to \( u_{i+1} \) is made up of forward edges if \( i \) is even and backward edges if \( i \) is odd; in this context, we use the notation \( u_\ell = u_0 \).

First, let us consider the case where we alternate from forward to backward more than once; that is, \( \ell > 2 \). Without loss of generality suppose that there exists a \( s - u_0 \) path avoiding all other \( u_2, u_4, \ldots \) (we can always relabel the nodes so that is the case). In particular, this means that there exists a path \( P \) from \( s \) to \( u_1 \) via \( u_0 \) that avoids \( u_2 \). This in turn means that there exists a backward inference edge \((x, y)\) along the segment of the cycle from \( u_1 \) to \( u_2 \) such that \( x \in A(y) \) which contradicts the definition of backward inference edge.

Now, let us consider the case where we alternate only once; that is, \( \ell = 2 \). Suppose that one of the two segment, say \( u_0 - u_1 \) has two or more edges. Then we take a path from \( s \) to \( u \) (which must avoid at least the node ahead of \( u_0 \) in the cycle) and then follow the edges in the input graph inducing the reverse edges in the segment \( u_1 - u_0 \). It follows that there must exists a forward inference edge \((x, y)\) along the segment \( u_0 - u_1 \) such that...
Lemma 6. We know that $y \in A(x)$, which contradicts the definition of forward edge. The case when the long segment is made up of backward inference edges is handled in the similar fashion.

The only case that remains to consider is when alternate only once and the segments $u_0\rightarrow u_1$ and $u_1\rightarrow u_0$ consist of a single edge. In this case the cycle consists of only two nodes, as prescribed by the lemma statement.

A simple consequence of Lemma 6 is that a connected component in the union of the forward and backward inference graphs has a tree-like structure where every edge in the tree induces a pair of anti-parallel edges in the connected component. Our ultimate goal is to select an inference scheme that breaks these cycles by judiciously choosing to do either forward or backward inferences or by instrumenting additional nodes. Before we can do that, we need to better understand the structure of these connected components.

Lemma 7. Let $H$ be the union of the forward and backward inference graphs and $C$ be a connected component in $H$. Then $C$ induces a directed path in the forward inference graph, and the reverse paths in the backward inference graph. There are no further edges in $H[C]$.

Proof. As already explained connected components are made up of a collection of pairs of anti-parallel edges connected forming a tree-like structure. If the structure is not a tree then there must exists a node that has two incoming forward edges or two outgoing forward edges. Let us consider the former case; namely, there exists two forward edges $(x, u)$ and $(y, u)$. From Lemma 1 we know that $x \in A(y)$ or $y \in A(x)$; suppose without loss of generality the former is true. That is, there exists an $s$-$x$ path that avoids $y$, which we can extend by appending the edge $(x, u)$ thus showing that $u \in A(y)$. But this contradicts the fact that $(y, u)$ is a forward inference edge.

Now let us consider the case where there exists two forward inference edges $(u, x)$ and $(u, y)$, or equivalently, that $(x, u)$ and $(y, u)$ are backward inference edges. From Lemma 1 we know that $x \in B(y)$ or $y \in B(y)$; suppose without loss of generality the former is true. That is, there exists a $x$-$t$ path that avoids $y$, which we can extend by pre-pending the edge $(u, x)$ and so $u \in B(y)$. But this contradicts the fact that $(y, u)$ is a backward inference edge.

Therefore, the tree-like structure of $C$ must be a path and must consist of one forward inference path and the reversed backward inference path. Otherwise, we are back the cases we just ruled out.

Everything is in place to state our algorithm optimal-instrumentation. Remember our goal is to construct an inference scheme $(\alpha, \phi, \beta)$. As a first step we identify all ambiguous nodes in $G$ and add them to $\alpha$. Then build the union of the forward and backward inference graphs and compute its connected components. Each connected component $C$ consists of a forward inference path $v_1, v_2, \ldots, v_k$ and a backward inference path $v_k, v_{k-1}, \ldots, v_1$. For a trivial component where $k = 1$, if $v_1$ is ambiguous, there is nothing to do; otherwise, we add it to $\phi$ or $\beta$ depending on whether if forward or backward inferable (if both options are possible, pick one arbitrarily.) For non-trivial components where $k > 1$, if $v_1$ happens to backward inferable (from nodes outside the component) then add $C$ to $\beta$. Otherwise, if $v_k$ happens to be forward inferable (from nodes outside the component) then we add $C$ to $\phi$. Finally, if neither $v_1$ is backward inferable or $v_k$ is forward inferable, we add $v_1$ to $\alpha$ and $\{v_2, \ldots, v_k\}$ to $\beta$. The output of the algorithm is the coverage instrumentation scheme $(S, \Psi)$ associated with $(\alpha, \phi, \beta)$.

Theorem 1. optimal-instrumentation returns a valid $V$-coverage $V$-instrumentation scheme that has minimum size.
Figure 2: An example showing the paths that certify the need to instrument at least one block inside a connected component $C = \{v_1, \ldots, v_k\}$: Paths $P_x$ (in red), $P_y$ (in blue), and $P_C$ (in dotted black).

**Proof.** First we show that $(\alpha, \phi, \beta)$ is a valid inference scheme. This boils down to arguing that the inference graph associated with the inference scheme is acyclic. Because of the special structure of the connected components in the union of the forward and backward inference graphs, and the way each component is dealt with, we are guaranteed that no cycles are present in the inference graph. Therefore, the inference scheme is valid. **Lemma 4** guarantees that the associated coverage instrumentation scheme is also valid.

Finally, we argue that the scheme has minimum size. In **Lemma 2** we already argued that any valid instrumentation must use all ambiguous nodes. Let $C$ be a connected component where our solution instruments the head of the component. Let us argue that a coverage instrumentation scheme that does not instrument a single node in $C$ must be invalid. The argument is similar but applied to the first node in $C$ (that is not backward inferable) and the last node in $C$ (that is not forward inferable).

Let $x \in N^{in}(v_1) \cap (A(v_1) \cap B(v_1))$; that is, there exist $s$-$x$ and $x$-$t$ paths avoiding $v_1$. We can concatenate both paths to form an $s$-$t$ path $P_x$ going through $x$ that avoids $v_1$. This line of reasoning applied to $y \in N^{out}(v_k) \cap (A(v_k) \cap B(v_k))$ yields another $s$-$t$ path $P_y$ going through $y$ avoiding $v_k$. It’s not hard to see that both paths avoid $C$ altogether. Finally, consider concatenating the $s$-$x$ path, followed by $C$, followed by the $y$-$t$ path, and call $P_C$ the resulting $s$-$t$ path. **Figure 2** shows an example instance of what these paths may look like.

Let $D$ and $D'$ be the coverage profiles associated with $\{P_x, P_y\}$ and $\{P_x, P_y, P_C\}$ respectively. Notice that $D(v) = D'(v)$ for $v \notin C$ and $D(v) \neq D'(v)$ for all $v \in C$. Therefore, even if we knew the coverage of every nodes in $V \setminus C$, it is not possible to differentiate between $D$ and $D'$ unless we instrument at least on node in $C$. \hfill \Box

### 4.1 Time complexity

Finally, we turn our attention to the time complexity of our algorithm.

**Theorem 2.** Optimal-instrumentation can be implemented to run in $O(|E|)$ time.

**Proof.** Note that if we could perform $O(1)$-time membership queries over the $A$ and $B$ sets, then the rest of the algorithm can be implemented to run in linear time: computing the forward and backward inference graphs, identifying the strongly connected components in the union of those graphs, and deciding on the instrumentation of those components can also be done in $O(|E|)$ time.
We focus our attention on implementing membership queries of the sets \( \{ A(u) : u \in V \} \), as queries on the set \( \{ B(u) : u \in V \} \) can be implementing in a similar way by reversing the direction of the edges and using the terminal \( t \) as the entry node.

We use dominator trees [19], which offer a compact representation of the dominance relation: a node \( x \) dominates a node \( y \) if and only if all paths from the entry node to \( y \) go through \( x \). The dominator tree is an out-branching rooted at the entry node such that if \( x \) dominates \( y \) if and only if \( y \) is a descendant to \( x \). While the naive algorithm for computing a dominator tree takes \( O(|V|^2) \) time, more efficient \( O(|E|) \)-time algorithms exist [4, 6, 7, 9].

Notice that \( v \in A(u) \) if an only if \( u \) does not dominate \( v \). This, testing if \( v \in A(u) \) can be translated of the query of whether \( u \) is not an ancestor of \( v \) in the dominator tree. This last task can be one in \( O(1) \) time if we allow \( O(|V|) \) time to pre-process the dominator tree using standard techniques.

\[ \text{5 Optimal \( E \)-coverage \( E \)-instrumentation} \]

In this section we show a reduction from an instance of \( E \text{-cov} \) \( E \text{-instr} \) to an instance of \( V \text{-cov} \) \( V \text{-intr} \) such that an optimal solution for the latter can be transformed into an optimal solution for the former.

Given an input graph \( G = (V, E) \), we construct an auxiliary graph \( H \) by subdividing every edge in \( E \). In other words, \( H = (V \cup V_E, A) \) where \( V_E = \{ v_e \mid e \in E \} \) and

\[ A = \bigcup_{e = (u, v) \in E} \{ (u, v_e), (v_e, v) \}. \]

The first thing to note is that solving the \( V \)-coverage \( V \)-instrumentation problem in \( H \) yields a solution to the problem of learning the coverage of both \( V \) and \( E \) by instrumenting a subset of \( V \) and a subset of \( E \). This is not exactly the problem we want to solve, but as we shall shortly argue, there is no additional cost in learning the coverage of \( V \), and that even though we have the freedom of instrumenting vertices in \( V \), we can always find an optimal solution that only instruments a subset of \( E \).

\textbf{Lemma 8.} Suppose we knew the coverage status in \( H \) of every vertex in \( V_E \), then we can infer the coverage status of the remaining vertices in \( V \).

\textit{Proof.} For every vertex \( u \in V \), the coverage status of \( u \) equals the disjunction of the coverage status of edges incident on \( u \).

Therefore, the cost of a vertex-coverage vertex-instrumentation in \( H \) is the same as the cost doing a vertex-instrumentation to learn the coverage of only \( V_E \). With that out of the way, let us now reason about the vertices in \( H \) that the optimal solution instruments.

\textbf{Lemma 9.} For any \( u \in V \), the corresponding node in \( H \) is never ambiguous.

\textit{Proof.} This is because the vertices in \( N^\text{in}_H(u) = \{ v_{(u,x)} : x \in N^\text{in}_G(u) \} \) only have \( u \) as a successor, so \( N^\text{in}_H(u) \cap B_H(u) = \emptyset \). Similarly, \( N^\text{out}_H(u) = \{ v_{(u,x)} : x \in N^\text{out}_G(u) \} \) only have \( u \) as a predecessor, so \( N^\text{out}_H(u) \cap A_H(u) = \emptyset \).

This means that the only way that when running algorithm \textsc{optimal-instrumentation} on \( H \) we instrument a vertex \( u \in V \) is that the node is part of a connected component \( C \) that needs to be instrumented. We use the following observation to replace each of those vertices with an equivalent edge.
**Lemma 10.** Let $C$ be a strongly connected component in the inference graph of $H$ with $|C| \geq 2$. Then $C$ consists in a path alternating between vertices in $V$ and $V_E$.

**Proof.** By Lemma 7 $C$ is a path in $H$. Notice that $H$ is a bipartite graph with shores $V$ and $V_E$. Therefore, since every path in $H$ must alternate between $V$ and $V_E$, so does $C$. \qed

Let $S$ be an optimal vertex-coverage vertex-instrumentation for $H$. If $S \cap V = \emptyset$ then we are done as $S \subset E_V$, since this corresponds to a pure $E$-instrumentation in $G$. Otherwise, if $u \in S \cap V$ then by Lemma 9, it must be that $u$ belongs to some strongly connected component $C$ with $|C| \geq 2$ in the inference graph of $H$. Finally, we swap out $u$ from $S$ with another vertex in $C \cap V_E$, which by Lemma 10 we are guaranteed to exist.

Even easier, we can implement optimal-instrumentation to avoid inadvertently picking a vertex from $V$ when trying to instrument each connected component. Let reduction-coverage be the algorithm that applies this modified optimal-instrumentation to $H$. Putting everything together we get:

**Theorem 3.** reduction-coverage return an optimal instrumentation scheme for edge-coverage edge-instrumentation in $O(|E|)$ time.

### 6 Impossibility of $E$-coverage $V$-instrumentation

Let $G$ be a layered graph with the following layers $\{v_1\}$, $\{v_2, v_3\}$, $\{v_4, v_5\}$, and $\{v_6\}$, and where every layer is fully connected to the next as shown in Figure 3.

Consider two execution traces in $G$:

$$\{(v_1, v_2, v_4, v_6), (v_1, v_3, v_5, v_6)\} \text{ and } \{(v_1, v_2, v_5, v_6), (v_1, v_2, v_5, v_6)\}.$$ 

These two execution traces have have different edge coverage profile. However, they share the same vertex coverage profile, so it is impossible to differentiate between the two only using this data.

### 7 Approximate $V$-coverage $E$-instrumentation

In this section we develop a 2-approximation algorithm for the problem of learning the coverage status of vertices using edge coverage instrumentation. Our algorithm is based on the following observation about ambiguous vertices.
Lemma 11. Let \( u \in V \) be an ambiguous vertex. Let \( X = N^{in}(u) \cap (A(u) \cap B(u)) \) and \( Y = N^{out}(u) \cap (A(u) \cap (B(u))) \). Then every valid edge instrumentation scheme must instrument either \((X, u)\) or \((u, Y)\).

Proof. First we note that both \( X \) and \( Y \) are non-empty by virtue of \( u \) being ambiguous. Now suppose that there exists \( x \in X \) and \( y \in Y \) such that we do not instrument edges \((x, u)\) or \((u, y)\). Using the same logic (and the same example as in Figure 1) we can conclude that there exists two execution traces that only differ in the coverage status of these two edges and \( u \). Thus, if we assume that the instrumentation scheme is valid, it must be the case that we either instrument every edges in \((X, u)\) or \((u, Y)\).

Our strategy is to instrument the set \((X, Y)\) with minimum cardinality. Notice that our choice is locally optimal in the sense that the optimal solution needs to instrument at least that many edges incident on \( u \).

We use the same concept of inference graph that we developed in Section 3. By Lemma 7 we know that the only cycles present in the inference graph are induced by the edges of a directed path in the input graph. Following the same argument we used in Theorem 1, we get that if we do not instrument a single edge incident on the vertices in the path it is not possible to infer their coverage status. On the other hand, instrumenting a single edge along the path is enough to infer status of the whole chain. Again, our choice is locally optimal.

We call this algorithm local-instrumentation. The next theorem bounds the approximation ratio it can attain.

Theorem 4. Local-instrumentation returns a valid \( V \)-coverage \( E \)-instrumentation scheme that is 2-approximate.

Proof. The validity of the scheme follows from the observations already made. We use the local ratio technique to argue that it is a 2-approximation. For each ambiguous node \( u \) we construct an edge weight function \( w \) where

\[
w(e) = \begin{cases} 
1 & u \in e \\
0 & \text{o.w.}
\end{cases}
\]

For strongly connected components \( C \) in the inference graph, we similarly defined an edge weight function \( w \) where

\[
w(e) = \begin{cases} 
1 & \exists u \in C : u \in E \\
0 & \text{o.w.}
\end{cases}
\]

Let \( w_1, w_2, \ldots \) be the edge functions defined in this way. Furthermore, let \( F \) be the edges our algorithm decides to instrument and \( O \) be the edges instrumented by an optimal solution. It follows that

\[
|S| \leq \sum_i w_i(S) \leq \sum_i w_i(O) \leq 2|O|,
\]

where the last inequality follows from the fact that every edge \((u, v) \in O\) can contribute to the weight of the edge function defined for \( u \) and for \( v \).
8 Conclusion

This paper provides a thorough theoretical study of the minimum coverage instrumentation problem. Although we are able to provide definite answers to some of the variants considered, there are several problems worth studying that remain open:

- What is the computational complexity of $V$-coverage $E$-instrumentation?
- In certain applications, one might be interested in learning the coverage status of a subset of the nodes, $S \subseteq V$. Given such a subset, we can define the $S$-coverage problem in the natural way: find the minimum subset of nodes (or edges) to instrument in order to be able to infer coverage of $S$. What is the computational complexity of the problem?
- In this paper, we focused on control-flow graphs that have a source node and a terminal node such that all executions start at the source and end at the terminal. However, compilers also operate with other types of graphs, such as call graphs, which represent calls between different functions in a binary. Such a graph does not necessarily have a terminal node (for programs running continuously) and functions return control to the caller when they are done (which is not captured in our model). It would be interesting to adjust the model and the algorithms for such an application.

We conclude by mentioning that algorithm optimal-coverage has been implemented in the open-source LLVM compiler project [2]. An extensive evaluation on real-world benchmarks indicates that only $\approx 60\%$ of basic blocks need to be instrumented.
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A Examples

In this section we consider an example control-flow graphs where the size of the optimal solution for coverage instrumentation and frequency count instrumentation differ.

**Example 3.** Let $G$ consist of a path $v_1, v_2, \ldots, v_k$ with self loops at every node. We claim that the size of the optimal block coverage instrumentation of $G$ is 1, whereas the size of its optimal block frequency count instrumentation is $k$.

Indeed, it is easy to see that the optimal solution for block coverage instrumentation requires a single block as the coverage status of all blocks must be always the same. On the other hand frequency counter instrumentation requires every single block since the self-loops effectively mean that the number of time each block is executed is independent from the other blocks.
Example 4. Let $G$ be a series parallel graph resulting from doing a serial composition of the diamond graph in Example 1 with itself $k$ times; namely, the graph is a sequence of diamonds as the one shown below. We claim that the optimal block coverage solution has size $2k$ whereas the optimal frequency count instrumentation has size $k + 1$.

Indeed, all the vertices with in-degree 1 are ambiguous and there are $2k$ such vertices (2 vertices per diamond block). On the other hand, instrumenting the entry node plus a single node with in-degree 1 per diamond is enough to recover the counts of all nodes.