Interval Valued Fuzzy Soft Sets and Algorithm of IVFSS Applied to the Risk Analysis of Prostate Cancer
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ABSTRACT
In the past two decades, the frequent usage of computers has been observed as it has advanced and has aided us in several fields including medical. In the following study, we deduce an algorithm by deriving results from the correlation of prostate specific antigen (PSA), prostate volume (PV), PSA density, and the age of the already diagnosed prostate cancer patients and patients under consideration. This algorithm helps us develop a calculator that will determine the potential cancer risk and chances of BPH as well.
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1. INTRODUCTION
Several fields corresponding to medical, engineering, economics, etc., require more than ordinary mathematical approach. The numerical model in itself is quite inordinate and a solution cannot be produced without setting appropriate parameters. Various decision-making theories have been devised over time to tackle ambiguous concepts where the numerical methodologies are not sufficient to provide a suitable basis to solve a certain problem in question. By default, we use crisp set theory where a attribute can either exist or it cannot (true or false).

One of the most important milestones in the quest to tackle doubt inducing scenarios is the fuzzy set theory put forward by Zadeh[1]. The usage of FST is quite common in fields corresponding to medical, engineering, economics and other practical applications. The fuzzy set theory has the basis on a membership function assigned within the interval [0, 1] which is further briefed in this study. The membership function helps us deduce the membership degree of an element corresponding to a set within which it is located. A fuzzy set can be determined by its membership function. FST has been popularized due to its usage in different scenarios. There exists a hurdle to its diversity in applications however, the deficiency of parameters hurts this theory [2]. Molodtsov [2] introduced a new theory to solve problems which present ambiguity. Molodtsov displayed that his theory aids in several applications such as game theory, Riemann-integration, Perron-integration, etc. Moldotsov’s presented theory does not suffer from the same deficiency of parameters as others prior to it do. Soft sets can be portrayed in Boolean-valued information system. Later on, Maji et al. [3] presented a hybrid of the fuzzy sets and soft sets i.e. fuzzy soft set theory. The theory was further developed by Irfan Ali and Shabir [4]. Feng et al. addressed the usage of fuzzy soft sets by introducing the concept of level soft sets of fuzzy soft sets [5]. Feng et al. provided the idea of amalgamating soft sets, fuzzy sets and rough sets. [6]. Noticing the unrealistic standards in FSS, Yang introduced the concept of IVFSS [7]. IVFSS is more flexible in multi-criteria decision-making scenarios and is more helpful when the data set has a significantly large scale.

Prostate cancer is one of the most common cancers among men. It is influenced by various factors such as family cancer history, ethnicity and most importantly the PSA level. PSA testing is the first step in diagnosis for potential patients. [8-10]. But taking PSA levels as the standalone basis for diagnosis is unreliable as high PSA levels could also be an indication of benign prostate hyperplasia (BPH). The precise measures for determining prostate cancer is prostate biopsy. Results of PSA test, rectal examination and transrectal observations helps the doctor decide the necessity of prostate biopsy. [11-13]. Prostate Biopsy, however, can cause complications and comes with a high cost. Hence some patients skip it all together. There have been several studies and research works performed for determining prostate cancer risk and distinguishing it from BPH. FES is a rule-based fuzzy expert system utilizing values of PSA, PV and age of the patient to help a doctor determine the need of prostate biopsy [14]. Keles et al. [15] created a neuro-fuzzy classifier for diagnosis of prostate cancer and BPH. This is important as it helps in differentiating the two since the symptoms can be quite similar. Saritas et al. [16] produced an artificial neural network to be used as prognosis for prostate cancer risk by taking tPSA, tPSA and age data as input. Researchers [25-33] are doing research in soft set theory and use it in decision making problems.

The following study uses FSST and IVFSST to determine the impact factors of age, PSA, PV and PSA density in prostate cancer risk. Using the results from our study, we devise an artificial neural network to be used as a prognosis tool. The numerical model in itself is quite inordinate and a solution cannot be produced without setting appropriate parameters. Various decision-making theories have been devised over time to tackle ambiguous concepts where the numerical methodologies are not sufficient to provide a suitable basis to solve a certain problem in question. By default, we use crisp set theory where a attribute can either exist or it cannot (true or false).

2. PREREQUISITES
Fuzzy Set: Declare a universal set U and a fuzzy set X ⊆ U. The set X will be written as

\[ X = \{ (x, \alpha_x(x)) \mid x \in U \} \]

Such that

\[ \alpha_x : U \rightarrow [0,1] \]
\[ \alpha_X(x) \] describes the membership percentage of \( x \in X \). A fuzzy set can be compared to crisp sets, soft sets, IVFSs and IVFSSs.

**Soft Set:** Consider a universal set \( U \) with set of parameters \( E \). Using this combination, we can declare a soft universe \((U,E)\). The power set of \( U \) written as \( P(U) \) consists of all the subsets of \( U \). A soft set within this universe can be written as \((F,E)\) where

\[ F : E \to P(U) \]

Hence soft set is the set of subsets of \( P(U) \) subject to certain parameters.

**Fuzzy Soft Set:** Similarly we can declare a fuzzy soft set within this universe. Let \( I(U) \) be set of all fuzzy subsets. A fuzzy soft set can be defined as \((F,E)\) where

\[ F : E \to I(U) \]

In fuzzy soft sets, each subset, subject to a parameter, is granted a membership percentage.

**Interval-Valued Fuzzy Set:** In the same universe, let \( X \) be a IVFS such that

\[ X : U \to Interval([0,1]) \]

Interval \(([0,1])\) indicates set of all closed sub-intervals and all the IVFSs are contained within \( P(U) \). For one such IVFS \( X \),

\[ (F,E) = \{ e_1 = \{v_1,v_2\}, e_2 = \{v_1\}, e_3 = \{v_1,v_2,v_3\}, e_4 = \{v_1,v_2,v_3\}, e_5 = \{v_1\} \} \]

consider \( x \in U \) then

\[ \alpha_X(x) = [\alpha_{X(LL)}(x), \alpha_{X(UL)}(x)] \]

denotes the membership degree of \( x \) in \( X \). \( \beta_{X(LL)}(x) \) represents the lower and \( \beta_{X(UL)}(x) \) the upper degree of membership \( x \).

where \( 0 \leq \beta_{X(LL)}(x) \leq \beta_{X(UL)}(x) \leq 1 \)

**Interval-Valued Fuzzy Soft Set:** Take \((F,E)\) as an IVFSS over the same soft universe then the set of parameter membership functions of the following set can be defined as

\[ \alpha_{(F,E)} = \{ \alpha_{(F,E)}^p \mid p \in E \} \]

The functions contained within this set are defined as:

\[ \alpha_{(F,E)}^p(t,t) \in [0,1] \]

**Example:** Suppose you are to purchase a laptop for your office work, home use and/or gaming. You want to ensure that this laptop is both reliable and comes cheap but you don’t want to compromise on the other set of features i.e. powerful CPU, GPU, enough storage, sufficient RAM and portability. Let the set of laptops available be \( U = \{v_1,v_2,v_3,v_4,v_5,v_6,v_7\} \) and the set of features/parameters be \( E = \{e_1,e_2,e_3,e_4,e_5,e_6,e_7\} \). The soft set \((F,E)\) displaying the existence of the said features within the vehicles available is as follows:-

| F(e1) | F(e2) |
|-------|-------|
| \{v1,v3\} | \{v4\} |

This can be represented in tabular form to provide further clarity of the tradeoff for each vehicle.

\[
\begin{array}{cccccccc}
  e_1 & e_2 & e_3 & e_4 & e_5 & e_6 & e_7 \\
  v_1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
  v_2 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
  v_3 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
  v_4 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
  v_5 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
  v_6 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
  v_7 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
\end{array}
\]

This certainly proves useful to some extent as we observe the presence and absence of features in the product. However, some features are not completely lost to a product and tend to be present to a certain degree. This is where it is better to use FSS to represent a certain scenario. Suppose a fuzzy soft set \((F,E)\) displays the assumed membership degree of the features in each laptop i.e.

\[
\begin{array}{cccccccc}
  e_1 & e_2 & e_3 & e_4 & e_5 & e_6 & e_7 \\
  v_1 & 0.7 & 0.3 & 0 & 0.6 & 0 & 0.7 & 0 \\
  v_2 & 0.3 & 0 & 0.8 & 0 & 0 & 0.9 & 0.3 \\
  v_3 & 0.5 & 0 & 0.3 & 0.4 & 0 & 0.2 & 0.2 \\
  v_4 & 0.4 & 0.9 & 0.2 & 0.9 & 0 & 0 & 0.4 \\
  v_5 & 0 & 0.2 & 0.9 & 0.7 & 0 & 0 & 0 \\
  v_6 & 0.1 & 0 & 0 & 0 & 0.9 & 0 & 0.5 \\
  v_7 & 0 & 0.4 & 0 & 0.3 & 0.8 & 0 & 0 \\
\end{array}
\]

We observe that this increases our options and hence we can put more thought into our needs and wants. Now, although FSS provides us with ideal numbers for each feature, it is not always viable to assign a single value to a feature as one cannot be too sure. In such scenario, IVFSS is more feasible. IVFSS enables us to determine intervals within \([0,1]\) which can be attributed to each feature within our product. Additionally, some features
can not be evaluated objectively, so we can still determine their value in subjective matters. Let the membership degrees be
\[ F(e1) = [(v1, [0.4,0.7]), (v2, [0.3,0.5]), (v3, [0.4,0.1]), (v6, [0.1]) ] \]
\[ F(e2) = [(v1, [0.1,0.3]), (v4, [0.6,0.9]), (v5, [0.2,0.1]), (v7, [0.1,0.4]) ] \]
\[ F(e3) = [(v2, [0.5,0.8]), (v3, [0.3,0.5]), (v4, [0.1,0.2]), (v5, [0.5,0.9]), (v7, [0.7,1.1]) ] \]

\[ \text{Null Soft Set} [17]: \text{Consider (F, A), a soft set in U if } \forall a \in A, F(a) = \phi \text{ then (F, A) is a null soft set.} \]

\[ \text{Absolute Soft Set}[17]: \text{Let (F, A) be a soft set over U then if } \forall a \in A, F(a) \subseteq U \text{ then (F, A) is an absolute set.} \]

\[ 2.1. \text{ Soft Subset} [6]: \text{Consider two soft sets in U, (F, A) and (G, B). (F, A) \subseteq (G, B) if A \subseteq B and } \forall a \in A, F(a) \subseteq G(a). \text{ Similar to crisp set theory, if (F, A) \subseteq (G, B) and (G, B) \subseteq (F, A) then (F, A) = (G, B).} \]

\[ 2.2. \text{ AND Product: The AND product of two soft sets (F, A) and (G, B) is denoted by } (F, A) \cap (G, B) \text{ such that } (F, A) \cap (G, B) = (P(a), b_j) \text{ where } a_s, b_j \in A \times B. \]

\[ 2.3. \text{ OR Product: The OR product of two soft sets (F, A) and (G, B) is denoted by } (F, A) \cup (G, B) \text{ such that } (F, A) \cup (G, B) = (P(a), b_j) \text{ where } a_s, b_j \in A \times B. \]

\[ 2.4. \text{ Union}[17]: \text{The union of two soft sets (F, A) and (G, B) is denoted by } (F, A) \cup (G, B) \text{ and if } (H, C) = (F, A) \cup (G, B) \text{ then } c \in C = A \cup B, \text{ also } \forall c \in C \]

\[ H(c) = \begin{cases} F(c) & \text{if } c \in A - B \\ G(c) & \text{if } c \in B - A \\ F(c) \cup G(c) & \text{if } c \in A \cap B \end{cases} \]

\[ 2.5. \text{ Intersection}[18]: \text{The two most common types of Intersections for soft sets are:}\]

\[
\begin{array}{ccccccc}
  e_1 & e_2 & e_3 & e_4 & e_5 & e_6 & e_7 \\
  v_1 & [0.4,0.7] & [0.1,0.3] & 0 & [0.3,0.6] & 0 & [0.3,0.7] & 0 \\
  v_2 & [0.3,0.5] & 0 & [0.5,0.8] & 0 & 0 & [0.5,0.9] & [0.1,0.3] \\
  v_3 & [0.1,0.4] & [0.6,0.9] & [0.1,0.2] & [0.5,0.9] & 0 & 0 & [0.1,0.4] \\
  v_4 & [0.6,0.8] & [0.7,0.9] & 0 & 0 & 0 & 0 & 0 \\
  v_5 & [0.1,0.4] & [0.7,0.1] & [0.1,0.3] & [0.6,0.8] & 0 & 0 & 0 \\
  v_6 & [0.4,0.7] & [0.1,0.3] & 0 & [0.3,0.6] & 0 & [0.3,0.7] & 0 \\
  v_7 & [0.3,0.5] & 0 & [0.5,0.8] & 0 & 0 & [0.5,0.9] & [0.1,0.3] \\
\end{array}
\]

1. Restricted intersection of two soft sets (F, A) and (G, B) is denoted by \( (F, A) \cap (G, B) \) and if \( (H, C) =(F, A) \cap (G, B) \) then \( e \in C = A \cap B \), also \( \forall e \in C, H(e) = F(e) \cap G(e) \).

2. Extended intersection of two soft sets (F, A) and (G, B) is denoted by \( (F, A) \cap (G, B) \) and if \( (H, C) =(F, A) \cap (G, B) \) then \( c \in C = A \cup B \), also \( \forall c \in C \)

\[ H(c) = \begin{cases} F(c) & \text{if } c \in A - B \\ G(c) & \text{if } c \in B - A \\ F(c) \cup G(c) & \text{if } c \in A \cap B \end{cases} \]

Note: All these functions apply to FSS and IVFSS in the same way.

3. DATA IMPLEMENTATION AND OBSERVATION

2.1. Initial Data Set

The following patient data was taken such that each values were diverse and hence enabled us to observe the correlation of the factors. A total of 30 patients of different age groups were taken having quite different PSA and PV figures. The PSA Density was calculated later on. Some of the patients, on which the steps performed in this study will be demonstrated, are as follows:-

| Patient | Age | PSA (ng/ml) | PV (cc) | PSA Density (ng/ml/cc) |
|---------|-----|-------------|--------|-----------------------|
| e1      | 52  | 3.68        | 46     | 0.08                  |
| e2      | 56  | 4.416       | 39     | 0.096                 |
2.2. Assigning Fuzzy Values

In order to set up a standard for differentiating low from high, small from big and an adult from an elder, we convert the following values to assign each factor linguistic groups and for each linguistic group we will set fuzzy membership values.

| e5  |  65 |  6.426 |  63 |  0.102 |
|-----|-----|--------|-----|--------|
| e6  |  63 |  9.24  |  77 |  0.12  |
| e8  |  49 |  11.4  |  57 |  0.20  |
| e10 |  63 |  20.8  |  65 |  0.32  |
| e12 |  76 |  10.66 |  82 |  0.13  |
| e13 |  80 |  22.91 |  79 |  0.29  |
| e17 |  49 |  10.83 |  57 |  0.19  |
| e18 |  59 |  7.68  |  64 |  0.12  |
| e21 |  40 |  6.5   |  50 |  0.13  |

### Age Groups

| PV          | Very Small (VS) | Small (S) | Medium (M) | Big (B) | Very Big (B) |
|-------------|-----------------|-----------|------------|--------|--------------|
| ≤30         |                 |           |            |        |              |
| 47.5        |                 |           |            |        |              |
| 65          |                 |           |            |        |              |
| 82.5        |                 |           |            |        |              |
| ≥100        |                 |           |            |        |              |

### PSA

| PSA | Low(L) | Medium(M) | High(H) |
|-----|--------|-----------|---------|
| 0   |        |           |         |
| 3.3 |        |           |         |
| 6.6 |        |           |         |
| ≥9.9|        |           |         |

| e22 |  36 |  7.92 |  48 |  0.165 |
|-----|-----|-------|-----|--------|
| e25 |  50 |  7.02 |  78 |  0.09  |
| e26 |  44 |  9.9  |  75 |  0.132 |
| e50 |  47 |  9.617|  59 |  0.163 |
The functions determining each fuzzy value for are:

\[ \begin{align*}
\text{Age}(w) &= \begin{cases} 
\alpha_{A-M} & w \leq 30 \\
\alpha_{M-O} & 30 < w \leq 60 \\
\alpha_{O-E} & 60 < w \leq 90 \\
\alpha_L(x) & 0 < x \leq 3.3 \\
\alpha_M(x) & 3.3 < x \leq 6.6 \\
\alpha_H(x) & 6.6 < x \leq 9.9 \\
\alpha_{VS}(y) & y \leq 30 \\
\alpha_S(y) & 30 < y \leq 47.5 \\
\alpha_M(y) & 47.5 < y \leq 65 \\
\alpha_B(y) & 65 < y \leq 82.5 \\
\alpha_{VB}(y) & 82.5 < y \leq 100 \text{ or } y \geq 100 
\end{cases} 
\end{align*} \]

\[ \text{PV}(y) = \begin{cases} 
\alpha_{IS}(y) & y \leq 30 \\
\alpha_S(y) & 30 < y \leq 47.5 \\
\alpha_M(y) & 47.5 < y \leq 65 \\
\alpha_B(y) & 65 < y \leq 82.5 \\
\alpha_{VB}(y) & 82.5 < y \leq 100 \text{ or } y \geq 100 
\end{cases} \]

The table displaying the fuzzy membership values for the FSSs developed in this process is as follows:

| Patient | Age | PSA (ng/ml) | PV (cc) | PSA Density (ng/ml/cc) |
|---------|-----|-------------|--------|------------------------|
| e_1     | 0.27M,0.7 M | 0.91L,0.09 M | 0.09VS,0.9 IS | 0.67L,0.33 M |
| e_2     | 0.14M,0.86 O | 0.73L,0.27 M | 0.49VS,0.5 IS | 0.4L,0.6M |
| e_3     | 0.72O,0.28 E | 0.06L,0.94 M | 0.12S,0.88 M | 0.3L,0.7M |
| e_4     | 0.9O,0.1E | 0.2M,0.8H | 0.32M,0.68 B | 1M |
| e_5     | 0.37M,0.63 O | 1H | 0.46S,0.54 M | 1H |
| e_6     | 0.9O,0.1E | 1H | 1M | 1H |
| e_7     | 0.47O,0.53 E | 1H | 0.03M,0.97 B | 0.84M,0.14 H |
| e_8     | 0.34O,0.66 E | 1H | 0.2M,0.88 B | 1H |
| e_9     | 0.37M,0.63 O | 1H | 0.54S,0.46 B | 1H |

These fuzzy membership ratios help us determine the patients' age group, PSA levels, PV, and PSA density, without needing to consult the standard PSA, PV or PSA density scale. But we have not yet been enabled to draw a conclusion from this information. To correlate the following factors, we need to shorten the numerical values whilst still addressing each unique value within a linguistic group.

### 2.3. Implementing the linguistic variables into IVFSS

We convert each linguistic variable into a Interval Value to shorten the data sets. The general form of the IVFSSs will be as follows:

\[ F([0.1])_{Age} = \{e_{1-M} = [0.0,0.33], e_{M-O} = [0.34,0.66], e_{O-E} = [0.67,1]\} \]

\[ F([0.1])_{PSA} = \{e_L = [0.0,0.33], e_M = [0.34,0.66], e_H = [0.67,1]\} \]

\[ F([0.1])_{PV} = \{e_{IS} = [0.0,0.2], e_S = [0.21,0.4], e_M = [0.41,0.6]\} \]

\[ F([0.1])_{PV} = \{e_{IS} = [0.0,0.2], e_S = [0.21,0.4], e_M = [0.41,0.6]\} \]

The IVFSS formed on the basis of this data were:

For age:

\[ F([0.34,0.66])_{Age} = \{e_{1-M} = [0.1,0.2], e_{M-O} = [0.22,0.4], e_{O-E} = [0.5,0.7]\} \]

\[ F([0.67,1])_{Age} = \{e_L = [0.1,0.2], e_M = [0.3,0.5], e_H = [0.6,1]\} \]

For PSA:

\[ F([0.0,0.33])_{PSA} = \{e_1, e_2, e_3\} \]
Now that we have dwindled the FSSs to a few IVFSSs, we can take AND products of the attribute intervals, constructing a few rules and correlate the patients with the factors as a consequence. Some of the AND products were as follows:-

Product 1:

\[ F([0.34,0.66])_{\text{PSADensity}} = \{e_1, e_3, e_5\} \]

\[ F([0.34,0.66])_{\text{PV}} = \{e_2, e_4, e_5, e_{12}, e_{18}, e_{21}, e_{24}, e_{26}, e_{27}\} \]

\[ F([0.67,1])_{\text{PSADensity}} = \{e_7, e_8, e_9, e_{10}, e_{11}, e_{13}, e_{14}, e_{15}, e_{16}, e_{17}, e_{19}\} \]

\[ F([0.67,1])_{\text{PV}} = \{e_{20}, e_{22}, e_{23}, e_{26}, e_{29}, e_{30}\} \]

For PSA Density:-

\[ F([0.34,0.66])_{\text{Age}} \land F([0.34,0.66])_{\text{PSA}} \land F([0.21,0.4])_{\text{PV}} \land F([0.34,0.66])_{\text{PSADensity}} = \{e_{21}, e_{24}\} \]

Product 2:

\[ F([0.34,0.66])_{\text{Age}} \land F([0.34,0.66])_{\text{PSA}} \land F([0.21,0.4])_{\text{PV}} \land F([0.67,1])_{\text{PSADensity}} = \{e_{22}\} \]

Product 3:

\[ F([0.34,0.66])_{\text{Age}} \land F([0.67,1])_{\text{PSA}} \land F([0.21,0.4])_{\text{PV}} \land F([0.67,1])_{\text{PSADensity}} = \{e_{16}, e_{23}\} \]

Product 4:

\[ F([0.34,0.66])_{\text{Age}} \land F([0.34,0.66])_{\text{PSA}} \land F([0.21,0.4])_{\text{PV}} \land F([0.34,0.66])_{\text{PSADensity}} = \{e_{21}, e_{24}\} \]

Product 5:

\[ F([0.34,0.66])_{\text{Age}} \land F([0.67,1])_{\text{PSA}} \land F([0.61,0.8])_{\text{PV}} \land F([0.34,0.66])_{\text{PSADensity}} = \{e_{26}\} \]

Product 6:

\[ F([0.67,1])_{\text{Age}} \land F([0.0,0.33])_{\text{PSA}} \land F([0.21,0.4])_{\text{PV}} \land F([0.0,0.33])_{\text{PSADensity}} = \{e_1, e_3\} \]

Product 7:

\[ F([0.67,1])_{\text{Age}} \land F([0.0,0.33])_{\text{PSA}} \land F([0.21,0.4])_{\text{PV}} \land F([0.34,0.66])_{\text{PSADensity}} = \{e_2\} \]

Product 8:

\[ F([0.67,1])_{\text{Age}} \land F([0.34,0.66])_{\text{PSA}} \land F([0.41,0.6])_{\text{PV}} \land F([0.34,0.66])_{\text{PSADensity}} = \{e_4, e_5, e_{18}\} \]

Product 9:

\[ F([0.67,1])_{\text{Age}} \land F([0.34,0.66])_{\text{PSA}} \land F([0.61,0.8])_{\text{PV}} \land F([0.0,0.33])_{\text{PSADensity}} = \{e_{25}\} \]

Product 10:
\[ F(0.67,1)_{Age} \land F(0.67,1)_{PSA} \land F(0.21,0.4)_{PV} \land F(0.67,1)_{PSA\ Density} \]

\[ = \{e_7, e_{17}, e_{30}\} \]

Product 11:
\[ F(0.67,1)_{Age} \land F(0.67,1)_{PSA} \land F(0.41,0.6)_{PV} \land F(0.67,1)_{PSA\ Density} \]

\[ = \{e_8, e_9, e_{10}, e_{11}, e_{14}, e_{15}, e_{19}, e_{20}\} \]

Product 12:
\[ F(0.67,1)_{Age} \land F(0.67,1)_{PSA} \land F(0.61,0.8)_{PV} \land F(0.34,0.66)_{PSA\ Density} \]

\[ = \{e_6, e_{12}\} \]

Product 13:
\[ F(0.67,1)_{Age} \land F(0.67,1)_{PSA} \land F(0.61,0.8)_{PV} \land F(0.67,1)_{PSA\ Density} \]

\[ = \{e_{13}\} \]

2.4. Analysis

Observing these products and already diagnosed prostate cancer patients, following results can be drawn:

1- Few products gave empty sets and, although, have not been included here, are crucial for making our algorithm to further developing the code for the risk calculator. To improvise, consider that a 40 year old man cannot have a PSA above 75 and unless his PSA is really high. Similarly no person can have alarming PSA and have normal PSA density.

2- PSA density is more suitable to determine potential cancer risk than PSA alone since the normal PSA values and the correlation of PSA to PV are subject to age and, however minimally, to race as well[19-24].

3- PV can be larger than normal in a patient and yet the patient may not have higher values of PSA to justify that. This indicates possibility of BPH (Benign Prostate Hyperplasia).

4- The impact factor of each attribute can be divided as follows

![Impact Factors Chart]

2.5. Algorithm and Programming

From the results drawn above, it is now convenient to create an algorithm on the basis of which our program will function.

1- Input Age, PSA, PV
2- Density=PSA/PV
3- \( \text{Age\_percent}=(\text{Age}/90)\times5 \)
4- If \( \text{Age\_percent}>5 \), then \( \text{Age\_percent}=5 \)
5- \( \text{age\_val}=(\text{Age}/90) \)
6- If \( \text{age\_val}>1 \), then \( \text{age\_val}=1 \)
7- If \( \text{age\_val}<0.33 \), then \( \text{age\_group}=\text{adult\_middle} \)
8- Else If \( \text{0.33}<\text{age\_val}<0.66 \), then \( \text{age\_group}=\text{middle\_old} \)
9- Else If \( \text{0.66}<\text{age\_val}<1 \), then \( \text{age\_group}=\text{old\_elder} \)
10- If \( \text{age\_group}=\text{adult\_middle} \), then \( \text{PSA\_percent}=\text{PSA}/3.5 \times 30 \)
11- Else If \( \text{age\_group}=\text{middle\_old} \), then \( \text{PSA\_percent}=\text{PSA}/6.5 \times 30 \)
12- Else If \( \text{age\_group}=\text{old\_elder} \), then \( \text{PSA\_percent}=\text{PSA}/9.5 \times 30 \)
13- If \( \text{PSA\_percent}>30 \), then \( \text{PSA\_percent}=30 \)
14- \( \text{PV\_percent}=\text{PV}/100\times5 \)
15- If \( \text{PV\_percent}>5 \) then \( \text{PV\_percent}=5 \)
16- \( \text{Density\_percent}=\text{Density}/0.18\times55 \)
17- If \( \text{PV\_percent}>2.5 \) and \( \text{Density\_percent}<25 \) then Print “The patient may have BPH”

Based on the following algorithm we wrote the program in Python. However, the code is quite simplistic and can be written in any object oriented programming language.

4. CONCLUSION

This study utilizes FSS and IVFSST to acknowledge the impact factor of each attribute that determines the state of prostate within a patient. The FSS gives us membership values for each attribute but using the FSSs would be inconvenient in case of larger data sets and deducing an algorithm with that information alone would be difficult. Thus we converted the linguistic variables into interval values and observed where the patients lie with respect to their attributes from fuzzy membership degrees. The algorithm is later on derived with the help of results observed by taking AND product of the said interval values of the attributes. A program coded on this algorithm can help a doctor if prostate cancer biopsy is necessary for a patient. If the cancer risk is above 50%, the patient should get prostate cancer biopsy. Based on our research, we were not only able to pinpoint the patients in this...
data set who had contracted prostate cancer but also determine potential BPH patients. There is another attribute PSA Velocity which can be looked at, to determine prostate cancer risk, but that is inconvenient to implement in this study without the knowledge of PSA values of a patient in the past year.
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