Classification of Magnetic Forces on Antiferromagnetic Domain Wall
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A major challenge in spintronics is to find an efficient means to manipulate antiferromagnet (AFM) states, which are inert relative to a uniform magnetic field, due to the vanishingly-small net magnetization. The question is, how does an AFM response to an inhomogeneous field? Here we address the problem through a complete classification of the magnetic forces on an AFM domain wall (DW), revealing the following physical properties: (i) the tiny net magnetization still responds to the field gradient. (ii) the Neél order is sensitive to the field difference between two sublattices. (iii) DW energy has a quadratic dependence on the magnetic field due to its noncollinear structure. Remarkably, the first two factors drive DW to the opposite directions in a nanowire, but the third effect tends to push the DW to the high field region. Consequently, the competition among these three forces can be applied to understand the seemingly-contradictory results on AFM motion in literature. Additionally, our results provide a new route for a speedy manipulating AFM DW; our numerical simulation indicated that for a synthetic antiferromagnet, the DW propagating speed can reach tens of kilometers per second, an order of magnitude higher than that driven by an electric current.

Introduction.— Antiferromagnets (AFMs), being promising for spintronics, have attracted much attention for research in recent years [1–20], due to the superior stability and terahertz spin dynamics. However, at the same time, the high stability of AFM also represents a problem for controlling AFM states. Various methods, including electric currents through spin-transfer torque [3], spin-orbit torque [12–13], spin waves [21], and thermal gradients [14–22] have been proposed to manipulate AFM states, and in particular domain wall (DW) dynamics. However, each of these proposals has its own limitations. For example, although the spin-orbit torque can drive a DW propagating at a speed of up to several kilometers per second and is free of Walker breakdown [12], its application is limited to metals with a broken inversion symmetry, which excludes a large number of normal AFMs. On the other hand, for thermally-driven DW motion, the underlying physical mechanism remains unclear. Overall, finding efficient ways to manipulate AFM states remains a fundamental problem and is of crucial importance for a variety of applications.

Remarkably, determination of the DW propagating direction has become a debate topic [23–27]. One recent observation [28] is that AFM DWs do have a non-zero magnetization; they can interact with a magnetic field through the Zeeman effect. Consequently, it was first predicted that the DW velocity should be anti-symmetric relative to the applied magnetic field. However, this prediction was later challenged by another theory [12], which proposed a quadratic Zeeman energy for an AFM DW; in this way, the field-dependence of DW velocity should be symmetric in the field direction instead. So, which one is correct? In fact, our numerical atomistic simulations indicate that neither of these two predictions are consistent in general, which calls for a need for a further investigation.

In this paper, we thoughtfully study the AFM DW motion under inhomogeneous fields, where we classify three DW driving forces based on the following observations. (i) The net magnetization of an AFM DW interacts with the field gradient of the nearest unit-cells as reported in Ref. [28]. (ii) In each unit cell, the Néel order interacts with the magnetic-field difference between the two sublattices, where the spin-orbit field [12] can be regarded as a special case. Note that the these two forces (i) and (ii) have a linear dependence in, respectively, the field gradient among unit-cells and field difference within each unit-cell. Furthermore, they tend to cancel each other. Finally, (iii) AFM DW energy depends on the average magnetic field quadratically due to the non-collinear structures.

Overall, the moving direction of an AFM DW depends on the interplay of all three mechanisms. These results provide an explanation on why our numerical results indicating that DW velocity is neither symmetric nor asymmetric, resolving the apparent inconsistency between the results of Ref. [12] and [28]. In addition, our classification of the forces points to a solution to designing a spatial profile on the magnetic field that can potentially drive an AFM DW to an unprecedentedly-high speed.

Theory.— Let us start with a two-sublattice AFM uniaxial nanowire along the z axis as shown in Fig. 1(a).
The system is described by the following Hamiltonian,

\[ \mathcal{H} = J \sum_{\langle i,j \rangle} \mathbf{S}_{ai} \cdot \mathbf{S}_{bj} - \mathbf{K} \sum_{i} (\mathbf{S}_{ai,z}^2 + \mathbf{S}_{bi,z}^2) - \sum_{i} (\mathbf{S}_{ai} \cdot \mathbf{H}_a + \mathbf{S}_{bi} \cdot \mathbf{H}_b), \]

where \( \mathbf{S}_{ai} (\mathbf{S}_{bj}) \) (|\( \mathbf{S}_{ai} | = | \mathbf{S}_{bj} | = S \)) are the spins on sublattices \( a (b) \), 〈i, j〉 denotes the nearest-neighbor sites. \( \mathbf{H}_a \) and \( \mathbf{H}_b \) are respectively the external field on sublattices \( a \) and \( b \). The first and second terms in Eq. (1) are the exchange energy (coefficient \( J > 0 \)) and anisotropy energy (coefficient \( K_z > 0 \)), respectively. The third term is the usual Zeeman energy.

In terms of the magnetization, \( \mathbf{m} \equiv (\mathbf{S}_{ai} + \mathbf{S}_{bi}) / 2S \), and Néel order, \( \mathbf{n} \equiv (\mathbf{S}_{ai} - \mathbf{S}_{bi}) / 2S \), the Hamiltonian density \( \mathcal{H} \) in the continuum limit is given by, \[ \mathcal{H} = \frac{a}{2} m^2 + \frac{A}{a} \mathbf{n} \frac{\partial^2}{\partial n^2} \mathbf{n} - \frac{L}{2} \mathbf{m} \cdot \mathbf{H}_a - \mathbf{a} \cdot \mathbf{n} \mathbf{g} \mathbf{g}, \]

where \( a \equiv 4JS^2 \) and \( A \equiv d^2JS^2 \) are, respectively, homogeneous and inhomogeneous exchange constants with \( d \) being the lattice constant. \( K = 4K_zS^2 \), \( \mathbf{h} \equiv (\mathbf{H}_a + \mathbf{H}_b) / 2 \) and \( \mathbf{g} \equiv (\mathbf{H}_a - \mathbf{H}_b) / 2 \) are, respectively, the average field (over a unit cell) and field difference on the two sublattices (in a unit-cell). The term containing \( L \equiv 2dJS^2 \) breaks the parity symmetry and results in a net magnetic momentum of an AFM DW \[ 28. \]

Consequently, the dynamics of the order parameters, \( \mathbf{m} \) and \( \mathbf{n} \), are governed by the following equation of motion \[ 13, 29, \]

\[ \partial_t \mathbf{n} = -\mathbf{n} \times (\mathbf{h}_m - \alpha_m \partial_t \mathbf{m}), \]

\[ \partial_t \mathbf{m} = -\mathbf{n} \times (\mathbf{h}_m - \alpha_n \partial_t \mathbf{n}) - \mathbf{m} \times (\mathbf{h}_m - \alpha_m \partial_t \mathbf{m}), \]

where \( \mathbf{h}_m \equiv -\mathbf{\partial H} / \mathbf{\partial m} \) and \( \mathbf{h}_n \equiv -\mathbf{\partial H} / \mathbf{\partial n} \) are, respectively, the effective fields on the magnetization order \( \mathbf{m} \) and Néel order \( \mathbf{n} \). One of the main contribution to \( \mathbf{h}_m \) is the field difference on the two sublattices. \( \alpha_m \) and \( \alpha_n \) are the damping coefficients associated with the motion of \( \mathbf{m} \) and \( \mathbf{n} \), which can be determined from the first-principles theory \[ 29. \]

To the first order in \( \mathbf{m} \), one can decouple the motion from Eq. (3) and obtain,

\[ \mathbf{n} \times [\partial_t \mathbf{n} + a \alpha_0 \partial_t \mathbf{n} + T_s + T_d] = 0, \]

where \( T_s = -a (A - L^2 / a) \partial_z \mathbf{n} - (aK - h^2) n_z \hat{z}, T_d \equiv 2L \partial_z \mathbf{n} \times \partial_t \mathbf{n} + \mathbf{h} \times \partial_t \mathbf{n} - L \partial_t \mathbf{h} + ag, \) and \( \alpha \equiv \alpha_n. \) Note that for the motion of wide DWs, the \( \alpha_m \) term can be neglected \[ 30. \], even though its value can be significantly larger than \( \alpha_n. \)

\textbf{AFM domain wall.}— First of all, the static DW profile can be obtained by setting \( \partial_t \mathbf{n} = 0 \) in Eq. (4). In spherical coordinates, we denote \( \mathbf{n} = (\sin \phi \cos \theta, \sin \phi \sin \theta, \cos \phi) \). Similar to the ferromagnetic counterpart \[ 31. \], we apply the following DW ansatz:

\[ \theta = 2 \tan^{-1}\{\exp[(z - z_c) / \Delta]\}, \]

where \( z_c \) is the DW center and \( \Delta \) the DW width. For a uniform field (\( \mathbf{g} = 0 \)), the solution is,

\[ \Delta = \Delta_0 / (1 - h^2 / aK)^{1/2}, \]

where \( \Delta_0 = \sqrt{A / 2K} \) is the DW width in the absence of the external field. Therefore, the DW width increases with the applied field, but breaks down at the critical field \( h_c = \sqrt{aK} \).

Next, for a propagating DW, we apply the ansatz of \( \mathbf{n} = \mathbf{n}(z - vt) \), where \( v = \partial_z z_c \) is the velocity of DWs. From the vector product, \( \partial_z \mathbf{n} \times \mathbf{g} \), followed by an integration over the whole space, one can obtain the Thiele equation \[ 21, 32. \]

\[ M_{zz} (\partial_t z_c + a \alpha_0 \partial_t z_c) = F_z, \]

where \( M_{zz} \equiv (1 / a) \int (\partial_z \mathbf{n})^2 dz = 2 / (a \Delta) \). Here \( F_z \) is the effective driving force on the DW. We found that for any applied field, the driving force can always be decomposed into three different components, i.e., \( F_z = F_m + F_n + F_{dw} \), where,

\[ F_m = \frac{L}{a \Delta} \int (\partial_z \mathbf{h}) \sin^2 \theta \ dz, \]

\[ F_n = -\frac{1}{\Delta} \int g \sin^2 \theta \ dz, \]

\[ F_{dw} = \frac{1}{2A} \int (\partial_z h^2) \sin^2 \theta dz. \]

For a steady DW motion where \( \partial_t z_c = 0 \), the velocity of the DW depends on the relative sizes of these forces,

\[ v = (\Delta / 2a)(F_m + F_n + F_{dw}). \]

As a result, the propagation direction of the DW depends on the relative sizes of the force components. In other
words, the velocity can be symmetric, anti-symmetric and asymmetric, depending on the spatial profile of the applied field; this framework can be applied to understand the conflicting results between Ref \[12\] and \[28\].

To elaborate further, let us now discuss the physical origins of the three forces. First, \(F_m\) comes from the net magnetization of a DW originated from the parity-breaking term \((L)\). This net magnetization interacts with the external field, and can sense the average magnetic field gradient. As a result, the DW tends to move to the high field region to reduce the total Zeeman energy \(-m \cdot h\), i.e. to the direction of \(\partial h/\partial z > 0\), as shown in the bottom panel of Fig. 1(b). Second, \(F_n\) is proportional to the average field difference on the two sublattices, arising from the spatial variation of the magnetic field. It plays the role of a Néel field \[33\] that couples to the Néel order parameters. For a continuous monotonic spatially varying field, \(F_n\) is related to the field derivative and has an opposite sign to \(F_m\). This force tends to drive a DW to move along the direction of \(\partial h/\partial z < 0\). Finally, the force \(F_{dw}\) is referred to as the “field-dependent DW energy effect”, based on the fact that \(K\) is modulated by a factor \(1 - h^2/\alpha K\) as shown in the DW width given by Eq. (5). A DW tends to move to the direction with smaller anisotropy i.e. larger \(h^2\) region, to reduce the total free energy. Therefore the reversal of the field direction does not change the direction of DW motion.

Examples.— Next, we shall show that the effects of the three forces can be manifested independently, by considering three different types of inhomogeneous external fields, namely,

- Linear : \(H_i = H_0\frac{i}{2N}, (i = 0, 1, ... 2N - 1)\)
- Stair : \(H_{2i} = H_{2i+1} = H_0\frac{i}{N}, (i = 0, 1, ... N - 1)\)
- Rectangular : \(H_{2i} = 0, H_{2i+1} = H_0\frac{i}{2N}, (i = 0, 1, ... N - 1)\)

where \(2N\) is the total number of spins and \(H_0\) characterizes the field inhomogeneity. For the linear field, the \(F_{dw}\) term dominates the DW motion, which means that the velocity does not change if the applied field is reversed. It is because \(L/\Delta = d/2, g = d\partial_z h/2\), the first two forces cancel each other, i.e., \(F_m = F_n\). In this case, the velocity in Eq. (8) can be approximated \[34\] by \(v \approx \Delta^2 H_0^2/(2\alpha N)\), which is shown with the blue line in Fig. 2(a). The value is normally very small (order of tens meter per second at most) for a typical field gradient of 1 T/\(\mu m\). For the stair field, \(F_n = 0\) and \(F_m\) dominates the DW motion. In the weak field regime \(H_0 < \Lambda/\Delta\), \(F_{dw}\) gives a second order correction to the velocity and thus we have \(v \approx \Lambda L H_0/(\alpha N) + \Delta^2 H_0^2/(\alpha N)\), which is shown by the black line in Fig. 2(a). Here the moving direction of DW is reversed when the field is reversed. Note that the magnitude of the velocity is asymmetric to the external field due to the contribution from \(F_{dw}\).

For the rectangular field, \(F_n\) dominates DW motion because \(F_m = 0\). The DW velocity is \(v = \Delta H_0/(\alpha N)\), as shown with the red line in Fig. 2(a). In this case, the moving direction is reversed as the field reverses. Moreover, a tail-to-tail DW moves in the opposite direction to that of a head-to-head DW under stair and rectangle fields while the moving direction does not depend on DW types under linear fields, as shown in Fig. 2(b). This feature can be readily explained by analyzing the direction of the three forces.

To verify our analytical results for the three scenarios, we performed numerical simulations of coupled Landau-Lifshitz-Gilbert (LLG) equations for the two sublattice spins, \(\partial_S = -S_i \times H_{\text{eff}} + (\alpha/S)S_i \times \partial_t S_i\), where \(\alpha\) is the Gilbert damping and \(H_{\text{eff}}\) is the effective field given by \(H_{\text{eff}} = -(\partial H/\partial S)\). In Fig. 2 the black rectangles, red circles and blue triangles represent the field dependence of DW velocity for linear, stair, and rectangular fields, respectively. It is shown that the theoretical predictions [Eq. (9)] agree very well with the numerical simulations.

**High-speed DW on synthetic AFMs**— Within this framework of classifying the forces on AFMs, we are now ready to discuss how an AFM DW can be manipulated...
effectively drive the coupled DW to move. According to above analysis, it is clear that the quadratic force $F_{du}$ is only a second-order effect for a weak field, and $F_m$ is proportional to the gradient of average magnetic field that is normally not very large. Therefore, in order to achieve a high DW velocity, one can instead consider strengthening the the inter-sublattice force $F_n$, i.e., with a large average-field difference on the two sublattices.

Specifically, we predict that a strong inter-sublattice force can be achieved readily in a synthetic antiferromagnets (SAFM) [35, 36], which consists two antiferromagnetically coupled ferromagnetic chains (see Fig. 3(a)). When the inter-chain coupling is much stronger than the intra-chain exchange coupling, this system is equivalent to a one-dimensional antiferromagnets, where the atoms on the top and bottom chains correspond to the sublattices $a$ and $b$, respectively. If a uniform field is applied in the top/bottom chain, its effect corresponds to a rectangle field applied in the two sublattices, and this could effectively drive the coupled DW to move.

As shown in Fig. 3(b), our numerical simulations show that DW velocity increases with the field, and reaches a value of $17\text{d/ps}$ (around 10 km/s) for a 0.5 T field. This is almost one order of magnitude larger than the velocity of electric-current-driven DW motion ($0.75\text{ km/s}$) [37]. For a comparison, the DW velocity in the system without inter-layer AFM coupling is shown as the dashed lines and it is almost three orders of magnitude smaller than the velocity in a SAFM. This is because the velocity is given by, $v_{\text{FM}} = \frac{H\Delta(\alpha + 1/\alpha)}{\alpha}$, while the velocity in an SAFM is scaled by a factor of $1/\alpha$. Given that $\alpha \ll 1$, the DW can move much faster in a SAFM.

Therefore, the synthetic antiferromagnets is a promising system for the high DW velocity of around 10 km/s in a uniform field in one of the ferromagnetic layers. This mechanism should work for metals, insulators, and semiconductors. The driving field can be the Oersted field generated from an electric current. Alternatively, the spin-orbit field in the two antiferromagnetically coupled ferromagnetic layer sandwiched by a non-magnetic layer also takes opposite signs at the two interfaces and thus can be used to induce fast DW motion.

Discussions and Conclusions.— Finally, let us compare our results with the conflicting theoretical predictions in the literature. If the net magnetization dominates the DW motion, then the DW propagation indeed reverses its direction as the field direction is reversed. The simulation results in literature [28], based on the dynamic equations of $m$ and $n$, did not include the Néel field term of $n \cdot g$. In fact, their “linear field” corresponds to our stair field; the DW propagating direction should reverse as the field direction is reversed. However, if the linear field is considered in a Heisenberg model, the DW velocity should be symmetric with respect to the field, since $F_m$ and $F_n$ cancel each other and the dominate driven force is DW energy, which depends quadratically on magnetic fields. These observations are well justified by our atomistic numerical simulations.

Furthermore, we note that the quadratic field-dependence of DW energy is fundamentally different from previous quadratic-field term from the interaction between the external field with its induced magnetization [12]. In an AFM, the magnetic susceptibility is zero or vanishingly small when the temperature is far below the Néel temperature and the field is smaller than the spin-flop field. Thus the effect caused by the induced magnetization should not play an important role in DW motion.

In conclusion, we provided a framework for studying AFM DW motion under the spatial inhomogeneous magnetic fields, where any applied field can be decomposed into three different force components, for driving an AFM DW. The three force components are respectively originated from the net DW magnetization that interacts with an averaged field over the neighboring unit-cells, the field difference on the two sublattices that couples to the Néel order and plays a role of the Néel field, and quadratic field dependence of DW energy due to the non-collinear DW spin structure. The first two forces tend to cancel each other for a linear field. The third force can drive a DW move at a speed that is insensitive to both DW...
types and field direction. To produce a high-speed DW motion, rectangular or stair field is favorable for taking the advantage of the second force. Finally, supported by numerical simulations, we predicted that SAFM can become a promising candidate for realizing this proposal.
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