Covy – An AI-powered Robot for Detection of Breaches in Social Distancing
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Abstract

We present Covy – a robotic platform that promotes social distancing during pandemics like COVID-19. Covy features a novel compound vision system that enables it to detect social distancing breaches up to 16 m away. Covy navigates its surroundings autonomously using a hybrid navigation stack that combines Deep Reinforcement Learning (DRL) and a probabilistic localization method. We built the complete system and evaluated Covy’s performance through extensive sets of experiments both in simulated and realistic environments. Amongst others, our results show that the hybrid navigation stack is more robust compared to a pure DRL-based solution.

1 Introduction

The successful fight against a pandemic is partly determined by the degree to which the imposed public health measures are adhered to by the population. Enforcing these measures manually is a difficult and tiresome task if not impossible. Manual intervention in itself may lead to further spread. Technology can promote the desired social behaviors, such as social distancing and face masking without the risk of additional infections. To this end, many technological solutions have been proposed to monitor, analyze, and encourage people to follow the recommended guidelines. Examples of proposed solutions include monitoring through closed-circuit television (CCTV) [27] or tracking via cellular networks, wearables and smartphones [24]. While the former has no straightforward way of providing feedback to people, the latter compromise their privacy.

We look towards autonomous Robots that can support humans in this situation. They are mobile and can relatively easily be equipped with means to interact with humans and encourage desired social behaviors (e.g. alerting littering individuals). Nonetheless, a single robot, no matter how advanced, (e.g., Spot from Boston Dynamics [12]) would not provide adequate coverage as it can only cover limited areas. A better alternative is to employ a swarm of collaborating robots.

However, to make the swarm solution viable, the cost of manufacturing the robots should be kept to a minimum while meeting the application requirements. Towards this end, we developed Covy – a low-cost robot that has a unique vision system and a hybrid navigation stack.

Challenges. While there are many aspects to building a robot for such a purpose, we provide herewith only relevant challenges. Covy was developed with two main challenges in mind: ① Designing a long-range, low-cost vision system that can estimate the 3D coordinates of people in the scene; and ② Developing a navigation stack that is generalizable and easily deployable on different robot models.

Contributions. Our contributions are manifold. ① We built a platform with complete stack called Covy and used it for evaluation. ② We developed a compound algorithm that increases the effective range of the Intel RealSense depth camera by two times for detecting social distancing breaches. ③ We developed a hybrid navigation stack that combines the power of Deep Reinforcement Learning and a probabilistic localization system. ④ We evaluated Covy by conducting extensive experiments in simulated and realistic environments.

Figure 1: Hardware and software overview of Covy: a prototype swarm robot for promoting social distancing practice.
2 Related work

The use of robots for surveillance has been suggested before. Dr. spot is a teleoperated quadruped robot that monitors social distancing and face masking in public space and alerts offenders [30]. Chen et al. [6] introduced a fully autonomous yet expensive surveillance quadruped, meaning large-scale production for encouraging desired social behavior will be costly. Therefore, Sathyamoorthy et al. [28] proposed a low-cost robotic system – similar to Covy – able to detect and navigate towards the breaches using an RGB-D camera and 2D lidar. Their system also leverages static CCTV to increase the detection range. However, a major drawback is the limited detection range of only up to 4 m for the mounted depth camera and 3 m for the fixed CCTV. We, in this work, propose a compound low-cost vision system with a breach detection range of up to 16+ m.

There is a growing interest in robotic navigation based on different DRL algorithms [14, 22, 31, 32]. This is driven mainly by the portability of a DRL navigation stack onto different robotic platforms and the capability for online learning. Tai et al. [32] used Deep Deterministic Policy Gradient (DDPG) to develop a mapless motion planner able to navigate a robot in real unseen environments with obstacles. Costa de Jesus et al. [7] replaced the DDPG with the Soft Actor-Critic [9] (SAC) DRL model and showed its efficacy through simulation. Long et al. [20] utilized Proximal Policy Optimization (PPO) [29] for a multi-robot collision avoidance policy directly mapping raw sensor measurements to an agent’s steering commands. They also validated the policy in various simulated environments. Kulhánek et al. [17] developed a purely camera-based navigation system by extending a version of the batched A2C algorithm [22] and validated the performance on a real robot [18]. For Covy, we experimented with DDPG and SAC, a deterministic and probabilistic DRL model, and developed a hybrid navigation stack to overcome some of the observed limitations in a pure DRL approach.

3 Systems Overview

3.1 Hardware

Figure 1 shows Covy’s hardware and software stack. We explain briefly the Covy system below.

Main CPU. Covy is based on the Jetson single-board computer family that is capable of running multiple neural networks on low power. Jetson processor family includes Jetson Nano, Jetson Xavier NX, and Jetson Xavier AGX.

Vision Sensor. An RGB-D camera captures RGB images and their depth information on a per-pixel basis [21]. As such it is the natural choice for estimating 3D coordinates of objects in images. The two most suitable depth cameras for our applications are the ZED2 [3] and the Intel RealSense D435i [23]. The ZED2 has twice the depth range of the D435i but also costs twice as much. We chose to work with the lower-cost D435i which has a nominal depth range of 10 m.

Robot Body. As we target indoor environment we equipped Jetbot [1] with a 2D lidar [2] to enable the robot to navigate autonomously within a building.

3.2 Software

Covy has a ROS-based [25] software that is divided into two main modules: breach detection and navigation.

3.2.1 Breach Detection

Covy vision system scans the scene for people twice: (i) Using RGB-D images, Covy localizes nearby people, and (ii) using pure RGB images, it estimates the localization of people that cannot be detected in the first stage (Figure 2). In stage one, YOLOv3 ROS [26] takes in an RGB image and identifies the people in it. Then, it publishes three ROS topics: bounding boxes around identified objects, their categories, and confidence scores. To determine the 3D coordinates of identified people, Covy obtains the depth information from the RealSense depth camera and lays over the images published by YOLOv3. The obtained 3D coordinates are then sent to the SORT [5] algorithm to track people across multiple images.

SORT utilizes both the position and size of the bounding box for motion estimation and data association using the Kalman filter and Hungarian method respectively and outputs unique IDs for each identified pedestrian. After tracking the identified pedestrians for 20 frames, their 3D coordinates are averaged and the inter-person distance is calculated using the Euclidean distance measure. If the distance between two individuals is less than the specified threshold (e.g., 1.5 m Covy reports a breach. This process is repeated pairwise for all the detected individuals. The result is a list of breaches containing the different groups of non-compliant pedestrians. Covy determines the largest group, computes its middle coordinates and sends these to the navigation module (Figure 2). Since depth information is only available at a short-range (our experiments show an effective range of 6 m), when no individuals are detected Covy switches to MonoLoco [4] for long-range scanning (i.e., up to 20 m). MonoLoco processes RGB images as a set of 2D joints using two pose detectors: Mask R-CNN [11], which works top-down, and OpenPifPaf [16], which works bottom-up. Then, the MonoLoco [4] algorithm takes these 2D joints as input and outputs the 3D locations, orientations, and dimensions of the detected people together.
with localization uncertainty. Finally, the system publishes an approximation of each pedestrian’s x, y, z coordinates identified in the image along with their status and any corresponding breaches. The navigation module then guides Covy towards the largest breach density. Using this compound procedure Covy triple the effective range of Intel RealSense at no additional costs.

### 3.2.2 Navigation

We have experimented with two different DRL algorithms to navigate Covy in different environments. Deep Deterministic Policy Gradient (DDPG, Figure 3a) and Soft Actor-Critic (SAC, Figure 3b). These agents have actor-critic network architectures that act in continuous action space [19] (Figure 3).

The environment is observed through 10 laser range finders emitted in a range from -90° to 90°, 0° being the middle front of the robot. These laser scans are concatenated with the angular and linear velocity and with the position and heading angle of the robot relative to the target to form the input state of the DRL agents (Figure 3, input (s_t) [14]). The position and heading of the robot are determined using the r2o [13] Lidar odometry approach which relies purely on Lidar scan measurements to determine the robots change in position. In DDPG, a tanh activation function is applied to the angular velocity output layer to limit the range to [-2, 2], and a sigmoid activation function is applied to the linear velocity output layer to limit the range to [0,0.2]. As for SAC, it uses the tanh activation function and the clip operation to similarly limit its linear and angular velocities. Since the laser readings only record data in front of the robot only positive linear velocity is considered (i.e., no backward motion is allowed or considered). Our DDPG network configuration is based on [7, 32] with minor modifications to the critic. As for SAC, we used the network from [33], and omitted the value network, as mentioned in [10]. To train the DRL agents the following reward function is:

$$r(s_t, a_t) = \begin{cases} 
  r_a & \text{if } D_t < T \\
  r_c & \text{if } \min_c < L_t \\
  r_{d1}(D_{t-1} - D_t) & \text{if } (D_{t-1} - D_t) > 0 \\
  r_{d2} & \text{if } (D_{t-1} - D_t) \leq 0
\end{cases}$$

There are four different conditions for the reward system. If the robot reaches the goal within a predefined time threshold T, it receives a big positive reward. If the lidar reading L_t is smaller than the minimum allowed min_c then a negative reward is given as the robot is about to collide or has collided. Compared to the previous position, if the current robot position is closer to the target, the robot gets a positive reward proportional to its advancements. Otherwise, it is penalized.

**Hybrid Autonomous Navigation.** When testing the DRL navigation agents, we noticed that the error in the Lidar odometry can become suddenly too large causing the robot to lose track. Whenever this happens the navigation fails and the robot is unable to reach its target.

![DDPG architecture](image1.png)

![SAC architecture](image2.png)

Figure 3: DRL models used for navigation

To counter this unwanted behavior, we developed a hybrid navigation stack that combines the DRL mapless navigation with a map-based localization algorithm, namely, the Adaptive Monte Carlo Localization (AMCL) [8] method. First, the SAC DRL agent navigates the robot towards a target using Lidar odometry. Then, for every X step (in our case, X = 20) Covy compares the Lidar odometry output to the pose estimation obtained from AMCL. If the difference between the two positions is higher than a preset threshold, Covy reinitializes its position and orientation based on the output of the AMCL algorithm.

### 4 Experimental Evaluation

#### 4.1 Vision System

Two sets of experiments were conducted to evaluate Covy’s vision system – person’s location estimation accuracy and classification accuracy of breaches in social distancing. For the former, a person moves away from the camera by 1 m, and for the latter, two pedestrians stood at various coordinates in the scene. We ensured that the people were in the field of view of the camera and took 50 pictures at each location. For the classification experiments, balanced data was ensured. These experiments were conducted in a simulated and real environment and repeated until the camera could not detect any pedestrian. Finally, we profiled the execution of these algorithms on Jetson Nano and Jetson Xavier NX.

#### 4.1.1 Localization

Figure 4 shows the average localization error (ALE) of Covy’s vision RGB-D and RGB localization methods. We can observe that the RGB-based method has a range 2.4 x and 4.3 x longer than RGB-D in the real and simulated environment, respectively. However, for proximity scanning, the RGB-D method has a higher localization accuracy. Therefore, by com-
Fig. 4: Average localization error (ALE) with confidence interval as a function of distance – RGBD and RGB based system.

Table 1: Accuracy of classifying social distancing breaches

| Method   | Accuracy (%) | Precision (%) | Recall (%) | Env. |
|----------|--------------|---------------|------------|------|
| RGB-D    | 96           | 98            | 95         | Sim. |
| RGB      | 92           | 96            | 88         | Sim. |
| RGB-D    | 82           | 90            | 72         | Real |
| RGB      | 82           | 93            | 70         |      |

4.1.2 Accuracy of Classification of Breaches

This experiment compares the performance of the RGB-D and RGB-based vision systems in detecting social distancing violations. We treat the problem as a binary classification task and evaluate the detection accuracy, recall, and precision. Figure 6 shows the confusion matrices for the RGB-D and RGB breach detection, and Table 1 compares the accuracy, precision, and recall between them. First, we notice a drop in the performance of both methods when moving from simulated to the real world. This is mainly due to the increase in the ALE (as shown in Figure 4). However, while the RGB-D method performs better in simulation, the margin in performance between the two methods shrinks in reality. Overall, both algorithms maintained an accuracy equal to 82%. Qualitative results of both methods are shown in Figure 5. Combined, these results show the promising ability of these approaches in recognizing breaches in social distancing.

4.1.3 Hardware Requirements

After testing the accuracy of the two breach detection systems, we deployed them on the intended edge devices to profile their execution. We tested the performance in terms of CPU, GPU, and memory usage. Firstly, we measured the resources utilization levels at an idle condition. Then, we let the model reach its steady-state behavior by running it for a few minutes. Finally, 100 performance measurements were taken and averaged out (Table 2).

Jetson Nano was able to run the RGB-D detection system based on Yolov3 [26], but reached maximum CPU utilization (~99%) and very high GPU utilization (83%). Moreover, Jetson Nano was unable to run the resource-intensive RGB-based detection algorithm which runs multiple DL models to estimate the 3D coordinates of people in the scene.

Jetson Xavier NX was able to run both systems adequately keeping peak GPU utilization (59%) and peak CPU utilization (58%) at acceptable levels. However, the RGB system consumed most of the available memory averaging 7.2 GB RAM usage out of the total 8.

Considering that the individual performances were favorable, we tested Covy’s vision algorithm as a whole on Jetson.
4.2 Navigation

Covy’s navigation is evaluated using three metrics: the time to goal, the distance to the goal and the failure rate which includes collisions and deadlocks.

4.2.1 DRL Agents Training

We trained the DDPG and SAC models on a computer equipped with an NVIDIA GeForce GTX 1060, 16 GB of RAM, and an Intel Core i7-8750H processor. The models were trained for 4000 episodes on a Jetbot robot model in a 4 × 4 m² room-like simulated environment with either: no obstacles, static obstacles, or dynamic obstacles [15]. After training completion, we tested the models’ capabilities in a simulated and real environment by sampling 35 random configurations from the aforementioned environments.

Table 3: DDPG vs SAC. Results averaged over 100 episodes.

| DRL    | Failure (%)        | Average Speed | Env. |
|--------|--------------------|---------------|------|
|        | (collision/lost)   | (m/s)         |      |
| DDPG   | 13 (8 / 5)         | 0.125         | Sim. |
| DDPG   | 26 (15 / 11)       | 0.099         | Real |
| SAC    | 8 (6 / 2)          | 0.17          | Sim. |
| SAC    | 20 (8 / 12)        | 0.13          | Real |
| Hybrid | 7 (7 / 0)          | 0.046         | Sim. |
| Hybrid | 10 (10 / 0)        | 0.057         | Real |

Figure 7 shows the cumulative rewards obtained by DDPG and SAC during training in an environment with static and dynamic obstacles where each data point represents the average reward over 25 episodes. After ≈ 350 episodes, SAC surpasses DDPG in performance constantly. SAC reached a maximum average reward of approximately 3000, double that of DDPG. We hypothesize that as SAC is a stochastic policy, it is able to explore better the environment and therefore collect higher rewards.

4.2.2 Navigation Accuracy

From Table 3 we see that the SAC model performs better than the DDPG model in terms of the failure rate. Additionally, SAC is faster than DDPG in reaching the target: we suspect that the stochastic nature of SAC provides better exploration and allows the model to find an optimal path, whereas DDPG is deterministic. An interesting observation is that both DDPG and SAC can get lost (or end up in a deadlock) in simulated and real environments. We conjecture that this is due to the use of Lidar odometry which can produce inconsistent measurement when the robot moves fast. However, our hybrid approach is designed to overcome this limitation and performs best with respect to the failure rate at the cost of slower navigation.

5 Conclusion and Future Work

Covy is a prototype designed to test a compound vision system and different navigation stacks. The target application is to promote social distancing practice during a pandemic (e.g., COVID-19). The compound algorithm that Covy uses extends the range of depth of the Intel RealSense D435i camera from an effective range of 6m to 16+ m. Covy navigates its surroundings autonomously using a hybrid navigation stack that combines a SAC (DRL) agent with the probabilistic localization method AMCL, compared to a pure DRL-based navigation stack, Covy’s stack performs better in navigating in realistic and simulated environments with static and dynamic obstacles. Next step is to develop a complete swarm of Covy robots and target other applications such as alerting littering individuals, finding objects of interest, e.g., security of airports.
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