AutoLoss-Zero: Searching Loss Functions from Scratch for Generic Tasks
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Abstract

Significant progress has been achieved in automating the design of various components in deep networks. However, the automatic design of loss functions for generic tasks with various evaluation metrics remains under-investigated. Previous works on handcrafting loss functions heavily rely on human expertise, which limits their extendibility. Meanwhile, existing efforts on searching loss functions mainly focus on specific tasks and particular metrics, with task-specific heuristics. Whether such works can be extended to generic tasks is not verified and questionable. In this paper, we propose AutoLoss-Zero, the first general framework for searching loss functions from scratch for generic tasks. Specifically, we design an elementary search space composed only of primitive mathematical operators to accommodate the heterogeneous tasks and evaluation metrics. A variant of the evolutionary algorithm is employed to discover loss functions in the elementary search space. A loss-rejection protocol and a gradient-equivalence-check strategy are developed so as to improve the search efficiency, which are applicable to generic tasks. Extensive experiments on various computer vision tasks demonstrate that our searched loss functions are on par with or superior to existing loss functions, which generalize well to different datasets and networks. Code shall be released.

1. Introduction

Recent years have witnessed exciting progress in AutoML for deep learning [64, 37, 32, 31, 38, 12]. The automatic design of many components has been explored, ranging from architectures (e.g., neural architectures [46]) and normalization-activation operations [31]) to learning strategies (e.g., data augmentation strategies [12], dropout patterns [38], and training hyper-parameters [13]). However, to automate the entire deep learning process, an essential component is under-investigated, namely, the automatic design of loss functions for generic tasks.

Loss functions are indispensable parts in deep network training. In various tasks, including semantic segmentation [7, 61], object detection [15, 47], instance segmentation [19, 3] and pose estimation [52], cross-entropy (CE) and L1/L2 losses are the default choices for categorization and regression, respectively. As the default loss functions are usually approximations for specific evaluation metrics, there usually exists a misalignment between the surrogate loss and the final evaluation metric. For example, for bounding box localization in object detection, L1 loss is widely used, while the IoU metric is the standard evaluation metric [59]. Similar discrepancy has also been observed in semantic segmentation [27], where some metrics measure the accuracy of the whole image, while others focus more on the segmentation boundaries. The misalignment between network training and evaluation results in sub-optimal solutions with degraded performance.

A multitude of handcrafted loss functions have been proposed for different evaluation metrics. Since most desired metrics are non-differentiable and cannot be directly used as training objectives, many existing works [49, 57, 29, 25, 4, 40, 15] design differentiable variants of the CE and L1/L2 losses by carefully analyzing specific evaluation metrics. Another series of works [2, 34, 41, 59, 48, 62, 39] handcraft clever surrogate losses based on the mathematical expressions of specific evaluation metrics. Although these handcrafted loss functions show improvement on their target metrics, they heavily rely on expertise and careful analysis for specific scenarios, which limits their extendibility.
In this paper, we aim to automate the process of designing loss functions for generic tasks. Although there are several pioneer works [26, 54, 33, 27] on loss function search, they are all limited to specific tasks and particular evaluation metrics, with task-specific heuristics. Whether such task-specific heuristics can be applied to generic tasks is not verified and questionable. Searching loss functions for generic tasks is much more challenging, because of the heterogeneity of various tasks and evaluation metrics. The search space should be composed of basic primitive operators so as to accommodate such heterogeneity, and the search algorithm should be efficient enough so as to find the best combination of the basic primitives for the given task and evaluation metric. Meanwhile, no task-specific heuristics should be involved in the search algorithm.

This paper presents the first general loss function search framework applicable to various evaluation metrics across different tasks, named AutoLoss-Zero. We build our search space only with primitive mathematical operators to enjoy the high diversity and expressiveness. A variant of the evolutionary algorithm is employed to discover the high-quality loss functions from scratch with minimal human expertise. Specifically, AutoLoss-Zero formulates loss functions as computational graphs composed only of primitive mathematical operators (see Table 1). The computation graphs are randomly built from scratch, and are evolved according to their performance on the target evaluation metrics. In the search algorithm, to improve the search efficiency, we propose a loss-rejection protocol that efficiently filters out the unpromising loss function candidates, which brings great speed-up to the search procedure. A gradient-equivalence-check strategy is developed to avoid duplicate evaluations of equivalent loss functions. The loss-rejection protocol and the gradient-equivalence-check strategy are generally applicable to various tasks and metrics.

We validate our framework on various computer vision tasks, including semantic segmentation, object detection, instance segmentation, and pose estimation. Extensive experiments on large-scale datasets such as COCO [30], Pascal VOC [14] and Cityscapes [10] show that the searched losses are on par with or superior to existing handcrafted and specifically searched loss functions. Ablation studies show that our searched loss functions can effectively generalize to different networks and datasets.

Our main contributions can be summarized as follows:

- **AutoLoss-Zero** is the first general AutoML framework to search loss functions from scratch for generic tasks with minimal human expertise. The effectiveness is demonstrated on a variety of computer vision tasks.
- A novel loss-rejection protocol is developed to filter out the unpromising loss functions efficiently. A gradient-equivalence-check strategy is also developed to avoid duplicate evaluations. These techniques bring great improvement to the search efficiency, and are generally applicable to various tasks and metrics.
- The searched loss functions by themselves are contributions, because they are transferable across different models and datasets with competitive performance.

2. Related Work

**Hand-crafted loss functions** for prevalent evaluation metrics have been studied by numerous works. A large fraction of previous works develop loss function variants based on the standard cross-entropy loss and L1/L2 loss. For categorization, [49, 57, 29, 25] mitigate the imbalance of samples by incorporating different sample weights. [4, 40] propose to up-weight the losses at boundary pixels to deliver more accurate boundaries. For regression, Smooth-L1 loss [15] is proposed for improved stability and convergence. Another line of research [2, 34, 41, 59, 48, 62, 63, 39] deals with the misalignment between loss functions and various evaluation metrics by handcrafting differentiable extensions or surrogates of metrics as loss functions, including segmentation IoU [2, 41], F1 score [34], bounding box IoU [59, 48, 62, 63], and Average Precision [39].

Although these handcrafted losses are successful under different scenarios, they heavily rely on careful design and expertise for analyzing the property of specific metrics. In contrast, we propose an automated loss design framework that is generally suitable for different tasks and metrics.

**Direct optimization** for non-differentiable evaluation metrics has also been studied. For structural SVMs [53], [22, 60, 42] propose non-gradient methods to directly optimize ideal metrics. [18, 51, 35] apply loss-augmented inference to derive the gradients from the expectation of metrics. However, the computational complexity is high, which requires specifically designed efficient algorithms for different metrics. Policy gradients [44, 43, 56, 1, 50] are also adopted to directly optimize non-differentiable metrics. However, these methods suffer from: 1) complicated action space, which requires task specific approximations [44]; 2) high variance of gradient estimation and objective instability [55].

Recently, [5, 36] adopt error-driven learning for object detection, which is limited to specific scenarios.

Although these direct optimization methods mitigate the mis-alignment issue between training objectives and evaluation metrics, they require specific analysis and designs for the target metrics.

**AutoML for generic tasks** has long been pursued in machine learning research [21]. Recent works include automated search for neural architecture (NAS) [64, 37, 32], normalization-activation operations [31], dropout patterns [38], data augmentation [12], and training hyperparameters [13]. Most of the existing works aim to spe-
cialize an architecture built upon expert-designed operators [64, 37, 32], or search for specific hyper-parameters in a fixed formula [38, 12, 13].

Our work shares a similar philosophy to AutoML-Zero [45] and EvoNorm [31], which employ evolutionary algorithms to search for ML algorithms or normalization-activation operations from only primitive mathematical operations. However, for loss functions, the search space design is quite different and there are unique properties that can be leveraged for efficient search. We introduce 1) an effective search space for loss functions with specific initialization and mutation operations; and 2) a loss-rejection protocol and a gradient-equivalence-check strategy to improve the search algorithm efficiency.

**Loss function search** has also raised the interest of researchers in recent years. All the pioneer works [26, 54, 33, 27] are limited to specific tasks and specific metrics, with task-specific heuristics. Specifically, [26, 54] search for optimal losses for face recognition. The searched loss functions are optimal combinations of existing handcrafted variants of the cross-entropy loss. As the resulting objective is essentially an integration of existing loss functions, it cannot solve the mis-alignment between cross-entropy losses and many target metrics well. Recently, [27] proposes to search loss functions for semantic segmentation by substituting the logical operations in metrics with parameterized functions. However, such parameterization cannot be easily extended for generic metrics, such as mAP in object detection, where the matching and ranking processes are difficult to be parameterized. Another closely related work is [33], which searches loss functions for object detection. Similar to our method, [33] also formulates loss functions as the combination of primitive operators. However, [33] initializes the search from well-performed handcrafted loss functions specific for object detection, and separately searches for one loss branch with the other loss branch fixed as initialization. Moreover, [33] designs their loss-rejection protocol specifically for object detection, and cannot be applied to other tasks. In contrast, our method can simultaneously search for multiple loss branches from random initialization without starting from any human-designed loss functions. Our method has no specialized design for specific tasks or metrics, and consequently is applicable to generic tasks.

### 3. Method

Given a task (e.g., semantic segmentation and object detection) and a corresponding evaluation metric (e.g., mIoU and mAP), AutoLoss-Zero aims to automatically search a proper loss function from scratch for training a neural network. A general search space is proposed, in which each loss function is represented as a computational graph. The graph takes the network predictions and ground truths as inputs, and transforms them into a final loss value. With minimal human expertise, only primitive mathematical operations (see Table 1) are used as the intermediate computational nodes to accommodate the high diversity among different tasks and metrics. An efficient evolutionary algorithm is employed to search the loss function for the given task and metric. To enable the evolution, effective random initialization and mutation operations are defined. A novel loss-rejection protocol and gradient-equivalence-check strategy are also proposed to improve the search efficiency, which are applicable to generic tasks.

#### 3.1. Search Space

The search spaces of most AutoML approaches [64, 37, 32, 31, 38, 12] are specially designed for particular purposes and not suitable for loss functions. In loss function search, [27] proposes a loss function search space specifically for semantic segmentation, which cannot be extended to generic tasks. In [26, 54], the search space is simply the combination of existing loss functions, which cannot form new loss functions. The search space of [33] is also of primitives, which is most similar to ours. However, the primitives of [33] is a constrained set for the specific task of object detection. In this subsection, we design a general search space for loss functions applicable for generic tasks and evaluation metrics.

AutoLoss-Zero seeks to search the proper loss function

| Element-wise Operator | Expression | Arity |
|-----------------------|------------|-------|
| Add                   | $x + y$    | 2     |
| Mul                   | $x \times y$ | 2     |
| Neg                   | $-x$       | 1     |
| Abs                   | $|x|$       | 1     |
| Inv                   | $1/(x + \epsilon)$ | 1 |
| Log                   | $\log(|x| + \epsilon)$ | 1       |
| Exp                   | $e^x$       | 1     |
| Tanh                  | $\tanh(x)$ | 1     |
| Square                | $x^2$       | 1     |
| Sqrt                  | $\sqrt{|x| + \epsilon}$ | 1   |

| Aggregation Operator  | Expression | Arity |
|-----------------------|------------|-------|
| Mean<sub>nchw</sub>   | $\frac{1}{nchw}\sum_{nchw} x_{nchw}$ | 1     |
| Mean<sub>c</sub>      | $\frac{1}{c}\sum_{c} x_{nchw}$ | 1     |
| Max-Pooling<sub>3x3</sub> | Max-Pooling<sub>3x3</sub>(x) | 1 |
| Min-Pooling<sub>3x3</sub> | Min-Pooling<sub>3x3</sub>(x) | 1   |

| Table 1. Primitive operator set $\mathcal{H}$. $x$ and $y$ are of the same shape of $(N, C, H, W)$, which are the input tensors of the operators. $\epsilon = 10^{-12}$ is a small positive number for avoiding infinite values or gradients. This primitive operator set is shared in all of our experiments. Each aggregation operator is a mapping that replaces the elements of the input tensor with the aggregated values. Both the stride and padding of Max/Min-Pooling are set as 1. Thus, all of the operators preserve the shape of the input tensor(s). |
for training the networks that maximizes the given evaluation metric $\xi$. The loss function $L(\hat{y}, y; N_\omega)$ is defined on the network prediction $\hat{y}$ and its ground-truth training target $y$, where $N_\omega$ is a network parameterized with $\omega$. The search target can be formulated as a nested optimization,

$$\max_{\omega} f(L; \xi) = \xi (N_\omega, L; S_{eval}) ,$$  \hspace{1cm} (1)

$$\text{s.t.} \quad \omega^*(L) = \arg\min_{\omega} E(\hat{y}, y) \in S_{train} [L(\hat{y}, y; N_\omega)] ,$$  \hspace{1cm} (2)

where $f(L; \xi)$ is the evaluation score of the loss function $L$ under the given metric $\xi$, and $\omega^*(L)$ is the network parameters trained with $L$. $E[\cdot]$ is the mathematical expectation. $S_{train}$ and $S_{eval}$ are the training and evaluation sets used in the search process, respectively. The network prediction $\hat{y}$ and its training target $y$ share the same shape of $(N, C, H, W)$. For each tensor, we use $N, C, H, W$ to refer to the size of its batch, channel, width and height, respectively\(^1\).

**Loss Function Representation.** The loss function $L$ is represented as a computational graph $G$. The computational graph is a rooted tree, where the leaf nodes are inputs (i.e., network predictions and training targets), and the root is the output. The intermediate computational nodes are selected from a set of primitive mathematical operations (see Table 1), which transform the inputs into the final loss value.

The input tensors of the computational graph are sampled with replacement from $\{y, \hat{y}, 1\}$, where the additional constant 1 is included to improve the flexibility of the search space. The output tensor $o$ has the same shape of $(N, C, H, W)$ as the inputs, which is further aggregated to form the final loss value as

$$L(\hat{y}, y) = \frac{1}{NHW} \sum_{nchw} o_{nchw} .$$  \hspace{1cm} (3)

Here, we do not normalize among the channel dimension, following the common practice of the cross-entropy loss.

As some tasks may have multiple loss branches (e.g., the classification and regression branches in object detection), we represent the loss of each branch as an individual computational graph, and sum their loss values together as the final loss. For a loss with $M$ branches, given the predictions $\{\hat{y}^1, \hat{y}^2, \ldots, \hat{y}^M\}$ and their ground-truth training targets $\{y^1, y^2, \ldots, y^M\}$ of each loss branch, the final loss function is represented as

$$L(\hat{y}, y) = \sum_{i=1}^{M} L_i(\hat{y}^i, y^i) .$$  \hspace{1cm} (4)

**Primitive Operators.** Table 1 summarizes the primitive operator set $\mathcal{H}$ used in our search space, including element-wise operators and aggregation operators that enable information exchange across spatial and channel dimensions. Each aggregation operator is a mapping that replaces the elements of the input tensor with the aggregated values. All the primitive operators preserve the shape of the input tensors in order to ensure the validity of computations.

### 3.2. Search Algorithm

Inspired by the recent applications of AutoML\[45, 31\], a variant of evolutionary algorithm is employed for searching the proper loss functions. In existing works of loss function search\[26, 54, 27, 33\], variants of reinforcement learning or evolution algorithm are also adopted. However, the search methods in \[26, 54, 27, 33\] are designed

---

\(^1\)For the predictions and training targets without spatial dimensions, we set $H = 1$ and $W = 1$ without loss of generality.
for searching in specific tasks and particular metrics, with task-specific heuristics. Whether such heuristics can be applied to generic tasks is not verified and questionable. Here, AutoLoss-Zero searches loss functions for generic tasks from random initialization with minimal human expertise. The proposed method has no specialized design for specific tasks or metrics, which is widely applicable to generic tasks.

Figure 1 illustrates the search pipeline of AutoLoss-Zero. At initialization, $K$ loss functions ($K = 20$ by default) are randomly generated to form the initial population. Each evolution picks $T$ ratio of population ($T = 5\%$ by default) at random, and selects the one with the highest evaluation score as the parent, $i.e.$, tournament selection [16]. The parent is used to produce offspring through well-designed mutation operations. Following [31, 45], only the most recent $P$ loss functions ($P = 2500$ by default) are maintained.

As the search space is very sparse with a large number of unpromising loss functions, a novel loss-rejection protocol is developed to efficiently filter out loss functions that are not negatively correlated with the given evaluation metric. During the search, the initialization / mutation process of an individual loss function would be repeated until the resulting loss function can pass the loss-rejection protocol.

In order to further improve the search efficiency, a gradient-equivalence-check strategy is developed to avoid re-evaluating mathematically equivalent loss functions. Similar to other AutoML works [31, 45], lightweight proxy tasks are employed to reduce the computational cost of evaluating loss functions, which will be discussed at the end of this subsection.

**Random Initialization of Loss Functions.** The computational graph of each initial loss function is randomly generated. Figure 2 illustrates the process of loss function generation. Starting from a graph with root ($i.e.$, the output node) only, each node would randomly sample one or two operators from the primitive operator set $\mathcal{H}$ (see Table 1), and append to the graph as its child node(s). The root has one child. For each computational node, the number of child nodes is decided by its operator arity.

When a computational node reaches the target depth $D$ ($D = 3$ by default), it randomly selects input tensor(s) as its child node(s). The input tensors would be the leaf nodes of the computational graph. Each randomly generated computational graph has a depth of $D + 1$, with $D$ computational nodes on each path from the root to a leaf node.

**Mutation.** The mutation process is inspired by [45], but the candidate mutation operations are specially designed for our search space. Figure 3 illustrates the candidate mutation operations, which are defined as:

- **Insertion.** An operator randomly sampled from $\mathcal{H}$ is inserted between a randomly selected non-root node and its parent. If the operator has an arity of 2, it would randomly select an input as the additional child.
- **Deletion.** An intermediate computational node is randomly selected and removed. For the removed node, one of its child nodes is randomly picked to become the new child of its parent.
- **Replacement.** An operator is randomly sampled from $\mathcal{H}$ to replace a randomly selected non-root node. If the non-root node has children more than the arity of the operator, a random subset of the child nodes with the same number as the arity are kept as the children of the operator. Otherwise, it would randomly select inputs as the additional child nodes.

To produce the offspring, the given computational graph is processed by the three sequential steps:

1. Directly copy the graph with a probability of 10\%.
2. If copying is not performed, randomly re-initialize the full computational graph with a probability of 50\%.
3. If re-initialization is not performed, sequentially perform two mutation operations uniformly sampled from \{Insertion, Deletion, Replacement\}.

**Loss-Rejection Protocol.** Our search space is highly flexible, in which only primitive operations are used to construct the loss functions. Similar to [31, 45, 33], such flexibility leads to a large and sparse search space. Most loss function candidates result in network performance that is not better than random guessing. In loss function search, to improve the search efficiency, [33] designs a loss-rejection protocol to filter out unpromising loss functions before training the networks. However, it is specifically designed for object detection, which cannot be directly applied to generic tasks. Here, we propose a novel loss-rejection protocol that is generally applicable to various tasks and metrics.
Inspired by the fact that minimizing the proper loss functions should correspond to maximizing the given evaluation metric, we develop an efficient loss-rejection protocol for generic tasks. Given $B$ random samples ($B = 5$ by default) from the training set $S_{\text{train}}$ and a randomly initialized network $N_\omega$, we record the network predictions and the corresponding training targets as $\{(\hat{y}_b, y_b)\}_{b=1}^B$. To efficiently estimate the correlation between the given evaluation metric $\xi$ and a candidate loss function $L$, a correlation score $g(L; \xi)$ is calculated as

$$g(L; \xi) = \frac{1}{B} \sum_{b=1}^B \xi(\hat{y}_b(L), y_b) - \xi(\hat{y}_b, y_b),$$

subject to

$$\hat{y}_b(L) = \arg \min_{y_b} L(\hat{y}_b, y_b),$$

where $\hat{y}_b(L)$ is the network predictions optimized with loss function $L$. A large $g(L; \xi)$ indicates that minimizing the loss function $L$ corresponds to maximizing the given evaluation metric $\xi$. Otherwise, if $g(L; \xi)$ is less than a threshold $\eta$, the loss function $L$ is regarded as unpromising, which should be rejected.

Here, to speed up the rejection process, the loss function optimization is directly applied to the network prediction $\hat{y}_b$, instead of the network parameters $\omega$. Since the network computation is omitted, the rejection process is very efficient. With a single GPU, the proposed loss-rejection protocol can reach a throughput of 500–1000 loss functions per minute. In search, the initialization / mutation process of an individual loss function would be repeated until the resulting loss function can pass the loss-rejection protocol.

**Gradient-Equivalence-Check Strategy.** To avoid re-evaluating mathematically equivalent loss functions, a gradient-equivalence-check strategy is developed. For each loss function $L$, we compute its gradient norms w.r.t. the network predictions used in the loss-rejection protocol as $\{\|\partial L/\partial \hat{y}_b\|_2\}_{b=1}^B$. If for all of the $B$ samples, two loss functions have the same gradient norms within two significant digits, they are considered equivalent, and the previous evaluation metric score would be reused.

**Proxy Task.** The evaluation of loss functions requires network training, which costs the most time in the search process. Similar to other AutoML works [31, 45], to accelerate the search process, lightweight proxy tasks for network training are employed in the loss function evaluation. Specifically, fewer training iterations, smaller models and down-sampled images are adopted (see Section 4 and Appendix A for details). We further improve the efficiency by stopping the network training with invalid loss values (i.e., NaN and Inf values).

### 4. Experiments

We evaluate AutoLoss-Zero on different computer vision tasks, including semantic segmentation (Section 4.1), object detection (Section 4.2), instance segmentation (Section 4.3), and pose estimation (Section 4.4). The search efficiency of AutoLoss-Zero is ablated in Section 4.5.

**Implementation Details.** For the evolutionary algorithm, the population is initialized with $K = 20$ randomly generated loss functions, and is restricted to most recent $P = 2500$ loss functions. The ratio of tournament selection [16] is set as $T = 5\%$ of current population. During random initialization and mutations, the sampling probabilities for all the operators in Table 1 are the same. The initial depth of computational graphs is $D = 3$. For the loss-rejection protocol and the gradient-equivalence-check strategy, $B = 5$ samples are randomly selected from the training set $S_{\text{train}}$. The search and re-training experiments are conducted on 4 NVIDIA V100 GPUs. More details are in Appendix A.

#### 4.1. Semantic Segmentation

**Settings.** Semantic segmentation concerns categorizing each pixel in an image into a specific class. PASCAL VOC 2012 [14] with extra annotations [17] is utilized for our experiments. The target evaluation metrics include Mean IoU (mIoU), Frequency Weighted IoU (FWIoU), Global Accuracy (gAcc), Mean Accuracy (mAcc), Boundary IoU (BIoU) [24] and Boundary F1 Score (BF1) [11]. The first four metrics measure the overall segmentation accuracy, and the other two metrics evaluate the boundary accuracy.

During search, we use DeepLabv3+ [8] with ResNet-50 [20] as the network. Following [27], we simplify the proxy task by down-sampling the input images to the resolution of $128 \times 128$, and reducing the training schedule to 3 epochs ($1/10$ of the normal training schedule). After the search procedure, we re-train the segmentation networks with ResNet-101 [20] as the backbone for 30 epochs. The input image resolution is $512 \times 512$. The re-training setting is the same as [8], except that the searched loss function is utilized. More details are in Appendix A.1.

**Results.** Table 2 compares our searched losses with the widely used cross-entropy loss, other metric-specific handcrafted loss functions, and the surrogate losses searched by ASL [27]. Note that ASL is restricted to a specific designed search space for semantic segmentation, which cannot be simply extended to handle generic metrics. The results show that our searched losses outperform the manually designed losses consistently, and on par with or better than the searched losses by ASL on most target metrics. Only for the BIoU metric, our searched loss is slightly worse than that of ASL, but is much better than the handcrafted losses. Appendix B presents the formulas of the discovered loss functions, which indicate that the intermediate aggregations (e.g., Max-Pooling$_{3 \times 3}$ and Mean$_{nhw}$) between non-linear operations may have potential benefits for metrics such as mAcc, BIoU, and BF1.
Table 2. Semantic segmentation results of DeepLabv3+ [8] with ResNet-101 [20] on PASCAL VOC [14]. Results of the target metric(s) for each loss function are underlined, and the highest results within a tolerance of 0.5 are in bold.

| Loss Function | mIoU | FWIoU | gAcc | mAcc | mIoU | BPM | BF1 |
|---------------|------|-------|------|------|------|-----|-----|
| Cross Entropy | 78.7 | 91.3  | 95.2 | 87.3 | 70.6 | 65.3|
| WCE [49]      | 69.6 | 85.6  | 91.1 | 92.6 | 61.8 | 37.6|
| DiceLoss [34] | 77.8 | 91.3  | 95.1 | 87.5 | 69.9 | 64.4|
| Lovász [2]    | 79.2 | 91.8  | 95.4 | 88.6 | 72.5 | 66.7|
| DPCE [4]      | 79.8 | 91.8  | 95.5 | 87.8 | 71.9 | 66.5|
| SSIM [40]     | 79.3 | 91.7  | 95.4 | 87.9 | 71.5 | 66.4|
| mIoU ASL [27] | 81.0 | 92.1  | 95.7 | 88.2 | 73.4 | 68.9|
| Ours          | 80.7 | 92.1  | 95.7 | 89.1 | 74.1 | 66.0|
| FWIoU ASL [27]| 80.0 | 91.9  | 95.4 | 89.2 | 75.1 | 65.7|
| Ours          | 78.7 | 91.7  | 95.2 | 87.7 | 72.9 | 64.6|
| gAcc ASL [27] | 79.7 | 91.8  | 95.5 | 89.0 | 74.1 | 64.4|
| Ours          | 79.4 | 91.7  | 95.3 | 88.7 | 73.6 | 64.8|
| mAcc ASL [27] | 69.8 | 85.9  | 91.3 | 92.7 | 72.9 | 35.6|
| Ours          | 75.3 | 89.2  | 93.7 | 92.6 | 73.7 | 44.1|
| BiIoU ASL [27]| 49.0 | 69.9  | 62.6 | 81.3 | 79.2 | 39.0|
| Ours          | 39.8 | 66.6  | 79.7 | 74.7 | 77.6 | 45.5|
| BF1 ASL [27]  | 1.9  | 1.0   | 2.7  | 6.5  | 7.4  | 74.8|
| Ours          | 6.0  | 54.6  | 73.8 | 73.3 | 9.4  | 79.8|

Table 3. Generalization of the searched loss functions for semantic segmentation among different datasets and networks. The losses are originally searched for DeepLabv3+ [8] with ResNet-50 [20] on PASCAL VOC [14]. “R50” and “R101” are the abbreviations of ResNet-50 and ResNet-101, respectively. “DLv3+” and “PSP” denote the DeepLabv3+ and PSPNet [61], respectively.

| Dataset | Cityscapes | VOC |
|---------|------------|-----|
| **Network** | **R101-DLv3+** | **R50-DLv3+** | **R101-PSP** |
| **Loss Function** | | | |
| Cross Entropy | 80.0 | 62.2 | 76.2 | 61.8 | 77.9 | 64.7 |
| mIoU ASL [27] | 80.7 | 66.5 | 78.4 | 66.9 | 78.9 | 65.7 |
| Ours | 80.4 | 63.8 | 78.0 | 62.6 | 78.5 | 64.9 |
| BF1 ASL [27] | 6.7 | **78.0** | 1.4 | 70.8 | 1.6 | **71.8** |
| Ours | 9.3 | **77.7** | 7.2 | **78.5** | 5.1 | **71.3** |

Generalization of the searched functions. To verify the generalization ability of the searched losses, we conduct re-training experiments on different datasets and networks using the CE loss and the losses originally searched for DeepLabv3+ [8] with ResNet-50 [20] on PASCAL VOC [14]. Due to limited computational resource, we only compare on mIoU and BF1 metrics. Table 3 summarizes the results on PASCAL VOC and Cityscapes [10], using DeepLabv3+ / PSPNet [61] with ResNet-50 / ResNet-101 as the networks. The results show that the searched loss functions generalize well between different datasets, and can be applied to various semantic segmentation networks.

4.2. Object Detection

Settings. Object detection is the task of detecting the bounding boxes and categories of instances belonging to certain classes. To evaluate our algorithm, we conduct experiments on the widely used COCO dataset [30]. The target evaluation metric is Mean Average Precision (mAP).

We use Faster R-CNN [47] with ResNet-50 [20] and FPN [28] as the detection network. There are 4 loss branches, i.e., the classification and regression branches for the RPN [47] sub-network and Fast R-CNN [15] sub-network. We search for loss functions of the 4 branches simultaneously from scratch. Following [48], we use the intersection, union and enclosing areas between the predicted and ground-truth boxes as the regression loss inputs.

During the search, we train the network with 1/4 of the COCO data for 1 epoch as the proxy task. We further simplify the network by only using the last three feature levels of FPN, and reducing the channels of the detection head by half. After the search procedure, we re-train the detection network with the searched loss functions. The re-training hyper-parameters are the same as the default settings of MMDetection [6]. More details are in Appendix A.2.

Results. Table 4 compares our searched loss functions with the handcrafted loss functions and the searched function by [33]. The effectiveness of our method is verified for searching on only the 2 branches of the Fast R-CNN [15] sub-network, and on all of the 4 branches. Results show that our searched losses are on par with the existing handcrafted and searched loss functions. Note that [33] designs the search space and strategies specifically for object detection, and initializes their search process with handcrafted loss functions, while AutoLoss-Zero is a general framework that searches for loss functions from scratch. The formulas of the discovered loss functions are presented in Appendix B. The searched loss function for bounding box regression shares a similar expression with the GIoULoss [48], confirming the effectiveness of the handcrafted loss function.

Generalization of the searched functions. We verify the generalization ability of the searched loss function in Table 5. The loss is originally searched on COCO [30] with ResNet-50 [20], and is used for training networks with different backbone (i.e., ResNet-101) and on different dataset (i.e., PASCAL VOC [14]). The results show that our searched loss functions can generalize well to different object detection networks and datasets.

4.3. Instance Segmentation

Settings. Instance segmentation is the task of detecting the segmentation masks and categories of instances. We also conduct experiments on COCO [30], except that the target metric is mAP with IoU defined on masks.

Mask R-CNN [19] with ResNet-50 [20] and FPN [28] is
Table 4. Object detection results of ResNet-50 [20] on COCO [30]. Cls and Reg are the classification and regression branches, respectively, where the subscripts RPN and RCNN denote the RPN [47] sub-network and Fast R-CNN [15] sub-network, respectively.

| Loss Function                      | mAP   | mAP   |
|-----------------------------------|-------|-------|
| CE + L1 + CE + IoULoss [59]       | 39.7  | 80.4  |
| Ours                              | 39.9  | 80.6  |
| Ours                              | 34.8  |       |

Table 5. Generalization of the searched losses for object detection among different datasets and networks. The loss is originally searched for ResNet-50 [20] on COCO [30].

| Loss Function | COCO mAP | VOC mAP |
|---------------|----------|---------|
| CE + L1 + CE + IoULoss [59] + CE | 34.4 |        |
| CE + L1 + CE + GloULoss [48] + CE | 34.7 |        |
| Ours          | 34.8     |         |

4.4. Pose Estimation

Settings. Pose estimation is the task of localizing the keypoints of humans. Experiments are conducted on COCO [30]. The target evaluation metric is keypoint mAP, which is very similar to the mAP in object detection, where object keypoint similarity (OKS) is used to substitute the role of bounding box IoU.

Results. Table 6 (a) summarizes the results. The loss function searched from scratch by AutoLoss-Zero is on par with the existing manually designed loss functions. The discovered loss functions are presented in Appendix B.

| Loss Function | mAP   | mAP   |
|---------------|-------|-------|
| CE + L1 + CE + IoULoss [59] + CE | 34.6  |       |
| CE + L1 + CE + GloULoss [48] + CE | 34.7  |       |
| Ours          | 34.8  |       |

Table 6. Instance segmentation and pose estimation results of ResNet-50 [20] on COCO [30]. In the first three rows of (a), the five losses correspond to the ClsRPN, RegRPN, ClsRCNN, RegRCNN and Mask branches, respectively. “MSE” in (b) denotes the mean square error loss used by [58].

We use [58] with Resnet-50 [20] as the network. Following the practice in [9], person detection results provided by [58] are utilized. During search, we train the network for 4 epochs as the proxy task. After the search procedure, we re-train the network with the searched loss functions using the default training settings of MMPose [9]. More details are in Appendix A.4.

4.5. Search Efficiency

We ablate the search efficiency of AutoLoss-Zero on semantic segmentation with the mIoU metric and object detection with the mAP metric. Starting from random search, we add each component of AutoLoss-Zero sequentially to verify its effectiveness. Figure 4 shows the results. The proposed loss-rejection protocol greatly improves the search efficiency for both tasks, and the gradient-equivalence-check strategy is also helpful. For semantic segmentation which only contains a single loss branch, naive evolution can also discover the proper losses despite its inefficiency. For object detection with 4 loss branches, the exponentially increased sparsity of the search space brings great difficulty to the search. Therefore, without the loss-rejection protocol,
no loss functions with scores greater than zero can be discovered within a reasonable time. Table 7 further presents the number of loss functions that can be explored in 48 hours by AutoLoss-Zero. Over $10^6$ loss functions can be explored, which ensures that AutoLoss-Zero can explore the huge and sparse search space within a reasonable time.

5. Conclusion

AutoLoss-Zero is the first general framework for searching loss functions from scratch for generic tasks. The search space is composed only of basic primitive operators. A variant of evolutionary algorithm is employed for searching, where a loss-rejection protocol and a gradient-equivalence-check strategy are developed to improve the search efficiency. AutoLoss-Zero can discover loss functions that are on par with or superior to existing loss functions on various tasks with minimal human expertise.
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A. Implementation Details

For the evolutionary algorithm, the population is initialized with $K = 20$ randomly generated loss functions, and is restricted to most recent $P = 2500$ loss functions. The ratio of tournament selection [16] is set as $T = 5\%$ of current population. During random initialization and mutations, the sampling probabilities for all the operators in the primitive operator set $\mathcal{H}$ are the same. The initial depth of computational graphs is $D = 3$. For the loss-rejection protocol and the gradient-equivalence-check strategy, $B = 5$ samples are randomly selected from the training set $\mathcal{S}_{\text{train}}$. In the proposed loss-rejection protocol, the threshold for unpromising loss function is set as $\eta = 0.6$. We use stochastic gradient descent with momentum to optimize Eq. (6) for 500 iterations. The learning rate for the loss-rejection protocol is 0.001. The momentum factor is set as 0.9. There is no weight decay. Since the predictions of different samples and spatial positions are optimized independently in Eq. (6), we do not normalize along any dimensions when aggregating the output tensor to the final loss value in the loss-rejection protocol.

We stop the search when the total number of proxy task evaluations reaches 500. The best loss function is then used for re-training experiments. All the experiments are conducted on 4 NVIDIA V100 GPUs.

A.1. Semantic Segmentation

Datasets. PASCAL VOC 2012 [14] with extra annotations [17] is utilized for our experiments. During search, we randomly sample 1500 training images in PASCAL VOC to form the evaluation set $\mathcal{S}_{\text{eval}}$ and use the remaining training images as the training set $\mathcal{S}_{\text{train}}$. The target evaluation metrics include Mean IoU (mIoU), Frequency Weighted IoU (FWIoU), Global Accuracy (gAcc), Mean Accuracy (mAcc), Boundary IoU (BIOU) [24] and Boundary F1 Score (BF1) [11]. The first four metrics measure the overall segmentation accuracy, and the other two metrics evaluate the boundary accuracy.

Implementation Details. During search, we use DeepLabv3+ [8] with ResNet-50 [20] as the network. The softmax probabilities $y$ and the one-hot ground-truth labels $\hat{y}$ are used as the inputs of loss functions, both of which are of shape ($N, C, H, W$). For the boundary metrics, we use the pre-computed boundaries of $y$ as the training targets. Following [27], we simplify the proxy task by down-sampling the input images to the resolution of $128 \times 128$, and reducing the training schedule to 3 epochs (1/10 of the normal training schedule) with a mini-batch size of 32. We use stochastic gradient descent with momentum to train the network. The initial learning rate is 0.02, which is decayed by polynomial with power 0.9 and minimum learning rate $10^{-4}$. The momentum and weight decay factors are set to 0.9 and $5 \times 10^{-4}$, respectively. For faster convergence, the learning rate of the segmentation head is multiplied by 10. After the search procedure, we re-train the segmentation networks with ResNet-101 as the backbone for 30 epochs. The input image resolution is $512 \times 512$. The re-training setting is the same as [8], except that the searched loss function is utilized.

A.2. Object Detection

Datasets. We conduct experiments on large-scale object detection dataset COCO [30]. In the search experiments, we randomly sample 5000 images from the training set for validation purpose, and sample 1/4 of the remaining images for network training. The target evaluation metric is Mean Average Precision (mAP).

Implementation Details. We use Faster R-CNN [47] with ResNet-50 [20] and FPN [28] as the detection network. There are 4 loss branches, i.e., the classification and regression branches for the RPN [47] sub-network and Fast R-CNN [15] sub-network. We search for loss functions of the 4 branches simultaneously from scratch. The inputs of loss functions for the classification branches are the softmax probabilities and the one-hot ground-truth labels. Following [33], we use the intersection, union and enclosing areas between the predicted and ground-truth boxes as the regression loss inputs. The loss weights are set to 1.0 for classification branches and 10.0 for regression branches, which follows [48].

During search, the initialization / mutation process is repeated for each loss branch separately until it passes the loss-rejection protocol. In the loss-rejection process of each loss branch, the predictions of the other branches are set as the ground-truth targets. For the RPN sub-network, the correlation score $g(L; \xi)$ is calculated with the predicted region proposals and the corresponding training targets.

We train the network with 1/4 of the COCO data for 1 epoch as the proxy task. We further simplify the network by using only the last three feature levels of FPN, and reducing the channels of the detection head by half. The learning rate is set to 0.04 with a batch size of 32, and a linear learning rate warm-up of 250 iterations is applied. After the search procedure, we re-train the detection network with the searched loss functions for 12 epochs. The re-training hyper-parameters are the same as the default settings of MMDetection [6].

A.3. Instance Segmentation

Datasets. We conduct experiments on COCO [30]. In the search experiments, we randomly sample 5000 images from the training set for validation purpose, and sample 1/4 of the remaining images for network training. The target metric is mAP with IoU defined on masks.
Table 8. Discovered Loss Functions. “Seg”, “Det”, “Ins”, and “Pose” denotes the tasks of semantic segmentation, object detection, instance segmentation, and pose estimation, respectively. Max-Pooling and Min-Pooling have kernel size $3 \times 3$. A small positive number $\epsilon = 10^{-12}$ is added in $\log()$, $\sqrt{}$, and the denominators of division operations to avoid infinite values or gradients. $\hat{y}$ and $y$ denote the network prediction and the training target of the corresponding branch. $i$, $u$, and $e$ in the box regression loss branches refer to the intersection, union, and enclosed areas between the predicted and the target bounding boxes, respectively, which follows [33].

| Task | Metric | Formula |
|------|--------|---------|
| Seg  | mIoU   | $-\frac{1}{2} \log \left( \tanh \left( \frac{u}{1+y} \sqrt{y} \right) (\hat{y}^2 + y) \right)$ |
|     | gAcc   | $\log(y \log(y + (y + \hat{y})/\hat{y}))$ |
|     | mAcc   | $\exp \left( (y - \sqrt{\hat{y}})^2 \right)$ |
|     | BIoU   | $\tanh \left( \sqrt{\text{Mean}_{n,h,w} \left( -\log(\hat{y}) \sqrt{\text{Max-Pooling} (\sqrt{2y})} \right)} \right)$ |
|     | BF1    | $\exp \left( \text{Mean}_{n,h,w} \left( -\text{Max-Pooling}(y) \log (\text{Max-Pooling}(\hat{y})) + \tanh \left( \text{Mean}_{n,h,w} (2\hat{y} + 1) \right) \right) \right)$ |
| Det  | mAP    | $\exp(\tanh(y))/\hat{y}$ |
|     | RPRN   | $e/(i + u)$ |
|     | SRCNN  | $-y \log(\hat{y})$ |
|     | RCNN   | $-\log(i/e)$ |
| Ins  | mAP    | $-y\hat{y}/\tanh(\hat{y})$ |
|     | RPRN   | $e/(i + u)$ |
|     | SRCNN  | $-y \log(\hat{y})$ |
|     | RCNN   | $-\sqrt{i}/\sqrt{e}$ |
|      | Mask   | $\left\lfloor \log(\hat{y}y) \right\rfloor$ |

Implementation Details. Mask R-CNN [19] with ResNet-50 [20] and FPN [28] is used as the network. We conduct the search for all the 5 loss branches simultaneously. The inputs of loss functions for the classification and regression branches are the same as in object detection. The prediction used as loss inputs for each RoI of the mask branch is the per-pixel softmax probabilities indicating foreground or background.

The proxy task is the same as for object detection. After the search procedure, we re-train the detection network with the searched loss functions for 12 epochs. We use the default hyper-parameters of MMDetection [6] for re-training the networks with our searched loss functions.

A.4. Pose Estimation

Datasets. Experiments are conducted on COCO [30], which contains 250,000 person instances labeled with 17 keypoints each. During search, we randomly select 5000 image from the training set for proxy task evaluation. The target evaluation metric is keypoint mAP, which is very similar to the mAP in object detection, where object keypoint similarity (OKS) is used to substitute the role of bounding box IoU.

Implementation Details. We use [58] with ResNet-50 [20] as the network. Following the practice in [9], person detection results provided by [58] are utilized. For each joint of each detected box in the person detection results, the network predicts a heatmap, and the target heatmap is constructed as in [58]. Loss function is applied only on visible joints.

During search, we train the network using the Adam [23] optimizer for 4 epochs as the proxy task. The learning rate is $2.5 \times 10^{-4}$ with a cosine annealing schedule and a linear warm-up for 250 iterations. The batch size is set as 256. After the search procedure, we re-train the network with the searched loss functions for 210 epochs using the default training settings of MMPose [9].

B. Formulas of the Discovered Loss Functions

Table 8 shows the formulas of the discovered loss functions. The formulas are simplified manually by removing useless operators (e.g. squaring the constant one or taking the absolute value of a non-negative quantity).