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Abstract

We consider the problem of learning an unknown product distribution $X$ over $\{0, 1\}^n$ using samples $f(X)$ where $f$ is a known transformation function. Each choice of a transformation function $f$ specifies a learning problem in this framework.

Information-theoretic arguments show that for every transformation function $f$ the corresponding learning problem can be solved to accuracy $\epsilon$, using $\tilde{O}(n/\epsilon^2)$ examples, by a generic algorithm whose running time may be exponential in $n$. We show that this learning problem can be computationally intractable even for constant $\epsilon$ and rather simple transformation functions. Moreover, the above sample complexity bound is nearly optimal for the general problem, as we give a simple explicit linear transformation function $f(x) = w \cdot x$ with integer weights $w_i \leq n$ and prove that the corresponding learning problem requires $\Omega(n)$ samples.

As our main positive result we give a highly efficient algorithm for learning a sum of independent unknown Bernoulli random variables, corresponding to the transformation function $f(x) = \sum_{i=1}^n x_i$. Our algorithm learns to $\epsilon$-accuracy in $\text{poly}(n)$ time, using a surprising $\text{poly}(1/\epsilon)$ number of samples that is independent of $n$. We also give an efficient algorithm that uses $\log n \cdot \text{poly}(1/\epsilon)$ samples but has running time that is only $\text{poly}(\log n, 1/\epsilon)$.

1 Introduction

We consider the problem of learning an unknown product distribution that has been transformed according to a known function $f$. This is a simple and natural learning problem, but one which does not seem to have been explicitly studied in a systematic way from a computational learning theory perspective.

More precisely, in this paper we restrict our model to the natural case when the input distribution is a product distribution over the Boolean cube $\{0, 1\}^n$. In this learning scenario the learner is provided with samples from the random variable $f(X)$, where $X = (X_1, \ldots, X_n)$ is a vector of independent 0/1 Bernoulli random variables $X_i$ whose expectations are unknown to the learner. We write $\overline{p} = (p_1, \ldots, p_n) \in [0, 1]^n$ to denote $E[X]$, and refer to $\overline{p}$ as the target vector of probabilities; we shall sometimes write $f(\overline{p})$ to denote the random variable $f(X)$ described above. Using these samples, the learner must with probability $1 - \delta$ output a hypothesis distribution $\mathcal{H}$ over $f([0, 1]^n)$ such that the total variation distance $\text{d}_{TV}(f(X), \mathcal{H})$ is at most $\epsilon$. A proper learning algorithm in this framework outputs a hypothesis vector $\hat{\overline{p}} \in [0, 1]^n$ defining a hypothesis distribution $f(\hat{X})$, where $\hat{X} = (\hat{X}_1, \ldots, \hat{X}_n)$ is a vector of independent 0/1 Bernoulli random variables $\hat{X}_i$ whose expectation is $E[\hat{X}] = \hat{p}$.

We emphasize that in this learning scenario, the transformation function $f$ is fixed and known to the learner; the choice of a particular transformation function $f$ specifies a particular learning problem in this model, much as the choice of a concept class $C$ specifies a learning problem in Valiant’s PAC learning model. We will be interested in both the computational complexity (running time) and sample complexity (number of samples required) for algorithms that solve this problem, for different transformation functions $f$.
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1.1 Motivation, examples, and connection to prior work

Our motivation for considering this model is twofold. First, we feel that it is so simple and natural as to warrant study for its own sake. Second, we believe that it offers a useful perspective on modeling probability distributions in settings where the underlying source of randomness is not directly accessible to the learner. In many settings we may wish to understand some phenomenon (in the physical world, in a market, etc.) where the available observations can be viewed as the output of a transformation \( f \) applied to some underlying random source \( X \); learning an accurate approximation of the distribution of \( f(X) \) is a natural goal in such a setting. (The restriction on \( X \) imposed in this paper – that it is a product of independent Bernoulli random variables – admittedly represents an idealized scenario, but it is a natural starting point for theoretical study.) It is plausible that in such a situation the transformation function \( f \) may be well understood (as a consequence of our knowledge of the laws governing the physical world, the marketplace, etc.), but that much less is known about the parameters of the underlying random variable \( X \) (we may have no direct access to this random variable, it could represent private information, etc.). This corresponds to our model’s assumption that \( f \) is “known” and the task is to infer the parameters of \( X \) that give rise to the observed data.

Examples: As a simple example to illustrate our learning model, we consider the product distribution learning problem for \( f \) where \( f \) is any read-once AND-gate function. A function \( f : \{0, 1\}^n \to \{0, 1\}^m \), \( f(x) = (f_1(x), \ldots, f_m(x)) \) is a read-once AND-gate function if each \( f_i(x) \) is an AND over some subset \( S_i \subseteq \{n\} \) of the \( n \) input bits \( x_1, \ldots, x_n \) and the sets \( S_1, \ldots, S_m \) are pairwise disjoint. It is not hard to see that there is a straightforward proper learning algorithm based on linear programming that succeeds for any read-once AND-gate function regardless of the fanin of the AND gates (see Appendix A):

**Observation 1.1** Let \( f : \{0, 1\}^n \to \{0, 1\}^m \) be any fixed read-once AND-gate function (known to the learner). There is an algorithm that uses \( \text{poly}(n, 1/\epsilon) \) samples from the target distribution \( f(\mathcal{P}) \), runs in \( \text{poly}(n, 1/\epsilon) \) time, and with probability at least 9/10 outputs a hypothesis vector \( \hat{p} \) such that \( \text{TV}(f(\hat{p}), f(p)) \leq \epsilon \).

As a second example, we point out that the transformed product distribution learning model is broad enough to encompass the problem of learning an unknown mixture of \( k \) product distributions over \( \{0, 1\}^n \) that was considered by Freund and Mansour (1999), Cryan et al. (2002), Feldman et al. (2008). For simplicity we describe the case \( k = 2 \): there are unknown product distributions \( \mathcal{P}, \mathcal{Q} \) over \( \{0, 1\}^n \) and unknown mixing weights \( \pi_p, \pi_q = 1 - \pi_p \). The learner is given independent draws from the mixture distribution (each draw is independently taken from \( \mathcal{P} \) with probability \( \pi_p \), and from \( \mathcal{Q} \) with probability \( \pi_q \)), and must output hypothesis product distributions \( \hat{\pi}, \hat{\pi} \) and hypothesis mixing weights \( \hat{\pi}_p, \hat{\pi}_q \). This problem is easily seen to be equivalent to the transformed product distribution learning problem for the function \( f : \{0, 1\}^{2n+1} \to \{0, 1\}^n \) which is such that on input \((z, x_1, \ldots, x_n, y_1, \ldots, y_n) \in \{0, 1\}^{2n+1}\) the \( i \)-th bit of \( f \)'s output is \( z x_i + (1 - z) y_i \). It is easy to see that if the target vector of probabilities for \( f \) is \((\pi_p, p_1, \ldots, p_n, q_1, \ldots, q_n) \) then samples of \( f \) are distributed exactly according to the mixture of product distributions, and finding a good hypothesis vector in \([0, 1]^{2n+1}\) amounts to finding a hypothesis mixing weight \( \hat{\pi} \) and hypothesis product distributions \( \hat{\pi}, \hat{\pi} \) as required in the original “learning mixtures of product distributions” problem.

**Connection to prior work:** The transformed product distribution learning model is related to the PAC-style model of learning discrete probability distributions that was introduced by Kearns et al. (1994) and studied in several subsequent works of Naof (1996), Ambainis et al. (1997), Farach and Kannan (1999), Freund and Mansour (1999), Cryan et al. (2002), Feldman et al. (2008). In the Kearns et al. (1994) framework a learning problem is defined by a class \( C \) of Boolean circuits, and an instance of the problem corresponds to the choice of a specific (unknown to the learner) target circuit \( C \in C \). The learner is given samples from \( C(X) \) where \( X \) is a uniform random string from \( \{0, 1\}^m \), and the learner must with high probability output a hypothesis circuit \( C' \) such that the random variable \( C'(X) \) is \( \epsilon \)-close to \( C(X) \) (in KL-divergence).

Strictly speaking the transformed product distribution learning model may be viewed as a special case of the Kearns et al. model. This is done by considering a circuit class \( C \) that has a circuit \( C = C_{\mathcal{P}} \) for each possible product distribution \( \mathcal{P} \) over \( \{0, 1\}^n \); the circuit \( C_{\mathcal{P}} \) first transforms the uniform distribution over \( \{0, 1\}^n \) to the product distribution \( \mathcal{P} \) over \( \{0, 1\}^n \) and then applies the transformation function \( f \) to the output of \( \mathcal{P} \). However, learning problems \( C \) of this sort do not seem to have been previously considered in the Kearns et al. (1994) model, and we feel it is more natural to view our model as dual in spirit to the earlier model. In Kearns et al. (1994) the learner’s task is to infer an unknown transformation (the circuit \( C \)) into which are fed \( n \)-bit strings that are known to be distributed uniformly. In our case the transformation function \( f \) is known to the learner but the underlying product distribution that is fed into \( f \) is unknown and must be inferred.

1.2 Our results and techniques

We establish a range of positive and negative results for this learning problem, both for general functions and for particular transformation functions of interest. For most of this paper we focus on the case in which \( f(X) \) is simply a real-valued random variable, i.e. \( f \) is a transformation mapping \( \{0, 1\}^n \) to \( \mathbb{R} \).
We begin by considering the most general possible setting, in which the transformation function $f$ can be any function mapping the domain $[0,1]^n$ into any range. By an approach similar to the algorithm of Devroye and Lugosi (2001) for choosing a density estimate, we show (Theorem 6) that if the space $\{f(\mathcal{P})\}_{\mathcal{P}\in[0,1]^n}$ of all $f$-transformed product distributions has an $\epsilon$-cover of size $N$, then there is a generic learning algorithm for the $f$-transformed product distribution problem that uses $O((\log N)/\epsilon^2)$ samples. The algorithm works by carrying out a tournament that matches every pair of distributions in the cover against each other; our analysis shows that with high probability some $\epsilon$-accurate distribution in the cover will survive the tournament undefeated, and that any undefeated tournament will with high probability be highly accurate.

As an immediate consequence of the general result Theorem 6 we get that for any transformation function $f$ there is an algorithm that learns to accuracy $\epsilon$ using $O(n/\epsilon^2)$ samples:

**Theorem 1 (Information-theoretic upper bound for any $f$)** Let $f : [0,1]^n \rightarrow \Omega$ be an arbitrary function where $\Omega$ is any range set. There is an algorithm that uses $O(n/\epsilon^2 \cdot \log(n/\epsilon))$ samples from the target distribution $f(\mathcal{P})$, runs in time $(n/\epsilon)^{O(n)}$, and with probability at least $9/10$ outputs a hypothesis vector $\hat{\mathcal{P}}$ such that $d_{TV}(f(\mathcal{P}), f(\hat{\mathcal{P}})) \leq \epsilon$.

Since an $\epsilon$-cover of the space of all $f$-transformed product distributions may have size exponential in $n$, Theorem 1 does not in general provide a computationally efficient algorithm. Indeed, in Appendix C we show that the learning problem can be computationally hard even for rather simple transformation functions: using a reduction to the PARTITION problem, we prove:

**Theorem 2 (NP-hardness)** Suppose $NP \not\subseteq BPP$. Then there is an explicit degree-2 polynomial $f : [0,1]^n \rightarrow \mathbb{R}$ such that there is no polynomial-time algorithm that solves the transformed product distribution learning problem for $f$ to accuracy $\epsilon = 1/3$.

We also show that even for a simple linear transformation function $f(x) = w \cdot x$ with small integer weights, it can be impossible to significantly improve on the $O(n)$ sample complexity of the generic algorithm from Theorem 1. In Appendix D we prove:

**Theorem 3 (Sample complexity lower bound)** Fix any $k \leq n$ and let $f(x) = \sum_{i=1}^k x_i$. Let $L$ be any learning algorithm that outputs a hypothesis vector $\hat{x}$ such that $d_{TV}(f(\mathcal{P}), f(\hat{x})) \leq 1/40$ with probability at least $\epsilon = e^{-k}$. Then $L$ must use $\Omega(k)$ samples from $f(\mathcal{P})$.

These negative results provide strong motivation for considering what is perhaps the most natural of all transformation functions mapping $[0,1]^n$ to $\mathbb{R}$, the sum $f(x) = \sum_{i=1}^n x_i$; we refer to the corresponding learning problem as “learning an unknown sum of Bernoulli random variables.” Our main contribution is a detailed study of this learning problem.

**Learning sums of Bernoullis from constantly many samples.** As our main result, we show that any sum of independent Bernoulli random variables can be efficiently approximated to $\epsilon$-accuracy by a proper learning algorithm that uses $\text{poly}(1/\epsilon)$ samples, independent of $n$. More precisely, we prove:

**Theorem 4 (Learning sums of Bernoullis from constantly many samples)** Let $f(x) = \sum_{i=1}^n x_i$. There is an algorithm that uses $\text{poly}(1/\epsilon)$ samples from the target distribution $f(\mathcal{P})$, runs in time $n^3 \cdot \text{poly}(1/\epsilon) + n \cdot (1/\epsilon)^{O(\log^2(1/\epsilon))}$, and with probability at least $9/10$ outputs a hypothesis vector $\hat{x} \in [0,1]^n$ which is such that $d_{TV}(f(\mathcal{P}), f(\hat{x})) \leq \epsilon$.

It should be stressed that the generic algorithm of Theorem 6 requires $\Omega((1/\epsilon^2) \log n)$ samples for this learning problem (easy arguments give an $n^{\Omega(1)}$ lower bound on the size of any cover for sums of Bernoullis). We view this sample complexity independent of $n$ as a surprising result which may find subsequent applications. We next give a brief overview of the obstacles that appear and the techniques involved in our proof.

As a first step in the proof of Theorem 4 we observe that a simple learning algorithm using $O(1/\epsilon^2)$ samples gives a hypothesis which has error at most $\epsilon$ with respect to the Kolmogorov distance (see Section 2). While the algorithm itself is simple, its analysis relies on a fundamental result from probability theory, known as the Dvoretzky-Kiefer-Wolfowitz inequality (Dvoretzky et al (1956)), which may be viewed as a special case of the fundamental Vapnik-Chervonenkis theorem (see Chapter 3 of Devroye and Lugosi (2001)). In Appendix F we give a self-contained proof of the DKW inequality using elementary techniques (martingales and the method of bounded differences) and an interesting trick that goes back to Kolmogorov (see Peres (2009)); this proof is significantly different from the proofs we know of in the probability literature (see Dvoretzky et al (1956), Massart (1990), and Chapter 3 of Devroye and Lugosi (2001)).

A natural attempt is to use Kolmogorov approximation as a black box to obtain an approximation in total variation distance. In the special case when $X$ is a sum of Bernoulli random variables and $Y$ is a binomial
distribution \( B(n, p) \) (i.e. all the Bernoullis \( Y_1, \ldots, Y_n \) have the same mean \( p \)), it is indeed possible to bound the total variation distance between \( X \) and \( Y \) as a function of their Kolmogorov distance. It can be shown that in this case the distributions of \( X \) and \( Y \) cross each other at most a constant number of times, and this is easily seen to imply that the two distances (total variation and Kolmogorov) are within a constant factor. This fact about crossings goes back to an argument by Newton (c.f. [Hardy et al. 1934] section 2.22), establishing that the sequence \( a_k = \Pr[X = k]/\Pr[Y = k] \) is log-concave if \( Y \) is binomially distributed.

Unfortunately, if \( X \) and \( Y \) are both generic sums of independent Bernoullis with arbitrary means (as in our setting), then such a bound is not known in the literature, and indeed it seems that essentially nothing is known about the relation between the two distances in this general case. Without such a bound, it is rather unclear whether a number of samples that does not scale with \( n \) suffices to accurately learn in total variation distance. Nevertheless, we extend the Kolmogorov distance learning algorithm to total variation distance via a delicate algorithm that exploits the detailed structure of a small \( \epsilon \)-cover ([Daskalakis and Papadimitriou 2011], [Daskalakis 2008]) of the space of all distributions that are sums of independent Bernoulli random variables (see Theorem 5). Interestingly, this becomes feasible by establishing an analog of the aforementioned argument by Newton to a class of distributions used in the cover that are called heavy (see Lemma [13]). This in turn relies on probabilistic approximation results via translated Poisson distributions (see Definition [18] [Rollin 2006]).

**Learning sums of Bernoullis in sublinear time.** While the \( \text{poly}(1/\epsilon) \) sample complexity of Theorem 4 is essentially optimal\(^2\) the running time is \( \text{poly}(n) \) (and superpoly\((1/\epsilon))\). Moreover, generating a single sample from the hypothesis product distribution requires \( \Omega(n) \) uniformly random bits. In general, any proper learning algorithm that explicitly outputs a hypothesis vector \( \hat{p} \in [0, 1]^n \) will take \( \Omega(n) \) running time, and generating a sample from the hypothesis \( f(\hat{p}) \) will require \( \Omega(n) \) random bits.

More broadly, any algorithm (not necessarily proper) for learning sums of Bernoullis must have running time \( \Omega(1/\epsilon^2) \cdot \log n \) in the bit model (since each sample is an \( \Omega(\log n) \) bit string and \( \Omega(1/\epsilon^2) \) samples are needed). Generating a sample from an arbitrary hypothesis distribution will in general require \( \Omega(\log n) \) bits (since the entropy of the binomial distribution is \( \Omega(\log n) \)). Hence a natural goal is to have a learning algorithm that runs in \( \text{poly}(\log n, 1/\epsilon) \) time and requires \( O(\log n) \) bits of randomness to generate a draw from its hypothesis distribution. As discussed in the previous paragraph, such an algorithm needs to be non-proper.

We show that there is an algorithm that satisfies all of these efficiency considerations, at the cost of a \( \log n \) factor in the sample complexity:

**Theorem 5 (Learning sums of Bernoullis in \( \text{polylog}(n) \) time with efficient hypotheses)** Let \( f(x) = \sum_{i=1}^{n} x_i \). There is an algorithm that uses \( \log(n) \cdot \text{poly}(1/\epsilon) \) samples from the target distribution \( f(\tilde{p}) \), performs \( \log(n) \cdot \text{poly}(1/\epsilon) \) bit operations, and with probability at least 9/10 outputs a (succinct representation of a) hypothesis distribution \( \mathcal{H} \) over \( \{0, 1, \ldots, n\} \) such that \( d_{TV}(f(X), \mathcal{H}) \leq \epsilon \). Moreover, a draw from the hypothesis distribution \( \mathcal{H} \) can be obtained in \( \text{poly}(\log n, 1/\epsilon) \) time using \( O(\log(n/e)) \) bits of randomness.

The key to Theorem 5 is the simple observation that any sum of Bernoullis is a unimodal distribution over the domain \( \{0, 1, \ldots, n\} \). This lets us apply a powerful algorithm due to Birgé (1997) that can learn any unimodal distribution to accuracy \( \epsilon \) using \( O(\log(n)/\epsilon^3) \) samples. The algorithm outputs a hypothesis distribution that is a histogram over \( O(\log(n)/\epsilon) \) intervals that cover \( \{0, \ldots, n\} \): more precisely, the hypothesis is uniform within each interval, and for each interval the total mass it assigns to the interval is simply the fraction of samples that landed in that interval. Thus, the hypothesis distribution has a succinct description and can be efficiently evaluated using a small amount of randomness. We give details in Appendix [5].

We remark that by applying the algorithm of Theorem 5 to the hypothesis distribution that is provided by Theorem 4 one can obtain a \( 2\epsilon \)-accurate hypothesis satisfying the efficiency conditions of Theorem 5 (i.e. the hypothesis can be evaluated in poly-logarithmic time and a sample from it can be generated using \( O(\log(n/e)) \) random bits). Thus, it is possible to construct an \( \epsilon \)-accurate efficient hypothesis using \( \text{poly}(1/\epsilon) \) samples and \( \log(n) \) time. Whether this can be achieved in poly-logarithmic time is an interesting and challenging open problem; we discuss this and other questions for future work in Section 6.

### 2 Preliminaries

Recall that the **total variation distance** between two distributions \( \mathbb{P} \) and \( \mathbb{Q} \) over a finite domain \( D \) is \( d_{TV}(\mathbb{P}, \mathbb{Q}) := (1/2) \cdot \sum_{a \in D} |\mathbb{P}(a) - \mathbb{Q}(a)| \). Similarly, if \( X \) and \( Y \) are two random variables ranging over a finite set, their total variation distance \( d_{TV}(X, Y) \) is defined as the total variation distance between their distributions. Another notion of distance between distributions/random variables that we use is the **Kolmogorov distance**. For two distributions \( \mathbb{P} \) and \( \mathbb{Q} \) supported on \( \mathbb{R} \), their Kolmogorov distance is \( d_{K}(\mathbb{P}, \mathbb{Q}) := \sup_{x \in \mathbb{R}} |\mathbb{P}((\infty, x)) - \mathbb{Q}((\infty, x))| \).

---

\(^2\)An easy reduction to distinguishing a fair coin from an \( \epsilon \)-biased coin shows that any learning algorithm for this problem needs \( \Omega(1/\epsilon^2) \) samples.
Similarly, if \( X \) and \( Y \) are two random variables ranging over a subset of \( \mathbb{R} \), their Kolmogorov distance, denoted \( d_K(X, Y) \), is the Kolmogorov distance between their distributions. If two distributions \( \mathbb{P} \) and \( \mathbb{Q} \) are supported on a finite subset of \( \mathbb{R} \) we obtain immediately that \( d_K(\mathbb{P}, \mathbb{Q}) \leq 2 \cdot d_{TV}(\mathbb{P}, \mathbb{Q}) \).

Fix a finite domain \( D \), and let \( \mathcal{P} \) denote some set of distributions over \( D \). Given \( \delta > 0 \), a subset \( \mathcal{Q} \subseteq \mathcal{P} \) is said to be a \( \delta \)-cover of \( \mathcal{P} \) (w.r.t. total variation distance) if for every \( \mathbb{P} \in \mathcal{P} \) there exists some \( \mathbb{Q} \in \mathcal{Q} \) such that \( d_{TV}(\mathbb{P}, \mathbb{Q}) \leq \delta \).

We write \( \mathcal{S} = \mathcal{S}_n \) to denote the set of all product distributions over \( \{0, 1\}^n \), and \( f(\mathcal{S}) \) to denote the set of all transformed product distributions \( \{f(\mathbb{P})\}_{\mathbb{P}\in \mathcal{S}} \). We write \( f(\mathbb{P})(\alpha) \) to denote the probability of outcome \( \alpha \) under distribution \( f(\mathbb{P}) \). Finally, for \( \ell \in \mathbb{Z}^+ \) we write \( [\ell] \) to denote \( \{1, \ldots, \ell\} \).

### 3 A generic algorithm for any \( f \) and some lower bounds

In this section we give a simple generic algorithm to solve the transformed product distribution learning problem for any transformation function \( f \), and state some lower bounds showing that even for rather simple functions \( f \), the time and sample complexity of the generic algorithm may be essentially the best possible.

#### 3.1 A generic algorithm

The key ingredient in the generic algorithm is the following:

**Theorem 6** Fix a function \( f : \{0, 1\}^n \rightarrow \Omega \) where \( \Omega \) is any range set. Suppose there exists a \( \delta \)-cover for \( f(\mathcal{S}) \) of size \( N = (n/\delta)^n \). Then there is an algorithm that uses \( O(\delta^{-2} \log N) \) samples and solves the \( f \)-transformed product distribution learning problem to accuracy \( \delta \).

The high-level idea behind Theorem 6 is as follows: for a pair of distributions \( \mathcal{Q}_1, \mathcal{Q}_2 \in \mathcal{S} \), we define a competition between \( \mathcal{Q}_1 \) and \( \mathcal{Q}_2 \) that takes as input a sample from the target distribution \( f(X) \) and either crowns one of \( \mathcal{Q}_1, \mathcal{Q}_2 \) as the winner of the competition or calls the competition a draw. Let \( \mathcal{Q} \subseteq \mathcal{S} \) be a \( \delta \)-cover for \( f(\mathcal{S}) \) of cardinality \( N = (n/\delta)^n \). The algorithm performs a tournament between every pair of distributions from \( \mathcal{Q} \) and outputs a distribution \( \hat{\mathcal{Q}} \in \mathcal{Q} \) that was never a loser, i.e. won or achieved a draw in all competitions. (If no such distribution exists, the algorithm outputs “failure.”)

This basic approach of running a tournament between distributions in an \( \delta \)-cover is quite similar to the algorithm of Devroye and Lugosi for choosing a density estimate (see Devroye and Lugosi (1996ab) and Chapters 6 and 7 of Devroye and Lugosi (2001)), which in turn built closely on the work of Yatracos (1985).

Our algorithm achieves essentially the same bounds as these earlier approaches but there are some small differences. (The DL approach uses a notion of the “competition” between two tournaments which is not symmetric under swapping the two competing tournaments, whereas our competition is symmetric; also, the DL approach chooses a distribution which wins the maximum number of competitions as the output distribution, whereas our algorithm chooses a distribution that is never defeated.) We give our proof of Theorem 6 in Appendix B.

Theorem 1 is an easy consequence of Theorem 6. Recall Theorem 1.

**Theorem 1** (Information-theoretic upper bound for any \( f \)) Let \( f : \{0, 1\}^n \rightarrow \Omega \) be an arbitrary function where \( \Omega \) is any range set. There is an algorithm that uses \( O((n/\epsilon^2) \cdot \log(n/\epsilon)) \) samples from the target distribution \( f(\mathbb{P}) \), runs in time \( (n/\epsilon)^{O(n)} \), and with probability at least 9/10 outputs a hypothesis vector \( \hat{\mathbb{P}} \) such that \( d_{TV}(f(\mathbb{P}), f(\hat{\mathbb{P}})) \leq \epsilon \).

**Proof:** We argue that for any \( f \) there is a \( \delta \)-cover for \( f(\mathcal{S}) \) of size at most \( (n/\delta)^n \). The desired result then follows from Theorem 6. Since for any pair of distributions \( \mathbb{P}, \mathbb{Q} \in \mathcal{S} \) and any function \( f \) we have \( d_{TV}(f(\mathbb{P}), f(\mathbb{Q})) \leq d_{TV}(\mathbb{P}, \mathbb{Q}) \), it suffices to exhibit a \( \delta \)-cover of the desired cardinality for \( \mathcal{S} \).

We claim that if we discretize each individual expectation of our input Bernoulli random variables to integer multiples of \( \alpha := \frac{1}{\delta^2} \), we obtain a \( \delta \)-cover for \( \mathcal{S} \). Let us call the set of all such discretized product distributions \( \mathcal{Q} \). Clearly, \( |\mathcal{Q}| \leq \left( \frac{4}{\delta^2} \right)^n \). Let \( \mathbb{P} = (\mathbb{P}_1, \ldots, \mathbb{P}_n) \in \mathcal{S} \). We define a point \( \mathbb{Q} = (\mathbb{Q}_1, \ldots, \mathbb{Q}_n) \in \mathcal{Q} \) such that \( d_{TV}(\mathbb{Q}_i, \mathbb{P}_i) \leq \delta/n \) for all \( i \). Since both \( \mathbb{P} \) and \( \mathbb{Q} \) are product distributions, we have that \( d_{TV}(\mathbb{P}, \mathbb{Q}) \leq \sum_{i=1}^n d_{TV}(\mathbb{Q}_i, \mathbb{P}_i) \leq \delta/n \). This completes the proof.

#### 3.2 Learning transformed product distributions can be computationally hard

Though Theorem 1 shows that any learning problem \( f \) in our framework can be solved with \( O(n) \) sample complexity, it is natural to expect that some learning problems can be computationally hard. We confirm this intuition by establishing an NP-hardness result for a specific function \( f \) that is computed by an explicit degree-2 polynomial. We show that if there is a poly\((n)\)-time algorithm for the transformed product distribution learning problem for this \( f \), even for learning to constant accuracy, then \( NP \subseteq BPP \). Recall Theorem 2.
Theorem 2 Suppose NP \not\subseteq BPP. Then there is an explicit degree-2 polynomial f such that there is no polynomial-time algorithm that solves the transformed product distribution learning problem for f to accuracy \( \epsilon = 1/3 \).

The proof is a reduction from the PARTITION problem and is given in Appendix C

3.3 Linear transformation functions can require \( \Omega(n) \) samples

We now show that even for a simple linear transformation function \( f(x) = w \cdot x \) with small integer weights, it can be impossible to significantly improve on the \( \tilde{O}(n) \) sample complexity of the generic algorithm from Theorem 1. Recall Theorem 5.

Theorem 8 (Sample complexity lower bound) Fix any even \( k \leq n \) and let \( f(x) = \sum_{i=1}^k x_i \). Let \( L \) be any learning algorithm that outputs a hypothesis vector \( \hat{p} \) such that \( d_{TV}(f(\hat{p}), f(\hat{p})) \leq 1/40 \) with probability at least \( e^{-\Omega(k)} \). Then \( L \) must use \( \Omega(k) \) samples from \( f(\hat{p}) \).

Theorem 8 is proved in Appendix D.

4 Learning an unknown sum of Bernoullis from \( \text{poly}(1/\epsilon) \) samples

4.1 Learning with respect to Kolmogorov distance

Let \( X \) be any random variable supported on \( \{0, 1, \ldots, n\} \). We write \( F_X \) and \( f_X \) to denote respectively the cumulative distribution and the probability density function of \( X \).

Let \( Z_1, \ldots, Z_d \) be independent samples of the random variable \( X \), and define \( Z^{(\ell)} \) for all \( \ell = 0, 1, \ldots, n \) and \( i = 1, \ldots, k \). Clearly we have \( E[Z_i^{\ell} / k] = F_X(\ell) \), which suggests that \( \hat{F}_X(\ell) := \sum_i Z_i^{\ell} / k \) may be a good estimator of \( F_X(\ell) \) for all values of \( \ell \), if \( k \) is large enough. The Dvoretzky-Kiefer-Wolfowitz inequality \( \text{Dvoretzky et al. (1956), Massart (1990)} \) confirms this, and in fact shows that a surprisingly small value of \( k \) – independent of \( n \) – suffices. The bound on \( k \) given below is optimal up to constant factors.

Theorem 7 (DKW Inequality) Let \( k = \max\{576, (9/8) \ln(1/\delta) \cdot (1/\epsilon^2) \} \). Then with probability at least \( 1 - \delta \) we have \( \max_{0 \leq \ell \leq n} |\hat{F}_X(\ell) - F_X(\ell)| \leq \epsilon \).

In Appendix D we give a self-contained proof of the theorem using elementary techniques (martingales and the method of bounded differences) and an interesting trick that goes back to Kolmogorov (see Peres (2003)). We start by defining a coupling between the process of learning the cumulative distribution function as our samples are revealed and a random walk on the line. Then Kolmogorov’s trick is invoked to get a handle on the maximum estimation error, proving a weaker version of the theorem in which \( k \) equals \( \Theta(1/\epsilon^4) \). We then apply McDiarmid’s inequality to bootstrap the weaker bound and obtain the tighter bound.

Now we specialize to the case in which \( X = \sum_{i=1}^n X_i \) is a sum of independent Bernoulli random variables. We use the DKW inequality to prove the following:

Theorem 8 (Proper Learning under Kolmogorov Distance) Let \( X = \sum_{i=1}^n X_i \) be a sum of independent Bernoulli random variables. There is an algorithm which, given \( k = \max\{9216, 18 \ln(1/\delta) \cdot (1/\epsilon^4) \} \) independent samples from \( F_X \), produces with probability at least \( 1 - \delta \) a set of independent Bernoulli \( Y_1, \ldots, Y_n \) such that \( d_K(X, Y) \leq \epsilon \), where \( Y := \sum_{i=1}^n Y_i \). The running time of the algorithm is \( \text{poly}(n/\epsilon) + n \cdot (1/\epsilon^{10 \log^2 \frac{1}{\epsilon}}) \).

Proof of Theorem 8 Use Theorem 7 to produce an \( \frac{1}{4} \)-approximation \( \hat{F}_X(\ell) \) of the cumulative distribution of \( X \). Theorem 2 below gives us that for all \( \gamma > 0 \), there exists a \( \gamma \)-cover in total variation distance of the set of all sums of \( n \) Bernoulli random variables that has size \( \text{poly}(n/\gamma) + n \cdot (1/\epsilon^{10 \log^2 \frac{1}{\epsilon}}) \). Construct such a cover using \( \gamma = \epsilon/8 \). Given that the Kolmogorov distance between two distributions is always at most twice their total variation distance, this cover is in fact a \( \epsilon/4 \)-cover in the Kolmogorov distance. Output any \( Y = \sum_{i=1}^n Y_i \) in the cover whose cumulative distribution \( F_Y \) satisfies

\[
\max_{0 \leq \ell \leq n} |F_Y(\ell) - \hat{F}_X(\ell)| \leq \epsilon/2. \tag{1}
\]

It is easy to see that a \( Y \) satisfying (1) exists in the cover. Indeed, if \( Y \) is the closest point of the cover to \( X \) in Kolmogorov distance, then it must be that \( \max_{0 \leq \ell \leq n} |F_Y(\ell) - F_X(\ell)| \leq \epsilon/4 \). Given that \( (\hat{F}_X(\ell))/\ell \) is an \( \epsilon/4 \)-approximation to \( F_X \) the above inequality implies (1).

Moreover, it is easy to check that any \( Y \) satisfying (1) will satisfy \( \max_{0 \leq \ell \leq n} |F_Y(\ell) - F_X(\ell)| \leq 3\epsilon/4 < \epsilon \), using again that \( (\hat{F}_X(\ell))/\ell \) is an \( \epsilon/4 \)-approximation to \( F_X \). Hence, we have \( d_K(X, Y) < \epsilon \).
4.2 From Kolmogorov distance to total variation distance

The algorithm of the previous subsection learns the target sum of Bernoullis to high accuracy with respect to Kolmogorov distance. Ideally, we would like to use this approximation as a black box to obtain an approximation in total variation distance. As we discussed in the introduction, this runs to a very basic, apparently unresolved question in probability theory: is there a bound on the total variation distance between two sums of independent indicators in terms of their Kolmogorov distance? As at least one of the two sums is a Binomial distribution, then an argument due to Newton gives a positive answer. However nothing is known about the relation between the two distances in this general case. Without such a bound, it is rather unclear whether constantly many samples (independent of \( n \)) suffice to accurately learn in total variation distance...

Nevertheless, we manage to extend our Kolmogorov distance learning algorithm to the total variation distance via a delicate algorithm that exploits the structure of a small \( \epsilon \)-cover (in total variation distance) of the space of all distributions that are sums of independent Bernoulli random variables. Interestingly, this becomes feasible by establishing an analog of the aforementioned argument by Newton to a class of distributions used in the cover that are called heavy; and this argument relies on probabilistic approximation results via \textit{translated Poisson distributions} (see Definition \[13\]).

We give more details below. Let us start by formally stating a theorem that defines a cover (in total variation distance) of the space of sums of independent indicators. The following is Theorem 9 of the full version of \textbf{Daskalakis and Papadimitriou (2011)}:

\textbf{Theorem 9 (Cover for sums of Bernoullis)} For all \( \epsilon > 0 \), there exists a set \( \mathcal{S}_\epsilon \subseteq \mathcal{S} \) such that (i) \(|\mathcal{S}_\epsilon| \leq n^3 \cdot O(1/\epsilon) + n \cdot (\frac{1}{\epsilon})^{O(\log^2 1/\epsilon)} \); (ii) for every \( \{X_i\}_i \in \mathcal{S}_\epsilon \) there exists some \( \{Y_i\}_i \in \mathcal{S}_\epsilon \) such that \( d_{TV}(\sum_i X_i, \sum_i Y_i) \leq \epsilon \) (i.e. \( f(\mathcal{S}_\epsilon) \) is an \( \epsilon \)-cover of \( f(\mathcal{S}) \)); and (iii) the set \( \mathcal{S}_\epsilon \) can be constructed in time \( O \left( \frac{n^3 \cdot O(1/\epsilon)}{\epsilon} + n \cdot \left( \frac{1}{\epsilon} \right)^{O(\log^2 1/\epsilon)} \right) \).

Moreover, if \( \{Y_i\}_i \in \mathcal{S}_\epsilon \), then the collection \( \{Y_i\}_i \) has one of the following forms, where \( k = k(\epsilon) = O(1/\epsilon) \) is a positive integer:

- \textbf{(Sparse Form)} There is a value \( \ell \leq k^3 = O(1/\epsilon^3) \) such that for all \( i \leq \ell \) we have \( \mathbb{E}[Y_i] \in \left\{ \frac{1}{k^3}, \frac{2}{k^3}, \ldots, \frac{k^3-1}{k^3} \right\} \), and for all \( i > \ell \) we have \( \mathbb{E}[Y_i] \in \{0, 1\} \).
- \textbf{(\( k \)-heavy Binomial Form)} There is a value \( \ell \in [0, 1, \ldots, n] \) and a value \( q \in \left( \frac{1}{k^3}, \frac{2}{k^3}, \ldots, \frac{k^3-1}{k^3} \right) \) such that for all \( i \leq \ell \) we have \( \mathbb{E}[Y_i] = q \); for all \( i > \ell \) we have \( \mathbb{E}[Y_i] \in \{0, 1\} \); and \( \ell q(1-q) \geq k^3 - \frac{1}{\epsilon} \) and \( \ell q(1-q) \geq k^3 - k - 1 - \frac{3}{\epsilon} \).

(We remark that \textbf{Daskalakis (2008)} establishes the same theorem, except that the size of the cover given there, as well as the time needed to produce it, are \( n^3 \cdot O(1/\epsilon) + n \cdot \left( \frac{1}{\epsilon} \right)^{O(\log^2 1/\epsilon)} \). Indeed, this weaker bound is obtained by enumerating over all possible collections \( \{Y_i\}_i \) in sparse form and all possible collections in \( k \)-heavy Binomial Form, for \( k = O(1/\epsilon) \) specified by the theorem.)

Using the cover described in Theorem 9 we prove the following, which immediately gives Theorem 4.

\textbf{Theorem 10 (Learning under Total Variation Distance)} Let \( X = \sum_{i=1}^n X_i \) be a sum of independent Bernoullis. Fix any \( \tau > 0 \). There is an algorithm which, given \( O\left( \frac{1}{\epsilon^\tau} \right) \) independent samples from \( X \), produces probability at least 9/10 a list of Bernoulli random variables \( Y_1, \ldots, Y_n \) such that \( d_{TV}(X, Y) \leq \epsilon \), where \( Y := \sum_{i=1}^n Y_i \).

The running time of the algorithm is \( n^3 \cdot \text{poly}(1/\epsilon) + n \cdot (1/e)^{O(\log^2 \epsilon)} \).

We first give a high-level outline of our argument. The proof works by considering the points in a cover \( \mathcal{S}_{\alpha,\beta} \) where \( \beta \) is some constant > 1. We define two tests that can be performed on points (i.e. distributions) in \( \mathcal{S}_{\alpha,\beta} \). The first of these, called the \( \Delta \)-test, is run on every sparse form distribution in \( \mathcal{S}_{\alpha,\beta} \), and is designed to identify a sparse form distribution that is close to \( X \) if such a distribution exists. The second test, called the \( H \)-test, is run on every \( k \)-heavy Binomial form distribution in \( \mathcal{S}_{\alpha,\beta} \) and is designed to identify a Binomial form distribution that is close to \( X \) if such a distribution exists. Since \( \mathcal{S}_{\alpha,\beta} \) is a cover, some test will succeed. (Of course, we must also show that for each test, any distribution it outputs is indeed legitimately close to \( X \); this is part of our analysis as well.)

We now enter into the detailed proof. Let \( \beta = 1 + \frac{\epsilon}{\alpha} \) and let \( \alpha = 4 + \frac{\epsilon}{\tau} \). Using Theorem 7 from \( O(e^{-2}) \) independent samples of \( X \) we can obtain estimates \( \hat{F}_X(t) \) such that \( |\hat{F}_X(t) - F_X(t)| \leq \epsilon^\tau \), for all \( t \), with probability at least 9/10. For the rest of the proof we condition on the event that each of our estimates \( \hat{F}_X(t) \) is indeed within \( \epsilon^\tau \) of the actual value \( F_X(t) \). Define \( \hat{F}_X(0) = \hat{F}_X(0) \) and \( \hat{F}_X(z) = \hat{F}_X(z) - \hat{F}_X(z-1) \), for all \( z \in [n] \).
4.2.1 Handling sparse form distributions in the cover.

Let \( Y = \sum Y_i \), where \( Y := \{Y_i\}_{i=1}^n \in S_\rho \), and suppose that \( Y \) is of the \textit{sparse form}, as defined in statement of Theorem 9. Let \( \text{supp}(Y) \) denote the support of \( Y \). By the definition of the sparse form, we have that \( |\text{supp}(Y)| \leq (ce)^{-3\beta} \), where \( c \) is some universal constant. Define \( \Delta_Y \) as follows:

\[
\Delta_Y = \frac{1}{2} \left( \sum_{z \in \text{supp}(Y)} |f_Y(z) - \hat{f}_X(z)| + 1 - \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z)| \right).
\]

We observe that given \( \{\hat{F}_X(f)\}_{f=0}^n \) and \( Y \), the value of \( \Delta_Y \) can be straightforwardly computed in time \( \text{poly}(1/\epsilon) \) using dynamic programming.

The following two claims (whose proofs we defer to Section 4.3) say that if \( d_{TV}(X, Y) \) is large (at least \( \epsilon \)) then \( \Delta_Y \) must be fairly large, while if \( d_{TV}(X, Y) \) is small (at most \( \epsilon^3 \)) then \( \Delta_Y \) must also be fairly small.

**Claim 11** If \( d_{TV}(X, Y) \geq \epsilon \), then \( \Delta_Y \geq \epsilon - 2(ce)^{-3\beta} \cdot \epsilon^\alpha \).

**Claim 12** If \( d_{TV}(X, Y) \leq \epsilon^3 \), then \( \Delta_Y \leq \epsilon^3 + 2(ce)^{-3\beta} \cdot \epsilon^\alpha \).

By our choice of \( \beta = 1 + \frac{1}{12} \) and \( \alpha = 4 + \frac{3}{2} \), for \( \epsilon \) smaller than a certain constant (depending on \( c \) and \( \tau \)) the following condition holds:

\[
\epsilon > \epsilon^3 + 4c^{-3\beta} \epsilon^{3-\beta}.
\]

Claims 11 and 12 imply that if we use the \( S_\rho \) cover of Theorem 9 we can filter collections \( \{Y_i\}_i \in S_\rho \) in the sparse form whose sum \( Y \) is \( \epsilon \)-far in total variation distance from \( X \), by computing \( \Delta_Y \) and thresholding at the value \( \epsilon^3 + 2(ce)^{-3\beta} \cdot \epsilon^\alpha \). Moreover, this filtration is not going to get rid of any collections in sparse form that are within \( \epsilon^3 \) total variation distance from the target distribution. Formally, let us define the following test, which takes as input the estimates \( \{\hat{F}_X(f)\}_{f=0}^n \) and decides whether or not to reject a point in \( S_\rho \) in sparse form.

**Definition 13 (\textit{\( \Delta \)-test})** The input is \( Y = \{Y_i\}_i \in S_\rho \) in the sparse form. Let \( Y = \sum Y_i \). If \( \Delta_Y \leq \epsilon^3 + 2(ce)^{-3\beta} \cdot \epsilon^\alpha \) then the \( \Delta \)-test accepts \( Y \), otherwise it rejects \( Y \).

Since \( \Delta_Y \) can be computed in \( \text{poly}(1/\epsilon) \) time, an execution of the \( \Delta \)-test can be performed in \( \text{poly}(1/\epsilon) \) time. If \( \Delta \) is satisfied, Claims 11 and 12 imply the following:

**Lemma 14 (Correctness of the \( \Delta \)-test)** Let \( \{Y_i\}_i \in S_\rho \) be in the sparse form and \( Y = \sum Y_i \). If \( Y \) is accepted by the \( \Delta \)-test then \( d_{TV}(X, Y) \leq \epsilon \), and if \( d_{TV}(X, Y) \leq \epsilon^3 \) then \( Y \) is accepted by the \( \Delta \)-test.

Lemma 14 implies in particular that if \( \{X_i\}_i \) has an \( \epsilon^3 \)-neighbor \( \{Y_i\}_i \) in \( S_\rho \), that is in the sparse form, then this neighbor will be accepted by the \( \Delta \)-test. Moreover, no element \( \{Y_i\}_i \in S_\rho \) in sparse form that is accepted by the \( \Delta \)-test has \( \sum Y_i \) further than \( \epsilon \) in total variation distance from \( \sum X_i \).

4.2.2 Handling Binomial form distributions in the cover.

We can use the \( \Delta \)-test for the sparse points in the cover, but it could be that the target collection \( X = \{X_i\}_i \) has no sparse \( \epsilon^3 \)-neighbor in \( S_\rho \) and the \( \Delta \)-test fails to accept any sparse point in the cover. We need to devise a procedure which similarly filters the points of heavy Binomial form in the cover so that we do not eliminate any \( \epsilon^3 \)-close point, while at the same time not admitting any \( \epsilon \)-far point. Since \( X \) has no sparse \( \epsilon^3 \)-neighbor in the cover, it follows from Theorem 9 that there is a collection \( X' := \{X'_i\}_i \in S_\rho \) in \( k(\epsilon^3) \)-heavy Binomial form such that \( \sum X_i \) and \( \sum X'_i \) are within \( \epsilon^3 \) in total variation distance.

We show that the total variation distance is essentially within a constant factor of the Kolmogorov distance for two collections of random variables in heavy Binomial form:

**Lemma 15** Let \( X := \{X_i\}_i \) and \( Y := \{Y_i\}_i \) be two collections of independent indicators in \( k \)-heavy Binomial form and set \( X = \sum X_i, Y = \sum Y_i \). Then \( \frac{1}{k}d_K(X, Y) \leq d_{TV}(X, Y) \leq 2 \cdot d_K(X, Y) + O(1/k) \).

The proof is somewhat lengthy so we defer it to Section 4.4. Given Lemma 15, we are inspired to define the \( H \)-test as follows. The test takes as input the estimates \( \{\hat{F}_X(f)\}_{f=0}^n \) and needs to decide whether or not to reject a point in \( S_\rho \) in \( k(\epsilon^3) \)-heavy Binomial form.

**Definition 16 (\textit{\( H \)-test})** The input is \( Y = \{Y_i\}_i \in S_\rho \) in the \( k(\epsilon^3) \)-heavy Binomial form. Let \( Y = \sum Y_i \). If \( \max_{i \in S_\rho} |F_Y(f) - \hat{F}_X(f)| \leq 2\beta + \epsilon^3 \) then the \( H \)-test accepts \( Y \), otherwise it rejects \( Y \).

Like the \( \Delta \)-test, the \( H \)-test can be performed in \( \text{poly}(1/\epsilon) \) time. We now prove:
Lemma 17 (Correctness of the $H$-test) Suppose that $X$ is not $\epsilon^4$-close to any point in $S_{\epsilon^3}$ of the sparse form. Let $Y = \{Y_i\} \in S_{\epsilon^3}$ be of the $k(\epsilon^3)$-heavy Binomial form, and let $Y = \sum Y_i$. If $Y$ is accepted by the $H$-test, then $d_{TV}(X, Y) \leq 4\epsilon^3 + O(\epsilon^3)$. On the other hand, if $d_{TV}(X, Y) \leq \epsilon^3$, then $Y$ is accepted by the $H$-test.

Proof of Lemma 17 Since $X$ is not $\epsilon^3$-close to any sparse point in the cover, it follows from Theorem 9 that there exists a collection $X' := \{X_i\} \in S$ in the $k(\epsilon^3)$-heavy Binomial form such that $X := \sum X_i$ and $X' := \sum X_i$ are within $\epsilon^3$ in total variation distance.

Suppose that $Y$ passes the $H$-test. For all $\ell$, we have $|F_Y(\ell) - F_X(\ell)| \leq |F_Y(\ell) - \hat{F}_X(\ell)| + |\hat{F}_X(\ell) - F_X(\ell)|$, and hence $d_K(X, Y) \leq 2\epsilon^3 + 2\epsilon^4$. Given this, we have

$$d_{TV}(X, Y) \leq d_{TV}(X, X') + d_{TV}(X', Y)$$

(using the triangle inequality)

$$\leq \epsilon^3 + d_{TV}(X', Y)$$

$$\leq \epsilon^3 + 2d_K(X', Y) + O(1/k(\epsilon^3))$$

(using Lemma 15)

$$\leq 2d_K(X', Y) + O(\epsilon^3)$$

(since Theorem 2 gives $1/k(\epsilon^3) = O(\epsilon^3)$)

$$\leq 2d_K(X', Y) + 2d_K(X, Y) + O(\epsilon^3)$$

(using the triangle inequality)

$$\leq 4d_{TV}(X', X) + 2d_K(X, Y) + O(\epsilon^3)$$

(using that $d_K \leq 2 \cdot d_{TV}$)

$$\leq 2d_K(X, Y) + O(\epsilon^3) \leq 4\epsilon^3 + O(\epsilon^3).$$

On the other hand, if $d_{TV}(X, Y) \leq \epsilon^3$, it follows that $d_K(X, Y) \leq 2\epsilon^3$. Hence, for all $\ell$,

$$|F_Y(\ell) - \hat{F}_X(\ell)| \leq |F_Y(\ell) - F_X(\ell)| + |\hat{F}_X(\ell) - F_X(\ell)|$$

$$\leq d_K(X, Y) + \epsilon^3 \leq 2d_{TV}(X, Y) + \epsilon^3 \leq 2\epsilon^3 + \epsilon^4.$$

Hence, $Y$ is accepted by the $H$-test.

4.2.3 Finishing the Proof of Theorem 10

Let $\hat{c}$ be the constant hidden in the $O(\cdot)$-notation in the statement of Lemma 17. We may assume that $\epsilon$ is smaller than any fixed constant, and hence that it satisfies $\epsilon \geq 4\epsilon^4 + \hat{c} \cdot \epsilon^4$ as well as (2). We now describe the algorithm promised in Theorem 10. The algorithm takes as input the estimates $(\hat{F}_X(\ell))_{\ell=0}^\beta$ (which, as described at the beginning of the proof, can be obtained from the samples from $X$ using Theorem 17).

Algorithm

1. Compute the cover $S_{\epsilon^3}$ defined in Theorem 9
2. If any $Y \in S_{\epsilon^3}$ in the sparse form passes the $\Delta$-test, output such a $Y$ and halt.
3. Otherwise, if any $Y \in S_{\epsilon^3}$ in the $k(\epsilon^3)$-heavy Binomial form passes the $H$-test, output such a $Y$.

It follows from Theorem 9 that there exists some $\{Y_i\} \in S_{\epsilon^3}$ such that $\sum Y_i$ is within $\epsilon^3$ in total variation distance from $\sum X_i$. If there exists such an element in the cover that is also in the sparse form, it follows from Lemma 14 that this point will pass the test at the second step of the algorithm and hence be returned in the output. On the other hand, any element $\{Y_i\}$ of the cover returned by the second step of the algorithm will satisfy that $\sum Y_i$ is within $\epsilon$ in total variation distance from $\sum X_i$. If the second step of the algorithm fails to return any element of the cover, it follows that $X$ has an $\epsilon^3$-neighbor in the cover in heavy Binomial form. Lemma 17 implies then that such a neighbor will be output in the third step of the algorithm. Moreover, the lemma implies that any element returned in the third step is an $\epsilon$-neighbor of $X$. Hence the algorithm is correct and always succeeds in returning an $\epsilon$-neighbor of $X$. Finally, the running time is dominated by the time to run the $\Delta$-test or the $H$-test on each point in the cover $S_{\epsilon^3}$, which is easily seen to be $n^3 \cdot \text{poly}(1/\epsilon) + n \cdot (1/\epsilon)^{O(\log^2 1/\epsilon)}$. This concludes the proof of Theorem 10 and thus also of Theorem 4.

4.3 Proof of Claims 11 and 12

Recall that $Y = \sum Y_i$, where $Y := \{Y_i\} \in S_{\epsilon^3}$ is of the sparse form, as defined in statement of Theorem 9. Recall Claim 11.

Claim 11 If $d_{TV}(X, Y) \geq \epsilon$, then $\Delta Y \geq \epsilon - 2(\epsilon \epsilon)^{-3\beta} \cdot \epsilon^\alpha$.

Proof of Claim 11 By the definition of the total variation distance, the hypothesis implies

$$\frac{1}{2} \sum_{z} |f_Y(z) - f_X(z)| \geq \epsilon.$$ (3)
We can bound the left hand side of the above as follows
\[
\sum_z |f_r(z) - f_X(z)| = \sum_{z \in \text{supp}(Y)} |f_r(z) - \hat{f}_X(z)| + \sum_{z \notin \text{supp}(Y)} |f_X(z)| \leq \sum_{z \in \text{supp}(Y)} |f_r(z) - \hat{f}_X(z)| + \sum_{z \in \text{supp}(Y)} |f_X(z)| \leq \sum_{z \in \text{supp}(Y)} |f_r(z) - \hat{f}_X(z)| + 2(ce^{-3\beta}) \cdot e^\alpha + \sum_{z \notin \text{supp}(Y)} |f_X(z)|.
\]
(4)

In the last line of the above we used the bound on the support of \( Y \) and the fact that for all \( z \in [n] \):
\[
|f_r(z) - \hat{f}_X(z)| = |F_X(z) - F_X(z - 1) - (\hat{F}_X(z) - \hat{F}_X(z - 1)| \leq |F_X(z) - \hat{F}_X(z)| + |F_X(z - 1) - \hat{F}_X(z - 1)| \leq 2 \cdot e^\alpha,
\]
while \( |f_r(0) - \hat{f}_X(0)| = |F_X(0) - \hat{F}_X(0)| \leq e^\alpha \).

Finally, note that
\[
\sum_{z \in \text{supp}(Y)} |f_X(z)| = \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z) - (\hat{f}_X(z) - f_X(z))| \geq \sum_{z \in \text{supp}(Y)} (|\hat{f}_X(z)| - |\hat{f}_X(z) - f_X(z)|).
\]
Hence,
\[
\sum_{z \in \text{supp}(Y)} |f_X(z)| = 1 - \sum_{z \in \text{supp}(Y)} |f_X(z)| \leq 1 - \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z)| + \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z) - f_X(z)| \leq 1 - \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z)| + 2(ce^{-3\beta}) \cdot e^\alpha.
\]
(5)

Using (3), (4), (5) we obtain that \( \Delta_Y \geq \epsilon - 2(ce^{-3\beta}) \cdot e^\alpha \).

Recall Claim 12.

Claim 12 If \( d_{TV}(X, Y) \leq \epsilon^\beta \), then \( \Delta_Y \leq \epsilon^\beta + 2(ce^{-3\beta}) \cdot e^\alpha \).

Proof of Claim 12 By definition of the total variation distance, the hypothesis implies
\[
\frac{1}{2} \sum_z |f_r(z) - f_X(z)| \leq \epsilon^\beta.
\]

We can bound the left hand side of the above as follows
\[
\sum_z |f_r(z) - f_X(z)| = \sum_{z \in \text{supp}(Y)} |f_r(z) - \hat{f}_X(z)| + \sum_{z \notin \text{supp}(Y)} |f_X(z)| \geq \sum_{z \in \text{supp}(Y)} |f_r(z) - \hat{f}_X(z)| - \sum_{z \in \text{supp}(Y)} |f_X(z) - \hat{f}_X(z)| + \sum_{z \notin \text{supp}(Y)} |f_X(z)| \geq \sum_{z \in \text{supp}(Y)} |f_r(z) - \hat{f}_X(z)| - 2(ce^{-3\beta}) \cdot e^\alpha + \sum_{z \notin \text{supp}(Y)} |f_X(z)|.
\]
In the last line of the above we used the same bound we used for deriving (3).

Finally, note that
\[
\sum_{z \in \text{supp}(Y)} |f_X(z)| = 1 - \sum_{z \in \text{supp}(Y)} |f_X(z)| \geq 1 - \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z)| - \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z) - f_X(z)| \geq 1 - \sum_{z \in \text{supp}(Y)} |\hat{f}_X(z)| - 2(ce^{-3\beta}) \cdot e^\alpha
\]
Using the bounds above we obtain \( \Delta_Y \leq \epsilon^\beta + 2(ce^{-3\beta}) \cdot e^\alpha \).
4.4 Proof of Lemma 19

Recall Lemma 15.

Lemma 15 Let \( X := \{X_i\} \) and \( Y := \{Y_i\} \) be two collections of independent indicators in \( k \)-heavy Binomial form and set \( X = \sum_i X_i \), \( Y = \sum_i Y_i \). Then

\[
\frac{1}{2}d_K(X, Y) \leq d_{TV}(X, Y) \leq 2 \cdot d_K(X, Y) + O(1/k).
\]

Proof of Lemma 15: The first inequality is immediate from the definition of the Kolmogorov and Total Variation distances. To show the other bound, let \( Z_X, Z_Y \in [n] \) be the indices of the variables in the collections \( \{X_i\} \) and \( \{Y_i\} \), respectively that are deterministically zero, \( O_X, O_Y \) the indices of variables that are deterministically 1, and define \( E_X = [n] \setminus Z_X \setminus O_X \), \( E_Y = [n] \setminus Z_Y \setminus O_Y \), \( n_1 = |E_X| \), \( n_2 = |E_Y| \), and \( m = |O_X| - |O_Y| \). Moreover, let \( p_1 \) be the common mean of the variables \( X_i, i \in E_X \), and \( p_2 \) the common mean of the variables in \( Y_i, i \in E_Y \). Without loss of generality, we can assume that \( m \geq 0 \). Now we define \( X' = m + \text{Bin}(n_1, p_1) \) and \( Y' = \text{Bin}(n_2, p_2) \). It is straightforward to check that

\[
d_{TV}(X, Y) = d_{TV}(X', Y')
\]

and

\[
d_K(X, Y) = d_K(X', Y').
\]

Given that \( X \) and \( Y \) are in \( k \)-heavy Binomial form, it follows that for \( i = 1, 2 \):

\[
\mu_i := n_i \cdot p_i \geq k^2 - \frac{1}{k};
\]

\[
\sigma_i^2 := n_i \cdot (1 - p_i) \geq k^2 - k - \frac{3}{k}.
\]

We recall that the Translated Poisson distribution is defined as follows.

Definition 18 (Röllin (2006)) We say that an integer random variable \( Y \) has a translated Poisson distribution with parameters \( \mu \) and \( \sigma^2 \) and write \( \mathcal{L}(Y) = T \mathcal{P}(\mu, \sigma^2) \) if \( \mathcal{L}(Y - (\mu - \sigma^2)) = \text{Poisson}(\sigma^2 + (\mu - \sigma^2)) \), where \( \mu \) represents the fractional part of \( \mu - \sigma^2 \).

Given the above, and following Daskalakis (2008) (see Section 6.1), we can show the following for \( i = 1, 2 \):

\[
d_{TV}\left(\text{Bin}(n_i, p_i), T \mathcal{P}(\mu_i, \sigma_i^2)\right) = O(1/k).
\]

Now we show the following:

Lemma 19 For \( \lambda, \hat{\lambda} > 0 \), \( m, \hat{m} \in \mathbb{N}_0 \), let \( Y = m + \text{Poisson}(\lambda) \) and \( \hat{Y} = \hat{m} + \text{Poisson}(\hat{\lambda}) \). Then

\[
d_{TV}(Y, \hat{Y}) \leq 2d_K(Y, \hat{Y}).
\]

Proof of Lemma 19: Without loss of generality assume that \( m' := m - \hat{m} \geq 0 \). Then it is enough to compare \( Y' = m' + \text{Poisson}(\lambda) \) and \( \hat{Y} = \text{Poisson}(\hat{\lambda}) \), since \( d_{TV}(Y, \hat{Y}) = d_{TV}(Y', \hat{Y'}) \) and \( d_K(Y, \hat{Y}) = d_K(Y', \hat{Y}') \). For \( i \geq 0 \), define

\[
R_i := \frac{\Pr[Y' = i]}{\Pr[\hat{Y}' = i]},
\]

Clearly, \( R_i = 0 \), for \( i = 0, 1, \ldots, m' - 1 \), since \( Y' \) is not supported on that set. On the other hand for all \( i \geq m' \), we have

\[
R_i := \frac{\lambda \cdot \frac{e^{-\lambda} \lambda^i}{i!}}{\hat{\lambda} \cdot \frac{e^{-\hat{\lambda}} \hat{\lambda}^i}{i!}},
\]

and for all \( i \geq m' + 1 \):

\[
\frac{R_i}{R_{i+1}} = \frac{\hat{\lambda} \cdot (i + 1 - m')}{\lambda \cdot (i + 1)}.
\]

Let us distinguish the following cases:
• If $\lambda > \bar{\lambda}$, then $\frac{\rho}{R_{c;i}} < 1$ for all $i$. Hence, $R_i$ is increasing in $i$, so that it can change from a value $\leq 1$ to a value $\geq 1$ at most one time. Hence, there exists a single $i^*$ such that $\Pr[Y = i] < \Pr[\hat{Y} = i]$ for all $i < i^*$, and $\Pr[Y = i] < \Pr[\hat{Y} = i]$ for all $i > i^*$. In this case, it is easy to see that
\[
d_{TV}(Y', \hat{Y}) = d_K(Y', \hat{Y}).\]

• If $\lambda = \bar{\lambda}$ and $m' = 0$ the variables $Y'$ and $\hat{Y}$ are identically distributed so that their total variation distance and Kolmogorov distance are both identically 0. If $\lambda = \bar{\lambda}$ and $m' > 0$, then $\frac{\rho}{R_{c;i}} < 1$ for all $i$ and from our argument in the previous case we obtain
\[
d_{TV}(Y', \hat{Y}) = d_K(Y', \hat{Y}).\]

• Finally, if $\lambda < \bar{\lambda}$, then $\frac{\rho}{R_{c;i}} \geq 1$ for all $i \leq \frac{w}{1 - \rho} - 1$ and $\frac{\rho}{R_{c;i}} > 1$ for all $i > \frac{w}{1 - \rho} - 1$. So $R_i$ is increasing up to some $i^*$ and decreasing above $i^*$. So the distributions of $Y'$ and $\hat{Y}$ have at most two intersections. Hence, we obtain
\[
d_{TV}(Y', \hat{Y}) \leq 2d_K(Y', \hat{Y}).\]

Given the above we have,
\[
d_{TV}(X', Y') \equiv d_{TV}(m + \text{Bin}(n_1, p_1), \text{Bin}(n_2, p_2))
\leq d_{TV}(m + \text{Bin}(n_1, p_1), m + TP(\mu_1, \sigma_1^2)) + d_{TV}(m + TP(\mu_1, \sigma_1^2), TP(\mu_2, \sigma_2^2))
\leq O(1/k) + d_{TV}(m + TP(\mu_1, \sigma_1^2), TP(\mu_2, \sigma_2^2))
\leq O(1/k) + 2d_K(m + TP(\mu_1, \sigma_1^2), TP(\mu_2, \sigma_2^2))
\leq O(1/k) + 2d_K(m + Bin(n_1, p_1), Bin(n_2, p_2))
\leq O(1/k) + 2d_K(X', Y')
\]

This concludes the proof of Lemma [15].

5 An intermediate case: Linear transformation functions with $O(1)$ distinct weights

Recall that Theorem 2 shows that the exponential running time of Theorem 6 cannot be significantly improved even if the transformation function $f$ is a degree-2 polynomial, and Theorem 3 shows that the $O(n)$ sample complexity cannot be significantly improved even if $f$ is a simple linear function. In contrast with these strong negative results, we have also seen that the sum-of-Bernoullis transformation function $f(x) = \sum_{i=1}^n x_i$ admits highly efficient algorithms both in terms of running time and sample complexity. We close this paper by showing that in an intermediate case – if the transformation function $f$ is a linear function with constantly many different weights – then it is also possible to improve on the generic time and sample complexity bounds of Theorem 6 though not quite as dramatically as for sums of Bernoullis:

**Theorem 20 (Linear transformation functions with $O(1)$ different weights)** Let $f(x) = \sum_{i=1}^n x_i$ be any function such that there are at most $k$ different values in the set $\{a_1, \ldots, a_n\}$. Then there is an algorithm that uses $k \log(n) \cdot \tilde{O}(e^{-2})$ samples from the target distribution $f(\overline{x})$, runs in time $\text{poly}(n^k, e^{-\kappa \log^2(1/\epsilon)})$, and with probability at least $9/10$ outputs a hypothesis vector $\overline{p}$ such that $d_{TV}(f(\overline{x}), f(\overline{p})) \leq \epsilon$.

Note that setting $a_1 = \cdots = a_n = 1$ in Theorem 20 gives a weaker result than Theorem 4 since the resulting sample complexity is $\log(n) \cdot \tilde{O}(e^{-2})$, whereas Theorem 4 gives a poly$(1/\epsilon)$ sample complexity bound independent of $n$.

**Proof of Theorem 20.** We claim that the algorithm of Theorem 6 has the desired sample complexity and can be implemented to run in polynomial time.

Let $\{b_j\}_{j=1}^k$ denote the set of distinct weights and $n_j = |\{i \in [n] : a_i = b_j\}|$, where $k = O(1)$. With this notation, we can write $f(X) = \sum_{j=1}^k b_j S_j = g(S)$, where $S = (S_1, \ldots, S_k)$ with each $S_j$ a sum of $n_j$ many
independent Bernoulli random variables and \( q(y_1, \ldots, y_k) = \sum_{j=1}^k b_j y_j \). Clearly, \( \sum_{j=1}^k n_j = n \). By Theorem 9, \( S_j \) has an explicit \( \epsilon \)-cover \( S'_j \) of size \( |S'_j| \leq n_j^3 \cdot O(1/\epsilon) + n \cdot (1/\epsilon)^{O(\log^2 1/\epsilon)} \). By independence across \( S_j \)'s, the product \( Q = \prod_{j=1}^k S'_j \) is an \( \epsilon \)-cover for \( S \), hence also for \( f(X) \). That is, \( f(X) \) has an explicit \( \epsilon \)-cover of size \( |Q| = \prod_{j=1}^k |S'_j| \leq (n/k)^k \cdot (1/\epsilon)^{O(\log^2 1/\epsilon)} \). The sample complexity bound follows directly.

It remains to argue about the time complexity. Note that the running time of the algorithm is \( O(|Q|^2) \) times the running time of a competition. We will show that a competition between \( Q_1, Q_2 \in Q \) can be efficiently computed. This amounts to efficiently computing the probabilities \( p_1 = f(Q_1)(W_1) \) and \( q_1 = f(Q_2)(W_1) \). Note that \( |W| = f([0, 1]^n) = \sum_{j=1}^k b_j \cdot [0, 1, \ldots, n_j] \). Clearly, \( |W| \leq \prod_{j=1}^k (n_j + 1) = O(n/k^k) \). It is thus easy to see that \( p_1, q_1 \) can be efficiently computed as long as there is an efficient algorithm for the following problem: given \( Q \in Q \) and \( w \in W \), compute \( f(Q)(w) \). Indeed, fix any such \( Q, w \). We have that \( f(Q)(w) = \sum_{m_1, \ldots, m_k} \prod_{j=1}^k \Pr_{X \sim Q}[S_j = m_j] \), where the sum is over all k-tuples \((m_1, \ldots, m_k)\) such that \( 0 \leq m_j \leq n_j \) for all \( j \) and \( b_1 m_1 + \cdots + b_k m_k = w \) (as noted above there are at most \( O(n/k^k) \) such \( k \)-tuples). To complete the proof of Theorem 20 we note that \( \Pr_{X \sim Q}[S_j = m_j] \) can be computed in \( O(n^2) \) time by standard dynamic programming.

\section{Conclusion and open problems}

We feel that the transformed product distribution learning model offers a rich field for further study, with many natural directions to explore. We close this paper with some specific questions and suggestions for future work.

**Optimally learning sums of Bernoullis?** An obvious question is whether the competing advantages of Theorems 4 and 5 can be simultaneously achieved by a single algorithm: is there an algorithm to learn sums of Bernoullis that uses poly(1/\( \epsilon \)) samples and runs in poly(log \( n \), 1/\( \epsilon \)) time?

**Learning weighted sums of Bernoullis?** In Section 5 we observed that a poly(\( n \))-time algorithm exists for any linear transformation function \( f(x_1, \ldots, x_n) = \sum_{i=1}^n a_i x_i \) in which there are only \( O(1) \) many different \( a_i \)'s. Can a poly(\( n \))-time algorithm be obtained for every linear transformation function \( f(x) = \sum_{i=1}^n a_i x_i \), where \( (a_1, \ldots, a_n) \) is an arbitrary vector in \( \mathbb{R}^n \)? What if each \( a_i \) is a positive integer that is at most poly(\( n \))?

**Learning when the transformation function is in NC\( ^0 \)?** Suppose that the transformation function \( f \) maps \([0, 1]^n\) to \([0, 1]^m\), i.e. \( f = (f_1, \ldots, f_m) \), where each \( f_i : [0, 1]^n \rightarrow [0, 1] \) is a k-junta – a function that depends only on \( k \) of the \( n \) input variables – for some constant \( k \). Is the corresponding transformed product distribution learning problem solvable in poly(\( n \), 1/\( \epsilon \)) time? We conjecture that the answer is yes. (Note that as suggested by the second example of the Introduction, an algorithm for a special case of this question (in which each \( f_i \) is a particular (2\( k \)-1)-junta) yields a poly(n/\( \epsilon \))-time algorithm for learning a mixture of \( k \) product distributions over \([0, 1]^n\). This mixture learning problem is indeed known to be solvable in poly(n/\( \epsilon \)) time for constant \( k \) but the algorithm is somewhat involved, see Feldman et al. (2008).)

**When do O(1) samples information-theoretically suffice?** Our main result in Section 4 shows that for the transformation function \( f(x) = \sum_{i=1}^n x_i \), the sample complexity required for learning accuracy \( \epsilon \) is poly(1/\( \epsilon \)) independent of \( n \). But as we show in Appendix D the seemingly similar linear transformation function \( f(x) = \sum_{i=m+1}^n x_i \), requires \( \Omega(n) \) samples, which is close to the worst possible for any \( f \). This disparity motivates the following question: what necessary or sufficient conditions can be given on a function \( f : [0, 1]^n \rightarrow \mathbb{R} \) that cause the corresponding learning problem to have sample complexity depending only on \( \epsilon \) (independent of \( n \))? More ambitiously, is there a quantitative measure of the “complexity” of a function \( f \) that gives a tight quantitative bound on the sample complexity of the product distribution learning problem for \( f \)? The Vapnik-Chervonenkis dimension of a concept class \( C \) plays such a role in the PAC learning model, since it tightly characterizes the number of examples that are required to solve the learning problem for \( C \). Is there an analogous measure of the “complexity” of a transformation \( f \) for our product distribution learning problem?
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A Proof of Observation 1.1: AND-gate functions

Let \( \overline{p} = (p_1, \ldots, p_n) \) be the unknown target vector of probabilities. For each \( i \in [m] \) let \( P_i \) denote the true probability \( \Pr_X[f_i(X) = 1] \) where the probability is over \( X \) drawn from the product distribution \( \overline{p} \). Using \( \text{poly}(n, 1/\epsilon) \) random samples of \( f(X) \) it is straightforward to obtain upper and lower bounds \( 0 \leq P_i^- < P_i^+ \leq 1 \) such that \( P_i^+ - P_i^- \leq \frac{\epsilon}{n} \) and with probability at least \( 9/10 \), every \( i \in [m] \) has \( P_i^- \leq P_i \leq P_i^+ \).

For each \( i \in [m] \) we have that the function \( f_i(x) = \bigwedge_{i \in S_i} x_i \); by independence we have

\[
P_i = \prod_{i \in S_i} p_i \quad \text{and thus} \quad \log P_i = \sum_{i \in S_i} \log p_i.
\]

Using the bounds \( P_i^- \) and \( P_i^+ \), it is straightforward to set up a system of linear inequalities in variables \( q_1, \ldots, q_n \) where each \( q_i \) plays the role of \( \log p_i \), i.e. for a given \( i \) we have the inequalities

\[
0 \leq q_i \leq \log \frac{P_i^+}{P_i^-}.
\]
\[ \log P_{\leq} \leq \sum_{i \in S} q_i \leq \log P_{\geq}. \]

(We also include the inequalities \( q_i \leq 0 \) for each \( i \) since the \( p_i \)'s must be probabilities, i.e. values at most 1.) With probability at least 9/10 the system is feasible (since setting each \( q_i \) to be \( \log p_i \) gives a feasible solution), so we can use polynomial-time linear programming to obtain a feasible solution \( \hat{q}_1, \ldots, \hat{q}_n \). The corresponding product distribution \( \hat{p} = (\hat{p}_1, \ldots, \hat{p}_n) \) where \( \hat{p}_i = 2^{\hat{q}_i} \) has the property that for each \( i \), we have \[ |\Pr_{X \sim \hat{p}}[f(X) = 1] - p_i| \leq \frac{\epsilon}{2}. \] A simple argument (using independence between the different \( f(X) \)'s, which holds since the sets \( S_i \) are pairwise disjoint) then shows that the total variation distance \( d_{TV}(\hat{p}, f(\hat{p})) \) is at most \( \epsilon \), and Observation 1 is proved.

**B Proof of Theorem 6: A tournament between distributions in a cover**

Recall Theorem 5

**Theorem 6** Fix a function \( f : \{0, 1\}^n \to \Omega \) where \( \Omega \) is any range set. Suppose there exists a \( \delta \)-cover for \( f(S) \) of size \( N = N(n, \delta) \). Then there is an algorithm that uses \( O(\delta^{-2} \log N) \) samples and solves the \( f \)-transformed product distribution learning problem to accuracy \( \delta \).

**Proof**: Let \( \mathbb{P} \in S \) be the input distribution fed to the circuit \( f \). We will describe an algorithm that, given \( m = O(\delta^{-2} \log N) \) independent samples \( s = \{s_i\}^m_{i=1} \) from \( f(\mathbb{P}) \), finds a distribution \( Q^* \in S \) that satisfies \( d_{TV}(f(\mathbb{P}), f(Q^*)) \leq \delta \) with probability at least 9/10.

Recall that the high-level idea of the proof is as follows. For a pair of distributions \( Q_1, Q_2 \in S \), we will define a competition between \( Q_1 \) and \( Q_2 \) that takes as input the sample \( s \) and either crowns one of \( Q_1, Q_2 \) as the winner of the competition or calls the competition a draw. Let \( Q \subseteq S \) be a \( \delta \)-cover for \( f(S) \) of cardinality \( N = N(n, \delta) \). The algorithm performs a tournament between every pair of distributions from \( Q \) and outputs a distribution \( Q^* \in Q \) that was never a loser (i.e. won or was a draw in all competitions). If no such distribution exists, the algorithm outputs “failure.”

To describe the competition procedure between two distributions \( Q_1, Q_2 \in S \), we define the following partition of the range space \( \mathcal{W} = f([0, 1]^n) \subseteq \Omega \):

\[ \mathcal{W}_1 := \{w \in \mathcal{W} \mid f(Q_1)(w) \geq f(Q_2)(w)\}; \quad \mathcal{W}_2 := \mathcal{W} \setminus \mathcal{W}_1. \]

Let \( p_1 = f(Q_1)(\mathcal{W}_1) \) and \( q_1 = f(Q_2)(\mathcal{W}_1) \), and define \( p_2 = 1 - p_1 \) and \( q_2 = 1 - q_1 \). Clearly, \( p_1 \geq q_1 \) and \( p_2 < q_2 \). Moreover, \( d_{TV}(f(Q_1), f(Q_2)) = p_1 - q_1 \). Finally, let \( T(s) = \frac{1}{m} \sum_{i=1}^{m} \mathbb{1}[i \mid s_i \in \mathcal{W}_1] \) be the fraction of samples falling in the set \( \mathcal{W}_1 \). The outcome of the competition between \( Q_1 \) and \( Q_2 \) is decided as follows:

- If \( p_1 - q_1 \leq 5\delta \), return “draw”;
- else if \( T(s) > p_1 - \frac{5}{8}\delta \), return \( Q_1 \);
- else if \( T(s) < q_1 + \frac{5}{8}\delta \), return \( Q_2 \);
- else return “draw”.

Observe that the outcome of the competition does not depend on the ordering of the pair of distributions given in the input; i.e. on inputs \( (Q_1, Q_2) \) and \( (Q_2, Q_1) \) the competition outputs the same result for a fixed sequence of samples \( s_1, \ldots, s_m \).

We now prove correctness. Our first lemma quantifies the following intuitive fact: If \( f(Q_1) \) is “close” to \( f(\mathbb{P}) \) while \( f(Q_2) \) is “far” from \( f(\mathbb{P}) \), then with very high probability over the sample \( Q_1 \) will be the winner of the competition.

**Lemma 21** Let \( Q_1 \in S \) be such that \( d_{TV}(f(\mathbb{P}), f(Q_1)) \leq \delta \).

(i) If \( Q_2 \in S \) is such that \( d_{TV}(f(\mathbb{P}), f(Q_2)) > 6\delta \), the probability that the competition between \( Q_1 \) and \( Q_2 \) does not return \( Q_1 \) as the winner is at most \( e^{-m\delta^2/8} \).

(ii) If \( Q_2 \in S \) is such that \( d_{TV}(f(\mathbb{P}), f(Q_2)) > 4\delta \), the probability that the competition between \( Q_1 \) and \( Q_2 \) returns \( Q_2 \) as the winner is at most \( e^{-m\delta^2/8} \).

**Proof**: Let \( r \) denote \( f(\mathbb{P})(\mathcal{W}_1) \). The definition of the total variation distance implies that \( |r - p_1| \leq \delta \). Let us define the 0/1 (indicator) random variables \( \{Z_i\}^m_{i=1} \), as \( Z_i = 1 \) if \( s_i \in \mathcal{W}_1 \). Clearly, \( T(s) = \frac{1}{m} \sum_{i=1}^{m} Z_i \) and \( \mathbb{E}[T] = \mathbb{E}[Z] = r \). Since the \( Z_i \)'s are mutually independent, it follows from the Chernoff bound that \( \Pr[T \leq r - \delta/2] \leq e^{-m\delta^2/8} \). Using \( |r - p_1| \leq \delta \) we get that \( \Pr[T \leq p_1 - 3\delta/2] \leq e^{-m\delta^2/8} \).
We prove part (i) first. Since \( d_{TV}(f(\overline{P}), f(Q_2)) > 6\delta \), the triangle inequality implies that \( p_1 - q_1 = d_{TV}(f(Q_1), f(Q_2)) > 5\delta \). Hence, with probability at least \( 1 - e^{-m\delta^2/8} \) the competition between \( Q_1 \) and \( Q_2 \) will output \( Q_1 \) as the winner.

Now we prove part (ii). If \( p_1 - q_1 \leq 5\delta \) then the competition returns “draw” and \( Q_2 \) is not the winner. If \( p_1 - q_1 > 5\delta \) then the above implies that the competition between \( Q_1 \) and \( Q_2 \) will output \( Q_2 \) as the winner with probability at most \( e^{-m\delta^2/8} \).

Our second lemma completes the proof of Theorem 6.

**Lemma 22.** If \( m = \Omega(\delta^{-2}\log N) \), then with probability at least \( 9/10 \) the tournament outputs some distribution \( Q' \in Q \) such that \( d_{TV}(f(Q'), f(\overline{P})) \leq 6\delta \).

**Proof:** Since \( Q \) is a \( \delta \)-cover of \( f(S) \), there exists \( \overline{Q} \in Q \) such that \( d_{TV}(f(\overline{Q}), f(\overline{P})) \leq \delta \). We first argue that with high probability this distribution \( \overline{Q} \) never loses a competition against any other \( Q' \in Q \) (so the tournament does not output “failure”). Consider any \( Q' \in Q \). If \( d_{TV}(f(\overline{P}), f(Q')) > 4\delta \), by Lemma 21(ii) the probability that \( \overline{Q} \) loses to \( Q' \) is at most \( e^{-m\delta^2/8} = O(1/N) \). On the other hand, if \( d_{TV}(f(\overline{P}), f(Q')) \leq 4\delta \), the triangle inequality gives that \( d_{TV}(f(\overline{Q}), f(Q')) \leq 5\delta \) and thus \( \overline{Q} \) draws against \( Q' \). A union bound over all \( N \) distributions in \( Q \) shows that with probability \( 19/20 \), the distribution \( \overline{Q} \) never loses a competition.

We next argue that with probability at least \( 19/20 \), every distribution \( Q' \in Q \) that never loses has \( f(Q') \) close to \( f(\overline{P}) \). Fix a distribution \( Q' \) such that \( d_{TV}(f(Q'), f(\overline{P})) > 6\delta \); Lemma 21(ii) implies that \( Q' \) loses to \( \overline{Q} \) with probability \( 1 - e^{-m\delta^2/8} = 1 - O(1/N) \). A union bound gives that with probability \( 19/20 \), every distribution \( Q' \) that has \( d_{TV}(f(Q'), f(\overline{P})) > 6\delta \) loses some competition.

Thus, with overall probability at least \( 9/10 \), the tournament does not output “failure” and outputs some distribution \( Q' \) such that \( d_{TV}(f(Q'), f(\overline{P})) \) is at most \( 6\delta \). This proves Lemma 22 and Theorem 6.

**C Learning transformed product distributions can be computationally hard.**

Recall Theorem 2.

**Theorem 2.** Suppose \( NP \not\subseteq BPP \). Then there is an explicit degree-2 polynomial \( f \) (given in Equation (7) below) such that there is no polynomial-time algorithm that solves the transformed product distribution learning problem for \( f \) to accuracy \( \epsilon = 1/3 \).

**Proof:** The function \( f \) is quite simple. It takes \( m = n^2 + n \) bits of input

\[
(w, s) = (w_{1,1}, \ldots, w_{1,n}, w_{2,1}, \ldots, w_{2,n}, \ldots, w_{n,1}, \ldots, w_{n,n}, s_1, \ldots, s_n).
\]

Here we think of each \( n \)-bit substring \( w_{i,j} \in [0,1]^n \) as the binary representation of the number \( W_i = \sum_{j=1}^{n} 2^{i-1} w_{i,j} \in [0,1, \ldots, 2^n - 1] \). We think of \( s_1, \ldots, s_n \) as representing a subset \( S \subseteq [n] \), where \( i \in S \) if and only if \( s_i = 1 \). The function \( f(w, s) \) is defined to be

\[
f(w, s) = \sum_{i=1}^{n} 2^{2s_i} W_{n+1-i} + \sum_{i=1}^{n} W_{i}(2s_i - 1)
\]

(7)

which is easily seen to be a degree-2 polynomial.

Recall that an input to the \( NP \)-complete PARTITION problem is a list of \( n \) numbers \( W_1, \ldots, W_n \). The input is a yes-instance if there is a set \( S \subseteq [n] \) such that \( \sum_{i \in S} W_i = \sum_{i \notin S} W_i \) (equivalently, if there is a bitstring \( s_1, \ldots, s_n \) such that \( \sum_{i=1}^{n} W_i(2s_i - 1) = 0 \)).

It is easy to see from the definition of \( f \) that the output number \( f(w, s) \) can be viewed (reading from most significant bit to least significant bit) as specifying

* the \( n \) numbers \( W_1, \ldots, W_n \); and
* the value \( \sum_{i=1}^{n} W_i(2s_i - 1) \) of the candidate solution \( S \subseteq [n] \). Note that this value is \( 0 \) if and only if \( S \) is a legitimate solution to the PARTITION instance specified by \( (W_1, \ldots, W_n) \).

So we may view the input to \( f \) as the tuple \((W_1, \ldots, W_n, S)\) and its corresponding output as the tuple \((W_1, \ldots, W_n, v)\) where \( v = \sum_{i=1}^{n} W_i(2s_i - 1) \in \mathbb{N} \) is the value of the candidate solution \( S \).

The proof is by contradiction, so let us suppose that \( L \) is a learning algorithm that runs in polynomial time and learns to accuracy \( \epsilon = 1/3 \). For any “target distribution” \( \overline{P} \in [0, 1]^m \), if \( L \) is given access to \( q(n) = \text{poly}(n) \) many independent draws from \( f(\overline{P}) \), then with probability \( 9/10 \) algorithm \( L \) outputs a vector \( \hat{p} = (\hat{p}_1, \ldots, \hat{p}_m) \) of probabilities s.t. the total variation distance \( d_{TV}(f(\overline{P}), f(\hat{p})) \) is at most \( 1/3 \).
We now explain how $L$ yields a randomized poly($n$)-time algorithm $A$ to solve PARTITION. Given a PARTITION instance $(W_1, \ldots, W_n)$ as input, algorithm $A$ runs $L$ on a data set consisting of $q(n)$ copies of the tuple $(W_1, \ldots, W_n, 0)$. If $L$ fails to return a vector $\hat{p}$ then $A$ outputs “no” (meaning that the PARTITION instance has no solution). If $L$ returns a vector $\hat{p}$ then:

- $A$ checks that $\prod_{i=1}^{n^2} \max \{\hat{p}_i, 1 - \hat{p}_i\} \geq 2/3$; if not it returns “no.”
- If $A$ reaches this step, for each $i \in [n^2]$ let $b_i$ be the result of rounding $\hat{p}_i$ to the nearest integer ($0$ or $1$) and let $(W'_1, \ldots, W'_n)$ be the PARTITION instance represented by the string $(b_1, \ldots, b_{n^2})$. $A$ checks that $(W'_1, \ldots, W'_n)$ is identical to $(W_1, \ldots, W_n)$; if not it outputs “no.”
- If $A$ reaches this step, then $A$ draws $100$ random $n$-bit strings $x^1, \ldots, x^{100}$ independently from the product distribution $(\hat{p}_{n^2+1}, \ldots, \hat{p}_{n^2+n})$ and evaluates $\sum_{i=1}^{n} W'_i(2x_i - 1)$ on each of them. If any evaluation yields $0$ then $A$ outputs “yes” and otherwise it evaluates “no.”

We now prove correctness. Suppose first that $(W_1, \ldots, W_n)$ is a yes-instance of PARTITION. With probability $1$ the data set consisting of $q(n)$ copies of $(W_1, \ldots, W_n, 0)$ is identical to the outcome of $q(n)$ draws from the distribution $f(p^*)$, where each coordinate of $p^*$ is either $0$ or $1$, the first $n^2$ coordinates $p_1^*, \ldots, p_{n^2}^*$ encode the numbers $(W_1, \ldots, W_n)$, and the last $n$ coordinates encode a legitimate solution $S$ for $(W_1, \ldots, W_n)$. Thus, with probability at least $9/10$ the algorithm $L$ outputs a vector $\hat{p} = (\hat{p}_1, \ldots, \hat{p}_n)$ s.t. $d_{TV}(f(\hat{p}), f(p^*)) \leq 1/3$. Since $f(p^*)$ puts all its weight on one output string $(W_1, \ldots, W_n, 0)$, it must indeed be the case that $\prod_{i=1}^{n^2} \max \{\hat{p}_i, 1 - \hat{p}_i\} \geq 2/3$, and it is easy to see that the string $b = (b_1, \ldots, b_{n^2})$ defined in the second bullet will be identical to $(W_1, \ldots, W_n)$. Thus $(W'_1, \ldots, W'_n)$ is identical to $(W_1, \ldots, W_n)$, and $A$ makes it through the second bullet. Finally, since $d_{TV}(f(\hat{p}), f(p^*)) \leq 1/3$, in expectation at least $2/3$ of the $100$ strings independently drawn from $(\hat{p}_{n^2+1}, \ldots, \hat{p}_n)$ should be legitimate solutions, and the probability that none of $x^1, \ldots, x^{100}$ is a legitimate solution is at most $0.001$. Thus, if $(W_1, \ldots, W_n)$ is a yes-instance of PARTITION, the overall probability that $A$ outputs “yes” is at least $0.89$.

Now suppose that $(W_1, \ldots, W_n)$ is a no-instance of PARTITION, but that $A$ outputs “yes” on $(W_1, \ldots, W_n)$ with probability at least $0.1$. This means that with probability at least $0.1$, $L$ outputs a vector $\hat{p}$ such that $\prod_{i=1}^{n^2} \max \{\hat{p}_i, 1 - \hat{p}_i\} \geq 2/3$, which can be uniquely decoded into a PARTITION instance $(W'_1, \ldots, W'_n)$ which must equal $(W_1, \ldots, W_n)$. The PARTITION instance $(W'_1, \ldots, W'_n) = (W_1, \ldots, W_n)$ must be satisfied with probability at least $1/1000$ by a random string drawn from the probability distribution $(\hat{p}_{n^2+1}, \ldots, \hat{p}_n)$ (for otherwise the probability of a “yes” output would be less than $1/10$). But this violates the assumption that $(W_1, \ldots, W_n)$ is a no-instance. So if $(W_1, \ldots, W_n)$ is a no-instance of PARTITION, then it must be the case that $A$ outputs “no” on $(W_1, \ldots, W_n)$ with probability less than $0.1$.

Thus we have shown that $A$ is a BPP algorithm for the PARTITION problem, and Theorem 2 is proved.

### D Proof of Theorem 3

$f(x) = \sum_{i=k/2+1}^{k} i x_i$ requires $\Omega(k)$ samples

We define a probability distribution over problem instances (i.e. target probability vectors $\mathbb{P}$) as follows: A subset $S \subset \{k/2 + 1, \ldots, k\}$ of size $|S| = k/100$ is drawn uniformly at random, i.e. each of the $\binom{k/2}{k/100}$ outcomes for $S$ is equally likely. For each $i \in S$ the value $p_i$ equals $100/k = 1/|S|$, and for all other $i$ the value $p_i$ equals $0$. We will need two easy lemmas:

**Lemma 23** Fix any $S, \mathbb{P}$ as described above. For any $j \in \{k/2 + 1, \ldots, k\}$ we have $f(\mathbb{P})(j) \neq 0$ if and only if $j \in S$. For any $j \in S$ the value $f(\mathbb{P})(j)$ is exactly $(100/k)(1 - 100/k^{k/100-1}) > 35/k$ (for $k$ sufficiently large), and similarly $f(\mathbb{P})(k/2 + 1, \ldots, k)) > 0.35$ (again for $k$ sufficiently large).

The first claim of the lemma holds because any set of $c \geq 2$ numbers from $\{k/2 + 1, \ldots, k\}$ must sum to more than $k$. The second claim holds because the only way a draw of $X$ from $\mathbb{P}$ can have $f(X) = j$ is if $X_j = 1$ and all other $X_i$ are $0$ (and uses $\lim_{x \to 0^+} (1 - 1/x)^x = 1/e$).

The next lemma is an easy consequence of Chernoff bounds:

**Lemma 24** Fix any $\mathbb{P}$ as defined above, and consider a sequence of $k/2000$ independent draws of $X$ from $\mathbb{P}$. With probability $1 - e^{-\epsilon k}$ the total number of indices $j \in [k]$ such that $X_j = 1$ in any of the $k/2000$ draws is at most $k/1000$.

**Proof of Theorem 3** Let $L$ be a learning algorithm that receives $k/2000$ samples. Let $S \subset \{k/2 + 1, \ldots, k\}$ and the target distribution $\mathbb{P}$ be chosen randomly as defined above.
We consider an augmented learner $L'$ that is given “extra information.” For each point $f(X)$ in the sample, instead of receiving $f(X) = \sum_{i=1}^{k} i X_i$, the learner $L'$ is given the entire vector $(X_1, \ldots, X_k) \in \{0, 1\}^k$. Let $T$ denote the set of elements $j \in \{k/2 + 1, \ldots, k\}$ for which the learner is given some vector $X$ that has $X_j = 1$. By Lemma 24, we have $|T| \leq k/1000$ with probability at least $1 - e^{-\Omega(k)}$; we condition on the event $|T| \leq k/1000$ going forth.

Fix any value $\ell \leq k/1000$. Conditioned on $|T| = \ell$, the set $T$ is equally likely to be any $\ell$-element subset of $S$, and all possible “completions” of $T$ with an additional $k/100 - \ell \geq 9k/1000$ elements of $\{k/2 + 1, \ldots, k\} \setminus T$ are equally likely to be the true set $S$.

Let $\hat{p} = (\hat{p}_1, \ldots, \hat{p}_k)$ denote the hypothesis vector of probabilities that $L'$ outputs. Let $R$ denote the set $\{k/2 + 1, \ldots, k\} \setminus T$; note that since $|T| = \ell \leq k/1000$, we have $|R| \geq 499k/1000$. We consider two possible cases for $\hat{p}$ and show that in either case the learner’s hypothesis distribution $f(\hat{p})$ has high error (in the first case because of outcomes in $R$, in the second case because of the outcome 0) with high probability.

**Case 1:** Fewer than $k/4$ of the (at least $499k/1000$) elements $i \in R$ have $\hat{p}_i \leq 10/k$. Let $U$ be the set of those (fewer than $k/4$) elements. Since every $(k/100 - \ell)$-element subset of $R$ is equally likely to be the correct completion $S \setminus T$, and as observed above $k/100 - \ell$ is at least $9k/1000$, an elementary argument shows that with probability $1 - e^{-\Omega(k)}$ we have that $U$ contains at most $8k/1000$ of the $k/100 - \ell \geq 9k/1000$ elements of $S \setminus T$. Assuming this happens, Lemma 24 now implies that each of the (at least) $k/1000$ “missed” elements (that are in $S \setminus T$ but not in $U$) contributes at least $35/k - 10/k > 25/k$ to the total variation distance between $f(\hat{p})$ and $f(\hat{p})$. (This is because each point in $(S \setminus T) \setminus U$ has probability at most $10/k$ under $f(\hat{p})$; the only way to get such an outcome $i$ from $f(\hat{p})$ is for the draw of $X$ from $\hat{p}$ to have $X_i = 1$, which occurs with probability $10/k$.) So in this case $d_{TV}(f(\hat{p}), f(\hat{p}))$ is at least $25/1000 = 1/40$.

**Case 2:** At least $k/4$ of the (at least $499k/1000$) elements $i \in R$ have $\hat{p}_i \geq 10/k$. In this case, we have $f(\hat{p})(0) \leq (1 - 10/k)^k/4 < 1/10$. Since the target distribution $f(\hat{p})$ has $f(\hat{p})(0) = (100 - 100k)^{k/100} > 0.35$, it follows that $d_{TV}(f(\hat{p}), f(\hat{p})) \geq 1/4$ in this case.

### E A Simple Proof of the DKW Inequality

Recall the framework of the DKW inequality: $X$ is any random variable supported on $\{0, 1, \ldots, n\}$. $Z_1, \ldots, Z_k$ are independent copies of $X$, and $Z_i^{(\ell)}$ is defined to be $1_{Z_i \leq \ell}$, for all $\ell = 0, \ldots, n$ and $i = 1, \ldots, k$. Finally, define $\hat{F}_X(\ell) := \sum \sum Z_i^{(\ell)}/k$.

We prove:

**Theorem 25 (DKW Inequality)** Let $k = \max(576, (9/8) \ln(1/\delta)) \cdot (1/e^2)$. Then with probability at least $1 - \delta$ we have

$$\max_{0 \leq \ell \leq n} \left| \hat{F}_X(\ell) - F_X(\ell) \right| \leq \epsilon.$$

We first prove the following weaker version of the inequality:

**Theorem 25** Let $k = \frac{1}{\epsilon^2}$. Then with probability at least $1 - \delta$ we have

$$\max_{0 \leq \ell \leq n} \left| \hat{F}_X(\ell) - F_X(\ell) \right| \leq \epsilon.$$

**Proof of Theorem 25:** Let $\mathcal{L}$ be the smallest index in $\{0, \ldots, n\}$ such that $\frac{1}{\mathcal{L}} < F_X(\mathcal{L})$. We first show the following.

**Lemma 26** Let $k = \frac{1}{\epsilon^2}$, where $c > 0$. Then

$$\Pr \left[ \max_{0 \leq \ell \leq \mathcal{L} - 1} \left| \hat{F}_X(\ell) - F_X(\ell) \right| > \epsilon \right] \leq 2c.$$

**Proof of Lemma 26:** If $\mathcal{L} = 0$ the statement is vacuously true. If $\mathcal{L} > 0$, let us denote $\Lambda_{\ell} := \hat{F}_X(\ell) - F_X(\ell)$, for $\ell = 0, \ldots, \mathcal{L} - 1$, and define

$$\Omega_{\ell} = \begin{cases} \frac{\Lambda_{\ell}}{1 - F_X(\ell)}, & \text{if } \Lambda_j \leq \epsilon \text{ for all } 0 \leq j \leq \ell - 1 \\ \Omega_{\ell - 1}, & \text{otherwise} \end{cases}, \quad \text{for } \ell = 0, \ldots, \mathcal{L} - 1.$$

Also, define $\Omega_{\ell} = 0$ and $\Omega_{\ell} := \frac{\Lambda_{\ell}}{1 - F_X(\ell)}$, for $\ell = 0, \ldots, \mathcal{L} - 1$.

**Claim 27** Both $\{\Omega_{\ell}\}_{\ell=1}^{\mathcal{L}-1}$ and $\{\Omega_{\ell}\}_{\ell=1}^{\mathcal{L}-1}$ are martingale sequences.
Proof: Clearly, $E[\Omega_0^2] = 0 = E[\Omega_0]$. Moreover, for $\ell = 1, \ldots, \mathcal{L} - 1$:

$$E[\Lambda_\ell \mid \Lambda_{\ell-1}] = \frac{m}{k} - F_X(\ell - 1)$$

$$= \frac{m}{k} + \frac{k - m}{k} \Pr[Z_1 = \ell \mid Z_1 \geq \ell] - F_X(\ell)$$

$$= \frac{1}{1 - F_X(\ell - 1)} \left[ \frac{m}{k} - F_X(\ell - 1) \right]$$

$$= \frac{1}{1 - F_X(\ell - 1)} \cdot \Lambda_{\ell-1}.$$

It follows that the sequence $\{\Omega_\ell^*\}_{\ell=1,\ldots,\mathcal{L}-1}$ is a martingale sequence. Hence, $\{\Lambda_\ell\}_{\ell=1,\ldots,\mathcal{L}-1}$ is also a martingale sequence.

Note that

$$\sum_{\ell=0}^{\mathcal{L}-1} E[(\Omega_\ell - \Omega_{\ell-1})^2] = \sum_{\ell=0}^{\mathcal{L}-1} E[(\Omega_\ell^2 + \Omega_{\ell-1}^2 - 2\Omega_\ell \Omega_{\ell-1})]$$

$$= \sum_{\ell=0}^{\mathcal{L}-1} E[(\Omega_\ell^2 - \Omega_{\ell-1}^2 - 2(\Omega_\ell - \Omega_{\ell-1})\Omega_{\ell-1})]$$

$$= E[\Omega_{\mathcal{L}-1}^2] - E[\Omega_{\mathcal{L}-1}^2] - \sum_{\ell=0}^{\mathcal{L}-1} 2E[(\Omega_\ell - \Omega_{\ell-1})\Omega_{\ell-1}]$$

$$= E[\Omega_{\mathcal{L}-1}^2] - E[\Omega_{\mathcal{L}-1}^2]$$

$$= E[\Omega_{\mathcal{L}-1}^2],$$

where in the second to last line we used the martingale property and in the last line we used that $\Omega_{-1} = 0$. The same analysis holds true for the martingale sequence $\Omega_\ell^*$ giving:

$$\sum_{\ell=0}^{\mathcal{L}-1} E[(\Omega_\ell^* - \Omega_{\ell-1}^*)^2] = E[(\Omega_{\mathcal{L}-1}^*)^2].$$

In particular, the above imply that $E[(\Omega_{\mathcal{L}-1})^2] \leq E[(\Omega_{\mathcal{L}-1}^*)^2]$. Now we have:

$$\Pr[\max_{\ell} \Lambda_\ell > \epsilon] \leq \Pr[\Omega_{\mathcal{L}-1} > \frac{\epsilon}{1 - F_X(0)}]$$

$$\leq \Pr[\Omega_{\mathcal{L}-1} > \epsilon]$$

$$\leq \frac{1}{\epsilon^2} E[\Omega_{\mathcal{L}-1}^2]$$

$$\leq \frac{1}{\epsilon^2} E[(\Omega_{\mathcal{L}-1}^*)^2]$$

$$= \frac{1}{\epsilon^2} \cdot \frac{1}{(1 - F_X(\mathcal{L} - 1))^2} \cdot E[(\Lambda_{\mathcal{L}-1})^2]$$

$$= \frac{1}{\epsilon^2} \cdot \frac{1}{(1 - F_X(\mathcal{L} - 1))^2} \cdot \text{Var}[\Lambda_{\mathcal{L}-1}]$$

$$\leq \frac{4}{\epsilon^2} \cdot \text{Var}[\Lambda_{\mathcal{L}-1}]$$

$$\leq \frac{4}{\epsilon^2} \cdot \text{Var}\left[\sum_{i=1}^k \frac{\sum_{\ell=1}^{\mathcal{L}-1} \Omega_i^2}{k}\right]$$

$$= \frac{4}{\epsilon^2} \cdot \frac{1}{k} F_X(\mathcal{L} - 1) \cdot (1 - F_X(\mathcal{L} - 1)) \leq \frac{1}{\epsilon^2} \cdot \frac{1}{k}.$$
Proof of Claim 29: Theorem 7 immediately follows by setting 2
where we used Theorem 25 for the third inequality.

Now let us denote by \( L' \) the smallest index in \( [0, \ldots, n] \) such that \( 1/2 < 1 - F_X(n - L' - 1) \). Applying Lemma 26 to the random variable \( n - X \) we obtain the following.

**Lemma 28** \( k = \frac{1}{e^c}, \) where \( c > 0 \). Then

\[
\Pr \left[ \max_{0 \leq \ell < n} \left| \hat{F}_X(\ell) - F_X(\ell) \right| \geq 2c. \right] \leq 2c.
\]

Recall that \( F_X(L) > 1/2 > F_X(n - L' - 1) \). Hence, \( L > n - L' - 1 \), which implies that \( L - 1 \geq n - L' - 1 \).

This observation, a union bound and Lemmas 26 and 28 (applied for \( c = \delta/4 \)) imply Theorem 25.

We are now ready to prove the actual DKW inequality. Let \( M \) denote the random variable

\[
\max_{0 \leq \ell < n} \left| \hat{F}_X(\ell) - F_X(\ell) \right|.
\]

Since \( M \) is defined by the outcomes of \( Z_1, \ldots, Z_k \), we can write \( M = g(Z_1, \ldots, Z_k) \), for some function \( g : \mathbb{R}^k \to \mathbb{R} \). It is also easy to see that \( g(Z_1, \ldots, Z_k) \) is \( 1/k \)-Lipschitz as a function of its arguments \( Z_1, \ldots, Z_k \). Since the \( Z_i \)s are independent, we can apply McDiarmid’s inequality to obtain

\[
\Pr \left[ M - E[M] > \epsilon \right] \leq \exp(-2\epsilon^2 k).
\]

By repeated applications of Theorem 25 we show the following:

**Claim 29** \( k \geq \frac{2\log k}{\epsilon^2} \). Then

\[
E_{Z_1, \ldots, Z_k}[M] \leq \frac{\epsilon}{2}.
\]

**Proof of Claim 29** Note that \( M \) is supported in \([0, 1]\). We have

\[
E[M] \leq \frac{\epsilon}{4} \cdot \Pr[0 \leq M \leq \epsilon/4] + \sum_{i=1}^{\lceil \log(4/\epsilon) \rceil} \left( \frac{2^i \epsilon}{4} \right) \cdot \Pr \left[ \frac{2^i - 1}{4} \epsilon < M \leq \frac{2^i \epsilon}{4} \right]
\]

\[
\leq \frac{\epsilon}{4} + \sum_{i=1}^{\lceil \log(4/\epsilon) \rceil} \left( \frac{2^i \epsilon}{4} \right) \cdot \Pr[M > \frac{2^i - 1}{4} \epsilon]
\]

\[
\leq \frac{\epsilon}{4} + \sum_{i=1}^{\lceil \log(4/\epsilon) \rceil} \left( \frac{2^i \epsilon}{4} \right) \cdot 2^{-2i}
\]

\[
\leq \frac{\epsilon}{4} + \sum_{i=1}^{\infty} \frac{\epsilon}{4} \cdot 2^{-i} = \frac{\epsilon}{2}
\]

where we used Theorem 25 for the third inequality.

Note that Claim 29 imposes a lower bound on the sample complexity. From this claim and McDiarmid’s inequality we get

\[
\Pr[M > 3\epsilon/2] \leq \Pr[M - E[M] > \epsilon] \leq \exp(-2\epsilon^2 k).
\]

Theorem 3 immediately follows by setting \( 2\epsilon/3 \) in place of \( \epsilon \).

### F Proof of Theorem 5: Learning sums of Bernoullis in \( \text{poly}(\log(n), 1/\epsilon) \) time with efficient hypotheses

In this section we observe that the probability theory literature already provides a non-proper algorithm (Birgeland (1997)) that can be used as an alternative to our Theorem 4 for learning a sum of \( n \) Bernoulli random variables. This algorithm has faster running time, requiring only \( \text{poly}(\log n, 1/\epsilon) \) time steps, but significantly worse sample complexity of \( \log(n) \cdot \text{poly}(1/\epsilon) \) samples (recall that Theorem 4 requires only \( \text{poly}(1/\epsilon) \) samples independent of \( n \).
We say that a distribution $p$ over domain $\{0, 1, \ldots, n\}$ is **unimodal** if there exists some mode $M \in \{0, 1, \ldots, n\}$ (not necessarily unique) such that the probability density function (pdf) of $p$ is monotone non-increasing on $\{0, \ldots, M\}$ and monotone non-decreasing on $\{M, \ldots, n\}$. Our starting point is the observation that any sum of $n$ Bernoullis is a unimodal distribution over $\{0, 1, \ldots, n\}$. (This can be shown by a straightforward induction on $n$, see e.g. Keilson and Gerber (1971).) This observation lets us use a powerful algorithm due to Birgé (1997) that can learn any unimodal distribution to accuracy $\epsilon$ in total variation distance using sample complexity is optimal up to constant factors (Birgé (1987)). (Birgé’s work deals with unimodal distributions over the continuous interval $[0, n]$, but it is easily modified to apply to our discrete setting.) His algorithm uses $O(\log n/\epsilon^2)$ samples and has overall running time of $O(\log^2 n)/\epsilon^3$ bit operations (note that this running time is best possible, given the sample complexity, since each sample is an $\Omega(\log n)$ bit string.). It outputs a hypothesis distribution that is a histogram over $O((\log n)/\epsilon)$ intervals that cover $\{0, \ldots, n\}$: more precisely, the hypothesis is uniform within each interval, and for each interval the total mass it assigns to the interval is simply the fraction of samples that landed in that interval. Thus the hypothesis distribution has a succinct description and can be efficiently evaluated using a small amount of randomness as claimed in Theorem 5.