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Abstract

Can pre-trained BERT for one language and GPT for another be glued together to translate texts? Self-supervised training using only monolingual data has led to the success of pre-trained (masked) language models in many NLP tasks. However, directly connecting BERT as an encoder and GPT as a decoder can be challenging in machine translation, for GPT-like models lack a cross-attention component that is needed in seq2seq decoders. In this paper, we propose Graformer to graft separately pre-trained (masked) language models for machine translation. With monolingual data for pre-training and parallel data for grafting training, we maximally take advantage of the usage of both types of data. Experiments on 60 directions show that our method achieves average improvements of 5.8 BLEU in x2en and 2.9 BLEU in en2x directions comparing with the multilingual Transformer of the same size\(^1\).

1 Introduction

In recent years, pre-trained (masked) language models have achieved significant progress in all kinds of NLP tasks (Devlin et al., 2019; Radford et al., 2019). Among them, neural machine translation (NMT) is also explored by several attempts (Yang et al., 2020a; Zhu et al., 2020b; Rothe et al., 2020). The pre-training and fine-tuning style becomes an important alternative to take advantage of monolingual data (Yang et al., 2020c,b; Liu et al., 2020; Pan et al., 2021).

An intuitive question comes as: Can we bridge BERT-like pre-trained encoders and GPT-like decoders to form a high-quality translation model? Since they only need monolingual data, we can reduce the reliance on the large parallel corpus.

\(^*\)Work is done while at ByteDance.
\(^1\)Our code will be public in https://github.com/sunzewei2715/Graformer

Moreover, if the combination of models is universal, it can be applied to translation for multiple languages, as is shown in Figure 1.

However, though many works successfully gain improvements by loading encoder/decoder parameters from BERT-like pre-trained encoders (Zhu et al., 2020b; Guo et al., 2020), they do not achieve satisfactory results with loading decoder parameters from GPT-like pre-trained decoders (Yang et al., 2020a; Rothe et al., 2020). Theoretically, the well-trained decoder model like GPT should bring better generation ability to the translation model. We suggest the outcome may be attributed to the architecture mismatch.

Pre-trained (masked) language models predict the current word solely based on the internal context while the translation decoder has to capture the source context. Specifically, the decoder in NMT has a “cross-attention” sub-layer that plays a transduction role (Bahdanau et al., 2015), while pre-trained models have none, as is shown in Figure 2. This mismatch between the generation models and conditional generation models makes it a challenge for the usage of pre-trained models as translation decoders.

Therefore, some previous works manually insert cross-attention sub-layer or adapters (Rothe et al., 2020; Ma et al., 2020; Guo et al., 2020). However, the extra implantation may influence the ability of the pre-trained model. Other works try to avoid...
Taking the popular architecture Transformer (Vaswani et al., 2017) as an example, the translation model has a “cross-attention” sub-layer, while pre-trained (masked) language models have none. This problem by directly pre-training a seq2seq model and conduct fine-tuning (Tang et al., 2020; Yang et al., 2020b; Luo et al., 2020). However, the pre-training objective is usually a variant of auto-encoding (Song et al., 2019; Liu et al., 2020), which is different from the downstream translation objective and may not achieve adequate improvements (Lin et al., 2020).

In this paper, we mainly focus on exploring the best way to simultaneously take advantage of the pre-trained representation model and generation model (e.g., BERT+GPT) without limiting their strengths. The primary target is to link the generation model to the source side and maintain the invariability of the architecture in the meantime. Therefore, we propose Graformer, with pre-trained models grafted by a connective sub-module. The structure of the pre-trained parts remains unchanged, and we train the grafting part to learn to translate. For universality and generalization, we also extend the model to multilingual NMT, achieving mBERT+mGPT.

Generally, the translation process can be divided into three parts: representation, transduction, and generation, respectively achieved by the encoder, cross-attention, and decoder. In multilingual NMT, the transduction can only be trained with multiple parallel data. But the rest two can be pre-trained with multiple monolingual data, which is tens or hundreds of the size of parallel one. To maximize the efficacy of each part, we firstly pre-train a multilingual BERT and multilingual GPT. Then they are grafted to implement translation. With the architecture consistency, we can reserve the language knowledge of the pre-trained models and obtain a strong translation model flexibly at the same time.

Experiments on 30 language directions show that our method improves the results of multilingual NMT by 2.9 and 5.8 BLEU on average. It also achieves gains of 9.2 to 13.4 BLEU scores on zero-shot translation settings. In addition, it verifies that such translation capability can be well transferred to other languages without fine-tuning on the target parallel corpus.

2 Related Work

This paper is related to a chain of studies of multilingual translation and pre-trained models.

2.1 Multilingual Neural Machine Translation

With the development of NMT, multilingual neural machine translation (MNMT) also attracts a great amount of attention. Dong et al. (2015); Firat et al. (2016a,b) take early attempts and confirm its feasibility. The most well-known work is from Johnson et al. (2017), who conduct a series of interesting experiments. And the usage of the language token style is widely accepted. Also, many subsequent works continuously explore new approaches in MNMT, such as parameter sharing (Blackwood et al., 2018; Wang et al., 2019b; Tan et al., 2019a), parameter generation (Platanios et al., 2018), knowledge distillation (Tan et al., 2019b), learning better representation (Wang et al., 2019a), massive training (Aharoni et al., 2019; Arivazhagan et al., 2019), interlingua (Zhu et al., 2020a), and adpater (Zhu et al., 2021). These works mainly utilize parallel data.

There are also some works taking advantage of monolingual corpus. Zhang et al. (2020); Wang et al. (2020) use back-translation (BT) to improve MNMT. However, for MNMT, BT is tremendously costly, reaching $O(n)$, or even $O(n^2)$. Siddhant et al. (2020); Wang et al. (2020) adopt multi-task learning (MTL), combining with other tasks such as masked language model (MLM) (Devlin et al., 2019), denoising auto-encoding (DAE) (Vincent et al., 2008), or masked sequence-to-sequence generation (MASS) (Song et al., 2019). However, the optimization target is different from translation, which may interfere with the training and limit the usage of extremely large-scale monolingual data.

2.2 Pre-trained Models

In recent years, pre-train models have become very popular in both research and industry communities.
With downstream fine-tuning, plenty of significant results are achieved in NLP field (Qiu et al., 2020). Devlin et al. (2019); Liu et al. (2019); Conneau and Lample (2019); Conneau et al. (2020) take masked language model (MLM) as the training target. The input tokens are randomly masked, and the model learns the representation by maximizing their likelihood. Radford et al. (2018, 2019); Brown et al. (2020) use language model (LM) as their learning goal. With historical contexts, the model acquires language knowledge by learning to predict the next word. Raffel et al. (2020); Xue et al. (2020); Lewis et al. (2020); Liu et al. (2020); Lin et al. (2020) choose direct sequence-to-sequence (seq2seq) for training. The pre-train tasks can be machine translation, question answering, classification, etc.

2.3 Pre-trained Models for NMT

Since pre-trained models can significantly boost relevant tasks, several recent studies try to combine them with NMT. They can be roughly divided into two groups, depending on whether the models are pre-trained uniformly or separately.

2.3.1 United Style

The first category is pre-training directly on seq2seq tasks and providing downstream MT with consistent architectures. Tang et al. (2020) tune translation models from a pre-trained seq2seq model, mBART (Liu et al., 2020), and obtain significant improvements. Yang et al. (2020c) pre-train a seq2seq model with some input tokens replaced by another language from lexicon induction. Luo et al. (2020) pre-train the encoder and decoder in a single model that shares parameters. Then the parameters are partially extracted for tuning, depending on the tasks (NLU or NLG).

However, the pre-training objective of these works is usually a variant of auto-encoding (Song et al., 2019; Liu et al., 2020), which is different from the downstream translation objective and may not achieve adequate improvements (Lin et al., 2020).

2.3.2 Fused Style

The second category is pre-training the encoder or decoder independently and fusing them with the translation model in the fine-tuning stage. Yang et al. (2020a); Zhu et al. (2020b); Guo et al. (2020); Ma et al. (2020) fuse BERT/RoBERTa into NMT with extra encoders or adapters. Yang et al. (2020b) propose alternating language modeling as the target of the pre-trained encoder. Rothe et al. (2020) explore the usage of GPT but still manually insert extra cross-attention. Weng et al. (2020) use dynamic fusion mechanism and knowledge distillation to integrate the representation of the pre-trained models into NMT models.

These works either do not touch the decoder side or modify the architecture and conduct fine-tuning to fuse BERT/GPT into the decoder model. As mentioned in Section 1, the modification of the model architecture may influence the model ability and harm the performance.

3 Approach

To maintain the original model structure of pre-trained models, we propose Graformer, as is in Figure 3. For the encoder side, we stack another $K$-layers encoder ($K = 6$, in this paper) on pre-trained mBERT to help it adapt to the translation training. For the decoder side, we do similarly, except we append cross-attention layers to extract conditional context from the source. Unlike previous works, we maintain the integrality of mBERT and mGPT and do not change their architectures.

Finally, we employ a residual connection (He
et al., 2016) that we combine the hidden state outputted by mGPT and the grafting decoder. The summed context is then fed into the softmax layer. This integration is for utilizing the generation ability of the pre-trained decoder to help to generate a better language model.

As mentioned in Section 1, we try to take advantage of both multiple parallel data and multiple monolingual data so as to maximize the efficacy of representation, transduction, and generation, respectively. Therefore, our training methods can be separated into two stages: 1) pre-train on the multiple monolingual data and obtain independent encoder (representation) and decoder (generation); 2) fine-tune on the multilingual parallel data to graft two models (transduction).

### 3.1 Pre-train Multilingual BERT (Encoder for Representation)

Inspired by Devlin et al. (2019); Liu et al. (2019); Conneau and Lample (2019); Conneau et al. (2020), we use masked language model (MLM) as the training goal with the masked probability of 15%. Specifically, we adopt Transformer (Vaswani et al., 2017) encoder with $N$ layers ($N = 6$, in this paper). To make cross-lingual token representation more universal, we add no language token as previous works do. The training goal is as follows:

$$L_{MLM} = -\sum_{x \in m(x)} \log p(\hat{x}|x \setminus m(x))$$  \hspace{1cm} (1)

$m(x)$ and $\setminus m(x)$ denote the masked words and rest words from $x$

### 3.2 Pre-train Multilingual GPT (Decoder for Generation)

Inspired by Radford et al. (2018, 2019); Brown et al. (2020), we use auto-regressive language model (LM) as the training goal. Specifically, we adopt Transformer (Vaswani et al., 2017) decoder with $N$ layers ($N = 6$, in this paper). To specify the generation language, we set a unique language token (e.g., `<2en>`) as the first input for the language model. The training goal is as follows:

$$L_{LM} = -\sum_{t=1}^{T} \log p(x_t|x_{<t})$$  \hspace{1cm} (2)

$T$ denotes the length of sequence. $x_{<t} = <2lang>, x_1, x_2, ..., x_{t-1}$

### 3.3 Fine-tune Multilingual Translation (Grafting for Transduction)

After obtaining the pre-trained encoder and decoder, we tune the model to link the representation model and generation model. The training goal is as follows:

$$L_{MT} = \text{softmax}(W_{o_1}h_N + W_{o_2}h_{N+K})$$  \hspace{1cm} (3)

$h_N$ denotes the hidden state of the last layer in mGPT. $h_{N+K}$ denotes the hidden state of the last layer in the grafting decoder. $W_{o_1}$ and $W_{o_2}$ denote the corresponding output matrix. The former one shares the same parameters with the target-side embedding.

In the tuning stage, we freeze the pre-trained decoder parameters (including $W_{o_1}$) and tune the grafting parameters as well as the pre-trained encoder. Our ablation study shows that this setting yields the best performance, as is in the experiment section.

### 4 Experiments

In this paper, we perform many-to-many style multilingual translation (Johnson et al., 2017). The detailed illustrations of the datasets and implementation are as follows.

#### 4.1 Datasets and Preprocess

- **Pre-training:** We use News-Crawl corpus\(^2\) plus WMT datasets. We conduct deduplication and label the data by language. In the end, we collect 1.4 billion sentences in 45 languages, which is only one-fifth of that of mBART (Liu et al., 2020). The detailed list of languages and corresponding scales is in Appendix A.

- **Multilingual Translation:** We use TED datasets, the most widely used MNMT datasets, following Qi et al. (2018); Aharoni et al. (2019). We extract 30 languages\(^3\) from & to English, with the size of 3.18M sentence pairs in raw data and 10.1M sentence pairs in sampled bidirectional data. The detailed list of language pairs and scales is in Appendix A.

We download the data from the open source\(^4\)

\(^2\)http://data.statmt.org/news-crawl

\(^3\)We use the corpus of "zh_cn" instead of "zh".

\(^4\)https://github.com/neulab/word-embeddings-for-nmt
Table 1: The results of x→en directions, with average improvements of 5.8 against baseline (22.8→28.6)

| Model     | bg  | bn  | bs  | cs  | de  | el  | es  | et  | fa  | fi  |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer | 32.0 | 12.5 | 30.3 | 23.7 | 28.7 | 30.7 | 34.7 | 17.5 | 20.4 | 17.1 |
| mBART     | -   | -   | -   | 26.4 | 32.8 | -   | 38.1 | 20.9 | -   | 19.9 |
| Graformer | **38.5** | **18.1** | **36.5** | **29.4** | **35.5** | **37.4** | **40.7** | **24.0** | **26.9** | **23.0** |

| Model     | fr  | hi  | hr  | hu  | it  | ja  | kk  | lt  | mk  | mr  |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer | 33.1 | 18.7 | 30.4 | 19.8 | 31.3 | 10.1 | 7.6 | 20.1 | 29.8 | 9.4 |
| mBART     | -   | 22.9 | -   | -   | 34.7 | 12.0 | 8.9 | 23.6 | -   | -   |
| Graformer | **39.2** | **25.1** | **36.7** | **26.1** | **37.2** | **13.7** | **10.5** | **27.2** | **35.7** | **13.0** |

| Model     | nl  | pl  | pt  | ro  | ru  | sr  | ta  | tr  | uk  | zh |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer | 28.9 | 19.7 | 34.8 | 28.6 | 20.8 | 29.0 | 5.8 | 18.7 | 23.4 | 15.6 |
| mBART     | 32.9 | -   | -   | 32.2 | 22.6 | -   | 22.6 | -   | 18.1 | -   |
| Graformer | **35.2** | **25.1** | **41.5** | **35.1** | **25.1** | **35.6** | **10.2** | **25.5** | **28.9** | **19.9** |

Table 2: The results of en→x directions, with average improvements of 2.9 against baseline (19.0→21.9)

| Model     | bg  | bn  | bs  | cs  | de  | el  | es  | et  | fa  | fi  |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer | 28.8 | 11.3 | 23.4 | 16.6 | 23.7 | 25.9 | 33.0 | 14.0 | 12.5 | 12.1 |
| mBART     | -   | -   | -   | 17.7 | 25.8 | -   | 35.2 | 14.1 | -   | 13.2 |
| Graformer | **33.0** | **14.1** | **26.3** | **20.2** | **27.8** | **29.8** | **37.5** | **16.1** | **14.2** | **14.4** |

| Model     | fr  | hi  | hr  | hu  | it  | ja  | kk  | lt  | mk  | mr  |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer | 33.5 | 15.3 | 23.2 | 14.7 | 28.9 | 11.1 | 3.4 | 12.8 | 22.2 | 9.3 |
| mBART     | 35.8 | 16.5 | -   | 30.6 | 12.6 | 3.0 | 14.2 | -   | -   | -   |
| Graformer | **37.8** | **18.1** | **26.8** | **17.2** | **32.5** | **12.8** | **3.8** | **15.9** | **25.7** | **10.6** |

| Model     | nl  | pl  | pt  | ro  | ru  | sr  | ta  | tr  | uk  | zh |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Transformer | 25.9 | 12.8 | 32.0 | 24.7 | 16.1 | 18.7 | 13.6 | 11.6 | 17.3 | 21.2 |
| mBART     | 28.9 | -   | -   | 27.1 | 16.9 | -   | -   | **13.4** | -   | 22.2 |
| Graformer | **29.0** | **15.8** | **36.6** | **29.1** | **19.0** | **21.4** | **14.7** | **13.3** | **19.5** | **23.0** |

and conduct detokenization with Moses Detokenizer (Koehn et al., 2007).

- **Zero-shot and Bilingual Translation:** We use WMT 2014 German-English (4.5M sentence pairs) and French-English (36M sentence pairs) datasets.

- **Sample:** Upsampling is an important way to improve the performance of low-resource pairs (Arivazhagan et al., 2019). Therefore, sentences are sampled according to a multinomial distribution with probabilities \( \{q_i\} \), where \( q_i \propto p_i^\alpha \), \( p_i \) is the proportion of language \( i \). For monolingual pre-training, we follow (Conneau and Lample, 2019; Liu et al., 2020) and set \( \alpha = 0 \). For parallel fine-tuning, we follow (Arivazhagan et al., 2019) and set \( \alpha = 0.2 (T=5) \).

- **Tokenization:** Like previous works, we use sentencepiece (Kudo and Richardson, 2018) and learn a joint vocabulary of 64000 tokens.

### 4.2 Implementation Details

- **Architecture:** We use Transformer (Vaswani et al., 2017) as our basic structure with pre-norm style (Xiong et al., 2020), and GELU (Hendrycks and Gimpel, 2016) as activation function. Specifically, we adopt 1024 dimensions for the hidden state, 4096 dimensions for the middle FFN layer, and 16 heads for multi-head attention. Learnable position embedding is also employed. For baseline models, we use 12 layers. For pre-trained ones, we use Transformer encoder and decoder (without cross-attention) with 6 layers, respectively. For the grafting part, we add another 6 layers.

- **Training:** We train the models with a batch size of 320,000 tokens on 16 Tesla V100 GPUs. For pre-training, we go through the

---

5https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/detokenizer.perl
tuning may lead to a drop for decoder. It seems that the pre-trained decoder model learns much more knowledge, and its original language model can better guide the generation.

**Decoder matters more.** In Table 3, comparing Row 1,2,3,4, we can see that the pre-trained decoder yields more progress than the pre-trained encoder. This shows that involving only pre-trained encoders like BERT into MT is limited. The performance can be further enhanced with the introduction of pre-trained decoders.

**Residual connection contributes.** In Table 3, comparing Row 7 with Row 8, we can see that the residual connection from the pre-trained decoder can further boost the results. The well-trained language model effectively helps the translation model. It also shows the importance of incorporating the knowledge-rich generation model.

| Row | Encoder | Decoder | x→en | en→x |
|-----|---------|---------|------|------|
| 0   | -       | -       | 22.8 | 19.0 |
| 1   | Freeze  | -       | 23.2 | 19.2 |
| 2   | Fine-tune | -     | 27.0 | 20.2 |
| 3   | -       | Freeze  | 27.8 | 21.0 |
| 4   | -       | Fine-tune | 25.2 | 19.9 |
| 5   | Freeze  | -       | 25.8 | 20.4 |
| 6   | Fine-tune | -     | 27.0 | 19.4 |
| 7   | Fine-tune | Freeze* | 28.1 | 20.9 |
| 8   | Fine-tune | Freeze  | 28.6 | 21.9 |

Table 3: Each number is the average BLEU of 30 language directions. "-" means not loading from pre-trained models. "*" means the residual connection is abandoned.

| Encoder | Decoder | x→en | en→x |
|---------|---------|------|------|
| 6+6     | 6+6     | 28.6 | 21.9 |
| 6+5     | 6+5     | 28.7 | 21.7 |
| 6+4     | 6+4     | 28.2 | 21.6 |
| 6+3     | 6+3     | 28.3 | 21.6 |
| 6+2     | 6+2     | 28.2 | 21.1 |
| 6+1     | 6+1     | 27.9 | 18.0 |
| 6+5     | 6+6     | 28.6 | 21.3 |
| 6+4     | 6+6     | 28.5 | 21.5 |
| 6+3     | 6+6     | 28.4 | 21.7 |
| 6+2     | 6+6     | 28.4 | 21.0 |
| 6+1     | 6+6     | 28.0 | 20.8 |
| 6       | 6+6     | 28.0 | 20.7 |

Table 4: Each number is the average BLEU of 30 language directions. "x+y" means the combination of x-layers pre-trained (masked) language models and y-layers grafting models.
Layer number has slight effects. In Table 4, as the number of layers decreases, the performance drops slightly for both the encoder and decoder. But the extent of the decline is limited. Even no extra encoder layer or one-layer extra decoder can maintain a relatively high performance.

4.5 Well-trained Language Model Helps

Except for BLEU, we also study how the pre-trained generation model influence the translation model. We speculate that the pre-trained decoder helps to translate through combining the well-trained language model. Therefore, we collect and compare the perplexity of the models on the validation sets.

As is in Table 5, we can see that our method significantly lowers the perplexity comparing to the baseline model. The pre-trained decoder brings in better representation and language knowledge. Also, the residual connection from the original pre-trained decoder can further improve the results, illustrating the enlightening role the well-trained language model plays.

| Model          | bleu↑ | x→en  | en→x  |
|----------------|-------|-------|-------|
| Transformer    | 8.64  | 8.76  |
| Graformer      | 5.60  | 6.58  |
| Graformer *    | 5.27  | 6.21  |

Table 5: The perplexity of models. Each number is the average result of 30 language directions. “*” means the residual connection is abandoned.

4.6 Better than Fused Styles

Besides United Style (mBART), we also compare our method with Fused Style. Specifically, we choose two typical works, as are in Figure 4: 1) loading parameters directly and ignoring cross-attention (denoted as “Direct”) (Rothe et al., 2020; Ma et al., 2020); 2) insert extra cross-attention layers into each decoder sub-layer and freeze pre-trained models (denoted as “Adapter”) (Guo et al., 2020). We re-implement the models with the same depth and width as Graformer.

The crucial difference is that we leave the pre-trained decoder module unchanged and complete. Other works inject extra layers internally, such as cross-attention or adapters. Specifically, they go like layer₁ → adapter₁ → layer₂ → adapter₂ → ... → layerₙ → adapterₙ. The well-trained bond between layerᵢ and layerᵢ₊₁ is broken, which can not activate the full potential of the pre-trained decoder.

Differently, we maintain the original structure and even feed its output into the final layer. These strategies are all for the sake of fully taking advantage of the pre-trained generation model. As is in Table 6, our approach outperforms other two methods (The detailed results are in Appendix B).

Table 6: Each number is the average BLEU/Perplexity of 30 language directions. Our model outperform related methods in fused style.

| Model          | bleu↑ | x→en | en→x |
|----------------|-------|------|------|
| Direct         | 27.1  | 20.5 | 6.61 | 8.06 |
| Adapter        | 27.4  | 19.8 | 5.78 | 6.71 |
| Graformer      | 28.6  | 21.9 | 5.27 | 6.21 |

4.7 Graformer Maintains Good Performance in Few-Shot Translation

We also conduct few-shot experiments. We randomly select 30%, 10%, 3%, 1% of the data and reproduce the experiments. As is in Figure 5,6, as the scale of datasets decreases, the performance of baseline drops dramatically and fails to generate comprehensible sentences (BLEU < 5). However, our method keeps relatively higher results even with only 1% data. And with the less data provided, the gap between Graformer and baseline is much larger (5.8→12.1, 2.9→7.1). Again, it proves that the usage of multiple monolingual data can benefit MNMT greatly since its scale is tens or hundreds of times of the parallel one.
Figure 5: The results of x→en directions. As the data scale decrease from 100% to 1%, the gap is getting larger (5.8→12.1).

Figure 6: The results of en→x directions. As the data scale decrease from 100% to 1%, the gap is getting larger (2.9→7.1).

4.8 The More Monolingual data, The Better
To further analyze the effectiveness of monolingual data, we look into the relationship between the BLEU advance and the data scale. As is in Figure 7, as the quotient of the monolingual data scale divided by the parallel data scale increases, the BLEU improvements gradually go up. It shows the extra benefit provided by the monolingual data, especially in the large-scale scene. Since the parallel data is rare, Graformer can be an essential approach to enhance low-resource language pairs.

4.9 Graformer Boosts Zero-Shot Translation
To verify whether the multilingual pre-trained model learns cross-lingual knowledge, we also conduct a crossed experiment of zero-shot translation. Firstly, we use our approach to train models only on German-English corpus and then conduct inference on French-English test sets. Converse ones are done similarly. We perform experiments on both TED and WMT datasets, with the encoder frozen (Graformer\textsubscript{fe}) and tuned (Graformer).

As is in Table 7 and 8, we can draw similar conclusions. On the one hand, the performance of the original direction is improved, as expected. On
the other hand, the inference results in the other direction are also significantly boosted at the same time. It is worth noting that our models are trained with none of the test directions but obtain BLEU score high than 10.

More specifically, if the encoder is frozen, the results of the main direction can be slightly lowered, but the results of the zero-shot one will be significantly improved. It illustrates that the untuned pre-trained model contains much more cross-lingual knowledge and can be better transferred to untrained pairs.

4.10 Graformer Works in Bilingual Translation

To verify the effect of our methods, we also conduct experiments on bilingual translation. We use WMT14 English-German and English-French Datasets. In this series of settings, the datasets and vocabulary of both pre-training and tuning are limited in the bilingual corpus. For en-fr training, we adopt dropout = 0.1, following Vaswani et al. (2017).

The results, along with several strong related pre-training works, are listed in Table 9. Those related works all take advantage of pre-trained models and significantly improve the translation. Our method boosts the performance of bilingual translation and is at the top level. It proves the universal effectiveness of Graformer.

| Model         | en→de | en→fr |
|---------------|-------|-------|
| Transformer   | 28.9  | 41.8  |
| Yang et al. (2020a) | 30.1  | 42.3  |
| Weng et al. (2020) | 29.2  | -     |
| Yang et al. (2020b) | 29.2  | -     |
| Zhu et al. (2020b) | 30.8  | 43.8  |
| Rothe et al. (2020) | 30.6  | -     |
| Guo et al. (2020) | 30.6  | 43.6  |
| Graformer      | 31.0  | 43.6  |

Table 9: Bilingual translation results of English-German and English-French of WMT14. Comparing objects are strong results reported by recent works. Graformer boosts the performance and is at the top level.

5 Conclusion

In this paper, we propose Graformer, grafting multilingual BERT and multilingual GPT for multilingual neural machine translation. By pre-training the representation part (encoder) and generation part (decoder) of the model, we leverage the monolingual data to boost the translation task. And different from other previous fusing methods, we maintain the original architectures. With this approach, we can fully take advantage of the pre-trained models, including their well-trained capacity for representation and generation. Experimental results show that our method can significantly improve the performance and outperform similar related works. A series of empirical analyses of perplexity, few-shot translation, and zero-shot translation also shows its universality.
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A Languages and Scales

The languages of datasets are listed in Table 10 and Table 11, for pre-training and translation training, respectively. We use significantly less data than mBART (Liu et al., 2020). According to its paper (and some naive summation), they use 208 billion tokens in 1.4T in total. We only use 42 billion tokens in 0.18T.

B Results of Fused Style Methods

The results of other Fused Style methods are in Table 12 and 13.

| Language | Scale |
|----------|-------|
| am       | 119643 |
| bg       | 38305118 |
| bn       | 3916068 |
| bs       | 1955342 |
| cs       | 90149511 |
| de       | 329456604 |
| el       | 8159512 |
| en       | 326422361 |
| es       | 65422557 |
| et       | 7023190 |
| fa       | 1304611 |
| fi       | 23127824 |
| fr       | 121133895 |
| gu       | 535156 |
| hi       | 32491838 |
| hr       | 6718607 |
| hu       | 40181635 |
| it       | 396822711 |
| ia       | 781877 |
| ja       | 19579066 |
| kk       | 1956205 |
| km       | 4410059 |
| kn       | 502499 |

| Language | Scale |
|----------|-------|
| am       | 119643 |
| bg       | 38305118 |
| bn       | 3916068 |
| bs       | 1955342 |
| cs       | 90149511 |
| de       | 329456604 |
| el       | 8159512 |
| en       | 326422361 |
| es       | 65422557 |
| et       | 7023190 |
| fa       | 1304611 |
| fi       | 23127824 |
| fr       | 121133895 |
| gu       | 535156 |
| hi       | 32491838 |
| hr       | 6718607 |
| hu       | 40181635 |
| it       | 396822711 |
| ia       | 781877 |
| ja       | 19579066 |
| kk       | 1956205 |
| km       | 4410059 |
| kn       | 502499 |

Table 10: Languages used for pre-training and their scales (in sentences). “ro*” means processed Romanian.

| Language | Scale |
|----------|-------|
| bg       | 174444 |
| bn       | 4649 |
| cs       | 5664 |
| de       | 103093 |
| el       | 167888 |
| en       | 134327 |
| es       | 196026 |
| et       | 10738 |
| fa       | 150965 |
| fi       | 24222 |
| fr       | 192304 |
| gu       | 535156 |
| hi       | 18798 |
| hr       | 122091 |
| hu       | 147219 |
| it       | 204503 |
| ia       | 781877 |
| ja       | 19579066 |
| kk       | 1956205 |
| km       | 4410059 |
| kn       | 502499 |

Table 11: Language pairs (from & to English) used for translation training and their scales (in sentences).
| Model  | bg  | bn  | bs  | cs  | de  | el  | es  | et  | fa  | fi  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Direct | 36.8| 18.0| 35.2| 28.5| 33.9| 35.3| 39.1| 22.5| 24.8| 21.2|
| Adapter| 38.0| 18.1| 36.8| 29.2| 34.3| 36.2| 40.1| 23.3| 23.7| 21.9|
| Graformer| **38.5**| **18.1**| **36.5**| **29.4**| **35.5**| **37.4**| **40.7**| **24.0**| **26.9**| **23.0**|
| Model  | fr  | hi  | hr  | hu  | it  | ja  | kk  | lt  | mk  | mr  |
| Direct | 38.0| 23.6| 35.3| 24.4| 36.0| 12.3| 10.1| 25.4| 33.8| 12.1|
| Adapter| 38.7| 24.1| 36.2| 24.9| 36.5| 11.7| 10.1| 25.9| 34.7| 11.2|
| Graformer| **39.2**| **25.1**| **36.7**| **26.1**| **37.2**| **13.7**| **10.5**| **27.2**| **35.7**| **13.0**|
| Model  | nl  | pl  | pt  | ro  | ru  | sr  | ta  | tr  | uk  | zh  |
| Direct | 33.2| 23.6| 40.1| 33.6| 23.9| 33.9| 8.7 | 23.3| 27.8| 18.5|
| Adapter| 33.8| 24.0| 41.1| 34.2| 24.3| 34.9| 7.1 | 22.9| 27.6| 17.9|
| Graformer| **35.2**| **25.1**| **41.5**| **35.1**| **25.1**| **35.6**| **10.2**| **25.5**| **28.9**| **19.9**|

Table 12: The results of x→en directions for “Direct” (Rothe et al., 2020; Ma et al., 2020) and “Adapter” (Guo et al., 2020).

| Model  | bg  | bn  | bs  | cs  | de  | el  | es  | et  | fa  | fi  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Direct | 30.7| 12.2| 24.5| 18.2| 25.1| 27.8| 35.3| 14.9| 13.3| 13.1|
| Adapter| 31.0| 10.5| 24.3| 18.5| 25.4| 26.9| 35.3| 15.3| 9.6  | 13.4|
| Graformer| **33.0**| **14.1**| **26.3**| **20.2**| **27.8**| **29.8**| **37.5**| **16.1**| **14.2**| **14.4**|
| Model  | fr  | hi  | hr  | hu  | it  | ja  | kk  | lt  | mk  | mr  |
| Direct | 35.4| 16.7| 25.2| 15.7| 30.7| 12.2| 4.0 | 14.5| 24.4| 10.5|
| Adapter| 35.8| 15.3| 24.8| 15.7| 30.2| 9.2 | 3.8 | 14.5| 24.5| 9.0 |
| Graformer| **37.8**| **18.1**| **26.8**| **17.2**| **32.5**| **12.8**| **3.8**| **15.9**| **25.7**| **10.6**|
| Model  | nl  | pl  | pt  | ro  | ru  | sr  | ta  | tr  | uk  | zh  |
| Direct | 28.1| 14.4| 34.3| 26.9| 17.5| 20.2| 15.6| 12.3| 18.7| 21.8|
| Adapter| 26.9| 13.9| 34.2| 26.7| 17.1| 19.7| 11.6| 11.7| 18.1| 20.5|
| Graformer| **29.0**| **15.8**| **36.6**| **29.1**| **19.0**| **21.4**| **14.7**| **13.3**| **19.5**| **23.0**|

Table 13: The results of en→x directions for “Direct” (Rothe et al., 2020; Ma et al., 2020) and “Adapter” (Guo et al., 2020).