Disentangling the trend in the warming of urban areas into global and local factors

Francisco Estrada¹,²,³ and Pierre Perron⁴

¹Centro de Ciencias de la Atmósfera, Universidad Nacional Autónoma de México, Ciudad Universitaria, Circuito Exterior, Ciudad Mexico, Mexico. ²Institute for Environmental Studies, Vrije Universiteit Amsterdam, Amsterdam, the Netherlands. ³Programa de Investigación en Cambio Climático, Universidad Nacional Autónoma de México, Ciudad Universitaria, Circuito Exterior, Ciudad Mexico, Mexico. ⁴Department of Economics, Boston University, Boston, Massachusetts

Address for correspondence: Francisco Estrada, Programa de Investigación en Cambio Climático, Universidad Nacional Autónoma de México, Ciudad Universitaria, Circuito Exterior, Ciudad Mexico 04510, Mexico. feporrua@atmosfera.unam.mx

Large cities account for a significant share of national population and wealth, and exert high pressure on local and regional resources, exacerbating socioenvironmental risks. The replacement of natural landscapes with higher heat capacity materials because of urbanization and anthropogenic waste heat are some of the factors contributing to local climate change caused by the urban heat island (UHI) effect. Because of synergistic effects, local climate change can exacerbate the impacts of global warming in cities. Disentangling the contributions to warming in cities from global and local drivers can help to understand their relative importance and guide local adaptation policies. The canopy UHI intensity is commonly approximated by the difference between temperatures within cities and the surrounding areas. We present a complementary approach that applies the concept of common trends to extract the global contributions to observed warming in cities and to obtain a residual warming trend caused by local and regional factors. Once the effects of global drivers are removed, common features appear in cities’ temperatures in the eastern part of the United States. Most cities experienced higher warming than that attributable to global climate change, and some shared a period of rapid warming during urban sprawl in the mid-20th century in the United States.
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Introduction

Three major anthropogenic factors and their interactions influence climate at the city scale: the effects on global climate of the accumulation of radiative active substances in the atmosphere; the impacts on regional climate of air pollutants, such as aerosols and black carbon; and the urban heat island (UHI) produced by urbanization, which entails the replacement of natural landscapes by denser, higher thermal capacity materials and structures, the generation of urban canyons, and higher anthropogenic heat release.¹–³ Urban climate is also determined by natural factors. Some are static (i.e., time invariant), such as geographical location and altitude, while others are dynamic, such as the Atlantic Multidecadal Oscillation (AMO) and other regional and large-scale climate variability processes.⁴

The UHI effect is given by the difference in the warming of a city with respect to its preurban conditions.⁵ It can be explained in terms of surface energy balance processes related to short- and long-wave radiation exchange, and latent, sensitive, and conductive heat flows.⁶,⁷ The magnitude of the UHI is a function of population, urban morphology, and physical characteristics, such as city size, compactness, gross building volume, and anisometry (city shape), as well as vegetation and waste heat release.³,⁴,⁸–¹¹ In the case of large cities, UHI warming can be similar in magnitude (about 2.5–4.5 °C) to that expected under high emissions climate change scenarios for the end of the century.¹²
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of this century.\textsuperscript{4,12,13} The UHI is commonly characterized by great spatial variability, large differences in structure and intensity, and possibly multiple UHIs across a single city. UHI intensities tend to be higher near the downtown area and to decrease toward the suburbs and urban periphery. The UHI varies greatly between seasons and throughout the day, being typically stronger at night.\textsuperscript{14} The three types of UHI commonly considered in the literature are the surface, canopy, and boundary layer UHI. Remote sensing is typically used to investigate the surface UHI, while measurement of the boundary UHI is based on sensors installed in towers, tethered balloons, or radiosondes. The canopy UHI is characterized by comparing air temperature records from weather stations located within a city and its rural surroundings.\textsuperscript{7,14,15} Some approaches to approximate the UHI intensity include empirical functions relating population counts and urban warming,\textsuperscript{8,16,17} using urbanization indicators,\textsuperscript{18} comparing the values of the regional and local trend slope estimates,\textsuperscript{5} contrasting surface temperatures from reanalysis reconstructions\textsuperscript{19,20} (e.g., climate model simulations that do not account for land-use differences so that the differences between observations and model simulations should be caused by the UHI), analyzing climate model simulations,\textsuperscript{21,22} and using satellite data to derive urban land surface temperatures.\textsuperscript{11,23} The proposed method and the analysis presented here refer to the canopy UHI.

Several studies found that the logarithm of a city’s population is positively correlated with the UHI intensity such that more populous cities experience larger changes in local climate.\textsuperscript{8,16,24} This relationship can be modulated by the background climate and other factors, in particular by the total amount of precipitation.\textsuperscript{25} Urban sprawl is a typical mode of expansion and can lead to a rapid expansion of the UHI over the city, although characteristics, such as urban design, with low compactness ratio can mitigate it.\textsuperscript{26,27} By contrast, compact cities may lead to a more intense UHI that extends over a smaller area.\textsuperscript{27} Urban sprawl has also been associated with increases in annual extreme heat events.\textsuperscript{28}

The U.S. population increased more than 40-fold since 1800, from about 5 million to over 300 million in 2010, implying a significant transformation of the physical landscape and ecological systems.\textsuperscript{29,30} About 80% of the U.S. population lived in urban areas in 2010 that covered only 3.1% of the total land area.\textsuperscript{21} While urban development started in the northern and coastal southern states and then spread to other parts of the country, the peak of the expansion and densification in most regions was reached in the period 1950–1975.\textsuperscript{29} Population is highly correlated with urban built area,\textsuperscript{32} and population growth has followed the urbanization expansion and densification patterns.\textsuperscript{29} These changes were accompanied since the 1920s by urban sprawl, which reached its period of most rapid increase after WWII and continued until the mid-1990s.\textsuperscript{33}

The literature on detection and attribution of urban warming is rapidly expanding, in part motivated by the potential bias that the UHI effect in cities can impart to average global and regional temperatures. Also of interest is the goal to quantify the UHI effect and to inform climate adaptation policy at the urban scale.\textsuperscript{34,35} Efforts have been devoted to evaluate the magnitude of the bias the UHI could impart to the global warming trend and to devise ways to remove it.\textsuperscript{16,36} The effect of the UHI on local temperatures is undisputed, but there is no consensus about the extent of its influence on regional and large-scale temperatures.\textsuperscript{16,37} The contribution of the Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) concluded that the UHI effect on temperatures is negligible on large-scale trends. For global temperature, it is unlikely that it could represent more than 10% of the centennial warming trend. However, the influence of the UHI could be much larger on regional temperatures.\textsuperscript{38} Recently, the study of the effects of the UHI on regional temperatures has focused on China, given its rapid development and high rates of urbanization. Some studies have found that the effect of UHI on the warming trend at the national level could be up to 0.14 °C per decade, although studies using other methods suggest a more modest influence on the warming trend of 0.03–0.05 °C per decade.\textsuperscript{37} For Northern China, an urban warming trend of 0.11 °C per decade was detected, which accounts for about 37.9% of the total warming in the region.\textsuperscript{34,38} While the UHI has a large impact on local temperatures, in the case of area-weighted annual mean temperatures for the continental United States, its effect has been deemed by some authors as negligible (about 0.06 °C).\textsuperscript{16,39} although others have found this effect to be considerable, contributing up to
0.27 °C per century. At the local and city scales, the UHI effects are much larger and can account for significant shares of the total warming trend. In New York City, about a third of the warming experienced since 1900 has been attributed to the UHI intensification. This warming is spatially heterogeneous, and not easily explained in relation to land surface characteristics, as exemplified by the similarity between the rate of warming in Central Park and that in other parts of the city. In the case of cities in developing countries, the share of warming explained by the UHI effect can be much larger, for example, in Beijing and Wuhan, where urban warming accounts for about 65–80% of the total warming over the 1961–2000 period.

In contrast with some previous studies, we focus on removing the effect (bias) in local temperatures that can be attributed to global climate change in order to produce a residual trend that is mainly imparted by local/regional forcing factors. Hence, our approach is similar in spirit to a signal extraction problem. For this purpose, we draw on recently proposed time-series methods for the attribution of global climate change based on the existence of common trends between globally aggregated radiative forcing and temperature series. The attribution of global climate change has been an active topic of research during the last decades and has shown the existence of a clear signal that can be traced back to globally aggregated anthropogenic forcing in a variety of climate variables, from global to regional scales.

However, this type of attribution studies at scales finer than hemispheric are based almost exclusively on the results from physical climate models, with very few exceptions. Here, we focus on extending current observations-based global climate change attribution methods to purge the global climate change signal from urban annual surface air temperatures and to characterize in more depth the residual warming trend. We use UHI detection and attribution methods to investigate the possible contribution of local forcing factors to the residual warming trend. This is relevant from a climate research perspective as it allows a better understanding of the contributions of urbanization processes and of the effects of increases in global radiative forcing factors at the local scales. It is also relevant from a decision-making perspective as it can help to define city and national mitigation and adaptation policies. Recent studies have stressed the importance of assessing local and global climate change in defining the economic impacts in cities, in which more than half of the global population lives and about of 80% of global GDP is produced.

**Methods and data**

**Attribution of the global warming trend at the city level and estimation of the residual trend due to local and regional forcing factors**

Commonly used procedures tailored to estimate the magnitude of the warming caused by the canopy UHI effect are based on the differences between temperatures for stations located within and outside the city. However, this does not allow to purge the global warming signal from that caused by local and regional factors that contribute to the observed warming, nor to extract features of its temporal evolution. Moreover, it does not consider the effects of large-scale natural variability. The selection of rural stations was shown to be complex and potentially has nontrivial effects on the resulting estimates. Also, the comparison between rural and urban stations can introduce an unnecessary noise component present in temperatures from weather stations outside of the city. Our proposed methodology addresses some of these problems and is easy to implement. It also extends the literature on the attribution of global climate change to the urban/local scales and connects it to local-scale processes, such as the UHI.

We focus on two characteristics of the warming trend to separate the effects of local and global factors in city-level temperatures: the magnitude of the warming and the shape of the warming trend. These characteristics are investigated by comparing local-scale (city) and large-scale temperatures series obtained from wider regions containing the selected cities.

We first investigate the contribution of global factors to the warming trend of city-level temperatures by testing for the existence of a common trend via a cotrending test applied to regional and local temperatures and some measures of aggregate total and anthropogenic radiative forcing series. The existence of a common trend suggests that at least part of the secular movement contained in regional and local temperatures is produced by global-scale changes in the Earth's energy balance. Hence, part of the observed warming at the different scales is then...
attributable to globally aggregated anthropogenic forcing factors.

For the local temperature series, this common trend can be modulated by the superimposition of other warming trends caused by the local and regional effects of external forcing factors, including urbanization and land-use change.\textsuperscript{34} Observed regional and local temperatures can differ significantly over some periods of time and this can be explained by the evolution of relevant local and regional determinants.

We shall present a regression-based method to isolate and analyze the features of the warming trends in local temperature series. To illustrate the proposed method, we analyze 30 cities and discuss the similarities and differences about how the evolution of local factors, such as urbanization, could have affected urban climate within some geographical regions. Consider the following calculation of regional average temperature:

\[ T_{reg}^t = \sum_{i=1}^{n} \omega_i T_{loc}^{i,t}, \]  

(1)

where \( \omega_i \) are area weights and \( T_{reg}^t \) is the area-weighted regional temperature and \( T_{loc}^{i,t} \) the local temperature for location (or grid cell) \( i \). If \( \omega_i = \omega \) for all \( i \) (all grid cells have the same area) and \( \omega \) is normalized to 1, then (1) simplifies to \( T_{reg}^t = \frac{1}{n} \sum_{i=1}^{n} T_{loc}^{i,t} \). As with any time series, \( T_{reg}^t \) can also be decomposed to trend (\( \tau_t \)), cycle (\( \epsilon_t \)), and irregular (\( \epsilon_t \)) components:

\[ T_{reg}^t = \alpha + \tau_t + \epsilon_t. \]  

(2)

Focusing first on the trend component, we have:

\[ \tau_t = \frac{1}{n+k} \sum_{j=1}^{k} T_{loc}^{i,j,t} + \frac{1}{n+k} \sum_{l=1}^{m+k} T_{ref}^{i,l,t}, \]  

(3)

where \( n \) is the total number of temperature series in the selected region, \( k \) and \( m \) are the number of urban and nonurban locations, respectively, and \( k + m = n \). The selected region should be large enough that \( n \) is much larger than \( k \). Note that while all temperature series in the selected region contain a global warming trend, city temperatures can have both local and global warming trends and thus the total number of trends is \( n + k \). This decomposition can be seen as a modified version of Lowry’s additive scheme\textsuperscript{50} in which both urban and rural temperatures are a function of background climate (represented here by the common global warming trend), the effects of local factors, and, for cities, the effects of urbanization. The trend \( \tau_t \) is a weighted average of the warming trends due to urban (local) factors \( \tau_{t,u} \) and to large-scale climate change \( \tau_{t,l}^{ref} \) which is imparted by changes in the globally averaged total radiative forcing (TRF). Since the global warming trend is common to all temperature series, the second term in the right-hand side of Eq. (3) becomes \( \frac{n}{n+k} \tau_{t,l}^{ref} \). In the case of the local warming trends, there are at most \( \frac{k}{n+k} \) common trends (note that the normalizing factors are such that \( \frac{n}{n+k} + \frac{k}{n+k} = 1 \)). However, for this condition to occur, all urban locations should share the same warming trend. This is unlikely since the drivers of the local warming trend (i.e., urbanization, land-use change, and aerosols emissions, among others) are quite heterogeneous so that the local trends are expected to have unique features. Hence, the temperature series for each city contains the global warming trend \( \tau_{t,l}^{ref} \), which is identical for all cities since it is imparted by globally aggregated radiative forcing. However, in addition, cities experience a local warming trend caused by UHI and other local factors, denoted by \( \tau_{t,u}^{i,j} \), which is city-specific, as it responds to a particular combination of local drivers (e.g., population, city shape, vegetation, water bodies, and pollution).

With local warming trends being heterogeneous and each weighted by a normalizing factor equal to \( \frac{1}{n+k} \), the local trends get diluted, while the global warming trend becomes clearer at the regional scale due to averaging. As \( m \) gets larger than \( k \), urban warming has less influence on the magnitude of large-scale warming and will not alter the shape of the global warming trend present in large-scale temperatures, nor modify its features. In this case, \( \tau_t \approx \tau_{t,l}^{ref} \). As mentioned in the introduction, in practice, some residual effect of UHI can still be present and this representation is only approximate, though as we shall document still very useful.

The effects of natural variability oscillations of large-scale processes, that is, the cyclical components \( \epsilon_t^{i,j} \), are expected to be common to all local temperature series within a selected region, while idiosyncratic local variations, or local cyclical components \( \epsilon_t^{loc} \) are unique or shared by a limited number of locations. Averaging produces a clearer...
estimation of the common cycles and reduces the effects of idiosyncratic local variations. Consider the aggregate cyclical component:

\[ c_t = \frac{1}{n + d} \sum_{\varnothing = 1}^{d} c_{t,\varnothing}^{\text{loc}} + \frac{1}{n + d} \sum_{q = 1}^{n} c_{t,\varnothing}^{\text{s}}. \]  

(4)

For simplicity, we assume that all \( n \) series share a common cycle and \( d \) of them have an additional unique cyclical component. Then, the common cycle is weighted by the normalizing factor \( \frac{n}{n + d} \) and the idiosyncratic cycles by \( \frac{1}{n + d} \); in the case of common local cycles, they would be weighted at most by \( \frac{d}{n + d} \). As \( n \) gets larger than \( d \), the cyclical component of \( T^{\text{reg}}_t \) is increasingly dominated by the common large-scale variability component; that is, \( c_t \approx c_t^{\text{s}} \), and the effects of local variability are negligible. As in the previous case, this representation is approximate as some residual regional oscillations can be present, though still useful.

Owing to the existence of a common warming trend, city temperatures (\( T^{\text{urb}}_t \)) can be represented as a function of regional temperatures plus local trend and cyclical components (\( \tau^{\text{u}}_{t,r}, \tau^{\text{loc}}_{t,r} \)):

\[ T^{\text{urb}}_{t,r} = \mu + b T^{\text{reg}}_t + \tau^{\text{u}}_{t,r} + \tau^{\text{loc}}_{t,r} + \nu_{t,r}. \]  

(5)

If urban and regional temperatures warm at the same rate over long periods of time, then \( b = 1 \). Imposing this coefficient restriction and subtracting \( T^{\text{reg}}_t \) from both sides of Eq. (5), we obtain:

\[ T^{\text{urb}}_{t,r} - T^{\text{reg}}_t = \mu + \tau^{\text{u}}_{t,r} + \tau^{\text{loc}}_{t,r} + \nu_{t,r} = T^{\text{urb}.f}_t. \]  

(6)

Using Eq. (6), the common trend and cycle produced by large-scale climate variability cancel out and the idiosyncratic trend and cyclical components can be estimated. The effects of differences in latitude and elevation could affect the assumption that \( b = 1 \). We briefly discuss this issue. The observed response of annual temperatures to changes in external forcing was recently studied, using similar methods to those used here, showing that the transient response is only statistically different from the other regions for the high latitudes in the Northern Hemisphere, because of the Arctic amplification phenomenon.\(^{36,51}\) While absolute temperature values can show large spatial variability, the change in temperatures due to modifications in globally aggregated radiative forcing tends to be more spatially homogeneous.\(^{52,53}\) Some studies suggest that elevation may amplify the rate of warming,\(^{54}\) although these results are mixed and some other studies have found no clear correlations, arguing that the association may be due to inhomogeneities in the data.\(^{55-57}\)

Once \( T^{\text{urb}.f}_t \) is obtained, the magnitude of the local warming component can be estimated, its features can be described (i.e., identification of periods of faster/slower warming), and its drivers can be investigated. However, it is important to consider that in practice, \( \tau^{\text{u}}_{t,j} \) may be contaminated by the influence of regional factors not accounted for by the large-scale warming trend and thus can be an imperfect representation of the warming trend generated by local factors. As such, the residual warming trend can be expressed as \( \tau^{\text{u}}_{t,j} = \tau^{\text{u}}_{t,j} + \xi_{t,j} \), where \( \tau^{\text{u}}_{t,j} \) is the true, unobserved warming trend due to the UHI effect, and \( \xi_{t,j} \) is a disturbance component that can include the effect of multiple local factors other than UHI (e.g., elevation and vegetation), as well as regional trends that are not included in \( \tau^{\text{f}}_{t,j} \) and a potential UHI bias in large-scale temperature. As mentioned in the introduction, when large-scale temperatures are considered, this effect is likely small but it can depend on the region.\(^{38,58}\)

In cities for which no local processes contribute to the urban warming trend, \( T^{\text{urb}.f}_t \) would be a stationary process, as the common trend would cancel. We can test for remaining trends or other features in \( T^{\text{urb}.f}_t \) that would indicate additional effects of local factors on local temperatures. We focus on two complementary representations of the nonstationarities in \( T^{\text{urb}.f}_t \) that provide useful information about the effects of local factors, which can help to identify their drivers. The first is the estimate of the slope coefficient \( B \) in the following regression:

\[ T^{\text{urb}.f}_t = a + B \text{Time}_t + \varepsilon_t, \]  

(7)

which provides an estimate of how local factors have contributed to making the warming rate at the urban scale higher or lower across different cities compared with the large-scale warming trend. Second, \( T^{\text{urb}.f}_t \) can include nonlinearities, such as level shifts. Estimates of the level shifts and their break dates can be obtained using the following linear regression model

\[ T^{\text{urb}.f}_t = a + \delta_j + \upsilon_t, \quad (j = 1, \ldots, m + 1). \]  

(8)
and applying multiple break tests as described below to estimate the value of the parameters \( \delta_j \). The results can suggest how local factors have modified the warming trend at the city scale, producing deviations from the common trend. If there are level shifts in \( T^{'\text{wR}}_{m,t} \), their origin can be investigated using proxy variables (such as population counts) for factors related to local climate, such as urbanization and urban sprawl. Moreover, the dates of the level shifts can be related to the occurrence of other features in variables that influence local climate, such as urbanization and population. The tests for cotrending and structural change are described in the following paragraphs.

**Bierens nonparametric nonlinear cotrending test**

For the Bierens cotrending test,\(^{49}\) the common nonlinear trend included in the time series does not have to be parameterized. The vector of series \( z_t \) is modeled via the following trend noise decomposition \( z_t = g(t) + u_t \), where \( g(t) = \beta_0 + \beta_1 t + f(t) \), with \( z_t \) a \( k \)-variate time series, \( u_t \) a \( k \)-variate zero-mean stationary process, and \( f(t) \) a deterministic \( k \)-variate general nonlinear trend function that allows for structural changes. If there exists a nonzero vector \( \theta \) such that \( \theta^\prime f(t) = 0 \), the system of variables \( z_t \) is nonlinear cotrending. The null hypothesis of this test is that the multivariate time series \( z_t \) is nonlinear cotrended, and one or more linear combinations of the time series are stationary around a constant or a linear trend. Note that this test is a cointegration test when it is applied to series that contain unit roots. The test is based on the generalized eigenvalues of the matrices \( M_1 \) and \( M_2 \) defined by \( M_1 = T^{-1} \sum_{t=1}^{T} \hat{F}(t/T) \hat{F}(t/T)\prime \), where \( \hat{F}(x) = T^{-1} \sum_{t=1}^{[Tx]} (z_t - \hat{\beta}_0 - \hat{\beta}_1 t) \) if \( x \in [T^{-1}, 1] \) and \( \hat{F}(x) = 0 \) if \( x \in [0, T^{-1}) \), \( \hat{\beta}_0 \) and \( \hat{\beta}_1 \) are the estimates of the vectors of intercepts and slope parameters in a regression of \( z_t \) on a constant and a time trend. Also, \( M_2 = T^{-1} \sum_{t=1}^{T} \sum_{i=0}^{m-1} (m^{-1} \sum_{j=0}^{m-1} (z_t - j - \hat{\beta}_0 - \hat{\beta}_1 (t - j))) \), where \( m = T^{\alpha} \), with \( T \) the number of observations and \( \alpha = 0.5 \). Solving \( |M_1 - \lambda M_2| = 0 \) and denoting the solution of the largest \( r \)-th eigenvalue by \( \hat{\lambda}_r \), the test statistic is \( T^{1-\alpha} \hat{\lambda}_r \). The null hypothesis is that there are \( r \) cotrending vectors against the alternative of \( r-1 \) cotrending vectors. The test has a nonstandard distribution and the critical values are tabulated in Bierens.\(^{59}\) The existence of \( r \) cotrending vectors in \( r+1 \) series indicates the presence of \( r \) linear combinations of the series that are stationary around a linear trend so that these series share a single common nonlinear deterministic trend. Such a result indicates a strong secular comovement in the \( r+1 \) series.

**Bai–Perron multiple structural change test**

Bai and Perron\(^{59–61}\) provided a framework to test for multiple structural changes in which some of the parameters in a regression model are allowed to change at \( m \) unknown break dates. Consider the linear regression model with \( m \) breaks (\( m+1 \) regimes) \( y_i = x_i^\prime \beta + z_i^\prime \delta_j + u_i \), where \( j = 1, \ldots, m+1 \). For a different types of procedures are used to estimate the different parameters in \( \beta \) and \( \delta \) and \( \delta_1 \) is a vector coefficients subject to change across regimes, and \( u_i \) is the error component. The number of breaks and the break dates (\( T_1, \ldots, T_m \)) are unknown and estimated by minimizing the sum of squared residuals. Three different types of procedures are used to estimate the breakpoints: (1) global maximizers of breakpoints; (2) sequentially determined breakpoints; and (3) a mixture of global and sequential procedures. Here, we use the sequential L breaks versus L+1 breaks procedure. The critical values for these tests were tabulated by Bai and Perron.\(^{61}\)

**Data**

City-level annual surface air temperature data were obtained from the National Oceanic and Atmospheric Administration (NOAA; NOAA National Centers for Environmental Information, Climate at a Glance: City Time Series, published October 2020, retrieved on October 10, 2020 from https://www.ncdc.noaa.gov/cag/). Although these time series were chosen by NOAA to represent temperatures in cities, a significant portion are in airports which are rarely close to the most urbanized part of the city where the main UHI is expected to be. This is a frequent limitation in studies trying to characterize the UHI effect as the intensity of the UHI is likely underestimated. The region of study extends over the coordinates \(-90^\circ\text{E} \text{ to } -65^\circ\text{E} \text{ and } 35^\circ\text{N} \text{ to } 50^\circ\text{N} \), and the average large-scale temperatures for this domain were obtained from the NOAA GlobalTemp_v5.0 merged land–ocean surface temperature dataset\(^{62}\) and processed in the KNMI Climate Explorer data.
portal (https://climexp.knmi.nl/). Note that this region covers an area of about 3.5 million km² and, as discussed previously, the effect of any single city temperature series on the area-weighted average is expected to be small or negligible. Temperature records for cities located within this domain were considered if they had no more than two consecutive missing observations. The missing data were filled in using linear interpolation between adjacent observations. A total of 30 cities were then selected for the analysis (Table 1; see Table S1, online only, for station location, name, and details). These cities are located in 18 states: New York, Massachusetts, Maine, Michigan, Pennsylvania, Virginia, Wisconsin, West Virginia, Kentucky, Washington DC, Indiana, Maryland, Illinois, North Carolina, Ohio, Vermont, Tennessee, and New Hampshire. Figure S1 (online only) shows the region of study and the location of each station, while Figures S3–S32 (online only) provide a satellite image of each city and the station position. Most are located in airports and parks. However, some have been integrated into the city or are now located in significantly urbanized areas (e.g., Figs. S1, S2, S13, and S23, online only), while some are in moderately urbanized or almost rural areas (e.g., Figs. S10, S11, and S19, online only). Seven of the chosen cities have observations for the period 1895–2019, while the temperature series for the others have shorter samples (Table 1; Fig. S2, online only). Data on the elevation of the weather station are from https://www.ncdc.noaa.gov/cag/city/data-info (Table S1, online only). Radiative forcing variables were obtained from the Goddard Institute for Space Studies of NASA (https://data.giss.nasa.gov/modelforce/). The aggregated radiative forcing variables used are the well-mixed greenhouse gases (WMGHGs: carbon dioxide (CO₂), methane (NH₃), nitrous oxide (N₂O), and chlorofluorocarbons), and the TRF, which includes WMGHGs plus ozone (O₃), stratospheric water vapor, solar irradiance, land-use change, snow albedo, black carbon, reflective tropospheric aerosols, and the indirect effect of aerosols. Figure S2 (online only) shows the regional and city average annual temperatures, as well as TRF and WMGHGs. AMO was obtained from NOAA’s Physical Science Laboratory (https://psl.noaa.gov/data/timeseries/AMO/). City population counts (Fig. 1) were obtained from the Spatial History Project of the Center for Spatial and Textual Analysis at Stanford University.

Results and discussion

Cotrending tests were first applied to the set of variables WMGHGs, TRF, and $T_{reg}^{\text{me}}$. The results strongly suggest the existence of a single common nonlinear trend between these series. Moreover, by construction, it can be concluded that the trend is imparted from WMGHGs to TRF and to $T_{reg}^{\text{me}}$ (Table S2, online only, first panel). Linking the cotrending test result to an energy balance model allows to attribute a dominant part of the observed warming in $T_{reg}^{\text{me}}$ to anthropogenic forcing. We removed the trend imparted by TRF to approximate the cyclical component of $T_{reg}^{\text{me}}$. This was done via the regression $T_{t}^{\text{reg}} = \pi + \varphi TRF_{t} + \varepsilon_{t}$ and defining $T_{t}^{\text{reg}a} = \varepsilon_{t}$. Figure S33 (online only) shows that the low-frequency cyclical component in $T_{t}^{\text{reg}a}$ closely follows that in AMO.

Visual inspection of Figure S2 (online only) suggests the existence of a possible common trend between radiative forcing and regional and local temperatures, although this trend is masked at the local level by large variance and the effects of local factors that can distort it. Applying the cotrending test to groups of four time series containing WMGHGs, TRF, $T_{reg}^{\text{me}}$, and $T_{urb}^{\text{reg}}$ for each city allows to conclude that the same warming trend is also present in temperatures at the city level (Table S2, online only). As a sensitivity analysis (Table S3, online only), the cotrending test was also applied to groups consisting of (1) WMGHGs, TRF, and each $T_{urb}^{t}$, as well as to (2) TRF and each $T_{urb}^{t}$ in all cases. In all cases, the conclusion is the same: at least part of the warming trend present in both regional and city-level temperatures can be attributed to globally aggregated anthropogenic forcing.

Table 1 shows the estimated slope parameters $B$ in Eq. (7) for each city. Most of the filtered temperature series ($T_{urb}^{t}$) still contain a trend that in most cases indicates a faster warming than the regional rate (see also Fig. 2). These trends represent the excess warming relative to the large-scale temperatures. This finding suggests that local factors had a considerable influence over the climate at the local scale and amplified the warming experienced regionally. The trends are significant for about 77%
Table 1. Estimates of local warming rates, shifts in mean, and peak populations

| Sample | $B$ °C/100 | $\delta_1$ | $\delta_2$ | Pop peak |
|--------|------------|------------|------------|----------|
| New York\textsuperscript{a} (New York) | 1895–2019 | 1.04** | | 8,475,980 |
| Boston\textsuperscript{a} (Massachusetts) | 1936–2019 | 0.66** | 0.36 | 0.27 | 801,444 |
| Portland\textsuperscript{a} (Maine) | 1895–2019 | 0.63** | 0.47 | | 77,634 |
| Muskegon\textsuperscript{a} (Michigan) | 1915–2019 | 0.48** | 0.43 | | 48,429 |
| Erie\textsuperscript{a} (Pennsylvania) | 1926–2019 | 0.74** | 0.46 | | 138,440 |
| Norfolk\textsuperscript{a} (Virginia) | 1911–2019 | 0.21* | 0.28 | | 307,951 |
| Green Bay\textsuperscript{r} (Wisconsin) | 1895–2019 | 0.25* | 0.38 | | 104,879 |
| Elkins\textsuperscript{r} (West Virginia) | 1926–2019 | −0.35* | | | 9121 |
| Lexington\textsuperscript{r} (Kentucky) | 1895–2019 | −0.06 | | | 323,780 |
| Allentown\textsuperscript{a} (Pennsylvania) | 1925–2019 | 1.35** | 0.45 | 0.47 | 122,623 |
| Buffalo\textsuperscript{a} (New York) | 1895–2019 | 0.05 | | | 256,052 |
| Albany\textsuperscript{a} (New York) | 1895–2019 | 0.33** | 0.29 | | 96,853 |
| Washington Reagan\textsuperscript{a} (Washington DC) | 1946–2019 | 0.81** | 0.23 | 0.29 | 720,687 |
| Philadelphia\textsuperscript{a} (Pennsylvania) | 1948–2019 | 1.08** | 0.45 | | 2,071,605 |
| South Bend\textsuperscript{a} (Indiana) | 1948–2019 | 0.14 | | | 132,445 |
| Baltimore\textsuperscript{a} (Maryland) | 1940–2019 | 0.53** | 0.27 | | 949,708 |
| Springfield\textsuperscript{r} (Illinois) | 1901–2019 | −0.39** | −0.31 | | 116,250 |
| Syracuse\textsuperscript{r} (New York) | 1939–2019 | 0.25 | | | 220,583 |
| Indianapolis\textsuperscript{a} (Indiana) | 1948–2019 | 0.36 | | | 820,445 |
| Charlotte\textsuperscript{a} (North Carolina) | 1940–2019 | 0.45* | | | 731,424 |
| Milwaukee\textsuperscript{a} (Wisconsin) | 1939–2019 | 1.71** | 0.86 | | 741,324 |
| Cleveland\textsuperscript{a} (Ohio) | 1939–2019 | 0.74** | 0.41 | | 914,808 |
| Sault Ste. Marie\textsuperscript{a} (Michigan) | 1931–2019 | 0.51* | 0.38 | | 18,722 |
| Burlington\textsuperscript{a} (Vermont) | 1895–2019 | 0.51** | 0.49 | | 42,417 |
| Moline\textsuperscript{a} (Illinois) | 1944–2019 | 0.10 | | | 46,407 |

Continued
of the cities at the 10% level. The average slope coefficient over all cities shows an excess rate of warming of 0.44 °C (± 0.12 °C SE) per century. A few cities experienced relative cooling up to −0.48 °C per century (Johnson City, Elkins, and Springfield), while most experienced higher warming than the regional average (e.g., New York, Allentown, and Milwaukee), with some having excess warming rates higher than 1 °C per century. While all weather stations selected by NOAA are intended to represent the climate conditions of cities, for some stations, the surroundings could be considered rural. Determining whether a weather station can be considered rural or urban is not trivial, and here we do not attempt such a formal classification. However, using Figures S3–S32 (online only), we identify eight stations with surrounding areas that are predominantly rural (Table 1). The average trend at these "rural" stations is 0.01 °C per century, while for the remaining stations, this value is 0.60 °C. This result can be interpreted as additional evidence supporting the fact that the proposed methodology is able to adequately separate global and local trends and to capture at least part of the urbanization effect. The presence of water bodies in the vicinity of weather stations can also influence the magnitude of the UHI. In our sample, for most cities (23 out of 30), this measure is likely influenced by the presence of the sea, lakes, or rivers. However, these cities also show high levels of urbanization and for the vast majority, weather stations are located in highly urbanized surroundings. By contrast, only seven cities have no water bodies in their vicinities and, among those, only two are in urbanized areas. The average warming trend of stations in highly urbanized cities with water bodies is 0.56 °C, while this value is 0.07 °C in the case of less urbanized cities with no water bodies. Such results suggest that, in our sample, the urbanization effect dominates that induced by the presence of water bodies and that the combination of these two factors does not allow distinguishing the decrease in UHI commonly associated with the presence of water bodies.

As discussed in the literature, the estimates of UHI can be more precise when stations are grouped according to the cities’ populations. We consider groups of cities on the basis of population peak being larger/smaller than 200,000 inhabitants, yielding two subsamples of 15 cities each (Table 1). Large cities have an average excess warming rate of 0.56 °C (± 0.12 °C SE) per century, while for smaller cities, this figure is 0.32 °C (± 0.12 °C SE). The range for large cities basically excludes relative cooling (the lowest estimate being −0.06 °C per century), while for smaller cities, the lowest value is −0.48 °C in 100 years. The largest value for larger cities is 1.71 °C, while for smaller cities, it is 1.35 °C.

We emphasize that $\tau^u_{i,j}$ cannot be interpreted as a pure representation of the response to the UHI effect, but of a blend of multiple factors. The
unobserved warming trend due to the UHI effect $\tau_{u,t,j}$ is distorted by $\xi_{t,j}$, which may include the effect of factors other than UHI. However, as discussed below, correlation analyses between population and trend slopes and other characteristics suggest an association between UHI and the residual warming. The estimated magnitude of warming caused by local factors is similar to those reported in other studies that address the attribution of the UHI effect on temperature trends of urban stations.\textsuperscript{18,35,72,73} The average rate of warming of the 50 most populous metropolitan regions in the United States was estimated to be 0.16 °C per decade over the period 1961–2010, with about 14 of them showing no warming or a slight decline.\textsuperscript{73} In the case of mainland China, the UHI effect at 45 stations was estimated in the range of 0.05–0.11 °C per decade,\textsuperscript{18} while for Beijing and Hebei, these estimates are 0.16 and 0.14, respectively.

Climate change is expected to modify the UHI, and some studies have projected that its intensity may decrease under very high emissions scenarios, but should remain similar to current days for moderate and low emissions scenarios (RCP4.5 and RCP2.6). A recent study\textsuperscript{74} based on temperature records for the period 2000–2015 proposed that the decrease in UHI warming caused by global climate change is already detectable in U.S. cities. For a longer sample (1985–2015), the authors report that they find no statistical differences between rural and urban stations. This result contrasts with what is found here and in much prior work, which has consistently found a positive UHI effect in observed air temperatures in the United States\textsuperscript{16,19,40,73} and other parts of the world,\textsuperscript{5,18,34,38} as well as with climate model projections in which significant decreases in the UHI intensity occur only under very high emissions scenarios for the end of the present century.\textsuperscript{22} The decrease in the UHI effect found by Scott et al.\textsuperscript{74} can be the result of low-frequency oscillations that could dominate an underlying local warming trend in periods of time as short as 2000–2015.

Figure 1. Population counts per city for the period 1895–2010.
Figure 2. Filtered local temperatures $T_{\text{urb}_f}$ for the cities analyzed. Filtering of large-scale trend and cycle was done by subtracting regional from local temperatures, as described by Eq. 6.

Moreover, for a given region, depending on the selection of rural and urban stations, different results can be obtained.\textsuperscript{16,35,48,75}

As mentioned in the introduction, urbanization is a dominant factor impacting the city's overall climate, and population count is commonly positively correlated with the UHI intensity.\textsuperscript{8,16,24} To provide insights about the origin of the excess warming rate observed in local temperatures, we calculated the correlation between the estimates of the coefficient $B$ and the natural logarithm of population counts for each city, measured by the population peak (see Fig. 1 and Table 1, which also indicates when the peak occurred). As expected from the literature, the highest excess warming rates due to local factors occur in cities with the largest populations. The sample correlation (henceforth denoted by $\rho$) between local warming rate estimates and peak populations is 0.48 when considering all cities and 0.53 when only the statistically significant slope
coefficients are included. Moreover, this relationship becomes stronger when only large cities are considered ($\rho = 0.64$), while it is weaker for smaller cities ($\rho = 0.30$). These results are depicted in Figure 3 and suggest that warming rates are associated with the extension and density of urban areas, as they are highly correlated with population counts. It is important to underline that these estimates suggest association, not causality. Moreover, the location of the stations may bias downward the estimated correlation coefficients, as some of them are in the outskirts of the cities where the UHI effect would be smaller. This could also explain why the correlation between the coefficient $B$ and population is higher for large cities, as in most of them, the urban sprawl has integrated airports that were initially located in the outskirts. Correlation coefficients between average population growth rate and slope coefficients lead to a similar conclusion, but the magnitude of the correlations is lower, probably because the absolute value of population is better suited for inferring the UHI effect than using the growth rates.

Such relationships can be modulated by several other natural and anthropogenic factors represented by $\xi_{t,j}$, which include city morphology, vegetation, elevation, where the station is located (i.e., close to downtown or in the outskirts), among others. In the case of smaller cities, the factors included in $\xi_{t,j}$ tend to lead to a higher variability in the estimated warming rates and thus to weaker correlations between population and urban warming (Fig. 3B and C). The differences in the magnitude of the correlation coefficients suggest that as cities become larger and more populated, the local effects tend to be dominated by the UHI. A natural determinant of the observed local warming rates is the elevation at which the station is located.

Figure 3. Scatterplots of excess warming rates and peak population. Panel A shows the results for all cities, while panels B and C show the results for large cities (>200,000 inhabitants) and small cities (≤200,000 inhabitants), respectively.
The correlation between the estimated local warming trends and elevation is $-0.54$ when considering all cities, indicating that UHI effects are smaller as elevation increases. However, this relationship is much weaker for large cities ($\rho = -0.35$) than for small ones (with $\rho = -0.64$). These results reinforce the conclusion that as cities become larger, other factors that influence urban warming rates become less important.

The proposed methodology and results discussed above provide information about the effects of local factors on the urban warming trend through time. Features, such as level shifts created by local factors that modify the shape of the common warming trend, can provide additional insights to identify some of the most important drivers of the warming at the local scale. This can help to discriminate what factors in $\tau_{t,j}$ are more closely associated with the characteristics of $\xi_{t,j}$ than with those of $\xi_{t,j}$. In some cases, distinguishing between a linear trend and a sudden or gradual shift in mean is difficult and both approaches can provide relevant information. The filtered local temperatures $T_{i,\text{urb}}^{\text{airb, f}}$ for each city depicted in Figure 2 suggest that some share similar features about the local warming evolution. The most notable feature is a possible level shift toward warmer temperatures during the mid-20th century. To formally test for the existence of such level shifts in filtered temperatures, we apply the Bai and Perron methodology to test for multiple structural changes. Note that the representation of these breaks in the mean value as a sudden change is a convenient simplification. As can be seen from Figure 2, most of these changes are not abrupt but, in most cases, take more than a decade to attain their new level. Note that the tests will be consistent even in the presence of smooth or gradual changes. The estimates of the break dates are then interpreted as the date, within the period of change, that is most representative of the separation between the pre and postregimes. We applied this methodology to all city temperature series using regression (8). We used the AIC criterion to compare the linear trend and the shift in mean models and decide which one provides a better fit. The results in Table 1 show that nine of the analyzed temperature series contain a level shift toward warmer temperatures occurring around the mid-20th century that is significant at the 5% level (using the Bai and Perron methodology). The magnitude of these shifts in mean is strongly correlated ($\rho = 0.86$) with the estimated $B$ coefficients. This reinforces the notion put forward that warming amplification and rapid changes in local temperatures are affected by common local drivers.

For 57% of the total cases, the shift in mean model produced lower AIC values than the trend model (Table 1). For most, a single shift was significant; only in three cases (Boston, Allentown, and Washington) was a second shift deemed significant. The average magnitude of the first mean shift is 0.33 °C. The estimated dates of the shifts in mean for the various cities are positively correlated with the dates when the population peak was reached ($\rho = 0.45$). In the case of cities having reached a peak in population (18 out of 30), the average peak date is 1957, while for cities for which a shift in the mean of $T_{i,\text{urb}}^{\text{airb, f}}$ was found (17 out of 30), the average break date is 1969. Many of the cities that show a shift in the mean of $T_{i,\text{urb}}^{\text{airb, f}}$ (11 out of 17) are smaller ones with peak populations lower than 200,000 inhabitants. For cities that show both a peak in population and a shift in mean, the correlation between the estimated dates for the shift in mean and the population peak is positive and very high ($\rho = 0.93$), although the number of observations is only 5. These results suggest that urbanization and urban sprawling would significantly slow down (or stop) some years after population count stabilizes and local warming would achieve a new level after the peak.

This may be clearer in smaller cities because the population peaks occur over a shorter span and are thus easier to detect given the time period available. Our results suggest that while population (and urbanization) is growing, the main effect of this growth is better captured by the estimated $B$ coefficients. However, when population (urbanization) stabilizes, the effects of the level of urbanization attained are better expressed as a change in the mean. The overall results in this section strongly suggest that there is a strong association between the local warming, population count, and features that are city-specific, such as whether a peak in population occurred.

**Conclusions**

We presented a methodology to conduct attribution studies for an urban temperature series that allows separating the contribution of global and local
forcing factors. Cotrending tests are used to establish the existence of a common trend between globally aggregated TRF, its main global anthropogenic component, and large-scale and local temperature series. We show that at least part of the observed warming trend in all cities has an anthropogenic origin. In the proposed methodology, the trend that corresponds to globally aggregated forcing factors is removed from the local temperature series and the existence of a local excess warming trend is evaluated and its features are characterized. Our results indicate that the vast majority of the cities (26 out of 30) analyzed show additional warming due to local factors and suggest that one of the main drivers is urbanization for which population count acts as a useful proxy. Increases in temperature due to urbanization and other local factors tend to level off after a city reaches its population peak, while in cities where population growth was uninterrupted, temperatures maintain a trending behavior beyond the one attributed to global anthropogenic factors. Larger cities show a stronger relationship between local warming rates and population than smaller cities in which other factors, such as city elevation, seem to add more variability to local warming estimates.

Cities are important contributors to global greenhouse emissions and can also be particularly vulnerable to climate change. Given these characteristics and their exposure with reference to population and wealth concentrations, city-level climate policy will have impacts not only at the local and regional levels, but also at the national and global scales. Understanding the different local and global drivers behind urban warming and the heterogeneity in the trends they generate is important to help decision makers design better mitigation and adaptation portfolios for risk reduction and management. Given the wide heterogeneity in the relation between regional and municipal warming, one could identify so-called “green cities” as having a negative slope in the filtered trend and more so if the change in mean is negative; that is, a decreasing rate of excess warming even controlling for a positive increase in population. However, this is complicated by the common practice of placing weather stations in airports near the outskirts of the main urbanization center. This means that, while most cities in our analysis show additional local warming, the results obtained could be underestimating the UHI effect that corresponds to the central part of the cities. The problem is illustrated most notably by the case of Springfield (Illinois; Fig. S19, online only) and others, such as Lexington (Kentucky; Fig. S11, online only) in which the “green city” effect could be mainly attributed to the distance of the station to the city center. While the sample size is too small and a larger number of stations within a given city would be needed, it would be interesting to analyze in future work the features that may cause such differences with the majority of cities that experienced higher warming rate relative to the regional level. Also, the UHI effect shows strong seasonal and diurnal variation, with nighttime warming being commonly greater. This is of particular importance since most of the local adaptation options to mitigate the UHI and the combined negative effects of global and local warming are less effective for the nighttime UHI, which is related to increasing health risks. Thus, it would be useful to apply the methods presented here to different seasons and at daytime and nighttime temperatures to provide a more complete characterization of the UHI effect.

Author contributions

F.E. and P.P. designed the study, analyzed the data, and wrote the paper. Both authors contributed equally to the study.

Supporting information

Additional supporting information may be found in the online version of this article.

Figure S1. Regional area covered and location of weather stations in this study.

Figure S2. Temperature and radiative forcing time series.

Figures S3–S32. Location of the station in each city examined in this study.

Figure S33. Residuals, actual and fitted series from regressing $T_{rg}$ on AMO.

Table S1. Location and details of weather stations used in this study.

Table S2. Bierens test for nonlinear cotrending around a linear trend for radiative forcing variables, regional and city-level temperature series.
Table S3. Bierens test for nonlinear cotrending around a linear trend for radiative forcing variables and city-level temperature series.

Competing interests
The authors declare no competing interests.

References
1. Baklanov, A., C.S.B. Grimmond, D. Carlson, et al. 2018. From urban meteorology, climate and environment research to integrated city services. Urban Clim. 23: 330–341.
2. Oke, T.R. 1982. The energetic basis of the urban heat island. Q. J. R. Meteorol. Soc. 108: 1–24.
3. Ohashi, Y., Y. Genchi, H. Kondo, et al. 2007. Influence of air-conditioning waste heat on air temperature in Tokyo during summer: numerical experiments using an urban canopy model coupled with a building energy model. J. Appl. Meteorol. Climatol. 46: 66–81.
4. McCarthy, M.P., M.J. Best & R.A. Betts. 2010. Climate change in cities due to global warming and urban effects. Geophys. Res. Lett. 37: 1–5.
5. Varquez, A.C.G. & M. Kanda. 2018. Global urban climatology: a meta-analysis of air temperature trends (1960–2009). npj Clim. Atmos. Sci. 1: 1–32.
6. Oke, T.R. 2002. Boundary Layer Climates. 2nd ed. London: Routledge.
7. Blake, R., A. Grimm, T. Ichinose, et al. 2011. Urban climate: processes, trends, and projections. In Climate Change and Cities: First Assessment Report of the Urban Climate Change Research Network. C. Rosenzweig, W.D. Solecki, S.A. Hammer & S. Mehrotra, Eds.: 43–81. Cambridge University Press.
8. Oke, T.R. 1973. City size and the urban heat island. Atmos. Environ. 7: 769–779.
9. Li, Y., S. Schubert, J.P. Kropp, et al. 2020. On the influence of density and morphology on the urban heat island intensity. Nat. Commun. 11: 1–9.
10. Zhou, B., D. Rybski & J.P. Kropp. 2017. The role of city size and urban form in the surface urban heat island. Sci. Rep. 7: 1–9.
11. Weng, Q., D. Lu & J. Schubring. 2004. Estimation of land surface temperature–vegetation abundance relationship for urban heat island studies. Remote Sens. Environ. 89: 467–483.
12. Estrada, E., W.J.W. Botzen & R.S.J. Tol. 2017. A global economic assessment of city policies to reduce climate change impacts. Nat. Clim. Chang. 7: 403–406.
13. Collins, M., R. Knutti, J. Arblaster, et al. 2013. Long-term climate change: projections, commitments and irreversibility. In Climate Change 2013 the Physical Science Basis: Working Group I Contribution to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. T.F. Stocker, D. Qin, G.-K. Plattner, et al., Eds.: 1029–1136. Cambridge: Cambridge University Press.
14. Oke, T.R., G. Mills, A. Christen, et al. 2017. Urban Climates. Cambridge: Cambridge University Press.
15. Howard, L. 1833. The Climate of London. Deduced from Meteorological Observations. Vol. 2. London: Sagwan Press.
16. Karl, T.R., H.F. Diaz & G. Kukla. 1988. Urbanization: its detection and effect in the United States climate record. J. Clim. 1: 1099–1123.
17. Jáuregui, E. 2004. Impact of land-use changes on the climate of the Mexico City Region. Investig. Geogr. 55: 46–60.
18. Jin, K., F. Wang, Q. Zong, et al. 2020. An updated estimate of the urban heat island effect on observed local warming trends in mainland China’s 45 urban stations. J. Meteorol. Soc. Japan 98: 787–799.
19. Kalnay, E. & M. Cai. 2003. Impact of urbanization and land-use change on climate. Nature 423: 528–531.
20. Zhou, L., R.E. Dickinson, Y. Tian, et al. 2004. Evidence for a significant urbanization effect on climate in China. Proc. Natl. Acad. Sci. USA 101: 9540–9544.
21. Li, D. & E. Bou-Zeid. 2013. Synergistic interactions between urban heat islands and heat waves: the impact in cities is larger than the sum of its parts. J. Appl. Meteorol. Climatol. 52: 2051–2064.
22. Oleson, K.W., G.B. Bonan, J. Feddema, et al. 2011. An examination of urban heat island characteristics in a global climate model. Int. J. Climatol. 31: 1848–1865.
23. Li, H., Y. Zhou, X. Li, et al. 2018. A new method to quantify surface urban heat island intensity. Sci. Total Environ. 624: 262–272.
24. Hua, L.J., Z.G. Ma & W.D. Guo. 2008. The impact of urbanization on air temperature across China. Theor. Appl. Climatol. 93: 179–194.
25. Zhao, L., X. Lee, R.B. Smith, et al. 2014. Strong contributions of local background climate to urban heat islands. Nature 511: 216–219.
26. Zhao, M., H. Cai, Z. Qiao, et al. 2016. Influence of urban expansion on the urban heat island effect in Shanghai. Int. J. Geogr. Inf. Sci. 30: 2421–2441.
27. Koomen, E. & V. Diogo. 2017. Assessing potential future urban heat island patterns following climate scenarios, socio-economic developments and spatial planning strategies. Mitig. Adapt. Strateg. Glob. Chang. 22: 287–306.
28. Stone, B., J.J. Hess & H. Frumkin. 2010. Urban form and extreme heat events: are sprawling cities more vulnerable to climate change than compact cities? Environ. Health Perspect. 118: 1425–1428.
29. Leyk, S., J.H. Uhl, D.S. Connor, et al. 2020. Two centuries of settlement and urban development in the United States. Sci. Adv. 6 eaba2937.
30. Grimm, N.B., S.H. Faeth, N.E. Golubiewski, et al. 2008. Global change and the ecology of cities. Science 319: 756–760.
31. Fang, Y. & J.W. Jawitz. 2018. High-resolution reconstruction of the United States human population distribution, 1790 to 2010. Sci. Data 5: 1–15.
32. Lu, D., K. Song, S. Zang, et al. 2015. The effect of urban expansion on urban surface temperature in Shenyang, China: an analysis with Landsat imagery. Environ. Model. Assess. 20: 197–210.
33. Barrington-Leigh, C. & A. Millard-Ball. 2015. A century of sprawl in the United States. Proc. Natl. Acad. Sci. USA 112: 8244–8249.
34. Ren, G.Y. 2015. Urbanization as a major driver of urban climate change. Adv. Clim. Chang. Res. 6: 1–6.
35. He, Y., G. Jia, Y. Hu, et al. 2013. Detecting urban warming signals in climate records. Adv. Atmos. Sci. 30: 1143–1153.
36. Jones, P.D., P.M. Kelly, C.M. Goodess, et al. 1989. The effect of urban warming on the northern hemisphere temperature average. J. Clim. 2: 285–290.
37. Yang, X., Y. Hou & B. Chen. 2011. Observed surface warming induced by urbanization in east China. J. Geophys. Res. Atmos. 116: 14113.
38. Ren, G.Y., Y.Q. Zhou, Z.Y. Chu, et al. 2008. Urbanization effects on observed surface air temperature trends in north China. J. Clim. 21: 1333–1348.
39. Wickham, C., R. Rohde, R. Muller, et al. 2013. Influence of urban heating on the global temperature land average using rural sites identified from MODIS classifications. Geoinformatics Geostatistics: An Overview. 1: 1–6.
40. Gaffin, S.R., C. Rosenzweig, R. Khandivardi, et al. 2008. Variations in New York city’s urban heat island strength over time and space. Theor. Appl. Climatol. 94: 1–11.
41. Ren, G.Y., Z.Y. Chu, Z.H. Chen, et al. 2007. Implications of temporal change in urban heat island intensity observed at Beijing and Wuhan stations. Geophys. Res. Lett. 34: 5711.
42. Bindoff, N., P. Stott, K. AchutaRao, et al. 2013. Detection and attribution of climate change: from global to regional. In Climate Change 2013 the Physical Science Basis: Working Group I Contribution to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. T.F. Stocker, D. Qin, G.-K. Plattner, et al., Eds.: 867–952. Cambridge: Cambridge University Press.
43. Patricola, C.M. & M.F. Wehner. 2018. Anthropogenic influences on major tropical cyclone events. Nature 563: 339–346.
44. Stott, P. 2016. How climate change affects extreme weather events. Science 352: 1517–1518.
45. Estrada, F., P. Perron & B. Martínez-López. 2013. Statistically derived contributions of diverse human influences to twentieth-century temperature changes. Nat. Geosci. 6: 1050–1055.
46. Jones, G.S., P.A. Stott & N. Christidis. 2013. Attribution of observed historical near-surface temperature variations to anthropogenic and natural causes using CMIP5 simulations. J. Geophys. Res. Atmos. 118: 4001–4024.
47. Estrada, F., D. Kim & P. Perron. 2021. Spatial variations in the warming trend and the transition to more severe weather in midlatitudes. Sci. Rep. 11: 145.
48. Martin-Vide, J., P. Sarricolea & M.C. Moreno-García. 2015. On the definition of urban heat island intensity: the “rural” reference. Front. Earth Sci. 3: 24.
49. Bierens, H.J. 2000. Nonparametric nonlinear cointrending analysis, with an application to interest and inflation in the United States. J. Bus. Econ. Stat. 18: 323–337.
50. Lowry, W.P. 1977. Empirical estimation of urban effects on climate: a problem analysis. J. Appl. Meteorol. Climatol. 16: 129–135.
51. Estrada, F., D. Kim & P. Perron. 2021. Anthropogenic influence in observed regional warming trends and the implied social time of emergence. Commun. Earth Environ. 2: 31.
52. Portmann, R.W., S. Solomon & G.C. Hegerl. 2009. Spatial and seasonal patterns in climate change, temperatures, and precipitation across the United States. Proc. Natl. Acad. Sci. USA 106: 7324–7329.
53. Osborn, T.J., C.J. Wallace, I.C. Harris, et al. 2016. Pattern scaling using ClimGen: monthly-resolution future climate scenarios including changes in the variability of precipitation. Clim. Change 134: 353–369.
54. Beniston, M., H.F. Diaz & R.S. Bradley. 1997. Climatic change at high elevation sites: an overview. Clim. Change 36: 233–251.
55. Oyler, J.W., S.Z. Dobrowski, A.P. Ballantyne, et al. 2015. Artificial amplification of warming trends across the mountains of the western United States. Geophys. Res. Lett. 42: 153–161.
56. You, Q., S. Kang, N. Pepin, et al. 2010. Relationship between temperature trend magnitude, elevation and mean temperature in the Tibetan Plateau from homogenized surface stations and reanalysis data. Glob. Planet. Change 71: 124–133.
57. Bandopadhyay, S. 2016. Does elevation impact local level climate change? An analysis based on fifteen years of daily diurnal data and time series forecasts. Pacific Sci. Rev. 18: 241–253.
58. Stocker, T.F., D. Qin, G.K. Plattner, et al. 2013. IPCC, 2013: Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge: Cambridge University Press.
59. Bai, J. & P. Perron. 1998. Estimating and testing linear models with multiple structural changes. Econometrica 66: 47–78.
60. Bai, J. & P. Perron. 2003. Computation and analysis of multiple structural change models. J. Appl. Econom. 18: 1–22.
61. Bai, J. & P. Perron. 2003. Critical values for multiple structural change tests. Econom. J. 6: 72–78.
62. Vose, R.S., D. Arndt, V.F. Banzon, et al. 2012. NOAA’s merged land-ocean surface temperature analysis. Bull. Am. Meteorol. Soc. 93: 1677–1685.
63. Hansen, J., M. Sato, P. Kharecha, et al. 2011. Earth’s energy imbalance and implications. Atmos. Chem. Phys. 11: 13421–13449.
64. Enfield, D.B., A.M. Mestas-Nuñez & P.J. Trimble. 2001. The Atlantic Multidecadal Oscillation and its relation to rainfall and river flows in the continental U.S. Geophys. Res. Lett. 28: 2077–2080.
65. U.S. Census Bureau. Spatial History Project, Center for Spatial and Textual Analysis S.U. Accessed January 15, 2021. https://cesta.stanford.edu/.
66. Schwartz, S.E. 2012. Determination of Earth’s transient and equilibrium climate sensitivities from observations over the twentieth century: strong dependence on assumed forcing. Surv. Geophys. 33: 745–777.
67. Gregory, J.M. & P.M. Forster. 2008. Transient climate response estimated from radiative forcing and observed temperature change. J. Geophys. Res. Atmos. 113: D23105.
68. Jauregui, E. 1990. Effects of revegetation and new artificial water bodies on the climate of northeast Mexico City. Energy Build. 15: 447–455.
69. López-Espinoza, E., A. Ruiz-Angulo, J. Zavala-Hidalgo, et al. 2019. Impacts of the desiccated lake system on precipitation in the basin of Mexico City. Atmosphere (Basel) 10: 628.
70. Sun, R. & L. Chen. 2012. How can urban water bodies be designed for climate adaptation? *Landsc. Urban Plan.* **105**: 27–33.

71. Oke, T.R. 1976. The distinction between canopy and boundary-layer urban heat islands. *Atmosphere* **14**: 268–277.

72. Chu, Z.Y. & G.Y. Ren. 2005. Effect of enhanced urban heat island magnitude on average surface air temperature series in Beijing region. *Acta Meteorol. Sin.* **63**: 534–540.

73. Stone, B., J. Vargo & D. Habeeb. 2012. Managing climate change in cities: will climate action plans work? *Landsc. Urban Plan.* **107**: 263–271.

74. Scott, A.A., D.W. Waugh & B.F. Zaitchik. 2018. Reduced urban heat island intensity under warmer conditions. *Environ. Res. Lett.* **13**: 064003.

75. Jones, P.D., P.Y. Groisman, M. Coughlan, *et al.* 1990. Assessment of urbanization effects in time series of surface air temperature over land. *Nature* **347**: 169–172.

76. Krayenhoff, E.S., M. Moustaoui, A.M. Broadbent, *et al.* 2018. Diurnal interaction between urban expansion, climate change and adaptation in US cities. *Nat. Clim. Chang.* **8**: 1097–1103.

77. Hardin, A.W., Y. Liu, G. Cao, *et al.* 2018. Urban heat island intensity and spatial variability by synoptic weather type in the northeast U.S. *Urban Clim.* **24**: 747–762.