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ABSTRACT
The vertical distribution of stars in the solar neighbourhood is not in equilibrium but contains a wave signature in both density and velocity space originating from a perturbation. With the discovery of the phase-space spiral in Gaia data release 2, determining the origin of this perturbation has become even more urgent. We develop and test a fast method for calculating the perturbation from a passing satellite on the vertical component of a part of a disc galaxy. This fast method allows us to test a large variety of possible perturbations to the vertical disc very quickly. We apply our method to the range of possible perturbations to the solar neighbourhood stemming from the recent passage of the Sagittarius dwarf galaxy (Sgr), varying its mass, mass profile, and present-day position within their observational uncertainties, and its orbit within different realistic models for the Milky Way’s gravitational potential. We find that we are unable to reproduce the observed asymmetry in the vertical number counts and its concomitant breathing mode in velocity space for any plausible combination of Sgr and Milky-Way properties. In all cases, either the amplitude or the perturbation wavelength of the number-count asymmetry and of the oscillations in the mean vertical velocity produced by the passage of Sgr is in large disagreement with the observations from Gaia DR2. We conclude that Sgr cannot have caused the observed oscillations in the vertical disc or the Gaia phase-space spiral.
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1 INTRODUCTION
Mounting evidence suggests that the Milky Way disc is not in equilibrium. While equilibrium modelling can still be important to our understanding of the Galaxy, it is becoming increasingly important that we continue studying and modelling the perturbations observed in our Milky Way. Some of the most compelling evidence that the disc is not equilibrium has come from investigations into the phase-space spiral found by Antoja et al. (2018) in the vertical component of the disc in the solar neighbourhood in Gaia Data Release 2 (DR2; Gaia Collaboration et al. 2018a). The effects of the spiral can also be seen in the vertical number count density asymmetry which was first observed by Widrow et al. (2012) and then studied in further detail by Yanny & Gardner (2013) and Bennett & Bovy (2019). The trends in the velocity structure relating to this perturbation have also been studied in great detail (e.g. Gaia Collaboration et al. 2018b; Hunt et al. 2018; Carrillo et al. 2019).

The investigation into the properties of the spiral in the past few years has been thorough. Bland-Hawthorn et al. (2019) considered the properties of the spiral as a function of location in the disc, metallicity, and eccentricity of the stars. In their investigation, the phase-space spiral was prominent when the volume they considered was varied both radially and azimuthally, which they attributed to an overall corrugation of the disc. They also found that the perturbation was likely to have occurred ~ 500 Myr ago, but that this value was highly dependent on the chosen disc potential. In their initial paper, Antoja et al. (2018) estimated a time since perturbation of ~ 500 Myr by considering test particles moving in an anharmonic oscillator potential as a model for the vertical behaviour of the disc. Laporte et al. (2019) also looked at the phase-space spiral for different groups of stars. They found that the shape of the phase-space spiral was invariant with age, which gives an upper limit on the time since the perturbation. If it had happened too far in the past, we would not see the same signal in younger stars. It also shows that all stars responded in the same way, meaning it is a property of the disc and not individual stellar groups, which is also shown in Bennett & Bovy (2019). Finally, Laporte et al. (2019) also looked at the phase-space spiral at different radii and showed that it became more loosely wound and had a larger amplitude at further radii due to the change in the underlying potential.

Many possible causes of the phase-space spiral have been proposed in the literature, falling into two main schools of thought. The first is that it might be an internal perturbation. It has been proposed that resonances with the bar might have caused the observed trends in the vertical velocity, though it was ultimately ruled out as the sole cause because the resulting perturbation was too small in amplitude (Monari et al. 2015). Spiral arms have also been considered as a possible cause of the perturbation to the disc and were shown to
cause some velocity structures but are also unlikely to be the sole contributor to trends seen in the mean vertical velocity. To match observations, it requires that the spiral arms have an unusually large amplitude, otherwise the amplitude of the perturbation is too small (Faure et al. 2014; Quillen et al. 2018). It has even been suggested that the coupling of the bar and spiral could be the true cause since their interaction doubles the amplitude of the perturbation compared to the case of just spiral structure (Monari et al. 2016). Finally, it was recently proposed that the buckling of the bar might have caused the oscillations in the solar neighbourhood (Khoperskov et al. 2019). However, the bar buckling likely happened a long time ago, and as of yet, there are no investigations into how recently it must have buckled to reproduce the observed perturbation.

The second prevailing theory is that the vertical perturbation to the vertical density and velocity is due to an external perturbation such as that coming from a satellite. Some have studied the possibility that dark matter subhaloes may have caused observable fluctuations in the density and velocity, though they were not able to reproduce the vertical signal seen in the vertical disc (Chequers et al. 2018). Laporte et al. (2019) also looked into the Large Magellanic Clouds (LMC) as a possible source of the perturbation. Ultimately, they showed that not enough time has passed since the pericentre passage of the LMC for spirals to have formed using a 3-dimensional simulation of the interaction between the Milky Way and the LMC (Laporte et al. 2018).

The most popular theory is that the Sagittarius dwarf galaxy (Sgr) is the cause of the observed perturbations to the disc. This has been a large area of attention since the discovery of the phase-space spiral. Binney & Schönrich (2018) modelled the interaction between a satellite and the disc using the impulse approximation to displace the disc in phase-space for a qualitative comparison to the data. They found that they were able to reproduce a spiral pattern, but the nature of the assumptions meant it could not be directly compared to the observed phase-space spiral. The interaction between Sgr and the Galactic disc has also been looked at using 3-dimensional simulations which were able to produce qualitatively similar vertical perturbations to the disc (e.g., Purcell et al. 2011; Gómez et al. 2013; Laporte et al. 2018). In Laporte et al. (2019), they found that they were able to produce a spiral in a solar neighbourhood-like area of their simulation, but the tightness of the spiral was off by a factor of ~2 and the amplitude was larger by a factor of approximately 1.5. They also found that to recover a spiral of a similar amplitude to the one observed, they required an initial Sgr mass of $6 \times 10^{10} M_\odot$ approximately $5 - 6$ Gyr ago. Finally, Bland-Hawthorn et al. (2019) found that the perturbation was likely due to a perturber with a mass of $5 \times 10^{10} M_\odot$ which was subsequently stripped of approximately half its mass. They found that a perturber with a starting mass of $10^{10} M_\odot$ and stripped down to $5 \times 10^9 M_\odot$ was not sufficient to generate phase-space structure. However, this is surprising given that the current day mass of the Sgr progenitor is approximately $1 - 4 \times 10^8 M_\odot$, which is significantly smaller (Vasiliev & Belokurov 2020).

The purpose of this paper is to suggest and investigate a one-dimensional model for the interaction between a satellite and the solar neighbourhood. In Section 2, we outline the theoretical framework on which we base the analysis in the rest of the paper. Section 3 considers a simple example of our model and explores how the different parameters of the model affect the analysis. The next step is comparing the model to a one-dimensional simulation, which we do in Section 4, to test how the linear perturbation compares to the non-linearized calculation and to investigate the effect of self-gravity. Finally, in Section 5, we apply our model to different orbits and mass models of Sgr to see if we can reproduce the observed asymmetry.

Throughout the paper, we use the galpy Python package (Bovy 2015) for many of the necessary dynamical calculations. When calculating orbits and initializing the potentials in galpy, we use a distance to the Galactic centre of $r_0 = 8.178$ kpc unless otherwise stated (Gravity Collaboration et al. 2019). For the Sun’s height above the mid-plane, we use $z_0 = 20.8$ pc (Bennet & Bovy 2019). Finally, for the Sun’s velocity in Galactocentric coordinates, we use $U$, $V$, $W = (-11.1, 12.24, 7.25)$ km s$^{-1}$ (Schönrich et al. 2010).

2 THEORETICAL FRAMEWORK

2.1 Linear Perturbation Theory

Modelling the impact of a satellite on the Galactic disc is a complicated task. To simplify the problem, we make a few scientifically motivated assumptions in this paper. The first assumption is that the vertical motion of the Galactic disc can be decoupled from the radial and rotational motion of stars in the disc. This is a frequently used assumption and has been shown to be approximately true for disc stars first by Binney & Tremaine (§3.6.2, 2008) and then more thoroughly by Binney & McMillan (2011) where they found that the vertical motion was well modelled using the adiabatic approximation.

This reduces our problem from three dimensions down to one. The second assumption we make is that the perturbation is small. This allows us to consider only first order perturbations and make further simplifications to equations later in this section. The validity of this assumption is addressed in Section 4 where we compare the linear calculation to the non-linear case.

We compute the perturbation to the vertical phase-space distribution, modeled as a one-dimensional system, by building on the framework of Kalnajs (1973). We want to see how the distribution function changes after undergoing a perturbation and more precisely, how we can relate the perturbed distribution function of the final time, $f'(t_f)$ (e.g., today) to an original equilibrium distribution function. First, we use Liouville’s theorem, which tells us that the phase-space density is conserved along orbits. This allows us to relate the distribution function today to the initial condition of the disc before it was perturbed; expressed in action-angle coordinates this is

$$f(J_f, \theta_f, t_f) = f'(J'_f, \theta'_f, t = -\infty),$$

where $J_f$ and $\theta_f$ are the action and angle coordinates at the final time $t_f$. $J'_f$ and $\theta'_f$ are the initial action and angle, and we use $t = -\infty$ to denote that we evaluate the distribution function before the start of the perturbation (in practice, this is at a finite time in the past). We can rewrite the initial action as $J'_f = J_f + \Delta J$ where $\Delta J$ is the perturbation to the action by a perturbing force. Since the distribution function, $f'$ in our last step is simply the initial condition for the disc, we can choose it to be any unperturbed equilibrium distribution function, $f_0(J)$ which is only a function of

1. http://github.com/jobovy/galpy
2. Physically, it is the orbit labeled by the action $J'$ that is perturbed into that labeled by $J_f$. But the definition of $\Delta J$ is motivated by the fact that $J_f$ is where we evaluate the distribution function and $J'$ is calculated and is different for every perturbation.
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the action. We can then rewrite the perturbed distribution function as:

\[ f(J_f, \theta_f, t_f) = f_0(J') = f_0(J_f + \Delta J). \]  

(2)

Therefore, to find the perturbed distribution function at \( t_f \), we only need to calculate the change in the action due to the perturbing potential and evaluate the quantum distribution function at these new values.

To calculate \( \Delta J \), we consider the perturbed Hamiltonian \( H \), which is the sum of the equilibrium Hamiltonian \( H_0 \) and the perturbing potential \( \Psi \). Expressed in terms of the action-angle coordinates \((J, \theta)\) of \( H_0 \), we have that

\[ H(J, \theta) = H_0(J) + \Psi(J, \theta, t). \]

(3)

This leads to the two Hamilton equations:

\[ \frac{\partial J}{\partial t} = -\frac{\partial}{\partial \theta}(H_0 + \Psi) = -\frac{\partial}{\partial \theta} \Psi(J, \theta, t) \]

(4)

\[ \frac{\partial \theta}{\partial t} = \frac{\partial}{\partial J}(H_0 + \Psi) = \Omega(J) + \frac{\partial}{\partial J} \Psi(J, \theta, t) \]

(5)

where \( \Omega(J) \) is the frequency of orbit \( J \) in \( H_0 \). \( \Omega(J) = \partial H_0 / \partial J \).

To calculate \( \Delta J \), we need to integrate Equation (4) over the orbit of the disc particles from \( t = t_f \) to \( t = -\infty \). At the beginning of this section, we discussed our assumption that the perturbation is small. This assumption allows us to integrate Equation (4) over the unperturbed orbit of a particle in the disc as opposed to the perturbed one:

\[ \Delta J = J' - J_f = -\int_{-\infty}^{t_f} \frac{\partial}{\partial \theta} \Psi(J_f, \theta_f + \Omega(t_f - t), t) \, dt \]

(6)

It is possible to further simplify the integrand of the above equation. Using the chain rule, we can rewrite the derivative of the potential to a more familiar form.

\[ \frac{\partial \Psi}{\partial \theta} = \frac{\partial \Psi}{\partial \zeta} \frac{\partial \zeta}{\partial \theta} = \frac{\partial \Psi}{\partial \zeta} \frac{\partial \zeta}{\partial \theta} = v_z \frac{\partial \Psi}{\partial \zeta} \]

(7)

where \( \Omega \) is the orbital frequency, \( v_z \) is the vertical velocity, and the derivative of the potential with respect to \( z \) is just minus the vertical force due to the perturber. Thus, to compute the perturbed action, we simply integrate the perturbing force, multiplied by the ratio of the vertical velocity to the vertical frequency, over the unperturbed orbit.

\[ \Delta J = \int_{-\infty}^{t_f} v_z \frac{\partial \Psi}{\partial \zeta} F_z(J_f, \theta_f + \Omega(t_f - t), t) \, dt \]

(8)

where \( F_z \) is the vertical force from the perturbation and \( v_z \) is the vertical velocity along the orbit, and therefore also a function of time. Finally, we can use the unperturbed Hamiltonian, \( H_0(J) \) for the canonical transformation between action-angle coordinates and Cartesian coordinates.

\[ f(x, v, t) = f(J, \theta, t). \]

(9)

This allows us to compare our model to existing measurements of the perturbed disc, including the number count asymmetry (e.g. Widrow et al. 2012; Yanny & Gardner 2013; Bennett & Bovy 2019) and the phase-space spiral (e.g. Antoja et al. 2018).

2.2 Model Ingredients

There are several factors that contribute to the calculation of the perturbed distribution function for a single point in phase-space. We need the unperturbed Hamiltonian, \( H_0 \), the perturbation to the action, \( \Delta J \), and the equilibrium distribution function, \( f_0(J) \). The unperturbed Hamiltonian allows us to convert the \((z, v_z)\) phase-space to action-angle coordinates such that we can use the framework set out above.

To calculate the perturbation to the action given by Equation (8) there are two things we need to do: (i) we need the unperturbed orbit of a particle in the disc and (ii) we need the vertical force on the particle throughout its orbit. To get the unperturbed orbit of the particle, we simply integrate the orbit numerically backwards from the final position at \( t_f \). The orbit gives the position and velocity at which to evaluate the perturbing force in Equation (8) and we compute the action \( J_f \) and frequency \( \Omega(J_f) \) using the usual one-dimensional integrals, implemented in galpy. The vertical force in Equation (8) can be any arbitrary force. In this paper, we consider the vertical force due to the passage of a satellite. This can be computed by taking the vertical component of the 3-dimensional force a satellite exerts on the solar neighbourhood as it orbits the Milky Way. This requires knowing the orbit of the satellite as well as the mass distribution of the satellite. We then calculate the force of the satellite potential on the solar neighbourhood given the location of the satellite, the location of the solar neighbourhood as it orbits the galactic centre, and the vertical location of our particle in the disc to find the relative distance between the two. The equation for this calculation is:

\[ F_z = F_z \left( \frac{z_{\text{disc}} - z_{\text{sat}}}{\Omega_{\text{disc}} - \Omega_{\text{sat}}} \right) = -\nabla \psi \cdot \left( \frac{z_{\text{disc}} - z_{\text{sat}}}{\Omega_{\text{disc}} - \Omega_{\text{sat}}} \right) \]

(10)

where \( z_{\text{disc}} \) and \( z_{\text{sat}} \) are the vertical positions of the disc and satellite respectively. The \( x \) and \( y \) coordinates of \( x_{\text{disc}} = (x_{\text{SN}}, y_{\text{SN}}, z_{\text{disc}}) \) is the Galactocentric position of the solar neighbourhood as it orbits the Galactic centre and \( z_{\text{sat}} \) is the Galactocentric position of the satellite. Finally, \( \psi \) is the gravitational potential of the satellite. We assume that the solar neighbourhood orbits the centre of the Milky Way on a circular orbit with a frequency of \( v_c(R_0) \). Where \( R_0 \) is the distance from the sun to the Galactic centre and \( v_c(R_0) \) is the circular velocity at the solar radius.

Once we have the perturbation to the action, the second component of our model is the equilibrium distribution function. This can be any distribution function which is a function only of the action. We consider equilibrium distribution functions that are a single quasi-isothermal distribution function (Binney & McMillan 2011) or a combination of multiple such distributions, with the form

\[ f_0(z, v) = \frac{n_0}{\sqrt{2\pi} \sigma} \exp \left[ -\frac{J(z, v) v^2}{\sigma^2} \right] \]

(11)

where \( n_0 \) is the number density, \( \sigma \) is a velocity-dispersion parameter, \( J \) is the action of a point in phase-space, and \( v \) is the vertical frequency of the disc. Such distribution functions or their combination represent the stellar distribution in the solar neighbourhood well (Binney 2010; Ting et al. 2013; Bovy & Rix 2013).

3 CONSIDERING A SIMPLE MODEL

3.1 Model setup

We next use the formalism introduced above to compute the asymmetry and mean vertical velocity for a specific disc model and a given perturbing force on that disc. To better understand the dynamics of the perturbation and the effect of the various ingredients in our model, we investigate the effect of a perturbing force on the vertical phase-space of a stellar disc with a simple setup in the next
few subsections. For the first component of our model, the unperturbed Hamiltonian, we use that of an isothermal disc with density

$$\rho(z) = \rho_0 \operatorname{sech}^2 \left( \frac{z}{\Delta} \right),$$

where $H^2 = \sigma^2/[8\pi G \rho_0]$. We chose a mid-plane density of $\rho_0 = 0.1 \, M_\odot \, pc^{-3}$ and a velocity dispersion of $\sigma = 20.5 \, km \, s^{-1}$. The mid-plane density is chosen to approximately match the observed mid-plane density of the solar neighbourhood (e.g. Holmberg & Flynn 2000; Widmark & Monari 2019). We choose the velocity dispersion by finding the standard deviation of the Gaia radial velocity sample discussed in Bennett & Bovy (2019).

Equation (8) requires that we integrate the orbit of the particles in the disc as well as the satellite backwards in time until before the perturbation starts. In practice, we integrate back to an apocentre. We choose to start at the furthest point in the orbit, because that is where the force is smallest and thus our assumption that the disc is originally in equilibrium is best satisfied there. We can then integrate the orbit our satellite as well as the disc particle from the apocentre time $t_a$ to our time of interest, $t_f$, and we can then repeat this calculation for a series of $t_f$ s to recover the time dependence of the perturbation.

To calculate the force of a Sagittarius-like satellite on the disc, we integrate the orbit of the satellite from the apocentre to apocentre. We choose $t_f$ to be the next apocentre so that we are considering a full orbit of the satellite. Figure 1 shows an example orbit as well as the resultant vertical force from that satellite. As mentioned in Section 2.2, we use the 3-dimensional force from the satellite potential and take the vertical component. The overall shape of the force seen in Figure 1 is given by the orbit of the satellite. The additional smaller scale oscillations in the vertical force are due to the orbit of the solar neighbourhood around the galactic centre, which is orbiting with a frequency of $v_\odot/r_\odot = 220 \, km \, s^{-1}/8.178 \, kpc = 26.9 \, km \, s^{-1} \, kpc^{-1}$. In Section 5.2, we perform a thorough investigation of Sagittarius’ orbit and we choose a sample orbit for use here from among the larger number of orbits considered there. While we explore several different Sgr potentials in Section 5.1, for our example here, we choose the second Sgr model, Sgr2, which consists of a stellar component represented by a Hernquist potential (Hernquist 1990) with a mass of $2 \times 10^8 \, M_\odot$ and a scale radius of 0.65 kpc. We also include a dark matter component as a Hernquist potential with a mass of $10^{10} \, M_\odot$ and a scale radius of 3 kpc. These choice were made to reflect the results of Vasiliev & Belokurov (2020) which investigated the properties of the Sgr progenitor today. We can then use this potential and the position of the satellite at each time to calculate its force on each point in phase-space.

These components are all we need to calculate the perturbation to the action. As discussed in Section 2.2, the final key to calculating the perturbed distribution function, is the initial unperturbed distribution function, $f_0$. For our analysis of a simple disc model, we choose to use a single quasi-isothermal distribution function. We choose this distribution function and its parameters to be consistent with the potential in which the orbits are calculated and therefore pick $n_0 = 0.1 \, M_\odot \, pc^{-3}$ and $\sigma = 20.5 \, km \, s^{-1}$ to match the potential. We then calculate the perturbed density and the perturbed mean vertical velocity as a function of time. Using the perturbed number density at the final time, $n(z; t_f)$, we can calculate the vertical number count asymmetry using:

$$A = \frac{n(z; t_f) - n(-z; t_f)}{n(z; t_f) + n(-z; t_f)}.$$  

Figure 2 shows the calculated phase-space difference, asymmetry, and mean vertical velocity for the simple model. The phase-space difference is given by:

$$\Delta f = \frac{f_0(J + \Delta J) - f_0(J)}{f_0(J)}.$$  

The left-hand side of the asymmetry in the top panel of the figure is plotted with a dashed line since the definition of the asymmetry is inherently anti-symmetric. This means that all the information is contained in the asymmetry for $z \geq 0$. We choose to plot it for values of $z$ less than zero here to allow for a comparison to the phase-space spiral and trends in the mean vertical velocity. Throughout the paper, we will reference the perturbation wavelength which is a general indicator of the tightness of the phase-space spiral and therefore the wavelength of both the asymmetry and the mean vertical velocity. It is clear to see how the wavelength of the mean vertical velocity relates to the phase-space spiral because it is the first moment of the distribution function over $v_z$. The relation between the asymmetry and phase-space is somewhat more complicated because they are not directly related, but the asymmetry is a function of the zeroth moment, which becomes evident as we compare general features of phase-space to the asymmetry.

With regards to the grid in phase-space, we chose to consider a range in $z$ from $-2$ kpc to $2$ kpc, sampled by 100 bins and a range in vertical velocity, $v_z$ between $-120$ km s$^{-1}$ and $120$ km s$^{-1}$ sampled by 50 bins. In choosing the grid-size in phase-space, we explored how it affects the density as you increase or decrease the number of sampling points in each dimension. If you increase the number of bins in phase-space along the $z$ direction, the values at each point are the same, and the only difference is the resolution.
Figure 2. **Top:** Spiral in the phase-space difference given in Equation (14) as a result of the satellite perturbation at t=0 (now). **Middle:** The calculated asymmetry as a function of height above the mid-plane for the example satellite perturbation on the disc. Note that the calculation of asymmetry assures it is anti-symmetric. So we plot it over -2 to 2 kpc, but all information is included in 0 to 2 kpc. **Bottom:** Mean velocity as a function of height above and below the mid-plane.

with which you can see the asymmetry. The top panel of Figure 3 shows the difference between the asymmetry using 50 and 30 velocity bins or 50 and 100 velocity bins. In both cases, the grid size along the z-axis is 50 bins. The largest difference between 30 and 50 velocity bins is 0.5% the size of the asymmetry. However, the difference between 50 and 100 bins in velocity is always smaller than 0.07% of the asymmetry. We choose to use 50 bins because as the asymmetry becomes more complicated, with more oscillations, the importance of the number of velocity bins increases. This is not surprising because with only 30 bins in velocity, each grid point is 8 km s\(^{-1}\) apart which is approximately 4 times larger than the perturbations we see in the mean velocity. Therefore, we use 50 bins since it is a good balance between accuracy and computational power required.

The bottom panel of Figure 3 shows the asymmetry in three different z binning scenarios. In all three cases the grid size along the velocity axis is 50 bins. Since they all have the same grid spacing in velocity, the actual value of the asymmetry stays the same at each point. When calculating the asymmetry, we only have half the points as our number of bins in z, because the information at positive and negative values is redundant. The difference between the grid sizes in z is the sampling of the asymmetry. With only 50 bins in z, the asymmetry looks slightly choppy. However, there is no big difference between 100 and 200 bins in z. So again, for computational reasons, we choose to use 100 grid bins in z. Again, like with the velocity bins, as the complexity of the asymmetry increases, the number of bins along z and therefore the sampling, becomes even more important.

### 3.2 Exploring Changes in the Mid-plane Density of the Disc

When investigating the effects of the disc on the asymmetry, there are two components to consider. The first is the gravitational potential we use to integrate the orbits of the disc and the second is the

---

**Figure 3.** **Top:** The absolute difference between the asymmetry when calculated using different numbers of velocity bins. The dashed orange line shows the difference between 30 and 50 bins in velocity and the solid blue line shows the difference between 50 and 100 velocity bins. **Bottom:** Asymmetry for different numbers of bins in z. The three lines are 50 bins in z (solid blue), 100 bins in z (orange dashed), and 200 bins in z (green dash-dotted).

The asymmetry only has half the number of bins listed above.
equilibrium distribution function we use to calculate the perturbed distribution function. To investigate how the mid-plane density affects the asymmetry, we need to make sure these two are consistent with each other. To fully investigate this, we consider five different quasi-isothermal discs with a velocity dispersion of 20.5 km s$^{-1}$ and varying mid-plane densities of $\rho_0 = 0.08, 0.09, 0.10, 0.11, \text{ and } 0.12 \text{ M}_\odot \text{ pc}^{-3}$. In each case, we initialise a new disc and reintegrate the orbits for each disc to reflect the different mid-plane density. One important note is that by fixing the velocity dispersion of the discs and changing the mid-plane density, we are also changing the mass of the disc. By changing the mass of the disc, the vertical frequency of the disc is also changed.

The top panel in Figure 4 shows the calculated asymmetry for the five different cases. The perturbation to the disc in each case is due to the model, orbit and satellite potential discussed in Section 3.1 and calculated at $t_f = 0$. As we increase the mid-plane density and therefore the mass of the disc and the vertical frequency of the disc, we increase the both the amplitude and the frequency of the asymmetry. Of the two effects, the change to the perturbation wavelength is the more dominant change. As seen in the bottom panel of Figure 4, changing the mid-plane density has a similar effect on the mean velocity as a function of height. It increases the amplitude of the signal in the mean velocity, but also has a larger effect on the perturbation wavelength of the signal, decreasing the perturbation wavelength as we increase the mid-plane density.

3.3 Exploring the difference of tracers in the disc

Beyond how the mass of the disc affects the asymmetry, we also want to investigate how the choice of tracers of the disc changes the observed asymmetry. This requires a different set-up than the investigation into the mid-plane density, because the tracers are all orbiting in the same potential but may have a different velocity dispersion. To reflect this, we integrate all of the orbits of the disc in the same isothermal potential with a mid-plane density of $\rho_0 = 0.1 \text{ M}_\odot \text{ pc}^{-3}$ and velocity dispersion of $\sigma = 20.5 \text{ km s}^{-1}$. We then look at a set of five quasi-isothermal distribution functions which will represent the different tracers. The velocity dispersions are $\sigma = 10, 15, 20, 30 \text{, and } 40 \text{ km s}^{-1}$. These velocities are chosen to reflect the span of velocity dispersion seen in the solar neighbourhood (e.g. Mackereth et al. 2019).

In the top panel of Figure 5, we see the asymmetry for the five tracers with varying velocity dispersion. Clearly, as we increase the velocity dispersion, the magnitude of the asymmetry decreases. The fact that the change we see is mostly in amplitude and not the perturbation wavelength is not surprising. Each of the tracers are orbiting in the same overall potential, it is just their specific distribution function which is changing, but there is no change in the vertical frequency of the disc so we would expect the perturbation to have a similar perturbation wavelength for all tracers. Normalizing the asymmetry such that the last peak has the same magnitude for each distribution function (not shown) demonstrates that as we increase the velocity dispersion, the ratio of inner peak height to outer peak height decreases slightly. This means that as you look at higher velocity dispersion, not only is the overall amplitude of the asymmetry
smaller, but the signal nearer the mid-plane is also weaker compared to the signal further out. There is also a small, almost imperceptible, shift in the wavelength of the asymmetry, but it is nothing compared to the shift in the perturbation wavelength that we see in Section 3.2. We see similar effects in the vertical mean velocity in the bottom panel of Figure 5. The amplitude changes drastically, while the perturbation wavelength changes only minutely, although more noticeably than the asymmetry.

Combining the results of this Section and the previous one tells us that the wavelength of the asymmetry is more dependent on the potential of the disc as opposed to what tracer we have chosen in the disc. We also found that the amplitude of the asymmetry is more sensitive to the velocity dispersion of the disc than it is to the mid-plane density. This could be an interesting tool to study the properties of the disc itself. Unfortunately, both the amplitude and the wavelength of the asymmetry are also very dependent on the form of the perturbation, including how long ago it occurred, the mass of the satellite, and the velocity of the satellite as it passed through the mid-plane of the disc. This will be discussed further in Section 5.2 and Section 5.4 when we examine the orbit of Sagittarius and the resultant asymmetries.

### 3.4 Number of Pericentres

One other area of investigation is how the number of times the satellite has passed through the disc affects the observed asymmetry. To test this, we use the satellite orbit and potential discussed in Section 3.1 and integrate it backwards through one, two and three pericentres so that it is still beginning and ending at apocentre.

A comparison of the three different resulting asymmetries is shown in Figure 6. From this, we can clearly see that within 1 kpc, the asymmetry is similar for all three cases, so going back one pericentre is enough to capture the behaviour of the asymmetry. However, as we go further out, we see that one pericentre is not enough to capture the shape of the asymmetry. Further out than 1 kpc, the difference between the orbit with two and three pericentres is not significant. From this, we can conclude that to examine the asymmetry as far out as 2 kpc, an orbit with two pericentres is sufficient to see the overall shape of the asymmetry. While three pericentres does provide more detail, it also requires we go back further in time. As we go further back in time, the orbits become more uncertain and therefore our confidence in the resultant asymmetry also decreases. Therefore, when we calculate the asymmetry observed now due to a satellite in Section 5, we integrate our orbits back through two pericentres as a balance between accuracy and detail. We also do not include mass loss in our model of Sgr which will affect the amplitude of the additional perturbations from the second and third pericentre passages. In Vasiliev & Belokurov (2020) they found in their N-body simulations that Sgr lost a factor of 2 – 5 of its mass after the penultimate pericentre and became gravitationally unbound after the most recent pericentre. This could mean that the difference in the asymmetry between one, two, and three pericentres passages would be even smaller in reality.

### 4 ONE-DIMENSIONAL SIMULATIONS

To validate our model, we compare it to one-dimensional simulations using the *wendy* Python package, described in Appendix A. The benefit of a one-dimensional simulation is twofold. First, it allows for a direct comparison to our model. Second, it is computationally quick because one only needs the order and not distances for a one-dimensional simulation, as the gravitational force in one dimension is independent of distance.

#### 4.1 Setup of the 1D simulations

For our one-dimensional simulations, there are several things to consider. The first is how we initialize the equilibrium disc. Second, we consider the perturbation to the disc given by our satellite passage. Finally, we need to consider the amount of self-gravity in the disc. To achieve a large degree of accuracy in the density and velocity distribution resulting from the simulation, we use $N = 10^7$ particles in our simulations.

To compare to our simple model from Section 3, we want to initialize our disc as a single component quasi-isothermal disc with mid-plane density of $\rho_0 = 0.1 \, M_\odot \, pc^{-3}$ and a velocity of dispersion of $\sigma = 20.5 \, km \, s^{-1}$. One method of doing this is to have particles which are equal in mass and the number of particles at each $z$ position match the quasi-isothermal disc distribution function. The problem with this is that as one moves further out from the mid-plane of the disc, the bins in $z$ contain less and less particles and Poisson noise begins to dominate the signal. Instead, we choose to draw $z$ positions from a uniform distribution between $-2$ and $2$ kpc and $v_z$ velocities from a uniform distribution between $-120$ to $120 \, km \, s^{-1}$. We choose these ranges to remain consistent with our model parameters. The uniform distribution ensures that when we look at the density at each timestep, each bin has roughly equal numbers. Next, we use these positions to calculate the action of each particle using the IsothermalDiskPotential from *galpy* like we did for our simple model. Using the action, we can assign a mass based on the value of the quasi-isothermal distribution in Equation (11) at that point in phase-space. Without the different masses, the disc would be a uniform distribution of particles, but when weighted by their mass, the distribution function is quasi-isothermal. We then normalize the masses such that they add to one for units consistent with *wendy*.

For the perturbation, we use the vertical force from a satellite as defined in Equation (10). We use both the orbit and the potential...
from Section 3, where the orbit is from apocentre to apocentre and
the Sgr potential has a total mass of $10.2 \times 10^9 M_\odot$ which
includes both a stellar and dark matter component. We also include
the rotation of the Sun around the Galactic centre in our calculation
of the force like we did in Section 3. These choices mean that the
force in our simple model is the same as the force applied to the
disc in our one-dimensional simulation.

For our consideration of self-gravity, we use a method similar
to Darling & Widrow (2019). We consider an $\alpha$ parameter in our
simulations which determines the strength of the self-gravity in
the simulation. We do this by splitting the disc potential $\Psi$ into
two parts, a self-gravitating part $\Psi_{\text{self}}$ and a fixed part $\Psi_{\text{fixed}}$-giving $\Psi = \alpha \Psi_{\text{self}} + (1 - \alpha) \Psi_{\text{fixed}}$. In practice, we achieve this by multiplying
the masses of the simulation particles by $\alpha$ and adding an external
potential $(1 - \alpha)\Psi_{\text{fixed}}$ to the simulation. So, when $\alpha = 1$, the
simulation is fully self-gravitating and as $\alpha \rightarrow 0$, the simulation
approaches free particles in a fixed potential. In Section 4.3, we
discuss the effects of changing the self-gravity in the disc.

At each time step we calculate the density, mean velocity, and
their respective uncertainties. We choose 201 bins along the $z$-axis
when calculating both the density and the velocity. The density is
calculating by summing the masses of all the particles within each
bin and dividing by the bin width, $\Delta z = 19.9$ pc. We calculate the
mean vertical velocity for the $j$th bin using:

$$\langle v_z \rangle_j = \frac{\Sigma_{i,j} n_j v_{z,i,j} \cdot m_{i,j}}{\Sigma_{i,j} n_j m_{i,j}}$$

where $n_j$ is the number of particles in the $j$th bin and $v_{z,i,j}$ and
$m_{i,j}$ are the vertical velocity and mass of the $i$th particle in the $j$th
bin respectively. Practically, this means that if we multiply the num-
erator and denominator by the bin width, we only have to calculate
the numerator at each step, because the denominator will become
the density of the bin, which we already have. The uncertainties of
both are calculated by summing the square of the weights in each
bin.

Once we have recovered the density, we also calculate the mid-
point of the density distribution by fitting a sech$^2$ profile to the
density and use that to recover the offset of the disc from zero.
The effect of this fit is to remove an overall linear factor from the
asymmetry and removes any ‘tilt’, but does not affect the shape. We
then re-calculate the density adjusted for this offset by subtracting it
from the positions of the particles. This is similar to the method used
in Bennett & Bovy (2019) to adjust for the height of the Sun, except
that ours is a single component disc, instead of a two component
disc. With the density and mean vertical velocity of the disc as a
function of time, as well as their uncertainties, we are equipped to
test our model using the one-dimensional simulation.

4.2 Basic tests of the linear-perturbation model
As validation of our model, we compare it to the one-dimensional
simulation. Our model does not account for self-gravity, so it should
yield nearly the same results as the case where our self-gravity pa-
rameter, $\alpha$ approaches zero. We do not expect the model to match
the simulation exactly, even in the $\alpha = 0$ limit, because wendy calculates
the non-linear perturbation along the perturbed orbit whereas the
model is calculating the linear perturbation approximation along the
unperturbed orbit. So long as the perturbation is sufficiently small,
we expect the difference between the two calculations to be minor
and should see good agreement between the model and the simu-
lation. Since wendy cannot handle massless particles, we instead
consider the case where $\alpha = 0.01$ which should be small enough
to be negligible and is considered a minimally self-gravitating sce-
nario. It should be roughly equivalent to the $\alpha = 0$ case and therefore
approximately equivalent to our model if our assumptions are cor-
rect.

In both the model and the simulation, we have fit the density at
each time step to recover the shift of the density from the mid-plane.
This is akin to fitting for the height of the Sun, $z_{\odot}$, when dealing
with Gaia data. This technique will allow us to compare the model
to the asymmetry detected in Gaia DR2 in Section 5 where we look
at more realistic orbits. After fitting for the mid-plane location, we
find that the asymmetry for $|z| < 0.5$ kpc becomes very small, and
we only really see a signal outside of that range in heights.

Figure 7 shows a comparison between our model and the 1-
dimensional simulation where the disc is minimally self-gravitating.
Clearly the simulation and model are an excellent match. The top
row shows the asymmetry as a function of time and $z$, the shape,
position, and amplitude of the oscillations agree between the model
and simulation. Even the ridges before the pericentre passage of
the satellite matches between the two. The bottom row shows the mean
vertical velocity as a function of $z$ and time. For the most part, the
mean velocity in the model and the simulation agree well. When $|z| > 1.85$ kpc, the velocity in the simulation shows a signal which clearly
does not match the model. This is because of the method we
use to calculate the mean velocity in the simulation as discussed in
Equation (15). As we move away from the mid-plane of the disc, the
density is much smaller and the error begins to dominate more. This
means that further out in the simulation, the error is dominating our
mean velocity measurement. Other than this, the model and one-
dimensional simulation are in great agreement for the mean vertical
velocity as well as the asymmetry.

Finally, to follow up the investigation of Section 3.4, we looked
at the difference between one, two, and three pericentre passages in
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Figure 7. Comparing the linear-perturbation model to one-dimensional sim-
ulations. In our simulation, $\alpha$ parameterizes the self-gravity in the disc
where $\alpha = 0$ has no self-gravity and $\alpha = 1$ is fully self-gravitating. Top: Asym-
metry as a function of time and height above the mid-plane for the model
(left) and the one-dimensional simulation with $\alpha = 0.01$ (right). Bottom: The
mean velocity as a function of time and height above the mid-plane for
the model (left) and the simulation with $\alpha = 0.01$ (right). The perturba-
tion to both is from the orbit and satellite potential discussed in Section 3.
The simulation is well matched by the model, both in amplitude and the
perturbation wavelength.

---
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4.3 Importance of self-gravity

In this subsection, we investigate the effect of self-gravity on the observed asymmetry using 1-dimensional simulations. To do this we consider the five cases of \( \alpha = 0.01, 0.2, 0.5, 0.8, \) and 1.0. We choose 0.01 and 1.0 because these represent the case of a minimally self-gravitating disc and fully self-gravitating disc respectively. The other three \( \alpha \) values were chosen because they were used by Darling & Widrow (2019) in their investigation of eigenfunctions of the Galactic phase-space spirals. In their work, they found that \( \alpha = 0.8 \) did not allow for enough phase-mixing to result in spiral structure in phase-space and that the moderate amounts of self-gravity, \( \alpha = 0.2 \) or 0.5 resulted in spirals, and were therefore likely to be a better representation of the solar neighbourhood. One might expect that \( \alpha \) for the solar neighbourhood disc might be 1, since the disc is self-gravitating. However, this is only true in the 3-dimensional case. In the 3-dimensional case, there are unperturbed stars at different radii and azimuths which impose a force on the stars at the solar neighbourhood that can be represented by a fixed potential. The potential of the dark matter in the solar neighbourhood will also contribute to the fixed portion of the potential. These outside factors do not exist in a 1-dimensional simulation, which is why we consider different self-gravity scenarios in our 1-dimensional simulations.

Figure 8 shows the asymmetry as a function of time for the five different values of \( \alpha \). The top row shows the asymmetry before we have fit for the mid-plane of the density and the bottom row shows the asymmetry after adjusting for that. Similar to what was observed in Section 4.2, we find that for all values of \( \alpha \), the asymmetry within \( |z| < 0.5 \) kpc becomes very small after fitting for the location of the mid-plane. As we increase the self-gravity of the disc, we see an increase in the amplitude of the asymmetry and a decrease in the perturbation wavelength. We also see that before fitting for the location of the mid-plane, the asymmetry becomes less of an oscillation and begins to resemble a dipole, reflecting the behaviour of a much more rigid disc. This is because as the satellite passing by exerts a force on the disc, the simulations with a weaker fixed component of the potential are dragged along by the passing of the satellite. However, in the bottom panel once we have fit for the mid-plane of the density, we see this signal disappear and the asymmetry is again a clear oscillation. We even see that the case with full-self gravity, \( \alpha = 1 \), actually has the weakest asymmetry signal; a fully self-gravitating disc is highly rigid and does not start oscillating due to a perturbation.

Obviously, the asymmetry of the model most closely resembles the minimally self-gravitating case. However, if we look at the asymmetry at the final time, there are some notable trends. When \( \alpha = 0.2 \), the overall shape of the asymmetry remains similar, but the amplitude and perturbation wavelength both increase. We also see that the location of the peaks shift inwards towards \( z = 0 \). For the \( \alpha = 0.5 \) case, Figure 8 shows that both the perturbation wavelength and the amplitude of the ridges have increased compared to the two smaller \( \alpha \) cases. Additionally, the angle of the ridges decreases. So, while the asymmetry looks similar overall, the combination of these three effects makes the asymmetry at a given time look quite different than the model. While the sign of the asymmetry typical matches the model, the decrease in the angle of the ridges means that there are less oscillations in the asymmetry at a given time and the increased amplitude is significant compared to the increase between the \( \alpha = 0.01 \) and \( \alpha = 0.2 \) case. When \( \alpha = 0.8 \), the simulation has lost all similarity to the model. In Figure 8, we see that for \( \alpha = 0.8 \), there are less ridges than seen in the model. This means that for a large portion of the time, the asymmetry in the simulation has a different sign than the model. Similar to the \( \alpha = 0.5 \) case, we also see a decrease in the angle of the ridges, making the asymmetry at a given time appear monotonic. Finally, when we consider \( \alpha = 1.0 \), fitting for the shift of the mid-plane entirely removes the signal of the satellite. In this case, the disc is simply dragged around by the satellite, but does not experience much of an internal perturbation.

To compare the five simulations with different values of \( \alpha \), we consider two different statistics. For each of these statistics, we also consider two ranges of distance from the mid-plane. The first range is \( |z| < 0.5 \) kpc, because we have already seen that the asymmetry is small in this range in all cases. The second bin is \( 0.5 \) kpc \( < |z| < 1.9 \) kpc. We chose an upper bound of 1.9 because similar to the velocity discussed in Section 4.2, the uncertainty in the asymmetry on the extremities of our \( z \) range is larger. The first statistic we consider is the median absolute difference between the model asymmetry and the asymmetry in the simulation for each \( \alpha \) value, \( \langle |\Delta A| \rangle \). The second statistic is the percentage of bins where the magnitude of the difference is above a threshold of 0.07, \%\( |\Delta A| > 0.07 \). We chose this value because it corresponds to approximately 10% of the maximum asymmetry. The calculated values for each \( \alpha \) simulation and each distance range are shown in Table 4.3. We see that the median difference and the percentage of bins above 10% across all simulations is fairly consistent for the range \( |z| < 0.5 \) kpc. Both measures of the difference between the simulation and the model are also consistently small across all values of \( \alpha \). This is because the asymmetry is small across all simulations for that range of heights. For the range \( 0.5 \) kpc \( < |z| < 1.9 \) kpc, both the median difference and the percentage increase drastically as we increase \( \alpha \).

These values confirm our previous assertion that \( \alpha = 0.01 \) is a good fit to the model, \( \alpha = 0.2 \) is a somewhat match to the model, and \( \alpha = 0.5, 0.8, \) and 1.0 are very different from our model.

Finally, we looked at comparing multi-pericentre passages of the satellite again, but this time with \( \alpha = 0.2 \). The difference in the asymmetry between an orbit which goes through one, two, and three pericentres actually turns out to be less pronounced than in the model or the \( \alpha = 0.01 \) case. This is likely because as you introduce self-gravity, the oscillations due to the perturbation are more quickly damped out. Meaning that the earlier pericentre passages are less important in the self-gravitating case. This confirms our decision in Section 3.4 to only go back through 2 pericentres.

\[
\begin{array}{cccc}
|z| < 0.5 \text{ kpc} & 0.5 \text{ kpc} < |z| < 1.9 \text{ kpc} \\
\langle |\Delta A| \rangle & \%\langle |\Delta A| \rangle > 0.07 & \langle |\Delta A| \rangle & \%\langle |\Delta A| \rangle > 0.07 \\
\hline
\alpha = 0.01 & 0.012 & 0.004 & 0.019 & 2.0 \\
\alpha = 0.2 & 0.013 & 0.034 & 0.029 & 19.3 \\
\alpha = 0.5 & 0.015 & 0.335 & 0.046 & 27.9 \\
\alpha = 0.8 & 0.014 & 0.080 & 0.046 & 28.0 \\
\alpha = 1.0 & 0.014 & 0.078 & 0.056 & 31.9 \\
\end{array}
\]
Figure 8. Effect of self-gravity on the asymmetry resulting from a satellite perturbation. Top: Asymmetry as a function of height above the mid-plane and time for the one-dimensional simulations. From left to right, we increase the self-gravity in the simulation, with $\alpha = 1$ corresponding to a fully self-gravitating disc. Bottom: Same as the top panel, but corrected for the perturbed location of the mid-plane of the disc. As we increase the self-gravity, both the amplitude and the wavelength of the asymmetry increases. At $\alpha = 0.8$ and higher, the stiffness of the self-gravitating disc causes the simulation to stop resembling the model.

5 COMPARING TO SAGITTARIUS

In this section, we use the modeling machinery developed above to answer the question of whether the perturbation to the local solar neighbourhood due to the passage of the Sgr dwarf galaxy can be the cause of the observed asymmetry in the vertical number counts, the bending-like perturbation to the mean vertical velocity, and the Gaia phase-space spiral.

5.1 Mass models of the Sgr dwarf galaxy

As part of our model, we need to calculate the force due to a perturber on the solar neighbourhood to calculate the perturbation to the disc. If we assume that the perturber is the Sagittarius dwarf galaxy, then we need to consider two main things: what mass model describes the Sgr dwarf and what is its orbit. To calculate the orbit with dynamical friction, we need to first decide on the mass model of the satellite. In Vasiliev & Belokurov (2020), they study the 3D structure and kinematics of Sgr. One aspect of their investigation includes running N-body simulations of the evolution of Sgr over the past $2 - 2.5$ Gyr. For their simulations, they considered several different initial conditions for the size and shape of Sgr. Each model has two components, stellar and dark matter, where the stellar component makes up approximately 10% or less of the total mass within a few kpc. For most models, they have a rotation curve which peaks at 3 kpc with a velocity of approximately 50 to 60 km s$^{-1}$. This corresponds to a total mass of approximately $(1 \text{ to } 3) \times 10^9 M_\odot$ and a scale radius of $a_{\text{Sgr}} = 3$ kpc. They also find that the progenitor today has a total mass of approximately $4 \times 10^9 M_\odot$, where the stars make up roughly a quarter of that mass and the rest is dark matter.

We use the above parameters when choosing our models for our investigation of both the Sgr orbit and the resultant perturbation to the disc. We consider a wide range of mass models that covers the heaviest initial conditions, down to a total mass less than the current day progenitor. As is commonly done, we choose to represent Sgr by two Hernquist profiles (Laporte et al. 2018; Vasiliev & Belokurov 2020): one for the stellar component, characterized by the mass, $M_*$ and scale radius, $a_*$, and one for the dark matter component characterised by a total mass, $M_{\text{DM}}$, and scale radius, $a_{\text{DM}}$. The values of these parameters for each of the models are shown in Table 2. We chose these structural parameters by matching the model specifications described above from Vasiliev & Belokurov (2020) for Sgr 2. We then consider one model which is heavier and three lighter models to cover the full range of possible Sgr masses.

The mass of the stellar component for Sgr 2 is calculated to match their models as well. From there, we scale the stellar masses by the ratio of the DM masses, and we scale the radii of both the stellar component and the dark matter component by the square-root of the ratio of the masses.

| Model | $M_*$ ($10^9 M_\odot$) | $a_*$ (kpc) | $M_{\text{DM}}$ ($10^9 M_\odot$) | $a_{\text{DM}}$ (kpc) |
|-------|------------------------|-------------|-------------------------------|------------------|
| Sgr 1 | 1                      | 1.5         | 50                            | 6.7              |
| Sgr 2 | 0.2                    | 0.65        | 10                            | 3.0              |
| Sgr 3 | 0.1                    | 0.46        | 5                             | 2.1              |
| Sgr 4 | 0.02                   | 0.21        | 1                             | 0.95             |
| Sgr 5 | 0.01                   | 0.15        | 0.5                           | 0.67             |

Table 2. Properties of the stellar and dark matter components of the five different Sagittarius models.

5.2 The Orbit of Sgr

One of the important ingredients of our method is the orbit of our satellite which is needed to calculate the vertical force on the disc. If we want to be able to compare observations of the number count asymmetry and mean vertical velocity to a realistic model of the perturbation due to Sagittarius, we need to have a good idea of the orbit of Sgr. However, there is still some uncertainty surrounding the current position of the Sgr dwarf galaxy progenitor in 6-dimensional phase-space. Uncertainty in the exact current day position and velocity of Sgr lends a lot of uncertainty to the orbit of Sgr. Therefore, we chose to simulate several different orbits of Sagittarius to figure out the most likely parameters to use for our model and to explore the full range of perturbations that Sgr may
Figure 9. The variety of Sgr models consistent with its observed present-day position. Left: An example of a Sgr orbit over the past 2 Gyr for four different models of Sgr. Their properties are shown in Table 2, but their total masses in order are \((51, 10.2, 5.1, 1.02, 0.51) \times 10^8 \text{M}_\odot\). Shown are the Galactocentric radius with time (top) and the vertical position of Sgr as a function of time (bottom). The vertical lines in the bottom plot are \(t_{\text{through}}\), the point at which Sgr most recently passed through the plane and when \(v_z\) is calculated. They all occur at very similar times for the four different Sgr models. Right: An example of a Sgr orbit over the past 2 Gyr in the three different Milky Way potentials. Where MWP14-1 (blue solid line) is a Milky Way potential with a ‘light’ halo, MWP14-2 (orange dashed line) is the ‘medium’ halo, and MWP14-3 (green dash-dot line) is the potential with a ‘heavy’ halo. Shown are the Galactocentric radius with time (top) and the vertical position of Sgr as a function of time (bottom). Again, the vertical lines are \(t_{\text{through}}\), the point at which Sgr most recently passed through the plane and when \(v_z\) is calculated.

have caused, depending on its exact orbit. We have already discussed different mass models of Sgr in Section 5.1, the uncertainty in these as well as the uncertainty in the Milky Way potential adds even more uncertainty to the orbit which is why we consider not only a range of initial conditions, but also different models for Sgr and the Milky Way.

To initialize the orbit, we use the positions, velocities, and corresponding uncertainties from Gaia Collaboration et al. (2018c) for the 5-dimensional parameter space of Sgr. For the distance to Sgr, we use \(R = 26 \pm 2\) kpc (McConnachie 2012). We then sample a normal distribution centered at the values given in Table C.2 of Gaia Collaboration et al. (2018c) with a standard deviation given by the quoted errors in the same table. For robustness, we also consider different models for the Milky Way potential as well as the Sgr mass models discussed in Section 5.1. For the Milky Way potential, we consider three different potentials. The first is a ‘light’ halo, MWP14-1, which is the Milky Way potential \(\text{MWPotential2014}\) from galpy and has a halo mass of \(8 \times 10^{11} \text{M}_\odot\) (Boy 2015). The second ‘medium’ halo, MWP14-2, has the same disc and bulge potential as the first one, but the halo has been made 1.5 times heavier.

Finally MWP14-3, the ‘heavy’ halo is also the \(\text{MWPotential2014}\), but with a halo which is twice as heavy.

We calculate the orbits both with and without dynamical friction to compare the two scenarios. For both the simulations with dynamical friction and without, we sample the initial conditions 10,010 times from the Sgr phase-space and then integrated the orbits using galpy in each of the three different Milky Way potentials. In the case of no dynamical friction, we did not investigate the different Sgr potentials since the shape and weight of Sgr has no bearing on an orbit without dynamical friction. For the cases with dynamical friction, we integrate the initial conditions in the three different Milky Way potentials for each of the Sgr models used to calculate the dynamical friction component. Figure 9 shows how the different Sgr mass models and Milky Way potentials effects the same initial conditions. All orbits in the figure start with the same position and velocity. On the left, we consider the case where the Milky Way potential is constant and we vary the Sgr mass model. From this, we see that the different Sgr mass models do not have a large effect on the time since Sgr passed through \(z = 0\). On the right, we use the Sgr 2 mass model and integrate it in different Milky Way potentials. Changing the mass of the Milky Way halo clearly has a much larger effect on the time since passing through the disc.

We need decide on a measure to quantify the difference between the many orbits we consider. To compare the different orbits we chose two quantities that will reflect the impact of Sgr on the vertical component of the disc: the speed at which it passed through the plane defined by \(z = 0\), \(v_z\) and the time \(t_{\text{through}}\). Figure 10 shows the distribution of \(v_z\) for each of the models described above with dynamical friction.

The top row of Figure 10 shows the trend in the time since passing through the mid-plane for the different Milky Way and Sagittarius models. As expected, by increasing the mass of the halo in the Milky way model, the time since passing through the disc decreases due to the tighter orbit explained above. The bottom row of Figure 10 shows the distribution of the velocity of Sagittarius as it passes through the mid-plane most recently. The first obvious trend is that the speed in the case where we include dynamical friction is not significantly different than the cases where it is included. There is also no obvious trend in \(v_z\) as we look at the different Sgr models in each Milky Way model. The second obvious trend is that Sgr passes through the mid-plane of the disc at a much faster speed as we increase the mass of the Milky Way halo. This is unsurprising since increasing the halo mass also increases the mass inside Sagittarius’ orbit which will then place it on a tighter orbit. We can now use these orbits to investigate the asymmetry and mean velocity trends due to Sgr on the solar neighbourhood.

When we look at the 2D histogram of \(t_{\text{through}}\) and \(v_z\) (not shown), we find that the time since passing through \(z = 0\) and the velocity at which Sgr passed through are highly correlated. This is not surprising because the passage of Sgr through the mid-plane occurred relatively recently. This means that the spread in the initial condition parameters have less of an impact because there just isn’t enough time for the orbits to diverge before passing through the disc. Now that we have the orbits for Sgr, we can look at the perturbation it causes in the disc.

5.3 Investigating realistic disc and MW models

In Section 2, we considered a simple isothermal potential and distribution function. We then used that setup to see how changing the potential and the distribution function affects the results of the
perturbation by a satellite. In this and the next sections, we want to look at a more realistic setup for the Milky Way. Specifically, in this section, we look at how more realistic Milky Way discs respond to the same perturbation before considering the full combinations of Milky-Way and Sgr models in the next section and comparing it to simulations.

To do this, we take the orbit with the same initial conditions as Sgr, the force from a Sgr orbit as a function of $z$ and $t$ is kept consistent for 5 different realistic Milky Way potential models. The orbit for Sgr goes back through two apocentres, starting at an apocentre and ending at the position of Sgr today and the Sgr mass model used is Sgr 2. The trend in the asymmetry is similar to that seen in Section 3.2. However, the model McMillan17 does not behave as expected given its mid-plane density, because its more complex vertical structure also has a significant effect on the asymmetry. Within $|z| < 1$ kpc, the different disc models predict very similar asymmetries.

Section 3, but instead of integrating it from apo sphere to apocentre, we integrate the orbit from two apocentres ago to the present-day position of Sgr using Sgr 2 as the Sgr mass model and MWP14-2 as the Milky Way potential in which the satellite is orbiting (shown by the orange dashed line in Figure 9). To do this, we define a force function which depends on vertical position and time only which can be used to calculate the vertical force on the disc for our model. To do this, we fix not only the satellite’s orbit, but also the orbit of the solar neighbourhood around the centre of the Milky Way. We do this by choosing a constant circular velocity of $220 \text{ km s}^{-1}$ for all five models. As the solar neighbourhood rotates around the galaxy, different circular velocities would affect the distance between the satellite and the solar neighbourhood as the satellite passes through the disc and would result in very different forces on the solar neighbourhood. The purpose of this section is to investigate the reactions of the five different realistic and complex discs to the same perturbation. In Section 5.4, when comparing the effects of Sgr to the Gaia DR2 data, we take the circular velocity of each Milky Way model into account. By applying this same force to different disc models, we are able to understand how more complicated potentials react to the same perturbation.

For the potential of the disc, corresponding to the unperturbed Hamiltonian, we look at five different realistic Milky Way potentials. The first three realistic potentials are the same three discussed in Section 5.2. The first potential, MWP14-1, is MWPotential2014 from galpy, MWP14-2 is the same as MWP14-1, but with a halo which is 1.5 times heavier. The third potential, MWP14-3, is also MWPotential2014, but with a halo that is 2 times more massive. The final two potentials are McMillan17 (McMillan 2017) and Irrgang13I (model I from Irrgang et al. 2013) also taken from galpy. The McMillan17 potential consists of a axisymmetric version of a Bissantz & Gerhard (2002) bulge, an exponential thin and thick stellar disc, an exponential Hr and molecular gas disc with holes in the centre, and a NFW dark matter halo (Navarro et al.)
Sgr and the Milky Way’s vertical waves

Figure 12. Sgr versus the data. Asymmetry for five different Sgr models and three different Milky Way models compared to the data from Bennett & Bovy (2019). The masses of the different Sgr masses are printed at the top of the plot. MWP14-1 is the ‘light’ Milky Way model, MWP14-2 is the ‘medium’ one, and MWP14-3 is the ‘heavy’ Milky Way model. Each plot has the model calculated for 10 representative orbits from the analysis of Sgr’s orbit in Section 5.2.

Table 3. Disc properties of the Milky Way-like potentials considered in Section 5.3 and 5.4.

| MW Potential | $\rho_0$ (M$_\odot$ pc$^{-3}$) | $\nu$ (km s$^{-1}$ kpc$^{-1}$) |
|--------------|-----------------------------|-----------------------------|
| MWP14-1      | 0.096                       | 73.3                        |
| MWP14-2      | 0.100                       | 74.2                        |
| MWP14-3      | 0.104                       | 75.0                        |
| McMillan17   | 0.114                       | 78.6                        |
| Irrgang13I   | 0.102                       | 74.8                        |

1996). It also places the sun at $R_\odot = 8.2$ kpc with a circular velocity of 232.8 km s$^{-1}$. Irrgang13I includes a Miyamoto & Nagai (1975) bulge and axisymmetric disc, and a modified Allen & Santillan (1991) spherical dark matter halo. It also places the Sun at $R_\odot = 8.33$ kpc with a peak circular velocity of 242 km s$^{-1}$. In Section 3.2 above, we explored the effect of the mid-plane density of the disc, or equivalently, the vertical frequencies on the shape of the asymmetry. For our five potentials, the mid-plane densities and vertical frequencies are given in Table 3.

For the distribution function in the model, we use a 3-component quasi-isothermal distribution function, with velocity dispersion and surface densities taken from Figure 8 of Bovy et al. (2012). The three components have a surface density of 21, 5.8 and 2.44 M$_\odot$ pc$^{-2}$ and velocity dispersions of 23.2, 36.6, and 46.0 km s$^{-1}$. We then use these values to find the number density for each component of the distribution function.

Figure 11 shows us the asymmetry created by Sgr 2 starting two apocentres ago and ending at its position today (rather than at the next apocentre as we had been considering in Section 3 above). For the most part, the asymmetry exhibits the expected behaviour as discussed in Section 3.2. For four of the potentials, as the vertical frequency increases, the wavelength of the asymmetry increases as well. However, the McMillan17 potential which has the highest vertical frequency of all considered potentials, also has an asymmetry perturbation wavelength roughly equivalent to that of MWP14-2 and Irrgang13I. Upon further investigation, we find that while orbits that start near the mid-plane with a vertical velocity of approximately zero do have a larger frequency than the other potentials, as one moves away from the mid-plane or increases the velocity of the orbit, the frequency of the orbit aligns well with those from other potentials. In other words, low energy orbits have higher frequencies, but higher energy orbits have similar frequencies to the other four potentials. This is likely because the vertical profile of the McMillan17 potential is much more complex than any of the other potentials and includes the two gas discs which have much smaller scale heights than the stellar disc in any of the other models. This tells us that while the vertical frequency of the disc is a good indicator of how a potential will behave relative to other potentials, the vertical frequency of specific points in phase-space matters even more and determining the behaviour of a more complicated disc is not altogether straightforward.

We are now using a realistic potential for the disc, a more realistic distribution function, and a realistic orbit of Sgr. This means that the asymmetry can now be compared to the observed asymmetry in Bennett & Bovy (2019), shown by the black points in Figure 11. Clearly the model does not match the observed asymmetry, but there are still many more combinations of orbits, Sgr mass models,
and disc potentials to consider. We will explore these combinations in Section 5.4 and discuss how they compare to the observations.

5.4 Comparing model at present day to Observations

So far we have discussed a simple yet realistic model of the asymmetry. We have also looked at the resulting asymmetry in realistic models of the Milky Way’s gravitational field and of the local stellar distribution function in Section 5.3. However, we have not yet fully investigated how this model could be applied to all the possible orbits and mass models of the Sagittarius dwarf galaxy. To do this, we combine the orbit investigation of Section 5.2 with the realistic Milky-Way models of Section 5.1 to investigate the full array of asymmetries that could be caused by Sgr. As mentioned in the previous section, using realistic orbits for Sagittarius and a more realistic disc potential and distribution function in our model, we are able to compare our results to the Gaia asymmetry measured in Bennett & Bovy (2019) to determine whether or not we should blame Sgr for the observed perturbation to the vertical disc or not.

We found in Section 5.2 that the relationship between time since passing through the mid-plane and the velocity at which Sgr passed through the midplane is highly correlated. In this section, for each of the 15 combinations of Sgr models and Milky Way models mentioned in Section 5.2, we choose 10 representative orbits to show the asymmetries resulting from these Sgr orbits. We do this by binning along the velocity at which Sgr went through the midplane, \( v_z \), such that each bin contains 1001 orbits. From there, for each bin, we choose the orbit with the median value in \( v_z \). We then integrate these ten orbits from present day back through two pericentres to the apoconter. Figure 12 shows the asymmetries for the different representative orbits for each model as well as the real asymmetry measured by Gaia. Excluding some outliers, as the Sgr models run from heavier to lighter, the amplitude of the asymmetry decreases as expected. The outliers arise when the period of the satellites orbit matches the rotational period of the Sun around the centre of the Milky Way. This happens constructively to the second fastest orbit in MWP14-2 and destructively to the three fastest orbits in MWP14-3. We also see that the wavelength of the asymmetry increases as we move from faster velocities (red) to slower velocities (blue) as Sgr passes through the disc. This trend is not affected by the rotational period of the Sun like the amplitude and changes consistently across all models. Though not shown here, the median vertical velocity from the model also does not match for any combination of Milky-Way and Sgr models. The amplitude of the mean vertical velocity in the model is consistently too small relative to the observed mean velocity by an order of magnitude or more. It is also evident that none of the models match the observed asymmetry. The most promising of the models is the second fastest Sgr passage (dark orange) with Sgr mass model 4 and Milky Way potential MWP14-3. However, while the perturbation wavelength matches within 0.7 kpc of the mid-plane, it does not match further out. The amplitude also does not match the observed asymmetries. Finally, when we look at the mean vertical velocity of the model, both the amplitude and the perturbation wavelength don’t match the observations. We will discuss why changing parameters of the disc could not ameliorate the match between observations and the model in Section 5.5.

In Section 3.4, we investigated the effect of multiple pericentres of the satellite on the perturbation and found that the most recent pericentre sets the overall shape of the asymmetry while the additional pericentres add smaller scale fluctuations to the asymmetry. Based on this, we can almost certainly rule out a mass of \( 5.1 \times 10^{10} \) M\(_{\odot}\) or \( 1.02 \times 10^{10} \) M\(_{\odot}\) for Sgr on its most recent pericentre passage as the amplitudes of the resultant asymmetries are much too large. This is not in conflict with Laporte et al. (2019), which considered Sgr’s mass approximately 5 – 6 Gyr ago and does not discuss the mass at the most recent pericentre passage. However, it does disagree with Bland-Hawthorn et al. (2019), which predicts the mass at the most recent pericentre passage to be \( 5 \times 10^0 \) M\(_{\odot}\) stripped down to \( 3 \times 10^0 \) M\(_{\odot}\). Given that the present-day mass of the Sgr progenitor was recently measured to be \( 1 - 4 \times 10^8 \) M\(_{\odot}\) (Vasiliev & Belokurov 2020), we suspect that the discrepancy between the mass estimates in Bland-Hawthorn et al. (2019) is likely due to the fact that all these models assume Sgr was the sole cause of the perturbation, but we have shown that that cannot be the case. In the following section we discuss what it would take to replicate the observed asymmetry by changing the properties of the Milky Way disc.

5.5 Matching observations

In the previous section, we discovered that the perturbation due to Sgr does not match the observed asymmetry for any of the possible Sgr orbits, Sgr mass models, or Milky Way potentials. Additionally, we discussed that the vertical mean velocity does not agree with observations for any of the models. In this section we will discuss if there are any alterations we could make to the properties of our model that would change the asymmetry enough to make it match.
the observed *Gaia* DR2 data. We look at the effects of the Large Magellanic Clouds (LMC) on the orbit of Sgr, and then see if we can tweak the properties of the disc to make the model match observations.

To investigate the effects the LMC has on the orbit of Sgr, we use the same method as discussed in Section 5.2 to integrate Sgr’s orbit back in time, but also include a `galpy` moving object potential for the LMC which implements a potential along the LMC’s orbit during the integration of Sgr’s orbit. We use the parameters discussed in Vasiliev et al. (2020). For the potential of the LMC, we use a Hernquist potential with a mass of $2 \times 10^{11} \text{M}_\odot$ and a scale radius of 12.9 kpc. We chose the heaviest of their LMC models as it will have the largest effect on our model. To initialise the orbit, we use the same current day position and velocities, $x, y, z = \{-0.6, -41.3, -27.1\} \text{ kpc}$, and $v_x, v_y, v_z = \{-63.9, -213.8, 206.6\} \text{ km s}^{-1}$. We do not consider the error in the LMC parameters as the effects from the Sgr orbit uncertainties and uncertainty in the halo mass are already quite substantial. Overall, we find that with the inclusion of the LMC, the median time since impact increases for each of our Sgr and Milky Way models. This is shown in Figure 13 where we compare the distribution of the time since passing through with and without the LMC for MWP14-3 and Sgr 3 and find that in all cases the distribution has widened and shifted to earlier times. Though not shown here, this trend is also evident in the other combinations of Sgr mass models and Milky Way potential models. As seen in Section 5, an earlier crossing time means that the asymmetry has a smaller wavelength. Therefore, the inclusion of the LMC shortens the perturbation wavelength as more time has passed since the perturbation resulting in more phase-mixing. In most cases, the asymmetry wavelength is too short, so for most models this means that adding the LMC makes the models and observations disagree even more drastically.

As we showed in Section 5.3, changing the disc model does not have a large impact on the overall shape of the asymmetry. It can change the wavelength and amplitude of the asymmetry, but it appears the orbit of the satellite is what determines the shape of the asymmetry. This means that if we want to adjust the parameters of the disc to make it match the observations, we have to start with an asymmetry and mean vertical velocity which has a shape similar to the data, though the perturbation wavelength and period can be off. For this reason, and because the addition of the LMC shortens the wavelength, we choose to look at the perturbation models from Sgr 3 and MWP14-3, which have an amplitude similar to the observations and a shape which looks approximately correct, though the asymmetry wavelength is long compared to the observed asymmetry.

The first thing to consider when trying to make the models match the observation is whether or not the addition of self-gravity could bridge the gap between the model and the observations. As we saw in Section 4.3, both the amplitude and the perturbation wavelength increases as we increase $\alpha$ and therefore the self-gravity of the simulations. It also shifts the peaks inwards. None of these changes would help lessen the discrepancy between the model and

Figure 14. Perturbation from Sgr 3 in MWP14-3 for the case without the LMC (corresponding to the bottom middle panel of Figure 12) (left) and the case with the LMC (right). The top row shows the asymmetry, and the bottom row shows the mean vertical velocity for each model. Each plot has the model calculated for 10 representative orbits ranging from fastest through the mid-plane (red) to slowest through the mid-plane (blue). The black points in each plot are the observations from *Gaia* DR2 taken from Bennett & Bovy (2019). None of the models reproduce the features of both the asymmetry and the mean vertical velocity.
observations, as the wavelength of the asymmetry is already too long in the model and in most cases, the amplitude of the model is already consistent with or larger than the observations. This tells us that self-gravity does not alleviate the discrepancy between the models and the data, so we must look at other methods of making the two agree.

Next we look at how changing our disc potential and distribution function could match the model to the observations. The most promising of the models is the fastest Sgr 3 in MWP14-3 from Figure 14 which resemble the observed asymmetry in shape, if not the perturbation wavelength. In Section 3.2, we saw that changing the mid-plane density of the potential can change the wavelength of the asymmetry. Section 5.3 showed us that while this assumption becomes more complicated as you increase the complexity of the Milky Way potential, it does still hold for the different MWP14s. For that reason, we introduce a multiplicative factor to the disc mass ranging between 0.65 and 1.35 which has the effect of changing the mid-plane density and allows us to explore both lighter and heavier discs for the same Sgr orbit. Figure 15 shows the models for each of these mid-plane densities. As mentioned, we explored discs which range between 0.65 of the mass of MWP14-3’s disc and 1.35 the disc mass. None of these models reproduce the wavelength of the asymmetry and the mean vertical velocity. With a 25% shift downwards in the disc mass, the model matches the first dip in the asymmetry. To match the dips in the mean vertical velocity requires a downward shift of 19% in the disc mass. However, none of the models manage to match the observed asymmetry beyond the first dip.

Another limitation of our model is that it is purely one dimensional and therefore does not capture the range of vertical frequencies that are present in the solar neighbourhood at a given vertical action due to the vertical orbital frequency’s dependence on, e.g., the angular momentum (which is ultimately the reason that the Gaia phase-space spiral stands out so strongly when colour-coding the vertical phase space by angular momentum; Binney & Schönrich 2018). Using a realistic three-dimensional quasi-isothermal distribution function (Binney & McMillan 2011) for an old stellar population in the solar neighbourhood and computing the vertical actions and frequencies for a sample of stars sampled from it in MWPotential2014, we determine that the spread in vertical frequency at a given vertical action is about 20%, with an overall mean shift of about 10% (due to the asymmetric drift). These frequency differences from the one-dimensional model are smaller than the ~ 25% shift in mass required above to get a better match to the observed asymmetry and velocity, and as we discussed before, even with this shift, a good match cannot really be said to have been attained as the velocity and asymmetry never agree with the data at the same time.

We have established that adding self-gravity to the disc does not help with reproducing the observed asymmetry in the disc for any Sgr model. We have also discussed the parameters of the model we would have to tweak to make it agree with observations. Even when we consider the effects of the LMC, it does not change Sgr’s orbit enough to find a match. Not only did we have to choose the fastest moving Sgr orbit, but we also had to change the mass of the disc by ~ 25%. This is significantly outside the margin of error measured for the total mid-plane density of the disc (e.g., Widmark & Monari 2019) and we also argued that the spread in vertical frequencies coming from the spread in angular momenta in the solar neighbourhood (in a full three-dimensional disc model) is too small to significantly affect our conclusions. After making all these changes, we still could not match both the observed asymmetry and the mean vertical velocity. These all stack up against Sgr being the cause of the observed perturbation to the vertical disc.

6 CONCLUSION

The discovery of the phase-space spiral in the solar neighbourhood in Gaia DR2 has brought about much excitement in the world of galactic dynamics. Many investigations into the properties and the cause of the spiral have been investigated over the past few years. Among the foremost of the origin theories is the idea that the passing of Sgr perturbed the disc and led to the oscillations we see today. Throughout this paper, we explored whether or not this could truly be the case.

We started by introducing a new method for calculating the one-dimensional vertical perturbation to the Galactic disc given a vertical force. We use Liouville’s theorem to relate the perturbed distribution function today to an unperturbed distribution function at some initial time in the past. Next, we calculate the change in the action of an orbit in the disc given a perturbing force. We use that to calculate the perturbed distribution function which can be integrated over $v_z$ to find the perturbed density of the disc or can be used to take the first moment of $v_z$ to calculate the mean vertical velocity as a function of height. While our formalism works for an arbitrary force, in this paper we choose to focus on the force from a passing satellite.
In Section 3, we looked at a simple example of the model given the force from a satellite that goes through one orbit from apocentre to apocentre. Using this simple set-up, we looked at some properties of our model and how the changing the different components affects the results. First, we considered how changing the mid-plane density of the disc changes the asymmetry and mean vertical velocity. We found that as we increase the mid-plane density, and therefore the mass and vertical frequency of our disc, we also increase the amplitude and perturbation wavelength of the oscillations in the asymmetry and mean vertical velocity. Next, we looked at how considering different tracers of the disc affects our model by varying the velocity dispersion of the distribution function within a fixed gravitational potential. We chose velocity dispersions ranging between 10 and 40 km s\(^{-1}\) to reflect the range of observed velocity dispersions in the solar neighbourhood. As we increase the velocity dispersion, the amplitude of the asymmetry and mean vertical velocity decreases significantly, but the wavelength of the asymmetry does not noticeably change. Finally, we looked at how the number of pericentre passages of the satellite affects the observed asymmetry. The difference between one and two pericentre passages was minor within 1 kpc, but quite large further out. The difference between two and three pericentre passages was not significant within 2 kpc. We determined that going back two pericentres was the best balance between accuracy in the orbit and capturing behaviours of the perturbation.

Next, we compared our model to a one-dimensional simulation with varying amounts of self-gravity. With minimal self-gravity, the non-linear perturbation in the simulation agreed well with the linear perturbation calculation of our model. We then compared the asymmetry as a function of time and \( z \) in the model to simulations with increasing self-gravity. We found that as we increase self-gravity, the amplitude and wavelength of the asymmetry increased. We also found that the shape of the asymmetry began to be shifted inwards in \( z \) as we increased self-gravity and the oscillations became washed out. We also noted that as we increase the self-gravity in the simulation, the disc begins to behave like a rigid body and is dragged around by the satellite passage. For the case where the disc is fully self-gravitating, the disc was dragged around, but very few internal perturbations arose. However, a fully self-gravitating disc is unrealistic for a one-dimensional simulation because the stars at different radii, as well as the dark matter distribution, are better modeled as a fixed potential on the solar neighbourhood.

Finally, in Section 5, we consider a more realistic scenario for our model using Sgr and comparing it to the asymmetry and mean vertical velocity observed by Gaia DR2. We start by discussing the different mass models for Sgr, which range between \( 5.1 \times 10^{10} \) to \( 5.1 \times 10^{10} \, \text{M}_\odot \) and include both a stellar and dark matter component represented by Hernquist potentials. Next, we looked at how these five different Sgr mass models orbit in 3 different Milky Way potentials derived from MWPotential2014 and with increasing halo mass. We considered two properties of the Sgr orbits, the time since Sgr passed through the disc and the speed at which it was travelling when it passed through the disc. We found that the Milky Way potential has a much bigger impact on these two variables than the Sgr mass model does. After investigating the properties of Sgr, we considered how five different realistic Milky Way potentials would behave given the same perturbing force. We found that our simplistic view of the relation between the vertical frequency and the perturbation wavelength of the oscillation due to the perturbation is actually more complicated. When comparing the same potential scaled to different masses, the relation holds, but comparing two potentials with different shapes complicates matters and we can no longer predict the relative wavelength of the asymmetry for the two potentials based on their vertical frequencies. This tells us that the perturbation wavelength depends more on the period of the orbit at a single point in phase-space than it does on the overall vertical frequency of the disc.

Having developed and thoroughly tested the fast one-dimensional model for the perturbation from a satellite and having set up realistic models of the Milky Way’s disc populations and gravitational potential, we turn to the main question asked in the title of this paper: Did Sgr cause the vertical waves in the solar neighbourhood? To answer this, we looked at ten representative orbits of Sgr for each combination of the five Sgr mass models and three Milky Way models. We chose these by binning the orbits by the speed at which they went through the mid-plane of the disc, and then taking the median orbit from each of the ten bins—these median orbits span the range of Sgr orbit properties relevant for calculating the vertical perturbation. For each orbit, with each Sgr mass model and each Milky Way model, we calculated the perturbation to the vertical disc and compared it to the observed asymmetry and mean vertical velocity observed in Gaia DR2. We found that none of the models even remotely matched the data in the asymmetry or in the mean vertical velocity. The few that were similar in shape and amplitude were still off by a factor of \( \sim 2 \) in the perturbation wavelength. This is the same as the findings of Laporte et al. (2019) in their N-body simulation. From the asymmetries predicted by our model, we also suggest that the mass of Sgr on its most recent pericentre passage must have been below \( 10^{10} \, \text{M}_\odot \). Finally, we looked at how we could modify the model to try and better match the observations. We started by considering the effect of the LMC on Sgr’s orbit and found that it consistently makes Sgr pass through the disc earlier, resulting in a shorter asymmetry wavelength. We next considered how we could change the properties of the disc to match the Gaia DR2 observations by looking at a range of disc masses and found that when we changed the mass of the disc by 25% we were able to match the first feature of the asymmetry but not the mean vertical velocity and a shift of 19% made the mean vertical velocity match, but left the asymmetry in great disagreement with observations. No one model was able to match both. Which means that even with these extreme measures, we could not make the perturbation due to Sgr match the observed asymmetry and mean vertical velocity of the disc.

While we find that satellites are capable of generating phase-space spirals and therefore asymmetries and mean vertical velocities qualitatively similar to those observed in Gaia DR2, the Sagittarius dwarf galaxy is not able to reproduce observations. Even making unrealistic modifications to the disc could not resolve the difference between the model and the data. Given that the progenitor mass of Sgr was recently measured to be less than \( 5 \times 10^{10} \, \text{M}_\odot \), our model showed only one of thirty cases where the asymmetry signal due to Sgr would be above the level of errors in the observations. This tells us that Sgr could not have caused the perturbation to the disc seen in phase-space and the velocity field. It is more likely that the true perturbation from Sgr is one of the scenarios where the amplitude is small and therefore contributes minimally to the observed asymmetry. It is possible that the perturbation of the disc was caused by the passage of another satellite or some internal factor, although that has yet to be determined. All that can be said for certain is that Sgr is not the main contributor to the vertical perturbation in the solar neighbourhood.
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APPENDIX A: WENDY: A ONE-DIMENSIONAL GRAVITATIONAL N-BODY CODE

wendy3 is a Python package that implements various methods for solving the one-dimensional N-body problem. N-body simulations in one dimension are much simpler than those in higher dimensions, because the gravitational force is constant with distance, rather than decreasing as, e.g., $1/r^2$ in three dimensions. The gravitational force is constant with distance, it is constant on all particles in one-dimensional simulation are also referred to as sheets and, in fact, the dynamics is equivalent to that of a set of parallel infinite sheets interacting through gravity in three dimensions. However, to keep to usual N-body nomenclature, we shall refer to them as particles here.

For particles at positions $z_i$ with surface densities $\Sigma_i$, the gravitational force on particle $i$ from particle $j$ is

$$F_{ij} = -2\pi G \Sigma_i \Sigma_j \text{sign}(z_i - z_j).$$  

The total force from all particles on a particle $i$ is therefore given by

$$F_i = -2\pi G \Sigma_i \left[ \Sigma(z_j > z_i) - \Sigma(z_j < z_i) \right],$$

where $\Sigma(z_j > z_i)$ is the total surface density of particles with $z_j > z_i$ and $\Sigma(z_j < z_i)$ is the total surface density from particles at $z_j < z_i$. All of the forces in a one-dimensional N-body simulation can therefore be efficiently computed in $O(N \log N)$ time using a simple sort of the positions.

To simulate the dynamics of a set of particles in one dimension, there are two options. The first option uses that because the gravitational force is constant with distance, it is constant on all particles as long as no particles cross; therefore, the dynamics can be exactly solved and all that is required is to resolve crossings of pairs of particles, which can also be done analytically (e.g., Schulz et al. 2013). However, this approach is slow (scaling as $O(N^2 \log N)$) to simulate a system for a dynamical time) and breaks down in the presence of an external force that is not harmonic. Therefore, we do not use it here, but wendy does implement this in a similar way as described by Schulz et al. (2013).

The second option is to compute the force on each particle at a given time step exactly by sorting the particles, but to use a standard leapfrog integrator to advance the particles for a fixed time step, regardless of whether two particles cross in this time interval

\[ Available at https://github.com/jobovy/wendy \]
or not. In this case, it is straightforward to include any external force $F_{\text{ext}}(z,t)$. This option is implemented in *wendy* as well, with different methods available for performing the sort (different implementations of quicksort, mergesort, and Python’s timsort). This allows simulations with millions of particles to be run on a single core. Scaling to larger number of particles is difficult, because the limiting step is the sorting of the particles, which is difficult to parallelize.

*wendy* is implemented in Python with all actual $N$-body computations done in C. Arbitrary external forces can be used and are simply implemented in Python and automatically ported to C using *numba* (Lam et al. 2015), which for simple forces can generated and compile C code that is as fast as native C code. *wendy* comes with a large set of examples, including the simulations of gravitational collapse and violent relaxation described by Schulz et al. (2013) and a simple model for the *Gaia* phase-space spiral. *wendy* has an automated test suite, run upon every code push to GitHub and (currently) at least once per week on *Travis CI*, and has 100% test line coverage. The code is available on the Python Package Index and can be installed with

```
pip install wendy
```

or the latest development version can be downloaded from the code website and installed locally.
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