Stein kernels for $q$-moment measures and new bounds for the rate of convergence in the central limit theorem
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Abstract. Given an isotropic probability measure $\mu$ on $\mathbb{R}^d$ with $d\mu(x) = (\varphi(x))^{-\alpha} dx$, where $\alpha > d + 1$ and $\varphi: \mathbb{R}^d \to (0, +\infty)$ is a continuous function and uniformly convex ($\nabla^2 \varphi \geq \varepsilon_0 \mathbf{I}$). By using Stein kernels for $(\alpha - d)$-moment measures, we prove that the rates of convergence in the central limit theorem with sequence of i.i.d. random variables $X_1, X_2, ..., X_n$ of the law $\mu$, to be of form $c \varepsilon_0 \sqrt{d/n}$. The general case (i.e., $\varphi$ is only convex and continuous) remains open.
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1 Introduction

Let $\mu$ be an isotropic probability measure on $\mathbb{R}^d$ and $X_1, X_2, ..., X_n$ are i.i.d random variables in $\mathbb{R}^d$ with law $\mu$. Under mild conditions, the central limit theorem (CLT) in probability theory is well-known that, the law $\mu_n$ of $n^{-1/2} \sum_{k=1}^n X_k$, as $n \to \infty$, converges to the standard Gaussian measures $\gamma$ on $\mathbb{R}^d$. However, “how fast does $\mu_n$ converge to $\gamma$?” is still hot problem in many fact cases until now. In recent years, many papers concerned with estimation of the rate of convergence in the central limit theorem in $\mathbb{R}^d$ have appeared, see for examples [8, 7, 10]... They have significantly extended our knowledge in this area.

The fact that one can quantify convergence ($\mu_n \to \gamma$) by Wasserstein distances of order $p \geq 1$ from optimal transport theory, defined as (see also [16, 19])

$$W_p(\mu, \nu) := \left( \min \left\{ \int |x - y|^p d\pi(x, y) : \pi \in \Pi(\mu, \nu) \right\} \right)^{1/p}. \quad (1)$$
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As a case we are interested in its ideas, M. Fathi [8], applying the Stein’s approximation method [14, 15] for estimating distances between probability measures, and obtained new rates of convergence in the CLT with explicit polynomial dependence on the dimension when considering the log-concave situations, i.e., in the case the measure \( \mu \) is supported on an open, convex set \( K \subset \mathbb{R}^d \) and its density takes the form \( e^{-W(x)} \) where the function \( W : K \to \mathbb{R} \) is convex.

We recall here that a measurable matrix-valued map \( \tau_\mu \) on \( \mathbb{R}^d \) is said to be a Stein kernel for the centered probability \( \mu \) (i.e. has mean zero) if for every smooth test function \( \zeta : \mathbb{R}^d \to \mathbb{R} \),

\[
\int_{\mathbb{R}^d} x.\nabla \zeta \, d\mu = \int_{\mathbb{R}^d} \langle \tau_\mu, \nabla^2 \zeta \rangle_{\text{HS}} \, d\mu
\]

where \( \nabla^2 \zeta \) stands for the Hessian of \( \zeta \), and \( \langle \cdot, \cdot \rangle_{\text{HS}}, \| \cdot \|_{\text{HS}} \) denote the usual Hilbert-Schmidt scalar product and norm, respectively. In applications, it generally suffices to consider the integrals in (2) are well-defined as soon as \( \tau_\mu \in L^2(\mu) \), provided \( \mu \) has finite second moments.

For the standard Gaussian measure \( d\gamma(x) = (2\pi)^{-d/2} e^{-|x|^2/2} dx \) on \( \mathbb{R}^d \), one may directly verify (by using integration by parts formula) that \( \tau_\gamma = \text{Id} \), the identity matrix in \( \mathbb{R}^d \), the proximity of \( \tau_\mu \) with \( \text{Id} \) indicates that \( \mu \) should be close to the Gaussian distribution \( \gamma \). Therefore, whenever such a Stein kernel \( \tau_\mu \) exists, the quantity, called Stein discrepancy of order \( p \geq 2 \) (of \( \mu \) with respect to \( \gamma \))

\[
S_p(\mu | \gamma) := \left( \int_{\mathbb{R}^d} \| \tau_\mu - \text{Id} \|_{\text{HS}}^p \, d\mu \right)^{1/p}
\]

becomes relevant as a measure of the proximity of \( \mu \) and \( \gamma \). As a result, Proposition 3.1 in [8] asserts that: if \( \tau_\mu \) is a Stein kernel for the probability measure \( \mu \) on \( \mathbb{R}^d \) then, for any \( p \geq 2 \)

\[
\mathcal{W}_p(\mu, \gamma) \leq c_p S_p(\mu | \gamma)
\]

(4)

with \( c_p = \sqrt[p]{\int |x|^p \, d\gamma} \). Furthermore, when \( \mu \) is a isotropic probability measure on \( \mathbb{R}^d \), if \( X_1, X_2, \ldots, X_n \) are i.i.d random variables in \( \mathbb{R}^d \) with law \( \mu \) and \( \mu_n \), be law of \( n^{-1/2} \sum_{k=1}^n X_k \), then argument from proof of the Theorem 3.3 in [8] also shows that

\[
S_p(\mu_n | \gamma) \leq 2K_p n^{-1/2} \left( d^{p/2} + \int \left( \sum_{j=1}^d \left| \tau_\mu \right|_j \right)^{p/2} \, d\mu \right)^{1/p}
\]

(5)

where \( K_p = O(p) \) is the best constant in the Rosenthal inequality and \( \{\theta_j\} \) is an orthonormal basis of \( \mathbb{R}^d \).

Observing that both the estimate (4) and the bound in (5) don’t need the log-concavity of the measure \( \mu \). Therefore, this implies that if the Stein kernels exist for an isotropic probability measure \( \mu \) on \( \mathbb{R}^d \), then a potential way for estimating distance between probability measures \( \mu_n \) and \( \gamma \) in the CLT is to find a upper bound for the Stein kernel \( \tau_\mu \).

When \( \mu \) is log-concave and uniformly convex (i.e., \( d\mu = e^{-\varepsilon_0|x|} dx \) and \( \nabla^2 \mu \geq \varepsilon_0 \text{Id} \) for some \( \varepsilon_0 > 0 \)), Klartag [11] gave an upper bound of corresponding \( \tau_\mu \) by \( 1/\varepsilon_0 \). The author in [8]
controlled the rate of convergence in the CLT by using estimates (4), (5) above and Klartag’s result.

Inspired by recent studies \[9, 12\] on the existence of \(q\)-moment maps (i.e., convex functions such that \(\mu\) is their \(q\)-moment measures\(^4\)), the main goal of present paper is to establish new results on rates of convergence in the CLT in the context of power probability distributions, i.e., we shall replace probability distributions of the form \(d\mu(x) = e^{-W(x)}dx\) in \[8\] by power distributions \(d\mu(x) = [g(x)]^{-\mu}dx\) and consider possible results in some particular cases. Namely, our main result is following.

**Theorem 1.1.** Let \(\alpha > d + 1\) and let \(\mu\) be an isotropic probability measure on \(\mathbb{R}^d\) with \(d\mu(x) = (g(x))^{-\alpha}dx\), where \(g : \mathbb{R}^d \to (0, +\infty)\) is continuous function and the function \(x \mapsto g(x) - \varepsilon_0 \frac{|x|^2}{2}\) is convex for some \(\varepsilon_0 > 0\). Suppose that \(\mu_n\) is the law of \(\frac{1}{\sqrt{n}} \sum_{k=1}^n X_k\), where \((X_k)_{k \geq 1}\) is a sequence of i.i.d. random variables with law \(\mu\). Then, we have

\[
W_p(\mu_n, \gamma) \leq C(p, \varepsilon_0) \sqrt{\frac{d}{n}},
\]

for any \(p \geq 2\) and \(C(p, \varepsilon_0)\) is a constant, depending only on \(p, \varepsilon_0\) (which grows like \(p^4\)) and does not depend on \(\mu\).

The typical examples for the probability distributions in Theorem 1.1 are the generalized Cauchy distributions given by (see also \[3\] for more information about this distribution) \(d\mu_\beta(x) := \frac{1}{Z_\beta} (1 + |x|^2)^{-\beta}dx\), for \(\beta > \max \left\{ \frac{d}{2} + 2, d \right\} \)

where \(Z_\beta\) is a normalizing constant \(Z_\beta = \int (1 + |x|^2)^{-\beta}dx = \pi^{d/2} \frac{1}{\Gamma(\beta)} \left( \beta - \frac{d}{2} \right)\). According to Corollary 2.6 in \[4\], Stein kernels exist for the generalized Cauchy distributions on \(\mathbb{R}^d\).

Denote by \(\|\cdot\|_\text{op}\) the operator norm on the \(d \times d\) matrices. The proof of Theorem 1.1 in section 2 is based the estimations from (4) – (5) and the following proposition, as a key challenge in our study.

**Proposition 1.1.** Suppose that hypothesis for the estimate (6) in Theorem 1.1 is satisfied. Then, for each \(x \in \mathbb{R}^d\), the Stein kernel \(\tau_\mu(x)\) for \(\mu\) is positive symmetric matrix, and moreover, there exists a constant \(c(\varepsilon_0)\) depending only on \(\varepsilon_0\) such that \(\|\tau_\mu\|_\text{op} \leq c(\varepsilon_0)\).

The sequel of this paper shall show that the Stein kernels exist for the measure \(\mu\) in Theorem 1.1, and to be of form

\[
\tau_\mu := \frac{1}{\alpha - 1} \psi(\nabla \varphi) \cdot (\nabla^2 \varphi)^{-1}
\]

where convex function \(\psi : \mathbb{R}^d \to (0, +\infty)\) whose \((\alpha - d)\)-moment measure is \(\mu\) and \(\varphi := \psi^*\) is Legendre transform of \(\psi\), defined by \(\varphi(y) = \sup_x (x \cdot y - \psi(x))\).

\(^4\)Given a convex function \(\psi : \mathbb{R}^d \to (0, +\infty)\) such that \(\psi\) goes to \(+\infty\) at infinity and a positive real number \(q > 0\), a Borel probability measure \(\mu\) on \(\mathbb{R}^d\) is said to be the \(q\)-moment measure of \(\psi\) if the differential of \(\psi\) pushes forward the measure \(\psi^{-(d+q)}dx\) towards \(\mu\), i.e., \(\mu = (\nabla \psi)_\# \pi\) with \(d\pi = \psi^{-(d+q)}dx\).
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Let \(q > 0\) be a positive real number, and \(\psi : \mathbb{R}^d \to (0, +\infty)\) is a convex function satisfying \(\lim_{|x| \to +\infty} \psi(x) = +\infty\), we recall that (see also [9]) a probability measures \(\mu\) on \(\mathbb{R}^d\) is said to be the \(q\)-moment measures of \(\psi\) if \(\mu = (\nabla \psi)_x \psi^{-(n+q)}\). The following result provide an existence of the convex function \(\psi\) in case \(q > 1\). In the present context, we consider \(q = \alpha - d\).

**Theorem 2.1.** (Klartag [12] and Santambrogio-Huynh [9]) If the probability measure \(\mu\) is a centered measure, with finite first moment and that is not supported on a hyperplane, then there exists a convex function \(\psi : \mathbb{R}^d \to (0, +\infty)\) whose \(q\)-moment measure is \(\mu\). Moreover, this convex \(\psi\) is uniquely determined up to translation and also, \(\psi\) is essentially continuous, i.e., \(\lim_{x \to x_0} \psi(x) = +\infty\) for \(H^{d-1}\)-a.e. \(x_0 \in \partial \{\psi < +\infty\}\).

The convex function \(\psi\) in Theorem 2.1 is called the \(q\)-moment map of \(\mu\). Caffarelli’s regularity theory for optimal transportation also shows that \(\psi\) is \(C^\infty\)-smooth in \(\mathbb{R}^d\). So, with \(\mu\) being in Theorem 1.1 and \(\psi\) being in Proposition 1.1, the transport equation

\[
\left[ q \left( \nabla \psi (x) \right) \right]^{-\alpha} \det \left( \nabla^2 \psi (x) \right) = \left( \psi (x) \right)^{-\alpha}
\]

holds everywhere in \(\mathbb{R}^d\), where \(\nabla^2 \psi (x)\) is the Hessian matrix of \(\psi\) at \(x\).

Equation (9) is quite similar to the moment measures equation of Berman and Berndtsson [2] in their work on Kähler-Einstein metrics in toric manifolds; Cordero-Erausquin and Klartag extended the study of [2] in [5] presenting a functional version of the classical Minkowski problem or the logarithmic Minkowski problem and providing a variational characterization. More recently, the second author provided in [17] a dual counter-part of the results obtained in [5] with ideas coming from the theory of optimal transport, by considering the minimization of an entropy and a transport cost among probability measures.

The next Theorem give a connection between \((\alpha - d)\)-moment maps and Stein kernels, as well as describes a construction of Stein kernels via \((\alpha - d)\)-moment maps.

**Theorem 2.2.** With the measures \(\mu\) being in Theorem 1.1 and convex function \(\psi\) is solution to the equation (9), then the Stein kernels exist for \(\mu\) and is defined by the formula (8).

The idea for proving the theorem relies on Stein’s equation of the distribution \(\mu\), a few tools from optimal transport and convex analysis. As an example (see [18]), the Student’s \(t\)-distribution \(t_m\) on \(\mathbb{R}\), with \(m = 1, 2, \ldots\) degrees of freedom, has a density function

\[
\rho (x, m) = \frac{\Gamma \left( (m + 1)/2 \right)}{\sqrt{m\pi} \Gamma \left( m/2 \right)} \left( 1 + \frac{x^2}{m} \right)^{-(m+1)/2}, \quad x \in \mathbb{R}
\]

Then, the Stein operator in this case is given by

\[
\mathcal{A} f (x) = \left( 1 + \frac{x^2}{m} \right) f' (x) - \frac{m - 1}{m} x f (x)
\]
and the Stein equation for the $t_m$ distribution is $\mathbb{E}[Af(x)] = 0$, where $\mathbb{E}$ denotes for mathematical expectation. On hypothesis of Theorem 2.2, for any smooth test function $f$ taking values in $\mathbb{R}^d$, we have

$$\int \nabla \psi, f \psi^{-\alpha} \, dx = \int f, \nabla \left( - \frac{1}{\alpha - 1} \psi^{-(\alpha - 1)} \right) \, dx = \frac{1}{\alpha - 1} \int \text{div}(f) \cdot \psi^{-(\alpha - 1)} \, dx$$  \hspace{1cm} (12)

is Stein equation for the distribution $\mu$.

**Proof of Theorem 2.2.** Taking $f(x) = g(\nabla \psi(x))$ in the equation (12), we obtain

$$\int \nabla \psi, g(\nabla \psi) \psi^{-\alpha} \, dx = \frac{1}{\alpha - 1} \int \langle \nabla^2 \psi, \nabla g(\nabla \psi) \rangle_{\text{HS}} \psi^{-(\alpha - 1)} \, dx.$$  \hspace{1cm} (13)

We know that the map $x \mapsto \nabla \psi(x)$ sends $\psi^{-\alpha}$ into $\mu$ and the map $x \mapsto \nabla \varphi(x)$ sends $\mu$ into $\psi^{-\alpha}$, $\nabla \psi(\nabla \varphi(x)) = x$, using the change of variable $y = \nabla \varphi(x)$, we get

$$\int x.g(x) \, d\mu(x) = \frac{1}{\alpha - 1} \int \langle \psi(\nabla \varphi), (\nabla^2 \varphi)^{-1}, \nabla g \rangle_{\text{HS}} \, d\mu.$$  \hspace{1cm} (14)

This implies that the Stein kernel exists for $\mu$ and the formula (8) holds true.

**Proof of Theorem 1.1.** Without loss of generality, one may assume that the law $\mu$ has a compact support and a density bounded away from zero. This fact is deduced from, if the support of $\mu$ is not compact, then one can take a sequence of compact sets $F_k$ that converge to the support of $\mu$ and apply results to the restriction of $\mu$ to $F_k$. The estimate on the Wasserstein distance does not depend on $F_k$, so that one can let $k$ go to infinity and obtain results in general cases.

According to Theorem 2.2, the Stein kernel $\tau_\mu = \left( (\tau_\mu)_{ij} \right)_{i,j=1,\ldots,d}$ for $\mu$ is given by the formula (8), and as is standard, $\tau_n(x) := \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^n \tau_\mu(X_j) \frac{1}{\sqrt{n}} \sum_{j=1}^n X_j = x \right]$ is a Stein kernel for $\mu_n$. Using the estimates (4) and (5), we obtain

$$\mathcal{W}_p(\mu_n, \gamma) \leq 2K_p n^{-1/2} c_p \left( d^{p/2} + \int \left( \sum_{j=1}^d \left| (\tau_\mu)_{ij} \right|^2 \right)^{p/2} \, d\mu \right)^{1/p}.$$  \hspace{1cm} (15)

So, the estimate (6) is deduced directly from (15) and Proposition 1.1. This finishes proof of Theorem 1.1.

**3 Proof of Proposition 1.1**

The goal of this section is to provide a detailed proof of Proposition 1.1. Recall that $\psi$ is solution to the transport equation $\left( \varrho(\nabla \psi(x)) \right)^{-\alpha} \text{det}(\nabla^2 \psi(x)) = (\psi(x))^{-\alpha}$, $\varphi := \psi^*$ and
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\[ \tau_\mu(x) = \frac{1}{\alpha-1} \psi(h^2 \nabla^2 \psi(x)) \nabla^2 \psi(x) \nabla^2 \psi(x) \]. Therefore, what we need to prove is

\[
\sup_{x \in \nabla \phi(Supp(\mu))} \left\{ \psi(x) \cdot \left\| \nabla^2 \psi(x) \right\| \right\} < +\infty. \quad (16)
\]

For $\varepsilon > 0$, $h \in \mathbb{R}^d$ and a function $f : \mathbb{R}^d \to \mathbb{R}$ denote

\[
\partial_{hh}^\varepsilon f(x) = f(x + \varepsilon h) + f(x - \varepsilon h) - 2f(x), \quad x \in \mathbb{R}^d. \quad (17)
\]

If $f$ is smooth and $\varepsilon$ is enough small, then the quantity $\partial_{hh}^\varepsilon f(x)$ approximates the pure second derivative $f_{hh}(x)$. The proof of Proposition 1.1 is similar to Proposition 3.1 in [11] and the Caffarelli’s contraction theorem in [6], up to some modifications and other techniques. The main difficult in new setting is, we shall work on the following equation which is obtained by taking logarithm of the equation (9)

\[
\log \left[ \det \left( \nabla^2 \psi(x) \right) \right] = \alpha \left[ -\log \left( \psi(x) \right) + \log \left( \theta \left( \nabla \psi(x) \right) \right) \right], \quad x \in \mathbb{R}^d. \quad (18)
\]

According to properties of the $q$-moment maps (see [12], Proposition 4.4), the smooth map $\nabla \psi : \nabla \varphi(Supp(\mu)) \to Supp(\mu)$ is one-to-one. On the other hand, we have $0 < m_1 \leq \frac{1}{\psi(x)} \leq m_2$ for any $x \in \nabla \varphi(Supp(\mu))$ and some $m_1, m_2 \in \mathbb{R}$. So, to prove (16), it is sufficient to show that

\[
(log \psi)_{hh}(x) = \lim_{\varepsilon \to 0^+} \frac{\partial_{hh}^\varepsilon \log \psi(x)}{\varepsilon^2} \leq c(\varepsilon_0). \quad (19)
\]

Denote by $(\psi^{ij}(x))_{i,j=1,...,d} = (\nabla^2 \psi(x))^{-1}$ the inverse matrix of $\nabla^2 \psi$ at $x$. For a smooth function $u : \mathbb{R}^d \to \mathbb{R}$,

\[
Au(x) := \text{Tr} \left[ (\nabla^2 \psi(x))^{-1} \nabla^2 u(x) \right] = \psi^{ij}(x) u_{ij}(x). \quad (20)
\]

Arguments coming from matrix inequalities\footnote{we are applying, that is:}

\[
\log \det \nabla^2 \psi(x + h) \leq \log \det \nabla^2 \psi(x) + \psi^{ij}(x) \psi_{ij}(x + h) - d \quad (21)
\]

with an equality for $h = 0$. In general, when $A$ and $B$ are symmetric, positive-definite $d \times d$ matrices, then

\[
\log (\det B) \leq \log (\det A) + \text{Tr} \left( A^{-1} B \right) - n. \quad (22)
\]

\[\text{Proof of Proposition 1.1.} \] The proof will be conducted in 5 steps.
Step 1. Existence of maximum point of function \((x, h) \mapsto \partial_{hh}^x \log \psi\) over \(\mathbb{R}^d \times S^{d-1}\).

We first have that the function the function \((x, h) \mapsto \partial_{hh}^x \log \psi\) is continuous on \(\mathbb{R}^d \times S^{d-1}\) and

\[
\partial_{hh}^x \log \psi (x) = \log \psi (x + \varepsilon h) + \log \psi (x - \varepsilon h) - 2 \log \psi (x)
\]

\[
= \log \frac{\psi (x + \varepsilon h) \cdot \psi (x - \varepsilon h)}{(\psi (x))^2}.
\]

On the other hand, \(\psi\) is convex function satisfying \(\lim_{|x| \to +\infty} \psi (x) = +\infty\) and \(x\) is middle point of \(x + \varepsilon h\) and \(x - \varepsilon h\) for any \((x, h) \in \mathbb{R}^d \times S^{d-1}\), so that there exists at least a pair \((\overline{x}, \overline{h}) \in \mathbb{R}^d \times S^{d-1}\) such that \(\psi (\overline{x} + \varepsilon \overline{h}) \geq \psi (\overline{x})\) and \(\psi (\overline{x} - \varepsilon \overline{h}) > \psi (\overline{x})\), it follows that

\[
\partial_{hh}^x \log \psi (\overline{x}) > 0. \quad (24)
\]

Moreover,

\[
2(\psi (x))^2 \cdot \partial_{hh}^x \log \psi (x) = 2 \psi (x + \varepsilon h) \cdot \psi (x - \varepsilon h)
\]

\[
= [\psi (x + \varepsilon h) + \psi (x - \varepsilon h)]^2 - [\psi^2 (x + \varepsilon h) + \psi^2 (x - \varepsilon h)]
\]

\[
= [\partial_{hh}^x \psi (x) + 2 \psi (x)]^2 - [\psi^2 (x + \varepsilon h) + \psi^2 (x - \varepsilon h)]
\]

and hence

\[
e^{\partial_{hh}^x \log \psi (x)} = \left( \frac{\partial_{hh}^x \psi (x)}{2 \psi^2 (x)} \right)^2 + \frac{2 \partial_{hh}^x \psi (x)}{\psi (x)} + 2 - \frac{\psi^2 (x + \varepsilon h) + \psi^2 (x - \varepsilon h)}{2 \psi^2 (x)}. \quad (25)
\]

Setting \(m_1 (\varepsilon) = \frac{2}{2 \psi^2 (x)} [\psi^2 (x + \varepsilon h) + \psi^2 (x - \varepsilon h)]\), then \(m_1 (\varepsilon) > 0\) for \(\varepsilon\) small enough and \(\lim_{|x| \to +\infty} m_1 (\varepsilon) = 1\). The equality \((25)\) becomes

\[
e^{\partial_{hh}^x \log \psi (x)} = m_1 (\varepsilon) + \frac{(\partial_{hh}^x \psi (x))^2}{2 \psi^2 (x)} + \frac{2 \partial_{hh}^x \psi (x)}{\psi (x)}. \quad (26)
\]

Dividing \((26)\) by \(m_1 (\varepsilon)\), note that \(\frac{1}{m_1 (\varepsilon)} e^{\partial_{hh}^x \log \psi (x)} = e^{\log \frac{1}{m_1 (\varepsilon)} + \partial_{hh}^x \log \psi (x)}\) and \(\frac{1}{m_1 (\varepsilon)} \leq \frac{4}{(m_1 (\varepsilon))^4} =: (m_2 (\varepsilon))^2\) when \(m_1 (\varepsilon) \sim 1\), we have

\[
e^{\log \frac{1}{m_1 (\varepsilon)} + \partial_{hh}^x \log \psi (x)} = 1 + m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} + \frac{1}{2} \frac{1}{m_1 (\varepsilon)} \left( \frac{\partial_{hh}^x \psi (x)}{\psi (x)} \right)^2
\]

\[
\leq 1 + m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} + \frac{1}{2} \left( m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} \right)^2
\]

\[
\leq 1 + m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} + \frac{1}{2} \left( m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} \right)^2 + \sum_{k=3}^{+\infty} \frac{1}{k!} \left( m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} \right)^k. \quad (27)
\]

Using Taylor expansion of function \(y \mapsto e^y\), the \((27)\) yields

\[
\exp \left( \log \frac{1}{m_1 (\varepsilon)} + \partial_{hh}^x \log \psi (x) \right) \leq \exp \left( m_2 (\varepsilon) \frac{\partial_{hh}^x \psi (x)}{\psi (x)} \right) \quad (28)
\]
The monotonicity of function $x \mapsto e^x$ on $\mathbb{R}$ give us
\[
\log \frac{1}{m_1(\varepsilon)} + \partial_{hh} \log \psi(x) \leq \frac{m_2(\varepsilon) \partial^2_{hh} \psi(x)}{\psi(x)} \leq m_3(\varepsilon) \partial^2_{hh} \psi(x) \tag{29}
\]
for $|x|$ big enough and $m_3(\varepsilon) > 0$. By using (29) and proof of Corollary 3.4 in [11], we obtain
\[
\lim_{R \to \infty} \left\{ \sup_{|x| \geq R, h \in \mathbb{S}^{d-1}} \partial_{hh} \log \psi(x) \right\} \leq \lim_{R \to \infty} \left\{ \sup_{|x| \geq R, h \in \mathbb{S}^{d-1}} \left( m_3(\varepsilon) \partial^2_{hh} \psi(x) + \log m_1(\varepsilon) \right) \right\} = 0. \tag{30}
\]
Here we applied similar argument as in the proof of Corollary 3.4 in [11] in order to conclude
\[
\lim_{R \to +\infty} \left( \sup_{|x| \geq R, h \in \mathbb{S}^{d-1}} \partial_{hh} \psi(x) \right) = 0, \quad \text{and the rest } \lim_{|x| \to +\infty} (\log m_1(\varepsilon)) = 0. \quad \text{Combining with (24), the (30) implies that the maximum of the function (x, h) \mapsto \partial_{hh} (\log \psi) over } \mathbb{R}^d \times \mathbb{S}^{d-1} \text{ is indeed attained at some } (x_0, e) \in \mathbb{R}^d \times \mathbb{S}^{d-1}.
\]

Step 2. Deducing that $A(\partial_{ee} \psi)(x_0) = o(\varepsilon^2)$ with $\lim_{\varepsilon \to 0} \frac{o(\varepsilon^2)}{\varepsilon^2} < +\infty$.\footnote{In this case, we can prove that $\lim_{\varepsilon \to 0} \frac{o(\varepsilon^2)}{\varepsilon^2} = 0.$}

According to the definition of the operator $A$, we have
\[
A(\partial_{ee} \psi)(x_0) = \text{Tr} \left[ (\nabla^2 \psi(x_0))^{-1} \nabla^2 U(x_0) \right] \tag{31}
\]
where
\[
\nabla^2 U(x_0) = \nabla^2 (\partial_{ee} \psi)(x_0) = \nabla^2 \psi(x_0 + \varepsilon e) + \nabla^2 \psi(x_0 - \varepsilon e) - 2 \nabla^2 \psi(x_0) = [\nabla^2 \psi(x_0 + \varepsilon e) - \nabla^2 \psi(x_0)] + [\nabla^2 \psi(x_0 - \varepsilon e) - \nabla^2 \psi(x_0)]
\]
\[
= [\psi_{ij}(x_0 + \varepsilon e) - \psi_{ij}(x_0)]_{ij} + [\psi_{ij}(x_0 - \varepsilon e) - \psi_{ij}(x_0)]_{ij}
\]
\[
= \left[ \nabla \psi_{ij} \left( x_0 + \lambda_{ij}^{(1)} \varepsilon e \right) \right]_{ij} + \left[ \nabla \psi_{ij} \left( x_0 - \lambda_{ij}^{(2)} \varepsilon e \right) \right]_{ij}
\]
\[
= \varepsilon. \left\{ \left[ \nabla \psi_{ij} \left( x_0 + \lambda_{ij}^{(1)} \varepsilon e \right) \right]_{ij} - \left[ \nabla \psi_{ij} \left( x_0 - \lambda_{ij}^{(2)} \varepsilon e \right) \right]_{ij} \right\}
\]
\[
= \varepsilon. \left[ \left( \nabla \psi_{ij} \left( x_0 + \lambda_{ij}^{(1)} \varepsilon e \right) \right)_{ij} - \left( \nabla \psi_{ij} \left( x_0 - \lambda_{ij}^{(2)} \varepsilon e \right) \right)_{ij} \right] \tag{32}
\]
with $\lambda_{ij}^{(1)}, \lambda_{ij}^{(2)} \in (0, 1)$ and their existences are from the mean value theorem. And additionally, for any $i, j \in \{1, \ldots, d\}$,
\[
\nabla \psi_{ij} \left( x_0 + \lambda_{ij}^{(1)} \varepsilon e \right) - \nabla \psi_{ij} \left( x_0 - \lambda_{ij}^{(2)} \varepsilon e \right) = \begin{pmatrix}
\psi_{ij1}(x_0 + \lambda_{ij}^{(1)} \varepsilon e) - \psi_{ij1}(x_0 - \lambda_{ij}^{(2)} \varepsilon e) \\
\psi_{ij2}(x_0 + \lambda_{ij}^{(1)} \varepsilon e) - \psi_{ij2}(x_0 - \lambda_{ij}^{(2)} \varepsilon e) \\
\psi_{ijd}(x_0 + \lambda_{ij}^{(1)} \varepsilon e) - \psi_{ijd}(x_0 - \lambda_{ij}^{(2)} \varepsilon e)
\end{pmatrix} \tag{33}
\]
Once again using the mean value theorem, there exist \( \lambda_{ij} \in (0, 1) \) such that
\[
\psi_{ijk} \left( x_0 + \lambda_{ij}^{(1)} \varepsilon e \right) - \psi_{ijk} \left( x_0 - \lambda_{ij}^{(2)} \varepsilon e \right) = \varepsilon \left( \lambda_{ij}^{(1)} + \lambda_{ij}^{(2)} \right) \left( e \cdot \nabla \psi_{ijk} \left( x_0 + \lambda_{ij}^{(1)} \varepsilon e - (1 - \lambda_{ij}) \cdot \lambda_{ij}^{(2)} \varepsilon e \right) \right)
\]
for each \( k = 1, 2, \ldots, d \). From (32), (33) and (34), the matrix \( \nabla^2 U (x_0) \) could be rewrite as following
\[
\nabla^2 U (x_0) = o \left( \varepsilon^2 \right) \cdot \nabla^2 V (x_0)
\]
in this case, it’s easy to see that the matrix \( \nabla^2 V (x_0) \) tends to zero matrix as \( \varepsilon \to 0^+ \). Combining (31) and (35), we get
\[
A \left( \partial_{ee}^\varphi \psi \right) (x_0) = o \left( \varepsilon^2 \right) \cdot \text{Tr} \left[ \left( \nabla^2 \psi (x_0) \right)^{-1} \nabla^2 V (x_0) \right] = o \left( \varepsilon^2 \right).
\]
As a corollary (from the equation (18), (23) and (36)),
\[
\partial_{ee}^\varphi \left( \log \varphi \left( \nabla \psi \right) \right) (x_0) = \partial_{ee}^\varphi \left( \log \psi \right) (x_0) + \frac{1}{\alpha} \partial_{ee}^\varphi \left( \log \det \nabla^2 \psi \right) (x_0)
\]
\[
\leq \partial_{ee}^\varphi \left( \log \psi \right) (x_0) + \frac{1}{\alpha} A \left( \partial_{ee}^\varphi \psi \right) (x_0)
\]
\[
= \partial_{ee}^\varphi \left( \log \psi \right) (x_0) + o \left( \varepsilon^2 \right).
\]

**Step 3.** Finding a lower bound of \( e \partial_{ee}^\varphi \left( \log \varphi \left( \nabla \psi \right) \right) (x_0) \) in terms of \(|u|\) and \( \varepsilon \).

The function \( (x, h) \mapsto \partial_{hh}^\varphi \left( \log \psi \right) \) is attained maximum at \((x_0, e)\), the first optimality condition gives us
\[
0 = \nabla \left( \partial_{ee}^\varphi \log \psi \right) (x_0)
\]
\[
= \frac{1}{\psi (x_0 + \varepsilon e)} \nabla \psi (x_0 + \varepsilon e) + \frac{1}{\psi (x_0 - \varepsilon e)} \nabla \psi (x_0 - \varepsilon e) - 2 \frac{1}{\psi (x_0)} \nabla \psi (x_0)
\]
deduces the existence of a vector \( u \in \mathbb{R}^d \) such that
\[
\begin{cases}
\frac{1}{\psi (x_0 + \varepsilon e)} \nabla \psi (x_0 + \varepsilon e) = \frac{1}{\psi (x_0)} \left( \nabla \psi (x_0) + u \right) \\
\frac{1}{\psi (x_0 - \varepsilon e)} \nabla \psi (x_0 - \varepsilon e) = \frac{1}{\psi (x_0)} \left( \nabla \psi (x_0) - u \right)
\end{cases}
\]
Setting \( v = \nabla \psi (x_0) \) and
\[
\begin{aligned}
y_1 &= \frac{\psi (x_0 - \varepsilon e)}{\psi (x_0)} (v - u) \\
y_2 &= \frac{\psi (x_0 + \varepsilon e)}{\psi (x_0)} (v + u) \\
y_3 &= \frac{1}{2} (y_1 + y_2)
\end{aligned}
\]
Moreover, the convexity of \( \psi \) and \( 2 \) yields
\[
g(y_1) + g(y_2) - 2g\left(\frac{1}{2}(y_1 + y_2)\right) \geq 0. \tag{41}
\]

It follows that
\[
\begin{align*}
\partial_{ee}^\psi(\nabla \psi)(x_0) &= \psi(\nabla \psi(x_0 + \varepsilon e)) + \psi(\nabla \psi(x_0 - \varepsilon e)) - 2\psi(\nabla \psi(x_0)) \\
&= \psi(y_2) + \psi(y_1) - 2\psi(v) \\
&\geq \varepsilon_0 \left(y_1^2 + y_2^2 - 2y_3^2\right) + 2\left(\psi(y_3) - \psi(v)\right) \\
&= \varepsilon_0 \left(y_1^2 + y_2^2 - \frac{1}{2}(y_1 + y_2)^2\right) + 2\left(\psi(y_3) - \psi(v)\right) \\
&= \frac{\varepsilon_0}{4}(y_1 - y_2)^2 + 2\left(\psi(y_3) - \psi(v)\right). \tag{42}
\end{align*}
\]
Moreover, the convexity of \( \psi \) implies that
\[
\psi(x_0 + \varepsilon e) + \psi(x_0 - \varepsilon e) \geq 2\psi\left(\frac{1}{2}(x_0 + \varepsilon e) + \frac{1}{2}(x_0 - \varepsilon e)\right) = 2\psi(x_0)
\]
and
\[
\psi(x_0 + \varepsilon e) - \psi(x_0 - \varepsilon e) \geq 2\epsilon \left(\nabla \psi(x_0 - \varepsilon e) \cdot (e)\right).
\]

Therefore, we have
\[
\frac{\varepsilon_0}{4}(y_1 - y_2)^2 = \frac{\varepsilon_0}{4\psi^2(x_0)} \left\{ \left(\psi(x_0 + \varepsilon e) + \psi(x_0 - \varepsilon e)\right)u + \left(\psi(x_0 + \varepsilon e) - \psi(x_0 - \varepsilon e)\right)v \right\}^2 \\
\geq \varepsilon_0 |u|^2 + \varepsilon a_0(\varepsilon) |u| + o(\varepsilon^2). \tag{43}
\]

On the other hand, by the mean value theorem, there exists a vector \( \xi \in \mathbb{R}^d \), \( \lambda_1 \in (-1, 1) \) and \( \lambda_2, \lambda_3 \in (0, 1) \) such that
\[
\begin{align*}
\psi(y_3) - \psi(v) &= \nabla g(\xi)(y_3 - v) \tag{44} \\
\psi(x_0 + \varepsilon e) - \psi(x_0 - \varepsilon e) &= \nabla \psi(x_0 + \lambda_1 \varepsilon e) \cdot (2\varepsilon e) \tag{45} \\
\psi(x_0 + \varepsilon e) - \psi(x_0) &= \nabla \psi(x_0 + \lambda_2 \varepsilon e) \cdot (\varepsilon e) \tag{46} \\
\psi(x_0 - \varepsilon e) - \psi(x_0) &= \nabla \psi(x_0 - \lambda_3 \varepsilon e) \cdot (-\varepsilon e) \tag{47}
\end{align*}
\]
and this yields
\[
\begin{align*}
2\left(\psi(y_3) - \psi(v)\right) &= 2\nabla g(\xi)(y_3 - v) = \nabla g(\xi)(y_1 + y_2 - 2v) \\
&= \frac{1}{\psi(x_0)} \nabla g(\xi) \left\{ \left(\psi(x_0 + \varepsilon e) - \psi(x_0 - \varepsilon e)\right)u + \left(\psi(x_0 + \varepsilon e) - \psi(x_0)\right)v + \left(\psi(x_0 - \varepsilon e) - \psi(x_0)\right)v \right\} \\
&= \frac{e}{\psi(x_0)} \nabla g(\xi) \left\{ \left(\nabla \psi(x_0 + \lambda_1 \varepsilon e) \cdot (2\varepsilon e)\right)u + \left(\nabla \psi(x_0 + \lambda_2 \varepsilon e) \cdot (\varepsilon e)\right)v + \left(\nabla \psi(x_0 - \lambda_3 \varepsilon e) \cdot (-\varepsilon e)\right)v \right\} \\
&\geq \varepsilon a(\varepsilon) |u| + \frac{e}{\psi(x_0)} \nabla g(\xi) \left\{ \left(\nabla \psi(x_0 + \lambda_2 \varepsilon e) - \nabla \psi(x_0 - \lambda_3 \varepsilon e)\right) \cdot (e)\right\}v. \tag{48}
\end{align*}
\]
Once again, using the mean value theorem, there exists \( \lambda_j, j = 1, ..., d \)

\[
\nabla \psi (x_0 + \lambda_2 \varepsilon e) - \nabla \psi (x_0 - \lambda_3 \varepsilon e) = \left( \begin{array}{l}
\psi_1 (x_0 + \lambda_2 \varepsilon e) - \psi_1 (x_0 - \lambda_3 \varepsilon e) \\
\vdots \\
\psi_k (x_0 + \lambda_2 \varepsilon e) - \psi_k (x_0 - \lambda_3 \varepsilon e) \\
\psi_d (x_0 + \lambda_2 \varepsilon e) - \psi_d (x_0 - \lambda_3 \varepsilon e)
\end{array} \right)
\]

\[
= \varepsilon (\lambda_2 + \lambda_3) \left( \begin{array}{l}
\nabla \psi_1 (x_0 + \lambda_1 \varepsilon e) \cdot (e) \\
\vdots \\
\nabla \psi_k (x_0 + \lambda_k \varepsilon e) \cdot (e) \\
\nabla \psi_d (x_0 + \lambda_d \varepsilon e) \cdot (e)
\end{array} \right)
\]

From (48) and (49),

\[
2 \left( \varrho (y_3) - \varrho (v) \right) \geq \varepsilon a (\varepsilon) |u| + o(\varepsilon^2).
\]

Combining (42), (43) and (50), we obtain

\[
\partial_{ee} \left( \varrho (\nabla \psi) \right) (x_0) \geq |u|^2 - \varepsilon \overline{\omega} \varepsilon u (\varepsilon) |u| + o(\varepsilon^2).
\]

Now we evaluate

\[
\partial_{ee} \left( \log \varrho (\nabla \psi) \right) (x_0) = \frac{\partial_{ee} \left( \varrho (\nabla \psi) \right) (x_0) + 2 \varrho (v) + \varrho^2 (\nabla \psi (x_0 + \varepsilon) + \varrho^2 (\nabla \psi (x_0 - \varepsilon))}{2 \varrho^2 (v)}
\]

\[
= \frac{\partial_{ee} \left( \varrho (\nabla \psi) \right) (x_0)}{2 \varrho^2 (v)} + \frac{2 \varrho (v) \partial_{ee} \left( \varrho (\nabla \psi) \right) (x_0)}{2 \varrho^2 (v)}
\]

\[
+ 1 - \frac{\left( \varrho^2 (y_2) - \varrho^2 (v) \right) + \left( \varrho^2 (y_1) - \varrho^2 (v) \right)}{2 \varrho^2 (v)}
\]

\[
\geq 1 + \frac{2 \varrho (v) \partial_{ee} \left( \varrho (\nabla \psi) \right) (x_0) - \left( \varrho^2 (y_2) - \varrho^2 (v) \right) + \left( \varrho^2 (y_1) - \varrho^2 (v) \right)}{2 \varrho^2 (v)}.
\]

Note that \( \varrho (y_1) \rightarrow \varrho (v), \varrho (y_2) \rightarrow \varrho (v) \) as \( \varepsilon \rightarrow 0^+ \), and the function \( \varrho \) is bounded on \( \text{Supp} \mu \), hence there exists a real number \( k \sim 1 \) (i.e., \( |k - 1| \ll 0 \) when \( \varepsilon \) is enough small) such that

\[
\frac{\left( \varrho^2 (y_2) - \varrho^2 (v) \right) + \left( \varrho^2 (y_1) - \varrho^2 (v) \right)}{2 \varrho^2 (v)} = \frac{\left( \varrho (y_2) + \varrho (v) \right) \left( \varrho (y_2) - \varrho (v) \right) + \varrho (y_1) + \varrho (v) \left( \varrho (y_1) - \varrho (v) \right)}{2 \varrho^2 (v)}
\]

\[
\leq \frac{k}{\varrho (v)} [(\varrho (y_2) - \varrho (v)) + (\varrho (y_1) - \varrho (v))]
\]

\[
= \frac{k}{\varrho (v)} \partial_{ee} \left( \varrho (\nabla \psi) \right) (x_0).
\]
Setting \( m = \frac{2-k}{\varepsilon u} \sim \frac{1}{\varepsilon u} \), from (51), (52) and (53),

\[
\left( \log \varepsilon (\nabla \psi) \right)(x_0) \geq 1 + m.\partial_{ee}(\log \varepsilon(\nabla \psi))(x_0) \geq 1 + m\varepsilon_0 |u|^2 - \varepsilon a_1(\varepsilon) |u| + o(\varepsilon^2). 
\]

(54)

**Step 4. Finding an upper bound in terms of \(|u|\) and \(\varepsilon\) for \(\partial_{ee}(\log \psi)(x_0)\).**

According the definition, we have

\[
\partial_{ee}(\log \psi)(x_0) = \left( \log \psi(x_0 + \varepsilon \epsilon) - \log \psi(x_0) \right) + \left( \log \psi(x_0 - \varepsilon \epsilon) - \log \psi(x_0) \right).
\]

By the theorem of mean values, there exist \(\beta_1, \beta_2 \in (0, 1)\),

\[
\partial_{ee}(\log \psi)(x_0) = \frac{1}{\psi(x_0 + \beta_1 \varepsilon \epsilon)} \nabla \psi(x_0 + \beta_1 \varepsilon \epsilon). (\varepsilon \epsilon) + \frac{1}{\psi(x_0 - \beta_2 \varepsilon \epsilon)} \nabla \psi(x_0 - \beta_2 \varepsilon \epsilon). (-\varepsilon \epsilon)
\]

\[
\epsilon \left\{ \frac{1}{\psi(x_0 + \beta_1 \varepsilon \epsilon)} \nabla \psi(x_0 + \beta_1 \varepsilon \epsilon). e - \frac{1}{\psi(x_0 - \beta_2 \varepsilon \epsilon)} \nabla \psi(x_0 - \beta_2 \varepsilon \epsilon). e \right\}
\]

Since \(\nabla \psi(\mathbb{R}^d) \subseteq \text{Supp}(\mu)\), which is a convex, compact set, this deduces that there exists a real number \(K\) such that

\[
\partial_{ee}(\log \psi)(x_0) \leq \epsilon K \left\{ \frac{1}{\psi(x_0 + \varepsilon \epsilon)} \nabla \psi(x_0 + \varepsilon \epsilon). e - \frac{1}{\psi(x_0 - \varepsilon \epsilon)} \nabla \psi(x_0 - \varepsilon \epsilon). e \right\}
\]

\[
= \epsilon K \left\{ \frac{\psi(x_0 + \epsilon) + \psi(x_0 - \epsilon)}{\psi(x_0)} (u.e) + \frac{\psi(x_0 + \epsilon) - \psi(x_0 - \epsilon)}{\psi(x_0)} (v.e) \right\}
\]

\[
\leq \epsilon K \left\{ \frac{\psi(x_0 + \epsilon) + \psi(x_0 - \epsilon)}{\psi(x_0)} (u.e) + \frac{\nabla \psi(x_0 + \epsilon) (2\epsilon \epsilon)}{\psi(x_0)} (v.e) \right\}
\]

It follows that

\[
\partial_{ee}(\log \psi)(x_0) \leq \epsilon a_2(\varepsilon) |u| + o(\varepsilon^2)
\]

(55)

where \(a_2(\varepsilon) > 0\) and \(\lim_{\varepsilon \to 0^+} a_2(\varepsilon) < +\infty\).

**Step 5. Conclusion**

From (37), (54), (55) and Taylor expansion of function \(y \mapsto e^y\), we get

\[
1 + m\varepsilon_0 |u|^2 - \varepsilon a_1(\varepsilon) |u| + o(\varepsilon^2) \leq e^{\partial_{ee}(\log \varepsilon(\nabla \psi))(x_0)}
\]

\[
\leq e^{\partial_{ee}(\log \psi)(x_0) + o(\varepsilon^2)}
\]

\[
= e^{\epsilon a_2(\varepsilon) |u| + o(\varepsilon^2)}
\]

\[
= \sum_{k=0}^{\infty} \left( \frac{\epsilon a_2(\varepsilon) |u| + o(\varepsilon^2)}{k!} \right)^k
\]

\[
= 1 + \varepsilon a_2(\varepsilon) |u| + o(\varepsilon^2)
\]

(56)
once again, we note that $o(\varepsilon^2)$ means \(\lim_{\varepsilon\to 0^+} \frac{a(\varepsilon^2)}{\varepsilon^2} < +\infty\). Therefore, the (56) yields
\[
m \varepsilon_0 |u|^2 - \varepsilon a_3(\varepsilon) |u| + o(\varepsilon^2) \leq 0.
\]
and it follows that
\[
0 \leq |u| \leq \varepsilon a_4(\varepsilon)
\]
where $a_3(\varepsilon)$ and $a_4(\varepsilon)$ satisfying $\lim_{\varepsilon\to 0^+} a_3(\varepsilon) < +\infty$ and $\lim_{\varepsilon\to 0^+} a_4(\varepsilon) < +\infty$. Combining (55) and (58), we get
\[
\partial_{ee}^x \left( \log \psi \right)(x_0) \leq \varepsilon^2 a_5(\varepsilon) + o(\varepsilon^2).
\]
Finally, we obtain
\[
\left( \log \psi \right)_{hh}(x) = \lim_{\varepsilon \to 0^+} \varepsilon^2 \partial_{hh}^x \left( \log \psi \right)(x)
\leq \lim_{\varepsilon \to 0^+} \varepsilon^2 \partial_{ee}^x \left( \log \psi \right)(x_0)
= \lim_{\varepsilon \to 0^+} \frac{\varepsilon^2 a_5(\varepsilon) + o(\varepsilon^2)}{\varepsilon^2} = c(\varepsilon_0)
\]
for any $x \in \mathbb{R}^d$ and $h \in S^{d-1}$. This completes the proof.

\[\square\]
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