Ordering the confusion: A study of the impact of lens models on gravitational-wave lensing detection capabilities
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ABSTRACT

When traveling from their source to the observer, gravitational waves can get deflected by massive objects along their travel path. When the lens is massive enough and the source aligns closely with the line-of-sight to the lens, the wave undergoes strong lensing, leading to several images with the same frequency evolution. These images are separated in time, magnified, and can undergo an overall phase shift. Searches for strongly-lensed gravitational waves are already ongoing. In essence, such searches look for events originating from the same sky location and having the same detector frame parameters. However, the agreement between these quantities can also happen by chance, when the uncertainty on the parameters is such that they overlap, leading to an important confusion background. To reduce the overlap between background and foreground, one can include lensing models, enforcing the lensing parameters to also be consistent with our expectations. In principle, such models should decrease the confusion background. However, when doing realistic searches, one does not know which model is the correct one to be used. The use of an incorrect model could lead to the non-detection of genuinely lensed events. In this work, we investigate under realistic conditions how one can identify lensed events in the unlensed background. We focus on the impact of the addition of a model for the lens density profile and investigate the effect of potential errors in the modelling. We show that it is extremely difficult to identify lensing confidently without the addition of a lens model. We also show that slight variations in the profile of the lens model are tolerable but a model with incorrect assumption about the underlying lens population causes significant errors compared to assuming no lens model at all. We also suggest some strategies to improve the confidence in the detection of strong lensing for gravitational waves.

1. INTRODUCTION

Compact binary coalescences (CBCs) originate from the encounter of two massive objects (black holes or neutron stars) circling each other before merging, distorting the fabric of space-time. Over the last years, the Advanced LIGO (Aasi et al. 2015) and the Advance Virgo (Acernese et al. 2015) have detected 90 such events (Abbott et al. 2021a). In addition, the KAGRA detector (Somiya 2012; Aso et al. 2013; Akutsu et al. 2019; Akutsu et al. 2020) has joined the network of ground-based detectors. A fifth detector is now also being built in India (Iyer et al. 2011). The increased sensitivity has enabled an increasing number of gravitational wave (GW) detections, as well as more and more accurate tests of general relativity (Abbott et al. 2021b), more accurate cosmological studies (The LIGO Scientific Collaboration et al. 2021), and more accurate merger rate reconstructions and representation of the mass functions for the massive objects (Abbott et al. 2021c). As the sensitivity increases and the network of detectors extends, the observation of new physical ef-
Effects will become possible. One such phenomenon could be GW lensing.

If a massive object (such as a galaxy, a galaxy cluster, or other compact objects) is situated along the travel path of a GW, it can deflect the wave, leading to gravitational lensing (Ohanian 1974; Deguchi & Watson 1986; Wang et al. 1996; Nakamura 1998; Takahashi & Nakamura 2003; Dai & Venumadhav 2017; Ezquiaga et al. 2021). Depending on the nature of the lens, the effect produced on the wave can be different. A fraction of the lensed events will undergo strong lensing (Nakamura 1998; Takahashi & Nakamura 2003), where the GW is split into several distinct images appearing in the data as repeated events (Wang et al. 1996; Haris et al. 2018). This can happen, for example, for galaxy lenses (Dai et al. 2017; Ng et al. 2018; Li et al. 2018; Oguri 2018) or for galaxy cluster lenses (Smith et al. 2018, 2017; Smith et al. 2019; Robertson et al. 2020; Ryczanowski et al. 2020). For strong lensing, the size of the lens is typically much larger than the GW wavelength, leading to the so-called geometric optics limit, where the frequency evolution of the wave is unchanged from one image to the other. The images have the same frequency evolution and come from the same sky location. However, some of the parameters are biased by the lensing effect. The images are magnified, leading to a bias for the observed luminosity distance (Dai & Venumadhav 2017; Ng et al. 2018; Pang et al. 2020). In addition, the GW can undergo an overall phase shift, which depends on the relative position of the source and the lens (Ezquiaga et al. 2021). Finally, the different images have a time delay, leading to images arriving from minutes to months apart from each other. For smaller lenses, where the geometrical optic limits are not respected, frequency-dependent effects occur, giving rise to microlensing (Takahashi & Nakamura 2003; Cao et al. 2014; Lai et al. 2018; Christian et al. 2018; Jit Singh et al. 2018; Hannuksela et al. 2019; Meena & Bagla 2020; Pagano et al. 2020; Cheung et al. 2021; Kim et al. 2020). Since massive lenses such as galaxies and clusters of galaxies are not made of a single object but also contain smaller objects, a strongly-lensed GW event can also be micro-lensed (Seo et al. 2021).

If detected, strong lensing could open the door to new scientific opportunities. The detection of a quadruply-lensed event combined with the identification of its electromagnetic (EM) counterpart could lead to the possibility to identify the host galaxy for merging black holes (Smith et al. 2018; Hannuksela et al. 2020; Wempe et al. 2022). In addition, the combination of the two information channels (GW and EM) could enable high precision cosmography measurements (Sereno et al. 2011; Liao et al. 2017; Cao et al. 2019; Li et al. 2019; Hannuksela et al. 2020). The comparison between the GW lensing time delays and the EM time delays enables us to probe the speed of gravity (Baker & Troadden 2017; Fan et al. 2017). Even if the EM counterpart cannot be identified, GW lensing opens new avenues. Indeed, when multiple images are detected, it is effectively the same as seeing the same event with an extended network of detectors. This can be used to probe the entire GW polarization content and look for potential additional polarizations predicted by alternative gravity theories (Goyal et al. 2021b). The detection of a lensed event with higher-order modes could also open the door to enhanced tests of general relativity and lead to even better sky localization capabilities (Janquart et al. 2021b).

When searching for strong lensing, the main idea is to look for pairs of events that have matching detector-frame parameters and sky location Goyal et al. (2021a); Wong et al. (2021). This can be done by comparing the likelihood of the lensed and the unlensed hypotheses, meaning comparing the likelihood of the two events to be lensed, or for similarities to have come about by chance. To do this, several parameter estimation-based tools exist. First, there is the posterior overlap method (Haris et al. 2018). This focuses on a subset of parameters, makes a Gaussian kernel density estimation (KDE) fit, and then compares the fits to see if the posteriors are consistent with each other as expected for lensing. To further discriminate between lensed and unlensed events, it also folds in the time delay information, verifying the compatibility of the observed time delay with the expected distributions for the lensed and unlensed hypotheses. Another approach is to sample the full joint likelihood for the events, leading to higher precision (Liu et al. 2021; Lo & Magana Hernandez 2021). In this case, it is also possible to fold population effects into the analysis so as to for-
mally compare the lensed and the unlensed hypotheses in the light of population models (Lo & Magana Hernandez 2021). A third method, equivalent to the full joint parameter estimation approach under the lensed hypothesis, consists in recasting the lensing likelihood as a conditioned likelihood. This enables to decrease the computational burden of the problem while keeping a high precision (Janquart et al. 2021a). Several of these search methodologies have already been used to search for lensing in the LIGO and Virgo data (Hannuksela et al. 2019; Abbott et al. 2021d). In addition, new methodologies to characterize the lenses at the origin of the observed lensed events are also being developed (Wright & Hendry 2021).

One of the major bottlenecks faced when looking for strongly-lensed multiplets is the number of events and the risk of false alarms associated with it. Indeed, in principle, when searching for lensed events, one would need to verify all the pairs of events one can make out of the detected events. However, at their design sensitivity, the LIGO and Virgo detectors could observe up to $O(1000)$ events (Oguri 2018; Li et al. 2018; Ng et al. 2018; Wierda et al. 2021), and one would need to analyze $O(5 \times 10^5)$ pairs when looking for strong lensing. Naturally, the higher the number of events, the more likely it becomes to observe events with compatible parameters by chance (Wierda et al. 2021; Çalışkan et al. 2022).

Studies have been performed to assess the rate of lensing as well as the importance of the false-alarm probability (Mukherjee et al. 2021; Wierda et al. 2021; Çalışkan et al. 2022). In general, these studies show that once the observation time grows and the number of events considered increases, the false-alarm probability (FAP) when searching for strong lensing increases rapidly. In (Wierda et al. 2021), it is shown that the FAP grows as the square of the observational time when one only compares the frequency evolutions of the signals. This growth can be reduced by adding time delay information, hence by using a prior on time delays motivated by the expected values for a given lens model.

On the other hand, in Çalışkan et al. (2022), the FAP for lensing is evaluated based on matches between the masses of the two events under consideration, their sky location as well as the observed phase difference. They show that once $O(1000)$ events are observed, it is nearly impossible to identify confidently strong lensing as the FAP reaches 1. These two studies focus on a standard setup with the detectors at design sensitivity. Therefore, they also neglect some effects that could make the identification of strongly lensed pairs event more difficult. Indeed, in realistic observation scenarios, detectors have down-time periods, and the event is seen by a reduced number of detectors. This will increase the width of the posterior distributions and make for a higher chance of agreement between the parameters. Moreover, the noise power spectral density (PSD) of the detectors can undergo changes over time, leading to periods with a louder background or lower background noise. This will also have an impact on the constraint we get on the parameters.

In parallel with the characterization of the FAP, there have also been efforts to find the expected characteristics of strongly-lensed GWs (Haris et al. 2018; Wierda et al. 2021; More & More 2021). This is often done by making a source population and a lens population and verifying the distributions of the lensing parameters (magnification ratios, time delays, and Morse factors) we observe for a given lens model. The inclusion of such results in the strong-lensing search pipelines should decrease the risk of false alarms (Haris et al. 2018; Wierda et al. 2021; More & More 2021; Çalışkan et al. 2022). Indeed, one would not require only the match between the frequency evolution of the signals but also that the way in which they are linked is consistent with our expectations for a given lens model. So, for example, two events with similarly compatible frequency evolution but with a time delay larger than what we expect for lensed signals would be penalized. Previous work (Wierda et al. 2021) has shown that the FAP is indeed reduced. However, this was done in a simple context and one assumed that the correct model was known and directly applied. For a real search, one would not know which is the object at the root of the lensing phenomenon, making it impossible to know which model is the correct one. In addition, our models are also subject to errors that could impact
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1 And from there the triples, quadruples, ... In addition, one could also look for sub-threshold counteparts (Li et al. 2019; McIsaac et al. 2020) which would increase the number of pairs to consider. Such candidates are not considered in this work.
the resulting observed distribution. Therefore, it is also important to investigate what the impact of an error in the model or the use of an erroneous model can have on our ability to detect strong lensing.

In this work we investigate how to extract lensed events out of a significant confusion background. We look at the impact of moving from analyzing the agreement between the posteriors of a subset of of parameters to the comparison of the entire frequency evolution. Then, we look at the impact of the inclusion of a lens model and what happens when there are errors in the model that is used. This paper is structured as follows. In Section 2, we present the basics of strong lensing. In the next sections, we give an overview of lensing statistics and how they can be used in parameter estimation. In Section 5, we present the setup of this study, and in Section 6 we present our results and discuss them. Finally, we give our conclusions and perspectives in Section 7.

2. STRONG GRAVITATIONAL WAVE LENSING

Strong gravitational wave lensing splits a GW into several images. Those have the same frequency evolution but can be (de)magnified, time-shifted and undergo an overall phase shift. For each image, the lensed and unlensed waveform can be related as (Dai & Venumadhav 2017; Ezquiaga et al. 2021)

\[ \tilde{h}_L^j(f; \theta, \mu_j, t_j, n_j) = \sqrt{\mu_j} e^{(2\pi i f t_j - \pi i n_j \ln(f)}) \tilde{h}_U(f, \theta), \]

where \( \tilde{h}_U(f, \theta) \) is the unlensed waveform, dependent on the usual BBH parameters \( \theta \), and \( \tilde{h}_L^j(f; \theta, \mu_j, t_j, n_j) \) is the lensed waveform for the \( j \)-th image, which depends on the lensing parameters. These parameters depend on the lens itself, as well as the source-lens configuration. The relative magnification \( \mu_j \) corresponds to a focusing of the wave. Its value corresponds to the inverse of the determinant of the lensing Jacobian matrix (Schneider et al. 1992; Haris et al. 2018; More & More 2021). The time delay \( t_j \) of the image is due to the deflection of the wave, which takes a different geometrical path, changing the time of travel from the source to the observer (Schneider et al. 1992; Haris et al. 2018; More & More 2021). Finally, the wave can also undergo an overall phase shift, called the Morse phase, translated by a discrete Morse factor \( n_j \) (Dai & Venumadhav 2017; Ezquiaga et al. 2021). It can take only three values: 0, 0.5, and 1, and splits the images into different types. When \( n_j = 0 \), there is no shift and the image is of type I. This corresponds to the image passing via the minimum of the lens Fermat potential. If \( n_j = 0.5 \), one observes a type II image. In such a case, the wave is Hilbert-transformed. This happens when the wave passes via a saddle point of the potential. Finally, there are type III images, when the wave passes via a maximum of the potential. This leads to a sign flip of the wave.

The Morse phase is degenerate with the dominant mode of the waveform and is therefore usually not measurable. However, when higher-order modes are present, this degeneracy is lifted, and image type identification becomes possible. If detected, this could lead to smoking-gun evidence for lensing (Wang et al. 2021; Lo & Magana Hernandez 2021; Janquart et al. 2021b; Vijaykumar et al. 2022).

Except for the Morse factor, the lensing parameters can be recast as effective BBH parameters and they cannot be measured individually. So, the relative magnification can be included in an observed luminosity distance \( d_L^{\text{obs},j} \) and the time delay is included in an observed time of coalescence \( t_c^{\text{obs},j} \)

\[ d_L^{\text{obs},j} = \frac{d_L}{\sqrt{\mu_j}}, \]
\[ t_c^{\text{obs},j} = t_c + t_j, \]

where \( d_L \) and \( t_c \) are the unlensed luminosity distance and time of coalescence.

Because of these degeneracies between lensed and unlensed parameters, when several images are present, one often links them using the measurable relative lensing parameters (Dai & Venumadhav 2017)

\[ \tilde{h}_L^i(\theta, \mu_i, t_i, n_i) = \sqrt{\mu_{ji}} e^{(2\pi i f t_j - \pi i n_{ji} \ln(f))} \tilde{h}_L^j(\theta, \mu_j, t_j, n_j), \]

where \( \mu_{ji} = \mu_j/\mu_i, \ t_{ji} = t_j - t_i, \) and \( n_{ji} = n_j - n_i \) are the relative magnification, the relative time delay, and the relative Morse factor. When several images are detected, these parameters are measurable and they have an expected distribution for a given lens model (Haris et al. 2018; Wierda et al. 2021; More & More 2021). This could be used to better make the distinction between the unlensed background and genuinely lensed events.
3. LENSING STATISTICS

For a given lens model, one can compute the expected distribution for the observed delay lensing parameters. Often, one focuses on the time delay as this is well determined in the lensing models and accurately measured in the gravitational-wave data (Haris et al. 2018; Wierda et al. 2021). However, the expected distributions for the relative magnification and the Morse factor can also be computed (even if the computation for the relative magnification can be subject to more debate based on the flux ratio anomalies observed in the EM observations, see for example Mao et al. (2004); Xu et al. (2009, 2015); Maccio & Miranda (2006); Hsueh et al. (2018)), which can lead to further constraints on the nature of the observed signals (More & More 2021). One can also compute the distributions for unlensed events (Haris et al. 2018; Wierda et al. 2021; More & More 2021). For a given event pair, one can then compare the probability to get the observed values under the lensed and the unlensed scenarios, enabling one to rapidly focus on pairs that are compatible with the lens models.

For example, Haris et al. (2018) considers a single isothermal sphere (SIS, Witt 1990) lens and computes the time delay distribution for the lensed case, while assuming a Poissonian distribution for the time of arrivals for the unlensed case. From there, they make the following statistic:

\[ \mathcal{H}_L = \frac{p(t_{ji}|\mathcal{H}_L)}{p(t_{ji}|\mathcal{H}_U)}, \] (5)

where \( \mathcal{H}_L \) stands for the lensed hypothesis and \( \mathcal{H}_U \) for the unlensed hypothesis. This statistic is used to further discriminate between lensed and unlensed events when they already established matching detector frame parameters and sky location using the posterior overlap method.

More & More (2021) go a step further by using a single isothermal ellipsoid model (SIE, Koopmans et al. 2009) and computing the distributions for the time delays, relative magnification and relative Morse factor. The statistic

\[ \mathcal{M}_{\mu,t,n} = \frac{p(\mu_{ji}, t_{ji}, n_{ji}|\mathcal{H}_L)}{p(\mu_{ji}, t_{ji}, n_{ji}|\mathcal{H}_U)}, \] (6)

is a more powerful statistic as it imposes more constraints on the observed lensing parameters. The expected relative Morse factor is dependent on which two images of the lensed multiplet are observed. Therefore, it is more difficult to use and we focus on the \( \mathcal{M}_{\mu,t} \) statistic obtained for the relative magnification and the time delay only in this work.

Similarly, Wierda et al. (2021) uses an SIE model for the lenses, except that shear is also accounted for. This addition leads to a broadening of the expected relative magnification distribution. As for the \( \mathcal{M}_{\mu,t} \) statistic, the distributions for time delay and relative magnification can be used as classification statistics or used to further discriminate between lensed and unlensed events when the agreement between the parameters has already been established. The statistic obtained using this catalog is denoted \( \mathcal{W}_{\mu,t} \) in this work.

A comparison of the distributions obtained for these different models can be seen in Fig. 1

On their own, the lensing statistics can be used to narrow down possible lensing candidates that should be followed up by more extensive pipelines. However, coupled with the lensing parameter estimation pipelines, they could significantly decrease the false alarm probability in lensing searches (Wierda et al. 2021; Çalışkan et al. 2022). In particular, Çalışkan et al. (2022) shows that it would be nearly impossible to identify lensing without including the appropriate lensing statistics.

4. BAYESIAN ANALYSIS FOR STRONG GRAVITATIONAL WAVE LENSING

Under a given hypothesis \( \mathcal{H}_I \), the observed data stream in the detector for an event \( i \) is

\[ d(t) = n(t) + h^I_1(\vartheta_{t,i}), \] (7)

where \( I = U \) for the unlensed hypothesis and \( I = L \) for the lensed hypothesis, and \( \vartheta_{t,i} \) is the set of parameters needed to describe the event \( i \) entirely under the hypothesis \( I \).

To compare two hypotheses, one uses the ratio of evidence under each of these hypotheses. Neglecting selection effects, the lensing evidence for two images is (Liu et al. 2021; Lo & Magana Hernandez 2021; Janquart et al. 2021a)

\[ p(d_1, d_2|\mathcal{H}_L) = \int p(d_1|\theta, \Lambda_1)p(d_2|\theta, \Lambda_2) \]

\[ \times p(\theta, \Lambda_1, \Lambda_2)d\theta d\Lambda_1 d\Lambda_2, \]

where \( \theta \) are the usual BBH parameters, and \( \Lambda_i \) are the lensing parameters for the \( i^{th} \) image, \( p(d_i|\theta, \Lambda_i) \) is the
likelihood for image $i$, and $p(\theta, \Lambda_1, \Lambda_2)$ are the joint priors.

For the unlensed hypothesis, the evidence is

$$p(d_1, d_2|\mathcal{H}_U) = \int p(d_1|\theta_1)p(d_2|\theta_2)p(\theta_1)p(\theta_2)d\theta_1d\theta_2,$$

where $p(\theta_i)$ are the individual priors on the parameters for image $i$.

To decide whether an event is lensed or not, these evidences are compared in the *coherence ratio*

$$C_U^{t_i} = \frac{p(d_1, d_2|\mathcal{H}_L)}{p(d_1, d_2|\mathcal{H}_U)},$$

which quantifies the similarity between the signals. This does not include any selection effects which would include information about the population effects in the lensed and unlensed hypotheses; see Lo & Magana Hernandez (2021) for more information on selection effects.

Generally, the coherence ratio is computed using non-informative priors on the lensing parameters (e.g. uniform in time delay and magnification). This choice is made to keep generic searches unbiased towards a particular model of the lens density profile. Indeed, including distributions predicted by a given model leads to results valid only for that particular model primarily. Even though typical lens galaxies can be well-fit with an SIE model, groups-to-cluster scale lenses can have complicated mass distributions and assuming an incorrect lens model could bias the detectability of lensed events in the data. However, one can still use the results obtained from a model-agnostic run and convert them into model-specific results.

If $Z_{\mathcal{H}_L}^M$ is the evidence for a given model $M$ under the hypothesis $\mathcal{H}_L$, and $Z_{\mathcal{H}_L}^R$ is the evidence obtained from the run for the same hypothesis, then (see Appendix A for a more detailed derivation)

$$Z_{\mathcal{H}_L}^M = \langle p(\theta|D, \mathcal{H}_L) \rangle_{\theta|D,R,\mathcal{H}_L} Z_{\mathcal{H}_L}^R.$$

In this expression, $p(\theta|D, \mathcal{H}_L)$ and $p(\theta|R, \mathcal{H}_L)$ are the probability to observe the parameters in the model and in the run for a given hypothesis, while $p(\theta|D, R, \mathcal{H}_L)$ is the posterior distribution obtained from the model-agnostic run for the data $D$.

In practice, one does not solve the integral over the ratio of probabilities but uses the samples obtained from the runs to compute the weights for each set of samples and then take the average (hence performing a Monte Carlo integration). So,

$$Z_{\mathcal{H}_L}^M = \frac{1}{N} \left( \sum_{i=0}^{i=N} W_R^M(\theta_i, \mathcal{H}_L) \right) Z_{\mathcal{H}_L}^R,$$

where $N$ is the total number of samples obtained from the run, and

$$W_R^M(\theta_i, \mathcal{H}_L) = \frac{p(\theta_i|M, \mathcal{H}_L)}{p(\theta_i|R, \mathcal{H}_L)}$$

is the ratio of probabilities between the model and the run for a set of parameters $i$. Here, the $\{\theta_i\}$

---

**Figure 1.** Left: Time delay probabilities for the different catalogs. One sees that the SIS model is peaked at lower values before dropping fast when going to higher values. The SIE-based models have a wider probability distribution. Right: Relative magnification distributions for the two SIE-based models. The two distributions are consistent and one sees that the addition of shear leads to a broadening of the distribution.
samples are drawn from the run posterior distribution \( p(\theta | D, R, H) \).

The model-dependent coherence ratio is then obtained by taking the ratio of the evidence for the lensed and the unlensed hypotheses, hence

\[
C^L \bigg|_{Model} = \frac{Z^M_{HL}}{Z^M_{HU}}. \tag{14}
\]

In the end, since the reweighing process is faster than the parameter estimation run, this approach enables one to adapt the results for different models without increasing significantly the computational burden. In addition, if the initial coherence ratio is low, one already knows that the event is not lensed since the parameters should match regardless of the lens model and the model-dependent part of the analysis is not needed. Therefore, a good strategy would be to first carry out the parameter estimation for all of the events and then apply the reweighing to account for the effect of the various lens models for the events with a high coherence ratio\(^2\).

5. INJECTIONS AND SETUP OF THE STUDY

5.1. BBH population

In this work, we study the impact of the lens model included in the coherence ratio computation on our ability to differentiate between lensed and unlensed events. Since the fraction of strongly lensed events is relatively low, \( \mathcal{O}(10^{-3}) \) (e.g., Xu et al. 2021; Wierda et al. 2021), we focus on making an extensive unlensed background with a few lensed events on top. Therefore, we generate 100 unlensed BBH mergers. Their masses are sampled from the PowerLaw + Peak distribution (Abbott et al. 2021c). The spins and redshifts are sampled from the ones observed by the LIGO-Virgo-KAGRA (LVK) collaboration (Abbott et al. 2021c). The sky location is sampled from a uniform distribution over the sky, the inclination is uniform in cosine, the phase and polarization are uniform in their domain. We take the time of arrival for the unlensed events to be uniform in a year. For each event, we draw randomly from one of the following cases - the event is observed by i) the two LIGO detectors ii) one of the LIGO detectors and the Virgo detector or iii) by the three detectors jointly. It is important to vary the number of detectors since fewer detector lead to larger uncertainty on some of the critical parameters, such as the sky location. In turn, this leads to more compatibility between the posteriors and higher coherence ratios. For each set of parameters drawn from the distribution, we take the PSD to be that of one of the events in GWTC-2.1 (Abbott et al. 2021e; LIGO & Virgo 2021a) or GWTC-3 (Abbott et al. 2021a; LIGO & Virgo 2021b), and generate colored Gaussian noise from the PSD. We then inject the GW strain into the noise. This leads to a realistic scenario for detections where the number of detectors and the noise are different from one event to the other. The change in the observation conditions between events is important as the differences in noise and number of detectors change the accuracy we have from one event to the other, impacting the observed detection statistic.

From these 100 unlensed events, we make 1500 unlensed pairs. In addition, we add 50 lensed event pairs. The masses, spins, and apparent luminosity distances for the first image are drawn from the same distributions. We then generate the second image by drawing the relative magnification and the time delay from the \( M_{\mu,t} \) parameter catalog (More & More 2021). From here on, we take these distributions to be the true lensing parameter distribution.

We analyze the different events under the unlensed hypothesis using BILBY (Ashton et al. 2019), and analyze the events under the lensed hypothesis using the GOLUM framework (Janquart et al. 2021a) which provides fast and accurate joint parameter estimation for strong lensing. The two parameter estimation pipelines are used with the DYNESTY sampler (Speagle 2020).

5.2. Population analyses

Using our extensive background, we perform different analyses to better understand the process of identifying the lensed events in an unlensed background. For each event pair, we perform a posterior overlap anal-

\(^2\)In this work, we do the reweighing exercises for all of the events, even those with a low coherence ratio as we want to see how the background and foreground change when the lens models are included.
ysis (Haris et al. 2018)\(^3\) as well as a joint parameter estimation run (Janquart et al. 2021a). The objective here is to look into the gain one has when including more parameters when comparing the two signals and the difference between the use of the posteriors only and the use of the strains.

Using the coherence ratios obtained from the joint parameter estimation run, we reweight them for several models using the procedure explained in Sec. 4. We use data from three different catalogs for the lensed models: the \(H_t\) time-delay distribution (Haris et al. 2018), the \(M_{\mu,t}\) time-delay and relative magnification distribution (More & More 2021), and the \(W_{\mu,t}\) time-delay and relative magnification distribution (Wierda et al. 2021)\(^4\). For \(M_{\mu,t}\) and \(W_{\mu,t}\), we do the analysis once with the 2 lensing parameters included, and once with only the time delay. This enables us to probe the impact due to the addition of the relative magnification.

We also introduce four artificial models which represent various observation scenarios. We denote these models, A, B, C, and D. Model A is constructed as a fake galaxy-cluster lens catalog, where we focus on larger relative magnifications and time delays. The two lensing parameters follow a scaled beta distribution. For the relative magnification, the distribution peaks at 10 and has a minimum and a maximum value of 2 and 30, respectively. For the time delay distribution, the peak is at 3 months and the minimum and maximum are 3 days and 1 year, respectively. Model B uses the same relative magnification distribution as the \(M_{\mu,t}\) catalog but has a different time delay distribution. We take it to be a Gaussian peaking at 4 months with a standard deviation of 1.5 months. This example illustrates the impact of a mismodeling of one of the two parameters. The last two models (C and D) resemble the \(M_{\mu,t}\) model as they focus on the same region of parameters space. However, model C has loose bounds, with \(\mu_{ji} \in [0.02, 32]\) and \(t_{ji} \in [30 s, 400 \text{ days}]\), while model D has tighter bounds, with \(\mu_{ji} \in [0.5, 3]\) and \(t_{ji} \in [2 \text{ hr}, 60 \text{ day}]\). These two models represent what would happen if one uses tight or loose bounds on the lensing parameters to be more conservative or to detect more events, respectively.

For each of these models, the probability density in the \((\mu_{ji}, t_{ji})\)-plane is obtained by sampling from the distributions for the individual parameters and performing a KDE reconstruction. The consequence of this is mainly to smoothen the edges of the distributions. A summary of the various lens models used in this work is given in Table 1.

For the \(\mu_{ji}\) and \(t_{ji}\) distributions of the unlensed events, we use the distributions given in More & More (2021) for the unlensed events for all of the models except for \(H_t\). These distributions correspond to a census of magnification (i.e. distance) ratios and time delays for the unlensed pairs of BBH population and depend on the specific assumptions of the BBH population. For the \(H_t\) scenario, we use the same approach as in Haris et al. (2018), where the unlensed time delay is modeled as a Poissonian process. For the unlensed cases in More & More (2021) and in Haris et al. (2018), the probability density is higher for longer time delays when compared to the lensed scenario (see e.g. Fig. 2 in More & More (2021) and Fig. 2 in Haris et al. (2018) for a representation).

5.3. Determining lensed candidates

To determine whether events are lensed or not, we need to use some threshold on the detection statistics. One way of doing this is to use a fixed threshold on the statistic. For example, one could claim an event to be a lensed candidate as soon as \(\ln C > 2\), where \(C\) is any detection statistic. This is similar to the approach considered in Jeffreys (2003). However, this is a generic approach and does not account for the characteristics of the data we are considering. Therefore, in this work, we take an approach similar to the one used in Çalışkan et al. (2022) with the false-alarm probability (FAP) given by

\[
\text{FAP} = \frac{\#\text{Unlensed} > X}{\#\text{All Unlensed}}. \tag{15}
\]

Here the numerator is the number of unlensed above \(X\), a threshold defined based on the observations in the lensed scenario, and the denominator is the total number of unlensed events.

---

\(3\) The consistency between posteriors is computed here for the component masses, the sky location, the spin amplitudes and tilt angles, and the binary’s inclination, similarly to the approach followed in Hannuksela et al. (2019); Abbott et al. (2021d).

\(4\) We used the code base from Wierda et al. (2021) but adapted the detector networks and their sensitivity to match our situation.
Model Description of the model

$M_{\mu,t}$ SIE-based model for relative magnification and time delays described in More & More (2021)

$M_t$ Same as $M_{\mu,t}$ but where we only consider the time delay distribution

$W_{\mu,t}$ SIE + shear based model for the relative magnification and time delays described in Wierda et al. (2021)

$W_t$ Same as $W_{\mu,t}$ but where we only consider the time delay distribution

$H_t$ SIS-based model for the time delay described in Haris et al. (2018)

Model A Toy model representing galaxy-cluster lenses with scaled beta distributions for relative magnification (peak at 10 with minimum of 2 and maximum of 30) and for time-delay (peak at 3 months, minimum of 3 days and maximum of one year).

Model B Toy model with same $\mu_j$ distribution as $M_{\mu,t}$ but with a shifted time delay ($G(4 \text{ months}, 1.5 \text{ months})$).

Model C Toy model based on $M_{\mu,1}$ but using broader bounds on the lensing parameters, with $\mu_j \in [0.02, 32]$ and $t_j \in [30 \text{ s}, 400 \text{ days}]$.

Model D Toy model based on $M_{\mu,1}$ but using tighter bounds on the lensing parameters, with $\mu_j \in [0.5, 3]$ and $t_j \in [2 \text{ hr}, 60 \text{ day}]$.

$^a$ This model can also be defined based on an SIE but we do not do this here as the goal is to have another lens model.

Table 1. Summary of the different lensing models used in this work.

In this work, X is chosen to be the fifth percentile of the detection statistic for the lensed foreground. Using this method, we are able to fold in the effect of the models on both the lensed and the unlensed population. For example, if the model favors the unlensed events and disfavors the lensed ones, its impact on the statistics is such that their values increase for the unlensed events. On the other hand, they decrease for the lensed events, leading to a smaller value of the fifth percentile. Therefore, $#\text{Unlensed} > X$ increases and the FAP becomes higher.

In this work, other information is also used to characterize the performance of the detection statistic for a given model. The receiver operator characteristics (ROC) curve represent the ability of the model to differentiate between lensed and unlensed pairs. It represents the efficiency versus the false positive probability (FPP). The efficiency is defined as the fraction of lensed events having their detection statistic higher than a given value, while the FPP is the number of unlensed events with their detection statistic larger than the given value. So, one wants that highest possible efficiency for an FPP that is as low as possible.

Another way to represent the performance is to use the complementary cumulative distribution function (CCDF) of the unlensed background with the cumulative density function (CDF) of the lensed foreground. Ideally, one wants the CCDF to drop as fast as possible, while the CDF for the lensed foreground should be significant at values as high as possible. The overlap between those two curves will represent the confusion region, where the value of the detection statistic is such that it can correspond to lensed and unlensed events. The smaller this region, the easier it is to distinguish between lensed and unlensed events.

6. RESULTS

6.1. From posterior overlap to joint parameter estimation

First, we verify how the change from posterior overlap to joint parameter estimation modifies the distribution of the corresponding detection statistic. For that, we compute the overlap between the parameters for all the events in our catalog (lensed and unlensed) using the method from Haris et al. (2018) as well as the coherence ratio using GOLUM (Janquart et al. 2021a).

The comparison between the two is given in Fig. 2, where a ROC curve is shown as well as a scatter plot of the detection statistic for the two methods. These plots show that there is a real gain in using a framework like GOLUM, where one ascertains more stringently the correlation between the signals. Based on the ROC curve, we see that the FPP for a given efficiency is reduced when going from one framework to the other.
This is also evident from the number of unlensed events with an \( \ln(C^U_{\ell}) > 0 \) being lower for GOLUM compared to the posterior overlap. For the lensed events, the two frameworks agree relatively well. If we take the threshold for the lensing detection to be the fifth percentile of the lensed detection statistic distribution, then \text{FAP} = 0.85\% \text{ for GOLUM} \text{ and FAP} = 3\% \text{ for posterior overlap, showing that seeking for better correlation between the parameters of the GW signals leads to a lower risk of misidentifying an unlensed event as a lensed one.}

Based on this observation, one could advocate the use of a fast joint parameter estimation tool such as GOLUM to filter out the events before doing more extensive searches. Usually, a GOLUM run would still require the full analysis of the first image, including the Morse factor information. This corresponds to a classical parameter estimation run and is relatively expensive. However, the image type included in the search becomes important when there is a strong higher-order mode (HOM) contribution in the observed event (Ezquiaga et al. 2021; Wang et al. 2021; Janquart et al. 2021b; Vijaykumar et al. 2022). So, a preliminary strategy could be to use the posteriors obtained by the usual LVK pipelines (Abbott et al. 2021a), such as BILBY (Ashton et al. 2019), and perform the analysis of the second image using those posteriors, by-passing the more computationally costly first image run. Under the assumption that the HOMs are weak, the distributed coherence ratio (Janquart et al. 2021a)

\[
C^U_{\ell} = \frac{p(d_1|\mathcal{H}_L) p(d_2|d_1, \mathcal{H}_L)}{p(d_1|\mathcal{H}_U) p(d_2|\mathcal{H}_U)} \tag{16}
\]

can be approximated by

\[
C^U_{\ell} \approx \frac{p(d_2|d_1, \mathcal{H}_L)}{p(d_2|\mathcal{H}_U)} \tag{17}
\]
as the ratio of evidence for the first image is \( \mathcal{O}(1) \) since the only difference between the two is the image type and it cannot be detected without a significant HOM contribution.

With this method, only the run for the second image would be needed in GOLUM, and it would take \( \mathcal{O}(30 \text{ min}) \) at most while enabling a better reduction of the background. Of course, if an event is flagged as having a significant HOM contribution, one would necessarily have to redo the joint parameter estimation completely to make sure that nothing was missed because of potential biases (Janquart et al. 2021b; Vijaykumar et al. 2022)\(^5\).

Some preliminary investigations performed on our catalog show that it is the case that most of the events are well recovered without accounting for the Morse factor in the first image. More extensive comparisons are left for future work.

### 6.2. Including the correct model

Once the catalog has been analyzed and a coherence ratio has been obtained for all the pairs, one can include the effect of lensing statistic in the final results using Eq.(11). This should decrease the confusion region where the background and the foreground overlap and hence the FAP (Haris et al. 2018; Wierda et al. 2021; Çalışkan et al. 2022). In this section, we analyze what happens when the true model is used. In our case, this means the \( M_{\mu,t} \) model. We denote the detection statistic associated with the \( M_{\mu,t} \) model \( C_{M_{\mu,t}} \).

A comparison between the background CCDF and the foreground CDF is shown in Fig. 3. One sees that the region of overlap between the lensed and unlensed distribution is reduced when including the lensing statistics. Indeed, the crossing between the CCDF of the unlensed events and the CDF of the lensed events happens for a higher value and encompasses a smaller area. The unlensed background is decreased for the higher values of \( C^U_{\ell} \) but the tail is not entirely pushed back. This happens because a small number of unlensed events is promoted to a higher \( C_{M_{\mu,t}} \) when the \( M_{\mu,t} \) information is added. Indeed, amongst the events starting with \( \ln(C^U_{\ell}) \) close to zero, some have apparent relative magnifications (i.e. their distance ratios) and time delays more compatible with the lensing hypothesis than the unlensed hypothesis purely by chance. As a consequence, those are not pushed to a lower value but a slightly higher value, mimicking quite well the lensed scenario. However, such events are in the minority and there is an effective decrease in the number of unlensed events with a high probability.

\(^5\)We note that if the HOM content is strong enough to significantly bias the GOLUM analysis, it would probably also bias the posterior overlap analysis, where the samples are usually taken from a standard unlensed parameter estimation run.
We note that our values seem a bit more pessimistic than those presented in Çalışkan et al. (2022) because of the following two main reasons. The first one is the number of events that we analysed in this work. Indeed, since we need to perform parameter estimation on all of the events and all of the pairs, we do not consider as many events as analysed in Çalışkan et al. (2022). However, the goals of our works are different and yet complementary. In Çalışkan et al. (2022), the goal was to show how difficult it is to identify genuinely lensed pairs in a large number of samples and to show how the FAP evolves with the number of samples. Our goal is to study the effect of the addition of specific lens model in the identification of lensed pairs in an unlensed background. Secondly, we consider more realistic and complex observational conditions. We use PSDs coming directly from the third observation run and vary the number of detectors observing different events. This leads to worse constraints on some of the parameters and more scope for match between the unlensed events by chance. Nevertheless, both studies suggest that it is difficult to identify lensed pairs in a background of unlensed events, even if the inclusion of a lens model can help in reducing the risk of false alarms.

6.3. Using other models

In the previous section, we have shown that including the expected distributions for the relative magnification and the time delay in the detection statistic helps dis-
entangle the unlensed background and the lensed foreground. However, here, we use the underlying model used to generate the lensed events. When performing real lens searches, the lens population characteristics is not known accurately (the lens properties for a galaxy-scale or a cluster-scale lens are very different (Dai et al. 2017; Ng et al. 2018; Smith et al. 2018, 2017; Smith et al. 2019) ). In addition, the models for a given type of lens can also be different, for example, several types of density profiles exist for a galaxy lens, such as SIS (Witt 1990), SIE (Koopmans et al. 2009) and SPEMD (Barkana 1998). Although some are favored by electromagnetic observations (Koopmans et al. 2009), there is no guarantee that the assumed model is the best representation of the true lens population in the Universe, and even the best-fitting models are subject to simplifications and inherent degeneracies. For example, we know that our prediction of the relative magnification is less robust than the one for the time delay. The former can be impacted by smaller objects present in the macro-lens (e.g., Cheung et al. 2021; Yeung et al. 2021), which could lead to smeared distributions or secondary peaks. Therefore, we look at what happens when we use a different lensing statistic catalog and when we use only the time delay coming from the lensing statistics.

6.3.1. Effect of shear

Here, we focus on the difference in detection statistics when including shear in the model while the underlying model has no shear. Therefore, we compare the results from the $M_{\mu,t}$ and $W_{\mu,t}$ models as the two rely on an SIE model, except that the second includes shear. We note the detection statistic based on the $W_{\mu,t}$ model $C_{W_{\mu,t}}$. As shown in Sec. 3 and Fig. 1, the two have relatively close distributions, and the main effect of shear is to widen the relative magnification distribution. We also note that the $W_{\mu,t}$ statistic has a slightly higher probability of large time delays.

A comparison of the detection statistics for the unlensed and the lensed events for the two models is shown in Fig. 4. One sees that the two statistics agree quite well, with a few exceptions. For the most part, the unlensed background is unchanged between the two in the sense that most of the unlensed events for one model are also categorized as unlensed for the other model. For $C_{W_{\mu,t}}$, there are a few events with low $C_{M_{\mu,t}}$ that are pushed to a higher statistical values. This happens when the time delays are close to some hundred days and the relative magnification is large. Indeed, in that case, one is in the highest probability values of the model and there is a significant boost due to the lensing statistics. This is also seen for the $C_{M_{\mu,t}}$ statistic where a few events are promoted. This happens for events with short time delays and magnifications close to 1. Still, only a few of the events are significantly changed. Some other events are also a bit increased for $C_{W_{\mu,t}}$, especially at a low value for $C_{M_{\mu,t}}$. This is mainly an effect of the broadening of the relative magnification, where more events become compatible with the lensed hypothesis.

For the lensed events, we see that a few have $C_{W_{\mu,t}} < C_{M_{\mu,t}}$. This is because the peak probability density is reached for different values of the time delay and the relative magnification. Still, no lensed event is entirely discarded. However, this decrease in significance for some events leads to an increase in the FAP, as the fifth percentile has a lower value and. So, more unlensed events have their value above the threshold. For the $C_{W_{\mu,t}}$ statistic, the FAP = 0.1%. As a consequence, doing

![Figure 4. Comparison of the foreground and background for the $C_{M_{\mu,t}}$ and $C_{W_{\mu,t}}$ detection statistics. We see that for most of the events, the two models agree reasonably well. Some events have a higher significance for one model or the other. This happens when the apparent lensing parameters are in a high probability region of the model. For the lensed events, the two models agree well, even if there is a slight decrease in significance for some events when using the $W_{\mu,t}$ distributions. Because of that, the percentile for the lensed event will decrease a bit and the FAP is slightly worse for the $W_{\mu,t}$ model, showing that there is an effect of the small disagreements between the two models.](image-url)
In the same analysis with the same density profile as the underlying distribution but with slight variations in the model is still better than using no model at all. Indeed, the FAP is reduced significantly for the $W_{\mu,t}$ model when compared to the statistics for the coherence ratio.

### 6.4. Using only the time delay

As has been mentioned previously, the time delays are less sensitive to a given model compared to the relative magnification. Therefore, it can be appealing to use only the time delay to reweigh the coherence ratio.

To investigate this, we analyze the lensed and unlensed event pairs using the time delay distributions obtained for the $M_{\mu,t}$ and $W_{\mu,t}$ models and note these detection statistics $C_{M_{\mu,t}}$ and $C_{W_{\mu,t}}$ respectively. In addition, to study the impact of an error on the density profile of the lens, we include the time delays obtained from the $H_t$ model. In this model, the lens profile is an SIS instead of an SIE, leading to a different shape of the time delay distribution (see Fig. 1).

A comparison of the performances for the three models and for the $C^U_H$ and the $M_{\mu,t}$ model is shown in the left panel of Fig. 5. One sees that there is no major difference between using the time delay for the SIE or the SIE + shear models, with a very small difference at lower FPP, which come from the lower probability for lower time delays. Still, we see that in this case, the difference between the models is smaller than for the one with the relative magnification included. The two models are slightly less efficient than the correct model including both the relative magnification and the time delay. For the $M_{\mu,t}$ model, some events have a compatible time delay but not a compatible relative magnification. Therefore, they have a lower $C_{M_{\mu,t}}$ when the reweighting is performed. Those events are not flagged here and thus increase the FPP of the background. A comparison between the $M_{\mu,t}$ model with and without magnification, and the coherence ratio in terms of CDFs and CCDFs for the background and foreground is given in Fig. 6. The FAPs for the $M_{\mu,t}$ and $W_{\mu,t}$ models with only the time delay included are 0.19% and 0.21% respectively. This is higher than the values for the same models with the relative magnification included. On the other hand, we see that the picture is much worse when including the wrong density profile with a very different shape in probability. Indeed, the curve found in the ROC plot from Fig. 5 is not at all comparable to the one from the other models. It is worse than for the case without model. Indeed, the two curves become comparable around an FPP of 0.005 but at lower values, the $H_t$-based model is worse. This can also be seen in the FAP, where, for $C_{H_t}$, FAP = 0.92%, which is higher than for the $C^U_H$ statistic.

A closer comparison between these two statistics can be seen in the right panel from Fig. 5, where we represent the values for one statistic compared to the values for the other statistic. One sees that the two are not entirely correlated for higher values and that one has more unlensed pairs with a high $C_{H_t}$ compared to $C^U_H$. There are also more unlensed events with a value higher than the 5th percentile for $C_{H_t}$. This means that it is more difficult to make the difference between lensed and unlensed events than when no model is included. In the end, this means that including a model quite different from the real one can harm the identification of the lensed events. However, if the lensed event present in the data is a “golden” lensed event (with a very high $C^U_H$ and a relatively short time delay), the wrong statistic will still enable one to detect such an event. In this case, the detection is likely to be less confident than using the correct statistic.

### 6.5. Analyses of the toy models

In this section, we analyze the results for the toy models. These are also important as they represent some hypothetical scenarios of interest and represent what can happen if there are major errors in the model (for example, using an entirely biased model).

#### 6.5.1. Effect of important errors in the model

Here, we look at the results for models A and B, where the two parameters are strongly biased or the time delay is biased to higher values. Such scenarios could be observed for some galaxy-cluster lenses (e.g., Smith et al. 2018, 2017; Smith et al. 2019; Robertson et al. 2020; Ryczanowski et al. 2020). We note the statistics for models A and B are $C_{\text{ModA}}$ and $C_{\text{ModB}}$, respectively.

A comparison of the CDF and CCDF for model A, model B, and the $C^U_H$ is given in Fig. 7. The two models are clearly giving worse results than when no model is used. The effect is more important than for the $H_t$ case. Indeed, here, not only the shapes of the distribu-
Figure 5. Left: ROC for the different models with only the time delay included. The curves for the $C^L_U$ and $M_{\mu,t}$ models with relative magnification and time delay included are also added for comparison. One sees that the use of the time delay only leads to a slight loss in the performance for the search. Still, the picture remains relatively close, making the identification of lensing possible. On the other hand, the model that has an entirely different density profile for the lens ($H_t$) has a significantly poorer performance, performing even worse than without the inclusion of a lens model. Right: Comparison of the detection statistics for the $H_t$ model and no model at all ($C^L_U$), with the 5th percentile (purple dash-dotted line for $\ln(C_{H_t})$, and red dotted line for $\ln(C^L_U)$). One sees more unlensed events with more significant statistics for the wrong model. In addition, more unlensed events cross the 5th percentile threshold, leading to a higher false alarm probability.

Figure 6. Comparison of the CDF and the CCDF for the background and foreground for the $M_{\mu,t}$ model with and without the relative magnification included. The dotted lines represent the 5th percentiles of the statistics for the lensed foreground. We also represent the $C^L_U$ distributions for comparison. We see that the non-inclusion of the relative magnification leads to a larger confusion region. However, it still performs much better than including no model at all.

The situation represented by these models could be the one faced when analyzing a strongly lensed event with one type of lens in mind (for example a galaxy cluster model) while the actual lens is something else (for example a galaxy lens). Since one does not know the true nature of the lens beforehand, it means that performing an entire analysis based only on one model could hinder the detection of a truly lensed event. In addition, in our situation, the FAP is computed when knowing the underlying true distribution. However, in reality, this is not the case. Therefore, if one is not care-
ful and uses a model that is entirely biased, it would have a lot of high significance unlensed events, which could lead to false claims. The only way to make sure of the nature of the event would be to perform a background study to verify the significance of the candidate event. So, one would have to perform an extensive injection study and use the state-of-the-art BBH population and lens distributions. For example, one could use the BBH population given by the LVK collaboration (Abbott et al. 2021c), and a lens distribution taken from a catalog and compute the statistical significance of the candidate pair. This exercise would be analogous to the one presented in this work, except that the FAP would be represented by the number of unlensed pairs with a detection statistic higher than the lensed candidate under consideration⁶.

Finally, since the time delay distribution for galaxy cluster lensed events overlaps much more with the distribution expected for unlensed events, we expect the effect of the lensing statistics to be reduced. Hence, a robust identification of a galaxy-cluster lensed event would be more difficult than for a galaxy lens (see also Wierda et al. 2021, for similar results).

6.5.2. Effect of the bounds on the lensing parameters

In this section, we focus on the alternative models C and D which have broader and tighter bounds, respectively, than the $M_{\mu,t}$ model but focus on the same region of parameter space. This could be seen as a proxy for the use of the highest and lowest bounds on the model parameters. Instead of taking a hard cut on the bounds and keeping the same probability density, we rescale it to the new bounds. Therefore, in practice, we dilute the probability density for model C and condense it for model D. We denote the detection statistic with $C_{\text{Mod C}}$ and $C_{\text{Mod D}}$ for the models C and D, respectively.

A comparison of the performances for models C and D, and for $M_{\mu,t}$ is given in Fig. 8. One sees that the change in bounds has consequences on the performance of the model. Indeed, the two alternative models have a larger confusion background, making for a harder time making the difference between lower significance lensed pairs and higher significance unlensed pairs. For model C, since the bounds on the lensing parameters are larger, it means that more of the unlensed events have lensing parameters that can be compatible with the lensed hypothesis. However, since the probability density is reduced, the unlensed events get less promoted and we get a reduction of the background for the very high values. On the other hand, the lensed events get a smaller boost from the lensing statistics and therefore reach lower values. As a consequence, we also observe an increase in the FAP, with $\text{FAP} = 0.56\%$. This value remains lower than without including any model. However, it is more difficult to confidently identify the lensed events compared to when the exact injected model is used. For model D, the FAP increases quite a bit as well, since $\text{FAP} = 0.83\%$. This is lower than that without including any models as for the broader bonds, but it is still higher than the FAP obtained from using the true model. This happens mainly because of a decrease in the fifth percentile for the lensed distribution. Out of the 50 lensed events, 2 have lensing parameters that have values outside of the bounds covered by model D. Therefore, they get a significant reduction in their statistic, which decreases the percentile in return. Finally, since there are still some unlensed events with compatible apparent

---

⁶ This would be one of the safest ways to ascertain the lensed nature of the event but would also be computationally extensive, as a significant number of parameter estimation runs would be required.
Figure 8. CCDF for the unlensed background and CDF for the lensed foreground for models C and D, and for $\mathcal{M}_{\mu,t}$. The dashed lines represent the 5% percentiles of the statistics for the lensed foreground. The pink curve for the lensed model D foreground extends to very low values because of two lensed events with their lensing parameters outside of the bounds considered for this model. When those events are neglected (or considered as background), one gets the blue curves. In this case, we see that the confusion background gets much closer to the one obtained for the $\mathcal{M}_{\mu,t}$ model. Model C has larger bounds and a diluted probability density in its domain of application. Therefore, we get a lower significance for the lensed events. Model C and D could represent the effect of taking the upper and lower bounds on some model parameters.

lensing parameters, they get promoted to higher values and end up above some of the lensed events. Therefore, the background extends to values comparable to those seen for $\mathcal{M}_{\mu,t}$. If we remove the 2 events with negative $\ln(C_{\text{ModD}})$, then, the FAP becomes 0.06%, which is much closer to the value observed for the $\mathcal{M}_{\mu,t}$ scenario. This lower FAP is a consequence of higher values for the lensed events combined with a slight decrease of the values for the unlensed background.

This experiment shows that there is no major consequence in making errors on the bounds of the model. However, we see that taking more stringent bounds lead to a loss in events, with some event being entirely discarded. Still, if one does not account for the lensed events with a negative $\ln(C_{\text{ModD}})$, the FAP for the remaining event is decreased. On the other hand, using more conservative bounds helps retrieve all the events but leads to an increase in the FAP as the effect of the lensing statistic is weakened, making it less impactful.

7. CONCLUSIONS

In this work, we have investigated how to better make the distinction between lensed and unlensed events by the usage of a rapid joint-parameter estimation pipeline and the inclusion of lensing statistics in the decision process by analyzing an extensive unlensed background with a lensed foreground. Our event pool was made to resemble as much as possible a realistic observation scenario, including changes in the PSD used to generate the noise as well as a variation in the number of detectors observing each event. This leads to an increase in the error made on the parameters, causing unlensed events to be mis-identified as lensed pairs by chance.

First, we have compared the performances of GOLUM with the results of the posterior overlap method (Haris et al. 2018), showing that comparing the strains and ascertaining the match between all the parameters decreases significantly the false-alarm probability. Based on this, we suggest a new approach to perform online searches for strong lensing; neglecting the effect of HOMs, one could use the posterior samples from the first image obtained with traditional methods to analyze the second image under the lensed hypothesis and compare the evidence for this image with the evidence obtained for the unlensed run. This would lead to better discrimination between the lensed and unlensed events at low-latency. However, if BBH events with a large HOM content are found, this method would not be entirely trustworthy, as HOMs can impact the observed parameters and lead to bias if type II images are present.

Using our joint parameter estimation tool, we showed how to incorporate information on the relative magnification and time delay obtained from a lensed model without the need to re-do the parameter estimation, saving precious computational time. This can be done by reweighing the evidence obtained from the runs using the probability densities obtained from different lens catalogs. In this work, we used the results of Haris et al. (2018), Wierda et al. (2021) and More & More (2021) to simulate three different models for galaxy lenses. We

Posterior overlap suffers from the same caveat as it is performed on posteriors obtained during unlensed parameter estimation runs.
also added four toy models representing different possible observation scenarios, such as the analysis using a galaxy-cluster lens or a change in the bounds used for the model. A census of all the models used in this work is presented in Table 1.

We give the FAP values obtained for all the models in Table 2 and represent the performances for the lensing catalog-based models in Fig. 9.

When comparing the discriminatory power between the lensed and the unlensed background for the different models, we have shown that, as expected, the best-case scenario is when one uses the correct model with both the relative magnification and time delay included. We have then shown that having a slight change in the model (represented by the addition of shear in the model) leads to a slight increase in the FAP but does not lead to drastic modifications in the identification capabilities. This implies that minor differences between the true underlying lens model and the model chosen in our analysis will not compromise the detection efficiency significantly.

We also looked at the consequences of using only the time delay in these realistic models. This leads to a slight decrease in the efficiency compared to the case where the relative magnification is used. Indeed, some of the unlensed events have their time delay fairly compatible with the lensing distribution but not their relative magnification. Therefore, when the latter is not included, they are less well removed from the background as there is no decrease in the statistics due to the incompatibility in one of the two parameters. Nevertheless, the increase in FAP is not huge and the identification of lensing is still much easier than without using any model. We note here that the Morse factor (or phase difference) between the events has not been used in this work. However, it could also lead to more constraints and the possibility to get even better efficiency in lensing identification. The difficulty with this parameter is that the expected value is different depending on which pairs of images are seen in the lensed multiplet (More & More 2021). Hence, one would need to account for the uncertainty on the ordering of the observed images.

Next, we study the case where the time delay obtained from the wrong density profile, an SIS model, is assumed instead of the SIE model. Here, the identification of lensing becomes nearly impossible and the efficiency for detection is worse than the case where no model is included at all.

This can be observed even more when looking at the results for the alternative models A and B, where we make toy models with time delays biased towards higher values. In this case, we see that some of the lensed pairs

Table 2. Summary of the FAP for all the models used in this work. There are two values given for Model D, one where we keep all the lensed events (including those having \( \ln(C_{\text{ModD}}) < 0 \)), and the other where we do not consider the events that would not be seen as lensed (those that have \( \ln(C_{\text{ModD}}) < 0 \)).

| Model                        | FAP      |
|------------------------------|----------|
| \( C^L \)                | 0.85%    |
| \( \mathcal{M}_{\mu,t} \) | 0.07%    |
| \( \mathcal{M}_{t_{\text{ij}}} \) | 0.19% |
| \( W_{\mu,t} \)            | 0.1%     |
| \( W_t \)                 | 0.21%    |
| \( H_t \)                 | 0.92%    |
| Model A                   | 2.3%     |
| Model B                   | 2.4%     |
| Model C                   | 0.56%    |
| Model D with all lensed events | 0.83% |
| Model D without discarded lensed events | 0.065% |

Figure 9. ROC for the existing catalogs with and without time delay. One sees that the inclusion of the correct model is the best possible scenario. However, using only the time delays does not lead to a major change. Another catalog using the same density profile but using shear does not drastically change the performances either. Using an erroneous density profile degrades the performances significantly, making them worse than using no model at all.
are seen as unlensed and that the confusion background is increased compared to the scenario without a lens model. This mimics the case where galaxy-scale lenses are analyzed with a cluster-scale lens model. In such a case, the identification of the lensed events would be next to impossible. This motivates the need to perform multiple lens searches in parallel, for each type of lens as the respective lens models are fairly distinct and assuming any one model can lead to missing of lenses belonging to the other type.

Finally, with models C and D, we vary the bounds on the model to understand its impact on the detection. We found that the effect was a slight increase of the FAP when the bounds are widened while retaining all the events. On the other hand, when the bounds are tightened, we lose some of the lensed events. Lensed events with lensing parameters closer to the edge of the distribution are discarded because they get a very low probability in the lensed hypothesis. If we compute the FAP when keeping these events in the lensed foreground, it increases significantly because of the very low values of their statistics. However, by removing them from the lensed pool (which is what would be done in reality), we get a further decrease in the FAP. This indicates that the choice made for the bounds on the model will correspond to a trade-off between the robust identification or significance of the detection versus efficiency of the detection.

In conclusion, although we know that strong lensing of GW could be detected in the coming years, identifying strongly-lensed GW robustly is a real challenge. A large number of unlensed events leads to a significant background that can lead to many false alarms. Still, there is hope. The inclusion of lensing statistics in the detection process makes the chances of correctly identifying lensing much higher. However, using a lens model does not guarantee detection of all lensed events since the efficiency of the detection is sensitive to the choice of the lens model. Therefore, our suggested approach, based on this work, is to analyze first the events without a lens model using a fast joint-parameter estimation tool, and then do a follow-up analysis for the high $C_L^\ell$ pairs using different plausible lens models for different types of lenses, not only limited to the most likely types of lenses. This would also require the development of new lens catalogs to have statistics for other lens types than galaxy lenses (More et al. 2022, in prep.). Setting up such a framework and using extended backgrounds to find the significance of the observed events should help us in the more confident identification of lensing.
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8 We also expect this to be true if one analyzes galaxy cluster lensed events with a galaxy lens model.
**APPENDIX**

A. CONVERSION OF THE EVIDENCE BETWEEN HYPOTHESES

For a given hypothesis (not written explicitly here to ease the notation), the evidence for a model $M$ is

$$Z^M = \int d\theta p(D|\theta)p(\theta|M), \quad (A1)$$

where $D$ is the data, which can be made out of several data streams. However, using Bayes’ theorem, the posterior for a model $R$ is

$$p(\theta, D, R) = \frac{p(D|\theta)p(\theta|R)}{Z^R}.$$

So,

$$p(D|\theta) = \frac{Z^R p(\theta|D, R)}{p(\theta|R)}. \quad (A3)$$

Combining Eqs. (A3) and (A1), one gets

$$Z^M = \int d\theta Z^R p(\theta|D, R) \frac{p(\theta|M)}{p(\theta|R)}.$$

In practice, instead of solving the integral given in Eq. (A4), one uses Monte Carlo integration, sampling $\theta$ from $p(\theta|D, R)$, the posterior distribution and computing a weight for each sample. The integral is then approximated as the mean of the weights:

$$Z^M = \frac{1}{N} \left( \sum_{i=1}^{N} \frac{p(\theta_i|M)}{p(\theta_i|R)} \right) Z^R, \quad (A5)$$

where the $\{\theta_i\}_{i=1,N}$ are sampled from $p(\theta|D, R)$. 
