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Abstract. In this paper we characterize those linear bijective maps on the monoid of all \( n \times n \) square matrices over an anti-negative semifield which preserve and strongly preserve each of Green’s equivalence relations \( L, R, D, J \) and the corresponding three pre-orderings \( \leq_L, \leq_R, \leq_J \). These results apply in particular to the tropical and boolean semirings, and for these two semirings we also obtain corresponding results for the \( \mathcal{H} \) relation.
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1. Introduction

Given an equivalence or order relation on a certain algebraic system, it is natural to ask: what are the transformations that can be performed on this system that leave the relation invariant? In the case where the algebraic system under consideration is a matrix algebra over a field, the investigation of such transformations dates back to the following result of Frobenius [5], which gives a characterisation of the bijective complex linear transformations for which the determinant is an invariant:

**Theorem 1.1.** (Frobenius 1897) Let \( \mathbb{C} \) be the field of complex numbers, and let \( T : M_n(\mathbb{C}) \to M_n(\mathbb{C}) \) be a bijective linear transformation such that \( \det T(X) = \det X \) for all matrices \( X \in M_n(\mathbb{C}) \). Then there exist invertible matrices \( U, V \in M_n(\mathbb{C}) \), with \( \det(UV) = 1 \), such that either \( T(X) = UXV \) for all matrices \( X \in M_n(\mathbb{C}) \), or \( T(X) = UX^TV \) for all \( X \in M_n(\mathbb{C}) \), where \( X^T \) denotes the transposed matrix.

This result was subsequently generalized by Schur [14], who gave a characterisation of maps preserving all subdeterminants of any fixed order \( r \). Later Dieudonné [11] proposed a new approach to classify such transformations, based on the fundamental theorem of projective geometry. Dieudonné obtained a standard characterization of bijective linear maps preserving the set of singular matrices over arbitrary fields.
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Following on from these initial investigations, many authors have studied the problem of determining the linear operators on the $n \times n$ matrix algebra $M_n(F)$ over a field $F$ that leave certain matrix relations, subsets, or properties invariant (see the surveys [11, 12] for the details). In the last two decades much attention has been paid to the investigation of maps preserving different invariants for matrices over various semirings, where completely different techniques are necessary to obtain a classification of linear transformations with certain preserving properties; see [12, Section 9.1] and references therein for more details.

In this paper we consider Green’s relations for the full monoids of $n \times n$ matrices over anti-negative semifields, which include most notably the tropical and boolean semirings. Green’s relation are five equivalence relations (matrices over anti-negative semifields, which include most notably the tropical semiring (or more generally any anti-negative semiring without zero divisors [3, Theorem 2.14]) the bijective linear maps have a very restricted form. In Section 3 we give a complete characterisation of those bijections which preserve each of the relations $\mathcal{L}$, $\mathcal{R}$, $\mathcal{H}$, $\mathcal{D}$ and $\mathcal{J}$ (which can be defined on any semigroup. They encapsulate the divisibility relations between elements and hence together describe the structure of the maximal subgroups and principal left, right, and two-sided ideals of the semigroup. Green’s relations play an important role in many aspects of semigroup theory. A natural problem is to characterize all bijective linear maps which preserve each of the orders or equivalence relations defined by Green. In Section 2 we briefly recall the necessary definitions, pointing out that in the case of the tropical semiring (or more generally any anti-negative semiring without zero divisors [3, Theorem 2.14]) the bijective linear maps have a very restricted form. In Section 3 we give a complete characterisation of those bijections which preserve each of the relations $\mathcal{L}$, $\mathcal{R}$, $\mathcal{D}$, $\mathcal{J}$ and the pre-orders $\leq_{\mathcal{R}}$, $\leq_{\mathcal{L}}$, $\leq_{\mathcal{J}}$, $\leq_{\mathcal{D}}$. In Section 4 we characterise the bijections which preserve the relation $\mathcal{H}$ in $M_n(S)$ for some restricted classes of anti-negative semifields, including the Boolean and tropical semifields.

2. Green’s relations and factor rank in matrix semigroups

Let $\mathcal{M}$ be a monoid. For $a, b \in \mathcal{M}$ we say that:

(i) $a \leq_{\mathcal{R}} b$ if and only if $a\mathcal{M} \subseteq b\mathcal{M}$, that is, if there exists $s \in \mathcal{M}$ with $a = sb$. We say that $a\mathcal{R}b$ if $a \leq_{\mathcal{R}} b$ and $b \leq_{\mathcal{R}} a$, or in other words if $a$ and $b$ generate the same principal right ideal of $\mathcal{M}$.

(ii) $a \leq_{\mathcal{L}} b$ if and only if $Ma \subseteq Mb$, that is, if there exists $s \in \mathcal{M}$ with $a = sb$. We say that $a\mathcal{L}b$ if $a \leq_{\mathcal{L}} b$ and $b \leq_{\mathcal{L}} a$, or in other words if $a$ and $b$ generate the same principal left ideal of $\mathcal{M}$.

(iii) $a \leq_{\mathcal{J}} b$ if and only if $MaM \subseteq MbM$, that is, if there exist $s, t \in \mathcal{M}$ with $a = sbt$. We say that $a\mathcal{J}b$ if $a \leq_{\mathcal{J}} b$ and $b \leq_{\mathcal{J}} a$, or in other words, if $a$ and $b$ generate the same principal two-sided ideal of $\mathcal{M}$.

(iv) $a\mathcal{D}b$ if and only if there exists $c \in \mathcal{M}$ such that $a\mathcal{R}c$ and $c\mathcal{L}b$ (or equivalently, if there there exists $c \in \mathcal{M}$ such that $a\mathcal{L}c$ and $c\mathcal{R}b$).

(v) $a\mathcal{H}b$ if and only if $a\mathcal{R}b$ and $a\mathcal{L}b$.

We recall that a semiring is a set $\mathcal{S}$ together with two binary operations, addition and multiplication, such that $\mathcal{S}$ is a commutative monoid under addition (with identity denoted by $0_{\mathcal{S}}$); $\mathcal{S}$ is a semigroup under multiplication (with identity, if any, denoted by $1_{\mathcal{S}}$); multiplication is distributive over addition on both sides; and $s0_{\mathcal{S}} = 0_{\mathcal{S}}s = 0_{\mathcal{S}}$ for all $s \in \mathcal{S}$. The semiring $\mathcal{S}$ is said to be commutative if the multiplication is commutative. It is said to
be *anti-negative* if \( a + b = 0_S \) implies that both \( a \) and \( b \) are equal to \( 0_S \). It is a *semifield* if \( S \setminus \{0_S\} \) is an abelian group under multiplication.

**Remark 2.1.** If \( S = \{0_S, 1_S\} \) is a 2-element semifield then it is easy to see that the axioms determine the values of all sums and products except for \( 1_S + 1_S \). Setting \( 1_S + 1_S = 0_S \) yields the field \( \mathbb{Z}_2 \), while setting \( 1_S + 1_S = 1_S \) yields the *boolean semiring*, which we shall denote by \( \mathbb{B} \). Since \( \mathbb{Z}_2 \) is not anti-negative and the definition of a semifield implies \( 0_S \neq 1_S \), this means that \( \mathbb{B} \) is the unique anti-negative semifield with strictly fewer than three elements. Some of our results about anti-negative semifields will be established by one argument requiring the ability to take three distinct elements, and a separate argument for the special case of \( \mathbb{B} \).

**Proposition 2.2.** Every anti-negative semifield \( S \) except for \( \mathbb{B} \) contains an invertible element \( k \) such that \( k^2 \neq 1_S \).

**Proof.** Assume for contradiction that \( S \neq \mathbb{B} \) is an anti-negative semifield in which all invertible elements square to give \( 1_S \). Since \( \mathbb{B} \) is the unique anti-negative semifield with fewer than three elements (by Remark 2.1 above), we may choose distinct non-zero elements \( x, y \in S \). Since \( S \) is anti-negative, \( x + y \) is also non-zero. Commutativity of \( S \) together with our assumption yields:

\[
1_S = (x + y)(x + y) = x^2 + xy + xy + y^2 = 1_S + xy + xy + 1_S.
\]

Multiplying both sides by \( x \) and using \( x^2 = 1_S \) then gives \( x = x + y + y + x \), while a dual argument gives \( y = y + x + x + y \), contradicting the assumption that \( x \) and \( y \) are distinct. \( \square \)

**Remark 2.3.** A semiring \( S \) is called *idempotent* if \( a + a = a \) for all \( a \in S \). An idempotent semiring is necessarily anti-negative; indeed if \( a + b = 0_S \) then \( 0_S = a + b = a + a + b = a + 0_S = a \) and a dual argument gives \( 0_S = b \). For example, the *tropical semifield* \( \mathbb{R}_{\max} := \mathbb{R} \cup \{-\infty\} \) together with addition given by taking the maximum and multiplication given by extending *addition* of real numbers so as to make \( -\infty \) a zero element, is an idempotent and hence anti-negative semifield.

Let \( S \) be a semiring. We write \( S^{i \times j} \) for the set of \( i \times j \) matrices over \( S \), which forms an *\( S \)-module* in the obvious way. We write \( M_n(S) \) for \( S^{n \times n} \) viewed as a semigroup under the matrix multiplication induced by the operations in \( S \). If \( S \) contains a multiplicative identity element \( 1_S \), then \( M_n(S) \) is a monoid, with obvious identity element.

Given an anti-negative semifield, our aim is to characterise those bijective \( S \)-linear maps

\[
T : M_n(S) \to M_n(S),
\]

which preserve each of the pre-orders \( \leq_R, \leq_L, \leq_J \) and each of the relations \( \mathcal{R}, \mathcal{L}, \mathcal{J}, \mathcal{D}, \mathcal{H} \). We say that the map \( T \) *preserves* the relation \( \mathcal{P} \) if \( APB \) implies that \( T(A)PT(B) \) for all \( A, B \in M_n(S) \). We say that map \( T \) *strongly preserves* \( \mathcal{P} \) if for all \( A, B \in M_n(S) \) we have \( APB \) if and only if \( T(A)PT(B) \).

For example, it is straightforward to verify that any transformation of the form \( T(A) = PAQ \), where \( P \) and \( Q \) are invertible matrices over \( S \) will
strongly preserve each of the described relations. The transposition transformation strongly preserves \( \leq_J \), \( J \), \( D \) and \( H \) but it does not preserve any of the other relations (the \( L \) and \( R \) relations being transposed).

We begin by recalling a number of module-theoretic characterisations of Green’s relations for matrix semigroups. For \( A \in M_n(S) \) we write \( \text{Row}_S(A) \) to denote the left \( S \)-submodule of \( S^{1 \times n} \) generated by the rows of \( A \) and \( \text{Col}_S(A) \) to denote the right \( S \)-submodule of \( S^{n \times 1} \) generated by the columns of \( A \). The following statement is well-known and can be found in the literature for example as [11, Proposition 4.1].

**Theorem 2.4.** Let \( S \) be a semiring with multiplicative identity element, and \( n \in \mathbb{N} \). For \( A, B \in M_n(S) \) we have

(i) \( A \leq_L B \) if and only if \( \text{Row}_S(A) \subseteq \text{Row}_S(B) \);

(ii) \( A \leq_R B \) if and only if \( \text{Col}_S(A) \subseteq \text{Col}_S(B) \);

(iii) \( AB \) if and only if \( \text{Row}_S(A) = \text{Row}_S(B) \);

(iv) \( ARB \) if and only if \( \text{Col}_S(A) = \text{Col}_S(B) \);

(v) \( AHB \) if and only if \( \text{Row}_S(A) = \text{Row}_S(B) \) and \( \text{Col}_S(A) = \text{Col}_S(B) \).

For semirings (or even semifields) in general, the \( D \) and \( J \) relations are harder to characterise in terms of row and column spaces. However, characterisations are known for many important semirings including in particular the tropical semiring \( \mathbb{R}_{\text{max}} \) (see [1, 7, 9, 10]).

Recall that the **factor rank** \( f(A) \) of a matrix \( A \in S^{n \times m} \) is the smallest positive integer \( k \) such that \( A = BC \) for some \( B \in S^{n \times k} \) and \( C \in S^{k \times m} \).

By convention, a matrix with only zero entries has factor rank 0. Factor rank is also known as **Schein rank** (especially over the Boolean semiring) or **Barvinok rank** (especially over the tropical semiring).

**Remark 2.5.** Let \( S \) be a semifield and suppose that \( M \in M_n(S) \) is a matrix with exactly four non-zero entries which are arranged in a square submatrix as follows:

\[
\begin{pmatrix}
a & b \\
c & d \\
\end{pmatrix}
\]

Then it is easy to see that \( M \) has factor rank at most 2 and, moreover, \( M \) has factor rank 2 if and only if \( ad \neq bc \).

**Remark 2.6.** Factor rank respects the \( J \)-order, in the sense that \( A \leq_J B \) implies \( f(A) \leq f(B) \) (see for example [9, Corollary 8.3]). It follows that it is an invariant of \( H \), \( L \), \( R \), \( D \) and \( J \)-classes. Note that in general \( A \leq_R B \) and \( f(A) = f(B) \) do not suffice to conclude that \( ARB \). For example, let \( S \) be the semiring of non-negative integers, and let \( A \) and \( B \) be the \( n \times n \) matrices with \( A_{1,1} = 2 \), \( B_{1,1} = 1 \) and all other entries equal to 0; then \( A \leq_R B \) and \( f(A) = f(B) \) but \( A \not\leq_R B \) since 2 is not invertible in \( S \).

3. Bijective linear transformations preserving Green’s relations

Let \( E_{i,j} \) denote the matrix with 1\(_S\) in the \((i,j)\)th position and 0\(_S\) elsewhere. It is clear that \( M_n(S) \) is a free \( S \)-module of rank \( n^2 \) having the elements \( E_{i,j} \) as basis. Thus any \( S \)-linear transformation \( T : M_n(S) \to M_n(S) \) is completely determined by the images \( T(E_{i,j}) \).
From now on we assume that $S$ is an anti-negative semifield (such as for example the tropical or boolean semifield). In this case, it was shown in [3] that the bijective $S$-linear maps $T$ have a very restricted form. We write $[n]$ for the set $\{1, \ldots, n\}$.

**Lemma 3.1.** [3 Theorem 2.14]. Let $S$ be an anti-negative semifield and let $T : M_n(S) \to M_n(S)$ be an $S$-linear transformation. The following are equivalent

(i) $T$ is bijective;

(ii) $T$ is surjective;

(iii) There exists a permutation $\sigma \in \text{Sym}([n] \times [n])$ and non-zero elements $\alpha_{i,j} \in S$ such that $T(E_{i,j}) = \alpha_{i,j}E_{\sigma(i,j)}$ for all $i$ and $j$.

The following fact belongs to folklore; its proof for distributive lattices and some other algebraic structures can be found in [15] and [8]. It is formulated without a proof in [13, Lemma 1] for arbitrary anti-negative semirings. For completeness, we provide here a reduction Lemma 3.1 in the case of anti-negative semifields.

**Corollary 3.2.** Let $S$ be an anti-negative semifield. The invertible elements of the monoid $M_n(S)$ are precisely the monomial matrices, that is, those matrices containing exactly one non-zero element in each row and in each column.

**Proof.** Since every non-zero element of $S$ is invertible it is clear that the monomial matrices are invertible; each can be written as a product of an invertible diagonal matrix and a permutation matrix. On the other hand, left multiplication by an invertible matrix $A$ yields a bijective $S$-linear transformation on $M_n(S)$, and so by Lemma 3.1 there exist non-zero elements $\alpha_{i,j} \in S$ and a permutation $\sigma \in \text{Sym}([n] \times [n])$ such that $A \cdot E_{i,j} = \alpha_{i,j}E_{\sigma(i,j)}$ for all $i, j \in [n]$. Since $A = A \cdot (E_{1,1} + \cdots + E_{n,n}) = \alpha_{1,1}E_{\sigma(1,1)} + \cdots + \alpha_{n,n}E_{\sigma(n,n)}$, we deduce that $A$ must contain precisely $n$ non-zero entries. It now follows from the fact that $A$ is invertible (and hence cannot contain a zero row) that there must be exactly one non-zero entry in each row. An entirely similar argument, considering right multiplication by $A$, shows that $A$ must be column monomial.

**Lemma 3.3.** Let $S$ be an anti-negative semifield and let $T : M_n(S) \to M_n(S)$ be a bijective $S$-linear transformation. If $T$ preserves any one of $\mathcal{L}$, $\mathcal{R}$, $\leq_{\mathcal{L}}$ or $\leq_{\mathcal{R}}$, then there exist $\hat{\sigma}, \hat{\sigma} \in \text{Sym}([n])$ and non-zero elements $x_i, y_j \in S$ such that

$$T(E_{i,j}) = x_iy_jE_{\hat{\sigma}(i),\hat{\sigma}(j)} \text{ for all } i, j \in [n].$$

**Proof.** We prove the result for $\mathcal{L}$; the claim for $\leq_{\mathcal{L}}$ follows since a map preserving $\leq_{\mathcal{L}}$ must clearly preserve $\mathcal{L}$, while the statements for $\mathcal{R}$ and $\leq_{\mathcal{R}}$ are dual.

By Lemma 3.1 there exist elements $\alpha_{i,j} \neq 0_S \in S$ for $i, j \in [n]$ and $\sigma \in \text{Sym}([n] \times [n])$ such that $T(E_{i,j}) = \alpha_{i,j}E_{\sigma(i,j)}$ for all $i, j \in [n]$. It is an easy consequence of Theorem 2.4 that for any two non-zero elements $a, b \in S$ and any $i, j, k, l \in [n]$ we have $(aE_{i,j})L(bE_{k,l})$ if and only if $j = l$. Thus if $T$ preserves $\mathcal{L}$ then there exists $\hat{\sigma} \in \text{Sym}([n])$ such that

$$\{\sigma(1,j), \ldots, \sigma(n,j)\} = \{(1, \hat{\sigma}(j)), \ldots, (n, \hat{\sigma}(j))\}$$
for each \( j \). (Informally, this means that \( T \) maps ‘columns to columns’, in the sense that the images of any two matrix units \( E_{i,j} \) and \( E_{k,j} \) must have their non-zero entries in columns with the same index.)

We claim that there exists \( \hat{\sigma} \in \text{Sym}([n]) \) such that \( \sigma(i, j) = (\hat{\sigma}(i), \hat{\sigma}(j)) \) for all \( i \) and \( j \) (so that \( T \) also maps ‘rows to rows’). Suppose not. Then there exist \( i, j, j' \in [n] \) with \( j \neq j' \) such that \( \sigma(i, j) = (m, \hat{\sigma}(j)) \) and \( \sigma(i, j') = (m', \hat{\sigma}(j')) \) for some \( m \neq m' \). (In other words, the images of \( E_{i,j} \) and \( E_{i,j'} \) have their non-zero entries in different rows.) To derive the desired contradiction, we now consider separately the cases where \( |S| \geq 3 \) and where \( S = \mathbb{B} \) is the boolean semiring (see Remark 2.4 above).

Suppose first that \( |S| \geq 3 \). By Proposition 2.2 we may choose \( \lambda \in S \) such that \( \lambda \neq 0_S, 1_S \) and \( \lambda^2 \neq 1_S \). Consider

\[
A = T^{-1}(E_{m,\hat{\sigma}(j)} + E_{m',\hat{\sigma}(j')} + E_{m,\hat{\sigma}(j)} + E_{m',\hat{\sigma}(j')}),
\]

\[
B = T^{-1}(\lambda E_{m,\hat{\sigma}(j)} + E_{m',\hat{\sigma}(j')} + E_{m,\hat{\sigma}(j')} + \lambda E_{m',\hat{\sigma}(j')}).
\]

Since \( m 
eq m' \), \( \hat{\sigma}(j) \neq \hat{\sigma}(j') \) and \( \lambda^2 \neq 1_S \), it is clear that \( f(T(A)) = 1 \) and \( f(T(B)) = 2 \). Since factor rank is an \( L \)-class invariant we see that \( T(A) \not\leq T(B) \). On the other hand, it follows easily from the definitions above that there exist non-zero \( a, b, c, d \in S \) and \( k, l \neq i \) such that

\[
A = aE_{i,j} + bE_{k,j} + cE_{i,j'} + dE_{i,j'}, \quad B = \lambda aE_{i,j} + bE_{k,j} + cE_{i,j'} + \lambda dE_{i,j'}.
\]

Now using the fact that \( \lambda \) is invertible in \( S \), we see that \( A \) and \( B \) have the same row space, and so by Theorem 2.4 we have \( ALB \), providing the required contradiction.

Now consider the case where \( S = \mathbb{B} \). Let \( A = E_{i,j} + E_{i,j'} \) and \( B \) be the matrix with \( 1_S \) in every entry in the \( j \)th and \( j' \)th columns and \( 0_S \) elsewhere. Then \( A \) and \( B \) have the same row space and so by Theorem 2.4 are \( L \)-related. However, it is easy to see that the row space of \( T(A) \) does not coincide with the row space of \( T(B) \), which by Theorem 2.4 means that \( T(A) \not\leq T(B) \), again giving a contradiction.

It remains to show that we can find elements \( x_i, y_j \in S \) for \( i, j \in [n] \) with \( \alpha_{i,j} = x_i y_j \). (Notice that since each \( \alpha_{i,j} \) is non-zero this will also imply that the \( x_i \)'s and \( y_j \)'s are non-zero.) If we let \( R \) be the matrix with \( R_{i,j} = \alpha_{i,j} \), what we wish to show is that \( R \) has factor rank 1. Note that for arbitrary permutation matrices \( P, Q \in M_n(S) \) it is easy to see that \( R \) has factor rank 1 precisely if \( PRQ \) has factor rank 1.

Let \( C \) be the matrix whose entries are all \( 1_S \) and \( D \) the matrix whose first row entries are all \( 1_S \) and other entries all \( 0_S \). Then \( C \) and \( D \) clearly have the same row space and so by Theorem 2.4 are \( L \)-related. Since \( T \) preserves \( L \), this means \( T(C) \leq T(D) \), and hence by Theorem 2.4 again, \( T(C) \) and \( T(D) \) have the same row space. However, from the defining properties of the \( \alpha_{i,j} \) it is easy to see that \( T(D) \) has only one non-zero row, which is equal to the \( \hat{\sigma}(1) \)th row of \( T(C) \). Moreover, \( T(C) = PRQ \) for permutation matrices \( P, Q \in M_n(S) \) corresponding to the permutations \( \hat{\sigma} \) and \( \hat{\sigma} \) respectively. Thus, every row of \( T(C) \) must be a multiple of the \( \hat{\sigma}(1) \)th row of \( T(C) \), showing that \( T(C) \), and hence \( R \), has factor rank 1, as required.

\[ \square \]

**Lemma 3.4.** Let \( S \) be an anti-negative semifield and let \( T : M_n(S) \to M_n(S) \) be a bijective \( S \)-linear transformation. If \( T \) preserves any of the
relations \( D, J \) or \( \leq_J \) then there exist \( \tilde{\sigma}, \tilde{\sigma} \in \text{Sym}(n) \) and non-zero elements \( x_i, y_j \in S \) for \( i, j \in [n] \) such that either
\[
T(E_{i,j}) = x_i y_j E_{\tilde{\sigma}(i), \tilde{\sigma}(j)} \text{ for all } i, j \in [n]; \text{ or }
T(E_{i,j}) = x_i y_j E_{\tilde{\sigma}(j), \tilde{\sigma}(i)} \text{ for all } i, j \in [n].
\]

Proof. Suppose \( T \) preserves one of the given relations. By Lemma 3.3 there exist non-zero \( \alpha_{i,j} \in S \) for \( i, j \in [n] \) and \( \sigma \in \text{Sym}(n) \times [n] \) such that \( T(E_{i,j}) = \alpha_{i,j} E_{\sigma(i,j)} \) for all \( i, j \in [n] \).

We claim that for any \( i, j, j' \in [n] \), the matrices \( T(E_{i,j}) \) and \( T(E_{i,j'}) \) have their non-zero entries in either the same row or the same column. Indeed, if it did neither of these things, then it would have to map one row or a row set to the \( \tilde{\sigma} \) row set and another row set to a column set; since the different row sets are disjoint but every row set intersects every column set, this would contradict the fact that \( T \) is a bijection.

In the standard case, we define \( \tilde{\sigma} \) and \( \tilde{\sigma} \) to be such that \( T \) maps the \( i \)th row set to the \( \tilde{\sigma}(i) \)th row set and the \( j \)th column set to the \( \tilde{\sigma}(j) \)th column set. Since \( T \) is a bijection, they are permutations of \( n \), and it is easy to see that \( \sigma(i, j) = (\tilde{\sigma}(i), \tilde{\sigma}(j)) \). In the transpose case we define them so that \( T \) maps the \( i \)th row set to the \( \tilde{\sigma}(i) \)th column set and the \( j \)th column set to the \( \tilde{\sigma}(j) \)th row set; again they are permutations and this time \( \sigma(i, j) = (\tilde{\sigma}(j), \tilde{\sigma}(i)) \).

It remains to show that we can find elements \( x_i \) and \( y_j \) with \( \alpha_{i,j} = x_i y_j \). In the standard case, we define \( R, C \) and \( D \) exactly as in the proof of Lemma 3.3. The same argument as used there shows that \( C \preceq D \) and hence \( C D D \) and \( C J D \) and \( C \leq_J D \). By assumption \( T \) preserves at least one of the latter three relations, so we have at least one of \( T(C) \preceq D \), \( T(C \setminus J D) \).
and $T(C) \leq_J T(D)$, which means we must have $T(C) \leq_J T(D)$ since this is the weakest of the three possibilities. Now $T(D)$ has exactly one non-zero row, so must have factor rank 1, while $T(C) = PRQ$, for some permutation matrices $P, Q \in M_n(S)$. Since factor rank respects the $J$-order (Remark 2.6) it follows that $T(C)$, and hence $R$, has factor rank at most one 1, which is exactly what we required.

The transpose case is treated by a very similar argument. In particular, $D$ is taken this time to be the matrix with 1 in the first column, we deduce that $CRD$, that $T(C) \leq_J T(D)$ and that $T(D)$ has exactly one non-zero row, and hence again that $T(C) = (PRQ)^T$ has factor rank at most 1. □

**Theorem 3.5.** Let $S$ be an anti-negative semifield and $T: M_n(S) \to M_n(S)$ a bijective $S$-linear transformation. Then the following are equivalent:

(i) $T$ preserves $R$;

(ii) $T$ preserves $L$;

(iii) $T$ preserves $\leq_R$;

(iv) $T$ preserves $\leq_L$;

(v) there exist invertible (monomial) matrices $P,Q \in M_n(S)$ such that for all $X \in M_n(S)$, we have $T(X) = PXQ$.

**Proof.** It is straightforward to verify (directly or using Theorem 2.4) that (v) implies the other four conditions.

Conversely, suppose that one of (i), (ii), (iii) or (iv) holds. Let $\hat{\sigma}, \hat{\tau}, x_i$ and $y_i$ be as given by Lemma 3.3. Let $P$ and $Q$ be the monomial matrices given by $P_{\hat{\sigma}(i),i} = x_i$ and $Q_{j,\hat{\tau}(j)} = y_j$. The map $M_n(S) \to M_n(S), X \mapsto PXQ$ is clearly $S$-linear, so it suffices to show that it agrees with $T$ on the basis elements $E_{i,j}$. For each such, from the definitions of $P$ and $Q$,

$$\langle PE_{i,j}Q \rangle_{rs} = \begin{cases} x_iy_j & \text{if } r = \hat{\tau}(i) \text{ and } s = \hat{\sigma}(j) \\ 0 & \text{otherwise.} \end{cases}$$

so that $PE_{i,j}Q = x_iy_j E_{\hat{\sigma}(i),\hat{\tau}(j)} = T(E_{i,j})$ by Lemma 3.3. □

**Theorem 3.6.** Let $S$ be an anti-negative semifield and $T: M_n(S) \to M_n(S)$ a bijective $S$-linear transformation. Then the following are equivalent:

(i) $T$ preserves $D$;

(ii) $T$ preserves $J$;

(iii) $T$ preserves $\leq_J$;

(iv) there exist invertible (monomial) matrices $P,Q \in M_n(S)$ such that either $T(X) = PXQ$ for all $X \in M_n(S)$, or $T(X) = PX^{T}Q$ for all $X \in M_n(S)$.

**Proof.** Again, it is straightforward to verify (directly or using Theorem 2.4) that (iv) implies the other three conditions. For the converse, suppose one of (i), (ii) or (iii) holds and let $\hat{\sigma}, \hat{\tau}, x_i$ and $y_i$ be given this time by Lemma 3.3. In the standard case (in the terminology of the proof of Lemma 3.3) define $P$ and $Q$ as in the proof of Theorem 3.5 and we have $T(X) = PXQ$ for all $X$ by exactly the same argument but using Lemma 3.4 in place of Lemma 3.3 at the end.

In the transpose case, define $P$ and $Q$ to be the monomial matrices with $P_{\hat{\tau}(j),j} = y_j$ and $Q_{i,\hat{\sigma}(i)} = x_i$. The map $X \mapsto PX^{T}Q$ is easily seen to be
Corollary 3.7. Let $S$ be an anti-negative semifield. If a bijective $S$-linear transformation on $M_n(S)$ preserves any of $D$, $J$ and $\leq_J$ then it:

- strongly preserves $D$, $J$, $\leq_J$ and $H$; and
- either strongly preserves $L$, $R$, $\leq_L$ and $\leq_R$ or else strongly exchanges $L$ with $R$ and strongly exchanges $\leq_L$ with $\leq_R$.

Corollary 3.8. Let $S$ be an anti-negative semifield and $T : M_n(S) \to M_n(S)$ a bijective $S$-linear transformation. Then the following are equivalent:

(i) $T$ exchanges $L$ with $R$;
(ii) $T$ exchanges $\leq_L$ with $\leq_R$;
(iii) $T$ strongly exchanges $L$ with $R$;
(iv) $T$ strongly exchanges $\leq_L$ with $\leq_R$;
(v) there exist invertible (monomial) matrices $P, Q \in M_n(S)$ such that for all $X \in M_n(S)$, we have $T(X) = PX^TQ$.

Corollary 3.9. Let $S$ be an anti-negative semifield. If a bijective $S$-linear transformation on $M_n(S)$ preserves any of $L$, $R$, $\leq_L$ and $\leq_R$ then it strongly preserves $L$, $R$, $D$, $J$, $H$, $\leq_L$, $\leq_R$ and $\leq_J$.

4. The $H$ relation

So far we have proved relatively little about the $H$-relation. There are reasons to expect that it might behave like the $D$, $J$ and $\leq_J$ relations. We have not been able to establish this at quite the same level of generality as our results above (that is, for all anti-negative semifields), but we shall show this does happen for many anti-negative semifields including the key examples of the boolean semifield $\mathbb{B}$ and the tropical semifield $\mathbb{R}_{\max}$. We begin with a lemma analogous to, but weaker than, Lemmas 3.3 and 3.4 above.

Lemma 4.1. Let $S$ be an anti-negative semifield and let $T : M_n(S) \to M_n(S)$ be a bijective $S$-linear transformation. If $T$ preserves the $H$ relation then there exist $\hat{\sigma}, \hat{\sigma} \in \text{Sym}([n])$ and non-zero elements $\alpha_{i,j} \in S$ such that either

\[ T(E_{i,j}) = \alpha_{i,j}E_{\hat{\sigma}(i),\hat{\sigma}(j)} \text{ for all } i,j \in [n]; \text{ or} \]
\[ T(E_{i,j}) = \alpha_{i,j}E_{\hat{\sigma}(j),\hat{\sigma}(i)} \text{ for all } i,j \in [n]. \]
Proof. By Lemma 3.1 there exist \( \alpha_{i,j} \in S \) and \( \sigma \in \text{Sym}([n] \times [n]) \) such that \( T(E_{i,j}) = \alpha_{i,j}E_{\sigma(i,j)} \) for all \( i,j \in [n] \). Define row sets and column sets of basic matrices as in the proof of Lemma 3.4. Just as there, we need to show that \( T \) maps row sets and column sets to row sets and column sets.

Suppose not. Then there must exist \( i,j,k,l \in [n] \) with \( i \neq j \) and \( k \neq l \) such that either
- \( \sigma(i,k) = (m,q) \) and \( \sigma(j,l) = (p,q) \); or
- \( \sigma(i,k) = (q,m) \) and \( \sigma(j,l) = (q,p) \),
for some \( m,p,q \) with \( m \neq p \). We consider the first case, the second being dual.

Consider the matrices \( A = E_{i,k} + E_{j,l} \) and \( B = E_{i,l} + E_{j,k} \). It is easy to see (for example by Theorem 2.4) that \( AHB \). Now \( T(A) \) has non-zero entries only in the \((m,q)\) and \((p,q)\) positions, and it is also easy to show that any matrix \( H \)-related to \( T(A) \) must have non-zero entries in these same two positions. Since \( T \) preserves the \( H \) relation we have \( T(A)HT(B) \), so \( T(B) \) must have this form, thus we must have \( \{\sigma(i,l), \sigma(j,k)\} = \{(m,q), (p,q)\} = \{\sigma(i,k), \sigma(j,l)\} \) which clearly contradicts the fact that \( \sigma \) is a permutation of \([n] \times [n] \).

This establishes that \( T \) maps row sets and column sets to row sets and column sets. We now reason exactly as in the proof of Lemma 3.4 to deduce that it either maps row sets to row sets and column sets to column sets (the standard case), or row sets to column sets and column sets to row sets (the transpose case). The construction of the permutations \( \tilde{\sigma} \) and \( \tilde{\tau} \) is then also just as in the proof of Lemma 3.4.

It is instructive to compare Lemma 4.1 with Lemmas 3.3 and 3.4 which played a key role in establishing our results for the other relations. Recall that given a bijective \( S \)-linear map \( T : M_n(S) \to M_n(S) \) preserving one of Green’s relations, Lemma 3.1 allows us to describe \( T \) by a permutation \( \sigma \) of \([n] \times [n] \) and invertible constants \( \alpha_{i,j} \) such that \( T(E_{i,j}) = \alpha_{i,j}E_{\sigma(i,j)} \) for all \( i \) and \( j \). Lemma 3.3 (where \( T \) preserves \( L, \mathcal{R}, \leq_L \) or \( \leq_R \)) and Lemma 3.4 (where \( T \) preserves \( \mathcal{D}, \mathcal{J} \) or \( \leq_J \)) then allow us to split the permutation \( \sigma \) of \([n] \times [n] \) into two permutations of \([n] \), and split the coefficients \( \alpha_{i,j} \) as \( x_iy_j \) for non-zero elements \( x_i \) and \( y_j \). Lemma 3.1 (where \( T \) preserves \( \mathcal{H} \)) performs the first of these tasks but not the second. We do not know if it is possible to split the coefficients where \( T \) preserves \( \mathcal{H} \) over a completely general anti-negative semifield \( S \). The essence of the proof of the following lemma is that we can do so, and hence obtain a characterisation of \( \mathcal{H} \)-preserving linear bijections, unless \( S \) admits a \( 2 \times 2 \) matrix with an extremely strong combination of properties. In fact we do not know whether a matrix of this kind can exist over an anti-negative semifield; we shall see that it certainly cannot exist over well-studied examples such as the tropical and boolean semifields.

**Lemma 4.2.** Let \( S \) be an anti-negative semifield and let \( T : M_n(S) \to M_n(S) \) be a bijective \( S \)-linear transformation. If \( T \) preserves \( \mathcal{H} \) then either

(A) there exist invertible (monomial) matrices \( P,Q \in M_n(S) \) such that either \( T(X) = PXQ \) for all \( X \in M_n(S) \) or \( T(X) = PX^TQ \) for all \( X \in M_n(S) \); or
(B) there exists $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(S)$ such that:

(S1) $a, b, c, d$ are invertible in $S$;
(S2) $M$ has factor rank 2; and
(S3) for every invertible element $k \in S$, the matrices

$$A_k = \begin{pmatrix} ak & b \\ c & dk \end{pmatrix} \quad \text{and} \quad B_k = \begin{pmatrix} a & bk \\ ck & d \end{pmatrix}$$

are $\mathcal{H}$-related in $M_2(S)$.

Proof. Suppose condition (B) is not satisfied; we shall show that condition (A) must be.

Since $T$ preserves $\mathcal{H}$, Lemma 4.1 tells us that there exist permutations $\hat{\sigma}$ and $\tilde{\sigma}$ of $\{1, \ldots, n\}$ and non-zero elements $\alpha_{l,p} \in S$ such that either:

- $T(E_{l,p}) = \alpha_{l,p} E_{\hat{\sigma}(l), \hat{\sigma}(p)}$, for all $l, p \in [n]$ (the standard case); or
- $T(E_{l,p}) = \alpha_{l,p} E_{\tilde{\sigma}(p), \tilde{\sigma}(l)}$, for all $l, p \in [n]$ (the transpose case).

Following the same lines of reasoning given in the proof of Lemma 3.4 and Theorem 3.6, if we let $R$ be the matrix with $R_{l,p} = \alpha_{l,p}$, then it suffices to show that every row of $R$ can be written as a multiple of some common row vector.

Suppose first that we are in the standard case. Let $l, m, p, q \in [n]$ and define

$$M = \begin{pmatrix} \alpha_{l,p} & \alpha_{l,q} \\ \alpha_{m,p} & \alpha_{m,q} \end{pmatrix}.$$ 

Notice that $M$ satisfies condition (S1). Now for any invertible $k \in S$ consider the matrices:

$$U = kE_{l,p} + E_{l,q} + E_{m,p} + kE_{m,q}$$
$$V = E_{l,p} + kE_{l,q} + kE_{m,p} + E_{m,q}.$$ 

Up to reordering, $U$ and $V$ have the same rows, and also the same columns. Thus $U \mathcal{H} V$, and so by assumption $T(U) \mathcal{H} T(V)$. Now we have

$$T(U) = \alpha_{l,p} kE_{i,r} + \alpha_{l,q} E_{i,s} + \alpha_{m,p} E_{j,r} + \alpha_{m,q} kE_{j,s}$$
$$T(V) = \alpha_{l,p} E_{i,r} + \alpha_{l,q} kE_{i,s} + \alpha_{m,p} kE_{j,r} + \alpha_{m,q} E_{j,s},$$

where $\hat{\sigma}(l) = i, \hat{\sigma}(m) = j, \tilde{\sigma}(p) = r$ and $\tilde{\sigma}(q) = s$. Notice that the $2 \times 2$ submatrices of $T(U)$ and $T(V)$ obtained by restricting to the non-zero rows and columns (that is, rows $i$ and $j$ and columns $r$ and $s$) are exactly the matrices $A_k$ and $B_k$ from the statement of the Lemma. It follows easily that $A_k \mathcal{H} B_k$.

Since $k$ was a general non-invertible element this means that $M$ satisfies condition (S3). Since by assumption condition (B) does not hold, it must be that $M$ fails to satisfy condition (S2). In other words, $M$ must have rank strictly less than 2, which by Remark 2.5 means that $\alpha_{l,p} \alpha_{m,q} = \alpha_{l,q} \alpha_{m,p}$.

Fixing $l, m, p$ and letting $q$ vary, we deduce that row $l$ of $R$ can be obtained from row $m$ of $R$ via multiplication by $\alpha_{l,p}(\alpha_{m,p})^{-1}$. Since $l$ and $m$ were arbitrary, this shows that all the rows of $R$ are scalar multiples of each other, as required.

In the transpose case we use an almost identical argument but working with the transpose of the above matrix $M$. □
Lemma 4.3. Let $S$ be an anti-negative semifield and suppose $M \in M_2(S)$ satisfies conditions (S1), (S2) and (S3) from the statement of Lemma 4.2. Let $k \in S$ be an invertible element. Then the matrices

$$A_k = \begin{pmatrix} ak & b \\ c & dk \end{pmatrix} \quad \text{and} \quad B_k = \begin{pmatrix} a & bk \\ ck & d \end{pmatrix} \in M_2(S)$$

have factor rank $2$.

Proof. By condition (S3) we have $A_k H B_k$, and so (by Remark 2.6) the matrices $A_k$ and $B_k$ have the same factor rank.

Suppose for a contradiction that this common rank is not 2. By Remark 2.5 it follows that $adk^2 = bc$ and $bck^2 = ad$. Since $k$ is invertible and (by condition (S1)) so too is each of $a, b, c, d$, we may deduce that $k^4 = 1$.

It is then easily verified that the (factor rank 1) matrix

$$k^3 A_k = \begin{pmatrix} a & bk^3 \\ ck^3 & d \end{pmatrix}$$

is $H$-related to $B_k$. Since $B_k$ and $k^3 A_k$ are of factor rank 1 with all entries non-zero and equal diagonals, the only way this can happen is if $B_k = k^3 A_k$. Looking at the entries of the two matrices, we see that this forces $k^2 = 1$ and hence $ad = bc$. By Remark 2.5 again this means that $M$ has factor rank 1, which contradicts condition (S2). □

Theorem 4.4. Let $S$ be an anti-negative semifield in which every invertible element has a square root (for example, the boolean semifield or tropical semifield). Let $T : M_n(S) \to M_n(S)$ be a bijective $S$-linear transformation. Then $T$ preserves $H$ if and only if there exist invertible (monomial) matrices $P, Q \in M_n(S)$ such that either $T(X) = PXQ$ for all $X \in M_n(S)$ or $T(X) = PX^TQ$ for all $X \in M_n(S)$. In particular, $T$ preserves $H$ if and only if $T$ preserves $D$.

Proof. It is easy to see that maps of the given form preserve $H$. For the converse, suppose $T$ is an $S$-linear bijection which preserves $H$, and which does not have the given form. Then by Lemma 1.2 there is a matrix

$$M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(S)$$

satisfying the conditions (S1), (S2) and (S3) given in the Lemma. By condition (S1), the entries are all invertible, so $bca^{-1}d^{-1}$ exists and is invertible. Let $k$ be the square root of $bca^{-1}d^{-1}$. Clearly $k$ is invertible (with inverse $kdac^{-1}b^{-1}$). Let $A_k$ be as defined in Lemma 4.2. Now $bca^{-1}d^{-1} = k^2$ implies $(ak)(dk) = bc$ which by Remark 2.5 means that $A_k$ has factor rank 1. But Lemma 4.3 says that $A_k$ has factor rank 2, giving a contradiction. □

The hypotheses of Theorem 4.4 apply in the usual tropical semifield over the real numbers but not, for example, the tropical semifield restricted to the integers. The following is a comparable result encompassing this and other similar cases.

Theorem 4.5. Let $S$ be an anti-negative semifield. Suppose that whenever \{u, v\} $\subseteq S^2$ and \{x, y\} $\subseteq S^2$ are different generating sets for the same 2-generated submodule of $S^2$, we have \{u, v\} = \{λx, μy\} for some invertible $λ, μ \in S$. 


Then an $S$-linear bijection $T : M_n(S) \to M_n(S)$ preserves $\mathcal{H}$ if and only if there exist invertible (monomial) matrices $P, Q \in M_n(S)$ such that either $T(X) = PXQ$ for all $X \in M_n(S)$ or $T(X) = PX^TQ$ for all $X \in M_n(S)$. In particular, $T$ preserves $\mathcal{H}$ if and only if $T$ preserves $\mathcal{D}$.

Proof. If $S = \mathbb{B}$ then the result follows from Theorem 4.4 so assume $S \neq \mathbb{B}$. Just as in the proof of Theorem 4.4, it is clear that maps of the given form preserve $\mathcal{H}$, so suppose $T$ is an $S$-linear bijection preserving $\mathcal{H}$ which doesn’t have the given form. As before, by Lemma 4.2 there is a matrix

$$M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(S)$$

satisfying the conditions (S1), (S2) and (S3) given in the Lemma. For each invertible $k \in S$ let $A_k$ and $B_k$ be as given in Lemma 4.2. By Lemma 4.3 all the matrices $A_k$ and $B_k$ have factor rank 2, from which it follows that the row space of each such matrix is a 2-generated submodule of $S^2$. Consider the row space of $A_k$, which (since $A_k \mathcal{H} B_k$) is equal to the row space of $B_k$.

Applying the assumption on $S$ where $\{u, v\}$ is the set of rows of $A_k$ and $\{x, y\}$ is the set of rows of $B_k$, it now follows that there exist invertible $\lambda, \mu \in S$ such that either

$$(a, bk) = \lambda (c, dk) \text{ and } (ck, d) = \mu (ak, b), \text{ or}$$

$$(a, bk) = \lambda (ak, b) \text{ and } (ck, d) = \mu (c, dk).$$

Since $a, b, c, d, k, \lambda, \mu$ are all invertible, in the first case we deduce that $\lambda = ac^{-1} = bd^{-1}$, so that $ad = bc$ which by Remark 2.5 contradicts condition (S2). In the second case we deduce that $\lambda = \mu = k$ and $k^2 = 1_S$. But since $k$ was a general invertible element and $S \neq \mathbb{B}$, this contradicts Proposition 2.2.

Acknowledgments

The research contained in this article was started in 2012 during a visit of the first author to the University of Manchester, funded by EPSRC grant EP/I005293/1 (Nonlinear Eigenvalue Problems: Theory and Numerics). He is grateful to the School of Mathematics and the Tropical Mathematics Group for their warm hospitality. He also thanks RFBR grant 15-01-01132 for partial financial support of his research.

References

[1] M. Akian, R. Bapat, and S. Gaubert. Max-plus algebra. Handbook of Linear Algebra, V. 39. Chapman and Hall, 2006.
[2] M. Akian, S. Gaubert, and A. Guterman, Linear independence over tropical semirings and beyond, Contemporary Mathematics, AMS, 495 (2009) 1–38.
[3] L. Beasley and A. Guterman, Linear preservers of extremes of rank inequalities over semirings: the factor rank, J. of Math. Sciences (New York), 131 no. 5 (2005) 5919–5938.
[4] J. Dieudonné, Sur une généralisation du groupe orthogonal à quatre variables. Arch. Math. 1 (1949) 282–287.
[5] G. Frobenius, Über die Darstellung der endlichen Gruppen durch lineare Substitutionen, Sitzungsber. Preuss. Akad. Wiss (Berlin), Berlin, 1897, 994–1015.
[6] A. E. Guterman, Matrix invariants over semirings, Handbook of Algebra ed.: M. Hazewinkel, Elsevier, North-Holland, 6 (2009) 3–33.
[7] C. Hollings and M. Kambites, Tropical matrix duality and Green’s $D$ relation, *J. London Math. Soc.* 86, no. 2 (2012) 520–538.

[8] S. N. Il’in, Invertibility of matrices over ordered algebraic systems, Sib. Mat. J. 39 no. 3 (1998) 551–559 [in Russian].

[9] M. Johnson and M. Kambites, Green’s $J$-order and the rank of tropical matrices, *J. of Pure Appl. Algebra*, 217, no. 2 (2013) 280–292.

[10] M. Johnson and M. Kambites, Multiplicative structure of $2 \times 2$ tropical matrices, *Linear Algebra Appl.*, 435 (2011) 499–512.

[11] C.-K. Li and N.K. Tsing, Linear preserver problems: A brief introduction and some special techniques, *Linear Algebra Appl.* 162-164 (1992) 217–235.

[12] S. Pierce et al, A survey of linear preserver problems, *Linear and Multilinear Algebra*, 33 (1992) 1–119.

[13] O.A. Pshenitsyna, Maps preserving invertibility for matrices over semirings, *Uspekhi Mat. Nauk* 64 no. 1 (2009) 157–158 [in Russian].

[14] I. Schur, *Einige Bemerkungen zur Determinantentheorie*. Akad. Wiss. Berlin: S.-Ber. Preuβ., (1925) 454–463.

[15] L.A. Skornyakov, Invertibility of matrices over distributive structures, Sib. Mat. J. 27 no. 2 (1986) 182–185 [in Russian].

[16] D. Wilding, M. Johnson and M. Kambites, Exact rings and semirings, *J. Algebra*, 388 (2013) 324–337.