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Abstract
This article discusses two methods to measure the concept of local competitiveness: Principal Component Analysis (PCA) and Analytical Hierarchy Process (AHP). The goal of this analysis is to determine whether these two methods used in social sciences research lead to comparable model results. By non-parametric tests we show that there is a significant correlation between the PCA and AHP local competitiveness indexes. Thereafter, a developed mixed method examination of whether the methods can be used interchangeably is presented and illustrated with detailed examples of two mixed approaches. The mixed method confirms the correlation between the PCA and AHP models. However, the mixed modelling results indicate the utility of the PCA in the situation of a multicriteria local competitiveness data examination.
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1 Introduction
The choice of a research method is determined by the type of data or its collection systems. The mixed method approach depends on the type of the study’s research question and moreover reflects on the subjective and objective knowledge of the research problem according to Tashakkori and Teddlie (2010). Sharp et al. (2012) point to the utility of mixed methods in mostly in the decision making process studies. A multicriteria decision-making method in its principle analyses sets of variables simultaneously on different observations. This paper tackles the concept a local competitiveness model, presented in
the studies (Kurek et al. 2020a, 2020b), referred further as study 1 and study 2. By using these examples a multivariate data model analysis is presented. Two multifactor methods i.e. Principal Component Analysis (PCA) and Analytical Hierarchy Process (AHP) were applied to build a local competitiveness models in both studies. These procedures led to the establishment of local competitiveness indexes for the analysed municipalities in Poland, which were used for further econometric analysis. In this article we focus on the structure of the local competitiveness models developed by the PCA and AHP methods. Both the PCA and AHP methods enabled the computation of a singular competitiveness index, which measures the level of local competitiveness. This index allows for the observation of trends in development over time, and the comparison of competitiveness levels among the sampled municipalities. Approaches to a single competitiveness index used in regional and local studies can be found in works by: Huovari et al. (2002), Plummer et al. (2014), Huggins (2003), Ozaslan et al. (2006), Bronisz et al. (2008), Bulu (2011), Dijkstra et al. (2011), Lengyel and Rechnitzer (2013), Makštutis at el. (2012), Sáez and Periáñez (2015), Trisnawati et al. (2008), with attention given to the weighting system decisive to the model outcome.

An essential element of regional competitiveness is the presence of natural resources (Gross and Ringbeck, 2008; Porter, 2003, 2008; Rutkaukas, 2008) that allow for infrastructural development (Camagni and Capello, 2013; Eskelinen et al. 2002; Palei, 2015). It supports our research assumption about the positive relation between local competitiveness and geothermal resources in the study 1 (Kurek et at. 2020a) and study 2 (Kurek et al. 2020b). Nevertheless, the literature does not point to one, exclusive approach in defining local competitiveness. In the two studies about the impact of geothermal resources on local competitiveness, we developed two approaches to construct a local competitiveness index, a PCA and a AHP model. Both indexes were based on the same indicator’s dataset input, i.e. secondary data collected from the same statistical data source. Still, the value of the indexes delivered by the PCA and AHP differ due to the weight structures that each method employs.

Although there are various techniques for normalizing multicriteria criteria and determining their weights, the construction of a local indicators-based model in the referenced geothermal papers has been tackled by two methods that are different in nature. The PCA, as a multivariate analysis, built the local model by transforming indicators without losing information and by identifying new variables with greater meaning. As a multicriteria decision-making method predominantly qualitative, the AHP evaluated the local indicators by asking experts and applied priority scales into the construction of the model. Yet, both techniques result in a weights model applicable to the criteria that are examined.

The research question of this study is how comparable are the results yielded by the PCA and AHP methods in the situation of secondary data? We draw this research question from applying the two approaches to the similar problems in the both referred studies. The two models based on the same socioeconomic secondary data delivered two indexes i.e. the measures of local competitiveness or development. A statistical comparison of the indexes rankings constitutes the core analysis of this paper. By using statistical procedures, we aim to methodically determine whether PCA and AHP results are comparable, or whether the methods can be used interchangeably for a phenomenon of socioeconomic data. This comparison of both methods is legitimate if we find a significant relationship between the results obtained by the PCA and AHP. To explore the comparison, we propose mixed weights modelling, which is an experimental method in the context of our research problem and the methods’ specificities. Such a practical approach is not yet found in the existing methodological literature and related socioeconomic studies.
The theoretical framework of this article sits in the nature of the epistemology. This discipline is driven by the process of knowledge and seeking validation for already known ideas. In its variation, it also discusses the criteria to corroborate a concept (Bunge 2001). Modern interpretation of epistemology in social sciences includes areas of research methods and methodology. Throughout the analysis the research question is addressed by the justification of the methods selection and the results. The design of a mixed method refers to the motivation for their integration and to the so-called pragmatic epistemology. In this article, the purpose for integration derives from the data structure and assumed convergent findings delivered by the two methods. Moreover, the motivation behind developing the mixed methods approach is also influenced by the paradigm of choices emphasized by Patton (1990). His concept refers to the choice of a research method determined by the type of research problem rather than by methodological appropriateness. In this way, the mixed methods approach serves for better analysis of the core of our study, i.e. the comparison of two multicriteria methods with different assumptions. According to the paradigm of choices, the research question and context dictate the choice of appropriate techniques and the degree of mixing methods in order to be able to answer the research question, argues Mason (2006).

This introduction explaining the purpose of the paper is followed by the presentation of the developed local competitiveness models. Then, the analysis of the models takes place. Next, the used methods are explained. The new, mixed approach of presenting two mixed models is proposed further with the section on outcomes testing. A section with conclusions and discussion closes the paper.

2 The PCA and AHP local competitiveness models

The form of a competitiveness model is dependent on the composition of the variables that build it. Thus, the selection of the competitiveness variables is a decision-making process. It mainly concerns the dataset that is available and comparable at the given level and at the same time reflects its competitive performance. In the case of our research problem, the dataset had to reflect the local competitiveness indicators at the municipality level. The models of local competitiveness in the studies 1 and 2 concerned a selection of municipalities in Poland. The group of municipalities was conditioned by the research assumptions in the two studies and limited to 63 municipal units in Poland. The concept of local competitiveness model followed the local competitiveness definition of Storper (1997) that points at the local potential of sustaining an attractive and stable environment for market growth and providing standards of living for those who participate in it. Therefore, the design of the indicators model encompasses socioeconomic data representing local economic condition and development potential. Local socioeconomic data used in the studies 1 and 2 was collected from a homogenous source – the Local Data Bank, which is a section of the Central Statistical Office in Poland at the level of NUTS 5 for the years 1995–2017. This source allowed for the assurance of data coherency and comparability for the observed municipalities. From the available and coherent socioeconomic data, the local

---

1 Selection of available and consistently collected socioeconomic indicators sourced in the Central Statistical Office of Poland (https://bdl.stat.gov.pl/BDL/start).
2 NUTS is the Eurostat’s Nomenclature of Territorial Units for Statistics. In Poland, NUTS 5 corresponds with the municipal administrative unit.
Table 1 Categories and indicators of local competitiveness model

| Population Resources $C_p$ | Local Economy $C_e$ | Public Finance $C_g$ | Tourism $C_t$ | Infrastructure $C_i$ | Level of Life $C_l$ |
|-----------------------------|---------------------|----------------------|---------------|----------------------|---------------------|
| Internal migration/ 10,000 inhabitants $C_{p1}$ | % of employed inhabitants $C_{e1}$ | Municipal income/inhabitant $C_{g1}$ | Polish tourists accommodated/1000 inhabitants $C_{t1}$ | Industrial and domestic water consumption / inhabitant $C_{i1}$ | Outpatient healthcare facilities/10,000 inhabitants $C_{l1}$ |
| Natural increase/ 10,000 inhabitants $C_{p2}$ | No of private economic activities $C_{e2}$ | Municipal investment expenditure/inhabitant $C_{g2}$ | Foreign tourists accommodated/1000 inhabitants $C_{t2}$ | Cubic volume of delivered buildings / inhabitant $C_{i2}$ | Environmental protection investment/inhabitant $C_{l2}$ |
| % of population in productive age $C_{p3}$ | No of national commercial companies $C_{e3}$ | PIT income/ employed inhabitant $C_{g3}$ | Tourism accommodation units/1000 inhabitants $C_{t3}$ | Km of water-supply and sanitation network/inhabitant $C_{i3}$ | Primary and Lower secondary education expenditure/pupil $C_{l3}$ |
| Birth rate $C_{p4}$ | No of commercial companies with foreign capital $C_{e4}$ | Budget deficit/inhabitant $C_{g4}$ | No of overnight stays $C_{t4}$ | Residential water system connections/inhabitant $C_{i4}$ | % of population connected to wastewater treatment plants $C_{l4}$ |

Source: Kurek et al. (2020a, 2020b)
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Competitiveness indicators were constructed in theoretical reference to work of: Malecki (2004), Olewiler (2006), Pires et al. (2014), Scipioni et al. (2009), Strojny (2015). Hence, Table 1 depicts the indicators that compose the local competitiveness model used in both studies.

This model pursued by the PCA and AHP methods resulted in the local competitiveness indexes that we aim to compare. As discussed, although the input model data was the same in both studies, we obtained different values of the local competitiveness indexes. The PCA and AHP indexes values and the data they are built of is stored in the Mendeley repository with a detailed explanation (Kurek 2020).

Hence, the element that differentiated these results is the weights that both methods yield in reference to the model indicators. These weights constitute the system decisions about the importance of each of the competitiveness indicators that were further synthesized in the form of an index. Where the PCA as a factor analysis regrouped the original structure of the local competitiveness model (Table 1), the AHP expert method did not change its presumed structure (Table 1). Experts followed the given model, assessing the weights according to their own judgements. Tables 2 and 3 present the obtained weights of the local competitiveness indicators from each method. The labels of the indicator’s weights refer to the classification indicators from Table 1.

We observe that the PCA method restructured the Table 1 local competitiveness model by regrouping the indicators into eight principal components (Table 3). The original structure of the proposed model is kept in the AHP method’s weights assessment (Table 2).
Therefore, the composition of weights is here the main determinant of the proposed local competitiveness model in both studies. Since the two local competitiveness indexes do not represent a normal distribution, their comparison refers to non-parametric testing. As our study aims to find out how the results delivered by both methods are comparable, we seek correlations between them. We propose to address the study objective by testing the correlations of the rankings of the 63 municipalities built according to the PCA and AHP competitiveness index scores. The number of municipalities observed is the same as in the related studies 1 and 2 i.e. the geothermal municipalities and associated benchmark municipalities. Creating rankings due to the index score is the preferred approach since local competitiveness is not measured at an absolute level. This arrangement allows for the comparison of the relative position of a municipality observation in the ranking due to the index score. The index value itself does not indicate the competitiveness of a municipality.

Considering the difference in the local competitiveness model design and in order to compare the methods, we test the correlations between the two competitiveness indexes. The correlations are to indicate the assumed convergence of indexes. Using correlations, we are able to measure the degree to which the two indexes move in relation to each other i.e. their association. We do not seek causal relationship between the local competitiveness indexes, but an observation as to whether and how strongly the two index variables are related. In the case of an acceptable correlation, it can be assumed that the methods can be used interchangeably when examining local competitiveness. The next section discusses the results of correlation testing that use average competitiveness indexes as the model variables.

### 3 Comparison of the PCA and AHP local competitiveness models

The examination of the correlation between the two local competitiveness indexes answers the research question about the comparability of the two methods, in the case of a determined set of local socioeconomic indicators used for the local competitiveness models. Therefore, the testing is intended to determine the strength of the assumed relation between the PCA and AHP generated models. The two competitiveness indexes of the examined 63 municipalities, calculated for the years 1995–2017 do not represent the normal distribution (see Kurek 2020). Hence, the interpretation about the municipalities’ competitiveness includes a relative competitive position within the range of municipalities. The local competitiveness indexes of the municipalities cannot be interpreted numerically. The interpretation lies in comparing the value of the indexes within the selected batch of municipalities on an ordinal scale. That is why the non-parametric tests ranking the municipalities’ competitiveness indexes can answer our research problem. However, for the purpose of our testing we apply the final rankings of the selected 63 municipalities according to PCA and AHP, built as an average ranking position for the observed period 1995–2017. The compilation of the rankings of average municipal competitiveness are presented in the study of (Kurek 2020).

Siegel (1957) discusses the usefulness of the non-parametric tests for cases of ordering, classification, or rankings. Non-parametric methods, unlike classical statistical methods, do not need to estimate the parameters of a predetermined random variable distribution in the population. The non-parametric model’s robustness requires a larger sample size to draw conclusions with the same degree of confidence. Moreover, non-parametric models differ from parametric ones in that the model structure is not specified a priori but is instead
determined from the data type (Anderson 1961). This is illustrated by our two cases of local competitiveness models, which depend on the determined data selection.

To express the correlation between two variables, a correlation coefficient is calculated. The three most common non-parametric correlation coefficients are: Spearman’s R, Kendall’s tau and Gamma (Bagdonavicius et al. 2013). When calculating Spearman’s R, it is assumed that the considered variables were measured at least on the ordinal (ranked) scale, i.e. that individual observations can be arranged in two ordered series. The statistical power of Kendall’s tau is similar to Spearman’s R coefficient. However, the values of both coefficients usually do not coincide, because their logical foundations and calculation formulas differ significantly. Siegel and Castellan (1988) express the relationship between these two measures in the form of inequalities: -1 ≤ 3 *Kendall’s tau—2 *Spearman’s R ≤ 1. More importantly, these coefficients have different interpretations. Spearman’s R coefficient can be treated similarly to Pearson’s linear correlation coefficient, i.e. in terms of the percentage of variability explained. The difference is that Spearman’s R is calculated based on rank, whereas the Kendall’s tau coefficient is based on the probability, i.e. the difference between the probability, that two variables are in the same order within the observed data and the probability that their order is different. In our examination we chose Kendall’s tau-c for the correlations interpretation since it is used for rectangular tables and adjusts for tied ranks. Using the SPSS software version 25 we run the non-parametric correlation test for the local competitiveness indexes (stored in Kurek 2020) yielded by the PCA and AHP methods. The SPSS analysis includes the non-parametricity coefficients. Table 4 presents the test results.

Having observed the coefficients we argue that the two distributions are acceptably correlated. Therefore, the rankings obtained by the PCA and AHP methods are correlated according to the correlation coefficients scores. The quantitative relationship between the variables is statistically significant. These two methods that are different from each other in the assumptions and procedures show a clear correlation between the results obtained. We studied the same multivariate phenomenon of local competitiveness through the PCA and AHP procedures, which proved to be related to each other. Due to the obtained research results and their convergence, we argue that both methods can be used to analyse the multicriteria concept of local competitiveness. Thus, both decision-making methods are accepted in this comparative analysis.

| Table 4 | Cross tabs correlation calculation for the PCA and AHP local competitiveness indexes rankings |
|---------|--------------------------------------------------------------------------------------------------|
|         | Value | Asymptotic Standard Error<sup>a</sup> | Approximate T<sup>b</sup> | Approximate Significance |
| **Ordinal by Ordinal** | | | | |
| Kendall’s tau-c | .390 | .079 | 4.907 | .000 |
| Gamma | .390 | .079 | 4.907 | .000 |
| Spearman Correlation | .542 | .098 | 5.037 | .000<sup>c</sup> |
| N of Valid Cases | 63 |

<sup>a</sup>Not assuming the null hypothesis
<sup>b</sup>Using the asymptotic standard error assuming the null hypothesis
<sup>c</sup>Based on normal approximation

source: SPSS stats 25 own elaboration
Although the PCA and AHP models used the same dataset, the weight system of each method is nevertheless responsible for the yielded correlation level. The next section analyses the weights generation in the principles of the PCA and AHP method. A mixed weights experiment is then carried out.

4 The local competitiveness index by the PCA and AHP methods

A multiple criteria research problem requires the identification and weighting of the criteria to allow research topics to be ranked on the basis of a composite score (Horton et al. 1993). These weights are further used to calculate a single measure of the overall contribution of each indicator to a combined set of objectives. Huggins (2003) points to the importance of weights in creating a competitiveness index. Weights represent their relative effectiveness as a performance measure, in particular illustrating the interrelationships between the input data and output indicator value. In both our model scenarios, the weights are determined by the PCA and AHP procedures (see Table 2 and Table 3). These weights models processed with the data of the Table 1 indicators deliver the synthetic local competitiveness index (see Kurek, 2020). Despite the same input data, the difference in the two index values is explained by the different weights models generated by the two methods. Therefore, the acceptable level of correlation of the PCA and AHP local competitiveness indexes (Table 4) results from the methods’ assumptions regarding the weighting system.

4.1 Principal Component Analysis local competitiveness index

As a multifactor analysis, the Principal Component Analysis is particularly suited to examine a set of correlated variables in socioeconomic studies (Fabrigar and Wegener 2011; Jolliffe 1986; Taherdoost et al. 2014; Vyas and Kumaranyake 2006). The PCA represents a method that normalizes the data through compromise, further decomposing the data concentration into a set of new orthogonal variables i.e. the principal components ordered by the amount of variance that each component explains (Hervé Abdi and Williams 2010; Govaert 2013). The observation on each component is called the factor score and refers to the weight of a component in the new composition of the dataset. They are ordered by the amount of variance that each component explains. Further on, the method generates a coefficient by which each standardized original variable should be multiplied to get the component score – so-called factor loading. Therefore, the PCA weights model refers to the correspondence between the heterogenous sets of variables i.e. the importance of a dimension. Herve Abdi et al. (2013) explain in detail the PCA procedure of multicriteria data integration, with attention given to the weighting mechanism proposed by this method. In study 2 (Kurek et al. 2020b), the PCA computation (using the SPSS version 22), which includes the loadings of components exceeding the acceptable value of 0.5, varimax with Kaiser rotation, and explained variance larger than 60% results in establishing the main components of the model for each of the tested municipalities. All of the Table 1 model variables met these assumptions, therefore the PCA analysis accepted all the 24 indicators. For each component and its variables, the PCA assesses the weights, i.e. the loadings, as well. Next, a standardized sums formula is applied. The formula is based in the aggregation procedure of the normalized competitiveness indicators from Table 1 applied to the PCA
generated weights model of Table 3. As a normalization approach, the zero unitarization method (Kukula and Bogocz 2014) was applied. Therefore, the Formula 1 takes a form of:

\[
CI = \sum_{i=1}^{n} wC_i = wC_i \left( \sum_{i=1}^{n} w_i Ci \right)
\]  

(1)

where

\[
\sum_{i=1}^{n} w_i = 1
\]

(2)

and

\[
\sum_{i=1}^{n} w_{ij} = 1
\]

(3)

\(wC_i\)—weight of the component. \(w_i Ci\)—weight of the loading. \(i = 1, \ldots, N\) (observation).

The application of the Formula 1 yields the synthetic local competitiveness indicator values presented in the dataset (Kurek 2020), with an average score shown for each of the examined 63 municipalities. The index takes a value from 1 to 0, where 1 is the highest value. Such values arrangement generated by the method allows for further comparison techniques.

4.2 Analytical hierarchy process local competitiveness index

In study 1 (Kurek et al. 2020a) we operationalize local competitiveness with the help of experts. The Analytical Hierarchy Process created in the ‘70s by Saaty is popular among the multicriteria decision-making methods (MCDM) with particular applications in assessing socioeconomic and management problems (Linkov and Moberg 2011; Saaty 1988, 2000; Subramanian and Ramanathan 2012). The benefits of engaging experts from the examined scientific subject are addressed in the works of Boulanger and Bréchet (2005), Cox et al. (2000), Kil et al. (2016), and Strojny and Heijman (2016), among others. The AHP procedure is based on a hierarchical modelling of the criteria and their sub criteria. Experts evaluate their relationship in pairs using the Saaty’s 1–9 scale. On the basis of the significance analysis in a given pair made by experts, the weight of a particular indicator is assigned. An important element of the method is also the consistency of the comparison in the matrix determined by the Consistency Ratio coefficient (CR), where the internal consistency of experts’ judgements is checked. We used the dedicated AHP software Super Decisions (version 3.2) to accept or reject the weighting of given indicators while considering the CR score. Work of (Kurek et al. 2020c) presents the AHP tool that was distributed to the experts. Resulting from the pair-wise comparisons, each model element receives a weight, specifically the weight of the model category (global), \(w_g\), and the subcategory indicator weight (local), \(w_i\). The experts’ judgements decompose the problem to a reciprocal matrix (KxK) of \(P\) criterions where numbers in each criterion pair \(p_{ij}\) to represent a ratio \((p_i / p_j)/1\) (Oddershede et al. 2007; Saaty 1988). According to the AHP methodology, weights in each category sum up to 1 (or 100%) since the elements from the same level are compared and weighted relative to each other. Therefore, a weight is interpreted from the significance of an indicator in the experts’ opinion. Table 2 illustrates
the obtained weights for the Table 1 municipality indicators. The same aggregation procedure of Formula 1 as in the PCA weight model was used, resulting in the normalised local competitiveness indexes for the 63 examined municipalities. They place in the 0–1 range, where 1 represents the highest score of a municipality competitiveness throughout the observed time period. Dataset of Kurek (2020) contains the set of these indexes as well as the average score of the local competitiveness indexes from the observed period that is used in our testing.

### 4.3 PCA and AHP structure modelling characteristics

Where the PCA method seeks covariance between a practically unrestricted number of components, the AHP technique uses pair-wise relative comparison between each model indicators. Due to this fact, the AHP weights assignment is more complicated if the quantity of indicator pairs increases. Additionally, assessing experts as per the method requirement is the subjective decision of a scholar that decides to use the AHP (Ishizaka and Labib 2009; Maletič et al. 2016). The AHP method is particularly useful in the case of data inconsistency (Hartwich 1999) and in ranking alternatives regarding the criteria of social and sustainable development aspects (Alphonce 1997); but it does not have inbuilt techniques to indicate an optimal model structure. Therefore, the AHP permits assumptions whereas the PCA in its rigorous, statistical procedure eliminates the inconsistent model elements (Palese 2018). It indicates that the AHP method follows a presumed data or problem structure (Macharis et al. 2004). It is opposite to the PCA, which decomposes a data model (Herve Abdi et al. 2013) and its ability to rotate simplifies and restructures a model (Kim and Muller 1978). The different approaches to the hierarchisation of the two model’s components and their weights accordingly, can explain the moderate results of the local competitiveness indexes correlations (Table 4). This observation provides room for a mixed method experiment that is based in the strengths of both methods and their weaknesses of weighting model indicators, and at the same time explores the obtained correlation results. In this paper, we seek an answer to the question of whether the results of both methods deliver comparable knowledge about a given phenomenon. The proposition of mixed modelling can support analysing the role of the weights structures that the PCA and AHP deliver.

### 5 Integration of the PCA and AHP methods

As explained, the decision about the local competitiveness model composition in the case of the two presented methods lies in the weights assessment procedure. The relationship found in Table 4 warrants further examination. We further explore the specifics of the two methods and introduce a mixed approach. This solution is applied as a cross check of the magnitude of the PCA and AHP weights models. The proposed mixed method local competitiveness model is to be validated using the same non-parametric testing. The new approach aims at finding out how the structure of both models impacts the obtained correlation results (Table 4). Moreover, the integration experiment intends to compare the weights structures delivered by either the statistical operations of the PCA or the "ex-ante" modelling of the AHP method.
The integration is motivated in the cross validation of the model since both methods addressed a similar research question in the study 1 (Kurek et al. 2020a) and study 2 (Kurek et al. 2020b). Therefore, it’s a check up on the two methods with different strengths that yield similar results. According to the pragmatic epistemology the consideration is how to integrate them to serve the research purpose. The pragmatism refers here to the question which of the two methods is more useful in the situation of a secondary data. In the epistemological approach, mixing methods reflects on the decision making process behind each model. The pragmatic epistemology leads to the paradigm of choices introduced by Patton. The said choice ponders on adopting the research method to circumstances, in this case, the data type and multicriteria analysis. Patton’s paradigm of choices is particularly useful in the methodological discourse regarding the qualitative and quantitative methods appropriateness (Patton 2002; Johnson and Onwuegbuzie, 2004).

In the literature we find examples of studies on performance or comprehensive evaluations of projects where the PCA and AHP methods are integrated (see Komac 2006; Pawluszek and Borkowski 2017; Shi 2012; Subbaiah et al. 2011; Tee et al. 2017). The complementary application of the methods boils down mostly to the use of the PCA for establishing a data model of a given study or phenomenon, which is further evaluated by the AHP. The presented studies blend the PCA and AHP procedures in order to obtain a model of results.

We propose an integration of both methods to run an experimental comparison of the outcomes of local competitiveness modelling. Examples of PCA-AHP hybrids are found in operations research literature or project appraisal studies (see Feng and Wen 2011; Hoang et al. 2018; Lee et al. 2010; Mishra and Mishra 2018). In addition, Zhou et al. (2018) and Li et al. (2018) argue that the combination of the PCA-AHP methods can be optimal to eliminate the risk of dispersions in the AHP weighting system regarding the expert’s judgements (Saaty and Vargas 2007). The literature examples present applications of both the PCA and AHP methods to deliver modelling results. The complementarity of both methods is discussed in the aforementioned studies.

Our mixed methods proposal is based on the existing and independent results obtained from the PCA and AHP analysis of the local competitiveness concept. Using the mixed method, we check the impact of the choice of weights structure for a model on a singular indicator. Thus, we run an experiment with weights modelling based on the use of a weights structure generated by one method and apply the weights values generated by the other. Since we employ a determined dataset of socioeconomic indicators, we present a new approach, not found yet in the PCA and AHP hybrid studies. The mixed model 1 (Mix 1) integrates the PCA-generated principal components structure and appoints the AHP-generated weights to the local competitiveness indicators. We reverse this concept in the mixed model 2 (Mix 2) using the AHP model structure and applying the PCA obtained weights values.

The weights of both procedures (Tables 2 and 3) are not directly comparable since they were generated in relation to the weighting assumptions of each method. Therefore, we normalize the generated weights in both methods. In this way, we obtain the weight of the indicator in relation to the entire model. The normalisation formula takes the form:

\[
wn_i = wC_i \times w_iC_i
\]

where
and

\[ \sum_{i=1}^{n} w_i = 1 \]  \hspace{2cm} (5)

and

\[ \sum_{i=1}^{n} w_i = 1 \]  \hspace{2cm} (6)

\( w_n \) - normalized weight. \( w_{Ci} \)—weight of the PCA component or the AHP group. \( w_{Ci} \)—weight of the PCA loading or the AHP subcategory. \( i = 1, \ldots, N \) (observation).

As a result of weights normalization, Table 5 and Table 6 illustrate the new mixed weights models according to the PCA and AHP model structures.

In the next steps we carry out the same procedure to obtain the local competitiveness indicator using the mixed model weights. The aggregation procedure (Formula 1) incorporates the Table 1 indicators according to the Table 5 and Table 6 weights structures. The mixed method number 1 and 2 competitiveness indexes for the observed batch of 63 municipalities are enclosed in the work of (Kurek 2020) together with the average index scores for each municipality. For the purpose of this article’s nomenclature, the new indicators are labelled accordingly Mix 1 and Mix 2.

Next, the ranking and non-parametric correlations testing are repeated between the PCA, AHP and the two mixed methods local competitiveness indexes (Mix 1 and Mix
2). As previously, we use the average municipalities’ rank position of the observed period 1995–2017. Results of four correlations testing are presented in Table 7.

Both tests reveal that the two rankings are significantly correlated. We observe that the appointed mixed weighting structure of either PCA or AHP contributes to the correlation results. The strong correlation is discovered between the PCA or AHP indexes and the mixed method index developed on the structure of one method. Therefore, a very high correlation coefficient results from the tests of the PCA local competitiveness indexes rankings, and the mixed method number 1 (Mix 1) indexes developed on the weights structure of the PCA (see Kurek 2020). A similar high correlation coefficient is observed when the AHP indexes rankings are examined against the mixed method number 2 (Mix 2), which is designed on the AHP weighting structure. Moreover, the comparable level of significant correlations is observed for the relationship between the PCA indexes rankings and the Mix 2, and the AHP indexes rankings and Mix 1 respectively. These results oscillate around a convergent value. Therefore, all of the local competitiveness index rankings yield positive and significant correlations. By analysing the correlations experiments, the strongest relationship is noticed between the PCA indexes rankings and the mixed method number 1 indexes that followed the PCA

| Table 7 Cross tabs correlations calculation for the PCA, AHP and mixed methods no.1 and no.2 local competitiveness indexes rankings |
| --- |
| Value | Asymptotic Standard Error$^a$ | Approximate T$^b$ | Approximate Significance |
| **PCA—Mix 1 Ordinal by Ordinal** |
| Kendall’s tau-c | .862 | .030 | 28.386 | .000 |
| Gamma | .872 | .030 | 28.386 | .000 |
| Spearman Correlation | .960 | .016 | 26.788 | .000$^c$ |
| **AHP—Mix 1 Ordinal by Ordinal** |
| Kendall’s tau-c | .310 | .074 | 4.209 | .000 |
| Gamma | .316 | .075 | 4.209 | .000 |
| Spearman Correlation | .465 | .097 | 4.101 | .000$^c$ |
| N of Valid Cases | 63 |
| **PCA—Mix 2 Ordinal by Ordinal** |
| Kendall’s tau-c | .744 | .046 | 16.168 | .000 |
| Gamma | .751 | .046 | 16.168 | .000 |
| Spearman Correlation | .893 | .037 | 15.494 | .000$^c$ |
| **AHP—Mix 2 Ordinal by Ordinal** |
| Kendall’s tau-c | .362 | .088 | 4.129 | .000 |
| Gamma | .367 | .089 | 4.129 | .000 |
| Spearman Correlation | .495 | .113 | 4.450 | .000$^c$ |
| N of Valid Cases | 63 |

$^a$ Not assuming the null hypothesis

$^b$ Using the asymptotic standard error assuming the null hypothesis

$^c$ Based on normal approximation

source: SPSS stats 25 own elaboration
weights structure with the Spearman coefficient of 0.96. This observation interprets the importance of the principal components in a multivariate indicators model.

The development of the mixed methods aimed to check the association between the PCA- and AHP-generated weights structures of local competitiveness models. The conducted correlations tests with the mixed models confirm that the local competitiveness rankings obtained by the PCA and AHP methods converge. Hence, the integration of the two multicriteria methods helps address the research question of this study. The significant relationship resulted from the correlation tests points out that the PCA and AHP methods deliver comparable results for the case of local competitiveness model design. The mixed methods experiment confirms this association through an observation of significant correlations scores between the PCA, AHP, and the mixed indexes rankings. The strongest relation is however observed between the PCA weights model and mixed weights model of the PCA structure.

6 Conclusions and discussion

In this paper, we ask whether in the case of a local competitiveness model based on data of the same socioeconomic indicators, the Principal Component Analysis (PCA) or Analytical Hierarchy Process (AHP) deliver comparable results. The research objective is motivated by understanding how the two methods, different in assumptions and procedures, operationalize a multivariate phenomenon such as local competitiveness. To analyze this problem, we take the example of two studies, Kurek et al. (2020a)- study 1 and Kurek et al. (2020b)- study 2, which used the same socioeconomic data to construct competitiveness models for a selection of municipalities in Poland. The data modelling based on the PCA and AHP weighting systems delivered the local competitiveness indexes for each of the observed municipalities for the years 1995–2017. We use index rankings to compare the scores of competitiveness. The municipalities’ indexes rankings enable the non-parametric correlation test in order to answer the research question about the comparability of the local competitiveness models. The test rankings of the PCA and AHP local competitiveness indexes shows statistically significant results with the moderate magnitude of index correlation (Spearman’s coefficient value 0.55). In this study, we ask if the results obtained using both methods deliver comparable knowledge about the phenomenon of local competitiveness. The results of the analysis observe a convergence of the phenomenon described by the AHP method and the same phenomenon developed using the PCA method. Therefore, both methods can be used to analyse the concept of local competitiveness for the data-set of the socioeconomic indicators.

We take a next step towards the comparison of the two methods and propose an integration of the weights system as a form of experimental testing. Although PCA- AHP hybrid methods exist in the literature, our novel approach lies in its practical application to the determined local socioeconomic indicators model. Integration of the two methods is based on applying the weights structure delivered by one method to the indicator weights given by the other method. As a result, we conducted two mixed weights modelings. This mixed approach addresses the issue of weights generation that are the determinants of the local competitiveness indexes scores.

The repeated non-parametric correlation tests for the PCA, AHP, and two mixed models demonstrate the significant associations between the local competitiveness indexes generated by all of the methods. Moreover, very strong correlations between the PCA, AHP, and
the mixed methods local competitiveness indexes rankings indicate the robustness of the local development model itself. The highest magnitude of correlation is observed in the situation where the PCA indexes model is examined against the mixed model built on the PCA weights structure (Mix 1), and accordingly the AHP indexes model is tested against the AHP-structured mixed model (Mix 2). Therefore, the analysis of the correlation results illustrates the importance of the weights structure that is found to determine the results. The strongest correlation score resulted from the examination of the PCA indexes model and the mixed method indexes model built out of the PCA model structure. It supports the strength of PCA method in operationalization of a multivariate research problem that is based on coherent secondary data such the presented local competitiveness. The outcomes of our analysis underline the decisiveness of the weighting model structure. Although the correlations test of the AHP and mixed methods show significant results, the AHP applies a presumed structure in approaching a research problem. Theoretically, this can be the method’s limitation since the experts follow a given model with judgements and assess the importance of the indicators in pairs, not influencing the relationship of the indicators outside the given pairs. In practice, the PCA method can have a technical advantage over the AHP in designing a multivariate model composed of coherent, numeric, and secondary data. It decides not only about the functional relationship between the indicators but also about the structure of these indicator’s dependence.

As a result of the weights models experiment, all of the correlation results are positive and significant. The proposed experiment of mixed weights structures confirms the results of the PCA and AHP indexes rankings tests. The two methods are found to deliver comparable results in the situation of a determined research phenomenon like local competitiveness. The integration experiment showed the epistemic strength of the two methods. To conclude we argue that the decision about a choice of a multicriteria method is to be taken according to the specifics of the problems of the decision and the sort of data that describes it. Outcomes of our analysis refer to the Patton’s (1990, 2002) paradigm of choices, where our proposed mixed approach supports the analysis of the best approach to a multicriteria concept of local competitiveness. From the observation of the PCA and AHP rankings correlations complemented by the mixed modelling of weights, we argue that the two multicriteria methods deliver convergent results. Nevertheless, following Patton’s argument, the choice of a method should be guided by the type of data and the goal of the research problem. Since the proposed mixed method results are the closest to the PCA-obtained competitiveness indexes rankings and applying the Occam’s razor principle, the simplest methodical solution should be applied in the situations of a comparable research problem. The Ockham razor resolves the heuristic problems that regard the choice between the simple and complex explanation, where both work equally well. Although both methods PCA and AHP deliver comparable results, the outcomes of mixed modelling point to the highest correlation scores with the PCA. Therefore, this method is advised for the analysis of a coherent and continuous dataset such as, in this case, the presented local competitiveness variables.
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