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Abstract
Transfer learning enables solving a specific task having limited data by using the pre-trained deep networks trained on large-scale datasets. Typically, while transferring the learned knowledge from source task to the target task, the last few layers are fine-tuned (re-trained) over the target dataset. However, these layers are originally designed for the source task which might not be suitable for the target task. In this paper, we introduce a mechanism for automatically tuning the Convolutional Neural Networks (CNN) for improved transfer learning. The CNN layers are tuned with the knowledge from target data using Bayesian Optimization. Initially, we train the final layer of the base CNN model by replacing the number of neurons in the softmax layer with the number of classes involved in the target task. Next, the CNN is tuned automatically by observing the classification performance on the validation data (greedy criteria). To evaluate the performance of the proposed method, experiments are conducted on three benchmark datasets, e.g., CalTech-101, CalTech-256, and Stanford Dogs. The classification results obtained through the proposed AutoTune method outperforms the standard baseline transfer learning methods over the three datasets by achieving 95.92%, 86.54%, and 84.67% accuracy over CalTech-101, CalTech-256, and Stanford Dogs, respectively. The experimental results obtained in this study depict that tuning of the pre-trained CNN layers with the knowledge from the target dataset confesses better transfer learning ability.
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1. Introduction

The ability of Convolutional Neural Networks (CNN) for feature extraction and decision making in one-shot creates enormous demand in numerous application areas, such as object recognition [1], language translation [2], and many more. However, the deep learning models exhibit a sensitive behavior in the performance due to small changes made in the settings of both network hyperparameters (such as the number of layers, filter dimension of a convolution layer, etc.) and other training parameters (such as learning rate, activation function, and so on). Most of the CNNs available in the literature are carefully designed in terms of these hyperparameters by the domain experts [3][4][5].

In recent years, researchers have made substantial efforts in automatically learning the structure of a CNN for a specific task [6][7], which is known as Neural Architecture Search (NAS). Although these methods out-perform most of the hand-engineered architectures, the search process requires a huge computational resource and time to train the proxy CNNs (possible candidate CNNs) that are explored during the architecture search process [8]. Particularly while working on small datasets, the process of NAS becomes a challenge. Transfer learning is a popularly adopted technique to reduce the demand for both large computational resources and training data providing promising performance over small datasets.

Typically, while transforming the learned knowledge from the source task to the target task, the classification layer of the pre-trained CNN is dropped and a new softmax layer is added which is trained over the target dataset during transfer learning. The number of layers to be fine-tuned can be decided majorly based on the size of the target dataset and the similarity between the source and target datasets [10]. However, the pre-trained CNN model is designed for the source dataset, which may not perform well over the target dataset.

In this paper, we make an attempt to automatically tune the CNN to make it suitable for the target task/dataset. To achieve this objective, first we drop the softmax layer of the pre-trained CNN by replacing it with a new softmax layer having the neurons equal to the number of classes in the target dataset. Next, we automatically tune the layers of CNN using Bayesian Optimization [9]. It is a well-known fact that the initial layers of a CNN represent primitive features such as edges, blobs which are generic to many tasks. On the other hand, the final layers of CNN represent the features that are very specific to the learning task [11]. Based on the above idea, in our work, the layers of the CNN tuned from right to left (i.e., from final layers to initial layers) by observing the network performance on the validation data. The results obtained through our experiments indicate that tuning the optimum number of layers with respect to the target task leads to better image classification performance in the context of transfer learning. Fig. [1] shows an overview of the proposed idea of improving the transfer learning process. Next, we provide a survey of literature in the specific research area focused in this study.
Figure 1: Overview of the proposed method. a) Typically, the CNN models used for transferring the knowledge are initially trained over a large-scale image dataset. b) Conventionally, while transferring the learned knowledge from the source task to the target task, the last one or few layers of the pre-trained CNN are fine-tuned over the target dataset. c) The proposed AutoTune method tunes the \(k\) number of layers automatically using Bayesian Optimization [9]. Note that the lock and unlock symbols are used to represent the freezed and fine-tuned layers, respectively. Finally, the tuned CNN layers can be trained over the target dataset for improved transfer learning. Different colors represent different CNN layers.

2. Related Works

The hierarchical feature extraction ability of deep neural networks enables the adoption of a deep network pre-trained over a large-scale dataset (source task) to solve the specific task/problem (target task) through transferring the knowledge learned from the source task. Transfer learning has been widely adopted in domains where collecting the annotated examples is expensive (labor-intensive) and time-consuming, such as biomedical [12, 13], agriculture [14], signature generation [15] and many more. Khan et al. [16] proposed an average-pooling based classifier to detect and classify breast cancer images. Han et al. [17] introduced a two-step method to improve the generalization ability of CNN over the target dataset using web data augmentation. Yosinski et al. [18] conducted a study to measure the generality and specificity of different neurons involved in a deep neural network. In other words, they introduced a mechanism to quantify the transfer-ability of features learned by each layer of a CNN. Wang et al. [19] introduced an approach to induce a common representation feature space for both source and target domains using a CNN model. Shi et al. [20] presented a semi-supervised domain adaptation approach which finds new representations for the images in different classes from the source domain.

Automatically searching for better performing CNN architectures for a given task (also called NAS) has gained interest among the researchers in recent years [21]. Before the emergence of NAS, hyperparameter optimization has achieved great success in tuning the machine learning algorithms [22, 23]. NAS-based CNNs available in the literature consume an enormous amount of search time and GPU hours to find better performing CNNs. For instance, Reinforcement Learning (RL) based NAS method proposed by Zoph et al. [8] trained 12,800 proxy CNN models for 28 days using 800 GPUs. Moreover, NASNet [6] utilized 500 GPUs for 4 days to train 20,000 proxy CNN models that are sampled during the architecture search. Very recently, Jiang et al. [24] proposed multi-objective NAS which is intended to minimize both classification error and network parameters.

Transfer learning allows the applications to utilize the advantage of deep neural networks by reusing the learned knowledge from the source task. Fine-tuning the pre-trained CNN over the target dataset may produce satisfactory results. However, the pre-trained CNN is designed for the source task which may not be suitable for the target task, especially the deeper layers. Therefore, tuning the optimal number of CNN layers and suitable hyperparameters with the knowledge from the target dataset may produce better results compared to the traditional fine-tuning approaches over the target dataset.

After transferring the learned knowledge from a source task, the capacity of the network increases for the target task [25], if the target dataset has a very less number of training examples. Molchanov et al. [25] proposed a mechanism to pro-
ggressively prune the less important feature maps to reduce the model’s capacity while fine-tuning over the target task. Various studies reported that the CNN representations learned from a large-scale image dataset in a source domain, can be successfully transferred to a target domain [18, 26]. However, the target domain has limited data compared to the source domain in practice. In such scenarios, transfer learning suffers from overfitting. To address this problem, Liu et al. [27] introduced a framework called Hybrid-TransferNet to improve the network’s generalization ability while transferring the knowledge from the source domain to the target domain by removing the redundant features. Similarly, Ayinde et al. [28] proposed a method to reduce the inference time of deep neural networks by pruning the redundant feature maps (filters) based on the relative cosine similarities in the feature space.

Recently, Basha et al. [29] proposed a framework called AutoTune for automatically tuning the Fully Connected (FC) layers of a pre-trained CNN with the knowledge from the target dataset while transferring the knowledge from the source task. However, in this work, the search space is limited to fully connected layers. To extend this work, we design a mechanism for automatically tuning the CNN w.r.t. the target dataset for improved transfer learning.

The contributions of this research can be summarized as follows:

- This paper introduces a framework called AutoTune which finds the number of layers to be fine-tuned automatically for a target dataset for improved transfer learning.
- Bayesian Optimization technique is applied to fine-tune the pre-trained CNN layers with the knowledge of the target dataset.
- Several experiments are performed with the proposed AutoTune to establish the efficacy of the proposed model compared to the state-of-the-art that includes both transfer learning and non-transfer learning-based methods.
- In order to validate the robustness of the proposed framework across different CNN architectures, we experiment with three popular CNNs, namely, VGG-16 [3], ResNet-50 [5], and DenseNet-121 [30].
- In order to validate the robustness of the proposed AutoTune across different target domains, extensive experiments are performed on three benchmark datasets: CalTech-101, CalTech-256, and Stanford Dogs.

Next, we discuss the proposed method in detail.

3. Methods

The task of automatically tuning a pre-trained CNN w.r.t. the target dataset can be framed as a black-box optimization problem where we do not have direct access to the objective function. In this paper, tuning the CNN layers with the knowledge of the target dataset for improved transfer learning is achieved using Bayesian Optimization [9]. Let $F$ be the objective function, which is of the form,

$$F : \mathbb{R}^d \to \mathbb{R}. \quad (1)$$

The objective of the Bayesian optimization can be represented mathematically as follows,

$$x_\ast = \arg \max_{x \in \mathcal{S}} F(x), \quad (2)$$

where $x \in \mathbb{R}^d$ is the input, the hyperparameter search space is denoted by $\mathcal{S}$ which is shown in Table 1. Evaluating the value of the objective function $F$ at any point in the search space is expensive. It can be obtained by fine-tuning (training) the proxy CNN layers (explored during the architecture search) over the target dataset.

The optimal configuration of the hyperparameters involved in the tuned layers (learned using Bayesian optimization) is represented using $x_\ast$. Hence, the pre-trained CNN having the last few layers with the optimal structure ($x_\ast$) is responsible for obtaining the best performance on the validation (held-out) data $Validation_{Data}$. The proposed method for automatically tuning the CNN with the knowledge from the target dataset yields improved performance while transferring the learned information from source dataset to target dataset. The proposed idea is outlined in Algorithm 1.

3.1. Proposed AutoTune Method

The objective of the proposed AutoTune method is to find the optimal structure of pre-trained CNN for improved transfer learning. To achieve this objective, Algorithm 1 takes $Base_{CNN}$ ($B$), i.e., a pre-trained CNN, hyperparameter search space (HParamSpace), TrainingData, ValidationData, and maximum number of Epochs ($E$) to train each proxy CNN as input and tunes the pre-trained CNN layers w.r.t. the target dataset using Bayesian optimization (Bayes Opt) [9].

Bayesian optimization has been used widely to tune the hyperparameters involved in machine learning algorithms such as deep neural networks. [23]. Bayesian optimization is a type of machine learning based optimization problem in which the objective is a black-box function. Here, we provide brief details about Bayesian optimization, for complete details we recommend the reader to refer the original paper [9]. Bayesian optimization includes two key components, including a surrogate model and an acquisition function. The surrogate model is a Bayesian statistical model that builds an approximation for the objective function using Gaussian Process (GP) Regression [31]. The acquisition function utilizes this Bayesian statistical model to make the search process productive by proposing the next point to sample.

As outlined in Algorithm 1, initially the objective function $F$ is observed at $m_0$ points which are chosen uniformly random (in our experimental settings $m_0$ is considered as 20). Among the $m_0$ function evaluations, we pick the optimal point $x^\ast$, the hyperparameter configuration corresponding to the maximum validation accuracy ($F(x^\ast)$) observed while fine-tuning the CNN.
over the target dataset. Next, we need to conduct an evaluation at new point $x_{new}$, which is $F(x_{new})$. At this moment, the optimal objective value is either $F(x^*)$ if $F(x^*) \geq F(x_{new})$ or $F(x_{new})$ if $F(x^*) \leq F(x_{new})$. The improvement or gain in the value of objective after observing at this point is $F(x_{new}) - F(x^*)$ which is either positive when $F(x_{new}) > F(x^*)$, or zero when $F(x_{new}) = F(x^*)$. We can represent the value of improvement as $[F(x_{new}) - F(x^*)]^+$, where $[\cdot]^+$ denotes the positive quantity of improvement. At iteration $k = m_0 + 1$, we choose $x_{new}$ at which the improvement is maximum. However, the value of objective $F(x_{new})$ is unknown before evaluation (which is typically expensive task). Alternatively, we can compute the expected value of the improvement and choose $x_{new}$ for which the improvement is maximum. The Expected Improvement (EI) is defined as follows:

$$EI_{m_0}(x) := E_{m_0}[F(x_{new}) - F(x^*)]^+,$$  

(3)

where $E_{m_0}$ is the expectation computed under posterior distribution given the evaluations of objective $F$ at the points $x_1, x_2, \ldots, x_{m_0}$. The posterior probability of $F(x_{new})$ given $F(x_{1:m_0})$ is normally distributed with mean $\mu_{m_0}(x_{new})$ and variance $\sigma_{m_0}^2(x_{new})$, which can be formally represented as,

$$F(x_{new})|F(x_{1:m_0}) \sim \text{Normal}(\mu_{m_0}(x_{new}), \sigma_{m_0}^2(x_{new})),$$  

(4)

where $\mu_{m_0}(x_{new})$ and $\sigma_{m_0}^2(x_{new})$ are analytically computed as,

$$\mu_{m_0}(x_{new}) = \sum_{0}^{(x_{new}, x_{1:m_0})} \sum_{0}^{(x_{1:m_0})^{-1}} F(x_{1:m_0}) - \mu_0(x_{1:m_0}) + \mu_0(x_{new}),$$  

(5)

$$\sigma_{m_0}^2(x_{new}) = \sum_{0}^{(x_{new})} (x_{new} - x_{new}) - \sum_{0}^{(x_{new}, x_{1:m_0})} \sum_{0}^{(x_{1:m_0}, x_{1:m_0})^{-1}} \sum_{0}^{(x_{1:m_0}, x_{new})}$$  

(6)

The Expected Improvement (EI) acquisition function lets the Algorithm 1 evaluate at the point which results in a maximum improvement in the expectation.

$$x_{k+1} = \arg \max_{x} EI_k(x).$$  

(7)

We update the posterior distribution upon observing the objective $F$ at each point using equation [4]. Throughout our experiments, the evaluations (N) of the objective $F$ are performed for 50 (including 20 initial evaluations which are sampled in a uniform random manner) in case of Bayesian Optimization. On the other hand, 100 evaluations are performed in case of random search.

---

**Algorithm 1** AutoTUNE: Automatically tuning the CNN for improved transfer learning using Bayesian optimization

**Inputs:** $B$ (Base CNN), $HParam.space$ (hyperparameters search space), $TrainData$, $ValidationData$, Epochs (num of epochs to train each proxy CNN).

**Output:** A CNN with target-dependent network architecture.

1. **procedure** AUTOTUNE
2. Assume Gaussian Process (GP) prior on the objective function $F$
3. Find and observe the objective $F$ at initial $m_0$ points
4. while $k \in n + 1, ..., N$ do
5. Update the posterior distribution on $F$ using the prior
6. Choose next sample $x_k$ that maximizes the acquisition function value
7. Observe $y_k = F(x_k)$
8. return $x_k$

> explore the hyperparameter search space

> return a point with best FC layer structure

---

**Table 1:** The search space considered for the hyperparameters involved in the convolutional neural network layers such as Convolution, max/average-pooling, and dense layers.

| S.No. | Type of the layer | Parameters involved | Parameter values |
|-------|-------------------|---------------------|-----------------|
| 1     | Convolution       | Receptive filter size | $\{1, 2, 3, 5\}$ |
|       |                   | Stride              | {Always 1}       |
|       |                   | # receptive filters  | {64, 128, 256, 512} |
| 2     | Max-pooling       | Receptive filter size | $\{2, 3\}$       |
|       |                   | Stride              | {Always 1}       |
| 3     | Average-pooling   | Receptive filter size | $\{2, 3\}$       |
|       |                   | Stride              | {Always 1}       |
| 4     | Fully Connected or Dense | # FC layers | $\{1, 2, 3\}$ |
|       |                   | # neurons           | {64, 128, 256, 512, 1024} |
| 5     | Dropout           | dropout factor      | [0, 1] with offset 0.1 |
4. Architecture Tuning Search Space

Here, we provide a detailed discussion on the used search space for the hyperparameters involved in the different layers of a deep neural network, such as convolution, max-pooling, average pooling, and dense layers. In our experimental settings, we consider the plain as well as skip connection based CNNs. More concretely, we consider the popular CNNs such as VGG-16 [3], ResNet-50 [5] and DenseNet-121 [30]. These networks are originally pre-trained over ImageNet [32] dataset for automatically tuning w.r.t. the target dataset for improved transfer learning.

Basha et al. [29] observed that learning the structure of Fully Connected (FC) layers with the knowledge from the target dataset and fine-tuning these learned FC layers over the target dataset leads to better performance compared to just fine-tuning with the original CNN. To extend this work, in this article, we propose a framework for automatically tuning the CNN (beyond FC layers) for improved transfer learning. From the literature, we found that a shallow/deeper CNN which has 3 FC layers [1, 3] including the output layer achieves comparable performance. Hence, we consider the search space for the “number of FC layers” hyperparameter in the range \{1, 2, 3\} including the output FC layer. Another key hyperparameter involved in FC layers is the number of neurons, for which our search space is \{64, 128, 256, 512, 1024\}. Dropout [33] is a popular regularization method adopted to generalize the network performance over unseen data. We employed dropout after each dense layer of proxy CNNs explored during the architecture search. The dropout rate is tuned within the range \([0, 1]\) with an offset 0.1, i.e., the optimal dropout factor is learned from the values \([0, 0.1, ..., 0.9, 1.0]\). The hyperparameters involved in other layers such as Convolution, Pooling are shown in Table 1. Our search space involves 6 operations in both convolution and pooling layers which is less as compared to 8 operations used in [7] and 13 operations used in [6].

Throughout our experiments, we have not modified the connectivity of the CNN models that are utilized to carry out the experiments. We utilize two more operators including 1) \(1 \times 1\) convolution and 2) upsample operations (similar to un-pooling) to tackle the tensor dimension mismatch in depth and spatial dimensions, respectively.

5. Experimental Settings

We first demonstrate the details about the hyperparameters such as learning rate, optimizer, etc., employed while training the CNNs in Subsection 5.1. The pre-trained deep neural networks used to tune the CNN w.r.t. the target dataset are discussed in Subsection 5.2 and the datasets utilized for conducting the experiments are discussed in Subsection 5.3.

5.1. Training Details

We call the CNNs explored during the search process as proxy CNNs. To train the proxy CNNs, the parameters or weights involved in the layers (which are tuned during the search process) are initialized with “He-normal” initialization [34]. The CNNs are trained using Adagrad optimizer [35] with an initial value of the learning rate as 0.01. The learning rate is decreased by a factor of \(0.1\) if there is no reduction in the validation loss. Rectified Linear Unit (ReLU) is employed as the activation function throughout the experiments. Since the architecture search is a time-consuming task, to alleviate this situation each proxy CNN is trained for 50 epochs. To reduce the over-fitting, data augmentation such as shearing, zooming the images, horizontal, and vertical flip image transformations are employed. Batch Normalization [36] is used after every dense layer to accelerate the training process and to increase the generalization ability.

5.2. Deep CNNs used for AutoTune

From the literature of deep neural networks, we can broadly classify the CNNs into two types based on the network connectivity, i.e., i) Chain-structured or Plain CNNs [21] and ii) CNNs with skip connections.

Plain CNNs: A plain CNN consists of collection of \(n\) layers stacked sequentially. The \(k^{th}\) layer \(L_k\) receives the input from layer \(L_{k-1}\) and its output feature map is supplied as input to the layer \(L_{k+1}\). For instance, the hand-designed CNNs proposed in the initial years (2012-2014) such as LeNet [52], AlexNet [11], ZFNet [11], VGGNet [3], and NAS based models [33, 54] have chain-structured connections. A typical structure of plain CNNs is shown in Fig. 2(a). In this article, we utilize the VGG-16 [3], a plain structured deep CNN for conducting the experiments.

CNNs with skip connection: This class of CNNs involves skip connections which allow a layer to receive input feature
maps from more than one layer. Let us consider, a CNN having \( n \) layers which is represented as \( \{L_1, L_2, \ldots, L_k, \ldots, L_{n-1}, L_n\} \), where the layers \( L_1, L_n \) are input, output layers, respectively. In the CNNs involving skip connections, the layer \( L_k \) receives input feature-maps from both layers \( L_{k-1} \) and \( L_{k+1} \) as in ResNet [5]. Similarly, in DenseNet proposed by Huang et al. [58], layer \( L_k \) receives the input feature-maps from all of its previous layers \( L_1, L_2, \ldots, L_{k-1} \). In 2015, Szegedy et al. [4] developed a CNN called GoogLeNet by investing more time and human efforts. Recently proposed NAS based CNNs such as [55,5] discovers more complex CNNs during their search process. Fig. 2(b) demonstrates the abstract view of CNNs involving skip connections. In this research, we use ResNet-50 [5] and DenseNet-121 [59] for conducting the experiments of automatically tuning CNNs for improved transfer learning.

### 5.3. Datasets

We use three publicly available standard datasets, including CalTech-101 [56], CalTech-256 [57], and Stanford Dogs [58], to perform the experiments.

#### 5.3.1. CalTech-101

CalTech-101 dataset is proposed by Fei et al. [56]. It contains images from 101 classes. This dataset has 9144 images, among which 7315 images are used for training and the remaining 1839 images are used for validating the classification performance of the CNN models. The dimension of the images is adjusted to \( 224 \times 224 \times 3 \) to fit the images for the input to the deep neural networks. A few samples of images are depicted in Fig. 3(a).

### Table 2: Comparing the classification performance obtained using the proposed method which is developed using both Bayesian Optimization (BO) and Random Search (RS) with the state-of-the-art methods over CalTech-101, CalTech-256, and Stanford Dogs datasets. We compare our results with both transfer learning and non-transfer learning based methods. The best and second-best classification accuracies on each dataset are highlighted in bold-italic and bold, respectively. Note that the results of existing methods are taken from the respective papers.

| Dataset          | Method                   | Accuracy   | Transfer Learning |
|------------------|--------------------------|------------|-------------------|
| CalTech-101      | Lee et al. [37]           | 65.4       | ☑                 |
|                  | Zeiler et al. [11]        | 86.5       | ☑                 |
|                  | Cubuk et al. [38]         | 86.9       | ☑                 |
|                  | Sawada et al. [39]        | 91.8       | ☑                 |
|                  | Basha et al. [29]         | 94.38 ± 0.015 | ☑         |
|                  | **AutoTune (BO) + VGG-16** | 95.83 ± 0.004 | ☑                 |
|                  | **AutoTune (RS) + VGG-16** | 93.54 ± 0.02 | ☑                 |
|                  | **AutoTune (BO) + ResNet-50** | 93.57 ± 0.034 | ☑                 |
|                  | **AutoTune (RS) + ResNet-50** | 91.52 ± 0.004 | ☑                 |
|                  | **AutoTune (BO) + DenseNet-121** | 95.92 ± 0.025 | ☑                 |
|                  | **AutoTune (RS) + DenseNet-121** | 93.71 ± 0.031 | ☑                 |
| CalTech-256      | Zeiler et al. [11]        | 74.2       | ☑                 |
|                  | Wang et al. [40]          | 74.2       | ☑                 |
|                  | Schwartz et al. [41]      | 83.6       | ☑                 |
|                  | Chu et al. [42]           | 71.4       | ☑                 |
|                  | Cai et al. [43]           | 83.3       | ☑                 |
|                  | Zheng et al. [44]         | 83.27      | ☑                 |
|                  | Mahmoud et al. [45]       | 82.1       | ☑                 |
|                  | Wang et al. [46]          | 81.32      | ☑                 |
|                  | **AutoTune (BO) + VGG-16** | 82.47 ± 0.003 | ☑                 |
|                  | **AutoTune (RS) + VGG-16** | 81.83 ± 0.021 | ☑                 |
|                  | **AutoTune (BO) + ResNet-50** | 84.31 ± 0.005 | ☑                 |
|                  | **AutoTune (RS) + ResNet-50** | 83.74 ± 0.001 | ☑                 |
|                  | **AutoTune (BO) + DenseNet-121** | 86.54 ± 0.023 | ☑                 |
|                  | **AutoTune (RS) + DenseNet-121** | 85.96 ± 0.045 | ☑                 |
| Stanford Dogs    | Murabito et al. [47]      | 70.5       | ☑                 |
|                  | Lee et al. [48]           | 55.2       | ☑                 |
|                  | Li et al. [49]            | 77.1       | ☑                 |
|                  | **Dubey et al. [50]**     | 83.75      | ☑                 |
|                  | Shen et al. [51]          | 65.5       | ☑                 |
|                  | AutoTune (BO) + VGG-16    | 81.23 ± 0.002 | ☑                 |
|                  | AutoTune (RS) + VGG-16    | 78.21 ± 0.005 | ☑                 |
|                  | AutoTune (BO) + ResNet-50 | 83.17 ± 0.022 | ☑                 |
|                  | AutoTune (RS) + ResNet-50 | 82.4 ± 0.06  | ☑                 |
|                  | **AutoTune (BO) + DenseNet-121** | 84.67 ± 0.014 | ☑                 |
|                  | **AutoTune (RS) + DenseNet-121** | 83.19 ± 0.004 | ☑                 |
Figure 3: A set of random examples from a) CalTech-101 [56], b) CalTech-256 [57], and c) Stanford Dogs datasets [58].

Table 3: The best configuration of CNN layers learned for better transfer learning using Bayesian optimization. The base CNN model’s layers are tuned w.r.t. the target datasets such as CalTech-101, CalTech-256, and Stanford Dogs. Note that the listed Fully connected (FC) layer’s configuration does not include the output FC layer as it always has the number of neurons same as the number of classes.

| CNN     | Dataset          | FC layer | Convolution layer | Max-pooling layer | Validation Accuracy |
|---------|------------------|----------|-------------------|-------------------|---------------------|
|         |                  | #layers  | #neurons | dropout | #layers | filter size | #filters | #layers | filter size | |
| VGG-16  | CalTech-101      | 1        | 1024     | 0.7     | -       | -         | -       | 1       | 2 x 2       | 94.82  |
| VGG-16  | CalTech-256      | 1        | 1024     | 0.6     | -       | -         | -       | 1       | 3 x 3       | 80.16  |
| VGG-16  | Stanford Dogs    | 0        | -        | -       | -       | -         | -       | -       | -           | 80.02  |
| ResNet-50| CalTech-101     | 1        | 256      | 0.2     | 2       | [3 x 3, 3 x 3] | [512, 512] | -       | -           | 92.01  |
| ResNet-50| CalTech-256     | 1        | 1024     | 0.6     | 1       | 3 x 3       | 512     | -       | -           | 82.96  |
| ResNet-50| Stanford Dogs   | 1        | 256      | 0.4     | -       | -         | -       | -       | -           | 81.63  |
| DenseNet-121 | CalTech-101 | 1        | 1024     | 0.3     | 2       | [5 x 5, 2 x 2] | [512, 128] | -       | -           | 95.21  |
| DenseNet-121| CalTech-256    | 1        | 1024     | 0.1     | 2       | [2 x 2, 2 x 2] | [512, 256] | -       | -           | 85.44  |
| DenseNet-121| Stanford Dogs | 1        | 512      | 0.5     | -       | -         | -       | -       | -           | 83.26  |

5.3.2. CalTech-256
CalTech-256 [57] dataset is an improvement made over CalTech-101 [56] dataset in many aspects such as the total number of images increased from 9144 to 30607, the minimum number of images in each class increased from 31 to 80, the total number of classes are more than twice the number of images in CalTech-101 dataset, and many more. This dataset has 30,607 images, out of which 80% of the images i.e., 24,485 are utilized for training the CNNs and remaining images are used to validate the performance of the proposed method. The spatial dimension of the images is re-sized to 224 x 224 x 3 to make the image dimension to fit as input to the CNNs. Some sample images of the CalTech-256 dataset are shown in Fig. 3(b).

5.3.3. Stanford Dogs
Stanford Dogs dataset [58] consists of 20,580 images belonging to 120 different dog breeds. This dataset has developed using the images and annotations from ImageNet [32] dataset for fine-grained image recognition. To tune and train the CNNs, 12000 of the total images are utilized and the remaining 8580 images are used to evaluate the performance of the models. The objects in the images are extracted using the bounding boxes information provided with the dataset. A few set of images from the Stanford Dogs dataset are depicted in Fig. 3(c).

6. Results and Discussion
To demonstrate the improved results obtained using the proposed method, this section provides a detailed discussion about the classification performances obtained using the proposed AutoTune method. To find better-performing CNNs, experiments are conducted on three benchmark datasets, including CalTech-101, CalTech-256, and Stanford Dogs. To find the target-specific CNN layers for improved transfer learning, three popular CNNs, including VGG-16 [3], ResNet-50 [5], and DenseNet-121 [30] are utilized. It is a standard practice in NAS based works [7, 8, 59] to compare with Random Search (RS). Thus, we also compare the results obtained using the proposed method with the random search approach.

6.1. Classification Results over CalTech-101
The proposed AutoTune method learns the suitable structure of CNN layers for improved transfer learning using Algorithm 1. Table 3 lists the optimal configuration of the hyperparameters involved in CNN layers that are learned using Bayesian Optimization. For instance, fine-tuning the ResNet-50 [5] (which
is pre-trained on ImageNet) over CalTech-101 dataset with the following structure of CNN layers allows improved transfer learning ability by achieving 92.01% validation accuracy under our experimental settings:

- An additional Fully Connected (FC) layer with 256 neurons and having a dropout rate of 0.2 along with the output FC layer.

- The last two convolution layers having 512 filters of dimension 3 × 3 in each layer.

The proposed AutoTune finds a better configuration of hyperparameters compared to random search. It is evident from the results portrayed in Table 2. After learning the suitable structure of CNN layers, we fine-tune the learned CNN layers using Adagrad optimizer [35] for 200 epochs. Similar to the setting of training proxy CNNs, we consider the learning rate as 0.01 and decreased its value with a rate of √0.1 for every 50 epochs. Fine-tuning the base CNN models with the optimal structure of CNN layers which are tuned using Bayesian optimization produce state-of-the-art results while transferring the learned knowledge from source task to the target task. From Table 2, we can observe that the tuning of last few layers of DenseNet-121 [30] and VGG-16 [3] using proposed AutoTune method secures the best (95.92%) and the second-best (95.83%) results over CalTech-101 dataset.

### 6.2. Classification Results over CalTech-256

We consider CalTech-256 as another dataset to learn the suitable structure of CNN layers for improved transfer learning. Table 5 and 6 presents the optimal structure of CNN layers learned using Bayesian Optimization and random search, respectively. From Table 5, we can note that fine-tuning (training) the CNN with suitable CNN layers over the target dataset enables improved transfer learning ability. For example, fine-tuning the DenseNet-121 [30] network with the below structure of CNN layers over the CalTech-256 dataset produces the state-of-the-art results.

- An additional FC layer with 1024 neurons and the dropout factor as 0.1 along with the output FC layer.

- The last two convolution layers having filter dimension as 2 × 2 with 512, 256 number of filters, respectively.

Fine-tuning the proxy CNN with the above specification for DenseNet-121 results in 85.44% classification accuracy, which is state-of-the-art for the CalTech-256 dataset. Furthermore, retraining the DenseNet-121 with the optimal structure of CNN layers for 200 epochs yields 86.54% classification accuracy. Table 2 presents a comparison of the results obtained by employing the proposed AutoTune method with standard baseline results that include both the transfer learning and non-transfer learning based methods. We notice from Table 2 that automatically tuning the CNN over CalTech-256 dataset using DenseNet-121 (Bayesian Optimization) and DenseNet-121 (Random Search) results in the best (86.54%) and the second-best (85.96%) performance as compared to the state-of-the-art results.

### 6.3. Classification Results over Stanford Dogs

To generalize the significance of the proposed method over different varieties of image classification datasets, we consider the Stanford Dogs dataset having a high degree of inter-class similarity. It is evident from Table 2 that the proposed AutoTune method achieves the state-of-the-art result (i.e., 84.67% classification accuracy) over Stanford Dogs dataset. From this result, we can observe that though the source and target datasets are either from the same domain or from different domains, tuning the CNN w.r.t. the target dataset yields improved transfer learning results using the proposed AutoTune method.

The optimal structure of CNN layers found for Stanford Dogs dataset using Bayesian Optimization and random search methods are shown in Table 5 and 6 respectively. For instance, fine-tuning the ResNet-50 w.r.t. the Stanford Dogs dataset with an additional FC layer having 256 neurons and dropout factor as 0.4 along with the output FC layer offers improved performance over validation data.

### 6.4. Comparing the Results with Traditional Transfer Learning

To demonstrate the improved transfer learning using the proposed method, we compare the results obtained using the proposed method with conventional fine-tuning and shown the same in Table 5. From this Table, we can observe that the
Table 5: Comparison of the results obtained using the conventional fine-tuning and the proposed AutoTune which is implemented using Bayesian Optimization (BO) and Random Search (RS). We report the number of layers fine-tuned, the trainable number of parameters involved in fine-tuning, and the validation accuracy using VGG-16, ResNet-50, and DenseNet-121 models over CalTech-101, CalTech-256, and Stanford Dogs datasets. Here, the computation time is the time taken by Bayesian Optimization or Random Search algorithms to find the optimum CNN. Whereas, the training time is the time taken for the re-training (fine-tuning) of the learned pre-trained CNN layers over the target dataset.

| Dataset         | Fine-Tuning Type | CNN Architecture | #layers fine-tuned | #trainable parameters (in Millions) | Validation Accuracy | Comp. Time (hrs) / Training Time (mins) (approximate) |
|-----------------|------------------|------------------|--------------------|-------------------------------------|---------------------|------------------------------------------------------|
| CalTech-101     | AutoTune (BO)    | VGG-16           | 3                  | 88.7                                | 95.83               | 10/54                                                 |
|                 |                  |                  | 4                  | 4.8                                 | 93.57               | 9/30                                                 |
|                 |                  |                  | 4                  | 1.1                                | 95.92               | 8.8/28                                               |
|                 | Conventional     |                  | 3                  | 2.80                               | 84.41               | 26/64                                                |
|                 |                  |                  | 4                  | 4.7                                | 92.55               | 18/39                                                |
|                 |                  |                  | 4                  | 1.5                                | 84.31               | 11/19                                                |
|                 | AutoTune (RS)    |                  | 3                  | 82.7                               | 91.51               | 23/88                                                |
|                 |                  |                  | 4                  | 5.1                                | 93.17               | 19/121                                               |
|                 |                  |                  | 4                  | 1.5                                | 87.95               | 17/812                                               |
| Stanford Dogs   | AutoTune (BO)    |                  | 3                  | 129.5                              | 79.54               | 72/210                                               |
|                 |                  |                  | 3                  | 3.9                                | 85.09               | 10/210                                               |
|                 |                  |                  | 4                  | 0.55                               | 83.17               | 10/210                                               |
|                 | Conventional     |                  | 3                  | 82.7                               | 76.21               | 17/397                                               |
|                 |                  |                  | 2                  | 2.2                                | 84.24               | 24/711                                               |
|                 |                  |                  | 2                  | 0.55                               | 83.33               | 21/711                                               |
|                 | AutoTune (RS)    |                  | 2                  | 82.7                               | 78.24               | 10/108                                               |
|                 |                  |                  | 2                  | 2.2                                | 84.24               | 24/711                                               |
|                 |                  |                  | 2                  | 0.55                               | 83.33               | 21/711                                               |
|                 |                  |                  | 2                  | 0.55                               | 83.33               | 21/711                                               |
|                 | Conventional     |                  | 2                  | 82.7                               | 76.21               | 17/397                                               |
|                 |                  |                  | 2                  | 2.2                                | 84.24               | 24/711                                               |
|                 |                  |                  | 2                  | 0.55                               | 83.33               | 21/711                                               |

Figure 4: Illustrating the sensitivity of the FC layer’s hyperparameters such as the number of FC layers and the number of neurons in FC layers on the performance of the deep neural network. The value of a cell (i, j) represents the validation accuracy obtained by fine-tuning (re-training) the FC layers having the mentioned number of neurons corresponding to row i (FC2) and column j (FC1). a), b), and c) present the FC layer’s configuration of VGG-16 and the validation accuracy obtained over CalTech-101, CalTech-256, and Stanford Dogs datasets, respectively.

Figure 5: Demonstration of classification performance as a function of the number of neurons in FC layers. The comparison between training and validation accuracy obtained by re-training the FC layers of VGG-16 with the specified number of neurons over the CalTech-101 dataset.

The proposed method achieves significant gain in the performance (with very less number of trainable parameters) compared to the traditional fine-tuning of CNN layers over the target dataset. For instance, traditional fine-tuning of the base VGG-16 model [3] achieves 84.21% validation accuracy which requires to train 120 Million parameters involved in top 3 layers. On the other hand, fine-tuning the VGG-16 model tuned using the proposed AutoTune method attains 95.83% validation accuracy by training 88.7 parameters, which is 0.26 times fewer than the parameters involved in traditional fine-tuning. We can also observe from the same table that in very few cases the parameters involved with the proposed method are slightly larger than the conventional method. Furthermore, to demonstrate the sensitivity of the hyperparameters such as the number of neurons in FC layers, we conduct experiments with VGG-16 by varying the number of FC layers, the number of neurons in each FC layer. The results are illustrated in Figure 4. From this Figure we can observe the validation accuracies obtained over CalTech-101, CalTech-256, and Stanford Dogs datasets using different settings of number of FC layers and number of neurons in FC layers. For example, finetuning (re-training) the weights involved...
in FC1, FC2, and output FC layers with 512, 1024, and 101 neurons over CalTech-101 dataset results in 93.05% classification performance. Note that the dropout factor is considered as 0.5 after every FC or Dense layer except output FC layer. The significance of learning the CNN architecture with the knowledge of target dataset is illustrated in Fig. 5. The sensitivity of FC layer’s hyperparameters can be observed over the classification performance in Fig. 5. It is noticed that selection of the suitable FC layer’s configuration leads to improve the generalization ability of the deep neural network over the target dataset.

7. Conclusion and Future Work

We propose a novel framework for automatically tuning the pre-trained CNN w.r.t. the target dataset while transferring the learned knowledge from the source task to the target task. We compare the Bayesian and Random search strategies to perform the tuning of network hyperparameters. Experiments are conducted using VGG-16, ResNet-50, and DenseNet-121 models over CalTech-101, CalTech-256, and Stanford Dogs datasets. The models are originally trained over large-scale ImageNet dataset. The experimental results suggest that the tuning of the CNN layers with the knowledge of the target dataset improves the transferring ability. Automatically tuning the CNN by utilizing the knowledge from the target dataset demonstrates a significant reduction in the error by 27.4%, 17.9%, and 5.6% over CalTech-101, CalTech-256, and Stanford Dogs datasets, respectively. We further observe that the proposed AutoTune improves performance using both Bayesian and Random search strategies. Moreover, the proposed AutoTune performs much better than the conventional fine-tuning of transfer learning as depicted by the results reported in this study. In the future, we would like to extend this idea by employing filter pruning methods after finding the suitable CNN architecture to discover a light-weight CNN for efficient transfer learning.
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