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Using a Hilbert space framework inspired by the methods of orthogonal projections and Hodge decompositions, we study a general class of problems (called Z-problems) that arise in effective media theory, especially within the theory of composites, for defining the effective operator. A new and unified approach is developed, based on block operator methods, for obtaining solutions of the Z-problem, formulas for the effective operator in terms of the Schur complement, and associated variational principles (e.g., the Dirichlet and Thomson minimization principles) that lead to upper and lower bounds on the effective operator. In the case of finite-dimensional Hilbert spaces, this allows for a relaxation of the standard hypotheses on positivity and invertibility for the classes of operators usually considered in such problems, by replacing inverses with the Moore-Penrose pseudoinverse. As we develop the theory, we show how it applies to the classical example from the theory of composites on the effective conductivity in the periodic conductivity problem in the continuum (2d and 3d) under the standard hypotheses. After that, we consider the following three important and diverse examples (increasing in complexity) of discrete electrical network problems in which our theory applies under the relaxed hypotheses. First, an operator-theoretic reformulation of the discrete Dirichlet-to-Neumann (DtN) map for an electrical network on a finite linear graph is given and used to relate the DtN map to the effective operator of an associated Z-problem. Second, we show how the classical effective conductivity of an electrical network on a finite linear graph is essentially the effective operator of an associated Z-problem. Finally, we consider electrical networks on periodic linear graphs and develop a discrete analog to classical example of the periodic conductivity equation and effective conductivity in the continuum.

I. INTRODUCTION

Broadly speaking, effective media (or medium) theory is an analytical or theoretical model which describes the effective (apparent, overall, or aggregate) behavior of a complex, multicomponent system, usually having a constitutive relation, in terms of a simpler system with an effective constitutive relation that defines the effective parameter, moduli, coefficient, tensor, matrix, operator, etc., which we will denote here by σ. The effective properties of the original system are then often described in terms of this σ.

For example, in a continuum electrical conductivity problem with a conductivity tensor field σ = σ(x) in a periodic medium, the constitutive relation governing the relation between the electric field E = E(x) and the current density J = J(x) is Ohm’s law J = σE and the effective conductivity tensor σ is defined by the relation ⟨J⟩ = σx⟨E⟩, where ⟨·⟩ denotes the periodic average.

Similar to this example, there are a common set of fundamental problems one wants to solve such as: Find sufficient conditions on the constitutive relations that guarantee σ is uniquely defined by the effective constitutive relation and then give an explicit formula for σ. In addition, if possible, give variational principles for σ and derive upper and lower bounds on it.

To treat these fundamental problems, a mathematical structure has emerged from within the theory of composites, that has provided a common systematic method for defining the effective operator σ starting from a “Z-problem” (aka, a generalized “field equation” or “cell problem”), which represents the constitutive relation, and based on a Hilbert space framework in which orthogonal projections associated with a Hodge decomposition plays a key role. Originally, part of the framework arose out of homogenization theory and then was further developed within the theory of composites (see also Chap. 2 in Ref. 8). But now the abstract framework has been shown to be useful more generally and leads to several important open problems that is fueling research. As such, this framework deserves further study and should include new compelling examples that fit within the abstract framework. This provides one motivation for our paper.

In order to better understand the structure of a Z-problem, let us consider the example above in more detail.

Example 1 Consider the Hilbert space of periodic square-integrable vector-valued functions [L₂(Ω)]d (d = 2 or d = 3), over the field ℂ or ℂ with unit cell Ω (e.g., Ω = [0, 2π]d) and the Hodge decomposition:

\[ [L₂(Ω)]^d = \mathcal{H} = \mathcal{U} \perp \mathcal{E} \perp \mathcal{J}, \]

\[ \mathcal{U} = \{ U \in \mathcal{H} : \langle U \rangle = 0 \}, \]

\[ \mathcal{E} = \{ E \in \mathcal{H} : \nabla \times E = 0, \langle E \rangle = 0 \}, \]

\[ \mathcal{J} = \{ J \in \mathcal{H} : \nabla \cdot J = 0, \langle J \rangle = 0 \}, \]
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with the inner product and (cell) average

$$
\langle E, F \rangle_{\mathcal{H}} = \frac{1}{|\Omega|} \left( \int_{\Omega} E(x) \cdot F(x) \, dx \right), \quad \langle F \rangle = \frac{1}{|\Omega|} \int_{\Omega} F(x) \, dx,
$$

(5)

respectively, for all $E, F \in \mathcal{H}$, where $(\cdot)^T$ and $(\cdot)$ denote the transpose and complex conjugation, respectively. In particular, $\mathcal{U}$ is the $d$-dimensional space of uniform (constant) vector functions; $\mathcal{E}$ is the infinite-dimensional space of all $\Omega$-periodic vector fields $E$ characterized by $E = \nabla v$ for some $\Omega$-periodic function $v$; $\mathcal{U} \oplus \mathcal{E}$ and $\mathcal{U} \oplus \mathcal{J}$ are the spaces of periodic vector fields which are the gradient $\nabla$ of a potential and divergence $(\nabla \cdot)$-free, respectively.

The Z-problem in this example is the constitutive relation, namely, Ohm’s law (formulated as the field equation or cell problem) with a measurable, bounded, periodic conductivity tensor $\sigma = \sigma(x)$ (more precisely, it can be scalar-, tensor-, or $d \times d$ matrix-valued as a function of the spatial variable $x$, but the key point is that as a left multiplication operator, $\sigma$ is a bounded linear operator on $\mathcal{H}$, i.e., $\sigma \in L(\mathcal{H})$) or, more generally, with any bounded linear operator $\sigma \in L(\mathcal{H})$ (in particular, $\sigma$ need not be a local operator$^{16,17}$):

$$
J_0 + J = \sigma(E_0 + E),
$$

(6)

where $E_0, J_0 \in \mathcal{U}$, $E \in \mathcal{E}$, and $J \in \mathcal{J}$. Then effective conductivity $\sigma_e$ is defined in terms of this Z-problem as the bounded linear operator on $\mathcal{U}$ [i.e., $\sigma_e \in L(\mathcal{U})$] satisfying the effective constitutive relation

$$
J_0 = \sigma_e E_0.
$$

(7)

Equivalently, in terms of averages between the periodic electric field $E_0 + E \in \mathcal{U} \oplus \mathcal{E}$ and the periodic current density $J_0 + J \in \mathcal{U} \oplus \mathcal{J}$ related through Ohm’s law (5), the effective constitutive relation (7) is the usual relation defining the effective conductivity:

$$
\langle J_0 + J \rangle = \sigma_e \langle E_0 + E \rangle,
$$

(8)

since $\langle E_0 + E \rangle = E_0$ and $\langle J_0 + J \rangle = J_0$.

Remark 2 In this paper we will treat Hilbert spaces $\mathcal{H}$ over a field $\mathbb{K}$, where $\mathbb{K} = \mathbb{R}$, the real numbers, or $\mathbb{K} = \mathbb{C}$, the complex numbers. In either case, the abstract framework and our results are formulated in a general form regardless of which field is used. One motivation for including both real and complex fields comes from the theory of composites$^{3,7,8,17}$: In static problems, usually one deals with real fields and hence a real Hilbert space $\mathcal{H}$. But for quasistatic problems, one also deals with complex fields and hence a complex Hilbert space $\mathcal{H}$.

Remark 3 For the Hodge decomposition above, there is an alternative characterization (see pp. 1487–1488 and Appendix A in Ref. 14 on the Helmholtz decomposition) of these spaces (which can be proved using Fourier series analysis, for instance) that will be useful when we consider discrete examples in Sec. $^{17}$ $[L^2_0(\Omega)]^d$ denotes the Hilbert space (over the field $\mathbb{K}$) of all periodic (on $\Omega$) vector-valued functions belonging to $L^2_{\text{loc}}(\mathbb{R}^d, \mathbb{K}^d)$ with inner product (5).

$$
\mathcal{U} = \{ U \in [L^2_0(\Omega)]^d : U \text{ is a constant function} \},
$$

(9)

$$
\mathcal{E} = \{ \nabla u : u \in L^2_0(\Omega) \} \text{ and } u \in H^1_{\text{loc}}(\mathbb{R}^d, \mathbb{K}),
$$

(10)

$$
\mathcal{J} = \{ J \in [L^2_0(\Omega)]^d : J \in H^1_{\text{loc}}(\text{div}, \mathbb{K}^d), \nabla \cdot J = 0, \langle J \rangle = 0 \},
$$

(11)

where $\nabla : H^1_{\text{loc}}(\mathbb{R}^d, \mathbb{K}) \to [L^2_0(\Omega)]^d$ is the gradient operator and $\nabla \cdot : H^1_{\text{loc}}(\text{div}, \mathbb{K}^d) \to L^2_{\text{loc}}(\mathbb{K}^d)$ is the divergence operator. Then

$$
\mathcal{J} = \{ \nabla \times F : F \in [L^2_0(\Omega)]^d, \nabla \times F \in [L^2_0(\Omega)]^d \},
$$

where $\nabla \times : H^1_{\text{loc}}(\text{curl}, \mathbb{K}^d) \to [L^2_0(\Omega)]^d$ is the curl operator, and

$$
[L^2_0(\Omega)]^d = \mathcal{U} \oplus \mathcal{E} \oplus \mathcal{J},
$$

(12)

$$
\ker(\nabla \cdot) \cap [L^2_0(\Omega)]^d = \mathcal{U} \oplus \mathcal{J}, \quad \text{ran}(\nabla) \cap [L^2_0(\Omega)]^d = \mathcal{U} \oplus \mathcal{E}.
$$

(13)

It is these representations, specifically, (9)–(13), that we will consider for an analogy in the periodic lattice example in Sec. $^{17}$ but we will find that there are nuances which lead us to conclude that the analogy is not a perfect one (see Sec. $^{17}$).

A. What is the Z-problem and effective operator?

The above discussion motivates the following precise definition of the Z-problem (a term coined in Ref. 8, see Chaps. 7 & 10, that also may be called a generalized “cell problem”) as coined in Ref. $^{18}$ or “field equation” following $^{8,14,17}$ associated with a Hilbert space having an orthogonal triple decomposition [or, in light of (11)–(12) and Ref. $^{13}$ a “generalized Hodge decomposition” as coined in Ref. $^{18}$] and effective operator (or “Z-operator,” see Chaps. 7 & 10 in Ref. $^{8}$) that comes from the abstract theory of composites$^{3,8}$.

Definition 4 (Z-problem and effective operator) The Z-problem

$$
(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma),
$$

(14)

is the following problem associated with a Hilbert space $\mathcal{H}$, an orthogonal triple decomposition of $\mathcal{H}$ as

$$
\mathcal{H} = \mathcal{U} \oplus \mathcal{E} \oplus \mathcal{J},
$$

(15)

and a (bounded) linear operator $\sigma \in L(\mathcal{H})$: given $E_0 \in \mathcal{U}$, find triples $(J_0, E, J) \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}$ satisfying

$$
J_0 + J = \sigma(E_0 + E),
$$

(16)
such a triple \((J_0, E, J)\) is called a solution of the \(Z\)-problem at \(E_0\). If there exists a (bounded) linear operator \(\sigma_s \in \mathcal{L}(\mathcal{U})\) such that
\[
J_0 = \sigma_s E_0,
\]
whenever \(E_0 \in \mathcal{U}\) and \((J_0, E, J)\) is a solution of the \(Z\)-problem at \(E_0\), then \(\sigma_s\) is called an effective operator of the \(Z\)-problem.

For instance, it follows from this definition that Example [1] defines a \(Z\)-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, J, \sigma)\), where \(\mathcal{H} = [L^2_0(\Omega)]^d\) has the orthogonal triple decomposition [1] with \(\mathcal{U}, \mathcal{E}, J\) given by [2], [3], [4] (which is a special case of a Hodge decomposition) and the effective conductivity \(\sigma_s\) is an effective operator of that \(Z\)-problem according to our definition above.

B. Overview of the paper

To every \(Z\)-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, J, \sigma)\) (e.g., Example [1]), there are three important sets of problems that naturally arise:

(i) (Solvability of the \(Z\)-problem) Under what conditions does the \(Z\)-problem [16] have a solution; a unique solution? If possible, find a formula for all solutions in terms of \(\sigma\) and parameterized by those \(E_0 \in \mathcal{U}\) for which solutions exist.

(ii) (Existence, uniqueness, and representation formulas for the effective operator) Under what conditions does the effective operator \(\sigma_s\) exist; is unique? If it exists, find representation formulas for it in terms of \(\sigma\).

(iii) (Variational principles & bounds) If \(\sigma^* = \sigma\) (i.e., self-adjoint) and \(\sigma \geq 0\) (i.e., positive semidefinite), are there variational principles: (1) for the solutions of the \(Z\)-problem? (2) that define the effective operator \(\sigma_s\)? (3) that can be used to derive upper and lower bounds on an effective operator \(\sigma_s\) in terms of \(\sigma^*\)?

In this paper, we will focus on answering these questions. To do so, we will first consider classical results in Sec. [II]. Here, certain “strong hypotheses” will be used such as \(\sigma^* = \sigma \geq 0\) and \(\sigma\) invertible (the “classical” hypotheses). Often the latter will be too restrictive though and the invertibility of the subblock \(\sigma_{11}\) of \(\sigma\) [see [18]-[20]] will be enough. Second, in Sec. [III] we discuss how we plan to relax or weaken the hypotheses and then give insight into the reason these “weaker hypotheses” [see [H1]-[H4]] will naturally occur. Next, in order to extend the results in Sec. [III] under the weaker hypotheses, we introduce a unified framework for treating the variational principles associated to constrained linear equations in Sec. [IV] Then, in Sec. [V] we use this framework to prove the main results of this paper on the \(Z\)-problem and effective operator which answer the sets of questions [11] [13] and [111] above under the weaker hypotheses. After this, we will develop in Sec. [VI] three important examples of discrete electrical network problems for which our abstract framework and results apply. These examples provide far more than just evidence that our abstract framework can be used to solve for their associated effective operators but also, equally as important, there exists a connecting relationship between all of them, which becomes apparent from the results in this paper. In Appendices [A] and [B] we provide some fundamental results on the abstract theory of composites, effective operators, and Hodge decompositions that are needed in this paper and interesting in their own right, but are best placed in these appendices.

In regard to the approach we use in this paper to treat the problems [1]-[11] it is new, even in the classical setting. It is based on block operator methods and Schur complement theory. As such, we will review the classical results and include proofs using this new approach, before generalizing them later in the paper.

Finally, although our focus is on weakening the hypotheses on the operator \(\sigma\) to achieve comparable results in the classical setting, we will still assume, in general, some form of self-adjoint hypotheses, e.g., \(\sigma^* = \sigma\), when we state and prove our results. The reason for this is two fold. The first is that \(\sigma^* = \sigma\) is the most common hypothesis in the examples we consider in this paper. The second reason is that the other typical hypotheses on \(\sigma\), that it has positive imaginary or positive real part (see, for instance, Refs. [3], [8], [17] and [27]), is important enough to deserve a separate study of which the current paper will be useful.

II. CLASSICAL RESULTS

In the classical setting, i.e., with the strong assumptions that \(\sigma^* = \sigma \geq 0\) and \(\sigma\) invertible, all these problems can solved [13,16,17]. We will review this now and include proofs using a new approach to solving these problems which emphasizes block operator methods and the use of Schur complements [28] (although the importance of it in the theory of composites was originally recognized in Ref. [29]). Later in the paper we generalize our approach when we relax the invertibility hypothesis.

Let \((\mathcal{H}, \mathcal{U}, \mathcal{E}, J, \sigma)\) be a \(Z\)-problem (as defined in Def. [4]). Then we can write the operator
\[
\sigma = [\sigma_{ij}]_{i,j=0,1,2} \in \mathcal{L}(\mathcal{H})
\]
as a \(3 \times 3\) block operator matrix with respect to the orthogonal triple decomposition [15] of the Hilbert space \(\mathcal{H} = \mathcal{U} \oplus \mathcal{E} \oplus J\). More precisely, we introduce the orthogonal projections \(\Gamma_0, \Gamma_1, \Gamma_2\) of \(\mathcal{H}\) onto \(H_0 = \mathcal{U}, H_1 = \mathcal{E}, H_2 = J\), respectively, and define
\[
\sigma_{ij} \in \mathcal{L}(H_j, H_i), \quad \sigma_{ij} = \Gamma_i \sigma \Gamma_j : H_j \rightarrow H_i,
\]
for \(i, j = 0, 1, 2\). In particular, for \(i = j = 1\), \(\sigma_{11}\) is the compression of \(\sigma\) to \(\mathcal{E}\), that is,
\[
\sigma_{11} = \Gamma_1 \sigma \Gamma_1 |_{\mathcal{E}},
\]
i.e., the restriction of the operator \(\Gamma_1 \sigma \Gamma_1\) on \(\mathcal{H}\) to the closed subspace \(\mathcal{E}\). Then the \(Z\)-problem [15] is equivalent to the sys-
term
\[\sigma_{00}E_0 + \sigma_{01}E = J_0, \quad (21)\]
\[\sigma_{10}E_0 + \sigma_{11}E = 0, \quad (22)\]
\[\sigma_{22}E_0 + \sigma_{21}E = J. \quad (23)\]

Finally, from this and assuming \(\sigma_{11}\) is invertible, we get the classical formulas for the solution of the Z-problem and the effective operator as a Schur complement:

\[J_0 = \sigma_0 E_0, \quad E = -\sigma_{11}^{-1} \sigma_{10} E_0, \quad J = \sigma_{22} E_0 + \sigma_{21} E, \quad \sigma_0 = \frac{\sigma_{00}}{\sigma_{11}}, \quad \sigma_{11} = \sigma_{00} - \sigma_{01} \sigma_{11}^{-1} \sigma_{10}. \quad (24)\]

This proves the following theorem which answers the questions [11] and [12] above in the case \(\sigma_{11}\) is invertible.

**Theorem 5** If \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) is a Z-problem (as in Def. [4]) and \(\sigma_{11}\) (as defined by [20]) is invertible then the Z-problem [16] has a unique solution for each \(E_0 \in \mathcal{U}\) and it is given by the formulas [24], [25]. Moreover, the effective operator of the Z-problem exists, is unique, and is given by the Schur complement formula [25].

The Schur complement formula [25] for the effective operator \(\sigma_0\) is useful for deriving some of its basic properties as we shall now see.

**Corollary 6** If \(\sigma \in \mathcal{L}(\mathcal{H})\) and \(\sigma_{11}\) is invertible then
\[\left(\sigma_i^*\right)^* \left(\sigma_i^*\right) = \sigma_i. \quad (26)\]
In particular, if \(\sigma^* = \sigma\) then
\[\left(\sigma_i^*\right)^* = \sigma_i. \quad (27)\]

**Proof.** Assume the hypotheses. Then since \((\sigma_i^*)^* = (\sigma_i)^*_j\) for each \(i, j = 0, 1, 2\) it follows that \((\sigma_i)^* = (\sigma_i^*)_{11}\) is invertible so by Theorem [5] applied to the adjoint Z-problem, i.e., to the Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^*)\), we have following formula for the associated effective operator \(\sigma_i^*\):

\[\left(\sigma_i^*\right)^* = \left(\sigma_i^*\right)^{00} - \left(\sigma_i^*\right)^{01}(\sigma_i^*)_{11}^{-1}(\sigma_i^*)^{10} = \left(\sigma_i^*\right)^{00} - \left(\sigma_i^*\right)^{01}(\sigma_i^*)_{11}^{-1}(\sigma_i^*)^{01} = \left(\sigma_i^*\right)^{00} - \left(\sigma_i^*\right)^{01}(\sigma_i^*)_{11}^{-1}(\sigma_i^*)^{01} = \left(\sigma_i^*\right)^*.
\]

This proves the corollary. \(\blacksquare\)

Now under the self-adjoint assumptions that \(\sigma \in \mathcal{L}(\mathcal{H})\) and \(\sigma^* = \sigma\), the next two theorems answer the questions [13] under slightly weaker hypotheses, namely, in the case \(\sigma_{11} \geq 0\) and \(\sigma_{11}\) is invertible and all of [14] in the case \(\sigma_{11} \geq 0\) and \(\sigma\) is invertible in which the notion of duality plays a key role.

**Theorem 7** (Dirichlet minimization principle) If \(\sigma \in \mathcal{L}(\mathcal{H})\), \(\sigma^* = \sigma\), \(\sigma_{11} \geq 0\), and \(\sigma_{11}\) is invertible then the effective operator \(\sigma_0\) is the unique self-adjoint operator satisfying the minimization principle:
\[(E_0, \sigma_0 E_0) = \min_{E \in \mathcal{E}} (E_0 + E, \sigma(E_0 + E)), \forall E_0 \in \mathcal{U}, \quad (28)\]
and, for each \(E_0 \in \mathcal{U}\), the minimizer is unique and given by
\[E = -\sigma_{11}^{-1} \sigma_{10} E_0. \quad (29)\]

Moreover, we have the following upper bound on the effective operator:
\[\sigma_0 \leq \sigma_{00}. \quad (30)\]

In fact, as our proof of this theorem below shows, the theorem is still true if we drop the self-adjoint hypothesis \(\sigma^* = \sigma\) and replace it with the weaker hypothesis:
\[\left[\begin{array}{cc} \sigma_{00} & \sigma_{10} \\ \sigma_{10}^* & \sigma_{11} \end{array}\right]^* = \left[\begin{array}{cc} \sigma_{00} & \sigma_{10} \\ \sigma_{10} & \sigma_{11} \end{array}\right], \quad (32)\]

where
\[\left[\begin{array}{cc} \sigma_{00} & \sigma_{10} \\ \sigma_{10} & \sigma_{11} \end{array}\right] = (\Gamma_0 + \Gamma_1)\sigma(\Gamma_0 + \Gamma_1)|\mathcal{U} \oplus \mathcal{E}. \quad (33)\]

In other words, the weaker hypothesis [32] is equivalent to the hypothesis that the compression of \(\sigma\) to \(\mathcal{U} \oplus \mathcal{E}\) is self-adjoint.

We can use Theorem [7] to derive some additional properties of the effective operator \(\sigma_0\).

**Corollary 8** Suppose \(\sigma \in \mathcal{L}(\mathcal{H})\), \(\sigma^* = \sigma \geq 0\). Then the following are true: (a) If \(\sigma_{11}\) is invertible then \(\left(\sigma_i\right)^* = \sigma_i \geq 0\). (b) If \(\sigma\) is invertible then \(0 \leq (\sigma_{11})^* = \sigma_{11} \) for each \(j = 0, 1, 2\) and \(\sigma\) is invertible.

**Proof.** Suppose \(\sigma \in \mathcal{L}(\mathcal{H})\), \(\sigma^* = \sigma \geq 0\). (a): If \(\sigma_{11}\) is invertible then by Corollary [6] we know \(\left(\sigma_i\right)^* = \sigma_i\) and by [28] in Theorem [7] together with the hypothesis \(\sigma \geq 0\), it follows immediately that \(\sigma \geq 0\). (b): Suppose \(\sigma\) is invertible. Then it follows from the hypotheses that \(\sigma \geq \delta I_{\mathcal{H}}\) for some scalar \(\delta > 0\), where \(I_{\mathcal{H}}\) denotes the identity operator on \(\mathcal{H}\). From this follows that \((\sigma_{11})^* = \sigma_{11} = \Gamma_1 \sigma \Gamma_1 |\mathcal{H} \geq \delta I_{\mathcal{H}}\), where \(I_{\mathcal{H}}\) is the identity operator on the Hilbert space \(H\), for each \(j = 0, 1, 2\) with \(H_0 = \mathcal{U}, H_1 = \mathcal{E}, H_2 = \mathcal{J}\). This and this implies \(\sigma_{11}\) is invertible for each \(j = 0, 1, 2\). Now it follows immediately from [28] in Theorem [7] that \(\left(\sigma_i\right)^* = \sigma_i \geq \delta I_{\mathcal{H}}\) which implies \(\sigma\) is invertible. \(\blacksquare\)

**Theorem 9** (Thomson minimization principle) If \(\sigma \in \mathcal{L}(\mathcal{H})\), \(\sigma^* = \sigma \geq 0\), and \(\sigma\) is invertible then \(\left(\sigma_i\right)^{-1}\) is the unique self-adjoint operator satisfying the minimization principle:
\[\left(J_0, \left(\sigma^{-1}\right)^{-1} J_0\right) = \min_{\mathcal{J}} \left(J_0 + J, \sigma^{-1}(J_0 + J)\right), \forall J_0 \in \mathcal{U}, \quad (34)\]
and, for each \(J_0 \in \mathcal{U}\), the minimizer is unique and given by
\[J = -\sigma_{22}^{-1} \sigma_{20} J_0. \quad (35)\]

Moreover, we have the upper and lower bounds on the effective operator:
\[0 \leq \left[\left(\sigma^{-1}\right)^{-1}\right. \leq \sigma \leq \left.\sigma_{00}\right. \quad (36)\]

where
\[\left(\sigma^{-1}\right)^{-1} = \Gamma_0 \sigma^{-1} \Gamma_0 |\mathcal{U}. \quad (37)\]
We will give a proof of these two theorems which is surprisingly simple now and based on the following well-known minimization principle for Schur complement and the notion of duality between the direct and dual Z-problems as defined next. In this regard, the Dirichlet variational principle, i.e., Theorem 7 is called the direct variational principle and the Thomson (or Thompson) variational principle, i.e., Theorem 9 is called the dual (or complementary) variational principle (see, for instance, Refs. 3, 8, and 17).

We will need the following well-known result (the proof is omitted as it is trivial).

**Lemma 10 (Aitken block-diagonalization formula)** If \( H = H_0 \oplus H_1 \) is a Hilbert space, \( A = [A_{ij}]_{i,j=0,1} \in \mathcal{L}(H) \), and \( A_{11} \) is invertible then

\[
\begin{bmatrix}
A_{00} & A_{01} \\
A_{10} & A_{11}
\end{bmatrix} = \begin{bmatrix}
I_{H_0} & A_{01} A_{11}^{-1} \\
0 & I_{H_1}
\end{bmatrix} \begin{bmatrix}
A_{11}^{-1} A_{10} & I_{H_0} \\
0 & A_{11}
\end{bmatrix} \begin{bmatrix}
I_{H_0} & A_{01} \\
0 & I_{H_1}
\end{bmatrix},
\]

(38)

\[
\begin{bmatrix}
I_{H_0} & A_{01} A_{11}^{-1} \\
0 & I_{H_1}
\end{bmatrix}^{-1} = \begin{bmatrix}
I_{H_0} & -A_{01} A_{11}^{-1} \\
0 & I_{H_1}
\end{bmatrix},
\]

(39)

\[
\begin{bmatrix}
I_{H_0} & A_{01} A_{11}^{-1} \\
0 & I_{H_1}
\end{bmatrix}^{-1} = \begin{bmatrix}
I_{H_0} & 0 \\
-A_{11}^{-1} A_{10} & I_{H_1}
\end{bmatrix}.
\]

(40)

**Theorem 11 (Schur complement: minimization principle)**

If \( H = H_0 \oplus H_1 \) is a Hilbert space, \( A = [A_{ij}]_{i,j=0,1} \in \mathcal{L}(H) \), \( A^* = A \), \( A_{11} \) is invertible and \( A_{11} \geq 0 \) then the Schur complement of \( A \) with respect to \( A_{11} \), i.e., \( A \setminus A_{11} = A_{00} - A_{01} A_{11}^{-1} A_{10} \), is the unique self-adjoint operator satisfying the minimization principle:

\[
(x,A_{11}x) = \min_{y \in H_1} (x+y,A(x+y)), \forall x \in H_0,
\]

(41)

and, for each \( x \in H_0 \), the minimizer is unique and given by

\[
y = -A_{11}^{-1} A_{10} x \in H_1.
\]

(42)

Moreover,

\[
A_{11} \leq A_{00}.
\]

(43)

**Proof.** Assume the hypotheses. Then \((A_{11})^* = A_{11} \geq \delta I\), for some scalar \( \delta > 0 \). Next, it follows by Lemma 10 that \( A \) has the block factorization (38) with

\[
\begin{bmatrix}
I_{H_0} & A_{01} A_{11}^{-1} \\
0 & I_{H_1}
\end{bmatrix}^{-1} = \begin{bmatrix}
I_{H_0} & 0 \\
-A_{11}^{-1} A_{10} & I_{H_1}
\end{bmatrix}.
\]

Hence, for any \( x \in H_0 \) and \( y \in H_1 \),

\[
(x+y,A(x+y)) = \left( \begin{bmatrix} x \\ y \end{bmatrix}, \begin{bmatrix} A_{00} & A_{01} \\
A_{10} & A_{11} \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} \right) = \left( \begin{bmatrix} I & 0 \\
A_{11}^{-1} A_{10} & I \end{bmatrix} \begin{bmatrix} A_{11}^{-1} A_{10} x + y, A_{11}^{-1} A_{10} x + y \end{bmatrix} \right) \geq (x,A_{11} x),
\]

with equality iff \((A_{11}^{-1} A_{10} x + y, A_{11}^{-1} A_{10} x + y) = 0 \) iff \( A_{11}^{-1} A_{10} x + y = 0 \) iff \( y = -A_{11}^{-1} A_{10} x \). This proves the equality (41) and the uniqueness of the minimizer which is given by (42). The proof of the theorem now follows from all this and the fact that \( A / A_{11} \in \mathcal{L}(H_0) \) is self-adjoint so is uniquely determined by its quadratic form (see, for instance, Theorem 4.4 in Ref. 31 and the upper bound (45) follows from considering the RHS of (41) with \( y = 0 \in H_1 \). ■

**Definition 12 (Dual Z-problem)** Given a Z-problem \((\mathcal{H},\mathcal{U},\mathcal{E},\mathcal{F},\sigma)\) with invertible \( \sigma \) (the direct Z-problem), the corresponding dual Z-problem is the Z-problem \((\mathcal{H},\mathcal{U},\mathcal{E},\mathcal{F},\sigma^{-1})\) associated with the orthogonal decomposition

\[
\mathcal{H} = \mathcal{U} \oplus \mathcal{F} \oplus \mathcal{E}
\]

and operator \( \sigma^{-1} \in \mathcal{L}(\mathcal{H}), \) i.e., the problem: given \( J_0 \in \mathcal{U}, \) find vectors \((E_0,J) \in \mathcal{U} \times \mathcal{F} \times \mathcal{E}\) satisfying

\[
E_0 + E = \sigma^{-1} (J_0 + J).
\]

(45)

An effective operator for this Z-problem will be denoted by \((\sigma^{-1})_\nu\). In other words, if there exists an operator \((\sigma^{-1})_\nu \in \mathcal{L}(\mathcal{U})\) such that

\[
E_0 = (\sigma^{-1})_\nu J_0
\]

(46)

whenever \((E_0,J)\) is a solution of the dual Z-problem at \( J_0 \) then \((\sigma^{-1})_\nu\) is an effective operator for the dual Z-problem.

**Proof of Theorems 7 and 9** Assume the hypotheses of Theorem 7. Then the proof of Theorem 7 follows immediately from Theorem 5 with the Schur complement formula (35) for \( \sigma_* \) and by Theorem 11 with

\[
\sigma_* = A / A_{11},
\]

(47)

where

\[
H = H_0 \oplus H_1, H_0 = \mathcal{U}, H_1 = \mathcal{E},
\]

(48)

\[
A = [A_{ij}]_{i,j=0,1} = [\sigma_{ij}]_{i,j=0,1}.
\]

(49)

Now notice it follows from this proof that we can replace the hypothesis \( \sigma_* = \sigma \) in Theorem 7 with the weaker hypothesis (32) and the conclusions of Theorem 7 are still true.

Next, assume the hypotheses in Theorem 9. Then by Corollary 8 we know that \( 0 \leq (\sigma_{ij}) = \delta_{ij} \) are invertible for each \( j = 0,1,2 \) and similarly for \( \sigma^{-1} \) since by hypotheses it follows that \((\sigma^{-1}) = \delta^{-1} \geq 0 \). Thus, by Theorem 8 (in particular the uniqueness of the effective operator) it follows that the effective operator \((\sigma^{-1})_\nu\) of the dual problem \((\mathcal{H},\mathcal{U},\mathcal{F},\mathcal{E},\sigma^{-1})\) satisfies

\[
(\sigma^{-1})_\nu = (\sigma_*)^{-1},
\]

(50)

and by Corollary 8 we also know that \((\sigma^{-1})_\nu \geq 0 \) and \( \sigma_* \geq 0 \). The result now follows immediately from this by Theorem 7 applied to the dual Z-problem. In particular, we have from
Theorem\cite{7} applied to both the direct and dual $Z$-problem, that $0 \leq \sigma \leq \sigma_{00}$ and $0 \leq (\sigma_{-1})_{-1} \leq (\sigma_{-1})_{00}$ so by taking inverses we prove \eqref{55}. This completes the proof. \hfill \blacksquare

We conclude this section on some fundamental results on the dual problem which we will generalize under weaker hypotheses later in the paper. To do this, we will need the following lemma along with a proposition that gives an alternative Schur complement representation formula for the effective operator $\sigma_i$.

**Lemma 13 (Babachiewicz inversion formula)** Suppose $H = H_0 \oplus H_1$ is a Hilbert space and $A = [A_{ij}]_{i,j=0,1} \in \mathcal{L}(H)$. Then the following statements are true:

(a) If $A_{11}$ is invertible then $A$ is invertible if and only if $A/A_{11}$ is invertible.

(b) If $A$ is invertible then $A_{11}$ is invertible if and only if $(A^{-1})_{00}$ is invertible.

(c) If $A$ and $A_{11}$ are invertible then

\[
A^{-1} = \begin{bmatrix}
(A^{-1})_{00} & (A^{-1})_{01} \\
(A^{-1})_{10} & (A^{-1})_{11}
\end{bmatrix}
= \begin{bmatrix}
(A/A_{11})_{-1} & -A_{01}A_{11}^{-1} \\
-A_{11}^{-1} + A_{11}^{-1}A_{10}(A^{-1})_{01}^{-1}A_{11}^{-1} & -A_{11}^{-1}
\end{bmatrix},
\]

\[
A/A_{11} = \begin{bmatrix}
(A^{-1})_{00}^{-1} & A^{-1}/(A^{-1})_{00} = A_{11}^{-1}
\end{bmatrix}.
\]

**Proof.** Although this lemma is well-known\cite{28}, we will give a self-contained proof. Assume the hypotheses. The proof of (a) and (c) follows immediately from Lemma\cite{10} To prove (b), assume $A$ is invertible. If $A_{11}$ is invertible then by (c) we immediately get that $(A^{-1})_{00}$ is invertible. Conversely, if $(A^{-1})_{00}$ is invertible, then considering the same statement but with respect to $H = H_1 \oplus H_0$ and $A^{-1} = [(A^{-1})_{ij}]_{i,j=0,1}$ instead of $A$, we have that $(A^{-1})_{11}$ is invertible. This proves the converse of (b). \hfill \blacksquare

**Proposition 14** If $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ is a Z-problem with $\bar{\sigma}_{11}$ invertible then

\[
\sigma = \Gamma_0\sigma/\sigma_{11}\bar{\sigma}_{11} \text{ on } \mathcal{U} \oplus \mathcal{E},
\]

where $\sigma/\sigma_{11}$ is the Schur complement of $\sigma$ with respect to $\sigma_{11}$ and the orthogonal decomposition $\mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E}$. More precisely, with respect to the decomposition $\mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E}$, the following block formulas hold:

\[
\sigma = \begin{bmatrix}
\sigma_{00} & \sigma_{02} \\
\sigma_{20} & \sigma_{22}
\end{bmatrix},
\]

\[
\sigma/\sigma_{11} = \begin{bmatrix}
\sigma_{00} & \sigma_{02} \\
\sigma_{20} & \sigma_{22}
\end{bmatrix} - \begin{bmatrix}
\sigma_{01} \\
\sigma_{21}
\end{bmatrix} \sigma_{11}^{-1} \begin{bmatrix}
\sigma_{10} & \sigma_{12}
\end{bmatrix},
\]

where the latter block decomposition of $\sigma/\sigma_{11} \in \mathcal{L}(\mathcal{U} \oplus \mathcal{J})$ is with respect to the Hilbert space $\mathcal{U} \oplus \mathcal{J}$.

**Proof.** Assume the hypotheses. Then by Theorem\cite{5} we know that $\sigma = \sigma_{00} - \sigma_{01}\sigma_{11}^{-1}\sigma_{10}$ and hence the result follows by block operator multiplication. \hfill \blacksquare

For the purposes of the next corollary and proposition, we make the following observations. Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ is a Z-problem with $\sigma$ invertible. Then for the dual Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^{-1})$, the operator $\sigma^{-1}$ written as a $3 \times 3$ block operator matrix with respect to the orthogonal decomposition \eqref{14} is simply

\[
\sigma^{-1} = \begin{bmatrix}
(\sigma^{-1})_{00} & (\sigma^{-1})_{02} & (\sigma^{-1})_{01} \\
(\sigma^{-1})_{20} & (\sigma^{-1})_{22} & (\sigma^{-1})_{21} \\
(\sigma^{-1})_{10} & (\sigma^{-1})_{12} & (\sigma^{-1})_{11}
\end{bmatrix},
\]

where, as in \eqref{19}, we define

\[
(\sigma^{-1})_{ij} \in \mathcal{L}(H_j, H_i), (\sigma^{-1})_{ij} = \Gamma_j \sigma^{-1} \Gamma_j : H_j \to H_i,
\]

for $i, j = 0, 1, 2$ and $\Gamma_0, \Gamma_1, \Gamma_2$ are just the same orthogonal projections of $\mathcal{H}$ onto $H_0 = \mathcal{U}, H_1 = \mathcal{E}, H_2 = \mathcal{J}$, respectively. In particular, by applying Theorem\cite{5} to the dual Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^{-1})$, we have proven the following corollary.

**Corollary 15** If $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \mathcal{F}, \sigma)$ is a Z-problem with both $\sigma$ and $(\sigma^{-1})_{22}$ invertible then Theorem\cite{5} is true for the dual Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^{-1})$ and

\[
(\sigma^{-1})_{ij} = \begin{bmatrix}
(\sigma^{-1})_{00} - (\sigma^{-1})_{02}(\sigma^{-1})_{22}^{-1}(\sigma^{-1})_{20} \\
(\sigma^{-1})_{02} & (\sigma^{-1})_{22} \\
(\sigma^{-1})_{01} & (\sigma^{-1})_{12} & (\sigma^{-1})_{11}
\end{bmatrix},
\]

The following proposition on the dual problem and dual effective operator can also be considered a generalization of the notion of matrically coupled $2 \times 2$ block operator matrices\cite{32-34} to $3 \times 3$ block operator matrices.

**Proposition 16** Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \mathcal{F}, \sigma)$ is a Z-problem and $\sigma$ is invertible. Then the following statements are true:

(a) The operator $(\sigma^{-1})_{22}$ is invertible if and only if $[\sigma_{ij}]_{i,j=0,1} \in \mathcal{L}(\mathcal{U} \oplus \mathcal{E})$ is invertible, in which case

\[
\sigma^{-1}/(\sigma^{-1})_{22} = \begin{bmatrix}
\sigma_{i1}^{-1} & 0 \\
0 & \sigma_{22}
\end{bmatrix},
\]

\[
(\sigma^{-1})_{ij} = \Gamma_0[\sigma_{ij}]_{i,j=0,1} \Gamma_0, (\sigma^{-1})_{ij} = \begin{bmatrix}
\sigma_{ij}^{-1} \\
\sigma_{2j}
\end{bmatrix} \sigma_{12}^{-1} \begin{bmatrix}
\sigma_{1i} & \sigma_{1j}
\end{bmatrix},
\]

(b) The operator $\sigma_{11}$ is invertible if and only if $[\sigma_{ij}]_{i,j=0,2} \in \mathcal{L}(\mathcal{U} \oplus \mathcal{J})$ is invertible, in which
case
\[ \sigma/\sigma_{11} = [(\sigma^{-1})_{ij}]_{i,j=0,2}, \sigma^{-1}/[(\sigma^{-1})_{ij}]_{i,j=0,2} = \sigma_{11}^{-1}, \]
\[ \sigma_*=\Gamma_0[(\sigma^{-1})_{ij}]_{i,j=0,2}\Gamma_0^* = ([(\sigma^{-1})_{ij}]_{i,j=0,2})_{00}^{-1} \]
where the Schur complement \( \sigma^{-1}/[(\sigma^{-1})_{ij}]_{i,j=0,2} \) and \( \sigma/\sigma_{11} \) of \( \sigma^{-1} \) and \( \sigma \), respectively, are with respect to the orthogonal decomposition \( \mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E} \).

(c) The operators \( \sigma_{11} \) and \( \sigma_* \) are invertible if and only if \( (\sigma^{-1})_{22} \) and \( (\sigma^{-1})_{\sigma_*} \) are invertible if and only if \( \sigma_{11} \) and \( (\sigma^{-1})_{22} \) are invertible, in which case
\[ (\sigma^{-1})_{\sigma_*} = (\sigma_*^{-1})^{-1}. \]

Proof. Assume the hypotheses. First, with respect to the orthogonal decomposition \( \mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E} \), the operators \( \sigma, \sigma^{-1} \) are the 2 \times 2 block operator matrices
\[ \sigma = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}, \quad \sigma^{-1} = \begin{bmatrix} (\sigma^{-1})_{00} & (\sigma^{-1})_{01} \\ (\sigma^{-1})_{10} & (\sigma^{-1})_{11} \end{bmatrix}. \]

Then the proof of statement (a) follows immediately from this by Lemma 13 and by Proposition 4 applied to the dual Z-problem.

Now part (b) follows immediately from part (a) by duality, i.e., applying part (a) to \( \sigma^{-1} \) instead of \( \sigma \) and the dual decomposition \( \mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E} \) instead of the decomposition \( \mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E} \).

We will now prove part (c). Suppose the operators \( \sigma_{11} \) and \( \sigma_* \) are invertible. Then by Theorem 2 we have \( \sigma_* = [\sigma_{ij}]_{i,j=0,1}/\sigma_{11} \) and so by Lemma 13(a) we have that \([\sigma_{ij}]_{i,j=0,1}\) is invertible. Hence, by statement (a) of this proposition it follows that \( (\sigma^{-1})_{22} \) is invertible and so by the formula \( (\sigma^{-1})_{\sigma_*} \) in Corollary 15 we have \( (\sigma^{-1})_{\sigma_*} = [((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}] \). Also, since \( \sigma_{11} \) is invertible it follows by statement (b) that \([((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}] \) is also invertible. This proves that \( (\sigma^{-1})_{22} \) and \( (\sigma^{-1})_{\sigma_*} \) are invertible. Conversely, if \( (\sigma^{-1})_{22} \) and \( (\sigma^{-1})_{\sigma_*} \) are invertible then by duality [i.e., by applying the statement we just proved to the dual Z-problem of the Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{\sigma_*}) \), which is just the original Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{22}) \)], it follows immediately that \( \sigma_{11} \) and \( \sigma_* \) are invertible.

Now suppose that \( \sigma_{11} \) and \( (\sigma^{-1})_{22} \) are both invertible. Then, by Theorem 5 we have \( \sigma_* = [\sigma_{ij}]_{i,j=0,1}/\sigma_{11} \) and, by Corollary 15 we have \( (\sigma^{-1})_{\sigma_*} = [((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}] \). Also, it follows from our hypotheses and by part (a) and (b) of this proposition, that both \([\sigma_{ij}]_{i,j=0,1}, ((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22} \) are invertible. Hence, by Lemma 15(c), it follows that both \([\sigma_{ij}]_{i,j=0,1}/\sigma_{11}, ((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22} \) are invertible. This proves that \( \sigma_*, (\sigma^{-1})_{\sigma_*} \) are both invertible. Conversely, if \( \sigma_{11} \) and \( \sigma_* \) are invertible then as we have proven, \( (\sigma^{-1})_{22} \) and \( (\sigma^{-1})_{\sigma_*} \) are invertible so that, in particular, \( \sigma_{11} \) and \( (\sigma^{-1})_{22} \) are both invertible.

To complete the proof, suppose that \( \sigma_{11} \) and \( (\sigma^{-1})_{22} \) are both invertible. Then as we now have shown, \( \sigma_*, (\sigma^{-1})_{\sigma_*} \) are both invertible. By part (b) of this statement we know that \([((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}] \) is invertible and
\[ (\sigma^{-1})_{\sigma_*}^{-1} = [((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}]^{-1}. \]
It now follows from Lemma 13(c) with the identification \( H = \mathcal{U} \oplus \mathcal{J}, H_0 = \mathcal{U}, H_1 = \mathcal{J}, A = [(\sigma^{-1})_{ij}]_{i,j=0,2} \) that
\[ [((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}]^{-1} = [(A^{-1})_{00}]^{-1} = A/A_{11} = [((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}]^{-1}. \]

By Corollary 15 we know that
\[ (\sigma^{-1})_{\sigma_*} = [((\sigma^{-1})_{ij})_{i,j=0,2}/(\sigma^{-1})_{22}]^{-1}. \]

Therefore, we have proven that \( (\sigma^{-1})_{\sigma_*} = (\sigma^{-1})_{\sigma_*}^{-1} \). This completes the proof. ■

Remark 17 We give here a simpler proof, using the Z-problem directly, that \( (\sigma^{-1})_{\sigma_*} = (\sigma^{-1})_{\sigma_*}^{-1} \) under the hypotheses \( \sigma, \sigma_{11}, (\sigma^{-1})_{\sigma_*} \) are all invertible. Let \( J_0 \in \mathcal{U} \). Then by Theorem 3 there is a unique solution \( (J_0, E, J) \) to the direct Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{\sigma_*}) \) at \( E_0 = \sigma_{11}^{-1}(J_0) \). In particular, \( (\sigma(E_0 + E) = J_0 + J \) so that \( \sigma^{-1}(J_0 + J) = E_0 + E \) and hence \( J_0, E_0 \) is a solution to the dual Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{\sigma_*}) \) at \( J_0 \) and \( (\sigma^{-1})_{\sigma_*}(J_0) = E_0 \). Now suppose that \( (E_0, J_0, E) \) is a solution to the dual Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{\sigma_*}) \) at \( J_0 \) so that \( \sigma^{-1}(J_0 + J) = E_0 + E \). Then \( J_0, E_0 \) is a solution to the direct Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{\sigma_*}) \) at \( J_0 \) so that \( \sigma_{11}(E_0) = J_0 \) implying \( E_0 = \sigma_{11}^{-1}(J_0) \). This proves that the dual effective operator \( (\sigma^{-1})_{\sigma_*} \) of the dual Z-problem \( (\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, (\sigma^{-1})_{\sigma_*}) \), exists, is unique, and is given by the formula \( (\sigma^{-1})_{\sigma_*} = (\sigma^{-1})_{\sigma_*}^{-1} \). Although this proof is more straightforward, it seems harder to generalize when weaker hypotheses are used.

III. RELAXING THE HYPOTHESES

The primary objective of this paper is to study the three quintessential problems (ii), (iii) and (iii) above that arise in every Z-problem, but under weaker (or relaxed) hypotheses.

More precisely, we consider the following sets of hypotheses:

(H1) \( \sigma^* = \sigma \geq 0, \sigma \) is invertible.

(H2) \( \sigma^* = \sigma, \sigma_{11} \geq 0, \sigma_{11} \) is invertible.

(H3) \[ \begin{bmatrix} \sigma_0 & \sigma_{10} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}^* = \begin{bmatrix} \sigma_0 & \sigma_{10} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}, \sigma_{11} \geq 0, \ker \sigma_{11} \subseteq \ker \sigma_{10}. \]
Let $H = H_0 \oplus H_1$ be a Hilbert space, $A = [A_{ij}]_{i,j=0,1} \in \mathcal{L}(H)$, and $A^* = A \geq 0$ then

$$\ker A_{11} \subseteq \ker A_{01},$$

and

$$\overline{\ker A_{10}} = \ker A_{10},$$

$\ker A_{01}, \ker A_{10},$ and $\ker A_{11}$ are closed subspaces of $H$. Then

$$A = [A_{ij}]_{i,j=0,1} \in \mathcal{L}(H),$$

and we have the following results.

**Lemma 18** If $H = H_0 \oplus H_1$ is a Hilbert space, $A = [A_{ij}]_{i,j=0,1} \in \mathcal{L}(H)$, and $A^* = A \geq 0$ then

$$\overline{\ker A_{10}} \subseteq \ker A_{01},$$

and

$$\overline{\ker A_{10}} \subseteq \ker A_{11}.$$
(1) \((X^+)^* = (X^*)^+\),
(2) \(XX^+ = \Gamma_{\text{ran}X}, I - XX^+ = \Gamma_{\text{ker}X}^*\),
(3) \(X^+X = \Gamma_{\text{ran}X}, I - X^+X = \Gamma_{\text{ker}X}\),
(4) If \(X = X^*\) then \(X^+X = XX^+\).
(5) If \(X\) is invertible then \(X^{-1} = X^*\).
(6) \((X^+)^+ = X\).

Next, we consider the solutions of a class of constrained linear equations involving an operator having a special block factorization and then describe a fundamental variational principle for solving the equations.

**Lemma 24** Let \(H = H_0 \oplus H_1\) be a Hilbert space with \(\dim H < \infty\). If \(X \in \mathcal{L}(H)\) has the \(2 \times 2\) block factorization

\[
X = \begin{bmatrix}
I_{H_0} & Y^* \\
0 & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
W & 0 \\
0 & Z
\end{bmatrix}
= \begin{bmatrix}
I_{H_0} & 0 \\
Y & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
0 & Z \\
W & 0
\end{bmatrix},
\]

\(W \in \mathcal{L}(H_0), Y \in \mathcal{L}(H_0, H_1), Z \in \mathcal{L}(H_1)\),

then, for each \(u \in H_0\), the set of all solutions of the constrained linear equation

\[
X(u + v) = w, \quad (w, v) \in H_0 \times H_1,
\]

is given by

\[
\{(w, v) \in H_0 \times H_1 : w = Wu, v = Z^*Zv + v_1, v_1 \in \ker Z\}.
\]

**Proof.** Assume the hypotheses. Then, for each \(u \in H_0\),

\[
X(u + v) = w, \quad (w, v) \in H_0 \times H_1,
\]

\[
\iff \begin{bmatrix}
W & 0 \\
0 & Z
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
Y & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
0 & Z \\
W & 0
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & Y^* \\
0 & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
u \\
v_1
\end{bmatrix}
= \begin{bmatrix}I_{H_0} & 0 \\
Y & I_{H_1}
\end{bmatrix}
\begin{bmatrix}u \\
v
\end{bmatrix}
= \begin{bmatrix}u \\
Y^*v
\end{bmatrix}
\iff v = v_0 + v_1, \quad v_1 \in \ker Z, \quad v_0 = -Z^*Zv, \quad w = Wu.
\]

Lemmas 3\(\Rightarrow 6\)

This completes the proof. \(\blacksquare\)

**Theorem 25 (Fundamental minimization principle)**

Let \(H = H_0 \oplus H_1\) be a Hilbert space with \(\dim H < \infty\). If \(X \in \mathcal{L}(H)\) has the \(2 \times 2\) block factorization \((79)\) and \(Z \geq 0\), then \(W\) is the unique self-adjoint operator satisfying the minimization principle

\[
(u, Wu) = \min v \in H_1 \{u + v, X(u + v)\}, \quad \text{for each } u \in H_0.
\]

Furthermore, for each \(u \in H_0\), the set of minimizers is given by

\[
\{v \in H_1 : v = -(Z^*Z)u + v_1, v_1 \in \ker Z\}.
\]

**Proof.** Assume the hypotheses. Then, for any \((u, v) \in H_0 \times H_1\), it follows that

\[
(u + v, X(u + v)) = \begin{bmatrix}
I_{H_0} & Y^* \\
0 & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
W & 0 \\
0 & Z
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
Y & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix}
\iff \begin{bmatrix}
I_{H_0} & 0 \\
Y & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
u \\
Z(Yu + v)
\end{bmatrix}
= (u, Wu) + (Yu + v, Z(Yu + v)) \geq (u, Wu),
\]

with equality if and only if \((Yu + v, Z(Yu + v)) = 0\). By hypothesis \(Z^* = Z \geq 0\) and we have

\[
Z(Yu + v) = 0 \iff Z(Yu) + Zv = 0
\]

\[
\iff Zv = -Z(Yu) \iff Z^* Zv = -Z^* ZYu
\]

\[
\iff v = v_0 + v_1, \quad v_1 \in \ker Z, \quad v_0 = -Z^* ZYu.
\]

The proof of the theorem now follows from this and the fact that \(W \in \mathcal{L}(H_0)\) is self-adjoint so is uniquely determined by its quadratic form. \(\blacksquare\)

The preceding results will be used in conjunction with the following to derive the solutions to the \(Z\)-problem and its effective operator under weaker hypotheses.

**Definition 26 (Generalized Schur complement)**

Let \(H = H_0 \oplus H_1\) be a Hilbert space with \(\dim H < \infty\) and \(X = [X_{ij}]_{i,j=0,1} \in \mathcal{L}(H)\). The generalized Schur complement (gsc) of \(X\) with respect to \(X_{11}\) is

\[
X/X_{11} = X_{00} - X_{01}X_{11}^*X_{10}.
\]

**Proposition 27 (Aitken block-diagonalization conditions)**

Let \(H = H_0 \oplus H_1\) be a Hilbert space with \(\dim H < \infty\). If \(X = [X_{ij}]_{i,j=0,1} \in \mathcal{L}(H)\) and \(X^* = X\) then

\[
X = \begin{bmatrix}
I_{H_0} & (X_{11}^*X_{10})^* \\
0 & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
X/X_{11} & 0 \\
0 & X_{11}
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
X_{11}^*X_{10} & I_{H_1}
\end{bmatrix},
\]

if and only if

\[
\ker X_{11} \subseteq \ker X_{01} \quad (i.e., \quad \text{ran} X_{10} \subseteq \text{ran} X_{11}).
\]

In particular, if \(X \in \mathcal{L}(H)\) and \(X^* = X \geq 0\) then \((77)\) and \((88)\) are true.

**Proof.** Assume the hypotheses. Then

\[
\begin{bmatrix}
I_{H_0} & (X_{11}^*X_{10})^* \\
0 & I_{H_1}
\end{bmatrix}
\begin{bmatrix}
X/X_{11} & 0 \\
0 & X_{11}
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
X_{11}^*X_{10} & I_{H_1}
\end{bmatrix},
\]

\[
\begin{bmatrix}
X/X_{11} + (X_{11}^*X_{10})^*X_{11}X_{11}^*X_{10}X_{11} \\
0 & X_{11}
\end{bmatrix}
\begin{bmatrix}
X_{11}^*X_{10} & 0 \\
0 & X_{11}
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
X_{11}^*X_{10} & I_{H_1}
\end{bmatrix},
\]

\[
\begin{bmatrix}
X_{00} - X_{01}X_{11}^*X_{10}X_{01}X_{11}^*X_{10}X_{01}X_{11}X_{11} \\
0 & X_{11}
\end{bmatrix}
\begin{bmatrix}
X_{11}^*X_{10} & 0 \\
0 & X_{11}
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
X_{11}^*X_{10} & I_{H_1}
\end{bmatrix},
\]

\[
\begin{bmatrix}
X_{00} & 0 \\
X_{11}^*X_{10} & X_{11}
\end{bmatrix}
\begin{bmatrix}
I_{H_0} & 0 \\
X_{11}^*X_{10} & I_{H_1}
\end{bmatrix}.
\]
which is equal to $X$ if and only if $X_{01}X_{11}^+X_{11} = X_{01}$ and $X_{11}X_{11}^+X_{10} = X_{10}$. Hence, by Lemma 23 we have equality if and only if $\ker X_{01} \subseteq \ker X_{11}$ or, equivalently, $\text{ran} X_{01} \subseteq \text{ran} X_{01}$. In particular, if $X \in \mathcal{L}(H)$ and $X^* = X \geq 0$ then (88) is true by Lemma 13 and hence, from our proof just given, it follows (87) is also true. This completes the proof. ■

Theorem 28 (Gen. Schur complement: min. principle)

Let $H = H_0 \oplus H_1$ be a Hilbert space with $\dim(H) < \infty$. If $X = [X_{ij}]_{i,j=0,1} \in \mathcal{L}(H)$, $X^* = X$, $X_{11} \geq 0$, and $\ker X_{01} \subseteq \ker X_{01}$ then $X/X_{11}$ is the unique self-adjoint operator satisfying the minimization principle

$$(u, (X/X_{11})u) = \min_{v \in H_1} (u + v, X(u + v)), \text{ for each } u \in H_0.$$ (94)

Furthermore, for each $u \in H_0$, the set of minimizers is given by

$$\{v \in H_1 : v = -(X_{11})^+X_{10}x + v_1, v_1 \in \ker X_{11}\}.$$ (95)

Moreover,

$$X/X_{11} \leq X_{00}.$$ (96)

In particular, if $X \in \mathcal{L}(H)$ and $X^* = X \geq 0$ then the above statements are true and

$$0 \leq X/X_{11} \leq X_{00}.$$ (97)

Proof. Assume $H = H_0 \oplus H_1$ is a Hilbert space with $\dim(H) < \infty$. Suppose $X = [X_{ij}]_{i,j=0,1} \in \mathcal{L}(H)$, $X^* = X$, $X_{11} \geq 0$, and $\ker X_{01} \subseteq \ker X_{01}$. Then, by Proposition 27 $X$ has the block factorization (82) and the proof of the minimization variational principle follows immediately by Theorem 25 property (1) in Def. 21 of the Moore-Penrose pseudoinverse, together with the identifications

$$W = X/X_{11}, \ Z = X_{11}, \ Y = X_{11}^+X_{10}.$$ (98)

The upper bound (96) follows from considering the RHS of (92) with $v = 0 \in H_1$. The remaining part of the theorem is proved by Proposition 27 since if $X \in \mathcal{L}(H)$, $X^* = X \geq 0$ then (87) and (88) are true and hence our statement is true from the proof just given, and the lower bound (97) follows immediately from (94). ■

V. MAIN RESULTS

A. Direct Z-problem

The following theorem answers the questions (11) and (12) from Section 1A) but now under weaker hypotheses for which $\sigma_{11}$ need not be invertible.

Theorem 29 Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{S}, \mathcal{J}, \sigma)$ is a Z-problem (as defined in Def. 4) with $\dim \mathcal{H} < \infty$. If

$$\begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}^* = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}^* \quad \text{and} \quad \ker \sigma_{11} \subseteq \ker \sigma_{01},$$ (99)

then, for each $E_0 \in \mathcal{U}$, the solutions of the Z-problem at $E_0$ (as defined in Def. 4) are given by the following formulas:

$$J_0 = \sigma_{01}E_0,$$ (101)

$$E = -\sigma_{11}^+\sigma_{10}E_{00} + K, \ K \in \ker \sigma_{11},$$ (102)

$$J = \sigma_{20}E_{00} + \sigma_{21}E,$$ (103)

$$\sigma_\epsilon = \frac{\sigma_{00} \sigma_{10}}{\sigma_{10} \sigma_{11}} / \sigma_{11} = \sigma_{00} + \sigma_{01}^\epsilon \sigma_{11}^\epsilon.$$ (104)

Moreover, the effective operator $\sigma_\epsilon \in \mathcal{L}(\mathcal{U})$ of the Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{S}, \mathcal{J}, \sigma)$ exists, is unique, and is given by the generalized Schur complement formula (104).

Proof. Assume the hypotheses. Let $E_0 \in \mathcal{U}$. The proof follows immediately using the equivalent form of the Z-problem (21)–(23) and then applying Lemma 24 and Proposition 27 to the constrained linear equations (21) and (22) by making the identifications:

$$H_0 = \mathcal{U}, \ H_1 = \mathcal{S}, \ X = [X_{ij}]_{i,j=0,1} = [\sigma_{ij}]_{i,j=0,1},$$ (105)

$$X(u + v) = w, \ u = E_{00}, \ v = E, \ w = J_0.$$ (106)

This completes the proof. ■

Equipped with this theorem, we can now fully answer the questions (4) and (11) from Section 1A under the self-adjoint hypothesis (99) and finite-dimensional hypothesis (H4) i.e., $\dim \mathcal{H} < \infty$.

Theorem 30 Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{S}, \mathcal{J}, \sigma)$ is a Z-problem (as defined in Def. 4) with $\dim \mathcal{H} < \infty$ and

$$\begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}^* = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}^*.$$ (107)

Then the following statements are true:

(a) A necessary and sufficient condition for the Z-problem to have a unique solution for some $E_0 \in \mathcal{U}$ is

$$\ker \sigma_{11} = \{0\},$$ (108)

in which case $\sigma_{11}$ is invertible and Theorem 2 is true.

(b) A necessary and sufficient condition for an effective operator $\sigma_\epsilon$ of the Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{S}, \mathcal{J}, \sigma)$ (as defined in Def. 4) to exists is

$$\ker \sigma_{11} \subseteq \ker \sigma_{01},$$ (109)

in which case Theorem 29 is true.

Proof. Assume the hypotheses. We begin by proving (b). If (109) is true then Theorem 29 is true and, in particular, an effective operator $\sigma_\epsilon$ of the Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{S}, \mathcal{J}, \sigma)$ (as defined in Def. 4) exists. Conversely, if an effective operator of the Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{S}, \mathcal{J}, \sigma)$ (as defined in Def. 4) exists then it follows by Theorem 95 that (109) is true and hence Theorem 29 is true. This proves statement (b).

We now prove statement (a). First, suppose (108) is true. Then, since $\dim \mathcal{H} < \infty$, it follows that $\sigma_{11}$ is invertible, in
which case Theorem \[29\] is true so that, in particular, the Z-problem has a unique solution for every \(E_0 \in \mathcal{U}\) and hence at least one by taking \(E_0 = 0\). Conversely, suppose that the Z-problem has a unique solution for some \(E_0 \in \mathcal{U}\). Then \(\sigma(E_0 + E) = J_0 + J\) for some \((J_0, E, J) \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}\). Let \((J_0', E', J') \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}\) be a solution of the Z-problem at 0 [we know that at least one exists, namely, \((0, 0, 0)\)] so that \(\sigma(E') = J_0' + J'\). Then by linearity of \(\sigma\) it follows that \(\sigma(E_0 + E - E') = J_0 - J_0' + J - J'\) and hence \((J_0 - J_0', E - E', J - J')\) is a solution of the Z-problem at \(E_0\) implying by hypothesis \((J_0 - J_0', E - E', J - J') = (J_0, E, J)\), that is, \(J_0' = 0, E' = 0, J' = 0\). This proves that the Z-problem has a unique solution at 0.

It now follows from Theorem \[96\] that \[109\] is true and hence Theorem \[29\] is true. Therefore, by this theorem and the hypothesis that the Z-problem has a unique solution for every \(E_0 \in \mathcal{U}\), it follows that \(\ker \sigma_{11} = \{0\}\). This completes the proof.

The generalized Schur complement formula \[104\] for the effective operator \(\sigma\) is useful for deriving some of its basic properties as we shall now see.

**Corollary 31** If \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) is a Z-problem satisfying the hypotheses in Theorem \[29\] then
\[
(\sigma^*)_1^* = \sigma_1.
\]  
**Proof.** Assume the hypotheses. Then the hypotheses are also true for the Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^*)\), in particular, \(\dim \mathcal{H} < \infty\) and
\[
\begin{bmatrix}
(\sigma^*)_0^0 & (\sigma^*)_0^1 \\
(\sigma^*)_1^0 & (\sigma^*)_1^1
\end{bmatrix} =
\begin{bmatrix}
(\sigma_0^*)_0^0 & (\sigma_0^*)_0^1 \\
(\sigma_1^*)_1^0 & (\sigma_1^*)_1^1
\end{bmatrix},
\]
which implies
\[
\begin{bmatrix}
(\sigma^*)_0^0 & (\sigma^*)_0^1 \\
(\sigma^*)_1^0 & (\sigma^*)_1^1
\end{bmatrix} =
\begin{bmatrix}
(\sigma_0^*)_0^0 & (\sigma_0^*)_0^1 \\
(\sigma_1^*)_1^0 & (\sigma_1^*)_1^1
\end{bmatrix},
\]
\(\ker(\sigma^*)_1^1 = \ker(\sigma_{11}) \leq \ker(\sigma_0) = \ker(\sigma^*)^1\).

Thus, it follows from this and Theorem \[29\] that
\[
(\sigma^*)_1 = (\sigma^*)_0^0 - (\sigma^*)_0^1(\sigma^*)_1^0
= \sigma_0 - \sigma_0^1 \sigma_0^0 \sigma_1 = \sigma_1.
\]
This proves the corollary.

Now the next theorem and corollary answers questions \[ii\ii\] (2) under weaker hypotheses then Theorem \[7\].

**Theorem 32** (Generalized Dirichlet minimization principle)
If \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) is a Z-problem satisfying the hypotheses in Theorem \[29\] and \(\sigma_{11} \geq 0\) then the effective operator \(\sigma_1\) is unique self-adjoint operator satisfying the minimization principle:
\[
(E_0, \sigma, E_0) = \min_{E \in \mathcal{E}} (E_0 + E, \sigma(E_0 + E)), \forall E_0 \in \mathcal{U}. \tag{111}
\]
Furthermore, for each \(E_0 \in \mathcal{U}\), the set of minimizers is given by
\[
\{E \in \mathcal{E} : E = -(\sigma_{11})^+ \sigma_{10} E_0 + K, K \in \ker \sigma_{11}\}. \tag{112}
\]
Moreover, we have the following upper bound on the effective operator:
\[
\sigma_1 \leq \sigma_{00}. \tag{113}
\]

**Proof.** Assume the hypotheses. Then the proof of the theorem follows immediately from Theorem \[28\] by making the identifications:
\[
H_0 = \mathcal{U}, H_1 = \mathcal{E}, X = [\sigma_{ij}]_{i,j=0,1}, u = E_0, v = E.
\]
This completes the proof.

The following corollary provides simple sufficient conditions for Theorem \[29\] Corollary \[31\] and Theorem \[32\] to be true.

**Corollary 33** If \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) is a Z-problem with \(\dim \mathcal{H} < \infty\) and either
\[
\sigma^* = \sigma \geq 0 \tag{114}
\]
or
\[
\begin{bmatrix}
\sigma_{00} & \sigma_{01} \\
\sigma_{10} & \sigma_{11}
\end{bmatrix}^* = \begin{bmatrix}
\sigma_{00} & \sigma_{01} \\
\sigma_{10} & \sigma_{11}
\end{bmatrix} \geq 0 \tag{115}
\]
then Theorem \[29\] Corollary \[27\] and Theorem \[32\] are true. In particular, we have the following bounds on the effective operator:
\[
0 \leq \sigma_1 \leq \sigma_{00}. \tag{116}
\]

**Proof.** The proof follows immediately from Proposition \[27\] and Theorem \[28\].

**B. Dual Z-problem**

**Definition 34** (Generalized dual Z-problem) Given a Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) with \(\dim \mathcal{H} < \infty\) (the direct Z-problem), the corresponding generalized dual Z-problem is the Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^+)\) associated with the orthogonal decomposition
\[
\mathcal{H} = \mathcal{U} \perp \mathcal{J} \perp \mathcal{E} \tag{117}
\]
and operator \(\sigma^* \in \mathcal{L}(\mathcal{H})\), i.e., the problem: given \(J_0 \in \mathcal{U}\), find vectors \((E_0, J, E) \in \mathcal{U} \times \mathcal{J} \times \mathcal{E}\) satisfying
\[
E_0 + E = \sigma^* (J_0 + J). \tag{118}
\]
An effective operator for this Z-problem will be denoted by \((\sigma^+)_{\mathcal{E}}^*\). In other words, if there exists an operator \((\sigma^+)_{\mathcal{E}}^* \in \mathcal{L}(\mathcal{U})\) such that
\[
E_0 = (\sigma^+)_{\mathcal{E}}^* J_0 \tag{119}
\]
whenever \((E_0, J, E)\) is a solution of the generalized dual Z-problem at \(J_0\) then \((\sigma^+)_{\mathcal{E}}^* \) is an effective operator for the generalized dual Z-problem.
The following result will be needed which is the analogy of Lemma \[ \text{Lemma 35 (Generalized Babachiewicz inverse formula)} \]

Let $H = H_0 \oplus H_1$ be a Hilbert space with $\dim H < \infty$. If $X = [X_{ij}]_{i,j=0,1} \in \mathcal{L}^\prime (H)$ and $X^* = X$ then

$$X^+ = \begin{bmatrix} (X/X_{11})^+ & -(X/X_{11})^+X_0X_{11}^+ \\ -(X_11)^+X_0X^+(X/X_{11})^+ & (X_{11})^+ + (X_{11})^+X_0X(X/X_{11})^+X_0(X_{11})^+ \end{bmatrix} \tag{120}$$

if and only if

$$\ker X_{11} \subseteq \ker X_{01}, \quad \ker (X/X_{11}) \subseteq \ker X_{10}, \tag{121}$$
in which case we have

$$(X^+)_{00} = (X/X_{11})^+, \quad X/X_{11} = (X^+)_{01}. \tag{122}$$

Proof. Although this lemma is known [see, for instance, Theorem 1 and Corollary 3 in Ref. \[ \text{[27]} \] and eqs. (1.5), (1.6)-(1.9)], and (2.6) within), we will give a short and self-contained proof here. Assume the hypotheses. First, the equalities \[ \text{(122)} \] will follow immediately from the block form \[ \text{(122)} \] for $X^+$ and property (6) in Lemma \[ \text{[23]} \]. Hence, we need only prove that \[ \text{(120)} \] and \[ \text{(121)} \] are equivalent. To do that define $Y, Z \in \mathcal{L}^\prime (H_0 \oplus H_1)$ by the RHS of \[ \text{(120)} \] and the RHS of \[ \text{(87)} \], respectively. Then

$$Y = \begin{bmatrix} (X/X_{11})^+ & -(X/X_{11})^+X_0X_{11}^+ \\ -X_11X_0X(X/X_{11})^+ + X_0^+X_11X(X^+)X_0X_11^+ \end{bmatrix} \tag{123}$$

and

$$Z = \begin{bmatrix} H_0 & 0 \\ -X_11^+X_0 \end{bmatrix} \begin{bmatrix} (X/X_{11})^+ & 0 \\ 0 & (X_{11})^+ \end{bmatrix} \begin{bmatrix} H_0 & 0 \\ 0 & 0 \end{bmatrix}$$

Then from those block factorizations it follows immediately by block multiplication and Lemma \[ \text{[23]} \] that

$$YZ = Y, \quad ZY = Z, \quad XY = \begin{bmatrix} \Gamma_{\ker X/X_{11}X_0X_{11}^+} & 0 \\ \Gamma_{\ker X/X_{11}X_0X_{11}^+} & \Gamma_{\ker X/X_{11}X_0X_{11}^+} \end{bmatrix}. \tag{126}$$

Now by Definition \[ \text{[21]} \] and the fact that $Y^* = Y, Z^* = Z$, it follows that a necessary and sufficient condition for $Z^* = Z$ is $(ZY)^* = ZY$. From the block form $ZY$ in \[ \text{(126)} \], it follows that a necessary and sufficient condition for $Z^* = Z$ is

$$\Gamma_{\ker X/X_{11}X_0X_{11}^+} = 0, \tag{127}$$

which is equivalent to

$$\ker X/X_{11} \subseteq \ker X_{11}^+X_{10}. \tag{128}$$

We are now ready to prove that \[ \text{(120)} \] and \[ \text{(121)} \] are equivalent. Suppose that \[ \text{(121)} \] is true. Then $Z = Y$ by Proposition \[ \text{[27]} \]. Hence to prove $X^* = Y$ it suffices to prove \[ \text{(128)} \] which, by the hypothesis $\ker X/X_{11} \subseteq X_{10}$, we do so by proving $\ker X_{11}^+X_{10} = \ker X_{10}$. To show this, we first notice that $\ker X_{11} \subseteq \ker X_{11}^+X_{10}$ and hence $\ker X_{11} \subseteq \ker X_{11}$. Hence, if $\ker X_{11}^+X_{10}$ then $X_{11}^+X_{10} = 0$, implying $0 = X_{11}^+X_{11}X_{10}E_0 = \Gamma_{\ker X_{11}X_{10}}E_0 = X_{10}E_0$ so that $E_0 \in \ker X_{10}$. This proves $\ker X_{11}^+X_{10} \subseteq \ker X_{11}$ and therefore we have proven that $\ker X_{11}^+X_{10} = \ker X_{10}$ which proves that $X^* = Y$, i.e., proves \[ \text{(120)} \].

Conversely, suppose that \[ \text{(120)} \] is true, i.e., $Y = X^*$. Let $E \in \ker X_{11}$. Then $\ker X(X/E) = \ker X_{11}$ and $\ker X_{11} = \ker X_{11}^+$ (since $X^* = X$ implies $X_{11} = \ker X_{11}$ implies by Lemma \[ \text{[23]} \] that $\ker X_{11} = \ker X_{11}^+$). From these facts together with the block form \[ \text{(120)} \], it follows that $(X^+X)(E) = 0$ and hence $X_{01}(E) = X(E) = (XX^+X)(E) = (XX^+X)(E)$ = 0. This proves that $E \in \ker X_{01}$. Thus, $\ker X_{11} \subseteq \ker X_{01}$ and hence $Z = Y$ by Proposition \[ \text{[27]} \]. Consequently, as $Z = Y, X^* = Z^*$, it follows from above that the inclusion \[ \text{(128)} \] is true. Hence, to prove \[ \text{(121)} \] it suffices to show that $\ker X_{11}^+X_{10} \subseteq \ker X_{11}$. The same argument above proves this though. This proves \[ \text{(128)} \], which completes the proof of the lemma.

The following examples show that hypothesis \[ \text{(121)} \] in the previous theorem cannot be weakened for if it is false then we can have both \[ \text{(120)} \] and \[ \text{(122)} \] be false.

**Example 36** Consider the following invertible self-adjoint operator $X \in \mathcal{L}^\prime (H)$ with $H = \mathbb{K}^2$ defined by

$$H = H_0 \oplus H_1, \quad H_0 = \left\{ \begin{bmatrix} x \\ 0 \end{bmatrix} : x \in \mathbb{K} \right\}, \quad H_1 = \left\{ \begin{bmatrix} 0 \\ y \end{bmatrix} : y \in \mathbb{K} \right\}, \quad X = [X_{ij}]_{i,j=0,1} = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}. \tag{129}$$

Then

$$\mathbb{K}^2 = \ker \{0\} = \ker X_{11} \not\subseteq \ker X_{01} = \ker \{1\} = \{0\},$$

$$\{0\} = \ker \{1\} = \ker X_{11} \not\subseteq \ker X_{10} = \ker \{1\} = \{0\},$$

$$X^* = X^{-1} = \begin{bmatrix} 0 & 1 \\ 1 & -1 \end{bmatrix},$$

$$\Gamma_{\ker X/X_{11}X_0X_{11}^+} \begin{bmatrix} (X/X_{11})^+ & -X/X_{11}^+ \end{bmatrix} \begin{bmatrix} (X/X_{11})^+ & -X/X_{11}^+ \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \neq X^+, \quad X/X_{11} = \Gamma_{\ker X_{11}} = \Gamma_{\ker X_{11}}^+ = 0. \tag{130}$$

**Example 37** Consider the Hilbert space $H = \mathbb{K}^2 = H_0 \oplus H_1$ defined in Example \[ \text{[26]} \] and the self-adjoint positive semidefinite operator $X \in \mathcal{L}^\prime (H)$ defined by

$$X = [X_{ij}]_{i,j=0,1} = \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}. \tag{131}$$
Then
\[
\{0\} = \ker \{1\} = \ker X_{11} \subseteq \ker X_{01} = \ker \{1\} = \{0\},
\]
\[
K^2 = \ker \{0\} = \ker X/X_{11} \not\subseteq \ker X_{10} = \ker \{1\} = \{0\},
\]
\[
X = \begin{bmatrix} \{1\} \\ \{1\} \end{bmatrix}, \quad X^+ = \begin{bmatrix} \{1\} \\ \{1\} \end{bmatrix},
\]
\[
(X/X_{11})^+ = (X/X_{11})^+ = \frac{1}{2}(X/X_{11})^+ X_{10}(X/X_{11})^+.
\]
\[
X = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \notin X^+,
\]
\[
X_{11} = \begin{bmatrix} 0 & 1 \end{bmatrix} = \begin{bmatrix} [X^+]_{00} \end{bmatrix}.
\]

For the next proposition, \(\sigma/\sigma_{11}\) will denote the generalized Schur complement of \(\sigma\) with respect to \(\sigma_{11}\) and the orthogonal decomposition \(\mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E}\). More precisely, with respect to the decomposition \(\mathcal{H} = (\mathcal{U} \oplus \mathcal{J}) \oplus \mathcal{E}\), the following block formulas hold:
\[
\sigma = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{20} & \sigma_{21} \end{bmatrix},
\]
\[
\sigma/\sigma_{11} = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{20} & \sigma_{21} \end{bmatrix} - \begin{bmatrix} \sigma_{01} \\ \sigma_{21} \end{bmatrix} [\sigma_{10} \sigma_{12}],
\]
\[
\sigma/\sigma_{11} = \begin{bmatrix} \sigma_{00} - \sigma_{01} \sigma_{11} - \sigma_{01} \sigma_{12} \\ \sigma_{20} - \sigma_{21} \sigma_{11} - \sigma_{21} \sigma_{12} \end{bmatrix}.
\]

where the latter block decomposition of \(\sigma/\sigma_{11} \in \mathcal{L}(\mathcal{U} \oplus \mathcal{J})\) is with respect to the Hilbert space \(\mathcal{U} \oplus \mathcal{J}\).

Proposition 38 If \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) is a Z-problem with \(\dim \mathcal{H} < \infty\) such that

(a) \(\sigma^* = \sigma\),

(b) \(\ker \sigma_{11} \subseteq \ker \sigma_{01}/\sigma_{21}\),

(c) \(\ker \sigma/\sigma_{11} \subseteq \ker \sigma_{10}/\sigma_{12}\) [see (129), (130), (131)],

(d) \(\ker (\sigma^+)_{22} \subseteq \ker (\sigma^+)_{02}\),

(e) \(\ker (\sigma^+)_{20} \subseteq \ker (\sigma^+)_{10}\).

then Theorem 29 is true for both the direct Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) and for the dual Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^*)\). Furthermore, the effective operator \(\sigma_e\) and the dual effective operator \((\sigma^+)^e\) satisfies the identities
\[
\sigma_e = \sigma_{00} - \sigma_{01} \sigma_{11} \sigma_{10},
\]
\[
(\sigma^+)^e = (\sigma^+)_{00} - (\sigma^+)_{02}(\sigma^+)_{22}(\sigma^+)_{20},
\]
\[
(\sigma^+)^e = (\sigma^+)^e.
\]

Proof. Suppose that \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) is a Z-problem with \(\dim \mathcal{H} < \infty\). Assume (a) and (b) are true. Then
\[
\ker \sigma_{11} \subseteq \ker \sigma_{01}/\sigma_{21} = \ker \sigma_{01} \cap \ker \sigma_{21} \subseteq \ker \sigma_{01}
\]

implying Theorem 29 is true and hence
\[
\sigma = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix} / \sigma_{11} = \sigma_{00} - \sigma_{01} \sigma_{11} \sigma_{10}.
\]

Assume also that (c) is true. Then by Lemma 35 with \(H = H_0 \oplus H_1, H_0 = \mathcal{U} \oplus \mathcal{J}, H_1 = \mathcal{E}\),
\[
\sigma = X = X_{ij}, j = 0, 1 = \begin{bmatrix} \sigma_{00} & \sigma_{02} \\ \sigma_{20} & \sigma_{22} \end{bmatrix} \begin{bmatrix} \sigma_{11} \\ \sigma_{12} \end{bmatrix}
\]
we have
\[
(\sigma^+)_{00} - (\sigma^+)_{02}(\sigma^+)_{22} = (X^+)_{00} = (X/X_{11})^+,
\]
\[
X = \sigma/\sigma_{11} = \begin{bmatrix} \sigma_{20} - \sigma_{21} \sigma_{11} & \sigma_{10} - \sigma_{12} \sigma_{11} & \sigma_{12} - \sigma_{21} \sigma_{12} \end{bmatrix}.
\]

Now assume also that (d) is true. Then Theorem 29 is true for the dual Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, \sigma^*)\) so that
\[
(\sigma^+)^e = \begin{bmatrix} (\sigma^+)_{00} & (\sigma^+)_{02} \\ (\sigma^+)_{20} & (\sigma^+)_{22} \end{bmatrix} / (\sigma^+)_{22} = (\sigma^+)^e_{00} - (\sigma^+)^e_{02}(\sigma^+)^e_{22}(\sigma^+)^e_{20}.
\]

Finally, assume also that (e) is true. Then by Lemma 35 with \(H = H_0 \oplus H_1, H_0 = \mathcal{U}, H_1 = \mathcal{J}\),
\[
X = X_{ij}, j = 0, 1 = \begin{bmatrix} (\sigma^+)_{00} & (\sigma^+)_{02} \\ (\sigma^+)_{20} & (\sigma^+)_{22} \end{bmatrix}\]
we have
\[
[(\sigma^+)^e]_{00} = \begin{bmatrix} (\sigma^+)_{00} & (\sigma^+)_{02} \\ (\sigma^+)_{20} & (\sigma^+)_{22} \end{bmatrix} / (\sigma^+)_{22} +
\]
\[
(\sigma^+)^e_{00} = (\sigma^+)^e_{00} - (\sigma^+)^e_{02}(\sigma^+)^e_{22}(\sigma^+)^e_{20} = (\sigma^+)^e_{00} - (\sigma^+)^e_{02}(\sigma^+)^e_{22}.
\]

Therefore,
\[
(\sigma^+)^e = \begin{bmatrix} (\sigma^+)^e \end{bmatrix}^+ = (\sigma^+)^e.
\]

Using Examples 36 and 37 with \(H = \mathbb{K}^2, \mathcal{U} = H_0, \mathcal{E} = H_1, \mathcal{J} = \{0\}, \sigma = X\) shows that hypotheses (b) and (c) in the previous proposition cannot be weakened for one if of them is false then the conclusion of the proposition is false. In particular, the latter example has \(\sigma^* = \sigma = 0 > 0 \) with hypotheses (a), (b), (d), and (e) all true so that Theorem 29 is true for both the direct Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) and for the dual Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, \sigma^*)\), but \((\sigma^+)^e \neq (\sigma^+)^e\).

In order to prove below our generalization of the Thomson variational principle (Theorem 29) for the generalized dual problem (Definition 34), we will need the following lemma.
Lemma 39 Let $H$ be a Hilbert space with $\dim H < \infty$ and $X,Y \in \mathcal{L}(H)$ with $X^* = X, Y^* = Y$. Then the following statements are true:

(a) $\ker X = \ker X^*$.
(b) $X^*_{\text{ran} X} = X_{\text{ran} X^*}$.
(c) If $0 \leq X$ then $0 \leq X^*$.
(d) If $0 \leq X \leq Y$, then $\ker X \subseteq \ker Y$.
(e) If $0 \leq X \leq Y$ and $X$ is invertible, then $Y$ is invertible and $Y^{-1} \leq X^{-1}$.
(f) If $0 \leq X \leq Y$ then $Y^* \leq X^*$ if and only if $\ker Y = \ker X$.

Proof. All the statements in this lemma are well-known except possibly statement (f) so we prove it here. Assume the hypotheses. Suppose that $0 \leq X \leq Y$. Then by part (d) we have $0 \leq \ker X \subseteq \ker Y$. If $Y^* \leq X^*$ then by (e) we have $0 \leq Y^* \leq X^*$ so that by (a) and (d) we have $\ker Y = \ker Y^* = \ker X$ which proves that $\ker Y = \ker X$. Conversely, if $\ker Y = \ker X$ then taking the orthogonal complement we have $\text{ran} Y = \text{ran} X$ and hence $0 \leq X_{\text{ran} X} \leq Y_{\text{ran} Y}$ which implies by (e) that $0 \leq Y_{\text{ran} Y} \leq X_{\text{ran} X}$ and thus from this, statement (b), and the hypothesis that $\ker Y = \ker X$ we conclude that $Y^* \leq X^*$. This proves (f). ■

Theorem 40 (Generalized Thomson minimization principle)
Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ is a Z-problem with $\dim \mathcal{H} < \infty$. If

\[
(\sigma^+)_{22} \geq 0
\]

and the hypotheses (a)-(e) in Proposition 38 are satisfied, then Theorem 29 is true for both the direct and dual Z-problems $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma^*)$ and $(\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, \sigma^*)$, respectively, the effective operator $\sigma$, and dual effective operator $(\sigma^+)_{\sigma^*}$ satisfy the identity

\[
(\sigma^+)_{\sigma^*} = (\sigma^+)_{\sigma^*},
\]

and $(\sigma^*)^+$ is the unique self-adjoint operator satisfying the minimization principle:

\[
(J_0, (\sigma^*)^+_0 J_0) = \min_{J \in \mathcal{J}} (J_0 + J, \sigma^+ (J_0 + J)), \quad \forall J_0 \in \mathcal{U}. \tag{137}
\]

Furthermore, for each $J_0 \in \mathcal{U}$, the set of minimizers is given by

\[
\{ J \in \mathcal{J} : J = -[(\sigma^+)_{22}]^+ (\sigma^+)_{20} J_0 + L, L \in \ker (\sigma^+)_{22} \}. \tag{138}
\]

Moreover, we have the following upper bound on the dual effective operator:

\[
(\sigma^*_i)^+ \leq (\sigma^*_i)_{00}. \tag{139}
\]

If, in addition, $\sigma_i \geq 0$ then we have the following upper and lower bound on the effective operator:

\[
0 \leq [\Gamma_{\text{ran} \sigma_i} (\sigma^*_i)_{00} \Gamma_{\text{ran} \sigma_i}]^+ \leq \sigma_i \leq \sigma_{i0}, \tag{140}
\]

where $\Gamma_{\text{ran} \sigma_i}$ is the orthogonal projection of $\mathcal{U}$ onto $\text{ran} \sigma_i$, i.e.,

\[
\Gamma_{\text{ran} \sigma_i} = \sigma_i (\sigma^*_i)^+ = (\sigma_i)^+ \sigma_i. \tag{141}
\]

Proof. Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ is a Z-problem with $\dim \mathcal{H} < \infty$, and the hypotheses (a)-(e) in Proposition 38 are satisfied. Then, in particular, Proposition 38 is true so that Theorem 29 is true for both the direct and dual Z-problems $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ and $(\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, \sigma^*)$, respectively, the effective operator $\sigma$, and dual effective operator $(\sigma^+)_{\sigma^*}$ satisfy the identity $(\sigma_i^*)^+ \leq (\sigma^+)_{00}$, Now assume also that $(\sigma^*)_{22} \geq 0$. Then the generalized Dirichlet minimization principle (i.e., Theorem 22) applies to the dual Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{J}, \mathcal{E}, \sigma^*)$ which proves the theorem [with the exception of (140)] by this duality. Suppose, in addition, that $\sigma_i \geq 0$. First, by hypothesis we have $\sigma^*_i = \sigma$ which implies that $(\sigma^*_i)^+ = \sigma$, and hence by Lemma 23 [namely, statements (2) and (3)] we have that $\Gamma_{\text{ran} \sigma_i}$, the orthogonal projection of $\mathcal{U}$ onto $\text{ran} \sigma_i$, satisfies the identities (141). Next, by Lemma 39 and inequality (139) it follows that

\[
0 \leq (\sigma^*_i)^+ = \Gamma_{\text{ran} \sigma_i} (\sigma^*_i)^+ \Gamma_{\text{ran} \sigma_i} \leq \Gamma_{\text{ran} \sigma_i} (\sigma^+)_{00} \Gamma_{\text{ran} \sigma_i}. \tag{142}
\]

Finally, from this and Lemma 39 (f) along with inequality (139) and Lemma 23 (6), the inequality (140) follows immediately. This completes the proof of the theorem. ■

Corollary 41 If $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ is a Z-problem with $\dim \mathcal{H} < \infty$ such that

\[
\sigma^* = \sigma \geq 0, \tag{143}
\]

then the inequality (135) holds, hypotheses (a), (b), and (d) in Proposition 38 are satisfied, and $(\sigma^*_i)^+ = \sigma_i \geq 0$. If, in addition, hypotheses (c) and (e) in Proposition 38 are satisfied then Theorem 40 is true and, in particular, the inequalities (140) are true, i.e.,

\[
0 \leq [\Gamma_{\text{ran} \sigma_i} (\sigma^*_i)_{00} \Gamma_{\text{ran} \sigma_i}]^+ \leq \sigma_i \leq \sigma_{i0}. \tag{144}
\]

Proof. Suppose $(\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ is a Z-problem with $\dim \mathcal{H} < \infty$ such that $\sigma^* = \sigma \geq 0$ [hence hypotheses (a) in Proposition 38 is satisfied]. Then by Lemma 23 (1) and Lemma 39 (c) we have $(\sigma^*_i)^+ = \sigma_i \geq 0$. From the block decomposition (129) for $\sigma$ and the corresponding one for $\sigma^*$, it immediately follow from Proposition 27 that hypotheses (b) and (d) in Proposition 38 is satisfied. The rest of the proof of this corollary is now obvious. ■

VI. EXAMPLES FROM DISCRETE ELECTRICAL NETWORK PROBLEMS

The following function space and its basic properties as a vector space are standard in linear algebra (see, for example, Ref. 56).

Definition 42 Let $\mathcal{J}$ be a nonempty set. The set of all functions from $\mathcal{J}$ to $\mathcal{K}$ (where $\mathcal{K} = \mathbb{R}$ or $\mathcal{K} = \mathbb{C}$) is denoted by

\[
\mathcal{F}(\mathcal{J}, \mathcal{K}) = \{ f : \mathcal{J} \rightarrow \mathcal{K} \}. \tag{145}
\]
The functions $0_\mathcal{T}$ and $1_\mathcal{T}$ are given by
\begin{align}
0_\mathcal{T}(t) &= 0, \forall t \in \mathcal{T}, \\
1_\mathcal{T}(t) &= 1, \forall t \in \mathcal{T},
\end{align}

and the identity operator on $\mathcal{F}(\mathcal{T}, \mathbb{K})$ is denoted by $I_{\mathcal{T}}$. \(\text{Lemma 43}\) If $\mathcal{T}$ is a non-empty set, then $\mathcal{F}(\mathcal{T}, \mathbb{K})$ is a vector space over the field $\mathbb{K}$. Furthermore, if $\mathcal{T} = \{t_1, \ldots, t_m\}$ is finite, then $\mathcal{F}(\mathcal{T}, \mathbb{K})$ is a Hilbert space under the inner product
\[
(f, g)_{\mathcal{T}} = \sum_{i \in \mathcal{T}} f(t_i)g(t_i), \forall f, g \in \mathcal{F}(\mathcal{T}, \mathbb{K}).
\]

Moreover, the set
\[
\alpha_\mathcal{T} = \{\delta_i \mid i = 1, \ldots, |\mathcal{T}|\}, \quad \delta_i(t_j) = \delta_{ij}, \quad 1 \leq i, j \leq |\mathcal{T}|
\]
is an orthonormal basis for $\mathcal{F}(\mathcal{T}, \mathbb{K})$, where $\delta_{ij}$ is the Kronecker delta, i.e.,
\[
\delta_{ij} = \begin{cases} 1, & i = j, \\ 0, & i \neq j. \end{cases}
\]

\(\text{Notation 44}\) The matrix representation for any linear operator $L \in \mathcal{L}(\mathcal{F}(\mathcal{T}, \mathbb{K}), \mathcal{F}(\mathcal{T}, \mathbb{K}))$ with respect to the ordered bases $\alpha_{\mathcal{T}_1}, \alpha_{\mathcal{T}_2}$ will be denoted by $[L]_{\alpha_{\mathcal{T}_2}}^{\alpha_{\mathcal{T}_1}}$.

\section{Operator Framework for Electrical Conductivity in Finite Networks}

Let $G = (P_G, E_G)$ denote a finite linear digraph with finite nonempty node and directed edge sets $P_G = \{p_j : j = 1, \ldots, |P_G|\}$ and $E_G = \{e_j : j = 1, \ldots, |E_G|\}$, respectively. For each edge $e_j \in E_G$, the outgoing and incoming incident nodes are denoted by $e_-$ and $e_+$, respectively. The functions $\alpha_{\mathcal{T}_1}$ and $\alpha_{\mathcal{T}_2}$ are orthonormal bases, it follows from standard results from linear algebra that
\[
[D^*]^{\alpha_{\mathcal{T}_2}}_{\alpha_{\mathcal{T}_1}} = (D)_{\mathcal{T}}^{\alpha_{\mathcal{T}_2}}(D^*)_{\mathcal{T}}^{\alpha_{\mathcal{T}_1}} = (D)_{\mathcal{T}}^{\alpha_{\mathcal{T}_2}}(D)_{\mathcal{T}}^{\alpha_{\mathcal{T}_2}}
\]
which implies $D^* = -D^*$. \(\blacksquare\)

\(\text{Remark 47 (Kirchoff’s laws)}\) In this network setting, the sets of edge currents and edge voltages are $\ker D^*$ and $\ran D$, respectively. In particular, Kirchoff’s current law (KCL) is equivalent to: $I$ is an edge current if and only if $D^* I = 0$. Similarly, Kirchoff’s voltage law (KVL) is equivalent to: $V$ is an edge voltage if and only if $V = D u$, for some potential $u$.

The following result is well known \(\text{(for a proof see Ref. 1)}\).

\(\text{Lemma 48}\) Let $G_1 = (P_{G_1}, E_{G_1}), \ldots, G_n = (P_{G_n}, E_{G_n})$ be the connected components of the finite linear digraph $G = (P_G, E_G)$. Denote the characteristic function on the node set $P_{G_i}$ of the graph $G_i$ by $\chi_{P_{G_i}}$, i.e.,
\[
\chi_{P_{G_i}}(x) = \begin{cases} 1, & x \in P_{G_i}, \\ 0, & x \in P_G \setminus P_{G_i}. \end{cases}
\]
for \( i = 1, \ldots, k \). Then \( \{\chi_{P_{i_1}}, \ldots, \chi_{P_{i_k}}\} \) is an orthonormal basis for \( \text{ker} D \).

\[
\text{ker} D = \text{span}\{\chi_{P_{i_1}}, \ldots, \chi_{P_{i_k}}\}, \quad \text{dim ker} D = k, \quad 1_{P_{i}} \in \text{ker} D.
\] (159)

In particular, \( G \) is connected (i.e., \( k = 1 \)) if and only if \( \text{ker} D = \text{span}\{1_{P_e}\} \).

**Definition 49 (Conductivity on electrical networks)** An electrical network is a triple \( (P_G, E_G, \sigma) \), with graph \( G = (P_G, E_G) \) and operator \( \sigma \in \mathcal{L}(\mathcal{F}(E_G,\mathbb{K})) \) satisfying \( \sigma^* = \sigma \geq 0 \). We call \( \sigma \) the network conductivity and we define the Kirchhoff operator \( K_\sigma \in L(\mathcal{F}(P_G,\mathbb{K})) \) by

\[
K_\sigma = -D^*\sigma D.
\] (160)

In particular, for \( \sigma = I \) [the identity operator on \( \mathcal{F}(E_G,\mathbb{K}) \)], the “normalized” Kirchhoff operator is

\[
K_I = -D^*D.
\] (161)

**Remark 50** The normalized Kirchhoff operator \( K_I \) is the graph-theoretic analog of \(-\Delta = -\nabla \cdot \nabla\), i.e., the negative of the Laplacian in the continuum. Similarly, the Kirchhoff operator \( K_\sigma \) (sometimes referred to in the literature as the graph Laplacian) is graph-theoretic analog of \(-\nabla \cdot \nabla \) in the continuum. In the matrix setting, the well known Kirchhoff matrix is the matrix representation of the Kirchhoff operator \( K_\sigma \) with respect to the orthonormal bases \( \alpha_{\sigma G}, \alpha_{E_G} \), i.e.,

\[
[K_\sigma]_{\alpha_{\sigma G} \alpha_{E_G}} = -[D^*]_{\alpha_{\sigma G} \alpha_{E_G}} [\sigma]_{\alpha_{E_G} \alpha_{E_G}} [D]_{\alpha_{E_G} \alpha_{E_G}} = A_{\sigma G} [\alpha_{\sigma G} \alpha_{E_G}]^T,
\] (162)

where \( [\sigma]_{\alpha_{E_G} \alpha_{E_G}} \) is the matrix representation of the conductivity \( \sigma \), i.e., the conductivity matrix. Typically, in a resistor-only network, the conductivity matrix \( [\sigma]_{\alpha_{E_G} \alpha_{E_G}} \) is a diagonal matrix. This corresponds to the conductivity \( \sigma \) being given by

\[
\sigma = \sum_{i=1}^{\text{deg} G} \sigma_i \delta_i,
\] (163)

where \( \sigma_i \) is the conductivity (i.e., the inverse of resistance) on the \( i \)-th edge of the graph \( G = (P_G, E_G) \).

Let us conclude this section now with the following physical interpretation for an electrical network \( (P_G, E_G, \sigma) \) following Ref. [38]. By Ohm’s law, the set of edge voltages of the network (containing no voltage sources) is \( \text{ran} D \). Now, any edge voltage \( V \in \text{ran} D \) in the network can be considered as being generated by a current source \( I_e \in \mathcal{F}(E_G,\mathbb{K}) \) that is balanced by a passive current \( I = \sigma V \) in the network, i.e., they must satisfy \( I - I_e \in \text{ker} D^* \) by KVL, and

\[
I = \sigma V
\]

by Ohm’s law. As \( V = Du \), for some potential \( u \in \mathcal{F}(P_G,\mathbb{K}) \), then it follows that \( u \) satisfies the equations

\[
K_\sigma u = \Phi,
\]

where \( \Phi = -D^*I_e \in \text{ran} D^* \) is considered as a node current-source for each \( p \in P_G \).

\[
\Phi(p) = -(D^*I_e)(p) = -\sum_{e \in E_G} I_p(e) + \sum_{e \in E_G} I_{e+}(e)
\]

is the algebraic sum of current sources incident at the node \( p \) (with references chosen so that they enter the node).

Conversely, suppose \( u \in \mathcal{F}(P_G,\mathbb{K}) \). Then \( K_\sigma u \in \text{ran} D^* \) and so \( I_e \in \mathcal{F}(E_G,\mathbb{K}) \) such that \( K_\sigma u = -D^*I_e \). Define \( V = Du \) and \( I = \sigma V \). Then \( V \in \text{ran} D \), \( I \in \mathcal{F}(E_G,\mathbb{K}) \), and \(-D^*I = -D^*\sigma V = K_\sigma u = -D^*I_e \) implying \( I - I_e \in \text{ker} D^* \). Thus, according to the interpretation above, the edge voltage \( V \) in the network can be considered as being generated by the source current \( I_e \) that is balanced by the passive current \( I \) in the network.

**B. Dirichlet-to-Neumann Map**

In this subsection, we will use our operator framework (from Sec. [11]) to reformulate an example from Ref. [8] (see Ch. 2, Sec. 2.13) on finite linear digraphs and the characterization of their discrete Dirichlet-to-Neumann (DtN) maps in terms of effective operators and a Hodge decomposition associated with the discrete Dirichlet problem. For further background and motivation for the DtN map in this setting, see Refs. [23] and [31], for instance.

Consider an electrical network \( (P_G, E_G, \sigma) \) (see Def. [49]) with the node set \( P_G \) partitioned into two nonempty subsets \( P_{G^+} \) and \( P_{G^-} \), i.e.,

\[
P_G = P_{G^+} \cup P_{G^-}, \quad P_{G^+} \cap P_{G^-} = \emptyset, \quad P_{G^+} \neq \emptyset, \quad P_{G^-} \neq \emptyset.
\] (164)

The boundary nodes and interior nodes for the graph \( G = (P_G, E_G) \) are defined as \( P_{G^+} \) and \( P_{G^-} \), respectively.

We will now define the discrete DtN map in terms of the discrete analog of the Dirichlet problem for the conductivity equation in the continuum. To do this, we will need the restriction maps \( |P_{G^+} : \mathcal{F}(P_G,\mathbb{K}) \to \mathcal{F}(P_{G^+},\mathbb{K}) \) and \( |P_{G^-} : \mathcal{F}(P_G,\mathbb{K}) \to \mathcal{F}(P_{G^-},\mathbb{K}) \) which are the bounded linear operators defined by

\[
|u|_{P_{G^+}}(p) = u(p), \quad \forall p \in P_{G^+},
\] (165)

\[
|u|_{P_{G^-}}(p) = u(p), \quad \forall p \in P_{G^-},
\] (166)

for each \( u \in \mathcal{F}(P_G,\mathbb{K}) \).

**Definition 51 (Discrete Dirichlet problem)** The discrete Dirichlet problem is defined as follows: given a function \( f \in \mathcal{F}(P_{G^-},\mathbb{K}) \), find a function \( u \in \mathcal{F}(P_G,\mathbb{K}) \) satisfying

\[
(-D^*\sigma Du)|_{P_{G^+}} = 0,
\] (167)

\[
|u|_{P_{G^-}} = f.
\] (168)

For each such solution \( u \in \mathcal{F}(P_G,\mathbb{K}) \), the boundary (source) current \( \Phi \) is defined by

\[
\Phi = (-D^*\sigma Du)|_{P_{G^-}}.
\] (169)
Definition 52 (Dirichlet-to-Neumann map) The Dirichlet-to-Neumann (DtN) map is the operator $\Lambda_\sigma \in \mathcal{L}(\mathcal{F}(P_{\partial G}, K))$ that maps the potential on the boundary $u|_{\partial G}$ for each solution $u \in \mathcal{F}(P_G, K)$ of the discrete Dirichlet problem \([167]\) and \([168]\) to the boundary current $\phi$ \([169]\), i.e.,

$$\Lambda_\sigma u|_{P_{\partial G}} = \phi,$$  \hspace{1cm} (170)

1. Generalized Schur Complement Representation

In this section we will derive a generalized Schur complement formula for the DtN map $\Lambda_\sigma$. To do so, we will need the following. The Hilbert space $H = \mathcal{F}(P_G, K)$ decomposes into the orthogonal direct sum

$$\mathcal{F}(P_G, K) = H_0 \oplus H_1, \text{ where } H_0 = \ker(|_{P_{\partial G}}), \ H_1 = \ker(|_{P_G}),$$  \hspace{1cm} (171)

With respect to this decomposition, the Kirchhoff operator (see Def. 49) can be written in $2 \times 2$ block operator form as

$$K_\sigma = \begin{bmatrix} (K_\sigma)|_{H_0} & (K_\sigma)|_{H_1} \\ (K_\sigma)|_{H_1} & (K_\sigma)|_{H_1} \end{bmatrix},$$  \hspace{1cm} (172)

where $\Gamma_{H_0}$ and $\Gamma_{H_1}$ are the orthogonal projections of $\mathcal{F}(P_G, K)$ onto $H_0$ and $H_1$, respectively.

Next, we define the zero extension maps $t_0 : \mathcal{F}(P_{\partial G}, K) \to \mathcal{F}(P_G, K)$ and $t_1 : \mathcal{F}(P_G, K) \to \mathcal{F}(P_G, K)$ by

$$[t_0(f)](p) = \begin{cases} f(p) & \text{if } p \in P_{\partial G}, \\ 0 & \text{if } p \in P_G, \end{cases}$$  \hspace{1cm} (174)

$$[t_1(g)](p) = \begin{cases} 0 & \text{if } p \in P_{\partial G}, \\ g(p) & \text{if } p \in P_G, \end{cases}$$  \hspace{1cm} (175)

for each $f \in \mathcal{F}(P_{\partial G}, K)$, $g \in \mathcal{F}(P_G, K)$, and every $p \in P_G$.

The fundamental relationship between the restriction and zero extension maps is described in the next lemma.

Lemma 53 The zero extension maps $t_0 : \mathcal{F}(P_{\partial G}, K) \to \mathcal{F}(P_G, K)$ and $t_1 : \mathcal{F}(P_G, K) \to \mathcal{F}(P_G, K)$ [as defined in \([174]\) and \([175]\)] are bounded linear operators and isometries whose adjoints are the restriction maps $|_{P_{\partial G}} : \mathcal{F}(P_G, K) \to \mathcal{F}(P_{\partial G}, K)$ and $|_{P_G} : \mathcal{F}(P_G, K) \to \mathcal{F}(P_G, K)$ [as defined in \([165]\) and \([166]\)] in particular,

$$t_0^* = |_{P_{\partial G}}, \ t_1^* = |_{P_G}.$$  \hspace{1cm} (176)

Moreover,

$$\text{ran } t_0 = H_0, \ \text{ran } t_1 = H_1,$$  \hspace{1cm} (177)

$$|_{P_{\partial G}} \circ t_0 = \mathbb{1}_{\mathcal{F}(P_{\partial G}, K)}, \ |_{P_{\partial G}} \circ |_{P_{\partial G}} = \Gamma_{H_0},$$  \hspace{1cm} (178)

$$|_{P_G} \circ t_1 = \mathbb{1}_{\mathcal{F}(P_G, K)}, \ |_{P_G} \circ |_{P_G} = \Gamma_{H_1},$$  \hspace{1cm} (179)

$$t_0^* = |_{P_{\partial G}}, \ t_1^* = |_{P_G},$$  \hspace{1cm} (180)

where $(\cdot)^*$ is the Moore-Penrose pseudoinverse (see Def. 27).

Proof. First, it is obvious that the zero extension maps \([174]\) and \([175]\) are well-defined linear operators which implies they are bounded since the Hilbert space $\mathcal{F}(P_G, K)$ is finite-dimensional. It also follows immediately from their definitions that $\text{ran } t_0 = H_0$, $\text{ran } t_1 = H_1$. Second, for any $f_1, f_2, f \in \mathcal{F}(P_{\partial G}, K)$ and $u \in \mathcal{F}(P_G, K)$ we have

$$(t_0(f_1), t_0(f_2))_{P_G} = \sum_{p \in P_G} f_1(p)f_2(p) = \sum_{p \in P_G} f(p)f(p) = (u|_{P_{\partial G}}; f)_{P_{\partial G}},$$

$$(u|_{P_{\partial G}}; f)_{P_{\partial G}} = \sum_{p \in P_{\partial G}} u(p)(f(p) = \sum_{p \in P_{\partial G}} u(p)f(p) = \sum_{p \in P_{\partial G}} u(p)(f(p) = (u, f_0(f))_{P_G},$$

$$(t_0(f_1), t_0(f_2))_{P_G} = \sum_{p \in P_G} f_1(p)f_2(p) = \sum_{p \in P_G} u(p,f_0(f))_{P_G},$$

$$(\sigma|_{P_{\partial G}}; f)_{P_{\partial G}} = \sum_{p \in P_{\partial G}} u(p)(f(p) = \sum_{p \in P_{\partial G}} u(p)f(p) = \sum_{p \in P_{\partial G}} u(p)(f(p) = (u, f_0(f))_{P_G},$$

which proves that $t_0$ is an isometry, the adjoint relations $t_0^* = |_{P_{\partial G}}$ hold, $|_{P_{\partial G}} \circ t_0 = \mathbb{1}_{\mathcal{F}(P_{\partial G}, K)}$, and $t_0 \circ t_0^* = \Gamma_{H_0}$. It now follows from this with $X = t_0$, $Y = t_1$ that the four Penrose equations $XY = Y$, $XY = X$, $(XY)^* = X$, $(XY)^* = Y$ are satisfied so that $X^+ = Y$ (by Def. 24). The rest of the proof follows similarly.

Theorem 54 Let $(P_G, E_G, \sigma)$ be an electrical network (see Def. 49) with boundary and interior nodes, $P_{\partial G}$ and $P_G$, respectively [i.e., satisfying \([164]\)]. Then

$$K_\sigma = K_\sigma^*,$$  \hspace{1cm} (181)

the discrete Dirichlet problem (see Def. 51) has a solution for each $f \in \mathcal{F}(P_{\partial G}, K)$, and the DtN map $\Lambda_\sigma$ (see Def. 52) is given by the formula

$$\Lambda_\sigma = t_0^* K_\sigma / (K_\sigma)_{11} t_0,$$  \hspace{1cm} (182)

$$K_\sigma / (K_\sigma)_{11} = (K_\sigma)_{00} - (K_\sigma)_{01} (K_\sigma)_{11}^* (K_\sigma)_{10},$$  \hspace{1cm} (183)

where $t_0 : \mathcal{F}(P_{\partial G}, K) \to H_0$ is the zero extension map [as defined in \([174]\)] and $K_\sigma / (K_\sigma)_{11}$ is the generalized Schur complement of the Kirchhoff operator $\sigma = (K_\sigma)_{ij}, i, j = 0, 1$ [as defined in \([160]\), \([171]\), and \([173]\)] with respect to $(K_\sigma)_{11}$.

Proof. Assume the hypotheses. First, by hypothesis $\sigma^* = \sigma \geq 0$ and $D^* = -D$ by Lemma 46 hence

$$K_\sigma = -D^* \sigma D = D^* \sigma D$$  \hspace{1cm} (184)

from which it follows that $K_\sigma^* = K_\sigma \geq 0$. Next, by Lemma 53 it follows that the discrete Dirichlet problem (Def. 51) is equivalent to the constrained linear system of equations

$$K_\sigma (t_0(f) + t_1(g)) = t_0(\phi),$$  \hspace{1cm} (185)

$$u|_{P_{\partial G}} = f, \ u|_{P_G} = g, \ (K_\sigma u)|_{P_{\partial G}} = \phi,$$  \hspace{1cm} (186)
or, equivalently, in block form
\[
\begin{bmatrix}
(K_0)_{00} & (K_0)_{01} \\
(K_0)_{10} & (K_0)_{11}
\end{bmatrix}
\begin{bmatrix}
t_0(f) \\
t_1(g)
\end{bmatrix} =
\begin{bmatrix}
t_0(\phi) \\
0
\end{bmatrix}.
\]
(187)

Thus, by Proposition 27, Lemma 24, and Lemma 53, the above system is solvable for any \( f \in \mathcal{F}(P_{SG}, K) \) and \( t_0(\phi) \) is given in terms of the generalized Schur complement (182) by
\[
t_0(\phi) = (K_0)_{11}^{-1}t_0(f)
\]
(188)
from which it follows by 176 and 178 in Lemma 53 that
\[
\phi = (t^*_0 \circ t_0)(\phi) = [t_0^* K_0^{-1}(K_0)_{11}](f).
\]
(189)
As \( f \) was an arbitrary element of \( \mathcal{F}(P_{SG}, K) \), this proves the identity (182), which completes the proof of the theorem.

\[\blacksquare\]

**Remark 55** In the matrix setting, the well known (see, Refs. 23 and 40) response matrix of the electric network \((P_G, E_G, \sigma)\) would be \( [\Lambda_\sigma]_{\alpha_G}^{\alpha_G} \), the matrix representation of the DtN map \( \Lambda_\sigma \) with respect to the orthonormal basis \( \alpha_{PG} \) for \( \mathcal{F}(P_{SG}, K) \).

**Corollary 56** Let \((P_G, E_G, \sigma)\) be an electrical network (see Def. 49) with boundary and interior nodes, \( P_{SG} \) and \( P_G \), respectively (i.e., satisfying (162)). If \( G \) is a connected graph and \( \sigma \) is invertible then \((K_g)_{11}\) is invertible and the discrete Dirichlet problem (see Def. 51) has a unique solution for each \( f \in \mathcal{F}(P_{SG}, K) \).

**Proof.** Assume the hypotheses. Then \( \text{ker} D = \text{span}\{1,P_G\} \) by Lemma 48. As \((K_g)_{11} \in L(H_1)\) and \( \text{dim} H_1 > 0 \), it suffices to prove that \( \text{ker}(K_g)_{11} = \{0\} \) in order to prove \((K_g)_{11}\) is invertible. Let \( u \in \text{ker}(K_g)_{11} \). As \( K_g = K_\sigma \geq 0 \) and \( \mathcal{F}(P_G, K) = H_G \oplus H_1 \), then it follows from Proposition 27 that \( u \in \text{ker}(K_\sigma)_{11} \) and hence \( K_\sigma u = 0 \). As \( K_\sigma = (\sigma^{1/2} D)^*(\sigma^{1/2} D) \), this implies \( u \in \text{ker} D \) so that \( u = c_1 P_G \) for some scalar \( c \). As \( u \in H_1 = \text{ker}(P_{SG}) \), we have \( 0 = u|_{P_{SG}} = c_1 P_G \) and since \( P_{SG} \neq \emptyset \) then \( c = 0 \). This proves \( \text{ker}(K_\sigma)_{11} = \{0\} \) and hence \((K_g)_{11}\) is invertible. The rest of the proof follows immediately from this and the proof of Theorem 54.

\[\blacksquare\]

### 2. Effective Operator Representation

In this section we will derive effective operator representation for the DtN map in terms of a Z-problems. To do so, we need will need the following discrete analog of the Hodge decomposition for the Dirichlet problem in the continuum\(^{34} \) in which the gradient \( \nabla \), divergence \( \nabla \), and Laplacian \( \Delta \) are replaced by their discrete analogs \( D, D^* \), and \( D^* D \), respectively.

**Theorem 57** The sets \( \mathcal{U}, \mathcal{E}, \mathcal{F} \) defined by
\[
\mathcal{U} = \{Du : u \in \mathcal{F}(P_G, K), (D^* Du)|_{P_G} = 0\},
\]
(190)
\[
\mathcal{E} = \{Du : u \in \mathcal{F}(P_G, K) \text{ and } u|_{P_{SG}} = 0\},
\]
(191)
\[
\mathcal{F} = \text{ker}(D^*),
\]
(192)
are mutually orthogonal subspaces in the Hilbert space \( \mathcal{F}(E_G, K) \). Furthermore,
\[
\mathcal{F}(E_G, K) = \mathcal{U} \perp \mathcal{E} \perp \mathcal{F},
\]
(193)
\[
\text{ran}(D) = \mathcal{U} \oplus \mathcal{E}.
\]
(194)

**Proof.** The proof follows immediately from the adjoint relation \( D^* = -D^* \) (by Lemma 45) together with the abstract Hodge decomposition theorem (i.e., Theorem 102) in which
\[
\mathcal{B} = \mathcal{C} = \mathcal{F}(E_G, K), \mathcal{A} = \mathcal{F}(P_G, K),
\]
(195)
\[
T^* = T = \Gamma_{\text{ker} D^*}, U = D \Gamma_H, U^* = -\Gamma_H D^*,
\]
(196)
\[
\text{ran} T^* = \text{ker} D^* = \mathcal{F}, \text{ran} U = \text{ran}(D \Gamma_H) = \mathcal{E},
\]
(197)
\[
\text{ker}(T^* T + UU^*) = \text{ran} D \cap \text{ker}(\Gamma_H D^*) = \mathcal{U}.
\]
(198)
This completes the proof.

We now give the definition of the Z-problem and effective operator associated with this Hodge decomposition, the discrete Dirichlet problem, and the DtN map.

**Definition 58** (Dirichlet Z-problem and effective operator) The (Dirichlet) Z-problem \((\mathcal{A}, \mathcal{U}, \mathcal{E}, \mathcal{F}, \sigma)\) associated with the Hilbert space \( \mathcal{H} = \mathcal{F}(E_G, K) \) and the orthogonal triple decomposition of \( \mathcal{H} \) in (193) is defined as follows: given \( V_0 \in \mathcal{U} \), find triples \((I_0, V, I) \in \mathcal{U} \times \mathcal{E} \times \mathcal{F} \) satisfying
\[
I_0 + I = \sigma(V_0 + V),
\]
(199)
such a triple \((I_0, V, I)\) is called a solution to the Z-problem at \( V_0 \). If there exists an operator \( \sigma_* \in \mathcal{L}(\mathcal{U}) \) such that
\[
I_0 = \sigma_* V_0,
\]
(200)
whenever \( V_0 \in \mathcal{U} \) and \((I_0, V, I)\) is a solution to the Z-problem at \( V_0 \), then \( \sigma_* \) is called an effective operator of this Z-problem.

**Theorem 59** Let \((P_G, E_G, \sigma)\) be an electrical network (see Def. 49) with boundary and interior nodes, \( P_{SG} \) and \( P_G \), respectively (i.e., satisfying (162)). Then the Dirichlet Z-problem (16) has a solution for each \( V_0 \in \mathcal{U} \) and it is given by the formulas
\[
I_0 = \sigma_* V_0,
\]
(201)
\[
V = -\sigma_{11}^* \sigma_{10} V_0 + K, K \in \text{ker} \sigma_{11},
\]
(202)
\[
I = \sigma_{20} V_0 + \sigma_{21} V,
\]
(203)
\[
\sigma_* = \begin{bmatrix}
\sigma_{00} & \sigma_{01} \\
\sigma_{10} & \sigma_{11}
\end{bmatrix}, \frac{\sigma_{11}}{\sigma_{11} - \sigma_{00} - \sigma_{01}^* \sigma_{11} \sigma_{10}}.
\]
(204)
where the \( 3 \times 3 \) block operator matrix \( \sigma = [\sigma_{ij}] \) is with respect to the orthogonal triple decomposition of \( \mathcal{F}(E_G, K) \) in (193) [see Sec. 11, Eq. (19) for \( \sigma_{ij} \) formulas]. Moreover, the effective operator of the Z-problem exists, is unique, and is given by the generalized Schur complement formula (29).

**Proof.** Assume the hypotheses. Then \( \sigma^* = \sigma \geq 0 \) and hence the result follows immediately from Corollary 33.\]^\[\] In order to state the main result of this section, that relates the DtN map \( \Lambda_\sigma \) to the effective operator \( \sigma_* \) of the Dirichlet Z-problem, we require the following definition and lemma.
For a connected graph $G$, the lift operator
\[ \Pi \in \mathcal{L}(\mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K}), \mathcal{U}), \]
where $\mathcal{U}$ is defined by $\mathcal{U} \subseteq \mathcal{H}$, is the map defined by
\[ \Pi(f) = Du, \]
for every $f \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K})$.

where $u$ is the unique solution to the discrete Dirichlet problem
\[ \Pi(f) = Du \in \mathcal{U}, \]
where $u$ is the unique solution to the discrete Dirichlet problem [167, 168] with conductivity $\sigma = \Pi F \mathbb{E}(\mathbb{E}, \mathbb{K})$ [i.e., the identity operator on $\mathcal{F}(\mathbb{E}, \mathbb{K})$] and $u|_{\mathbb{P}_{\mathbb{G}}} = f$.

Lemma 61 If $G$ is a connected graph, then the lift operator is well-defined.

Proof. The result follows immediately from Corollary 56 applied to the electrical network $(\mathbb{P}_{\mathbb{G}}, \mathbb{E}, \Pi)$.

We now prove the main result of this section.

Theorem 62 Let $(\mathbb{P}_{\mathbb{G}}, \mathbb{E}, \sigma)$ be an electrical network (see Def. 59) with boundary and interior nodes, $\mathbb{P}_{\mathbb{G}}$ and $\mathbb{P}_{\mathbb{C}}$, respectively [i.e., satisfying 169]. If $G = (\mathbb{P}_{\mathbb{G}}, \mathbb{E})$ is a connected graph then the Dirichlet problem (in Def. 58), the effective operator $\sigma$, of the Dirichlet problem has a solution $f$ satisfying $u|_{\mathbb{P}_{\mathbb{G}}} = f$.

In particular, since $V \in \mathcal{F}$ there exists a $v \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K})$ such that $v|_{\mathbb{P}_{\mathbb{G}}} = 0$ and $V = Du$. We claim that $u = u_v + v$ is a solution to the discrete Dirichlet problem for conductivity $\sigma$ satisfying $u|_{\mathbb{P}_{\mathbb{G}}} = f$. To prove this, notice that $u|_{\mathbb{P}_{\mathbb{G}}} = (u_v + v)|_{\mathbb{P}_{\mathbb{G}}} = f + 0 = f$. Since $I \in \mathcal{J}$ then $0 = (D^* D)(u_v + v)|_{\mathbb{P}_{\mathbb{G}}} = (D^* \sigma \sigma D)(u_v + v)|_{\mathbb{P}_{\mathbb{G}}}$.}

As this equality holds for all $f \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K})$ and both $\Pi \sigma \Pi$ and $\Lambda_\sigma$ are self-adjoint (by Theorems 53 and 59), it follows that $\Lambda_\sigma = \Pi \sigma \Pi$ (by uniqueness of quadratic forms for self-adjoint operators [31]). This completes the proof.

C. Effective Conductivity and Effective Resistance

In this section, $(\mathbb{P}_{\mathbb{G}}, \mathbb{E}, \sigma)$ will denote an electrical network (see Def. 59) with node set $\mathbb{P}_{\mathbb{G}}$ containing at least two nodes. Let $p, q$ denote any two nodes in the graph $G = (\mathbb{P}_{\mathbb{G}}, \mathbb{E})$, i.e.,
\[ p, q \in \mathbb{P}_{\mathbb{G}}, \quad p \neq q. \]

Define their delta functions by
\[ \delta_p, \delta_q \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K}), \]
\[ \forall x \in \mathbb{P}_{\mathbb{G}}, \quad \delta_p(x) = \begin{cases} 1, & \text{if } x = p, \\ 0, & \text{if } x \neq p. \end{cases}, \]
\[ \delta_q(x) = \begin{cases} 1, & \text{if } x = q, \\ 0, & \text{if } x \neq q. \end{cases} \]

The following is a well-known definition from electrical network theory [30, 32, 44].

Definition 63 (Effective conductivity/resistance) A scalar $\sigma_{\text{eff}} = \sigma_{\text{eff}}(p, q) \in \mathbb{K}$ is called an effective conductivity [of the electrical network $(\mathbb{P}_{\mathbb{G}}, \mathbb{E}, \sigma)$ with respect to $p, q$] if
\[ j = \sigma_{\text{eff}}[u(p) - u(q)], \]
whenever $j \in \mathbb{K}$ and $u \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K})$ is a solution of the equation
\[ (-D^* \sigma D)u = j(\delta_p - \delta_q). \]

It’s inverse $r_{\text{eff}} = \frac{1}{\sigma_{\text{eff}}}$ is called the effective resistance (with the convention $r_{\text{eff}} = \infty$, if $\sigma_{\text{eff}} = 0$).

1. Effective operator representation of the effective conductivity

The goal of this section is to derive an effective operator representation for the effective conductivity $\sigma_{\text{eff}}$ in terms of an associated Z-problem. To do this, we need the next lemma and definition.

Lemma 64 The sets $\mathcal{U}, \mathcal{E}, \mathcal{J}$ defined by
\[ \mathcal{U} = \{ u \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K}) : u(\mathbb{G}) = 0, \forall x \in \mathbb{P}_{\mathbb{G}} \setminus \{ p \} \}, \]
\[ \mathcal{E} = \{ u \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K}) : u(p) = u(q) = 0 \}, \]
\[ \mathcal{J} = \{ u \in \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K}) : u(x) = 0, \forall x \in \mathbb{P}_{\mathbb{G}} \setminus \{ q \} \}, \]
are mutually orthogonal subspaces in the Hilbert space $\mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K})$. Furthermore,
\[ \mathcal{F}(\mathbb{P}_{\mathbb{G}}, \mathbb{K}) = \mathcal{U} \perp \mathcal{E} \perp \mathcal{J}, \]
\[ \mathcal{U} = \text{span}\{ \delta_p \}, \quad \mathcal{J} = \text{span}\{ \delta_q \}, \quad \mathcal{E} = \text{span}\{ \delta_p \} \cap \text{span}\{ \delta_q \}. \]
Moreover, the orthogonal projections of $\mathcal{F}(P_G, K)$ onto $\mathcal{U}$, $\mathcal{F}$, $\mathcal{E}$ are the following left multiplication operators, respectively:

$$\Gamma_0 = \delta_P|_{\mathcal{F}(P_G, K)}, \quad \Gamma_2 = \delta_P|_{\mathcal{E}(P_G, K)}, \quad \Gamma_1 = (1 - \delta_P - \delta_q)|_{\mathcal{F}(P_G, K)}. \quad (222)$$

**Proof.** The proof follows immediately by the abstract Hodge decomposition (i.e., Theorem 102) in which

$$\mathcal{A} = \mathcal{B} = \mathcal{C} = \mathcal{F}(P_G, K), \quad T^* = T = \Gamma_0, \quad U^* = U = \Gamma_2, \quad (223)$$

$$\text{ran} T^* = \text{span}\{\delta_v\} = \mathcal{U}, \quad \text{ran} U = \text{span}\{\delta_q\} = \mathcal{F}, \quad (224)$$

$$\ker(T^* + UU^*) = \text{span}\{\delta_p\} \cap \text{span}\{\delta_q\} = \mathcal{E}. \quad (225)$$

**Definition 65** The Z-problem $(\mathcal{H}(\mathcal{F}, \mathcal{U}, \mathcal{E}, \mathcal{F}, K_\sigma))$ associated with the Hilbert space $\mathcal{H} = \mathcal{F}(P_G, K)$ and the orthogonal triple decomposition of $\mathcal{H}$ in $(222)$ and with the Kirchhoff operator $K_\sigma = -D^*\sigma D \in \mathcal{L}(\mathcal{F}(P_G, K))$ (in Def. 69) is defined as follows: given $v_0 \in \mathcal{U}$, find triples $(\rho_0, v, \rho) \in \mathcal{U} \times \mathcal{E} \times \mathcal{F}$ satisfying

$$\rho_0 + \rho = K_\sigma (v_0 + v), \quad (226)$$

such a triple $(\rho_0, v, \rho)$ is called a solution to the Z-problem at $v_0$. If there exists an operator $(K_\sigma)_* \in \mathcal{L}^{\prime}(\mathcal{U})$ such that

$$\rho_0 = (K_\sigma)_* v_0, \quad (227)$$

whenever $v_0 \in \mathcal{U}$ and $(\rho_0, v, \rho)$ is a solution of the Z-problem at $v_0$, then $(K_\sigma)_*$ is called an effective operator of this Z-problem.

**Theorem 66** The solutions of the Z-problem (in Def. 65) at each $v_0 \in \mathcal{U}$ are given by the formulas

$$\rho_0 = (K_\sigma)_* v_0, \quad (228)$$

$$v = - (K_\sigma)^{\dagger} (K_\sigma)_{10} v_0 + \kappa, \quad \kappa \in \ker(K_\sigma)_{11}, \quad (229)$$

$$\rho = (K_\sigma)_{20} v_0 + (K_\sigma)_{21} v, \quad (230)$$

$$(K_\sigma)_* = \begin{bmatrix} (K_\sigma)_{00} & (K_\sigma)_{01} & (K_\sigma)_{01} \end{bmatrix} = \begin{bmatrix} (K_\sigma)_{10} & (K_\sigma)_{11} \end{bmatrix}, \quad (231)$$

where the $3 \times 3$ block operator matrix $K_\sigma = [(K_\sigma)_{ij}]_{i,j=0,1,2}$ is with respect to the orthogonal triple decomposition of $\mathcal{F}(P_G, K)$ in $(220)$, i.e.,

$$K_\sigma = [(K_\sigma)_{ij}]_{i,j=0,1,2}, \quad (232)$$

$$\mathcal{L}(H_j, H_i) \ni (K_\sigma)_{ij} : H_j \to H_i, \quad i,j = 0, 1, 2, \quad (233)$$

$$H_0 = \mathcal{U}, \quad H_1 = \mathcal{E}, \quad H_2 = \mathcal{F}, \quad (234)$$

where $\Gamma_i, \ i = 0, 1, 2$ are given explicitly by formulas $(222)$. Moreover, the effective operator of the Z-problem (in Def. 65) exists, is unique, and is given by the generalized Schur complement formula $(231)$.

**Proof.** Assume the hypotheses. Then $\sigma^* = \sigma \geq 0, K_\sigma = D^*\sigma D$ which implies $(K_\sigma)^* = K_\sigma \geq 0$ and hence the result follows immediately from Corollary 53.

We now prove the main result of this section.

**Theorem 67** The effective conductivity $\sigma_{eff}$ of the electrical network $(P_G, E_G, \sigma)$ with respect to $p, q$ (see Def. 63) exists, is unique, and is given by the formula

$$\sigma_{eff} I_\mathcal{U} = (K_\sigma)_*, \quad (235)$$

where $I_\mathcal{U}$ is the identity operator on $\mathcal{U}$ and $(K_\sigma)_*$ is the effective operator of the Z-problem in Def. 65.

**Proof.** Assume the hypotheses. First, by Theorem 66 the effective operator $(K_\sigma)_*$ of the Z-problem (in Def. 65) exists and is unique. Let $c \in \mathbb{K} \setminus \{0\}$. Then $v_0 = c \delta_p \in \mathcal{U}$ and so by Theorem 66 there exists a solution $(\rho_0, v, \rho) \in \mathcal{U} \times \mathcal{E} \times \mathcal{F}$ to the Z-problem in Def. 65 satisfying

$$c_1 \delta_p - c_2 \delta_q = \rho_0 + \rho = K_\sigma (c \delta_p + v),$$

where $c_1 \delta_p \neq c_2 \delta_q$ and $\rho = -c_2 \delta_q$ for some $c_1, c_2 \in \mathbb{K}$ and hence

$$(K_\sigma)_* (c \delta_p) = c_1 \delta_p,$$

or, equivalently,

$$(K_\sigma)_* = \frac{c_1}{c} I_\mathcal{U}. \quad (236)$$

It also follows,

$$c_1 \delta_p - c_2 \delta_q \in \ker K_\sigma = (\ker K_\sigma)^\perp,$$

and, in particular, since $1_{p_G} \in \ker K_\sigma$ (by Lemma 48) then

$$0 = (1_{p_G}, c_1 \delta_p - c_2 \delta_q) p_G = c_1 (1_{p_G}, \delta_p) p_G - c_2 (1_{p_G}, \delta_q) p_G = c_1 - c_2.$$ Hence,

$$c_1 (\delta_p - \delta_q) = K_\sigma (c \delta_p + v),$$

and $c \delta_p + v$ is a solution of linear eq. $(216)$ with the scalar $c_1$. Thus, either $c_1 = 0$, in which case $u = 0$ is a solution of linear eq. $(216)$ with the scalar $j = 0$ or $c_1 \neq 0$, in which case $c_1 \delta_p + \frac{j}{c} \delta_q$ is a solution of linear eq. $(216)$ for any scalar $j \in \mathbb{K}$.

Next, suppose $u \in \mathcal{F}(P_G, K)$ is a solution to eq. $(216)$ with scalar $j$. We claim that

$$\frac{c_1}{c} [u(p) - u(q)] = j.$$

First, we have

$$K_\sigma (v_0 + v') = K_\sigma (u - u(q) 1_{p_G}) = K_\sigma u = j (\delta_p - \delta_q) = \rho_0' + \rho',$$

where

$$v' = [u(p) - u(q)] \delta_p \in \mathcal{U}, \quad \rho_0' = j \delta_p \in \mathcal{U},$$

$$v' = u - u(q) 1_{p_G} - [u(p) - u(q)] \delta_p \in \mathcal{E}, \quad \rho' = -j \delta_q \in \mathcal{F}.$$
In particular, \((p_0',v',p') \in \mathcal{W} \times \mathcal{E} \times \mathcal{F}\) is a solution to the Z-problem \((\mathcal{F}(P_G; \mathcal{C}), \mathcal{W}, \mathcal{E}, \mathcal{F}, \mathcal{K}_G)\) (in Def. 65) at \(v_0'\). It follows this, Theorem 66 and (236) that
\[
\frac{c_1}{c} \left| u(p) - u(q) \right| \delta_p = \frac{c_1}{c} v_0' = (K_G)_{v_0'} = p_0' = j \delta_p,
\]
which proves the claim. This also proves that \(\sigma_{eff}\) exists, is unique, and
\[
\sigma_{eff} = \frac{c_1}{c}.
\]
Therefore, it follows from this and (236) that \(\sigma_{eff} I_{\mathcal{W}} = (K_G)_{\mathcal{W}}\). This completes the proof.

The next result provides insight into the role that connectedness plays in the notion of effective conductivity.

**Corollary 68** Let \(\sigma_{eff} = \sigma_{eff}(p,q)\) be the effective conductivity of an electrical network \((P_G, E_G, \sigma)\) with respect to \(p,q\) (see Def. 63). Then the following statements are true:

(a) If \(p\) and \(q\) belong to distinct connected components of the graph \(G = (P_G, E_G)\) then \(\sigma_{eff} = 0\).

(b) \(\sigma_{eff} = 0\) if and only if \(\exists V \in \text{ran} D \cap \ker \sigma\) such that \(V = Du\) for some \(u \in \mathcal{F}(P_G; \mathcal{K}_G)\) with \(u(p) \neq u(q)\).

(c) If \(\sigma\) is invertible, then \(\sigma_{eff} \neq 0\) if and only if \(p\) and \(q\) belong to the same connected component of the graph \(G = (P_G, E_G)\).

**Proof.** Assume the hypotheses. First, Theorem 67 gives us existence and uniqueness of the effective conductivity \(\sigma_{eff}\).

Let us prove (a). Assume that \(p\) and \(q\) belong to distinct connected components of the graph \(G = (P_G, E_G)\). Then there exists a connected component \(G_i = (P_G, E_G)\) of \(G\) such that \(p \in P_{G_i}\) and \(q \notin P_{G_i}\). Third, by Lemma 43 we know that \(\chi_{G_i} \in \ker D\). From this it follows that \(u = \chi_{G_i} \in \mathcal{F}(P_G; \mathcal{K})\) with \(u(p) = 1, u(q) = 0\) and \(K_{G_i} u = 0 (\delta_p - \delta_q)\) so that we must have \((\delta_p - \delta_q) = 0\) or \(\sigma_{eff} \neq 0\). This proves (a).

Next, we will prove (b). Suppose there exists a \(V \in \text{ran} D \cap \ker \sigma\) such that \(V = Du\) for some \(u \in \mathcal{F}(P_G; \mathcal{K}_G)\) with \(u(p) \neq u(q)\). Then \(K_{G_i} u = 0 (\delta_p - \delta_q)\) and hence as \(u(p) - u(q) \neq 0\) then \(\sigma_{eff} = 0\). Conversely, suppose that \(\sigma_{eff} = 0\). Then it follows from Theorem 66 with \(v_0 = \delta_p - \delta_q\) that \(0 = \sigma_{eff} \left| u(p) - u(q) \right| \delta_p - \delta_q\) and hence \(u(p) - u(q) = 0\) then \(\sigma_{eff} = 0\). Conversely, suppose that \(\sigma_{eff} = 0\). Then it follows from Theorem 66 with \(v_0 = \delta_p - \delta_q\) that \(0 = \sigma_{eff} \left| u(p) - u(q) \right| \delta_p - \delta_q\) and hence \(u(p) - u(q) = 0\)

(c) If \(\sigma\) is invertible, then \(\sigma_{eff} \neq 0\) if and only if \(p\) and \(q\) belong to the same connected component of the graph \(G = (P_G, E_G)\).

2. **Relationship to the DtN map**

The goal of this section is to derive a representation of the effective conductivity \(\sigma_{eff}\) of the electrical network \((P_G, E_G, \sigma)\) with respect to distinct nodes \(p,q \in P_G\) in terms of the DtN map \(\Lambda_G\) as introduced in Sec. VI B when the boundary nodes \(P_{\partial G}\) and interior nodes \(P_G\) are defined to be

\[
P_{\partial G} = \{p,q\}, P_G = P_G \setminus P_{\partial G},
\]
and assuming that \(\{p,q\} \subseteq P_G\).

This goal is achieved with the following theorem.

**Theorem 70** Let \((P_G, E_G, \sigma)\) be an electrical network. If \(p,q \in P_G\) with \(p \neq q\) and \(\{p,q\} \subseteq P_G\) then the effective conductivity \(\sigma_{eff} = \sigma_{eff}(p,q)\) (see Def. 63) and the DtN map \(\Lambda_G\) [with boundary and interior nodes defined by (237)] (see Def. 52) are related by the formula

\[
\Lambda_G(\cdot) = \sigma_{eff}(\cdot) \partial_{\partial_G^*} \mathcal{F}(P_G; \mathcal{K}) \delta_p - \delta_q |_{P_{\partial G}}.
\]

**Proof.** Assume the hypotheses. First, Theorems 67 and 66 give us existence and uniqueness of both the effective conductivity \(\sigma_{eff}\) and the DtN map \(\Lambda_G\) for this electrical network \((P_G, E_G, \sigma)\) with boundary and interior nodes (237). Next, let \(f \in \mathcal{F}(P_G; \mathcal{K})\). Then by Theorem 54 there exists a solution \(u \in \mathcal{F}(P_G; \mathcal{K})\) to the discrete Dirichlet problem (see Def. 51):

\[
(K_G u)|_{P_G} = 0, u|_{P_{\partial G}} = f,
\]
and
\[ \Lambda_\sigma(f) = (K_\sigma u)|_{P_dG}. \]

Now it follows from this and the two facts
\[
\mathcal{F}(P_dG, \mathbb{K}) = \text{span}\{\delta_1|_{P_dG}, \delta_2|_{P_dG}\}, \\
1_{P_dG}|_{P_dG} \in \ker \Lambda_\sigma = (\text{ran} \Lambda_\sigma)^{\perp},
\]
that we have
\[ \Lambda_\sigma(f) = j\delta_1|_{P_dG} - j\delta_2|_{P_dG} = j(\delta_1 - \delta_2)|_{P_dG}, \]
for some scalar \( j \in \mathbb{K} \), which implies that
\[ K_\sigma u = j(\delta_1 - \delta_2)|_{P_dG}. \]

Hence, by this and Theorem 67 we have
\[ j = \sigma_{eff}[(u(p) - u(q))]. \]

Thus, we have
\[ \Lambda_\sigma(f) = j(\delta_1 - \delta_2)|_{P_dG} = \sigma_{eff}[(u(p) - u(q))](\delta_1 - \delta_2)|_{P_dG} = \sigma_{eff}[(\delta_1 - \delta_2)|_{P_dG}]. \]

Therefore, as this is true for all \( f \in \mathcal{F}(P_dG, \mathbb{K}) \), this proves the theorem. \( \square \)

D. Conductivity for Periodic Linear Graphs

In this section, we study the discrete analog of the continuum electrical conductivity problem and effective conductivity \( \sigma \) (cf. Example 11) for periodic linear graphs. Although we are still in a discrete setting, we must treat new complications that arise when one moves from finite linear graphs to infinite linear graphs.

In order to gain a clear insight into this transition, we only consider Cartesian graphs. This is also motivated by Refs. 43 and 46, which study the effective conductivity in lattice networks, but use analytic and probabilistic methods from Ref. 12 as opposed to the Hilbert space approach that we are advocating for in our paper. Nevertheless, we believe that our methods are complementary to theirs and as such may find applications in the theory of composites for lattice networks.

Now there are some similarities and some changes that occur when transitioning from Example 11 and Section VIA. First, we continue to use the function spaces \( \mathcal{F}(\mathcal{T}, \mathbb{K}) \), but now they are infinite-dimensional vector spaces without an inner product. Also, the gradient \( D \) and divergence \( D^* \) are well defined linear operators, but we lose their adjoint relationship. Instead, we replace these with their periodic counterparts \( \mathcal{F}_\mathcal{T}(\mathcal{T}, \mathbb{K}) \), \( D_\mathcal{T} \), and \( (D^*)^*_\mathcal{T} \). Now, the function space \( \mathcal{F}_\mathcal{T}(\mathcal{T}, \mathbb{K}) \) is a finite-dimensional Hilbert space with inner product \( \langle \cdot, \cdot \rangle \mathcal{F}_\mathcal{T}(\mathcal{T}, \mathbb{K}) \) and we have the adjoint relationship \( D_\mathcal{T} = -(D^*)^*_\mathcal{T} \). From this we are able to get a Hodge decomposition and an associated Z-problem in this setting, in analogy with the continuum problem under these periodic spaces and operators. In addition, we obtain the analogous relation that the effective conductivity is the effective operator \( \sigma \), under certain additional hypotheses, but without which there are some interesting nuances that we discuss.

1. Operator Framework for Electrical Conductivity in Lattice Networks

Fix a \( d \)-tuple of positive integers
\[ \tau = (\tau_1, \ldots, \tau_d) \in \mathbb{N}^d \]
and consider the lattice
\[ L = \left\{ \sum_{i=1}^d \tau_i a_i : n_1, \ldots, n_d \in \mathbb{Z} \right\} \subseteq \mathbb{Z}^d, \]
spanned by the \( d \) primitive lattice vectors
\[ \{a_i : a_i = \tau_i e_i, i = 1, \ldots, d\}, \]
where \( e_i \) denotes the \( i \)-th standard basis vector, i.e., the \( d \)-tuple in \( \mathbb{Z}^d \) whose \( i \)-th coordinate is 1 and all others are 0. Consider the linear directed graph \( G = (\mathbb{Z}^d, E) \) with node set \( \mathbb{Z}^d \) and directed edge set
\[ E = \{v(v + e_i) : v \in \mathbb{Z}^d, i = 1, \ldots, d\}, \]
that is, each edge \( e = v(v + e) \) is a directed line segment with initial node \( e_− = v \) and terminal node \( e_+ = v + e \). In particular, if \( e_1, e_2 \in E \) then \( e_1 = e_2 \) if and only if \( (e_1)_+ = (e_2)_+ \).

Notice that, for each edge \( e \in E \) and lattice vector \( R \in L \), there is a unique edge \( e + R \in E \) defined by translation (see Figure 2) as
\[ e + R = (e_− + R)(e_+ + R) \in E. \]

FIG. 2: For a given edge \( e \in E \) in the periodic digraph \( G \) and a lattice vector \( R \in L \), the translation \( e + R \) is another edge in \( E \).

Definition 71 (Primitive unit cell) A primitive unit cell (fundamental domain) with respect to the lattice \( L \) is a subset \( \mathcal{S} \subseteq \mathcal{T} \subseteq \{\mathbb{Z}^d, E\} \) satisfying the properties
\begin{enumerate}
  \item \( \mathcal{S} \neq \emptyset \),
  \item \( \mathcal{T} = \mathcal{S} + L \),
  \item \( (s, R) \in \mathcal{S} \times (L \setminus \{0\}) \Rightarrow s + R \notin \mathcal{S} \).
\end{enumerate}

In particular, a primitive unit cell \( P \) for the nodes \( \mathbb{Z}^d \) is given by
\[ P = \mathbb{Z}^d \cap \prod_{k=1}^d \{0, \tau_k\} = \{p_1, \ldots, p_d\}. \]
Similarly, a primitive unit cell $E_p^-$ for the edges $E$ is given by
\[
E_p^- = \{ e \in E : e_\tau \in P \} = \{ e_1, \ldots, e_{|E_p^-|} \}. \tag{245}
\]
An illustrated example of this construction can be found in Figure 3.

FIG. 3: Two illustrations showing the periodic digraph $G$ in dimensions (a) $d = 1$ and (b) $d = 2$ and periods (a) $\tau = \tau_1 = 2$ and (b) $\tau = (\tau_1, \tau_2) = (2, 2)$ is generated by translation of a unit cell with node unit cell $P$ (red) and edge unit cell $E_p$ (blue).

Observe, the cardinalities of both of these primitive unit cells are nonzero and finite, i.e.,
\[
0 < |P| < \infty \quad \text{and} \quad 0 < |E_p^-| < \infty, \tag{246}
\]
and the in-degree $\deg_{in}(\cdot)$ and out-degree $\deg_{out}(\cdot)$ of each node in the graph is finite and equal, i.e.,
\[
0 < \deg_{out}(p) = \sum_{e_\tau \in p} 1 = \sum_{e_\tau \in E} 1 = \deg_{in}(p) < \infty, \tag{247}
\]
for each $p \in \mathbb{Z}^d$.

**Definition 72** Let $\mathcal{I} \in \{\mathbb{Z}^d, E\}$. We define the subspace of $\mathcal{F}(\mathcal{I}, \mathbb{K})$, containing all periodic functions with respect to a lattice $L$, by
\[
\mathcal{F}_L(\mathcal{I}, \mathbb{K}) = \{ f \in \mathcal{F}(\mathcal{I}, \mathbb{K}) : f(t + R) = f(t), \forall (t, R) \in \mathcal{I} \times L \}. \tag{248}
\]

A key difference between the space $\mathcal{F}(\mathcal{I}, \mathbb{K})$ and $\mathcal{F}_L(\mathcal{I}, \mathbb{K})$ is that the former is finite-dimensional only if $\mathcal{I}$ is finite-dimensional, whereas the latter is always finite-dimensional, a consequence of (246) and the next lemma.

**Lemma 73** Let $(\mathcal{I}, \mathcal{I}) \in \{(P, \mathbb{Z}^d), (E_p^-, E)\}$ with lattice $L$. For each $f \in \mathcal{F}(\mathcal{I}, \mathbb{K})$, define its periodic extension $f^\# \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$ by
\[
f^\#(s + R) = f(s), \forall (s, R) \in \mathcal{I} \times L. \tag{249}
\]
Then the periodic extension map, i.e., the function
\[
(\cdot)^\# : \mathcal{F}(\mathcal{I}, \mathbb{K}) \to \mathcal{F}_L(\mathcal{I}, \mathbb{K}), \tag{250}
\]
is well defined and, moreover, it is an invertible linear transformation with inverse the restriction map
\[
(\cdot)|_\mathcal{I} : \mathcal{F}_L(\mathcal{I}, \mathbb{K}) \to \mathcal{F}(\mathcal{I}, \mathbb{K}), \tag{251}
\]
defined, for each $f \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$, by
\[
f|_\mathcal{I}(s) = f(s), \forall s \in \mathcal{I}. \tag{252}
\]
In particular, the following vector spaces are isomorphic:
\[
\mathcal{F}(\mathcal{I}, \mathbb{K}) \cong \mathcal{F}_L(\mathcal{I}, \mathbb{K}) \cong \mathbb{K}^{|\mathcal{I}|}. \tag{253}
\]

**Proof.** We begin by proving that the periodic extension map is well defined. By Definition 71(b) we have $\mathcal{I} = \mathcal{I} + L$, that is for each $t \in \mathcal{I}$ there exist $(s, R) \in \mathcal{I} \times L$ such that $t = s + R$. Second, by Definition 71(c) if $s \in \mathcal{I}$ and $0 \neq R \in L$ then $s + L \not\in \mathcal{I}$. Now suppose, $t, t' \in \mathcal{I}$ then $t = s + R$ for some $(s, R) \in \mathcal{I} \times L$ and $t' = s' + R'$ for some $(s', R') \in \mathcal{I} \times L$. Hence, if $t = t'$ then $s + R = s' + R'$ implying $s = s' + (R' - R)$ which by Definition 71(c) further implies $R' - R = 0$ so that $s = s'$. Together with $\mathcal{I} = \mathcal{I} + L$, this proves the well-definedness of the map $(\cdot)^\# : \mathcal{F}(\mathcal{I}, \mathbb{K}) \to \mathcal{F}_L(\mathcal{I}, \mathbb{K})$.

Next we will prove that if $f \in \mathcal{F}(\mathcal{I}, \mathbb{K})$ then $f^\# \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$. Let $f \in \mathcal{F}(\mathcal{I}, \mathbb{K})$ and $(t, R) \in \mathcal{I} \times L$, then there is an $(s, R') \in \mathcal{I} \times L$ such that $t = s + R'$ and so $f^\#(t + R) = f^\#(s + R') = f^\#(t)$ which proves $f^\# \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$. This proves the well-definedness of the map $(\cdot)^\# : \mathcal{F}(\mathcal{I}, \mathbb{K}) \to \mathcal{F}_L(\mathcal{I}, \mathbb{K})$.

We will now prove that the map $(\cdot)^\# : \mathcal{F}(\mathcal{I}, \mathbb{K}) \to \mathcal{F}_L(\mathcal{I}, \mathbb{K})$ is linear. First, both $\mathcal{F}(\mathcal{I}, \mathbb{K})$ and $\mathcal{F}_L(\mathcal{I}, \mathbb{K})$ are vector spaces over the field $\mathbb{K}$ with addition and scalar multiplication for functions as usual. Next, let $f, g \in \mathcal{F}(\mathcal{I}, \mathbb{K})$ and $(c, s, R) \in \mathcal{I} \times \mathcal{I} \times L$. Then
\[
(cf + g)^\#(s + R) = (cf + g)(s) = cf(s) + g(s) = cf^\#(s + R) + g^\#(s + R)
\]
\[
= (cf^\# + g^\#)(s + R). \tag{254}
\]
This proves by Definition 71(b) that $(cf + g)^\# = cf^\# + g^\#$. Hence, the periodic extension map is linear.

Next, we will prove that the restriction map is well defined. Let $f \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$ and $s \in \mathcal{I}$. Then, as $f : \mathcal{I} \to \mathbb{K}$ and $\mathcal{I} \subset \mathcal{I}$, it follows $f(s) \in \mathbb{K}$ implying $f|_\mathcal{I} : \mathcal{I} \to \mathbb{K}$ is a well-defined function in $\mathcal{F}(\mathcal{I}, \mathbb{K})$. Suppose $f = g$ for some $g \in \mathcal{F}(\mathcal{I}, \mathbb{K})$. Then $f(s) = g(s)$ $\forall s \in \mathcal{I}$ and, in particular, $f(s) = g(s)$ $\forall s \in \mathcal{I}$ which implies $f|_\mathcal{I} = g|_\mathcal{I}$. This proves $(\cdot)|_\mathcal{I} : \mathcal{F}_L(\mathcal{I}, \mathbb{K}) \to \mathcal{F}(\mathcal{I}, \mathbb{K})$ is well defined.

Lastly, we prove that the periodic extension map and the restriction map are inverses of each other. Let $f \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$. Then for each $t \in \mathcal{I}$ there exists $(s, R) \in \mathcal{I} \times L$ with $t = s + R$ and so
\[
\{(f^\# \circ (\cdot)|_\mathcal{I})(f) \}(t) = (f^\# \circ (\cdot)|_\mathcal{I})(f)(s + R) = f|_\mathcal{I}(s) = f(s) = f(s + R) = f(t).
\]
This implies that $(f^\# \circ (\cdot)|_\mathcal{I})(f) = f$. As $f \in \mathcal{F}_L(\mathcal{I}, \mathbb{K})$ was arbitrary it follows that $(\cdot)^\# \circ (\cdot)|_\mathcal{I} = I_{\mathcal{F}_L(\mathcal{I}, \mathbb{K})}$. Now let $f \in \mathcal{F}(\mathcal{I}, \mathbb{K})$ and $s \in \mathcal{I}$. Then
\[
\{(\cdot) \circ (\cdot)^\#(f) \}(s) = f^\#(s) = f(s) = f^\#(s + 0) = f(s),
\]

which implies \([\cdot]|_{\mathcal{V}} \circ \cdot^g(f) = f\). Since \(f \in \mathcal{F}(\mathcal{I}, \mathbb{K})\) was arbitrary it follows that \([\cdot]|_{\mathcal{V}} \circ \cdot^g = I_{\mathcal{F}(\mathcal{I}, \mathbb{K})}\). Therefore, we have proven that the periodic extension map and restriction map are inverses of each other. The remainder of the proof now follows immediately.

It follows by Proposition 43 and Lemma 43 that, for \((\mathcal{I}, \mathcal{F}) \in \{(P, \mathbb{Z}^d), (E^p_\mathcal{F}, E)\}\), a basis for \(\mathcal{F}(\mathcal{I}, \mathbb{K})\) is given by \(\alpha_{\mathcal{V}}\) defined by (149). Consequently, we can apply \(\cdot^g\) to the elements of \(\alpha_{\mathcal{V}}\) to obtain a basis \(\alpha_{\mathcal{V}}^g\) for \(\mathcal{F}(\mathcal{I}, \mathbb{K})\), i.e.,

\[
\alpha_{\mathcal{V}}^g = \left\{ \delta_{x_j}^g : \delta_{x_j} \in \alpha_{\mathcal{V}} \right\}, \quad \delta_{x_j}^g(s_j + R) = \delta_{x_j},
\]

(254) for all \(R \in \mathbb{R}\) and \(i, j = 1, \ldots, |\mathcal{I}|\) [where \(\delta_{x_j}\) is the Kronecker delta, see (130)]. The following lemma is a corollary of Proposition 43 and Lemma 73.

Lemma 74 Let \((\mathcal{I}, \mathcal{F}) \in \{(P, \mathbb{Z}^d), (E^p_\mathcal{F}, E)\}\) with lattice \(L\). Then the vector space \(\mathcal{F}(\mathcal{I}, \mathbb{K})\) [defined in (248)] is finite-dimensional and

\[
0 < \dim \mathcal{F}(\mathcal{I}, \mathbb{K}) = |\mathcal{I}| < \infty.
\]

(255) Furthermore, every \(f \in \mathcal{F}(\mathcal{I}, \mathbb{K})\) is determined by its evaluation on \(\mathcal{I}\), that is,

\[
f = \sum_{i=1}^{|\mathcal{I}|} f_i \delta_i^g,
\]

(256) where

\[
f_i = f(s_i), \quad i = 1, \ldots, |\mathcal{I}|.
\]

(257) Moreover, \(\mathcal{F}(\mathcal{I}, \mathbb{K})\) is a finite-dimensional Hilbert space with inner product

\[
(f, g)_{\mathcal{F}(\mathcal{I}, \mathbb{K})} = \sum_{i=1}^{|\mathcal{I}|} f_i g_i, \quad \forall f, g \in \mathcal{F}(\mathcal{I}, \mathbb{K}),
\]

(258) and orthonormal basis \(\alpha_{\mathcal{V}}^g\) [defined in (254)].

Proof. Assume the hypotheses. By Lemma 73, the periodic extension map is an isomorphism from \(\mathcal{F}(\mathcal{I}, \mathbb{K})\) to \(\mathcal{F}(\mathcal{I}, \mathbb{K})\) and since \(\dim \mathcal{F}(\mathcal{I}, \mathbb{K}) = |\mathcal{I}|\) this implies \(\dim \mathcal{F}(\mathcal{I}, \mathbb{K}) = |\mathcal{I}|\). Moreover, the periodic extension map takes the basis of \(\mathcal{F}(\mathcal{I}, \mathbb{K})\) to a basis for \(\mathcal{F}(\mathcal{I}, \mathbb{K})\). In particular, \(\alpha_{\mathcal{V}} \rightarrow \alpha_{\mathcal{V}}^g\) under the periodic extension map. The rest of the corollary now follows immediately from this.

Similarly to Definition 45, the following definitions of \(D\) and \(D^*\) are the discrete analogs of the gradient \(\nabla\) and divergence \(\cdot\) in the continuum. After this, we define their restrictions to periodic functions.

Definition 75 We define the function \(D : \mathcal{F}(\mathbb{Z}^d, \mathbb{K}) \rightarrow \mathcal{F}(E, \mathbb{K})\) by

\[
(Df)(e) = f(e_+) - f(e_-), \forall (f, e) \in \mathcal{F}(\mathbb{Z}^d, \mathbb{K}) \times E,
\]

(259) and the function \(D^* : \mathcal{F}(E, \mathbb{K}) \rightarrow \mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) by

\[
(D^* f)(p) = \sum_{e \in E, e_-=p} f(e) - \sum_{e \in E, e_+=p} f(e), \forall (f, p) \in \mathcal{F}(E, \mathbb{K}) \times \mathbb{Z}^d.
\]

(260)

Definition 76 We define the function \(D_\# : \mathcal{F}(\mathbb{Z}^d, \mathbb{K}) \rightarrow \mathcal{F}(E, \mathbb{K})\) by

\[(D_\# f)(e) = (Df)(e) \text{ for all } (f, e) \in \mathcal{F}(\mathbb{Z}^d, \mathbb{K}) \times E, \quad (261)\]

and the function \((D^*)_\# : \mathcal{F}(E, \mathbb{K}) \rightarrow \mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) by

\[(D^*_\# g)(p) = (D^* g)(p) \text{ for all } (g, p) \in \mathcal{F}(E, \mathbb{K}) \times \mathbb{Z}^d. \quad (262)\]

The following lemma shows that \(D, D_\#, D^*\) and \((D^*)_\#\) are still well defined in this setting.

Lemma 77 The functions \(D, D_\#, D^*\) and \((D^*)_\#\) are well defined linear operators.

Proof. Clearly, \(\mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) and \(\mathcal{F}(E, \mathbb{K})\) are subspaces of the vector spaces \(\mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) and \(\mathcal{F}(E, \mathbb{K})\), respectively. It is also clear that \(D\) is a well defined linear function and since the in-degree and out-degree of every node \(p \in \mathbb{Z}^d\) is finite [see (247)], \(D^*\) is also a well defined linear function. Thus, to prove the lemma we need only show that \(\mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) and \(\mathcal{F}(E, \mathbb{K})\) are invariant subspaces of \(D\) and \(D^*\), respectively. For any \(f \in \mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) and \(R \in L\), we have

\[
(Df)(e + R) = f((e + R)_+) - f((e + R)_-)
\]

\[
= f(e_+) - f(e_-) - (Df)(e), \quad \forall e \in E.
\]

Next, let \(g \in \mathcal{F}(E, \mathbb{K})\). Then for every \(p \in \mathbb{Z}^d\) and every \(R \in L\) we have \(-R \in L\) hence \(g(e - R) = g(e)\) for every \(e \in E\) and

\[
\{e \in E : e_+ = p + R\} \setminus \{e - R \in E : (e - R)_+ = p\}
\]

which implies that

\[
(D^* g)(p + R) = \sum_{e \in E, e_- = p + R} g(e) - \sum_{e \in E, e_+ = p + R} g(e)
\]

\[
= \sum_{e \in E, (e - R)_+ = p} g(e) - \sum_{e \in E, (e - R)_- = p} g(e)
\]

\[
= \sum_{e \in E, (e')_+ = p} g(e') - \sum_{e \in E, (e')_- = p} g(e') = (D^* g)(p).
\]

This completes the proof.

The following theorem is the analogy of Lemma 46 but the proof is more technical.

Theorem 78 The functions \(D_\# : \mathcal{F}(\mathbb{Z}^d, \mathbb{K}) \rightarrow \mathcal{F}(E, \mathbb{K})\) and \((D^*)_\# : \mathcal{F}(E, \mathbb{K}) \rightarrow \mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) [defined by (261) and (262)] are bounded linear operators and satisfy the Hilbert space adjoint relations

\[(D_\#)^* = -(D^*)_\#, \quad [(D^*)_\#]^* = -D_\#.
\]
Proof. First, by Lemma 77 both $D_\#$ and $D^\star$ are linear operators. Second, by Lemma 74 $\alpha_{F_p}^\#$ and $\alpha_{F_p}^\star$ are orthonormal bases of the finite-dimensional Hilbert spaces $F_\#(\mathbb{Z}^d, \mathbb{K})$ and $F_\#(E, \mathbb{K})$, respectively. Hence, for each $i, j$ it follows that

$$(D_\#\delta_{F_p}^j, \delta_{E_p}^i)_{F_\#(E, \mathbb{K})} = \sum_{k=1}^{E_p} (D_\#\delta_{F_p}^j)(\delta_{E_p}^i)_k = (D_\#\delta_{F_p}^j)_i$$

which implies

$$(\delta_{F_p}^j, -(D^\star)\delta_{E_p}^i)_{F_\#(\mathbb{Z}^d, \mathbb{K})} = (D_\#\delta_{F_p}^j, \delta_{E_p}^i)_{F_\#(E, \mathbb{K})}.$$  

This proves the theorem. 

2. Lattice Z-problem and Effective Operator

Definition 81 (Lattice Z-problem and effective operator) The (lattice) Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{E}, J, \mathcal{F})$ is the following problem associated with the Hilbert space $F_\#(E, \mathbb{K})$, the orthogonal triple decomposition of $H$ in (269), and a linear operator $\sigma \in \mathcal{L}(\mathcal{H})$: given $V_0 \in \mathcal{U}$, find triples $(I_0, V, I) \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}$ satisfying

$$I_0 + I = \sigma (V_0 + V),$$

such triple $(I_0, V, I)$ is called a solution of the Z-problem at $V_0$. If there exists an operator $\sigma_0 \in \mathcal{L}(\mathcal{U})$ such that

$$I_0 = \sigma_0 V_0,$$

then such a solution $(I_0, V, I)$ is called an effective solution of the Z-problem.

Theorem 82 Let $(\mathbb{Z}^d, E, \sigma)$ be a lattice electrical network with conductivity $\sigma \in \mathcal{L}(F_\#(E, \mathbb{K}))$ satisfying $\sigma^* = \sigma \geq 0$ and consider the lattice Z-problem $(\mathcal{H}, \mathcal{U}, \mathcal{E}, J, \mathcal{F})$ (in Def. 81) with Hilbert space $F_\#(E, \mathbb{K})$ and orthogonal triple decomposition of $H$ in (269). Then the solutions of the lattice Z-problem (277) at $V_0 \in \mathcal{U}$ are given by the formulas

$$I_0 = \sigma_0 V_0,$$  

$$I = \sigma_0 V_0 + \sigma_1 V_1,$$

where the $3 \times 3$ block operator matrix $\sigma = [\sigma_{ij}]_{i,j=0,1,2}$ is with respect to the orthogonal triple decomposition of $F(E, \mathbb{K})$ in (269) [see Sec. 7, Eq. (179) for $\sigma_{ij}$ formulas]. Moreover, the effective operator of the Z-problem exists, is unique, and is given by the generalized Schur complement formula (276). 

Proof. Assume the hypotheses. Then $\sigma^* = \sigma \geq 0$ and hence the result follows immediately from Corollary 83. 


3. On Effective Conductivity as an Effective Operator

Here we define a discrete analog to Ohm’s law in the continuum for the periodic electrical conductivity problem and the effective conductivity (cf. Example 1 and Remark 3).

Definition 83 (Effective conductivity) The periodic Ohm’s law for a lattice electric network \((\mathbb{Z}^d, E, \sigma)\), where \(\sigma \in \mathcal{L}(\mathcal{F}_b(E, \mathbb{K}))\) (i.e., the conductivity), is the following relation between voltage \(V\) and current \(I\):

\[
I = \sigma V, \quad (277)
\]

\[
I \in \ker D^* \cap \mathcal{F}_b(E, \mathbb{K}), V \in \text{ran} D \cap \mathcal{F}_b(E, \mathbb{K}). \quad (278)
\]

If a function \(\sigma_{\text{eff}} : \mathcal{U} \to \mathcal{U}\) exists such that

\[
\langle I \rangle_{\mathcal{F}_b(E, \mathbb{K})} = \sigma_{\text{eff}}(\langle V \rangle_{\mathcal{F}_b(E, \mathbb{K})}), \quad (279)
\]

whenever \(I\) and \(V\) satisfy \((277)\) and \((278)\), then \(\sigma_{\text{eff}}\) is called an effective conductivity of the lattice electric network.

The natural questions to ask are: (1) Does an effective conductivity exist? (2) If so, how is it related to the lattice Z-problem and the effective operator? (3) If an effective operator of the lattice Z-problem exists, does an effective conductivity also exist? In this section, we answer all these questions: (1) Not always (see Example 90). Necessary and sufficient conditions for the existence of an effective conductivity are given (see Theorem 87, which is essentially a corollary of Theorem 94 in Appendix A). (2) If it does exist and \(\sigma^* = \sigma\) then it equals the effective operator (see Theorem 85 and Example 89). (3) Not necessarily (see Example 90).

To elaborate on all this, we prove the next two key lemmas.

Lemma 84 Let \(\mathcal{U}, \mathcal{E}, \mathcal{J}\) denote the subspaces in \((266), (267), \) and \((268)\). Then

\[
\ker D^* \cap \mathcal{F}_b(E, \mathbb{K}) = \ker(D^*)_b = \mathcal{U} \oplus \mathcal{J}, \quad (280)
\]

\[
\text{ran} D \cap \mathcal{F}_b(E, \mathbb{K}) \supseteq \mathcal{U} \oplus \mathcal{E}. \quad (281)
\]

Proof. First, \(D^*\) and \((D^*)_b\) are equal in value on \(\mathcal{F}_b(E, \mathbb{K})\) which implies \(\ker D^* \cap \mathcal{F}_b(E, \mathbb{K}) = \ker(D^*)_b\). Hence \(280\) then follows by Theorem 80. Second, since \(D\) and \(D_b\) are equal in value on \(\mathcal{F}_b(\mathbb{Z}^d, \mathbb{K})\) it follows immediately by the definition of \(\mathcal{E}\) that \(\mathcal{E} \subseteq \text{ran} D \cap \mathcal{F}_b(\mathbb{Z}^d, \mathbb{K})\). As the \(\text{ran} D \cap \mathcal{F}_b(E, \mathbb{K})\) is a subspace of \(\mathcal{F}_b(E, \mathbb{K})\) and \(\text{span} \{1_E\} = \mathcal{U}\), it suffices to show that \(1_E \in \text{ran} D \cap \mathcal{F}_b(E, \mathbb{K})\). Define the function \(u_{\text{pos}} : \mathcal{F}(\mathbb{Z}^d, \mathbb{K}) \to \mathcal{F}(\mathbb{Z}^d, \mathbb{K})\) by

\[
u_{\text{pos}}(x_1, \ldots, x_d) = \sum_{j=1}^{d} x_j, \text{ for all } (x_1, \ldots, x_d) \in \mathbb{Z}^d. \quad (282)
\]

Then for each \(e \in E\) there exists a standard basis vector \(e_i\) such that \(e^* = e_+ + e_i\) so that

\[
(Du)(e) = u_{\text{pos}}(e^*) - u_{\text{pos}}(e^-) = \sum_{j=1}^{d} (e^*_j) - (e^-_j)
\]

\[
= \sum_{j=1}^{d} (e_+ + e_i)_j - (e^-_j)
\]

\[
= \sum_{j=1}^{d} (e_i)_j = (e_i)_i = 1 = 1_E(e).
\]

Therefore, \(Du = 1_E \in \text{ran} D \cap \mathcal{F}_b(E, \mathbb{K})\). This proves \((281)\), which completes the proof. ■

Lemma 85 If \((I_0, V, I) \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}\) is a solution of the lattice Z-problem (in Def. 87) at \(V_0 \in \mathcal{U}\) then

\[
I_0 + I = \sigma(V_0 + V), \quad (283)
\]

\[
V_0 + V \in \mathcal{U} \oplus \mathcal{E} \subseteq \text{ran} D \cap \mathcal{F}_b(E, \mathbb{K}), \quad (284)
\]

\[
I_0 + I \in \mathcal{U} \oplus \mathcal{J} = \ker D^* \cap \mathcal{F}_b(E, \mathbb{K}), \quad (285)
\]

and, in particular, \(V_0 + V, I_0 + I\) are a pair of voltage and current, respectively, satisfying the periodic Ohm’s law (in Def. 83).

Proof. The proof of this lemma follows immediately from Def. 81 and Def. 83 by Lemma 84 ■

We are now ready to prove the main result of this section.

Theorem 86 If an effective conductivity \(\sigma_{\text{eff}}\) of the lattice electrical network \((\mathbb{Z}^d, E, \sigma)\) (in Def. 83) exists and \(\sigma^* = \sigma\) then an effective operator of lattice Z-problem \((\mathcal{H}, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)\) (in Def. 81) exists, is unique, and equals \(\sigma_{\text{eff}}\), i.e.,

\[
\sigma_{\text{eff}} = \sigma_s. \quad (286)
\]

Proof. Assume the hypotheses. Suppose \((I_0, V, I) \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}\) is a solution of the lattice Z-problem at \(V_0 \in \mathcal{U}\). Then by Lemma 85 we know that \(V_0 + V, I_0 + I\) are a pair of voltage and current, respectively, satisfying the periodic Ohm’s law and so by hypothesis we must have \((I_0 + I)_{\mathcal{F}_b(E, \mathbb{K})} = \sigma_{\text{eff}}(\langle V_0 + V \rangle_{\mathcal{F}_b(E, \mathbb{K})})\), that is,

\[
(I_0 + I)_{\mathcal{F}_b(E, \mathbb{K})} = \sigma_{\text{eff}}(\langle V_0 + V \rangle_{\mathcal{F}_b(E, \mathbb{K})}) = \sigma_{\text{eff}}(V_0). \quad (287)
\]

The result now follows immediately from this by Theorem 96 and Corollary 98 ■

The next theorem gives us necessary and sufficient conditions for the effective conductivity to exist.

Theorem 87 An effective conductivity \(\sigma_{\text{eff}}\) of the lattice electrical network \((\mathbb{Z}^d, E, \sigma)\) (in Def. 82) exists if and only if

\[
\ker(\Gamma_{\mathcal{E}} \sigma \Gamma_{\mathcal{Y}}) \subset \ker(\Gamma_{\mathcal{U}} \sigma \Gamma_{\mathcal{Y}}), \quad (287)
\]

where \(\Gamma_{\mathcal{U}}\) and \(\Gamma_{\mathcal{E}}\) are the orthogonal projections of \(\mathcal{F}_b(E, \mathbb{K})\) onto \(\mathcal{U}\) and \(\mathcal{E}\), respectively, and \(\Gamma_{\mathcal{Y}}\) is the orthogonal projection of \(\mathcal{F}_b(E, \mathbb{K})\) onto

\[
\mathcal{V} = \text{ran} D \cap \mathcal{F}_b(E, \mathbb{K}) \oplus \mathcal{U}, \quad (288)
\]
i.e., $\mathcal{W}$ is the orthogonal complement of $\mathcal{V}$ in $\text{ran} D \cap \mathcal{F}_g(E, K)$.

**Proof.** First, both $\mathcal{V}$ and $\text{ran} D \cap \mathcal{F}_g(E, K)$ are subspaces of the finite-dimensional Hilbert space $\mathcal{F}_g(E, K)$ and so by Lemma 8.4 $\mathcal{W}$ is a subspace of $\text{ran} D \cap \mathcal{F}_g(E, K)$ and hence it follows that

$$\mathcal{F}_g(E, K) = \mathcal{W} \perp \mathcal{V} \perp \mathcal{W},$$

where

$$\mathcal{W} = \mathcal{F}_g(E, K) \perp \text{ran} D \cap \mathcal{F}_g(E, K)$$

is the orthogonal complement of $\text{ran} D \cap \mathcal{F}_g(E, K)$ in $\mathcal{F}_g(E, K)$ and $\mathcal{V}$ is defined by (288). The proof now follows immediately from Theorem 8.6 in Appendix A by setting

$$V = W = \mathcal{F}_g(E, K), V_0 = W_0 = \mathcal{W}, \quad V_1 = \mathcal{V}, V_2 = \mathcal{W}, W_1 = \mathcal{E}, W_2 = J.$$

In the rest of this section, we give several examples that demonstrate the complexity associated with the Def. 8.3. Our first example shows that, in general, (281) is not an equality.

**Example 88.** Here we give an example of a lattice electric network $(\mathbb{Z}^d, E, \sigma)$ with $\sigma \in \mathcal{L}(\mathcal{F}_g(E, K))$ and $\sigma^+ = \sigma \geq 0$, and a pair $V, I$ satisfying the periodic Ohm's law (277) and (278), but $V \notin \mathcal{W} \perp \mathcal{E}$ from which it will follow immediately by Lemma 8.4 that

$$\mathcal{W} \perp \mathcal{E} \subseteq \text{ran} D \cap \mathcal{F}_g(E, K).$$

Consider the periodic digraph $G = (\mathbb{Z}^d, E)$ with lattice $L$ in (2.39)-(2.42) with $d = 2$ and $\tau = (\tau_1, \tau_2) = (2, 2)$ as shown in Fig. 3 (b). Let $\sigma = I_{\mathcal{F}_g(E, K)}$ be the identity operator on $\mathcal{F}_g(E, K)$. Define the functions $u \in \mathcal{F}(\mathbb{Z}^2, K)$ and $V \in \text{ran} D$ by $u(i, j) = i - j$ for each $(i, j) \in \mathbb{Z}^2$ and $V = Du$. Then $V \in \text{ran} D \cap \mathcal{F}_g(E, K)$ since, for each $e \in E$, we have

$$V(e) = \begin{cases} 1, & \text{if } e \in \mathcal{E}_1, \\ -1, & \text{if } e \in \mathcal{E}_2, \end{cases}$$

which implies $V(e + R) = V(e)$ for all $(e, R) \in E \times L$. Let us define $I$ by $I = \sigma V$, i.e., $I = V$. We will now show that the pair $V, I$ satisfies the periodic Ohm's law (277) and (278), but $V \notin \mathcal{W} \perp \mathcal{E}$. To do this, it suffices to show $I \in \mathcal{J}$, i.e., $(I, \mathcal{F}_g(E, K)) = 0$ and $D^* I = 0$. For this lattice, we have $|E_0| = 8$, $|\{e \in E_0 : e|e_1\}| = 4$, and $|\{e \in E_0 : e|e_2\}| = 4$ so that

$$(I, \mathcal{F}_g(E, K)) = \frac{1}{8} \sum_{e \in E_0} I(e) + \sum_{e \in E_0} I(e) = 0.$$ 

Also, $D^* I = 0$ since, for any $p = (i, j) \in \mathbb{Z}^2$, we have

$$(-D^* I)(p) = (-D^* Du)(p) = -\sum_{p \sim p} u(p) - u(p')$$

$$= u(i, j) - u(i - 1, j) + u(i, j) - u(i, j - 1)$$

$$+ u(i + 1, j) - u(i + 1, j) + u(i, j + 1) - u(i, j) = 0,$$

where $p' \sim p$ means $p$ is connected to $p' \in \mathbb{Z}^2$ by an edge in $E$. This proves $I \in \mathcal{J}$, hence $V = I \notin \mathcal{W} \perp \mathcal{E} \perp \mathcal{W} \perp \mathcal{E} \subseteq \text{ran} D \cap \mathcal{F}_g(E, K)$.

The next two examples show that even if $\mathcal{W} \perp \mathcal{E} \subseteq \text{ran} D \cap \mathcal{F}_g(E, K)$, it is possible that $\sigma_{eff} = \sigma$, in one example, but its also possible, in another example, that $\sigma_{eff}$ does not exist yet $\sigma$ does.

**Example 89.** Consider the lattice electric network $(\mathbb{Z}^d, E, \sigma)$ in Example 88. In this example, the effective conductivity $\sigma_{eff}$ and the effective operator $\sigma_{eff}$ exist with $\sigma_{eff} = \sigma$. Let us prove this. As $\sigma = I_{\mathcal{F}_g(E, K)}$ so that $\sigma^+ = \sigma \geq 0$, then by Theorem 8.2 and Theorem 8.6 it suffices to prove an effective conductivity $\sigma_{eff}$ of this lattice electrical network (see Def. 8.3) exists. Thus, our proof will be complete if we can prove the claim that the identity operator $I_{\mathcal{W}}$ on $\mathcal{V}$ is such an effective conductivity. Suppose that $I$ and $V$ satisfy $I = \sigma V$ with $I \in \ker D^* \cap \mathcal{F}_g(E, K), V \in \text{ran} D \cap \mathcal{F}_g(E, K)$. Then $I = V$ so that $(I, \mathcal{F}_g(E, K)) = (V, \mathcal{F}_g(E, K)) = I_{\mathcal{W}}(V, \mathcal{F}_g(E, K))$, which proves the claim. In particular, we have shown that $\sigma_{eff} = \sigma = I_{\mathcal{W}}$.

The final example shows that an effective conductivity $\sigma_{eff}$ of lattice electric network $(\mathbb{Z}^d, E, \sigma, $ as defined in Def. 8.3 may not exist even though a unique effective operator $\sigma_{eff}$ of the lattice Z-problem $(\mathcal{H}, \mathcal{W}, \mathcal{E}, \mathcal{F}, \mathcal{J}, \sigma)$ (in Def. 8.1) does.

**Example 90.** Consider any periodic digraph $G = (\mathbb{Z}^d, E)$ with lattice $L$ in (2.39)-(2.42) such that $\mathcal{J} \cap \text{ran} D \cap \mathcal{F}_g(E, K) \neq \emptyset$ (Example 88). Give one such example. Choose any unit vectors $I_0 \in \mathcal{W}$ and $I \in \mathcal{J} \cap \text{ran} D \cap \mathcal{F}_g(E, K)$. Then there is an $\sigma \in \mathcal{L}(\mathcal{F}_g(E, K))$ with $\sigma^+ = \sigma \geq 0$ such that

$$\sigma(I_0) = \sigma(I) = I_0 + I, \quad \sigma(\text{span}(I_0, I)) = \{0\}. \quad (291)$$

Now consider the corresponding lattice electric network $(\mathbb{Z}^d, E, \sigma)$. We claim there is no effective conductivity for it as defined in Def. 8.3. For suppose there was, i.e., suppose there exists a function $\sigma_{eff} : \mathcal{W} \rightarrow \mathcal{W}$ such that

$$\sigma_{eff}(V, \mathcal{F}_g(E, K)) = (J, \mathcal{F}_g(E, K)), \quad (292)$$

whenever

$$\sigma(V) = J, J \in \ker D^* \cap \mathcal{F}_g(E, K), \quad V \in \text{ran} D \cap \mathcal{F}_g(E, K). \quad (293)$$

Then since $\sigma(0) = 0$ and with $V = 0 \in \text{ran} D \cap \mathcal{F}_g(E, K)$ and $J = 0 \in \ker D^* \cap \mathcal{F}_g(E, K)$, we must have

$$\sigma_{eff}(0) = \sigma_{eff}(0, \mathcal{F}_g(E, K)) = (0, \mathcal{F}_g(E, K)) = 0. \quad (294)$$

But we also have $\sigma(I) = I_0 + I$ and so with $V = I \in \text{ran} D \cap \mathcal{F}_g(E, K)$ and $J = I_0 + I \in \ker D^* \cap \mathcal{F}_g(E, K)$, we must have

$$\sigma_{eff}(0) = \sigma_{eff}(I, \mathcal{F}_g(E, K)) = I_0 + I \in \mathcal{F}_g(E, K) = I_0. \quad (295)$$

This implies $0 = \sigma_{eff}(0) \neq I_0$, a contradiction. This proves the claim.

Nevertheless, in this example there is a unique effective operator $\sigma_{eff}$ of the lattice Z-problem $(\mathcal{H}, \mathcal{W}, \mathcal{E}, \mathcal{F}, \mathcal{J}, \sigma)$ (in Def. 8.7) by Theorem 8.2.
4. Periodic Dirichlet Z-Problem

The purpose of this section is to clarify the nuances that occurred in Section 4.1.3, using a new but related Z-problem. Our results in this regard are based on the following theorem that has a similar flavor to Theorem 1.7. Thus, in a sense, one could consider this section to be a periodic analogy of Section 4.1.2 on the Dirichlet Z-problem. For our purposes though, we will be satisfied with just the next two theorems.

**Theorem 91** The sets $\mathcal{U}_h$, $\mathcal{E}_h$, $\mathcal{J}_h$ defined by

$$\mathcal{U}_h = \{Du \in \mathcal{F}_h(E, K) : u \in \mathcal{F}(\mathbb{Z}^d, K), D^*Du = 0 \},$$

$$\mathcal{E}_h = \{u : u \in \mathcal{F}_h(\mathbb{Z}^d, K) \},$$

$$\mathcal{J}_h = (\text{ran} D \cap \mathcal{F}_h(E, K))^\perp,$$

are mutually orthogonal subspaces in the Hilbert space $\mathcal{F}_h(E, K)$. Furthermore,

$$\mathcal{F}_h(E, K) = \mathcal{U}_h \bigoplus \mathcal{E}_h \bigoplus \mathcal{J}_h,$$

$$\text{ran} D \cap \mathcal{F}_h(E, K) = \mathcal{U}_h \oplus \mathcal{E}_h,$$

$$\ker D^* \cap \mathcal{F}_h(E, K) = \ker(D^*_h) = \mathcal{U}_h \oplus \mathcal{J}_h,$$

$$\mathcal{U}_h = \mathcal{W} \bigoplus (\mathcal{J} \cap \text{ran} D),$$

$$\mathcal{E}_h = \mathcal{E} = \text{ran} D,$$

$$\mathcal{J}_h = \mathcal{J} \ominus (\mathcal{J} \cap \text{ran} D).$$

**Proof.** First, (303) follows immediately from the definition of $D_h$ and by Theorem 80. Next, we will prove (302). First, let $J \in \mathcal{J} \cap \text{ran} D$. Then $J \in \mathcal{J}$ so that $(D^*_h)J = 0$, $\langle J, D_h \rangle = 0$, and there exists $u \in \mathcal{F}(\mathbb{Z}^d, K)$ such that $J = Du$ so that $0 = (D^*_h)u = D^*J = D^*Du$ implying $J \in \mathcal{U}_h$. This proves that $\mathcal{J} \cap \text{ran} D \subseteq \mathcal{U}_h$. Next, by Lemma 84 we know that $\mathcal{U}_h \subseteq \text{ran} D \cap \mathcal{F}_h(E, K)$ and by Theorem 80 we know that $\mathcal{U}_h \subseteq \ker(D^*_h)$ which implies $\mathcal{U}_h \subseteq \ker(D^*)$. This together with $\mathcal{U} \perp \mathcal{J}$ (by Theorem 80) proves that $\mathcal{U} \bigoplus (\mathcal{J} \cap \text{ran} D) \subseteq \mathcal{U}_h$. To prove the reverse inclusion, let $V \in \mathcal{U}_h$. Then $V = Du$ for some $u \in \mathcal{F}(\mathbb{Z}^d, K)$ and $(D^*)u V = D^*Du = 0$. By Theorem 80 we know that $\ker(D^*) = \mathcal{W} \bigoplus \mathcal{J}$ so that $V = I_0 + I$ for some $I_0 \in \mathcal{U}, I \in \mathcal{J}$. As $\mathcal{U} \subseteq \mathcal{U}_h \subseteq \text{ran} D$, this implies that $I = V - I_0 \in \text{ran} D$ and hence $I \in \mathcal{J} \cap \text{ran} D$. Thus, $V = I_0 + I \in \mathcal{U} \bigoplus (\mathcal{J} \cap \text{ran} D)$. This proves that $\mathcal{U}_h \subseteq \mathcal{W} \bigoplus (\mathcal{J} \cap \text{ran} D)$, which proves (302). Next, we prove (303). First, it is clear from the definitions of $\mathcal{U}_h$ and $\mathcal{E}_h$ that $\mathcal{U}_h, \mathcal{E}_h \subseteq \text{ran} D \cap \mathcal{F}_h(E, K)$. We also know by Theorem 80 that $\mathcal{W} \perp \mathcal{E}$ and $\mathcal{W} \perp \mathcal{J}$ so by (302) and (303) it follows that $\mathcal{U}_h \perp \mathcal{E}$ and hence $\mathcal{U}_h \oplus \mathcal{E} \subseteq \text{ran} D \cap \mathcal{F}_h(E, K)$. To prove the reverse inclusion, let $u \in \mathcal{F}(\mathbb{Z}^d, K)$ such that $Du \in \mathcal{F}_h(E, K)$. Then by Theorem 80 there exists an $V_0 \in \mathcal{U}, V \in \mathcal{E}, I \in \mathcal{J}$ such that $Du = V_0 + V + I$. Now, by Lemma 84 we know that $V_0 + V \in \text{ran} D \cap \mathcal{F}_h(E, K)$ so that there exists $v \in \mathcal{F}(\mathbb{Z}^d, K)$ such that $V_0 + V = Dv \in \mathcal{F}_h(E, K)$. This implies that $I = D(u - v) = Du - Dv \in \text{ran} D \cap \mathcal{F}_h(E, K)$ and since $I \in \mathcal{J}$ then $0 = D^*I = D^*D(u - v)$ with $u - v \in \mathcal{F}(\mathbb{Z}^d, K)$ this implies $I \in \mathcal{U}_h$. It follows from this, (302), and (303) that $Du = (V_0 + I) + V \in \mathcal{U}_h \ominus \mathcal{E}_h$. Hence, we conclude that $\text{ran} D \cap \mathcal{F}_h(E, K) \subseteq \mathcal{U}_h \ominus \mathcal{E}_h$, which proves (300). Next, (299) follows immediately from (300) and the definition of $\mathcal{J}_h$. Now, (304) follows from (303) and (302) and (303) since (by Theorem 80)

$$\mathcal{F}_h(E, K) = \mathcal{W} \bigoplus \mathcal{E} \bigoplus \mathcal{J} = [\mathcal{W} \bigoplus (\mathcal{J} \cap \text{ran} D)] \bigoplus \mathcal{J} \ominus (\mathcal{J} \cap \text{ran} D) = \mathcal{U}_h \bigoplus \mathcal{E}_h \bigoplus \mathcal{J}_h \ominus (\mathcal{J} \cap \text{ran} D).$$

Finally, (301) follows (302) and (304) and (280) from Lemma 84. This completes the proof. $\square$

The next theorem and it’s proof is inspired by standard operations on effective operators and subspace collections in the abstract theory of composites [see Eqs. (3.17) and (3.18) in Ref. 13, Sec. 29.1 in Ref. 3, and Chap. 7, Sec. 9 in Ref. 3].

**Theorem 92** Let $(\mathbb{Z}^d, E, \sigma)$ be a lattice electrical network with conductivity $\sigma \in \mathcal{L}(\mathcal{F}(\mathbb{Z}^d, K))$ satisfying $\sigma^* = \sigma \geq 0$. Let $\sigma_h$ be the effective operator of the lattice Z-problem $(H, \mathcal{U}, \mathcal{E}, \mathcal{J}, \sigma)$ (in Def. 87) with Hilbert space $H = \mathcal{F}_h(E, K)$ and orthogonal triple decomposition of $H$ in 269. Let $\sigma_h$ be the effective operator of the Z-problem $(\mathcal{H}_h, \mathcal{U}_h, \mathcal{E}_h, \mathcal{J}_h, \sigma)$ with Hilbert space $\mathcal{H}_h = \mathcal{F}_h(E, K)$ and orthogonal triple decomposition of $\mathcal{H}_h$ in 299. Then

$$\sigma_h = \Gamma_0 \sigma_{h_0} \Gamma_0 |_{\mathcal{H}},$$

where $\Gamma_0$ is the (edge cell) average operator (in Def. 72), i.e., $\sigma_h$ is the compression of $\sigma_{h_0}$ to $\mathcal{H}$.

**Proof.** Assume the hypotheses. Then $\sigma^* = \sigma \geq 0$ and hence by Corollary 33 we have existence and uniqueness of both the effective operators $\sigma_h$ and $\sigma_{h_0}$. We will now prove (305).

Let $V_0 \in \mathcal{U}_h$. Then, by Corollary 33 there exists a $(I_0, V, I) \in \mathcal{U} \times \mathcal{E} \times \mathcal{J}$ such that

$$I_0 + I = \sigma(V_0 + V)$$

and

$$I_0 = \sigma V_0.$$

On the other hand, $V \in \mathcal{E} = \mathcal{E}_h$ and, by Theorem 91, $I_0, V_0 \in \mathcal{U}_h$ and $(I_0^2 - \Gamma_0^2)I_0 \in \mathcal{U}_h \ominus \mathcal{E}_h$, where $\Gamma_0^2$ is the orthogonal projection of $\mathcal{H}_h = \mathcal{H}_h$ onto $\mathcal{J}_h$, so that

$$[I_0 + (I_0^2 - \Gamma_0^2)I_0] + \Gamma_0^2 I_0 = \sigma(V_0 + V),$$

with $V_0 \in \mathcal{U}_h$ and so $I_0 + (I_0^2 - \Gamma_0^2)I_0 \in \mathcal{U}_h \times \mathcal{E}_h \times \mathcal{J}_h$ is a solution of the Z-problem $(\mathcal{H}_h, \mathcal{U}_h, \mathcal{E}_h, \mathcal{J}_h, \sigma)$ at $V_0$ implying Corollary 33 that

$$I_0 + (I_0^2 - \Gamma_0^2)I_0 = \sigma_{h_0}(V_0).$$
It follows from this and the facts
\[ \Gamma_0 V_0 = V_0, \Gamma_0[I_0 + (I_{\mathcal{W}} - \Gamma_0^2)I] = I_0 \]
(the latter a consequence of \( (I_{\mathcal{W}} - \Gamma_0^2)I \in \mathcal{W}_0 \oplus \mathcal{W} \)), that we have
\[ \Gamma_0 \sigma_0 \Gamma_0[I_{\mathcal{W}}(V_0) = I_0 = \sigma_0(V_0). \]
As this is true for every \( V_0 \in \mathcal{W} \), then we have proven \( \Box \).

This completes the proof. \( \Box \)

Appendix A: Abstract Theory of Composites for Vector Spaces

In this section, we give a concise and self-contained presentation of the most fundamental aspects of the abstract theory of composites on vector spaces that we need in this paper. In particular, we do not assume here that the vector spaces are inner product spaces and as such need not be Hilbert spaces. This level of generality was first considered in Chapter 7 in Ref. 8 and this appendix can be considered supplementary to it.

We begin by introducing some notation. Let \( V, W \) be two vector spaces over a field \( \mathbb{K} \). Let \( L(V, W) \) denote the vector space (over \( \mathbb{K} \)) of all the linear functions from \( V \) to \( W \) [when \( V = W \), we abbreviate it by \( L(V) \), i.e., \( L(V) = L(V, V) \)]. Now suppose \( V \) has a direct sum decomposition
\[ V = V_0 \oplus V_1 \oplus V_2, \quad (A1) \]
for some subspaces \( V_0, V_1, V_2 \subseteq V \) and \( W_0, W_1, W_2 \subseteq W \). For each \( j \in \{0, 1, 2\} \), let \( \Gamma_j \in L(V) \) denote the projection of \( V \) onto \( V_j \) for \( j \in \{0, 1, 2\} \). More precisely, since \( V = V_0 \oplus V_1 \oplus V_2 \), then \( \Gamma_j \) is uniquely defined by \( \Gamma_j(v) = v \) if \( v \in V_j \) and \( \Gamma_j(v) = 0 \) if \( v \notin V_j \). Suppose that \( W \) also has a direct sum decomposition
\[ W = W_0 \oplus W_1 \oplus W_2. \quad (A2) \]
Then every \( \sigma \in L(V, W) \) can be written as a \( 3 \times 3 \) block operator matrix, i.e.,
\[ \sigma = [\sigma_{ij}]_{i,j=0,1,2} = \begin{bmatrix} \sigma_{00} & \sigma_{01} & \sigma_{02} \\ \sigma_{10} & \sigma_{11} & \sigma_{12} \\ \sigma_{20} & \sigma_{21} & \sigma_{22} \end{bmatrix}, \quad (A3) \]
with respect to the decompositions \( (A1) \) and \( (A2) \), where
\[ \sigma_{ij} \in L(V_j, W_i), \quad (A4) \]

for \( i, j = 0, 1, 2 \).

Definition 93 (Z-problem and effective operator) The Z-problem
\[ (V, V_0, V_1, V_2, W, W_0, W_1, W_2, \sigma), \quad (A5) \]
is the following problem associated with two vector spaces \( V, W \) (over a field \( \mathbb{K} \)) having decompositions
\[ V = V_0 \oplus V_1 \oplus V_2, \quad W = W_0 \oplus W_1 \oplus W_2 \quad (A6) \]
and an \( \sigma \in L(V, W) \): given \( v_0 \in V_0 \), find \( v_1 \in V_1, w_0 \in W_0, w_2 \in W_2 \) satisfying
\[ w_0 + w_2 = \sigma(v_0 + v_1), \quad (A7) \]
such a tuple \( (w_0, v_1, w_2) \) is called a solution of the Z-problem at \( v_0 \). If there exists a function \( \sigma_* \), such that
\[ w_0 = \sigma_*(v_0), \quad (A8) \]
wherever \( v_0 \in V_0 \) and \( (w_0, v_1, w_2) \) is a solution of the Z-problem at \( v_0 \), then \( \sigma_* \) is called an effective operator of the Z-problem.

Remark 94 In our definition and notation, the equation \( (A7) \)
is equivalent to the system
\[ \sigma_{00} v_0 + \sigma_{01} v_1 = w_0, \quad (A9) \]
\[ \sigma_{10} v_0 + \sigma_{11} v_1 = 0, \quad (A10) \]
\[ \sigma_{20} v_0 + \sigma_{21} v_1 = w_2. \quad (A11) \]

In particular, it follows that if \( \sigma_{11} \) is invertible, then we have the following formulas for the solution of the Z-problem at each \( v_0 \in V_0 \) and the effective operator as a Schur complement:
\[ w_0 = \sigma_*(v_0), \quad v_1 = -\sigma_{11}^{-1} \sigma_{10} v_0, \quad w_2 = \sigma_{20} v_0 + \sigma_{21} v_1, \quad (A12) \]
\[ \sigma_* = \begin{bmatrix} \sigma_{00} & \sigma_{01} \\ \sigma_{10} & \sigma_{11} \end{bmatrix}^{-1} / \sigma_{11}, \quad (A13) \]

Thus, the following theorem follows.

Theorem 95 If \( (V, V_0, V_1, V_2, W, W_0, W_1, W_2, \sigma) \) is a Z-problem (as in Def. 93) and \( \sigma_{11} \) (as defined by \( (A4) \)) is invertible then the Z-problem \( (A7) \) has a unique solution for each \( v_0 \in V_0 \) and it is given by the formulas \( (A12) \). Moreover, the effective operator of the Z-problem exists, is unique, and is given by the Schur complement formula \( (A13) \).

The next theorem and corollary provides the necessary and sufficient conditions for an effective operator of a Z-problem to exist along with some of the fundamental properties of it when it does exist.

Theorem 96 (Fundamental theorem of effective operators) Let \( (V, V_0, V_1, V_2, W, W_0, W_1, W_2, \sigma) \) be a Z-problem. Define the set \( D_*(\sigma) \subseteq V_0 \) by
\[ D_*(\sigma) = \{ v_0 \in V_0 : \text{a solution to the Z-problem at } v_0 \text{ exists} \}. \quad (A14) \]

Then \( D_*(\sigma) \) is the inverse image of \( \sigma_{10} \) on the range of \( \sigma_{11} \), i.e.,
\[ D_*(\sigma) = \sigma_{10}^{-1}(\text{ran} \sigma_{11}), \quad (A15) \]
and, in particular, is a subspace of \( V_0 \). Furthermore, the following statements are equivalent:
\[ (a) \ker \sigma_{11} \subseteq \ker \sigma_{10}. \]
(b) There exists a function $f : D_4(\sigma) \to W_0$ such that
\[
\begin{align*}
\omega_0 &= f(\omega_0) \quad (A16)
\end{align*}
\]
whenever $\omega_0 \in V_0$ and $(\omega_0, v_1, w_2)$ is a solution of the Z-problem at $v_0$.

(c) If $(\omega_0, v_1, w_2)$ is a solution of the Z-problem at $v_0 = 0$ then $\omega_0 = 0$.

Moreover, if any of the statements (a), (b), or (c) is true then an effective operator $\sigma_\epsilon$ of the Z-problem exists, is unique, equals the function $f : D_4(\sigma) \to W_0$ in (b), i.e.,
\[
\sigma_\epsilon = f, 
\]
and $\sigma_\epsilon$ is linear, that is,
\[
\sigma_\epsilon \in L(D_4(\sigma), W_0). 
\]

Proof. Assume the hypotheses. First, we prove the equality $\sigma_\epsilon = f$. Let $\omega_0 \in D_4(\sigma)$. Then there exists a triple $(\omega_0, v_1, w_2) \in W_0 \times V_1 \times W_2$ which is a solution of the Z-problem at $v_0$. This implies that $\sigma_{10} \omega_0 + \sigma_{11} v_1 = 0$ so that $\omega_0 \in \sigma_{10}^{-1}(\ker \sigma_{11})$. This proves $D_4(\sigma) \subseteq \sigma_{10}^{-1}(\ker \sigma_{11})$. Conversely, suppose $\omega_0 \in \sigma_{10}^{-1}(\ker \sigma_{11})$. Then there exists $v_1 \in V_1$ such that $\sigma_{10} \omega_0 = \sigma_{11} (-v_1)$, that is, $\sigma_{01} v_0 + \sigma_{11} v_1 = 0$. Then defining $w_0, w_2$ by $w_0 = \sigma_{00} v_0 + \sigma_{01} v_1$ and $w_2 = \sigma_{20} v_0 + \sigma_{21} v_1$ in $W_2$ it follows that $w_0 \in V_0, (w_0, v_1, v_2) \in W_0 \times V_1 \times W_2$ and $\sigma(v_0 + v_1) = w_0 + w_2$, i.e., $(w_0, v_1, v_2)$ is a solution of the Z-problem at $v_0$. Hence, $\sigma_\epsilon \in L(D_4(\sigma), W_0)$. This proves $\sigma_\epsilon = f$. Thus, we have proven equality $\sigma_\epsilon = f$. Next, it follows immediately from this and the linearity of $\sigma_{01}$ and $\sigma_{11}$ that $D_4(\sigma)$ is a subspace of $V_0$.

We will now prove $(a) \Rightarrow (b) \Rightarrow (c) \Rightarrow (a)$. Suppose that $(a)$ is true. Let us prove $(b)$. Let $\omega_0 \in D_4(\sigma)$ and suppose there exists $(\omega_0, v_1, w_2), (\omega_0', v_1', w_2') \in W_0 \times V_1 \times W_2$ such that
\[
\sigma(\omega_0 + v_1) = \omega_0 + w_2, \quad \sigma(\omega_0' + v_1') = \omega_0' + w_2'.
\]
Then by linearity of $\sigma$ we have
\[
\begin{align*}
\sigma(0 + v_1 - v_1') &= \omega_0 - \omega_0' + w_2 - w_2' \\
\sigma_{11}(v_1 - v_1') &= \omega_0 - \omega_0'.
\end{align*}
\]
so that $(\omega_0 - \omega_0', v_1 - v_1', w_2 - w_2') \in W_0 \times V_1 \times W_2$ is a solution of the Z-problem at 0. From this, it follows that
\[
\sigma_{11}(v_1 - v_1') = 0, \quad \sigma_{01}(v_1 - v_1') = \omega_0 - \omega_0'.
\]
By $(a)$, this implies that 0 = $\sigma_{01}(v_1 - v_1') = \omega_0 - \omega_0'$ so that $\omega_0 = \omega_0'$. This proves that the function $f : D_4(\sigma) \to W_0$ defined by $w_0 = f(\omega_0)$ whenever $(\omega_0, v_1, w_2)$ is a solution of the Z-problem at $v_0$ is well-defined. This proves $(b)$.

Now we will prove $(b)$ implies $(c)$. Suppose $(b)$ is true. If $(\omega_0, v_1, w_2)$ is a solution of the Z-problem at $v_0 = 0$ then by $(b)$ we must have $f(0) = \omega_0$, but we also know that $(0,0,0)$ is a solution of the Z-problem at 0 so by $(b)$ we must have $f(0) = 0$ and hence $\omega_0 = 0$. This proves $(c)$.

Next, we will prove $(c)$ implies $(a)$. Suppose $(c)$ is true. Let $v_1 \in \ker \sigma_{11}$. Then 0 = $\sigma_{11}(v_1) = \Gamma_{W_1} \sigma \Gamma_{V_1}(v_1) = \Gamma_{W_1} \sigma(v_1)$.

This implies $\sigma(v_1) = w_0 + w_2$ for some $w_0 \in W_0, w_2 \in W_2$ and hence $(\omega_0, v_1, w_2)$ is a solution of the Z-problem at $v_0 = 0$. By $(c)$ we must have $w_0 = 0$ and hence $\sigma(v_1) = w_2$ so that $\sigma_0(v_1) = \Gamma_{W_0} \sigma \Gamma_{V_1}(v_1) = \Gamma_{W_0} w_2 = 0$. In particular, $v_1 \in \ker \sigma_{11}$. This proves $(a)$.

Therefore, we have proven $(a) \Rightarrow (b) \Rightarrow (c) \Rightarrow (a)$, i.e., statements (a), (b), and (c) are equivalent.

To prove the remaining statements, assume that (a), (b), or (c) is true. Then they are all true as we just showed. Let $f$ be any function with the properties described in $(b)$. Then by Definition $23$ and the definition of $D_4(\sigma)$ it follows immediately that $f$ is an effective operator of the Z-problem and if $g$ is another effective operator of the Z-problem then it is also a function with the properties described in $(b)$. Let us now prove that $f = g$. If $\omega_0 \in D_4(\sigma)$ then by definition $\omega_0 \in V_0$ and there exists a solution $(\omega_0, v_1, w_2)$ of the Z-problem at $v_0$ implying by $(b)$ that $f(\omega_0) = g(\omega_0)$. This proves $f = g$. Hence, we can denote $f$ by $\sigma_\epsilon$, i.e., $\sigma_\epsilon = f$. We now prove that $\sigma : D_4(\sigma) \to W_0$ is linear, i.e., $\sigma \in L(D_4(\sigma), W_0)$. Let $\omega_0, v_1 \in D_4(\sigma)$ and $c \in \mathbb{K}$. Then there exists $(\omega_0, v_1, w_2), (\omega_0', v_1', w_2') \in W_0 \times V_1 \times W_2$ such that
\[
\begin{align*}
\sigma(v_0 + v_1) &= \omega_0 + w_2, \quad \sigma(v_0' + v_1') = \omega_0' + w_2',
\end{align*}
\]
and hence $\omega_0 = \sigma(v_0)$ and $\omega_0' = \sigma(v_0')$. Thus, by linearity of $\sigma$, it follows that
\[
\begin{align*}
\sigma((c \omega_0 + v_0') + (c v_1 + v_1')) &= (c \omega_0 + w_2') + (c v_1 + w_2')
\end{align*}
\]
and so $(c \omega_0 + v_0', c v_1 + v_1', c w_2 + w_2') \in W_0 \times V_1 \times W_2$ is a solution of the Z-problem at $c v_0 + v_1' \in V_0$ which implies $c \omega_0 + v_0' \in D_4(\sigma)$ and
\[
\begin{align*}
\sigma(c \omega_0 + v_0') &= c \omega_0 + w_2' = c \sigma(v_0) + \sigma(v_0').
\end{align*}
\]
This proves that $\sigma : D_4(\sigma) \to W_0$ is linear, which completes the proof of the theorem.

Definition 97 (Hilbert space orthogonal Z-problem) A Z-problem $(V, V_0, V_1, V_2, W_0, W_1, W_2, \sigma)$, such that $\mathbb{K} = \mathbb{R}$ or $\mathbb{K} = \mathbb{C}$, $V = W$ is a Hilbert space (over $\mathbb{K}$), $V_i = W_i$ for $i = 0, 1, 2$. 
\[
V = V_0 \oplus V_1 \oplus V_2, 
\]
and $\sigma$ is a bounded linear operator, i.e., $\sigma \in \mathcal{L}(V)$, is called a Hilbert space orthogonal Z-problem and denoted by $(V, V_0, V_1, V_2, \sigma)$. 
\[
(V, V_0, V_1, V_2, \sigma). 
\]

Corollary 98 Let $(V, V_0, V_1, V_2, \sigma)$ be a Hilbert space orthogonal Z-problem such that dim $V < \infty$ and
\[
\begin{align*}
[\sigma_{00} \sigma_{01} \sigma_{10} \sigma_{11}] &= [\sigma_{00} \sigma_{01} \sigma_{10} \sigma_{11}]^*. 
\end{align*}
\]
Then statements (a), (b), and (c) in Theorem 96 are equivalent to the statement:
\[
(d) \text{ ran } \sigma_{10} \subseteq \text{ ran } \sigma_{11}. 
\]
Furthermore, if any of the statements (a), (b), and (c) in Theorem 95 or statement (d) is true then an effective operator \( \sigma \), of the Z-problem exists, is unique, equals the function \( f : D_\sigma(\sigma) \to V_0 \) in (b), i.e.,

\[
\sigma_i = f, \tag{A22}
\]

and \( \sigma_i \) is a bounded linear operator, that is,

\[
\sigma_i \in \mathcal{L}(D_\sigma(\sigma), V_0). \tag{A23}
\]

Moreover,

\[
D_\sigma(\sigma) = V_0. \tag{A24}
\]

**Proof.** Assume the hypotheses. Then \( V = V_0 \oplus V_1 \oplus V_2 \) so that \( \Gamma V_i \) is the orthogonal projection of \( V \) onto \( V_i \) for each \( i = 0, 1, 2 \) and \( \sigma^* = \sigma \). From this and the fact that \( V \) is a finite-dimensional Hilbert space, it follows that \( \sigma_i^* = \sigma_i \) for all \( i = 0, 1 \) and so

\[
(\ker \sigma_{ij})^\perp = \ran \sigma_{ji}, (\ran \sigma_{ji})^\perp = (\ker \sigma_{ij})^\perp \tag{A25}
\]

for all \( i = 0, 1 \). From this we conclude that statement \( d \) is equivalent to statement \( a \) in Theorem 96. The rest of the proof of this theorem now follows immediately from Theorem 96 for the Hilbert space orthogonal Z-problem \( (V, V_0, V_1, V_2, \sigma) \) and the hypotheses that \( V \) is a finite-dimensional Hilbert space [so that \( L(D_\sigma(\sigma), V_0) = \mathcal{L}(D_\sigma(\sigma), V_0) \)]. In particular, if statement \( d \) is true then

\[
V_0 \supseteq D_\sigma(\sigma) = \sigma_i^{-1}(\ran \sigma_{i1}) \supseteq \sigma_i^{-1}(\ran \sigma_{i0}) = V_0 \tag{A26}
\]

implies \( D_\sigma(\sigma) = V_0 \). This completes the proof of the corollary.

**Remark 99** Definitions 97 and 98 taken together are very similar to Definition 2. In fact, the only difference is in the definition of an effective operator \( \sigma \). For in Definition 2 it is required that any effective operator \( \sigma \) be a bounded linear operator, whereas in Definition 98 it is just required to be a function. But there is no difference in the case of finite-dimensional Hilbert spaces under the assumption \( \sigma^* = \sigma \) (or the weaker assumption \( A22 \) due to Corollary 98). This is one of the main reasons we begin this paper with Definition 2. The other reason is that in the classical case, i.e., \( \sigma_{i1} \) is invertible, it is also true that there is no difference which follows from Theorem 96 and Theorem 5.

**Appendix B: Abstract Hodge Decompositions**

In this section, we adapt, simplify, and extend results of Ref. 38 from matrices to linear operators. These results can be utilized when identifying the orthogonal triple decomposition needed for Z-problems and their effective operators. We only consider finite-dimensional inner product spaces over the same field \( \mathbb{K} \), where \( \mathbb{K} = \mathbb{R} \) or \( \mathbb{K} = \mathbb{C} \) (hence real or complex Hilbert spaces, respectively).

To begin, we need the following well known results\(^{36}\), which we state without proofs.

**Lemma 100** Let \( \mathcal{A}, \mathcal{B}, \mathcal{C} \) be finite-dimensional inner product spaces, \( U \in \mathcal{L}(\mathcal{A}, \mathcal{B}) \), and \( T \in \mathcal{L}(\mathcal{B}, \mathcal{C}) \). Then

(a) \( \mathcal{B} = \ker U^* + \ran U \),

(b) \( \mathcal{B} = \ran T^* + \ker T \).

Using the next lemma we will easily be able prove the next theorem.

**Lemma 101** Let \( \mathcal{A}, \mathcal{B}, \mathcal{C} \) be finite-dimensional inner product spaces. If \( U \in \mathcal{L}(\mathcal{A}, \mathcal{B}) \) and \( T \in \mathcal{L}(\mathcal{B}, \mathcal{C}) \) satisfy

\[
TU = 0 \ (i.e., \ U^*T^* = 0) \tag{B1}
\]

then

(a) \( \ker (T^*T + UU^*) = \ker T \cap \ker U^* \),

(b) \( \ker T = (T^*T + UU^*)^\perp + \ker U \).

**Proof.** Assume the hypotheses.

(a) Clearly, \( \ker T \cap \ker U^* \subseteq \ker (T^*T + UU^*) \). It remains to show \( \ker (T^*T + UU^*) \subseteq \ker T \cap \ker U^* \). Let \( x \in \ker (T^*T + UU^*) \). Then

\[
0 = (T^*T + UU^*)x = (T^*T)x + (UU^*)x
\]

\[
= \|T^*x\|_\mathcal{B}^2 + \|U^*x\|_\mathcal{A}^2
\]

which implies \( x \in \ker T \cap \ker U^* \). This proves \( \ker (T^*T + UU^*) \subseteq \ker T \cap \ker U^* \), which proves (a).

(b) Next, we claim that

\[
\ker T = (\ker T \cap \ker U^*)^\perp \cap \ran U.
\]

To prove this, notice first that it is obvious that

\[
(\ker T \cap \ker U^*)^\perp \cap \ran U \subseteq \ker T.
\]

To prove the reverse inclusion, let \( x \in \ker T \). Then by Lemma 100(a), \( x = a + b \) for some \( a \in \ker U^* \) and \( b \in \ran U \). Since \( \ran U \subseteq \ker T \) [by (B1)], we have that \( b \in \ker T \). But then \( a = x - b \in \ker T \) as well, so \( a \in \ker T \cap \ker U^* \) and \( b \in \ran U \cap \ker T \). This proves

\[
\ker T \subseteq (\ker T \cap \ker U^*)^\perp \cap \ran U \subseteq \ker T.
\]

From this and since \( \ran U \subseteq \ker T \) [by (B1)], the proof of the claim follows. The proof of (b) now follows immediately from this and (a).

This completes the proof. ■

We now have all the necessary tools to prove the abstract Hodge decomposition theorem.
Theorem 102 (Abstract Hodge decomposition) Let $\mathcal{A}, \mathcal{B}, \mathcal{C}$ be finite-dimensional inner product spaces. If $U \in \mathcal{L}(\mathcal{A}, \mathcal{B})$ and $T \in \mathcal{L}(\mathcal{B}, \mathcal{C})$ satisfy
\[ TU = 0 \quad (i.e., \ U^* T^* = 0) \] (B2)
then
\[ \mathcal{B} = \text{ran} \ T^* + \ker(\text{T}^* + UU^*) \uplus \text{ran} \ U. \] (B3)
Furthermore,
\[ \text{ran} \ (T^* + UU^*) = T^* \uplus \text{ran} \ U, \] (B4)
\[ \ker(\text{T}^* + UU^*) = \ker T \cap \ker U^*. \] (B5)

Proof. Assume the hypotheses. By Lemma 100(b) together with Lemma 101(a) we have
\[ \mathcal{B} = \text{ran} \ T^* + \ker T = \text{ran} \ T^* + \ker(\text{T}^* + UU^*) \uplus \text{ran} \ U. \] (B3)
Furthermore, by Lemma 101(a) we have
\[ \text{ran} \ (T^* + UU^*) = \ker(\text{T}^* + UU^*) \downarrow = (\ker T \cap \ker U^*) \downarrow = \text{ran} \ T^* \uplus \text{ran} \ U. \] (B5)
This completes the proof. □

Definition 103 We call the decomposition (B3) an (abstract) Hodge decomposition.

Orthogonal projections associated with abstract Hodge decompositions play a key role in this paper and so the following corollary is complementary to Theorem 102.

Corollary 104 Suppose $\mathcal{B}$ has an abstract Hodge decomposition (B3). Let $\Gamma_{\text{ran} T^*},$ $\Gamma_{\text{ran} U},$ and $\Gamma_{\ker(\text{T}^* + UU^*)}$ denote the orthogonal projections of $\mathcal{B}$ onto $\text{ran} \ T^*, \text{ran} \ U,$ and $\ker(\text{T}^* + UU^*),$ respectively. Then
\[ \Gamma_{\text{ran} T^*} = T^* + \Gamma_{\text{ran} U} = UU^*, \] (B6)
\[ \Gamma_{\ker(\text{T}^* + UU^*)} = I_{\mathcal{B}} - \Gamma_{\text{ran} T^*} - \Gamma_{\text{ran} U}, \] (B7)
where $(\cdot)^+ \text{ denotes the Moore-Penrose pseudoinverse and } I_{\mathcal{B}} \text{ is the identity operator on } \mathcal{B}.$

Proof. This follows immediately from the abstract Hodge decomposition (B3) of $\mathcal{B}$ and the fundamental properties of the Moore-Penrose pseudoinverse [see statements (4) and (5) in Lemma 23]. □
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