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ABSTRACT Nowadays, Global Navigation Satellite Systems are the main source for high accuracy positioning and timing. For this reason, they are essential both for everyday activities and services, and for the industrial and critical infrastructure sectors. Moreover, the spread of increasingly autonomous vehicles results in strict accuracy and integrity requirements. This leads to the need for additional infrastructure to send corrections to the end users and mitigate the measurement errors, the Augmentation Networks. However, due to the increasing exploitation of localization functionalities, the Augmentation Networks could become a primary target for attackers resulting in a high financial and safety cost. Among the possible attacks, spoofing, that is the generation of a fake satellite signal which is seen as genuine by the receiver, is one of the most powerful and tricky. In this contribution, a detection and mitigation strategy for Augmentation Network spoofing attacks is proposed. We introduce two attack models and present a technique based on K-means clustering to counteract them. More in details, our approach is based on the computation of the number of clusters formed by the Augmentation Network corrections. Starting from the hypothesis that under nominal conditions only one cluster is present, the effects of the attacks on the clustering procedure are analyzed, and several attack simulations are performed to evaluate the algorithm performances. The proposed method has been compared both to an Augmentation Network attack detection technique, and to a receiver-level spoofing mitigation approach, showing comparable or better performances. Moreover, to the best of our knowledge, this is the first work addressing mitigation for spoofing attacks which target an Augmentation Network.

INDEX TERMS Augmentation networks, global navigation satellite system, GBAS, K-means clustering, SBAS, security, spoofing attack.

I. INTRODUCTION The Global Navigation Satellite Systems (GNSSs) like Global Positioning System (GPS), Galileo, GLObal NAVigation Satellite System (GLONASS), and BeiDou Navigation Satellite System (BDS), constitute pervasive, enabling technologies for a large amount of today activities and services, including those related to critical infrastructures. Due to the cross-sector dependency on Position, Navigation and Timing (PNT) functionalities provided by GNSS, the research in this field is focusing on the fulfillment of the requirements concerning performance, with particular attention to accuracy and integrity, and on the resolution of GNSS security flaws.

Concerning the performances, stand-alone GNSS limitations have to be overcome. The basic idea of satellite positioning is to localize an object by exploiting the knowledge of its distance from a set of satellites. To this aim, the satellites are equipped with Radio Frequency (RF) transmitters that send to the ground a signal composed of ranging code and navigation data. The former allows to compute the time of flight of each signal which is exploited by the receiver to compute the distance, named pseudorange, from each satellite. The pseudorange, in fact, is obtained by multiplying the signal time of flight, given by the difference between the time of arrival and the nominal time of departure, by the velocity
of light in the vacuum. The satellite position can then be computed from the ephemerides contained in the navigation data. Since the satellite clock is not ideal and the RF signal propagates through the atmosphere, the navigation data include also the parameters for computing the deviation of the satellite clock from its nominal value and the incremental delays due to the propagation of the GNSS signals through the ionosphere and the troposphere, [1]. The main weakness of this approach for localization purposes is represented by the dependency on the navigation message broadcasted by the satellites. In fact, the corrections computed on the basis of the navigation message do not cover all the phenomena affecting the transmission, propagation and reception of the GNSS Signal in Space (SIS). In addition, the effective bandwidth of the navigation data channel, as well as the one of the satellite uplink channel, do not allow a timely correction of fast changes of satellite ephemerides, clock errors, and propagation delays. To fulfill the needs of those applications that require a higher accuracy than the one achievable by GNSS stand-alone mode, like those related to autonomous and connected transport systems, Augmentation Networks have been introduced. They exploit a set of ground Reference Stations (RSs), georeferenced during their deployment, to compute accurate corrections (e.g. Differential GNSS, Precise Point Positioning) and/or reference signals (Networked Real-Time Kinematic) to be sent to the end users to fix their measurements, either directly or through terrestrial or satellite broadcast channels, like the U.S.A. Wide Area Augmentation System (WAAS), and the European Geostationary Navigation Overlay Service (EGNOS). Satellite Based Augmentation Systems (SBASs) use RSs located in an entire continent to measure GNSS errors and transfer them to a central computing centre where differential corrections and integrity messages are computed. This information is then broadcasted through geostationary satellites to the final users. In this work, on the contrary, we focus on the use of Differential GNSS (DGNSS) implemented through ground RSs which provide the differential corrections via a terrestrial link.

As for the security issue, the US Department of Homeland Security has recently included PNT in the set of “National Critical Functions” [2]. Meanwhile, a UK study indicates that disruption of GNSS would cost 1 billion of £ per day, [3]. Unfortunately, the inherently low power of received GNSS signals (approx. −127 dBm on Earth) causes the receivers to be extremely susceptible to all types of unintentional and intentional interferences, including jamming, spoofing and meaconing. Whereas jammers are used for denial-of-service attacks, spoofers and meaconers pose an even bigger threat, because they can lead a receiver to estimate a forged position and/or time. In fact, spoofers transmit signals that appear as genuine, but with mutual delays such that the receiver will appear as located in any place decided by the attacker [4]. While receivers for military applications are usually designed for operating in hostile environments and fully exploit the features of the military signals addressing authentication issues, low cost receivers for civilian applications lack of robustness against such kind of attacks [5]. Moreover, in addition to spoofing targeting individual receivers, the current threat includes attacks directed toward the Augmentation Networks. Once the position accuracy is entrusted to Augmentation Networks, in fact, such systems become a perfect target.

Since such a kind of attack may produce large scale effects while staying undetected, in this article we address two research questions:

- **R1)** Is it possible to design a clustering-based method for detecting and mitigating spoofing attacks directed to the Augmentation Networks?
- **R2)** Is it possible to outperform existing approaches which aim at detecting spoofing against Augmentation Networks or at counteracting the attack at the user receiver level?

To answer the first research question (R1) we propose a technique based on the computation of the number of clusters formed by the corrections sent by the RSs. Each RS generates a correction vector that can be seen as a point of the correction space. The clusters formed by such points, then, are directly related to the RSs which computed them, thus allowing the identification of the attacked ones. The core of our method is the hypothesis that under nominal conditions the differential corrections should group in a single cluster, so that whenever two or more clusters are present an anomaly can be declared. Although in principle each clustering algorithm could be used, we apply the K-means clustering. We exploit the GAP statistic [6] to identify the optimal number of clusters, and propose and compare two re-labeling techniques to reduce the false alarms introduced by the GAP statistic. Details about the proposed technique are provided in the following, and its effectiveness is proven against two attack models using a simulation setup involving the measurements of twenty-one RSs of the IGS (International GNSS Service) network.

To give an answer to the second research question (R2), we compare the proposed method both with the detection strategy for Augmentation Network spoofing proposed in [7], and with the clustering-based user spoofing mitigation technique proposed in [8].

The remainder of the paper is organized as follows. In Section II the security aspects of positioning are presented. In Section III the analytical framework is introduced. In Section IV, the attack models are presented and in Section V the proposed detection and mitigation techniques are detailed. Then, in Section VI the experimental setup and the benchmark approaches are introduced. In Section VII the simulation results and the answers to the addressed research questions are provided and, finally, in Section VIII, the conclusions are drawn.

**II. SECURITY ASPECTS OF POSITIONING**

Due to the wide range of applications based on GNSS PNT functionalities, satellite-based positioning is becoming an attractive objective for attackers.

The feasibility of the spoofing attack is a well-studied topic in the literature. A first implementation of a
A portable software-defined spoofer was proposed in [9], where Humphreys et al. demonstrated their capability in realizing the attack, thus highlighting the need for effective countermeasures. The requirements for a successful attack have been analyzed also in [10]. More in details, the authors studied GPS spoofing both for single and multiple victims, and for civilian and military receivers. More recently, a portable low-cost spoofer for the road scenario has been implemented in [11]. The attack was tested in a real-world driving scenario, and its feasibility has been proven thanks to a simulation test with 40 participants. At last, in [12], we simulated a spoofing attack in a railway scenario. We showed how an attacker can spoof the SIS received by the RSs to produce a desired offset in the train position computed by the on-board receiver. It is important to highlight that a tampering on the RS SIS directly impacts on the differential corrections sent to the on-board receiver. Along with the possibility to implement radio spoofing attack another threat is arising: software attacks. An overview about this issue is provided in [5], where the authors propose several kinds of attack, including a software attack directed to a set of RSs. More recently, Luo et al. in [13] highlighted the security threats concerning the development of autonomous vehicles, and proposed a software spoofing attack targeting three mobile navigation apps. In addition, due to the spread of deep learning techniques, adversarial attacks on GNSS have been proposed in [14].

In order to counteract the spoofing threat, different techniques have been proposed in the literature and an extensive review of existing countermeasures can be found in [15]. For instance, outputs from a commercial receiver are combined to detect spoofing in [16]. More in details, the Automatic Gain Control (AGC) behavior is monitored along with a Signal Quality Metric (SQM). The two parameters are then combined through an AND operation to detect spoofing. The use of SQM monitoring for spoofing detection has been proposed also in [17], where multiple metrics are fused in order to overcome single metric weaknesses, showing a significant performance improvement. Other works propose to exploit subsequent measurements, such as [18] and [19]. The former paper proposes a spoofing detection technique which exploits the double differences between the pseudoranges computed in two time instants for a pair of satellites. In [19], the authors use the wavelet transform to mitigate the spoofing effect. Their approach is based on computing the pseudorange diversity, between two consecutive observations, and use it as input of the wavelet transform to identify the deviation due to the attack.

Another possibility is to exploit multi-sensor approaches for spoofing suppression. The combination of GNSS and Inertial Navigation Systems (INS) for spoofing detection is proposed for instance in [20]. The authors aim at exploiting the complementary nature of the involved technologies to perform a consistency check. The use of GPS-INS hybrid positioning is considered also in [21]. More specifically, Support Vector Machines (SVM) are used for GPS spoofing attack detection and the distribution of the error between the two systems is analyzed to identify the attack. Supervised machine learning has been exploited for spoofing detection showing promising results also in [22]. The authors performed a correlation analysis to identify the statistically significant variables and used them to train the SVM. Moreover, Shafiee et al. compared the performances of K-Nearest Neighbourhood and naive Bayesian classifiers with the ones of a neural network for spoofing detection in [23], showing that the neural network achieves the best results.

In this work, to answer to the research question number one (R1), we propose a clustering-based spoofing detection and mitigation algorithm for attacks which target the Augmentation Networks. There are two main differences between state-of-the-art methods and the one we are proposing:

1) the described techniques address attacks which target the end user receivers, whereas we are considering a spoofing implemented against the Augmentation Network. The reason why an attacker may choose to alter the differential corrections is that if the satellite signals received by a group of receivers are spoofed, all of them will appear in a unique position. If the receiver positions are monitored by a common service center, as in the case of car sharing and fleet management, or shared among them, as in case of cooperative driving, the attack becomes easily detectable [10]. When the spoofing attack is addressed to the Augmentation Network, on the contrary, the relative positions among the receivers will remain consistent and the attack detection based on position coincidence will be ineffective. Consequently, we decided to define a countermeasure to this kind of attack and we selected one of the very few works addressing the problem of spoofing directed to Augmentation Networks [7] to answer to research question number two (R2). More in details, the method proposed in [7] detects spoofing by defining a threshold for the magnitude of the difference between the positions computed with and without DGNSS corrections. Differently from [7], we aim at detecting anomalies in the differential correction domain instead of analyzing the computed positions.

2) Data-driven methods, such as [21]–[23], exploit supervised learning. In our case, on the contrary, an unsupervised technique based on K-means clustering is proposed. This is the reason why, to give an answer to research question number two (R2), we compared our method to the one presented in [8]. More specifically, the authors proposed a clustering-based solution separation algorithm to detect spoofing attacks against the end user receiver. Their algorithm checks the consistency of the positions obtained with different subsets of satellites since the satellites whose signals have not been altered should create a cluster in the position domain thus allowing their identification. Let us note that the method proposed in [8] exploits a multi-constellation approach whereas our method aims...
at facing spoofing efficiently even with a single constellation.

III. NOTATIONS AND DEFINITIONS

For a quantitative analysis of the effects produced by an attack targeting the Augmentation Network, let us introduce the analytical framework. For sake of simplicity and compactness, here we refer to the case of PNT computed on the basis of code pseudoranges. Thus, given a receiver (RX), the measured code pseudorange of the i-th satellite in view for the k-th epoch is given by:

\[ \rho_i(k) = ||X_i^{sat}[T_i(k)] - X_s(k)|| + c \delta t^{RX}_i(k) + c \Delta t_i^{sat}(k) + n_i(k), \quad i = 1, \ldots, N_{sat} \]  

(1)

where:
- \( T_i(k) \) is the time instant on which the signal of the k-th epoch is transmitted from the i-th satellite;
- \( X_i^{sat}[T_i(k)] \) is the coordinate vector of the i-th satellite at \( T_i(k) \);
- \( X_s(k) \) is the coordinate vector of the receiver;
- \( \delta t^{RX}_i(k) \) and \( \delta t_i^{sat}(k) \) are the RX and i-th satellite clock offset, respectively;
- \( \Delta t_i^{trop}(k) \) and \( \Delta t_i^{ion}(k) \) are the tropospheric and ionospheric incremental delays along the path from the i-th satellite to the receiver, respectively;
- \( n_i(k) \) is the pseudorange error due to the time of arrival estimation algorithm generated by multipath, GNSS receiver thermal noise, radio frequency interference and other possible local effects. Let us note that the error on the time of arrival estimation determines an error in the computed distance if multiplied by the velocity of light, so that \( n_i(k) \) is expressed in meters;
- \( N_{sat} \) is the number of visible satellites.

The satellites themselves provide, through the navigation message, the models’ parameters required to approximate the satellite clock offset and the ionospheric and tropospheric incremental delays. Let \( \Delta t_i^{ion}(k) \), \( \Delta t_i^{trop}(k) \) and \( \delta t_i^{sat}(k) \) be the estimates of the ionospheric and tropospheric delays and of the satellite clock offset. Moreover, the term \( ||X_i^{sat}[T_i(k)] - X_s(k)|| \) represents the geometrical distance \( r_i(k) \) between satellite and receiver. However, the true satellite position is unknown and its estimate, \( X_i^{sat}[T_i(k)] \), computed on the basis of the ephemerides contained in the navigation data, is employed. This implies that the corresponding geometric range \( \hat{r}_i(k) \) differs from \( r_i(k) \) by a quantity \( \epsilon_i^{ph}(k) \) usually addressed as ephemeris pseudorange error. Equation 1 can be now written as:

\[ \rho_i(k) = \hat{r}_i(k) + c \delta t^{RX}_i(k) - c \delta t_i^{sat}(k) \]
\[ + c \Delta t_i^{trop}(k) + c \Delta t_i^{ion}(k) + n_i(k) \]
\[ + c \epsilon_i^{ion}(k) + c \epsilon_i^{trop}(k) - c \epsilon_i^{sat}(k) + \epsilon_i^{ph}(k), \]  

(2)

where \( \epsilon_i^{ion} \), \( \epsilon_i^{trop} \) and \( \epsilon_i^{sat} \) are the model residual errors. These residuals can be grouped, together with \( n_i(k) \), in a generalized error term \( v_i(k) \). Equation 2 then becomes:

\[ \rho_i(k) = \hat{r}_i(k) + c \delta t^{RX}_i(k) - c \delta t_i^{sat}(k) \]
\[ + c \Delta t_i^{trop}(k) + c \Delta t_i^{ion}(k) + v_i(k), \]  

(3)

where, apart from \( v_i(k) \), the only unknowns are the receiver’s position \( X_s(k) \) and clock offset \( \delta t^{RX}_i(k) \). Equation 3 can be solved, if at least four pseudorange measurements are available, with the least square estimation method \([1], [24]\).

The main goal of DGNSS is the compensation of the model residuals which contribute to \( v_i(k) \), thanks to the exploitation of their spatial correlation. To this aim, the signals received by a set of RSs located in the user’s area at known and fixed locations are exploited. Let us observe that satellite clock errors are the same for any receiver, independently from its location. On the other hand, the ephemeris error depends on the projection of the satellite position error onto the line of sight connecting the receiver to the satellite itself. Although this projection varies with the receiver location, its value can be well approximated by the one computed at a nearby RS. In the same way, even if the atmospheric features are not exactly the same at different locations, their value is similar enough for a user-RS pair \([25]\).

To support differential positioning, each RS computes a correction vector. To this aim, for each satellite in view, the pseudorange, \( \rho_{i,n}(k) \), measured by the n-th RS is corrected for the satellite clock offset, \( c \delta t_i^{sat}(k) \), and for the atmospheric incremental delays, \( c \Delta t_i^{trop}, n(k) \) and \( c \Delta t_i^{ion}, n(k) \). Then, the difference between the corrected pseudoranges and the geometric range, \( \hat{r}_{i,n}(k) \), evaluated on the basis of the known fixed RS position, is computed as:

\[ \Delta \rho_{i,n}(k) = \rho_{i,n}(k) - \hat{r}_{i,n}(k) \]
\[ + c \delta t_i^{sat}(k) - c \Delta t_i^{trop}(k) - c \Delta t_i^{ion}(k). \]  

(4)

Thus, from Equations 1 and 2 we obtain:

\[ \Delta \rho_{i,n}(k) = \epsilon_i^{ph}(k) - c \epsilon_i^{sat}(k) + c \epsilon_i^{ion}(k) \]
\[ + c \epsilon_i^{trop}(k) + c \delta t_i^{RS}(k) + n_{i,n}(k). \]  

(5)

Since \( \Delta \rho_{i,n}(k) \) is affected by both the receiver clock offset and the receiver noise, the differential correction is computed by filtering out these two components. For sake of compactness, without loss of generality, in the following we consider the case of memory-less differential correction computation. Thus, denoting with \( K_{\Delta \rho_i}(k) \) the gain of the filter, the correction vector of the n-th RS, \( \Delta \hat{\rho}_{i,n}(k) \), containing the differential corrections for all the satellites in view, can be written as

\[ \Delta \hat{\rho}_{i,n}(k) = K_{\Delta \rho_i}(k) \Delta \rho_{i,n}(k). \]  

(6)

Since model residual errors and observation noise are expected to be zero mean random variables, the easiest way to obtain an estimate, \( \hat{\rho}_{i,n}(k) \), of the RS clock offset is to average \( \Delta \rho_{i,n}(k) \) of Equation 5 with respect to the \( N_{sat,n} \) satellites visible by the n-th RS:

\[ \hat{\rho}_{i,n}(k) = \frac{1}{N_{sat,n}} \sum_{j=1}^{N_{sat,n}} \Delta \rho_{j,n}(k). \]  

(7)
The $i$-th element of the vector $\Delta \hat{\rho}_i(k)$ is then computed as
\[
\Delta \hat{\rho}_{i,n}(k) = \Delta \rho_{i,n}(k) - c\delta t_{n}^{RS}.
\]
For a RS network, the corrections forwarded to the end user are usually computed as a weighted sum of the individual differential corrections $\{\Delta \hat{\rho}_{i,n}(k)\}$ provided by a subset $\mathcal{I}_{V,RS}$ of the RS set $\mathcal{I}_{RS}$. This procedure mimics the presence of a virtual RS ($vRS$) which provides the following corrections:
\[
\Delta \hat{\rho}_{i,vRS}(k) = \sum_{n \in \mathcal{I}_{V,RS}} \lambda_{i,n} \Delta \hat{\rho}_{i,n}(k).
\]

The rationale behind the definition of a virtual RS is that, if none of the real RSs is close enough to the end user receiver, the corrections that would be sent by such a RS have to be approximated. To this aim, the contributions given by the subset $\mathcal{I}_{V,RS}$, usually composed of the RSs which are closer to the user, can be combined through an appropriate interpolation technique, such as Kriging [26].

The major security issue of this scenario is that, if the RSs have been attacked, the corrections will be altered and the end user will not be able to compute his real position and time. These aspects will be detailed in the following sections.

### IV. ATTACK MODELS

To define the adversary strategy we introduced two different kinds of attack: coherent and non-coherent. The coherent scenario occurs when the attacker wants to cause a specific displacement in the position estimated by the targeted receiver, whereas the non-coherent attack is designed to introduce significant errors in the PNT estimation process. Since our detection and mitigation strategy works on the differential corrections extracted from the pseudoranges, the attack models will be presented showing their impact on the pseudoranges. Details about the signal model before and after the spoofing and normal condition, respectively. For quantities and relations valid in both cases subscript will be dropped. Moreover, let us indicate as $\mathcal{I}_{V,n}$ the set of visible satellites for the $n$-th RS. Under spoofing attack, the pseudoranges $\rho_{i,n}(k)$ of the attacked RSs are modified by terms $b_{i,n}(k)$ so that:
\[
\Delta \rho_{i,n}^{H}(k) = \Delta \rho_{i,n}^{H}(k) + b_{i,n}(k), \quad \forall n \in \mathcal{I}_{V,n} \cap \mathcal{I}_{V,RS}.
\]
where $b_{i,n}(k)$ will be 0 if the $i$-th satellite has not been attacked. The alteration introduced in $\Delta \rho_{i,n}^{H}$ directly affects the final differential correction computed through Equation 9. Let us now detail how the bias $b_{i,n}(k)$ in Equation 10 can be determined for the two attack models. Concerning the coherent attack, the spoofer has to transmit a set of satellite signals, appearing as the true ones, such that the corresponding pseudoranges equal the geometric distances $r_{i}^{real}(k)$ between the set of attacked satellites and the location where it wants the receiver to appear. Incidentally we recall that the satellite positions are known to all receivers based on the ephemerides broadcasted by the satellites. On the other hand, when the spoofer knows the receiver location, it can compute the current geometric distance $r_{i}^{real}(k)$ between the $i$-th satellite and the target receiver. Thus, to spoof the receiver position, the attacker may choose to alter the final differential corrections, $\Delta \hat{\rho}_{i,vRS}(k)$, by the quantity $\Delta r_{i}(k)$ corresponding to the difference between the true and the spoofed geometric distances:
\[
\Delta r_{i}(k) = r_{i}^{real}(k) - r_{i}^{spoofed}(k).
\]
In fact, the same offset will affect the measurements of the end user after applying the differential corrections. Given the differential correction increments $\Delta r_{i}(k)$, the attacker can determine the spoofing offsets $b_{i,n}(k)$ to be applied to the pseudoranges of the $n$-th RS contributing to the computation of the virtual RS differential corrections. For instance, when planning to attack a subset $\mathcal{I}_{V,RS}^{RS} \subseteq \mathcal{I}_{V,RS}$ of RSs, the easiest choice is to apply the same bias to each of them neglecting the contribution of the RS clock offset. In this case, then, the bias $b_{i,n}(k)$ is independent from the $n$-th RS, so that the subscript $n$ will be omitted in the following. Therefore, based on Equation 9, the attacker can compute for the $i$-th satellite
\[
b_{i}(k) = \frac{\Delta r_{i}(k)}{\sum_{m \in \mathcal{I}_{V,RS}^{RS}} \lambda_{i,m}}.
\]

The feasibility of such an attack, however, depends on the capability of knowing the target position in real-time. Let us consider three different targets: a train, a public transport system, and a car. We analyzed the first scenario in [12] where the attacker was supposed to know the position of the train. Since the rail coordinates can be obtained and the train velocity can be inferred depending on the train type, the assumption that the attacker knows the target position is plausible. Concerning the public transport system, several scenarios are possible. First of all, as for the train, an approximate path can be known. Moreover, thanks to the huge number of mobile apps which provide up-to-date arrival information for buses, we can assume that the attacker is able to obtain the target position. In addition to that, an attacker’s partner on-board could relay the position provided by a smartphone GNSS receiver, or he/she can leave on-board a position relay unit. All these assumptions, however, do not hold for the car scenario which becomes too challenging if the attacker targets a specific vehicle. Nevertheless, we observe that the attacker may be interested in causing car crashes or traffic chaos in a specific road area instead of misleading a single car. For this reason, he/she may choose to alter the differential corrections using the coordinates of the road point where the attack will be performed, so that a victim car passing by that point will appear in the fake position. Let us note that, as shown by Equations 11 and 12, the alteration computed by the attacker depends on $r_{i}^{real}(k)$ and $r_{i}^{spoofed}(k)$. Consequently, being the satellite-receiver distance very large, the biases computed for a set of points in the attack area will be very similar. The result will be that a vehicle entering the attack area will appear in a fake position as distant as desired by the attacker from the true one.
In the non-coherent scenario, the attacker does not aim at causing a specific position displacement, but at altering the PNT estimation process. As a consequence, the complete knowledge about the target location is not needed. The attacker, in fact, can simply introduce signal delays corresponding to predefined pseudorange alterations for all the attacked satellites. In this case, the bias introduced in the pseudorange measurements is independent both from the \( n \)-th RS and from the \( i \)-th satellite, and equals a constant value \( b(k) \). The same kind of alteration has been considered in [8]. This kind of attack is easier to realize than the coherent one, but it is equally dangerous.

Moreover, irrespective of the attack type, another parameter noticeably affects the attack complexity: the number of attacked RSs. Concerning the coherent scenario, an attack involving a large number of RSs is challenging due to the need of synchronization between the different spoofers and the victim, whose position has to be followed in real-time. However, as shown by Equation 12, the bias can be modified according to the number of targeted RSs, thus making the attack effect in the position domain almost independent from the amount of attacked stations. As a consequence, the attacker may choose to alter a small number of RS signals, while obtaining the same position shift. On the other hand, according to Equation 12, this implies that the bias injected in the differential correction will grow, thus allowing an easier attack detection in the differential correction domain, so that the attacker has to find a trade-off between the attack complexity and its stealthiness. However, let us note that attack detection becomes easier when the number of attacked RSs is small only if the detection strategy works in the differential correction domain. If, on the contrary, the spoofing countermeasure exploits the position information, as in [7], the attack stealthiness does not change with the number of attacked RSs. Concerning the non-coherent case, the bias injected in the RS measurements is independent from the number of attacked stations. As a consequence, the alteration of Equation 9 grows, thus making the attack more disruptive, when the number of attacked RSs increases. For the non-coherent scenario, however, the attack is independent from the target position, and no synchronization is needed between the spoofed RSs. As a consequence, the number of attacked stations may change in time causing a larger or smaller alteration in the PNT estimation process.

As previously mentioned, we focus on DGNSS implemented through ground RSs which provide the differential corrections for code pseudoranges via a terrestrial link. Nevertheless, let us note that every augmentation system (either ground or satellite-based) may show similar vulnerabilities.

**V. PROPOSED METHOD**

The core idea of the proposed method is to exploit the differential correction spatial correlation properties. Let \( N_{sat} \) be the number of satellites visible by all the RSs, then each RS differential correction vector \( \Delta \hat{\rho}_n(k) \) can be seen as a point of a \( N_{sat} \)-dimensional space. Since all the RS points represent the model deviations mainly due to the atmospheric behaviour, we expect these points to be close to each other. Without attacks, then, the differential corrections should form a dense cluster in the \( N_{sat} \)-dimensional space. As a consequence, when more than one cluster is identified an anomaly can be declared. The way the clusters behave because of a coherent and a non-coherent attack will be discussed in the following. Here, let us first formalize the adversary-Augmentation Network interaction. To do so, we adapted to the GNSS scenario the state machine security model proposed in [27], where clock synchronization for industrial applications has been addressed. More in details, in [27], three strategies have been defined to handle synchronization packets: “pass”, “drop”, and “quarantine”. This strategy allows a system to determine if it is under attack and, if so, to employ mitigation techniques before it breaches clock synchronization. The overall system adapted to our scenario can be depicted as the state machine shown in Figure 1.

![State machine model](image)

**FIGURE 1. State machine model.**

While in [27] the authors used rules, based on thresholds, to switch from one state to the other, in our approach state transitions are driven by a clustering procedure.

In the normal state the detector continuously monitors the differential correction clusters. If only one cluster exists, the system remains in this state. On the contrary, when a larger number of clusters is detected, the system moves to the quarantine state. This state can be seen as an “early warning stage” in which a further analysis is performed in order to confirm or cancel the alarm. This stage has been introduced in order to reduce the false alarm probability and consists in merging clusters too close to each other to indicate the presence of an attack. When the attack is confirmed, the system moves to the detected attack state. In this phase the mitigation strategy, aimed at identifying the subset of healthy RSs, is deployed. Therefore, the clusters are classified either as “reliable” or “unreliable”. Even in the detected attack state the system performs the monitoring on all the stations and, once the multi-cluster condition ends, the system goes back to the normal state. Since the monitoring procedure has been defined through a state machine model, the rules used...
for the transition from one state to the other are of utmost importance as will be detailed in Subsections V-A and V-B.

A. DETECTION

In order to detect the attack, the number of clusters has to be determined. Well-known validity indices to perform this task are, for instance, the Davies-Bouldin Index [28], the Calinski-Harabasz Index [29] and the Silhouette Index [30]. All these indices, however, are based on the computation of both inter-cluster and intra-cluster measures. For this reason, they cannot be applied to our single-cluster hypothesis verification. As a consequence, we resorted to a metric based only on intra-cluster features: the GAP statistic [6].

Given a set of points which can be grouped in a variable number \( K \) of clusters, the GAP statistic was introduced as a statistical procedure for the determination of an elbow for the within-cluster dispersion \( W_K \), defined as in [6]. If \( K \) increases, in fact, \( W_K \) naturally decreases until the decrease flattens, creating an elbow. The authors in [6] proposed to compare the \( \log(W_K) \) with its expected value under a predefined null hypothesis. The value of \( K \) is selected as the one for which \( \log(W_K) \) falls the farthest below the reference curve, namely the one for which the GAP value is maximum:

\[
GAP(K) = E[\log(W_K)] - \log(W_K). \tag{13}
\]

where \( E[\cdot] \) denotes expectation. The null hypothesis is defined as the case of a single cluster. Moreover, the reference distribution has to be defined and there are two possibilities:

- generate each reference feature uniformly over the range of values observed for it;
- generate the reference features from a uniform distribution over a box aligned to the data principal components.

The second model considers the shape of the data distribution and makes the procedure rotationally invariant. For this reason, we decided to use the second model for the reference distribution. Even if the GAP statistic alone allows to achieve good results, as will be shown in Section VII, the method based only on this statistic can be improved, as described in Subsection V-B.

B. QUARANTINE AND MITIGATION

A potentially anomalous behaviour is declared whenever the differential corrections group into two or more clusters. In this case the system state switches from normal to quarantine. In this state a re-labeling procedure is deployed to reduce false alarms. An example of clustering re-labeling is the one presented in [31] where security issues for Supervisory Control And Data Acquisition (SCADA) systems are addressed. More in details, in [31], the re-labeling process is realized by computing the Euclidean distance from each critical state to each normal cluster centroid. For SCADA, in fact, normal data should cluster in a set of dense clusters, while altered data should behave like outliers. In our case, on the contrary, normal data should create a single cluster, whereas after an attack, a multi-cluster scenario will occur. As a consequence, our re-labeling process consists in merging the clusters erroneously separated by the GAP statistic. To do so, we explored two techniques: a time consistency check and a standard deviation (STD) criterion.

As for the former method, to reduce latency in anomaly detection, we limited the length of the consistency check interval to three epochs. More in details, the multi-cluster scenario is confirmed, thus leading to the detected attack state, whenever at least two out of three clustering outputs agree. Otherwise, the current scenario is re-labeled as normal and the system goes back to the normal state. Moreover, a similar technique can be used in the detected attack state to reduce missed anomalies: the absence of an anomaly has to be confirmed by at least two out of three epochs to go back to the normal state. Although the time consistency check is an effective solution, it introduces a significant vulnerability in the system since, once the attacker is aware of it, he/she could create a non-persistent attack. The effect of such an attack on the end user position would be the one of a non-coherent attack which makes the receiver position continuously hopping between true and fake location. To reduce this vulnerability, we resorted to the STD-based re-labeling. Given the assumption that, under nominal conditions, the differential corrections form a dense cluster and follow a Gaussian distribution, a threshold based on the dispersion of such a cluster can be inferred. More specifically, we select a threshold (\( \Gamma' \)) proportional to the standard deviation of the differential corrections under nominal conditions. During the monitoring, when the multi-cluster scenario occurs, the centroids of all the clusters are computed and the distances between all the centroid pairs are evaluated. Then, the minimum distance is computed and it is compared to the threshold \( \Gamma' \). If the minimum distance is smaller than the threshold, the corresponding clusters are merged and the process is repeated until when the minimum distance is larger than \( \Gamma' \). This technique is time independent so that it does not contribute to the described vulnerability and its success does not depend on how the detection algorithm behaves in other epochs. The procedure is summarized in Algorithm 1 and details about the threshold computation are provided in Appendix B.

When the multi-cluster scenario is confirmed, the mitigation strategy is deployed. As previously mentioned, the corrections are essentially the model error residuals and, for this reason, their value should be small. The goal of the attack can be described as the displacement of the global centroid from the value it had before the attack. The distance of the centroid of the attacked cluster from the \( N_{sat} \)-dimensional space origin, as a consequence, should be greater than the one of the healthy cluster. Therefore, a simple mitigation technique consists in selecting the cluster whose centroid is closer to the origin. If the attacker aims at causing a big position shift, the mitigation technique will correctly select the healthy cluster. In order to make the algorithm select the attacked cluster, in fact, the attacker should modify the corrections so that the attacked cluster centroid moves towards the origin. This implies that the mean differential correction would tend
In the meanwhile the monitoring continues and, when only a
the RSs is used to compute the final differential corrections.

Due to the expression in Equation 8, a key role is played by
depends on how the differential corrections are computed.

The effect of the attack on the clustering procedure mainly
fore, instead of having a two-cluster partition, a multi-cluster
number of clusters may arise for every epoch depending on

C. ATTACK EFFECT ON THE CLUSTERING PROCEDURE

The effect of the attack on the clustering procedure mainly
depends on how the differential corrections are computed. Due
to the expression in Equation 8, a key role is played by the \( \delta t_n^{RS} \) estimate which under attack is given by:

\[
\delta t_n^{RS} = \delta t_n^{RS} + \frac{1}{N_{sat,n}} \sum_{j=1}^{N_{sat,n}} [\Delta \rho_{j,n}^H(k) + b_{j,n}(k)]
\]

From Equations 8, 10, and 14, for the differential corrections
the following relation holds:

\[
\Delta \rho_{i,n}^S(k) = \Delta \rho_{i,n}^H(k) + b_{i,n}(k)
\]

As a consequence, the final corrections for the \( i \)-th satellite
provided to the user by the virtual reference station will be:

\[
\Delta \rho_{i,n}^S(k) = \Delta \rho_{i,n}^H(k) + \sum_{n \in \mathbb{S}_RS} \lambda_{i,n} b_{i,n}(k) - \frac{1}{N_{sat,n}} \sum_{j=1}^{N_{sat,n}} b_{j,n}(k)
\]

Equations 15 and 16 can be used to infer how the coherent
and non-coherent attacks will affect the clustering procedure.

More in details, since in the coherent case the bias is equal
for all the RSs, and \( b_i(k) \) is given by Equation 12, we have that
the differential corrections of the spoofed RSs are altered by the
quantities

\[
\Delta \rho_{i,n}^S(k) - \Delta \rho_{i,n}^H(k) = b_i(k) - \frac{1}{N_{sat,n}} \sum_{j \in \mathbb{I}_{V,n}} b_j(k),
\]

Since the visible satellites are not always the same for all the
stations, the second term may vary from RS to RS. However,
only slight variations are expected since, in order to make
the target appear in the spoofed position, the biases \( b_j(k) \)
for different satellites will have different signs. When the
sum is computed, then, they will compensate each other thus
making the influence of the term \( \frac{1}{N_{sat,n}} \) negligible. Moreover,
a smarter spoofer may account for the lack of visibility of
some satellites from the attacked RSs, and compensate for it.
Therefore, we expect the differential corrections to be split
mostly into two clusters after a coherent attack.

Concerning the non-coherent attack, setting the bias to a
constant value \( b(k) \) for all the RSs and satellites, implies that
the differential corrections of the spoofed RSs are altered by the
quantities

\[
\Delta \rho_{i,n}^S(k) - \Delta \rho_{i,n}^H(k) = b(k) - \frac{1}{N_{sat,n}} \sum_{j \in \mathbb{I}_{V,n}} b_j(k)
\]

where \( N_{sat,n} \) is the number of spoofed satellites visible by the
\( n \)-th RS. From Equation 18 it is clear that, since the injected
bias is equal for all the satellites, the alteration experienced by
the differential corrections varies for each station and depends
on the ratio \( \frac{N_{sat,n}}{N_{att,n}} \). The main consequence is that a variable
number of clusters may arise for every epoch depending on
the number of satellites seen by each RS. In this case, therefore,
instead of having a two-cluster partition, a multi-cluster
scenario may occur.

The experimental proof of the effects of the attack on the
clustering process, along with the behaviour of the detection
and mitigation strategy with and without attack, are presented
in Sections VI and VII.
VI. SIMULATION SETUP

For the experimental tests the data recorded by 21 stations in Europe have been downloaded from the NASA’s space geodesy data center [32]. Among them, \( N_{\text{RS}} = 20 \) have been used for the computation of the \( v_{\text{RS}} \) corrections, and a central Europe RS has been employed as target user receiver. In fact, using a receiver in a known and fixed position as target allowed to better analyze the attack effects. A number of 1000 epochs (with a 30 second interval between them) have been extracted from a one day recording (01/01/2019) to perform the MATLAB simulations. The pseudoranges recorded by the RSs are stored in the RINEX files available at [32]. To verify that the detected anomaly was caused by the attack, and not due to irregularities in the data, we employed the same original pseudoranges to show the algorithm performances with and without the attack. To assess the method performance in absence of attack, we computed the differential corrections without altering the pseudoranges and we verified that the proposed method was able to recognize the presence of a single cluster. To evaluate the method performance when the spoofing was simulated, we altered the pseudoranges of the analyzed 1000 epochs and computed the corresponding differential corrections. We provided them as inputs to the proposed algorithm and verified that it was able to identify the presence of more than one cluster. We considered the attack detected if more than one cluster was identified. For mitigation, on the contrary, we considered the attack properly mitigated only if the cluster chosen to compute the final differential correction vector included all and only the healthy RSs.

The RSs selected for the simulation are shown in Figure 2 in blue, and the attack target is highlighted in red.

![Figure 2. Reference Station map, as provided by [33].](image-url)

Since the number of attacked RSs strictly depends on the capabilities of the attacker, the cost he/she can sustain and the effectiveness of the attack he/she wants to achieve, we analyzed a wide range of scenarios in which a variable number of RSs was targeted. More specifically, for each scenario, a different percentage of RSs has been involved in the attack, and the following set of percentages has been considered: \{5\%, 10\%, 40\%, 50\%, 60\%, 90\%, 95\%\}. For 20 stations this implies a minimum of one attacked RS and a maximum of 19 attacked RSs. For each percentage we randomly selected the sets of healthy and attacked RSs. Let us note that an attack involving all the available RSs would not be detectable because a single cluster would appear in the differential correction space. In addition, we considered as candidate number of clusters, \( K \), the values from 1 to 5. Moreover, to compute the threshold for the STD-based re-labeling, we downloaded the data for a different day (16/12/2018) and we considered 2000 epochs. First of all, we tested the Gaussian distribution hypothesis with the Kolmogorov-Smirnov test. To do so, we extracted the differential corrections for all the satellites in view from all the RSs. From the two thousand analyzed samples, we had a total of 12925 differential corrections (for each time sample, the number of satellites visible from all the RSs was different). The Gaussian distribution hypothesis was rejected only 17 times, so that the assumptions made in Appendix B can be considered valid. We show an example of the obtained normal probability plot in Figure 3 (note that if the sample data has a normal distribution, the data points appear along the reference line of the plot).

![Figure 3. Normal probability plot example.](image-url)

Starting from these data, we computed the standard deviation as detailed in Appendix B. Moreover, for the experimental tests, we set \( \Gamma = 2\gamma_c \) with \( \gamma_c \) equal to three times the estimated standard deviation. Knowing that the 99.73\% of samples extracted from a Gaussian distribution fall within \( \pm 3\sigma \), we assume that the threshold \( \Gamma \) is representative of the minimum distance between the centroids of the two clusters needed to consider them as separate entities.

For the simulations we considered the GPS signal only, but the attack and the results can be extended to other GNSSs as well.

Concerning the coherent attack, four different position shifts have been considered: 1, 10, 50 and 100 meters. Both forward (North) and lateral (East) shift directions have been used. As for the set of altered satellite signals, we considered an attacker which, thanks to its prior knowledge on the attack area, spoofs the satellites potentially visible both from the RSs used in the differential correction computation and from the user position, without accounting for masking or shadowing. In this way, the attacker is sure that the satellites...
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**FIGURE 4.** Coherent attack effect on the final user position. Different colors represent different kinds of attack both for North (N) and East (E) directions. The blue plot represents the case in which there is no attack (NA).

For which corrections are made available have been altered. For the selected site, the number of spoofed satellites varied between 5 and 10. Concerning the spoofed differential corrections, for sake of simplicity, we simulated uniform weighting of the corrections provided by the $N_{vRS}$ reference stations used in the vRS correction computation. Therefore, based on Equation 12, we have that:

$$b_i(k) = \Delta r_i(k) N_{vRS}^{-1},$$

(19)

where $N_{vRS}^{-1}$ denotes the number of spoofed RSs contributing to the vRS corrections. The effect of the coherent attack on the final user is shown in Figure 4, where the shifts between true and computed positions under attack are depicted. As clearly shown, the attacker is able to cause the desired displacement independently from the percentage of attacked RSs.

As for the non-coherent attack, we used a fixed alteration $b(k)$ for all the attacked RSs and satellites. In order to perform a fair comparison with the approach proposed in [8], we used the same alteration of the pseudorange measurements: 50, 100, 200, 300 and 500 meters. Concerning the number of attacked satellites we aim at showing that our technique is almost independent from this choice. For this reason we considered two opposite situations: the case of the alteration of a single satellite measurement, and the case in which all the satellites visible by all the RSs have been attacked. When all the shared satellites are altered, so that $N_{att,N}$ increases, the differential correction alteration tends to zero, as clearly shown from Equation 18. As a consequence, this is the attack with the smallest impact on the differential corrections and, in turn, on the final receiver position. This kind of attack, in addition, has a relevant impact on the position accuracy of the final receiver, as shown in Figure 5.

Concerning the method performance assessment, we computed the accuracy defined as:

$$A = \frac{tp + tn}{tp + tn + fp + fn} = \frac{tp + tn}{N_{sample}},$$

(20)

where $tp$ are the true positives, $tn$ are the true negatives, $fp$ are the false positives, $fn$ are the false negatives, and $N_{sample}$ is the number of samples. Since we identify as true positives the cases in which the attack is present, and as true negatives the ones in which there is no attack, in absence of attack true positives do not exist. Thus, we computed the number of true negatives and divided it by the total number of samples (1000). We presented these results as percentages. A similar procedure was repeated when the attack was present. In this case, since we altered the pseudoranges for all the epochs, the true negatives did not exist. Let us note that having considered two separate testing scenarios (i.e. presence and absence of attack) does not impair the performance assessment. In fact, we considered the case of memory-less differential correction computation and the weakness of time-consistency re-labeling with respect to non-persistent attack in order to select the best mitigation strategy.

In the following subsection we provide some details about the methods used as baseline to answer to the research question two (R2).

**A. BENCHMARK APPROACHES**

As stated in Section II, we compared our method to two state-of-the-art approaches to answer to the research question number two (R2).

First of all, we considered the approach proposed in [7], where the authors address the issue of spoofing against an Augmentation Network. More specifically, the attack...
Considering that for $P$ and the Probability of False Alarm $P_{fa}$, mean, uncorrelated Gaussian random variables with variance $\sigma_d^2$, we can observe that an available choice for threshold setting is the Neyman-Pearson criterion. Considering for sake of simplicity 2D localization, as in case of road vehicles, and assuming that, in nominal conditions, the North and East components of the difference $\Delta P$ between DGNSS and stand-alone estimated positions can be overbounded by zero mean, uncorrelated Gaussian random variables with variance $\sigma_1^2$, we have that the magnitude $\zeta$ of $\Delta P$ has a Rayleigh probability density function:

$$p_\zeta(\zeta) = \frac{\zeta}{\sigma_\zeta^2} e^{-\frac{\zeta^2}{2\sigma_\zeta^2}} \quad (\zeta \geq 0),$$

and the Probability of False Alarm $P_{fa}$ is then given by

$$P_{fa} = \int_{\gamma_d}^{\infty} \frac{\zeta}{\sigma_\zeta^2} e^{-\frac{\zeta^2}{2\sigma_\zeta^2}} d\zeta = \exp\left(-\frac{\gamma_d^2}{2\sigma_\zeta^2}\right).$$

Thus, for a given $P_{fa}$ the threshold is given by

$$\gamma_d = -\sqrt{2\sigma_d \ln P_{fa}}.$$  \hfill (23)

Considering that for $P_{fa} = 10^{-5}$ we have that $-\sqrt{2 \ln P_{fa}} = 16.28$, and that $\sigma_1^2$ is essentially dominated by the variance of the stand-alone position error so that $\sigma_1 > 1$ meter, a threshold $\gamma_d$ fairly exceeding 16 meters can be expected. This result will be compared to our performances in the next section.

Moreover, in order to fully answer the second research question (R2), we compared our method to the one presented in [8]. In their paper, the authors propose a clustering-based spoofing mitigation for an attack directed to a single receiver. More specifically, they propose exploiting multi-constellation signals to counteract spoofing, improving the results of a single constellation approach. As in [7], the analysis is performed in the position domain. The authors downloaded the RINEX files from the same source we used, but they analyzed one hour length data with 30 seconds interval, which corresponds to 120 epochs. Moreover, as we did, they considered as target of the attack one static station and implemented the attack through MATLAB simulation. In addition, as previously mentioned, we decided to use the same alteration of the pseudorange measurements to allow for a proper comparison of the two methods. To assess the performances of the algorithm proposed in [8] when applied to the Augmentation Network scenario, in the following we will assume that each RS implements the method proposed by Zhang et al. In addition, further considerations are needed. First of all, the method proposed in [8] is designed for a multi-constellation receiver. As stated in the paper, the single constellation version of the algorithm works only if the number of attacked satellites fulfills the inequality: $N_{att} \leq N - 5$. We checked, for each epoch, if the number of visible GPS satellites, when all the shared satellites had been attacked, was large enough to fulfill the requested inequality. The number of epochs for which the algorithm is suitable is 0 for 15 RSs and ranges from 5 to 20 for the remaining ones. Then, we can conclude that the single constellation version of the algorithm proposed in [8] is not suitable to mitigate a spoofing attack which targets all the shared satellites. Moreover, as stated in the paper, even when the single-constellation method can be applied, the multi-constellation one achieves better results thus leading to a more challenging comparison. Let us highlight that also the multi-constellation method presents limitations in terms of the maximum number of tolerable faults. An algorithm residing in the end user receiver, in fact, can only exploit position domain clustering and, since four

FIGURE 5. Non-coherent attack effect on the final user position when one satellite has been attacked. Different colors represent the different pseudorange alterations. The black plot represents the case in which there is no attack.
satellites are needed to obtain the position solution, a threshold for the maximum number of alterations exists. Exploiting multiple constellations this issue is reduced due to the increase in satellite availability, but it cannot be completely removed. On the contrary, working in the correction domain, our algorithm is independent from the number of attacked satellites, thus achieving good performances even with a single constellation. This gives a first answer to the second research question. Concerning the attacks performed in [8], the authors analyzed two different scenarios, namely the case in which a single constellation has been attacked, and the one in which both of them have been spoofed. In the first scenario the RS receives both Galileo and GPS signals, but only GPS satellite pseudoranges are attacked. Zhang et al. identified the altered signals by using the healthy constellation as reference and stated that it is not possible to achieve a false detection probability ($P_{FA}$) of 0.01% and a detection probability ($P_D$) of 99.9% for errors smaller than 50 meters. As a consequence, we considered these performances for all the analyzed alterations. Since in [8] the attack detection implies the identification and exclusion of faulty signals, and thus mitigation, to obtain the success probability when each RS implements the algorithm independently we computed the probability of mitigation ($P_M$) as

$$P_M = P_{D}^{N_{vRS}^{H}} (1 - P_{FA})^{N_{vRS}^{S}},$$  \hspace{1cm} (24)$$

where $N_{vRS}^{H}$ is the number of healthy RSs. Concerning the second scenario, the results provided in [8] show that the algorithm cannot identify the faulty signals when the pseudorange alteration is 100 m. It allows a $P_{FA}$ of 0.1% with a $P_D$ of 86.94% for an alteration of 200 m, and a $P_D$ of almost 100% for an alteration greater than 300 m. These values have been used to compute the mitigation performances with Equation 24.

**VII. RESULTS AND DISCUSSION**

To discuss the results achieved by the proposed method we start analyzing the performances achieved in absence of attack. In normal conditions, the simple clustering procedure, without re-labeling, correctly identified the presence of a single cluster in the 99% of the epochs. However, in presence of a false alarm (i.e. at least two clusters detected) the size of the cluster used to compute the differential corrections ranged from 1 to 5 RSs. In general, this fact would lead to a degradation of the accuracy of the differential corrections. The introduction of time consistency increased the correct estimation of the number of clusters to 99.6%, while by means of the STD re-labeling the value of 100% was reached. In the following subsections, we will discuss how the three methods performed when the spoofer was active. Moreover, we aim at verifying if, besides being time independent, the STD method outperforms the time consistency re-labeling also when the system is under attack.

**A. COHERENT ATTACK**

First of all, we verified the assumptions made in Section V-C. The number of clusters $K_{opt}$ estimated after the STD re-labeling process in presence of a coherent attack is reported in Figure 6(a).

![Figure 6: Number of clusters ($K_{opt}$) identified after the STD-relabeling in presence of a coherent attack.](image-url)

As expected, according to the analysis performed on $cb_{rs}^{	ext{rs}}$, the number of clusters is, for the majority of the epochs, equal to 2. The large number of epochs corresponding to the single cluster is due to the 1-meter attack, as evidenced by Figure 6(b), where the results obtained excluding such an attack are shown. Let us note that an offset of ±1 meter is comparable with the errors introduced by the receiver noise in DGNSS mode and is a small portion of it when the receiver operates without differential corrections. This is clearly illustrated by Figure 7, where the position estimation error probability density functions for both stand-alone and DGNSS mode under normal conditions are reported.

Moreover, since we used the data recorded by a RS, whose location is carefully chosen to avoid local effects impairing the receiver, such as multipath, the positioning performance of a mobile receiver in normal conditions could be even worse. As a consequence, it is not surprising that the corrections tampered by a 1-meter attack are classified as a single cluster. The reason why this phenomenon does not occur when the percentage of spoofed RSs is small is that, in order to achieve the same position shift, $b_i(k)$ grows when the number of attacked RSs decreases. This is clearly illustrated by Figure 8, where the magnitude of $b_i(k)$, averaged over the spoofed satellites and the epochs, is reported. Then, even if the position shift imposed by the attacker is the same, in the differential corrections space, a greater displacement between the healthy and attacked clusters appears when the percentage of attacked RSs is small. Moreover, Figure 8 shows the difference between the alterations required to achieve shifts of the same magnitude in the North-South and in the East-West.
TABLE 1. Detection (D) and mitigation (M) performances for the coherent attack. The detection and mitigation results are expressed as percentages of the total number of epochs both for North (N) and East (E) directions.

| $N_{RS}^S$ (%) | Method  | 1 m N | 1 m E | 10 m N | 10 m E | 50 m N | 50 m E | 100 m N | 100 m E |
|---------------|---------|-------|-------|-------|-------|-------|-------|--------|--------|
|               | D   | M   | D   | M   | D   | M   | D   | M   | D   | M   |
| 5%            | Simple | 100 | 94.7 | 100 | 98.6 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 |
|               | TC   | 100 | 94.7 | 100 | 98.6 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 |
|               | STD  | 100 | 95.2 | 100 | 98.6 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 | 100 | 99.3 |
| 10%           | Simple | 100 | 50  | 100 | 95.5 | 100 | 99.4 | 100 | 99.6 | 100 | 99.3 | 100 | 99.4 | 100 | 99.3 | 100 | 99.3 |
|               | TC   | 100 | 50  | 100 | 95.5 | 100 | 99.4 | 100 | 99.6 | 100 | 99.3 | 100 | 99.4 | 100 | 99.3 | 100 | 99.3 |
|               | STD  | 100 | 95.2 | 100 | 98.0 | 100 | 99.4 | 100 | 99.6 | 100 | 99.6 | 100 | 99.6 | 100 | 99.6 | 100 | 99.6 |
| 40%           | Simple | 85.8 | 1.6  | 60  | 9.1  | 100 | 96.4 | 100 | 99.2 | 100 | 99.1 | 100 | 99.7 | 100 | 98.6 | 100 | 99.3 |
|               | TC   | 87.6 | 1.7  | 63.3 | 9.5  | 100 | 96.4 | 100 | 99.2 | 100 | 99.1 | 100 | 99.7 | 100 | 98.6 | 100 | 99.3 |
|               | STD  | 2   | 0    | 26.9 | 19.8 | 100 | 97.8 | 100 | 99.2 | 100 | 99.6 | 100 | 99.7 | 100 | 98.6 | 100 | 99.9 |
| 50%           | Simple | 47.2 | 0    | 33.6 | 1.4  | 100 | 92.8 | 100 | 99.1 | 100 | 99.3 | 100 | 99.7 | 100 | 97.7 | 100 | 99.2 |
|               | TC   | 47.8 | 0    | 31.8 | 0.9  | 100 | 92.8 | 100 | 99.1 | 100 | 99.3 | 100 | 99.7 | 100 | 97.7 | 100 | 99.2 |
|               | STD  | 0.3 | 0    | 10.5 | 2.4  | 100 | 97.3 | 100 | 99.1 | 100 | 99.5 | 100 | 99.7 | 100 | 99.7 | 100 | 99.9 |
| 60%           | Simple | 20.7 | 0    | 6.9  | 0    | 100 | 90.4 | 100 | 99.1 | 100 | 99.2 | 100 | 99.8 | 100 | 97.1 | 100 | 99.2 |
|               | TC   | 18.6 | 0    | 3.7  | 0    | 100 | 90.4 | 100 | 99.1 | 100 | 99.2 | 100 | 99.8 | 100 | 97.1 | 100 | 99.2 |
|               | STD  | 0   | 0    | 1.1  | 0    | 100 | 95.4 | 100 | 99.1 | 100 | 99.6 | 100 | 99.8 | 100 | 97.1 | 100 | 99.9 |
| 90%           | Simple | 0.1  | 0    | 0.2  | 0    | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  |
|               | TC   | 0   | 0    | 0    | 0    | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  |
|               | STD  | 0   | 0    | 0    | 0    | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  |
| 95%           | Simple | 0.4  | 0    | 1.3  | 0    | 95.7 | 95.7 | 99.7 | 99.7 | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  |
|               | TC   | 0.1  | 0    | 0.3  | 0    | 95.9 | 95.9 | 99.9 | 99.9 | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  |
|               | STD  | 0   | 0    | 0.1  | 0    | 95.7 | 95.7 | 99.7 | 99.7 | 100 | 100  | 100 | 100  | 100 | 100  | 100 | 100  |

The results for multi-cluster detection obtained with the clustering method without re-labeling (Simple), and with re-labeling based on time consistency (TC) and standard deviation threshold (STD) are shown in Table 1. As it can be seen from the table, the three methods perform almost equally with respect to the attack detection capability, an exception being represented by the 1-meter attack. As explained before, however, it is not surprising that, starting from 40%, the 1-meter attack is not detected.

As for the mitigation results, they are shown in Table 1 where the columns labeled with “M” report the percentage of cases in which the healthy cluster has been properly selected. We verified that the healthy cluster has never been corrupted by the presence of an attacked RS, except for the case of directions. This difference is due to the geometrical properties of the satellite constellation.

The results for multi-cluster detection obtained with the clustering method without re-labeling (Simple), and with re-labeling based on time consistency (TC) and standard deviation threshold (STD) are shown in Table 1. As it can be seen from the table, the three methods perform almost equally with respect to the attack detection capability, an exception being represented by the 1-meter attack. As explained before, however, it is not surprising that, starting from 40%, the 1-meter attack is not detected.

As for the mitigation results, they are shown in Table 1 where the columns labeled with “M” report the percentage of cases in which the healthy cluster has been properly selected. We verified that the healthy cluster has never been corrupted by the presence of an attacked RS, except for the case of
FIGURE 9. Mitigation performance summary for the coherent attack. Green tick indicates that the STD-method achieves the best performances, red cross indicates that it does not, and yellow dash indicates that the three methods perform equally.

1-meter attack for which, as for the detection, the main failure occurs. As shown in Table 1, the mitigation performances of the STD method grows with the increase of the alteration bias. This is not exactly true for the two other methods since, without a proper re-labeling procedure, the final clustering does not group all the healthy stations in a unique cluster. For a rapid comparison between the three methods we show a summary in Figure 9. More in details, the green tick indicates that the STD method performs better than the other two, the yellow dash indicates that the three methods perform equally, and the red cross that the STD method is not the best one.

Moreover, Table 1 shows that an increasing percentage of attacked RSs implies a better mitigation performance. The investigations carried out to understand the reason behind this phenomenon enlightened that, sometimes, the clustering procedure included one healthy RS in the cluster of spoofed stations. Moreover, a deeper analysis evidenced that the miss-classified RS was always the same, namely RS number 9. The reason why the mitigation performances seem to improve when the percentage of attacked RSs increases is that in the 90% and the 95% cases, that station was spoofed and the miss-classification event did not occur.

For a deeper insight of this unexpected behavior, in Figure 10 we reported, for each satellite, the minimum, the maximum, and the median differential correction, without attack, for RS #9 overlapped with the same statistics computed on the set of the remaining RSs. Being the analyzed data related to nominal conditions, we expected the corrections of RS #9 to lie within the variability experienced by the corrections of all the others. This is definitely not true for a subset of satellites, namely satellites 6, 11, 17, 18, 19 and 28. As a consequence, under attack, the algorithm recognizes the anomalous behaviour of RS #9. Therefore, the exclusion of this RS from the healthy cluster can be considered the right choice. The mitigation performances having considered the RS #9 as unhealthy are shown in Table 2 for the STD method. As expected, this time the performances do not increase when a larger number of RSs is spoofed. Let us note that, when no attack is present, RS #9 is not excluded from the healthy cluster because, for the epochs in which the anomalous behaviour takes place, the GAP statistic gives as output $K_{opt} = 1$. Following Algorithm 1, this implies that no further check on the standard deviation is performed, and the anomaly is not detected. Improving the early detection procedure in absence of attack could be the subject of further research.

The effectiveness of the mitigation with respect to localization accuracy losses caused by spoofing is illustrated by Figure 11, where the North and East components of the position error of the target RS are shown. As can be seen from the plots, until the percentage of attacked stations is smaller or equal to 90%, only the results for 1-meter attacks (cyan and dark pink dots) are significantly different from the case of absence of attack. A different outcome is obtained for the 95% cases. Under these circumstances, in fact, also the 10-meter attack (green and yellow dots) becomes partially successful. Let us highlight, however, that an attack involving the 95% of the RSs requires a remarkable effort. Moreover, the comparison with Figure 4 clearly shows that the mitigation strategy is successful.

In conclusion, considering that the detection performances are almost the same for the three methods, that the time consistency check introduces a new system vulnerability, and that the best performances both in absence of attack and in terms of mitigation are achieved by the STD method, we recommend this last as detection strategy for the coherent attack scenario. In addition, let us note that, having performed

| Percentage | 1 m N | 1 m E | 10 m N | 10 m E | 50 m N | 50 m E | 100 m N | 100 m E |
|------------|-------|-------|--------|--------|--------|--------|---------|---------|
| 5%         | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | ✔       |
| 10%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | ✔       |
| 20%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | ✔       |
| 40%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | ✔       |
| 50%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | X       |
| 60%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | X       |
| 90%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | X       |
| 95%        | ✔     | ✔     | ✔      | ✔      | ✔      | ✔      | ✔       | X       |
TABLE 2. Mitigation performances for the coherent attack (RS #9 excluded). The results are expressed as percentages of the total amount of epochs both for North (N) and East (E) directions.

| $N_{\text{eRS}}^{\text{S}}$ (%) | Method | 1 m N | 1 m E | 10 m N | 10 m E | 50 m N | 50 m E | 100 m N | 100 m E |
|-------------------------------|--------|-------|-------|--------|--------|--------|--------|--------|--------|
| 5%                            | STD    | 100   | 100   | 100    | 100    | 100    | 100    | 100    | 100    |
| 10%                           | STD    | 97.1  | 99.5  | 97.1   | 99.5   | 97.1   | 99.5   | 97.1   | 99.5   |
| 40%                           | STD    | 0     | 20.3  | 99.6   | 100    | 100    | 100    | 100    | 100    |
| 50%                           | STD    | 0     | 2.4   | 99.1   | 100    | 100    | 100    | 100    | 100    |
| 60%                           | STD    | 0     | 0     | 97     | 100    | 100    | 100    | 100    | 100    |
| 90%                           | STD    | 0     | 0     | 100    | 100    | 100    | 100    | 100    | 100    |
| 95%                           | STD    | 0     | 0     | 95.7   | 99.7   | 100    | 100    | 100    | 100    |

**FIGURE 11.** Mitigation performances for the different percentages of attacked RSs. Different colors represent different kinds of attack both for North (N) and East (E) directions. The blue plot represents the case in which there is no attack (NA).

Let us now compare our method to the one proposed in [7]. According to the analysis performed in Section VI, the method proposed in [7] is unable to detected attacks producing offsets smaller than $\gamma_d$ which, in turn, fairly exceeds 16 meters. As a consequence, it is completely outperformed by our method for offsets below $10^{-20}$ meters. A similar situation arises for larger values, because no attack mitigation is provided in [7].

**B. NON-COHERENT ATTACK**

As for the coherent attack, we will start analyzing the attack effect on the clustering procedure. The number of clusters $K_{opt}$ estimated after the STD-based re-labeling is shown in Figure 12. As clearly shown from Figure 12, a greater variability in the alteration of $\delta_t^{RS}$ corresponds to a greater number of clusters in the $N_{\text{sat}}$-dimensional space. Moreover, based on the analysis of the behaviour of RS #9, its exclusion from the set of healthy RSs even when it has not been spoofed is considered correct, as in the case of the coherent attack.

The detection performances are shown in Table 3. In the table, the annotation “shared sat” in the “Method” column indicates the case in which all the satellites visible from all the RSs have been attacked. As explained in Section VI-A, these results are used to compare the performances of the simple, the TC and the STD methods. Table 3 shows that the detection performances for the 95% case are worse than for the others. The reason is that we used the GAP statistic for a value of candidate $K$ in the range from 1 to 5, whereas in some epochs, for the 95% case, 7 clusters exist. This is motivated by a greater difference between the values of $c\delta_t^{RS}$ when the number of attacked RSs increases. From Equation 18, in fact, it is clear that when $N_{\text{att},n}$ is equal for all the RSs, as in the performed attack, the differential correction
alteration depends only on $N_{sat,n}$. As a consequence, when the number of attacked RSs grows, a greater number of clusters will arise due to the increase in the variability of $N_{sat,n}$. A trade-off between the number of tested $K$s and performances can be defined according to a target computational cost. Moreover, even if the detection performances are the same for all the methods, the mitigation results are better for the STD technique, as shown both in Table 3, and in Figure 13. For this reason, we selected the STD method to test the algorithm when a single satellite has been attacked.

The results reported in the rows “STD (1 sat)” of Table 3 show that our algorithm is independent from the number of attacked satellites. A similar study has not been performed for the coherent attack since it does not make sense to alter a single satellite measurement to obtain a predefined position shift of the end receiver. In conclusion, we recommend the STD method as detection and mitigation strategy also for the non-coherent scenario. The attack effect on the position computed from the final user when the STD mitigation method is deployed are shown in Figure 14. The comparison with

### TABLE 3. Detection (D) and mitigation (M) performances for the non-coherent attack. The results are expressed as percentages of the total amount of epochs.

| $N_{e,RS}^S$ (%) | Method         | Position shift |
|------------------|----------------|----------------|
|                  |                | 50 m  | 100 m | 200 m | 300 m | 500 m |
|                  |                | D  M  | D  M  | D  M  | D  M  | D  M  |
| 5 %              | Simple (shared sat) | 100  | 97.6 | 100  | 99.1 | 100  | 99.1 | 100  | 99.1 |
|                  | TC (shared sat)   | 100  | 97.6 | 100  | 99.1 | 100  | 99.1 | 100  | 99.1 |
|                  | STD (shared sat)  | 100  | 99.1 | 100  | 99.1 | 100  | 99.1 | 100  | 99.1 |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 99.71| -    | 99.71| -    | 99.71| -    | 99.71|
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 85.30| -    | 98.12| -    | 98.12|
| 10 %             | Simple (shared sat) | 100  | 81.3 | 100  | 98   | 100  | 99.6 | 100  | 99.6 |
|                  | TC (shared sat)   | 100  | 81.3 | 100  | 98   | 100  | 99.6 | 100  | 99.6 |
|                  | STD (shared sat)  | 100  | 97.6 | 100  | 99.4 | 100  | 100  | 100  | 100  |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 99.62| -    | 99.62| -    | 99.62| -    | 99.62|
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 74.24| -    | 98.22| -    | 98.22|
| 40 %             | Simple (shared sat) | 100  | 72.2 | 100  | 95   | 100  | 98.9 | 100  | 99.2 |
|                  | TC (shared sat)   | 100  | 72.2 | 100  | 95   | 100  | 98.9 | 100  | 99.2 |
|                  | STD (shared sat)  | 100  | 98.4 | 100  | 99.5 | 100  | 99.9 | 100  | 100  |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 99.08 | 99.08 | -    | 99.08 | 99.08 | -    | 99.08 |
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 32.25 | -    | 98.81 | -    | 98.81 |
| 50 %             | Simple (shared sat) | 100  | 70.5 | 100  | 95.2 | 100  | 98.7 | 100  | 99  |
|                  | TC (shared sat)   | 100  | 70.5 | 100  | 95.2 | 100  | 98.7 | 100  | 99  |
|                  | STD (shared sat)  | 100  | 96.8 | 100  | 99.9 | 100  | 100  | 100  | 100  |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 98.91 | 98.91 | -    | 98.91 | 98.91 | -    | 98.91 |
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 24.43 | -    | 99  | -    | 99 |
| 60 %             | Simple (shared sat) | 100  | 70.3 | 100  | 92.3 | 100  | 97.2 | 100  | 97.7 |
|                  | TC (shared sat)   | 100  | 70.3 | 100  | 92.3 | 100  | 97.2 | 100  | 97.7 |
|                  | STD (shared sat)  | 100  | 94.7 | 100  | 97.7 | 100  | 99.2 | 100  | 100  |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 98.73 | 98.73 | -    | 98.73 | 98.73 | -    | 98.73 |
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 18.50 | -    | 99.20 | -    | 99.20 |
| 90 %             | Simple (shared sat) | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | TC (shared sat)   | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | STD (shared sat)  | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 98.20 | 98.20 | -    | 98.20 | 98.20 | -    | 98.20 |
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 8.04  | -    | 99.80 | -    | 99.80 |
| 95 %             | Simple (shared sat) | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 |
|                  | TC (shared sat)   | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 |
|                  | STD (shared sat)  | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 | 99.6 |
|                  | STD (1 sat)       | 100  | 100  | 100  | 100  | 100  | 100  | 100  | 100  |
|                  | SoA (Scenario 1)  | -    | 98.11 | 98.11 | -    | 98.11 | 98.11 | -    | 98.11 |
|                  | SoA (Scenario 2)  | -    | -    | -    | -    | 6.99  | -    | 99.90 | -    | 99.90 |
Figure 5 clearly shows the success of the mitigation strategy. Table 3 also shows the results that would be obtained if the method presented in [8] was implemented in each RS. The two scenarios described in Section VI-A are shown in Table 3 as “SoA (Scenario 1)” and “SoA (Scenario 2)”. Concerning the first scenario, our results are comparable or better than the ones obtained in [8]. Moreover, working on a single constellation, we do not have any reference, performing spoofing detection and mitigation in a more challenging condition. We observe that our mitigation strategy does not depend on the number of constellations, since it would change only the dimensions of the clustering space. Finally, our false alarm probability is smaller than the one achieved in [8]. As for the second scenario, the proposed method clearly outperforms the results presented in [8]. For a better comparison, Figure 15 reports the performances of the STD method, both for the single and shared satellite attacks, and the results achieved by the state-of-the-art approaches.

C. COMPUTATIONAL COMPLEXITY

In order to provide a measure of the computational complexity of Algorithm 1, we computed the time needed to execute it when all kinds of attacks are performed, as well as when there is no attack. The mean (μ) and variance (σ²) of the computational times are shown in Table 4. The experiments were conducted using a DELL Alienware Aurora R8 Desktop Computer, equipped with an Intel(R) Core(TM) i7-9700K CPU @ 3.60 GHz and 32 GB of RAM. Based on the results reported in Table 4, the execution time is dominated by the GAP statistic procedure, since the results are almost independent from Kopt. Otherwise, in fact, the execution times in absence of attack should be smaller. At last, let us note that the code is currently implemented in MATLAB and it is not optimized for computational efficiency.

| Attack Type | 50 m | 100 m | 200 m | 300 m | 500 m |
|-------------|------|------|-------|-------|-------|
| 5%          | ✓    | -    | -     | -     | -     |
| 10%         | ✓    | ✓    | ✓     | ✓     | ✓     |
| 40%         | ✓    | ✓    | ✓     | ✓     | ✓     |
| 50%         | ✓    | ✓    | ✓     | ✓     | ✓     |
| 60%         | ✓    | ✓    | ✓     | ✓     | ✓     |
| 90%         | -    | -    | -     | -     | -     |
| 95%         | -    | -    | -     | -     | -     |

Figure 13. Mitigation performance summary for the non-coherent attack. Green tick indicates that the STD-method achieves the best performances, and yellow dash indicates that the three methods perform equally.

Figure 14. Non-coherent attack effect on the final user position when one satellite has been attacked and STD-based mitigation has been deployed. Different colors represent the different pseudorange alterations. The black plot represents the case in which there is no attack.

D. FINAL REMARKS

The provided experimental tests prove the suitability of the proposed approach for detecting and mitigating spoofing attacks towards the Augmentation Networks. More specifically, based on the performed tests, we recommend the use of the STD re-labeling. The presented technique can face from simple to massive attacks, thus being eligible for critical infrastructures (e.g. trains and autonomous road vehicles). Although the presented method was demonstrated to be effective, further research will be focused on refining the proposed technique. More specifically, the behavior of the detection and mitigation system in absence of attack can be improved, as highlighted by the analysis concerning RS #9, and additional tests can be conducted. Moreover, further studies on the threshold computation procedure for STD re-labeling can be performed. More specifically, different settings of γ can be

TABLE 4. Computational cost in seconds.

| Attack Type     | No attack | Coherent | Non-coherent (1 sat) | Non-coherent (shared sat) |
|-----------------|-----------|----------|----------------------|----------------------------|
| μ               | 1.43      | 1.42     | 1.43                 | 1.41                       |
| σ²              | 2.56 x 10⁻⁴ | 4.66 x 10⁻⁴ | 1.49 x 10⁻⁴         | 4.42 x 10⁻⁴               |
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investigated. For instance, with respect to the standard deviation, the proportionality constant can be changed, or more complex relations can be defined.

VIII. CONCLUSION

In this work, we proposed a detection and mitigation technique for GNSS spoofing targeting an Augmentation Network. The proposed method exploits the spatial coherence among the corrections estimated by the Reference Stations spread over the area served by the Augmentation Network. In fact, when the attacker is not able to attack all RSs at the same time, the differential corrections group into two or more clusters while, under nominal conditions, only a single cluster is present. Our technique exploits this behavior and triggers an alarm whenever a multi-cluster scenario is detected. Moreover, the proposed algorithm resorts to a re-labeling procedure to reduce false alarms. We introduced two re-labeling techniques and selected the STD-based criterion as leading strategy. At last, we proposed a mitigation method to identify the healthy cluster.

Moreover, we introduced two attack models, tested the presented method against them and we obtained promising results. In addition, the proposed method has been compared both to an algorithm for spoofing detection at the Augmentation Network level, and to a clustering-based technique to detect and mitigate spoofing at the receiver level, here applied to each RS. To the best of our knowledge, the DGNSS spoofing detection technique we used for the comparison is the only one proposed in the literature. As a consequence, the presented method introduces a key novelty by exploiting the differential correction properties to address spoofing detection. Moreover, it is the first technique which provides spoofing mitigation for attacks directed to the Augmentation Networks. Our technique provided promising results, achieving better or comparable performances with respect to receiver-level state-of-the-art approaches.

APPENDIX A

SIGNAL MODEL

The signal $x(t)$ transmitted by one satellite can be represented as

$$ x(t) = x_c(t)\cos(2\pi f_L t) - x_s(t)\sin(2\pi f_L t) $$

$$ = \text{Re} \left\{ e^{2\pi f_L t} \chi(t) \right\} $$

(25)

where $\chi(t)$, $x_c(t)$, and $x_s(t)$ respectively are the complex envelope and the in phase and in quadrature components of $x(t)$ with respect to the carrier frequency $f_L$, for which the following expression holds:

$$ \chi(t) = x_c(t) + jx_s(t) $$

$$ = \sqrt{2P_cD_c(t)C_c(t)} + j\sqrt{2P_sD_s(t)C_s(t)}, $$

(26)

where $P_c$ and $P_s$ are the signal powers of the related channels, $D_c(t)$ and $D_s(t)$ represent the navigation data, $C_c(t)$ and $C_s(t)$ are the spreading codes.

Under normal conditions, the received signal is given by the sum of the signals coming from the visible satellites, plus an additive noise term. Due to the pseudo-orthogonality of the spreading codes, however, it is possible to analyze each signal independently. In the following, then, we will refer to the signal received by a single satellite which can be modeled as

$$ r(t) = \text{Re} \left\{ a e^{2\pi f_d(t + \tau)} e^{j(2\pi f_L t + \phi)} \chi(t - \tau) \right\} $$

(27)

where $a$ represents the attenuation factor, $f_d$ is the Doppler shift, $\tau$ is the propagation time delay, and $\phi$ is the carrier phase delay

$$ \phi = 2\pi f_d \tau. $$

(28)

All the mentioned parameters are different for each satellite.

During the tracking phase, the RF signal base band conversion based on a Phase Locked Loop (PLL) driven local
oscillator, and its Analog to Digital (AD) conversion can be equivalently modeled by the sampling of the signal
\[ r_{BB}(t) = \text{Re}\left\{ae^{i(\phi+\gamma_0)}\chi(t-\tau)\right\} \] (29)
so that
\[ r_{BB}(kT) = \text{Re}\left\{ae^{i(\phi+\gamma_0)}\chi(kT-\tau_k)\right\} \] (30)
where \( \gamma_0 \) is an additional phase shift due to the receiver clock error, which is the same for all satellites, and \( T \) is the sampling period. In the following expressions, \( T \) will be omitted for sake of simplicity. The receiver estimates the code delay \( \tau_k \), at the \( k \)-th epoch, through a correlation procedure with a local generated replica of the transmitted signal. The code pseudorange can then be computed as
\[ \rho(k) = c\tau_k, \] (31)
where \( c \) is the speed of light in the vacuum [24].

When spoofing is performed, the signal received by the target antenna is made of two components: the healthy signal \( (H) \) and the the attacker’s one \( (S) \). As a consequence, Equation 30 becomes
\[ r_{BB}(k) = r_{BB}^H(k) + r_{BB}^S(k) \]
\[ = \text{Re}\left\{a^H e^{i(\phi^H+\gamma_0)}\chi^H(kT-\tau_k^H)\right\}
+ \text{Re}\left\{a^S e^{i(\phi^S+\gamma_0)}\chi^S(kT-\tau_k^S)\right\}. \] (32)

As detailed in [9], in order to perform the attack, the counterfeit signal has to be aligned both in terms of code and phase to the authentic one. Once the spoofing correlation peak is aligned to the genuine one, the power of the fake signal can be increased gradually so that it takes control of the receiver. Once the target receiver starts tracking the spoofing signal, \( r_{BB}(k) \) equals \( r_{BB}^S(k) \), and the receiver can be moved from its true position. To cause the desired displacement, the attacker has to properly configure the counterfeit signal parameters. Since we introduced two code pseudorange attack case studies, in the following we will focus only on the code shift. In order to have a pseudorange alteration equal to \( b_{i,n}(k) \) for the \( i \)-th satellite and the \( n \)-th RS, the attacker has to alter \( \tau_k \) with a bias equal to \( b_{i,n}(k)/c \). This alteration implies the modification of the delay bias so that
\[ \tau_k^S = \tau_k^H + \frac{b_{i,n}(k)}{c}. \] (33)

Concerning the navigation data, they can be properly predicted as detailed in [9].

**APPENDIX B**

**THRESHOLD COMPUTATION**

The core assumption of the threshold setting procedure is that the differential corrections computed for each satellite follow a Gaussian distribution. Our approach is based on evaluating if the clusters identified by the GAP statistic can be considered well-separated or if they have to be fused. To this aim, we compare the distance between the centroids of the identified clusters with the dispersion of the differential corrections under nominal conditions. To provide a measure of such dispersion, we consider an interval amplitude proportional to the standard deviation under nominal conditions: \( \gamma_c = \kappa\sigma_c \). To obtain such value, an estimate of the dispersion of the differential correction in absence of attack is needed.

To do so, a recorded time series of differential corrections under nominal conditions can be exploited. More specifically, the differential corrections for all the satellites visible from all the RSs can be extracted for a set of epochs \( t = \{1, 2, \ldots, T\} \). Then, the standard deviation \( \sigma_{i,t} \) can be computed for the \( i \)-th satellite at epoch \( t \). The threshold \( \gamma_{i,t} \) for satellite \( i \) and epoch \( t \), can be defined as:
\[ \gamma_{i,t} = \kappa\sigma_{i,t}. \] (34)

The values \( \gamma_{i,t} \) can then be averaged to obtain a threshold for all the satellites as:
\[ \gamma_{i} = \frac{1}{N_{\text{sat}}} \sum_{i=1}^{N_{\text{sat}}} \gamma_{i,t} = \frac{1}{N_{\text{sat}}} \sum_{i=1}^{N_{\text{sat}}} \kappa\sigma_{i,t} \]
\[ = \kappa \frac{1}{N_{\text{sat}}} \sum_{i=1}^{N_{\text{sat}}} \sigma_{i,t} = \kappa \sigma_c. \] (35)

At last, to obtain a general threshold, the values \( \gamma_i \) can be averaged as:
\[ \gamma_c = \frac{1}{T} \sum_{i=1}^{T} \gamma_i = \frac{1}{T} \sum_{i=1}^{T} \kappa\sigma_i = \kappa\sigma_c. \] (36)

Since the standard deviation is defined with respect to the mean, and we are comparing two cluster centroids, the threshold \( \gamma_c \) used to check if the two clusters are sufficiently distant to be considered separate entities is set equal to:
\[ \Gamma = 2\gamma_c. \] (37)
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