ITERATIVE DATA REFINEMENT FOR SELF-SUPERVISED MR IMAGE RECONSTRUCTION
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ABSTRACT
Magnetic Resonance Imaging (MRI) has become an important technique in the clinic for the visualization, detection, and diagnosis of various diseases. However, one bottleneck limitation of MRI is the relatively slow data acquisition process. Fast MRI based on k-space undersampling and high-quality image reconstruction has been widely utilized, and many deep learning-based methods have been developed in recent years. Although promising results have been achieved, most existing methods require fully-sampled reference data for training the deep learning models. Unfortunately, fully-sampled MRI data are difficult if not impossible to obtain in real-world applications. To address this issue, we propose a data refinement framework for self-supervised MR image reconstruction. Specifically, we first analyze the reason of the performance gap between self-supervised and supervised methods and identify that the bias in the training datasets between the two is one major factor. Then, we design an effective self-supervised training data refinement method to reduce this data bias. With the data refinement, an enhanced self-supervised MR image reconstruction framework is developed to prompt accurate MR imaging. We evaluate our method on an in-vivo MRI dataset. Experimental results show that without utilizing any fully-sampled MRI data, our self-supervised framework possesses strong capabilities in capturing image details and structures at high acceleration factors.
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1. INTRODUCTION
Magnetic Resonance Imaging (MRI) is a critical imaging technique in the clinic. It is non-invasive and radiation-free. In the meantime, it can provide excellent soft-tissue contrast. Nevertheless, the speed of MRI data acquisition is slow, which not only increases patient discomfort but also introduces motion artifacts. One prevalent group of methods for MRI acceleration is k-space undersampling followed by high-quality MR image reconstruction. Here, the reconstruction is a highly ill-posed inverse problem. Traditional solutions are mainly based on the Compressive Sensing (CS) theory [1,2]. Methods such as Discrete Wavelet Transform (DWT) [3] and Total Variation (TV) [4] have achieved promising reconstruction performance. However, these CS-based methods enhance the image quality in a step-by-step manner, which takes a long reconstruction time. Moreover, there are many hyper-parameters that require manual adjustment.

Recently, deep learning-based MR image reconstruction methods have achieved inspiring results [5,6,7]. These methods can be roughly categorized into two types, data-driven and model-based approaches. Data-driven approaches apply neural networks to directly learn the mapping between undersampled and fully sampled data. Representative methods include RAKI [8], KIKI-Net [9], etc [10]. Model-based approaches unroll CS algorithms to construct the neural network structures. Some typical examples are ISTA-Net [11], ADMM-Net [12] and MoDL [13], etc [14]. Despite the performance achieved, these deep learning-based MR image reconstruction methods are supervised learning methods. They require fully sampled data to supervise the training process. In many real-world application scenarios, acquiring fully sampled data is difficult due to physiological and physical limitations. To solve this problem, unsupervised approaches have been proposed. The self-supervised learning method (SSDU) proposed by Yaman et al. [15] divides the acquired undersampled k-space data into two disjoint subsets. One subset is treated as the network input while the other is used to calculate the loss function. Then, the neural network can be trained without utilizing any fully sampled data. However, there exists a data bias in the training data of fully supervised models and self-supervised models, which leads to SSDU’s deteriorated reconstruction performance when compared to the fully supervised counterparts. To this end, we propose a training data refinement method based on SSDU. Specifically, our method iteratively improve the quality of the training data by feeding the training target of the current iteration into the network and generate the refined training target for the next iteration. In this way, the bias in the training data can
be gradually eliminated, and better reconstruction results are expected. The main contributions of this paper are as follows:

- A method is proposed to iteratively improve the quality of the training data and thus, reduce the data bias caused by the self-supervised learning data settings.
- With our proposed training data refinement method, a more effective self-supervised learning framework is constructed to capture inherent features and details for undersampled MR image reconstruction.
- The reconstruction performance of our framework is compared with state-of-the-art self-supervised MR image reconstruction approach utilizing an in vivo brain MRI dataset. Our framework achieves encouraging performances.

2. METHOD

2.1. Training Data Bias between Supervised and Self-Supervised Learning Framework

The CS-MRI reconstruction problem can be written as:

$$\arg\min_x \frac{1}{2} \|y_{\Omega} - E_{\Omega} x\|^2_2 + \lambda R(x)$$

where $x$ is the image to be reconstructed, $y_{\Omega}$ is the acquired k-space measurement with the undersampling mask $\Omega$, $E_{\Omega}$ denotes the encoding operator including Fourier transform $F$ and sampling matrix $\Omega$, $R(x)$ donates the utilized regularization, and $\lambda$ is a constant parameter to control the contribution of $R(x)$. When we train an end-to-end neural network in a supervised learning fashion, the fully sampled data is used to calculate the loss function to supervise the learning process. The loss function can be written as:

$$\frac{1}{N} \sum_{i}^{N} \mathcal{L}(x^i, E^i f (y^i_{\Lambda} \Omega))$$

where $\Lambda$ refers to the random mask for subset data selection. The training dataset for self-supervised learning can be written as:

Self-supervised training dataset: $\{y^i_{\Lambda}, \tilde{y}^i\}_{i=1}^{N}$, where $\tilde{y}^i = y^i_{0}\Omega$

According to the descriptions, it can be noticed that there is a bias in the two datasets. Namely, the supervised dataset covers more comprehensive frequencies and directional information, while the self-supervised dataset consists of undersampled information. This data bias introduces big challenges for the self-supervised learning framework, which should be designed to recover and capture more inherent features to remove this data bias issue. Our motivation for this work is to build enhanced self-supervised learning framework for MR image reconstruction by reducing the data bias existed in the two training framework.

2.2. Self-Supervised MR Image Reconstruction Framework with Iterative Data Refinement

In our proposed framework, the network is trained in a stage-by-stage manner with the training data refined in each stage.

In the first step, we train a model with the initial self-supervised dataset $\{\tilde{y}^i_{\Lambda}, \tilde{y}^i\}$. Here, $\tilde{y}^i$ is the acquired undersampled data, and $\tilde{y}^i_{\Lambda}$ is selected from $\tilde{y}^i$ using a random mask $\Lambda$. The mask $\Lambda$ should be designed with the following criteria: 1) $\Lambda$ should select the data in a random manner which means they should be different with others. 2) The selected network input should include the majority of the low-frequency data points as well as a portion of the high-frequency data points in $\tilde{y}^i$. 3) We keep the number of selected data points to be roughly half of the number of the acquired undersampled data points. The entire acquired undersampled data points $\tilde{y}^i$ are used to calculate the reconstruction loss. With these settings, the training process is then divided into different iterative stages, in each stage the network is trained for several epochs. The best model $f_0$ in this first training stage is saved and adopted to refine the training data. Specifically, $\tilde{y}^i$ is inputted into $f_0$, and the output $f_0(\tilde{y}^i)$ is utilized as the refined data for the network training in the subsequent stage, i.e. the refined training dataset is $\{f_0(\tilde{y}^i)_{\Lambda}, f_0(\tilde{y}^i)\}$. We keep the scanned data points unchanged during this data refinement process. Since $f_0(\tilde{y}^i)$ is reconstructed from $\tilde{y}^i$, it
should be closer to the fully sampled data \(y^i\). In this way, the bias is reduced.

In the second stage, \(\{f_0 (\tilde{y}^i), f_0 (\tilde{y}^i)\}\) is used to train the network in a similar way to that of the first stage. After this stage, an updated model \(f_1\) is saved to generate the refined training data \(\{f_1 (\tilde{y}^i), f_1 (\tilde{y}^i)\}\). Then we can move on to the next stage. The whole network training and training data refinement process is depicted in Fig. 1. By iteratively refining the training data in each stage, a much better self-supervised training dataset can be obtained. Assume the data is refined for \(k\) stages, the final training dataset becomes \(\{f_{k-1} (\tilde{y}^i), f_{k-1} (\tilde{y}^i)\}\). Ideally, with enough refinement stages, \(f_{k-1} (\tilde{y}^i)\) should be infinitely close to the fully sampled data \(y^i\), and the bias between the self-supervised training dataset and the supervised training dataset can be eliminated. Therefore, an enhanced self-supervised MR image reconstruction model \(f_k\), which is gradually finetuned using the iteratively refined self-supervised training dataset from \(\{\tilde{y}^i, \tilde{y}^i\}\) to \(\{f_{k-1} (\tilde{y}^i), f_{k-1} (\tilde{y}^i)\}\), can be obtained.

Overall, the network training process solves the following optimization problem:

\[
\arg\min_{x_j} \frac{1}{2} \|y_j - E_j x_j\|_2^2 + \lambda R(x_j)
\]

where \(j\) is the stage number, \(y_j\) is the selected undersampled k-space data input in each stage, \(E_j\) is the corresponding encoding matrices, \(x_j\) is the estimation of the ground-truth image \(x\). \(R(.)\) is the regularization. \(\lambda\) is the weight constant.

In the test phase, we employ the final best model \(f_k\) to do the inference.

2.3. Loss Function

We chose ISTA [11] as the base network structure in our proposed framework. In each iteration, the loss function can be written as:

\[
\mathcal{L}(\Theta) = \frac{1}{N} \sum_i^N \mathcal{L} (y_i^\Omega, E_i^\Omega f (\tilde{y}_i^\Lambda, \tilde{E}_i^\Lambda, \theta) + \gamma \mathcal{L}_{cons})
\]

where \(N\) is the number of training subjects, and \(i\) denotes the \(i^{th}\) training subject. \(y_i^\Omega\) is the acquired k-space measurement with the undersampling mask \(\Omega\) for subject \(i\). \(f(.)\) is the reconstruction network. \(f (\tilde{y}_i^\Lambda, \tilde{E}_i^\Lambda, \theta)\) denotes the reconstruction image. \(y_i^\Lambda\) is the selected undersampled k-space data during each iteration, and \(E_i^\Lambda\) is the corresponding encoding matrices. In the first training stage, \(\Omega\) is the same as \(\tilde{\Omega}\). Then, \(\tilde{\Omega}\) changes as the training data is refined. However, we do not know the exact undersampling mask during the iterative process. Thus, we use several existing undersampling masks to simulate the undersampling process. \(\mathcal{L}_{cons}\) is the special constraint loss introduced in [15]. \(\mathcal{L}(.)\) is set as MSE loss. \(\gamma\) is the regularization parameter, which is set to 0.01.

3. EXPERIMENTS AND RESULT

3.1. Dataset

The brain data from the NYK fastMRI [16] database was used to test the reconstruction performance of different methods in this study. Only two-dimensional slices of T1 MR with an image size of 256×256 were used for the experiments in this paper. From this, 1200, 400, and 400 slices were chosen independently for the training, test, and validation sets, respectively.

3.2. Implementation Details

The proposed method is implemented in PyTorch. We use Xavier to initialize the network parameters with a gain of 1.0.
To train the networks, we use Adam optimization with an initial learning rate of 0.001 and a batch size of 4. The learning rate is automatically reduced by a constant factor when the performance metric plateaus on the validation set. In our proposed framework, we train the network for 20 epochs in each stage in the default setting. There are 15 iteration stages in the training. But if the performance metric doesn’t change for more than 10 epochs, the current training stage will end immediately. All experiments are conducted on an Ubuntu 18.04 LTS (64-bit) operating system utilizing one NVIDIA TITAN Xp GPUs (each with a memory of 12 GB).

3.3. Comparison Methods

| Methods      | 4x PSNR | 8x PSNR | 4x SSIM | 8x SSIM |
|--------------|---------|---------|---------|---------|
| U-Net-256    | 33.9010 | 32.4281 | 0.9164  | 0.9005  |
| SSDU         | 45.8989 | 40.7511 | 0.9829  | 0.9659  |
| Ours         | 46.9585 | 42.7554 | 0.9855  | 0.9752  |
| Supervised-ISTA | 47.9833 | 43.0119 | 0.9891  | 0.9778  |

Table 1. Quantitative results of different methods at two acceleration rates (4x and 8x).

The MR image reconstruction performance of our proposed framework is compared to the following methods, a U-Net model trained in a supervised manner (U-Net-256), a self-supervised learning version of ISTA (SSDU), and a supervised learning version of ISTA (Supervised-ISTA). Peak signal-to-noise ratio (PSNR) and structural similarity index measurement (SSIM) are calculated to evaluate the performance. Table 1 lists the quantitative results. It can be observed that at both acceleration factors (4x and 8x) and for both metrics, our proposed method can always achieve better reconstruction results than the other two methods (U-Net-256 and SSDU). Additionally, the reconstruction performance of our self-supervised framework is comparable to that of the supervised method (Supervised-ISTA), which confirms the effectiveness of our proposed training data refinement method.

Fig. 2 plots the reconstruction images of different methods as well as the corresponding error maps. Similar conclusions can be made to those with the quantitative results. Our framework generates more fine detailed structures than the other comparison methods (U-Net-256 and SSDU). The reconstruction errors of our framework are also smaller than two comparison methods. On the other hand, both the reconstruction images and the error maps of our framework look similar to those of the supervised method.

4. CONCLUSION

In this paper, we propose a data refinement framework for self-supervised MR image reconstruction. With the gradually refined self-supervised training dataset, our framework can achieve enhanced MR image reconstruction without requiring fully sampled reference data during model training. Experiments on an in vivo dataset demonstrate that our framework achieves better reconstruction results when compared to existing self-supervised method. Thanks to the effectively reduced data bias, our framework can perform comparably to the supervised counterpart.
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