Electrically tunable room-temperature ferromagnetism in CrBr$_3$
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The recent discovery of magnetic ordering in two-dimension has led to colossal efforts to find atomically thin materials that order at high temperatures. However, due to fundamental spin fluctuation in reduced dimension, the room-temperature ferromagnetism remains elusive. Here, we report a dramatic manipulation of magnetic ordering up to room temperature in the monolayer CrBr$_3$, within the first-principles Heisenberg XXZ model. The exchange and anisotropic magnetic interactions are externally modulated by a gate-induced charge carrier doping that triggers a non-trivial phase diagram. High-temperature ferromagnetism is associated with a substantial increase in both effective ferromagnetic exchange and overall magnetic anisotropy under experimentally attainable hole doping. In contrast, electron doping quickly switches the magnetic easy axis. The gate-tunable room temperature ferromagnetism in CrBr$_3$ presents new possibilities in electrically controlled spintronic and magnetoelectric devices based on atomically thin crystals.

In contrast to the three-dimensional materials, magnetic anisotropy is indispensable for a finite-temperature phase transition in the two-dimension. The continuous rotational symmetry of the spin is the fundamental assumption to the Hohenberg-Mermin-Wagner theorem, [1, 2] which is broken by the magnetic anisotropy originated from the relativistic spin-orbit coupling in natural materials. With a finite anisotropy, the long-wavelength spin excitation becomes gapped, and a long-range magnetic ordering emerges at a non-zero temperature. [3–5] Moreover, the magnitude of the spin gap is dictated by the various anisotropic interactions, which determines the ordering temperature. [6] Owing to the small spin-orbit coupling strength, the on-site single-ion anisotropy in real materials is much smaller, and the system cannot be analyzed by the Ising or XY models. Instead, an anisotropic Heisenberg model is a suitable descriptor that accounts for the spin fluctuations and results in significant renormalization of the ordering temperature. Thus, the two-dimensional magnetic materials operate at cryogenic temperatures, [3–13] hindering potential utilization in classical and quantum information technologies.

Since the intrinsic ferromagnetism has been experimentally witnessed in the two-dimensional van der Walls crystals of CrGeTe$_3$ [3] and CrI$_3$, [4] a few other ferromagnetic materials have been identified. However, the Curie temperature in all these materials persisted much below the room-temperature. [7–13] For example, the insulating monolayers of chromium trihalides ferromagnetically order below the liquid-nitrogen temperature, with a maximum of 45 K in CrI$_3$, [4, 7–9] The Curie temperature of the bilayer CrGeTe$_3$ and monolayer Fe$_2$GeTe$_2$ are also much below the ambient temperature, at 30 and 130 K, respectively. [3, 14] While manganese selenides are anti-ferromagnetic in bulk, the room-temperature ferromagnetism is observed in single-layer MnSe$_2$. [15] However, it is not clear if the ferromagnetism is intrinsic or results from the defects and interfacial effects in MnSe$_2$ grown by molecular beam epitaxy on vdW substrates. Despite considerable attention, the high temperature ferromagnetism in 1T-VSe$_2$ remains doubtful. [12, 16, 17] Contradictory results of room-temperature ferromagnetism and high-temperature charge density wave phase that suppresses any magnetism have been reported. Therefore, the room-temperature ferromagnetism remains elusive, and the fundamental question of Curie temperature manipulation arises naturally, which may be achieved by externally modulating the exchange and anisotropic magnetic interactions.

Intrinsic magnetism may be manipulated by coupling to external perturbations such as strain, [18] nanoscale patterning, [19] gating, [13, 20–22] chemical doping [23] and intense light. [24] Moreover, electric control of magnetism has colossal importance in nanoscale magnetic devices and has already proven effective in vdW materials. For example, the nature and strength of exchange interactions in Fe$_2$GeTe$_2$ and CrI$_3$ have been modified by injecting carriers through electrostatic gating. [13, 20–22] In insulating CrI$_3$, the ordering temperature, saturation magnetization, coercivity, and interlayer magnetic ordering have been manipulated by tuning the gate voltage. [20–22] The Curie temperature of the itinerant Fe$_2$GeTe$_2$ flakes shows a three-fold increase and beyond the room-temperature. [13] Interaction with the femtosecond laser can also push the ordering temperature to a higher value, as indicated recently in a few-layer Fe$_2$GeTe$_2$. [24] While some experimental success has been reported to manipulate the intrinsic magnetism, the microscopic mechanism down to the various magnetic interactions remains unexplained.

Charge doping of Mott insulators away from the half-filling may nontrivially modify the underlying magnetism. Indeed, here we report room-temperature ferromagnetism in hole-doped CrBr$_3$ monolayer. Predictions are made within a long-range anisotropic XXZ Heisenberg model, where the parameters are obtained from the first-principles calculations. While monolayer CrBr$_3$ orders at about 30 K, [7, 8, 25, 26] experimentally feasible
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hole doping is predicted to drive the Curie temperature beyond 300 K. In contrast, electron doping has a negligible effect on the ordering temperature but easily flips the magnetic easy axis. We elaborate on the microscopic origin of the electrically controllable magnetic phase diagram and disentangle the effects of induced strain on carrier injection. The present results indicate that CrBr$_3$ warrants further experimental attention to test the current predictions.

We consider the anisotropic XXZ Heisenberg model Hamiltonian with interactions beyond the first neighbour, [22]

$$\mathcal{H} = -\frac{1}{2} \sum_{k=1}^{3} \sum_{(ij)_k} (J_{k} S_{i} \cdot S_{j} + \Lambda_{k} S_{i}^z S_{j}^z) - \sum_{i} A_{z} S_{i}^z S_{i}^z,$$

where $\langle ij \rangle_k$ with $k = 1, 2, 3$ represents the first, second and third neighbours in the honeycomb magnetic Cr$^{3+}$ ($S = 3/2$) lattice. The second and third neighbour interactions are critical to characterize magnetism in two-dimensional magnets. [22] $J_{k}$ and $\Lambda_{k}$ are the corresponding isotropic and anisotropic exchange interactions. The neighbouring spins $S_{i}$ and $S_{j}$ are coupled ferromagnetically $J_{k} > 0$ or antiferromagnetically $\Lambda_{k} > 0$. The spin-orbit coupling at anion produces symmetric anisotropic superexchange $\Lambda_{z}$ and fundamentally crucial for ordering. $A_{z}$ represents the on-site single-ion anisotropy, and $A_{z} > 0$ ($A_{z} < 0$) easy-axis (easy-plane) magnetism. We demonstrated earlier that such a spin model provides a quantitative description of the experimental results. [22]

The parameters of the Heisenberg spin model are extracted from the relativistic first-principles calculations. Wave functions in the density functional theory are expressed within the projector augmented formalism [27] as implemented in the Vienna ab initio simulation package. [28, 29] A plane-wave basis of 600 eV for the kinetic energy cut-off is used, and the spin-orbit coupling is considered. Local density approximation is used to represent the exchange-correlation energy, which is supplemented with the Hubbard-like on-site Coulomb interaction $U_{C\text{r}}$ (1 eV) for the localized 3d-electrons. [30] To describe all possible magnetic structures, we consider a $2 \times 2 \times 1$ supercell, and the first Brillouin zone is sampled with a $\Gamma$-centred $17 \times 11 \times 1$ Monkhorst-Pack $k$-grid. [31] Vacuum space of 20 Å is assumed to minimize the interactions between the periodic images. The structures are optimized until all the forces components are below $5 \times 10^{-3}$ eV/Å threshold. The magnetic phase transition is studied using the Heisenberg Monte Carlo method on a periodic $50 \times 50$ lattice consisting of $10^4$ spins that minimize the finite-size effects. A random direction to a random three-dimensional spin $S_i \rightarrow S'_i$ is considered using the Marsaglia procedure, [32] followed by an update within the Metropolis algorithm. [33] To ensure thermal equilibrium, $2 \times 10^8$ Monte Carlo steps are employed at every temperature, and 192 independent simulations are used to reduce the statistical fluctuation. The Curie temperature $T_{C}$ is calculated by fitting the magnetic order parameter, $m(T) = m_0 (1 - T/T_{C})^\beta$, where $\beta$ is the critical exponent.

The magnetic Cr-atoms are arranged in a honeycomb lattice, surrounded by edge-sharing Br-octahedra. The calculated in-plane lattice parameter of 6.25 Å is consistent with the single-layer and bulk CrBr$_3$ crystals. [34, 35] Electronically CrBr$_3$ is a Mott insulator, and the half-filled $t_{2g}^0$ states are separated by 1.68 eV from the empty $e_g^0$ states, consistent with experimental data. [8] Similar to CrI$_3$, the monolayer CrBr$_3$ is a ferromagnetic (FM) insulator following the Anderson-Goodenough-Kanamori rules. [36–38] Ligand mediated superexchange interactions between the half-filled Cr- $t_{2g}^0$ levels with Cr−Br−Cr angle of 94° trigger FM interaction. Magnetic moments are primarily localized at the Cr-sites (2.93 $\mu_B$), which is in accordance with the experimental data. [39] The zigzag antiferromagnetic (AFM) solution is the first excited state, $\Delta_{FM}^g = 5.5$ meV/CrBr$_3$, while the Néel and stripe AFM are $\Delta_{N}^g = 11.1$ and $\Delta_{FM}^g = 11.9$ meV/CrBr$_3$ higher in energy. Due to the lower spin-orbit coupling at the halide site in CrBr$_3$, the anisotropic interactions are much smaller than the monolayer CrI$_3$.

Monte Carlo simulations using the Heisenberg Hamiltonian $\mathcal{H}$ reveal an FM phase transition at 30.5 K ($\beta = 0.226$), which is consistent with several experimental measurements of 27–34 K, such as magnetic circular dichroism, [7] helicity resolved photoluminescence, [8, 25] magneto-optical Kerr effect, [25] and micromagnetometry. [26] In contrast, a relatively lower $T_{C}$ is estimated recently for hBN encapsulated monolayer and bulk samples. [40] The sluggish dependence of $T_{C}$ on layer thickness with $T_{C}^\text{bulk} = 37$ K indicates the 2D nature of magnetism and weaker interlayer magnetic coupling. [26, 39] Exchange interactions beyond the first-neighbour with significant $J_{2}/J_{1} \sim 0.2$ and $J_{3}/J_{2} \sim -0.8$ cannot be neglected to explain phase transition. While the spin model with the first-neighbour interactions underestimates the $T_{C}$ (22.5 K, $\beta = 0.244$), the consideration of the interactions till the second-neighbour overestimates it to 37 K ($\beta = 0.247$). Further, magnetism in CrBr$_3$ resides far away from the Ising model ($A_{z} \rightarrow \infty$) description due to the very small $A_{z}$ of 0.08 meV. Therefore, owing to severe spin-fluctuations, the $T_{C}$ is renormalized from $T_{C}^\text{Ising}$ of 102 K, which is erroneously much higher than the experimental and the current predictions within the Heisenberg XXZ model.

Electrical manipulation of magnetism in ferromagnets has drawn much attention due to its promise in spintronic devices with low power consumption. [43–46] The change in carrier density influences the exchange interactions and magnetic anisotropy. Further, the Heisenberg spin model is univocally applicable despite the insulator to metal transition under charge doping, as the localized Cr-moments describe the magnetism (Supplemental Material). We observe that the monolayer CrBr$_3$ orders above the room-temperature under sufficient hole doping (Figure 1). A remarkable ten-fold increase in $T_{C} \sim 310$ K is observed at an experimentally achievable hole den-
FIG. 1. Electrical manipulation of magnetic ordering in monolayer CrX₃. Calculated T_C is critically influenced by hole doping. The present results for the neutral monolayers are in quantitative agreement with the experimental T_C, [4, 7, 8, 25, 26] starts designate the experimental data for CrBr monolayer. The evolution of T_C in CrBr₃ is compared with CrI₃. Calculated T_C linearly varies with hole density δₕ, and room-temperature ferromagnetism is predicted in the monolayer in CrBr₃ at δₕ = 0.5 hole/CrBr₃ ~ 3.1 ×10¹⁴ cm⁻². Such high carrier density could be experimentally realised through ionic-gating or femtosecond laser pulse. [24, 41, 42] The inset figure tracks the variation in magnetic critical exponent β in monolayers, which approaches toward the 2D Ising value of 0.125 with increasing δₕ.

Excited state at δₕ > 0.1 hole/CrBr₃. The critical exponent β for the undoped CrBr₃ is in between the corresponding values for the 3D Heisenberg and 2D Ising models (inset of Figure 1). With increasing δₕ, β decreases toward the 2D Ising value as the overall anisotropy becomes stronger (Figure 2). The CrI₃ monolayer also exhibits the same qualitative trend. Contrary to the hole doping, electron doping is not supportive in the present context of T_C manipulation. However, it renders a rich magnetic phase diagram. Multiple phase transitions, FM (A₂ > 0) → FM (A₃ < 0) → stripe AFM (A₄ > 0) are observed with increasing δₑ (Supplemental Material). Biaxial tensile and compressive strain is induced in the hexagonal lattice under electron and hole doping, respectively. However, the T_C exhibits a weak and nonmonotonous dependence on the strain, and the observed hole-dependent increase in ordering temperature is entirely of electronic origin (Supplemental Material).

The microscopic interpretation of carrier-induced enhancement in ordering temperature (Figure 1) is intriguing. Charge doping severely alters the exchange Jₖ and anisotropic interactions Λ_k and A_z, which dictates the phase transition. (a) For the entire hole density δₕ, all the isotropic exchanges remain ferromagnetic. Compared to J₁ and J₂, the variation of the third-neighbour J₃ is more substantial, which sharply increases with δₕ, indicating the importance of the long-range interaction to describe magnetism. (b) Anisotropic interactions, especially the Λ₁, Λ₂ and A_z, show a strong dependence on δₕ and influence the ordering temperature. However, at a very high hole density, δₕ > 0.6 hole/CrBr₃ (shaded area), the Cr-atom switches direction and prefers an in-plane orientation with A_z < 0. The corresponding magnetism becomes weak XY-type, and the corresponding FM T_C is expected to be renormalised.

FIG. 2. Charge doping alters the exchange Jₖ and anisotropic interactions Λ_k and A_z, which dictates the phase transition. (a) For the entire hole density δₕ, all the isotropic exchanges remain ferromagnetic. Compared to J₁ and J₂, the variation of the third-neighbour J₃ is more substantial, which sharply increases with δₕ, indicating the importance of the long-range interaction to describe magnetism. (b) Anisotropic interactions, especially the Λ₁, Λ₂ and A_z, show a strong dependence on δₕ and influence the ordering temperature. However, at a very high hole density, δₕ > 0.6 hole/CrBr₃ (shaded area), the Cr-atom switches direction and prefers an in-plane orientation with A_z < 0. The corresponding magnetism becomes weak XY-type, and the corresponding FM T_C is expected to be renormalised.
gate-induced coercivity data in few-layer Fe₃GeTe₂ such carrier induced modulation in magnetic anisotropy has been discussed. [13] At a very high hole density, δₐ > 0.6 hole/CrBr₃, the Cr-atoms switches direction and prefers an in-plane orientation with A₂ < 0. The corresponding magnetism becomes weak XY-type, and the corresponding FM T₋ is expected to be renormalized.

To gain further understanding, we project the present carrier-induced phase diagram onto the classical honeycomb J₁-J₂-J₃ XXZ Heisenberg model with FM J₁, [48, 49] and find an excellent agreement (Figure 3). The undoped CrBr₃ (∆J₁/∆J₂ ~ 0.2 and ∆J₂/∆J₃ ~ 0.17) resides near the narrow helical and vast zigzag AFM phases. While both J₁ and J₂ increase with δₜ [Figure 2(a)], the ∆J₁ ratio almost remains unaltered (Figure 3). In contrast, the ∆J₂ increases monotonically in the range −0.2 < ∆J₂/∆J₁ < 1.75. Therefore, consistent with the classical phase diagram, at any hole density, CrBr₃ remains FM, and the corresponding T₋ increases with δₜ (Figure 3). The phase diagram upon electron doping is rather complex. While the first-neighbour J₁ decreases with electron density and remains FM (Supplemental Material), the ratio J₂/∆J₁ decreases with δₑ and becomes negative (Figure 3). In contrast, ∆J₂ monotonically increases with δₑ in the range −0.2 < ∆J₂/∆J₁ < 1.1. Such combinatorial variations in ∆J₁ and ∆J₂ trigger a rich phase diagram. (i) CrBr₃ remains ferromagnetic at δₑ < 0.02 electron/CrBr₃, where the T₋ has a weaker dependence and monotonically decreases to 25 K. (ii) At 0.02 < δₑ < 0.2 electron/CrBr₃, the monolayer remains FM, but the Cr-spins switches to the in-plane direction (A₂ < 0). A weak XY-system represents the magnetism, and the corresponding FM T₋ is anticipated to be renormalised. Therefore, regardless the sign of A₂, an FM solution emerges for −0.5 < ∆J₂/∆J₁ < −0.2 and 1 < ∆J₂/∆J₁ > −0.2. (iii) At higher density, δₑ > 0.2 electron/CrBr₃, another phase transition is observed when a stripe AFM with A₂ > 0 becomes the ground state, which remains the same with further increase in δₑ with ∆J₂/∆J₁ < −0.5 and ∆J₂/∆J₁ > 1.

Therefore, the classical carrier doping illustrate the magnetic anisotropies (Fig. 2), the gap ∆ₓ₁ in the range 0.02 electron/CrBr₃, where the magnetism, and the corresponding FM T₋ is anticipated to be renormalised. Therefore, regardless the sign of A₂, an FM solution emerges for −0.5 < ∆J₂/∆J₁ < −0.2 and 1 < ∆J₂/∆J₁ > −0.2. (iii) At higher density, δₑ > 0.2 electron/CrBr₃, another phase transition is observed when a stripe AFM with A₂ > 0 becomes the ground state, which remains the same with further increase in δₑ with ∆J₂/∆J₁ < −0.5 and ∆J₂/∆J₁ > 1.

Electrically controlled magnetism can be utilized to design various energy-efficient spin-based devices. A spin field-effect transistor (FET) can be realized, [52–54] where the gate voltage controls the direction of the magnetic easy axis while longitudinal in-plane source-drain voltage produces spin current. Upon electron doping δₑ > 1.2 × 10⁻⁴ cm⁻², the CrBr₃ monolayer remains FM but the easy axis switches from out-of-plane to in-plane direction. Reorientation of spin at the undoped-doped interface will significantly modulate the device resistance. The spin-FET is naturally in the on-state with low-resistance, while gate-controlled electron doping beyond a critical doping creates a magnetic (↑↑) interface resulting in the high-resistance state due to strong scattering. Besides, the 2D CrBr₃ can also be employed in all-
vdW magnetic tunnel junction (MTJ), where graphene or h-BN may be used as the barrier. [55, 56] The critical advantage will be that the CrBr$_3$-MTJ may be voltage-controlled and operate at a high temperature.

In conclusion, we show that charge doping in Mott insulating CrBr$_3$ induces nontrivial evolution in magnetism with a rich phase diagram that includes room-temperature ferromagnetism. While the undoped CrBr$_3$ monolayer orders around 30 K, the Curie temperature monotonically increases above room temperature within experimentally achievable hole density. The microscopic origin of the phase diagram is explained in terms of the evolution of long-range exchange and anisotropic parameters obtained from the first-principles calculations. Voltage-controlled room temperature ferromagnetism in atomically thin CrBr$_3$ provides unprecedented opportunities in two-dimensional spintronics, magnetoelectrics, as well as in the context of emergent quantum states.
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FIG. S1. The magnetic moment in the undoped CrBr$_3$ is localized at the Cr$^{3+}$-sites ($2.93 \mu_B$) in agreement with the experimental results. The scenario remains the same under charge doping, and the localized Cr-moments still describe the magnetism. Electron and hole doping only slightly perturbs the Cr-moment.

FIG. S2. Relative energies of various antiferromagnetic configurations with respect to the ferromagnetic state, for (a) hole and (b) electron doping. With increasing $\delta_h$, stripe and zigzag AFM switch energy ordering, and stripe AFM becomes the first excited state for $\delta > 0.1$ hole. Electron doped side of the phase diagram is rich, and the FM state with out-of-plane spin orientation ($A_z > 0$) exists only with a narrow region of electron doping. With further increase in $\delta_e$ density, FM ($A_z > 0$) $\rightarrow$ FM ($A_z < 0$) $\rightarrow$ stripe AFM FM ($A_z > 0$) is observed.
FIG. S3. (a) Biaxial tensile and compressive strain is induced in monolayer CrBr$_3$ due to electron and hole doping, respectively. (b) While the nature of $J_2$ (FM) and $J_3$ (AFM) remains unaltered, the variation in $J_1$ is significant under strain. Further, the $J_1$ becomes AFM at a high compressive strain beyond 3%, and a Néel AFM state emerges. (c) FM ordering temperature $T_C$ show a relatively weak and nonmonotonic dependence on the induced strain.

FIG. S4. The dependence of isotropic and anisotropic magnetic interaction upon electron doping is shown. The nature of FM $J_2$ and AFM $J_3$ switches beyond a small electron density of about 0.05 electron/CrBr$_3$. Most notably, the easy axis quickly switches from out-of-plane to in-plane upon electron doping.
FIG. S5. The spin excitation gap, which is responsible for the finite-temperature phase transition in the two-dimension, is calculated within the linear spin-wave formalism of Holstein-Primakoff. The calculated spin-wave gap rapidly increases with hole density $\delta_h$, indicating a concurrent rise in the Curie temperature.

FIG. S6. The CrI$_3$ phase diagram is qualitatively similar to the CrBr$_3$ described in the main text. Similar to the CrBr$_3$, the undoped monolayers of CrI$_3$, CrCl$_3$, and CrGeTe$_2$ lives near the helical and zigzag AFM phase boundary.