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Abstract
This paper will propose a novel technique for optimize hydropower plant in small scale based on load frequency control (LFC) which use self-tuning fuzzy Proportional-Derivative (PD) method for estimation and prediction of planning. Due to frequency is not controlled by any dump load or something else, so this power plant is under dynamic frequency variations that will use PD controller which optimize by fuzzy rules and then with neural deep learning techniques and Genetic Algorithm optimization. The main purpose of this work is because to maintain frequency in small-hydropower plant at nominal value. So, proposed controller means Fuzzy PD optimization with Genetic Algorithm will be used for LFC in small scale of hydropower system. The proposed schema can be used in different designation of both diesel generator and mini-hydropower system at low stream flow. It is also possible to use diesel generator at the hydropower system which can be turn off when Consumer demand is higher than electricity generation. The simulation will be done in MATLAB/Simulink to represent and evaluate the performance of this control schema under dynamic frequency variations. Spiking Neural Network (SNN) used as the main deep learning techniques to optimizing this load frequency control which turns into Deep Spiking Neural Network (DSNN). Obtained results represented that the proposed schema has robust and high-performance frequency control in comparison to other methods.

1. Introduction
Environmental concerns due to the emissions of natural gas power plants as well as high investment costs of these assets render power systems to be operated mainly by renewable energy resources such photovoltaic, wind, hydropower, etc. [1]. At recent decade, small hydro-power used in developing countries which plays a vital role in rural electrification. This microgrid is one of the renewable energies which has some advantages which listed below [2]:
I) Storage time is low due to lack of heat
II) There is no pollution when this energy working

III) Low cost with more reliability and reducing transmission losses due to no long transmission network
IV) There is no need to stand connected loads; instead, there is a growing gap from supply to monthly electricity demand.

Small-hydropower has the best potential in the most areas of the world which consider low cost with more benefit for new green energy for futures [3]. Small-hydropower has faced with new technology in 2015 to 2019 in control part which will be review at the continue of this article, but it also considers some challenges for more stability, load frequency control (LFC), and new kinds of intelligent controllers [4, 5].
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Eliminating the mismatch between production and load keeps the system frequency constant.

The most important aspect of operation of electric power systems is to be resilient and controllable in the case of disturbances [6]. These controllers need to be reliable: in other words, they must manage load fluctuations and system disturbances in limitation of voltage and frequency [7]. In this study, a new model proposed for more stability of hydropower systems in small scale which use Secondary Load Controller (SLC) for dividing extra power generated by the power plant. This happened when frequency is sensing in the small-hydropower. The SLC always have loads in generator and also in turbine side, due to small-hydropower has some low in terms of working. The main goal of this study is to provide simple operation at the system level with low cost and low maintenance with more reliability and stability and also plug-and-play mode to install it at the any parts of electrical systems. So, using SLC can solve many problems in small scale hydropower system about controlling frequency and voltage in any area with minimum cost and the best performance. The controller of small-hydropower system is PD which is varied at any times. This state of PD controller, created an uncertainty which require to use fuzzy logic to tuning PD controller. Fuzzy logic used due to presenting membership function and accurate measuring. At the other side, SLC needs a quick response to adjust the frequency during high current periods in order to turn off the diesel production system. So, Genetic Algorithm optimize fuzzy PD controller.

Because of needing robustness and more adaptive controller, the essential use of Fuzzy logic is obvious which can be provide more flexibility in decision-making process to interact between machines-to-machines and machines-to-humans. Also a new model proposed which can optimize Fuzzy-PD controller in LFC terms based Genetic Algorithm and then neural deep learning technique which used Deep Spiking Neural Network (DSNN) which can be provide more robustness, stability and reliability and also low cost.

2. Literature Review

In [8] a new analysis performed in the process of a sudden increase of load for a hydropower plant. The main focus of this study is to investigate the differences between stable vibration and the instability of the hydropower system for each region to estimate the error tolerance. In [9], a nonlinear load frequency controller by using State-Dependent Riccati Equation (SDRE) methodology proposed for hydropower plants. The main goal of this article was obtaining a desire frequency in any condition such as nominal and uncertain mode. In the simulation, a comparison between proposed schema and conventional controller presented which Investigating the effects of noise and uncertain parameters in the systems.

There are many approaches which studied about hydropower. For example, in [10], for the first time an experiment model of hydropower for frequency stability was conducted. According to this article, a cognitive study of Theoretical analysis and physical experiment model combined with each other which results were consistent with the analysis of the theory relative to the experimental mode in a simulation with a tolerance for fault tolerance. In [11], a new approach for load frequency control for small-hydropower proposed which used self-tuning fuzzy proportional-derivative. This microgrid was controlled by secondary load bank due to more stability and gain. Another study which presented in [12], optimized high penetration of voltage in large-scale of hydropower station with new evolutionary algorithm named glowworm swarm optimization. This economic load dispatch method optimized the accuracy and avoided the prematurity in the small scale of hydro-turbine. The simulation results of this study was compared with another namely evolutionary algorithms such as Standard Glowworm Swarm Optimization (GSO), Ant Colony Optimization (ACO), Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and Evolution Programming (EP). The results represented that the proposed method was more robust in large-scale of hydropower station. In [13], load frequency control with the most reduced dump load at the isolated small-hydropower plant proposed. By comparison the results, it presenting that proposed method had better transient performance in comparison to two-pipe case with 50% rate of dump load and also 30% dump load of three-pipe case. In [14], PID controller used for load frequency control at the hydropower systems. PID controller used in this method due to mentioning schemes which was not corresponding between main power system inputs such as change load demand and change in speed turbine settings. This method confirmed under Automatic Generation Control (AGC) in power scheme. More rapid output response and minimal overshoot were the main results of this method.

Pumped hydropower energy storage can be used in renewable energies. This energy storage method was proposed in [15] reference, in integrated microgrid such as hydropower for more robustness and optimization. Due to these, an evolutionary algorithm named Artificial Sheep Algorithm (ASA) was used for load frequency control and optimized energy storage. Also, a new model of load frequency control with hydro turbine in hydropower system was proposed in [16], under various conditions which used PID controller to optimize load frequency control and more gain in any condition and area. In [17], a method based on the ARIMA model is presented for modeling and analyzing electricity demand with the aim of predicting the use of electricity in Pakistan. This article obtained a sensitivity and intelligence analysis of annual GDP and population growth rates and compared future schedule of hydroelectricity generation from 20020 to 2030 which results represented an increasing use of hydroelectricity consumption in 2030 about 23.4%.

In [18], an analysis of reliability and sustainability of hydropower system proposed in Tibetan Plateau in 2016. The results of this study represented that in addition to the maximum efficiency of hydropower systems, it is an essential to minimize the losses of ecosystem services. In [19], a dynamic approach with randomized load analysis is presented in a hydropower storage system. PI controller modeled as nonlinear method with dynamic behaviors and bifurcation diagram of PI in each level of hydropower system drawn to show the stability of system. In [20], a new and optimized controller applied in small hydropower plant which use Particle Swarm Optimization (PSO) with fuzzy
sliding mode as controller. In fact, for optimizing fuzzy memberships, PSO applied to tune fuzzy parts and after developing the controller, Kalman filter used as an estimator to recognize any variable in system to measure parameter values. Another article which presented in [21], used genetic algorithm for optimizing LFC in small hydropower system. The main goal of this study is reducing frequency deviations which result represented 60% Lower than other research. In [22], isolated hydropower system in small scale surveyed and tried to optimize LFC techniques to develop the system in any conditions. In [23], a novel PID controller used with optimal parameters of hydropower system in small scale with regulating quality parameters (RQP)ls based on direct solving method (DSM) in no time domain platform in simulation. This system represented better planning of surge tank in hydropower’s subsystem. In [24], planning of electricity generation of hydropower systems in Canadian province surveyed and a new model proposed based on energies and costs.

3. Problem Definition
3.1. A Brief Introducing of Fuzzy Logic

Fuzzy knowledge base system is an expert system which emulates the human expertise in a certain domain based on fuzzy logic instead of Boolean logic. Fuzzy logic architecture contain some scrips such as inputs, Fuzzyfier, reference engine, rules, and Defuzzifier [25]. Fuzzy knowledge base system is a kind of fuzzy expert system which use fuzzy sets and rules. The fuzzifier decides how the crisp input will be converted to linguistic variables used by membership functions which stored by fuzzy rules in the knowledge base. The fuzzifier decides how to convert results of the fuzzy inference engine into a crisp value. The inference engine decides how to process the rules in the knowledge base using If-Then type fuzzy rules which these rules can be convert the fuzzy input to the fuzzy output [20]. A fuzzy inference system architecture represents in Figure 1. Fuzzy controller should be robust and reliable, so this article present a novel type-II fuzzy PID controller. This method form a secondary frequency control loop which can be maintain frequency and tie-line power to their nominal values under different uncertainties.

![Figure 1. Architecture of fuzzy logic system](image)

The small scale of proposed hydropower modeled in MATLAB/Simulink and illustrated in Figure 2. which is the main block diagram of [8] and will be optimize here. The hydropower turbine was modeled as hydropower equation which determined in Eq. (1).

\[ P_m = Q h g e f \] (1)

In Eq. (1), the parameter \( P_m \) is output power of theoretical turbine (kW), ef is the turbine efficiency, \( Q \) is flow rate (m³/s), h is the gross head height (m) and g is gravitational constant which fixed in 9.81 m/s². It is to use synchronous condenser to control the grid voltage at its baseline level. The additional power which collected by Secondary Load Controller (SLC) will be absorbed from small-hydropower system. The Secondary Load Controller (SLC) design which is include an ideal Gate Turn-Off Thyristor (GTO) switches in series mode and also three phase resistive loads in eight sets where these schema varies from 0 to 446.25 kW with a step of 1.75 kW which track binary progression. Also in this schematic, discrete frequency regulator model will be used as frequency control.

![Figure 2. Small scale hydropower Simulink model with LFC](image)

3.2. Discrete Frequency Control System

The control system of proposed schema is discrete frequency. Secondary load system (SLC) can control the frequency by manipulating. Three Phase Locked Loop (PLL) system can measured frequency and after that in order to estimate frequency error it compared with 50 Hz reference frequency. The secondary load of the small scaled of hydropower system is obtained from the errors summation and then it converted to an eight-bit digital signal to control the three-phase secondary load switches. Zero switching voltage can minimize voltage disturbances in the system by changing it. In this paper, three parts of controllers are presented to optimized the LFC of small scale hydropower system include a conventional PD controller, a new self-tuning fuzzy PD controller and a self-tuning fuzzy PD Genetic Algorithm controller. These controller performances for setting frequency in dynamic loads will be compared in simulation part.

4. Numerical Method
4.1. PD Controller Setting
\[ e(t) = r(t) - y(t) \] (2)

\[ u(t) = K_p e + K_D \frac{de}{dt} \] (3)

The PD controller is a controller based on the output feedback. This controller is one of the most commonly used control systems. In the proposed structure, a PD controller along with the operator and evaluator of the proposed model for the hydropower system is used. The PD controller conversion function is given Eq. (4).

\[ G_c(s) = K_p + \frac{K_i}{s} + K_D S \] (4)

With respect to Eq. (4), \( K_p \) is proportional gain, \( K_i \) is integral gain and \( K_D \) is a derivative, which are in fact the same parameters of the PD controller. The physical examination of this controller is possible by an electrical circuit. In order to load frequency control, the PD is used as a compensator along with a fuzzy-based control technique. The reason for using the fuzzy method is because of the uncertainty surrounding load frequency control of hydropower system when the PD controller is used. The derived derivative of the output is represented by Eq. (5) and (6).

\[ e(k) = r(k) - y(k) \] (5)

\[ u(t) = k_p \int_0^t e(t) dt + k_i e(t) + k_d \frac{de(t)}{dt} \] (6)

According to Eq. (5) and (6), \( r(k) \) is the reference system input, \( y(k) \) is the system output and \( e(k) \) is the system error. Also \( k_p, k_i \) and \( k_d \) are PD controller coefficients. To regulate the membrane potential of the stream chamber models with complex spatial (dendritic) and post-spike potentials and also specific movement patterns. Second, the synapses identification used means which nerve cells are connected, whether the synapse is stimulating or inhibitory, synaptic power and short-term plasticity, or modifying effects are possible. Depending on the level of detail of the simulation neurons, both neurons are the point at which input spikes instantly alter their membrane potential (physical) or model as multi-channel models with complex spatial (dendritic) structures. So that dendritic currents can interact before that. Physical potential has also been modified. Different models of spike neurons, such as fusion and fire, spiking response or Hodgkin's Huxley model, describe the evolution of membrane potential and spike production at different levels of detail. Typically, the membrane potential of the stream merges with the entry of the spikes, creating a new spike each time the threshold is crossed. After the spike is created, through the axon to all the nerve cells connected with the delay, the slow axon is sent and the membrane potential is adjusted to a certain base. Figure 3 shows this.

\[ \Delta k_p = -\mu \frac{\partial E}{\partial k_p} = -\mu \frac{\partial E}{\partial y} \frac{\partial y}{\partial u} \frac{\partial u}{\partial k_p} = \mu e(k) \frac{\partial y}{\partial u} e_p(k) \] (7)

\[ \Delta k_i = -\mu \frac{\partial E}{\partial k_i} = -\mu \frac{\partial E}{\partial y} \frac{\partial y}{\partial u} \frac{\partial u}{\partial k_i} = \mu e(k) \frac{\partial y}{\partial u} e_i(k) \] (8)

\[ \Delta k_d = -\mu \frac{\partial E}{\partial k_d} = -\mu \frac{\partial E}{\partial y} \frac{\partial y}{\partial u} \frac{\partial u}{\partial k_d} = \mu e(k) \frac{\partial y}{\partial u} e_d(k) \] (9)

\[ u(k) = u(k-1) + k_p e_p(k) + k_i e_i(k) + k_d e_d(k) \] (10)

In order to uncertainty in the PD controller in load frequency control due to different conditions in the identification of system, it is necessary to use a controller that can guarantee this uncertainty. Therefore, the fuzzy controller is used. Four-phase fuzzy controller has been used to improve the parameters of the PD controller. \( j \)’th law is given by Eq. (11).

**Rule j:** If \( x(t) \) is \( N^j \) Then \( u(t) = G_j x(t) \) (11)

According to Eq. (11), \( N \) is the fuzzy period of the law \( j \) corresponds to the system state vector \( x(t), j=1,2,3,4; G_j \in \mathbb{R}^{n \times d} \) is the law \( j \) for the collector feedback vector. The fuzzy controller inference output is given by Eq. (12).

\[ u(t) = \sum_{j=1}^{4} m_j(x(t)) G_j x(t) \] (12)

According to Eq. (12), the Eq. (13) and (14), the nonlinear function of the vector \( x(t) \) and \( y_j(x(t)) \), \( j=1,2,3,4 \) membership functions that should be designed and fuzzy logic used for reliability optimization.

\[ \sum_{j=1}^{4} m_j(x(t)) = 1 \] (13)

**Fuzzy – PD Controller**

\[ u(t) = \frac{\mu x(t)}{\sum_{j=1}^{4} \mu_j(x(t))} \text{ for } j = 1, 2, 3, 4 \] (14)

It should be noted that the reliable fuzzy controller does not require \( m_j(x(t)) \in \{0, 1\} \) for all \( j \) states.

4.2. A Brief Introducing of Deep Spiking Neural Network (DSNN)

Neural networks are usually convert into deep learning models in some condition especially if neural networks have at least two hidden layers of input nonlinear conversion. In this study, only feedback networks are considered that calculate mapping from input to output. Deep Spiking Neural Network (DSNN) were initially studied as biological information processing models in which neurons exchange information through spikes. The main part of DSNN is that all spikes are always assumed as stereotypical events. So as a result, information processing is reduced to two factors include 1) spikes timing, for example movement frequencies, and the relative timing of pre- and post-synapse spikes and also specific movement patterns. Second, the synapses identification used means which nerve cells are connected, whether the synapse is stimulating or inhibitory, synaptic power and short-term plasticity, or modifying effects are possible. Depending on the level of detail of the simulation neurons, both neurons are the point at which input spikes instantly alter their membrane potential (physical) or model as multi-channel models with complex spatial (dendritic) structures. So that dendritic currents can interact before that. Physical potential has also been modified. Different models of spike neurons, such as fusion and fire, spiking response or Hodgkin’s Huxley model, describe the evolution of membrane potential and spike production at different levels of detail. Typically, the membrane potential of the stream merges with the entry of the spikes, creating a new spike each time the threshold is crossed. After the spike is created, through the axon to all the nerve cells connected with the delay, the small axon is sent and the membrane potential is adjusted to a certain base. Figure 3 shows this.

Direct communication between analog and Deep Spiking Neural Network (DSNN) is established by considering the activation of an analog neuron as equivalent to the rate of firing of a spike neuron, assuming a stable state. Many neuro-metric models have used such rate codes to explain computational processes in the brain. However, spike neural models can also model more complex processes that depend
on the relative timing between spikes or the timing of some reference signals, such as network fluctuations. Temporary codes are of great importance in biology, and even a spike or small time-consuming changes in neuron firing may cause different reactions, as most decisions must be calculated before a reliable estimate of the spike. In addition to the biological definition of DSNNs, they have a pragmatic functional representation that in the field of neural engineering, DSNNs are commonly referred to as spikes and are event-based. Here, an event is a collection of digital information that is identified by the origin and destination address of a time marker. Unlike biologically motivated DSNNs, it may have several bits of load information.

to neural chips or digital hardware after processing. Event-based visual sensors use the loading bit to differentiate between silent and on visual events, but the loading bit can also be used to send other types of information related to post-synapse targets such as Integrate and Fire model [26]. The motivation for studying DSNNs is that the brains show significant cognitive function in real-world tasks. With continued efforts to improve our understanding of brain-like calculations, it is expected that models that are closer to biology will be closer to achieving natural intelligence than more abstract models, or at least more computationally efficient.

In addition to using linear function to activate cells or neurons in the latent layer of nonlinear activator functions such as sigmoid or sinusoidal or functional functions the DSNN presented in this study, due to its high flexibility used non-derivative as well as intermittent activation. By default, DSNN has an equation which presented in Eq. (15).

$$y(p) = \sum_{i=1}^{m} \beta_i \beta_j g(\sum_{i=1}^{n} w_{ij} x_i + b_j)$$

According to this equation, $\beta_i$ displays the weights between the input layer and the hidden layer, and $\beta_j$ displays the weights between the output layer and the input layer, $b_j$ it is the value of the neuron threshold in the hidden layer or the bias. $g(\ldots)$ it is an transition or activation function. The weights of the input layer or $w_{ij}$ and bias $b_j$ are randomly assigned. The activation function $b_j$ is assigned at the beginning of the number of neurons in the input layer or $n$ and the number of neurons in the hidden layer or $m$. According to this information, if the known parameters are combined in the general equilibrium and regulated, the output layer will be like Eq. (16).

$$H(w_{ij}, b_j, x_i) = \begin{bmatrix} g(w_{1,1} x_1 + b_1) & \cdots & g(w_{1,m} x_m + b_m) \\ g(w_{n,1} x_1 + b_1) & \cdots & g(w_{n,m} x_m + b_m) \end{bmatrix} \text{ and } y = H\beta$$

### 4.3. Self-Tuning Fuzzy PD Controller with GA-DSNN

In order to evaluate the efficiency and performance of the PD controller, two fuzzy inputs considered. Two fuzzy inputs are $e$ and $ec$ with some membership function, linguistic variable and fuzzy numbers. linguistic variables are Negative Small (NS), Negative Big (NB), Negative Medium (NM), Zero (ZE), Positive Small (PS), Positive Medium (PM) and Positive Big (PB) based on reference [8]. Table 1 listed the self-tuning modules of the knowledge-based rules. The fuzzy controller rule tables were design based on knowledge of the controller’s behavior and through iteration by varying the variables and control parameters. The output of fuzzy controller is $u$. Now that the fuzzy PD is presented as a controller for the hydropower system, and it is necessary to use the GA-DSNN Algorithm to optimize it. GA-DSNN Algorithm is a combinational and adaptive search technique in evolutionary algorithm-deep learning model that involves some operation such as network generation, network systematic evaluation and network refinement for proposing a solution with potential design until a stopping criterion and finish the networks operations. The GA-DSNN steps execution for optimizing fuzzy-PD controller in hydropower system are as below:

![General structure and mechanism of Deep Spiking Neural Network (DSNN)](image)
Step 1: Read the number of connected modules, insolation model and voltage for each module. In fact, the fuzzy-PD output is GA-DSNN input.

Step 2: Define the objective function and recognize the parameters.

Step 3: the initial population of chromosome and spikes (chromosomes-neurons) generation.

Step 4: Test objective function to evaluate the population

Step 5: Convergence examination for testing model runtime. In this part, crossover, mutation and selection operator of GA used. If it satisfied in iteration, then stop continue, and otherwise.

Step 6: Start the training/testing process by applying the GA-DSNN such as brightness and in determined iteration to produce next generations.

Step 7: Evolving the new generation and go back to step 3.

In this research try to find the optimal membership functions using the GA-DSNN and this is done by the following steps:

Optimization criterion selection: In this work the quadratic criterion will be used to be minimized as Eq. (17).

\[ J = \int e^2 \, dt \quad , e = P_{\text{max}} - P \]  

(17)

This selection made for improving the response time and reduce fluctuations. Creation of the initial population: The population consists of a set of individuals, where each individual is composed of the three as listed below:

- Chromosomes and Spikes (Neurons): e, ec and u, each spikes or neurons is composed of a set of genes.
- For Chromosomes and Spikes (Neurons) e the genes are: F1, F2, F3, F4.
- For the ec Chromosomes and Spikes (Neurons) the genes are: F'1, F'2, F'3, F'4.
- For the Chromosomes and Spikes (Neurons) u the genes are: F''1, F''2, F''3, F''4.

A range of variation of F, F', F'' which is the search space is defined which varies between [0.01 0.99]. The resulting of Chromosomes and Spikes (Neurons) production is shown in Table 2. It should be noted that these rules and spike production do not have any nomenclature.

| Table 1. Knowledge-based rules of fuzzy modules |
|-----------------------------------------------|
| NB   | NM | NS | Z   | PS | PM | PB |
| NB   | NB | NB | NM  | NS | NS | Z  |
| NM   | NB | NM | NM  | NS | NS | Z  |
| NS   | NM | NS | NS  | Z  | PS | PM |
| Z    | NM | NS | NS  | Z  | PS | PS |
| PS   | NS | Z  | PS  | PS | PM | PM |

| Table 2. Chromosomes and Spikes (Neurons) production results |
|-------------------------------------------------------------|
| Spikes (Neurons) I                          Spikes (Neurons) II                        Spikes (Neurons) III                        Spikes (Neurons) IV                        |
| F1               F2               F3               F4               |
| F'1             F'2             F'3             F'4             |
| F''1           F''2           F''3           F''4           |

The relations between Fi, F'i, F''i and xi, yi, zi are as Eq. (18).

\[
\begin{align*}
    x_1 &= (F4 + F3) - 0.032 \\
    x_2 &= F3.0.032 \\
    x_3 &= F1.0.032 \\
    x_4 &= (F1 + F2).0.032 \\
    y_1 &= (F4 + F3). -100 \\
    y_2 &= F3 .-100 \\
    y_3 &= F1 .100 \\
    y_4 &= (F1 + F2) .100 \\
    z_1 &= (F'4 + F'3).-0.032 \\
    z_2 &= F'3 .-0.032 \\
    z_3 &= F''1 .0.032 \\
    z_4 &= (F1 + F2).0.032
\end{align*}
\]  

(18)

In order to find the individual solution (optimal individual) one limits oneself to looking for the values of genes that are unknown. To reach the global optimum, large training size that is equal to 100 individuals Chromosomes and Spikes (Neurons) taken. Then GA-DSNN apply to model based on recent description of these operators and states. Stop criterion should be considered. Stop Criterion is when the maximum generation number reaches 50. The efficiency η of the algorithms was calculated using the Eq. (19).

\[
    \eta = \frac{\int^{t_2}_{t_1} P \, dt}{\int^{t_2}_{t_1} P_{\text{max}} \, dt}
\]  

(19)

Where \( t_1 \) and \( t_2 \) are the start-up (sunrise) and system downtimes (sunset), respectively, \( P \) is the row efficiency power, and \( P_{\text{max}} \) is the theoretical maximum reliability and low cost of hydropower system with optimized load frequency control.

5. Simulation Results and Discussion

At the previous part, modeling of load frequency control with Fuzzy-PD tuning with GA-DSNN proposed. This part represents the simulation results and figure. Fuzzy logic controller shown in Figure 3 and fuzzy PD input and output shown in Figure 4 and Figure 5. Moreover, 3D fuzzy surface after applying fuzzy logic to PD is shown in Figure 6.
Figure 4. Fuzzy Logic

Figure 5. Fuzzy Inputs (Up: e input, Bottom: ec input)

Figure 6. Fuzzy Output

Figure 7. 3D Fuzzy surface after applying Fuzzy to PD controller
Control performance measures of the load frequency control after using PD controller, fuzzy-PD and fuzzy-PD tuning with Genetic Algorithm-Deep Spiking Neural Network (GA-DSNN) is listed at Table 3. It should be noted that these performance measures of load frequency control compared between these three methods by kW nomenclature. It should be noted that GA used 100 chromosomes initially with 5 elite genes in any iteration (maximum iteration is 500 period) with the crossover rate 0.2 and mutation rate 0.02 based on random selection method.

6. Conclusions

In this article, a novel method proposed for load frequency control (LFC) in small scale of hydropower system based on self-tuning fuzzy-PD with GA-DSNN method. The performance of this PD controller for LFC in small scale of hydropower system is not satisfied under dynamic load conditions. So, GA-DSNN method as one of the evolutionary algorithm-deep learning models tuned and optimized the performance of fuzzy self-tuning PD controller in order to better LFC results. The proposed controller needs to compare with classic model means PD controller for LFC. In fact, PD controller, fuzzy PD controller and also fuzzy PD tuned with GA-DSNN controller compared and evaluated by each other. The obtained results represented that proposed schematic of LFC in small scale hydropower system and power plant lead to create better performance and robustness for planning estimation and prediction. The evaluation and validation methods for comparing named controller measures as performance include ITAE, ISE, IAE, SSE, overshoot and settling time.
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