We develop the non-linear statistics of primordial black holes generated by a gaussian spectrum of primordial curvature perturbations. This is done by employing the compaction function as the main statistical variable under the constraints that: a) the over-density has a high peak at a point $\vec{x}_0$, b) the compaction function has a maximum at a smoothing scale $R$, and finally, c) the compaction function amplitude at its maximum is higher than the threshold necessary to trigger a gravitational collapse into a black hole of the initial over-density. Our calculation allows for the fact that the patches which are destined to form PBHs may have a variety of profile shapes and sizes. The predicted PBH abundances depend on the power spectrum of primordial fluctuations. For a very peaked power spectrum, our non-linear statistics, the one based on the linear over-density and the one based on the use of curvature perturbations, all predict a narrow distribution of PBH masses and comparable abundance. For broader power spectra the linear over-density statistics over-estimate the abundance of primordial black holes while the curvature-based approach under-estimates it.
The linear theory approach to PBHs abundance used in [4] has been questioned in [8]. There, the authors have considered the role of the skewness obtained from the non-linear relation between the over-density and the (gaussian) curvature perturbations. Those non-gaussianities are typically very small with respect to the two-point functions, thus one would be tempted to discard them [4]. However, the statistics of PBHs is related to the (exponentially suppressed) tail area of the over-density probability distribution. Thus, small deviations to gaussianity might nevertheless give important contributions [3, 9]. Indeed, [8] have found that the skewness contribution to the mean density profile is of the same order as the one obtained from linear theory. This would immediately imply the failure of the perturbative approach in terms of momenta, and thus, the failure of the linear approximation. Interestingly though, the skewness contribution does not substantially change the shape of the over-density and thus acts just as a “renormalization” of the over-density amplitude. This has led [8] to suspect that the re-summation of the curvature momenta in the over-density might not change substantially the linearly calculated abundance of PBHs. A similar conclusion has been drawn in [9, 10] where it has been argued that non-linear corrections to the relation between over-densities and curvature perturbations may only slightly change the required amplitude of the curvature power spectrum. We will confirm this expectation for a very narrow power spectrum while confuting it in the broad case.

Finally, a further approach aiming to take into account the non-linearities in the calculation of the PBHs abundance has been considered in [10]. At the full non-linear level, the PBH mass is a function of the averaged linear over-density $\delta R$ on a sphere of radius $R$. Here, $R$ is the maximum radius of the gravitational potential (or more technically the “compaction function” [11]) associated to the non-linear over-density $\delta$ and $\delta R$ is the averaged over-density calculated via its linear relation to curvature perturbations. In [10], the authors have solely used the probability distribution of rare peaks in $\delta R$ (i.e. again using the methods of [3]) to calculate the PBHs abundances. This approach suffers from two main problems. First of all, knowing the probability distribution of rare peaks in $\delta R$ is not enough: in order to perform the averaging of the over-density, the (statistical) condition that $R$ is the compaction function maximum must be imposed. Moreover, the predicted PBH abundance depends exponentially on the critical value for $\delta R$. This critical value depends upon the full compaction function profile [10] or at least, to a very good approximation, upon a specific combination of the amplitude and second derivative of the compaction function at its maximum [12].

Thus, knowledge of $\delta R$ peaks statistics alone is not enough to estimate PBHs abundances.

In our paper, we improve on previous work in three ways:

- First, we impose the additional condition that $R$ is a maximum of the compaction function.
- Second, thanks to the remarkable results of [12], we include the fact that the threshold value depends on the compaction function shape directly in the statistics.
- Third, in our estimate of the PBH abundance, $R$ is a free parameter rather than a single fixed scale related to an assumed mean compaction function. In essence, this is because we go beyond the ‘peaks theory’ of [5] and instead use methods based on the ‘excursion set peaks theory’ of [13].

As a result, our approach considers all possible $R$ and, given $R$, we account for all allowed compaction function shapes. Thus, for the first time, we are able to predict the whole mass spectrum and cumulative abundance of the PBHs generated from the radiation epoch to equality via large and rare inflationary perturbations of over-densities.

II. VARIABLE DEFINITIONS

At super-horizon scales and at leading order in gradient expansion, a perturbation on a Friedman-Robertson-Walker (FRW) spacetime is well described by the following metric:

$$ds^2 = -dt^2 + a(t)^2 e^{2\zeta(x)} d\vec{x} \cdot d\vec{x},$$

and associated radiation over-density $\delta \rho(\vec{x}, t)$

$$\delta \rho(\vec{x}, t) \rho(t) = -\frac{8}{9} \frac{1}{a(t)^2 H(t)^2} e^{\zeta(\vec{x})} \nabla^2 \left( e^{\frac{\zeta(\vec{x})}{2}} \right),$$

where $\nabla^2$ is the flat space Laplacian, $H = \dot{a}/a$ the Hubble constant and $\rho(t)$ is the background density.

In what follows, it is useful to work with the Fourier modes of the field $\zeta$, which we call $\zeta(\vec{k})$. These $k$-modes define a field in position/coordinate space such that, at any position $\vec{x}$, the value of the field is given by

$$\zeta(\vec{x}) = \int \frac{d\vec{k}}{(2\pi)^3} e^{i\vec{k}\cdot\vec{x}} \zeta(\vec{k})$$

and so

$$\nabla^2 \zeta(\vec{x}) = - \int \frac{d\vec{k}}{(2\pi)^3} e^{i\vec{k}\cdot\vec{x}} k^2 \zeta(\vec{k}).$$
Expanding the exponentials in Eq. (2) we get

$$\frac{\delta \rho(\vec{x}, t)}{\rho(t)} \approx \frac{8}{9} \frac{1}{a(t)^2 H(t)^2} \left[ 1 - \frac{5}{2} \zeta(\vec{x}) \right] \frac{\nabla^2 \zeta(\vec{x})}{2} \approx - \frac{4}{9} \frac{1}{a(t)^2 H(t)^2} \left[ \frac{1}{9} \frac{1}{a(t)^2 H(t)^2} \int \frac{d\vec{k}}{(2\pi)^3} e^{i\vec{k} \cdot \vec{x}} k^2 \zeta(\vec{k}) \right].$$

We refer to the quantity on the right hand side as the linear overdensity, since we linearized Eq. (2). The Fourier transform of this linear overdensity is

$$\Delta(\vec{k}) = \frac{4}{9} \frac{k^2 \zeta(\vec{k})}{a(t)^2 H(t)^2}.$$  \hspace{1cm} (5)

The linear overdensity averaged within a sphere of radius $R$ centered at $\vec{x}_0$ satisfies

$$\delta_R(\vec{x}_0, t) = \frac{3}{4\pi R^3} \int d\vec{x} \frac{\delta \rho(\vec{x}, t)}{\rho(t)} \theta \left( R - |\vec{x} - \vec{x}_0| \right)$$

$$= \int \frac{d\vec{k}}{(2\pi)^3} \Delta(\vec{k}, t) e^{i\vec{k} \cdot \vec{x}_0} W_{TH}(kR),$$

where

$$W_{TH}(kR) \equiv 3 \frac{j_1(kR)}{kR} = 3 \frac{\sin(kR) - kR \cos(kR)}{(kR)^3},$$

is the Fourier transformed top-hat Window function.

The non-linear over-density represents the physical observable which defines the local spacetime deformation from a pure FRW universe. A PBH is the direct consequence of the gravitational collapse of such a perturbation. However, the explicit use of the over-density is actually unnecessary. The main statistical variable, directly related to inflation, is in fact $\zeta$, as pointed out in [7]. Nevertheless, we will still sometimes use the linearized overdensity — in terms of $\zeta$ — for comparison to previous work [14].

The quantity which plays a crucial role in the physics of PBH formation is closely related to the gravitational potential and, in spherical symmetry, is known as the compaction function [11]. For a spherically symmetric overdensity distribution the compaction function $C$ is a particular nonlinear combination of the smoothed overdensity:

$$C(R, \vec{x}_0) = \frac{R^2}{R_H^2} \delta_R(\vec{x}_0, t) \left( 1 - \frac{3}{8} \frac{R^2}{R_H^2} \delta_R(\vec{x}_0, t) \right).$$

Note that $C$ is independent of time $t$ because the time dependence of $\delta_R$ is canceled by that of $R_H^2$. Given the central importance of the combination $(R^2/R_H^2) \delta_R(\vec{x}_0, t)$ in the compaction function, we define the new gaussian variable

$$g_R(\vec{x}_0) \equiv \frac{R^2}{R_H^2} \delta_R(\vec{x}_0, t) = 4 \int \frac{d\vec{k}}{(2\pi)^3} (kR)^2 \zeta(\vec{k}) W_{TH}(kR) e^{i\vec{k} \cdot \vec{x}_0},$$

which is explicitly independent of time. In terms of $g_R$,

$$C(R, \vec{x}_0) = g_R(\vec{x}_0) \left( 1 - \frac{3}{8} g_R(\vec{x}_0) \right);$$

this shows that $C \leq 2/3$, with equality at $g_R(\vec{x}_0) = 4/3$. Our goal is to determine what is required of $g_R(\vec{x}_0)$ so that a black hole forms around it.

## III. BLACK HOLE FORMATION: CONDITIONS AND MASSES

### A. Conditions

As we have already mentioned, numerical simulations have shown that for a black hole to form at position $\vec{x}_0$, the compaction function should be maximal on some scale $R_{max}$ (from now on simply $R$) and its amplitude on this scale should exceed a critical value $C_c$. This threshold value depends upon the whole curvature profile $\boldsymbol{R}$. In particular,
simulations show the existence of a lower bound $C_c \geq 2/5 \ [12]$. This latter, combined with the upper bound $C \leq 2/3$, implies that

$$\frac{4}{3} \left(1 - \sqrt{\frac{2}{5}}\right) \approx 0.49 \leq g'_R(\vec{x}_0) \equiv g_c \leq \frac{4}{3} \cup \frac{4}{3} \leq g_c \leq \frac{4}{3} \left(1 + \sqrt{\frac{2}{5}}\right) \approx 2.18 \ . \quad (12)$$

To within a few percent, $C_c$ only depends on $R^2C''(R, \vec{x}_0)\big|_{C=C_c} = R^2C''(R, \vec{x}_0)$ via the analytical transcendental equation \[12\]

$$C_c = \frac{4}{15} e^{-\frac{1}{2}} \frac{q^{1 - \frac{5}{2q}}}{\Gamma\left(\frac{5}{2q}\right) - \Gamma\left(\frac{5}{2q} - \frac{1}{2q}\right)} \ , \quad (13)$$

where

$$q \equiv -\frac{C''(R, \vec{x}_0)R^2}{4C_c(R, \vec{x}_0)} \ , \quad (14)$$

and where we have used the notation $df/dR = f'$. We need now to find the conditions for $R$ to be the maximum of $C$. The first condition is that the compaction function has an extreme in $R$, i.e. $C' = g'_R(1 - \frac{3}{4}g_R) = 0$. The latter implies either $g'_R = 0$ or $g_R = 4/3$. The value $g_R = 4/3$ corresponds to the upper bound of $C$ and so it is statistically unlikely. Discarding it, we are left with the condition $g'_R(\vec{x}_0) = 0$. The second requirement for $R$ to be a maximum of the compaction function is that $C'' = g''_R(1 - \frac{3}{4}g_R) < 0$. This directly implies that a maximum of $C$ corresponds to a maximum of $g_R(\vec{x}_0)$ for $0.49 \leq g_R(\vec{x}_0) < 4/3$ and to a minimum for $4/3 < g_R(\vec{x}_0) \leq 2.18$.

Because we are looking for isolated peaks in the over-density, we will also need that $\vec{x}_0$, the position around which $C' = 0$, is a local peak in $C(R, \vec{x}_0)$. This is achieved by demanding that $\nabla_{\vec{x}_0} C(R, xo) = 0$, and that the $3 \times 3$ matrix of second derivatives of $C$ be negative. As before, a maximum of $C$ in $\vec{x}_0$ corresponds to a maximum of $g_R(\vec{x}_0)$ for $0.49 \leq g_R(\vec{x}_0) < 4/3$ and to a minimum for $4/3 < g_R(\vec{x}_0) \leq 2.18$.

Strictly speaking, if there is a peak at position $\vec{x}_0$ when the smoothing scale is $R$, then a small change in $R$ may result in a slightly shifted peak. To impose the spatial peak constraint across smoothing scales (i.e. along the path traced by the shifting peak position as $R$ changes), we must impose the peak requirement slightly differently. We discuss this in Appendix \[A\] where we provide the exact expression, and argue that ignoring this extra subtlety should be a good approximation for the high peaks of most interest here.

Summarizing then, black hole formation is associated with those positions $\vec{x}_0$ for which

- Maximum of $g_R(\vec{x}_0)$ in $R$: $0.49 \leq g_R < 4/3$

  $$g'_R = 0, \ g''_R < 0, \ \nabla_i g_R = 0, \ and \ \nabla_i \nabla_j g_R < 0 \ . \quad (15)$$

- Minimum of $g_R(\vec{x}_0)$ in $R$: $4/3 < g_R \leq 2.18$

  $$g'_R = 0, \ g''_R > 0, \ \nabla_i g_R = 0, \ and \ \nabla_i \nabla_j g_R > 0 \ , \quad (16)$$

where $\nabla_i$ is the derivative with respect to $x_i$.

We pause here to stress that while the condition to form a PBH is related to the presence of a maximum in the compaction function, PBHs are associated with maxima of the overdensity (Eq. \[15\]) or minima (Eq. \[16\]), depending on the value of $g_R(\vec{x}_0)$. While the dependence of the PBH abundance on over-density maxima have been considered in the literature \[4 \ 8 \ 10\], the minima have been overlooked. In the next section, we estimate the number density of such positions and show that the minima may indeed contribute non-negligibly.

In what follows, we work with the dimensionless variables

$$v_R \equiv R g'_R \ , \quad w_R \equiv -R^2 g''_R \ , \quad \chi_R \equiv -R^2 \nabla^2 g_R \ . \quad (17)$$

Then $g_R(\vec{x}_0)$ can then be related to the others by the relation

$$R^2 g''_R - R^2 \nabla^2 g_R = 2g_R \ . \quad (18)$$
Therefore, given any two of the variables \( g, w \) and \( \chi \), the third is determined by the relation

\[
\chi_R = 2g_R + w_R .
\]  

(19)

The last equation might also be read as showing the relation between different smoothings of \( \Delta \): \( g_R \) is the smoothing of \((R/R_H)^2 \Delta(k)\) via the top-hat window function \( W_{TH}(kR) \), whereas \( \chi_R \) and \( w_R \) smooth it with \((kR)^2 W_{TH}(kR)\) and \([(kR)^2 - 1] W_{TH}(kR)\) respectively.

To simplify the notation from now on we will drop the subscript \( R \) in our statistical variables, unless needed.

### B. Masses

So far, we have discussed what is special about the positions around which PBHs form. For \( C \) greater than but close to the critical value \( C_c \) (c.f. equation [13]), the mass of the associated PBH is described by the following scaling law [15]:

\[
M_* = \frac{K}{H_R} (C - C_c)^\gamma, \quad \text{with} \quad \gamma \approx 0.36,
\]

(20)

where \( C_c = C_c(w) \) (see eq. [13]) and \( C \) is given by eq. [11].

We have also identified \( H_R^{-1}(t_m) = a(t_m)R_0 \) which can be inverted to obtain \( t_m(R) \) during radiation domination, given the fact that \( a(t) = a_0(1 + 2H_0(t-t_0))^{1/2} \), where \( a_0 \) and \( H_0 \) are respectively the scale factor and the Hubble scale related to some reference time \( t_0 \).

Note that \( t_m(R) \) is only a reference time relating the smoothing scale \( R \) with the mass contained in a Hubble volume of the same size. In other words, although recently called “horizon crossing” time in [9], physically, \( t_m(R) \) is generically unrelated with the time in which the over-density, eventually collapsing into a PBH, re-enter the Hubble scale. The latter is determined by the full non-linear evolution of the collapsing perturbation.

Finally, the exact value of the constant \( K \) depends on the full dynamics of the PBH accretion. However, it is always of \( O(1) \) [9]. For typical cases, like a gaussian profile of the over-density, one has \( K \approx 6 \) [16]. As this constant will not change the order of magnitude of our estimations for the abundance, we will fix it to \( K \approx 6 \) whenever needed.

Gravitational collapse into a non vanishing mass PBH happens whenever \( C(\omega, \chi) > C_c(w) \), implying

\[
\frac{4}{3} \left( 1 - \sqrt{1 - \frac{3}{2} C_c(w)} \right) < g < \frac{4}{3} \left( 1 + \sqrt{1 - \frac{3}{2} C_c(w)} \right).
\]

(21)

Although gravitational collapse into a PBH can happen for any \( g > \frac{4}{3} \left( 1 - \sqrt{1 - \frac{3}{2} C_c(w)} \right) \) in linear theory [14], non-linearities put an upper bound on the allowed range of linear amplitudes.

### IV. STATISTICS

As we have already mentioned, the statistical proprieties of all the variables introduced so far are fully determined by the statistics of \( \zeta \). Using \( P(k) \) to denote the power spectrum of \( \zeta_k \) one has

\[
\langle \zeta_k \zeta_{k'} \rangle \equiv (2\pi)^3 \times \frac{2\pi^2 P(k)}{k^3} \delta^{(3)}(k + k') .
\]

(22)

If \( \zeta_k \) is a gaussian variable, then \( \Delta \) (and hence \( \delta_H \)) is also. Its Fourier transform \( \Delta_k \) has variance

\[
\langle \Delta_k \Delta_{k'} \rangle \equiv (2\pi)^3 \times R_H^4 \times \frac{16}{81} k \times 2\pi^2 P(k) \delta^{(3)}(k + k') .
\]

(23)

1 Larger peaks deviate from this scaling law by 15% [16], however they are also exponentially rarer. Therefore, we neglect the fact that this scaling law may be violated.

2 Note that in previous literature, e.g. [15], this value has been mistakenly taken as \( \approx 4 \) as it was confused with the equivalent one given in terms of the threshold at the edge of over-density [15].
Defining

\[ \sigma^2_g(R) \equiv \frac{16}{81} \int \frac{dk}{k} (kR)^4 P(k) W_{TH}^2 (kR)^{3j}, \]

(24)

and using [18], we have the following relevant correlators:

\[ \sigma^2_g \equiv \langle g^2 \rangle = \sigma^2_0, \quad \sigma^2_\chi \equiv \langle \chi^2 \rangle = \sigma^2_2, \quad \sigma^2_w \equiv \langle w^2 \rangle = \sigma^2_0 - 4\sigma^2_1 + 4\sigma^2_0, \]

\[ \sigma^2_v \equiv \langle v^2 \rangle = \frac{d\langle gv \rangle}{d\ln R} - \langle gw \rangle + \sigma^2_1 - 2\sigma^2_0, \quad \text{where} \quad \langle gv \rangle = \frac{1}{2} \frac{d\sigma^2_0}{d\ln R} \]

(25)

and

\[ \langle g\chi \rangle = \sigma^2_1, \quad \langle gw \rangle = \sigma^2_1 - 2\sigma^2_0, \quad \langle w\chi \rangle = \sigma^2_2 - 2\sigma^2_1, \]

\[ \langle v\chi \rangle = \frac{1}{2} \frac{d\sigma^2_1}{d\ln R} - \sigma^2_1, \quad \langle vw \rangle = \langle v\chi \rangle - 2\langle vg \rangle. \]

(26)

Finally, it is standard to define the normalized (Pearson) correlation coefficient \( \gamma_{ab} \equiv \langle ab \rangle / \sigma_a \sigma_b \). Unless \( P \) is a power law, these \( \gamma_{ab} \) also depend on \( R \).

A. Implementing the constraints: number density

We will start implementing the constraints related to a maximum of \( g \) (Eq. [15]). A similar procedure can be straightforwardly applied to the minima.

The constraints on \( g \) are

\[ \frac{4}{3} \left( 1 - \sqrt{1 - \frac{3}{2} C_c(w)} \right) < g < \frac{4}{3}, \]

(27)

we stress once again that this implies \( C > C_c(w) \). The logic for implementing the constraints on the derivatives of \( g \) with respect to the smoothing scale \( R \) is analogous to that leading to Eq.3.5 in Section IIIb of [5]. We require that \( dg_R/dR > 0 \) and \( dg_R + \Delta g_R/dR < 0 \) as \( \Delta R \to 0 \). Since \( dg_R + \Delta g_R/dR \approx g''_R + \Delta R g''_R \), this means we want \( 0 < g''_R < -\Delta R g''_R \leq 0 \). In our dimensionless variables we then impose

\[ 0 < v < (\Delta R/R) w, \quad \text{and} \quad v \geq 0. \]

(28)

A similar argument applies to how one should implement the spatial peak constraints on \( \nabla_i \nabla_j g_R(\vec{x}_0) \) and \( \chi \) (see Section IIIa of [5] for details).

Therefore, in the approximation in which peaks in \( C \) are peaks in \( g \), the comoving number density of positions which satisfy the conditions [15] and which produce PBHs of mass \( M_\ast \) is given by

\[ \frac{dn}{dM_\ast} = \int_{R_{\min}}^{R_{\max}} \frac{dR}{R} \int_0^\infty dw \int_{3/4}^{1/2} \left( \frac{1}{1 - \sqrt{1 - 2C_c(w)}} \right) \frac{df(x/\chi_\ast)}{(2\pi R^2)^{3/2}} p(g, w, v = 0) \delta_D \left( M_\ast - \frac{K}{H_R} \left[ C(g) - C_c(w) \right]^{0.36} \right), \]

(29)

(see appendix [A] where we discuss the approximation which leads to this expression), where \( R_{\min} \approx 10^{12} \) gr (corresponding to small black holes that would have been Hawking evaporated by equality), \( R_{\max} \approx R_{eq} \) (the Hubble radius at matter-radiation equality) and \( R_c \equiv R_{eq} \sigma_1 / \sigma_2 \). The terms involving \( f(x/\chi_\ast)/(2\pi R^2)^{3/2} \) come from the spatial peaks constraint developed in [5] with \( f(x) \) given by their Eq. (A15); if \( x \gg 1 \) one finds \( f(x) \to x^3 \). The function \( p(g, w, v = 0) \) denotes the joint distribution of the variables \( g, w \) and \( v \), for which we provide an explicit expression shortly.

The delta function selects only those combinations of \( R, g \) and \( w \) which return \( M_\ast \) (c.f. the scaling relation Eq. [20]). Note that, the integrals over \( R, g \) and \( w \) represent contributions to the PBH abundance from different possible profile shapes and sizes (the shape explicitly determines the critical value of the compaction function \( C_c \)). In this constraint, \( C \) being a function of only \( g \) follows directly from Eq. [11]. However, the fact that \( C_c \) is a function of only \( w \) deserves further comment. First, recall that \( -R^2 C'' = -R^2 g''(1 - 3g/4) = w(1 - 3g/4) \). Next, note that, for \( g < 4/3, \)

\( (1 - 3g/4) = \sqrt{1 - 3C}/2, \) so \( g \) of Eq. [14] equals \( -R^2 C''/4C_c = w \sqrt{1 - 3C}/2/4C_c \).

Hence, Eq. [13] can be solved to yield \( C_c \) as a function of \( w \).
Finally, the joint distribution is

\[ dg\, dw\, p(g, w, v = 0) = \frac{1}{\sqrt{2\pi \sigma_0^2}} \frac{dg}{\sigma_0} e^{-g^2/2\sigma_0^2} \frac{e^{-w(\langle w|v=0,g\rangle)^2/2\Sigma_{w|v}^2}}{\sqrt{2\pi \Sigma_{w|v}^2}} \]

(29)

with

\[ \langle w|v=0,g \rangle = \sigma_w \frac{\gamma_{wg} - \gamma_{wv} \gamma_{vg}}{1 - \gamma_{gv}^2} \]

(30)

and

\[ \Sigma_{w|v}^2 = \sigma_w^2 \frac{1 - \gamma_{gv}^2 - \gamma_{wv}^2 - \gamma_{wg}^2 + 2\gamma_{vg} \gamma_{wv} \gamma_{wg}}{1 - \gamma_{gv}^2} \]

(31)

B. Implementing the constraints: Density fraction

At matter-radiation equality, the density fraction in PBHs is

\[ \beta_* \equiv \frac{1}{\rho_{eq}} \int dM_* \frac{dn}{dM_*} M_* \]

(32)

where \( \rho_{eq} = 3H_{eq}^2 \) is the radiation density evaluated at equality. Explicitly, for the abundance associated with maxima of \( g \),

\[ \beta_{\text{max}}^* = \frac{a_{eq}^3}{3(6\pi)^{3/2}} \int_{R_{\text{min}}}^{R_{\text{max}}} dR \frac{H_{eq}}{H_R} \int_0^\infty dw \int_{g_{\text{min}}}^{g_{\text{max}}} dg f\left(\frac{w + 2g}{\sigma_\chi}\right) p(g, w, v = 0) K \left[ C(g) - C_c(w) \right]^{0.36} \]

where \( g_{\text{min}} = (4/3) \left(1 - \sqrt{1 - 3C_c(w)/2}\right) \) and we have used the fact that \( H_{eq} = (a_{eq} R_{eq})^{-1} \). The factor \( a_{eq}^3 \) reflects the fact that the PBH density evolves as matter rather than radiation.

Similarly, the abundance of minima associated with \( g > 4/3 \) is

\[ \beta_{\text{min}}^* = \frac{a_{eq}^3}{3(6\pi)^{3/2}} \int_{R_{\text{min}}}^{R_{\text{max}}} dR \frac{H_{eq}}{H_R} \int_{-\infty}^{g_{\text{max}}} dw \int_{g_{\text{min}}}^{g_{\text{max}}} dg f\left(\frac{w + 2g}{\sigma_\chi}\right) p(g, w, v = 0) K \left[ C(g) - C_c(w) \right]^{0.36} \]

where \( g_{\text{max}} = (4/3) \left(1 + \sqrt{1 - 3C_c(w)/2}\right) \).

V. THE HIGH PEAK LIMIT

For the \( \beta_{\text{max}}^* \) integral, it is useful to define the new variable

\[ \tilde{g} = \frac{3}{4} \frac{g - 4}{\sqrt{1 - \frac{3}{2} C_c(w)}} \]

(33)

since then

\[ C(g) - C_c(w) = \frac{2}{3} \left(1 - \frac{3}{2} C_c(w)\right) (1 - \tilde{g}^2) \]

(34)

\(^3\) If we were comparing \( H_R \) with the Hubble scale at the beginning of the radiation era \( (H_{\text{rad}}) \) rather than at the end \( (H_{eq}) \), we would have had a single factor \( (a_{eq}) \) rather than cubic, reflecting the slower evolution compared to radiation. This is what is typically quoted in the literature.
So, by using $K \approx 6$ and $R_{\text{max}} \approx R_{\text{eq}}$ and making explicit the Hubble constant in terms of $R$, we get

$$
\beta_{\text{max}} \approx \frac{8}{3} \frac{a_{\text{eq}}^3}{(6\pi)^{3/2}} \int_{R_{\text{min}}}^{R_{\text{eq}}} \frac{dR}{R^2} \frac{dR_{\text{eq}}}{R} \left( \frac{\sigma_2}{\sigma_1} \right)^3 \int_0^1 dg \left[ \frac{2}{3} \left( 1 - \tilde{g}^2 \right) \right]^{0.36} \int_0^{\infty} dw \left( 1 - \frac{3}{2} C_c(w) \right)^{0.86} f \left( \frac{w + 2g}{\sigma_\chi} \right) p(g = g, w, v = 0).
$$

where we have defined:

$$
g = \frac{4}{3} \left( 1 + \tilde{g} \sqrt{1 - \frac{3}{2} C_c(w)} \right). \tag{35}
$$

Similarly,

$$
\beta_{\text{min}} \approx \frac{8}{3} \frac{a_{\text{eq}}^3}{(6\pi)^{3/2}} \int_{R_{\text{min}}}^{R_{\text{eq}}} \frac{dR}{R^2} \frac{dR_{\text{eq}}}{R} \left( \frac{\sigma_2}{\sigma_1} \right)^3 \int_0^1 dg \left[ \frac{2}{3} \left( 1 - \tilde{g}^2 \right) \right]^{0.36} \int_0^{\infty} dw \left( 1 - \frac{3}{2} C_c(w) \right)^{0.86} f \left( \frac{w + 2g}{\sigma_\chi} \right) p(g = g, w, v = 0).
$$

If the correlations come from inflation, we expect all the $\sigma_i \ll 1$. We call this limiting case the high peak limit. In this case $p(w|g, v = 0)$ is sharply peaked around its mean value $\bar{w} = \langle w|g, v = 0 \rangle$. This defines the mean curvature profile needed to estimate $M_\ast$. Whether $\bar{w}$ is positive or negative depends on the power spectrum. If positive, $\beta_{\text{max}}$ will dominate the abundance, otherwise $\beta_{\text{min}}$ dominates. In the high peak limit we then have

$$
\beta_{\text{min}}(\text{max}) \approx \frac{8}{3} \frac{a_{\text{eq}}^3}{(6\pi)^{3/2}} \int_{R_{\text{min}}}^{R_{\text{eq}}} \frac{dR}{R^2} \frac{dR_{\text{eq}}}{R} \left( \frac{\sigma_2}{\sigma_1} \right)^3 \int_0^\epsilon \frac{\epsilon}{\sqrt{2\pi\sigma_v}} \times \frac{\epsilon}{\sqrt{2\pi\sigma_v}} \left[ \frac{2}{3} \left( 1 - \tilde{g}_s^2 \right) \right]^{0.36} \bar{w}_s \left( 1 - \frac{3}{2} C_c(\bar{w}_s) \right)^{0.86} \left( \frac{\bar{w}_s + 2g_s}{\sigma_\chi} \right)^3 \frac{e^{-\epsilon^2/2\sigma_v^2}}{\sqrt{2\pi\sigma_v}}, \tag{36}
$$

where we remind the reader that $\bar{w}_s = \bar{w}(\tilde{g}_s)$ and $\epsilon = 0$ for the maximum and 1 for the minimum. In [36], we have introduced the notation $\sigma_{\bar{w}_s} = \sigma_\chi \sqrt{1 - \gamma_{\bar{w}_s}^2}$, see also Appendix B.

We are now left with the integral in $\tilde{g}_s$ which will depend on the shape of the power spectrum. However, to gain intuition, we can use the mean value theorem for integrals to obtain

$$
\beta_{\text{min}}(\text{max}) \approx \frac{8}{3} \frac{a_{\text{eq}}^3}{(6\pi)^{3/2}} \int_{R_{\text{min}}}^{R_{\text{eq}}} \frac{dR}{R^2} \frac{dR_{\text{eq}}}{R} \left( \frac{\sigma_2}{\sigma_1} \right)^3 \int_0^\epsilon \frac{\epsilon}{\sqrt{2\pi\sigma_v}} \times \frac{\epsilon}{\sqrt{2\pi\sigma_v}} \left[ \frac{2}{3} \left( 1 - \tilde{g}_s^2 \right) \right]^{0.36} \bar{w}_s \left( 1 - \frac{3}{2} C_c(\bar{w}_s) \right)^{0.86} \left( \frac{\bar{w}_s + 2g_s}{\sigma_\chi} \right)^3 \frac{e^{-\epsilon^2/2\sigma_v^2}}{\sqrt{2\pi\sigma_v}}, \tag{37}
$$

where

$$
g_s = \frac{4}{3} \left( 1 + g_s \sqrt{1 - \frac{3}{2} C_c(\bar{w}_s)} \right) \tag{38}
$$

and $|\tilde{g}_s| < 1$, or more specifically $-1 < g_s < 0$ for the maximum and $0 < g_s < 1$ for the minimum. Since $\bar{w}_s \propto g_s$, for a given smoothing scale $R$,

$$
\frac{d\beta_{\text{max}}}{d\ln R} \sim \nu_{nl}^3 e^{-\nu_{nl}^2/2}, \tag{39}
$$

where

$$
\nu_{nl}^{\text{min}}(\text{max}) \equiv \frac{4}{3} \left( 1 + g_s \sqrt{1 - \frac{3}{2} C_c(\bar{w}_s)} \right) \frac{\sigma_\chi}{\sigma_0 \sqrt{1 - \gamma_{\bar{w}_s}^2}}. \tag{40}
$$

This shows that although the abundance is related to the mean profile (through $\bar{w}$), it is not dominated, in the exponential, by the threshold value related to that profile, which would imply $|\tilde{g}_s| = 1$. This is because, at the threshold $4/3$, the abundance is exactly zero. However, the exponential decay implies that $|\tilde{g}_s|$ cannot be very different from $\sim 1$ [e.g. 4]. Thus, we will further approximate

$$
\nu_{nl}^{\text{min}}(\text{max}) \approx \frac{4}{3} \left( 1 \pm \sqrt{1 - \frac{3}{2} C_c(\bar{w}_s)} \right) \frac{\delta_{\text{th}}}{\sigma_0 \sqrt{1 - \gamma_{\bar{w}_s}^2}} \equiv \frac{\delta_{\text{th}}}{\sigma_0 \sqrt{1 - \gamma_{\bar{w}_s}^2}}. \tag{41}
$$

where $\delta_{\text{th}}$ denotes the threshold associated with the mean profile $\bar{w}$. 


VI. COMPARISON TO PREVIOUS WORK

One of the main differences between our approach and what has been done to date, e.g. [2, 4, 7, 8, 10], is that we calculate the abundance of PBHs related to all statistical realizations of over-density profiles and smoothing scales, rather than focusing only on the mean profile at a given smoothing scale. Nevertheless, as we have seen, in the high peak limit the dominant contribution to the abundance is given by the mean profiles per given smoothing scale $R$. Fixing the smoothing scale, we can then roughly compare our non-linear statistics in the high peak limit with previous other approaches.

A. Linear approach

The PBH abundance calculated by the use of the linearized over-density [4] and related to the scale $R$ correspondent to the maximum of the compaction function constructed on the mean over-density, was found to be proportional to $e^{-\nu_l^2/2}$ where

$$\nu_l \simeq \frac{3}{4} \delta_c \sqrt{\int \frac{dk}{k} (kR)^4 P(k)} \int \frac{dk}{k} (kR)^4 \text{sinc}(kR) P(k).$$

(42)

Assuming the non linear profile to be the same as the linear one, $\delta_c$ was taken to coincide with the full non-linear threshold $C_c$ calculated by considering $\frac{\Delta_{r=t}(r,t)}{\Delta_{r=0}(t)} \simeq \mu_{r=0}(t)$, where $\mu_{r=0}(t)$ is the threshold related to the mean profile of $\Delta$. Since this approach treats both thresholds equally, in principle the total abundance should be the sum of the two, however, the exponential suppression would select

$$\nu_l \simeq 1 - \sqrt{1 - \frac{3}{2} \delta_l} \sqrt{\int \frac{dk}{k} (kR)^4 P(k)} \int \frac{dk}{k} (kR)^4 \text{sinc}(kR) P(k).$$

(44)

Unfortunately, this approach has a serious drawback due to the IR divergences that must be regulated. This has been circumvented in [7] by only considering power spectra that go to zero rapidly as $k \to 0$. Although in real situations some regularization must be done, here, we will only consider such “regularized” spectra.

B. Curvature perturbation approach

To overcome the difficulty of dealing with the non-linear relation between the curvature perturbation $\zeta$ and the over-density $\delta_p/\rho$, the authors of [7] have considered the statistics of high peaks of $\zeta$ and argued that their abundance should generically match those of $\delta_p/\rho$. This leads to a factor proportional to $e^{-\nu_\zeta^2/2}$ where

$$\nu_\zeta = 3 \left(1 + \sqrt{1 - \frac{3}{2} \delta_\zeta} \right) \sqrt{\int \frac{dk}{k} (kR)^4 P(k)} \int \frac{dk}{k} (kR)^4 \text{sinc}(kR) P(k).$$

(45)

and $R$ corresponds now to the maximum of the compaction function associated to the mean $\zeta$ profile with $\delta_\zeta$ its threshold. This value was assumed to be $\delta_\zeta = 0.5$. With our fitting formula (13) we would not need to guess it. As before this approach suffer from the ambiguity of the threshold, so we can again approximate

$$\nu_\zeta \simeq 3 \left(1 - \sqrt{1 - \frac{3}{2} \delta_\zeta} \right) \sqrt{\int \frac{dk}{k} (kR)^4 P(k)} \int \frac{dk}{k} (kR)^4 \text{sinc}(kR) P(k).$$

(46)
Both linear and curvature perturbations approach miss the factor $\sqrt{1 - \gamma_{gv}^2}$. This factor arises from the constraint that the compaction function must be a maximum on scale $R$, a condition that is not enforced in either [4] or [7]. Since this term appears in an exponential, previous approaches can only really approximate ours in the limit where $\sigma_{gv} \to \sigma_g$.

Generically $C_c(\tilde{w}_a) \neq \delta_l \neq \delta_c$ as each of them corresponds to a different profile. It is however tempting to consider $C_c(\tilde{w}_a) \sim \delta_l \sim \delta_c$. This would suggest that the linear threshold is 3 times smaller than the non-linear one, or the one obtained by the use of $\zeta$. Nevertheless, as it has been numerically shown in [8],

$$
\left(1 - \sqrt{1 - \frac{3}{2}\delta_c}\right) < \left(1 - \sqrt{1 - \frac{3}{2}\delta_l}\right) .
$$

Thus, at least for this case, the assumption $\delta_l = \delta_c$ turns out to be inconsistent, while $C_c \sim \delta_c$ will not be a bad approximation.

Apart from the correlation taking into account the constraint on the maximum of the compaction function, we also see discrepancies in the other correlators. These might be minimized for very peaked profiles (and maximized the other way around). Indeed, considering

$$
\mathcal{P} \sim k_p\mathcal{P}_0\delta(k - k_p) ,
$$

we see that, for the curvature perturbations approach,

$$
\sqrt{\int \frac{dk}{k}\mathcal{P}(k)}\frac{1}{\int \frac{dk}{k}(kR)^2W_TH(kR)\mathcal{P}(k)} \sim \left(\frac{k_pR}{\delta_c}\right)^2\mathcal{P}_0 \sim \sigma_g^{-1} .
$$

In contrast, for the linear approach,

$$
\sqrt{\int \frac{dk}{k}(kR)^4\mathcal{P}(k)}\frac{1}{\int \frac{dk}{k}(kR)^4\text{sinc}(kR)\mathcal{P}(k)} \sim \left(\frac{k_pR}{\delta_c}\right)^2\mathcal{P}_0 \sim \sigma_g^{-1} .
$$

However, because $\text{sinc}(k_pR) < W_TH(k_pR)$ for the values of $k_pR$ of most interest, and because the non-linear threshold is smaller than the linear one, we can roughly approximate, for the peaked profile,

$$
\sqrt{1 - \gamma_{gv}^2} v_{nl} \sim v_c \sim v_l ,
$$

where we remind the reader that we have assumed that the three approaches have the same overall numerical factors and $R$. This assumption seems not to be so bad though [8], at least for the case of a very narrow power spectrum.

In this promising case, we indeed are going to see that all statistics coincide. For a power spectrum of the form [48], $\Sigma_{w|\nu g} \to 0$ and so the integral in $w$ becomes a delta function centered in $w = \bar{w}$. In addition, $\gamma_{gv}^2 \to 1$ for $R$ except for one special value. When $\gamma_{gv} \to 1$, $p(g|v = 0)$ is a delta function centered on $g = 0$. This is too low to produce PBHs, so such positions have $\beta_{g} \to 0$.

The Pearson correlation coefficients are $\gamma_{gv}^2 \propto \frac{1}{\sigma_g^2\sigma_c^2}$. While $\sigma_g^2 > 0$, the correlator describing the peak of $g$ in $\bar{x}_0$ has a zero at $R = R_c \simeq 2.74 \times k_p^{-1}$. This corresponds also to the radius at which the compaction function constructed on the mean linear density profile [4] and/or the mean curvature profile [7] becomes maximal. At this radius $\frac{R}{\sigma_c} \simeq 5.53$. In this case then the assumption that the dominant contribution to the abundance is related to a maximum of $g$ is also correct. The value $\frac{R}{\sigma_c} \simeq 5.53$ corresponds to $\delta_{th} \simeq 0.49$, which is very similar to what found in previous literature [4], or assumed in [7]. Interestingly also, for $R = R_c$, $W_TH(k_pR_c)/\text{sinc}(k_pR_c) \simeq 3$ taking care of the threshold difference from the linear to the non-linear case, in agreement to what we have discussed above.

Finally, at this radius, $\gamma_{gv} \to 0$ and thus

$$
\nu_{nl}\bigg|_{R=R_c} \simeq \nu_l\bigg|_{R=R_c} \simeq \nu_c\bigg|_{R=R_c} ,
$$

CG would like to thank Jaume Garriga for pointing this out.
FIG. 1: Correlation coefficients associated with the model in which \( P(k) = A_s \exp(-kr_c) \). Blue, cyan, and green show \( \gamma_{gv}, \gamma_{gw} \) and \( \gamma_{gx} \), whereas red and magenta show \( \gamma_{wx} \) and \( \gamma_{wv} \). For \( R/r_c \gg 1 \), all these coefficients become approximately constant.

One would then be worried that, because we actually have an integral in \( R \), the abundance of an isolated point would be zero. However, the integrand in \( R \) is also proportional to \( \sigma^{-1} \) effectively generating a delta function at \( R = R_c \). This also implies that, for a very peaked \( P \), the mass spectrum is also sharply peaked, as also pointed out in [4].

We want to end this section though by warning the reader that, although the exponential suppression of the three approaches are similar, the exact abundance might differ by several orders of magnitude due to the exact details of \( \beta \). even in the high peak limit eq. (37).

D. Comparison II: broad spectrum

To model a broad power spectrum we consider \( P = A_s \exp(-kr_c) \) for some \( r_c \) smaller than any \( R \) of interest. In this case

\[
\sigma_0^2 \simeq \frac{16}{81} A_s \frac{9}{4\pi^2} \left( \frac{2(R/r_c)^2 + 1}{4(R/r_c)^2} \right)
\]

\[
\sigma_1^2 \simeq \frac{16}{81} A_s \frac{9}{8\pi^2} \left( \left[ 4(R/r_c)^2 + 1 \right] + \frac{4(R/r_c)^2 [8(R/r_c)^2 - 6(R/r_c)^2 - 1]}{[4(R/r_c)^2 + 1]^2} \right)
\]

\[
\sigma_2^2 \simeq \frac{16}{81} A_s \frac{72}{\pi^2} \frac{48(R/r_c)^4 + 56(R/r_c)^2 + 35}{(r_c/R)^8 [4(R/r_c)^2 + 1]^4}
\]

from which all the correlators of interest (Eq. 26) can be built. Note that \( \sigma_0^2 \) has four powers of \( k \) which multiply \( P \). One way to further reduce the sensitivity to small \( k \) is to use two different values of \( r_c \) and subtract the corresponding \( \sigma_j \) before constructing the correlators. This produces qualitatively similar results to those shown in Figure 7.

Figure 7 shows the correlation coefficients associated with this model. Blue, cyan, and green show \( \gamma_{gv}, \gamma_{gw} \) and \( \gamma_{gx} \), whereas red and magenta show \( \gamma_{wx} \) and \( \gamma_{wv} \). Note that all these \( \gamma \)s tend to constant values at large \( R/r_c \). In particular, at \( R/r_c \gg 1 \), \( \gamma_{wx} \to 1 \), \( \gamma_{wv} \to 0 \) and \( \gamma_{gv} \to 0 \). That \( \gamma_{gv} \to 0 \) is significant, since then \( \nu_{g|v} \to \nu_g \); the constraint on \( v \) does not matter for the distribution of \( g \).
We are particularly interested in the combination $\gamma_{wG} - \gamma_{wV}\gamma_{wG}$, since this controls the sign of $\bar{w}$. (For $0.49 \leq g < 4/3$ we require $w > 0$, so if the sign of $\bar{w}$ is negative, $w > 0$ will be extremely unlikely. Figure 1 shows that $\gamma_{wV}\gamma_{wG} \ll \gamma_{wG}$ for all $R/r_c > 3$, and, since $\gamma_{wG}$ is positive, $\bar{w}$ is also. This means that PBH abundances will be dominated by the peaks associated with $0.49 \leq g < 4/3$; the contribution from $g > 4/3$ which we argued require $w < 0$ will be suppressed. However, for $R/r_c < 1$ or so, both $\gamma_{wV}$ and $\gamma_{xw}$ change sign. As a result, for sufficiently small $R/r_c$, $\bar{w}$ can be negative; in this case, it is the contribution from $0.49 \leq g < 4/3$ that is suppressed.

Note that if we set $r_c \propto R$ in the expressions above, then the $\sigma_j$ become independent of $R$. This sort of scaling was assumed by [10]. However, in effect, $r_c \propto R$ corresponds to redefining the smoothing window from its top-hat shape to something else (in this case from $W_{TH} \to W_{TH}e^{-kr_c/2}$). In turn, this will modify the relation between $x, w$ and $g$ (Eq. 18) which played an important role in our analysis. Hence, this is a very non-trivial modification of the approach which we do not consider further.

We have also explored another broad $\mathcal{P}$ parametrization: we use a flat power spectrum ranging from $k = k_{min}$ to $k = k_{max}$ with $k_{min} \ll k_{max}$, as the one used in [4] to model the broad case, and taking $\delta_l(R_b) \simeq C_c(R_b)$ [3], where $R = R_b$ is the radius associated to the maximum of the compaction function calculated with the mean over-density profile. We then find that $\nu_{nl}(R_b) \simeq 0.4 \times \nu_l(R_b)$. In other words, the linear analysis over-estimates the PBH abundance. This is because $g$ is unbounded in the linear analysis, so the configuration space which gives rise to PBHs is larger.

On the other hand, the estimate based on curvature statistics greatly under-estimates the PBH abundance due to the IR divergences. So in general we have that, for a broad power spectrum,

$$\nu_{nl} \gg \nu_l .$$

(VI) CONCLUSIONS

Primordial Black Holes might account for the whole of the missing dark matter. If generated during the radiation dominated epoch of our Universe, they do not need to be very copious, on the contrary, because their density scales like matter, they must be extremely rare at formation.

The typical mechanism for PBH formation during the radiation dominated era is the collapse of rare large inhomogeneities in the energy density produced during inflation at cosmological horizon re-entry (for alternative mechanisms see e.g. [22]). Because they are rare, they depend exponentially on the exact statistical distribution of the over-densities that would collapse into PBHs. So far, this statistical distribution has been estimated using the linear statistics (either in terms of linear over-density or in terms of curvature perturbations). In this paper, assuming a gaussianly distributed curvature perturbation, we instead provided for the first time the full non-linear statistics of PBH and their mass distribution.

PBHs are formed whenever the “gravitational potential”, or more precisely the compaction function, at its maximum exceeds a certain critical threshold. The compaction function is a quadratic polynomial of the smoothed overdensity so, for gaussian statistics of the linear over-density, the statistics of the compaction function is non-central chi-square. The difference between the linear and non-linear statistics goes beyond the mere choice of the correct statistical variable. In the linear statistics approaches PBHs are associated with peaks which exceed a certain threshold. This threshold was obtained by considering the shape of a mean profile, related to a given power spectrum of curvature perturbations, and plugged into the deterministic relation between the linear over-density and the compaction function [4] (similarly in the curvature perturbation approach [7]). This approach leaves the question of whether the threshold so calculated can be used for all possible statistical realizations of the over-densities that would collapse into PBHs. In our approach, the thresholds for each possible over-density realization are included self-consistently.

An additional difference between our approach and previous work is the choice of the statistical conditions for PBH formation. In the linear analyses the conditions for a PBH are that a) there exist a maximum (peak) for the linear over-density, b) this maximum is larger than a certain threshold. In the non-linear statistics the conditions are quite different: a) there exist an extremum (either a maximum or a minimum) of the linear over-density, b) there exist a smoothing radius $R$ for which the compaction function is maximal and c) the compaction function is larger than a threshold that is related to the specific realization of the linear over-density.

Although the results based on non-linear statistics appear remarkably different from the linear-based ones, for an extremely peaked power spectrum, the order of magnitude of PBH abundance is very similar. In contrast, for a broad power spectrum, the results are quite different. Linear over-density statistics over-estimate the PBHs abundance while the linear curvature statistics under-estimate it relative to our nonlinear one. For the linear over-density approach, this over-estimation is because the amplitudes that would form a black hole seem to be only bounded from below. This is however an artifact of the linear analysis as, after a certain amplitude for the linear over-density, the compaction function (the non-linear gravitational potential) starts to decrease. On the other hand, the curvature perturbation
approach suffers from the fact that extremes of over-densities might not always coincide with extremes of curvature perturbations (while the contrary is always true). Thus, generically, the curvature perturbation approach, based on counting the extremes of curvature perturbations, under-estimates the PBH abundance.

Note added

Shortly after our results were presented at the focus week on primordial black holes at the Kavli IPMU by CG [20], a very similar analysis to ours appeared on the arXiv [21]. This work only sketches the argument that leads to the first equation of our Appendix A, but does not proceed further.

Appendix A: From point process to statistics

Let \( \vec{x}_0 \) denote a position around which a PBH forms in a single realization of the field \( g_R(\vec{x}_0) \). The mean number density of such positions is given by adding up the point process of such PBH positions and dividing by the total volume. Averaging this over all realizations of the field yields

\[
\frac{dn}{d \ln R} = \left\langle \sum_i \delta^{(3)}_D(\vec{x} - \vec{x}_i) \right\rangle = \left\langle |J| \delta^{(3)}_D(\nabla g_R) \delta(\lambda) \delta_D(v_R) \vartheta(w_R) C_{\text{max}}(g_R) \right\rangle
\]

where the first delta function expresses the requirement that the spatial gradient equal zero, the step function requires the second derivatives to have the right sign (this can be written as the requirement that the three eigenvalues of the matrix \( \nabla^2 v \) all have the right sign; it is conventional to use \( \lambda \) to denote these eigenvalues, so we want the smallest of these \( |\lambda| \) to have the right sign), the second delta function requires \( g_R \) to be an extremum on smoothing scale \( R \) and the final step function requires this extremum to be a maximum (rather than a minimum), and \( C_{\text{max}}(g_R) \) expresses the requirement that we are typically only interested in maxima for which \( g_R \) lies between certain values (e.g. \( 0.49 \leq g_R \leq 4/3 \) of Eq. 15). Finally, \( |J| = \delta(\vartheta(v_R \nabla g_R)/\partial \{R, \vec{x}\}) \) is the Jacobian determinant (associated with the delta-functions) which transforms from spatial positions \( \vec{x} \) and scales \( R \) to variables \( \nabla g_R \) and \( v_R \). If we set \( \eta_i \equiv \nabla_i g \), then \( \partial \eta_i / \partial \ln R = \nabla_i v \) and

\[
|J| = \begin{vmatrix}
\partial v / \partial \ln R & \nabla_x v & \nabla_y v & \nabla_z v \\
\nabla_x v & \nabla_{xx} g & \nabla_{xy} g & \nabla_{xz} g \\
\nabla_y v & \nabla_{yx} g & \nabla_{yy} g & \nabla_{yz} g \\
\nabla_z v & \nabla_{zx} g & \nabla_{zy} g & \nabla_{zz} g
\end{vmatrix} = \det(\nabla \vec{\eta})(\frac{\partial v}{\partial \ln R} - \nabla_i v(\nabla_{ij} g)^{-1} \nabla_j v).
\]

To appreciate the physical significance of the two terms, it is useful to study the case in which \( \nabla v = 0 \) (in addition to \( \nabla_{ij} g = 0 \) and \( v_R = 0 \)). Then \( |J| \) simplifies to \( |\det(\nabla \vec{\eta})| / |\partial v / \partial \ln R| \). Since \( \partial v / \partial \ln R = v_R - w_R \), and \( v_R = 0 \), we have \( |J| = |\det(\nabla \vec{\eta})| / |w_R| \): the first factor is the spatial peaks constraint of [5] and the second is a result of requiring the profile to have \( v_R = 0 \). This simple factorization of the two requirements is what appears explicitly in the analysis in the main text (the \( \det(\nabla \vec{\eta}) \) term gives rise to the \( f(\chi/\sigma_\chi) \) term).

Although generically \( \nabla v \neq 0 \), for extremely rare peaks, i.e. the ones which matter most for PBHs, \( \nabla v \sim 0 \) whenever \( g_R = 0 \). Nevertheless, for completeness, we shall also discuss the case in which \( \nabla v \neq 0 \). Here, it is useful to consider the fact that if there is a peak at position \( \vec{x}_0 \) when the smoothing scale is \( R \), then a small change \( R \) may result in a slightly shifted peak. To impose the spatial peak constraint across smoothing scales (i.e. along the path traced by the shifting peak position as \( R \) changes), we must require

\[
\frac{d \eta_i}{dR} = \frac{\partial \eta_i}{\partial R} + \frac{d \vec{x}_{pk}}{dR} \cdot \nabla \eta_i = 0 \quad \text{which implies} \quad \frac{\partial \eta_i}{\partial \ln R}(\nabla \eta_i)^{-1} = -\frac{d \vec{x}_{pk}}{d \ln R}.
\]

This means that

\[
|J| = \det(\nabla \vec{\eta}) \left( \frac{\partial v}{\partial \ln R} + \frac{d \vec{x}_{pk}}{d \ln R} \cdot \nabla v \right) = \det(\nabla \vec{\eta}) \left| \frac{dv}{d \ln R} \right|,
\]

which is again in factorized form for the spatial and scale curvatures, but now we see that the scale constraint is really in terms of the total derivative (with respect to \( R \)). In particular, requiring \( dv / d \ln R \leq 0 \) means

\[
\frac{\partial v}{\partial \ln R} = v - w \leq \nabla_i v \left( \nabla_{ij} g \right)^{-1} \nabla_j v.
\]
Since we are only interested in peaks with $v = 0$, this constrains $w$. Clearly, if $\nabla_i v = 0$ then this requires $w \geq 0$, whereas if $\nabla_i v \neq 0$ then the lower limit on $w$ is increased to $-\nabla_i v \left(\nabla_i^2 v\right)^{-1} \nabla_j v$ (i.e. at a peak in $g$, $\nabla_i v \left(\nabla_i^2 v\right)^{-1} \nabla_j v \leq 0$, so the profile must fall more steeply from its maximum value as $R$ changes). In the main text, increasing the lower limit on $w$ will have the result of making most PBHs have $C_p$ closer to the maximal value of $2/3$. Alternatively, since $w = \chi - 2g$,

$$\chi \geq 2g - \nabla_i v \left(\nabla_i^2 g\right)^{-1} \nabla_j v. \quad (A6)$$

This shows that $\nabla_i v \neq 0$ implies larger $\chi$ (i.e. larger peak curvature).

We now consider the conditional distribution of $\nabla v$ given $\eta_i \equiv \nabla_i g = 0$: $p(\nabla v|\eta_i = 0)$. This will be gaussian, with mean zero (since it is proportional to the constraint $\eta_i = 0$) and variance

$$\Sigma^2_{\eta_i|\eta} = \langle (\nabla v)^2 \rangle (1 - \gamma^2_{\eta_i,\eta}), \quad \text{where} \quad \gamma^2_{\eta_i,\eta} = \frac{\langle \eta_i \nabla v \rangle^2}{\langle \eta_i^2 \rangle \langle (\nabla v)^2 \rangle} \quad \text{with} \quad \langle \eta_i \nabla v \rangle = \frac{1}{2} \frac{\partial \langle \eta_i^2 \rangle}{\partial \ln R} = \frac{1}{2} \frac{\partial (\sigma_{\nabla}^2 / 3)}{\partial \ln R}. \quad (A7)$$

Note that $\nabla v$ does not correlate with any of the other statistical variables. This makes it relatively easy to incorporate into the analysis in the main text. The crude intuition is that integrating over the $p(\nabla v|\eta_i = 0)$ will replace $\nabla_i v \left(\nabla_i^2 g\right)^{-1} \nabla_j v$ in Eq.(B2) with its average value:

$$\langle \nabla_i v \left(\nabla_i^2 g\right)^{-1} \nabla_j v|\eta_i = 0 \rangle = \Sigma^2_{\eta_i|\eta} \left(\nabla_i^2 g\right)^{-1} \quad (A8)$$

(recall that $\langle \nabla v|\eta_i = 0 \rangle = 0$). So, if $\gamma_{\eta_i,\eta} \approx 1$ then this term makes little difference. In any case, the analysis in the main text ignores this term on the grounds that, for the highest peaks, it matters little.

The main text makes the point that, in addition to maxima of $g_R$, we are also interested in minima of sufficiently high $g_R$. The statistics of these ‘high minima’ can be written similarly to Eq. (A1), except that we must now reverse the signs of the quantities in the two step functions and replace $C_{\max}(g_R) \rightarrow C_{\min}(g_R)$, which requires $4/3 < g_R < 2.18$. Whereas symmetry between positive and negative fluctuations in a gaussian field would have the statistics of ‘high, positive peaks’ being similar to those of ‘low, negative minima’ (for which the sign of $g_R$ is also reversed), this will not be true for the ‘high minima’ of interest here, because the signs of the second derivatives of $g_R$ have been reversed, but that of $g_R$ has not. Generically, we expect the high minima to be less abundant, because $g_R$ is required to be larger, but there will be an additional effect – for most power spectra a suppression – due to the difference in sign. In addition, statistical homogeneity means that large values of $g_R$ become ever rarer as $R$ increases: i.e., for any $\bar{x}_0$, $g_R(\bar{x}_0) \rightarrow 0$ for large $R$. Therefore, if $\bar{x}_0$ is a peak position which satisfies $C_{\max}$ on some $R$, then, although the same position is very unlikely to satisfy either $C_{\max}$ or $C_{\min}$ on a larger $R$, if it does, we must be careful to only count the position once.

While double-counting is unlikely for high maxima, it is more of a concern for ‘high minima’. This is because $g_R$ must eventually turn over and decrease as $R$ increases. When it turns over, it will have $v_R = 0$ and $w_R > 0$, but because $g_R$ will be larger than the upper bound for $C_{\max}$ it will not form a PBH, so there is no double-counting problem. However, as $g_R$ is guaranteed to satisfy $C_{\max}$ on some even larger $R_p > R$, it may also be both a spatial peak and has $w_R > 0$ on this larger $R_p$. If so, then this position $\bar{x}_0$ potentially contributes to the PBH counts both on scale $R$ and on scale $R_p$. To be a maximum on scale $R_p$, it must have been a minimum on some scale between $R$ and $R_p$ before zig-zagging back up at $R_p$. Clearly, zig-zags are problematic, and they will be more problematic for high minima than for maxima. We refer readers who are worried about zig-zag related double-counting to [23] for a complete discussion of how to include this, exactly, in the analysis. However, for most power spectra of cosmological interest, zig-zags are increasingly unlikely at large $R$ (see also [24]). Since we are interested in the large $R$ regime, we have not included this additional complexity in our analysis, but note that, in principle, we could have done so.

**Appendix B: Conditional peaks**

The same statistics described in the main text might be more intuitively re-written by using the constrained variances $\sigma^2_{g|v} = \sigma^2_0 (1 - \gamma^2_{vg})$ and $\sigma^2_{w|g} = \sigma^2_w (1 - \gamma^2_{wg})$ denoting the variance of $g$ and $w$ at fixed $v$. Then, it is useful to define

$$\nu_{g|v} \equiv \frac{g}{\sigma_0 \sqrt{1 - \gamma^2_{vg}}} = \frac{g}{\sigma_{g|v}}. \quad (B1)$$
This makes
\[ dg \, dw \, p(g, w, v = 0) = \frac{1}{\sqrt{2\pi} \sigma_v} \, dv_{|v} \, e^{-v_{|v}^2/2} \, dw \, e^{-\left(\frac{\sqrt{2} \, \nu_{|v} \, (w - \langle w | v = 0, g \rangle)^2}{2 \, \Sigma_{w|v} g} \right)} \]
with
\[ \frac{\langle w | v = 0, g \rangle}{\sigma_w | v} = \gamma_{wg|v} \nu_{|v} \quad \text{and} \quad \frac{\Sigma_{w|v}^2}{\sigma_w^2 | v} = 1 - \gamma_{wg|v}^2 \quad \text{where} \quad \gamma_{wg|v} = \frac{\gamma_{wg} - \gamma_{vw} \gamma_{vg}}{\sqrt{(1 - \gamma_{wg}^2)(1 - \gamma_{vg}^2)}}. \]

Finally, for what is to follow, it is useful to know that
\[ \frac{\langle w | g, v = 0 \rangle}{\sigma_w} = \frac{d \sigma_{|v}}{d \ln R} \frac{\sigma_v^2}{\sigma_w \sigma_0}. \]

Suppose we search for spatial peaks on scale \( R \) that have \( v_R = 0 \); i.e., we do not require that \( w_R > 0 \). The number density of high peaks (\( \nu_{|v} \gg 1 \)) for these constrained statistics can be derived following the steps laid out in [5] and which lead to their Eq. (4.14):
\[ n_{pk}(\nu_{|v} | v = 0) \, d \nu_{|v} \rightarrow \frac{\gamma_{xg|v} \nu_{|v}}{\sqrt{6 \pi} R \sigma_{1|v} / \sigma_{2|v}} \, \frac{3}{2} \, e^{-\nu_{|v}^2/2} \, d \nu_{|v} = \left( \frac{\sigma_{1|v}}{\sqrt{3} \sigma_0 | v} \right)^3 \, \nu_{|v}^3 \, e^{-\nu_{|v}^2/2} \]
\[ \frac{d n_{pk}}{d \ln R} = \frac{\langle w | g, v = 0 \rangle}{\sqrt{2 \pi} \sigma_v} \, \frac{3}{2} \, e^{-\nu_{|v}^2/2} \, d \nu_{|v} | v = 0 \]
\[ \frac{\langle w | g, v = 0 \rangle}{\sqrt{2 \pi} \sigma_v} \, \frac{3}{2} \, e^{-\nu_{|v}^2/2} \, d \nu_{|v} | v = 0 \]

This is essentially what leads to the high peaks limit in the main text.
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