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A B S T R A C T

We present a theoretical and numerical scheme that enables quantifying hydrogen ingress in metals for arbitrary environments and defect geometries. This is achieved by explicitly resolving the electrochemical behaviour of the electrolyte, the hydrogen and corrosion reactions, the kinetics of surface adsorption, and hydrogen uptake, diffusion and trapping in mechanically-deforming solids. This new framework is used to produce maps that relate the absorbed hydrogen with the applied potential, specimen geometry and fluid velocity. We also present simplified versions of our generalised model, and benchmark predictions of these and other existing models against the generalised electro-chemo-mechanical results, establishing regimes of validity.

1. Introduction

The ingress of hydrogen into a metal brings a reduction in material toughness, ductility and fatigue crack growth resistance [1–3]. This phenomenon, often referred to as hydrogen embrittlement, is pervasive across the energy, defence, transport and construction sectors, and is gaining increasing attention due to the higher susceptibility of modern, high-strength alloys [4]. As a result, there is a significant body of literature devoted to the development of chemo-mechanical models for predicting hydrogen assisted failures (see, e.g., [5–10] and Refs. therein). These hydrogen embrittlement models commonly solve a coupled deformation–diffusion problem to define a fracture criterion as a function of mechanical fields (stress, strain) and hydrogen concentration. Consistent with experimental observations, model predictions are very sensitive to the hydrogen content, a key input in the transport sub-problem. However, the quantification of hydrogen ingress remains a challenge, and this is particularly the case when hydrogen originates from water vapour or aqueous electrolytes [11,12]. In other words, our inability to quantify hydrogen uptake is holding back the predictive potential of current hydrogen embrittlement models.

By far, the most widely used strategy for modelling hydrogen ingress is the definition of a constant hydrogen concentration at the surfaces of the sample exposed to the hydrogen-containing environment (see, e.g., [5–7,10,13–17]). Recently, a few authors have proposed instead to prescribe a constant chemical potential [18–22]. This is more accurate as it enables capturing the increase in hydrogen solubility associated with volumetric strains (lattice dilatation effects near the surface).

However, neither the hydrogen content nor the chemical potential are typically known in most hydrogen-containing environments, such as aqueous electrolytes. Atrens and co-workers [23,24] postulated the concept of an equivalent fugacity to relate the hydrogen content at the surface to the overpotential through experimental calibration. Turnbull and co-workers [25,26] and Kehler and Scully [27] have gone one step further and, building upon a number of assumptions, respectively defined the flux and the hydrogen concentration to be a function of the absorption and desorption reaction rate constants. In the regimes where their assumptions are relevant, this enables quantifying hydrogen ingress as a function of the overpotential and pH of the environment. However, the local pH and overpotential are typically unknown and can differ significantly from the bulk pH and overpotential, the commonly known quantities. For example, the narrow confines of occluded areas such as cracks or pits limit the exchange of dissolved metal ions with the bulk electrolyte, resulting in a very different local chemistry — e.g., the pH can change from 9 (global) to 2 (local) [28–30]. In turn, these pH differences can result in different reaction rates [31,32], and can thus result in significant differences in absorbed hydrogen between the area near the crack compared to the exterior boundaries [33]. An accurate estimation of hydrogen ingress requires resolving not only the absorption kinetics but also the bulk and surface electrochemistries, coupled with bulk hydrogen diffusion and mechanical straining.

In this work, we present a theoretical and computational modelling framework that fully resolves the physics of hydrogen uptake. The
model combines: (i) the electrochemical behaviour of the electrolyte (ion transport, electrolyte potential distribution), (ii) the Volmer, Heyrovsky, and Tafel reactions intrinsic to the Hydrogen Evolution Reaction (HER), (iii) adsorption and absorption surface kinetics, and (iv) hydrogen ingress, diffusion and trapping in a mechanically-deforming solid. For the first time, the electrochemistry of hydrogen uptake is explicitly modelled, enabling us to establish a connection between the bulk environment and the influx of hydrogen for arbitrary sample and defect geometries. Moreover, unlike previous attempts to connect the environment to the hydrogen ingress process, we do not establish any \textit{a priori} assumptions and thus do not limit our predictions to specific conditions. The competition between different reaction rates is investigated as a function of the applied electric potential and pH, establishing regimes of dominance and particularising the generalised model presented. Our calculations span a wide range of applied potentials, from anodic to cathodic regimes, mapping the impact of the environment on hydrogen absorption. Furthermore, we study the influence of the crack geometry and fluid flow velocity, establishing the scenarios where these effects are important. Finally, we provide simplified models which, together with the maps provided, can be used to approximate hydrogen ingress without explicitly simulating the electrolyte. The performance of these simplified models is compared to the results obtained from the complete electro-chemo-mechanical framework as well as to those calculated employing commonly used boundary conditions.

The remainder of this paper is structured as follows. The theory and governing equations are presented in Section 2. The numerical framework is then briefly described in Section 3. Subsequently, model predictions are validated against computational and experimental results in Section 4. In Section 5, hydrogen uptake is quantified as a function of the environmental conditions and the defect geometry. Finally, Section 6 shows how the results estimated with the complete and simplified models presented compare with commonly used modelling strategies. Concluding remarks end the manuscript in Section 7.

2. Theory

We consider a domain composed of two parts, an electrolyte in $\Omega_e$ and a metal in $\Omega_m$, as shown in Fig. 1. These two sub-domains interact on the interface $\Gamma_{int}$. In terms of primary fields, the metal domain is described through its displacement vector $\mathbf{u}$ and the hydrogen concentration at interstitial lattice sites $C_L^i$, the electrolyte behaviour is characterised by the concentration of the $\pi$ ionic species $C_\pi$ and the electric potential $\varphi$, and the internal interface is described through the coverage of adsorbed hydrogen $\theta_{ads}$. The focus is on surface reactions and hydrogen diffusion, and consequently no crack growth or material dissolution is considered, with pits and cracks being represented geometrically through the shape of the simulated domains.

A note on notation and units. For consistency across domains, the SI units $\text{mol/m}^3$ are used for all concentration quantities. As a consequence, reaction constants units follow accordingly; e.g., the water auto-ionisation constant is given by $10^{-8} \text{(mol/m}^3)^2$ (as opposed to the more common terminology of $10^{-14} \text{(mol/L)}^2$). Also, we define the electric potential relative to the standard hydrogen electrode, considering the equilibrium potential of hydrogen related reactions to be at $0 \text{V} \text{SHE}$. We use lightface italic letters for scalars, e.g. $C_L$, upright bold letters for vectors, e.g. $\mathbf{u}$, and bold italic letters, such as $\sigma$, for second and higher order tensors. First-, second-, and fourth-order tensors are in most cases respectively represented by small Latin, small Greek, and capital Latin letters. The gradient and the divergence are respectively denoted by $\nabla \mathbf{u} = u_{i,j}$ and $\nabla \cdot \mathbf{\sigma} = \sigma_{i,j}$. And the trace of a second order tensor is written as $\text{tr} \varepsilon = \varepsilon_{ii}$.

Fig. 1. Schematic overview of the electrolyte and metal domains, and (in brackets) the degrees of freedom used to describe the electrochemical phenomena relevant to each of them.

2.1. Metal sub-domain

The transport of ions inside the electrolyte and of hydrogen inside the metal are much slower than the deformation experienced by the material. Accordingly, the metal can be assumed to be in a state of quasi-static equilibrium, while the diffusion of the ions and hydrogen atoms is time-dependent. This quasi-static mechanical equilibrium is characterised by the momentum balance:

$$\nabla \cdot \sigma = 0$$

in which the Cauchy stress tensor $\sigma$ is estimated based on the assumption of linear-elastic material behaviour.

The hydrogen inside the metal is located at interstitial lattice sites, $C_L$, and within $i$ sets of hydrogen traps, $C_L^i$. The mass conservation for the total hydrogen content is given by (see, e.g. [34,35]):

$$C_L + \sum_i C_L^i + \nabla \cdot (-D_L \nabla C_L) + \nabla \cdot \left( \frac{D_L C_L V_H}{RT} \nabla \sigma_H \right) = 0$$

where $T$ is the temperature, $R$ is the universal gas constant, and $V_H = \frac{T}{R} \frac{C_L}{\pi b^3}$ is the partial molar volume of hydrogen in the material. We use $C_L$ and $C_L^i$ to indicate the time derivatives of the hydrogen concentrations within the lattice and traps (of type $i$), The equation assumes that hydrogen diffuses through the interstitial lattice sites with a diffusion coefficient $D_L$, whereas traps are isolated and do not form an extended network through which hydrogen atoms can diffuse. Additionally, there is a contribution from the hydrostatic stress $\sigma_H = \text{tr}(\sigma)/3$, as the hydrogen solubility increases in areas of high volumetric strains due to lattice dilatation.

Let us now define the relation between lattice and trapping sites, for which several models exist. The transfer of hydrogen atoms between lattice and trap sites can be simulated using a kinetic formulation [25, 36,37], which can capture trapping behaviour that is perfectly reversible, (quasi)-irreversible, and asymmetric (different absorption and desorption energies). Alternatively, a common assumption is that of fast trapping kinetics, which results in the consideration of all traps being reversible and results in an equilibrium relationship between the trapped and lattice hydrogen content [38,39]. To formulate this equilibrium relationship, let us first introduce the densities of lattice ($N_L$) and trapping ($N_T^i$) sites, which allows then to define the occupancy of lattice and trapping sites as $\theta_L = C_L/N_L$ and $\theta_T^i = C_L^i/N_T^i$, respectively. Then, assuming a low lattice occupancy ($\theta_L \ll 1$), one can define the trap occupancy as a function of the lattice occupancy and the trap binding energy $E_T$, as follows:

$$\theta_T^i = \frac{C_L/N_L \exp \left( \frac{E_T}{RT} \right)}{1 + C_L/N_L \exp \left( \frac{E_T}{RT} \right)}$$

This allows the mass balance (Eq. (2)) to solely be given in terms of the lattice concentration as:
\[ u = \bar{u} \quad \text{or} \quad \sigma \cdot n = \bar{1} \]  
\[ C_L = \bar{C}_L \quad \text{or} \quad -D_J \nabla C_L + \frac{D_J C_L \bar{V}_H}{RT} \nabla\sigma_H = \bar{J} \]

with \( \bar{u}, \bar{1}, \bar{C}_L, \) and \( \bar{J} \) being the externally enforced displacements, traction, lattice concentration, and hydrogen inflow flux. For the metal–electrolyte interface we assume a traction free boundary condition, \( \bar{J} = 0 \). According to the field \( C_L \), a hydrogen influx \( \bar{J} \) is generally defined at the interface, as detailed in Section 2.2 (Eq. (36)) but, for comparison purposes, results are also obtained with the simplistic and widely used boundary condition of prescribing a constant lattice hydrogen content \( C_L \) (Section 6).

### 2.2. Electrolyte sub-domain

We model a seawater-like electrolyte, consisting of the ionic species \( H^+ \), \( OH^- \), \( Na^+ \), \( Cl^- \), and the dissolved metal concentration; here, iron \( Fe^{2+} \) and its reaction product \( FeOH^+ \). Inside this electrolyte, each ionic species \( \pi \) is described through their respective concentration \( C_\pi \). In addition, an electric field \( \varphi \) is present. The evolution of these concentrations is given through the Nernst–Planck mass balance:

\[ \dot{C}_\pi + (\nabla \cdot \bar{v}) C_\pi + \nabla \cdot (D_\pi \nabla C_\pi) + \frac{z_\pi F}{RT} \nabla (D_\pi C_\pi \nabla \varphi) + R_\pi = 0 \]

where \( z_\pi \) is the ionic charge and \( F \) is Faraday’s constant. The velocity field of the electrolyte \( v \) is presumed to be known; i.e., electrolyte fluid flow simulations are not conducted. In addition to the mass balance, we assume electro-neutrality, requiring the electrolyte to be neutrally charged throughout the domain:

\[ \sum z_\pi C_\pi = 0 \]

These equations assume negligible interactions between the ion species outside of chemical reactions [40].

The \( H^+ \) and \( OH^- \) ion concentrations are related through the water auto-ionisation process:

\[ H_2O \leftrightarrow \frac{k_{w}}{K_w} H^+ + OH^- \]

which is implemented through the reaction term \( R_w \) as:

\[ R_{w} = R_{OH^-} = k_{w} C_{H_2O} - k'_{w} C_{H^+} C_{OH^-} = k_{eq} (K_{w} - C_{H^+} C_{OH^-}) \]

where \( k_{w} = 10^{-8} \) mol²/m⁶ is the water auto-ionisation constant and the variable \( k_{eq} \) is given a sufficiently high value to enforce an equilibrium reaction; here, \( k_{eq} = 10^{9} \) m³/(mol·s). In addition, the \( Fe^{2+} \) ions react with water according to:

\[ Fe^{2+} + H_2O \leftrightarrow \frac{k_{f}}{k'_{f}} FeOH^+ + H^+ \]

which in turn can react further through:

\[ FeOH^+ + H_2O \leftrightarrow \frac{k_{fcoh}}{k'_{fcoh}} Fe(OH)_2 + H^+ \]

with \( Fe(OH)_2 \) assumed to not dissolve in water and its volume to be negligible compared to the domain size. These assumptions allow the concentration of \( Fe(OH)_2 \) not to be explicitly simulated, and instead serve as a pathway for iron ions to exit the domain. We also assume that these solid reactants do not interfere with the surface reactions. Since Reactions (11) and (12) both produce \( H^+ \), the \( pH \) of the electrolyte is expected to decrease in regions with large amounts of iron ion production due to corrosion. Each of the reactions are implemented through their associated reaction terms, given by:

\[ R_{w} = -k_{f} C_{OH^-} - k'_{f} C_{OH^+} \]

\[ R_{FT} = k_{f} C_{FeOH^+} + k'_{f} C_{FeOH} \]

\[ R_{MH} = k_{f} C_{Fe^{2+}} - k'_{f} C_{FeOH} \]

Here, one should note that the reaction term associated with \( H^+ \) comprises both Eqs. (10) and (15), such that \( R_{w} + R_{LT} + R_{MH} \).

Finally, the electrolyte is subject to the following boundary conditions on \( \Gamma_{est} \) and \( \Gamma_{int} \):

\[ -D_J \left( C_{\pi} - \frac{z_\pi F}{RT} C_{\pi} \nabla \varphi \right) = \bar{J}_\pi \quad \text{or} \quad C_\pi = \bar{C}_\pi \]

with the externally imposed fluxes, concentrations, and electric fields given by \( \bar{J}_\pi, \bar{C}_\pi, \) and \( \bar{\varphi} \), respectively.

### 2.3. Interface interactions

At the interface between the metal and the electrolyte, (electro-)chemical reactions convert the hydrogen within the electrolyte into surface hydrogen, defined through the adsorbed hydrogen concentration at the surface \( \sigma_{ads} \). For acidic electrolytes, the dominant reactions are given by the Volmer, Heyrovsky, Tafel, and absorption reactions:

Volmer:

\[ H^+ + M + e^- \leftrightarrow \frac{k_{volmer}}{k'_{volmer}} \text{MH}_{ads} \]

Heyrovsky:

\[ H^+ + e^- + \text{MH}_{ads} \leftrightarrow \frac{k_{he} k_{c}}{k'_{he} k'_{c}} \text{M} + H_2 \]

Tafel:

\[ 2\text{MH}_{ads} \leftrightarrow \frac{k_{t}}{k'_{t}} 2\text{M} + H_2 \]

Absorption:

\[ \text{MH}_{ads} \leftrightarrow \frac{k_{a}}{k'_{a}} \text{M} + H_2 + OH^- \]

whereas in non-acidic environments the alkaline versions of the Volmer and Heyrovsky reactions become more relevant:

Volmer:

\[ H_2O + M + e^- \leftrightarrow \frac{k_{volmer}}{k'_{volmer}} \text{MH}_{ads} + OH^- \]

Heyrovsky:

\[ H_2O + e^- + \text{MH}_{ads} \leftrightarrow \frac{k_{he} k_{c}}{k'_{he} k'_{c}} \text{M} + H_2 + OH^- \]
The reactions are schematically shown in Fig. 2. The reaction rates for these reactions are given by \([23,26,41,42]\) through Eqs. (24)–(29), given in Box 1 where \(a\) is used to denote the charge transfer coefficients and the partial pressure of \(H_2\) is assumed to be negligible \((p_{H_2} \approx 0)\), allowing the backwards reaction rates for Reactions (25), (26), and (29) to be neglected. The electric overpotential \(\eta\) is given by

\[
\eta = E_m - \phi - E_{eqH}\n\]

where \(E_m\) is the electric potential of the metal and \(E_{eqH}\) denotes the equilibrium potential.

Equilibrium between the inflow and outflow fluxes can be assumed, thereby eliminating the need to treat the surface coverage as an independent degree of freedom (see [26]). Instead, we here choose to solve for \(\theta_{ads}\), which simplifies the formulations for the fluxes at the interface and allows the surface reactions to be in a state of non-equilibrium. Accordingly, the evolution of the hydrogen surface coverage can be described by:

\[
N_{ads}(\theta_{ads}) = (\nu_{In} - \nu'_{In}) + (\nu_{H2} - \nu'_{H2}) + 2(\nu_T - \nu'_{T}) + (\nu_A - \nu'_{A})
\]

\[
- (\nu_{H2} - \nu'_{H2}) + (\nu_{Hb} - \nu'_{Hb}) = 0
\]

with \(N_{ads}\) being the number of adsorption sites per metal surface area.

On the other hand, the reaction rate for the corrosion of the metal surface (right side of Fig. 2) is given by:

\[
\nu_{Fe} = k_\alpha \exp \left(1 - a_\alpha \frac{\eta F}{RT}\right)
\]

where \(k_\alpha\) is the corrosion rate constant and the overpotential is estimated using the equilibrium potential for the corrosion reaction \(E_{eqFe}\) in Eq. (30), as opposed to \(E_{eqH}\). Since the focus is on hydrogen uptake, we assume the corrosion rate to be small. This allows the effects of the corrosion and \(Fe^{2+}\) concentration on the local pH to be included, without the need to model changes in domain boundaries due to metal dissolution.

The interactions with the electrolyte are included through the \(H^+, OH^-,\) and \(Fe^{2+}\) fluxes at the internal boundary \(\Gamma_{int}\):

\[
\Gamma_{H^+} = - (\nu_{H2} - \nu'_{H2}) - (\nu_{H2} - \nu'_{H2})
\]

\[
\Gamma_{OH^-} = \nu_{H2} - \nu'_{H2} + \nu_{H2} - \nu'_{Hb}
\]

\[
\Gamma_{Fe^{2+}} = \nu_{Fe}
\]

and the interaction with the metal is accounted for through the absorbed hydrogen flux going into the metal:

\[
\Gamma = \nu_A - \nu'_{A}
\]

These ion fluxes couple the \(C_{H^+}, C_{OH^-}\), and \(C_L\) concentrations at the internal interface \(\Gamma_{int}\). Since the electrolyte pressure is negligible, \(\Gamma_{int}\) is reaction-free \((t = 0)\). Furthermore, the internal interface does not allow other ionic species to enter the metal \((\Gamma_{int} = 0\) for \(x \neq H^+, OH^-, Fe^{2+}\)), and the metal has a constant and uniform electric potential due to its conductivity. Finally, the displacements in the material are assumed to be small, thereby neglecting changes in the size and shape of the electrolyte domain and preventing the need for deforming the mesh or re-meshing.

The interface reaction equations presented enable capturing the uptake of hydrogen and all relevant surface phenomena as a function of the local pH and overpotential. When combined with the equations describing the coupled deformation–diffusion behaviour of the metal (Section 2.1) and the electrochemical behaviour of the electrolyte (Section 2.2), hydrogen ingress can be quantified as a function of bulk environmental conditions (pH and potential difference). However, one should note that an important set of inputs to the model is the (backward and forward) reaction rate constants \(k\) and \(k'\). These have to be determined experimentally and vary from one material to another. Table 1 reports reaction rate constants measured in the literature for pure Fe and Fe-based materials. The large scatter observed in the values reported for some reaction rate constants suggests a high sensitivity to the material and surface conditions, motivating the need for careful experimental measurements to improve the accuracy of modelling predictions.

### 2.3.1. Regimes of relevance of individual interface reactions

It should be noted that the generalised model presented results in significantly more reaction constants relative to other models which only include either the acidic or non-acidic hydrogen reactions \([12, 49–51]\). Other simplifying assumptions for the hydrogen evolution reactions such as using a single rate-determining reaction \([52]\), or assuming most backward reactions to be negligible \([23, 53, 54]\) are also often made to reduce the number of constants needed. In contrast, by including both acidic and non-acidic reactions within a single scheme, and not assuming a single rate-determining reaction step, our model is valid for the complete range of electrolyte pH and electric overpotentials. As a result, it can capture the large differences that occur between the open environment and occluded areas such as cracks. In addition, the generalised model presented encapsulates all other existing models, enabling its particularisation (e.g., to validate individual parts). However, not all reactions are relevant at the same time. A schematic illustration of the regimes of dominance of individual reactions is shown in Fig. 3 as a function of the environment (pH, surface coverage). An estimate of the relative relevance of the acidic and base hydrogen producing Reactions, (24) and (28), can be obtained by considering the ratio of their reaction rates:

\[
\frac{\nu_{V_a}}{\nu_{V_b}} = \frac{C_{H^+} k_{V_a}}{k_{V_b}} \exp \left(\frac{(a_{V_a} - a_{V_b}) \eta F}{RT}\right)
\]
Upon assuming $a_{\nu a} = a_{\nu a}$, Eq. (37) implies that the non-acidic reaction becomes more important than the acidic one for $pH > -\log_{10}(k_{H^+}/(10000k_{H^+}))^3$. Below this pH, Reaction (24) will produce significantly more adsorbed hydrogen, whereas above this pH, Reaction (28) will determine the adsorbed hydrogen amount. Similar results are obtained for the $H^2$ production through the Heyrovsky reactions (25) and (29), with the non-acidic version becoming dominant for $pH > -\log_{10}(k_{H2}/(10000k_{H2}))$.

An estimate for the total $H^0$ diffusion within the electrolyte inside of a crack is given by $v_e = hD_{H^+}C_{H^+}^*$/L, with $C_{H^+}^*$ being an estimate for the $H^+$ concentration at the crack mouth, and $h$ and $L$ respectively denoting the height and length of the crack. This parameter can be used to estimate whether the acidic surface reaction is the rate-limiting step, or if instead $H^0$ diffusion within the crack is what limits the amount of adsorbed hydrogen. The ratio between the two is given by:

$$\frac{v_{\nu a}}{v_e} = \frac{k_{H^+}C_{H^+}^*}{hD_{H^+}} \exp(-\frac{a_{\nu a}q_F}{RT})$$

with the surface reactions being the rate-limiting step when this ratio is much smaller than one. Hence, longer and sharper cracks translate into a smaller transport of $H^+$ towards the crack tip. The dominance of $H^0$ diffusion becomes more relevant for negative overpotentials, as these require more hydrogen ions to sustain the surface reactions. This also gives a first-order estimate on whether simulating the electrolyte is important. When the ratio $v_{\nu a}/v_e$ is close to 1 or higher, then the pH of the electrolyte changes significantly within the crack or pit. However, if $v_{\nu a}/v_e \ll 1$, a rather uniform distribution of $C_{H^+}^*$ is expected and resolving local changes in pH might not be necessary. It should also be noted that the non-acidic reaction is never limited by the transport of $H^+$, and therefore should be mostly independent of the crack geometry.

Similarly, the diffusion of absorbed hydrogen within the metal can be described by $v_w = D_{H^0}C_{H^0}^*$/*L*, with $L^*$ being a characteristic length scale of the diffusion problem. By assuming the absorption reaction to occur fast, the surface coverage can be related to the lattice concentration through $C_{H^0} = \theta_{ads}k_n/l_k^0$. This allows the amount of adsorbed hydrogen that diffuses into the metal to be compared to the rates at which it combines into $H^0$: as

$$\frac{v_{\nu a}}{v_w} = \frac{k_{H^0}C_{H^0}^*}{D_{H^0}k_nl_k^0/k_n^0} \exp(-\frac{a_{\nu a}q_F}{RT})$$

where values lower than one indicate that hydrogen diffusion is limited by the reaction rate, while values far above one would be indicative of a hydrogen ingress process being limited by diffusion within the metal, resulting in an increased surface coverage and hydrogen gas production on the surface. When the diffusive length scale $L^*$ is close to zero, such as on the onset of simulations as this scale can be estimated based on the elapsed time ($L^* = \sqrt{D_{H^0}/\Delta t}$), large amounts of hydrogen diffuse into the metal. When the forward absorption reaction constant is much larger than the backwards constant, $k_A/k_A^*$, a high lattice concentration will be obtained inside the metal, and large amounts of hydrogen will diffuse into the material. However, as $D_{H^0}k_A/k_A^*$ decreases, the $H^0$ reactions start to become more dominant. For a low surface coverage, Reactions (25) and (29) will remove the adsorbed hydrogen, whereas for a higher surface coverage and low electric overpotential, Reaction (26) will be the dominant one. Since Reaction (26) is environment-independent (not a function of the pH or electrolyte potential), it does not require an accurate representation of the electrolyte. Thus, when the surface coverage is expected to be high, the effects of simulating the electrolyte compared to using simplifications are limited. However, when a lower pH electrolyte is present or large overpotentials (in absolute value) are expected, the electrochemical behaviour of the electrolyte needs to be explicitly simulated in order to accurately predict the amount of adsorbed hydrogen reacting towards $H_2$ (instead of being absorbed into the metal).

3. Weak forms and numerical implementation

The governing equations are discretised using the finite element method, requiring these equations to be cast into their weak forms. For the metal domain, this is done by multiplying the momentum balance from Eq. (1) with the test function for the displacements, $\delta \mathbf{u}$, and the hydrogen mass balance from Eq. (4) with the test function for the lattice hydrogen concentration, $\delta C_{H^0}$, and integrating both over $\Omega_m$, resulting in:

$$\int_{\Omega_m} \nabla^T (\delta \mathbf{u}) \mathbf{L} \nabla \mathbf{u} \, d\Omega_m - \int_{\Gamma_{ext}} \delta \mathbf{u} \cdot \mathbf{t} \, d\Gamma_{ext} = 0$$

### Table 1

| Reaction | Forward reaction rate constant $\nu_a$ | Backward reaction rate constant $\nu_b$ |
|----------|--------------------------------------|--------------------------------------|
| $\nu_a$  | $5 \cdot 10^{-10}$ [41]; 5 [15,25]; 3.2 \cdot 10^{-4}$ [43]; 2 \cdot 10^{-10}; 1 \cdot 10^{-5}; 2 \cdot 10^{-3}; 2 \cdot 10^{-1}$ [44] m/s | $0$ [25] mol/(m^2 s) |
| $\nu_b$  | $5 \cdot 10^{-1}$ [15,25] \cdot s | $0$ [25] mol/(m^2 Pa s) |
| $v_a$    | $7.8 \cdot 10^{-6}$ [45]; $1.8 \cdot 10^{-1}$ [41]; 22 [46]; 7 \cdot 10^{-7}; 1 \cdot 10^{-1}; 3 \cdot 10^{-2}; 5 \cdot 10^{-7}$ [44] m/s | $8.8 \cdot 10^{-1}[15,25]; 1.9 \cdot 10^{-1}$ [47] m/s |
| $v_b$    | $1.2 \cdot 10^{-2}$ [15,25]; $2.4 \cdot 10^{-2}$ [47]; 3.3 \cdot 10^{-8}; 5.8 \cdot 10^{-5}; 6.6 \cdot 10^{-4}; 6 \cdot 10^{-4}$ [46] m/s | $2.84 \cdot 10^{-3}$ [45]; $9(10^{-7})$ [48] m/s |
| $\nu_H$  | $10^{-7}$ [48]; 8.29 \cdot 10^{-4}$ [43]; 6.5 \cdot 10^{-4}$ [43] m/mol | $0$ [45]; 5.5 \cdot 10^{-7}$ [48] m/(mol Pa s) |

1. The factor 1000 is introduced due to the units of concentration used, mol/m^3, while the pH definition uses mol/L.

2. Here, 1D $H^0$ transport is assumed, due to a concentration gradient $C_{H^0}^*$/*L through a channel with height $h$, such that the total flux through this channel is $J = hDC_{H^0}^*$/*L.
where $L_{st}$ is the linear-elastic stiffness matrix. Note that the boundary flux arising from the boundary condition (Eq. (6)) is divided into two parts: One associated with the exterior boundary $F_{e}^\text{ext}$, where a hydrogen flux $J$ can be prescribed, and one in the internal boundary $G_{i}^\text{int}$, where the flux is due to the absorption reaction — see Eq. (36). This last term provides the coupling between the adsorbed hydrogen and the hydrogen in the metal lattice.

Similarly, the weak forms for the electrolyte, Eqs. (7)–(8), are obtained by multiplying with the test function for the ion concentrations, $\delta C_{i}$, and the electric potential $\delta \phi$. This results in the following weak forms for the $H^{+}$ and $OH^{-}$ mass balances:

$$\int_{D_{e}} \{ C_{H^{+}} C_{H^{+}} + \delta C_{H^{+}} \nabla C_{H^{+}} + D_{H^{+}} \nabla (\delta C_{H^{+}}) \} \cdot \nabla \delta C_{H^{+}} \, d\Omega_{e}$$

$$+ \int_{D_{e}} F D_{H^{+}} \nabla (\delta C_{H^{+}}) C_{H^{+}} \phi + k_{eq} \delta C_{H^{+}} \left( K_{eq} - C_{H^{+}} C_{OH^{-}} \right) \, d\Omega_{e}$$

$$- \int_{F_{e}^\text{ext}} \delta C_{H^{+}} \frac{\nabla J}{3RT} \cdot \nabla \delta \phi \, dF_{e}^\text{ext}$$

$$- \int_{F_{i}^\text{int}} \delta C_{H^{+}} \left( \nu_{H^{+}} - \nu'_{H^{+}} \right) \, dG_{i}^\text{int} = 0 \quad (42)$$

$$\int_{D_{e}} \delta C_{OH^{-}} \nabla C_{OH^{-}} + \delta C_{OH^{-}} \nabla C_{OH^{-}} + D_{OH^{-}} \nabla (\delta C_{OH^{-}}) \nabla C_{OH^{-}} \, d\Omega_{e}$$

$$+ \int_{D_{e}} F D_{OH^{-}} \nabla (\delta C_{OH^{-}}) C_{OH^{-}} \phi \, d\Omega_{e}$$

$$+ \int_{D_{e}} k_{eq} \delta C_{OH^{-}} \left( K_{eq} - C_{H^{+}} C_{OH^{-}} \right) \, d\Omega_{e}$$

$$- \int_{F_{e}^\text{ext}} \delta C_{OH^{-}} \frac{\nabla J}{3RT} \cdot \nabla \delta \phi \, dF_{e}^\text{ext}$$

$$- \int_{F_{i}^\text{int}} \delta C_{OH^{-}} \left( \nu_{OH^{-}} - \nu'_{OH^{-}} \right) \, dG_{i}^\text{int} = 0 \quad (43)$$

the weak forms for the Fe$^{2+}$ and FeOH$^{+}$ mass balances:

$$\int_{D_{e}} \delta C_{Fe^{2+}} \nabla C_{Fe^{2+}} + \delta C_{Fe^{2+}} \nabla C_{Fe^{2+}} + D_{Fe^{2+}} \nabla (\delta C_{Fe^{2+}}) \nabla C_{Fe^{2+}} \, d\Omega_{e}$$

$$+ \int_{D_{e}} 2 F D_{Fe^{2+}} \nabla (\delta C_{Fe^{2+}}) C_{Fe^{2+}} \phi \, d\Omega_{e}$$

$$- \int_{D_{e}} k_{f} \delta C_{Fe^{2+}} C_{Fe^{2+}} + k'_{f} \delta C_{Fe^{2+}} C_{FeOH^{+}} C_{H^{+}} \, d\Omega_{e}$$

$$- \int_{F_{e}^\text{ext}} \delta C_{Fe^{2+}} \frac{\nabla J}{3RT} \cdot \nabla \delta \phi \, dF_{e}^\text{ext}$$

$$- \int_{F_{i}^\text{int}} \delta C_{Fe^{2+}} \left( \nu_{Fe^{2+}} - \nu'_{Fe^{2+}} \right) \, dG_{i}^\text{int} = 0 \quad (44)$$

$$\int_{D_{e}} \delta C_{FeOH^{+}} \nabla C_{FeOH^{+}} + \delta C_{FeOH^{+}} \nabla C_{FeOH^{+}} + D_{FeOH^{+}} \nabla (\delta C_{FeOH^{+}}) \nabla C_{FeOH^{+}} \, d\Omega_{e}$$

$$+ \int_{D_{e}} F D_{FeOH^{+}} \nabla (\delta C_{FeOH^{+}}) C_{FeOH^{+}} \phi + k_{f} \delta C_{FeOH^{+}} C_{Fe^{2+}} \, d\Omega_{e}$$

$$+ \int_{D_{e}} k'_{f} C_{Fe^{2+}} + k_{f} C_{FeOH^{+}} C_{H^{+}} \, d\Omega_{e}$$

$$- \int_{F_{e}^\text{ext}} \delta C_{FeOH^{+}} \frac{\nabla J}{3RT} \cdot \nabla \delta \phi \, dF_{e}^\text{ext}$$

$$- \int_{F_{i}^\text{int}} \delta C_{FeOH^{+}} \left( \nu_{FeOH^{+}} - \nu'_{FeOH^{+}} \right) \, dG_{i}^\text{int} = 0 \quad (45)$$

and the weak form for the mass balances of the other $\pi$ ion phases:

$$\int_{D_{e}} \delta C_{\pi} \frac{\nabla C_{\pi}}{3RT} + D_{\pi} \nabla (\delta C_{\pi}) \nabla C_{\pi} + \frac{2 F D_{\pi}}{RT} \nabla (\delta C_{\pi}) C_{\pi} \phi \, d\Omega_{e}$$

$$- \int_{F_{e}^\text{ext}} \delta C_{\pi} \frac{\nabla J}{3RT} \cdot \nabla \delta \phi \, dF_{e}^\text{ext}$$

$$- \int_{F_{i}^\text{int}} \delta C_{\pi} \left( \nu_{\pi} - \nu'_{\pi} \right) \, dG_{i}^\text{int} = 0 \quad (46)$$

The weak form for the electroneutrality condition is given by:

$$\int_{D_{e}} \delta \phi \sum_{\pi} z_{\pi} C_{\pi} \, d\Omega_{e} = 0 \quad (47)$$

Finally, the weak form of the mass balance at the internal interface is obtained by multiplying Eq. (31) with $\delta \theta$:

$$\int_{G_{i}^\text{int}} N_{\pi} \delta \theta \, dG_{i}^\text{int} + \delta \theta \left( -\left( \nu_{\pi} - \nu'_{\pi} \right) + \left( \nu_{\pi} - \nu'_{\pi} \right) + 2 \left( \nu_{\pi} - \nu'_{\pi} \right) \right) \delta \phi = 0 \quad (48)$$

This last weak form couples the metal domain to the electrolyte domain through its reaction rates. The electrolyte potential and concentrations, together with the surface coverage, determine the reaction rates, $\nu_{\pi}$, $\nu_{\pi} - \nu'_{\pi}$, $\nu_{\pi} - \nu'_{\pi}$, and $\nu_{\pi}$. In turn, the surface coverage and the lattice hydrogen concentration provide reaction rate $\nu_{\pi}$, which couples the metal and electrolyte domains. These weak forms are discretised using quadratic quadrilateral elements for all variables in both domains, except for the hydrogen surface coverage which is discretised using quadratic line elements. The implementation is performed in the commercial finite element package COMSOL Multiphysics. The built-in intermediary current module [55,56] is used for the electrolyte, while a new interface is developed using the physics builder to implement the interface reactions and the hydrogen transport inside the metal. The temporal discretisation was performed using a backward difference method. A mesh sensitivity study is conducted for all case studies so as to ensure reporting mesh-objective results. The number of DOFs employed ranged between 230,000 (Section 4.1) and 390,000 (Section 5). A full Newton–Raphson scheme was used to obtain converged solutions for the non-linear system.

4. Verification case studies

To verify the numerical implementation and physical behaviour of the model, we compare our results to two benchmark case studies: a numerical study simulating localised corrosion and its effect on the pH [53], and an experimental study measuring local pH within a large channel filled with metallic samples at set intervals [57].

4.1. Numerical verification: localised corrosion

The geometry, parameters and initial and boundary conditions of the first verification case follow the computational study by Sun and Duddu [53]. As shown in Fig. 4, the boundary value problem consists of a square domain containing a notched metallic sample. Corrosion is taking place at the bottom of the notch, while hydrogen reactions are

3 The computational platform developed is made freely available at www.empaneda.com/codes.
The results obtained after steady-state is reached (at $t = 12$ s) are shown in Fig. 5, and are in good agreement with the results reported by Sun and Duddu [53]; minimum pH of 3.85 and maximum electrolyte potential of $\varphi = 0.196$ V$SHE$ versus reference results of pH $= 3.824$ and $\varphi = 0.1973$ V$SHE$ [53]. The pH inside the crack decreases due to corrosion creating Fe$^{2+}$ ions, which then react to produce H$^+$ and FeOH$^-$. Faster than the hydrogen reactions convert the H$^+$ into absorbed hydrogen. While not explored in Ref. [53], our simulation shows that this pH drop and the applied boundary conditions lead to larger amounts of absorbed hydrogen in the notch, whereas the hydrogen reactions are slower on the boundaries far away from it. A similar effect is seen for the electric potential of the electrolyte, which increases locally due to the strong corrosion reaction taking place. This results in a reduction of the corrosion rate and in an acceleration of the hydrogen reactions. Since this effect is also most pronounced inside the notch, near the corroding surface, it also leads to a larger hydrogen uptake inside the notch compared to the exterior.

4.2. Experimental verification: local pH measurements in an artificial crevice cell

The second verification case study aims at benchmarking model predictions with local pH measurements from the artificial crevice electrochemical cell developed by Gangloff et al. [57]. As shown in Fig. 6(a), the testing configuration consists of an artificial opening of $100 \times 1$ mm attached to a large reservoir filled with the electrolyte. At the bottom of the opening, 6 metal samples with size $17 \times 2.5$ mm are present at regular intervals. An electric potential is applied to these metallic samples, and a neutral electric potential boundary condition is applied to the left and top ends of the reservoir. Since no reaction or diffusion constants are given for the metal used (Monel K-500, a Ni-based superalloy), we have estimated these by iterating the simulation results until a reasonable match was achieved for the case of $E_m = -1$ V$SHE$, after which these parameters were used to predict the results for the $E_m = -0.6$ V$SHE$ and $E_m = -0.8$ V$SHE$ cases. The electrolyte consists of a 600 mol/m$^3$ NaCl solution at pH 7 ($C_{H^+} = C_{OH^-} = 10^{-4}$ mol/m$^3$). The diffusivity of the ion species in this electrolyte is $D_{H^+} = 9.3 \cdot 10^{-9}$ m$^2$/s, $D_{OH^-} = 3.5 \cdot 10^{-9}$ m$^2$/s and $D_{Na^+} = D_{Cl^-} = 10^{-9}$ m$^2$/s. At the surface, the reactions are described through $k_{f,s} = 10^{-9}$ m/s, $k_A = 1.2 \cdot 10^{-9}$ m/s, $k_v = 8.8 \cdot 10^{-9}$ m/s, and $k_{p,s} = 10^{-15}$ mol/(m$^2$/s), with all other reaction constants set to zero. Also, corrosion is neglected. Inside the metal, the lattice diffusion is given by $D_L = 10^{-9}$ m$^2$/s and no trapping sites are considered.

The pH inside the opening and the lattice hydrogen concentration inside the metal are shown in Fig. 6. Since the $E_m = -1$ V$SHE$ simulation was used to calibrate the reaction constants, the pH inside

**Table 2**

| Parameter                     | Value                  |
|-------------------------------|------------------------|
| H$^+$ diffusion coefficient   | $D_{H^+}$             |
| OH$^-$ diffusion coefficient  | $D_{OH^-}$            |
| Na$^+$ diffusion coefficient  | $D_{Na^+}$            |
| Cl$^-$ diffusion coefficient  | $D_{Cl^-}$            |
| Fe$^{2+}$ diffusion coefficient | $D_{Fe^{2+}}$  |
| FeOH$^-$ diffusion coefficient | $D_{FeOH^-}$     |
| Surface adsorption sites      | $N_{ads}$             |
| Lattice sites                 | $N_L$                 |
| Lattice diffusion coefficient | $D_L$                 |
| Trap concentrations           | $N_T$                 |
| Binding energies              | $E_b$                 |

**Table 3**

| Reaction | $k$ | $k'$ | $a$ | $E_{eq}$ |
|----------|-----|------|-----|----------|
| $v_f$    | 2.07 $\cdot 10^{-12}$ m/s | 0 mol/(m$^2$/s) | 0.5 | $0 \, V_{SHE}$ |
| $v_{Na}$ | 0 m/s | 0 mol/(m$^2$/s) | 0.5 | $0 \, V_{SHE}$ |
| $v_T$    | 0 mol/(m$^2$/s) | 0 mol/(m$^2$/s) | $0 \, V_{SHE}$ |
| $v_A$    | 1.2 $\cdot 10^{-9}$ m/s | 8.8 $\cdot 10^{-9}$ m/s | $-\infty$ |
| $v_Y$    | 8.29 $\cdot 10^{-23}$ mol/(m$^2$/s) | 0 m/s | 0.5 | $0 \, V_{SHE}$ |
| $v_T$    | 0 mol/(m$^2$/s) | 0 m/(Pa s) | $0 \, V_{SHE}$ |
| $v_A$    | 2.8 $\cdot 10^{8}$ mol/(m$^2$/s) | $-\infty$ | 0 | $0 \, V_{SHE}$ |

$k_{f,s}^{1/V_{SHE}} = 1.625 \cdot 10^{-4}$ mol/m$^3$

$k_{s,Na,OH} = 0$ s$^{-1}$

allowed to occur at the remaining boundaries. The electrolyte consists of a solution of NaCl at an initial concentration of $C_{Na^+} = C_{Cl^-} = 1$ mol/m$^3$ and an initial pH of 7 ($C_{H^+} = C_{OH^-} = 10^{-4}$ mol/m$^3$), with these initial conditions also imposed as boundary conditions on the external boundaries. The initial and boundary concentrations of iron Fe$^{2+}$ ions and FeOH$^-$ reactants are zero. The parameters used for this simulation are given in Table 2, with the reaction constants being given in Table 3. On the external boundaries, a constant electrolyte potential is assigned to the metal. In contrast to the reference solution, we also model the absorbed hydrogen transport inside the metal using a diffusion coefficient $D_L = 1 \cdot 10^{-9}$ m$^2$/s, a lattice site density $N_L = 10^9$ mol/m$^3$, and considering two types of hydrogen traps, with densities $N_T = [2.5, 1.0]$ mol/m$^3$ and binding energies $E_b = [15, 30]$ kJ/mol.
Fig. 6. Experimental verification case study: (a) geometry of the artificial crevice cell used to measure local pH in Ref. [57], and predictions of pH and lattice hydrogen concentration at \( t = 300\,\text{s} \) for (b) \( E_m = -0.6\,\text{V}_{\text{SHE}} \), (c) \( E_m = -0.8\,\text{V}_{\text{SHE}} \) and (d) \( E_m = -1\,\text{V}_{\text{SHE}} \).

It is also observed that, at the time of the results, the hydrogen has barely diffused through the metal, and most of the \( \text{H}^+ \) that reacted at the surface was already present at the onset of the simulation instead of being supplied through diffusion within the electrolyte. The simulation of the other two cases, using \( E_m = -0.6\,\text{V}_{\text{SHE}} \) and \( E_m = -0.8\,\text{V}_{\text{SHE}} \), leads to pH predictions of \( \text{pH} = 7.7 \) and \( \text{pH} = 8.6 \), respectively. These are in good agreement with the experimental measurements: pH values of 7 and 8, respectively. The small differences observed can be justified by the intrinsic experimental scatter; the values reported in [57] for the initial conditions are “\( \text{pH} = 6 \) to 7”, and it is therefore reasonable to assume that a similar error band is valid for the results within the crack. This verification exercise confirms that the model is capable of replicating experimental observations.

5. Quantifying hydrogen ingress and metal–electrolyte interactions

We use our electro-chemo-mechanical model to provide new insight by exploring the interactions between the metal and the electrolyte. The roles of the applied potential (Section 5.1), fluid velocity (Section 5.2) and defect geometry (Section 5.3) are investigated. To this end, we simulate two \( 10 \times 10\,\text{mm} \) domains representing the electrolyte and
The electric potential of the metal is often kept at $0 \text{ V}_{\text{SHE}}$, and typically the boundary while allowing advective species transport through it. The material and ionic transport parameters used are given in Table 4, while the magnitudes of the reaction constants adopted are listed in Table 5. Our choices aim at characterising the behaviour of Fe or Fe-based materials, for which sufficient data exists. In particular, our choices of reaction rate constants are based on those reported in the literature (see Table 1), focusing on the values reported for pure Fe and taking intermediate values within the range provided.

### 5.1. Electric overpotential

Corrosion reaction rates are reduced when a negative electric potential is applied to a metal, and thus this is one of the most commonly used methods to prevent corrosion (either by direct application, or through the addition of a sacrificial metal). However, these negative electric potentials increase the rate of the hydrogen reactions, augmenting the amount of absorbed hydrogen and the risk of experiencing hydrogen assisted failures \cite{27,58}. The results obtained are shown in Fig. 8. Specifically, contours of pH and lattice hydrogen are provided after $t = 10 \text{ min}$ for selected values of the applied potential ($E_{\text{app}}$: $-0.5 \text{ V}_{\text{SHE}}$, $0 \text{ V}_{\text{SHE}}$, and $0.5 \text{ V}_{\text{SHE}}$). The results show how the lowest applied potential considered accelerates the hydrogen reactions, up to the point where they absorb all available H\textsuperscript{+} ions, resulting in a high pH not just inside the pit but also on the exterior of the domain — see Fig. 8a. In addition, the non-acidic reaction in Eq. (28) is accelerated such that large amounts of hydrogen are absorbed inside the metal despite the high environmental pH, with this reaction producing additional OH\textsuperscript{–} ions to sustain the high pH of the electrolyte. In contrast, the corrosion reaction becomes relevant when a large positive electric potential is applied, producing iron ions which react within the electrolyte to produce additional H\textsuperscript{+}, resulting in a lower pH near the metal (see Fig. 8c). This low pH strongly increases the adsorbed hydrogen produced through reaction (24), counteracting the reduction of hydrogen reaction rates associated with high electric potentials. Finally, when a neutral electric potential is applied, Fig. 8b, these two effects are balanced, with the pH being lowered by the corrosion reaction and raised by the hydrogen reactions. Another effect contributing to the differences is the geometry of the simulated domain. Near the entrance of the crack a higher lattice hydrogen concentration is observed since hydrogen is absorbed into the metal from both the exterior and crack faces. In contrast, at the crack tip the hydrogen concentration is slightly decreased due to the diffusion away from the crack tip causing the lattice hydrogen to spread over an increased area.

Changes in the applied potential also have an effect on the electrolyte potential, as shown in Fig. 9. For the case of a negative applied potential, $E_{\text{app}} = -0.5 \text{ V}_{\text{SHE}}$, the corrosion reactions are non-existent and the hydrogen reactions are relatively slow (when compared with more aggressive cathodic potentials). As a result, small changes in the distribution of the electrolyte potential are observed, with the removal of positively charged H\textsuperscript{+} species translating into a small reduction in the electrolyte potential. In contrast, for the case of $E_{\text{app}} = 0.5 \text{ V}_{\text{SHE}}$ (Fig. 9b), the corrosion reaction dominates, causing large quantities of positively charged Fe\textsuperscript{2+} to enter the electrolyte at the interface. As a result, the electrolyte potential increases significantly, causing noticeable differences between the initial and boundary electric overpotential after just 10 min.

The results show that hydrogen uptake is enhanced through two mechanisms: (i) higher hydrogen reaction rates due to lower applied potentials, and (ii) a smaller pH resulting from corrosion, as observed at high applied potentials. Accordingly, there is an intermediate regime where the hydrogen uptake is reduced. This is shown in Fig. 10, where crack tip predictions of pH (blue crosses, left y-axis) and lattice hydrogen concentration $C_L$ (orange circles, right y-axis) are shown as a function of the applied potential. A point of minimum hydrogen uptake would be at the transition point between these two regimes, where the crack tip pH is still high enough to sustain hydrogen evolution, but not high enough to allow further hydrogen uptake.

The data in Table 4 and 5 are used to identify the corrosion mechanisms and their influence on the hydrogen absorption. For example, the reaction rate constants in Table 5 are chosen to reflect the hydrogen reaction rates associated with high electric potentials. Additionally, the choice of the lattice diffusion coefficient $D_L$ in Table 4 is based on the work of Heyrovsky \cite{27}, who proposed that the hydrogen reaction rate is proportional to the square root of the hydrogen diffusion coefficient.

### 5.2. Inflow boundary condition

Inflow boundary conditions are applied at the left edge of the electrolyte domain, where the hydrogen concentration is maintained at a constant value $C_L = 0 \text{ mol/m}^3$. This condition is used to simulate the transport of hydrogen from the exterior of the domain into the electrolyte. The choice of $C_L$ is based on the work of Heyrovsky \cite{27}, who proposed that the hydrogen reaction rate is proportional to the square root of the hydrogen diffusion coefficient.

### 5.3. Outflow boundary condition

Outflow boundary conditions are applied at the right edge of the electrolyte domain, where the hydrogen concentration is allowed to vary. This condition is used to simulate the transport of hydrogen from the electrolyte into the exterior of the domain. The choice of the hydrogen concentration at the outflow boundary is based on the work of Heyrovsky \cite{27}, who proposed that the hydrogen reaction rate is proportional to the square root of the hydrogen diffusion coefficient.

### 5.4. Adaptive mesh

An adaptive mesh is used to resolve the hydrogen concentration field accurately. The mesh is refined near the crack tip and in regions where the hydrogen concentration is high. The mesh is coarsened in regions where the hydrogen concentration is low. The adaptive mesh is updated every 10 min, and the results are shown in Fig. 10.
Fig. 8. Metal–electrolyte interactions: influence of the applied potential $E_m$. Contours of pH (left, electrolyte domain) and lattice hydrogen concentration (right, metal domain) at a time $t = 10$ min for the following metal potentials: (a) $E_m = -0.5$ V$_{SHE}$, (b) $E_m = 0$ V$_{SHE}$, and (c) $E_m = 0.5$ V$_{SHE}$.

is observed at $E_m = -0.2V_{SHE}$ ($-0.441V_{SCE}$). Such behaviour is also observed experimentally, with hydrogen embrittlement susceptibility diminishing with increasing applied potential up to a certain point, after which susceptibility increases with $E_m$ [58]. Further insight into the dependence on the applied potential and the competition between the different reaction kinetics can be gained through Fig. 11, where individual reaction rates are reported as a function of $E_m$. As predicted from Eq. (37), reaction $v_{V_b}$ is dominant for low pH values, while $v_{V_a}$ becomes the dominant reaction for pH values above 7. The application of a negative metal potential increases the overpotential to accelerate reaction $v_{V_a}$, from being almost negligible to becoming the sole source of adsorbed hydrogen. In contrast, positive electric potentials slow down all hydrogen reactions by altering the overpotential, while accelerating reaction $v_{V_b}$ by strongly decreasing the pH. This causes a strong rise in lattice hydrogen going from neutral to positive potentials. However, this rise flattens for higher potentials due to the increased availability of H$^+$ being negated by the reduction of the reaction rate through the overpotential.

5.2. Fluid velocity

While it is accurate to assume negligible fluid flow within the occluded geometry of the crack, this is less realistic for the electrolyte located in the bulk of the domain. To investigate the interplay between
the bulk electrolyte velocity and hydrogen ingress, we prescribe a fluid velocity that varies linearly from a magnitude $V_{\text{max}}$ at the edge of the electrolyte to zero at the electrolyte-metal interface (see Fig. 7). Specifically, we vary the maximum velocity from $V_{\text{max}} = 0$ mm/s (corresponding to the results from the previous section) up to $V_{\text{max}} = 29$ mm/s, using 1 mm/s intervals.

The distributions of electrolyte pH and metal lattice hydrogen concentration are shown in Fig. 12 for the representative cases of $V_{\text{max}} = 1$ mm/s and $V_{\text{max}} = 20$ mm/s. The locations at which the pH and lattice concentration are shown are the crack tip ($y = 5$ mm), and at the exterior surface 2.5 mm above and below the crack mouth ($y = 2.5$ mm and $y = 7.5$ mm). The results show that, while a moving electrolyte has a significant effect on the concentrations within the bulk and near the exterior of the metal, the pH inside the defect is rather insensitive. This independence of the local pH on the bulk electrolyte velocity is due to the fact that the electrolyte near the crack tip is in a state of local equilibrium, as it is located too far from the outer domain for any meaningfull quantity of ions to diffuse to the crack tip. As a result, the hydrogen uptake near the crack tip within the metal also shows only a small sensitivity to the electrolyte velocity. However, the effect of the electrolyte velocity on the hydrogen uptake near the exterior boundary is more noticeable. This is shown in Fig. 13, where the pH (left, blue colour) and the lattice hydrogen concentration (right, orange) are plotted as a function of $V_{\text{max}}$ at different positions along the interface height ($y$). Outside of the crack mouth, the pH is sensitive to the fluid velocity, increasing with $V_{\text{max}}$, up to the point of becoming closer to its initial value ($\text{pH} = 5$). While corrosion decreases the pH locally, this effect is limited for higher velocities where the $\text{Fe}^{2+}$ and $\text{FeOH}^+$ ions are removed due to advection before they can react to create $\text{H}^+$ ions. Furthermore, the imposed velocity removes the $\text{H}^+$ ions that are added as a result of the corrosion reaction. These ions are advected upwards along the metal–electrolyte interface, causing the ion concentrations nearer to the bottom of the electrolyte domain to be close to the boundary conditions. Higher up, the combination of advected ions and newly created ions due to reactions causes the pH to deviate more from these boundary conditions. As a result, the effect of including the fluid flow on the pH is strongest near the bottom of the domain (compare with the $V_{\text{max}} = 0$ result in Fig. 8), whereas its effect is lessened further upward. The fluid velocity also changes the electric potential near the metal–electrolyte interface, causing higher potentials closer to the bottom of the domain, while lower potentials are observed nearer the top. Hence, the electric potential can locally counteract the effect of pH on hydrogen ingress. Thus, while a higher fluid velocity leads to a raise in bulk pH near the interface (resulting in less hydrogen absorption in the exterior boundaries), the increase in $\varphi$ with fluid velocity in the bottom region of the domain results in a reduction in the hydrogen uptake close to the inflow boundary condition. This indicates that if the fluid velocity is sufficiently high compared to the domain size, simulating the exterior electrolyte becomes less relevant, and simply imposing the initial concentrations might be appropriate. However, this is not valid for occluded regions, where the pH is significantly different from the initial concentration and insensitive to the imposed velocity.

5.3. Defect geometry

As seen in the previous section, the pH and the hydrogen uptake near the crack tip are not influenced by the exterior electrolyte’s behaviour and pH when the crack is sufficiently long. This was also seen in the scaling analysis of Eq. (38), indicating that for all but the shortest
Fig. 12. Metal–electrolyte interactions: Effect of the electrolyte velocity on the pH and lattice hydrogen concentration at \( t = 5 \text{ min} \). The electrolyte velocity varies linearly from \( V_{\text{max}} \) at the left edge of the electrolyte, to 0 at the electrolyte-metal interface (see Fig. 7). Here, results are provided for the choices of (a) \( V_{\text{max}} = 1 \text{ mm/s} \) and (b) \( V_{\text{max}} = 20 \text{ mm/s} \).

Fig. 13. Metal–electrolyte interactions: Effect of the electrolyte velocity on the pH (blue, left \( y \)-axis) and lattice hydrogen concentration (orange, right \( y \)-axis) at \( t = 5 \text{ min} \) and various locations along the metal–electrolyte interface (\( y \), with \( y = 5 \text{ mm} \) being the centre height).

Crack lengths the acidic hydrogen evolution reaction rate will be limited by the hydrogen diffusion into the crack and by the hydrogen produced by local corrosion reactions. In this section, we will investigate the effect of the defect geometry, changing the defect length over a range going from \( L = 0.1 \text{ mm} \) to \( L = 5 \text{ mm} \) and the defect height from \( h = 0.1 \text{ mm} \) to \( h = 4 \text{ mm} \). The radius at the defect tip is taken as the smaller of the two dimensions. This span of \( L \) and \( h \) values aims at covering a wide range of occluded geometries, from pit-like circular defects that can arise from localised corrosion to long sharp cracks. For the fluid velocity, we will use \( V_{\text{max}} = 10 \text{ mm/s} \), enforcing a near to constant pH at the defect mouth. The results obtained are shown in Fig. 14, where maps are constructed that relate the defect geometry to the crack tip estimates of pH (Fig. 14a), absorbed lattice hydrogen (Fig. 14b), \( H^+ \) concentration (Fig. 14c), and electrolyte potential (Fig. 14d).

Consider first the pH and \( H^+ \) concentration results, Fig. 14a and c. For shorter defects (\( L < 2 \text{ mm} \)), the pH shows a strong sensitivity to the defect length but only a weak sensitivity to the defect opening. The \( H^+ \) generated through the reacting \( \text{Fe}^{2+} \) diffuses more readily away from the defect tip when the defect length is small. Hence, wider pits allow for more diffusion compared to their surface area, resulting in a pH closer to the exterior conditions. For defects longer than \( 2 \text{ mm} \), diffusion becomes negligible and the pH is solely governed by the local equilibrium of the hydrogen and corrosion reactions. This strong dependency on the defect length, and weak dependency on its height, corresponds roughly with the predictions from Eq. (38), as discussed in Section 2.3.1. However, it should be noted that what determines if the results are dominated by the local reactions or by diffusion for a near-neutral metal potential is the diffusion of \( H^+ \) ions away from the defect, and not towards it. Consider now the sensitivity of crack tip electrolyte potential to the defect dimensions, Fig. 14d. As it can be observed, the crack tip value of \( \varphi \) generally increases with the defect length. Longer and thinner defects hinder electrolyte ionic transport and lead to noticeable increases in the crack tip electrolyte potential. Finally, the uptake of hydrogen is shown in Fig. 14(b), in terms of the absorbed lattice hydrogen concentration at the crack tip. The results reveal a significant sensitivity to the defect geometry. In particular, the lattice hydrogen content increases with the defect height. This is also observed for large defects, where changes in the pH and electrolyte potential...
are low. This behaviour is intrinsic to the crack tip geometry as the hydrogen diffuses away from it into the metal. For narrow cracks with small crack tip radii, the radial diffusion of $C_L$ implies that the diffusion will spread the available lattice hydrogen over a relatively large area. In contrast, defects with a large opening height and a large tip radius, such as pits, will cause almost one-dimensional diffusion away from their tip. This effect is shown in Fig. 15, where contours of electrolyte pH and metal lattice hydrogen content are shown for two selected values of the defect height. The hydrogen concentrations at the top and bottom faces of the crack are almost identical, as could be expected given the similar pH and low electric potential, while the hydrogen around the crack tip spreads over a larger region for the 1 mm height (relative to the 4 mm case). However, these bulk diffusion effects can be naturally captured by existing metal deformation–diffusion models, without explicitly simulating the electrolyte.

In terms of electrolyte–geometry interactions, our results show that when the defect is sufficiently long ($L > 2$ mm), the defect geometry is less relevant, as long as the influence of the electric potential is low. For these cases, having an exact description of the geometry is not needed to estimate the local pH, and one can consider local equilibrium to describe the environmental conditions. Similarly, if the local environmental conditions are known for a specific geometry, it can be reasonably expected that they would be applicable to other geometries within the “large crack” regime ($L > 2$ mm, for the material and conditions considered here). In contrast, for shorter defects the geometry has a significant effect on electrolyte behaviour, as the diffusion of ions into and out of the defect becomes important. In those circumstances, small deviations in crack length can cause significant changes in environmental conditions and hydrogen uptake.

6. Assessment of modelling strategies

The results shown so far reveal that the pH and the electrolyte potential near the metal surface deviate significantly from the initial pH and the applied potential. However, the results presented in Section 5.3 also show that the electric potential is only weakly dependent on the crack geometry, and that an almost constant pH is obtained inside of the defect, as long as the defect is sufficiently long. Hence, our model can be used to determine the local pH and electrolyte potential associated with a given applied potential, and these would be relevant for all sufficiently long cracks. These relations, shown in Fig. 16, can be used as input to simplified hydrogen uptake models that can provide a relatively accurate quantification of hydrogen ingress without the need to resolve the complete electro-chemo-mechanical problem. Thus, we proceed to derive simplified relationships and assess their accuracy, as well as to inspect the predictions from simplistic yet widely-used models. As a word of caution, one should note that the environmental maps such as the one provided in Fig. 16, which can serve as key input to simplified models, are solely an estimate and do not capture the initial period during which the pH near the fracture tip slowly changes towards a more stable solution. They are also not representative of the steady-state behaviour obtained when the metal lattice is fully saturated with hydrogen. However, in this intermediate period, they can give a sensible estimate for the environmental conditions based on the applied metal potential. Throughout this section, the results refer to an Fe-based material, as characterised by the parameters shown in Tables 4 and 5.

Building upon local environmental maps such as the one provided in Fig. 16, let us proceed to derive simplified estimates of the hydrogen...
influx. First, assuming the number of surface sites to be small, and hence the surface to be in a state of local equilibrium, Eq. (31) can be simplified to:

\[
J = v_A - v'_A = (v_{V_A} - v'_{V_A}) - (v_{V_H} - v'_{V_H}) - 2(v_T - v'_T) + (v_{V_B} - v'_{V_B}) - (v_{H_B} - v'_{H_B})
\]

(49)

Next, we neglect all backwards reaction rates except for \( v'_A \). This is sensible as long as these backwards reaction rates are sufficiently small compared to their forward rates. The implication is that the hydrogen is solely adsorbed through the Volmer or backwards absorption reactions, and that is solely removed from the metal surface through the Tafel, Heyrovsky, and forwards absorption reactions. As a result, the interfacial mass balance dictates the hydrogen influx into the metal as:

\[
J = v_A - v'_A = k_{V_A} C_H (1 - \theta_{ads}) \exp \left( -\frac{\alpha_{V_A} \eta F}{RT} \right) - k_{H_A} C_H \theta_{ads} \exp \left( -\frac{\alpha_{H_A} \eta F}{RT} \right) - 2k_T \theta_{ads}^2 + k_{V_A} (1 - \theta_{ads}) \exp \left( -\frac{\alpha_{V_A} \eta F}{RT} \right) - k_{H_A} \theta_{ads} \exp \left( -\frac{\alpha_{H_A} \eta F}{RT} \right)
\]

(50)

A further simplification is made, assuming the absorption reaction to occur much faster compared to all other reactions, resulting in the surface and lattice hydrogen concentrations to be in local equilibrium, and related to each other through:

\[
\theta_{ads} = \frac{C_L}{\frac{k_T}{k_A} (N_L - C_L) + C_L}
\]

(51)

As a result, the environmental conditions (\( C_{H^+} \) and \( \varphi \)) and current hydrogen concentration within the metal can be used to impose an
In the remainder of this section, we will compare the results obtained with the complete electro-chemo-mechanical model to those obtained from various simplified models, so as to assess their accuracy. In particular, in addition to the reference case (the ‘complete’ model), we consider: (i) the most commonly used approach of prescribing a constant hydrogen concentration, (ii) prescribing a constant hydrogen flux, (iii) our approximated flux model \( \bar{J}_f \), (iv) our further simplified flux model \( J_f \), and two cases where the electrochemistry is not solved for upon the assumption that the pH is known, one using the bulk pH (v) and another one using the local one (vi). It should be noted that current models that prescribe a constant hydrogen concentration are unable to relate the environment to the magnitude of \( C_L \) prescribed in the crack faces. Here, we assume that one has access to a map such as the one provided in Fig. 14b, and that input from a complete electro-chemo-mechanical model as the boundary value of \( C_L \). So, the value of \( C_L \) is chosen to match the reference result at a particular time (here, \( t = 10 \text{ min.} \)) and then its evolution is assessed. Also, the constant hydrogen flux, case (ii), is chosen assuming access to the outcome of a complete electro-chemo-mechanical simulation. Specifically, the flux prescribed corresponds to the flux obtained with the complete model at a certain time (again, \( t = 10 \text{ min.} \), \( J_f \)).

The magnitude of \( \bar{J}_f \) is estimated from \((52)\), taking the crack tip pH and electrolyte potential from the map provided in Fig. 17 and the current value of \( C_L \) (a primary variable of the model). And the pH-based approaches, (v) and (vi), solve both the deformation–diffusion problem in the metal and the surface kinetics (\( \Theta_{\text{surf}} \)), but do not resolve the electrolyte electrochemistry problem — assuming \( \varphi = 0 \) and, for the case of the local pH, estimating this through the map provided in Fig. 17. Hence, the boundary conditions of strategies (iii), (v), (vi) and the complete electro-chemo-mechanical model are time- and solution-dependent; unlike modelling strategies (i), (ii) and (iv), which take a constant \( C_L \) or J value. Calculations are conducted for three selected values of the applied potential: \( E_p = -0.5 \text{ V} \), and 0.5 V\text{ SHE}. For \( E_p = 0.5 \text{ V SHE} \) it follows from Fig. 16 that a good approximation for the local pH and electrolyte potential are 1.6 and 0.4 V\text{ SHE}, respectively. Based on Eq. (53), this results in \( \bar{J}_f = 3.4 \times 10^{-4} \text{ mol/m}^2\text{s} \). Similarly, for \( E_p = 0 \text{ V SHE} \) (pH = 3.7, \( \varphi = 0.5 \text{ mV SHE} \)) an approximation of the influx is given as \( \bar{J}_f = 2 \times 10^{-5} \text{ mol/m}^2\text{s} \), and for \( E_p = -0.5 \text{ V SHE} \) (pH = 13, \( \varphi = -0.03 \text{ V SHE} \)) one reaches \( \bar{J}_f = 1.1 \times 10^{-4} \text{ mol/m}^2\text{s} \). The global pH is the same used throughout the manuscript (pH = 5). Relevant to the constant flux boundary condition, (ii), the values of hydrogen flux obtained using the electro-chemo-mechanical model after a time \( t = 10 \text{ min.} \) are \( J_{0} = 4.2 \times 10^{-3} \text{ mol/(m}^2\text{s}) \), \( J_{0} = 1.5 \times 10^{-3} \text{ mol/(m}^2\text{s}) \) for the \( -0.5 \text{, and 0.5 V SHE} \) metal potential cases, respectively.

The results obtained with each of the aforementioned modelling strategies are shown in Fig. 18. Two types of graphs are shown: the lattice hydrogen distribution ahead of the crack tip (\( \theta = 0^\circ \)) after \( t = 10 \text{ min.} \) (left column) and the crack tip lattice hydrogen evolution as a function of time (right column). Consider first the results obtained for an applied potential \( E_p = -0.5 \text{ V SHE} \), Fig. 18a and b. First, it can be readily observed that simply prescribing the initial pH of the electrolyte gives results that very significantly deviate from the reference case (the complete model). When the electrolyte is simulated, large changes in pH are observed near the metal surface and within the defect, with these changes limiting the reaction rates at the surface. However, by assuming a constant pH, this limiting effect is not present and as a result large amounts of H⁺ ions react at the surface, leading to an overprediction of the hydrogen uptake. A better approximation is obtained by considering the local pH, since this approach includes the aforementioned reaction rate limiting effects. However, this modelling strategy neglects changes in the electric potential of the electrolyte near the pit, leading to noticeable differences with the reference result. The accuracy compared to simply prescribing the global pH also improves when using the approximations \( \bar{J}_f \) and \( J_f \), as these take both the local pH and electrolyte potential into account. Within these, a better agreement is attained by making use of \( \bar{J}_f \), emphasising the role played by changes in surface coverage. A very good agreement can be obtained if the
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Fig. 18. Assessment of modelling strategies. Lattice hydrogen distribution ahead of the crack after \( t = 10 \) min. (left) and evolution of the crack tip lattice hydrogen concentration (right). Seven modelling strategies are considered: (i) prescribing a constant hydrogen concentration, (ii) prescribing a constant hydrogen flux, (iii) our approximated flux model \( \tilde{J}_1 \), (iv) our further simplified flux model \( \tilde{J}_2 \), two cases where the electrochemistry is not solved for upon the assumption that the pH is known, one using the bulk pH (v) and another one using the local one (vi), and (vii) our complete electro-chemo-mechanical model (the reference result). Results are shown for three values of the applied potential: \( E_m = -0.5 \) V SHE \((a \& b)\), \( E_m = 0 \) V SHE \((c \& d)\) and \( E_m = 0.5 \) V SHE \((e \& f)\). Based on the assumptions discussed and Fig. 17, the values used are: \( C_L = 19 \) mol/m³, \( \tilde{J}_1 = 1.1 \cdot 10^{-4} \) mol/(m²s), \( J_10 = 4.2 \cdot 10^{-5} \) mol/(m²s), \( J_10 = 6.3 \) mol/m³, \( J_2 = 2.0 \cdot 10^{-5} \) mol/(m²s), \( J_2 = 1.5 \cdot 10^{-4} \) mol/(m²s), and local pH = 3.7 (\( E_m = 0 \) V SHE); \( C_L = 60 \) mol/m³, \( J_2 = 3.4 \cdot 10^{-4} \) mol/(m²s), \( J_2 = 1.5 \cdot 10^{-4} \) mol/(m²s), and local pH = 1.6 and \( E_m = 0.5 \) V SHE).
the metal. However, after this initial period both the hydrogen flux based on results after 10 min (\(J_H\)) and the approximate hydrogen flux \(\tilde{J}_H\) produce results that show similar gradients to the reference electro-chemo-mechanical model. The more simplified flux model \(\tilde{J}_H\) also shows a similar trend but overpredicts the quantity of absorbed hydrogen as it neglects the hydrogen recombination reactions.

7. Conclusions

The amount of absorbed hydrogen in metals is a key input in hydrogen embrittlement predictions. However, its quantification remains a challenge. In this work, we have presented a generalised electro-chemo-mechanical model that enables quantifying hydrogen absorption for any choice of environment and sample/defect geometry. The model combines the simulation of ionic transport in an electrolyte with the diffusion of hydrogen within a deformable metal containing microstructural traps. At the interface between these two domains, electrochemical reactions are prescribed to relate the electrolyte pH and potential to the amount of hydrogen being absorbed into the metal. These elements are coupled, resulting in the first model that incorporates the physics governing electrolyte behaviour, hydrogen evolution and corrosion reactions, surface adsorption and stress-assisted hydrogen uptake and diffusion in a metal lattice. We numerically implement our theory and quantify hydrogen absorption as a function of the environment (bulk pH and applied potential), the fluid velocity and the crack and specimen dimensions. Furthermore, we postulate hypotheses and use them to present simplified versions of our model that enable quantifying the hydrogen influx from known local environmental conditions. Calculations are conducted to test these hypotheses and compare the predictions resulting from our simplified and generalised models to those obtained with the simplified boundary conditions commonly used in the literature, establishing regimes of validity. Our main findings are:

- Hydrogen ingress shows significant sensitivity to changes in electrolyte potential and pH, despite these changes being neglected in existing models. Negative applied potentials reduce the H\(^+\) concentration and accelerate hydrogen reactions. The latter significantly enhances hydrogen uptake but the effect is limited due to the decrease in available H\(^+\) ions in the electrolyte. Positive potentials slow down hydrogen reaction kinetics but still lead to significant hydrogen uptake due to the associated reduction in pH. An intermediate regime exists where hydrogen ingress is minimised.
- The fluid velocity has a minor influence on the hydrogen uptake ahead of cracks and pits. However, the bulk electrolyte potential and pH distributions are sensitive to the fluid velocity, and so is the hydrogen uptake at the exterior boundaries.
- Short and wide cracks/pits favour the diffusion of hydrogen ions into and out of the defect, with a stronger dependence on the defect length compared to its height. For sufficiently long cracks, this diffusion becomes severely limited, resulting in the pH becoming independent of the crack geometry. In contrast, the electrolyte potential exhibits a higher sensitivity to the defect geometry, even for long cracks.
- Neglecting electrolyte behaviour by defining the lattice hydrogen concentration at the surface based on the bulk pH introduces significant errors. Considering instead the local pH improves the accuracy of predictions but still shows deviations from the reference result, as changes in electrolyte potential are not accounted for.
- Boundary conditions commonly used in hydrogen embrittlement models, such as prescribing a constant, pre-determined lattice concentration, result in significant deviations from the hydrogen absorption predicted by the complete electro-chemo-mechanical model.

- Environmental maps that relate the applied potential to the local (crack tip) pH and electrolyte potential, such as the one provided in Fig. 16, can be used to determine the hydrogen influx in a relatively accurate manner, without the need to explicitly simulate electrolyte behaviour.
- While some simplifications provide relatively close estimates, there exists phenomena such as pH evolution that can only be captured with a complete electro-chemo-mechanical model. These phenomena lead to hydrogen uptake overpredictions when using simplified models that do not simulate the electrochemical behaviour of the electrolyte.

Moreover, maps are provided that enable readers to relate measurable environmental conditions (bulk pH, applied potential) to local environmental quantities (pH, electrolyte potential) and absorbed hydrogen. The model is also capable of predicting the influence of the surface condition but this is done through changes in the reaction rate constants and thus requires input from careful experimentation. Potential future extensions to the model include the use of kinetic trapping formulations \([12,36]\), the coupling with models that explicitly simulate the embrittlement process (e.g., through the use of phase field approaches \([59]\)) and incorporating the role of recombination poisons such as H\(_2\)S.
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