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Abstract—Motivated by the need to provide differentiated quality-of-service (QoS) in grant-free uplink transmissions in 5G networks and beyond, we extend the probabilistic analysis of coded Poisson receivers (CPR) to the setting with multiple classes of users and receivers. For such a CPR system, we prove (under certain technical conditions) that there is a region, called the stability region, in which each transmitted packet can be successfully received with probability 1 when the offered load to the system is within the stability region. On the other hand, if the offered load is outside the stability region, there is a nonzero probability that a packet will fail to be received. We then extend the stability region to the \( \epsilon \)-stability region for CPR systems with decoding errors. We also demonstrate the capability of providing differentiated QoS in such CPR systems by comparing the stability regions under various parameter settings.
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I. INTRODUCTION

One of the most challenging problems for the fifth-generation networks (5G) and beyond is to support various connectivity classes of users, including (i) enhanced mobile broadband (eMBB), (ii) ultra-reliable low-latency communications (URLLC), and (iii) massive machine-type communications (mMTC) (see, e.g., [1]–[4] and references therein). These connectivity classes have different requirements. For instance, to provide the URLLC services for autonomous driving, drones, and augmented/virtual reality, the reliability defined in 3GPP requires the \( 1 - 10^{-5} \) success probability of transmitting a layer two protocol data unit of 32 bytes within 1 ms. For some use cases, such as electrical power distribution, might have stricter requirements (higher reliability of \( 10^{-6} \), lower latency of 0.5 to 1 ms) [4]. For downlink transmissions, these quality-of-service (QoS) requirements could be supported by centralized scheduling algorithms. In particular, utility-based algorithms were proposed in [5] for joint scheduling of URLLC and eMBB traffic. However, it is much more difficult to meet various QoS requirements for grant-free uplink transmissions as this has to be done in a distributed manner for a multiple access channel (that depends heavily on the physical layer).

There have been many multiple access schemes proposed in the literature, see, e.g., [6]–[19]. Most of these schemes are heavily correlated to various physical layer characteristics, including encoding/decoding schemes, fading channel models, modulation schemes, and power allocations. As such, it is very difficult to extend the analyses in these multiple access schemes to a higher layer protocol, where there are multiple classes of users and receivers.

Recently, an abstract receiver at the Medium Access Control (MAC) layer, called Poisson receiver, was proposed in [20] to address the QoS requirements for various grant-free uplink transmissions. A Poisson receiver specifies the probability that a packet is successfully received (decoded) when the number of packets transmitted simultaneously to the receiver follows a Poisson distribution (Poisson offered load). As such, one can hide the encoding/decoding complexity from the physical layer by summarizing the physical layer as an input-output function of the (packet) success probability. Like Irregular Repetition Slotted ALOHA (IRSA) [7] and coded slotted ALOHA (CSA) [8]–[12], one can also group \( T \) independent Poisson receivers together to form a system of coded Poisson receivers (CPR). In a CPR system, a random number of copies of each packet (from an active user) are transmitted uniformly to the \( T \) receivers. If any one of these copies of a packet is successfully received by a receiver, then the other copies can be removed from the system to further improve the success probabilities of the other packets. Such a process can then be iteratively carried out for \( i \) times to “decode” the rest of the packets. As \( T \) and \( i \) go to infinity, several numerical examples in [20] suggest that such an iterative decoding approach leads to a Poisson receiver with a success probability function of threshold type. When the offered load is below the threshold, each packet can be successfully received with probability 1. On the other hand, when the offered load exceeds the threshold, there is a nonzero probability that a packet will fail to be received. Such a percolation phenomenon was reported earlier in IRSA [7] and CSA [8]–[10], [12].

To provide differentiated QoS for multiple classes of users in 5G networks, one common approach, known as network slicing [21], is to partition and allocate available radio resources in an efficient manner to users. On the other hand, to
meet the stringent QoS guarantees for URLLC uplink transmissions, the Third Generation Partnership Project (3GPP) defines the configured-grant transmissions that allow URLLC traffic to transmit multiple copies of a packet in a frame [4], [22]. Motivated by these, we extend the analysis for the CPR system in [20] to the setting with multiple classes of users and receivers. Specifically, we partition the $T$ receivers (radio resources) into $J$ classes. The class $j$th receivers are allocated with $F_jT$ receivers, where $\sum_{j=1}^J F_j = 1$. Unlike the CPR system with a single class of receivers in [20], copies of packets are no longer transmitted uniformly to the $T$ receivers. Suppose that there are $K$ classes of users in the CPR system. Then each copy of a packet from a class $k$ user is transmitted to class $j$ receivers with the routing probability $r_{k,j}$. The partition of the $T$ receivers and the routing probabilities specify how the $T$ receivers are shared among the users. Under certain technical assumptions, we prove that for such a CPR system with multiple classes of users and receivers, there exists a region, called the stability region in this paper, such that each packet can be successfully received with probability 1 when the offered load is within the region. On the other hand, if the offered load is outside the stability region, then there is a nonzero probability that a packet will fail to be received. The stability region provides a natural way for admission control of configured-grant transmissions.

The stability region that ensures every packet is successfully received may not hold in a practical setting, where there are noise, channel fading, and decoding errors. To take these practical factors into account, we further extend the stability region to the $\epsilon$-stability region. The vector $\epsilon = (\epsilon_1, \epsilon_2, \ldots, \epsilon_K)$ is a vector of $K$ parameters that are chosen to meet the QoS requirements of the $K$ classes of users. When the offered load is within the $\epsilon$-stability region, a packet, depending on its class, can be successfully received with a guaranteed probability in terms of $\epsilon$.

By specifying the routing probabilities, one has the flexibility to either enlarge or shrink the stability region (and the $\epsilon$-stability region) for certain classes of users. To demonstrate this, we consider an IRSA system with two classes of users and two classes of receivers and compare the stability regions under four packet routing policies: (i) complete sharing (where the receivers are shared equally), (ii) receiver reservation (where one class of receivers is reserved for one class of users), (iii) (nearly) complete partitioning (where receivers are not shared), and (iv) nonuniform sharing (where receivers are shared unequally). The complete sharing policy has a convex stability region. However, the stability region of the receiver reservation policy is not convex. Moreover, for the class of users that have reserved access for one class of receivers, the receiver reservation policy can accommodate a larger offered load than that of the complete sharing policy. As the receivers are not shared under the (nearly) complete partitioning policy, its performance is the worst among these four policies, and it has the smallest stability region. When there are decoding errors in the IRSA system, the notion of stability region is no longer valid. Instead, we investigate the $\epsilon$-stability region and show the trade-off between the admissible offered load to the system and the QoS requirement for the packet success probability.

In addition to the IRSA system, we also consider the CPR system with each Poisson receiver modelled by the Rayleigh block fading channel with capture in [12], [23], [24]. Our numerical results show that the packet success probability (as a function of the offered load) is of threshold type. When the signal-to-noise ratio is very large, one can admit the load until the threshold without sacrificing the QoS requirement for the packet success probability. However, when the signal-to-noise ratio is small, there is a clear trade-off between the admissible offered load and the required packet success probability.

We summarize our contributions as follows:

(i) We extend the analysis of CPR systems in [20] to the setting with multiple classes of users and receivers. This is done by introducing a partition of receivers and routing probabilities from various classes of users to various classes of receivers into CPR systems. Our work can also be extended to the independent packet erasure channel in [11], and the independent SIC error model in [7], [25].

(ii) We define the notion of stability for such CPR systems and prove the existence of stability regions. We also derive sufficient conditions to characterize the stability regions.

(iii) We extend the notion of stability to the notion of $\epsilon$-stability to cope with the practical setting with noise, channel fading, and decoding errors.

(iv) By conducting extensive numerical studies, we show how the stability regions and the $\epsilon$-stability regions are affected by various parameters of CPR systems, including routing probabilities and degree distributions. Fine-tuning these parameters can lead to differentiated QoS among multiple classes of users.

In this paper, we let $0$ (resp. 1) be the $1 \times K$ vector with all its elements being 0 (resp. 1). Also, for two vectors $x$ and $y$, we say $x \leq y$ if every element in $x$ is not larger than the corresponding element in $y$. A list of notations is given in Appendix A of the supplementary material.

The rest of the paper is organized as follows. In Section II, we briefly review the framework of Poisson receivers in [20]. We then extend the framework to the setting with multiple classes of users and receivers in Section III. We define the notion of stability and develop its associated theoretical analyses in Section IV. In Section V, we provide numerical results for the stability regions and the throughputs of various CPR systems. The paper is concluded in Section VI.

II. REVIEW OF THE FRAMEWORK OF POISSON RECEIVERS

In this section, we briefly review the framework of Poisson receivers in [20]. We say a system with $K$ classes of input traffic is subject to a Poisson offered load $\rho = (\rho_1, \rho_2, \ldots, \rho_K)$ if these $K$ classes of input traffic are independent, and the number of class $k$ packets arriving at the system follows a Poisson distribution with mean $\rho_k$, for $k = 1, 2, \ldots, K$.

**Definition 1**: (Poisson receiver with multiple classes of input traffic [20]) An abstract receiver is called a $\langle P_{\text{suc},1}(\rho), P_{\text{suc},2}(\rho), \ldots, P_{\text{suc},K}(\rho) \rangle$-Poisson receiver with $K$
classes of input traffic if the receiver is subject to a Poisson
offered load $\rho = (\rho_1, \rho_2, \ldots, \rho_K)$, a tagged (randomly se-
lected) class $k$ packet is successfully received with probability
$P_{suc,k}(\rho)$, for $k = 1, 2, \ldots, K$.

The throughput of class $k$ packets (defined as the expected
number of class $k$ packets that are successfully received) for a
$(P_{suc,1}(\rho), P_{suc,2}(\rho), \ldots, P_{suc,K}(\rho))$-Poisson receiver subject
to a Poisson offered load $\rho$ is thus

$$\Theta_k = \rho_k \cdot P_{suc,k}(\rho),$$

(1)

$k = 1, 2, \ldots, K$.

It was shown in [20] that many systems could be modelled
by Poisson receivers, including Slotted ALOHA (SA) [26] and
SA with multiple cooperative receivers. Moreover, there are
two elegant closure properties of Poisson receivers for
density evolution method [27]-[29] used for analyzing CSA,
and they serve as building blocks for analyzing a large system
of Poisson receivers.

In the following, we give four examples of Poisson receivers
in [20], [30] that will be used for evaluating our numerical
results.

Example 1: (D-fold ALOHA) D-fold ALOHA [17], [18],
[31], [32] is a generalization of the SA system, where the
maximum number of packets that can be successfully received
is $D$. It was shown in [20] that D-fold ALOHA is a Poisson
receiver with

$$P_{suc}(\rho) = \sum_{t=0}^{D-1} \frac{e^{-\rho} \rho^t}{t!}.$$  

(2)

Example 2: (D-fold ALOHA with decoding errors) In
practice, there are decoding errors. Suppose that the proba-
bility of decoding errors is $p_{err}$ in a D-fold ALOHA. Then
we can model it by a mixture of two Poisson receivers. With
probability $1 - p_{err}$, it is a Poisson receiver with the success
probability function in (2). On the other hand, with probability
$p_{err}$, it is a Poisson receiver with the success probability
function equal to 0. It is easy to see such a mixture of two
Poisson receivers is a Poisson receiver with the following
success probability function:

$$P_{suc}(\rho) = (1 - p_{err}) \sum_{t=0}^{D-1} \frac{e^{-\rho} \rho^t}{t!}.$$  

(3)

Such a model for D-fold ALOHA with decoding errors was
previously shown in [30]. For $D = 1$, it is known as the slot
erasure model in [11].

Example 3: (Two cooperative SA receivers) In [20], [30],
they considered a system with two cooperative SA receivers
that can exchange the information of successfully received
packets from each other to perform successive inference can-
cellation (SIC). There are two classes of traffic: the URLLC
traffic (class 3 in [20], [30]) and the eMBB traffic (class 4 in
[20], [30]). Each packet from the URLLC traffic is sent to both
receivers. On the other hand, a packet from the eMBB traffic is
sent to one of the two receivers with an equal probability.
Suppose that the URLLC traffic has a Poisson offered load $\rho_3$
and the eMBB traffic has a Poisson offered load $\rho_4$. Then such
a system is a Poisson receiver with the success probability
functions:

$$P_{suc,3}(\rho_3, \rho_4) = 2e^{-(\rho_3 + \frac{1}{2} \rho_4)} - e^{-(\rho_3 + \rho_4)},$$  

(4)

and

$$P_{suc,4}(\rho_3, \rho_4) = e^{-(\rho_3 + \frac{1}{2} \rho_4)} + \rho_3 e^{-(\rho_3 + \rho_4)}.$$  

(5)

Example 4: (Rayleigh block fading channel with capture) In
[30], it was shown that the Rayleigh block fading channel
with capture with [12], [23], [24] could be modelled by a
Poisson receiver. In a wireless channel with $N$ active users
and one receiver, the packet of the $k^{th}$ user can be successfully
received if the signal-to-interference-and-noise ratio (SINR)
is higher than a predefined threshold. In particular, for the
Rayleigh block fading channel, such a condition can be written
as

$$\frac{X_k}{\sum_{n \neq k} X_n + \frac{1}{\gamma}} \geq b,$$  

(6)

where $X_n$’s are independent and exponentially distributed
with mean 1, $\gamma$ is the signal-to-noise ratio, and $b$ is a
predefined threshold. As such, the probability that the packet
of the $k^{th}$ user can be successfully received (see, e.g., [12],
[23], [24]) is

$$P(\frac{X_k}{\sum_{n \neq k} X_n + \frac{1}{\gamma}} \geq b) = \frac{e^{-b/\gamma}}{(1 + b)^{N-1}}.$$  

(7)

For the capture effect in the threshold-based model, we can
use the SIC decoding algorithm. As shown in [30], the average
number of packets that can be successfully received when
there are $N$ active users is

$$\sum_{r=1}^{N} \frac{N!}{(N-r)!} \frac{e^{-\frac{1}{2}(1+b)^{r-1}}}{(1 + b)^r(N-1-\frac{r-1}{2})}.$$  

(8)

This is then used to show that the Rayleigh block fading
coding channel with capture is a $P_{suc}(\rho)$-Poisson receiver with

$$P_{suc}(\rho) = \sum_{t=0}^{\infty} \sum_{r=0}^{t} \frac{e^{-\rho} \rho^t}{t!} \cdot \frac{e^{-\frac{1}{2}(1+b)^{t+1-1}}}{(1 + b)^{(t+1)}(t+\frac{1}{2})}.$$  

(9)

III. CODED POISSON RECEIVERS WITH MULTIPLE
CLASSES OF USERS AND RECEIVERS

The main objective of this section is to extend the result
for coded Poisson receivers with a single class of receivers
in [20] to the setting with multiple classes of receivers.
Specifically, we consider a system with $G_l T$ class $k$ active
users, $k = 1, 2, \ldots, K$, and $F_j T$ class $j$ Poisson receivers,
$j = 1, 2, \ldots, J$. Class $j$ Poisson receivers have the success
probability functions $P_{\text{suc},1,j}(\lambda), P_{\text{suc},2,j}(\lambda), \ldots, P_{\text{suc},K,j}(\lambda)$ for the $K$ classes of input traffic. Each class $k$ user transmits its packet for $L_k \geq 1$ times (copies). With the routing probability $r_{k,j} \ (\sum_{j=1}^{J} r_{k,j} = 1)$, each copy of a class $k$ packet is transmitted uniformly and independently to one of the $F_j T$ class $j$ Poisson receivers. For such a system, we assume perfect SIC, i.e., as long as one copy of a packet is successfully received by one of the receivers, then it can be used to remove the other copies of that packet from the other receivers. Moreover, all the Poisson receivers are assumed to be independent, i.e., the event that a packet is successfully received by a Poisson receiver is independent of the outcomes of the other Poisson receivers as long as their input traffic is independent of each other. As in [20], the decoding process can be described by a peeling decoder on a user-receiver bipartite graph, where an edge between a user node and a receiver node is added if there is a packet transmitted from that user node to that receiver node. Call an edge a class $k$ edge if the user end of the edge is connected to a class $k$ user. Also, we call an edge a class $(k,j)$-edge if the receiver (resp. user) end of the edge is connected to a class $j$ receiver (resp. class $k$ user). To illustrate this, we show in Figure 1 a system of three classes of users and two classes of Poisson receivers.

As in [20], we let $\Lambda_{k,\ell}$ be the probability that a class $k$ packet is transmitted $\ell$ times, i.e.,

$$P(L_k = \ell) = \Lambda_{k,\ell}, \ \ell = 1, 2, \ldots$$

(10)

Define the generating function

$$\Lambda_k(x) = \sum_{\ell=0}^{\infty} \Lambda_{k,\ell} \cdot x^\ell$$

(11)

of the degree distribution of a class $k$ user node, and the generating function

$$\lambda_k(x) = \sum_{\ell=0}^{\infty} \lambda_{k,\ell} \cdot x^\ell$$

(12)

of the excess degree distribution of a class $k$ user node, where

$$\lambda_{k,\ell} = \frac{\Lambda_{k,\ell+1} \cdot (\ell + 1)}{\sum_{\ell=0}^{\infty} \Lambda_{k,\ell+1} \cdot (\ell + 1)}$$

(13)

is the probability that the user end of a randomly selected class $k$ edge has additional $\ell$ edges excluding the randomly selected class $k$ edge. Note that the mean degree of a class $k$ user node is

$$\lambda_k(1) = \sum_{\ell=0}^{\infty} \ell \cdot \lambda_{k,\ell},$$

(14)

and that

$$\lambda_k(x) = \frac{\Lambda_k'(x)}{\Lambda_k'(1)}.$$ 

(15)

Our analysis is based on the tree evaluation method in [7], [9], [27], [34] and the reduced Poisson offered load argument in [20]. The tree evaluation method was extended in [28], [29] to derive the capacity of low-density parity-check (LDPC) codes [27], and it is commonly known as the density evolution (DE) method to the information theory community. In fact, it was pointed out in [35] a very interesting connection between IRSA and high-rate LDPC codes. On the other hand, the reduced Poisson offered load argument is a widely used method to analyze queueing networks (see, e.g., [36]–[38]).

It consists of the following steps:

(i) The initial offered load of class $k$ packets to a class $j$ Poisson receiver, defined as the expected number of class $k$ packets transmitted to that receiver, is

$$\rho_{k,j} = G_k \Lambda_k'(1) r_{k,j} / F_j.$$ 

(16)

To see (16), note that (a) there are $G_k T$ class $k$ users, (b) each class $k$ user transmits on average $\Lambda_k'(1)$ copies, (c) each copy is sent to class $j$ Poisson receivers with the routing probability $r_{k,j}$, and (d) a copy sent to class $j$ Poisson receivers is uniformly distributed among the $F_j T$ class $j$ Poisson receivers. When $T$ goes to infinity, the number of class $k$ packets at a class $j$ receiver converges (from a binomial random variable) to a Poisson random variable with mean $\rho_{k,j}$, and the degree distribution of class $k$ packets at a class $j$ receiver node is a Poisson distribution with mean $\rho_{k,j}$.

(ii) Let $q_{k,j}^{(i)}$ be the probability that the user end of a randomly selected class $k$ edge has not been successfully received after the $i$th SIC iteration. The offered load of class $k$ packets to a class $j$ Poisson receiver after the $i$th SIC iteration has a Poisson distribution with mean $q_{k,j}^{(i)} \rho_{k,j}$. As pointed out in [20], this is due to two important closure properties of Poisson random variables: (a) randomly splitting a Poisson random variable yields independent Poisson random variables, and (b) the excess degree distribution of a Poisson random variable is Poisson with the same mean. As such, the Poisson offered load is reduced from $\rho_{k,j}$ to $q_{k,j}^{(i)} \rho_{k,j}$ after the $i$th SIC iteration. Let

$$\rho^{(j)} = (\rho_{1,j}, \rho_{2,j}, \ldots, \rho_{K,j}),$$

(17)

and

$$q^{(i)} = (q_{1,j}^{(i)}, q_{2,j}^{(i)}, \ldots, q_{K,j}^{(i)}).$$

(18)

We can represent the offered load at a class $j$ Poisson receiver after the $i$th SIC iteration by the vector $q^{(i)} \circ \rho^{(j)}$, where $\circ$ denotes the element-wise multiplication of two vectors. This reduced load argument is also the key step that greatly reduces the computational complexity in the density evolution method.

(iii) Let $p_{k,j}^{(i+1)}$ be the probability that the receiver end of a randomly selected class $(k,j)$-edge has not been successfully received after the $(i+1)$th SIC iteration. Then

$$p_{k,j}^{(i+1)} = 1 - P_{\text{suc},k,j}(q^{(i)} \circ \rho^{(j)}).$$

(19)
(iv) Let $P_{\text{sic}}^{(i+1)}$ be the probability that the receiver end of a randomly selected class $k$ edge has not been successfully received after the $(i + 1)^{th}$ SIC iteration. Since a class $k$ edge is a class $(k, j)$-edge with probability $r_{k,j}$, it follows that

$$p_k^{(i+1)} = \sum_{j=1}^{J} r_{k,j} p_{k,j}^{(i+1)} = 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i)} \circ \rho^{(j)}).$$  \hspace{1cm} (20)

The probability $q^{(i)}_k$ can be computed recursively from the following equation:

$$q_k^{(i+1)} = \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i)} \circ \rho^{(j)}) \right),$$  \hspace{1cm} (21)

with $q_k^{(0)} = 1$. To see this, note that a packet sent from a user (the user end of the bipartite graph) can be successfully received if at least one of its copies is successfully received at the receiver end. Since the probability that the user end of a randomly selected class $k$ edge has additional $\ell$ edges is $\lambda_k, \ell$, the probability that the user end of a randomly selected class $k$ edge cannot be successfully received after the $(i + 1)^{th}$ iteration is

$$q_k^{(i+1)} = 1 - \sum_{\ell=0}^{\infty} \lambda_k, \ell \cdot \left( 1 - (p_k^{(i+1)})^\ell \right) = \lambda_k(p_k^{(i+1)}).$$  \hspace{1cm} (22)

Using (20) in (22) yields (21).

(vi) Let $P_{\text{suc}}^{(i)}$ be the probability that a packet sent from a randomly selected class $k$ user can be successfully received after the $i^{th}$ iteration. Such a probability is the probability that at least one copy of the packet has been successfully received after the $i^{th}$ iteration. Since the probability that a randomly selected class $k$ user has $\ell$ edges is $\Lambda_k, \ell$, we have from (20) that

$$P_{\text{suc}}^{(i)} = \sum_{\ell=0}^{\infty} \Lambda_k, \ell \cdot \left( 1 - (1 - P_{\text{suc}}^{(i)})^\ell \right) = \sum_{\ell=0}^{\infty} \Lambda_k, \ell \cdot \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)} \circ \rho^{(j)})^\ell \right) = 1 - \Lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)} \circ \rho^{(j)}) \right).$$  \hspace{1cm} (23)

Let

$$G = (G_1, G_2, \ldots, G_K),$$

$$\Lambda'(x) = (\Lambda'_1(x), \Lambda'_2(x), \ldots, \Lambda'_K(x)),$$

and

$$R^{(j)} = \left( \frac{r_{1,j}}{F_j}, \frac{r_{2,j}}{F_j}, \ldots, \frac{r_{K,j}}{F_j} \right)$$  \hspace{1cm} (24)

for $j = 1, 2, \ldots, J$. In view of (16) and (17), we have

$$\rho^{(j)} = G \circ \Lambda'(1) \circ R^{(j)}.$$  \hspace{1cm} (25)

We summarize the result in (23) in the following theorem.

**Theorem 2:** As $T \to \infty$, the system of coded Poisson receivers after the $i^{th}$ SIC iteration converges to a Poisson receiver with the success probability function for the class $k$ traffic

$$\hat{P}_{\text{suc},k}(G) = 1 - \Lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)} \circ G \circ \Lambda'(1) \circ R^{(j)}) \right),$$  \hspace{1cm} (26)

$k = 1, 2, \ldots, K$, where $q^{(i)} = (q_1^{(i)}, q_2^{(i)}, \ldots, q_K^{(i)})$ can be computed recursively from the following equation:

$$q_k^{(i+1)} = \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i)} \circ G \circ \Lambda'(1) \circ R^{(j)}) \right),$$  \hspace{1cm} (27)

with $q^{(0)} = (1, 1, \ldots, 1)$.

We note that here we only outline the six steps to derive the results in Theorem 2. A rigorous proof for Theorem 2 requires the concentration theorem (Theorem 2 of [29]) to prove the ergodicity of the system, i.e., as $T \to \infty$, the average fraction of nodes that have not been successfully received after the $i^{th}$ SIC iteration converges to the probability that a randomly selected node has not been successfully received after the $i^{th}$ SIC iteration.

In comparison with the density evolution method in [39], [40] for analyzing spatially-coupled random access, the explicit functional representation in Theorem 2 is much more succinct. We will use the functional representation to analyze the stability of CPR systems via the solutions of a set of functions in the next section.

There are two simple extensions for the results in Theorem 2 (i) independent packet erasure channel [11], and (ii) independent SIC error model [7], [25]. For the independent packet erasure channel, each packet is erased independently (due to fading) with probability $p_{\text{era}}$. For such a model, the number of copies is simply a random sum of independent Bernoulli random variables, and the new generating function of the degree distribution of class $k$ packets is

$$\hat{A}_k(x) = \Lambda_k(p_{\text{era}} + (1 - p_{\text{era}})x),$$  \hspace{1cm} (28)

where $\Lambda_k(x)$ is the original generating function of the degree distribution of class $k$ packets. This was previously shown in Eq. (13) of [11].

For the independent SIC error model, a copy of a successfully received packet cannot be removed from the SIC operation with probability $p_{\text{sic}}$. Note that in the perfect SIC setting, we simply have $p_{\text{sic}} = 0$. In such a model, the mean offered load of class $k$ packets to a class $j$ Poisson receiver after the $i^{th}$ SIC iteration is no longer $q_k^{(i)} p_{k,j}$. By taking the SIC error into account, this is increased to $(p_{\text{sic}} + (1 - p_{\text{sic}})q_k^{(i)}) p_{k,j}$. Thus, one only needs to replace $q_k^{(i)}$
in (27) by $p_{\text{suc}} 1 + (1 - p_{\text{suc}}) q^{(i)}$. Also, $q^{(i-1)}$ in (26) needs to be changed accordingly. Note that the probability that the $(l - 1)^{th}$ SIC operation is successful in the independent SIC error model is $(1 - p_{\text{suc}})^{l-1}$, which is exactly the same as Eq. (1) in [25].

IV. Stability

In this section, we discuss the stability region of coded Poisson receivers with multiple classes of input traffic.

Definition 3: (Stability of coded Poisson receivers with multiple classes of input traffic) Consider the coded Poisson receiver described in Section III. A Poisson offered load $G = (G_1, G_2, \ldots, G_K)$ to the coded Poisson receiver is said to be stable if the probability that a packet is successfully received approaches to 1 when the number of iterations goes to infinity, i.e.,

$$\lim_{i \to \infty} P_{\text{suc},k}(G) = 1, \quad k = 1, 2, \ldots, K, \quad (29)$$

where $P_{\text{suc},k}(G)$ is defined in (26).

The definition for the stability of coded Poisson receivers is motivated by the notion of stability in queueing theory, where a queue is (rate) stable if the departure rate is the same as the arrival rate. For our analysis of the stability region, we consider the following assumptions:

(A1) For all $k = 1, \ldots, K$ and $j = 1, 2, \ldots, J$, the success probability function $P_{\text{suc},k,j}(\rho)$ is a continuous and decreasing function of $\rho$, and $P_{\text{suc},k,j}(0) = 1$.

(A2) If $\rho = 0$, then $P_{\text{suc},k,j}(\rho) < 1$ for all $k = 1, 2, \ldots, K$, and $j = 1, 2, \ldots, J$.

(A3) $r_{k,j} > 0$ for all $k = 1, \ldots, K$, and $j = 1, 2, \ldots, J$.

The condition in (A1) is quite intuitive. In order for every packet to be successfully received, the success probability function needs to be increased (continuously) to 1 when the offer load $\rho$ is decreased to 0.

A. Necessary and sufficient condition for stability

In the following theorem, we show a necessary and sufficient condition for a Poisson offered load $G$ to be stable.

Theorem 4: Under (A1), a Poisson offered load $G$ is stable if $q = 0$ is the unique solution in $[0, 1]^K$ of the following $K$ equations:

$$q_k = \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q \circ G \circ \Lambda'(1) \circ R(j))\right), \quad (30)$$

$k = 1, 2, \ldots, K$. On the other hand, under (A1), (A2), and (A3), a positive Poisson offered load $G$ (with $G_k > 0$ for all $k$) is stable only if $q = 0$ is the unique solution in $[0, 1]^K$ of the $K$ equations in (30).

The proof of Theorem 4 requires the results in the following lemma that shows the limiting vector of $q^{(i)}$ is the largest solution of the set of $K$ equations in (30).

Lemma 5: Under (A1), there exist $0 \leq q_k^{(\infty)} \leq 1$, $k = 1, 2, \ldots, K$ such that

$$\lim_{i \to \infty} q_k^{(i)} = q_k^{(\infty)}, \quad (31)$$

and $q^{(\infty)} = (q_1^{(\infty)}, q_2^{(\infty)}, \ldots, q_K^{(\infty)})$ is a solution of the $K$ fixed point equations in (30). Moreover, it is the largest solution among all the solutions in $[0, 1]^K$, i.e., if $\tilde{q} = (\tilde{q}_1, \tilde{q}_2, \ldots, \tilde{q}_K) \in [0, 1]^K$ is another solution, then $\tilde{q}_k \leq q_k^{(\infty)}$, $k = 1, 2, \ldots, K$.

Proof.

We first show by induction that $q_k^{(i+1)} \leq q_k^{(i)}$ for all $i$. As $q_k^{(0)} = 1$ for all $k$, clearly we have $q_k^{(1)} \leq q_k^{(0)}$. Assume that $q_k^{(i)} \leq q_k^{(i-1)}$ as the induction hypothesis. Note that the generating function $\lambda_k(x)$ is increasing in $x$ for $x \in [0, 1]$. It then follows from (27), the assumption that $P_{\text{suc},k,j}(\rho)$ is decreasing in $\rho$, and the induction hypothesis that

$$q_k^{(i+1)} = \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i)} \circ G \circ \Lambda'(1) \circ R(j))\right) \leq \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)} \circ G \circ \Lambda'(1) \circ R(j))\right) = q_k^{(i)}.$$ 

As $q_k^{(0)} = 1$ and $q_k^{(i+1)} \leq q_k^{(i)}$ for all $i$, the decreasing sequence converges to $q_k^{(\infty)}$, i.e.,

$$\lim_{i \to \infty} q_k^{(i)} = q_k^{(\infty)}. \quad (32)$$

Moreover, we have from (27) and the continuity of the success probability function $P_{\text{suc},k,j}(\rho)$ and the generating function $\lambda_k(x)$ that

$$q_k^{(\infty)} = \lim_{i \to \infty} q_k^{(i+1)} = \lim_{i \to \infty} \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i)} \circ G \circ \Lambda'(1) \circ R(j))\right) = \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(\infty)} \circ G \circ \Lambda'(1) \circ R(j))\right). \quad (34)$$

Now we show that $q^{(\infty)}$ is the largest solution in $[0, 1]^K$. Suppose $\hat{q} = (\hat{q}_1, \hat{q}_2, \ldots, \hat{q}_K)$ is another solution in $[0, 1]^K$. We first show by induction that $\hat{q} \leq q^{(i)}$ for all $i$. Clearly, $\hat{q}_k \leq q_k^{(0)}$ for all $k$. Assume that $\hat{q} \leq q^{(i-1)}$ as the induction hypothesis. As $\hat{q}$ is a solution of (30), we have from the induction hypothesis, the monotonicity of $P_{\text{suc},k,j}(\rho)$, and (27) that

$$\hat{q}_k = \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(\hat{q} \circ G \circ \Lambda'(1) \circ R(j))\right) \leq \lambda_k \left(1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)} \circ G \circ \Lambda'(1) \circ R(j))\right) = q_k^{(i)}.$$ 

(35)
This completes the induction for \( \hat{q} \leq q^{(i)} \) for all \( i \). Letting \( i \to \infty \) yields that \( \hat{q}_k \leq q_k^{(\infty)} \) for all \( k \). 

**Proof.** (Theorem 4) 

*if part* If \( 0 \) is the unique solution of the \( K \) equations in (30), it then follows from Lemma 5 that \( q^{(\infty)} = 0 \). In view of \( \Lambda_k(0) = 1, \lambda_k(0) = 0 \), and the continuity of \( \Lambda_{k,j}(\rho) \), we have from (26) that

\[
\lim_{i \to \infty} \tilde{P}_{\text{suc},k}(G) = 1, \quad k = 1, 2, \ldots, K. \tag{36}
\]

*only if part*

If \( G \) is stable, then we have from (36) that

\[
1 = \lim_{i \to \infty} \tilde{P}_{\text{suc},k}(G)
= 1 - \Lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} \Lambda_{k,j}(q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)}) \right)
= 1 - \Lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)}) \right).
\]

Since \( \Lambda_k(x) = 0 \) if and only if \( x = 0 \), we then have for all \( k \),

\[
\sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)}) = 1. \tag{38}
\]

As \( \sum_{j=1}^{J} r_{k,j} = 1 \), we have

\[
\sum_{j=1}^{J} r_{k,j} (1 - P_{\text{suc},k,j}(q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)})) = 0. \tag{39}
\]

Under (A3), we know that \( r_{k,j} > 0 \) for all \( k \) and \( j \). This then leads to

\[
P_{\text{suc},k,j}(q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)}) = 1, \tag{40}
\]

for all \( k \) and \( j \). Under (A2), we know that \( P_{\text{suc},k,j}(\rho) = 1 \) if and only if \( \rho = 0 \). Thus,

\[
q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)} = 0. \tag{41}
\]

Since \( r_{k,j} > 0 \), all the elements in \( R^{(j)} \) are positive. Also, as \( \Lambda'_k(1) \) is the average number of copies of class \( k \) packets, all the elements in \( \Lambda'(1) \) are positive. For the positive offered load \( G \), all the elements in \( G \) are positive. It then follows from (41) that \( q^{(\infty)} = 0 \). As \( q^{(\infty)} \) is the largest solution in \([0, 1]^K\) of the \( K \) fixed point equations in (30) (from Lemma 5), we conclude that \( q^{(\infty)} = 0 \) is the unique solution in \([0, 1]^K\). 

**Proof.** Let \( q^{(i)}(G) \) be the probability \( q^{(i)} \) when the system of coded Poisson receivers is subject to the Poisson offered load \( G \). We will show by induction that \( q^{(i)}(G) \leq q^{(i)}(\hat{G}) \) if \( G \leq \hat{G} \). For \( i = 0 \), we have \( q^{(0)}(G) = q^{(0)}(\hat{G}) = 1 \) for all \( k \). Now assume that \( q^{((i-1)}(G) \leq q^{((i-1)}(\hat{G}) \) as the induction hypothesis. It then follows from (27), the assumption that \( \Lambda_{k,j}(\rho) \) is decreasing in \( \rho \) in (A1), and the induction hypothesis that

\[
q^{(i)}(G) = \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)}(G) \circ \Lambda'(1) \circ R^{(j)}) \right)
\leq \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(i-1)}(\hat{G}) \circ \Lambda'(1) \circ R^{(j)}) \right)
= q^{(i)}(\hat{G}). \tag{42}
\]

This completes the induction for \( q^{(i)}(G) \leq q^{(i)}(\hat{G}) \). Letting \( i \to \infty \) yields \( q^{(\infty)}(G) \leq q^{(\infty)}(\hat{G}) \). Since \( \hat{G} \) is stable, we have from Theorem 4 that \( q^{(\infty)}(\hat{G}) = 0 \). This then implies that \( q^{(\infty)}(G) = 0 \) and thus \( G \) is also stable. 

The result in Theorem 4 enables us to define the stability region of a system of coded Poisson receivers.

**Definition 7:** Under (A1), (A2), and (A3), the stability region \( S \) is defined as the maximal stable set such that (i) any \( G \in S \) is stable, and (ii) any \( G \notin S \) is not stable.

**C. Characterization of the stability region**

One important question is to characterize the stability region of a system of coded Poisson receivers. For this, we provide in the following lemma a sufficient condition for \( 0 \) to be the unique solution of (30).

**Theorem 8:** Suppose that (A1) holds. If for all \( q = (q_1, q_2, \ldots, q_K) \in [0, 1]^K \) and \( q \neq 0 \), there exists some \( k \in \{1, 2, \ldots, K\} \) such that

\[
q_k > \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q \circ \Lambda'(1) \circ R^{(j)}) \right). \tag{43}
\]

Then \( 0 \) is the unique solution of (30) and the offered load \( G \) is thus stable.

**Proof.** From Lemma 5 we know that \( q^{(\infty)} \) is the largest solution of the \( K \) fixed point equations in (30) (among all the solutions in \([0, 1]^K\)). Thus, if \( q^{(\infty)} = 0 \), then \( 0 \) is the unique solution. In view of Theorem 4 it suffices to show that \( q^{(i)} = 0 \). The intuition of the condition in (43) is that \( q^{(\infty)} \) will continue to decrease if it is not \( 0 \). We prove this by contradiction. Suppose that \( q^{(\infty)} \neq 0 \). Then we have from Lemma 5 and (43) that

\[
q_k^{(\infty)} = \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{\text{suc},k,j}(q^{(\infty)} \circ \Lambda'(1) \circ R^{(j)}) \right)
< q_k^{(\infty)}. \tag{44}
\]
for some $k \in \{1, 2, \ldots, K\}$. Thus, we reach a contraction and $q^{(i)}(\infty) = 0$.

Instead of using the limiting vector of $q^{(i)}$, one can use the limiting vector of $p^{(i)}$ to show the stability of a system of coded Poisson receivers. This is shown in the following corollary that requires every packet in the system of the coded Poisson receivers to be transmitted at least twice.

**Corollary 9:** Suppose that (A1) holds and every packet in the system of the coded Poisson receivers is transmitted at least twice, i.e.,

$$
\Lambda_{k,1} = 0
$$

for all $k = 1, 2, \ldots, K$. If for all $p = (p_1, p_2, \ldots, p_K)$ in $[0, 1]^K$ and $p \neq 0$, there exists some $k \in \{1, 2, \ldots, K\}$ such that

$$
p_k > 1 - \sum_{j=1}^r r_{k,j} p_{\text{suc},k,j} (G \circ \Lambda'(p) \circ R^{(j)}).
$$

Then $0$ is the unique solution of (40) and the offered load $G$ is thus stable.

**Proof.** We will show that the condition in (46) implies the condition in (43) of Theorem 8 under the additional assumption that every packet in the system of the coded Poisson receivers is transmitted at least twice. Since $\Lambda_{k,1} = 0$ for all $k$ in (45), we have from (13) that $\lambda_{k,0} = 0$ for all $k$. In view of (12), we know that $\Lambda_k(0) = 0$, $\lambda_k(1) = 1$, and $\lambda_k(x)$ is strictly increasing in $x$ for $x \in [0, 1]$. As such, the inverse function of $\lambda_k(x)$ exists for $x \in [0, 1]$. Moreover, the inverse function is also strictly increasing. Let $\lambda^{-1}_k(\cdot)$ be the inverse function of $\lambda_k(x)$ and $p_k = \lambda^{-1}_k(q_k)$. Note from (15) that

$$
q_k \Lambda_k(1) = \lambda_k(p_k) \Lambda_k'(1) = \Lambda_k'(p_k),
$$

and thus

$$
q \circ G \circ \Lambda'(1) \circ R^{(j)} = G \circ \Lambda'(p) \circ R^{(j)}.
$$

Taking the function $\lambda_k(\cdot)$ on both sides of (46) yields (43).

**Example 5:** (Irregular Repetition Slotted ALOHA (IRSA) [7]) IRSA can be considered as a special case of the coded Poisson receivers with a single class of users ($K = 1$), a single class of receivers ($J = 1$), and the success probability function $P_{\text{suc}}(\rho) = e^{-\rho}$ (see Example [1] for $D = 1$). For this special case, we assume that $r_{11} = 1$ and $f_1 = 1$. Suppose that the number of copies of a packet in IRSA is at least 2 and it has the following distribution:

$$
P(L = k + 1) = \Lambda_{k+1}, \quad k = 1, 2, \ldots, K.
$$

From Corollary 9 the sufficient condition in (46) is

$$
p > 1 - \exp(-G \Lambda'(p))
$$

for $0 < p \leq 1$. Thus, $G$ is stable for IRSA if $G < G^*$, where

$$
G^* = \inf_{0 < p \leq 1} \frac{-\log(1-p)}{\Lambda'(p)}.
$$

Note that

$$
-\log(1-p) = p + \frac{(p)^2}{2} + \frac{(p)^3}{3} + \cdots = \sum_{k=1}^{\infty} \frac{(p)^k}{k},
$$

and that

$$
\Lambda'(p) = \sum_{k=1}^{K} (k+1) \Lambda_{k+1} p_k.
$$

In view of (53), if we choose

$$
\Lambda_{k+1} = \frac{1}{k(k+1)},
$$

for all $k$, then

$$
\Lambda'(p) \approx -\log(1-p)
$$

and $G^* \approx 1$ when $K$ is large. This is exactly the choice of the degree distribution in (8) that can achieve throughput efficiency arbitrarily close to 1 in IRSA.

**D. Weak stability**

The notion of stability might be too strong for practical communication channels as one cannot guarantee the success of a packet transmission due to noise, channel fading, and decoding errors. For this, we relax the assumption (A1) to (A1w) to generalize the notion of stability to the notion of weak stability below.

(A1w) For all $k = 1, 2, \ldots, K$ and $j = 1, 2, \ldots, J$, the success probability function $P_{\text{suc},k,j}(\rho)$ is a continuous and decreasing function of $\rho$.

We note that Lemma 5 still holds under (A1w) and we can define a weaker notion of stability by using $q^{(\infty)}(G)$ in (51). As shown in Theorem 8, the necessary and sufficient condition for stability is when $0$ is the unique solution of the $K$ equations in (50). Motivated by this, we propose the following definition of weak stability.

**Definition 10:** (weak stability and weak stability region of coded Poisson receivers) Suppose that (A1w) holds for the coded Poisson receiver described in Section III-0. A Poisson offered load $\tilde{G} = (\tilde{G}_1, \tilde{G}_2, \ldots, \tilde{G}_K)$ to the coded Poisson receiver is said to be weakly stable if for any $G \leq \tilde{G}$, $q^{(\infty)}(G)$ is the unique solution in $[0, 1]^K$ of the $K$ equations in (50). Moreover, the weak stability region $S$ is defined as the maximal weakly stable set such that (i) any $G \in S$ is weakly stable, and (ii) any $G \notin S$ is not weakly stable.

It is known from Lemma 5 that $q^{(\infty)}(G)$ is the largest solution of (50) among all the solutions in $[0, 1]^K$. Note that $q^{(\infty)}(G)$ is obtained from the initial vector $q^{(0)} = (1, 1, \ldots, 1)$. If we start from the initial vector $q^{(0)} = 0$, then $q^{(i)}$ is an increasing sequence, and the limit obtained this way, denoted by $q^{(\infty)}(G)$, is the smallest solution of (50) among all the solutions in $[0, 1]^K$. This leads to the following necessary and sufficient condition for weak stability.

**Proposition 11:** Suppose that (A1w) hold. A Poisson offered load $\tilde{G} = (\tilde{G}_1, \tilde{G}_2, \ldots, \tilde{G}_K)$ to the coded Poisson
receiver is weakly stable if and only if \( q^\infty(G) = q_0^\infty(G) \) for any \( G \leq \check{G} \).

In general, due to the nonlinearity of the success probability function, it is very difficult to characterize the weak stability region analytically. The result in Proposition 11 provides a numerical method to identify the weak stability region. To see the intuition of the result in Proposition 11, let us consider the case with \( K = 1 \) and let \( G^* = \inf \{ G : q^\infty(G) \neq q_0^\infty(G) \} \) be the smallest offered load \( G \) such that there are at least two solutions in (30). Then the function \( q^\infty(G) \) is not continuous at \( G^* \) as
\[
q^\infty(G^* - \delta) - q^\infty(G^*) < q_0^\infty(G^* - \delta) - q^\infty(G^*)
\]
for any \( \delta > 0 \). Thus, \( G^* \) is a percolation threshold and the weak stability region is \( \{ G : G < G^* \} \). In Section [V] we will use this method to identify the weak stability region for a CPR system with decoding errors.

E. \( \epsilon \)-stability

The notion of weak stability does not provide a specific guarantee for the probability that a packet is successfully received. To provide guarantees, we add one more assumption below.

(A1g) For a \( K \)-vector \( \epsilon = (\epsilon_1, \epsilon_2, \ldots, \epsilon_K) \) in \([0,1]^K\), there exists a nonempty set \( \Gamma_0(\epsilon) \) such that for all \( \rho \in \Gamma_0(\epsilon) \), \( j = 1, 2, \ldots, J \), and \( k = 1, 2, \ldots, K \),
\[
P_{suc, k, j}(\rho) \geq 1 - \epsilon_k.
\]

The assumption (A1g) reduces to the assumption
\[
P_{suc, k, j}(0) = 1 \quad \text{in } (A1) \text{ if } \epsilon = 0 \text{ and the nonempty set } \Gamma_0(\epsilon) \text{ only contains the point } 0.
\]

Definition 12: (\( \epsilon \)-stability of coded Poisson receivers)

Consider the coded Poisson receiver described in Section [III]. A Poisson offered load \( G = (G_1, G_2, \ldots, G_K) \) to the coded Poisson receiver is said to be \( \epsilon \)-stable if \( q^\infty(\epsilon) \) is in \( \Gamma_1(\epsilon) \), where
\[
\Gamma_1(\epsilon) = \left[ \min \lambda_1(\epsilon_1) \times \min \lambda_2(\epsilon_2) \times \ldots \times \min \lambda_K(\epsilon_K) \right].
\]

In the following corollary, we show the existence of \( \epsilon \)-stability regions for coded Poisson receivers.

Corollary 14: Suppose that (A1w) and (A1g) hold. If a Poisson offered load \( G = (G_1, G_2, \ldots, G_K) \) is \( \epsilon \)-stable, then any Poisson offered load \( G \) with \( G \leq \check{G} \) is also \( \epsilon \)-stable.

Proof. The proof is basically the same as that in Theorem 6. Let \( q^\infty(G) \) be the probability \( q^\infty(\epsilon) \) when the system of coded Poisson receivers is subject to the Poisson offered load \( G \). It is shown in Theorem 6 that \( q^\infty(G) \leq q^\infty(\check{G}) \) if \( G \leq \check{G} \). Since \( \check{G} \) is \( \epsilon \)-stable, \( q^\infty(\epsilon) \) is in \( \Gamma_1(\epsilon) \). Thus, for any \( G \leq \check{G} \), we know that \( q^\infty(G) \) is also in \( \Gamma_1(\epsilon) \) and thus \( \epsilon \)-stable.

The result in Corollary 14 enables us to define the \( \epsilon \)-stability region of a system of coded Poisson receivers.

Definition 15: Under (A1w) and (A1g), the \( \epsilon \)-stability region \( S(\epsilon) \) is defined as the maximal \( \epsilon \)-stable set such that (i) any \( G \in S(\epsilon) \) is \( \epsilon \)-stable, and (ii) any \( G \notin S(\epsilon) \) is not \( \epsilon \)-stable.

Note from (A1g) that \( S(\epsilon) \) is a nonempty set as 0 is in \( S(\epsilon) \).

Analogous to Theorem 8, we provide a sufficient condition to characterize the \( \epsilon \)-stability region of a system of coded Poisson receivers.

Corollary 16: Suppose that (A1w) and (A1g) hold. If for all \( q = (q_1, q_2, \ldots, q_K) \in [0,1]^K \) and \( q \notin \Gamma_1(\epsilon) \), there exists some \( k \) such that
\[
q_k > \lambda_k \left( 1 - \sum_{j=1}^{J} r_{k,j} P_{suc, k, j}(q \circ G \circ \Lambda(1) \circ R(j)) \right).
\]

Then the offered load \( G \) is \( \epsilon \)-stable.
Proof. Analogous to the proof of Theorem 8, we prove this by contradiction. Suppose that \( q^{(\infty)} \notin \Gamma_1(\epsilon) \). Then we have from Lemma 5 and 61 that
\[
q_k^{(\infty)} = \lambda_k \left( 1 - \sum_{j=1}^J r_{k,j} P_{\text{suc,k},j}(q^{(\infty)} \circ G \circ \Lambda'(1) \circ R^{(j)}) \right) < q_k^{(\infty)},
\]
for some \( k \in \{1, 2, \ldots, K\} \). Thus, we reach a contraction and \( q^{(\infty)} \) must be in \( \Gamma_1(\epsilon) \).

As in Corollary 9 one can use the limiting vector of \( p^{(i)} \) to show the \( \epsilon \)-stability of a system of coded Poisson receivers. The proof for Corollary 17 is the same as Corollary 9 and is thus omitted.

Corollary 17: Suppose that (A1w) and (A1g) hold and that every packet in the system of the coded Poisson receivers is transmitted at least twice. Consider the bounded region
\[
\Gamma_2(\epsilon) = [0, \epsilon_1] \times [0, \epsilon_2] \times \ldots \times [0, \epsilon_K].
\]
If for all \( p = (p_1, p_2, \ldots, p_K) \) in \([0, 1]^K\) and \( p \notin \Gamma_2(\epsilon) \), there exists some \( k \in \{1, 2, \ldots, K\} \) such that
\[
p_k > 1 - \sum_{j=1}^J r_{k,j} P_{\text{suc,k},j}(G \circ \Lambda'(p) \circ R^{(j)}).
\]
Then the offered load \( G \) is thus \( \epsilon \)-stable.

V. NUMERICAL RESULTS

A. IRSA with two classes of users and two classes of receivers

1) Stability region: In this section, consider a special case of the system of coded Poisson receivers with two classes of users \((K = 2)\), two classes of receivers \((J = 2)\), and the success probability function \( P_{\text{suc}}(\rho) = e^{-\rho} \). As the success probability function \( P_{\text{suc}}(\rho) = e^{-\rho} \) is taken from the slotted ALOHA (Example 1 for \( D = 1 \)), we call such a system the IRSA system with two classes of users and two classes of receivers. Clearly, the condition (A1) in Corollary 8 is satisfied. Let \( \Lambda_1(x) \) and \( \Lambda_2(x) \) be the generating functions of the degree distributions of the two classes of users. From Corollary 9 a Poisson offered load \( G = (G_1, G_2) \) to such a system is stable if at least one of the following two inequalities is satisfied when \((p_1, p_2) \neq (0, 0)\):
\[
\begin{align*}
p_1 &> 1 - r_{1,1} e^{-G_1 \Lambda_1'(p_1) r_{1,1}/F_1 - G_2 \Lambda_2'(p_2) r_{2,1}/F_1} - r_{1,2} e^{-G_1 \Lambda_1'(p_1) r_{1,2}/F_2 - G_2 \Lambda_2'(p_2) r_{2,2}/F_2}, \\
p_2 &> 1 - r_{2,1} e^{-G_1 \Lambda_1'(p_1) r_{1,1}/F_1 - G_2 \Lambda_2'(p_2) r_{2,1}/F_1} - r_{2,2} e^{-G_1 \Lambda_1'(p_1) r_{1,2}/F_2 - G_2 \Lambda_2'(p_2) r_{2,2}/F_2}.
\end{align*}
\]

Motivated by the circuit routing policies in circuit-switching networks (see, e.g., [38], [41]), we consider the following four packet routing policies:

(i) Complete sharing: every packet has an equal probability to be routed to the two classes of receivers, i.e., \( r_{11} = r_{22} = r_{12} = r_{21} = 0.5 \).

(ii) Receiver reservation: class 1 receivers are reserved for class 1 packets only. On the other hand, class 2 receivers are shared by these two classes of users. Specifically, class 1 packets are routed to the two classes of receivers with an equal probability, i.e., \( r_{11} = r_{12} = 0.5 \), and class 2 packets are routed to the class 2 receivers, i.e., \( r_{21} = 0, r_{22} = 1 \).

(iii) Nearly complete partitioning: class 1 receivers are reserved for class 1 packets only, and class 1 packets are routed to class 1 (resp. 2) receivers with probability 0.9 (resp. 0.1), i.e., \( r_{11} = 0.9, r_{12} = 0.1, r_{21} = 0, r_{22} = 1 \).

(iv) Nonuniform sharing: class 1 (resp. 2) packets are routed to class 1 (resp. 2) receivers with probability 0.3, and routed to class 2 (resp. 1) with probability 0.7, i.e., \( r_{11} = r_{22} = 0.3 \), and \( r_{12} = r_{21} = 0.7 \).

For our experiments, we set the numbers of receivers of these two classes of receivers to be the same, i.e., \( F_1 = F_2 = 0.5 \). Also, we choose \( \Lambda_1(x) = x^5 \) and \( \Lambda_2(x) = 0.5102x^2 + 0.4898x^4 \), where \( \Lambda_2(x) \) is taken from Table 1 of [7] for achieving a large percolation threshold of 0.868 in IRSA with a single class of users. We stop the computation for \( q^{(\infty)} \) when the number of SIC iterations reaches 500 (i.e., \( 500 \)). In Figure 2 we show the stability regions of these four policies (marked with four different colored curves) obtained from the grid search with the step size of 0.001 for both \( G_1 \) and \( G_2 \). For the sake of numerical stability in our computation, we round up \( F_{\text{suc,k}}(G_1, G_2) \) to 1 if its computed value is larger than 0.99999.

(i) Complete sharing:
As shown in Figure 2, the stability region of the complete sharing policy is separated by the blue curve. Since the routing probabilities of each packet to the two classes of receivers are the same, there is no difference for the two classes of packets at the receivers. In other words, the complete sharing policy can be viewed as an IRSA with a single class of users with the degree distribution
\[
\frac{\Lambda_1(x)}{G_1 + G_2} + \frac{\Lambda_2(x)}{G_1 + G_2}.
\]
In view of (50), a sufficient condition for \((G_1, G_2)\) to be stable is
\[
p > 1 - \exp(-(G_1 + G_2) (\Lambda_1'(p) \frac{G_1}{G_1 + G_2} + \Lambda_2'(p) \frac{G_2}{G_1 + G_2})).
\]
for all \( 0 < p \leq 1 \). In view of the sufficient condition, it is easy to see that the stability region of the complete sharing policy is convex, i.e., if \((G'_1, G'_2)\) and \((G''_1, G''_2)\) are stable, then \((\alpha G'_1 + (1 - \alpha) G''_1, \alpha G'_2 + (1 - \alpha) G''_2)\) is also stable for any \( 0 \leq \alpha \leq 1 \). We also note that the blue curve in Figure 2 is not a straight line at a higher resolution of the plot.

(ii) Receiver reservation:
The stability region for this policy is shown in the red curve in Figure 2. The stability region of this policy is no longer...
convex. For this policy, the maximum stable load for class 2 users is roughly 0.43, which is considerably smaller than 0.868 of the complete sharing policy. This is because class 2 users are not allowed to access class 1 receivers. However, when $G_2 < 0.43$, the maximum stable load for class 1 users can be larger than that of the complete sharing policy. The corner point of the red curve is roughly $(G_1, G_2) = (0.494, 0.413)$. This is due to the reservation policy that reserves class 1 receivers to class 1 users. To see the insight of this, note that when the traffic loads of these two classes of users are very high, the system is highly congested and the probability of receiving a packet successfully in slotted ALOHA is very low. In such a setting, it is preferable to limit class 2 users from entering a certain portion of the receivers, i.e., class 1 receivers in this reservation policy, to lighten the load in that portion of receivers. By doing so, part of class 1 packets can still get through in this portion of receivers. The coded random access scheme with SIC can then further remove the other copies of the successfully received packets from the rest of receivers.

(iii) Nearly complete partitioning:

The stability region for this policy is shown in the green curve in Figure 2. The stability region of this policy is also not convex, and it is almost included in the stability region of the complete sharing policy and that of the receiver reservation policy. This shows that partitioning is not a good policy as the resources (receivers) are neither shared nor reserved.

(iv) Nonuniform sharing:

The stability region for this policy is shown in the yellow curve in Figure 2. We note that nonuniform sharing can alter the shape of the stability region and it is different from that of the complete sharing policy. Even though nonuniform sharing can increase the stability for certain offered loads (i.e., some part of the yellow curve is above the blue curve), the gain is rather insignificant. It seems that the complete sharing policy is a better choice for achieving the stability of these two classes of users.

2) Throughput: In this section, we discuss the throughput of the IRSA system with two classes of users. For this, we consider the receiver reservation policy with $r_{11} = 0.5$, $r_{12} = 0.5$, $r_{21} = 0$, $r_{22} = 1$. In this setting, we still choose $F_1 = F_2 = 0.5$. Also, we use the same degree distributions as in the previous section, i.e., $\Lambda_1(x) = x^5$ and $\Lambda_2(x) = 0.5102x^2 + 0.4898x^4$. From (26), we can compute the success probability function for class 1 (resp. class 2) users, i.e., $\tilde{P}_{suc,1}^{(\infty)}(G)$ (resp. $\tilde{P}_{suc,2}^{(\infty)}(G)$). Then the total throughput of these two classes users is $G_1\tilde{P}_{suc,1}^{(\infty)}(G) + G_2\tilde{P}_{suc,2}^{(\infty)}(G)$.

In Figure 3 we show the total throughput as a function of $G = (G_1, G_2)$. Basically, it can be partitioned into three regions:

(i) both classes of users are stable: when $G_1 < 0.494$ and $G_2 < 0.413$, the total throughput is increasing with respect to the total offered load $G_1 + G_2$ as both classes are stable. This region is marked with various strips of different colors that show the linear increase of the total throughput. The maximum total throughput is roughly 0.9 (the red part in Figure 3).

(ii) both classes of users are not stable: this region is marked with the blue color and the dark blue color. In this region, both classes of users are not stable and the total throughput decreases rapidly to 0 with respect to $G_1 + G_2$.

(iii) class 1 users are stable but class 2 users are not stable: this is the region corresponding to $G_2 > 0.413$ and $G_1 < 0.494$. The total throughput decreases with respect to the increase of $G_2$ and the maximum total throughput in this region is roughly 0.6 (the part marked in yellow in Figure 3 near $G_1 = 0.494$ and $G_2 = 0.413$).

3) weak stability and $\epsilon$-stability: In this section, we consider the effect of decoding errors in the IRSA system.

Fig. 2. The stability region for the IRSA system with two classes of users and two classes of receivers under four different routing policies: (i) complete sharing ($r_{11} = r_{22} = r_{12} = r_{21} = 0.5$) marked with the blue curve, (ii) receiver reservation ($r_{11} = r_{12} = 0.5$, $r_{21} = 0$, $r_{22} = 1$) marked with the red curve, (iii) nearly complete partitioning ($r_{11} = 0.9$, $r_{12} = 0.1$, $r_{21} = 0$, $r_{22} = 1$) marked with the green curve, and (iv) nonuniform sharing ($r_{11} = r_{22} = 0.3$, $r_{12} = r_{21} = 0.7$) marked with the yellow curve.

Fig. 3. The total throughput of the two classes of users as a function of $G = (G_1, G_2)$ for the receiver reservation policy with the routing probabilities $r_{11} = 0.5$, $r_{12} = 0.5$, $r_{21} = 0$, $r_{22} = 1$. The degree distributions of the two classes of users are $\Lambda_1(x) = x^5$ and $\Lambda_2(x) = 0.5102x^2 + 0.4898x^4$. 
As discussed in Example 2, we let $p_{\text{err}}$ be the probability of decoding errors, and thus each Poisson receiver has the success probability function $P_{\text{suc}}(\rho) = (1 - p_{\text{err}}) e^{-\rho}$.

In Figure 4, we show the stability region, the weak stability region, and the $\epsilon$-stability region for the complete sharing policy and the receiver reservation policy. As shown in Figure 4(a), the weak stability region for $p_{\text{err}} = 0.01$ is almost the same as the stability region for no decoding errors, i.e., $p_{\text{err}} = 0$. Moreover, if we select $\epsilon_1$ and $\epsilon_2$ to be 0.07, then the $\epsilon$-stability region is almost identical to the weak stability region. However, if we select a smaller $\epsilon_1 = \epsilon_2 = 0.04$ (resp. 0.02), we can see that the $\epsilon$-stability region is getting smaller (see the green (resp. purple) curve in Figure 4(a)). Since a small $\epsilon$ implies a larger probability for a packet to be successfully received (Theorem 13), the numerical results in Figure 4(a) show the trade-off between the admissible offered load and the QoS constraint for the packet success probability. One interesting finding of this numerical example is that decoding errors affect class 2 users more than class 1 users. This is because we choose the optimized degree distribution for class 2 users from Table 1 of [7], and such an optimized distribution is not as fault tolerant as the simple repetition code for class 1 users. Similar findings for the reservation policy are shown in Figure 4(b).

B. Rayleigh block fading channel

In this section, we consider a system of coded Poisson receivers with each Poisson receiver modelled by the Poisson receiver for the Rayleigh block fading channel with capture in Example 4. We only consider a single class of users ($K = 1$) and a single class of receivers ($J = 1$). In such a CPR system, there are $GT$ users with the degree distribution $\Lambda(x) = x^5$ and $T$ independent Poisson receivers with the success probability function in (9). By setting $\gamma = 5, 10, 15, 20dB$ and $b = 3dB$, we use (26) to plot the complement of the success probability function $1 - \bar{P}_{\text{suc}}^{(i)}(G)$ for $i = 500$ iterations in Figure 5. It is clear that the success probability function in this figure is still of threshold type. The thresholds $G^*$ are roughly 0.756, 1.086, 1.215, 1.270 for $\gamma = 5, 10, 15, 20dB$, respectively. However, the complement of the success probability function $\bar{P}_{\text{suc}}^{(\infty)}(G)$ is not equal to 0 for $G < G^*$. As such, the notion of stability can no longer be applied, and we have to resort to the weak stability and the $\epsilon$-stability. As there is only a single class of users, the weak stability region is the region below the threshold $G^*$. To see this, we set $\gamma = 5dB$ and use (27) to plot in Figure 6 the transfer functions from $q(i)$ to $q^{(i+1)}$ for $G = 0.756$ and $G = 0.757$, respectively. For this setting, the threshold $G^*$ is roughly 0.756. The sequence $\{q(i)(G), i = 0, 1, 2, \ldots\}$ (resp. $\{q_0(i)(G), i = 0, 1, 2, \ldots\}$) are the data points marked with a “*” (resp. a “+”). As shown in Figure 6(a), these two sequences converge to the same solution for $G = 0.756$. However, they converge to two different solutions for $G = 0.757$.

Now we discuss the $\epsilon$-stability region. For $\gamma = 20dB$ and $b = 3dB$, we have from (9) that

$$\lim_{\rho \to 0} P_{\text{suc}}(\rho) = e^{-b/\gamma} \approx 0.980245.$$  

To meet the assumption in (A1g), we may choose

$$\epsilon = 1 - 0.980245 = 0.019755.$$  

As a direct consequence of Theorem 13 we have

$$1 - \bar{P}_{\text{suc}}^{(\infty)}(G) \leq \overline{\Lambda}_k(\epsilon) = e^\gamma \approx 3.00886 \times 10^{-9},$$  

which matches extremely well with the numerical results in Figure 5. For such an $\epsilon$, the $\epsilon$-stability region is almost the same as the weak stability region, and we can admit the load until $G^*$ without sacrificing the QoS requirement for the packet success probability. Similar results also hold for $\gamma = 10$ and $15dB$ where $\lim_{\rho \to 0} P_{\text{suc}}(\rho) \approx 1$. However, for the case $\gamma = 5dB$, $\lim_{\rho \to 0} P_{\text{suc}}(\rho) \approx 0.532082$, and it is far away from 1. In this case, the curve below the threshold 0.756 is not as flat as the other three cases. For this case, there is a clear trade-off between the offered load and the QoS constraint for the packet success probability.

C. Codes Poisson receivers with two classes of users and one class of receivers

In this section, we consider a system of coded Poisson receivers with each Poisson receiver modelled by the Poisson receiver in Example 3. For this system of coded Poisson
receivers, we consider the setting with $G_3T$ URLLC (class 3) users and $G_4T$ eMBB (class 4) users. We only consider a single class of receivers ($J = 1$) for this system of coded Poisson receivers.

Our objective in this section is to show the effect of degree distributions on the stability region. Let $\Lambda_3(x)$ (resp. $\Lambda_4(x)$) be the degree distribution of class 3 (resp. 4) users. We consider the following five pairs of degree distributions: (i) $\Lambda_3(x) = \Lambda_4(x) = x^2$, (ii) $\Lambda_3(x) = \Lambda_4(x) = x^3$, (iii) $\Lambda_3(x) = \Lambda_4(x) = x^4$, (iv) $\Lambda_3(x) = \Lambda_4(x) = 0.5102x^2 + 0.4898x^4$, and (v) $\Lambda_3(x) = \Lambda_4(x) = 0.5ax^2 + 0.28x^3 + 0.22x^8$. We note that the degree distributions in (iv) and (v) are selected from [7] for IRSA with a single class of users. Also, if $G_4 = 0$, then the system is reduced to IRSA with $G_3T$ class 3 users in $T$ time slots. As shown in [7], the stability region for the degree distribution in (iv) (resp. (v)) is $G_3 \leq 0.868$ (resp. $G_3 \leq 0.938$) when $G_4 = 0$. On the other hand, if $G_3 = 0$, then the system is reduced to IRSA with $G_4T$ class 4 users in 2$T$ time slots. Thus, the stability region for the degree distribution in (iv) (resp. (v)) is $G_4 \leq 0.868 \times 2$ (resp. $G_4 \leq 0.938 \times 2$) when $G_3 = 0$. To identify the general stability regions for these five pairs of degree distributions, we use (26) in Theorem 2 to compute the success probabilities $E^{(i)}(G_3, G_4)$, $k = 3$ and 4, and after 500 SIC iterations ($i = 500$) for each pair of $(G_3, G_4)$ with the step size 0.001.

In Figure 7 we show the stability regions for these five pairs of degree distributions. Clearly, the degree distributions in (v) achieve the largest stability region. However, this is at the cost of a large degree (the degree is 8). This means that a packet might be transmitted 8 times and that consumes 8 times of energy. It seems that the degree distributions in (iv) is a reasonably good choice if we would like to keep the maximum degree under 4. However, as we commented in Section V-A3, such an optimized degree distribution might be more susceptible to errors than the simple repetition code in (ii).

VI. CONCLUSION

In this paper, we extended the probabilistic analysis of CPR systems to the setting with multiple classes of users and receivers. For such a CPR system, we prove under (A1)-(A3) that there is a stability region such that each transmitted packet can be successfully received with probability 1 when the offered load to the system is within the stability region. On the other hand, if the offered load is outside the stability region, there is a nonzero probability that a packet will fail to be received. To cope with noise, decoding errors, and channel fading, we further extended the notion of stability region to weak stability region and $\varepsilon$-stability region. We also demonstrated the capability of providing differentiated QoS in such CPR systems by comparing the stability regions under various packet routing policies.

There are several possible extensions of this paper:
(i) Connections to the ALOHA receivers in [30]: a $\phi$-ALOHA receiver in [30] specifies a deterministic function $\phi$ that maps the number of arriving packets to the number of successfully received packets. As $T \to \infty$, we have from the law of large numbers that the fraction of the number of successfully received packets to the number of arriving packets in a CPR system becomes a deterministic function of the load vector $G$. In other words, a CPR system can be viewed as a $\phi$-ALOHA receiver in [30] and the network calculus developed in [30] might be applicable for analyzing more complicated CPR systems than those considered in this paper.
(ii) Optimizing the system parameters: in this paper, we only show how the routing probabilities and the degree distributions affect the stability regions. A more general approach is to consider utility functions (see, e.g., [5]) and optimize the routing probabilities by solving constrained optimization problems.
(iii) The condition for the existence of the weak stability region: the notion of weak stability is defined by the unique solution of a set of equations. Identifying a necessary and sufficient condition appears to be difficult as it might involve the higher order properties of the success probability functions.
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### APPENDIX

#### APPENDIX A

In this section, we provide a list of notations used in this paper.

| Notation | Description |
|----------|-------------|
| $\mathcal{D}$ | The threshold for the Rayleigh block fading channel |
| $F_j$ | The fraction of Poisson receivers assigned to class $j$ |
| $G_j$ | A vector of normalized offered load, $G_j = (G_{1j}, \ldots, G_{kj})$ |
| $G_{k\ell}$ | The normalized offered load of class $k$ |
| $G^*$ | The percolation threshold of $G$ |
| $J$ | The number of classes of receivers |
| $K_a$ | The number of classes of users |
| $L_k$ | The number of copies of a class $k$ packet |
| $N$ | The number of active users in the Rayleigh block fading channel |
| $P_{\text{enc}}$ | The success probability of a tagged packet |
| $p_{\text{k}, \ell}$ | The probability that a packet sent from a randomly selected class $k \times \ell$ can be successfully received after the $i^{th}$ SIC iteration |
| $p_{\text{err}}(\ell)$ | The probability that a packet is erased (due to fading) |
| $p_{\text{enc}}(\ell)$ | The probability that a packet is successfully received packet cannot be removed from the SIC operation |
| $p_{\text{k}, \ell}(\ell)$ | The probability that the receiver end of a randomly selected class $k \times \ell$ has not been successfully received after the $i^{th}$ SIC iteration |
| $p_{\text{r}}(\ell)$ | The probability that the receiver end of a randomly selected class $k \times \ell$ edge has not been successfully received after the $i^{th}$ SIC iteration |
| $p_{\text{r}}(\ell)$ | A vector of $k \times \ell$ |
| $p_{\text{k}, \ell}(\ell)$ | The initial vector of $q_{(0)}$ |
| $q_{k,j}$ | The probability that the user end of a randomly selected class $k \times j$ edge has not been successfully received after the $i^{th}$ SIC iteration |
| $q_{(0)}$ | The limiting vector of $q_{(i)}$ with the initial vector $q_{(0)} = 1$ |
| $q_{(0)}$ | The limiting vector of $q_{(i)}$ with the initial vector $q_{(0)} = 0$ |
| $r_{\ell}^{(i)}$ | A vector of parameters for class $\ell$ receiver |
| $r_{\ell}^{(i)}$ | $R^{(i)} = (\frac{1}{\ell_{\text{min}}}, \frac{1}{\ell_{\text{max}}}, \ldots, \frac{1}{\ell_{\text{max}}})$ |
| $s_{\ell}^{(i)}$ | The routing probability that a class $k \times \ell$ packet transmitted to a class $j$ receiver |
| $S$ | The stability region |
| $S_{\ell}^{(i)}$ | The $\ell$-stability region |
| $k_{\ell}$ | The number of Poisson receivers |
| $X$ | The exponentially distributed random variable with mean 1 |
| $\Gamma(u)$ | A nonempty set for $u \in \Gamma(u)$ when $D_{\text{enc}}(\ell,\alpha) \geq 1 - \epsilon_k$ |
| $\Gamma_{1\ell}(x)$ | A bounded region of $x$ |
| $\Gamma_{2\ell}(x)$ | A bounded region of $x$ |
| $\gamma$ | The signal-to-noise ratio |
| $\theta_{\ell}$ | A vector of parameters for $\ell$-stability, $\gamma = (\epsilon_1, \epsilon_2, \ldots, \epsilon_K)$ |
| $A_{\text{k}, \ell}$ | The throughput of class $\ell$ packets |
| $A_{\text{k}, \ell}$ | The probability that a class $k \times \ell$ packet is transmitted $\ell$ times |
| $A_{\text{k}, \ell}$ | The generating function of the degree distribution of a class $k \times \ell$ |
| $\Lambda_{\text{k}, \ell}$ | The derivative of $A_{\text{k}, \ell}(x)$ |
| $\Lambda_{\text{k}, \ell}(x)$ | A vector of $A_{\text{k}, \ell}(x)$ |
| $\Lambda_{\text{k}, \ell}(x)$ | The mean degree of a class $k \times \ell$ user node |
| $\Lambda_{\text{k}, \ell}(x)$ | The probability that the user end of a randomly selected class $k \times \ell$ edge has additional $\ell$ edges |
| $\Lambda_{\text{k}, \ell}(x)$ | The generating function of the excess degree distribution of a class $k \times \ell$ |
| $\Lambda_{\text{k}, \ell}(x)$ | The inverse function of $\Lambda_{\text{k}, \ell}(x)$ |
| $\rho_{\text{enc}}(\ell)$ | The Poisson offered load $\rho_{\text{enc}}(\ell) = (\rho_{1\ell}, \ldots, \rho_{K\ell})$ |
| $\rho_{\text{enc}}(\ell)$ | The Poisson offered load of class $k \times \ell$ |
| $\rho_{\text{enc}}(\ell)$ | The Poisson offered load of class $k \times \ell$ packets to a class $j$ Poisson receiver |
| $\rho_{\text{enc}}(\ell)$ | The Poisson offered load at a class $\ell$ Poisson receiver |

This list of notations is not exhaustive, and additional notations may be required depending on the specific context of the research paper.