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Abstract—We consider the capacity region of a $K$-user multiple access channel (MAC) with energy harvesting transmitters. Each user stores and schedules the randomly arriving energy using an energy buffer. Users can also perform energy cooperation by transmitting energy to other users or receiving energy from them. We derive the capacity region of this channel and show that 1) the capacity region coincides with that of a traditional $K$-user Gaussian MAC with energy cooperation, where the average power constraints are equal to the battery recharging rates of the energy harvesting case; 2) each rate on the capacity region boundary can be achieved using the save-and-forward power control and a fixed energy cooperation policy.

Index Terms—Multiple-access channel, capacity region, energy harvesting, energy cooperation.

I. INTRODUCTION

Internet of Things (IoT) has been studied extensively by both industry and academia in recent years. In IoT networks, the Internet is connected to the physical world via ubiquitous wireless sensor networks (WSNs), which consists of a wide range of massively-deployed sensing devices. Despite the wide applications of IoT networks, their performance is severely constrained by the capacity of sensor batteries. To address this issue, energy harvesting WSNs (EH-WSNs) and the energy cooperation technology have been developed and widely researched [1], [2]. In EH-WSNs, each node can harvest energy (e.g., solar and wind power) from the ambient environment by employing an energy harvesting unit and an energy buffer. This provides each node with almost a perpetual energy supply, and thus extends the network lifetime significantly. By employing an energy transceiver, each node can also transmit some energy to other nodes in one time slot and receive energy from others in another time slot, so that the utilization of the available energy over the network could be optimized, referred to as energy cooperation [2]–[5].

This paper investigates the capacity region of a $K$-user Gaussian multiple-access channel (MAC) using energy harvesting and energy cooperation, which corresponds to the uplink communication of EH-WSNs. We aim at characterizing the performance limit of this channel and the capacity achieving power control/energy cooperation protocols. We first consider the capacity region of a Gaussian MAC with energy cooperation and average power constraints (i.e., powered by traditional batteries) as a baseline performance. We show that each point on the capacity region boundary is achievable using a fixed energy cooperation policy and time-sharing among cooperation policies is not required. Second, we investigate the capacity region of a Gaussian MAC with energy cooperation and energy harvesting constraints (i.e., powered by energy harvesting). We show that the capacity of a Gaussian MAC with energy cooperation and energy harvesting constraints is equal to that of a Gaussian MAC with energy cooperation and average power constraints. In particular, the capacity region can be achieved using a save-and-forward power control, where each node saves all the harvested energy for a certain period first, and performs information transmission as well as energy cooperation afterwards.

A. Related Works

In energy harvesting powered systems, the energy harvesting process is random over time. The harvested energy also suffers from the causality constraint, i.e., nodes can only use the energy harvested in the past. Thus, each sensor may suffer from occasional energy shortages. To reduce energy shortage events and improve energy efficiency, the harvested energy needs to be scheduled carefully. For the point-to-point fading channel, it has been shown that the directional water-filling power allocation achieves the maximum throughput [6]. For multiple access channels, the maximum departure region can be achieved by a generalized water-filling based power allocation [7]. Moreover, the sum-rate optimal scheduling for energy-harvesting interference channels was developed in [8].

Energy cooperation allows users to share their harvested energy through wireless power transfer [9], [10]. By transferring some energy to nodes with better channel conditions, energy cooperation can enhance network performance significantly. For example, by scheduling energy among users over time, the two-dimensional directional water-filling scheme achieves the optimal throughput of both two-way channels and two-user multiple access channels [11]–[13]; by transferring energy to source nodes, the digital network coding with energy cooperation even outperforms the physical network coding [5] in two-way relay networks. Moreover, nodes can also perform energy cooperation by using cooperative relays or mobile control centers [14], [15]. Recently, [16] investigated
the interesting interplay between data cooperation and energy cooperation in multi-access channels, which sheds some light on how to perform cooperation efficiently.

In addition to exploring energy/packet scheduling schemes and energy cooperation policies, the performance limits of energy harvesting powered communications have also been studied [17]–[19]. In [17], the authors investigated information transmission over Gaussian channels using energy-harvesting transmitters. By employing either the save-and-forward or the best-effort transmission scheme, it has been shown that the capacity of a Gaussian channel with average power constraint is also achievable by energy harvesting transmitters. Also, the asymptotic equivalence between energy harvesting powered sensing and traditionally powered sensing was shown in [19].

In addition, the achievable average rate region of the symmetric two-user interference channel with energy harvesting and energy cooperation was presented in [18].

**Notation:** Boldface letters indicate vectors and $(·)^T$ denotes the transpose operation. $Φ = \{1, 2, \cdots, K\}$ is a set of integers. For an $n$-dimensional vector $x = (x_1, x_2, \cdots, x_n) \in \mathbb{R}^n$ and a subset $S \subseteq Φ$, $x(S)$ denotes $\sum_{k \in S} x_k$.

II. SYSTEM MODEL

Consider a $K$-user Gaussian MAC as shown in Fig. 1 where each user sends its own message to the receiver independently. Assume that each user has an energy harvesting unit so that it can collect energy (e.g., solar energy and wind energy) from the environment. We also assume that each user is equipped with an energy transmitting/receiving unit so that it can transmit some of the harvested energy to other users, as well as receive the energy transmitted by other users.

### A. Energy Harvesting Model

Suppose time is slotted and slot length is $T$. In slot $i$, let $x_k(i)$ be the transmitted signal of user $k$ and $y(i)$ be the received signal at the receiver. We have

$$y(i) = \sum_{k=1}^{K} h_k x_k(i) + z(i), \quad (1)$$

where $h_k$ is the channel gain between user $k$ and the receiver, $z(i)$ is the Gaussian noise with zero-mean and variance $\sigma^2$.

We assume that $h_k$ is constant throughout each period of information transmission.

Let $e_k(i)$ denote the amount of energy that user $k$ harvests in slot $i$ and $E = [e_k(i)]_{K \times N}$ denote the energy harvesting matrix of all users over $N$ slots. Denote $\bar{e}_k = E[e_k(i)]$ as the energy harvesting rate (equals to the battery recharging rate) and $\underline{e} = [\bar{e}_1, \cdots, \bar{e}_K]^T$ as the energy harvesting rate vector.

To investigate the performance limit of the channel, we consider a subset of the following assumptions.

**A1** The energy buffer at each user is infinitely large.

**A2** $\{e_k(i), i = 1, 2, \cdots\}$ is an ergodic, independent and identically distributed sequence.

**A3** For each user, the expectation of the harvested energy in a slot is finite, i.e., $\bar{e}_k < \infty$.

Assumptions A1–A3 are used throughout the paper. By assuming energy buffer to be infinite, energy overflow is avoided. In fact, the capacity of a small button battery is more than 200 milliampere hour (mAh), which is large enough for most energy harvesting scenarios [21]. Assumption A2 implies that $\lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} e_k(i) = E[e_k(i)] = \bar{e}_k$.

### B. Energy Cooperation Model

In each slot, user $k$ may transmit some energy $\sum_{l=1}^{K} \alpha_{lk} \delta_{kl}$ to other users and receive energy $\sum_{l=1}^{K} \alpha_{lk} \delta_{lk}$ from other users. We denote $\alpha_{lk} \in (0, 1)$ as the energy transfer efficiency from user $k$ to user $l$. In slot $i$, if user $k$ transmits $\delta_{kl}$ amount of energy to user $j$, then the received energy at user $j$ is $\alpha_{kj} \delta_{kj}(i)$. Since a node cannot transmit energy to itself, we denote $\alpha_{kk} = 0$ and $\delta_{kk}(i) = 0$, where $o$ is an infinite small positive number. In addition, we define the energy transfer matrix in slot $i$ as $D(i) = [\delta_{kj}(i)]_{K \times N}$.

We define the consumed power of user $k$ in slot $i$ as

$$\bar{p}_k(i) = p_k(i) + \frac{1}{T} \sum_{l=1}^{K} (\delta_{kl}(i) - \alpha_{lk} \delta_{lk}(i)), \quad (2)$$

where $p_k(i)$ is the transmit power of user $k$ in slot $i$ and $T$ is slot length. We call it consumed power because $T \bar{p}_k(i)$ is the total amount of energy depleted from user $k$’s energy buffer in the slot. In addition, we denote $\bar{p}_k(i) = [\bar{p}_k(i), \cdots, \bar{p}_K(i)]^T$ and $P = [\bar{p}_k(i)]_{K \times N}$ as the consumed power vector and the consumed power matrix, respectively.

At the end of slot $i$, the remaining energy of user $k$ can be expressed as

$$E_k^c(i) = \sum_{j=1}^{i} (e_k(j) - T \bar{p}_k(j)). \quad (3)$$

Note that $\bar{p}_k(i)$ should be chosen such that the remaining energy $E_k^c(i)$ is non-negative. Thus, the consumed power must satisfy the following constraint (CSTR).

1. When $K > 2$, user $k$ can transfer energy to user $j$ by direct transmission or through relaying by some other users. For an energy path $k \rightarrow u_1 \rightarrow \cdot \cdot \cdot \rightarrow u_m \rightarrow j$, the corresponding energy efficiency is $\alpha_{ku_1} \alpha_{u_1u_2} \cdots \alpha_{u_{m-1}u_m}$. The most efficient energy route can be found using the Dijkstra’s algorithm [22], by considering users as vertices and $\alpha_{kj} = -\ln(\alpha_{kj})$ as the edge weight. In this paper, we are using $\alpha_{kj}$ to represent the resulting maximum energy transfer efficiency from user $k$ to user $j$. 

Fig. 1. The $K$-user Gaussian MAC with energy cooperation and energy harvesting transmitters.
CSTR1 (Energy Causality Constraint): In each slot, the consumed power $\tilde{p}_k(i)$ of each user $k$ satisfies

$$\sum_{j=1}^{i} T \tilde{p}_k(i) \leq \sum_{j=1}^{i} e_k(j).$$  \quad (4)

From CSTR1, it is clear that the causality of energy arrivals imposes a restriction on the consumed power $\tilde{p}_k(i)$, other than on the transmit power $p_k(i)$. Therefore, we shall investigate the energy cooperation policy and power control policy based on $\tilde{p}_k(i)$ in the following sections.

C. Optimal Policies

Under Assumptions A1–A3, the achievable rate region can be found by re-distributing energy among users and scheduling energy over time. To be specific, an energy cooperation policy determines how much energy will be transferred to other users and a power control policy determines how much power should be allocated to each user in each slot.

Definition 1: A power control policy $P$ is a mapping from the energy harvesting matrix $E$ to the consumed power matrix $\tilde{P}$. Given $E$, $P_{k,i}(E)$ is the allocated consumed power $\tilde{p}_k(i)$ of user $k$ in slot $i$.

Note that a power control policy $P$ is feasible only if the resulting $\tilde{P}$ is positive and satisfies constraint CSTR1. The set of all feasible power control policy is denoted as

$$F_P = \left\{ P : \sum_{j=1}^{i} \tilde{p}_k(i) T \leq \sum_{j=1}^{i} e_k(i), \tilde{p}_k(i) \geq 0, \quad 1 \leq k \leq K, 1 \leq i \leq N \right\}.$$  \quad (5)

Definition 2: An energy cooperation policy $D$ is a mapping from the consumed power vector $\tilde{p}(i)$ to the energy transfer matrix $D(i)$. Given $\tilde{p}(i)$, $D_{kj}(\tilde{p}(i))$ can be interpreted as the transferred energy $\delta_{kj}(i)$ from user $k$ to user $j$.

According to Lemma 1 in [12], for any energy cooperation policy where some users transfer energy and receive energy at the same time, we can find an equivalent energy cooperation (resulting to the same transmit power vector) where each user either transfer energy or receive energy. Therefore, we do not need full-duplex energy transceivers and hence can only focus on energy cooperation policies satisfying $\delta_{kj}(i)\delta_{kl}(i) = 0$. By the definition of $\tilde{p}_k(i)$ (cf. (2)) and the fact that both $p_k(i)$ and $\delta_{kj}(i)$ are non-negative, we thus define the set of all feasible energy cooperation policy as

$$D = \left\{ D : \delta_{kj}(i) \geq 0, \sum_{j=1}^{K} \delta_{kj}(i) \leq T \tilde{p}_k(i), \quad 1 \leq k \leq K, 1 \leq j \leq K \right\}.$$  \quad (6)

D. Normalized Channel Model

Without loss of generality, we perform analysis based on a normalized Gaussian MAC with unit channel gains and unit noise power [12]. In particular, the signal-to-noise ratio (SNR) of each user in the normalized MAC is the same as that of the original channel, so that the capacity region of the normalized channel is also equal to that of the original channel. To be specific, the normalized Gaussian MAC is obtained by scaling the transmit power $p_k(i)$ of user $k$ with $h_k/\sigma^2$, scaling the harvested energy $e_k(i)$ with $h_k/\sigma^2$, and scaling the energy transmission efficiency $\alpha_{kj}$ with $h_j/h_k$. Note that $\alpha_{kj}$ may be larger than one after the scaling. Nevertheless, this is only an artifact due to mathematical formulation and does not mean that the transferred energy will be amplified.

III. THE CAPACITY REGIONS

In this section, we first investigate the capacity of Gaussian MACs with energy cooperation and average power constraint. Next, we study the capacity region of Gaussian MACs with energy cooperation as well as energy harvesting, and establish the equivalence between them.

A. Gaussian MAC with Energy Cooperation

Given the transmit power $p_k$ of each user, the capacity region of a normalized Gaussian MAC with unit channel gain and unit noise power is known as [20]

$$C_g(p) = \left\{ R : R(S) \leq \frac{1}{2} \log \left( 1 + \sum_{k \in S} p_k \right), \forall S \subseteq K \right\}, \quad (7)$$

where $p = [p_1, \cdots, p_K]^T$ is the transmit power vector, $R = [R_1, \cdots, R_K]^T$ is the rate vector and $\Phi = \{1, 2, \cdots, K\}$ is the set of users. The capacity region lies in the positive quadrant and has $K$! vertices.

Given the consumed power $\tilde{p}_k$ and an energy cooperation policy $D$, the transmit power of user $k$ would be $p_k = \tilde{p}_k - \frac{1}{T} \sum_{l=1}^{K} (\delta_{kl} - \alpha_{lk}\delta_{lk})$. Therefore, the capacity of the Gaussian MAC under a given energy cooperation policy is

$$C_g(\tilde{p}, D) = \left\{ R : R(S) \leq \frac{1}{2} \log \left( 1 + \sum_{k \in S} \left[ \tilde{p}_k - \frac{1}{T} \sum_{l=1}^{K} (\delta_{kl} - \alpha_{lk}\delta_{lk}) \right] \right), \forall S \subseteq K \right\}. \quad (8)$$

By considering all possible energy cooperation policies, the following theorem presents the capacity region of a Gaussian MAC with energy cooperation.

Theorem 1: The capacity region of a normalized Gaussian MAC with energy cooperation is

$$C_{g,EC}(\tilde{p}) = \bigcup_{D \in F_D} C_g(\tilde{p}, D), \quad (9)$$

where $F_D$ is the set of feasible energy cooperation policies.

Proof: See Appendix A.

This theorem demonstrates the improvement in capacity region due to the energy cooperation among users, which redistributes the available energy as desired. The above characterization also shows that each point on the capacity region boundary can be achieved by a single energy cooperation policy, and thus time sharing among energy cooperation policies is not required.
B. Gaussian MAC with Energy Cooperation and Energy Harvesting

In the energy harvesting scenario, the harvested energy needs to be scheduled by controlling the transmit power of nodes. Therefore, the capacity region of a $K$-user Gaussian MAC with energy cooperation and energy harvesting is the set of achievable information rates under all possible power control policies and energy cooperation policies.

**Theorem 2:** The capacity region of a $K$-user Gaussian MAC with energy cooperation and energy harvesting is determined by the energy harvesting rate vector $\bar{\epsilon} = [\bar{\epsilon}_1, \cdots, \bar{\epsilon}_K]^T$. In particular, we have

\[
C_{\text{EC,EH}}(\bar{\epsilon}) = C_{p,\text{EC}}(\bar{\epsilon})|_{\bar{p} = \bar{\epsilon}}.
\]  

**Proof:** See appendix [3] \hfill \blacksquare

Theorem 2 essentially says that under perfect power control, a Gaussian MAC using energy cooperation and random energy harvesting achieves the same capacity region as a Gaussian MAC with energy cooperation and powered by traditional battery supplies. In addition, the capacity region relies on the energy harvesting rate $\bar{\epsilon}$ and is irrelevant to the fluctuation of the energy harvesting process.

In the proof of Theorem 2, we have generalized the analysis on point-to-point channels in [17] to multiple-access channels with energy cooperation. Although the authors have noted that the result may be generalized to multi-user channels in [17], it is not clear whether it is applicable to multi-user networks with energy cooperation, since the energy cooperation greatly complicates the analysis. In our model, there are $K$ independent information sources. Also, we need to provide each user with both the energy for energy cooperation and the energy for information transmission. Theorem 2 is proved based on the save-and-transmit power control, where each node saves all the harvested energy in the buffer for a sufficiently long period and transmits information in the rest of the period. When the both periods go to infinity, all nodes can perform energy cooperation and information transmission using a constant consumed power equal to the energy harvesting rate, i.e., $\bar{p}_k = \bar{\epsilon}_k$, without energy shortages.

**Remark 1:** Theorem 2 shows that the randomness of the energy harvesting process does not degrade the capacity region of the channel and the save-and-transmit power control is a capacity region achieving policy.

**Remark 2:** Since each user can use a constant consumed power $\bar{p}_k = \bar{\epsilon}_k$, we can use the same energy cooperation policy as that for the MAC powered by traditional batteries, yet achieving the rates on the capacity region boundary. That is, even in the energy harvesting scenario, the capacity boundary can be achieved using a fixed energy cooperation policy.

IV. Simulation

Consider a 2-user Gaussian MAC as shown in Fig. 1. We set channel gains to $h_1 = 0.8, h_2 = 1.5$ and set the energy transfer efficiencies to $\alpha_{12} = 0.8, \alpha_{21} = 0.5$. For simplicity, we assume that the slot length is $T_s = 1$ s, the system bandwidth is $W = 1$ Hz, and the Gaussian noise at the receiver has zero mean and unit variance. We also assume that the energy harvested by the two users in a slot follows uniform distribution $\mathcal{U}(0, 2)$ and $\mathcal{U}(0, 4)$, respectively. Thus, the energy harvesting rates of the two users are $\bar{\epsilon}_1 = 1$ Joule/sec and $\bar{\epsilon}_2 = 2$ Joule/sec, respectively.

We present the capacity region of the Gaussian MAC with both energy harvesting (EH) and energy cooperation (EC) in Fig. 2(a) (the dashed curve). Compared with the capacity region of a traditional Gaussian MAC using average transmit power $p_1 = \bar{\epsilon}_1$ and $p_2 = \bar{\epsilon}_2$ (marked by $\triangleright$), it is seen that there are large capacity gains due to energy cooperations. In fact, by using energy cooperation, energy is transferred to the user who has better channel condition and can utilize the energy more efficiently. Also, we see that the capacity region exactly coincides with that of a Gaussian MAC using energy cooperation and average transmit power $p_1 = \bar{\epsilon}_1$ and $p_2 = \bar{\epsilon}_2$.
(the solid curve), which means that random energy arrival can achieve the same performance as traditional power supplies in the limitation sense.

As the transmission period $N$ increases, we investigate how fast the sum capacity of the MAC under energy harvesting constraints approaches that under average power constraints, as shown in Fig. 2(b). For each $N$, we run the simulation independently by generating a realization of energy harvesting process and calculating the corresponding averaged sum rate based on save-and-transmit scheme. We set the period of energy saving to $h(N) = N/10000$. On one hand, the capacity loss due to this period is negligible. On the other hand, this setting ensures the energy saving period to be large enough to eliminate the energy shortage events without requiring $N$ to be infinitely large, which makes the simulation implementable. As is shown, when $N$ gets larger and larger, the difference between the two sum capacities become smaller and smaller, and finally vanishes.

V. CONCLUSION

We considered the capacity region $C_{EC,EH}(\hat{\epsilon})$ of Gaussian MACs with energy cooperation and energy harvesting. It has been proved that each rate in the capacity region is achievable using a fixed energy cooperation policy and the save-and-forward power control policy. It is also shown that the capacity region $C_{EC,EH}(\hat{\epsilon})$ is equal to the capacity region $C_{EC}(\bar{p})$ of a Gaussian MAC with energy harvesting and average power constraint $\bar{p} = \hat{\Phi}$. Based on the obtained results, one can readily characterize the capacity region $C_{EC,EH}(\hat{\epsilon})$ explicitly through investigating $C_{EC}(\bar{p})$, which could be an interesting future direction.

APPENDIX A

PROOF OF THEOREM 1

Proof: The achievability of $C_{EC}(\bar{p})$ is clear since it is a union of traditional Gaussian MAC capacity regions, in which each rate is achievable. A weak converse can be established by proving the following statement: if a rate vector $R = \{R_1, \ldots, R_K\}$ is achievable, i.e., there exists a $((2^{nR_1}, 2^{nR_2}, \ldots, 2^{nR_K}), n)$ code such that the decoding error satisfies $\lim_{n \to \infty} P_e(n) \to 0$, then $R$ lies in the capacity region $C_{EC}(\bar{p})$ defined by (9).

For a given energy cooperation policy $D$, the corresponding energy transfer matrix is $D = [\delta_{kj}]_{K \times K}$ and the average transmit power of user $k$ is

$$p_k = \bar{p}_k - \frac{1}{T} \sum_{t=1}^{K} (\delta_{kt} - \alpha_{ik} \delta_{ik}). \quad (A.11)$$

Denote $C^n = ((2^{nR_1}, 2^{nR_2}, \ldots, 2^{nR_K}), n)$ as a codebook with code length $n$ and code size $2^{nR_k}$ for user $k \in \Phi$, $P_e(n)$ as the decoding error probability. Assume that the message $w_k$ of each user is drawn equiprobably from the set $\{1, 2, \ldots, 2^{nR_k}\}$. The encoding function $f_k^n : \{1, 2, \ldots, 2^{nR_k}\} \to \Lambda^n$ is a mapping that assigns a codeword $x_k = [x_{k,1}, x_{k,2}, \ldots, x_{k,n}]^T$ to each message $w_k$. The decoding function $g^n : \hat{\Lambda}^n \to \{1, 2, \ldots, 2^{nR_k}\} \cup \{\text{err}\}$ is a mapping that assigns an $\hat{w}_k$ for each user or an error message err to each received sequence $y_k = [y_{k,1}, y_{k,2}, \ldots, y_{k,n}]^T$. The decoding error probability is defined as

$$P_e(n) = \frac{1}{2^n \sum_{k=1}^{K} \sum_{j_k=1}^{2^{nR_k}} \Pr \{ \{\hat{w}_{j_k}, \ldots, \hat{w}_{j_k}\} \neq \{w_{j_k}, \ldots, w_{j_k}\} \mid w_{j_k}, \ldots, w_{j_k}\} \text{ sent} \}$$

Let $R$ be some achievable rate using codebook $C^n$ so that we have $\lim_{n \to \infty} P_e(n) \to 0$. We will show that $R$ must lie in $C_{EC}(\bar{p})$ under some energy cooperation policy $D$. Assume that messages $w = [w_1, w_2, \ldots, w_K]$ are sent. The corresponding codewords is denoted as $[X_1, X_2, \ldots, X_K]$, respectively, where $X_k = [X_{k,1}, X_{k,2}, \ldots, X_{k,n}]^T$. Denote the received signal at the receiver as $Y = [Y_1, Y_2, \ldots, Y_n]^T$. By Fano's inequality,

$$H(w|Y) \leq nR(\Phi)P_e(n) + H(P_e(n)) \leq ne$$

where $R(\Phi) = \sum_{k \in \Phi} R_k$ and $\epsilon \to 0$ as $P_e(n) \to 0$.

For any subset $S \in \Phi$, we have

$$H([w_k]_{k \in S}|Y) \leq H(w|Y) \leq ne \quad \text{(A.12)}$$

Let us denote $Y^{-1} = (Y_1, Y_1, \ldots, Y_{i-1})$ and $\mathcal{S} = \Phi \setminus S$.

Consider $nR(S)$

$$= H([w_k]_{k \in S}) = H([w_k]_{k \in S}[w_k]_{k \in \mathcal{S}})$$

$$= H([w_k]_{k \in S}; Y) + H([w_k]_{k \in \mathcal{S}}|Y)$$

$$= \sum_{i=1}^{n} I([w_k]_{k \in S}; Y_i; Y^{-1}, [w_k]_{k \in \mathcal{S}}) + ne \quad \text{(a)}$$

$$= \sum_{i=1}^{n} I([w_k]_{k \in S}, [w_k]_{k \in \mathcal{S}}; Y_i; Y^{-1}, [X_{k,i}]; \mathcal{S}) + ne \quad \text{(b)}$$

$$= \sum_{i=1}^{n} I([X_{k,i}], [w_k]_{k \in S}, [X_{k,i}]_{k \in \mathcal{S}}; Y_i; Y^{-1}, [X_{k,i}]_{k \in \mathcal{S}}) + ne \quad \text{(c)}$$

$$= \sum_{i=1}^{n} I([X_{k,i}], [w_k]_{k \in S}; Y_i; [X_{k,i}]_{k \in \mathcal{S}}) + ne \quad \text{(A.13)}$$

where (a) and (b) hold true because $[w_k]_{k \in \mathcal{S}}$ and $[w_k]_{k \in \mathcal{S}}$ are functions of $[w_k]_{k \in \mathcal{S}}$ and $[w_k]_{k \in \mathcal{S}}$, respectively, and (c) follows the memoryless property of the Markov chain $([w_k]_{k \in \mathcal{S}}; [w_k]_{k \in \mathcal{S}}, Y^{-1}) \rightarrow ([X_{k,i}]_{k \in \mathcal{S}}; [X_{k,i}]_{k \in \mathcal{S}}) \rightarrow Y_i$.

Therefore, we have

$$R(S) = \frac{1}{n} \sum_{i=1}^{n} I([X_{k,i}], [w_k]_{k \in S}; Y_i; [X_{k,i}]_{k \in \mathcal{S}}) + \epsilon, \quad \text{(A.14)}$$

which is a sum of average mutual information based on the empirical distributions in the $i$-th column of the codebook.
Denote the average power of the $i$-th column of the codebook for user $k$ as $P_{k,i}$. Since $X_{k,i} = x_{k,i}(w_k)$ and $w_k$ is uniformly distributed in $\{1,2,\ldots,2^nR_k\}$, we have

$$P_{k,i} = \frac{1}{2^nR_k} \sum_{w_i \in C^n} x_{k,i}^2(w_k),$$

which satisfies the energy constraint \[A.11\] as $n$ goes to infinity. That is,

$$\frac{1}{n} \sum_{i=1}^{n} P_{k,i} \leq p_k = \bar{p}_k - \frac{1}{T} \sum_{i=1}^{K} (\delta_{kl} - \alpha_{lk}\delta_{lk})$$

for each $k \in \Phi$ and $w_k \in C^n$.

In the normalized channel model, the signal at the receiver is $Y_i = \sum_{k \in S} X_{k,i} + \sum_{k \in \bar{S}} X_{k,i} + Z_i$, where $X_{k,i}$ and $Z_i$ are independent from each other. Thus, the power of $Y_i$ is $\sum_{k \in \Phi} P_{k,i} + 1$. Accordingly, the information rate is

$$R(S) \leq \frac{1}{n} \sum_{i=1}^{n} \left( h(Y_i|X_{k,i})_{k \in S} - h(Z_i) \right) + n \epsilon$$

$$\leq \frac{1}{n} \sum_{i=1}^{n} \frac{1}{2} \log \left( 1 + \sum_{k \in S} P_{k,i} \right) + n \epsilon$$

$$(a) \leq \frac{1}{2} \log \left( 1 + \frac{1}{n} \sum_{k \in S} \sum_{i=1}^{n} P_{k,i} \right) + n \epsilon$$

$$= \frac{1}{2} \log \left( 1 + \sum_{k \in S} (\bar{p}_k - \frac{1}{T} \sum_{l=1}^{K} (\delta_{kl} - \alpha_{lk}\delta_{lk})) \right) + n \epsilon,$$

where (a) follows Jensen’s inequality.

It is readily seen that $R \in C_{g,EC}(\bar{p})$, which proves the converse, and thus Theorem 1.

\[ \square \]

\textbf{APPENDIX B}

\textbf{PROOF OF THEOREM 2}

\textbf{Proof:} Denote $C_{g,EC}(\bar{p})|_{\bar{p}=\frac{2}{T}}$ as the capacity region of a $K$-user Gaussian MAC with energy cooperation and average power constraint $\bar{p} = \frac{2}{T}$. Also, we denote $C_{EC,EH}(\bar{e})$ as the capacity region of a $K$-user Gaussian MAC with both energy cooperation and energy harvesting. To prove Theorem 2 we first show that $C_{g,EC}(\bar{p})|_{\bar{p}=\frac{2}{T}}$ is an outer bound of $C_{EC,EH}(\bar{e})$. Then, the proof is completed by showing that, by using a save-and-forward power control \[17\], $C_{g,EC}(\bar{p})|_{\bar{p}=\frac{2}{T}}$ is in fact achievable over the $K$-user Gaussian MAC with both energy cooperation and energy harvesting.

\subsection*{A. Capacity Region Outer Bound}

Instead of standard converse argument, we present an insightful reasoning to show that $C_{g,EC}(\bar{p})|_{\bar{p}=\frac{2}{T}}$ is an outer bound of the capacity region $C_{EC,EH}(\bar{e})$.

Let $R$ be an achievable rate in $C_{EC,EH}(\bar{e})$ and $X_k = (X_{k,1}, \ldots, X_{k,n})$ be a codeword of user $k$. It is clear that $X_k$ satisfies constraint \[CSTR1\] so that we have $\frac{1}{N} \sum_{i=1}^{N} X_{k,i}^2 \leq \frac{1}{N} \sum_{i=1}^{N} c_k(i) = \frac{1}{T}\bar{e}_k$. This means that $X_k$ also satisfies the average power constraint. Therefore, $R$ is also achievable over a $K$-user Gaussian MAC with energy cooperation and average power constraints.

On the contrary, although a codeword $X_k$ designed for a $K$-user Gaussian MAC with energy cooperation and average power constraints satisfies $\frac{1}{T} \sum_{i=1}^{N} X_{k,i}^2 \leq \frac{1}{T}\bar{e}_k$, it does not necessarily satisfy the energy causality constraint. Therefore, the capacity region of a Gaussian MAC with energy cooperation and energy harvesting is bounded by the capacity region of the corresponding Gaussian MAC with energy cooperation and average power constraints, i.e., $C_{EC,EH}(\bar{e}) \subseteq C_{g,EC}(\bar{p})|_{\bar{p}=\frac{2}{T}}$.

\subsection*{B. Achievability}

Suppose $R = (R_1, R_2, \ldots, R_K)$ is an achievable rate over a $K$-user Gaussian MAC with energy cooperation policy $D^*$ and average power constraints $\bar{p} = \frac{2}{T}$. We denote the corresponding energy transfer matrix as $D^* = [\delta_{kl}|_{K \times K}]$ and the transmit power as $p_k = \bar{p}_k - \frac{1}{T} \sum_{l=1}^{K} (\delta_{kl} - \alpha_{lk}\delta_{lk})$. Next, we shall prove that $R$ is also achievable in the $K$-user Gaussian MAC with energy cooperation and energy harvesting, where the energy harvesting rate is $\bar{e} = (\epsilon_1, \ldots, \epsilon_K)$.

We consider $N$ slots of information transmission, where each slot consists $m$ symbols. In the save-and-transmit scheme \[17\], information transmission is performed in two phases: the energy saving phase and the information transmission phase. In the energy saving phase of $h(N) \in o(N)$ slots, all the harvested energy is stored in the energy buffer and we set the consumed power $p_k^{avg}$ to zero. Thus, no information is transmitted. In the information transmission phase of $N - h(N)$ slots, we set the consumed power of user $k$ as $p_k^{avg} = \bar{p}_k - \epsilon$, where $\epsilon$ is an arbitrarily small positive number. In particular, $h(N)$ is chosen such that both $h(N)$ and $N - h(N)$ go to infinity as $N \rightarrow \infty$. Under energy cooperation policy $D^*$, the transmit power of user $k$ would be $p_k^{avg} = \bar{p}_k - \epsilon$. Note that although there are $mN$ symbols in each codeword, the size of the message set is only $2^{m(N-h(N))}R_k$. We assume that each message appears with equal probability and denote $X_k = (X_{k,1}, X_{k,2}, \ldots, X_{k,mN})$ as the codeword of user $k$. In the save-and-transmit scheme, we have $X_{k,i} = 0$ for $1 \leq i \leq mh(N)$. For $mh(N) + 1 \leq i \leq N$, the symbols are selected as independent samples of a Gaussian distribution with zero mean and variance $E[X_{k,i}^2] = p_k^{avg}$. Using successive decoding, it is known that the decoding error $\epsilon_1$ goes to zero as $N$ goes to infinity. As a result, user $k$ can transmit log$(2^{m(N-h(N))}R_k)$ = $m(N-h(N))R_k$ nats by $mN$ symbols. Thus, the overall data rate of user $k$ is $r_k = \frac{m(N-h(N))R_k}{mN}$, which approaches $R_k$ as $N$ goes to infinity.

Based on these analysis, the achievability can be proved by showing that the totally harvested energy in $N$ slots is sufficient for the transmission phase. That is, given $p_k^{avg} = \bar{p}_k - \epsilon$ and $\epsilon > 0$, we need to show

$$\Pr \left( \bigcup_{k=1}^{K} \bigcup_{i=1}^{N} A_{k,i} \right) \leq \epsilon,$$

where $A_{k,i}$ is the event that in slot $i$, the available energy of user $k$ is less than the required energy to transmit the first $mi$ symbols of its codeword and to perform energy cooperation.
That is,

\[ A_{k,i} = \left\{ \sum_{j=1}^{i} \frac{e_{k,j}}{T} \leq \sum_{j=1}^{i} \left( \frac{1}{m} \sum_{l=1}^{m} X_{k,jm+l_i}^2 + \frac{K}{T} \sum_{l=1}^{K} (\delta_{k2} - \alpha_{l2-k}\delta_{l2-k}) \right) \}. \]

Since users do not transmit signal in the energy saving phase, we have

\[ \Pr \left( \bigcup_{k=1}^{K} A_{k,i} \right) = 0. \]  \hspace{1cm} \text{(B.18)}

We denote \( e_{k}^{sv} = \sum_{j=1}^{h(N)} e_{k,j} \) as the totally saved energy in the energy saving phase. For each slot in the information transmission phase, i.e., \( h(N) + 1 \leq j \leq N \), we denote the difference between the available power and the required power to transmit a symbol and to perform energy cooperation as

\[ \Delta_k(j) = \frac{e_{k,j}}{T} - \left( \frac{1}{m} \sum_{l=1}^{m} X_{k,jm+l_i}^2 + \frac{K}{T} \sum_{l=1}^{K} (\delta_{k2} - \alpha_{l2-k}\delta_{l2-k}) \right). \]

Since \( E[X_{k,jm+l}^2] = P_{k}^{\text{avg}} = \frac{\sum_{j=1}^{K} (\delta_{k2} - \alpha_{l2-k}\delta_{l2-k})}{\sum_{j=1}^{K} (\delta_{k2} - \alpha_{l2-k}\delta_{l2-k})} \) and \( \mathbb{E}[e_{k,j}^{(j)}] = \bar{p}_k \), we have \( \mathbb{E}[\Delta_k(j)] = \bar{p}_k - P_{k}^{\text{avg}} \). By the weak law of large numbers \([23]\), there exists a sufficiently large \( j_0 \) such that,

\[ \Pr \left\{ \bigcup_{j=h(N)+j_0}^{N} A_{k,i} \right\} = \Pr \left\{ \bigcup_{j=h(N)+j_0}^{N} \left( \frac{e_{k,j}}{T} + \sum_{j=h(N)+1}^{i} \Delta_k(j) < 0 \right) \right\} \]

\[ \leq \Pr \left\{ \bigcup_{i=h(N)+j_0}^{N} \left( \sum_{j=h(N)+1}^{i} \Delta_k(j) < 0 \right) \right\} \]

\[ < \Pr \left\{ \bigcup_{i=h(N)+j_0}^{N} \left( \sum_{j=h(N)+1}^{i} \frac{\Delta_k(j)}{i-h(N)-1} - \frac{\bar{p}_k - P_{k}^{\text{avg}}}{\bar{p}_k - P_{k}^{\text{avg}}} < \epsilon' \right) \right\} \]

where (a) is because \( e_{k}^{sv} > 0 \).

Denote \( \alpha_0 = \sum_{j=h(N)+j_0}^{N} \Delta_k(j) \). Since \( j_0 \) is a fixed number, it is clear that \( \lim_{N \to \infty} \frac{\alpha_0}{h(N)} = 0 \). For \( h(N) + 1 \leq i \leq h(N) + j_0 \), we have

\[ \Pr \{ A_{k,i} \} = \Pr \left\{ \frac{e_{k}^{sv}}{Th(N)} + \sum_{j=h(N)+1}^{i} \Delta_k(j) < 0 \right\} \]

\[ \leq \Pr \left\{ \frac{e_{k}^{sv}}{Th(N)} - \bar{p}_k > \bar{p}_k + \frac{\sum_{j=h(N)+1}^{i} \Delta_k(j)}{h(N)} \right\} \]

\[ < \epsilon'' \]

where (a) follows the weak law of large numbers.

By the union bound, we have

\[ \Pr \left( \bigcup_{k=1}^{K} A_{k,i} \right) \leq \Pr \left( \bigcup_{k=1}^{K} A_{k,i} \right) + \sum_{k=1}^{K} \sum_{i=h(N)+1}^{h(N)+j_0} \Pr \{ A_{k,i} \} + \sum_{k=1}^{K} \Pr \left( \bigcup_{i=h(N)+j_0}^{N} A_{k,i} \right) \]

\[ < 0 + K j_0 \epsilon'' + \epsilon' \]

\[ \triangleq \epsilon, \]

which proves the achievability of the capacity region.

It is clear that Theorem 2 is proved by combining the proofs in Appendix B-A and B-B.  
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