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Abstract: In this article, we investigate the analytical and approximate solutions for a fractional quadratic integral equation in the frame of the generalized Riemann–Liouville fractional integral operator with respect to another function. The existence and uniqueness results obtained. Moreover, some new special results corresponding to suitable values of the parameters ζ and q are given. The main results are proved by applying Banach’s fixed point theorem, the Adomian decomposition method, and Picard’s method. In the end, we present a numerical example to justify our results.
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1. Introduction

Fractional differential equations (FDEs) with initial/boundary conditions arise from a set of applications included in different fields of science and engineering, e.g., practical problems, conservative systems, concerning mechanics, physics, harmonic oscillator, biology, economy, control systems, chemistry, atomic energy, medicine, information theory, nonlinear oscillations, the engineering technique fields; this is because FDEs characterize many real-world processes linked to memory and hereditary properties of different materials more carefully as compared to classical order differential equations. For further details [1–5].

In [6], Hilfer was given a generalization of fractional derivatives (FDs) of Riemann–Liouville (RL) and Caputo, with the so-called Hilfer FD of order q and a type p, 0 < p < 1. More specifics on this FD mentioned above can be found in [7,8]. In Ref. [9], the researchers introduced the FD with another function in the frame of Hilfer FD, with the so-called ζ—Hilfer FD. For some new results of ζ-Hilfer type initial value problems (IVPs), see [10–13] and, for boundary value problems (BVPs), see [14–16].

In recent decades, there has been a lot of enthusiasm for the Adomian decomposition method (ADM), which is an analytical technique for solving broad types of functional equations. The method was successfully applied to a lot of employments in applied sciences. Here, we also refer to some recent works [17–20] dealing with the technique and its application.

In [21], Picard’s Method (PM) creates a sequence of increasingly specific algebraic approximations of the curtained precise solution of the first-order differential equation with an initial value.
First, they compare the PM method with the ADM by [20,22] on a group of examples. In [23], the researchers contrasted the two techniques for a quadratic integral equation (QIE). The QIEs can be widely applicable in more applications like the dynamic theory of gases, the theory of radiative exchange, the traffic theory, etc. The QIEs have been the focus of several papers and monographs, see [23–28].

For example, the researchers in [23] proved the existence and uniqueness of the solution for

\[ \zeta(\vartheta) = h(\vartheta) + g(\vartheta, \zeta(\vartheta)) \int_0^\vartheta \mathcal{F}(v, \zeta(v))dv, \]

by using the Adomian method and Picard method. In [29], the investigators discussed the analytical and approximate solutions for the fractional quadratic integral equation (FQIE)

\[ \varrho(\vartheta) = h(\vartheta) + g(\vartheta, \varrho(\vartheta)) \int_0^{\varrho(\vartheta)} \mathcal{F}(v, \varrho(v))dv, \]

where \( \int_0^{\varrho(\vartheta)} \mathcal{F}(v, \varrho(v))dv \) is the Katugampola fractional integral.

In this article, we give the analytical and approximate solutions for the following fractional quadratic integral equation (FQIE)

\[ \zeta(\vartheta) = h(\vartheta) + g(\vartheta, \zeta(\vartheta)) \int_0^{\varrho(\vartheta)} \mathcal{F}(v, \varrho(v))dv, \]

where \( \int_0^{\varrho(\vartheta)} \mathcal{F}(v, \varrho(v))dv \) is the left sided \( \zeta \)-RL fractional integral of order \( q \) defined by

\[ \int_0^{\varrho(\vartheta)} \mathcal{F}(v, \varrho(v))dv = \frac{1}{\Gamma(q)} \int_0^\vartheta \zeta'(v)(\zeta(\vartheta) - \zeta(v))^{q-1} \mathcal{F}(v, \varrho(v))dv. \]

Observe that the considered equation is investigated under the Riemann–Liouville integral of fractional order and with respect to another function. In fact, for problem (1), the existence and uniqueness of solutions can be proved readily by using fixed point theorems. However, in general, it is difficult to obtain the exact solutions of (1) directly, due to the Riemann–Liouville operator not having good regularities. Relying on this motivation, recently Kilbas et al. [1] and Almeida [30] provided generalized definitions of fractional calculus involving another function. In this regard, we first give recent results on existence and uniqueness of (1) based on Banach’s fixed point theorem and then apply the Adomian decomposition method and Picard method to obtain an approximate solution for (1). Particularly, if \( \zeta(\vartheta) = \vartheta, \zeta(\vartheta) = \log(\vartheta), \text{and} \zeta(\vartheta) = \vartheta^\rho, \) then our results will reduce to the classical Riemann–Liouville, Hadamard, and Katugampola fractional quadratic integral equation, respectively.

The article is formed as follows. In Section 2, we present some notations and definitions used all through the article. Our main results for the generalized FQIE (1) are addressed in Section 3. An example to explain the acquired results is constructed in Section 4.

2. Preliminaries

In this section, we set some notations and introductory facts that will be applied in the proofs of the subsequent results.

Let \( C(\mathcal{J}, \mathbb{R}) \) be the Banach space of continuous functions and \( L(\mathcal{J}, \mathbb{R}) \) are Lebesgue integrable functions from \( \mathcal{J} \) into \( \mathbb{R} \) with the norms

\[ \| z \|_\infty = \sup \{|z(\vartheta)| : \vartheta \in \mathcal{J} \}, \]

and

\[ \| z \|_L = \int_a^b |z(\vartheta)|d\vartheta, \]

respectively.
For $\zeta = q + 2p - qp$, where $1 < q < 2$, and $0 \leq p \leq 1$, then $1 < \zeta \leq 2$. Let $\xi \in C^1(\mathcal{J}, \mathbb{R})$ be an increasing function with $\zeta'(<) \neq 0$, for all $\theta \in \mathcal{J}$.

**Definition 1** ([1]). Let $q > 0$ and $\mathcal{F} \in L^1(\mathcal{J}, \mathbb{R})$. The $\zeta$-RL fractional integral of order $q$ of a function $\mathcal{F}$ is given by

$$\mathcal{I}^{\zeta}_0 \mathcal{F}(\theta, \varpi(\theta)) = \frac{1}{\Gamma(q)} \int_0^\theta \zeta'(v)(\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi(\theta))dv,$$

where $\Gamma(\cdot)$ denotes the Gamma function.

**Lemma 1** ([1,9]). Let $q, \eta, \delta > 0$. Then,

1. $\mathcal{I}^{\zeta}_0 \mathcal{I}^{\eta}_0 \mathcal{F}(\theta, \varpi(\theta)) = \mathcal{I}^{\eta+\delta}_0 \mathcal{F}(\theta, \varpi(\theta))$.
2. $\mathcal{I}^{\zeta}_0 (\zeta(\theta) - \zeta(a))^{q-1} = \frac{\Gamma(q)}{\Gamma(q+1)} (\zeta(\theta) - \zeta(a))^{q+\delta-1}$.

Here, we can suffice to refer to Banach’s fixed point theorem [31] and Krasnoselskii’s fixed point theorem [31].

### 3. Main Results

Let us introduce the following hypotheses which are used to investigate the FQDE (1).

1. $h : \mathcal{J} \rightarrow \mathbb{R}$ is a continuous function on $\mathcal{J}$.
2. $\mathcal{F}, g : \mathcal{J} \times \mathbb{R} \rightarrow \mathbb{R}$ are a bounded and continuous function with $\mu_1 = \sup_{(\theta, \varpi) \in \mathcal{J} \times \mathbb{R}} |g(\theta, \varpi)|$, and $\mu_2 = \sup_{(\theta, \varpi) \in \mathcal{J} \times \mathbb{R}} |\mathcal{F}(\theta, \varpi)|$.
3. There exist two constants $h_1, h_2 > 0$ such that

$$|g(\theta, \varpi) - g(\theta, y)| \leq h_1 |\varpi - y|,$$

$$|\mathcal{F}(\theta, \varpi) - \mathcal{F}(\theta, y)| \leq h_2 |\varpi - y|,$$

for all $\theta \in \mathcal{J}$ and $\varpi, y \in \mathbb{R}$.

Our first result is based on Banach’s fixed point theorem to obtain the uniqueness solution of the nonlinear FQIE (1).

#### 3.1. Existence and Uniqueness of Solutions

**Theorem 1.** Suppose (1), (2) and (3) hold. If

$$Y := \left( \frac{h_1 \mu_2 + h_2 \mu_1}{\Gamma(q + 1)} \right) < 1,$$

then the nonlinear FQIE (1) has a unique solution $\varpi \in C(\mathcal{J})$.

**Proof.** It is easy to see that $\Pi : C(\mathcal{J}) \rightarrow C(\mathcal{J})$, where

$$(\Pi \varpi)(\theta) = h(\theta) + g(\theta, \varpi(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi(v))dv, \theta \in \mathcal{J}, q > 0.$$

Now, let $B_r \subset C(\mathcal{J})$ where $B_r$ is defined as

$$B_r = \{ \varpi(\theta) \in C(\mathcal{J}) : |\varpi(\theta) - h(\theta)| \leq r, \text{ for } \theta \in \mathcal{J} \}.$$
If we choose \( r = \frac{\mu_1\mu_2}{\Gamma(q+1)} \), then the operator \( \Pi : B_r \to B_r \). Indeed, for \( x \in B_r \), we have

\[
|\varphi(\theta) - h(\theta)| \leq |g(\theta, \varphi(\theta))| \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} |F(v, \varphi(v))| dv
\]

\[
\leq \mu_1\mu_2 \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} dv
\]

\[
\leq \frac{\mu_1\mu_2}{\Gamma(q+1)} (\xi(\theta))^{\eta}
\]

\[
\leq \frac{\mu_1\mu_2}{\Gamma(q+1)} = r.
\]

In addition, \( B_r \) is a closed subset of \( C(J) \). In order to prove that \( \Pi \) is a contraction, we have

\[
(\Pi \varphi)(\theta) - (\Pi y)(\theta) = g(\theta, \varphi(\theta)) \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} F(v, \varphi(v)) dv
\]

\[
- g(\theta, y(\theta)) \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} F(v, y(v)) dv
\]

\[
+ g(\theta, \varphi(\theta)) \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} F(v, y(v)) dv
\]

\[
- g(\theta, y(\theta)) \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} F(v, \varphi(v)) dv.
\]

Then,

\[
|\| (\Pi \varphi)(\theta) - (\Pi y)(\theta) | |
\]

\[
\leq |g(\theta, \varphi(\theta)) - g(\theta, y(\theta))| \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} |F(v, y(v))| dv
\]

\[
+ |g(\theta, \varphi(\theta))| \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} |F(v, \varphi(v)) - F(v, y(v))| dv
\]

\[
\leq \frac{h_1\mu_2}{\Gamma(q+1)} |\varphi(\theta) - y(\theta)| + h_2\mu_1 \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} |\varphi(v) - y(v)| dv
\]

\[
\leq \frac{h_1\mu_2}{\Gamma(q+1)} |\varphi(\theta) - y(\theta)| + h_2\mu_1 \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} |\varphi(v) - y(v)| dv,
\]

which implies

\[
\| (\Pi \varphi)(\theta) - (\Pi y)(\theta) \| = \sup_{\theta \in J} |(\Pi \varphi)(\theta) - (\Pi y)(\theta) |
\]

\[
\leq \frac{h_1\mu_2}{\Gamma(q+1)} \| \varphi - y \| + h_2\mu_1 \| \varphi - y \| \int_0^\theta \frac{\xi'(v)}{\Gamma(q)} (\xi(\theta) - \xi(v))^{\eta-1} dv
\]

\[
\leq \frac{h_1\mu_2}{\Gamma(q+1)} \| \varphi - y \| + \frac{h_2\mu_1}{\Gamma(q+1)} \| \varphi - y \|
\]

\[
= Y \| \varphi - y \|.
\]

Since \( Y < 1 \), the operator \( \Pi \) is a contraction mapping. Hence, as a consequence of Banach’s fixed point theorem, the FQIE (1) has a unique solution \( \varphi \in C(J) \). This complete the proof.
3.2. Picard Method (PM)

By applying the PM to the FQEI (1), the solution is framed by the sequence

\[
\begin{aligned}
\varpi_n(\theta) &= h(\theta) + g(\theta, \varpi_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi_{n-1}(v)) dv, \quad n = 1, 2, \ldots \\
\varpi_0(\theta) &= h(\theta)
\end{aligned}
\tag{2}
\]

The functions \(\varpi_n\) can be written as

\[
\varpi_n = \varpi_0 + \sum_{j=1}^n [\varpi_j - \varpi_{j-1}],
\]

where the functions \(\{\varpi_n(\theta)\}_{n \geq 1}\) are continuous.

If the infinite series \(\sum [\varpi_j - \varpi_{j-1}]\) converges, then the sequence functions \(\varpi_n(\theta)\) will converge to \(\varpi(\theta)\). Consequently, the solution will be

\[
\varpi(\theta) = \lim_{n \to \infty} \varpi_n(\theta).
\]

Now, we show that \(\{\varpi_n(\theta)\}_{n \geq 1}\) has uniform convergence. Consider the infinite series

\[
\sum_{n=1}^\infty |\varpi_n(\theta) - \varpi_{n-1}(\theta)|.
\]

From (2) for \(n = 1\), we achieve

\[
|\varpi_1(\theta) - \varpi_0(\theta)| \leq \mu_1 \mu_2 \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} dv \leq \frac{\mu_1 \mu_2}{\Gamma(q+1)} (\zeta(\theta))^q. \tag{3}
\]

Here, we find the expression \(\varpi_n(\theta) - \varpi_{n-1}(\theta)\), for \(n \geq 2\) as

\[
\begin{aligned}
\varpi_n(\theta) - \varpi_{n-1}(\theta) &= g(\theta, \varpi_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi_{n-1}(v)) dv \\
&\quad - g(\theta, \varpi_{n-2}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi_{n-2}(v)) dv \\
&\quad + g(\theta, \varpi_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi_{n-2}(v)) dv \\
&\quad - g(\theta, \varpi_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi_{n-2}(v)) dv \\
&= g(\theta, \varpi_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} [\mathcal{F}(v, \varpi_{n-1}(v)) - \mathcal{F}(v, \varpi_{n-2}(v))] dv \\
&\quad + |g(\theta, \varpi_{n-1}(\theta)) - g(\theta, \varpi_{n-2}(\theta))| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} \mathcal{F}(v, \varpi_{n-2}(v)) dv.
\end{aligned}
\]
Using Hypotheses (2) and (3), we attain
\[
|\kappa_n(\theta) - \kappa_{n-1}(\theta)|
\leq |g(\theta, \kappa_{n-1}(\theta))| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} |\mathcal{F}(v, \kappa_{n-1}(v)) - \mathcal{F}(v, \kappa_{n-2}(v))| dv
+ |g(\theta, \kappa_{n-2}(\theta)) - g(\theta, \kappa_{n-3}(\theta))| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} |\mathcal{F}(v, \kappa_{n-2}(v))| dv
\leq \frac{h_2\mu_1}{\Gamma(q+1)} \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} |\kappa_{n-1}(v) - \kappa_{n-2}(v)| dv
+ \frac{h_1\mu_2}{\Gamma(q+1)} |\kappa_{n-1}(\theta) - \kappa_{n-2}(\theta)| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} dv.
\]
By taking \( n = 2 \), and using (3), we obtain
\[
|\kappa_2(\theta) - \kappa_1(\theta)| \leq \frac{h_2\mu_1}{\Gamma(q+1)} \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} |\kappa_1(v) - \kappa_0(v)| dv
+ \frac{h_1\mu_2}{\Gamma(q+1)} |\kappa_1(\theta) - \kappa_0(\theta)| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} dv
\leq \frac{h_2\mu_1^2\mu_2}{\Gamma(q+1)} \int_0^\theta \frac{\zeta'(v)}{\Gamma(q+1)} (\zeta(\theta) - \zeta(v))^{q-1} (\zeta(v))^{q} dv
+ \frac{h_1\mu_2^2\mu_1}{\Gamma(q+1)} \frac{\zeta(\theta)^q}{\Gamma(q+1)}
\leq \frac{h_2\mu_1^2\mu_2}{\Gamma(q+1)} \frac{\Gamma(q+1)}{\Gamma(2q+1)} (\zeta(\theta))^{2q}
+ \frac{h_1\mu_2^2\mu_1}{\Gamma(q+1)} \frac{\Gamma(q+1)}{\Gamma(2q+1)} (\zeta(\theta))^{2q}
\leq \frac{h_2\mu_1^2\mu_2}{\Gamma(q+1)} \left[ \frac{\Gamma(q+1)}{\Gamma(2q+1)} + \frac{h_1\mu_2}{\Gamma(q+1)} \right] (\zeta(\theta))^{2q}.
\]
Similarly, for \( n = 3 \),
\[
|\kappa_3(\theta) - \kappa_2(\theta)| \leq \frac{h_2\mu_1}{\Gamma(q+1)} \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} |\kappa_2(v) - \kappa_1(\theta)| dv
+ \frac{h_1\mu_2}{\Gamma(q+1)} |\kappa_2(\theta) - \kappa_1(\theta)| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} dv
\leq \frac{h_2\mu_1}{\Gamma(q+1)} \left[ \frac{\Gamma(q+1)}{\Gamma(2q+1)} + \frac{h_1\mu_2}{\Gamma(q+1)} \right]
\times \left( \frac{h_2\mu_1}{\Gamma(3q+1)} + \frac{h_1\mu_2}{\Gamma(q+1)} \right) (\zeta(\theta))^{3q}.
\]
Repeating this process, we obtain

$$|\varsigma_n(\theta) - \varsigma_{n-1}(\theta)| \leq \frac{\mu_1 \mu_2}{\Gamma(q+1)} \left( \frac{h_2 \mu_1 \Gamma(q+1)}{\Gamma(2q+1)} + \frac{h_1 \mu_2}{\Gamma(q+1)} \right) \times \left( \frac{h_2 \mu_1 \Gamma(2q+1)}{\Gamma((n-1)q+1)} + \frac{h_1 \mu_2}{\Gamma(q+1)} \right) \times \cdots \times \left( \frac{h_2 \mu_1 \Gamma((n-1)q+1)}{\Gamma(nq+1)} + \frac{h_1 \mu_2}{\Gamma(q+1)} \right) (\zeta(\theta))^{nq} \leq \frac{\mu_1 \mu_2}{\Gamma(q+1)} ((h_2 \mu_1 + h_1 \mu_2)) \times \cdots \times ((h_2 \mu_1 + h_1 \mu_2)) \leq \frac{\mu_1 \mu_2}{\Gamma(q+1)} ((h_2 \mu_1 + h_1 \mu_2))^n.$$

Since $\left( \frac{h_2 \mu_1 + h_1 \mu_2}{\Gamma(q+1)} \right) < 1$, then the series $\sum_{n=1}^\infty |\varsigma_n(\theta) - \varsigma_{n-1}(\theta)|$ and the sequence $\{\varsigma_n(\theta)\}$ are uniformly convergent.

Because $F(\theta, \varsigma)$ and $g(\theta, \varsigma)$ are continuous in $\varsigma$, it follows that

$$\varsigma(\theta) = \lim_{n \to \infty} g(\theta, \varsigma_n(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma_n(v)) dv = g(\theta, \varsigma(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma(v)) dv.$$

This shows the existence of a solution. Here, we need to show that this solution is unique; let $y(\theta)$ be a continuous solution of the FQEI (1) that is

$$y(\theta) = h(\theta) + g(\theta, y(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, y(v)) dv, \quad \theta \in [0, 1], q > 0.$$

Hence,

$$y(\theta) - \varsigma_n(\theta) = g(\theta, y(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, y(v)) dv - g(\theta, \varsigma_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma_{n-1}(v)) dv + g(\theta, y(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma_{n-1}(v)) dv - g(\theta, y(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma_{n-1}(v)) dv - g(\theta, y(\theta) - g(\theta, \varsigma_{n-1}(\theta)) \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma_{n-1}(v)) dv + \left[ g(\theta, y(\theta) - g(\theta, \varsigma_{n-1}(\theta)) \right] \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^{q-1} F(v, \varsigma_{n-1}(v)) dv.$$

By using assumptions (2) and (3), we obtain...
\[ \begin{align*}
|y(\theta) - \kappa_n(\theta)| & \leq |g(\theta, y(\theta))| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^q-1|F(v, y(v)) - F(v, \kappa_{n-1}(v))|dv \\
& \quad + |g(\theta, y(\theta) - g(\theta, \kappa_{n-1}(\theta))| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^q-1|F(v, \kappa_{n-1}(v))|dv \\
& \leq \mu_1 \mu_2 \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^q-1|y(v) - \kappa_{n-1}(v)|dv \\
& \quad + \mu_1 \mu_2 |y(\theta) - \kappa_{n-1}(\theta)| \int_0^\theta \frac{\zeta'(v)}{\Gamma(q)} (\zeta(\theta) - \zeta(v))^q-1dv. \quad (4)
\end{align*} \]

However, we have
\[ |y(\theta) - h(\theta)| \leq \frac{\mu_1 \mu_2}{\Gamma(q + 1)} \zeta(\theta)^q. \]

Hence, using (4), we obtain
\[ |y(\theta) - \kappa_n(\theta)| \leq \frac{\mu_1 \mu_2}{\Gamma(q + 1)} [(h_2 \mu_1 + h_1 \mu_2)]^n. \]

Consequently,
\[ \lim_{n \to \infty} \kappa_n(\theta) = y(\theta) = \kappa(\theta). \]

This ends the proof.

**Corollary 1.** Under the assumptions of Theorem 1, if \( \kappa(\theta) = \theta^q \), then the FQEI (1) reduces to
\[ \kappa(\theta) = h(\theta) + g(\theta, \kappa(\theta)) \int_0^\theta \theta^{q-1} \left( \frac{\theta^q - \theta^q}{\rho} \right) F(v, \kappa(v)) dv, \]
which has a unique solution; see [29].

### 3.3. AD Method (ADM)

In this section, we will analyze ADM for the FQEI (1). The solution algorithm of the FQEI (1) by applying ADM is
\[ \begin{align*}
\kappa_0(\theta) &= h(\theta), \quad (5) \\
\kappa_\ell(\theta) &= \omega_{(\ell-1)}(\theta) \Gamma(\ell) + \omega_{(\ell-1)}(\theta), \quad (6)
\end{align*} \]

where \( \omega_j \) and \( \omega_j \) are Adomian polynomials of the nonlinear terms \( g(\theta, \kappa) \) and \( F(v, \kappa) \), respectively, which forms as follows:
\[ \begin{align*}
\omega_n = 1 \frac{d^n}{d \lambda^n} \left( g \left( \theta, \sum_{\ell=0}^\infty \lambda^\ell \kappa_\ell \right) \right) |_{\lambda=0} , \quad (7) \\
\omega_n = 1 \frac{d^n}{d \lambda^n} \left( F \left( \theta, \sum_{\ell=0}^\infty \lambda^\ell \kappa_\ell \right) \right) |_{\lambda=0} . \quad (8)
\end{align*} \]

Now, we will show the solution as
\[ \kappa(\theta) = \sum_{\ell=0}^\infty \kappa_\ell. \quad (9) \]

### 3.4. Convergence Analysis

**Theorem 2.** Let \( \kappa(\theta) \) be a solution of the FQIE (1) and there exists a positive constant \( M \) satisfying
\[ |\kappa_1(\theta)| < M. \] Then, solution (9) of the FQIE (1) applying ADM converges.
Proof. Let \( \{S_{q_1}\} \) be a sequence such that \( \{S_{q_1}\} = \sum_{\ell=0}^{q_1} \varphi_\ell \) is a sequence of partial sums from the series (9) and we have

\[
g(\theta, \varphi) = \sum_{\ell=0}^{\infty} \omega_\ell,
\]

\[
F(\theta, \varphi) = \sum_{\ell=0}^{\infty} \omega_\ell.
\]

Set \( S_{q_1} \) and let \( S_{q_2} \) be two partial sums with \( q_1 > q_2 \). Now, we show that \( S_{q_1} \) is a Cauchy sequence in \( C(\mathcal{J}) \).

\[
S_{q_1} - S_{q_2} = \sum_{\ell=0}^{q_1} \varphi_\ell - \sum_{\ell=0}^{q_2} \varphi_\ell
\]

\[
= \sum_{\ell=0}^{q_1} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right) - \sum_{\ell=0}^{q_1} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right) - \sum_{\ell=0}^{q_2} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right)
\]

\[
+ \sum_{\ell=0}^{q_1} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right) - \sum_{\ell=0}^{q_1} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right).
\]

However,

\[
\|S_{q_1} - S_{q_2}\| \leq \max_{\varphi \in \mathcal{J}} \left| \sum_{\ell=q_2+1}^{q_1} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right) \right|
\]

\[
+ \max_{\varphi \in \mathcal{J}} \left| \sum_{\ell=0}^{q_2} \omega_{\ell-1}(\theta) \left( \sum_{q_2}^{q_1} \varphi_{\ell-1}(\theta) \right) \right|
\]

\[
\leq \max_{\varphi \in \mathcal{J}} \left| g(\theta, S_{q_1}) - g(\theta, S_{q_2}) \right| \int_0^\theta \frac{\zeta'(v)}{1/q} (\zeta(\theta) - \zeta(v))^{q-1} |F(v, S_{q_1})| dv
\]

\[
+ \max_{\varphi \in \mathcal{J}} \left| g(\theta, S_{q_2}) \right| \int_0^\theta \frac{\zeta'(v)}{1/q} (\zeta(\theta) - \zeta(v))^{q-1} |F(v, S_{q_1}) - F(v, S_{q_2})| dv
\]

\[
\leq h_1 \mu_2 \max_{\varphi \in \mathcal{J}} |S_{q_1} - S_{q_2}| \int_0^\theta \frac{\zeta'(v)}{1/q} (\zeta(\theta) - \zeta(v))^{q-1} dv
\]

\[
+ h_2 \mu_1 \max_{\varphi \in \mathcal{J}} |S_{q_1} - S_{q_2}| \int_0^\theta \frac{\zeta'(v)}{1/q} (\zeta(\theta) - \zeta(v))^{q-1} dv
\]

\[
\leq \frac{1}{q+1} |(h_2 \mu_1 + h_1 \mu_2) \max_{\varphi \in \mathcal{J}} |S_{q_1} - S_{q_2}|
\]

\[
\leq Y |S_{q_1} - S_{q_2}|
\]

Let \( q_1 = q_2 + 1 \); then,

\[
\|S_{q_2+1} - S_{q_2}\| \leq Y \|S_{q_2} - S_{q_2-1}\| \leq Y^2 \|S_{q_2-1} - S_{q_2-2}\| \leq \cdots \leq Y^q \|S_1 - S_0\|.
\]
In addition, we have
\[
\|S_{e_1} - S_{e_2}\| \leq \|S_{e_2+1} - S_{e_2}\| + \|S_{e_2+2} - S_{e_2+1}\| + \cdots + \|S_{e_1} - S_{e_1-1}\|
\]
\[
\leq \left[ \Upsilon_{e_2} + \Upsilon_{e_2+1} + \cdots + \Upsilon_{e_1-1}\right] \|S_1 - S_0\|
\]
\[
\leq \Upsilon_{e_2} \left[ \frac{1 + \Upsilon_1 + \cdots + \Upsilon_{e_1-e_2-1}}{1 - \Upsilon} \right] \|S_1 - S_0\|
\]
\[
\leq \Upsilon_{e_2} \left[ \frac{1 - \Upsilon_{e_1-e_2}}{1 - \Upsilon} \right] \|S_r\|.
\]

The assumptions \(0 < \Upsilon < 1\), and \(e_1 > e_2\) lead to \((1 - \Upsilon_{e_1-e_2}) \leq 1\). Hence,
\[
\|S_{e_1} - S_{e_2}\| \leq \frac{\Upsilon_{e_2}}{1 - \Upsilon} \| xx_1 \|
\]
\[
\leq \frac{\Upsilon_{e_2}}{1 - \Upsilon} \max_{\theta \in J} |xx_1(\theta)|.
\]

However, \(|xx_1(\theta)| < M\) and as \(e_2 \to \infty\), then \(\|S_{e_1} - S_{e_2}\| \to 0\) and hence \(\{S_{e_1}\}\) is a Cauchy sequence in \(C(J)\), and the series \(\sum_{\ell=0}^{\infty} xx_\ell(\theta)\) converges. \(\Box\)

4. Numerical Example

In this part, we will study numerical example via Picard and ADM methods.

**Example 1.** Consider the following nonlinear FQIE:
\[
xx(\theta) = \left( \theta^3 - \frac{104 \theta^{12}}{750} \right) + \frac{1}{4} xx(\theta)_{\ell_{10}}, xx^A(\theta).
\]

Here, the \(xx(\theta) = \theta^3\) is the exact solution for \((10)\).

Taking \(\zeta = \frac{1}{2}\), and applying PM to \((10)\), we obtain
\[
xx_0(\theta) = \left( \theta^3 - \frac{104 \theta^{12}}{750} \right) + \frac{1}{4} xx_{n-1}(\theta)_{\ell_{10}}, xx_{n-1}(\theta), \ n = 1, 2, \cdots,
\]
\[
xx_0(\theta) = \left( \theta^3 - \frac{104 \theta^{12}}{750} \right).
\]

and the solution will be in the form
\[
xx(\theta) = xx_n(\theta).
\]

Again, applying ADM to \((10)\), we obtain
\[
xx_0(\theta) = \left( \theta^3 - \frac{104 \theta^{12}}{750} \right),
\]
\[
xx_i(\theta) = \frac{1}{4} xx_{i-1}(\theta)_{\ell_{10}}, xx_{i-1}(\theta), \ i = 1, 2, \ldots,
\]
where \(xx_i\) are Adomian polynomials of the nonlinear term \(xx^A\), and the solution will be
\[
xx(\theta) = \sum_{i=0}^{p} xx_i(\theta).
\]

5. Conclusions

In this article, we have considered the FQIE \((1)\) in the frame of the generalized Riemann–Liouville fractional integral operator. First, the existence and uniqueness of solutions
for the proposed equations were obtained. Next, we have given some special results corresponding to suitable values of the parameters $\xi$ and $q$. Moreover, the main results have been proven based on Banach’s fixed point theorem, the Adomian decomposition method, and Picard’s method. Finally, we have presented an example. The present results are new for some special cases. The proposed techniques can be extended to other $\xi$-Hilfer fractional quadratic integral equations \[32\].
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