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Abstract

These notes are based on three lectures given by the second author at Copenhagen University (October 2009) and at Aarhus University, Denmark (December 2009). We mostly present here a survey of results of Dieter Mayer on relations between Selberg and Smale-Ruelle dynamical zeta functions. In a special situation the dynamical zeta function is defined for a geodesic flow on a hyperbolic plane quotient by an arithmetic cofinite discrete group. More precisely, the flow is defined for the corresponding unit tangent bundle. It turns out that the Selberg zeta function for this group can be expressed in terms of a Fredholm determinant of a classical transfer operator of the flow. The transfer operator is defined in a certain space of holomorphic functions and its matrix representation in a natural basis is given in terms of the Riemann zeta function and the Euler gamma function.

1 General theory

We quote Ruelle [14, 15] to introduce his general notion of a transfer operator and a dynamical zeta function for a given dynamical system.

First we give the definition of a weighted dynamical system. Let $\Lambda$ be a set weighted by a function $g : \Lambda \rightarrow \mathbb{C}$. Assume that $\Lambda$ describes a system, then the dynamics of the system is given by a map $F : \Lambda \rightarrow \Lambda$. The triplet $\mathcal{D} := (\Lambda, F, g)$ is called a weighted dynamical system or simply a dynamical system.

The transfer operator method is applicable if the map $F$ is not invertible, that is, for example, when its inverse is not unique. More precisely the set of inverse branches of $F$ must be finite or at least countable and discrete in a natural topology.
For such a dynamical system the Ruelle transfer operator $L$ which acts on a function $f : \Lambda \to \mathbb{C}$ is defined by

$$(Lf)(x) = \sum_{y \in F^{-1}\{x\}} g(y)f(y)$$

(1)

One can see that the set of transfer operators for all dynamical systems of the set $\Lambda$ with respect to the product $\circ$ given by $(L_1 \circ L_2)f = L_1(L_2f)$ becomes an algebra denoted by $\mathcal{S}$. A trace on this algebra is a linear functional $\text{Tr} : \mathcal{S} \to \mathbb{C}$ such that $\text{Tr}(L_1L_2) = \text{Tr}(L_2L_1)$ for every $L_1$ and $L_2$ in $\mathcal{S}$. For a given trace $\text{Tr}$ one can define formally a determinant $\text{Det}$ for the operators of the algebra by

$$\text{Det}(I - zL) = \exp(-\sum_{m=1}^{\infty} \frac{z^m}{m} \text{Tr}L^m)$$

(2)

On the other hand a weighted dynamical system $\mathcal{D} = (\Lambda, F, g)$ is equipped with the so called Ruelle dynamical zeta function defined by

$$\zeta(z) = \exp(\sum_{m=1}^{\infty} \frac{z^m}{m} \sum_{x \in \text{Fix}F^m} \prod_{k=0}^{m-1} g(F^kx))$$

(3)

where $\text{Fix}F^m$ denotes the set of all fixed points of $F^m$. The set $\text{Fix}F^m$ is finite or countably infinite for all $m > 0$. Similar to other zeta functions the Ruelle dynamical zeta function has some sort of Euler product

$$\zeta(z) = \prod_{\{P\}} (1 - z^{|P|} \prod_{k=0}^{|P|-1} g(F^kx_P))^{-1}$$

(4)

where $\{P\}$ denotes the set of periodic orbits of $F$ with length $|P|$ and $x_P$ is an arbitrary element of $P$. We will assume that (2), (3) and (4) are absolutely convergent at least for $z$ from a certain domain in $\mathbb{C}$.

In general, analytic properties of zeta functions give an important information about the corresponding systems in question. For example a Tauberian theorem yields the classical prime number theorem from the positions of poles and zeros of the Riemann zeta function in the critical strip.

In the same way we are interested in the analytic properties of the dynamical zeta function to get more information about the corresponding dynamical system.

One of the important methods to study the analytic properties of dynamical zeta functions is the transfer operator method. In this method the analytic properties of the zeta function are related to the spectral properties of a transfer operator through a connection between the Fredholm determinant of the transfer operator and the dynamical zeta function.

One of the most important realization of the general programme described above is the Mayer transfer operator acting on some Banach space of holomorphic functions on a disc [9]. This operator is assigned to the dynamical system related to the geodesic flow on the hyperbolic plane mod an arithmetical cofinite discrete group $\Gamma$. In this case the Fredholm determinant of the transfer operator is equal to the Selberg zeta function for the corresponding discrete group which is one of the most important aspects of Mayer’s transfer operator theory.
Indeed this equality provides us a new insight to the theory of quantum chaos. It turns out that the Mayer transfer operator which is a purely classical object surprisingly contains all information we can obtain from the corresponding Schroedinger operator.

2 Mayer’s transfer operator for $PSL(2, \mathbb{Z})$

We start by introducing some notations and definitions. The hyperbolic plane $\mathbb{H}$ is the upper half plane $\{x + iy \in \mathbb{C} \mid y > 0\}$ equipped with the Poincare metric $ds^2 = y^{-2}(dx^2 + dy^2)$ and the measure $d\mu(z) = y^{-2}dxdy$. Thus geodesics on $\mathbb{H}$ are the semicircles with centres and the end points on the real axis.

The group of all orientation preserving isometries of the hyperbolic plane $\mathbb{H}$ is identified with the group

$$PSL(2, \mathbb{R}) = SL(2, \mathbb{R})/\{\pm I\}$$

acting on $\mathbb{H}$ by linear fractional transformations defined by

$$z \rightarrow gz = \frac{az + b}{cz + d} \quad g = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \quad z \in \mathbb{H}.$$

The modular group $PSL(2, \mathbb{Z})$ is a discrete subgroup of $PSL(2, \mathbb{R})$ defined by

$$PSL(2, \mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid ad - bc = 1, \ a, b, c, d \in \mathbb{Z} \right\}/\{\pm I\}. \quad (6)$$

This is a non-cocompact Fuchsian group of the first kind.

Let $M = PSL(2, \mathbb{Z})\backslash \mathbb{H}$ be the quotient space of the hyperbolic plane $\mathbb{H}$ mod $PSL(2, \mathbb{Z})$. This is a surface with one cusp and two conical singularities. Consider the continuous dynamics given by the geodesic flow $\varphi_t$ on $T_1M$, the unit tangent bundle of $M$. From the physics point of view, the unity of the tangent bundle means that the geodesic flow describes the motion of a free particle on $M$ with unit magnitude of velocity.

As mentioned already, to define a transfer operator the corresponding dynamical map should have a finite or countable set of inverse branches while the geodesic flow is continuous and defines an invertible map on $T_1M$. Thus we first discretize the geodesic flow by constructing a Poincare map of $\varphi_t$. It is known that by a suitable choice of the Poincare section in $T_1M$ the dynamics of $\varphi_t$ reduces to the Poincare map given by (see [9])

$$P : [0, 1] \times [0, 1] \times \mathbb{Z}_2 \rightarrow [0, 1] \times [0, 1] \times \mathbb{Z}_2$$

$$(x_1, x_2, \epsilon) \mapsto (T_G x_1, \frac{1}{[x_1]} + x_2, -\epsilon) \quad (7)$$

where $[x]$ denotes the integer part of $x$ and

$$T_G x = \begin{cases} \frac{1}{6} \mod 1 & x \in (0, 1] \\ 0 & x = 0 \end{cases} \quad (8)$$

is the Gauss map.
Remark 1. The group $PSL(2, \mathbb{Z})$ does not contain the reflection relative to the y-axis. Consequently for every geodesic on $M$ there exists a unique geodesic on $M$ such that their representatives on the upper half plane are located symmetric relative to the y-axis. The same assertion holds for the orbits on $T_1M$. This fact is reflected by two possible values of the parameter $\epsilon$.

We are interested in the expanding part of the map $P$ which reflects the ergodic aspects of the geodesic flow $\varphi_t$,

$$P_{ex} : [0, 1] \times \mathbb{Z}_2 \to [0, 1] \times \mathbb{Z}_2$$

$$(x, \epsilon) \mapsto (T_Gx, -\epsilon).$$

(9)

It remains to select a suitable weight function. Mayer chose the following weight function,

$$g(x, \epsilon) = (T_G^s(x) = x^{2s}$$

where $s$ is a complex parameter. In fact, according to Sinai’s work [13], the ergodic properties of $\varphi_t$ are related to this weight function.

The Mayer transfer operator is a transfer operator for the weighted dynamical system

$$D_1 = ([0, 1] \times \mathbb{Z}_2, P_{ex}, g(x, \epsilon) = x^{2s}),$$

(11)

that is

$$\mathcal{L}_s f(x, \epsilon) = \sum_{y = P^{-1}_{ex}(x, \epsilon)} g(y) f(y).$$

(12)

We notice that for $s = 1$ the Mayer transfer operator reduces to the Perron-Frobenious operator. The map $P_{ex}$ has an infinite number of discrete inverse branches given by

$$P^{-1}_{ex}(x, \epsilon) = (\frac{1}{x + n}, -\epsilon), \quad n \in \mathbb{N}$$

(13)

thus the Mayer transfer operator is formally expressed as

$$\tilde{\mathcal{L}}_s \mathbf{f}(x, \epsilon) = \sum_{n=1}^{\infty} (\frac{1}{x+n})^{2s} M \mathbf{f}(\frac{1}{x+n}, -\epsilon), \quad \epsilon = \pm 1.$$ 

(14)

Regarding the close connection of the weighted dynamical system (11) to the group $PSL(2, \mathbb{Z})$, this operator sometimes is called the Mayer transfer operator for $PSL(2, \mathbb{Z})$. Equivalently we can write the Mayer operator (13) in a vector form

$$\tilde{\mathcal{L}}_s \mathbf{f}(x) = \sum_{n=1}^{\infty} (\frac{1}{x+n})^{2s} M \mathbf{f}(\frac{1}{x+n})$$

(15)

with

$$M = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \mathbf{f}(x) = \begin{pmatrix} f(x, 1) \\ f(x, -1) \end{pmatrix}$$

(16)

If instead of the group $PSL(2, \mathbb{Z})$ we take the group

$$PGL(2, \mathbb{Z}) = GL(2, \mathbb{Z})/\{\pm 1\}$$

(17)

where
\[ GL(2, \mathbb{Z}) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \mid ad - bc = \pm 1, \ a, b, c, d \in \mathbb{Z} \right\} \]  

(18)

then the orbits corresponding to the two possible values of \( \epsilon \) will be identified, because \( PGL(2, \mathbb{Z}) \) contains the reflection relative to the y-axis. Note that this reflection acts on \( \mathbb{H} \) not by a linear fractional transformation but as the map \( z \to -\overline{z} \). Therefore the dynamical system \( D_1 \) in (11) reduced to the following dynamical system,

\[ D_2 = ([0, 1], T_G, g(x) = x^{2s}) \]  

(19)

The Mayer transfer operator for \( PGL(2, \mathbb{Z}) \), is a transfer operator corresponding to the dynamical system \( D_2 \),

\[ L_s f(x) = \sum_{n=1}^{\infty} \left( \frac{1}{x+n} \right)^{2s} f\left( \frac{1}{x+n} \right) \]  

(20)

which is sometimes called the transfer operator for the billiard flow or for the Gauss map because the dynamics of \( D_2 \) is defined by the Gauss map \( T_G \). The analytic properties of this operator easily extend to the original Mayer operator. Thus from now on we consider this simplified version of the Mayer operator.

Up to now we have seen how the ergodic aspects of the geodesic flow fix the form of the Mayer operator with no information about the function space on which \( L_s \) acts. In the next step we should decide about this space in such a way that the operator \( L_s \) becomes a nice operator from an analytic point of view with well defined trace and determinant. To do this we need first two lemmas.

Let the real \( x \) in (20) be extended to \( z \) in the complex domain

\[ D_r = \{ z \in \mathbb{C} \mid |z - 1| < r \} \]  

(21)

**Lemma 1.** For \( n \in \mathbb{N} \), the map \( \psi_n : z \to \frac{1}{x+n} \) maps holomorphically the disc \( D_r \) strictly inside itself if the radius \( r \) of the disc lies in the interval \((1, \frac{1+\sqrt{5}}{2})\). For \( r = 1 \) the map \( \psi_n \) touches the boundary in the limit \( n \to \infty \).

**Proof.** First we note that

\[ \lim_{n \to \infty} \psi_n(z) = 0, \quad z \in D_r, \]  

(22)

consequently the smallest lower bound of the radius is \( r = 1 \). But the upper bound is at most \( r < 2 \) because otherwise \( \psi_1 \) is not contracting at \( z = -1 \). To determine the largest upper bound of \( r \) we note that the maps \( \psi_n \)’s are conformal, mapping circles into circles. We also note that the \( \psi_n \)’s map the disc \( D_r \) to discs with the centre on the real axis. Thus to investigate the contracting properties of \( \psi_n \) it is enough to investigate the transformations of the end points \( x_- = 1 - r \) or \( x_+ = 1 + r \) of the diameter of \( D_r \) lying on the real axis. Moreover because of the fact that

\[ \psi_{n+1}(x) < \psi_n(x), \quad n \in \mathbb{N}, \quad x > -1, \]  

(23)

to find the upper bound of \( r \), it is enough to find the upper bound of \( r \) for \( \psi_1 \). But

\[ \psi_1(x_+) < \psi_1(x_-), \quad 1 < r < 2 \]  

(24)
hence the largest upper bound of the radius is determined by the following inequality
$$\psi_1(x) = \frac{1}{2 - r} < 1 + r. \quad (25)$$

By simple calculation we get $r < \frac{1 + \sqrt{5}}{2}$ which completes the proof.

The following lemma suggests a possible good candidate for the desired space.

**Lemma 2.** For $r \in (1, \frac{1 + \sqrt{5}}{2})$, the Banach space
$$B(D_r) = \{ f : D_r \to \mathbb{C} \mid f \text{ holomorphic on } D_r \text{ and continuous on } \overline{D}_r \} \quad (26)$$
with the sup norm $|| \cdot ||$ is invariant under the action of $\mathcal{L}_s$ for $\text{Re}(s) > \frac{1}{2}$, that is $\mathcal{L}_s B(D_r) \subset B(D_r)$. Note that the continuity on the boundary makes the space $B(D_r)$ a subspace of holomorphic bounded functions.

**Proof.** The transfer operator for $PGL(2, \mathbb{Z})$ is given by
$$\mathcal{L}_s f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s} f\left( \frac{1}{z + n} \right) \quad (27)$$

Let $f$ be in $B(D_r)$. The argument of $f$, that is the function $\psi_n(z) = \frac{1}{z + n}$, maps the disc $D_r$ inside itself and is holomorphic in this domain for all $n \in \mathbb{N}$. Thus the term $S_n := \left( \frac{1}{z + n} \right)^{2s} f\left( \frac{1}{z + n} \right)$ also belongs to $B(D_r)$. We are going to prove that $\sum_{n=1}^{\infty} S_n \in B(D_r)$. The required result comes from the general Weierstrass M-test, for which we need $||S_n|| \leq M_n < \infty$ for all $n \geq 1$ and $\sum_{n=1}^{\infty} M_n < \infty$ where $M_n$ is a positive number. These requirements are fulfilled for $\sigma = \text{Re}(s) > \frac{1}{2}$ if we take $M_n = (n - r + 1)^{-2\sigma} ||f||$ where $||f||$ is bounded because $f \in B(D_r)$. This completes the proof.

**Corollary 1.** Let $r$ lies in the interval $[1, \frac{1 + \sqrt{5}}{2})$. Then the operator $\tilde{\mathcal{L}}_s$ for the group $PSL(2, \mathbb{Z})$ is defined in the Banach space $B(D_r) \oplus B(D_r)$ for $\text{Re}(s) > \frac{1}{2}$ and leaves this space invariant.

In subsection 2.2 we will see that this choice of the function space makes the Mayer operator a nuclear operator which confirms that we are on the right track.

### 2.1 Matrix representation of the transfer operator, its eigenvectors and eigenvalues

We will see in the next subsection that the transfer operator is compact and the spectrum of this operator in the space $B(D_r)$ is a discrete set of eigenvalues of finite multiplicity. We are going to derive now a matrix representation for the transfer operator.

Let $f \in B(D_r)$ be an eigenfunction of $\mathcal{L}_s$,
$$\mathcal{L}_s f(z) = \lambda f(z), \quad (28)$$
the holomorphy of $f$ on $D_r$ allows the following expansion,

$$f(z) = \sum_{k=0}^{\infty} c_k (z - 1)^k, \quad z \in D_r. \quad (29)$$

Inserting this expansion into (28) we get,

$$\sum_{n=1}^{\infty} \frac{1}{z + n}^{2s} \sum_{k=0}^{\infty} c_k \left( \frac{1}{z + n} - 1 \right)^k = \lambda \sum_{k=0}^{\infty} c_k (z - 1)^k \quad (30)$$

but

$$\left( \frac{1}{z + n} - 1 \right)^k = \sum_{j=0}^{k} \binom{k}{j} (-1)^{k-j} \left( \frac{1}{z + n} \right)^j \quad (31)$$

therefore (30) can be written as

$$\sum_{k=0}^{\infty} c_k \sum_{j=0}^{k} \binom{k}{j} (-1)^{k-j} \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s+j} = \lambda \sum_{k=0}^{\infty} c_k (z - 1)^k \quad (32)$$

On the other hand we have the following Taylor expansion at $z = 1$,

$$\left( \frac{1}{z + n} \right)^{2s+j} = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \frac{\Gamma(2s+j+m)}{\Gamma(2s+j)} \left( \frac{1}{1+n} \right)^{2s+j+m} (z-1)^m \quad (33)$$

thus we get,

$$\sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s+j} = \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \frac{\Gamma(2s+j+m)}{\Gamma(2s+j)} \zeta(2s+j+m) - 1 \quad (34)$$

where we used the following identity

$$\sum_{n=1}^{\infty} \left( \frac{1}{1+n} \right)^\beta = \zeta(\beta) - 1. \quad (35)$$

Finally by inserting (34) into (32) we get,

$$\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} a_{mk}(s) c_k z^m = \lambda \sum_{k=0}^{\infty} c_k z^k \quad (36)$$

where

$$a_{mk}(s) = \sum_{j=0}^{k} \binom{k}{j} \frac{(-1)^{m+k-j}}{m!} \frac{\Gamma(2s+j+m)}{\Gamma(2s+j)} (\zeta(2s+j+m) - 1) \quad (37)$$

which finally leads to the following eigenvalue equation for the transfer operator in the matrix representation,

$$\sum_{k=0}^{\infty} a_{mk}(s) c_k = \lambda c_m \quad (38)$$

Based on these calculations we can formulate the following lemma
Lemma 3. In the natural basis, \( \{ z^k \}_{k=0}^\infty \) according to (29), the eigenfunctions \( f \in B(D_r) \) have the representation given by the sequence \( \{ c_k \}_{k=0}^\infty \) which satisfies (38). Moreover the transfer operator in this basis is an infinite dimensional matrix whose matrix elements are given by (37).

Remark 2. Mayer [13] derived a simpler matrix representation of transfer operator given by,

\[
 a_{mk}(s) = \frac{(-1)^m \Gamma(2s + k + m)}{m! \Gamma(2s + k)} \zeta(2s + k + m). \tag{39}
\]

In this representation the basis of the space \( B(D_r) \) is chosen as,

\[
 \{ \zeta(2s + k, z + 1) \}_{k=0}^\infty \tag{40}
\]

where \( \zeta(s, w) \) denotes the Hurwitz zeta function.

2.2 Nuclear Spaces, Nuclear Operators and Grothendieck theory

Let \( B \) be an arbitrary Banach space and denote its dual by \( B^* \) which is the space of bounded functionals on \( B \). A linear operator \( L \) on \( B \) is called nuclear of order \( q \) if it has the representation (see [11])

\[
 L = \sum_n \lambda_n f_n^*(.) f_n \tag{41}
\]

where \( \{ f_n \} \) and \( \{ f_n^* \} \) are families in \( B \) and \( B^* \) respectively with \( ||f_n|| \leq 1 \) and \( ||f_n^*|| \leq 1 \). Furthermore \( \{ \lambda_n \} \) is a sequence of complex numbers and \( q = \inf \{ \epsilon \leq 1 \mid \sum_n |\lambda_n|^r < \infty \} \).

For certain classes of nuclear operators a trace functional is available. According to a remarkable result of Grothendieck, nuclear operators \( L \) of order \( q \leq \frac{3}{4} \) have a trace \( tr = \sum \rho_i \) as the sum of eigenvalues \( \rho_i \) counted with multiplicities. Moreover the Fredholm determinant of \( L \) is defined as

\[
 det(1 - z L) = \exp(tr \log(1 - z L)) = \prod_i (1 - \rho_i z) \tag{42}
\]

or equivalently

\[
 det(1 - z L) = \exp(-\sum_{n=1}^\infty \frac{z^n}{n} tr L^n). \tag{43}
\]

Consequently if \( L = L(s) \) is a holomorphic function of a parameter \( s \) in a domain then the corresponding determinant is also a holomorphic function of \( s \) in the given domain (see [9, 11]).

Lemma 4. The Mayer transfer operator \( L_s \) for the group \( \text{PGL}(2, \mathbb{Z}) \), given by

\[
 L_s f(z) = \sum_{n=1}^\infty \left( \frac{1}{z+n} \right)^{2s} f\left( \frac{1}{z+n} \right), \tag{44}
\]

acting on the Banach space \( B(D_r) \), defined as in lemma 2, in the domain \( \sigma = \text{Re}(s) > \frac{1}{2} \), is a nuclear operator of order \( q = \frac{1}{2\sigma} \).
Proof. We are going to find a representation of Mayer transfer operator in the form of (41). To avoid overloading we give the proof for \( r = \frac{1}{2} \). First we insert the Taylor expansion of \( f \) at \( z = 1 \) in (44),

\[
L_s f(z) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \frac{f^{(m)}(1)}{m!} \left( \frac{1}{z+n} - 1 \right)^m \left( \frac{1}{z+n} \right)^{2s}.
\]

(45)

We introduce the following family of functions,

\[
f_{n,m}(z) := \left( \frac{1}{a_n} \right)^{2\sigma} \left( \frac{1}{z+n} - 1 \right)^m \left( \frac{1}{z+n} \right)^{2s}.
\]

(46)

where

\[
a_n := \sup_{z \in D_r} \frac{1}{z+n} = \frac{1}{n - \frac{1}{2}}.
\]

(47)

We note that

\[
\sup_{z \in D_r} \left| \frac{1}{z+n} - 1 \right| \leq 1
\]

(48)

thus we have

\[
\|f_{n,m}\| \leq 1.
\]

(49)

Next we define

\[
f_{n,m}^*(f) := r^m \frac{f^{(m)}(1)}{m!}.
\]

(50)

Obviously according to Cauchy estimates we have

\[
\|f_{n,m}^*\| \leq 1.
\]

(51)

The desired representation is given by

\[
L_s f(z) = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \lambda_{n,m} f_{n,m}^*(f) f_{n,m}(z)
\]

(52)

with

\[
\lambda_{n,m} := r^{-m} (a_n)^{2\sigma}.
\]

(53)

We note that

\[
\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} |\lambda_{n,m}|^\epsilon = \sum_{m=0}^{\infty} r^{-m} \sum_{n=1}^{\infty} \left( \frac{1}{n - \frac{1}{2}} \right)^{2\sigma \epsilon}.
\]

(54)

The first sum is a geometrical series, absolutely convergent for any \( \epsilon > 0 \) and the second sum for any \( \epsilon > \frac{1}{2\sigma} \) is absolutely convergent to \( (2^{2\sigma \epsilon} - 1) \zeta(2\sigma \epsilon) \).

Therefore we have

\[
\sum_{n=1}^{\infty} \sum_{m=0}^{\infty} |\lambda_{n,m}|^\epsilon = \frac{1}{1 - (r^{-1})^\epsilon} (2^{2\sigma \epsilon} - 1) \zeta(2\sigma \epsilon), \quad \epsilon > \frac{1}{2\sigma}.
\]

(55)

Our later discussion shows that for \( \sigma > \frac{1}{2} \),

\[
\inf \left\{ \epsilon \mid \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} |\lambda_{n,m}|^\epsilon < \infty \right\} = \frac{1}{2\sigma}
\]

(56)

which completes the proof. \( \square \)
Mayer proved a stronger assertion about the nuclearity of the transfer operator in a more elegant way (see [10]). In fact he proved that the transfer operator is nuclear of order zero. This proof is based on some properties of so called nuclear spaces. It was Alexander Grothendieck who first introduced the class of nuclear spaces (see [7]). Roughly speaking nuclear spaces are the maximal class of linear topological spaces with nice properties from analytic point of view. For example they admit a generalized kernel theorem of L. Schwartz. More precisely (see [16], page 100),

**Definition 1.** A locally convex topological vector space $E$ is a nuclear space if and only if every continuous linear map of $E$ into any Banach space is nuclear.

The space $H(D)$ of holomorphic functions on the open disc $D$ with the open compact topology is an example of a nuclear space. The space $H(D)$ fulfills stronger assertions than that of definition 1. Indeed, every bounded linear map of the nuclear space $H(D)$ to any Banach space is not only nuclear but nuclear of order zero [7]. For more details about the nuclear spaces we refer to [7, 5, 16].

Now, to prove the nuclearity of the transfer operator, we extend it first to the nuclear space $H(D_r) \supset B(D_r)$ with $r \in (1, 1 + \sqrt{5}/2)$, that is

$$\hat{L}_s : H(D_r) \rightarrow B(D_r)$$

$$\hat{L}_s f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z+n} \right)^{2s} f\left( \frac{1}{z+n} \right), \quad (57)$$

**Lemma 5.** The operator $\hat{L}_s : H(D_r) \rightarrow B(D_r)$ for $\Re(s) > \frac{1}{2}$ is nuclear of order zero where $r \in (1, 1 + \sqrt{5}/2)$.

**Proof.** As mentioned before, every bounded linear map of $H(D_r)$ to a Banach space is nuclear of order zero. Thus it is enough to prove the boundedness of $\hat{L}_s$. To this end we should show that there exists a neighbourhood of zero $V(0) \subset H(D_r)$ which is mapped to a bounded subset of $B(D_r)$. To begin with we define the following sequence of open discs,

$$K_n = \{ w = \psi_n(z) \mid z \in D_r \} \quad (58)$$

whose radius $r_n$ and centre $c_n$ is given by

$$r_n = \frac{r}{(n+1)^2 - r^2} \quad (59)$$

and

$$c_n = \left( \frac{n+1}{(n+1)^2 - r^2}, 0 \right). \quad (60)$$

We choose the following neighbourhood of zero $V(0) \subset H(D_r)$,

$$V(0) = \left\{ f \in H(D_r) \mid \sup_{z \in \mathbb{K}_n} |f(z)| < M \right\} \quad (61)$$

where $M > 0$ is a constant. Also the following holds

$$\mathbb{K}_n \subset \mathbb{K}_1, \quad n \in \mathbb{N}. \quad (62)$$
For any \( f \in H(D_r) \) we have
\[
\sup_{z \in D_r} |\hat{L}_s f(z)| \leq \sum_{n=1}^{\infty} \left( \frac{1}{1 - r + n} \right)^{2\sigma} \sup_{z \in D_r} f(\psi_n(z)). \tag{63}
\]
But because of (62),
\[
\sup_{z \in D_r} f(\psi_n(z)) \leq \sup_{z \in \mathbb{K}_1} f(z) = M. \tag{64}
\]
Inserting this into (63) completes the proof.

On the other hand we have
\[ L_s = \hat{L}_s \circ \iota \]
where \( \iota \) is the bounded injection given by
\[ \iota : B(D_r) \to H(D_r), \quad \iota(f) = f. \]
Then nuclearity of \( \hat{L}_s \) leads to nuclearity of \( L_s \) because of the fact that the product of a bounded operator with a nuclear operator is also nuclear with the same order. Thus we have the following corollary,

**Corollary 2.** The Mayer transfer operator for the groups \( \text{PGL}(2, \mathbb{Z}) \) and \( \text{PSL}(2, \mathbb{Z}) \) in the domain \( \text{Re}(s) > \frac{1}{2} \) is nuclear of order zero.

Note that in this corollary we concluded the nuclearity of the transfer operator for \( \text{PSL}(2, \mathbb{Z}) \) from the nuclearity of the transfer operator for \( \text{PGL}(2, \mathbb{Z}) \) and (15).

One of the consequences of the nuclearity of an operator is its compactness (see [16], page 99). Thus we attain the following corollary,

**Corollary 3.** The Mayer transfer operators for both of the groups \( \text{PSL}(2, \mathbb{Z}) \) and \( \text{PGL}(2, \mathbb{Z}) \) in the domain \( \text{Re}(s) > \frac{1}{2} \) are compact.

### 3 Integral representation of Mayer transfer operator

In this section we discuss a new model for the Mayer transfer operator in a Hilbert space. This is important for the investigation of the transfer operator because in this model the Grothendieck theory of nuclear operator in Banach spaces is reduced to the simpler theory of linear operators in Hilbert spaces.

We follow Mayer [11] to derive an integral representation for the transfer operator in a Hilbert space for \( \text{Re}(s) > \frac{1}{2} \). Let \( J_\nu(u) \) denotes the Bessel function (see [6]),
\[
J_\nu(u) = \sum_{k=0}^{\infty} \frac{u^{2k+\nu}}{2^k k!^2} \Gamma(k + \nu + 1) \tag{65}
\]
Then it is not difficult to check the validity of the following inequality
\[
\int_0^\infty \int_0^\infty |J_{2s-1}(2\sqrt{tt'})|^2 \frac{dt}{e^t - 1} \frac{dt'}{e^{t'} - 1} < \infty \quad \text{Re}(s) > \frac{1}{2} \tag{66}
\]
Thus in the domain $Re(s) > \frac{1}{2}$, the Bessel function $J_{2s-1}(2\sqrt{tt'})$ can be considered as a Hilbert-Schmidt kernel with respect to the measure

$$dm(t) = \frac{dt}{e^t - 1}$$

(67)

Therefore we can define a Hilbert-Schmidt integral operator $K_s$ given by

$$K_s \varphi(t) = \int_0^\infty J_{2s-1}(2\sqrt{tt'}) \varphi(t')dm(t') \quad \varphi \in L_2(\mathbb{R}^+, dm)$$

(68)

where $L_2(\mathbb{R}^+, dm)$ denotes the Hilbert space of square integrable functions on the positive real axis with respect to the measure $dm$ given in (67). The operator $K_s$ is obviously bounded in this space for $Re(s) > \frac{1}{2}$.

We are going to explain now how this operator is related to the Mayer transfer operator. First we consider the following integral transform,

$$(T_s \varphi)(z) = \int_0^\infty e^{-zt}t^{s-\frac{1}{2}} \varphi(t)dm(t) \quad \varphi \in L_2(\mathbb{R}^+, dm) \quad z \in \mathbb{C}/[-1, \infty)$$

(69)

This transform can be considered as a composition of a multiplication by the exponential function and a Mellin transform, both of them are formally invertible thus the transform $T_s$ is formally invertible. For a complex $s$ with $Re(s) > \frac{1}{2}$, consider the space $H_1$ of holomorphic functions in the domain $\mathbb{C}/[-1, \infty)$ which is the image of $L_2(\mathbb{R}^+, dm)$ under $T_s$,

$$H_1 = \{ f(z) = (T_s \varphi)(z) \mid \varphi \in L_2(\mathbb{R}^+, dm), \quad z \in \mathbb{C}/[-1, \infty) \}$$

(70)

The operator

$$\mathcal{L}_s' : H_1 \rightarrow H_1$$

(71)

given by

$$\mathcal{L}_s' = T_sK_sT_s^{-1}$$

(72)

is isomorphic to $K_s$, with the same spectrum. Shortly we see that $\mathcal{L}_s'$ has the same form as Mayer’s operator.

**Lemma 6.** For $Re(s) > \frac{1}{2}$ on the space $H_1$, the following identity holds,

$$\mathcal{L}_s' f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s} f\left( \frac{1}{z + n} \right).$$

(73)

**Proof.** Let $f(z) = (T_s \varphi)(z)$. Then

$$\mathcal{L}_s' f(z) = T_s(z)K_s \varphi = \int_0^\infty dm(t)e^{-zt}t^{s-\frac{1}{2}}(K_s \varphi)(t)$$

(74)

or

$$\mathcal{L}_s' f(z) = \int_0^\infty dt \frac{t^{s-\frac{1}{2}}}{e^t - 1}e^{-zt} \int_0^\infty J_{2s-1}(2\sqrt{tt'}) \varphi(t')dm(t')$$

(75)

From (65) we have

$$J_{2s-1}(2\sqrt{tt'}) = (tt')^{s-\frac{1}{2}} \sum_{k=0}^{\infty} \frac{(-tt')^k}{k!\Gamma(k + 2s)}$$

(76)
Inserting (76) into (75) and rearranging the terms we get,

\[ L_s' f(z) = \int_0^\infty t^{s+\frac{1}{2}} \varphi(t') \, dt' \int_0^\infty dt \frac{t^{2s-1} e^{-zt}}{e^t - 1} \sum_{k=0}^{\infty} \frac{(-t')^k}{k! \Gamma(k + 2s)} \]  

(77)

or

\[ L_s' f(z) = \int_0^\infty t^{s+\frac{1}{2}} \varphi(t') \, dt' \sum_{k=0}^{\infty} \frac{(-t')^k}{k! \Gamma(k + 2s)} \int_0^\infty dt \frac{t^{2s+k-1} e^{-zt}}{e^t - 1} \]  

(78)

But the Hurwitz zeta function has the integral presentation [6],

\[ \zeta(w; q) = \frac{1}{\Gamma(w)} \int_0^\infty \frac{t^{w-1} e^{-qt}}{1 - e^{-t}} \, dt \quad \text{Re}(w) > 1 \]  

(79)

That is the integral over \( t \) in (78) can be replaced by the Hurwitz zeta function,

\[ L_s' f(z) = \int_0^\infty t^{s+\frac{1}{2}} \varphi(t') \, dt' \sum_{k=0}^{\infty} \frac{(-t')^k}{k!} \zeta(k + 2s; z + 1) \]  

(80)

On the other hand for \( \text{Re}(w) > 1 \) the Hurwitz zeta function is defined as

\[ \zeta(w; q) = \sum_{n=0}^{\infty} \left( \frac{1}{q + n} \right)^w \]  

(81)

which leads to the following formula

\[ L_s' f(z) = \int_0^\infty t^{s+\frac{1}{2}} \varphi(t') \, dt' \sum_{k=0}^{\infty} \frac{(-t')^k}{k!} \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s+k} \]  

(82)

or

\[ L_s' f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s} \int_0^\infty t^{s+\frac{1}{2}} \varphi(t') \, dt' \sum_{k=0}^{\infty} \frac{(-t')^k}{k!} \left( \frac{1}{z + n} \right)^k \]  

(83)

The summation over \( k \) is nothing than the Taylor expansion of the function \( e^{-t' \left( \frac{1}{z + n} \right)} \), thus we get

\[ L_s' f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s} \int_0^\infty t^{s+\frac{1}{2}} e^{-t' \left( \frac{1}{z + n} \right)} \varphi(t') \, dt' \]  

(84)

or according to [6]

\[ L_s' f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s} (T_s \varphi)(\frac{1}{z + n}) \]  

(85)

That means

\[ L_s' f(z) = \sum_{n=1}^{\infty} \left( \frac{1}{z + n} \right)^{2s} f(\frac{1}{z + n}) \]  

(86)
As we saw in this lemma the Mayer transfer operator $L_s$ and the operator $L'_s$ has the same form. From this fact and regarding the spaces on which these operators act, we can see that every eigenfunction of $L'_s$ is an eigenfunction of $L_s$. In [13], Mayer proved the converse, thus we achieve the following lemma

**Lemma 7.** For $\text{Re}(s) > \frac{1}{2}$, the operators $L'_s$ and $L_s$ have the same spectrum.

**Corollary 4.** In the domain $\text{Re}(s) > \frac{1}{2}$, the integral operator $K_s$ and the Mayer transfer operator for $\text{PGL}(2,\mathbb{Z})$, $L_s$ have the same spectrum counted with multiplicities.

### 4 Calculation of the trace

As explained in section 2, the transfer operator is of the trace class. In this part we are going to calculate the trace of the transfer operator and its powers. We illustrate two different approaches for the calculation of trace, the first one based on the contracting property of the map

$$\psi_n(z) = \frac{1}{z + n}$$

which allows to apply the method of geometric trace and the second one uses the integral representation of the transfer operator.

By using (87), the Mayer transfer operator for $\text{PGL}(2,\mathbb{Z})$ can be written in the form

$$L_s f(z) = \sum_{n=1}^{\infty} \psi_n(z)^{2s} f(\psi_n(z))$$

To calculate the trace of $L_s$, first we need to calculate the trace of the terms,

$$L_{s,n} f(z) = \psi_n(z)^{2s} f(\psi_n(z)) \quad n \in \mathbb{N}$$

With the same arguments as in section 2.1, one can see that the operator $L_{s,n}$ is nuclear of order zero for all $n \in \mathbb{N}$. For $r \in [1, \frac{1+\sqrt{5}}{2})$ the map $\psi_n(z)$ on $D_r$ has a unique fixed point $z^*_n$ given by

$$z^*_n = -\frac{n}{2} + \frac{\sqrt{n^2 + 4}}{2}$$

which obtains by solving an equation

$$\frac{1}{z + n} = z.$$ 

The existence of a unique solution for (91) in $D_r$ is crucial for the calculation of the trace of $L_{s,n}$. Before proceeding further we quote a Lemma from [11] concerning the eigenvalues of a general composition operator.

**Lemma 8.** Let $D \subset \mathbb{C}$ be an arbitrary domain, $\psi$ be a map on $D$ with a unique fixed point $z^* \in D$ and $\varphi$ be an arbitrary function in the Banach space $B(D)$. Then the spectrum of the composition operator $Cf = \varphi \psi \circ f$ on $B(D)$ consists of simple eigenvalues $\lambda_n = \varphi(z^*)(\psi'(z^*))^n$, $n = 0, 1, \ldots$ which converge to zero as $n \to \infty$.  
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Remark 3. A contracting map $\psi$ on a domain $D$, is said to be a map of the domain $D$ strictly inside itself if,

$$\inf_{z \in D, z' \in C \setminus D} \| \psi(z) - z' \| \geq \delta > 0 \quad (92)$$

Such maps have always a unique fixed point in $D$.

According to this lemma the eigenvalues of $L_{s,n}$ are given by

$$\lambda_m(n) = (\psi_n(z_n^*)^{2s}(\psi_n'(z_n^*))^m = (-1)^m(z_n^*)^{2s}(z_n^*)^{2m}, \quad m \in \mathbb{N} \cup \{0\} \quad (93)$$

which are all simple. Therefore the trace of $L_{s,n}$ is simply the sum of them,

$$\text{tr} L_{s,n} = \sum_{m=0}^{\infty} \lambda_m(n) = \frac{(z_n^*)^{2s}}{1 + (z_n^*)^2} \quad (94)$$

Then we attain the trace of $L_s$ for $\text{Re}(s) > \frac{1}{2}$ by summing the traces of all $L_{s,n}$'s,

$$\text{tr} L_s = \sum_{n=1}^{\infty} \frac{(z_n^*)^{2s}}{1 + (z_n^*)^2} \quad (95)$$

where $\text{Re}(s) > \frac{1}{2}$ ensures the absolute convergence.

Next we calculate the trace of the powers of the transfer operator. First we note that

$$L_s^n = \sum_{i_1 \geq 1} \sum_{i_2 \geq 1} ... \sum_{i_n \geq 1} L_{s,i_1} L_{s,i_2} ... L_{s,i_n} \quad (96)$$

where as before

$$L_{s,i_1} f(z) = \psi_{i_1}(z)^{2s} f(\psi_{i_1}(z)) \quad (97)$$

and the composition operator $L_{s,i_1} L_{s,i_2} ... L_{s,i_n}$ has the form,

$$L_{s,i_1} L_{s,i_2} ... L_{s,i_n} f(z) = \left\{ \psi_{i_1}(z) [\psi_{i_2}(z) ... [\psi_{i_n}(z)] ... \psi_{i_1}(z)] \right\}^{2s} f(\psi_{i_1} ... \psi_{i_1}(z)) \quad (98)$$

For the sake of the convenience, without fear of confusion we introduce the following notations,

$$L_s^n := L_{s,i_1} L_{s,i_2} ... L_{s,i_n} \quad \psi^n := \psi_{i_1} ... \psi_{i_1}(z) \quad (99)$$

by which formula (98) can be written as the following

$$L_s^n f(z) = \left\{ \prod_{k=1}^{n} \psi_k(z) \right\}^{2s} f(\psi^n(z)) \quad (100)$$

On the other hand the composition map $\psi^n$ has a unique fixed point, $z_n$ on $D_r$ given by a periodic continuous fraction,

$$z_n = [0, t_n, t_{n-1}, ..., t_1] \quad (101)$$
The uniqueness of the fixed point $z_n$ enables us to apply lemma 8 for the composition operator $L_{s,n}$ in (100). Therefore we achieve the eigenvalues of $L_{s,n}$ given by

$$\lambda_m(z_n) = \left\{ \prod_{k=1}^{n} \psi_k(z_n) \right\}^{2s} \left( \frac{d\psi_n}{dz} \right)_{z=z_n}^m, \quad m \in \mathbb{N} \quad (102)$$

By using the chain rule and noting that

$$\frac{d\psi_i}{dz} = (1 \psi_i)^2, \quad i_k \in \mathbb{N} \quad (103)$$

the derivative of the composition function $\psi_n(z)$ can be written as

$$\frac{d\psi_n(z)}{dz} \big|_{z=z_n} = (-1)^n \left( \prod_{k=1}^{n} \psi_k(z_n) \right)^2 = (-1)^n \left( \prod_{k=1}^{n} \psi_k(z_n) \right)^2 \quad (104)$$

where $\psi_0 := id$ and the last identity simply comes from definition of $\psi_n$ in (99).

By inserting (104) into (102), the eigenvalues $\lambda_m(z_n)$ can be written as the following

$$\lambda_m(z_n) = (-1)^{nm} \left\{ \prod_{k=1}^{n} \psi_k(z_n) \right\}^{2s+2m}, \quad m \in \mathbb{N} \quad (105)$$

Moreover the following identity holds,

$$\psi_k(z_n) = T^{k-1}z_n \quad (106)$$

where the Gauss map $T$ is given in (8). Thus the eigenvalues of $L_{s,n}$ in (105) can be written as

$$\lambda_m(z_n) = (-1)^{nm} \left\{ \prod_{k=0}^{n-1} T^{k}z_n \right\}^{2s+2m}, \quad m \in \mathbb{N} \quad (107)$$

or by transforming $k$ to $k+1$ in a simpler form,

$$\lambda_m(z_n) = (-1)^{nm} \left\{ \prod_{k=0}^{n-1} T^{k}z_n \right\}^{2s+2m}, \quad m \in \mathbb{N} \quad (108)$$

Because of the simplicity of the eigenvalues, the trace of $L_{s,n}$ is the sum of all $\lambda_m(z_n)$’s,

$$\text{tr} L_{s,n} = \sum_{m=0}^{\infty} \lambda_m(z_n) = \frac{\left\{ \prod_{k=0}^{n-1} T^{k}z_n \right\}^{2s}}{1 - (-1)^n \left( \prod_{k=0}^{n-1} T^{k}z_n \right)^2} \quad (109)$$

or with a more explicit notations for $L_{s,n}$ and $z_n$ given in (99) and (101) respectively,

$$\text{tr} L_{s,i_1} L_{s,i_2} \ldots L_{s,i_n} = \frac{\left\{ \prod_{k=0}^{n-1} T^{k}[0,i_n,i_{n-1},\ldots,i_1] \right\}^{2s}}{1 - (-1)^n \left( \prod_{k=0}^{n-1} T^{k}[0,i_n,i_{n-1},\ldots,i_1] \right)^2} \quad (110)$$
Finally, according to (96) we attain the trace of $\mathcal{L}_n^a$ by summing the contribution of all $\mathcal{L}_{i_1}, \mathcal{L}_{i_2} \ldots \mathcal{L}_{i_n}$'s,

$$tr\mathcal{L}_n^a = \sum_{i_1 \geq 1} \sum_{i_2 \geq 1} \ldots \sum_{i_n \geq 1} \left\{ \prod_{k=0}^{n-1} T^k[0, i_n, i_{n-1}, \ldots, i_1] \right\}^{2s} \left[ 1 - (-1)^n \left( \prod_{k=0}^{n-1} T^k[0, i_n, i_{n-1}, \ldots, i_1] \right) \right]$$ (111)

We note that in formula (111) the sum is over the set of all fixed points $\{0, i_n, i_{n-1}, \ldots, i_1\}$ of the map $\psi_n$ as mentioned in (101). But this set coincides with a subset of $FixT^n$,

$$Fix_{x} T^n = \{ x = [0, i_n, i_{n-1}, \ldots, i_1] : i_1, \ldots, i_{n-1}, i_n \in \mathbb{N} \} \subset FixT^n$$ (112)

Thus (111) can be written in a more compact form

$$tr\mathcal{L}_n^a = \sum_{x \in Fix_{x} T^n} \left\{ \prod_{k=0}^{n-1} T^k(x) \right\}^{2s} \left[ 1 - (-1)^n \left( \prod_{k=0}^{n-1} T^k(x) \right) \right]$$ (114)

### 4.1 Calculation of trace via the integral representation

In this subsection we calculate the trace of the integral operator for $Re(s) > \frac{1}{2}$

$$K_s \varphi(t) = \int_0^\infty J_{2s-1}(2\sqrt{t}w')\varphi(t')dm(t') \quad \varphi \in L_2(\mathbb{R}^+, dm)$$ (115)

According to standard results of theory of linear operators in Hilbert spaces the trace of $K_s$ is given by the following integral

$$trK_s = \int_0^\infty J_{2s-1}(2t)dm(t)$$ (116)

or by inserting the measure from (67),

$$trK_s = \int_0^\infty \frac{J_{2s-1}(2t)}{e^t - 1}dt$$ (117)

To calculate this integral we insert the following identity

$$\frac{1}{e^t - 1} = \sum_{n=1}^\infty e^{-nt}$$ (118)

thus we have

$$trK_s = \sum_{n=1}^\infty \int_0^\infty e^{-nt} J_{2s-1}(2t)dt$$ (119)

The integral above can be calculated,

$$\int_0^\infty e^{-nt} J_{2s-1}(2t)dt = \frac{x_n^{2s}}{1 + x_n^2} \quad x_n = \frac{n}{2} + \frac{\sqrt{n^2 + 4}}{2}$$ (120)
Therefore

\[ \text{tr}K_s = \sum_{n=1}^{\infty} \frac{x_n^{2s}}{1 + x_n^2} \]  

which coincides with (95) that is,

\[ \text{tr}K_s = \text{tr}L_s \]  

as we expected from corollary.4. To calculate the trace of powers of \( K_s \) it is not difficult to see that

\[ \text{tr}K_n = \int_0^\infty dm(t_n) \cdots \int_0^\infty dm(t_1) \, J_{2s-1}(2\sqrt{t_1t_2}) \cdots J_{2s-1}(2\sqrt{t_n-1}t_n)J_{2s-1}(2\sqrt{t_n^2}) \]

By calculating this integral we achieve the expected result

\[ \text{tr}K_n = \text{tr}L_n \]

We don’t know a simple direct proof of (124) (see [11], similar calculation has been done in [20]).

5 Ruelle zeta function and transfer operator

In this section we will denote different zeta functions by other letters not necessarily the \( \zeta \).

As it mentioned in the first section, the Ruelle zeta function for a given weighted dynamical system \( (\Lambda, F, g) \) is defined by

\[ \zeta_R(z) = \exp\left( \sum_{n=1}^{\infty} \frac{x_n^{2s}}{n} \sum_{x \in F} g(F^kx) \right) \]

The Ruelle zeta function for the dynamical system \( D_2 \), defined in (19) at the point \( z = 1 \), is reduced to a dynamical function \( \xi(s) \), given by

\[ \xi(s) = \exp\left( \sum_{n=1}^{\infty} \frac{1}{n} \sum_{x \in \text{Fix}_n} \prod_{k=0}^{n-1} (T^kx)^{2s} \right) \]

In the following lemma we see the close connection of the Mayer transfer operator and the dynamical function \( \xi(s) \).

Lemma 9. Let \( L_s \) be the Mayer transfer operator for \( PGL(2, \mathbb{Z}) \) given in (44) and \( \xi(s) \) be the zeta function defined by (125). For \( \text{Re}(s) > \frac{1}{2} \) the following identity holds

\[ \frac{\det(1 + L_{s+1})}{\det(1 - L_s)} = \xi(s) \]

where the determinant of the transfer operator is defined in the sense of Grothendieck by (43).
Proof. From lemma 4, we know that for \( Re(s) > \frac{1}{2} \), the transfer operators \( L_s \) and \( L_{s+1} \) are both nuclear of order zero. Therefore according to (43) we have,
\[
\text{det}(1 + L_{s+1}) = \exp\left(-\sum_{n=1}^{\infty} \frac{(-1)^n}{n} tr L_{s+1}^n\right) \tag{128}
\]
and
\[
\text{det}(1 - L_s) = \exp\left(-\sum_{n=1}^{\infty} \frac{1}{n} tr L_s^n\right) \tag{129}
\]
Dividing (128) by (129) we get,
\[
\frac{\text{det}(1 + L_{s+1})}{\text{det}(1 - L_s)} = \exp\left(\sum_{n=1}^{\infty} \frac{1}{n} \left(-(-1)^n tr L_{s+1}^n + tr L_s^n\right)\right), \quad Re(s) > \frac{1}{2} \tag{130}
\]
On the other hand by inserting the traces of \( L_s \) and \( L_{s+1} \) from (114) we get,
\[
\{-(-1)^n tr L_{s+1}^n + tr L_s^n\} = \sum_{x \in \text{Fix} P} \prod_{k=0}^{n-1} \left(T^k(x)\right)^{2s} \tag{131}
\]
which completes the proof.

Consider now the dynamical system \( D_1 \) defined in (11) which is closely related to the geodesic flow on the upper half plane mod \( PSL(2, \mathbb{Z}) \). The Ruelle zeta function (125) for the dynamical system \( D_1 \) at \( z = 1 \) is reduced to a zeta function \( \eta(s) \), given by
\[
\eta(s) = \exp\left(\sum_{n=1}^{\infty} \frac{1}{n} \sum_{(x,\epsilon) \in \text{Fix} P_{ex}} \prod_{k=0}^{n-1} g(P_{ex}^k(x,\epsilon))\right) \tag{132}
\]
From (9) we have
\[
P_{ex}(x,\epsilon) = (Tx, -\epsilon) \tag{133}
\]
where \( T \) is the Gauss map. Because of the way that the parameter \( \epsilon \) is transformed in (133), obviously the odd powers of \( P_{ex} \) have no fixed points and therefore the summation in (132) is restricted to the even integers \( n \in \mathbb{N} \),
\[
\eta(s) = \exp\left(\sum_{n \text{ even}} \frac{1}{n} \sum_{(x,\epsilon) \in \text{Fix} P_{ex}} \prod_{k=0}^{n-1} g(P_{ex}^k(x,\epsilon))\right) \tag{134}
\]
On the other hand by iterating (133) we get
\[
P_{ex}^k(x,\epsilon) = (T^kx, (-1)^k\epsilon) \tag{135}
\]
Therefore from (10) and (133) we get
\[
g(P_{ex}^k(x,\epsilon)) = (T^kx)^{2s} \tag{136}
\]
By inserting (136) into (134) we have
\[
\eta(s) = \exp\left(\sum_{n \text{ even}} \frac{1}{n} \sum_{(x,\epsilon) \in \text{Fix} P_{ex}} \prod_{k=0}^{n-1} (T^kx)^{2s}\right) \tag{137}
\]
Finally we note that for even $n \in \mathbb{N}$ every pair of fixed points $(x, \pm 1)$ of the map $P_x^n$ corresponds to the fixed point $x$ of the map $T^n$. Consequently the summation over $\text{Fix}P_x^n$ can be replaced by twice the sum over the set $\text{Fix}_+T^n$, defined in (112), that is

$$\eta(s) = \exp(2 \sum_{n \text{ even}} \frac{1}{n} \sum_{x \in \text{Fix}_+T^n} \prod_{k=0}^{n-1} (T^k x)^{2s})$$ (138)

The next lemma shows, how $\eta(s)$ is related to the transfer operator.

**Lemma 10.** For $\text{Re}(s) > \frac{1}{2}$ the following identity holds

$$\frac{\det(1 - \mathcal{L}_s^{n+1})}{\det(1 - \mathcal{L}_s^2)} = \eta(s)$$ (139)

where $\mathcal{L}_s$ denotes the transfer operator for $PGL(2, \mathbb{Z})$ and the determinants are defined in the sense of Grothendieck.

**Proof.** As in the previous lemma according to Grothendieck’s Fredholm determinant for nuclear operators (13), we have

$$\det(1 - \mathcal{L}_s^{n+1}) = \exp(-\sum_m \frac{1}{m} \text{tr} \mathcal{L}_s^{2m}), \quad \text{Re}(s) > \frac{1}{2}$$ (140)

and

$$\det(1 - \mathcal{L}_s^2) = \exp(-\sum_m \frac{1}{m} \text{tr} \mathcal{L}_s^{2m}), \quad \text{Re}(s) > \frac{1}{2}$$ (141)

Then we get

$$\frac{\det(1 - \mathcal{L}_s^{n+1})}{\det(1 - \mathcal{L}_s^2)} = \exp(\sum_m \frac{1}{m} \left\{-\text{tr} \mathcal{L}_s^{2m} + \text{tr} \mathcal{L}_s^{2m}\right\}), \quad \text{Re}(s) > \frac{1}{2}$$ (142)

or equivalently

$$\frac{\det(1 - \mathcal{L}_s^{n+1})}{\det(1 - \mathcal{L}_s^2)} = \exp(2 \sum_{n \text{ even}} \frac{1}{n} \left\{-\text{tr} \mathcal{L}_s^{n+1} + \text{tr} \mathcal{L}_s^n\right\}), \quad \text{Re}(s) > \frac{1}{2}$$ (143)

On the other hand from (14), by a simple algebraic calculation we have,

$$\left\{-\text{tr} \mathcal{L}_s^{n+1} + \text{tr} \mathcal{L}_s^n\right\} = \sum_{x \in \text{Fix}_+T^n} \prod_{k=0}^{n-1} (T^k x)^{2s} \quad \text{$n$ even}$$ (144)

By replacing this into (143), we achieve the desired result. □

**Corollary 5.** Let $\widetilde{\mathcal{L}}_s$ denote the transfer operator for $\text{PSL}(2, \mathbb{Z})$. For $\text{Re}(s) > \frac{1}{2}$ the following identity holds

$$\frac{\det(1 - \widetilde{\mathcal{L}}_s^{n+1})}{\det(1 - \widetilde{\mathcal{L}}_s^2)} = \eta(s)$$ (145)

**Proof.** The representation of the Mayer transfer operator for $\text{PSL}(2, \mathbb{Z})$ given in (15) immediately leads to

$$\det(1 - \widetilde{\mathcal{L}}_s) = \det(1 - \mathcal{L}_s)\det(1 + \mathcal{L}_s) = \det(1 - \mathcal{L}_s^2)$$ (146)

This together with the previous lemma give the desired result. □
6 Selberg zeta function and transfer operator

In this section we illustrate the connection between the Selberg zeta function and the Mayer transfer operator which is one of the most important aspects of Mayer’s theory. First we recall the definition of the Selberg zeta function. Let \( \Gamma \) be a Fuchsian group of the first kind. The Selberg zeta function for \( \Gamma \) is defined in the domain \( \Re(s) > 1 \) by an absolutely convergent infinite product given by (see [17])

\[
Z_\Gamma(s) = \prod_{k=0}^{\infty} \prod_{\{P\}_\Gamma} (1 - N(P)^{-k-s})
\]

where \( P \) runs over all primitive hyperbolic conjugacy classes of \( \Gamma \) and \( N(P) > 1 \) denotes the norm of \( P \). By definition every hyperbolic element \( P \) of the group \( \Gamma \) is conjugated by an element from \( PSL(2, \mathbb{R}) \) to a 2 by 2 matrix

\[
\begin{pmatrix}
\rho & 0 \\
0 & \rho^{-1}
\end{pmatrix}
\]

with \( \rho > 1 \) which gives the norm of \( P \) as \( N(P) = \rho^2 \). Using the Selberg trace formula it is proved that

1. \( Z_\Gamma(s) \) has analytic (meromorphic) continuation to the whole complex \( s \)-plane
2. \( Z_\Gamma(s) \) satisfies the functional equation

\[
Z_\Gamma(1-s) = \Psi(s)Z_\Gamma(s)
\]

with some known function \( \Psi \)

3. the nontrivial zeros of \( Z_\Gamma(s) \) are related to eigenvalues and resonances of the automorphic Laplacian \( A(\Gamma) \) for the group \( \Gamma \).

It is well known that there is a one to one correspondence between primitive hyperbolic conjugacy classes of \( \Gamma \) represented by \( P \) with norm \( N(P) \) and the prime closed geodesics \( c \) on the Riemann surface \( H \setminus \Gamma \) (with obvious singularities in some cases) with length \( \ell(c) \) such that

\[
N(P) = e^{\ell(c)}
\]

This fact enables us to define the Selberg zeta function in the following equivalent form, that is

\[
Z_\Gamma(s) = \prod_{k=0}^{\infty} \prod_{\{c\}_\Gamma} (1 - \exp(-(s + k)\ell(c)))
\]

where \( \{c\}_\Gamma \) runs over all prime closed geodesics on \( H \setminus \Gamma \).

In the sequel we need an Euler product for the dynamical function \( \eta(s) \) defined in [18],

\[
\eta(s) = \exp\left( \sum_{n \text{ even}} \frac{1}{n} \sum_{x \in Fix + T^n} (\prod_{k=0}^{n-1} T^k x)^{2s} \right)
\]

Following Ruelle [15], we rewrite \( \eta(s) \) as an Euler product. To begin with, we recall that for \( x \in [0, 1] \), the set

\[
\phi = \{x, Tx, \ldots, T^k x, \ldots\}
\]
is an orbit of the Gauss map $T$ given in (8). The orbit $\phi$ is periodic if there exists an integer $u \in \mathbb{N}$ such that

$$T^u x = x$$  \hfill (154)

The integer $u \in \mathbb{N}$ is called the period of the periodic orbit $\phi$. We say that a periodic orbit $\phi$ is primitive of minimal period $m$ if $m$ is the minimum of the set of all periods of $\phi$. We denote the set of all primitive periodic orbits of $T$ of minimal period $m$ by $Per(m)$.

We are going now to replace the sum over $Fix_+ T^n$ in (152) by a sum over the primitive periodic orbits $Per(m)$. To this end we first introduce a subset $MFix_+ T^m \subset Fix_+ T^m$, containing the periodic continued fractions with minimum period $m$, then we have,

$$\sum_{x \in Fix_+ T^n} (n - 1) \prod_{k=0}^{n-1} T^k x = \sum_{m \mid n} \sum_{x \in MFix_+ T^m} \prod_{k=0}^{m-1} (T^k x)^2$$  \hfill (155)

or by noting that $x \in MFix_+ T^m$ is of period $m$, we have,

$$\sum_{x \in Fix_+ T^n} (n - 1) \prod_{k=0}^{n-1} T^k x = \sum_{m \mid n} \sum_{\phi \in Per(m)} \prod_{k=0}^{m-1} (T^k x_{\phi})^2$$  \hfill (156)

Now by replacing the sum over $MFix_+ T^m$ by a sum over $Per(m)$ we get,

$$\sum_{x \in Fix_+ T^n} (n - 1) \prod_{k=0}^{n-1} T^k x = \sum_{m \mid n} \sum_{\phi \in Per(m)} m \prod_{k=0}^{m-1} (T^k x_{\phi})^2$$  \hfill (157)

where $x_{\phi}$ is an arbitrary point of the orbit $\phi \in Per(m)$ and the factor $m$ comes from the fact that a periodic orbit $\phi$ passing a point $x \in MFix_+ T^m$, contains also the set of points

$$\{ T^k x \in MFix_+ T^m \mid k = 0, \ldots, m - 1 \}$$  \hfill (158)

Inserting the formula (157) into (152) we get,

$$\eta(s) = exp \left( 2 \sum_{n \text{ even}} \frac{1}{n} \sum_{m \mid n} \sum_{\phi \in Per(m)} m \prod_{k=0}^{m-1} (T^k x_{\phi})^2 \right)$$ \hfill (159)

or by rearranging the summation,

$$\eta(s) = exp \left( 2 \sum_{r \text{ even}} \sum_{\phi \in Per(r)} \sum_{q=0}^{\infty} \frac{1}{q} \prod_{k=0}^{r-1} (T^k x_{\phi})^2 \right)$$ \hfill (160)

Since

$$- \log(1 - w) = \sum_{q=1}^{\infty} \frac{1}{q} w^q$$ \hfill (161)
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the formula (160) reduces to

$$\eta(s) = \exp \left( -2 \sum_{r \text{ even}} \sum_{\phi \in \text{Per}(r)} \log \left[ 1 - \prod_{k=0}^{r-1} (T^k x_\phi)^{2s} \right] \right)$$  \hspace{1cm} (162)$$

or

$$\eta(s) = \exp \left( \sum_{r \text{ even}} \sum_{\phi \in \text{Per}(r)} \log \left[ 1 - \prod_{k=0}^{r-1} (T^k x_\phi)^{2s} \right]^{-2} \right)$$  \hspace{1cm} (163)$$

which leads finally to the desired Euler product,

$$\eta(s) = \prod_{r \text{ even}} \prod_{\hat{\phi} \in \hat{\text{Per}}(r)} \frac{1}{1 - \prod_{k=0}^{r-1} (T^k x_{\hat{\phi}})^{2s}}$$  \hspace{1cm} (164)$$

The Euler product for $\eta(s)$ given above is crucial for the following lemma which is a bridge between Mayer transfer operator and Selberg zeta function.

**Lemma 11.** For Re($s$) > 1 the following identity holds

$$Z(s)^{-1} = \prod_{l=0}^{\infty} \eta(s + l)$$  \hspace{1cm} (165)$$

where $Z(s)$ is the Selberg zeta function for the group $PSL(2, \mathbb{Z})$ and $\eta(s)$ is defined in (152) with the Euler product given in (164).

**Proof.** First we need to rewrite (164) as a product over primitive periodic orbits of the map $P_{ex}$ defined in (9). Let $\hat{\text{Per}}(r)$ denotes the set of primitive periodic orbits of minimal period $r = 2a$ with $a \in \mathbb{N}$ for the map $P_{ex}$. According to (135) an element $\hat{\phi} \in \hat{\text{Per}}(r)$ passing the point $(x, \epsilon)$ is defined by the following set,

$$\hat{\phi} = \{ (T^k x, (-1)^k \epsilon) \mid k = 0, \ldots, r - 1, \epsilon = \pm 1 \}$$  \hspace{1cm} (166)$$

where $x \in [0, 1]$ and $\epsilon = \pm 1$. We note that all periodic orbits of $P_{ex}$ have even period $r$. Obviously every two elements of $\hat{\text{Per}}(r)$ corresponds to an element of $\text{Per}(r)$ and also noting that the terms in the product (164) do not depend on $\epsilon$, the power 2 in the denominator of (164) disappears if we replace $\text{Per}(r)$ by $\hat{\text{Per}}(r)$,

$$\eta(s) = \prod_{r \text{ even}} \prod_{\hat{\phi} \in \hat{\text{Per}}(r)} \frac{1}{1 - \prod_{k=0}^{r-1} (T^k x_{\hat{\phi}})^{2s}}$$  \hspace{1cm} (167)$$

where $x_{\hat{\phi}}$ is an arbitrary point of $\hat{\phi}$. On the other hand according to Series [2], Adler and Flatto [1] there is an one to one correspondence between $\hat{\text{Per}}(r)$ and the set of primitive periodic orbits $\vartheta$ on the unit tangent bundle $T_1M$, $M = PSL(2, \mathbb{Z}) \setminus \mathbb{H}$, with the period (see (12))

$$\tau(\vartheta) = -2 \ln \prod_{k=0}^{r-1} T^k x_{\hat{\phi}}$$  \hspace{1cm} (168)$$

The Euler product for $\eta(s)$ given above is crucial for the following lemma which is a bridge between Mayer transfer operator and Selberg zeta function.
These facts recover the physical situation behind the abstract number theoretic appearance of the problem, leading to the following equivalent formula for the dynamical zeta function in (167),

$$
\eta(s) = \prod_{\{\vartheta\}_\Gamma} \frac{1}{1 - \exp(-s\tau(\vartheta))} \tag{169}
$$

where $\{\vartheta\}_\Gamma$ denotes the set of all primitive periodic orbits on $T_1M$, $M = \Gamma \backslash \mathbb{H}$ with $\Gamma = \text{PSL}(2,\mathbb{Z})$. But there is also an one to one correspondence between primitive periodic orbits on $T_1M$ and closed geodesics $c$ on $M$ with length $\ell(c) = \tau(\vartheta)$. Thus we have another equivalent formula for our zeta function

$$
\eta(s) = \prod_{\{c\}_\Gamma} \frac{1}{1 - \exp(-\beta\ell(c))} \tag{170}
$$

Here $\{c\}_\Gamma$ denotes the set of primitive closed geodesics on $M = \Gamma \backslash \mathbb{H}$ with $\Gamma = \text{PSL}(2,\mathbb{Z})$ and $\ell(c)$ is the length of the closed geodesic $c$. Note that because of the unity of the tangent bundle, $\ell(c) = \tau(\vartheta)$. Finally inserting (170) into (151) provides the desired result.

This lemma immediately leads to the most important feature of the Mayer transfer operator theory namely,

**Theorem 1.** For $\text{Re} s > 1$ the following identities holds

$$
\det(1 - \tilde{L}_s) = Z(s) \tag{171}
$$

and

$$
\det(1 - \mathcal{L}_s^2) = Z(s) \tag{172}
$$

where $Z(s)$ denotes the Selberg zeta function for the group $\text{PSL}(2,\mathbb{Z})$ and $\tilde{L}_s$ is the transfer operator also for $\text{PSL}(2,\mathbb{Z})$ and $\mathcal{L}_s$ is the transfer operator for $\text{PGL}(2,\mathbb{Z})$.

**Proof.** It is enough to insert (145) and (139) into (165). \qed

**Remark 4.** The domain of validity of (171) and (172) extends immediately to $s \in \mathbb{C}$ except some possible small singular set, since the Selberg zeta function is a meromorphic function on the whole plane $\mathbb{C}$.

### 7 Number theoretic approach to connection of Selberg zeta function and Mayer transfer operator

In the previous section based on the one to one correspondence between the primitive periodic orbits of $P_{xx}$ and primitive periodic orbits on the phase space $T_1M$, we passed from the number theoretic appearance of the problem to its dynamical nature. In this physical realization of the problem we could see the connection of the Selberg zeta function and the Mayer transfer operator.
Efrat [4] and later, Lewis and Zagier [8] reproved Mayer’s result in a purely number theoretic approach. In this section we are going to illustrate the alternative approach of Lewis and Zagier. First we introduce their notations. Let $\gamma \in GL(2, \mathbb{Z})$ acts on $D_r$ via linear fractional transformation. The right action of the semigroup

$$\Xi = \left\{ \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in GL(2, \mathbb{Z}) \mid \gamma(D_r) \subseteq D_r \right\}$$

(173)

on the space $B(D_r)$ is given by

$$\pi_s \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) f(z) = (cz + d)^{-2s} f \left( \frac{az + b}{cz + d} \right)$$

(174)

where $D_r$ and $B(D_r)$ are the same as in section 2.0. Then the Mayer transfer operator for $PGL(2, \mathbb{Z})$ in the domain $Re(s) > \frac{1}{2}$ can be represented by

$$L_s = \sum_{n=1}^{\infty} \pi_s \left( \begin{pmatrix} 0 & 1 \\ 1 & n \end{pmatrix} \right)$$

(175)

We note that $\left( \begin{pmatrix} 0 & 1 \\ 1 & n \end{pmatrix} \right) \in \Xi$ for all $n \in \mathbb{N}$.

The set of so called reduced elements of $SL(2, \mathbb{Z})$ is defined by

$$\text{Red} = \left\{ \left( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \right) \in SL(2, \mathbb{Z}) \mid 0 \leq a \leq b, c \leq d \right\}$$

(176)

For a hyperbolic element $\gamma$ of $SL(2, \mathbb{Z})$ a positive integer $k = k(\gamma)$ is defined to be the largest integer such that $\gamma = \gamma_1^k$ for some $\gamma_1 \in SL(2, \mathbb{Z})$. Therefore for a primitive hyperbolic element we have $k = 1$. Now we quote the heart of the proof of Lewis and Zagier, based on a classical reduction theory for quadratic forms, in the form of a lemma whose proof one can find in [8].

**Lemma 12.**

1) Every reduced matrix $\gamma \in \text{Red}$ has a unique decomposition as the following product

$$\left( \begin{pmatrix} 0 & 1 \\ 1 & n_1 \end{pmatrix} \right) \cdots \left( \begin{pmatrix} 0 & 1 \\ 1 & n_{2l} \end{pmatrix} \right)$$

(177)

for a unique positive integer $l = l(\gamma)$, called the length of $\gamma$.

2) There are $2(\gamma)/k(\gamma)$ reduced representatives with the same length $l(\gamma)$ in every hyperbolic conjugacy class of $SL(2, \mathbb{Z})$ containing $\gamma$.

Next consider the Selberg zeta function for the group $\Gamma = SL(2, \mathbb{Z})$ for $Re(s) > 1$,

$$Z_{\Gamma}(s) = \prod_{m=0}^{\infty} \prod_{\{P\}_r} (1 - N(P)^{-m-s})$$

(178)

By taking the logarithm of both sides and replacing the Taylor expansion of $\log(1 - N(P)^{-m-s})$ we get

$$- \log Z(s) = \sum_{\{P\}_r} \sum_{m=0}^{\infty} \sum_{k=1}^{\infty} \frac{1}{k} N(P)^{-(m+s)}$$

(179)
The absolute convergence of the product (178) leads to absolute convergence of the sum above. Thus the interchange of the sums over \( m \) and \( k \) is allowed,

\[
- \log Z(s) = \sum_{\{P\}_r} \sum_{k=1}^{\infty} \frac{1}{k} \mathcal{N}(P)^{-ks} \sum_{m=0}^{\infty} \mathcal{N}(P)^{-km}
\]

(180)

but the sum over \( m \) is the Taylor expansion of \((1 - \mathcal{N}(P)^{-k})^{-1}\), thus

\[
- \log Z(s) = \sum_{\{P\}_r} \sum_{k=1}^{\infty} \frac{1}{k} \frac{\mathcal{N}(P)^{-ks}}{1 - \mathcal{N}(P)^{-k}}
\]

(181)

Next using the fact that \( \mathcal{N}(P)^k = \mathcal{N}(P^k) \) we can consider the double sum over \( k \) and \( \{P\}_r \), the primitive hyperbolic conjugacy classes, as a single sum over all, not only the primitive hyperbolic conjugacy classes, denoted by \( \{\gamma\}_r \),

\[
- \log Z(s) = \sum_{\{\gamma\}_r} \frac{1}{k(\gamma)} \frac{\mathcal{N}(\gamma)^{-s}}{1 - \mathcal{N}(\gamma)^{-1}}
\]

(182)

The second part of Lemma 12 enables us to replace the sum over the hyperbolic conjugacy classes by the the sum over the set of reduced matrices \( \text{Red} \),

\[
- \log Z(s) = \sum_{\gamma \in \text{Red}} \frac{1}{2l(\gamma)} \frac{\mathcal{N}(\gamma)^{-s}}{1 - \mathcal{N}(\gamma)^{-1}}
\]

(183)

Now we need the following lemma,

**Lemma 13.** The trace of the operator \( \pi_s(\gamma) \) acting on \( B(D_r) \) for \( \gamma \in \Xi \), is given by

\[
\text{tr}(\pi_s(\gamma)) = \frac{\mathcal{N}(\gamma)^{-s}}{1 - \mathcal{N}(\gamma)^{-1}}
\]

(184)

**Proof.** Let \( \psi_\gamma \) denotes the action of \( \gamma \in \Xi \) on \( \overline{D}_r \),

\[
\psi_\gamma(z) = \gamma z := \frac{az + b}{cz + d}, \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

(185)

We also put,

\[
j(\gamma, z) = cz + d
\]

(186)

Then the operator \( \pi_s(\gamma) \) is written in the following form,

\[
\pi_s(\gamma)f(z) = j(\gamma, z)^{-2s}f(\psi_\gamma(z))
\]

(187)

But according to the definiton of \( \Xi \) in (173), \( \psi_\gamma \) maps \( \overline{D}_r \) strictly inside itself, thus we can apply lemma 8 to get the eigenvalues of \( \pi_s(\gamma) \) which are all simple. These eigenvalues are given by,

\[
\lambda_m(\gamma) = j(\gamma, x^*)^{-2s} \left[ \frac{d\psi_\gamma}{dz} \right]_{z=x^*}^m
\]

(188)

where \( x^* \) is the unique fixed point of \( \psi_\gamma \) in \( \overline{D}_r \). The existence of a unique fixed point comes from remark 2. On the other hand we note that,

\[
\frac{d\psi_\gamma}{dz} = \frac{1}{j(\gamma, z)^2}
\]

(189)
thus \((188)\) reduces to
\[
\lambda_m(\gamma) = j(\gamma, x^*)^{-2s-2m}
\] (190)
The sum of all \(\lambda_m(\gamma)\) gives the trace of \(\pi_s(\gamma)\),
\[
tr(\pi_s(\gamma)) = \sum_{m=1}^{\infty} j(\gamma, x^*)^{-2s-2m} = \frac{j(\gamma, x^*)^{-2s}}{1 - j(\gamma, x^*)^{-2}}
\] (191)
To complete the proof we must show that \(N(\gamma)^{-1} = j(\gamma, x^*)^{-2}\). To this end we note that,
\[
j(g\gamma g^{-1}, gx^*) = j(\gamma, x^*), \quad g \in SL(2, \mathbb{R})
\] (192)
but there exists a \(g \in SL(2, \mathbb{R})\) such that
\[
gx^* = 0, \quad g\gamma g^{-1} = \begin{pmatrix} \rho^{-1} & 0 \\ 0 & \rho \end{pmatrix} \in \Xi, \quad \rho > 1
\] (193)
Thus
\[
j(\gamma, x^*) = j(g\gamma g^{-1}, gx^*) = \rho = \sqrt{N(\gamma)}
\] (194)
where the last identity comes from the definition of norm in section 6. Inserting \((194)\) in to \((191)\) completes the proof.

We note that Red \(\subset \Xi\), thus we can insert \((183)\) in \((188)\),
\[
- \log Z(s) = tr\left( \sum_{\gamma \in \text{Red}} \frac{1}{2l(\gamma)} \pi_s(\gamma) \right)
\] (195)
but according to part 1) of the Lemma \((12)\) we can write
\[
- \log Z(s) = tr\left( \sum_{l=1}^{\infty} \frac{1}{2l} \left( \sum_{n=1}^{\infty} \pi_s \left( \begin{pmatrix} 0 & 1 \\ 1 & n \end{pmatrix} \right)^{2l} \right) \right)
\] (196)
That is, we have
\[
- \log Z(s) = \sum_{l=1}^{\infty} \frac{1}{2l} tr(\mathcal{L}_s)^{2l}
\] (197)
or
\[
Z(s) = exp\left( - \sum_{l=1}^{\infty} \frac{1}{2l} tr(\mathcal{L}_s)^{2l} \right)
\] (198)
Finally the right hand side of the equation above is nothing than the Fredholm determinant of \(\mathcal{L}_s^2\) thus we get the desired result, namely
\[
Z(s) = det(1 - \mathcal{L}_s^2)
\] (199)
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