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Abstract

Recent graph neural networks implement convolutional layers based on polynomial filters operating in the spectral domain. In this paper, we propose a novel graph convolutional layer based on auto-regressive moving average (ARMA) filters that, compared to the polynomial ones, provide a more flexible response thanks to a rich transfer function that accounts for the concept of state. We implement the ARMA filter with a recursive and distributed formulation, obtaining a convolutional layer that is efficient to train, it is localized in the node space and can be applied to graphs with different topologies. In order to learn more abstract and compressed representations in deeper layers of the network, we alternate pooling operations based on node decimation with convolutions on coarsened versions of the original graph. We consider three major graph inference problems: semi-supervised node classification, graph classification, and graph signal classification. Results show that the proposed graph neural network with ARMA filters outperform those based on polynomial filters and sets the new state-of-the-art in several tasks.

1. Introduction

Several deep learning architectures have been proposed to process data represented as graphs. The well-established Convolutional Neural Networks (CNNs) (Krizhevsky et al., 2012) convolve an input tensor with a small trainable kernel of the same rank, applied to fixed-size volumes. Such a bias yields locality and translation invariance in space, which works well for regular grids, but prevents to capture the variability of a graph structure. Therefore, to apply CNNs on graphs, different approaches have been proposed to modify the convolution operations (Atwood & Towsley, 2016; Monti et al., 2017; Fey et al., 2018) or to locally approximate a graph with a regular structure before applying the traditional spatial convolution (Niepert et al., 2016; Zhang et al., 2018).

Graph Neural Networks (GNNs) constitute a class of recently developed tools lying at the intersection between deep learning and methods for structured data, which perform inference on discrete objects (assigned to nodes) by accounting for arbitrary relationships (edges) among them (Battaglia et al., 2018). A GNN combines node features within local neighborhoods on the graph to learn node embeddings (Perozzi et al., 2014; Duvenaud et al., 2015; Yang et al., 2016; Hamilton et al., 2017; Bacciu et al., 2018), or to directly perform inference tasks by mapping the node features into categorical labels or real values (Scarselli et al., 2009; Micheli, 2009).

Of particular interest for this work are those GNNs that implement a convolution operation in the spectral domain with a nonlinear trainable filter, which maps the node features in a new space (Bruna et al., 2013; Henaff et al., 2015). To avoid computing the expensive spectral decomposition and projection in the frequency domain, state-of-the-art GNNs approximate graph filters with finite order polynomials (Defferrard et al., 2016; Kipf & Welling, 2016a;b). Polynomial filters have a finite impulse response (FIR) and realize a weighted moving average filtering of graph signals on local node neighbourhoods (Tremblay et al., 2018), thus allowing for fast distributed implementations based on Chebyshev polynomials and Lanczos iterations (Susnjara et al., 2015; Defferrard et al., 2016; Liao et al., 2019). Despite their attractive computational efficiency, FIR filters are sensitive to changes in the graph signal (an instance of the node features) or in the underlying graph structure (Isufi et al., 2016). Moreover, polynomial filters are very smooth and cannot model sharp changes in the frequency response (Tremblay et al., 2018). A more versatile class of filters are the Auto-Regressive Moving Average filters (ARMA) that allow for a more accurate filter design and, in several cases, give exact rather than approximate solutions in modeling the desired response (Narang et al., 2013).
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**Contribution** In this paper, we address the limitations of existing graph convolutional layers in modeling a desired filter response and propose a GNN based on a novel ARMA layer. The ARMA layer implements a non-linear and trainable ARMA graph filter that generalizes the existing graph convolutional layers based on polynomial filters and provides the GNN with enhanced modeling capability, thanks to a flexible design of the filter transfer function. Contrarily to polynomial filters, ARMA filters are not localized in the node space, making their implementation inefficient within a GNN. To address such a scalability issue, the proposed ARMA layer relies on a recursive formulation, which leads to a fast and distributed implementation that exploits efficient sparse operations on tensors. The resulting filters are not learned in the Fourier space induced by a given Laplacian, but are local in the node space and independent from the underlying graph structure. This allows our GNN to process graphs with different topologies.

We use a node pooling procedure based on node decimation, which builds on the multi-resolution framework adopted in graph signal processing (Shuman et al., 2016). This allows us to build deep architectures that yield more abstract representations at different network depths. Given an input graph, node decimation drops approximately half of the nodes and a coarsened version of the graph on the remaining ones is obtained through graph reduction. Pooling of different strides is implemented in the GNN by means of multiplications with pre-computed matrices.

To assess the performance of our GNN, we apply it to semi-supervised node classification, graph signal classification, and graph classification. Results show that the proposed GNN with ARMA filters outperforms GNNs based on polynomial filters, setting the new state-of-the-art in several tasks.

### 2. Spectral filtering in GNNs

We assume a graph with \( M \) nodes to be characterized by a symmetric adjacency matrix \( A \in \mathbb{R}^{M \times M} \) and we refer to graph signal \( X \in \mathbb{R}^{M \times F} \) as the instance of all features (vectors in \( \mathbb{R}^{F} \)) associated with the graph nodes. Let \( L = I_M - D^{-1/2}AD^{-1/2} \) be the symmetrized normalized Laplacian (\( D \) is the degree matrix), with spectral decomposition \( L = \sum_{m=1}^{M} \lambda_m u_m u_m^T \). A graph filter is a linear operator that modifies the components of \( X \) on the eigenvectors basis of \( L \), according to a transfer function \( h \) acting on each eigenvalue \( \lambda \). The filtered graph signal reads

\[
\tilde{X} = \sum_{m=1}^{M} h(\lambda_m) u_m u_m^T x_m, \quad (1)
\]

This formulation inspired the seminal work of Bruna et al. (2013) that implemented spectral graph convolutions in a neural network. Their GNN learns end-to-end the parameters of each filter implemented as \( h = Bc \), where \( B \in \mathbb{R}^{M \times K} \) is a cubic B-spline basis and \( c \in \mathbb{R}^{K} \) is a vector of control parameters. Those filters are not localized, since the full projection of the eigenvectors yields paths of infinite length and the filter accounts for interactions of each node with the whole graph, rather than those limited to the node neighborhood. Since this contrasts with the local design of classic convolutional filters, Henaff et al. (2015) introduced a parametrization of the spectral filters with smooth coefficients to achieve spatial localization. However, the main issue with such spectral filtering (1) is the computational complexity: not only the eigendecomposition of \( L \) is expensive, but a double product with \( U \) must be computed whenever the filter is applied. Notably, \( U \) in (1) is full even when \( L \) is sparse. Finally, the same filter cannot be applied to graphs with different structures since it depends on a specific Laplacian spectrum.

#### 2.1. Chebyshev polynomial filters

The desired transfer function \( h(\lambda) \) can be approximated by a polynomial of order \( K \),

\[
h_{\text{POLY}}(\lambda) = \sum_{k=0}^{K} w_k \lambda^k, \quad (2)
\]

which performs a weighted moving average of the graph signal (Tremblay et al., 2018). Polynomial filters are localized in space, since the output at each node in the filtered signal is a linear combination of the nodes in its \( K \)-hop neighbourhood. A localized filter overcomes an important limitation of spectral formulations relying on a fixed Laplacian spectrum, making it suitable also for inference tasks on graphs with different structures (Zhang et al., 2018).

Compared to conventional polynomials, Chebyshev polynomials attenuate unwanted oscillations around the cut-off frequencies (Shuman et al., 2011). Chebyshev polynomials are exploited to implement fast localized filters in a GNN, avoiding to eigen-decompose the Laplacian by approximating the filter convolution with Chebyshev expansion \( T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x) \) (Defferrard et al., 2016). It follows that the convolutional layers perform the filtering operation

\[
\tilde{X} = \sigma \left( \sum_{k=0}^{K-1} T_k(\tilde{L}) X W_k \right), \quad (3)
\]

where \( \tilde{L} = 2L/\lambda_{\text{max}} - I_M, \sigma \) is a non-linear activation (e.g., ReLU), and \( W_k \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}} \) are the \( k \) trainable weight matrices that map the node’s features from an input space \( F_{\text{in}} \) to a new space \( F_{\text{out}} \).
2.2. First-order polynomial filters

A first-order polynomial filter is adopted by Kipf & Welling (2016a) to solve the task of semi-supervised node classification. They propose a GNN called Graph Convolutional Network (GCN), where the convolutional layer is a simplified version of Chebyshev filters

$$\tilde{X} = \sigma \left( \tilde{A} X W \right).$$

(4)

Their formulation is obtained by (3) considering only $K = 1$ and setting $W = W_0 = -W_1$. Additionally, $L$ is replaced by $A = D^{-1/2} \tilde{A} D^{-1/2}$, with $\tilde{A} = A + I_M$. In respect to $L$, $\tilde{A}$ contains self-loops that compensate for the removal of the term of order 0 in the polynomial filter, ensuring that a node is part of its 1st order neighbourhood, and that its features are preserved after the convolution. The convolution with higher-order neighbourhoods can be obtained by stacking multiple layers. However, since each layer (4) performs a Laplacian smoothing, after few convolutions the node features becomes too smoothed over the graph (Li et al., 2018)

3. The ARMA graph convolutional layer

The polynomial filters discussed in the previous section are sensitive to changes in the graph signal or in the underlying graph structure, and their smoothness prevents to model filter responses with sharp changes. Moreover, they have poor interpolation and extrapolation capability around the known graph frequencies (Isufi et al., 2016). On the other hand, an ARMA filter approximates better the optimal $h$ thanks to a rational design that allows to model a larger variety of filter shapes (Tremblay et al., 2018). The filter response of an ARMA($P,Q$) reads

$$h_{\text{ARMA}}(\lambda) = \frac{\sum_{q=0}^{Q} b_q \lambda^q}{1 + \sum_{p=1}^{P} a_p \lambda^p},$$

(5)

which in the node domain translates to the filtering relation

$$X = \frac{\sum_{q=0}^{Q} b_q \tilde{L}^q}{1 + \sum_{p=0}^{P} a_p \tilde{L}^p} X.$$

(6)

The Laplacian appearing in the denominator implies a matrix inversion and multiplication between dense matrices, which is inefficient to implement in a GNN. A possibility is to approximate the inverse with a fixed number of Jacobi iterations, by using a special formulation to avoid numerical instability (Levie et al., 2019b). A more straightforward approach is to completely avoid the inverse computation and consider a distributed formulation (Loukas et al., 2015), which approximates the effect of an ARMA($1,0$) filter with a first-order recursion

$$X^{(t+1)} = aM \tilde{X}^{(t)} + bX.$$  

(7)

The eigenvalues of $M = (\lambda_{\text{max}} - \lambda_{\text{min}})/2I - L$ are related to those of the Laplacian $L$ as follows: $\mu_m = (\lambda_{\text{max}} - \lambda_{\text{min}})/2\lambda$. The frequency response of the approximated ARMA($1,0$) filter is

$$h_{\text{ARMA}}(\mu) = \frac{r}{\mu - p} \quad \text{with} \quad r = -\frac{b}{a} \quad \text{and} \quad p = \frac{1}{a}.$$  

(8)

The effect of an ARMA($K,K$) filter can be obtained by summing the outputs of $K$ ARMA($1,0$) filters

$$X = \sum_{k=1}^{K} \tilde{X}_k = \sum_{k=1}^{K} \sum_{m=1}^{M} r_k \mu_m + p_k u_m u^T_n x_m.$$  

(9)

3.1. Recursive and distributed implementation of the ARMA layer

Here we propose a recursive implementation of the ARMA($K,K$) filter based on neural networks; see Fig. 1. Equation (7) must be applied many times before converging to a steady state. Instead, to obtain a more efficient implementation, we apply the recursive update only a few times and compensate by adding a non-linearity and trainable parameters.

We implement the recursive update in (7) with a Graph Convolutional Skip (GCS) layer, defined as

$$X^{(t+1)} = \sigma \left( \tilde{L} X^{(t)} W^{(t)} + X V^{(t)} \right),$$

(10)

where $W^{(t)} \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}^{(t+1)}}$ and $V^{(t)} \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}^{(t+1)}}$ are trainable parameters; we set $X^{(0)} = X$. The modified Laplacian matrix $\tilde{L} = I - L$ is derived by setting $\lambda_{\text{min}} = 0$ and $\lambda_{\text{max}} = 2$ in $M$. This is a reasonable simplification, since the spectrum of $L$ lies in $[0,2]$ and the trainable parameters in $W^{(t)}$ can adjust the small offset introduced. Each GCS layer extracts local substructure information by aggregating node information in local neighbourhoods and, through the skip connection, by combining them with the original node features. If $L$ and/or $X$ are represented by sparse tensors, the GCS can exploit efficient sparse operations.

We build $K$ parallel stacks, each one with $T$ GCS layers, and define the output of the ARMA convolutional layer as

$$X = \text{avgpool} \left( \sum_{k=1}^{K} \tilde{X}_k^{(T)} \right),$$

(11)

where $\tilde{X}_k^{(T)}$ is the last output of the $k$-th stack. We apply dropout to the skip connection of each GCS layer not only for regularization, but also to encourage diversity in the filters learned in each one of the $K$ parallel stacks. To provide a further regularization and reduce the number of parameters in the ARMA layer, the GCS layers in each stack may share the same parameters, except for $W_k^{(1)} \in \mathbb{R}^{F_{\text{in}} \times F_{\text{out}}}$.
that performs a different mapping in the first layer of the stack. Namely, $W_k^{(i)} = W_k^{(i+1)} = W_k \in \mathbb{R}^{F_{in} \times F_{out}}, \forall i > 1$ and $V_k^{(i)} = V_k^{(i+1)} = V_k \in \mathbb{R}^{F_{in} \times F_{out}}, \forall i$. Since each stack of GCS layers is executed independently from the others, it is possible to implement the ARMA layer in a distributed fashion using multiple GPUs.

3.2. Properties and relationship with other approaches

Contrarily to filters defined in the spectral domain (Bruna et al., 2013), ARMA filters do not explicitly depend on eigenvectors and eigenvalues, making them robust to perturbations in the underlying graph. Hence, as formally proven in (Levie et al., 2019a), the proposed ARMA filters based on rational functions are stable and transferable, i.e., they can generalize to graph signals not seen during training and graphs with different topologies. Contrarily to polynomial filters, in the ARMA layer $L$ is not exponentiated and remains sparse; this implies faster computations since $L$ becomes quickly dense ($L^P$ describes a fully connected graph if $P$ is the longest shortest path in $L$). The ARMA layer can naturally deal with time-varying graph signals (Holme, 2015; Grattarola et al., 2018) by replacing the constant term $X$ in (10) with a time-dependent input $X^{(t)}$. The GCS layer has a similar formulation to the graph convolutional layer in (4); however, thanks to the skip connection, it is possible to stack multiple layers without risking to over-smooth the node features (Li et al., 2018). The formulation of the ARMA layer with shared weights is similar to recurrent neural networks with residual connections (Wu et al., 2016). Finally, similarly to GNNs operating in the node domain (Scarselli et al., 2009; Gallicchio & Micheli, 2010), each GCS layer computes the filtered signal $\tilde{x}_i^{(t+1)}$ at vertex $i$ as a combination of signals $x_j^{(t)}$ in its 1-hop neighborhood, $j \in \mathcal{N}(i)$; such a commutative aggregation solves the problem of undefined vertex ordering and varying neighborhood sizes.

4. Node Pooling

Node pooling associates a single label to the node features and is particularly important in tasks such as graph (signal) classification. However, contrarily to other neural networks, GNNs also require to coarsen the original graph to perform further convolutions on graph signals as the node dimensionality is reduced through the network layers.

A recent approach (Ying et al., 2018) proposes to learn differentiable soft assignments to cluster the nodes at each layer. The original adjacency matrix acts as a prior when learning the soft assignment and sparsity is enforced with an entropy-based regularization. However, the application of this method to medium and large graphs is not feasible, as it introduces a number of additional trainable parameters quadratic in the number of nodes. The other approach followed in most GNNs consists of pre-computing coarsened versions of the graph using hierarchical clustering (Bruna et al., 2013; Defferrard et al., 2016; Monti et al., 2017; Fey et al., 2018). At each level $l$, two vertices $x_i^{(l)}$ and $x_j^{(l)}$ are clustered together in a new vertex $x_z^{(l+1)}$. Then, a standard pooling operation is applied to halve the size of the graph signal. To make the pooling output consistent with the cluster assignment, the graph signal is rearranged so that elements $i$ and $j$ end up in consecutive positions. This approach has several drawbacks. First, the connectivity of the original graph is not preserved in the coarsened graphs and the spectrum of their associated Laplacians is usually not contained in the spectrum of the original Laplacian. Second, the procedure to rearrange vertices is cumbersome to implement; moreover, it requires to add fake vertices so that the number of nodes can be halved each time, hence injecting noisy information in the graph signal. Finally, clustering results depend on the initial nodes order of the nodes, which hampers stability and reproducibility.

In this paper, we use a pooling procedure that builds on the multi-resolution framework adopted in graph signal processing (Shuman et al., 2016), which addresses the drawbacks of the aforementioned methods. A similar, yet preliminary approach was recently discussed by Simonovsky & Komodakis (2017). Here, we provide a more detailed formulation framed within the GNN framework of the pooling procedure based on node decimation, and of the graph reduction to generate a new coarsened graph, necessary to apply graph convolutions in the next GNN layer. In the experiments, we provide a systematic comparison with
respect to pooling methods based on graph clustering.

4.1. Node decimation pooling and graph reduction

Pooling with node decimation. A simple way to decimate nodes \( V \) of an arbitrary graph consists of partitioning them in two sets based on Fiedler vector \( \mathbf{u}_{\text{max}} \) of the Laplacian, and then drop one of the two sets of nodes (Shuman et al., 2016). In particular, the pooling operation keeps only the nodes in \( \mathcal{V}^+ \), defined as

\[
\mathcal{V}^+ = \{ n \in \mathcal{V} : \mathbf{u}_{\text{max}}(n) \geq 0 \}. \tag{12}
\]

We note that is equivalent to keep each time the nodes in \( \mathcal{V}^- \), i.e., those associated with a negative value in \( \mathbf{u}_{\text{max}} \). Despite its simplicity, this procedure offers important advantages: i) approximately half of the nodes are removed each time, i.e., \( |\mathcal{V}^+| \approx |\mathcal{V}^-| \); ii) the nodes in \( \mathcal{V}^+ \) and \( \mathcal{V}^- \) are connected by edges with small weights; iii) the Fiedler vector can be quickly computed with the power method. Furthermore, compared to the pooling based on graph clustering, this approach avoids to introduce fake nodes and to reorder nodes according to their cluster indices.

The pooling operation is implemented by multiplying a graph signal \( \mathbf{X} \) with a decimation matrix \( \mathbf{S} \), which is obtained by keeping in the identity matrix \( \mathbf{I}_M \) only the rows corresponding to the vertices in \( \mathcal{V}^+ \),

\[
\mathbf{X}_{\text{pool}} = \mathbf{S} \mathbf{X} = [\mathbf{I}_M]_{\mathcal{V}^+,\mathcal{V}^-} \mathbf{X}. \tag{13}
\]

Graph reduction. A simple approach to reduce the original Laplacian to a new Laplacian \( \mathbf{L}_{\text{new}} \) defined on the subset \( \mathcal{V}^+ \) consists in computing

\[
\mathbf{L}_{\text{new}} = ([\mathbf{L}]^2)_{\mathcal{V}^+,\mathcal{V}^+}, \tag{14}
\]

which are the selected rows and columns of the 2-hop Laplacian (Narang & Ortega, 2010). Since the decimation operation ideally removes the first-closest neighbour of nodes \( \mathcal{V}^+ \) (i.e., the nodes in \( \mathcal{V}^- \)), it is intuitive that before being dropped the nodes should propagate their information in the first-order neighbourhood. While this graph reduction is very fast to compute, it does not always preserve connectivity, introduces self-loops, and the spectra of \( \mathbf{L} \) and \( \mathbf{L}_{\text{new}} \) might not be interlaced (i.e., the spectrum of \( \mathbf{L}_{\text{new}} \) is not always contained in the spectrum of \( \mathbf{L} \)).

The Kron reduction (Shuman et al., 2016) is a more advanced technique that defines the reduced Laplacian as

\[
\mathbf{L}_{\text{new}} = \mathbf{L}_{\mathcal{V}^+,\mathcal{V}^-} - \mathbf{L}_{\mathcal{V}^+,\mathcal{V}^-} \mathbf{L}_{\mathcal{V}^+}^{-1} - \mathbf{L}_{\mathcal{V}^+}^{-1} \mathbf{L}_{\mathcal{V}^+} \mathbf{L}_{\mathcal{V}^-} \mathcal{V}^+ \tag{15}
\]

The resulting \( \mathbf{L}_{\text{new}} \) is a well-defined Laplacian where two nodes are connected only if there is a path between them in the original \( \mathbf{L} \). Furthermore, \( \mathbf{L}_{\text{new}} \) does not introduce self-loops and guarantees spectral interlacing and resistance distance preservation (Shuman et al., 2016). The main drawback compared to (14) is the computation of the inverse, which can give memory issues in very large graphs. Due to the connectivity preservation property, \( \mathbf{L}_{\text{new}} \) becomes denser after each Kron reduction. Since graph convolutions are implemented by sparse operations, this implies that deeper layers will require more computation. A solution is to apply after each reduction spectral sparsification (Batson et al., 2013) on \( \mathbf{L}_{\text{new}} \). However, we experienced numerical instability and poor convergence when applying the sparsification algorithm. Therefore, we opted for dropping connections with weights below a small threshold (1E-4), which keeps the desired level of sparsity in \( \mathbf{L}_{\text{new}} \) without altering too much its spectrum.

Pooling with larger stride.
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\( \mathbf{x}^{(i)} = \text{Conv}(\mathbf{L}^{(i)} \mathbf{x}^{(i)}) \)

It is possible to perform convolutions only with some Laplacians in the pyramid and apply pooling with larger stride to transit from level \( i \) to level \( i + k \), with \( k > 1 \). The application of a single decimation matrix \( \mathbf{S}^{(i)} \) corresponds to a classic pooling with stride 2, as it approximately halves the number of nodes. A pooling with stride \( 2^k \) is obtained by applying \( k \) decimation matrices in cascade. Fig. 2 depicts an example of a pooling with approximately stride 8, which allows to skip 2 levels in the pyramid and to apply directly a convolution with the Laplacian \( \mathbf{L}^{(3)} \) after the first convolution with \( \mathbf{L}^{(0)} \).
5. Experiments

We consider three classification tasks on graph data: node classification, graph signal classification, and graph classification. Since we process only graphs of medium and small size, in all experiments we use Kron reduction (15). However, we advise the reduction in (14) when dealing with very large graphs to avoid memory issues.

5.1. Semi-supervised node classification

The input for this task is a single graph described by an adjacency matrix $A \in \mathbb{R}^{M \times M}$, a graph signal $X \in \mathbb{R}^{M \times F_u}$ and the labels $y_l \in \mathbb{R}^{M_l}$ of a subset of nodes $M_l \subset M$. The target outputs are the labels $y_u \in \mathbb{R}^{M_u}$ of the unlabelled nodes. For this task, pooling is not required since the output is computed in the input node space by mapping nodes features into labels through graph convolutions.

We follow the same experimental setup of (Kipf & Welling, 2016a) applied to three citation network datasets: Citeseer, Cora and Pubmed. Each dataset is a graph, whose nodes $x \in \mathbb{R}^{F_u}$ are documents represented by sparse bag-of-words feature vectors. The binary undirected edges in $A$ indicate citation links between documents. For training, 20 labels per document class are used ($y_l$) and the performance is evaluated as classification accuracy on $y_u$.

As in (Kipf & Welling, 2016a), we use a 2-layers GNN with 16 hidden units and we report in Tab. 2 the mean classification accuracy obtained for different graph convolutional layers: the ones based on Chebyshev polynomials (Cheby), their first order approximation (GCN), and the proposed ARMA layers. Tab. 1 reports the hyperparameters configuration found with cross-validation: $L_2$ regularization weight $\lambda$, dropout probability ($p_{\text{drop}}$), number of stacks ($K$) and depth ($T$) in the ARMA filter, and usage of shared weights in the GCS layer. As additional baselines, we include the results from the literature obtained by Label Propagation (LP) (Zhou et al., 2004), Deepwalk (DW) (Perozzi et al., 2014), Planetoid (PL) (Yang et al., 2016), Graph Attention Networks (GAT) (Velickovic et al., 2017), and LanczosNets (LNet) (Liao et al., 2019).

### Table 1. Hyperparameters setting for node classification

| Dataset  | $L_2$ reg. | $p_{\text{drop}}$ | $[K, T]$ | shared $W$ |
|----------|------------|-------------------|----------|------------|
| Cora     | 5e-4       | 0.25              | [3,2]    | yes        |
| Citeseer | 5e-4       | 0.75              | [3,1]    | yes        |
| Pubmed   | 5e-4       | 0.0               | [1,4]    | no         |

Node classification is a semi-supervised task that requires a strong regularization and a simple model to avoid overfitting on the few labels available. This is the key of the success of the GCN model compared to the more complex Chebyshev filters. However, despite the more powerful modelling capability, thanks to its flexible formulation the proposed ARMA layer can implement the right degree of complexity for each task and outperforms other approaches. Notably, our method surpasses even GAT, which exploits a sophisticated attention mechanism to learn how to weight each link when applying the graph convolution.

### Table 2. Mean node classification accuracy

| Method   | Cora | Citeseer | Pubmed |
|----------|------|----------|--------|
| LP       | 68.0 | 45.3     | 63.0   |
| DW       | 67.2 | 43.2     | 65.3   |
| PL       | 75.7 | 64.7     | 72.2   |
| GAT      | 83.0 | 72.5     | 79.0   |
| LNet     | 80.4 | 68.7     | 78.3   |

Cheby   | 81.2 | 69.8     | 74.4   |
GCN     | 81.5 | 70.3     | 79.0   |
ARMA (ours) | 84.7 | 73.8     | 81.4   |

5.2. Graph signal classification

In this task, $N$ different graph signals $X \in \mathbb{R}^{M \times F_u}$, defined on the same adjacency matrix $A \in \mathbb{R}^{M \times M}$, must be classified with labels $y_1, \ldots, y_N$. Like in traditional CNNs, this task can be solved by a deep architecture composed of $L$ graph convolutional layers, each one followed by a pooling layer. In each layer $l$, the graph convolution modifies the vertex features by mapping the graph signal $x^{(l)} \in \mathbb{R}^{M_l \times F_l}$ into $\tilde{x}^{(l)} \in \mathbb{R}^{M_l \times F_{l+1}}$, while the pooling operation maps $\tilde{x}^{(l)}$ into a new node space $x^{(l+1)} \in \mathbb{R}^{M_{l+1} \times F_{l+1}}$. In the last layer, the features of the remaining nodes are aggregated by a global operation, $x \in \mathbb{R}^{M_L \times F_L} \rightarrow x \in \mathbb{R}^{F_L}$, and a Softmax layer is applied to compute the labels. We perform experiments following the same setting of (Defferrard et al., 2016) on the MNIST and 20news datasets and, unless specified otherwise, we use the same hyperparameters.

**MNIST.** To emulate a classic CNNs operating on a regular 2D grid, an 8-NN graph is defined on the 784 pixel positions of the MNIST images. The elements in $A$ are

$$a_{ij} = \exp \left( -\frac{\|p_i - p_j\|^2}{\sigma^2} \right),$$

where $p_i$ and $p_j$ are the 2D coordinates of pixel $i$ and $j$. Each graph signal is a vectorized image $x \in \mathbb{R}^{784 \times 1}$. As network architecture, we use GC16-P4-GC32-P4-FC512, where GC16 and GC32 indicate a graph convolutional layer with 16 and 32 hidden units respectively, P4 a pooling operation with stride 4, and FC512 a fully connected layer with 512 units. Compared to (Defferrard et al., 2016), we use less hidden units to diversify more the results for different filters and pooling methods. The ARMA filters are configured with $K = 5$, $T = 10$, and no shared weights. As discussed in Sect. 4.1, when using decimation pooling
A stride 4 is approximated by two decimation matrices in cascade ($S^{(1)} S^{(0)}$ and $S^{(3)} S^{(2)}$ in this case).

The results, reported in Tab. 3, show that a GNN with ARMA filters achieves the best results. On the other hand, the GCN layers yield the worst performance, suggesting that for more complex graph signal classification tasks their simple formulation is not sufficient. Also, the GNN performs better when using the hierarchical clustering pooling (Defferrard et al., 2016), rather than the node decimation pooling. This is expected since the artificial 8-NN graph generated for this task, contrarily to most real-world graphs, is extremely regular and the node pairs are easily matched by the clustering procedure.

**20news.** The dataset consists of 18,846 documents from 20 classes. Each graph signal is a document that is represented by a bag-of-words of the 10,000 most frequent words in the corpus. Each word is, in turn, represented by a word2vec embedding. The underlying graph of 10,000 nodes is defined by a 16-NN adjacency matrix built with (16), where $p_i, p_j$ are the embeddings of words $i$ and $j$.

**Table 3. Graph signal classification results on MNIST.**

| GC layer | Pooling | Clustering | Decimation |
|----------|---------|------------|------------|
| GCN      | 97.57   | 95.91      |            |
| Cheby    | 98.17   | 97.64      |            |
| ARMA (ours) | 98.54 | 98.11      |            |

**Table 4. Graph signal classification results on 20news.**

| Method     | Accuracy |
|------------|----------|
| Linear SVM | 65.90    |
| Multinomial Naive Bayes | 68.51    |
| Softmax    | 66.28    |
| GCN        | 65.57    |
| Cheby      | 68.26    |
| ARMA (ours) | 70.12    |

Tab. 4 reports the average classification accuracy obtained by a GNN with a single conv layer, followed by global average pooling and Softmax. We report all the results from (Defferrard et al., 2016), and we compare them with those obtained using a GCN and the proposed ARMA layer. The ARMA layer has 16 hidden units and is configured with $K=1$, $T=1$, 1E-3 as $L_2$ regularization, and 0.75 dropout. For the GCN layer we used 32 hidden units, which is the same number of units for the Chebyshev layer in (Defferrard et al., 2016). The GNN with GCN layer performs worse than any method. On the other hand, the proposed ARMA GNN outperforms Chebyshev GNN and also every other model. Since we use only one GCS layer ($K=1$), the main difference between the GCN and our layer is the presence of the skip connection with high dropout, which turns out to be extremely important for the inference task.

**5.3. Graph classification**

In this task, the $i$th datum is a graph represented by a pair $\{\mathbf{A}_i, \mathbf{X}_i\}, i = 1, \ldots, N$, where $\mathbf{A}_i \in \mathbb{R}^{M_i \times M_i}$ is an adjacency matrix with $M_i$ nodes and the graph signal $\mathbf{X}_i \in \mathbb{R}^{M_i \times F}$ describes the node features. Each sample must be classified with a label $y_i$. To train the GNN on mini-batches of graphs with a variable number of nodes, we compute the disjoint union of the graphs in each mini-batch, and train the network on the obtained Laplacian and graph signal. In this way, we can apply the convolution and pooling operations seamlessly, performing batched computations on GPU. At the end, an average pooling matrix aggregates the features on the remaining nodes in each graph signal, and a Softmax layer yields the final output for each graph. Fig. 3 depicts an example of the procedure.

To test our model, we consider 4 datasets from the benchmark database for graph kernels\(^1\): Enzymes, Proteins, D&D, and MUTAG. We used node degree, clustering coefficients, and node labels as additional node features. For each experiment we adopted a fixed architecture, which is GC64-P2-GC64-P2-GC64-P2-AvgPool-Softmax. Such a configuration might not be optimal for all dataset, but the main focus of this experiment is to compare on a common ground the different graph filters and the pooling procedures based on node decimation and hierarchical graph clustering. Tab. 5 reports the optimal configurations of ARMA and Cheby filters found with cross-validation on each dataset. To evaluate model performance we perform a 10-fold train/test split, using 10% of the training set in each fold as validation set, and in Tab. 6 we report the accuracy averaged over 10 folds. For comparison, we also add in Tab. 6 the results obtained by state-of-the-art graph kernels and other neural networks for graph classification: the Weisfeiler-Lehman kernel (WL) (Shervashidze et al., 2011); the Edge-Conditioned Convolution network (ECC) (Simonovsky & Komodakis, 2017); PATCHY-SAN (Niepert et al., 2016); GRAPHSAGE (Hamilton et al., 2017); the Diffusion-CNN (DCNN) (Atwood & Towsley, 2016); the network with differential pooling (DIFPOOL) (Ying et al., 2018); the Deep Graph Convolutional Neural Network (DGNN) (Zhang et al., 2018).

GCN performs better than Cheby only on the Protein dataset, while the proposed ARMA layer always achieves the best performance showing, once again, a superior modeling capability compared to those layers based on polynomial filters. The adopted GNN architecture is particu-
GNNs with convolutional ARMA filters

Figure 3. Implementation of graph classification with mini batches.

Figure 4. Mean training time per epoch when using ARMA filters and pooling based on hierarchical clustering or decimation.

Table 5. Hyperparameters setting for graph classification

| Dataset   | $L_2$ reg. | $P_{	ext{drop}}$ | Cheby $K$ | ARMA $[K,T]$ | shared $W$ |
|-----------|------------|------------------|-----------|--------------|------------|
| Enzymes   | 5e-4       | 0.5              | 3         | [1,4]        | yes        |
| Proteins  | 5e-4       | 0.5              | 10        | [3,2]        | no         |
| D&D       | 5e-4       | 0.0              | 5         | [3,4]        | yes        |
| MUTAG     | 5e-4       | 0.25             | 10        | [3,4]        | no         |

Table 6. Graph classification results

| Method   | Enzymes | Protein | D&D | MUTAG |
|----------|---------|---------|-----|-------|
| WL       | 53.53   | 72.92   | 74.02 | 80.72 |
| ECC      | 53.50   | 72.65   | 74.10 | 89.44 |
| PATCHY-SAN | 54.25   | 70.48   | 75.42 | 92.63 |
| GRAFHSAGE | 58.10   | 61.29   | 58.09 | 66.98 |
| DCNN     | 62.53   | 76.25   | 80.64 | -      |
| DIFFPOOL | -       | 75.54   | 79.73 | 85.83 |
| GCN      | 64.83   | 72.06   | 64.60 | 76.13 |
| Cheby    | 66.50   | 69.19   | 66.81 | 80.32 |
| ARMA (ours) | 67.83   | 71.92   | 72.22 | 85.67 |
| GCN      | 67.33   | 72.15   | 70.63 | 86.20 |
| Cheby    | 66.50   | 70.79   | 68.09 | 90.39 |
| ARMA (ours) | 69.66   | 75.12   | 74.86 | 93.25 |

We proposed a recursive formulation of the ARMA graph convolutional layer, which allows for a fast and distributed GNN implementation that exploits efficient sparse tensor operations to perform graph convolutions with the Laplacians. The proposed ARMA layer outperformed existing convolutional layers based on polynomial filters on all classification tasks on graph data taken into account. To build a deep GNN, we used a pooling operation based on node decimation, which achieves superior performance on real-world graphs with irregular topology and faster training time compared to node pooling based on graph clustering.

The current formulation of the ARMA layer only considers nodes information, but can be extended to incorporate edge features to weight the contribution of each neighbor node using, for example, edge-conditioned convolutions (Simonovsky & Komodakis, 2017). Moreover, the results presented in (Velickovic et al., 2017) showed a notable increase in performance when applying multi-head soft attention to the Laplacian in a GNN. Given that the ARMA layer is already structured in a parallel fashion, a similar extension with the attention mechanism could provide comparable benefits, and further improve the performance.

6. Conclusions
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