Tensor network study of the spin-1/2 Heisenberg anti-ferromagnet on the Shuriken lattice
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We investigate the ground state of the spin $S = 1/2$ Heisenberg anti-ferromagnet on the Shuriken lattice, also in the presence of an external magnetic field. To this end, we employ two-dimensional tensor network techniques based on infinite projected entangled pair and simplex states considering states with different sizes of the unit cells. We show that a valence bond crystal with resonances over length six loops emerges as the ground state (at any given finite bond dimension) yielding the lowest reported estimate of the ground state energy $E_0/J = -0.4410 \pm 0.0001$ for this model, estimated in the thermodynamic limit. We also study the model in the presence of an external magnetic field and find the emergence of 0, 1/3 and 2/3 magnetization plateaus with states respecting translation and point group symmetries that feature loop-four plaquette resonances instead.

I. INTRODUCTION

Systems of anti-ferromagnetically interacting quantum spins decorated on corner sharing arrangements of triangles continue to attract much interest as promising platforms for realizing novel quantum phases [1]. Indeed, the arrival of candidate quantum spin liquid materials based on the iconic Kagome lattice such as the celebrated Herbertsmithite [2–4] and Kapellasite [5] have provided an impetus to the field of frustrated magnetism. Their intriguing properties have triggered a flurry of experimental and theoretical studies which established the Kagome lattice as a fertile host for a myriad of exotic states. The parameter space of its Heisenberg Hamiltonian in the presence of long-range interactions is known to be host to quantum spin liquids including chiral nematics [26–30], real materials [31–33], open systems [34–39] and non-equilibrium phenomena [40–45].

Recent theoretical works investigating the ground state of the isotropic $S = 1/2$ Heisenberg anti-ferromagnet on the Shuriken lattice have identified two competing valence bond crystals (VBCs) involving resonating loops of different lengths: (i) a pinwheel VBC which maximizes the number of smallest possible loops of length four [see Fig. 1(a)] and (ii) a VBC pattern comprising only of loops of length six [see Fig. 1(b)]. Surprisingly, it has been shown within an effective resonating valence bond (RVB) theory that the tunneling processes can be renormalized in such a way that the smallest loops are not always the most relevant in capturing the correct ground state correlations [15]. Indeed, based on a quantum dimer model approach it has been shown in Ref. [15] that the loop-six VBC is more stable energetically compared to the pinwheel VBC when non-local processes outside the nearest-neighbor valence bond basis were invoked. Complementing this, based on energetic considerations alone, the pinwheel VBC should conventionally be the expected ground state as
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found in a recent variational Monte Carlo study [11]. This opens a delicate question on how to properly account for such non-local quantum correlations and patterns of long-range entanglement in highly degenerate frustrated systems.

Here, we use a tensor network approach to simulate the model directly in the thermodynamic limit. TNs represent the state vector of a many-body system, e.g., reflecting the ground state, as a contraction of a network of local tensors, that are connected by auxiliary indices (bond indices). This enables efficient numerical simulations with only a polynomial scaling in the number of constituents [20, 21, 23, 46]. In this work, we employ the infinite projected entangled pair state (iPEPS) [24] and infinite projected entangled simplex state (iPESS) (a variant of iPEPS) [47] techniques with an ansatz based on different and specifically tailored unit cell sizes for optimizing the ground state of our model. In this context, the TN is used as an ansatz for the full many-body state vector, consisting of a unit cell of different tensors that generates a translationally invariant state. The accuracy of the ansatz can be systematically improved by increasing the bond dimension of the TN, which is the dimension of the virtual indices connecting the local tensors, see Fig. 1(c) [see Appendix]. It controls the number of variational parameters in the ansatz and is a measure for the amount of quantum entanglement that can be captured. We mainly employ the so-called simple update [48] to optimize the ground state tensors, which is expected to work well for the gapped model at hand [48–50]. In order to verify its accurate functioning and ability to resolve the close competition between the two candidate ground states, we additionally employ a variational update [51] for this task. The corner transfer matrix renormalization group (CTMRG) [52–55] is then used to compute the expectation values of the ground state energy in a variational manner, the spin-$z$ operator as well as the two-point correlations to decipher the nature of the ground state. We also employ additional $SU(2)$-symmetric simulations [30, 56] for the model. Given the flexibility of the framework, we apply an external magnetic field to study the magnetization process of the model and provide a compelling picture of the nature of phases corresponding to different magnetization plateaus.

![FIG. 1. Nearest-neighbour spin-spin correlations for the ground state configuration of the pinwheel VBC (a) and the loop-six VBC (b) states at $\chi_B = 12$. The expectation values of the spin-$z$ component are typically $< 10^{-3}$ and only shown for completeness. (c) Shuriken lattice with spin-1/2 degrees of freedom on the sites. The elementary unit cell (gray rectangles) consists of six sites, which are coarse-grained to map the Shuriken lattice to a regular square lattice. Straight lines denote virtual bond indices, curly lines denote physical indices in the TN structure.](image)

II. MODEL AND METHODS

The model we are considering is the $S = 1/2$ Heisenberg anti-ferromagnet on the Shuriken lattice

$$\hat{H} = \sum_{\langle i,j \rangle} \hat{S}_i \cdot \hat{S}_j - h \sum_i \hat{S}_i^z$$

(1)

in the presence of an external magnetic field, where $\hat{S}_i$ are the $S = 1/2$ operators on site $i$ and $\langle i, j \rangle$ denotes nearest-neighbours. The Shuriken lattice [see Fig. 1(c)] features corner-sharing triangles, and thus leads to only a marginal alleviation of geometric frustration in the presence of antiferromagnetic couplings. Being composed of corner-sharing triangles, it is locally similar to the Kagome lattice. At the same time, the Shuriken lattice shares two inequivalent sub-lattices, rendering this lattice ideal to study effects of lattice anisotropy, for which our methods are ideally suited.

We have applied two different TN structures for the simulation of the Shuriken lattice. The first ansatz (iPEPS) uses a partial coarse-graining of the Shuriken lattice to an irregular square lattice. Inspired by the success for the $S = 1/2$ Kagome Heisenberg anti-ferromagnet [26], the second structure is based on the iPESS ansatz [47] that generalizes iPEPS to lattices with higher simplices. For the Shuriken lattice, it is defined on its dual lattice, the so-called $(4, 8^2)$ Archimedean lattice (also referred to as the square-octagon, Fisher or CaVO lattice). While the simple update for iPEPS incorporates three lattice sites at each update step, it includes six sites for iPEPS [see Appendix]. In order to compute expectation values, a unit cell of six sites on the Shuriken lattice is coarse-grained into a single tensor on the regular square lattice, as shown in Fig. 1(c). This approach is taken both for the iPEPS and the iPEPS simulations, starting from a $(4, 8^2)$ Archimedean lattice and a partially coarse-grained Shuriken lattice, respectively. A directional CTMRG routine then computes effective environment tensors for each coarse-grained iPEPS tensors, such that quantum correlations are fully incorporated when computing expectation values (details are given in the Appendix). This is achieved by a well chosen environment bond dimension $\chi_E$ — a refinement parameter controlling the approximations in the CTMRG routine, which is increased until the expectation values converge.
III. RESULTS ON THE GROUND STATE ENERGY AND DIMER ORDERS

The ground state energy of the Shuriken Heisenberg model can be straightforwardly evaluated in the TN representation. The Hamiltonian consists of a sum of nearest-neighbour terms,

\[ E_0 = \frac{1}{N} \sum_{i,j} \langle \psi_0 | h_{i,j} | \psi_0 \rangle \]

where \( N \) is the number of lattice sites and \( | \psi_0 \rangle \) is the normalized ground state vector. The smallest possible geometrical unit cell of the Shuriken lattice consists of six sites [the dashed regions in Fig. 1(c)]. This ansatz — which imposes translational invariance while being compatible with quantum spin liquid and lattice nematic candidate ground states — would, however, fail to capture translation symmetry broken VBC orders such as the pinwheel and the loop-six VBCs, which are the prime competing ground state candidates. Therefore, we use different unit cell sizes to search for competitive TN ansätze with the lowest ground state energy. The different unit cell configurations are then labeled by the size of the super-unit-cell on the square lattice, denoted by \((L_x, L_y)\). A configuration \((L_x, L_y)\) hence corresponds to an TN state with \(6 \cdot L_x \cdot L_y\) spins in total.

In Fig. 2, we show the ground state energy for the iPEPS and iPESS simulations and square lattice unit cells of \((1,1)\) and \((2,2)\) as a function of the inverse of the iPEPS bond dimension \(\chi_B\) (bulk bond dimension). Our results are compared to a previous iPEPS study of the model in Ref. [11], using a \((1,1)\) TN ansatz with a coarse-graining to a honeycomb lattice. Based on our simulations with different sizes of the unit cells, we find the lowest energy is obtained with a \((2,2)\) configuration (unit cell with 24 sites), i.e., corresponding to a valence bond crystal ground state. A similar ground state can be obtained by a \((1,2)\) configuration in a checkerboard arrangement, which consists of only twelve spins. However, we use the more general state vector ansatz with 24 spins to be able to incorporate possible richer patterns of spin correlations.

![Figure 2](image)

**FIG. 2.** Ground state energy without magnetic field \([h = 0\) in Eq. (1)] versus the inverse of the bond dimension \(\chi_B\). iPEPS simulations are denoted by \((S)\), iPESS simulations by \((P)\).

In our simulation, the main difference in the iPESS and iPEPS calculations is in the simple update. It is more local in the iPESS with only three sites that are updated at once, compared to six sites in the iPEPS ansatz [see Appendix]. This, along with a larger number of variational parameters in the iPEPS ansatz is responsible for a better ground state approximation with lower energies. For subsequent investigation of the model we therefore use the iPEPS with a \((2,2)\) unit cell configuration. In addition to the unconstrained simulations, we incorporate fully \(SU(2)\)-symmetric simulations of the model. By imposing the symmetry, the simulated ground state is guaranteed to be in the spin-0 sector, i.e., a spin singlet. In contrast, an unconstrained simulation of the ground state can spontaneously break \(SU(2)\)-symmetry, which would lower its energy. An energy comparison is therefore another way to ascertain the nature of the ground state. For large enough bond dimensions, the \(SU(2)\)-symmetric simulations converge to the same energy as the unconstrained ones, confirming a nonmagnetic VBC ground state with spin-0 of the model as previously reported [11].

Within our iPEPS simulations, we use two ways to ascertain the nature of the VBC ground state, (i) we prepare our initial state with the pinwheel and the loop-six VBC patterns imprinted for a given low bond dimensions and progressively increase \(\chi_B\) in a manner which uses the converged state vectors at any given \(\chi_B\) as initial states for the simulation with one higher bond dimension and (ii) an unconstrained optimization starting from a random state. In procedure (i) we observe that while both the pinwheel VBC and loop-six VBC patterns remain stable up to \(\chi_B = 12\), the latter is always lower in energy at any given finite bond dimension [see Fig. 3 and Table I]. The resulting spatial spin-spin correlation profiles at \(\chi_B = 12\) are shown in Fig. 1. Further compelling evidence supporting a loop-six VBC ground state scenario for a finite bond dimension is provided by the unconstrained optimization which at higher bond dimensions \(\chi_B \geq 4\) already converges to the energy of the loop-six VBC [see Fig. 3 and Table I]. Notice that the pinwheel and loop-six pattern is explicitly imprinted in the simulations at \(\chi_B = \{2,3\}\), so that those states are not...
expressive. The inset of Fig. 3 shows the meaningful, i.e., linear regime where the energy differences between the two orders are small, highlighting the subtle competition.

An extrapolation to the infinite bond dimension limit using a linear fit of the three values of energy corresponding to the largest $\chi_B$ yields a lower bound for the energy $E_l$. The last data point at $\chi_B = 12$ provides an upper bound $E_u$, such that the true ground state energy lies in the interval $[E_l, E_u]$ [57]. To estimate the final ground state energy, we compute $E_0 = (E_u + E_l)/2$ with an error of $\Delta E = (E_u - E_l)/2$, which results in

$$E_0(\text{pinwheel VBC}) = -0.4408 \pm 0.0001, \quad E_0(\text{loop-six VBC}) = -0.4410 \pm 0.0001,$$

which is lower than previous estimates of the ground state energy [111]. The numerical values for the results in Fig. 3 are summarized in Table I. Given that the estimates of the ground state energy for the pinwheel and loop-six VBC states evaluated in the limit $\chi_B \to \infty$ are very close, variational iPEPS simulations have been employed to resolve which of these two competing states wins in this limit. Until the largest reachable bond dimension of $\chi_B = 7$, the variational energies lie below the presented simple update energies and reinforce the ground state to be a loop-six VBC [51]. A direct comparison of the simple update and variational energies is presented in Table II.

### TABLE II. Energy comparison between simple update and variational energies for the ground state of the loop-six VBC. The variational update uses a two-tensor checkerboard pattern on the coarse-grained Shuriken lattice.

| $\chi_B$ | Simple update | Variational update |
|----------|---------------|-------------------|
| 2        | -0.428020     | -0.433690         |
| 3        | -0.435105     | -0.437320         |
| 4        | -0.439242     | -0.439877         |
| 5        | -0.439665     | -0.440162         |
| 6        | -0.440058     | -0.440391         |
| 7        | -0.440375     | -0.440592         |

IV. RESULTS ON MAGNETIZATION PLATEAUS

Finally, we study the Heisenberg model on the Shuriken lattice in the presence of an external magnetic field. We compute the average magnetization over all the sites in the lattice along the field axis

$$m_z = \frac{1}{N} \sum_i \langle \psi_0(h) | \hat{S}_i^z | \psi_0(h) \rangle,$$

where $| \psi_0(h) \rangle$ is the normalized ground state vector. In Fig. 4 we show the magnetization curve normalized to the saturation value of $m_S = 1/2$. The magnetization curve reveals the presence of three magnetization plateaus, at 0, 1/3 and 2/3 of the saturation value [17, 18, 58]. Furthermore, we observe a macroscopic jump from the 2/3 plateau to saturation magnetization as conventionally expected due to the presence of a flat one-magnon band which leads to the appearance of localized multi-magnon eigenstates [59–64]. The plateau at $h \to 0$ is a further indication of the fact that the ground state of the model at $h = 0$ is actually gapped. An estimate on the size of the spin gap $\Delta > 0$ is given by the width of the plateau $\Delta \sim 0.04J$, consistent with exact diagonalization studies [16, 17]. The 1/3 and 2/3 plateaus can further be characterized by the spatial pattern of spin-spin correlations and the expectation values of the spin-$x$, $-y$ and $-z$ components. Those expectation values are shown in Fig. 5 for both phases, at magnetic fields $h = 1.4$ and $h = 2.8$ respectively. Interestingly, one observes that once the magnetic field is turned on, a pattern governed by strong loop four resonances emerges.

Within error-bars in the expectation values, the states at both magnetization plateaus are invariant under translations of the original six-site crystallographic unit cell and also under point group symmetries. It is also visible that correlations are much stronger on the squares compared to the triangle bonds in the lattice. For both plateau states the spins which are not part of the squares are isolated and almost fully polarized [see

FIG. 4. Magnetization curve of the Heisenberg model for $\chi_B = 10$. Upon tuning the magnetic field, two magnetization plateaus at 1/3 and 2/3 of the saturated magnetization $m_S = 1/2$ appear. Additionally, we find the presence of a small plateau at $m_z = 0$ indicative of the gapped nature of the ground state.
Using this ansatz, it is straightforward to find the ground state vector $\langle 0 | \psi^{2/3} \rangle = \langle \uparrow \rangle^{x} | \uparrow \rangle^{x} | \downarrow \rangle^{x} | \uparrow \rangle^{x}$. Using this ansatz, it is straightforward to check with exact diagonalization (ED), that the full state is the ground state of the subspace we have chosen. The per-site energy of the analytic construction is $-2h/6$. This perfectly fits our simple update results, where for $h = 2.8$ we find an energy of $-0.933331$ while the analytic result is $-0.933333$. This construction built out of one-magnon states on the squares and fully polarized spins on Shuriken sites is the well-known magnon crystal state [18, 59, 66].

For the 1/3 plateau the same approach is not successful. If we limit ourselves to the subspace with fully polarized spins on the non-square sites and the superposition on the square sites, we can find a ground state from ED but this time the analytic energy for $h = 1.4$ of $-0.566667$ is clearly above the result $-0.592928$ of the SU calculations. This is expected however, since as one can see in Fig. 6 the spin expectation values $\langle \hat{S}_{i}^{z} \rangle$ are neither exactly 0.5 for the polarized nor zero for the spins on the square. Therefore, a more sophisticated ansatz would be needed to describe this state but this beyond the scope of this work.

V. CONCLUSIONS

In this work we have studied the ground state properties of the $S = 1/2$ Heisenberg anti-ferromagnet on the Shuriken lattice using two-dimensional tensor network techniques of iPEPS and iPESS. We find that the incorporation of non-local correlations proves indispensable in accurately capturing the nature of the ground state, which is shown to be a loop-six VBC at any given finite bond dimension up until $\chi_B = 12$. Indeed, here we are faced with a scenario featuring a delicate energetic competition between states governed by different stabilization mechanisms. In particular, we have (i) a pinwheel VBC favored by energy gain from short-range loop resonances and (ii) a loop-six VBC favored by strong resonances over longer-length loops which are amplified by the dressing of virtual singlets on top of the nearest-neighbor basis. This is precisely what we aim to address by employing the TN framework which naturally contains both these key ingre-
diagonents and allows us to accurately investigate their interplay towards accurately determining the nature of the ground state. Our estimate of the ground state energy per site in the thermodynamic limit obtained by extrapolating $\chi_B \rightarrow \infty$ is given by $E_0 = -0.4410 \pm 0.0001$.

We have also investigated the effect of an external magnetic field in the model and obtained its magnetization curve which shows three magnetization plateaus at 0, 1/3 and 2/3 of the saturation magnetization. The width of the magnetization plateau at zero-field gives us an estimate of the spin gap $\Delta \sim 0.4 J$ consistent with exact diagonalization studies [16, 17]. The nature of the phases at these plateaus are not only polarized but also show strong signature of singlet correlations on four-site plaquettes. These states are found to respect the spatial symmetries (both translation and point group) of the Shuriken lattice, in contrast to the pinwheel VBC state.

Our work paves the way for future investigation of the Heisenberg model on the Shuriken lattice in more general settings. It would be interesting to study the anisotropic model with different couplings on the square and the triangle bonds, or longer range couplings which could potentially be of relevance in describing the recently studied materials [6, 8, 9]. An investigation of the excitation spectrum would be another promising route to revealing diverse manifestation of frustration [67]. Similarly, the corresponding model for higher spins, e.g., $S = 1$, could be explored, which could be host to a trimmerized ground state and display a wealth of magnetization plateaus hosting exotic phases. This perspective seems even more interesting as it seems plausible to recreate frustrated systems in Shuriken lattices under the precisely controlled conditions of quantum simulations [68] involving ultra-cold atoms, giving rise to the interesting situation of benchmarking quantum and classical simulations against each other.
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In order to connect the spins, additional purely virtual three-index simplex tensors have to be introduced (shown in gray). An elementary iPESS unit cell therefore consists of six lattice site tensors carrying the physical degree of freedom, and four simplex tensors connecting them.

As an alternative approach we consider a modified version of the infinite projected entangled pair state (iPEPS). It is constructed by a partial coarse-graining of the original lattice to a square lattice with missing bonds. To this end we merge the four spins on each square configuration into a single site, which is modeled by a tensor with physical dimension $p^4$. The two remaining sites per unit cell are left unchanged. This mapping is shown in Fig. 8.

One advantage that both TN structures share is the fact that one virtual bond in the TN corresponds to only two links in the original Shuriken lattice. Since the maximal entanglement shared between neighbouring lattice sites is limited by the bond dimension of the TN ansatz, it is favourable to keep this number small. Due to this property, we can directly compare results with the same bond dimension. Note that a coarse-graining of the six spins per unit cell in the Shuriken lattice directly results in a regular square lattice.
FIG. 8. Shuriken lattice shown on the left and iPEPS ansatz shown on the right. The four sites on each square are coarse-grained into an effective site, highlighted by the green dotted area. The resulting structure is a square lattice with missing links.

2. Simple update

In order to obtain an approximation of the ground state wave function, we employ the simple update technique [48] in both TNs. This method is based on an imaginary-time evolution under the Hamiltonian [24], in which all the tensors in the networks are updated sequentially. For a sufficiently long evolution, the ground state is projected out. For the iPEPS network we employ a regular three-site update of the different simplex configurations [70]. In order to restore the individual tensors after each update, a higher-order singular value decomposition (SVD) is used. During this process, the singular values are truncated to the fixed bulk bond dimension $\chi_B$ to keep the simulations computationally feasible. The process is illustrated in Fig. 9 for the update of a down simplex, denoted $\nabla$, together with the three connected lattice tensors.

The simple update for the iPEPS ansatz on the deformed square lattice follows the same spirit. However, instead of only updating three sites (along with one simplex tensor) as in the iPEPS ansatz, we choose a six-site update across corners in the lattice. A single update step is presented in Fig. 10.

Again, the virtual links of the network are kept at a maximal bond dimension $\chi_B$, which is achieved by two successive SVDs. Notice that we omit to show additional diagonal tensors carrying the singular values on each virtual link for more clarity both in Fig. 9 and Fig. 10.

Besides the two presented TN approaches, we also implemented a simple update scheme on the original Shuriken lattice, using two-body gates on neighbouring sites to evolve the wave function. Similarly as for the iPESS, the update is very local and could not resolve all the magnetization plateaus present in the model, so that we rejected the simulations.

3. Environments and expectation values

In order to compute accurate expectation values for the wave functions obtained by the simple update, we employ a corner transfer matrix renormalization group (CTMRG) [52–55] procedure to compute the effective environments. To this end, the six lattice sites per unit cell are coarse-grained into a single iPEPS site with local Hilbert space dimension $2^6 = 64$. This maps the Shuriken lattice to a regular square lattice, for which a directional CTMRG procedure can directly compute the approximate contraction of the infinite lattice.

As shown in Fig. 11, the contraction of the infinite square lattice is approximated by a set of eight fixed-point tensors surrounding every iPEPS tensor in the unit cell. Expectation values can then be computed straightforwardly by evaluating local operators $\langle \psi | \hat{O} | \psi \rangle / \langle \psi | \psi \rangle$, where the environment around the sites on which the operator acts and the norm of the wave function is approximated by the CTMRG tensors.

FIG. 10. Simple update in the iPEPS simulations of the Shuriken lattice. The Trotterized six-body Hamiltonian gate is absorbed into a bottom-left corner of the deformed square lattice. The individual tensors are restored using two successive SVDs with truncation to a fixed bond dimension. The update of a top-right corner is performed similarly.

FIG. 11. A CTMRG routine is used to approximate the contraction of the infinite square lattice by a set of fixed-point environment tensors.
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