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Abstract
Selecting the most relevant features and samples out of a large set of candidates is a task that occurs very often in the context of automated data analysis, where it improves the computational performance and often the transferability of a model. Here we focus on two popular subselection schemes applied to this end: CUR decomposition, derived from a low-rank approximation of the feature matrix, and farthest point sampling (FPS), which relies on the iterative identification of the most diverse samples and discriminating features. We modify these unsupervised approaches, incorporating a supervised component following the same spirit as the principal covariates (PCov) regression method. We show how this results in selections that perform better in supervised tasks, demonstrating with models of increasing complexity, from ridge regression to kernel ridge regression and finally feed-forward neural networks. We also present adjustments to minimise the impact of any subselection when performing unsupervised tasks. We demonstrate the significant improvements associated with PCov-CUR and PCov-FPS selections for applications to chemistry and materials science, typically reducing by a factor of two the number of features and samples required to achieve a given level of regression accuracy.

1. Introduction
In recent years, machine learning (ML) models have found application across a vast breadth of scientific fields, from economics [1–4] to medical diagnostics [5–8] to sensing [9–11] and computational chemistry [12–14]. Data-driven modelling is often discussed in a ‘big data’ context, where the computational cost of a ML model is of secondary importance and data is inexpensive. Nevertheless, many applications benefit significantly from reducing data requirements or accelerating training and prediction. The search for a balance between the complexity of the model, the amount of training data, and the accuracy of predictions has given rise to a subclass of ML schemes focused on subselection, wherein a subset of samples or descriptors is identified that minimises the corresponding degradation of accuracy [15, 16].

The objective of sample selection is to identify the most significant data points, effectively pruning the redundant samples and identifying ideal candidates for costlier reference calculations or analysis steps [17]. Methods may seek to find a core-set that is representative of the entire sample space, e.g. through Voronoi tessellations [18], committee models [19, 20] or random forests [21], or to temper the error in representing outlier or border samples, such as with sensitivity heuristics [22–24] or nearest neighbour analysis [25].

Conversely, in feature selection, one determines an information-rich subset of a large list of possible descriptors. This motivation is akin to traditional dimensionality reduction techniques like principal components analysis (PCA), which construct new features as combinations of the original inputs. Feature selection, on the other hand, preserves the original feature space, which can be valuable whenever descriptors
hold conceptual value, e.g. sensors for autonomous robots [26], medical markers for diagnostic classification [5, 27–29], or where evaluating a large number of features for new samples is costly.

Most subselection methods are unsupervised and seek to exploit the diversity of the selections to maximise the corresponding variance. For example, in farthest point sampling (FPS) one relies on the diversity of the selected vectors as measured by the mutual Euclidean distance. Selection methods based on the CUR decomposition, instead, choose the columns and/or rows of the feature matrix that provide the best low-rank approximation of the original matrix. In unsupervised selection models, the preservation of pertinent information for supervised tasks is not guaranteed, particularly in the case of poor representations or non-linear relationships between features and targets. Thus, in supervised tasks, it may be attractive to use supervised selections that employ knowledge of the regression targets to influence the choice of the samples or features.

Inspired by the principal covariates regression (PCovR) method [30], we propose a modification to the FPS and CUR approaches that combines the unsupervised component with an explicit estimation of the performance of the subselection in the context of property regression. We demonstrate the superior ability of these algorithms to select features or samples for supervised learning and discuss minor modifications that improve the performance of these subsets within unsupervised tasks. To demonstrate, we employ datasets from the atomic-scale study of molecules and materials containing features that encode structural and compositional information and are used to predict properties such as the magnetic chemical shieldings of nuclei [31, 32], energy, or the forces acting on atoms [33–35].

2. Methods

We assume that the reader is familiar with simple linear and kernel ML methods; those unfamiliar with these methods or wishing further explanation may refer to Helfrecht et al [36], which contains a pedagogic discussion of these methods using a similar notation.

2.1. Notation

2.1.1. \( X \) and \( Y \)

For each system, we describe inputs by a \( n_{\text{samples}} \times n_{\text{features}} \) matrix \( X \), where each row vector \( x \) contains as its entries the features of the corresponding sample. We also assume that the \( n_{\text{samples}} \times n_{\text{properties}} \) matrix \( Y \) consists of rows (denoted \( y \)) containing the properties corresponding to the samples in \( X \). Furthermore, we assume that \( X \) and \( Y \) are standardised, i.e. centred by their column means and scaled such that \( X \) has unit variance and each column of \( Y \) has variance equal to \( 1/n_{\text{properties}} \). The standardisation step is not essential but ensures that the features and properties have variance on the order of 1.

2.1.2. Projectors and latent space

We use \( T \) to indicate a projection of data into a lower-dimensional latent space. \( P_{AB} \) denotes a projector from one space \( A \) to another space \( B \).

2.1.3. Matrix slices

For a general matrix \( A \), we denote a general subset of the elements of \( A \) as \( A_{\ast} \). The feature-selected subset of \( A \) is given as \( A_{c} \), consisting of the \( M \) features found in columns \( c = (c_1, c_2, \ldots, c_M) \). The sample-selected subset of \( A \) is given as \( A_{r} \), consisting of the \( M \) samples found in rows \( r = (r_1, r_2, \ldots, r_M) \). We indicate the \( i \)th row as \( a_i \) and the \( j \)th column as \( A_{ji} \), while the \( j \)th element in the \( i \)th row is given by \( A_{ij} \).

2.1.4. Accents and operations

We use \( \hat{A} \) to indicate an approximation of \( A \) and \( \hat{A} \) for an augmentation (a matrix that is analogous to \( A \) but is modified to incorporate other information). We use \( U_A \) and \( \Lambda_A \) to represent the eigenvectors and eigenvalues of a matrix \( A = U_A \Lambda_A U_A^T \), where \( U_A \) contains the eigenvectors as columns. We denote the pseudoinverse of a regularised, non-invertible matrix as \( A^{-} \), which is equal to \( (A^TA + \lambda I)^{-1}A^T \), where \( \lambda \) is an appropriate conditioning or regularising parameter.

2.1.5. Loss measures

We will report different loss measures, either the relative loss \( \ell_A = \frac{\|A - \hat{A}\|^2}{\|A\|^2} \), or where we wish to give the regression loss in concrete units, the root-mean-squared error (RMSE).
2.2. Principal covariates regression

PCovR [30] is an algorithm used to generate a latent space projection $T$ that minimises a combined PCA and linear regression (LR)-like loss

$$\ell = \alpha \frac{\| X - TPX \|^2}{\| X \|^2} + (1 - \alpha) \frac{\| Y - TPY \|^2}{\| Y \|^2},$$

where $\alpha$ is a mixing parameter that determines the relative weight of the two components. Setting $\alpha = 0.0$ corresponds to LR, and $\alpha = 1.0$ corresponds to PCA.

In sample-space PCovR, the latent projection is determined by the modified Gram matrix of size $n_{\text{samples}} \times n_{\text{samples}}$:

$$\tilde{K} = \alpha XX^T + (1 - \alpha) \tilde{Y} \tilde{Y}^T,$$

where $\tilde{Y}$ is the result of an appropriate regression approximation of $Y$ to avoid over-fitting.

However, computing the eigendecomposition $\tilde{K}$ is intractable for large numbers of samples; therefore, when $n_{\text{features}} < n_{\text{samples}}$, it is advantageous to perform feature-space PCovR, where an equivalent latent projection is determined by the eigendecomposition of a modified covariance matrix of size $n_{\text{features}} \times n_{\text{features}}$:

$$\tilde{C} = C^{-1/2} X^T K X C^{-1/2}.$$

Examples of the projections and regressions obtained using PCovR, performed on the NMR Chemical Shieldings of the CSD-1000R dataset [32], are shown in figure 1. In the $\alpha = 0.0$ case, the projection is equivalent to the regression weight(s), and the second principal component is zero, as this dataset has $n_{\text{properties}} = 1$. In the $\alpha = 1.0$ case, the projection distinguishes the clusters (that are associated with the chemical identity of the atoms, namely H, C, N, O) but fails to regress the properties. For most PCovR models, an intermediate value of $\alpha \approx 0.5$ optimises the combined loss [36–38]. In the many cases in which a kernel ridge regression (KRR) model out-performs LR, one can improve the model by using its kernelised counterpart, KPCovR [36], where $\tilde{K} = \alpha K + (1 - \alpha) \tilde{Y} \tilde{Y}^T$, with $K$ being the kernel matrix and $\tilde{Y}$ the predicted properties obtained through KRR.

2.3. Selection methods

Selecting samples or features amounts to picking rows and columns of $X$ that provide model performances comparable to that of the full feature matrix. Of the many proposed selection strategies, we will expand upon two methods: FPS and CUR decomposition.
Figure 2. FPS selection. Each point corresponds to a row (for sample selection) or column (for feature selection) of the matrix. Procedure: (1) Select an initial item. (2) Select the item that is farthest from (1). (3) Select the item which is farthest from those already selected. (4) Repeat until the target number of items is selected.

2.3.1. Farthest point sampling

FPS employs a distance metric to maximise the diversity of the selection [39]. FPS is a greedy selection scheme (meaning that points are selected incrementally) and is deterministic apart from choosing the first point that is typically picked at random. Each subsequent choice is made to maximise the Haussdorf distance, i.e. the minimum distance to all previous selections.

\[
*_{m+1} = \text{argmax}_{i \in \ast_m} \left\{ \min_{j \in \ast_m} d(i, j) \right\}
\]

(4)

where \(\ast_m\) contains the previous selections, \(\ast_{m+1}\) is the next selected sample or feature, and \(d(i, j)\) indicates the distance between the \(i\)th and \(j\)th column or row. A schematic of this process is depicted in figure 2.

Even though \(d(i, j)\) may be defined by any metric, one often uses a Euclidean distance [40]. For sample selection, traditional FPS employs a row-wise Euclidean distance, which we give here in terms of the Gram matrix \(K = XX^T\).

\[
d_r(i, j) = K_{ii} - 2 K_{ij} + K_{jj},
\]

(5)

Equation (5) simplifies the incorporation of a kernel formulation of distances rather than through an explicit set of features—by setting \(K_{ij} = k(x_i, x_j)\), one can perform sample-space FPS using the same procedure discussed here, in a way that is consistent with the kernel-induced metric.

The formulation of a PCovR-inspired version of FPS for sample selection is rather straightforward, as it simply involves replacing the Euclidean distance \(d\) in FPS with an augmented distance

\[
\tilde{d}_r(i, j) = \alpha \|x_i - x_j\|^2 + (1 - \alpha) \|\hat{y}_i - \hat{y}_j\|^2.
\]

With this definition, the method linearly interpolates between Euclidean FPS at \(\alpha = 1.0\) and one which maximises the diversity of \(Y\) at \(\alpha = 0.0\).

By writing out explicitly the distances in terms of scalar products, one can see that this definition is equivalent to equation (5) replacing \(K\) with \(\tilde{K}\) from equation (2)

\[
\tilde{d}_r(i, j) = \tilde{K}_{ii} - 2 \tilde{K}_{ij} + \tilde{K}_{jj}.
\]

(6)

The extension to KPCov-FPS, which is warranted when the kernel is highly non-linear, is trivial and accomplished using the PCov extension of a kernel matrix \(K\), as discussed in Helfrecht et al [36].

For feature selection, the corresponding column-wise Euclidean distance can be expressed in terms of the covariance matrix \(C = XX^T\)

\[
d_c(i, j) = C_{ii} - 2 C_{ij} + C_{jj},
\]

(7)

and a feature-space version of PCov-FPS can be obtained by using a feature distance analogous to equation (7), computed in terms of \(\tilde{C}\), resulting in the metric \(\tilde{d}_c(i, j) = \tilde{C}_{ii} - 2 \tilde{C}_{ij} + \tilde{C}_{jj}\).

2.3.2. Increasing efficiency with Voronoi FPS

Selecting \(m\) rows/columns from an \(n_{\text{samples}} \times n_{\text{features}}\) feature matrix using FPS requires \(O(m \times n_{\text{samples}})\) distance evaluations. We can reduce the number of distance calculations by exploiting the fact that (1) the FPS scheme implicitly partitions the rows/columns into Voronoi cells centred on the current selections and (2) the triangle inequality quickly identifies the subset of distances that needs to be re-calculated with each new selection.
With the first selection \( *_1 \), we compute the distance to all remaining items, such that the Hausdorff distance of the \( j \)th item is assigned \( h(j) = d(*_1, j) \). Also, we assign \( v(j) = *_1 \) to signify that each remaining item resides in the Voronoi cell of this first selection. With each subsequent selection \( *_{m+1} = \arg\max_j h(j) \), we need only to compute the distances and update the entries of \( h \) and \( v \) for items which lie closer to the most recent selection than their previous Voronoi centre, i.e. where \( d(*_{m+1}, j) < h(j) \). At this point, we note that

\[
d(*_{m+1}, j) \geq |d(*_{m+1}, v(j)) - d(v(j), j)|. \tag{8}
\]

It follows that the points of interest are those for which

\[
h(j) > \frac{1}{2}d(*_{m+1}, v(j)), \tag{9}
\]

noting that \( h(j) = d(v(j), j) \). This application of the triangular inequality is visualised in figure 3, where we show it is unnecessary to compute \( d(*_{m+1}, j) \) because \( d(v(j), j) < \frac{1}{2}d(*_{m+1}, v(j)) \).

The efficiency of this approach depends on several considerations. For the first few selections, the triangle-inequality bound will not reduce the number of distance calculations substantially, and as more selections are made, the number of distance calculations needed will likewise increase. Hence, a sweet spot for applying this technique involves scenarios where the total number of items is vast, and one wants to select a small fraction. Furthermore, with a Euclidean metric, it is often possible to perform fast dense operations on \( X \), and the random access needed to make use of the Voronoi scheme might be detrimental unless it avoids a substantial number of distance evaluations. On can automatically determine the switching point to fall back on full distance evaluation. In SI section S1.1 (available online at stacks.iop.org/MLST/2/035038/mmedia), we report the benchmarks in terms of the number of assessments of \( d^* \)—which reflects the scaling when employing a computationally-intensive distance metric that cannot be computed efficiently in terms of dense matrix operations.

2.3.3. CUR decomposition
CUR decomposition \([41]\) aims to approximate a matrix \( X \) using a subset of columns and rows, such that

\[
\hat{X} \approx X_c (X_c^T X_c)^{-1} X_r. \tag{10}
\]

Typically in CUR, \( X_c \), \( (X_c^T X_c)^{-1} \), and \( X_r \) are denoted \( C \), \( U \), and \( R \), however we have changed notation to avoid confusion with the covariance matrix \( C \) and eigenvectors \( U \). For a given choice of rows and columns, equation (10) gives the best approximation of the original feature matrix in terms of \( X_c \) and \( X_r \). Various
Figure 4. CUR selection. The figure demonstrates CUR feature selection. Sample selection proceeds identically with the matrix rows used in place of the columns. (1) Compute the importance score \( \pi \) for each column; select the feature that maximises \( \pi \). (2) Orthogonalise the matrix with respect to selected feature; recompute \( \pi \); select the feature which maximises \( \pi \). (3) Repeat step (2) until the target number of items is obtained.

implementations of CUR mainly differ by the strategy for selecting \( c \) and \( r \). Many flavours of CUR, including that of Mahoney and Drineas [41], incorporate an element of randomness in the selection—mostly to improve performance in the limit of large data sets. The subsets of rows and columns are usually determined incrementally, computing at each stage a leverage score \( \pi \), representative of the relative importance of each column or row,

\[
*_{m+1} = \max_j \{ \pi_j \}.
\]  

After having selected the entry \( j \) for which \( \pi_j \) is highest, we orthogonalise the remaining columns or rows with respect to this selection, a wrapping procedure first introduced in Imbalzano et al [40]. This deterministic approach generally out-performs the more traditional approach, wherein one selects all features in a single iteration, as further demonstrated in figure S3. A schematic of feature selection using CUR is shown in figure 4.

In the most common form of CUR, the leverage score is computed from the singular value decomposition [42, 43] of the feature matrix, \( \mathbf{X} = \mathbf{U}_K \Lambda^{1/2} \mathbf{U}_C^T \), where the eigenvector subscripts denote the Gram and covariance matrices \( \mathbf{K} \) and \( \mathbf{C} \). For selecting samples, \( \pi \) is the sum over the squares of the first \( k \) components of the left singular vectors

\[
\pi_i = \sum_j (\mathbf{U}_K)_{ij}^2,
\]

and for feature selection the right singular vectors,

\[
\pi_i = \sum_j (\mathbf{U}_C)_{ij}^2.
\]

To incorporate PCovR into CUR-based selection, we propose computing the leverage scores using \( \mathbf{U}_K \) and \( \mathbf{U}_C \) in place of the left and right singular vectors. This is motivated by the fact that \( \mathbf{C} \) and \( \tilde{\mathbf{K}} \) share the same relationship as \( \mathbf{C} \) and \( \mathbf{K} \), and that one could define PCovR-style features \( \tilde{\mathbf{X}} \) whose singular value decomposition (SVD) yields \( \mathbf{U}_K \) and \( \mathbf{U}_C \) as left and right singular vectors (this is briefly discussed in appendix A, with the full derivation in S1.2). The number \( k \) of singular vectors included in computing the leverage score should usually be small; we obtain the best results using \( k \leq n_{\text{properties}} \) eigenvectors, as demonstrated in figure S4.

After each iteration we orthogonalise the remaining samples with respect to the most recently selected row \( \mathbf{x} \),

\[
\mathbf{X} \leftarrow \mathbf{X} - \mathbf{X} \left( \begin{bmatrix} \mathbf{x}_r^T \\ \|\mathbf{x}_r\|^2 \end{bmatrix} \right),
\]

or in feature selection relative to the most recently selected column \( \mathbf{X}_c \)

\[
\mathbf{X} \leftarrow \mathbf{X} - \left( \begin{bmatrix} \mathbf{x}_c^T \\ \|\mathbf{x}_c\|^2 \end{bmatrix} \right) \mathbf{X}.
\]

For PCovR-inspired CUR selection, the only additional change involves eliminating at each step the components of the property matrix that the selected features or samples can describe. For sample selection, we subtract from the property matrix the result of a regression trained on the selected samples.
\[ \hat{Y} \leftarrow \hat{Y} - XX^T \hat{Y}. \]  
\[ (16) \]

And for feature selection, one should perform the update

\[ \hat{Y} \leftarrow \hat{Y} - XrX^r \hat{Y}, \]
\[ (17) \]

so that the next iteration of the CUR selection identifies the features that are best suited to describe the residual error in the predicted properties.

2.3.4. Improving the efficiency of CUR

The deterministic CUR scheme is particularly demanding, since it involves in each iteration reconstructing \( \tilde{K} \) (equation (2)) or \( \tilde{C} \) (equation (3)) to only use the first \( k \) eigenvectors to compute the importance score \( \pi \). In unsupervised CUR one can use an iterative algorithm to determine the top eigenvectors, that—for large numbers of features—can be much faster than full eigendecomposition. Furthermore, the orthogonalisation steps outlined in equations (14) and (15) constitute rank-one downdates to \( K \) and \( C \) and their updated eigendecompositions can be computed using the method outlined in Bunch, Nielsen, and Sorensen [44] or Gu and Eisenstat [45]. Similar low-rank updates could be used to compute the eigenvectors of \( \tilde{K} \) given those of \( K \) and update the inverse square root \( C^{-1/2} \) that enters the calculation of \( C \). A further discussion of these considerations, and preliminary benchmarks of their implementation, are provided in SI section S1.3.

3. Results

In this paper we assess the performance of PCov-inspired FPS and CUR covering several scenarios that are common in supervised learning. In particular, we benchmark sample selection as a strategy to reduce the training set size (3.1.2), and active set selection for sparse KRR methods (3.1.3). We benchmark feature selection in the context of linear (3.2.2), kernel (3.2.3), and complex non-LR problems (3.3). Even though we focus on the impact of sample and feature selection on the regression performance, we also discuss the implications for unsupervised tasks in sections 3.1.1 and 3.2.1. For every model and task, we compare an entirely random selection with PCov-CUR and PCov-FPS across different values of \( \alpha \), again noting that \( \alpha = 1 \) corresponds to standard FPS and CUR. Due to the random initialisation of (PCov-)FPS, we perform multiple PCov-FPS selections and report average errors for each \( \alpha \) Unless otherwise stated, for all supervised models, the hyperparameters are optimised by two-fold cross-validation.

While our approach is completely general, we focus here on a benchmark system that is relevant for applications of ML to atomistic simulation, chemistry, and materials science—a field in which feature and sample selection, particularly using FPS and CUR, has lately become an increasingly common practice. In sections 3.1 and 3.2, we focus on the CSD-1000r [46] dataset that contains C, H, N, O atomic environments taken from 1000 crystal structures of molecular compounds, and their NMR chemical shieldings as target properties. We describe the atom-centred environments in terms of the smooth overlap of atomic positions (SOAP) power spectrum [47] computed with librascal [48], which have been previously employed for similar ML tasks [32, 36, 49]. This is a particularly relevant application because the number of SOAP features can be increased systematically, and the high number of resulting features is the main reason for the comparably high computational cost of the resulting regression models [40, 50, 51]. Models were trained on identical full training sets of 11 854 environments, and we report errors for a separate test set of 1317 environments.

In section 3.3, we also provide a distinct example of the use of PCov-CUR feature selection for force field construction, training a feed-forward neural network (NN) based on Behler–Parinello atom-centred symmetry functions (SFs) [33, 52]. We predict energy and forces for a data set containing 10 000 benzene configurations, including four different benzene polymorphs, and using 90% of the structures for training and 5% each for validation and testing, respectively.

3.1. Sample selection

3.1.1. Preserving the covariance for unsupervised tasks

We begin by considering how selecting a subset of the structures, with and without incorporating a PCov component, impacts performance in unsupervised tasks, and how to reduce such impact. The reduced training set size potentially leads to a reduced rank of the covariance matrix computed from \( Xr \), \( C_r = X_r^T X_r \) but also to a skewed weighting of the importance of different features in the covariance built on the training set. The latter can be mitigated by introducing a correction based on the matrix decomposition in equation (10) to obtain a modified subset \( \hat{X}_r \) to better preserves the sample covariance, where

\[ C_r = X_r^T X_r = X_r^T (X_r^{-1})^T X_r^{-1} X_r^{-1} X_r, \]  
\[ (18) \]
Figure 5. Approximation of covariance matrix $C = XX^T$ using $X_r$ and $\tilde{X}_r$ for PCov-CUR and PCov-FPS on CSD-1000R. Shaded regions bound the minimum and maximum error across all $\alpha$ for each PCovR-inspired method. The dotted line corresponds to the PCA-type approximation of $C$ from the $n_{\text{train}}$ eigenpairs corresponding to the largest eigenvalues.

which can then be diagonalised to compute a modified PCA projection matrix. If necessary, one could also evaluate the corrected feature matrix explicitly,

$$\tilde{X}_r = \left[(X_r - r)X^T X(X_r - r)\right]^{1/2} X_r,$$

which can be useful if one wants to perform feature selection based on a reduced train set.

Figure 5 shows the error in reproducing the covariance matrix with reduced sample sets. For each method, the shading indicates the range spanned as $\alpha$ goes from 1 (indicated with full lines, equivalent to the standard unsupervised selection) to 0 (indicated with dashed lines, giving full weight to the supervised component). We can compare these results to the approximation of $C$ by its eigendecomposition $\hat{C} = \hat{U}_C \hat{\Lambda} \hat{U}_C^T$, computed with the top $n_{\text{samples}}$ eigenvalues and their corresponding eigenvectors. Computing the covariance using the sample set $X_r$ results in large error ($\ell_C \approx 0.3$ with 1000 samples), with convergence only as $n_{\text{samples}}$ approaches $n_{\text{features}}$ (2520 in this case). Computing the covariance with $\tilde{X}_r$ reduces the loss considerably, with a covariance loss of $\ell_C = 0.01$ possible with as few as 60 of the 11 854 of the training points. PCov-CUR typically out-performs PCov-FPS, and for both, the approximation degrades as $\alpha \to 0$.

3.1.2. Training set selection

When choosing the most important training points out of a large pool of candidates, a fully-unsupervised scheme offers the clear advantage that one does not need to compute or measure the properties in advance, which is usually the time-consuming step. However, one can often obtain inexpensively an approximate estimate of $Y$, which can be used with PCov-based selection methods to reduce the number of accurate reference evaluations. Similarly, one may want to select samples from an existing training set to use them for more demanding data analytics, e.g. picking the most relevant snapshots from a molecular dynamics trajectory to use for feature selection or non-linear dimensionality reduction.

In figure 6, we show the property regression error on a fixed randomly-selected test set of environments for models trained on different subselections of the complete train set. For each subselection, we train a linear ridge regression model

$$\tilde{Y} = XX^T Y_r.$$ 

The curves in the figure compare the convergence with train set size for a random selection (the usual construction of a learning curve) with that obtained by different PCov-inspired methods.

Interestingly, when employing PCov-FPS, the unsupervised selection ($\alpha = 1$) performs best, usually being the only values that (marginally) improves upon a random selection, with errors increasing with decreasing $\alpha$. For PCov-CUR, the supervised and unsupervised methods perform comparably in terms of mean error, with a slight decrease in error possible as $\alpha \to 0$. In order to fully rationalise the performance of the different methods, it is necessary to consider the error distribution rather than just the mean error. As shown in figure 7 the supervised limit of PCov-CUR reduces significantly the tails of the error distribution, indicating they provide more robust models that are less susceptible to the presence of outliers in the test set. The PCov-FPS($\alpha = 0$) selection results in a flatter distribution of errors, which has the smallest maximum error, but a more significant mean error, as seen clearly in figure 6. In this example, one must consider that the (full) training and test set are obtained by randomly selecting environments from the same dataset. Thus, since a random subselection of the train set has the same makeup as the test target, methods such as FPS and
Figure 6. Mean relative error using CSD-1000R training subsets. Metrics shown are PCov-CUR (red), PCov-FPS with random $r_1$ (blue), and random feature selection (black, solid). Shaded regions bound the minimum and maximum error across all $\alpha$ for each PCovR-inspired method. In the left panel the grey dashed line denotes the error using the full training set. The right side panels show performance across $\alpha$ at $n_{\text{samples}} = 100, 500, 1000$ samples.

Figure 7. Kernel density estimate (KDE) of errors for random (black), PCov-CUR ($\alpha = 0$, red) and PCov-FPS ($\alpha = 0$, blue) selected training subsets, for $n_{\text{train}} = 100$ (of 11854). The dotted lines represent the maximum absolute error for each respective training subset. Results for further $\alpha$ and $n_{\text{train}}$ are in figure S7.

CUR are not guaranteed to match or improve upon the mean error compared to random selection, consistent with the observations in [53] for a KRR model of the atomisation energy of small organic molecules.

3.1.3. Active set selection for sparse kernels

Another context in which one wants to perform sample selection is when building a sparse kernel model, using the projected-process approximation [54]. In sparse KRR, one defines an ansatz for the properties of a sample as

$$y(x) \approx \sum_{i \in M} w_i k(x, x_i),$$

where $M$ indicates a set of ‘reference samples’ that effectively constitute a basis to expand $y(x)$. The weights $w_i$ are optimised to minimise the regression error on the train set. In the projected-process approximation, the reference samples $X_r$ (also known as ‘active points’) correspond to a sample-selected subset of the training set. If we denote $K$ as the kernel matrix between a dataset, described by the feature matrix $X$, and itself; $K_{rr}$ as the kernel between $X_r$ and itself, the values of the predicted properties for the train set are given by

$$\hat{Y} = K_r (K_r^T \Lambda^{-1} K_r + K_{rr})^{-1} K_r^T \Lambda^{-1} Y,$$

where $\Lambda$ is a regularisation matrix, typically taken to be a scalar, in which case (22) reduces to that reported in [36]. In this example, we use the radial basis function (RBF) kernel $k(x, x') = \exp(-\gamma ||x - x'||^2)$, and we choose $\gamma = 10^{-4}$, which optimises the combined regression and reconstruction loss for the full feature vectors (see S8b).

Figure 8 compares the performance of a sparse KRR as a function of the number of reference points selected by different techniques. All data-driven selection methods out-perform by up to a factor of two the random baseline, particularly in the small active-set limit. CUR marginally out-performs FPS at all but the smallest active set sizes and PCov-inspired methods generally perform better than their unsupervised counterparts, with an error decreasing further as $\alpha \to 0$. 
Figure 8. Regression loss of CSD-1000R using sparse KRR with a sample-selected active set. Metrics shown are PCov-CUR (red), PCov-FPS with random $r_1$ (blue), and random feature selection (black, solid). Shaded regions bound the minimum and maximum error across all $\alpha$ for each PCovR-inspired method. In the left panel, the grey dashed line denotes the error using the full kernel. The right side panels show the performance at $n_{\text{samples}} = 10, 100, 1000$ (of 11854).

The sample selection that underlies figure 8 is the same as for the train set selection in the previous section, i.e. based on a linear PCovR framework based on the raw $X$ features. That the representative samples chosen with a linear framework are effective for a non-linear kernel model is vital, as in most cases, one wants to use a fixed subselection while tuning the model, e.g. by optimising hyperparameters or testing different kernels, and underscores the robustness of the selection criteria. If one wanted to select an active set consistent with the kernel-induced metric, it would suffice to substitute the kernel matrix to the matrix of scalar products in equation (5) or the leverage scores equation (12).

3.2. Feature selection
The techniques employed in section 3.1 to select the most representative samples can also be used to identify the features that provide the most information about the training data set and—with a PCov component—about structure-property relations. Selecting the most relevant features is beneficial because the cost of evaluating $x$ usually scales with $n$ features, and the cost of evaluating a model built on $x$ similarly increases with the size of the feature vector.

3.2.1. Assessing information richness and preserving distances in feature space
We begin our assessment of the performance of feature selection schemes by verifying whether the chosen subset of features contains comparable amounts of information to the full feature vector. A quantitative, albeit unsupervised, measure of the relative information content of two sets of features is given by the recently-introduced global feature-space reconstruction error (GFRE) [55]

$$GFRE(A, B) = \sqrt{\|B - AP_{AB}\|^2 / n_{\text{samples}}},$$

where $A$ and $B$ are different, standardised featurisations representing the same dataset. In this exercise, $A$ is the feature subset $X_c$ and $B$ is the full set of features $X$. We construct $P_{AB}$ using the representations of the training set and evaluate $GFRE(X_c, X)$ for the testing set.

Figure 9(a) shows that the GFRE decreases rather slowly with the number of selected features: this is to be expected as SOAP power spectrum features are linearly independent, which in combination with a diverse dataset containing many different types of chemical environments leads to high intrinsic dimensionality of the feature space. In both the small and large $n_{\text{features}}$ limit, using a PCov-augmented scheme with $\alpha < 1$ leads to a degradation of the GFRE, while for intermediate $n_{\text{features}}$, the effect of $\alpha$ is small. This is unsurprising because the GFRE reflects only the feature vectors’ information content and not the regression accuracy: the $\alpha = 1$ case is the most compatible with minimising the error in reconstructing the full feature vectors. Despite this fact, all data-driven selection schemes systematically reduce the GFRE compared to a random selection, including the $\alpha \to 0$ limit. CUR generally out-performs FPS, although it is more sensitive to an increase in the supervised component’s weight.

When one wants to use $X_c$ in the context of unsupervised-learning algorithms that depend on preserving the value of the scalar products—and hence the distances—between feature vectors, it is necessary to incorporate a linear transformation analogous to that discussed for the case of sample selection. Imagine the case in which two features are identical—dropping one would entail no information loss but would distort distances in feature space. Scaling the retained feature by $\sqrt{2}$ would restore exactly the original metric. Regardless of the feature selection method, one can use the matrix decomposition in equation (10) to obtain a modified subset $\tilde{X}_c$ which better preserves the Euclidean distances in feature space.
We again start with the approximation of $X$ in equation (10) and assume $X = X$ to construct $\tilde{X}_c$ such that $\tilde{X}_c \tilde{X}_c^T \approx XX^T$.

$$\tilde{X}_c = X_c \left[ X_c XX^T(X_c^T)^T \right]^{1/2}.$$  \hspace{1cm} (24)

The $n_{\text{features}} \times n_{\text{features}}$ matrix $X_c XX^T(X_c^T)^T]^{1/2}$ can be computed once and re-used every time one needs to compute $\tilde{X}_c$, even with out-of-sample data. Figure 9(b) shows the error in reproducing the Gram matrix $XX^T$ with a feature-vector of reduced dimensionality as a measure of the distortion in feature-space metrics. The error one incurs when truncating a PCA latent space is, by construction, the minimal that one can achieve with a linear $n_{\text{features}}$-dimensional projection of $X$. Feature selection leads to a large distortion of the underlying metric, with $\ell_K \approx 0.1$ even with more almost 50% of the features included in $X_c$. The use of a correction to the selected feature matrix, as in equation (24), improves the accuracy dramatically in preserving the feature-space metric, even though asymptotically, a PCA projection out-performs column-selected features by up to a factor of ten.

3.2.2. Linear ridge regression

The advantages of using PCov-augmented feature selection are most apparent when considering their application to regression tasks. To assess the performance of a given selection scheme, we consider the error in linearly approximating a target $Y$ given a feature subset $X_c$

$$\tilde{Y} = X_c X_c^T Y.$$  \hspace{1cm} (25)

The results in figure 10 demonstrate that both PCov-CUR and PCov-FPS improve the regression performance when compared to random selection, often with comparable losses achieved with ten times fewer features. As shown in the side panels, both CUR and FPS selections improve as $\alpha \to 0$ and reach full-features accuracy at $n_{\text{features}} \approx 1000$. Typically, PCov-CUR will out-perform PCov-FPS for corresponding $\alpha$.

For reference, we also include the results obtained from principal components regression, where the latent space projection from a PCA with $n_{\text{latent}} = n_{\text{features}}$ is used in place of $X_c$ to predict the properties of the
Figure 10. Ridge regression losses for different feature selection metrics for CSD-1000r. Metrics shown are PCov-CUR (red), PCov-FPS with random $c_1$ (blue), and random feature selection (black, solid). Shaded regions bound the minimum and maximum error across all $\alpha$ for each PCovR-inspired method. In the left panel, the grey dashed line denotes the error using the full feature vectors. Side panels depict losses for various $\alpha$ values used to select 10, 100, and 1000 features. In all panels, the black dotted line denotes the regression loss for an analogous PCR.

Figure 11. Regression results using low-rank kernels built on selected features. The inset shows the KRR loss for selections of five features at different $\alpha$.

materials. As PCA provides the optimal unsupervised approximation of the feature vector, it serves as a baseline to assess the improvements gained by incorporating a supervised component to feature selection. Indeed, principal components regression usually performs better than unsupervised FPS and comparably to unsupervised CUR. The PCov-inspired methods consistently out-perform PCA—which supports that retaining the largest variance components does not necessarily yield features that are predictive for the properties of interest [56]. This finding is also relevant for the methods that rely on feature (co)variance to construct a hierarchy of increasingly complex representations of the atomic structure [57].

3.2.3. Kernel ridge regression

The feature-selected $X_c$ can also be used to compute an approximation $K$ of a kernel matrix, by simply using the compressed feature vectors to evaluate the (non-linear) kernel function $K_{ij} = k((X_c)_i, (X_c)_j)$. As in section 3.1.3, we use an RBF kernel with $\gamma = 10^{-4}$.

We assess the performance of the approximate kernel by fitting a KRR model $\hat{Y} \approx \hat{K}(\hat{K} + \lambda I)^{-1}Y$. The non-linearity in the definition of $K$ indicates that regression is performed in a different feature space than $X$, improving upon the regression loss of the linear model based on the full $X$ by a factor of four.

Nevertheless, as shown in figure 11, kernels built on a subset of the features chosen by a PCov-FPS or PCov-CUR method out-perform those based on a random selection of equivalent size by up to an order of magnitude and match a kernel built on the full $X$ with just $n_{\text{features}} \approx 400$. With an increasing number of features, the value of $\alpha$ has a smaller effect than in the case of LR.

3.3. NN models

Thus far, we have demonstrated the effects of hybrid supervised/unsupervised feature and sample selection for simple ML models, with a deterministic relationship between features, training set, and test error. More complex models, such as those based on artificial NNs, can reproduce an arbitrary, non-linear dependence of the target properties $Y$ on the input features $X$. NNs are ‘trained’ by iterative minimisation of the $(L^2)$ loss between the NN output $Y_{NN}$ and reference values $Y$ to determine the free parameters in the network, usually called NN weights. Behler and Parrinello introduced a now commonplace NN to fit interatomic potentials [33, 52, 58] based on the decomposition of atomic configurations and total energies into local, atom-centred
environments and associated energy contributions. Environments are described using two-body and three-body SFs, which correspond to a projection of two and three-body correlations between the neighbours of the target atomic centre on a bespoke non-orthogonal basis. These constitute the input layer of features \( \mathbf{X} \), which is connected to narrower, fully connected 'hidden layers', and finally combined to predict an atom-centred decomposition of the potential energy of the system. Nodes are linked via non-linear activation functions \( f_a \) and each node \( j \) in layer \( k = 1 \) is connected to each node \( i \) in layer \( k \) with a tunable weight \( w_{ij}^k \). For a single hidden layer with \( N \) nodes, a Behler–Parrinello NN to fit a single property \( y \) can be expressed as

\[
y_{NN}(\mathbf{x}) = f_{\alpha}(u^2 + \sum_{n=1}^{N} w_{ni}^k f_a(v_n^k + \sum_{i=1}^{f} w_{in}^k x_i))
\]

where \( u^k \) and \( v_n^k \) are adjustable offsets. Besides allowing us to test the effectiveness of our approaches in the presence of a more complicated functional relationship between features and properties, BP NN also give us an opportunity to verify the effects of including derivatives of the target (the forces) as part of the regression.

The evaluation of SFs is computationally demanding, and the number of possible two and three-body SFs increases quadratically or cubically with the number of species. Furthermore, Behler-Parrinello SFs are not orthogonal and are often highly redundant, which, together with considerations of computational efficiency, strongly motivates the selection of a small number of SFs. Traditionally, SF have been selected 'by hand' using a combination of chemical intuition and trial-and-error, but more recently, Imbalzano et al [40] showed that CUR and FPS provide a viable strategy to choose a small set of SFs out of a large pool of candidates. To investigate how a PCov augmentation impacts the selection of features in the context of a NN potential, we construct and test such a potential for crystalline benzene. We use the first 10 000 most structurally diverse configurations within a larger set of 55 000 FPS-ordered, thermally-distorted configurations of forms I and II of benzene, as well as the hypothetical high-pressure \( \text{I}_{\text{hp}} \) and \( V' \) polymorphs. The dataset was generated to train a potential to assess the relative (free) energy of different crystal polymorphs, and the details of its use in the corresponding publication [59], as well as in the public data record [60], that also contains complete configurational energy, atomic forces, and cell stress for each configuration, as determined by semi-local, dispersion-corrected density functional theory calculations.

The set of benzene molecular crystals considered here exhibit energies with a standard deviation of 63 meV atom\(^{-1}\) and an average atomic force component of 1.374 eV Å\(^{-1}\). The minimum and maximum energies differ by as much as 540 meV atom\(^{-1}\), while the maximum force component reaches 21.633 eV Å\(^{-1}\). We encode the structure data in a feature matrix that consist of 452 two and three-body SF, by varying the makeup and reference energetics are reported in the corresponding publication [59], as well as in the public data record [60], that also contains complete configurational energy, atomic forces, and cell stress for each configuration, as determined by semi-local, dispersion-corrected density functional theory calculations.

We begin by discussing how the NN’s non-linear nature affects the performance of the feature selection schemes. We compare LR, KRR using an RBF kernel, and the Behler–Parrinello NN, using as inputs subsets of the SFs, determined by PCov-CUR and random selection. For this purpose the 10 000 benzene configurations were randomly divided into 90:5:5 train:validation:test. All models were subsequently trained on the same training set, using only energy information, and tested on the same independent test set to determine the errors reported in figure 12. All hyperparameters involved in constructing the linear and kernel ridge models, i.e. the regularisation and the characteristic length scale of the RBF kernel, were individually optimised for each feature selection by minimising the energy RMSE for the validation set. While we might have similarly optimised the architecture of the NN potentials, simply adopting the parameters of established Behler–Parrinello type NN potentials [61–64] more than suffices to assess the impact of incorporating information regarding the target property in the feature selection. We train four NN potentials for feature selection and report the best out of the four results.

Figure 12 demonstrates the interplay between the nature of the features, the selection protocol, and the regression model. Models that incorporate increasing levels of non-linearity lead to better regression performance, with KRR usually out-performing LR by 25%, and NN reducing the energy RMSE by an additional 40%. A side-effect of using highly-correlated features is that the performance of a random selection is not particularly poor in comparison with an unsupervised CUR selection. A PCov-CUR(\( \alpha = 0 \)) selection that incorporates target information allows one to identify the most relevant features for constructing the potential, resulting in a very substantial reduction of the energy RMSE, particularly for small \( n_{\text{features}} \) values. For all values of \( \alpha \) and number of features, PCov-CUR selections of SFs consistently out-perform (and never perform worse than) the average random selection. Furthermore, PCov-CUR selections at \( \alpha = 0 \), consistently out-perform unsupervised CUR selections across all regression schemes.

This improvement is particularly remarkable given the gap between the linear, energy-based supervised framework that underlies the PCov augmentation and the non-linear predictions of atomic forces. Thus, the
methods we propose are robust and can be applied to improve feature selection beyond linear or kernel methods. Overall, the best PCov-CUR selection reduces by 50% the number of SF while retaining roughly the same force RMSE, indicating direct computational savings when using the NN potential and a simpler, less memory-intensive task when training the model.

4. Conclusions

Selecting from a large pool of candidates the samples and/or features most relevant for an ML task can be very advantageous from a computational perspective and reveal the most important or insightful descriptors. This is particularly useful in cases in which features are constructed systematically, leading potentially to large and redundant input representations. Unsupervised methods, based on a low-rank approximation of the feature matrix or maximising diversity, provide an effective approach to prune a training set or a collection of descriptors with little loss in performance.

Whenever a featurisation is used in a supervised model, it is appealing to incorporate the regression target into the feature or sample selection by combining two methods (FPS and CUR) with a hybrid supervised/unsupervised linear scheme, PCovR. For a variety of different problems, ranging from reducing the size of a training set to active point selection to linear and non-linear model fitting, we find that such PCov-augmented selections out-perform almost universally their unsupervised counterparts, which makes it possible to obtain (with much-reduced effort) models that achieve comparable prediction accuracy to the model based on full features and training set. The simplicity of PCov-FPS and PCov-CUR, the ease by which they can be extended to kernelised schemes, and the empirical evidence showing that they can also improve the accuracy of non-linear NN models make them applicable to virtually any regression task. These results, together with the availability of an open-source implementation [65], give these methods the potential to become a standard tool in the application of data-driven methods to different fields of science.
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Appendix. PCov feature space

Given the singular value decomposition of the feature matrix $X = U_K A^{1/2} L_C^T$, it is possible to define a PCov feature matrix $\tilde{X} = U_K \tilde{L}^{1/2} L_C^T$, with

$$\tilde{L} = \alpha A + (1 - \alpha) U_K^T Y Y^T U_K. \quad (A1)$$

It is easy—albeit tedious (see S1.2)—to check that $\tilde{X}\tilde{X}^T = \tilde{K}$ and $\tilde{X}^T\tilde{X} = \tilde{C}$. In general, for $\alpha \neq 1$, the matrix $\tilde{L}$ is not diagonal, and so the singular vectors of $\tilde{X}$ are not given by $U_K$ and $U_C^T$, but can be obtained by diagonalising $K$ or $C$. Equation (A1) also makes it possible to diagonalise $L = U_L A_U^{1/2}$ and compute $U_K = U_K U_L$ and $U_C = U_C U_L$.
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