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Abstract—Recommendation models utilizing Graph Convolutional Networks (GCNs) have achieved state-of-the-art performance, as they can integrate both the node information and the topological structure of the user-item interaction graph. However, these GCN-based recommendation models not only suffer from over-smoothing when stacking too many layers but also bear performance degeneration resulting from the existence of noise in user-item interactions. In this paper, we first identify a recommendation dilemma of over-smoothing and solution collapsing in current GCN-based models. Specifically, these models usually aggregate all layer embeddings for node updating and achieve their best recommendation performance within a few layers because of over-smoothing. Conversely, if we place learnable weights on layer embeddings for node updating, the weight space will always collapse to a fixed point, at which the weighting of the ego layer always holds all. We propose a layer-refined GCN model, dubbed LayerGCN, that refines layer representations during information propagation and node updating of GCN. Moreover, previous GCN-based recommendation models aggregate all incoming information from neighbors without distinguishing the noise nodes, which deteriorates the recommendation performance. Our model further prunes the edges of the user-item interaction graph following a degree-sensitive probability instead of the uniform distribution. Experimental results show that the proposed model outperforms the state-of-the-art models significantly on four public datasets with fast training convergence. The implementation code of the proposed method is available at https://github.com/enoche/ImRec.
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I. INTRODUCTION

Recent years have seen a surge in research of graph-based recommendation methods, mainly because the interactive data between users and items are naturally graph-structured. Nodes in the graph represent either users or items, while edges denote interactions, (e.g., clicking, rating, and purchasing), between users and items. Efficient recommender systems aim to learn both compressed and accurate vectors from these historical interactions to represent users’ preferences and items’ attributes. Recent works have shown a boost in performance when introducing graph convolutional networks (GCNs) into recommender systems [1]–[3].

The basic intuition behind GCN [4] is straightforward. a) Information propagation. At each iteration, each node uses the first-order local convolution operation to aggregate the information from its local neighborhood. b) Node updating. The node updates its embedding by combining the aggregated information received from neighbors with its current node embedding. We term the nodes’ current embeddings as the ego layer. With the iteration, the ego layer contains more and more high-order neighborhood information. In addition, the updated node embedding also encodes the degree information of all the nodes in its high-order neighborhood. Hence, the GCN-based recommendation models usually achieve the state-of-the-art recommendation performance.

Although GCN-based models have shown promising results in recommendation and node classification tasks, several papers have reported that the models bear unnecessary complexity and redundant computation [3], [5]. Hence, researchers simplify the GCN structure by removing both the non-linear layer and feature transformation layers [3], [5], [6]. In the simplified recommendation models, e.g., LightGCN [3], information is linearly aggregated and propagated via a re-normalized adjacency matrix. The models ease the computational burden on large user-item interaction graphs but suffer from the over-smoothing problem. To be precise, the feature propagation smoothens the hidden embeddings locally along the edges of the graph and ultimately encourages similar predictions among locally connected nodes. Fixed node updating method (i.e., mean) in LightGCN makes the over-smoothing problem even worse on dense datasets. The authors of LightGCN place learnable weights to dynamically integrate information from both the ego layer and all hidden layers but find no improvement [3]. We show the problem in Fig. 1 with a dense dataset from MOOC platform [7]. When we replace learnable weights on layers for dynamic node updating, we find the weighting of the ego layer always dominates others, as shown in Fig. 1. This hampers the information from high-order (i.e., several hops away) neighbors integrated into current node representation. Besides the over-smoothing problem, natural noise can also bias the recommendation due to the uncertainty and vagueness proper of human beings and so on [8]. Most recommendation models relying on the assumption that the user ratings or implicit feedback can be treated as ground truth of the user’s taste may fail to tackle this problem.

A way to address both of these issues is by employing residual and sparsified networks. Hence, inspired by ResNet [9], Chen et al. add a residual connection to aggregate embeddings from neighbors [6]. However, the concatenation of embeddings
from different layers makes the final node representation hard to focus on informative layers. Other lines of work address the over-smoothing problem by improving residual connection with initial residual [10] and reversible networks [11], etc. However, these studies are deliberately designed to tackle the node classification problem and should be carefully tuned to be applied in the recommendation domain. In task perspectives, node classification targets to predict the potential label given the representation of the node. However, recommendation models are required to predict the underlying relation between a user-item pair. That is, whether or not to recommend an item to a target user depends not only on the representation of the user but also on the item. When considering graph learning, neighbors of a node often share the same label with that node, and their learned representations tend to be similar in node classification. Nonetheless, in user-item bipartite graphs, the neighbors of a node (e.g., user) belong to a different type (i.e., item) and do not necessarily show similar representations. Stacking too many layers for node classification can include neighbors with different labels into the node’s receptive field, which over-smoothes the representation of this node with its high-order neighbors. That is why the existing mechanisms that inject the ego layer into high-order graph convolutions for node classification can prevent the nodes’ representations from over-smoothing. However, they use fixed values or manually tuned hyper-parameters to balance the information integrated from the high-order neighbors and their ego representations. Hence, they lack flexibility in adapting to different layers or graphs and may result in suboptimal solutions. Meanwhile, to mitigate the performance degradation caused by noise interactions, exiting models either drop the interactions randomly [12] or learn how to drop [13], [14]. Randomly dropping does not differentiate the importance of edges and hinders the information aggregation of low-degree nodes, resulting in slow training convergence. The latter methods learn the weights of edges by calculating the attention scores between connected nodes, thus rely heavily on the quality of node representations.

In this paper, we address the over-smoothing problem by refining the node representations in hidden layers of GCN. The following hidden layers contribute to the final node representation by weighing their similarity with the ego layer. We theoretically prove that our model can alleviate the over-smoothing in existing GCNs. We further sparsify the user-item graph by pruning its superfluous edges following a degree-sensitive probability distribution, which results in better performance and much faster convergence than random pruning with the uniform distribution.

We summarize the contributions of the paper as follows:
- We tackle the over-smoothing issue of GCN-based recommendation models by proposing LayerGCN with hidden layer refinement during network propagation of GCN.
- We theoretically demonstrate that LayerGCN is as powerful as the Weisfeiler-Lehman graph isomorphism test [15] and can alleviate the over-smoothing problem of existing GCN-based recommendation methods.
- To ease the natural noise introduced by external factors in the recommendation scenario, we further sparsify the user-item interaction graph by pruning the edges according to a degree-sensitive probability.
- Finally, we conduct comprehensive experiments to show that our proposed model can significantly outperform the state-of-the-art methods with fast training convergence.

II. RELATED WORK

Recommender systems are proposed to provide users with personalized online products or service recommendations to handle the increasing online information overload problem. In recommender systems, Collaborative Filtering (CF) is a canonical technique that predicts the interests of a user by aggregating information from similar users. Here, we first review the classic CF models and then dive into the recent graph neural network-based recommendation models.

A. Classic CF Models

Classic CF models first find the most similar users or items based on the historical interactions of a target user. They then recommend items that similar users have interacted with but not yet interacted by this user. CF-based recommender systems have many forms. Based on user-centric or item-centric filtering, they can be divided into user-based CF models and item-based CF models. Despite the prevalence of CF in modern recommender systems [16], [17], it has a few limitations, such as scalability and poor performance when processing sparse user-item interaction data. A more advanced method, Matrix Factorization (MF), decomposes the original sparse user-item interaction matrix into low-dimensional matrices with latent factors/features. To factorize the matrix, techniques based on dimensional reduction such as Principal Component Analysis (PCA) and Singular Value Decomposition (SVD) are further proposed for building recommender systems [17], [18]. The ultimate objective of MF is to learn a set of informative
user/item latent features to represent the preferences/attributes of users/items.

B. Graph Neural Networks based Recommendation Models

With the renaissance of deep learning, neural recommender systems [19]–[21] are proposed to efficiently learn the latent embeddings of users and items. However, these models fail to capture the structure information of the user-item interaction graph. Hence, since GCN [4] was first outlined to generalize convolutional neural networks(CNNs) on graph-structured data, GCN and its variants have been successfully applied to solve various recommendation problems [2], [3], [22], [23]. The basic intuitions are: 1). The available user-item interaction data might be better represented as a bipartite graph; 2). GCN can leverage both information from high-order neighbors and the graph structure. Especially, GCMC [22] and NGCF [2] are designed under the CF setting. In these models, GCNs are adopted to propagate the information using the normalized adjacency matrix and aggregate information received from neighbors via the non-linear activation and linear transformation layers. In [6], a residual preference learning in GCN is designed to tackle the over-smoothing problem and shows good performance. Although the over-smoothing problem is highly valued and studied in the graph community, it is rarely examined in the recommendation system research domain. Recent work [3] simplifies the vanilla GCN by removing the non-linear activation as well as the feature transformation layer in GCN, which is in line with the research of SGC [5]. Although the over-simplified GCN, LightGCN, is efficient in computation, it is easily stuck into a sub-optimal space with shallow layers, due to the over-smoothing problem. Recent self-supervised models [24]–[26] use graph augmentation to bootstrap the representations of users and items. However, they also suffer from over-smoothing as they mainly use LightGCN as their backbone network. To tackle the over-smoothing problem, UltraGCN [27] skips the infinite message passing of graph convolutions by placing a constraint loss on user-item interactions. IMP-GCN [28] performs graph convolutions within a generated subgraph, in which users share similar interests.

Another line of work incorporates side information (e.g., item content, knowledge graph) into the CF paradigm. For example, VBPR [29] extends classic BPR [30] by taking into account visual features of items. KGIN [31] encodes item knowledge relations into graph neural networks for item recommendations. Survey papers [32] and [33] detail researches and trends on content- and knowledge graph-based recommendations, respectively. Furthermore, [34] summarizes the current research landscape of multimodal recommender systems and compares their performance in a comprehensive review.

In this paper, we design a novel model (LayerGCN) that refines the hidden layers of a node before updating its representation to tackle the over-smoothing problem. It is worth noting that although LayerGCN mainly focus on graph learning with nodes’ ID embeddings, the proposed model could be applied to other scenarios where nodes are associated with rich semantic features. For example, LayerGCN can be adopted as the backbone network in work of [35]–[37]. Similar to LightGCN [3], LayerGCN can be applied in two different ways to content-based scenarios. First, nodes’ initial representations in LayerGCN can be initialized as the content features, which follows GCN [4] in node classification. Second, ID embeddings generated by LayerGCN can be integrated with content features by advanced operators, such as concatenate, add, attention etc., to obtain the final representations of nodes for recommendation. The work of [35], [36] follows this approach.

III. METHODOLOGY

A. Preliminaries

Notations. Suppose $G = (V, E)$ be a given graph with node set $V$ and edge set $E$. We denote the cardinality of node set $V$ by $|V|$ and the cardinality of edge set by $|E|$. The adjacency matrix is denoted by $A \in \mathbb{R}^{N \times N}$, and the degree matrix is denoted by $D$. In the recommendation domain, the user-item interaction graph can be treated by a bipartite graph with source nodes as users and target nodes as items. The number of users is denoted by $N_U$ and the number of items is denoted by $N_T$. As a result, we have $N = N_U + N_T$. We denote the embeddings of nodes in the ego layer by $X^0 \in \mathbb{R}^{N \times T}$, where $T$ is the embedding size of a node. In our following discussion, we mainly use the matrix form notation of each model.

GCN. A typical feed forward propagation GCN to calculate the hidden embedding $X^{l+1}$ at layer $l + 1$ is recursively conducted as:

$$X^{l+1} = \sigma(AX^lW^l),$$

(1)

where $\sigma(\cdot)$ is a non-linear function, e.g., the ReLu function, $A = D^{-1/2}(A + I)D^{-1/2}$ is the re-normalization of the adjacency matrix $A$, and $D$ is the diagonal degree matrix of $A + I$. For node classification, the last layer of a GCN is used to predict the label of a node via a softmax classifier.

LightGCN. He et al. simplify the vanilla GCN for recommendation in [3]. They find both the feature filter matrix $W$ and the non-linear activation $\sigma(\cdot)$ impose adverse effects on recommendation performance. The simplified graph convolutional layer in LightGCN is defined as:

$$X^{l+1} = (D^{-1/2}AD^{-1/2})X^l.$$

(2)

The node embeddings of the $(l + 1)$-th hidden layer are only linearly aggregated from the $l$-th layer with a transition matrix $D^{-1/2}AD^{-1/2}$. The transition matrix is exactly the weighted adjacency matrix mentioned above. Other researchers also verify that the linear transformation matrix of a graph convolutional layer in a GCN only contributes to over-fitting and propose architectures such as SGC [5] and DGI [38] to solve the over-fitting problem.

Existing GCN-based recommendation models typically integrate both the ego layer and all hidden layers obtained from each propagation to update the final embeddings of nodes.
Specifically, we use a Readout function to aggregate all layer features of a node to obtain the final nodes representation:

$$X = \text{Readout}(X^0, X^1, X^2, \ldots, X^L),$$

where the Readout function can be any differentiable function and $L$ is the total number of layers in GCN. For example, LightGCN [3] uses a mean function for its final embedding updating.

**B. LayerGCN**

Note that LightGCN defines the transition matrix as $D^{-1/2}AD^{-1/2}$. In this paper, we adopt the same transition matrix $\tilde{A} = D^{-1/2}AD^{-1/2}$, which is symmetric. The adjacency matrix $A \in \mathbb{R}^{N \times N}$ is constructed from the user-item interaction matrix $R \in \mathbb{R}^{N_u \times N_i}$:

$$A = \begin{pmatrix} 0 & R \\ R^T & 0 \end{pmatrix},$$

and each entry $R_{ui} \in A$ is set to 1, if user $u$ has interacted with item $i$, otherwise, $R_{ui} = 0$.

1) **Degree-sensitive Edge Dropout (DegreeDrop):** Following the ideas of model sparsification [12], [39], we first tackle the natural noise existing in the interaction matrix by pruning graph edges.

In CF, our ultimate objective is to learn a set of informative embeddings for users and items. Hence, we prune a set of superfluous edges in the original graph following a pre-calculated probability to attenuate the signals from noisy neighbors. In detail, given a specific edge $e_k \in E, (k < M)$ which connects node $i$ and $j$, its probability to be reserved in graph $G$ is calculated as:

$$p_{ek} = \frac{1}{\sqrt{d_i} \sqrt{d_j}},$$

where $d_i$ and $d_j$ are the degrees of node $i$ and $j$ in graph $G$, respectively. With $m$ edges to be pruned (pruning ratio: $m/M < 1$), we sample $M - m$ edges from the multinomial probability distribution with parameters $M - m$ and $p = (p_{e_0}, p_{e_1}, \ldots, p_{e_{M-1}})$. Then, we construct a sparsified adjacency matrix $A_p$ based on the sampled edges. Following [4], [12], we also perform the re-normalization trick on $A_p$, resulting as $\tilde{A}_p$. In information propagation of LayerGCN, we will use $\tilde{A}_p$ instead of $D^{-1/2}A D^{-1/2}$. However, in inference stage, we resort to $D^{-1/2}A D^{-1/2}$. Edge pruning can naturally prevent over-fitting in GCN based on the theoretical study of DropEdge [12]. However, different from DropEdge, which prunes the edges following a uniform distribution and shows slow convergence in model training, the proposed degree-sensitive pruning method tends to drop the edges that connect popular nodes at both ends and converges much faster than DropEdge in practice. It is also verified in [10] that popular nodes are more likely to suffer from over-smoothing.

It is worth noting that edges of the graph can be further permuted with alternating degree-sensitive and random pruning. Alternating edge pruning methods may introduce more diversity into the graph and enjoy the fast training convergence speed.

2) **Layer-refined Graph Convolution (LayerGC):** Recent studies [10], [40], [41] suggest that GCN does not scale well to deep architectures, since stacking multiple layers of graph convolutions leads to high complexity in back-propagation. In practice, most GCN variants, including GCN-based recommendation models, achieve the best performance with 2 layers [4], [23]. In CF, our ultimate objective is to learn an informative embedding that represents the personality/property of each user/item. However, the propagated information via multi-layers tends to be over-smoothed, making it impossible to discriminate between different nodes. Inspired by the huge success of ResNet [9], recent works [4], [10] stimulate the skip connection in ResNet that combines the smoothed node embedding at $(l + 1)$-th layer with a fixed weight of information from the $l$-th layer or the ego layer. Nevertheless, in our propagation stage, we extract the information from the ego layer dynamically by designing a layer refinement mechanism. Formally, we define the information propagation in LayerGCN as:

$$X^{l+1} = \tilde{A}_p X^l$$

$$X^{l+1} = (\alpha^{l+1} + \epsilon) X^{l+1},$$

where $\alpha^{l+1} \in \mathbb{R}^N$ is the node similarity vector between current layer and the ego layer. $\epsilon$ is a small positive infinitesimal quantity to prevent zero vector in $X^{l+1}$ That is:

$$\alpha^{l+1} = \text{Sim}(X^{l+1}, X^0).$$

In our model, we use cosine similarity as our Sim function based on two principles. First, it is non-parametric. Hence, LayerGCN harnessing this function is less prone to over-fitting. Second, cosine similarity is a widely used metric to evaluate the distance between embeddings and has demonstrated its promising performance in literature [35], [42]. Specifically, the cosine similarity function between two row vectors $x_i = X^{l+1}[:i]$ and $x_j = X^0[:j]$ is defined as:

$$\text{Sim}(x_i, x_j) = \frac{x_i \cdot x_j}{||x_i||_2 ||x_j||_2}. \epsilon,$$

This function amplifies the fusion of hidden layers that are similar to the ego layer and reduces the influence of hidden layers that are divergent from the ego layer. We will analyze the proposed mechanism which has a variety of merits in the following section in detail.

Finally, we update the nodes’ final embeddings by dropping the ego layer as its information is already refined within hidden layers. Hence Eq. 3 can be expressed as:

$$X = \text{Readout}(X^1, X^2, \ldots, X^L).$$

Here we use the sum aggregation for node updating. In the prediction phase, the final embedding $X$ is applied to rank the candidate items for each target user.

We conclude our proposed model in Fig. 2. First, to tackle the natural noise in the user-item interaction graph, we sparsify it by pruning a proportion of edges following a degree-sensitive probability. We then perform linear forward propagation based on the pruned graph. With each propagated layer
embedding, we update its representation based on its similarity with the ego layer. Finally, we aggregate all embeddings except the ego layer for final node representation. Based on the final node embedding $X_l$, we rank all potential items against each user with the following score for top-$K$ recommendation:

$$\hat{r}_{ui} = x_u x^T_i, x_u \in X \cap x_i \in X,$$

where $x_u \in \mathbb{R}^T$ and $x_i \in \mathbb{R}^T$ are the final embeddings of user $u$ and item $i$, respectively. Note $T$ is the embedding size of a node (i.e., user/item).

The Loss Function. We optimize the LayerGCN model under a supervised learning setting. That is, given a positive user-item pair $(u, i)$ from the interactions, we will sample a negative pair $(u, j)$ that user $u$ has never interacted with item $j$ in the training set. We adopt the pairwise Bayesian Personalized Ranking (BPR) loss [30], which encourages the prediction of positive user-item pair to be scored higher than its negative pair:

$$\mathcal{L}_{bpr} = \sum_{(u,i,j) \in \mathcal{D}} -\log \sigma(\hat{r}_{ui} - \hat{r}_{uj}),$$

where $\mathcal{D}$ is the set of training instances, and each instance $(u, i, j)$ satisfies $r_{u,i} = 1$ and $r_{u,j} = 0$.

We further regularize the embeddings of users and items with $L_2$ loss to avoid over-fitting. The final loss function is defined as:

$$\mathcal{L} = \mathcal{L}_{bpr} + \lambda \cdot ||X^0||_2^2,$$

where $|| \cdot ||_2$ is $L_2$ norm, $\lambda$ is a penalty term regularizes the coefficients of the model.

IV. ANALYSIS

We theoretically analyze the merits that can be obtained from the design of LayerGCN and connect our work to the research on residual graph networks.

A. LayerGCN

We state the proposed LayerGCN enjoys the following properties:

**Proposition 1.** The representational capacity of LayerGCN is as powerful as the Weisfeiler-Lehman (WL) test.

The Weisfeiler-Lehman test of graph isomorphism [15] is an effective and computationally efficient test that distinguishes a broad class of graphs. The algorithm discriminates two graphs as non-isomorphic if at some iteration the embeddings of the nodes between the two graphs differ. According to Theorem 3 of GIN in [43], a GNN architecture is capable of discriminating two different graphs that the Weisfeiler-Lehman test of isomorphism decides as non-isomorphic if its aggregation, updating, and readout functions are injective. In LayerGCN, both the aggregation and readout functions are the sum aggregator that summarize the information propagated from neighbors. Based on Lemma 5 of [43], the sum aggregator can represent injective function over the set of neighborhood embeddings. It is worth noting the mean aggregator adopted in LightGCN [3] is not an injective function, hence is less expressive than LayerGCN. The layer refinement Eq. 6 is easy to be proved as injective for small embedding values in a range...
of $[-\pi/4, \pi/4]$. According to [44], the parameter values of deep neural networks in each layer can be captured within this range. Furthermore, we can relax $\epsilon$ to $\epsilon \gg 1$ to cover any input values while keeping Eq. 6 injective.

**Proposition 2.** LayerGCN is able to alleviate the over-smoothing of LightGCN.

The layer propagation in LightGCN can be denoted as:

$$X^{l+1} = \hat{A}X^l. \quad (13)$$

As a result, the $l$-th hidden layer representation of nodes can be derived as:

$$X^l = \hat{A} \cdots \hat{A}X^0. \quad (14)$$

Hence, when the number of layer $l$ goes infinity, we can derive that the representations of nodes pair $(i, j)$ connected by edge $e_{ij} \in E$ become indistinguishable.

$$\forall e_{ij} \in E, \text{we have, } \lim_{l \to \infty} ||X^l_i - X^l_j||_p = 0, \quad (15)$$

where $|| \cdot ||_p$ is $L_p$-norm. The above equation reveals that when stacking too many layers in LightGCN, the node representations will become indistinguishable and lead to the issue of over-smoothing.

In contrast, our method refines the representation of nodes at $l$-th layer as (we ignore edge pruning and $\epsilon$ for simplicity):

$$X^l = \text{Sim}(\hat{A}X^{l-1}, X^0)X^{l-1}. \quad (16)$$

To evaluate how the $l$-th layer representation $X^l$ of a node diverges from its ego representation $X^0$, we let $p = 2$ in Eq. 15 and calculate:

$$d_l = ||X^l - X^0||_2. \quad (17)$$

For analysis simplicity, we assume the hidden representation $X^l$ propagated at layer $l$ of a node by our model before refinement is the same as that of LightGCN. Therefore, we can derive the distance $d_{l,gn}$ between the $l$-th representation and the ego representation of a node is calculated by LightGCN as:

$$d_{l,gn} = ||X^l - X^0||_2. \quad (18)$$

Our model calculates the distance after refinement on $X^l$ as:

$$d_{l,r} = ||X^l \cos(x^0, x^0) - X^0||_2. \quad (19)$$

Let $\cos(x^l, x^0) = \cos(\theta)$. When $\cos(\theta) > 0$, two models integrate similar component from $x^l$. Here, we quantify the distance of $d_l$ when the two vectors are clearly distinguishable with $\cos(\theta) < 0$. We rewrite $(x^l - x^0) \cdot (x^l - x^0)$ as:

$$(x^l - x^0) \cdot (x^l - x^0) = |x^0|^2 + |x^l|^2 - 2|x^l||x^0|\cos(\theta)$$

$$\geq |x^0|^2 + |x^l|^2 \cos(\theta)$$

$$\geq |x^0|^2 + |x^l|^2 \cos(\theta) - 2|x^l||x^0|\cos(\theta)$$

$$= |x^l|^2 \cos(\theta) - |x^0|^2 \cos(\theta) - x^0 \cdot x^l. \quad (20)$$

This suggests $d_{l,gn} \geq d_{l,r}$, that is, the divergence between of $x^l$ obtained from LightGCN and $x^0$ is larger than that of LayerGCN. In other words, our model can preserve the personalized representation of a node and alleviate the over-smoothing issue that occurred in LightGCN.

Note that the similarity function $\cos(x)$ is Lipschitz. By the Mean Value Theorem, there is a $\eta \in (x, y)$ that satisfies $|\cos(x) - \cos(y)| = | - \sin(\eta)(x - y)|$. Thus, we have:

$$|\cos(x) - \cos(y)| = | - \sin(\eta)(x - y)| \leq 1 \cdot |x - y|. \quad (21)$$

The Lipschitz constant is at most 1, so the layer refinement limits the integration of information from hidden layers. For example, in a corner case, the hidden representation $x^l$ at layer $l$ and $x^0$ are perpendicular. Then the refinement function solely integrates $\epsilon \cdot x^l$ from the $l$-th layer. This mechanism can prevent the ego presentation of a node from diluting with its neighbors.

**B. Relationship with Residual Connections**

We analyze the connections between our model and residual connections in GCN variants [4], [10] based on the original graph without pruning. To focus our analysis, we also simplify the standard GCN with residual connection [4] and GCNII [10] by removing their feature transformation layer and nonlinear function. The GCN with a residual connection can be represented as:

$$X^{l+1} = \hat{D}^{-1/2}(\hat{A} + I)\hat{D}^{-1/2}X^l + X^l. \quad (22)$$

For simplicity, let $\hat{A} = \hat{D}^{-1/2}(\hat{A} + I)\hat{D}^{-1/2}$. Each layer in this GCN variant combines the propagated representation $\hat{A}X^l$ and $X^l$. We show the variant ultimately puts more weight on $X^l$ in $X^{l+1}$ when we re-write the above equation as:

$$X^{l+1} = (\hat{A} + I)X^l. \quad (23)$$

The self-loop $I$ is added on the re-normalized adjacency matrix $\hat{A}$, amplifying the information from its current embedding $X^l$. To be precise, we can quantify the magnitude of information received from $u$’s neighbors $\text{NEIGN}(u)$ and its current embedding in GCN:

$$x^{l+1}_u = \sum_{i \in \text{NEIGN}(u) \cup \{u\}} \frac{1}{\sqrt{d_u d_i}} x^l_i. \quad (24)$$

With residual connections in GCN, the above equation can be updated as:

$$x^{l+1}_u = x^l_u + \sum_{i \in \text{NEIGN}(u) \cup \{u\}} \frac{1}{\sqrt{d_u d_i}} x^l_i. \quad (25)$$

Compared Eq. 25 with Eq. 24, we can observe the signal from $x^l_u$ is amplified by $d_u$ in $x^{l+1}_u$.

Experimental results in [4] show that the performance on node classification degrades as we stack more layers, but still better than the vanilla version. Because the residual version is capable of preserving the node’s ego embedding and preventing it from over-smoothing. Following this, Chen et al. propose GCNII [10] that constructs a connection to the
ego layer $X^0$ directly: $X^{l+1} = (1 - \alpha)\hat{A}X^l + \alpha X^0$, where $\alpha$ is a hyper-parameter that controls the information from the initial residual connection $X^0$. The hyper-parameter $\alpha$ is fixed once set and usually kept at a low ratio to ensure new information from high-order neighbors can contribute more in $X^{l+1}$. From the discussion, we conclude that the GCN variants seek to balance the information aggregation of nodes between high-order neighbors and their current embeddings. It is also worth noting that both the residual version of GCN and GCNII are designed to prevent the node ego representation from diluting with propagated neighbor information. That is why adding residual connections from either the previous layer [4] or the initial layer [10] shows better performance. However, both adopt fixed value or hyper-parameter to control the ratio of integration of propagated information. In LayerGCN, we use layer refinement to distill the received information before integrating into the node representations. We dynamically weigh and update the hidden layer embeddings by calculating their similarities with the ego layer.

C. Computational Complexity

The computational cost of LayerGCN mainly occurs in linear propagation of $\hat{A}$. The analytical complexity of LightGCN is $O(2LMNT/B)$, where $L$ is the number of GCN layers and $B$ is the training batch size. In graph convolutional operation, our model further adds a similarity function to refine the information in each propagated layer. The cost for layer refinement is $O(LNT/B)$, where $N$ is the number of nodes and usually is an order of magnitude smaller than the number of edges $M$ in graph $G$. Hence, the computational complexity of LightGCN and LayerGCN are within the same magnitude.

It is worth noting that LayerGCN is much more computationally efficient than the graph attention mechanism [45], [46]. In GATs [45], [46], the researchers update a node’s representation by injecting learnable weights on neighboring nodes to differentiate the importance of neighbors. In LayerGCN, we first integrate information from neighboring nodes linearly to obtain a temporal representation of a node. Then we refine the representation by weighing its similarity with the ego embedding. Our model introduces no extra learnable parameters and thus can prevent the model from over-fitting and is more efficient in computation.

V. EXPERIMENTS

We evaluate the performance of LayerGCN as well as the DegreeDrop mechanism on four public datasets.

A. Experimental Settings

For a fair comparison, we implement all models under a unified framework. In this framework, we follow the chronological data splitting strategy [47]. Specifically, we first sort all the observed user-item interactions of each dataset in chronological order based on the interaction timestamps. Then, the first 70% user-item interactions are used as training data, the next 10% interactions are used as validation data, and the remaining 20% interactions are used as testing data. In the validation and testing data, we remove the cold-start users and items that have not occurred in the training data. Moreover, we treat each observed user-item interaction in the training data as a positive instance and randomly sample its negative counterpart.

1) Dataset Description: We consider the diversity of evaluated datasets on the aspects of sparsity, number of users/items, domain or genre, release date. Based on the consideration, we select the following four public datasets.

- MOOC *: This educational dataset records the enrollment courses of users ranging from October 1st, 2016 to March 31st, 2018 [7]. The dataset shows a typical recommendation pattern in a start-up platform, where the number of users is tens or hundreds of the available items.
- Amazon Video Games (denoted by “Games”) *: This dataset and the Grocery and Gourmet Food dataset are subsets of the newly released Amazon review dataset in 2018 [48]. The new version has much larger interactions and graph sizes. Each entry in the dataset records the rating value of a user-item pair. Similar to [49], [50], we treat each rating record as a positive user-item interaction pair.
- Amazon Grocery and Gourmet Food (denoted by “Food”): This dataset is similar to the Amazon Video Games dataset but in the genre of food. Compared with Games dataset, it has a much larger interaction graph.
- Yelp *: This is a popularly used check-in dataset for business recommendation. The previous version of 2018 lacking time information, so we use the latest version downloaded directly from Yelp.com.

Similar to [48], both Games and Food datasets are pre-processed with a 5-core setting on both items and users. Following [3], we preprocess the Yelp dataset with a 10-core setting on both items and users. The statistics of datasets are summarized in Table I.

2) Baseline Methods: We compare several representatives and state-of-the-art models, ranging from traditional matrix factorization methods to recent GCN-based models.

- BPR [30]: This is a matrix factorization model optimized by a pairwise ranking loss in a Bayesian way.
- MultiVAE [51]: It is a generative model that adopts variational auto-encoder (VAE) for item-based CF.

*Dataset can be accessed at: https://www.yelp.com/dataset
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To ensure that the performance of LayerGCN is not just a consequence of the random seed, i.e., to verify the stability of our method, we conduct experiments of LayerGCN (Full) against the best baseline across different seeds and state the reported performance marked with * is significant at the level of $p < 0.05$ with a paired t-test.

- **EHCF** [52]: This is an efficient recommendation model that reconstructs the interaction matrix without negative sampling.

- **BUIR** [26]: This framework uses asymmetric network architecture to update its backbone network parameters. It learns the representations of users and items without using negative samples. We use the BUIR framework encapsulated with LightGCN as its backbone network because of its better performance as revealed in [26].

- **NGCF** [2]: This model explicitly injects collaborative signal from high-order connectivity of user-item graph into the embedding learning process.

- **LR-GCCF** [6]: The model first simplifies the vanilla GCN by removing the nonlinear function, then it uses GCN by removing the stacking of many graph convolution layers in GCN. It approximates the limit of infinite-layer graph convolutions by placing constraint coefficients on user-item interaction pairs, which is termed constraint loss in the paper.

- **IMP-GCN** [28]: This model splits users into subgroups based on their interests and performs high-order graph convolution within each subgroup.

To better understand the behavior of LayerGCN, we add a variant of our model that removes the degree-sensitive edge dropout method for comparison, denoted as LayerGCN (w/o Dropout). The LayerGCN with DegreeDrop mechanism is denoted as LayerGCN (Full).
denote Recall@K as R@K and NDCG@K as N@K in the following sections.

4) Hyper-parameter Settings: Same as other works [3], [6], we fix the embedding size of both users and items to 64 for all models, initialize the embedding parameters with the Xavier method [53], and use Adam [54] as the optimizer. For a fair comparison, we carefully tune the hyper-parameters of each model following their published papers. If the hyper-parameters are not specified, we seek their ranges in the ablation studies of the papers. For LayerGCN, we fix its number of layers to 4, tune the coefficient λ of $L_2$ regularization term in {1e$^{-2}$, 1e$^{-3}$, 1e$^{-4}$, 1e$^{-5}$}, and tune the degree-sensitive edge dropout ratio in {0.0, 0.1, 0.2}. The edge dropout ratio of 0.0 means we use the LayerGCN without edge pruning. For converge consideration, the early stopping and total epochs are fixed at 50 and 1000, respectively. We implement the proposed model using PyTorch [55]. All models are trained on a single GeForce RTX 2080 Ti with 12 GB memory.

B. Performance Comparison

Table II shows the overall performance comparison with baselines. Improvement percentage (improv.) is calculated as \((i−j)\times100)/j\), where \(i\) and \(j\) are the performance of LayerGCN (Full) and the best baseline under each dataset and metric, respectively. With BPR as the baseline, we observe that EHCF without negative sampling performs better in reconstructing the original user-item interaction matrix. Its performance is competitive with the recent graph-based models (i.e., BUIR, NGCF, LR-GCCF, LightGCN, UltraGCN and IMP-GCN). MultiVAE leveraging variational autoencoder has better performance on the dense dataset (i.e., MOOC). However, its performance is degraded on sparse datasets (i.e., Games and Food). In general, graph-based models show better performance than others. The results validate that the simplified GCN without non-linear activation benefits recommendation. LightGCN further improves over LR-GCCF, which proves it is worth removing the linear transformation \(W\) in Eq. 1 [3]. The performance of UltraGCN and IMP-GCN is superior to LightGCN, which demonstrates they can partially alleviate the over-smoothing problem. With the constraint loss and an additional item-item graph in UltraGCN, it outperforms LightGCN on ranking metrics across all datasets. However, we observe the performance of all graph-based CF models degrades under the dense MOOC dataset. The performance of LayerGCN without edge dropout shows competitive results compared with the full version of LayerGCN on all datasets as it also drops the ego layer in GCN. The full version of LayerGCN with edge dropout significantly improves its variant as it further sparsifies the interaction graph. In addition, our model can fuse more relevant information from neighbors for final node updating.

From the analysis and experimental results, we conclude the behavior of LayerGCN as: a) LayerGCN drops the ego layer and distills the propagated information with the layer refinement enabling the model to integrate more signals from neighbors. b) The degree-sensitive edge pruning can filter out irrelevant signals in neighbors and achieve better performance.

We further report that LightGCN achieves its best performance on MOOC within 3-layer GCN, as shown in Table III. For space consideration, we only report \(K = 20\) and \(K = 50\) to fit the table into a single column. In Table III, when stacking LightGCN with 4 layers, due to the problem of over-smoothing, its performance on all metrics except Recall@20 degrades. Conversely, LayerGCN can extract the informative message from the ego layer in layer propagation via the layer refinement mechanism. As a result, it shows higher performance even though its layers are fixed at 4.

Finally, it is worth noting that the performance of LayerGCN under all datasets are evaluated by fixing the number of GCN layers to 4, while LightGCN searches its best performance regarding GCN layers within the range of [1, 4].

C. Efficiency and Effectiveness of DegreeDrop

In previous sections, we conducted experiments to verify the proposed model stacking fixed layers can outperform LightGCN. Here, we further examine the improved edge dropout algorithm, DegreeDrop, with regard to convergence and performance.

1) Convergence: DegreeDrop vs. DropEdge [12]: We compare LayerGCN using both DegreeDrop and DropEdge under different dropout ratios ranging from 0.1 to 0.8 with a step of 0.1. For convergence consideration, we record the best epoch as the epoch that achieves the best validation score. We plot the comparison of DegreeDrop and DropEdge regarding convergence on the MOOC dataset in Fig. 3(a). From the figure, we observe DegreeDrop converges faster than DropEdge under every dropout ratio. DropEdge removes a certain number of edges from the input graph in a random manner without considering the importance of the edges. On the contrary, DegreeDrop prunes the superfluous edges according to the high degrees of nodes. The training epochs required for convergence are only half of DropEdge under a higher edge dropout ratio (i.e., $> 0.5$). When considering all dropout ratios, the proposed DegreeDrop can reduce the training epochs of DropEdge by 39%.

We further plot the batch loss within each epoch for DegreeDrop and DropEdge in Fig. 3(b) under edge dropout ratio of 0.7. The curve shows that the batch loss with DegreeDrop descends much faster than DropEdge from the very beginning.

| Model       | R@20 | R@50 | N@20 | N@50 |
|-------------|------|------|------|------|
| LayerGCN - 4 Layers | 0.3979 | 0.5572 | 0.2274 | 0.2660 |
| LightGCN - 4 Layers   | 0.3321 | 0.4844 | 0.1835 | 0.2208 |
| LightGCN - 3 Layers   | 0.3271 | 0.4921 | 0.1929 | 0.2330 |
| LightGCN - 2 Layers   | 0.3286 | 0.5140 | 0.1853 | 0.2315 |
| LightGCN - 1 Layers   | 0.3227 | 0.4826 | 0.1844 | 0.2237 |
Fig. 3. Convergence rate compared with different edge dropout types of LayerGCN.

(a) Comparison of convergence between EdgeDrop [12] and DegreeDrop under different edge dropout ratio on the MOOC. EdgeDrop randomly drops the edges in a graph. Lower best epoch index converges faster.

(b) Detailed comparison of convergence curves on batch loss under dropout ratio of 0.7. Lower loss value converges faster.

TABLE IV
COMPARISON OF RECOMMENDATION ACCURACY BETWEEN DEGREE DROP VS. DROPEdge [12] ON FOUR DATASETS WITH REGARD TO DIFFERENT TRAINING EPOCHS. THE RESULTS SHOW LAYERGCN WITH DEGREE DROP ACHIEVES BETTER PERFORMANCE UNDER BOTH THE SAME AND BEST EPOCHS.

| Datasets | Variants   | Epoch | R@20 | R@50 | N@20 | N@50 |
|----------|------------|-------|------|------|------|------|
| MOOC     | DropEdge   | 20    | 0.3526 | 0.5432 | 0.1964 | 0.2427 |
|          | DegreeDrop | 20    | 0.3637 | 0.5583 | 0.2079 | 0.2579 |
|          | DropEdge   | 50    | 0.3571 | 0.5510 | 0.1940 | 0.2421 |
|          | DegreeDrop | 50    | 0.3979 | 0.5572 | 0.2272 | 0.2665 |
|          | DropEdge   | Best  | 0.3571 | 0.5510 | 0.1940 | 0.2421 |
|          | DegreeDrop | Best  | 0.3979 | 0.5572 | 0.2272 | 0.2665 |
| Games    | DropEdge   | 20    | 0.0453 | 0.0861 | 0.0218 | 0.0320 |
|          | DegreeDrop | 20    | 0.0463 | 0.0870 | 0.0225 | 0.0325 |
|          | DropEdge   | 50    | 0.0489 | 0.0882 | 0.0234 | 0.0332 |
|          | DegreeDrop | 50    | 0.0485 | 0.0888 | 0.0243 | 0.0341 |
|          | DropEdge   | Best  | 0.0489 | 0.0882 | 0.0234 | 0.0332 |
|          | DegreeDrop | Best  | 0.0502 | 0.0917 | 0.0254 | 0.0355 |
| Food     | DropEdge   | 20    | 0.0280 | 0.0511 | 0.0153 | 0.0215 |
|          | DegreeDrop | 20    | 0.0283 | 0.0513 | 0.0162 | 0.0221 |
|          | DropEdge   | 50    | 0.0309 | 0.0539 | 0.0170 | 0.0229 |
|          | DegreeDrop | 50    | 0.0315 | 0.0546 | 0.0175 | 0.0235 |
|          | DropEdge   | Best  | 0.0309 | 0.0530 | 0.0171 | 0.0228 |
|          | DegreeDrop | Best  | 0.0318 | 0.0540 | 0.0177 | 0.0234 |
| Yelp     | DropEdge   | 20    | 0.0377 | 0.0743 | 0.0251 | 0.0360 |
|          | DegreeDrop | 20    | 0.0388 | 0.0767 | 0.0262 | 0.0376 |
|          | DropEdge   | 50    | 0.0429 | 0.0849 | 0.0291 | 0.0415 |
|          | DegreeDrop | 50    | 0.0437 | 0.0864 | 0.0295 | 0.0422 |
|          | DropEdge   | Best  | 0.0532 | 0.1017 | 0.0350 | 0.0493 |
|          | DegreeDrop | Best  | 0.0542 | 0.1024 | 0.0360 | 0.0501 |

2) Performance: DegreeDrop vs. DropEdge [12]: For both performance and convergence consideration, we sample epochs of 20 and 50 on all test datasets in Table IV. On four datasets, LayerGCN harnessed with DegreeDrop outperforms that of DropEdge under every metric on the best epoch. From Table IV, we can also observe DegreeDrop show better performance with intermediate epochs (i.e., 20 and 50). The conclusion is in line with Fig. 3, DegreeDrop is capable of converging to better performance with faster training speed.

3) Mixing DegreeDrop with DropEdge [12]: We further mix up the two edge dropout mechanisms in sampling the sparsified adjacency matrix $A_p$ during training epochs and evaluate its performance in LayerGCN. We copy the results of DegreeDrop and DropEdge under each dataset in Table IV and compare them with the mixed dropout mechanism in Table V. As a result, in most cases, the mixing of DegreeDrop can improve DropEdge’s performance, but the performance is still inferior to DegreeDrop. These results support the statement that nodes with high degrees are more likely to be over-smoothed [10] and pruning their connections results in better performance. We further analyze the performance of DegreeDrop with MOOC and Yelp, which are two representative datasets under dense and sparse graph settings.

4) Analysis of DegreeDrop: From Tables IV and V, we observe the performance of DegreeDrop is slightly superior to DropEdge [12] yet with faster converge speed. However, on MOOC dataset, we notice DegreeDrop obtains a significant improvement over DropEdge on most evaluation metrics. As a result, we plot the cumulative distribution of degrees (# of edges) for items in datasets of MOOC and Yelp in Fig. 4. Noting that in Fig. 4 we take the square root of node degree (x-axis) following the formula of DegreeDrop presented in Eq. 5. The figure reveals that items in the MOOC dataset have a relatively higher degree than that of Yelp, with 20% items owning more than 4,00 interactions. Based on [10], these items are more likely to be over-smoothed in graph learning, as a result, DegreeDrop removes part of their edges with higher probability instead of uniform distribution (DropEdge) and obtains better performance and convergence. On the contrary, the distribution of degrees for items in Yelp is highly skewed, roughly 90% of nodes’ degrees are less than 10 when rooted. Hence, the degree probabilities calculated with DegreeDrop are difficult to differentiate these nodes from each other, resulting in a limited improvement in recommendation accuracy over DropEdge.

D. Visualization of Layer Similarities

Different from LightGCN [3] which uses fixed weights or learnable parameters to control the information integration from all hidden layers, LayerGCN adopts a similarity function to dynamically adjust the weight of information from the previous layer. With MOOC datasets, we visualize the similarity values of each layer in Fig. 5 and compare it with the weights of layers in LightGCN (Fig. 1). In Fig. 5, we observe
that no single layer dominates others in contributing to node representations. Interestingly, we also notice that neighbors from even layers contribute more than their previously odd layers. The reason is that neighbors in even hops have the same type (user/item) as the target node in the bipartite interaction graph. That is in line with our intuition that the same type of nodes should be more similar.

E. Hyper-parameter Studies

In this section, we further investigate the performance trends of LayerGCN with respect to (w.r.t.) different settings of hyper-parameters. We fix the other parameters under their optimal values with the best performance and relax the studied hyper-parameter under a range of choices to investigate how it affects the performance of LayerGCN. We analyze each of them as follows.

1) Number of Layers \( L \): We search \( L \) in the range of \([1, 8]\) with a step size of 1 for LayerGCN and show the results in Fig. 6. The best result is observed within 3-layer GCNs for LightGCN, and stacking more layers degrades the recommendation performance. On the contrary, the proposed LayerGCN shows improved performance over LightGCN when stacking more layers. The reason is that LayerGCN refines the node representations w.r.t. to its ego representations. The layer refinement helps to distill the similar information propagated from the neighboring nodes and discard the irrelevant component. As a result, the proposed LayerGCN is capable of partially alleviating the over-smoothing issue aforementioned in Section I.

2) Regularization Coefficient \( \lambda \) vs. Dropout Ratio: We search the dropout ratio in \([0.0, 0.05, 0.1, 0.2]\). Specially, the dropout ratio of 0.0 is the variant of LayerGCN without edge dropout. The regularization coefficient \( \lambda \) is varied in \([1 \times 10^{-5}, 1 \times 10^{-4}, \ldots, 1 \times 10^{-0}]\).

Fig. 7(a) shows the edge pruning ratio of 0.1 resulting in best recommendation accuracy on MOOC. Increasing the ratio to 0.2 would degrade the recommendation performance. The potential reason is that edges connecting a hub might be permanently pruned, hence splitting the graph into disconnected subgraphs hampers the information propagation in GCN. Compared with Fig. 7(b), we suggest a low dropout ratio on a dense dataset.

From both results of Fig. 7(a) and Fig. 7(b), we observe LayerGCN is less sensitive to the regularization term. On both datasets, the optimal value for \( \lambda \) is 0.001. A stronger penalty on regularization encourages the model to overcome over-fitting. However, too strong regularization will negatively affect model training and is not encouraged.

VI. CONCLUSION AND FUTURE WORK

In this work, we first study the over-smoothing problem in existing GCN-based recommendation models. To tackle the issue, we propose a GCN variant (LayerGCN) that refines the layers during information aggregation. LayerGCN extracts the information in each propagated layer by dynamically weighting its similarity with the ego layer. To further alleviate the recommendation degeneration caused by the noise rooted in the user-item interaction graph, we sparsify the graph with a degree-sensitive edge pruning technique. We theoretically analyze the proposed model can alleviate the over-smoothing issue suffered in current graph-based recommendation models. Experimental results on four public datasets show our proposed model can significantly improve the baselines with fast training convergence. In our future work, we would like to study how self-supervised signals [56] can augment the representation learning of LayerGCN. Also, we will evaluate the performance of LayerGCN under content-based/multimodal recommendation settings on a unified platform, MMRec [57].
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