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Abstract: In the stateful data plane, the switch can record the state and forward packets based on the local state. This approach makes it possible to integrate complex network applications into the data plane, thus reducing the amount of communication required between the switch and the controller. However, due to the time it takes to look up the state for packets, packet-forwarding latency has increased. With increased network traffic, a large number of states may be recorded in the switch, and the problem of increased packet-forwarding latency caused by the lookup state becomes more serious. In this paper, we propose the multi-scope state area (MSSA) for recording state inside the switch, which can achieve a fixed-time state lookup in a large-scale state. MSSA divides the state sharing scope by associating with the switch’s multiple match–action tables, and the shared scope is used to determine the state area for recording state. When processing a packet, the state required will only be in a limited number of states that are recorded in a few state areas. We implemented a prototype pipeline that supports MSSA based on Intel’s DPDK framework and investigated the effect of state type, number, location, and comparison method on state search/insertion time. The results show that the cost of MSSA search state is constant, regardless of the number of states, and MSSA has a high space utilization rate.
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1. Introduction

Software-defined networking (SDN) decouples the network’s control plane and data plane, bringing unprecedented programmability to the network and encouraging the development of network algorithms. Many network algorithms (such as congestion control [1–4], scheduling [5], measurement [6–8], active queue management [9–13], security [14], and load balancing [15–18]) require the creation and modification of algorithm-defined states during packet traversal through the switch in order to respond to network emergencies [19]. However, in a traditional SDN, a centralized controller manages network states, while the stateless data plane is only responsible for packet forwarding and lacks state-processing capability. As a result, the states of these network algorithms can only be recorded in the control plane and processed by the controller [20]. The remote-control delay and communication overhead between the switch and the controller do not just reduce the response speed of network applications; they also increase the controller’s burden and impact the controller’s decision-making quality [21].

A lot of work has been proposed to maintain states in the data plane to enhance the response time of network applications and reduce the controller’s burden [22,23]. Open-State [24], the early stateful data-plane proposal, proposed the use of an extended finite state machine (XFSM) to improve the data-plane programmability, and the XFSM function was supported in the follow-up work, Open Packet Processor [25]. FAST (Flow-level State Transition) [26] uses state machine filter tables to isolate the states of different applications and speed up state search, while SDPA (Stateful Data Plane Architecture) [27] uses Forwarding Processors (FP). FlowBlaze [28] introduces an extended finite state machine (EFSM) [29]...
to maintain flow states and global states inside the switch, enhancing state-programming capabilities. The widely used network programming scheme P4 [30] supports the use of metadata to store a temporary state between flow tables and global registers for the persistent recording state.

Although processing the state in the data plane improves network programmability, the time overhead added by looking up the state when processing packets may seriously harm switch’s performance, which is exacerbated when there are a large number of states inside the switch [31]. Even though a data structure such as a cuckoo hash table [32] can guarantee constant lookup time, it may require a non-constant insertion time [28]. Slow insertion will also have a negative impact on the switch’s throughput. For example, when performing 60 updates per second, the OpenFlow switch’s throughput will be reduced by two times [33]. Furthermore, the network device’s storage space is limited, and ensuring the state search speed may necessitate sacrificing the device’s storage space. In a load-balancing application, for example, tens of millions of connections are tracked at the same time, and storing the states of 10 million connections in a match–action table requires hundreds of MB of SRAM, whereas the available SRAM in the latest generation of switches is only 50–100 MB [17].

In this paper, to ensure constant-time state search and insertion, as well as to optimize storage space utilization, we propose a state storage structure named multi-scope state area (MSSA) and a corresponding state search algorithm. By using MSSA, it is possible to achieve the following: (1) constant-time state search and state insertion; (2) effective use of state storage space and timely recovery of useless space. More precisely, the multi-scope state area is a hierarchical tree structure for storing states that is connected to the switch’s multilevel match–action table structure. MSSA can limit the state search scope and possible insertion position in packet forwarding by utilizing the inherent operation of the match–action table. Therefore, constant-time state search and insertion are possible due to the limited size of the state area and the number of states stored in it. Because MSSA is associated with the match–action table structure, the state area can be allocated or released by following the addition and deletion of table/entries, the useless state area can be released in time, and the state storage space can be fully reused.

In summary, we make the following contributions:

1. We propose the multi-scope state area (MSSA) that stores state in a hierarchical tree structure. MSSA is associated with the switch’s multilevel match–action table structure to split the scope of state sharing packets and reuse state storage space in time. Based on the scope of state sharing, we categorize the state into four types, namely global state, table state, flow state, and packet state, and stores them in different state areas.

2. In the MSSA, we also propose the state search and state programming methods. The state search method, according to the state-sharing scope, reduces the state required in packet processing to a limited range, enabling constant-time state search. State programming is accomplished by reusing the switch’s existing functions (match–action table and instructions), thus reducing expansion costs and improving compatibility.

3. We built a packet forwarding pipeline that supports MSSA. Moreover, in the MSSA’s state search/insertion time, we evaluated two state-comparison methods and state store-space utilization.

The rest of the paper is organized as follows. In Section 2, we introduce the match–action model, which is the most widely used packet processing model in data-plane forwarding devices. Then, we introduce the MSSA’s structure, as well as the state search and state programming methods that fall under this structure. In Section 4, we depict the implementation of the packet forwarding pipeline that supports MSSA, as well as the results of the state search/insertion time, two state-comparison methods, and MSSA space utilization. In Section 5, we introduce related work, and we conclude in Section 6.
2. Match–Action Model

The match–action model is the most widely used model for data-plane programmable devices to process packets. This is primarily due to its abstraction of “flow”, that is, the set of traffic defined by the wildcard rule on the packet’s header field. Additionally, the flow abstraction makes it possible for the programmer to effectively implement L2/L3 forwarding, firewall, and QoS logic familiar to the processing logic in the traditional data-plane device [34]. The match–action model is widely used in data-plane programming languages (OpenFlow1.1+ [35], P4 [30]), reconfigurable ASICs (RMT [36]), software switches (OVS [37], Eswitch [38]), and programmable core data paths (eBPF/XDP [39]) (FastClick [40], BESS [41], NetBricks [42]).

To describe the packet processing logic, the match–action model uses a series of tables containing user-defined two-tuples (rules–actions) [43]. As shown in Figure 1, the switch’s pipeline processes packets through one or more match–action tables (MAT). The pipeline always starts with the first MAT to match packets. Table entries include packet match fields and packet processing actions. A packet is processed if an entry in the MAT matches it, and the action in that entry can direct the packet to another MAT to continue matching. If not, the packet is processed by the table’s default entry. Normally, the default entry will either send the packet to the controller or discard it.

![Figure 1. Pipeline process packets. (a) The packet matches the match–action table in the Pipeline. (b) Match–action table processing packet.](image)

Extract the matching field to match the MAT and get the highest priority matching entry, where the matching field can come from the packet’s ingress port, packet header fields, or metadata. (2) The action in the matching table entry may modify the packet or metadata. (3) The action in the matching table entry will send the packet to other flow tables, forward the packet to the port, or discard the packet [35]. As can be seen, the match–action model focuses on packet field processing and lacks state processing capabilities. Even though metadata can be used to store user-defined states, the data in metadata are
only available for a limited time. As soon as the packet leaves the pipeline, the state data are lost [44].

To understand the difficulty of processing state on the data plane, we first introduce the concept of state [22]. The network defines state as the data that should be stored in the network device to process future packets. For example, a stateful firewall tracks the connection state and decides whether to allow or reject a packet based on that state. Reference [23] summarizes the three key features of the stateful data plane: (1) the state can be saved in the data plane, (2) the data plane can update its own saved state, and (3) the data plane is programmable.

It is not easy to satisfy all three characteristics on the data plane while also acting as the state to help the switch process future packets. The problem is as follows:

1. The state storage structure affects storage space utilization and search speed.

As previously stated, using the match–action table to record the states of tens of millions of connections requires far more space than the switch’s SRAM can provide. Using the match–action table to record states is a bit wasteful. As shown in Table 1, the table must record the state, as well as the matching key used to get it. These keys may already exist in other tables, and storing them multiple times wastes space. Furthermore, all states are stored in a single table, likely to result in state explosion and a slow search speed [31].

Table 1. Record states in the match–action table.

| Flow Key       | State    |
|----------------|----------|
| IPsrc = . . . . . | OPEN    |
| IPsrc = 1.2.3.4  | STAGE-1  |
| IPsrc = 5.6.7.8  | STAGE-2  |
| IPsrc = no match | DEFAULT |

2. Multi-flow state sharing.

We now know that the state helps the switch in packet processing. If the state-recording packet and the state-using packet do not belong to the same flow, that is, if a state is shared by two or more flows, storing this state in a single table becomes difficult, because these flows may not have the same field value as the key used to identify the state.

OpenState [24] proposes lookup and update scope methods, that is, a state is associated with two fields, and the two flows can find the state through different fields. This method fails when there are more than two flows sharing the state and it is not scalable. Global registers were introduced by OPP [25] and Flowblaze [28] to solve multi-flow state sharing issues. The recorded state is obtained by different flows via the register’s name, while, in large-scale scenarios, the limited number of global registers and storage space makes this inefficient.

3. State programming.

The match–action model has matured with the development of SDN and is now widely used in data-plane programming languages and devices. As a new direction, the stateful data plane is still being developed. Adding dedicated modules for state programming or designing new state programming languages face enormous implementation and compatibility challenges.

In summary, this paper proposes a multi-scope state area structure to meet the needs of storage, update, and programmability of the state on the data plane, as well as a way to improve state space utilization while reducing state search time overhead.
3. Multi-Scope State Area (MSSA)

3.1. MSSA Structure

MSSA is a state-storage hierarchical tree structure. The MSSA structure has four layers, as shown in Figure 2, namely the global state area, the table state area, the flow state area, and the packet state area, where the state area is a sub-unit that records the state. In order to classify state areas, each state is assigned a specific sharing scope, and all of the states in the same state area have the same sharing scope.

The state-sharing scope refers to the set of packets that are allowed to share the same state in a switch. We divided four packet scopes in the switch by using the multilevel match–action table: all packets in the switch, packets entering the same match–action table, packets matching the same entry, and a single packet. The state is divided into four types based on these four packet scopes.

**Global state (gs).** Packets entering different tables share it. As shown in Figure 3a, the global state, $S_0$, is shared by packets entering the $T_0$ or $T_2$ tables.

**Table state (ts).** Packets entering the same table share it. As shown in Figure 3b, the states $S_1$, $S_2$, and $S_5$ are shared by all packets entering the $T_0$ table, they are $T_0$’s table state. Similarly, $T_1$’s table state is $S_3$, $S_4$.

**Flow state (fs).** Packets matching the same entry share it. As shown in Figure 3c, $S_5$ is only used by packets matching entry $R_0$, so $S_5$ is further divided into entry $R_0$ flow state. Similarly, $S_2$ is the flow state of the $R_2$ entry.
Packet state (ps). Shared by a single packet. As illustrated in Figure 3d, the state $S_6$ is only shared by the packet $P$, which is used to transfer information between different flow tables.

The global state, table state, and flow state are all saved in their respective areas (global state area, table state area, and flow state area), as is the packet state in the packet state area. Although there are only four types of states, there are more than four state areas. Consider the table state in Figure 3b. $S_1$ and $S_3$ are both table states, but $S_1$ is shared by packets entering table $T_0$ and $S_3$ is shared by packets entering table $T_1$. Their sharing scopes differ, and they must be placed in different state areas.

As shown in Figure 4, we associate MSSA with the switch’s multilevel match–action tables to clearly define the state’s shared scope. In the switch, each table has a table state field, each table entry has a flow state area, and each packet has a packet state area. The switch maintains one global state area. Then, at time $T$, the total number of state areas in the switch is shown in Equation (1).

$$sa_T = 1 + t + \sum_{i=0}^{t} f_i + \sum_{i=0}^{p} P_i$$

(1)

![Figure 4. MSSA associate with the multilevel match–action tables.](image)

In detail, at time $T$, 1 represents the number of global state areas, $t$ represents the number of tables in the switch, $\sum_{i=0}^{t} f_i$ represents the total number of entries in the switch, and $\sum_{i=0}^{p} P_i$ represents the total number of packets received by each switch port.

State access will be restricted after dividing it by sharing scope. The state cannot be accessed when the packet is not within its shared scope. As shown in Figure 3c, the state $S_2$ is only accessible when the packet matches the entry $R_2$. Similarly, the state in the $T_0$ table state area can only be accessed by packets entering the $T_0$ table, the state in the packet state area can only be accessed by its associated packet, and the state in the global state area can be accessed by all packets entering the switch.

The following are the advantages of using MSSA:

1. Fine-grained division states.

   The state is fine-grained divided into state areas based on shared packet scope. If a state is only used by one flow, it can be stored in the flow state area associated with the matching flow entry. Moreover the number of states in a flow state area is significantly less than the total number of states in the switch, and this makes sense. Even for stateful applications that require the storage of multi-flow sharing states (such as MAC learning and stateful firewalls), a majority of shared-state flows are bidirectional. Two-way flow will enter the same table, allowing the shared state to be recorded in the table state area.
MSSA can fine-grainedly divide a large number of switch states into various tables, entries, and packet state areas. The state-sharing scope limitation can narrow the search range and avoid the long search or insertion times that occur when the state is stored in the one big table. The state’s storage location is close to the use state’s packet, allowing for faster state querying.

(2) Any kind of state sharing.

MSSA is able to meet any state sharing needs, despite the sharing scope’s restrictions on state access in the state area. The state shared by packets from different flows can be placed in the nearest common parent node of the packet state area in MSSA’s tree structure.

At time $t$, packet $a$ matches Table 1 entry $1$, packets $b$ and $c$ match Table 1 entry $i$, and packet $d$ matches table $t$ entry $j$, as shown in Figure 5. Because both $c$ and $d$ will match Table 1 entry $i$, the shared state of them must be placed in the Table 1 entry $i$’s flow state area. Meanwhile, packets $a$ and $d$ enter different tables, so the state shared by both of them need to be placed in the global state area.

![Figure 5. MSSA satisfies any kind of state sharing. At time $t$, the state shared by packets $a$ and $d$ is recorded in the global state area, and the state shared by packets $b$ and $c$ is recorded in the Table 1 entry $i$’s flow state area.](image)

Although the sharing scope limits state access, the packet in the switch can share the state with any other packet. In the worst-case scenario, the state is recorded in the global state area. While a large number of table state areas and flow state areas can relieve the pressure on the global state area.

(3) Rapid state space recovery and reuse

It is difficult to determine whether a state shared by multiple flows can be deleted, even if some of the flows have left the switch. Because the state recorded on the data plane is not backed up, an accidental deletion of the state will not only affect the logic of the network application, but it will also be irreversible. As a result, using a table to record the status and setting a timeout period for the states is risky.

MSSA is linked to the match–action table, and the state area with a shared scope can specify the state’s deletion time. When an entry is deleted, the state in the flow state area associated with the entry can be deleted as well. Because the flow-state area’s state is only shared by packets that match the entry. There will be no more packets matching the entry after the entry is deleted, so the related state can be safely deleted. Similarly, the state in the table’s associated state area can be deleted after the table is deleted. Therefore, MSSA not only allows for fine-grained state division and narrows the scope of state search, but it also allows for the safe and timely deletion of states, freeing up storage space for the continued storage of new states.

In summary, Table 2 summarizes the four types of states’ sharing scope, life cycle, and amount.
Table 2. Four types of states’ sharing scope, life cycle, and quantity in the switch.

| Type          | Sharing Scope                  | Life Cycle | Amount         |
|---------------|--------------------------------|------------|----------------|
| Global state  | all packets in the switch      | = Switch   | 1              |
| Table state   | packets entering the table     | = Table    | Number of tables |
| Flow state    | packets matching the entry     | = Entry    | Number of entries |
| Packet state  | a single packet                | = Packet   | Number of packets |

3.2. State Lookup

Although the switch has $1 + t + \sum_{i=0}^{t} f_i + \sum_{j=0}^{p} P_j$ state areas at time $T$, the packet processing state can only be in four state areas at most. Because the number of states that can be stored in each state area is limited, constant-time state lookup is possible. By the shared scope of the state, there can be only four state areas needed in packet processing. When a packet matches an entry, it can only access the following state areas: the packet’s packet state area, the matching entry’s flow state area, the entering table’s table state area, and the global state area (as shown in Figure 6). The state required by the packet will then be limited to these four states. Obviously, the limited state areas can only be determined after the packet matches the entry. As stated in Section 2, the switch processes packets by using a match–action table. Moreover, matching the packet to an entry is a switch-inherent process.

**Figure 6.** Four state areas that can be accessed when the packet, $P$, matches the entry $R1$ in the table $T0$.

Assume that each state area has a maximum storage capacity of $M$ states. If there are no restrictions on the state sharing scope, even if the state is divided into multiple state areas, in order to obtain a state, we must first locate the state area, and then obtain the state. The time complexity of locating the state area in this case is shown in Equation (2).

$$O(1 + t + \sum_{i=0}^{t} f_i + \sum_{j=0}^{p} P_j)$$  \hspace{1cm} (2)

However, due to the state sharing scope limitation, the state required by the packet can only be in four state areas, so the time complexity of looking up the state area is $O(1)$, which is a constant. There are at least $M$ states in the state area, and even if linear search is used, one of the states can be obtained in constant time. As a result, using MSSA, a state can be found in real time.

When processing a packet, Algorithm 1 describes the process of looking up the state. The state is identified by type and name, where type denotes the type of state (packet state, flow state, table state, and global state), and name uniquely identifies the state within the state area. When the packet enters the switch, the global state area, $gsa$, and the packet state area, $psa$, can be determined. When the packet matches an entry, the table’s state area, $tsa$,
and the matching entry’s flow state area, $f_{sa}$, can be determined. As a result, in the state lookup, first get the state area based on the type of state (lines 1, 3, 5, and 7) and then look up the state value based on the state name (lines 2, 4, 6, and 8).

**Algorithm 1.** Look up the state

| Input: state $s = \{\text{type}, \text{name}\}$, global state areas $g_{sa}$, packet enters table’s state area $t_{sa}$, packet matches entry’s flow state area $f_{sa}$, packet state area $p_{sa}$ |
| Output: state value |

1. If $s$.type == packet state:
   2. Find the state value according to $s$.name in $p_{sa}$
3. If $s$.type == flow state:
   4. Find the state value according to $s$.name in $f_{sa}$
5. If $s$.type == table state:
   6. Find the state value according to $s$.name in $t_{sa}$
7. If $s$.type == global state:
   8. Find the state value according to $s$.name in $g_{sa}$
9. Return state value

In summary, MSSA restricts the scope of state sharing; the states that packets can find or store in packet processing are limited to four state areas. Therefore, constant-time state search and insertion can be realized when the number of states stored in each state area is limited.

### 3.3. State Programming

The ability of a switch to expose packet processing logic and allow the control plane to systematically, quickly, and completely reconfigure it is referred to as programmability. Unlike traditional fixed-function network devices, which allow only a limited number of forwarding strategies to be changed (for example, adding static IP routes or changing ACLs), the programmable switch offers a forwarding table that matches any header field and atomic actions for packet processing [43]. In the data plane, state programming is based on such ability. Moreover, the programmable switch can save the state, update the state, and change the packet processing decision based on the local state [23].

MSSA does not require the addition of new types of tables or actions, instead relying on the programmable switch’s existing functions (match–action tables, arithmetic and logic operations, comparison jumps instructions, etc. [36]) to support state programming. We use the method proposed in the article [45] for supporting multiple types of data processing on the data plane, using $\{\text{type}, \text{offset}, \text{length}\}$ to represent packet fields and different types of states. The data type is indicated by the type. We used five data types in this paper: packet, packet state, flow state, table state, and global state; offset indicates the offset of the data relative to the starting position. For example, the offset of the packet field is relative to the offset of the header’s starting position, and the offset of the state is relative to the offset of the state area in which it is located. Moreover, length indicates the length of the data. By reusing the match–action table and instructions in the switch, state storage, update, and state-based packet processing can be realized.

#### 3.3.1. State Storage and Update

However, even though the “type, offset, length” representing the state does not specify the state area, the type can be used to determine the state area, because, after matching the entry, the packet can access up to four state areas, each of which is of a different type. Moreover, offset and length can also be used to determine the state’s position within the state area. Once the location of the state has been determined, the switch’s assignment instructions can be reused to store or update the state in a specific location.

It is worth noting that when the state is a matching field, it can only be in one of three state areas, as shown in Figure 7. Because the packet has not yet matched an entry, we cannot get the state of the matching entry’s flow state area in advance. As a result, the state can only be in the global state, table state, or packet state areas when used as a matching
field. When the state is used as an instruction parameter, it can be in one of four states because the packet has already matched the entry.

Figure 7. After the packet matches the entry, the state will only be in the three state areas if it is a matching field, and the state will only be in the four state areas if it is an instruction parameter.

This method necessitates network applications that manually plan the state area’s space. Although it is unfriendly to programmers, each state area can only store a limited number of states. Directly specifying the location can reduce the time overhead of finding the state within the state area even further. In the future, we will improve the friendliness of programmers and shield the low-level details of state locations by using network programming languages.

3.3.2. State-Based Packet Processing

Realizing state-based packet processing necessitates the following steps: get state, compare state value, choose packet processing decision based on comparison result, and update state. According to the preceding content, the state can be obtained by using \{type, offset, length\}, indicating the position of the state, and the state can be stored or updated by the switch’s assignment instruction. Furthermore, there are two ways to compare the state value: (1) use the state as a matching field and (2) compare the state value by using the compare jump instruction.

The match–action table, as shown in Figure 8a, contains two matching fields: the packet destination IPv4 address and the global state $s_1$. When the state $s_1$ is 1, perform the operation of updating $s_1$ to 2 and forwarding the packet from port 0; when the state $s_1$ is 2, perform the operation of updating $s_1$ to 3 and forwarding the packet from port 1. This method implements state programming with simple logic and stable performance, but it takes up too much entry space when the number of states to be compared is large.

Figure 8. Implement state transitions through match–action table. (a) Compare state with matching field; (b) Compare state with instructions.
Figure 8b performs the same function as Figure 8a’s match–action table. Figure 8b, on the other hand, compares the state by using the compare jump instruction. The table’s matching field only contains the packet’s destination IPv4 address, and the entry compares the state and branches based on the state value. This method avoids taking up extra entry space due to state comparison. However, there is a limit to the number of executable instructions in the switch’s pipeline. Exercising too many instructions will result in an increase in time overhead. We compared and tested the two state comparison methods in terms of space occupied and impact on forwarding performance in our experiment.

4. Implementation and Evaluation

4.1. Implementation

To focus on verifying the constant-time state search under the MSSA structure proposed in this article, we independently implement the packet forwarding pipeline used to verify the method in this paper, as shown in Figure 9. The pipeline implements the match–action table function by using the EM table lookup algorithm in the librte_table library provided by DPDK, and expands the table and entry structure to associate the corresponding table state area and flow state area. When the pipeline creates the table, the table state area and the flow state area are reserved according to the declaration. Furthermore, the pipeline uses the headroom in the DPDK’s packet structure Mbuf as the packet state area. When Pipeline is first started, it creates a global state.

Figure 9. Pipeline architecture based on the DPDK framework that uses MSSA to record state.

Before processing the packet, the pipeline will obtain five addresses: packet header’s base address, packet state area’s base address, flow state area’s base address of the packet matching entry, table state area’s base address of the packet entering table, and the global state area’s base address. These are useful for obtaining the packet field or state based on \{type, offset, length\} later on.

Each type of state area is configured with a fixed size in the pipeline implementation. The greater the scope of packets shared by the state area, the more states that could be stored. As a result, we allocated 1 M bytes to the global state area, 1 K bytes to the table state area, 16 bytes to the entry state area, and 8 bytes to the packet state area.

To process packets and state, the pipeline employs a set of atomic actions (Table 3). Arithmetic logic actions (and, or, not, assignment, etc.), forwarding actions (jump table, output, and flooding), and branch actions are all included (jump and compare jump).
Table 3. Pipeline actions.

| Category      | Actions                          |
|---------------|----------------------------------|
| Arithmetic    | add, sub, srl, sll, and, or, xor, nor, not, set, insert, del, calculate_checksum |
| Forwarding    | goto_table, output, flood        |
| Branch        | jump, compare_jump               |

4.2. Evaluation

We tested the performance of the MSSA proposed in this paper in two directions: the time it takes to find/insert the state and the amount of space consumed by the storage state. Table 4 shows the experimental platform that was used to run the Pipeline in the experiment. To generate test packets, the experiment employs the Sprient Testcenter C50.

Table 4. System-under-test data sheet.

| CPU            | Intel Xeon CPU E7-4809 v4 @2.10 GHz |
|----------------|-------------------------------------|
| Caches         | 32 k L1 i and L1 d, 256 KB L2, 20 MB L3 |
| Memory         | 128 G DDR3 @ 1333 MHz, 4-channels    |
| NIC            | Intel XL710, PCI Express 3.0/x8, 4*10 Gb |
|                | Intel I350, PCI Express 3.0/x8, 4*1 Gb |
| DPDK           | v19.11                              |

4.2.1. State Search and Insertion Time

We proposed that MSSA be used to store the state and that the state be expressed with type, offset, and length. This experiment investigates the effects of state number, type, offset, and length on state search/insert time.

(1) Number of states

The purpose of this experiment is to see how the number of states stored in the switch affects state search and insertion time. The global state area in the experiment stored 10, 100, 1000, 10,000, 100,000, and 1,000,000 states, each with a length of 1 byte. In the experiment, packet matching entries used the following actions: (1) OUTPUT(s), where the OUTPUT action must find the state \( s = \{gs, 0, 8\} \) and forward the packet based on the state value; and (2) SET(s, 1), OUTPUT(0), where the SET action inserts a state \( s = \{gs, 0, 8\} \) and the OUTPUT action forwards the packet to port 0.

The experimental results show that, regardless of the number of stored states, the forwarding latency of a packet is 13.78 us when searching or inserting a state during the packet processing, indicating that the number of stored states has no effect on the state search/insertion time. Because the \{type, offset, length\} that represent the state are relative to the state’s pointer. Obviously, the number of states stored in the switch has no effect on the time it takes the pointer to read and write data. Because all states are stored in the global state area in this experiment, they are all global states. In Experiment (2), we examined the effect of state type on the time required to search for/insert a state.

(2) Type of state

In this experiment, we used Sprient Testcenter C50 to generate 10 Gbps, 64 bytes, and 5 different IPv4 destination flows, each matching 5 entries. All of these entries use the SET (s, 0), OUTPUT (s) action processing packet. The offset (0) and length (8 bits) of state s are the same in different entries, but the types are different, namely packet header field, packet state, flow state, table state, and global state.

Figure 10 depicts the experimental results. The type of state has no effect on the time it takes to search for or insert a state, and the time it takes to search for or insert a state is constant. The reason for this is that, prior to executing the action processing packet, the base
address of all types of state areas and the packet header were obtained. The subsequent selection of the base address based on the type, as well as the process of searching/inserting the state based on offset and length, have nothing to do with the type.

Figure 10. Time required to search for and insert various types of states into MSSA.

As a result, no matter what type of state has been stored, searched for, and inserted in Experiment (1), it has no effect on the state’s search/insertion time.

(3) Offset of state

Use [type, offset, length] to represent the state, which explains the state’s position indirectly. The benefit of this method is that the number and type of existing states have no effect on the time it takes to search for and insert states. The offset and length of the state, on the other hand, may affect the search/insertion time.

The effect of offset on state search/insertion time was investigated in this experiment. The time required to find/insert the global state with an offset of 0–8 bits and a length of 8 bits was repeated 1,000,000 times in the experiment. The time required to search the state is depicted in Figure 11a. The state search speed is the fastest when the offset bytes are aligned (offset is a multiple of 8). In the worst-case scenario for non-aligned offsets, the state lookup time increases by 5.3 ms for 1,000,000 times, with an average time of about 5.3 ns. The time required for the inserted state is depicted in Figure 11b. Similarly, the update speed is fastest when the offset bytes are aligned. For non-aligned offsets, the time for 1,000,000 state updates increases by 6.3 ms in the worst case, and the average time is about 6.3 ns.

Figure 11. Time required to search/insert the global state with different offsets and the 8 bits length 1,000,000 times. (a) Search state. (b) Insert state.
The offset’s position has an effect on the state’s search/insert time. This effect can be avoided by using a hash table to organize the data in the state area at the expense of space. However, according to this article, the search time (5.3 ns) and insertion time (6.3 ns) of the state added by the misaligned offset are very short in comparison to the 13.78 us packet forwarding delay in Experiment (1). Furthermore, the programmer can actively select the alignment offset to avoid this issue.

(4) Length of state

The duration of this experiment examines the impact of state search/insertion time. The time required to repeatedly search/insert global variables with offset 0 bits and length 1–64 bits is tested 1,000,000 times in the experiment. The time required to find the state is depicted in Figure 12a. The length of the state can be seen to be aligned with the byte less time. The time required to update the state is depicted in Figure 12b. The longer the length, the longer the time. Similarly, the time required for byte alignment is modest. For example, the time required to update a state with a length of 64 bits is less than that required to update a state with a length of 63 bits, and even less than that required to update a state with a length of 48 bits. This is due to the fact that the bit width of the CPU we use is 64 bits.

![Figure 12](image_url)

Figure 12. Time required to search or update the global state 1,000,000 times with an offset of 8 bits and different lengths. (a) Search state. (b) Insert state.

Although the length of the state affects its search/insertion time, the programmer can avoid the time overhead caused by the unaligned length for the platform characteristics.

4.2.2. State Search and Insertion Time

In Section 3.3.2 we discussed two methods for comparing states: (1) compare state with match fields, as illustrated by the global state \{gs, 0, 8\} in Figure 13a; and (2) compare state with actions, as shown in Figure 13b, by comparing the values of global state \{gs, 0, 8\} with actions that represent if logic.

In this experiment, we compared the performance of two methods with varying numbers of states. At the start of the experiment, set the global state \{gs, 0, 8\} to 0. When a new state value is entered by using the first method, an entry is added to the table shown in Figure 13a. Adding a new comparison state to the second method will add a set of actions before the action in Figure 13b “IF \{gs, 0, 8\} == 0”. In the experiment, a 10 Gbit, 64-byte IPv4 packet with the destination 10.0.0.1 was sent to the pipeline.

The performance of using the action comparison state improves when the number of comparison states is less than 12, as shown in Figure 14. However, as the number of comparison states grows, so does the number of executed actions, resulting in a decrease in performance. The state’s performance as a match field is consistent, which is related to the experiment’s hash-based table lookup algorithm (DPDK/librte_table/EM). Aside from performance, the two methods take up different amounts of space. When the state is
a match field, every time a comparison value is added, an entry (526 bytes) is added. When using actions, each additional set of comparison forwarding actions takes up only 32 bytes of space.

| Match (dst_ip) | Match (gs, 0, 8) | Action     |
|---------------|------------------|------------|
| 10.0.0.1      | 0                | OUTPUT (0) |
| 10.0.0.1      | 1                | OUTPUT (1) |
| 10.0.0.1      | 2                | OUTPUT (2) |
|               |                  | ...        |

Figure 13. Two state-comparison methods. (a) Compare state with match fields. (b) Compare state with actions.

| Match (dst_ip) | Action             |
|---------------|--------------------|
| 10.0.0.1      | IF (gs, 0, 8) == 1: |
|               | OUTPUT (1)         |
|               | IF (gs, 0, 8) == 2: |
|               | OUTPUT (2)         |
|               | IF (gs, 0, 8) == 0: |
|               | OUTPUT (0)         |
|               | ...                |

Figure 14. Performance comparison using match fields or actions to compare states.

If the number of comparison states is small, or several commonly used states can be predicted, then, using the action to compare the state, bring the majority of the hit values to the front to improve performance and save space. On the other hand, using the state as a match field can ensure consistent performance.

4.2.3. State Search and Insertion Time

This experiment compares the amount of space required by MSSA and a table (cuckoo hash [46]) to store 10,000 8-byte flow states. MSSA has a 1024-bytes global state area; 64 flow tables, each with a 64 bytes table state area; and a dynamic packet state area that takes up very little space in the experiment. The experiment looked at two different sizes of flow-state areas: 8 and 64 bytes.

The experimental results are depicted in Figure 15. The blue line’s MSSA has an 8-byte flow state area, while the black line’s MSSA-2 has a 64-byte flow state area.

To sum up, we note the following:

1. There is a fixed space overhead in MSSA. Even if no states are needed to be recorded, the global state area, the table state area, and the flow state area all take up space, and there is some space waste if only a few states are recorded.
2. MSSA consumes space linearly, with each additional flow increasing the flow state area space. This results in a lot of wasted space because not all flows need to keep states. It is possible to solve this issue by adding configuration to the southbound interface, specifying the size of each table’s table state area and flow state area.
(3) When the flow state area size is 8 bytes, MSSA storing more than 1000 flow states takes up much less space than the hash table. When the flow-state area size is 64 bytes, the MSSA takes up almost the same amount of space as the hash table. The 64 bytes of available space far exceeds the needs of most stateful applications for storing some count values or signs. Furthermore, because MSSA does not require extra space to avoid conflicts, it can use all of the available space to record the state, resulting in a higher space utilization rate than the hash table.

Figure 15. Compare the space consumption of using MSSA and hash table to record state.

5. Related Work

We reviewed previous studies on the expansion of switch state capabilities. OpenState [24] is an early proposed stateful data plane that extends the OpenFlow abstraction with the EFSM abstraction (Extended Finite State Machine). OpenState records the flow state in the state table, and the state machine is implemented by using the XFSM table. To get the state, the packet can use header fields to look up the state table. It obtains the forwarding operation after traversing the XFSM table and updates the state table with the header fields to the new state. OpenState handles the state by extending the state table and the EFSM table, and obtaining the state requires a lookup. This paper proposes a method for storing states by linking the match–action table and MSSA, and then making use of the switch’s already-existing action processing state. On the one hand, it avoids the complexity introduced by the addition of new types of tables, while also avoiding the time overhead introduced by looking up the state.

FAST [26] includes a state machine similar to OpenState, but it reduces the size of the state table to avoid state explosion. The state machine is implemented in FAST by using four tables: the state machine filter, the state table, the state transition table, and the action table. FAST supports multiple state tables to improve state scalability. SDPA [27] created a co-processing unit called the FP (Forwarding Processor) to manage the switch’s state. FP contains three tables: the state table, the state transition table, and the action table. SDPA supports multi-state applications by allowing multiple FPs in the switch. However, the first packet of the flow should be sent to the controller to determine which FP it enters. FAST and SDPA classify states into different state tables based on the application to which they belong. However, the state shared by multiple applications will be recorded in multiple tables, creating a redundancy issue. The redundant state also makes updating the state more difficult. Moreover, for applications that use state on a large scale, this application’s state table still has the risk of state explosion. The method in this paper uses the state sharing scope to classify states into four types: global state, table state, flow state, and packet state, and then divides them into $1 + i + \sum_{i=0}^{f_i} f_i \sum_{i=0}^{P_i} P_i$ fine-grained state areas. It meets all of the switch’s possible state-sharing requirements and significantly reduces the number of states that can be stored in a single state area.

FlowBlaze [28] improves state capabilities. One of the limitations of flow state is that it cannot be shared between different flows. FlowBlaze recommends using global registers to record the global state shared by multiple flows. The flow context table is used...
by FlowBlaze to store the flow state, and the EFSM table is used to implement the state machine. Banzai [19] and P4 [30] both support recording global status via registers, but neither supports recording flow states. Although global registers can be used to share state between any flows, the number of registers is limited and therefore unsuitable for large-scale state storage application scenarios. Furthermore, recording all flows sharing states in the global space will increase the global space’s management difficulty.

In general, the processing state on the data plane has drawn a lot of research attention, but existing solutions still have some issues: (1) store state by extending new tables—the state search time cannot be guaranteed, and slow insertion in the large-scale table will have a significant impact on the switch’s throughput; (2) divide the state according to the using state application—the granularity of division is insufficient to effectively avoid the problem of state explosion that may exist in a single state table; and (3) use limited global registers to store shared state between flows. It is unsuitable for large-scale state use scenarios and lacks scalability, making state management more difficult.

The state storage-structure MSSA proposed in this paper can address the aforementioned issues. In detail, it can (1) utilize the state-sharing scope to granularly divide the state into multiple state areas in order to avoid storing an excessive number of states in a single state area. (2) MSSA constrains the available state of the packet by associating the match–action table to ensure constant-time state search and insertion. (3) To alleviate the storage of the global space pressure, the shared state between flows is further divided into the shared table state within the table and the global state shared between tables. In terms of state management in the state area and the problem of state naming that is more friendly to programmers, we will work on it in the future work.

6. Conclusions

This paper proposed a hierarchical multi-scope state area structure for recording states inside the switch. It solved the problem of increased forwarding delay caused by searching the state in packet processing without sacrificing storage space. MSSA divides the state into distinct state areas by associating with the switch’s multilevel match–action tables to determine the state-sharing scope. Using the inherent process of matching packets with tables in the switch, MSSA can achieve constant-time state search and insertion by limiting the position of the search/insertion state required in packet processing to an extremely narrow range. The MSSA associated with the multilevel match–action table can also track table and entry deletion in real time, freeing up state storage space and allowing storage reuse.

We implemented a packet forwarding pipeline with MSSA, using Intel’s DPDK framework. The experiment showed that the number of stored states and the type of the state have no effect on state search/insertion time. The experiment also looked at how state offset, length, and comparison mode affected state search/insertion time. We also compared MSSA and hash table storage space utilization (cuckoo hash). According to the findings, MSSA has higher space utilization when there are more states stored.

MSSA is not without flaws. MSSA requires network applications to specify the state’s location within the state area, which is inconvenient for programmers. In addition, when the number of states is small, there is a possibility of space waste. In theory, these issues can be avoided by pre-negotiating the configuration between the controller and the switch. We will devote ourselves to resolving these issues in the future.
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