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Abstract

We quantize the spin Calogero-Moser model in the $R$-matrix formalism. The quantum $R$-matrix of the model is dynamical. This $R$-matrix has already appeared in Gervais-Neveu’s quantization of Toda field theory and in Felder’s quantization of the Knizhnik-Zamolodchikov-Bernard equation.
1 Introduction

Integrable systems of $N$ particles on a line with pairwise interaction have recently attracted much attention. After the famous works of Calogero and Moser [1], many generalizations have been proposed. These include the relativistic generalization of Ruijsenaars [2], the spin generalization of the non-relativistic models [3, 4] and finally the spin generalization of the relativistic models [5]. They have many relations to harmonic analysis [6], algebraic geometry [7], topological field theory [8], conformal field theory [9, 10], string field theory [11].

In this paper we consider yet another aspect of these models, i.e. their embedding into the $R$-matrix formalism, both at the classical and quantum levels. In this respect the essentially new feature which emerges is that the $R$-matrix turns out to be a dynamical one. At the classical level, the $r$-matrix was computed for the usual Calogero-Moser models in [12]. It was computed in [13] for their spin generalization, while it was calculated first in the sine-Gordon soliton case [14] then in the general case [15] for the Ruijsenaars systems. We address here the issue of the quantum formulation of these models within an $R$-matrix framework. We are going to show that the quantum Yang-Baxter equation has to be generalized. At present this new equation stands at the crossroads of three seemingly distinct topics: quantization of Toda field theory, quantization of KZB equations, and quantization of Calogero-Moser-Ruijsenaars models.

In section 2 we explain the above connections at the classical level. The classical $r$-matrix of the Calogero-Moser model, the KZB connection for the WZW model on the torus and the $r$-matrix of the exchange algebra in Toda field theory all satisfy the same generalized Yang-Baxter equation. In section 3 we take advantage of these identifications to define the commutation relations obeyed by the quantum Lax operator of the Calogero-Moser model. In section 4 we use this quantum algebra to construct a set of commuting operators which are the quantum analogs of $\text{tr} L^n$ where $L$ is the Lax matrix of the system. Finally in section 5 we give examples of such operators built for specific representations of the quantum algebra.

One should stress again that our concern here was to embed the Calogero-Moser systems into the $R$-matrix formalism. Many other different approaches exist for these models. In particular the works [4, 10] are probably closely related to our results, but the precise connexions are yet to be clarified.

2 The generalized classical Yang-Baxter equation

2.1 The Calogero-Moser model and its classical $r$-matrix

The Calogero-Moser system is a system of $N$ particles on a line with positions $x_i$ and momenta $p_i$. The Hamiltonian is:

$$H = \frac{1}{2} \sum_{i=1}^{N} p_i^2 - \frac{1}{2} g^2 \sum_{i,j=1, i \neq j}^{N} V(x_{ij}), \quad x_{ij} = x_i - x_j$$

where the two-body potential $V(x)$ is the Weierstrass function $\wp(x)$ or its trigonometric limit $1/\sinh^2(x)$, or its rational limit $1/x^2$. The Poisson bracket is the canonical one:

$$\{p_i, x_j\} = \delta_{ij}.$$
Rather than considering the Calogero-Moser model in this standard version, it will be important to consider instead its spin generalization

\[ H = \frac{1}{2} \sum_{i=1}^{N} p_i^2 - \frac{1}{2} \sum_{i,j=1 \atop i \neq j}^{N} h_{ij} h_{ji} V(x_{ij}) \]  

(2)

where the Poisson bracket on the new dynamical variables \( h_{ij} \) is given by

\[ \{ h_{ij}, h_{kl} \} = \delta_{li} h_{kj} - \delta_{jk} h_{il}. \]

The above Poisson bracket is degenerated. We have to choose particular symplectic leaves which we parametrize as

\[ h_{ij} = \sum_{\alpha=1}^{l} b_{i}^{\alpha} a_{j}^{\alpha} \]

with

\[ \{ a_{i}^{\alpha}, b_{j}^{\beta} \} = -\delta_{\alpha\beta}\delta_{ij}. \]

Remark that \( \{ H, h_{ii} \} = 0 \) for all \( i \). The standard Calogero-Moser model is then obtained by a Hamiltonian reduction of the spin model for \( l = 1 \) under this symmetry. Indeed in this case we have \( h_{ij} = a_{i} b_{j} \); the reduced manifold is characterized by the value of the momentum \( h_{ii} = a_{i} b_{i} = g \) for all \( i \). Then \( h_{ij} h_{ji} = g^2 \) and we recover eq.(1).

The standard Calogero-Moser model is well known to be integrable. It has a Lax matrix depending on a spectral parameter \( \lambda \)

\[ L_{ij}(\lambda, x, p) = \delta_{ij} p_i + (1 - \delta_{ij}) \Phi(x_{ij}, \lambda) \]

with

\[ \Phi(x, \lambda) = \frac{\sigma(\lambda - x)}{\sigma(x)\sigma(\lambda)} \]

where \( \sigma \) is the Weierstrass \( \sigma \) function.

This yields conserved quantities \( I_n = \text{tr} L^n \). However Liouville integrability requires that these quantities be in involution. This is equivalent to the existence of an \( r \)-matrix (we use the standard notation \( L_1 = L \otimes \text{Id} \ldots \))

\[ \{ L_1, L_2 \} = [r_{12}, L_1] - [r_{21}, L_2]. \]  

(3)

This \( r \)-matrix was computed in and is given by

\[ r_{12}^{Cal}(\lambda, \mu, x) = -\sum_{i,j=1 \atop i \neq j}^{N} \Phi(x_{ij}, \lambda - \mu) e_{ij} \otimes e_{ji} + \zeta(\lambda - \mu) \sum_{i=1}^{N} e_{ii} \otimes e_{ii} \]

+ \[ \sum_{i,j=1 \atop i \neq j}^{N} \Phi(x_{ij}, \mu) e_{ii} \otimes e_{ij}. \]  

(4)

The important new feature of this model is that the \( r \)-matrix depends on the dynamical variables \( x_i \).

Occurrence of the last term in eq.(4) jeopardizes the eventual quantization of eq.(3). It is in this context that the consideration of the "spin" model will be advantageous. Defining

\[ L_{ij}(\lambda, x, p) = \delta_{ij} p_i + (1 - \delta_{ij}) h_{ij} \Phi(x_{ij}, \lambda) \]  

(5)
we find
\[ \{L_1, L_2\} = [r_{12}, L_1] - [r_{21}, L_2] + [\mathcal{D}, r_{12}] \] (6)
with
\[ r_{12}(\lambda, \mu, x) = -\sum_{i,j=1, i\neq j}^N \Phi(x_{ij}, \lambda - \mu)e_{ij} \otimes e_{ji} + \zeta(\lambda - \mu) \sum_{i=1}^N e_{ii} \otimes e_{ii} \] (7)
and
\[ \mathcal{D} = \sum_{i=1}^N h_{ii} \frac{\partial}{\partial x_i}. \] (8)

The last term \([\mathcal{D}, r_{12}]\) reflects the non-integrability of the non-reduced system. Since the matrix \(r\) only depends on the differences \(x_{ij} = x_i - x_j\), the last term takes the explicit form
\[ [\mathcal{D}, r_{12}(\lambda, \mu, x)] = \frac{1}{2} \sum_{i,j=1, i\neq j}^N (h_{ii} - h_{jj}) \frac{\partial}{\partial x_{ij}} r_{12}(\lambda, \mu, x). \]

Its contributions will eventually vanish on the reduced phase space \(h_{ii} = \text{constant}\). One can recover the \(r\)-matrix (1) from (7) using the reduction procedure [13].

**Proposition.** The \(r\)-matrix eq. (3) is antisymmetric: \(r_{12}(\lambda, \mu, x) = -r_{21}(\mu, \lambda, x)\) and satisfies the equation
\[ -\{L_1, r_{23}\} + \{L_2, r_{13}\} - \{L_3, r_{12}\} + [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = 0. \] (9)

In particular, this implies the Jacobi identity.

**Proof.** Denoting \(Z_{12} = [\mathcal{D}, r_{12}]\), the Jacobi identity reads
\[
0 = \{L_1, \{L_2, L_3\}\} + \{L_2, \{L_3, L_1\}\} + \{L_3, \{L_1, L_2\}\} \\
= [L_1, [r_{12}, r_{23}]] + [r_{12}, r_{13}] + [r_{23}, r_{13}] + \{L_2, r_{13}\} - \{L_3, r_{12}\} + \text{cycl. perm.} \\
+ [r_{23}, Z_{12}] + [r_{31}, Z_{23}] + [r_{12}, Z_{31}] - [r_{32}, Z_{13}] - [r_{13}, Z_{21}] - [r_{21}, Z_{32}] \\
+ \{L_1, Z_{23}\} + \{L_2, Z_{31}\} + \{L_3, Z_{12}\} \quad (10)
\]

Using the antisymmetry of \(r\), we find
\[
[r_{23}, Z_{12}] + [r_{31}, Z_{23}] + [r_{12}, Z_{31}] - [r_{32}, Z_{13}] - [r_{13}, Z_{21}] - [r_{21}, Z_{32}] \\
= -[\mathcal{D}, [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}]].
\]

Moreover, we have
\[
\{L_1, Z_{23}\} = \{L_1, [\mathcal{D}, r_{23}]\} = [\mathcal{D}, \{L_1, r_{23}\}] + [\{L_1, \mathcal{D}\}, r_{23}] \\
= [\mathcal{D}, \{L_1, r_{23}\}] - \sum_{i=1}^N [L_1, e_{ii}^{(1)}] \frac{\partial}{\partial x_i} r_{23} \\
= [\mathcal{D}, \{L_1, r_{23}\}] - [L_1, \{L_1, r_{23}\}]
\]
so that eq. (10) becomes
\[
0 = [L_1, [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] - \{L_1, r_{23}\} + \{L_2, r_{13}\} - \{L_3, r_{12}\}] + \text{cycl. perm.} \\
- [\mathcal{D}, [r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] - \{L_1, r_{23}\} + \{L_2, r_{13}\} - \{L_3, r_{12}\}].
\]
Hence the Jacobi identity is satisfied if eq. (9) holds, which is easily checked by a direct calculation.

From the facts that \( \{ L_1, r_{23} \} = \sum_{i=1}^{N} e_{ii}^{(1)} \otimes \partial_{x_i} r_{23} \) and \( r \) depends only on the differences \( x_i - x_j \), we can rewrite eq. (9) as

\[
[r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] - \sum_{\nu} h_{\nu} h_{\nu} \otimes \partial_{x_\nu} r_{23} + \sum_{\nu} h_{\nu}^{(2)} \otimes \partial_{x_\nu} r_{13} - \sum_{\nu} h_{\nu}^{(3)} \otimes \partial_{x_\nu} r_{12} = 0
\]

(11)

where \( \{ h_\nu \} \) is an orthonormal basis of the Cartan subalgebra of diagonal matrices of sl\(_N\) and \( x = \sum_\nu x_\nu h_\nu \).

Let us comment on the trigonometric limit of the classical \( r \)-matrix \( r_{12}(\lambda, \mu, x) \) defined in eq. (7). We remark that if \( r_{12}(\lambda, \mu, x) \) is a solution of eq. (11) such that \( \forall \nu, \ [h_\nu \otimes 1 + 1 \otimes h_\nu, r_{12}(\lambda, \mu, x)] = 0 \), then

\[
\tilde{r}_{12}(\lambda, \mu, x) = e^{\alpha(\lambda)x} \otimes e^{\alpha(\mu)x} r_{12}(\lambda, \mu, x) e^{-\alpha(\lambda)x} \otimes e^{-\alpha(\mu)x} - (\alpha(\lambda) - \alpha(\mu)) \sum_\nu h_\nu \otimes h_\nu
\]

is also a solution of eq. (11) for any function \( \alpha(\lambda) \). Using this freedom we see that the trigonometric limit of eq. (7) may be recast into the form

\[
r_{12}(\lambda, \mu, x) = \coth(\lambda - \mu) \sum_{i,j=1}^{N} e_{ij} \otimes e_{ji} - \sum_{i,j=1 \atop i \neq j}^{N} \coth(x_{ij}) e_{ij} \otimes e_{ji}.
\]

(12)

Eq. (11) will be the cornerstone of our quantization procedure of the Calogero-Moser model. It also appeared in two other contexts which we now briefly recall.

### 2.2 Relation to the Knizhnik-Zamolodchikov-Bernard equation

It is well known that there is a relation between conformal field theories and the classical Yang-Baxter equation through the Knizhnik-Zamolodchikov equation \[13\]. Let \( r_{ij}(z) = -r_{ji}(-z) \) be a skew-symmetric solution of the classical Yang-Baxter equation taking values in the tensor product \( G^{(i)} \otimes G^{(j)} \) where \( G \) is a simple Lie algebra. Let \( \mathcal{H} \) be a Cartan subalgebra of \( G \). Then the KZ connexion

\[
\nabla_i = \partial_{z_i} - \sum_{j=1 \atop j \neq i}^{N} r_{ij}(z_i - z_j)
\]

has zero curvature. Hence the system of equations

\[
\partial_{z_i} u = \sum_{j=1 \atop j \neq i}^{N} r_{ij}(z_i - z_j) u
\]

(13)

for a function \( u(z_1, \ldots, z_N) \) on \( \mathbb{C}^N - \bigcup_{i<j} \{ z; z_i = z_j \} \) with values in \( V \otimes \cdots \otimes V \), where \( V \) is a representation space for \( G \), has a solution. Eq. (13) characterizes conformal blocks of the Wess-Zumino-Witten model on the sphere. On a higher genus Riemann surface the corresponding equations are the Knizhnik-Zamolodchikov-Bernard equations (in our case of interest \( g = 1 \)); they are equations for functions \( u(z_1, \ldots, z_N, x) \) taking values in the weight
zero subspace of a tensor product of irreducible finite dimensional representations of a simple Lie algebra \( \mathcal{G} \) i.e.

\[
\forall \, \nu, \quad \left( \sum_{i=1}^{N} h^{(i)}_{\nu} \right) u = 0
\]

(Here and in the following the superscript in \( h^{(i)}_{\nu} \) denotes the space on which \( h_{\nu} \) acts and the subscript \( \nu \) denotes an element in a basis of \( \mathcal{H} \).) In the case of a torus, they take the form

\[
k \partial_{z_i} u = - \sum_{\nu} h^{(i)}_{\nu} \partial_{x_\nu} u + \sum_{j=1 \atop j \neq i}^{N} r_{ij}(z_i - z_j, x) u \tag{14}
\]

with additional equations involving derivatives w.r.t. the modular parameters. The compatibility condition of eq. (14) is exactly eq. (11) [9].

### 2.3 Relation to Toda field theory

The Toda field equations associated to a simple Lie algebra \( \mathcal{G} \) read

\[
\Box \phi_{\nu} = \sum_{\alpha, \text{simple}} \alpha_{\nu} \, e^{2\alpha(\phi)}
\]

where \( \phi = \sum_{\nu} \phi_{\nu} h_{\nu} \) is a field taking values in a Cartan subalgebra \( \mathcal{H} \) of a Lie algebra \( \mathcal{G} \). As above, \( \{ h_{\nu} \} \) is an orthonormal basis of this Cartan subalgebra. In the case \( \mathcal{G} = \text{sl}_2 \), this becomes the Liouville equation.

Leznov and Saveliev [19] found a generalization of Liouville’s solution to the Liouville equation. It takes the form

\[
e^{-\Lambda(\phi)} = \Psi(z) \cdot \overline{\Psi}(\bar{z})
\]

where \( |\Lambda\rangle \) is a highest weight vector, \( \Psi(z) \) and \( \overline{\Psi}(\bar{z}) \) are chiral fields (\( z = \sigma + \tau \) and \( \bar{z} = \sigma - \tau \) are the light-cone coordinates)

\[
\Psi = \langle \Lambda| Q_+, \quad \overline{\Psi} = Q_-|\Lambda\rangle
\]

with \( Q_\pm \) solutions of the linear systems

\[
\partial_{z} Q_+ = (P + \mathcal{E}_+) Q_+, \quad \partial_{z} Q_- = Q_- (\overline{P} + \mathcal{E}_-)
\]

\( P \) and \( \overline{P} \) are chiral fields with values in a Cartan subalgebra of \( \mathcal{G} \) and \( \mathcal{E}_\pm = \sum_{\alpha, \text{simple}} E_{\pm \alpha} \) with \( E_{\alpha} \) the root vectors in the corresponding Cartan decomposition of \( \mathcal{G} \).

To reconstruct periodic solutions of the Toda field equation, it is natural to consider the quasi-periodic basis for \( \Psi \) and \( \overline{\Psi} \)

\[
\Psi(\sigma + 2\pi) = \Psi(\sigma) \exp(x), \quad \overline{\Psi}(\bar{\sigma} + 2\pi) = \exp(-x)\overline{\Psi}(\bar{\sigma})
\]

where \( x = \sum_{\nu} x_{\nu} h_{\nu} \) is the quasi momentum (zero mode), belonging to the Cartan subalgebra.

The Poisson bracket (at equal time \( \tau = 0 \))

\[
\{ P(\sigma), P(\sigma') \} = \delta'(\sigma - \sigma') \sum_{\nu} h_{\nu} \otimes h_{\nu}
\]
induces a Poisson bracket on $\Psi$ \[ \{\Psi_1(\sigma), \Psi_2(\sigma')\} = \Psi_1(\sigma)\Psi_2(\sigma') r_{12}^\pm(x), \quad \pm = \text{sign}(\sigma - \sigma') \] (15)

where \[ r_{12}^\pm(x) = \pm \sum_{i,j=1}^N e_{ij} \otimes e_{ji} - \sum_{i,j=1}^N \coth(x_{ij})e_{ij} \otimes e_{ji}. \] (16)

Taking into account that \[ \{\Psi(\sigma), x_\nu\} = \Psi(\sigma) h_\nu, \]
the Jacobi identity \[ \{\Psi_1, \{\Psi_2, \Psi_3\}\} + \text{cycl. perm.} = 0 \] implies exactly eq.(11) on $r^\pm(x)$.

The solution (16) of eq.(11) is related to the solution (12) by the formula:

\[
r_{12}(\lambda, x) = \frac{e^\lambda r_{12}^+(x) - e^{-\lambda} r_{12}^-(x)}{e^\lambda - e^{-\lambda}}.
\]

3 The Gervais-Neveu-Felder equation

In this section, we give the quantum version of eq.(11). This results into a deformed version of the Quantum Yang-Baxter equation, which first appeared in [21] and later in [9].

We need to introduce some notations. If $G$ is a simple Lie algebra and $H$ a Cartan subalgebra of $G$, let $x = \sum_\nu x_\nu h_\nu$ be an element of $H$. For any function $f(x) = f(\{x_\nu\})$ with values in $\mathbb{C}$, we denote

\[
f(x + \gamma h^{(i)}) = e^{\gamma D^{(i)}} f(x) e^{-\gamma D^{(i)}}
\]

where

\[
D^{(i)} = \sum_\nu h^{(i)}_\nu \partial_{x_\nu}.
\]

Suppose $V^{(1)}, \ldots, V^{(n)}$ are finite dimensional diagonalizable $H$-modules; the Gervais-Neveu-Felder equation is an equation for a function $R_{ij}(\lambda, x)$ meromorphic in the spectral parameter $\lambda$, depending on $x$, and taking values in $\text{End}(V^{(i)} \otimes V^{(j)})$. It reads

\[
R_{12}(\lambda_{12}, x + \gamma h^{(3)}) R_{13}(\lambda_{13}, x - \gamma h^{(2)}) R_{23}(\lambda_{23}, x + \gamma h^{(1)})

= R_{23}(\lambda_{23}, x - \gamma h^{(1)}) R_{13}(\lambda_{13}, x + \gamma h^{(2)}) R_{12}(\lambda_{12}, x - \gamma h^{(3)}).
\] (17)

We have used the notation $\lambda_{ij} = \lambda_i - \lambda_j$.

The classical limit of the Gervais-Neveu-Felder equation is obtained as usual by expanding $R$ in powers of $\gamma$

\[
R_{12}(\lambda, x) = \text{Id} - 2\gamma r_{12}(\lambda, x) + O(\gamma^2).
\]

The first non trivial term of eq.(17) is of order $\gamma^2$ and stems from:

\[
\gamma(r_{12}(x - \gamma h^{(3)}) - r_{12}(x + \gamma h^{(3)})) + 

= r_{23}(x - \gamma h^{(1)}) - r_{23}(x + \gamma h^{(1)}) + 
\gamma^2([r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}]) + O(\gamma^3) = 0.
\]
The term of order $\gamma^2$ yields exactly eq. (11).

Gervais and Neveu first obtained eq. (17) in [21] as a result of the quantization of Liouville field theory (this result was later extended to $\text{sl}_N$ Toda field theory in [22]). In this quantization procedure, the quantum version of eq. (15) was shown to take the form of an exchange algebra:

$$
P_1(\sigma)P_2(\sigma') = P_2(\sigma')P_1(\sigma)R_{GN}^\pm(x, q), \quad \pm = \text{sign}(\sigma - \sigma'), \quad q = e^{-2\gamma}, \quad (18)$$

where for $\text{sl}_N$ [22, 23]

$$
R_{GN}^\pm(x, q) = q^{\mp 1/N} \left[ q^\pm \sum_{i=1}^N e_{ii} \otimes e_{ii} + \sum_{i,j=1}^N q^{\sigma_{ij}} - q^{-1}e^{-\sigma_{ij}} e_{ij} \otimes e_{jj} \right. - \left. (q - q^{-1}) \sum_{i,j=1}^N e_{ij} \otimes e_{ji} \right]. \quad (19)
$$

Taking into account the shift property of the fields $\Psi$, that is, for any scalar function $f(x)$:

$$
f(x) \Psi_1(\sigma) = \Psi_1(\sigma) f(x - 2\gamma h^{(1)}), \quad q = e^{-2\gamma}, \quad (20)$$

the associativity of the $\Psi$ fields algebra yields

$$
R_{12}(x)R_{13}(x - 2\gamma h^{(2)})R_{23}(x) = R_{23}(x - 2\gamma h^{(1)})R_{13}(x)R_{12}(x - 2\gamma h^{(3)})
$$

This is equivalent to eq. (17) if $R_{ij}(x)$ satisfies the relation

$$[\mathcal{D}^{(i)} + \mathcal{D}^{(j)}, R_{ij}(x)] = 0 \quad (21)$$

which is true for the $R$-matrix given by eq. (19).

Felder [24] interpreted eq. (17) as a compatibility condition for the algebra of $L$-operators (following the well-known Leningrad school approach [24]):

$$
R_{12}(\lambda_{12}, x + \gamma h^{(q)}\bar{L}_{1q}(\lambda_1, x - \gamma h^{(2)})\bar{L}_{2q}(\lambda_2, x + \gamma h^{(1)}) = \bar{L}_{2q}(\lambda_2, x - \gamma h^{(1)})\bar{L}_{1q}(\lambda_1, x + \gamma h^{(2)})R_{12}(\lambda_{12}, x - \gamma h^{(q)}). \quad (22)
$$

Here we assume that the matrix elements of $\bar{L}_{1q}$ act on a quantum space $V^{(q)}$ which is a $\mathcal{H}$-module so that the action of $h^{(q)}$ is defined. In the following we will be interested in $R$-matrices and representations $\bar{L}_{iq}$ satisfying the properties

$$
[h^{(i)} + h^{(j)}, R_{ij}(\lambda_{ij}, x)] = 0 \quad (23)
$$

$$
[h^{(i)} + h^{(q)}, \bar{L}_{iq}] = 0. \quad (24)
$$

From eq. (20) we see that $\Psi(z)$ in the exchange algebra (18) naturally contains the shift operator $e^{2\gamma \mathcal{D}}$. By analogy we define a Lax operator:

$$
L_{iq}(\lambda, x) = e^{\gamma \mathcal{D}^{(i)}} \bar{L}_{iq}(\lambda, x)e^{-\gamma \mathcal{D}^{(i)}}. \quad (25)
$$

In the limit when $\gamma \to 0$, and assuming that $\bar{L}(\lambda, x) = \text{Id} + 2\gamma \bar{l}(\lambda, x) + O(\gamma^2)$, the behaviour of $L$ is

$$
L(\lambda, x) = \text{Id} + 2\gamma \left( \sum_{\nu} h_{\nu} \frac{\partial}{\partial x_{\nu}} + \bar{l}(\lambda, x) \right) + O(\gamma^2),
$$
which is the typical form (see eq.(3)) of the Lax matrix of the Calogero-Moser system. The
shift operator $e^{\gamma x}$ thus contributes to reintroducing the momentum $p_\nu = \partial_{x_\nu}$ on the diagonal.

This operator (25) now obeys the following equation:

$$R_{12}(\lambda_2, x + \gamma h^{(q)})L_{1q}(\lambda_1, x)L_{2q}(\lambda_2, x) = L_{2q}(\lambda_2, x)L_{1q}(\lambda_1, x)R_{12}(\lambda_2, x - \gamma h^{(q)})$$
(26)

provided one has

$$[\mathcal{D}^{(1)} + \mathcal{D}^{(2)}, R_{12}(\lambda_2, x)] = 0.$$  
(27)

Eq. (24) translates into the following properties:

$$f(x - \gamma h^{(q)}) L_{iq} = L_{iq} f(x - \gamma h^{(q)} - 2\gamma h^{(i)})$$  
(28)

$$f(x + \gamma h^{(q)} + 2\gamma h^{(i)}) L_{iq} = L_{iq} f(x + \gamma h^{(q)}).$$  
(29)

As in the classical case, if $R_{12}(\lambda_2, x)$ is a solution of eq. (17), the classical limit of which – up to a redefinition of type (30) – is the $r$-matrix (1), was given in [9]. It reads

$$R_F(\lambda, x) = \sum_{i=1}^{N} e_{ii} \otimes e_{ii} + \sum_{i,j=1}^{N} \frac{\sigma(\lambda)\sigma(2\gamma - x_{ij})}{\sigma(2\gamma - \lambda)\sigma(x_{ij})} e_{ii} \otimes e_{jj} + \sum_{i,j=1}^{N} \frac{\sigma(2\gamma)\sigma(x_{ij} - \lambda)}{\sigma(2\gamma - \lambda)\sigma(x_{ij})} e_{ij} \otimes e_{ji}. $$
(31)

Just as in the classical case, the relation between (31) and (19) is obtained by using transformation (30) and by taking the trigonometric limit. One gets

$$R_F(\lambda, x) = \frac{e^{\lambda q^{1/N} R_G^+(x, q) - e^{-\lambda q^{-1/N} R_G^-(x, q)}}}{q e^{\lambda} - q^{-1} e^{-\lambda}}, \quad q = e^{-2\gamma}.$$  
(32)

Let us recall at this point some known facts about the matrices $R_D^\pm(x, q)$. These matrices are related to Drinfeld’s matrices $R_D^\pm$ by:

$$R_G^\pm(x, q) = F_{21}^{-1}(x) R_D^\pm F_{12}(x)$$

where $R_{D,12} = (R_{D,21})^{-1}$,

$$R_D^+ = \sum_{i,j=1,_{i\neq j}}^{N} e_{ii} \otimes e_{jj} + q \sum_{i=1}^{N} e_{ii} \otimes e_{ii} + (q - q^{-1}) \sum_{i,j=1,_{i<j}}^{N} e_{ij} \otimes e_{ji} $$
(33)

and

$$F_{12}(x) = \sum_{i=1}^{N} e_{ii} \otimes e_{ii} + \sum_{i,j=1,_{i<j}}^{N} \frac{1}{e^{x_{ij}} - e^{-x_{ij}}} e_{ii} \otimes e_{jj} + \sum_{i,j=1,_{i<j}}^{N} \frac{1}{qe^{-x_{ij}} - q^{-1} e^{x_{ij}}} e_{ii} \otimes e_{jj}$$

$$- (q - q^{-1}) \sum_{i,j=1,_{i<j}}^{N} \frac{e^{x_{ij}}}{(e^{x_{ij}} - e^{-x_{ij}})(q e^{x_{ij}} - q^{-1} e^{-x_{ij}})} e_{ij} \otimes e_{ji}. $$
In the $\mathfrak{sl}_2$ case, a universal formula for $F_{12}(x)$ is available \[25\].

In the framework of Toda field theory, it is known that one can eliminate the $x$ dependence from the exchange algebra (18) by a suitable change of basis \[26, 27\]: defining

$$\xi(\sigma) = \Psi(\sigma) M(x)$$

with

$$M(x) = \sum_{i,j=1}^{N} e^{2j(x_i - \frac{1}{N} \sum x_k)} e_{ij}$$

we get

$$\xi_1(\sigma) \xi_2(\sigma') = \xi_2(\sigma') \xi_1(\sigma) R_{CG}^\pm(q), \quad \pm = \text{sign}(\sigma - \sigma')$$

with an $R$-matrix $R_{CG}^\pm(q)$ independent of $x$ \[27\]:

$$R_{CG}^\pm(q) = q^{-1/N} \left( q \sum_{i=1}^{N} e_{ii} \otimes e_{ii} + q \sum_{i>j}^{N} q^{-2(i-j)/N} e_{ii} \otimes e_{jj} + q^{-1} \sum_{i<j}^{N} q^{-2(i-j)/N} e_{ii} \otimes e_{jj} \right.$$ \n
$$\left. - \left( q - q^{-1} \right) \sum_{i,j=1}^{N} q^{2r/N} e_{j-r,i} \otimes e_{i+r,j} + (q - q^{-1}) \sum_{i,j=1}^{N} q^{-2r/N} e_{j+r,i} \otimes e_{i-r,j} \right)$$

and of course $R_{CG,12}(q) = [R_{CG,21}(q)]^{-1}$.

We may wonder whether the dependence in \[29\] may not be eliminated by a similar change of variables. Starting from eq. (26) with the $R$-matrix given by (32), we set

$$\mathcal{L}(\lambda, x) = M^{-1}(x + \gamma h^{(q)}) L(\lambda, x) M(x - \gamma h^{(q)}).$$

Then eq. (26) becomes

$$R_{CG}(\lambda - \mu, q) \mathcal{L}_1(\lambda, x) \mathcal{L}_2(\mu, x) = \mathcal{L}_2(\mu, x) \mathcal{L}_1(\lambda, x) R_{CG}(\lambda - \mu, q)$$

with

$$R_{CG,12}(\lambda, q) = \frac{e^\lambda R_{CG}^+(q) - e^{-\lambda} R_{CG}^-(q)}{qe^\lambda - q^{-1}e^{-\lambda}}, \quad R_{CG,21}^+(\lambda, q) = R_{CG,21}(-\lambda, q^{-1}).$$

This equation is reminiscent of the equation studied in \[28\].

### 4 Construction of commuting operators

We now present a set of commuting operators quantizing the classical quantities $\text{tr}L^n$. We consider in this section an abstract algebraic setting. Examples will be provided in the next section when there is no spectral parameter ($\lambda = \infty$). In that case one can restrict oneself to finite dimensional quantum groups. In the case with spectral parameter, one should consider full affine quantum groups, and this will be left for further investigations.

In the context of the non-shifted Yang-Baxter equation $R_{12}L_1 L_2 = L_2 L_1 R_{12}$, the quantum analogs of the conserved quantities $\text{tr}L^n$ are to be defined \[29\] as

$$I_n = \text{Tr}_{1 \ldots n} [L_1 \ldots L_n \hat{R}_{12} \hat{R}_{23} \ldots \hat{R}_{n-1,n}]$$

where

$$\hat{R}_{ij} = P_{ij} R_{ij}$$

and $P_{ij}$ are the permutation operators of the spaces $i$ and $j$.

In the Gervais-Neveu-Felder case, we have the following
Theorem 4.1 \textit{Let }$R(x)$\textit{ and }$L$\textit{ be as in eqs. (17,27) with the shift properties as in eqs. (28,29), and condition (27) be satisfied.}

\textit{We define the operators}

\begin{equation}
I_n = \text{Tr}_{1,n} [L_1(x) \ldots L_n(x) \hat{R}_{12}(x-2\gamma h^{(3,n)}) \ldots \hat{R}_{k,k+1}(x-2\gamma h^{(k+2,n)}) \ldots \hat{R}_{n-1,n}(x)]
\end{equation}

\text{where}

\begin{equation}
h^{(k,l)} = \sum_{i=k}^{l} h^{(i)}.
\end{equation}

\text{Then:}

1) \textit{The operators }$I_n$\textit{ leave the subspace of zero weight vectors invariant (vectors }$|V\rangle$\textit{ such that }$h^{(q)}|V\rangle = 0$\textit{).}

2) \textit{The restrictions of the operators }$I_n$\textit{ to the zero weight subspaces form a set of commuting quantities.}

\textit{Proof.} To prove (1) we have to prove that $[I_n, h^{(q)}] = 0$. This follows immediately from the relations

\begin{align*}
[h^{(q)}, L_i] &= -[h^{(i)}, L_i] \\
[h^{(q)}, \hat{R}_{ij}] &= 0 \\
[h^{(i)} + h^{(j)}, \hat{R}_{ij}] &= 0.
\end{align*}

We will decompose the proof of (2) into several lemmas. We will need the important shift properties of $L$ given by eqs. (28,29).

\textbf{Lemma 4.1} \textit{On the zero weight subspace, one can write}

\begin{equation}
I_n I_m = \text{Tr} [L_1(x) \ldots L_n(x)L_{n+1}(x) \ldots L_{n+m}(x)\mathcal{I}^{(1,n)}(x-2\gamma h^{(n+1,n+m)})\mathcal{I}^{(n+1,n+m)}(x)]
\end{equation}

\text{where }$\mathcal{I}^{(i,j)}(x) = \hat{R}_{i,i+1}(x-2\gamma h^{(i+2,n)}) \ldots \hat{R}_{k,k+1}(x-2\gamma h^{(k+2,n)}) \ldots \hat{R}_{j-1,j}(x)$.

\textit{Proof.} Since $I_m$ leaves the zero weight subspace invariant, it is possible to rewrite

\begin{equation}
I_n I_m = \text{Tr} [L_1(x) \ldots L_n(x)\mathcal{I}^{(1,n)}(x)] \text{Tr} [L_{n+1}(x) \ldots L_{n+m}(x)\mathcal{I}^{(n+1,n+m)}(x)]
\end{equation}

as

\begin{equation}
I_n I_m = \text{Tr} [L_1(x) \ldots L_n(x)\mathcal{I}^{(1,n)}(x)] \text{Tr} [L_{n+1}(x) \ldots L_{n+m}(x)\mathcal{I}^{(n+1,n+m)}(x)].
\end{equation}

We now push $\mathcal{I}^{(1,n)}(x-\gamma h^{(q)})$ through $L_{n+1} \ldots L_{n+m}$ using eq. (28). Applying the expression found to the zero weight subspace gives the result.\[\blacksquare\]

\textbf{Lemma 4.2} \textit{We can rewrite}

\begin{equation}
I_m I_n = \text{Tr} [L_1(x) \ldots L_{n+m}(x)Q_n^{-1}(x) \ldots Q_1^{-1}(x)\mathcal{I}^{(n+1,n+m)}(x-2\gamma h^{(1,n)})] \cdot \mathcal{I}^{(1,n)}(x)Q_1(x) \ldots Q_n(x)
\end{equation}

\text{where}

\begin{equation}
Q_i(x) = \prod_{j=1}^{m} R_{i,n+j}(x-2\gamma h^{(i+1,n)}-2\gamma h^{(n+j+1,n+m)}).
\end{equation}
Proof. According to lemma 4.1,

\[ I_m I_n = \text{Tr} \left[ L_{n+1}(x) \ldots L_{n+m}(x) L_1(x) \ldots L_n(x) \mathcal{I}^{(n+1,n+m)}(x - \gamma h(q) - 2\gamma h(1,n)) \mathcal{I}^{(1,n)}(x) \right], \]

and using

\[ L_{n+m}(x)L_1(x) = R_{1,n+m}(x + \gamma h(q)) L_1(x)L_{n+m}(x) R_{1,n+m}^{-1}(x - \gamma h(q)) \]

we have

\[ I_m I_n = \text{Tr} \left[ L_{n+1}(x) \ldots L_{n+m-1}(x) R_{1,n+m}(x + \gamma h(q)) L_1(x) L_{n+m}(x) R_{1,n+m}^{-1}(x - \gamma h(q)) \right. \]

\[ L_2(x) \ldots L_n(x) \mathcal{I}^{(n+1,n+m)}(x - \gamma h(q) - 2\gamma h(1,n)) \mathcal{I}^{(1,n)}(x) R_{1,n+m}(x + \gamma h(q) - 2\gamma h(2,n)) \mathcal{I}^{(1,n)}(x). \]

Using once more eq. (23), eq. (27) and the cyclicity property of the trace, we get

\[ I_m I_n = \text{Tr} \left[ L_1(x) L_{n+1}(x) \ldots L_{n+m}(x) L_2(x) \ldots L_n(x) Q_1^{-1}(x) \right. \]

\[ \mathcal{I}^{(n+1,n+m)}(x - \gamma h(q) - 2\gamma h(1,n)) \mathcal{I}^{(1,n)}(x) Q_1(x) \mathcal{I}^{(1,n)}(x). \]

Then pushing \( L_1 \) through \( L_{n+m-1}, L_{n+m-2}, \ldots L_{n+1} \) gives

\[ I_m I_n = \text{Tr} \left[ L_1(x) L_{n+1}(x) \ldots L_{n+m}(x) L_2(x) \ldots L_n(x) Q_1^{-1}(x) \right. \]

\[ \mathcal{I}^{(n+1,n+m)}(x - \gamma h(q) - 2\gamma h(1,n)) \mathcal{I}^{(1,n)}(x) Q_1(x) \ldots Q_n(x) \].

The result is obtained by repeating the procedure with \( L_2, L_3, \ldots L_n \).

Comparing lemmas 4.1 and 4.2, commutation of \( I_m \) and \( I_n \) will be proved if

\[ Q_1(x) \ldots Q_n(x) \mathcal{I}^{(1,n)}(x - 2\gamma h(n+1,n+m)) \mathcal{I}^{(n+1,n+m)}(x) = \mathcal{I}^{(n+1,n+m)}(x - 2\gamma h(1,n)) \mathcal{I}^{(1,n)}(x) Q_1(x) \ldots Q_n(x) \]

Since \( \mathcal{I}^{(1,n)} \) and \( \mathcal{I}^{(n+1,n+m)} \) act on different spaces and since \( [h^{(n+1,n+m)}, \mathcal{I}^{(n+1,n+m)}(x)] = 0 \), this last relation is equivalent to

\[ Q_1(x) \ldots Q_n(x) \mathcal{I}^{(n+1,n+m)}(x) \mathcal{I}^{(1,n)}(x - 2\gamma h(n+1,n+m)) = \mathcal{I}^{(n+1,n+m)}(x - 2\gamma h(1,n)) \mathcal{I}^{(1,n)}(x) Q_1(x) \ldots Q_n(x) \]

We shall prove this relation in two steps:

\[(*) \quad Q_1(x) \ldots Q_n(x) \mathcal{I}^{(n+1,n+m)}(x) = \mathcal{I}^{(n+1,n+m)}(x - 2\gamma h(1,n)) Q_1(x) \ldots Q_n(x) \]

\[(**) \quad Q_1^{-1}(x) \ldots Q_1^{-1}(x) \mathcal{I}^{(1,n)}(x) = \mathcal{I}^{(1,n)}(x - 2\gamma h(n+1,n+m)) Q_1^{-1}(x) \ldots Q_1^{-1}(x). \]

Relation (\( \ast \)) is a straightforward consequence of the following lemma.

**Lemma 4.3** Defining \( T_i(x) = \mathcal{I}^{(n+1,n+m)}(x - 2\gamma h(i,n)) \), we have

\[ T_i(x) Q_i(x) = Q_i(x) T_{i+1}(x). \]
Proof. Lemma 4.3 will be proved if we show that
\[
\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i,n)} - 2\gamma h^{(n+k+2,n+m)})Q_i(x) = Q_i(x)\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+k+2,n+m)}).
\]

Let us write \(Q_i(x) = A_{i,k}(x)B_{i,k}(x)C_{i,k}(x)\) with
\[
A_{i,k}(x) = \prod_{j=k+2}^{m} R_{i,n+j}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+j+1,n+m)}),
\]
\[
B_{i,k}(x) = R_{i,n+k+1}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+k+2,n+m)})R_{i,n+k}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+k+1,n+m)}),
\]
\[
C_{i,k}(x) = \prod_{j=1}^{k-1} R_{i,n+j}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+j+1,n+m)}).
\]

Since \(R_{i,n+k+2} \ldots R_{i,n+m}(x)\) and \(\hat{R}_{n+k,n+k+1}(x)\) act on different spaces and since \([h^{(i)} + h^{(j)}], R_{i,j}\) = 0, we have
\[
\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i,n)} - 2\gamma h^{(n+k+2,n+m)})A_{i,k}(x) = A_{i,k}(x)\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i,n)} - 2\gamma h^{(n+k+2,n+m)}).
\]

Using then the Yang-Baxter equation
\[
\hat{R}_{23}(x - 2\gamma h^{(1)})R_{13}(x)R_{12}(x - 2\gamma h^{(3)}) = R_{13}(x)R_{12}(x - 2\gamma h^{(3)})\hat{R}_{23}(x)
\]
we see that
\[
\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i,n)} - 2\gamma h^{(n+k+2,n+m)})B_{i,k}(x) = B_{i,k}(x)\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+k+2,n+m)}).
\]

For the same reasons as for \(A_{i,k}\),
\[
\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+k+2,n+m)})C_{i,k}(x) = C_{i,k}(x)\hat{R}_{n+k,n+k+1}(x - 2\gamma h^{(i+1,n)} - 2\gamma h^{(n+k+2,n+m)})
\]
which ends the proof.

Relation (***) is proved in a similar way : writing \(Q_{-1}^n \ldots Q_{-1}^1 = S_{-1}^n \ldots S_{-1}^m\) where
\[
S_{-1}^j(x) = \prod_{k=1}^{n} R_{-1,k}^{-1}(x - 2\gamma h^{(k+1,n)} - 2\gamma h^{(j+1,n+m)})
\]
and introducing
\[
T'_j(x) = T^{(n)}(x - 2\gamma h^{(j+1,n+m)})
\]
we have, similarly to lemma 4.3,
\[
S_{-1}^j(x)T'_j(x) = T'_{j-1}(x)S_{-1}^j(x).
\]
This ends the proof of Theorem (4.1).
5 Examples of commuting Hamiltonians

We give two examples of application of the above theorem. In the first one we construct a Ruijsenaars type Hamiltonian with scalar coefficients. The limit \( q \to 1 \) yields the usual trigonometric Calogero-Moser Hamiltonian. In the second example, we construct a set of commuting finite difference operators with matrix coefficients. Their limit \( q \to 1 \) is related to the spin generalization of the Calogero-Moser model.

To avoid problems of handling infinite dimensional representations of affine Lie algebras, we restrict ourselves to the trigonometric case where we need to consider only a finite dimensional matrix algebra. We shall construct here the quantum analogs of the classical quantities \( \text{tr} L^n (\lambda = +\infty) \). We thus apply theorem 4.1 with the \( R \)-matrix \( R_{GN}^+ (x, q) \) which is the limit of eq. (32) when \( \lambda \to +\infty \). In the spin Calogero-Moser case, we recall that these commuting Hamiltonians are precisely those which are Yangian-invariant [4, 13].

5.1 The scalar case.

As required by the theorem 4.1, we need representations of the algebra (22) admitting a non trivial subspace of zero weights. We shall first consider the representation of algebra (22) analogous to the representation by a completely symmetrized tensor product \( N \otimes N \) of the Lie algebra sl\(_N\).

By comparison of eq.(22) and eq.(17) we see that \( \tilde{L}_{1q}^{(N)} \) is a solution of eq.(22).

Choosing on the auxiliary space

\[ h_i^{(1)} = (e_{ii} - \frac{1}{N} \text{Id}), \quad i = 1, \ldots, N, \]

the solution (35,36) satisfies eq.(24) with

\[ h_i^{(q)} = h_i^{(N)} = (e_{ii} - \frac{1}{N} \text{Id}), \quad i = 1, \ldots, N. \] (37)

This is the analog of the vector representation \( N \) of sl\(_N\). Next, following [9] one can construct the tensor product of \( N \) such representations

\[ \tilde{L}^{(N \otimes N)} = \prod_{j=2}^{N+1} \tilde{L}_{1j} (x - \gamma \sum_{1<i<j} h^{(j)} + \gamma \sum_{j<i \leq N+1} h^{(j)}). \]
As in the Lie algebra case it turns out that there is a unique zero weight vector

\[ |V\rangle = e_1 \otimes e_2 \cdots \otimes e_N + \text{permutations} \]

Hence

\[ (tr L^{(N \otimes N)}) |V\rangle = \tilde{H} |V\rangle \]

We find after some calculation

\[ \tilde{H} = \sum_{i=1}^{N} e^{2\gamma p_i} \prod_{j \neq i} \left( \frac{q^2 e^{x_{ij}} - q^{-2} e^{-x_{ij}}}{q e^{x_{ij}} - q^{-1} e^{-x_{ij}}} \right) \]

One can perform a similarity transformation

\[ H = f(x) \tilde{H} \frac{1}{f(x)}; \quad f(x) = \prod_{k<l} \left( \frac{e^x_{kl} - e^{-x_{kl}}}{(q e^{x_{kl}} - q^{-1} e^{-x_{kl}})(q^{-1} e^{x_{kl}} - q e^{-x_{kl}})} \right) \]

to get

\[ H = \sum_{i=1}^{N} e^{2\gamma p_i} \prod_{j \neq i} \left( \frac{(q e^{x_{ij}} - q^{-1} e^{-x_{ij}})(q^{-1} e^{x_{ij}} - q e^{-x_{ij}})}{(e^{x_{ij}} - e^{-x_{ij}})^2} \right) \]

in this form the limit \( q = e^{-2\gamma} \rightarrow 1 \) becomes simple. We find

\[ H = N + 2\gamma \sum_{i=1}^{N} p_i + (2\gamma)^2 \left( \frac{1}{2} \sum_{i} p_i^2 - \sum_{i \neq j} \frac{1}{\sinh^2 x_{ij}} \right) + O(\gamma^3) \]

Thus we recover the usual trigonometric Calogero-Moser hamiltonian.

### 5.2 The spin case

We shall now construct the representation of algebra (22) analogous to the representations \( \bar{N} \) of the Lie algebra \( \mathfrak{sl}_N \) and take its tensor product with the representation \( N \). As in the Lie algebra case, the tensor product will have a structure similar to the standard decomposition \( N \otimes \bar{N} = 1 + \text{ad} \) and admit a subspace of zero weight vectors of dimension \( N \). The Hamiltonians we will construct act in this zero weight subspace.

One can find another solution of eq.(22), given by (see also [23])

\[ \tilde{L}_{ii}^{(N)} = e_{ii} + \sum_{j=1 \atop j \neq i}^{N} \frac{e^{x_{ij}} - q^2 e^{-x_{ij}}}{e^{x_{ij}} - e^{-x_{ij}}} e_{jj} \quad (38) \]

\[ \tilde{L}_{ij}^{(N)} = (q - q^{-1}) \frac{e^{-x_{ij}}}{q e^{x_{ij}} - q^{-1} e^{-x_{ij}}} e_{ij} \quad \text{for } i \neq j. \quad (39) \]

Remark that \( \tilde{L}^{(\bar{N})} \) is essentially the transposed of \( \tilde{L}^{(N)} \). In this case we have

\[ h_i^{(q)} = h_i^{(\bar{N})} = -(e_{ii} - \frac{1}{N} \text{Id}), \quad i = 1, \ldots, N. \quad (40) \]
Notice the sign difference between eq. (37) and eq. (40). Following [9] one now constructs the tensor product of the two representations:

\[ \tilde{L}_{ij}^{(N \otimes N)}(x) = \sum_{k=1}^{N} \tilde{L}_{ik}^{(N)}(x + \gamma h^{(N)}) \tilde{L}_{kj}^{(N)}(x - \gamma h^{(N)}) \]  

(41)

and

\[ h_i^{(q)} = h_i^{(N \otimes N)} = (e_{ii} - \frac{1}{N} \text{Id}) \otimes \text{Id} - \text{Id} \otimes (e_{ii} - \frac{1}{N} \text{Id}) \quad \text{for} \quad i = 1, \ldots, N. \]  

(42)

From this last formula, we see that the subspace of zero weight vectors admits \( \{E_i = e_i \otimes e_i\}_{i=1, \ldots, N} \) as a basis. We introduce the canonical basis \( \{E_{ij}\}_{i,j=1, \ldots, N} \) of matrices acting on this subspace by \( E_{ij} E_j = E_i \).

Applying Theorem 4.1 to the \( L \) operator

\[ L_{1q} = \sum_{i,j=1}^{N} e_{ij}^{(1)} \left[ e^{\gamma p_i} \tilde{L}_{ij}^{(N \otimes N)}(x)e^{\gamma p_j} \right] \]

given by formulas (35, 36, 38, 39, 41), we find

\[ I_1 = \mathcal{H}_1 \]
\[ I_2 = I_1^2 - (1 + q^{-2}) \mathcal{H}_2 \]
\[ I_3 = -\frac{1}{1 + q^{-2}} I_1^3 + (1 + \frac{1}{1 + q^{-2}}) I_2 I_1 + (1 + q^{-2} + q^{-4}) \mathcal{H}_3 \]

where the operators \( \mathcal{H}_{1,2,3} \) are

\[ \mathcal{H}_1 = \sum_{i=1}^{N} e^{2\gamma p_i} [\text{Id} + q^2 (1 - q^{-2})^2 \sum_{j=1, j \neq i}^{N} V_{ji}(x)(E_{ji} - E_{jj})], \]

\[ \mathcal{H}_2 = \sum_{i,j=1, i \neq j}^{N} e^{2\gamma(p_i + p_j)} [\frac{1}{2} \text{Id} + (1 - q^{-2})^2 \sum_{k=1, k \neq i,j}^{N} V_{kji}(x)(E_{ki} - E_{kk})], \]

\[ \mathcal{H}_3 = \sum_{i,j,k=1, i \neq j, j \neq k}^{N} e^{2\gamma(p_i + p_j + p_k)} [\frac{1}{6} \text{Id} + \frac{1}{2} q^{-2}(1 - q^{-2})^2 \sum_{l=1, l \neq i,j,k}^{N} V_{kji}(x)(E_{li} - E_{ll})], \]

and

\[ V_{ji}(x) = \frac{1}{(e^{x_{ij}} - e^{-x_{ij}})^2}, \]
\[ V_{kji}(x) = \frac{1}{(e^{x_{ik}} - e^{-x_{ik}})^2} \frac{(q^2 e^{x_{ij}} - e^{-x_{ij}})(q^2 e^{x_{jk}} - e^{-x_{jk}})}{(e^{x_{ij}} - e^{-x_{ij}})(e^{x_{jk}} - e^{-x_{jk}})}, \]
\[ V_{kji}(x) = \frac{1}{(e^{x_{il}} - e^{-x_{il}})^2} \frac{(q^2 e^{x_{ij}} - e^{-x_{ij}})(q^2 e^{x_{jl}} - e^{-x_{jl}})(q^2 e^{x_{ik}} - e^{-x_{ik}})(q^2 e^{x_{kl}} - e^{-x_{kl}})}{(e^{x_{ij}} - e^{-x_{ij}})(e^{x_{jl}} - e^{-x_{jl}})(e^{x_{ik}} - e^{-x_{ik}})(e^{x_{kl}} - e^{-x_{kl}})}. \]

Generalizing the preceding formulas, we introduce quantities \( \{\mathcal{H}_n\}_{n=1, \ldots, N} \) defined as

\[ \mathcal{H}_n = \sum_{i_1, \ldots, i_n=1, i_1 \neq i_2 \neq \ldots \neq i_n}^{N} e^{2\gamma} \sum_{k=1}^{n} p_{i_k} \left( \frac{1}{n!} \text{Id} + \frac{q^{-2(n-2)}(1 - q^{-2})^2}{(n-1)!} \sum_{i_{j_1}=1, i_{j_1} \neq i_1, \ldots, i_n}^{N} V_{i_1i_2 \ldots i_n}(x)(E_{i_1i_2} - E_{i_1i_0}) \right) \]

(43)
with
\[ V_{i_0 i_1 \ldots i_1} (x) = V_{i_0 i_{n-1} \ldots i_1} (x) \frac{(q^2 e^{x_{i_1 i_0}} - e^{-x_{i_1 i_0}})(q^2 e^{x_{i_1 i_0}} - e^{-x_{i_1 i_0}})}{(e^{x_{i_1 i_0}} - e^{-x_{i_1 i_0}})(e^{x_{i_1 i_0}} - e^{-x_{i_1 i_0}})} \] (44)
\[ V_{i_0 i_1} (x) = \frac{1}{(e^{x_{i_0 i_1}} - e^{-x_{i_0 i_1}})^2}. \] (45)

We have checked directly, up to 5 particles, that the \( \{ H_n \}_{n=1, \ldots, N} \) form a set of commuting operators.

The occurrence of the matrices \( E_{ji} - E_{jj} \) immediately shows that the vector
\[ |s\rangle = \sum_{i=1}^{N} e_i \otimes e_i \]
is left invariant by all the Hamiltonians \( H_n \). Their restriction to this one dimensional subspace is the abelian algebra of the symmetric polynomials in \( e^{2\gamma p_i} \).

To recover the usual Calogero-Moser Hamiltonian we have to consider the expansion around \( \gamma = 0 \) of the above Hamiltonians. To order \( \gamma^2 \) we find
\[ H_n = C_N^n \text{Id} + 2\gamma C_{N-1}^{n-1} H_1^{CM} + 2\gamma^2 \left[ C_{N-2}^{n-2} (H_1^{CM})^2 + C_{N-2}^{n-1} H_2^{CM} \right] + O(\gamma^3) \] (46)
where \( C_N^n \) are the usual binomial coefficients and
\[ H_1^{CM} = \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \] (47)
\[ H_2^{CM} = -\frac{1}{2} \sum_{i=1}^{N} \frac{\partial^2}{\partial x_i^2} - \sum_{i<j} \frac{1}{\sinh^2(x_{ij})} (E_{ij} + E_{ji} - E_{ii} - E_{jj}) \] (48)

The matrices \( E_{ij} + E_{ji} - E_{ii} - E_{jj} \) admit a simple interpretation in term of the “spin operator” \( h_{ij} \) in the tensor product representation \( N \otimes \bar{N} \)
\[ h_{ij} = e_{ij} \otimes \text{Id} - \text{Id} \otimes e_{ji}. \]

Indeed we have
\[ h_{ij} h_{ji} \big|_{\text{zero weight}} = E_{ii} + E_{jj} - E_{ij} - E_{ji}, \]
hence in this representation we do recover the spin Calogero-Moser Hamiltonian
\[ H_2^{CM} = -\frac{1}{2} \sum_{i=1}^{N} \frac{\partial^2}{\partial x_i^2} + \sum_{i,j=1}^{N} h_{ij} h_{ji} \frac{1}{\sinh^2(x_{ij})} \] (49)
as the first non-trivial order of \( H_n \).

We would like to stress that the above examples are built out of the simplest representations of (22) admitting a non-trivial zero-weight subspace. More general representations will affect, among other things, the value of the coupling constant. As indicated by the \( \text{sl}_2 \) case [23], the representation theory of eq. (22) is intimately tied to the representation theory of quantum groups, but the link remains to be fully elucidated.
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