Approximation of Elliptic Equations with BMO Coefficients
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Abstract. We study solution techniques for elliptic equations in divergence form, where the coefficients are only of bounded mean oscillation (BMO). For $|p - 2| < \varepsilon$ and a right hand side in $W_p^{-1}$ we show convergence of a finite element scheme, where $\varepsilon$ depends on the oscillation of the coefficients.

Key words. Elliptic equations; bounded mean oscillation; finite elements; convergence.

AMS subject classifications. 65N12, 65N15, 65N30, 42B35, 42B37, 35R05, 35D30,

1. Introduction. In this work we are interested in the analysis of the convergence properties of a standard finite element scheme for the approximation of a linear elliptic boundary value problem in divergence form

$$\nabla \cdot (A(x) \nabla u) = \nabla \cdot f \quad \text{in } \Omega, \quad u_{|\partial \Omega} = 0, \tag{1.1}$$

where $\Omega \subset \mathbb{R}^d$ with $d \geq 1$ is a bounded domain with Lipschitz boundary and $f \in L^p(\Omega)$ for some $p \in (1, \infty)$. The main originality and source of difficulty here is that we only assume that the matrix $A : \Omega \to \mathbb{M}^d$ is symmetric, positive definite — i.e., that there is a constant $\alpha > 0$ such that, for almost every $x \in \Omega$,

$$\langle A(x)\xi, \xi \rangle \geq \alpha |\xi|^2 \quad \forall \xi \in \mathbb{R}^d, \tag{1.2}$$

and that its entries are in $\text{BMO}(\Omega)$ (see §2 for notation). Notice that with this very restricted regularity on $A$, having $\nabla w \in L^2(\Omega)$ is not enough to even guarantee that the energy functional

$$w \mapsto \int_{\Omega} \langle A(x)\nabla w(x), \nabla w(x) \rangle \, dx$$

is bounded, see §2.1 for details.

The existence and uniqueness of solutions to (1.1) for the case of bounded coefficients — $A_{i,j} \in L^\infty(\Omega)$, for $i, j = 1, d$ — and datum $f \in L^2(\Omega)$ is standard in the literature. Notice however, that very little has been said concerning the approximation of solutions without further assumptions on the coefficients. In fact, as recent work shows [2], even a bounded but discontinuous coefficient can be the source of difficulties and a nonstandard treatment might be necessary to assert convergence. Assuming bounded coefficients, the classical work of N.G. Meyers [16] shows that there is $\varepsilon > 0$ such that if $p \in (2 - \varepsilon, 2 + \varepsilon)$ and $f \in L^p(\Omega)$, then $\nabla u \in L^p(\Omega)$. In this setting, the convergence of finite element schemes in $W^1(L^p(\Omega))$ is a well studied topic in the literature [3, §8.6]. It is important to remark that the parameter $\varepsilon$ for which these estimates are valid strongly depends on the ellipticity constants of the
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coefficient, and that this can be made as small as desired by increasing the value of $M$ on the upper bound

$$\langle A(x)\xi,\xi \rangle \leq M|\xi|^2 \quad \forall \xi \in \mathbb{R}^d,$$

which we do not assume (in our case $M = \infty$). The reader is referred to [16, §5] for an example.

On the other hand, removing the assumption of boundedness on the coefficients $A$ seems to be rather new. In particular, understanding what are the minimal requirements for (1.1) to be well posed and a Meyers-type $L^p(\Omega)$ estimate have only been recently studied by B. Stroffolini in [19] and S.S. Byun in [4]. To set our work in context, let us briefly describe these results. Given $f \in L^p(\Omega)$ a variational solution of (1.1) is a function $u \in W^{1,0}_0(L^p(\Omega))$ such that

$$\int_{\Omega} \langle A(x)\nabla u, \nabla \zeta \rangle \, dx = \int_{\Omega} \langle f, \nabla \zeta \rangle \quad \forall \zeta \in C^\infty_0(\Omega).$$

Then [19, Theorem 1.1] and [4, Theorem 1.5] state that there exists $\varepsilon > 0$ that depends on the $\text{BMO}(\Omega)$ norm of the coefficient $A$, such that if $|p-2| < \varepsilon$ then problem (1.1) is well posed. To the best of our knowledge, no analysis of the approximation properties of finite elements in this setting has been made, and it is the purpose of this work to fill this gap. We will show that for a similar range of $p$, i.e., that depends on the oscillation of $A$, a standard finite element scheme converges to the solution of (1.1).

To obtain convergence of our finite element scheme we will approximate the coefficient $A$ with piecewise constants, while the solution will be approximated with piecewise linears. In this setting the flux $A_h \nabla u_h$ is piecewise constant and so we present a discrete Hodge decomposition of piecewise constant vector fields. The importance of this decomposition is that it allows us to obtain the key a priori estimate of Theorem 4.1 which is then used to pass to the limit and show that the weak limit solves (1.1). Strong convergence is then established with the help of inf-sup theory.

Our presentation is organized as follows: In section 2 we introduce the notation and main assumptions we will operate with. In particular, in §2.1 we review the most important properties of functions in the John Nirenberg space $\text{BMO}(\Omega)$. The discrete Hodge decomposition of piecewise constant vector fields and some of its consequences are discussed in section 3. The core of our work is section 4 where we introduce our finite element scheme and show that it converges to the solution of (1.1). Finally, the possibility of establishing rates of convergence is discussed in section 5.

2. Notation and preliminaries. In this work $\Omega \subset \mathbb{R}^d$, $d \geq 1$, is a convex domain with polyhedral boundary. We denote by $\langle \cdot, \cdot \rangle$ the Euclidean inner product in $\mathbb{R}^d$ and, for $x \in \mathbb{R}^d$, $|x|^2 = \langle x, x \rangle$. For $B \subset \mathbb{R}^d$ we denote by $|B|$ its Lebesgue measure. If $X(\Omega)$ is a Banach function space over $\Omega$, we denote by $\| \cdot \|_X$ its norm. Spaces of vector valued functions will be denoted by boldface characters. By $L^p(\Omega)$ with $p \in [1, \infty]$ we denote the space of functions that are Lebesgue integrable with exponent $p$. By $W^k_0(L^p(\Omega))$ we denote the classical Sobolev space of functions whose distributional derivatives of up to $k$-th order are in $L^p(\Omega)$. The closure of $C^\infty_0(\Omega)$ in $W^k_0(L^p(\Omega))$ is denoted by $W^k_0(L^p(\Omega))$. The conjugate exponent to $p$ will be denoted by $q$, i.e., $\frac{1}{p} + \frac{1}{q} = 1$.

In what follows we will denote nonessential constants by $C$.

2.1. Functions of bounded mean oscillation and their properties. In 1961 F. John and L. Nirenberg [14] introduced the space of functions of bounded
mean oscillation and proved many of its fundamental properties. For completeness we recall some basic definitions and properties, we refer to [13, 15, 1] and [9, Chapter 6] for details. For a function \( w \in L^1(\Omega) \) and a cube \( Q \subset \Omega \) we denote by \( w_Q \) the average of \( w \) on \( Q \):

\[
w_Q = \frac{1}{|Q|} \int_Q w(x) \, dx.
\]

Define the sharp maximal function by

\[
\mathcal{M}^\# w(x) = \sup_{Q \ni x} \int_Q |w(z) - w_Q| \, dz. \tag{2.1}
\]

We say that a function \( w \) has bounded mean oscillation if \( \mathcal{M}^\# w \) is bounded, i.e.,

\[
\text{BMO}(\Omega) = \{ w \in L^1(\Omega) : \mathcal{M}^\# w \in L^\infty(\Omega) \}.
\]

We define a seminorm on \( \text{BMO}(\Omega) \) by

\[
|w|_{\text{BMO}} = \| \mathcal{M}^\# w \|_{L^\infty}.
\]

Notice that this is not a norm since a function that is almost everywhere constant has zero oscillation. It can be shown, however, that these are the only functions with this property. Clearly \( L^\infty(\Omega) \subset \text{BMO}(\Omega) \), but there are also unbounded \( \text{BMO} \) functions. A classical example is

\[
w(x) = \begin{cases} 
\log \left( \frac{1}{|x|} \right) & |x| < 1, \\
0 & |x| \geq 1.
\end{cases} \tag{2.2}
\]

It is easy to see, in addition, that the Hardy Littlewood maximal function

\[
\mathcal{M} w(x) = \sup_{Q \ni x} \int_Q |w(z)| \, dz
\]

and the sharp maximal function are related by the point wise inequality

\[
\mathcal{M}^\# w(x) \leq C \mathcal{M} w(x).
\]

While the reverse inequality is not true, the celebrated Fefferman-Stein inequality states that if \( w \in L^p(\Omega) \) with \( p \in (1, \infty) \), then

\[
\| \mathcal{M} w \|_{L^p} \leq C \| \mathcal{M}^\# w \|_{L^p}. \tag{2.3}
\]

A fundamental property of \( \text{BMO}(\Omega) \) functions is the John-Nirenberg inequality which, simply put, gives an exponential decay to the distribution of a \( \text{BMO}(\Omega) \) function: If \( w \in \text{BMO}(\Omega) \), then there are constants \( C_1, C_2 > 0 \) such that for any \( \lambda > 0 \) and \( Q \subset \Omega \)

\[
|\{ x \in Q : |w(x) - w_Q| > \lambda \} | \leq C_1 |Q| \exp \left( -\frac{C_2 \lambda}{|w|_{\text{BMO}}} \right).
\]

This inequality has many useful consequences. In particular, if \( w \in \text{BMO}(\Omega) \) then there is \( \lambda > 0 \) such that for any cube \( Q \)

\[
\int_Q e^{\lambda|w(x) - w_Q|} \, dx < \infty.
\]
In addition, we obtain that $\text{BMO}(\Omega) \subset L^r(\Omega)$ for all $r < \infty$.

Notice that, although the John-Nirenberg inequality asserts that $\text{BMO}(\Omega) \subset \bigcap_{r \geq 1} L^r(\Omega)$, example 2.2 shows that $\text{BMO}(\Omega) \not\subset L^\infty(\Omega)$. This is one of the many reasons why this space has become so important in harmonic analysis. It is a space that sits between $L^\infty(\Omega)$ and $\bigcap_{r \geq 1} L^r(\Omega)$ and that in many aspects, like operator interpolation and duality, can be used to replace $L^\infty(\Omega)$.

Another implication of the inclusions $L^\infty(\Omega) \not\subset \text{BMO}(\Omega) \subset \bigcap_{r \geq 1} L^r(\Omega)$ and the main source of difficulty and originality in this work is that given $a \in \text{BMO}(\Omega)$ and $w \in L^2(\Omega)$, the integral

$$\int_{\Omega} a(x)|w(x)|^r \, dx$$

is a priori bounded only if $r < 2$. This bears an important consequence with respect to the analysis and approximation of solutions to (1.1): Standard techniques do not work! Even if $f \in L^2(\Omega)$, where for a bounded coefficient well-known energy arguments would provide for a satisfactory analysis of (1.1) and its approximations, novel techniques are necessary to assert that (1.1) is well posed (14 4), let alone to provide a convergent numerical scheme.

2.2. Finite elements. For $h > 0$ we introduce a triangulation $T_h = \{K\}$ of $\Omega$ consisting of simplices, which we assume is conforming and shape regular [3 10]. Over each triangulation $T_h$ we define the finite element space

$$V_h = \left\{ w_h \in C(\bar{\Omega}) : w_h|_K \in P_1 \right\},$$

of continuous piecewise linear functions. To account for boundary conditions we define

$$X_h = \left\{ w_h \in V_h : w_h|_{\partial \Omega} = 0 \right\}.$$

We will also make use of a space of vector valued piecewise constant functions

$$Q_h = \left\{ q_h \in L^\infty(\Omega) : q_h|_K \in \mathbb{R}^d \right\}.$$

We do not assume that the triangulations $T_h$ are quasi uniform, instead we will assume that they are such that allow a best approximation property in $W^1(L^\infty(\Omega))$. In other words, if $w \in W^1_0(L^\infty(\Omega))$ and $w_h \in X_h$ solves

$$\int_{\Omega} \langle \nabla w_h, \nabla \zeta_h \rangle \, dx = \int_{\Omega} \langle \nabla w, \nabla \zeta_h \rangle \, dx \quad \forall \zeta_h \in X_h,$$

then we have

$$\|\nabla(w - w_h)\|_{L^\infty} \leq C \min_{\zeta_h \in X_h} \|\nabla(w - \zeta_h)\|_{L^\infty}.$$

More importantly, this implies

$$\|\nabla w_h\|_{L^\infty} \leq C \|\nabla w\|_{L^\infty}. \quad (2.4)$$

Notice also that interpolation between a trivial energy estimate and (2.4) yields

$$\|\nabla w_h\|_{L^p} \leq C \|\nabla w\|_{L^p} \quad (2.5)$$
for every $p \in [2, \infty]$. Duality yields the same estimate for $p \in (1, 2)$. Reference [7] studies conditions that are much more general than quasi uniformity but still allow for an estimate like (2.4). The Appendix of [8] develops and analyzes an optimal algorithm for the construction of such meshes. In simple terms these meshes are such that if $h_T$ is a smooth enough function such that for every $K \in T_h$ we have $h_T|_K \approx |K|^{1/n}$ — i.e., the local mesh size — then $\|\nabla h_T\|_{L^\infty}$ is small enough.

As our meshes are not assumed quasi uniform there is no attached mesh size to them and, thus, the discretization parameter $h > 0$ does not have any real meaning. Nevertheless, we will stick to standard notation and denote by $h \to 0$ the result of

$$\bigcup_{h > 0} V_h, \quad \bigcup_{h > 0} X_h, \quad \bigcup_{h > 0} Q_h,$$

which we assume dense in $W^1(L^p(\Omega)), W^1_0(L^p(\Omega))$ and $L^r(\Omega)$, $r \in [1, \infty)$, respectively. Moreover, we assume that the family of triangulations $\{T_h\}_{h > 0}$ is constructed in such a way that for every $x \in \Omega$ there is a family of simplices that shrinks nicely [11, §3.4] to $x$. This process can be rigorously described using nets, but we shall not dwell on these technicalities.

When treating the discretization of (1.1) it will become necessary to compute a variant of the Hardy Littlewood maximal function over $T_h$. Namely, if $T_h = \{K\}$, then

$$M_{T_h} w(x) = \sup_{K \ni x} \int_K |w(z)| \, dz.$$

Notice that for almost every $x \in \Omega$, there is a unique $K \in T_h$ such that $x \in K$. The remaining points are those that lie on faces or edges of the mesh and for these there is only a finite number of cells that contain it. Thus, $M_{T_h} w$ is everywhere defined for any $w \in L^1(\Omega)$. The following result states that $M_{T_h}$ is point wise controlled by $M$.

**Lemma 2.1 (relation between maximal functions).** If $T_h$ is shape regular, then there is a constant $C$ independent of $h$ such that

$$M_{T_h} w(x) \leq C M w(x)$$

for every $w \in L^1(\Omega)$.

**Proof.** This is an easy consequence of shape regularity. If $x \in K$, there is a cube $Q$ such that $x \in K \subset Q$. Moreover, by shape regularity, the ratio $|Q|/|K|$ is uniformly bounded. This implies

$$\int_K |w(z)| \, dz = \frac{|Q|}{|K|} \int_K |w(z)| \, dz \leq C \int_Q |w(z)| \, dz,$$

where the constant in the last inequality is independent of $K$. Taking suprema yields the result. $\blacksquare$

We discretize the coefficient $A$ by a piecewise constant approximation $A_h$, such that every column $A_{h,i} \in Q_h$, $i = 1, d$, as follows

$$A_{h,i} \mid K = \int_K A(z) \, dz.$$

**Lemma 2.2 (approximation of BMO coefficients).** If $A : \Omega \to \mathbb{M}^d$ is symmetric, positive definite in the sense of (1.4) and its entries are in BMO($\Omega$), then $A_{h,i} \in$
$L^\infty(\Omega)$ for $i, j = 1, d$. Moreover, the coercivity constant of $A$ is that of $A_h$. Finally, as $h \to 0$, we have that $\|A - A_h\|_{L^r} \to 0$ for $r \in [1, \infty)$.

Proof. The fact that the entries of $A_h$ are in $L^\infty(\Omega)$ is evident.

To show that the coercivity constants coincide consider $\xi \in \mathbb{R}^d$ and $K \in \mathcal{T}_h$

$$\langle A_h|K\xi,\xi\rangle = \int_K A(z) \, dz \xi,\xi = \int_K \langle A(z)\xi,\xi\rangle \, dz \geq \alpha \int_K |\xi|^2 \, dz = \alpha|\xi|^2.$$

The convergence in $L^r(\Omega)$ for any $r \in [1, \infty)$ is obtained as a consequence of the fact that the simplices shrink nicely to points, for this implies that $A_h(x) \to A(x)$ for a.e. $x \in \Omega$. Using Lemma 2.1

$$|A_h| = \left| \int_K |A(z)| \, dz \right| \leq M_{\mathcal{T}_h} A \leq CMA.$$

When $r > 1$, $A \in L^r(\Omega)$ together with the fact that the Hardy Littlewood maximal function is bounded in $L^r(\Omega)$ yield $MA \in L^r(\Omega)$. Dominated convergence implies that $A_h \to A$ in $L^r(\Omega)$. Convergence in $L^1(\Omega)$ follows from the convergence in, say, $L^2(\Omega)$ and the fact that $\Omega$ is bounded. \( \Box \)

### 3. A discrete Hodge decomposition.

The classical Hodge decomposition states that if $w \in L^r(\Omega)$ with $r \in (1, \infty)$, then it can be uniquely decomposed as $w = \nabla \phi + h$, where $\phi \in W_0^1(L^r(\Omega))$ and $h \in L^r(\Omega)$ is weakly divergence free. Here we present a discrete variant of this result and some applications.

**Theorem 3.1** (Discrete Hodge decomposition). Let $r \in (1, \infty)$. If $s_h \in Q_h$, then there are unique $\varphi_h \in X_h$ and $g_h \in Q_h$ such that

$$s_h = \nabla \varphi_h + g_h, \quad \int_{\Omega} \langle g_h, \nabla \zeta_h \rangle \, dx = 0 \quad \forall \zeta_h \in X_h.$$

Moreover,

$$\|\nabla \varphi_h\|_{L^r} + \|g_h\|_{L^r} \leq C\|s_h\|_{L^r},$$

for a constant that is independent of $s_h$ and $h$.

**Proof.** We split the proof in two steps:

- **Existence:** We define $\varphi_h \in X_h$ as the solution of

$$\int_{\Omega} \langle \nabla \varphi_h, \nabla \zeta_h \rangle \, dx = \int_{\Omega} \langle s_h, \nabla \zeta_h \rangle \, dx \quad \forall \zeta_h \in X_h.$$

By 2.3 we have

$$\|\nabla \varphi_h\|_{L^r} \leq C\|s_h\|_{L^r}.$$

Define $g_h = s_h - \nabla \varphi_h$. By construction

$$\int_{\Omega} \langle g_h, \nabla \zeta_h \rangle \, dx = 0 \quad \forall \zeta_h \in X_h, \quad \|g_h\|_{L^r} \leq C\|s_h\|_{L^r}.$$

- **Uniqueness:** Assume that, in addition, $s_h = \nabla \tilde{\varphi}_h + \tilde{g}_h$, i.e., $\nabla (\varphi_h - \tilde{\varphi}_h) + (g_h - \tilde{g}_h) = 0$. Multiply this last identity by $\nabla (\varphi_h - \tilde{\varphi}_h)$ and integrate to conclude $\varphi_h = \tilde{\varphi}_h$. This in turn implies that $g_h = \tilde{g}_h$. 

Moreover, define the mapping $T$ such that this mapping is continuous, i.e., functions to power $r$ and $\varepsilon$.

Let $(X, \mu)$ be a measure space and $E$ a Hilbert space with norm $\| \cdot \|$. Denote by $L^r(X, E)$ the space of $E$-valued Lebesgue integrable functions to power $r$. Let $1 \leq r_1 < r < r_2$ and suppose that $T : L^r(X, E) \to L^s(X, E)$ is a bounded linear operator for all $r \in [r_1, r_2]$. If $Tw = 0$ and

$$
\frac{r_1}{r} - 1 \leq \varepsilon \leq \frac{r_2}{r_1} - 1,
$$

then

$$
\|T([w]^\varepsilon w)\|_{L^{r_1}(X, E)} \leq C(r; r_1, r_2)\varepsilon \|w\|^{1+\varepsilon}_{L^r(X, E)},
$$

for a constant $C(r; r_1, r_2) = \frac{2r(r_2 - r_1)}{(r_2 - r_1) r - 1} \sup_{w \in [r_1, r_2]} \|T\|_{L^r(X, E) \to L^r(X, E)}$.

With this powerful result at hand we prove a bound on the discretely divergence free part of the Hodge decomposition of the $L^p(\Omega)$ conjugate of the gradient, i.e., $s_h = |\nabla u_h|^{p-2} \nabla u_h$.

**Corollary 3.3 (decomposition of the conjugate).** Let $1 < p^- < p < p^+ < \infty$. Given $u_h \in X_h$ define $s_h = |\nabla u_h|^{p-2} \nabla u_h \in Q_h$. If $g_h \in Q_h$ denotes the discretely divergence free component of the discrete Hodge decomposition of $s_h$ in $L^p(\Omega)$, then

$$
\|g_h\|_{L^p} \leq C(p; p^-, p^+) |p - 2|\|\nabla u_h\|^{p/q}_{L^p},
$$

where the constant $C(p, p^-, p^+)$ is as in Theorem 3.2.

**Proof.** We apply Theorem 3.2. Set $X = T_h$ with $\mu(K) = |K|$ and $E = \mathbb{R}^d$. Any function $q_h \in Q_h$ can be uniquely identified with a map $q : T_h \to E$ by $q(K) = q_h |K|$. Moreover,

$$
\|q\|_{L^r(X, E)} = \sum_{K \in T_h} |K| |q(K)|^r = \sum_{K \in T_h} |K| |q_h| |K|^r = \sum_{K \in T_h} \int_K |q_h|^r dx = \|q_h\|_{L^r}^r.
$$

Define the mapping $T : L^r(X, E) \to L^s(X, E)$ by $T : s \leftrightarrow s_h \leftrightarrow g_h \leftrightarrow g$, where $g_h$ comes from the discrete Hodge decomposition of $s_h$. Theorem 3.1 then shows that this mapping is continuous, i.e.,

$$
\|Ts\|_{L^s(X, E)} = \|g_h\|_{L^s} \leq C\|s_h\|_{L^r} = C\|s\|_{L^r(X, E)} \quad \forall r \in (1, \infty),
$$

where the constant is uniform in any subset of $(1, \infty)$ that is bounded away from 1.

Given $u_h \in X_h$, set $w \leftrightarrow w_h = \nabla u_h$, so that $T(w) = 0$. Theorem 3.2 with $r = p$ and $\varepsilon = p - 2$ implies the result.

The second application of the discrete Hodge decomposition concerns the properties of the flux. Namely, we obtain bounds on the discretely divergence free part of $A_h \nabla u_h$. Notice that if we denote this vector field by $\ell_h$, and we assume that $A \in L^\infty(\Omega)$, we would immediately obtain a bound of the form $\|\ell_h\|_{L^p} \leq \|A\|_{L^\infty} \|\nabla u_h\|_{L^p}$. Since we are not assuming that our coefficients are bounded, more care is needed to bound the norm of this field, and the size of the coefficient must be replaced by the
size of its oscillation. This estimate, although similar in nature, requires quite different techniques and exploits in an essential way the fact that \( A \) has bounded mean oscillation.

**Corollary 3.4** (decomposition of the flux). Given \( u_h \in \mathbb{X}_h \) construct \( A_h \nabla u_h \in \mathbb{Q}_h \). Denote by \( \ell_h \in \mathbb{Q}_h \) the discretely divergence free part of the discrete Hodge decomposition of \( A_h \nabla u_h \). Then, the following estimate holds
\[
\|\ell_h\|_{L^p} \leq C\|A\|_{BMO}\|\nabla u_h\|_{L^p}
\]
for a constant \( C \) independent of \( h \), \( A \) and \( u_h \).

**Proof.** Theorem 2.1 readily yields that \( \|\ell_h\|_{L^p} \leq C\|A_h \nabla u_h\|_{L^p} \). We now need to estimate the norm of the flux.

Since \( \ell_h \) is piecewise constant,
\[
|\Omega|\|\ell_h\|_{L^p}^p = \sum_{K \in T_h} |K|\|\nabla u_h|_{K}\|_{L^p}^p \int_{\Omega} |A_h|_{K}\|_{L^p}^p dx,
\]
and
\[
|A_h|_{K}| = \left| \int_K A(z) dz \right| \leq M_{T_h} A \leq CMA,
\]
where we used Lemma 2.1. Therefore, we can continue (3.1) as follows
\[
|\Omega|\|\ell_h\|_{L^p}^p \leq C \sum_{K \in T_h} \|\nabla u_h\|_{L^p(K)}^p \int_{\Omega} |MA(x)|^p dx \leq C\|\nabla u_h\|_{L^p}^p \|MA^2\|_{L^p}^p
\]
where the last inequality uses the Fefferman-Stein inequality (2.3). Recalling that
\[
\|MA^2\|_{L^p}^p \leq |\Omega|\|MA^2\|_{L^p}^p = |\Omega|\|A\|_{BMO}^p
\]
yields the result. \( \square \)

**4. Finite element discretization and convergence.** This section is the core of our work. Here we will show that a finite element approximation of (1.1) is convergent. We define \( u_h \in \mathbb{X}_h \) as the solution of
\[
\int_{\Omega} (A_h \nabla u_h, \nabla \zeta_h) dx = \int_{\Omega} (f, \nabla \zeta_h) dx \quad \forall \zeta_h \in \mathbb{X}_h.
\]

**4.1. A priori estimate for \( p \geq 2 \).** For the time being we will assume that \( p \geq 2 \) and that \( f \in L^p(\Omega) \). Setting \( \zeta_h = u_h \) in (4.1) immediately yields existence and uniqueness of \( u_h \). It remains then to analyze its convergence properties. We begin with an a priori estimate for the gradient in \( L^p(\Omega) \).

**Theorem 4.1** (a priori estimate). Let \( p \geq 2 \) and \( f \in L^p(\Omega) \). There is a constant \( \varepsilon^* = \varepsilon^*(|A|_{BMO}) \) such that if \( |p - 2| < \varepsilon^* \) and \( u_h \in \mathbb{X}_h \) solves (4.1), then
\[
\|\nabla u_h\|_{L^p} \leq C\|f\|_{L^p},
\]
where the constant \( C \) depends on \( |A|_{BMO} \), but it is independent of \( h \).

**Proof.** Let \( s_h = |\nabla u_h|_{p-2} \nabla u_h \). Since \( u_h \in \mathbb{X}_h \), then \( s_h \in \mathbb{Q}_h \). Apply the discrete Hodge decomposition of Theorem 3.4 to \( s_h \) in \( L^p(\Omega) \), with \( \frac{1}{p} + \frac{1}{q} = 1 \), to obtain that there are unique \( \phi_h \in \mathbb{X}_h \), \( g_h \in \mathbb{Q}_h \) such that
\[
s_h = \nabla \phi_h + g_h, \quad \int_{\Omega} (g_h, \nabla \zeta_h) dx = 0 \quad \forall \zeta_h \in \mathbb{X}_h.
\]
Set \( \zeta_h = \phi_h \) in (4.1). From Lemma 3.2 we have that \( A \) and \( A_h \) have the same coercivity constant \( \alpha \), thereby obtaining

\[
\alpha \int_{\Omega} |\nabla u_h|^p \leq \int_{\Omega} \langle A_h \nabla u_h, |\nabla u_h|^{p-2} \nabla u_h \rangle \, dx \\
= \int_{\Omega} \langle f, \nabla \phi_h \rangle \, dx + \int_{\Omega} \langle A_h \nabla u_h, g_h \rangle \, dx. \tag{4.2}
\]

We estimate each term on the right hand side of this inequality separately. Using the estimates of Theorem 3.1 yields

\[
\int_{\Omega} \langle f, \nabla \phi_h \rangle \, dx \leq \|f\|_{L^p} \|\nabla \phi_h\|_{L^q} \leq C \|f\|_{L^p} \|s_h\|_{L^q}.
\]

Using the relation between \( p \) and \( q \) and the definition of \( s_h \) we obtain

\[
\int_{\Omega} |s_h|^q \, dx = \int_{\Omega} |\nabla u_h|^{p-2} |\nabla u_h|^q \, dx = \int_{\Omega} |\nabla u_h|^p \, dx,
\]

which allows us to conclude

\[
\int_{\Omega} \langle f, \nabla \phi_h \rangle \, dx \leq C \|f\|_{L^p} \|\nabla u_h\|_{L^p}^{p/q}.
\]

To estimate the second term in (4.2) we apply the discrete Hodge decomposition of Theorem 3.1 to \( A_h \nabla u_h \in Q_h \) in \( L^p(\Omega) \). In doing so we obtain \( A_h \nabla u_h = \nabla \psi_h + \ell_h \) with \( \psi_h \in \mathbb{X}_h \) and \( \ell_h \) discretely divergence free. This decomposition also yields

\[
\int_{\Omega} \langle A_h \nabla u_h, g_h \rangle \, dx = \int_{\Omega} \langle \ell_h, g_h \rangle \, dx \leq \|\ell_h\|_{L^p} \|g_h\|_{L^q}.
\]

To proceed we must invoke the estimates of Corollary 3.3 and Corollary 3.4 so that

\[
\int_{\Omega} \langle A_h \nabla u_h, g_h \rangle \, dx \leq \|\ell_h\|_{L^p} \|g_h\|_{L^q} \leq C |p - 2| \|A\|_{BMO} \|\nabla u_h\|_{L^p}^p.
\]

Since \( 1 + \frac{2}{q} = p \). Notice that because \( p \geq 2 \), the constant \( C(p, p^-, p^+) \) of Corollary 3.3 can be chosen uniform in \( p \).

These estimates allow us to rewrite (4.2) as

\[
\|\nabla u_h\|_{L^p}^p \leq C \left( \|f\|_{L^p} \|\nabla u_h\|_{L^p}^{p-1} + |p - 2| \|A\|_{BMO} \|\nabla u_h\|_{L^p}^p \right).
\]

Setting \( |p - 2| \) sufficiently small the coefficient of the second term on the right hand side can be made less than one (this will depend on \( |A|_{BMO} \)). This yields the result. \( \Box \)

Remark 4.2 (range of \( p \)). The conclusion of Theorem 4.1 is similar in nature to those of [12, 2] in the sense that we have (4.1) well posed over a range of \( p \) that depends on the size of the oscillation of the coefficient. This bound seems natural because the size of the coefficients is not involved (one can multiply the equation by any constant) but rather the size of their oscillation, which is the generalization of the ratio \( \alpha/M \) between the largest and smallest eigenvalues for a bounded coefficient and the quantity the \( L^p(\Omega) \) estimates on the gradient of Meyers [10] depend on.

Remark 4.3 (the need for a nonstandard approach). At the beginning of this section we established existence and uniqueness of \( u_h \) by setting the test function \( \zeta_h = u_h \). Another way of realizing this is via a standard application of the Lax-Milgram lemma. To do this it was imperative to approximate the coefficient \( A \) by piecewise constants \( A_h \), so that the associated bilinear form is bounded. This bound, however, cannot be uniform in \( h \). This shows that even for the case \( p = 2 \) the a priori estimate of Theorem 4.1 is nontrivial.
4.2. Convergence for \( p \geq 2 \). The a priori estimate obtained in Theorem 4.1 shows that the family of discrete solutions \( \{u_h\}_{h>0} \) is uniformly bounded in \( W^1_0(L^p(\Omega)) \). Consequently there is a sequence \( \{u_{h_k}\}_{k \in \mathbb{N}} \subset \{u_h\}_{h>0} \) and \( \hat{u} \in W^1_0(L^p(\Omega)) \) such that \( \nabla u_{h_k} \rightharpoonup \nabla \hat{u} \) in \( L^p(\Omega) \) and \( u_{h_k} \to \hat{u} \) in \( L^p(\Omega) \). Moreover, weak lower semicontinuity of the norm yields

\[
\|\nabla \hat{u}\|_{L^p} \leq C\|f\|_{L^p}.
\]

It remains then to show that this limit solves (1.1). From uniqueness it will follow that \( \hat{u} = u \).

**Proposition 4.4** (weak convergence). There is a sequence \( \{u_{h_k}\}_{k \in \mathbb{N}} \subset \{u_h\}_{h>0} \) and \( \hat{u} \in W^1_0(L^p(\Omega)) \) such that, as \( k \to \infty \), the sequence converges weakly in \( W^1_0(L^p(\Omega)) \) and strongly in \( L^p(\Omega) \) to \( \hat{u} \). Moreover, the function \( \hat{u} \in W^1_0(L^p(\Omega)) \) solves (1.1).

**Proof.** The convergence is an immediate corollary of the a priori estimate of Theorem 4.1. To show that \( \hat{u} \) solves (1.1) let \( \varphi \in C^0(\Omega) \). One can construct \( \varphi_h \in X_h \) such that \( \varphi_h \to \varphi \) in \( W^1(L^\infty(\Omega)) \) as \( h \to 0 \). Taking the Lagrange interpolant suffices for these purposes. Thus, \( h \to 0 \) the second term can be estimated as

\[
\int_\Omega \langle A \nabla \hat{u}, \nabla \varphi_h \rangle \, dx \leq \|A\|_{L^\infty} \|\nabla \hat{u}\|_{L^p} \|\nabla (\varphi - \varphi_h)\|_{L^\infty} \leq C\|A\|_{L^\infty} \|f\|_{L^p} \|\nabla (\varphi - \varphi_h)\|_{L^\infty} \to 0,
\]

where we used the a priori estimate of Theorem 4.1 and \( A \in L^q(\Omega) \).

It remains to deal with the first term

\[
\int_\Omega \langle A \nabla \hat{u}, \nabla \varphi_h \rangle \, dx = \int_\Omega \langle A_h \nabla u_h, \nabla \varphi_h \rangle \, dx + \int_\Omega \langle A \nabla \hat{u} - A_h \nabla u_h, \nabla \varphi_h \rangle \, dx = S + R.
\]

Evidently, \( S = \int_\Omega \langle f, \nabla \varphi_h \rangle \, dx \) and, as \( h \to 0 \), \( S \to \int_\Omega \langle f, \nabla \varphi \rangle \, dx \), so that if we show that \( R \to 0 \) we obtain the result. Notice that

\[
R = \int_\Omega \langle (A - A_h) \nabla \hat{u}, \nabla \varphi_h \rangle \, dx + \int_\Omega \langle A_h \nabla (\hat{u} - u_h), \nabla \varphi_h \rangle \, dx,
\]

so that, using the results of Lemma 2.2 we obtain

\[
\int_\Omega \langle (A - A_h) \nabla \hat{u}, \nabla \varphi_h \rangle \, dx \leq \|A - A_h\|_{L^1} \|\nabla \hat{u}\|_{L^p} \|\nabla \varphi_h\|_{L^\infty} \to 0
\]

since \( \|\nabla \varphi_h\|_{L^\infty} \leq C\|\nabla \varphi\|_{L^\infty} \). For the second term we have that \( A_h^T \nabla \varphi_h \to A^T \nabla \varphi \) in \( L^q(\Omega) \) and, by passing to a subsequence, \( \nabla u_{h_k} \to \nabla \hat{u} \) in \( L^p(\Omega) \), hence

\[
\int_\Omega \langle A_h \nabla (\hat{u} - u_{h_k}), \nabla \varphi_h \rangle \, dx = \int_\Omega \langle \nabla (\hat{u} - u_{h_k}), A_h^T \nabla \varphi_h \rangle \, dx \to 0.
\]

In conclusion \( \hat{u} \) is a solution of (1.1). \( \square \)

The previous result shows that the weak limit \( \hat{u} \) is a solution. Let us now show that strong convergence does take place but in a weaker norm.

**Proposition 4.5** (strong convergence). For any \( \hat{p} \in (2,p) \) we have \( u_h \to \hat{u} \) in \( W^1_0(L^\hat{p}(\Omega)) \).
Proof. Let \( \hat{p} \in [2,p) \). Since \( f \in L^p(\Omega) \subset L^{\hat{p}}(\Omega) \), problem \( \text{[13]} \) is also well posed in \( W^1_0(L^{\hat{p}}(\Omega)) \). As it is well known \([10,17]\), this is equivalent to an inf-sup condition

\[
\|\nabla w_h\|_{L^{\hat{p}}} \leq C \sup_{0 \neq \zeta_h \in \mathbb{X}_h} \frac{\int_\Omega (A_h \nabla w_h, \nabla \zeta_h) \, dx}{\|\nabla \zeta_h\|_{L^{\hat{q}}}},
\]

where \( \frac{1}{\hat{p}} + \frac{1}{\hat{q}} = 1 \) and the constant \( C \) is independent of \( h \).

Since \( \tilde{u} \in W^1_0(L^{\hat{p}}(\Omega)) \) there is a family \( \{w_h \in \mathbb{X}_h\}_{h > 0} \) such that \( w_h \to \tilde{u} \) in \( W^1_0(L^{\hat{p}}(\Omega)) \) (the Clément interpolant suffices \([11]\)). Consequently,

\[
\|\nabla (\tilde{u} - w_h)\|_{L^{\hat{p}}} \leq \|\nabla (\tilde{u} - w_h)\|_{L^{\hat{p}}} + \|\nabla (w_h - u_h)\|_{L^{\hat{p}}}.
\]

By construction, \( \|\nabla (\tilde{u} - w_h)\|_{L^{\hat{p}}} \to 0 \) as \( h \to 0 \). For the second term we use the discrete inf-sup

\[
\|\nabla (w_h - u_h)\|_{L^{\hat{p}}} \leq C \sup_{0 \neq \zeta_h \in \mathbb{X}_h} \frac{\int_\Omega (A_h \nabla (w_h - u_h), \nabla \zeta_h) \, dx}{\|\nabla \zeta_h\|_{L^{\hat{q}}}},
\]

from which we conclude

\[
\int_\Omega \langle A_h \nabla (w_h - u_h), \nabla \zeta_h \rangle \, dx = \int_\Omega \langle A_h \nabla w_h, \nabla \zeta_h \rangle \, dx - \int_\Omega \langle f, \nabla \zeta_h \rangle \, dx = \int_\Omega \langle A_h \nabla w_h - A \nabla \tilde{u}, \nabla \zeta_h \rangle \, dx = \int_\Omega \langle A_h (\nabla w_h - \nabla \tilde{u}), \nabla \zeta_h \rangle \, dx + \int_\Omega \langle (A_h - A) \nabla \tilde{u}, \nabla \zeta_h \rangle \, dx
\]

i.e.,

\[
\int_\Omega \langle A_h \nabla (w_h - u_h), \nabla \zeta_h \rangle \, dx = \int_\Omega \langle A_h (\nabla w_h - \nabla \tilde{u}), \nabla \zeta_h \rangle \, dx + \int_\Omega \langle (A_h - A) \nabla \tilde{u}, \nabla \zeta_h \rangle \, dx. \quad (4.3)
\]

The first term in \( \text{[13]} \) can be treated as follows

\[
\sup_{0 \neq \zeta_h \in \mathbb{X}_h} \frac{\int_\Omega \langle A_h (\nabla w_h - \nabla \tilde{u}), \nabla \zeta_h \rangle \, dx}{\|\nabla \zeta_h\|_{L^{\hat{q}}}} \leq \|A_h\|_{L^r} \|\nabla (w_h - \tilde{u})\|_{L^{\hat{p}}} \to 0,
\]

where, since \( \hat{p} < p \), \( r = (\frac{1}{p} - \frac{1}{\hat{p}})^{-1} > 1 \) and we used that, by Lemma \( \text{[22]} \), \( A_h \) is bounded in \( L^r(\Omega) \) and that \( w_h \to \tilde{u} \) in \( W^1_0(L^p(\Omega)) \). The second term of \( \text{[13]} \) is treated similarly

\[
\sup_{0 \neq \zeta_h \in \mathbb{X}_h} \frac{\int_\Omega \langle (A_h - A) \nabla \tilde{u}, \nabla \zeta_h \rangle \, dx}{\|\nabla \zeta_h\|_{L^{\hat{q}}}} \leq \|A_h - A\|_{L^r} \|\nabla \tilde{u}\|_{L^p} \to 0.
\]

Collecting the obtained estimates yields the result. \( \Box \)
4.3. The case \( p \in (1, 2) \). Let us briefly comment on the case \( p \in (1, 2) \). In this case we cannot set \( \zeta_h = u_h \) in (4.1) to obtain existence and uniqueness, since \( f \notin L^2(\Omega) \). However, owing to the symmetry of \( A_h \), we can resort to inf-sup theory [17] to assert the existence, uniqueness and a priori estimate of a solution. The a priori estimate yields a weakly convergent sequence whose limit can also be shown to be a solution to the problem (1.1). This is made precise in the following result.

\[ \| \nabla u_h \|_{L^p} \leq C \| f \|_{L^p}. \]

The family \( \{ u_h \in X_h \}_{h > 0} \) converges, as \( h \to 0 \), weakly in \( W^1_0(L^p(\Omega)) \) and strongly in \( L^p(\Omega) \) to \( \tilde{u} \), which is a solution to (1.1). Finally, for every \( \tilde{p} \in (2 - \varepsilon^*, p) \) we have \( u_h \to \tilde{u} \) in \( W^1_0(L^\tilde{p}(\Omega)) \).

\[ \text{Proof.} \] The proof of existence, uniqueness and a priori estimate is a standard application of the inf-sup theory [17]. The weak convergence repeats the arguments of Proposition [17] and the strong convergence those of Proposition [15]. For brevity we skip the details. \( \qed \)

5. About the possibility of establishing convergence rates. Let us comment on the possibility of establishing convergence rates for \( u_h \), at least in \( W^1_0(L^p(\Omega)) \), where strong convergence takes place. This is useful to understand the critical nature of the BMO(\( \Omega \)) coefficients in the theory and approximation of elliptic equations. To make the discussion simple and focus on the essential difficulties we will assume in this section, and this section only, that the family of meshes \( \{ T_h \}_{h > 0} \) is quasiform so that \( h \) can be identified with the mesh size.

The heart of the matter lies in the proof of Proposition [15]. The steps are rather standard, first the error is split into the interpolation and approximation errors

\[ \| \nabla (\tilde{u} - u_h) \|_{L^p} \leq \| \nabla (\tilde{u} - w_h) \|_{L^p} + \| \nabla (w_h - u_h) \|_{L^p}, \]

for a suitably chosen \( w_h \in X_h \). Next we must bound each one of these terms. The first one — the interpolation error — is not at all related to the numerical scheme but rather to the smoothness of the solution and the approximation properties of the finite element space \( X_h \). For this reason, if one were to assume that \( \tilde{u} \in W^{1+r}(L^p(\Omega)) \cap W^s_0(L^\tilde{p}(\Omega)) \) for some \( s > 0 \), we can conclude that

\[ \| \nabla (\tilde{u} - w_h) \|_{L^p} \leq C h^s, \]

for a constant independent of \( h \). Although this is standard, we must reiterate that such an estimate is independent of the problem in question and a similar smoothness assumption on the solution \( \tilde{u} = u \) must be made (or proved) if rates of convergence are desired in any other problem, say one with bounded or even smooth coefficients.

The second term — the approximation error — on the other hand encodes how well our numerical scheme reproduces the exact problem and, in our case, is of more interest. The proof of Proposition [17] yields

\[ \| \nabla(w_h - u_h) \|_{L^p} \leq C (\| A \|_{L^r} \| \nabla (w_h - \tilde{u}) \|_{L^p} + \| A - A_h \|_{L^r} \| \nabla \tilde{u} \|_{L^p}), \]

for some \( r > 1 \). The first term on the right hand side of this inequality can be treated with a similar argument as the interpolation error. The second term is an
unavoidable consistency error (see Remark 4.3) and to conclude a rate of decay for it one must study how well the coefficient $A$ can be approximated by a piecewise constant function.

The so-called Campanato spaces $L^\lambda(L^r(\Omega))$ [15, Chapter 4] provide the right tool to quantify the rate of approximation by piecewise constants. They are defined as

$$L^\lambda(L^r(\Omega)) = \{ w \in L^r(\Omega) : [w]_{\lambda,r} < \infty \}$$

with semi-norm

$$[w]_{\lambda,r} = \sup_{x \in \Omega, \rho > 0} \rho^{-\lambda} \int_{B(x,\rho) \cap \Omega} |w - w_{B(x,\rho)}|^r \, dz,$$

where $B(x,\rho)$ denotes the ball of radius $\rho$ centered at $x$. It is well known [15, §4.7] that $L^d(L^d(\Omega)) = \text{BMO}(\Omega)$ for any $r \in [1, \infty)$ and that [15, Theorem 4.6.1] if $d < \lambda \leq d + r$ we have $L^\lambda(L^r(\Omega)) = C^{0,\beta} (\bar{\Omega})$ for $\beta = \frac{\lambda - d}{r}$. Moreover, $L^\lambda(L^r(\Omega))$ with $\lambda > d + r$ contains only constant functions.

With this functional setting at hand we see that the only plausible way to assert a rate of convergence for $A_h$ would be as follows:

$$\|A - A_h\|_{L^r} \leq \sum_{K \in T_h} \int_K |A - A_h|^r \, dz = \sum_{K \in T_h} \int_K |A - A_h|^r \, dz h^{d+\delta} \leq C[A]_{d+\delta,r} \sum_{K \in T_h} h^{d+\delta} \leq C[A]_{d+\delta,r} |\Omega|h^{\delta},$$

for some $\delta > 0$. However, as the aforementioned embeddings show, this already implies that $A \in C^{0,\beta}(\bar{\Omega})$ for some $\beta > 0$ and we go back to the classical case of smooth coefficients. A similar assumption, with analogous consequences would be to assume that the coefficients $A$ lie in a slightly better space than $W^1(L^d(\Omega))$, see [5] and [12, Theorem 5.22].

In summary, the assumption $A \in \text{BMO}(\Omega)$ is critical. Weaker assumptions render us unable to even assert existence of solutions while even the slightest stronger assumption brings us back to the classical case, where standard and well known techniques apply.
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