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Abstract

Today we live in a context in which devices are increasingly interconnected and sensorized and are almost ubiquitous. Deep learning has become in recent years a popular way to extract knowledge from the huge amount of data that these devices are able to collect. Nevertheless, state-of-the-art learning methods have a number of drawbacks when facing real distributed problems, in which the available information is usually partial, biased and evolving over time. Moreover, if there is something that characterizes this society of devices is its high heterogeneity and dynamism, both in terms of users and the hardware itself. Therefore, against the tendency to centralize learning, in this work we want to present a new paradigm of learning in society, where devices get certain prominence back, having to learn in real time, locally, continuously, autonomously and from users, but also improving models globally, in the cloud, combining what is learned locally, in the devices. Hence, learning is carried out in a cyclical process of global consensus and local adaptation that can be repeated indefinitely over time. In this work we present a first architecture for this paradigm, which we call \textit{glocal} learning. In order to test our proposal, we have applied it in a heterogeneous community of smartphone users to solve the problem of walking recognition. The results show the advantages that \textit{glocal} learning provides with respect to other state-of-the-art methods.
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1. Introduction

Smartphones, tablets, wearables, robots and “things” from the Internet of Things (IoT) are already counted in millions and allow a growing and sophisticated number of applications related to absolutely all human domains: education, health, leisure, travel, banking, sport, social interaction, etc. If we also take into account factors such as the progressive sensorization and the connection to the networks of these devices, we can speak of an authentic “society of devices”
that is being formed around people. The volume of data generated by these agents is growing rapidly. That is why the cloud-based computing paradigm is gradually being replaced by other alternatives that bring processing and analysis capacity closer to the devices themselves, such as edge computing or fog computing (Dolui & Datta, 2017; Luan et al., 2015). These kind of non-centralized computing paradigms also help alleviate security and privacy concerns. Having such an exponentially growing amount of data collected on real working conditions from distributed environments, together with a good intercommunication between devices (Li et al., 2018), opens up a new world of opportunities. In particular, it will allow devices to incorporate models that evolve and adapt in order to perform better and better, thus benefiting the consumers.

In the context of distributed devices (smartphones, robots, etc.), applying traditional cloud-centric machine learning processes involves gathering data from all the devices in the cloud. This data, typically sensor measurements, photos, videos and location information, must be later uploaded and processed centrally in a cloud-based server or data center. Thereafter, the data is used to provide insights or produce effective inference models. With this approach, deep learning techniques have proven to be very effective in terms of model accuracy (Qiu et al., 2016). However, in these kind of scenarios, cloud-centric learning is usually either ineffective or infeasible due to limitations in storage, communication and computational resources (Tsoumakas & Vlahavas, 2009; Lim et al., 2019). These limitations, together with the growing attention paid to data privacy, have led in recent years to the emergence of new learning paradigms that aim to address the challenges of privacy and ubiquity of data. A good example of this is the recent federated learning (Lim et al., 2019; Li et al., 2019; McMahan et al., 2016). In addition to the above problems, this kind of scenarios present other issues, such as nonstationarity and skewness, as well as the existence of poisoned, mistaken and partially labeled data. Thus, other currents such as continual learning have gained attention in recent years (Lesort et al., 2019). We will discuss these problems in more depth in Section 2.

In this context, in the present work we propose a new paradigm of learning, glocal learning. Glocal learning is a continuous, distributed and semi-supervised architecture that consist on the achievement of local models, on the devices themselves, but which are later consensuated globally, in the cloud. This global model is then returned to the devices so that they speed up the local learning and help to quickly improve device behaviour, at the same time that they are subdued to a new local adaptation process. In this work, we will show the performance of our approach when it is used to solve the specific semi-supervised classification task of walking recognition in smartphones. However, this strategy will not be exclusive for mobile phones, but it could be applied to all kinds of smart devices or robots.

The rest of the paper is structured as follows: Section 2 provides a review of the state of the art. In Section 3, glocal learning is presented. Section 4 explains in detail the learning carried out on the devices. Section 5 exposes the details of the learning performed in the cloud. Section 6 presents the experimental results in walking recognition. Finally, some conclusions are presented in Section 7.

2. Related work

The concept of Big Data has emerged in the last decades as a new paradigm that explores ways to analyze and systematically extract information from large amounts of data. Many new machine learning methods have been progressively appearing under this paradigm (Al-Jarrah et al., 2015). However, when it comes to the context of smart and distributed agents, such as smartphones, robots and IoT devices, not all the learning proposals are suitable. In this section
we are going to review some of the strategies that are being applied in this context of devices: deep learning, distributed and federated learning, and continual learning (Figure 1).

2.1. Cloud-centric approach and deep learning

There is no doubt that deep learning is one of the most popular research trends in the machine learning field today. As the data keeps getting bigger, deep learning is coming to play a pivotal role in providing predictive analytic solutions for large-scale data sets, particularly with the increased processing power and the advances in graphics processors (Chen & Lin, 2014). A common strategy to apply deep learning in the context of mobile devices and robotics is to collect the distributed data from the devices and take it to the cloud for central processing (bottom left on Figure 1). However, this is often either ineffective or infeasible, especially when we talk about a large number of devices or users, since it involves facing the following challenges (Tsoumakas & Vlahavas, 2009; Lim et al., 2019):

Challenge 1: Storage cost. A central storage is not an scalable solution. Nevertheless, this challenge has less and less to do with hardware limitations and more with current legislations that severely restrict the ability of the different institutions and enterprises to collect and store personal and sensitive data of the consumers (Challenge 4).

Challenge 2: Communication cost. The transfer of huge amounts of data over the network might take extremely much time and also require an unbearable financial cost. Note also that communication may be a continuous overhead, as data form real environments is continuously been updated. This can be especially challenging in tasks involving unstructured data, e.g., in video analytics (Ananthanarayanan et al., 2017). A cloud-centric approach can also imply long propagation delays and incur unacceptable latency for applications in which real-time decisions have to be made, e.g., in autonomous driving systems (Ananthanarayanan et al., 2017; Montanaro et al., 2019).

Challenge 3: Computational cost. Patently, the computational cost of processing and learning centrally in the cloud is much bigger than the sum of the cost of analyzing smaller parts of the data, that could also be done in parallel.

Challenge 4: Data privacy and sensitivity. Many popular applications deal with sensitive data, such as people’s medical or financial records. The central collection of such data is not desirable as it puts their privacy into risk. In recent years, governments have been implementing data privacy legislations in order to protect the consumer. Examples of this are the European Commission’s General Data Protection Regulation (GDPR) (Custers et al., 2019) or the Consumer Privacy Bill of Rights in the US (Gaff et al., 2014). In particular, the consent (GDPR Art. 6) and data minimisation principles (GDPR Art. 5) limit data collection and storage only to what is consented by the consumer and absolutely necessary for processing.

Taking these challenges into account, there have emerged some alternatives that suggest that the deep learning process can take place in the cloud and the learned model can be then transferred to the device, which is where it is executed (Nakkiran et al., 2015; Vasilyev, 2015). Other proposals suggest that there may even be a final adjustment of the model at the local level. The latter would fall within the transfer learning paradigm (Zhang, 2019), which focuses on storing knowledge gained while solving one problem and applying it to a different but related problem.
In this case, a global deep learning model obtained in the cloud would be a general solution that could be then adapted to each device locally. Other hybrid solutions using local and cloud computing have also been explored. For instance, in (Lane & Georgiev, 2015), the pre-training of a deep neural network (DNN) is carried out in the smartphone and the subsequent supervised training is performed in the cloud. However, any of these strategies would still involve moving a significant volume of potentially sensitive data.

2.2. Distributed and federated learning

A better option for learning in this kind of scenarios where data is naturally distributed seems to be distributed learning (Peteiro-Barral & Guijarro-Berdiñas, 2013; Verbraeken et al., 2019; Gu et al., 2019) (top right on Figure 1). Different from the classical cloud-centric approach, in the framework of distributed learning the learning process can be carried out in a distributed and parallel manner along a network of interconnected devices that are able to collect, store, and process their own data locally. This learning process can be performed with or without explicit knowledge of the other agents. Once each device performs its local learning, a global integration stage is typically carried out in the cloud, so that a global model is agreed upon. Allocating the learning process among the network of devices is a natural way of scaling up learning algorithms in terms of storage, communication and computational cost. Furthermore, it makes it easier to protect the privacy of the users, since sharing raw data with the cloud or with other participants can be avoided.

Distributed machine learning algorithms can be roughly classified into two different groups:

1. The first group can be defined as distributed optimization algorithms. These methods mainly focus on how to train a global model more efficiently, by managing large scale of devices simultaneously and making proper use of their hardware in a distributed and parallel way. For that purpose, there already exist many powerful optimization algorithms to solve the local sub-problems, which are developed from Gradient Descent (GD). The best known one is the ancient Stochastic Gradient Descent (SGD), which greatly reduces the computation cost in each iteration compared with the normal gradient descent (Robbins & Monro, 1951; Recht et al., 2011). There are other proposals that rely on other optimization methods to solve the local sub-problems, such as those that use augmented Lagrangian methods, being Alternating Direction Method of Multipliers (ADMM) the most popular one (Andersson et al., 2014; Lin et al., 2013). Another example are Newton-like techniques, such as Distributed Approximate NEwton (DANE) (Shamir et al., 2014) or Distributed Self-Concordant Optimization (DiSCO) (Zhang & Lin, 2015). The main drawback of this kind of methods is that they require the devices to share a common representation of the model and feature set. Moreover, most of the proposals that fall into this category are not usually intended to be applied in the context of smartphones and IoT devices, as they typically involve high computing costs in each training step. Thus, they are not suitable for working on this kind of devices as they might have a negative effect on experience of user’s daily usage (high battery consumption, overheating, etc.).

2. In the second group we include the ensemble methods (Sagi & Rokach, 2018). Ensemble learning improves the predictive performance of a single model by training multiple models and combining their predictions (e.g., using a voting system) or even the classifiers themselves (e.g., generating a definitive model from different local sets of rules) (Tsoumakas & Vlahavas, 2002; Hall et al., 2000; Guo & Sutijaraphun, 1999; Hall et al., 1998). Thus,
the ensemble approach is almost directly applicable to a distributed environment since a local classifier can be trained at each device and then the classifiers can be eventually aggregated using some ensemble strategy. Some examples of the existing proposals that follow this approach are Effective Stacking (Tsoumakas & Vlahavas, 2002), Knowledge Probing (Guo & Sutivaraphun, 1999) or Distributed Boosting (Lazarevic & Obradovic, 2002).

Closely related to the distributed learning framework, in recent years a new learning paradigm called federated learning (FL) has been boosted by Google (Konečný et al., 2015; McMahan et al., 2016; Lim et al., 2019; Li et al., 2019). Its core idea is very similar to the scheme of distributed learning, i.e., solving local problems on the devices and aggregate updates on a server without uploading the original user data. The main difference between both approaches lies in the assumptions made on the properties of the local datasets. Thus, distributed learning mainly focus on parallelizing computing power, where federated learning, essentially designed to work on mobile device networks, aims at training on heterogeneous datasets (Konečný et al., 2015). A common underlying assumption in distributed learning is that the local datasets are identically distributed and roughly have the same size. None of these hypotheses are made for federated learning. Instead, the datasets are typically heterogeneous and their sizes may span several orders of magnitude. Another area of attention for federated learning, less addressed in distributed learning literature, is the protection of data privacy. Thus, federated learning focus on how to design a good communication protocol and how to aggregate so large amounts of data on the server, while less attention is paid to the improvement of the final performance of the model.

Distributed and federated learning are much more suitable for the context of devices than centralized deep learning (Section 2.1). However, there are still some challenges that distributed and federated paradigms do not address or only partially address:

**Challenge 5: Nonstationarity.** Most machine learning algorithms, including federated and distributed approaches, assume that data comes from a static distribution. Thus, all the proposals discussed so far are characterized by finding an optimal solution that, once found, is not changed. However, it does not hold in many real world applications, where the underlying distribution of the data streams changes over time in unforeseen ways. When such a change occurs in data, the outcome is referred to as concept drift (Widmer & Kubat, 1996). If the concept drift occurs, the inducted pattern of past data may not be relevant to the new data, leading to poor predictions or decision outcomes. Therefore, learning in nonstationary environments is a continuous and incremental learning problem. This problem is associated with two conflicting objectives: retaining previously learned knowledge that is still relevant, and replacing any obsolete knowledge with current information. These is usually known as the stability-plasticity dilemma (Grossberg, 1988).

**Challenge 6: Acquisition of relevant labeled data.** Data is everywhere. No matter the specific problem, it would probably be easy to get some relevant data without exhausting a lot of resources. Gathering enough relevant labeled data, however, is typically a really complex task, because it usually involves human intervention. Most existing studies in distributed and federated learning have focused on fully labeled datasets and supervised learning tasks (Lim et al., 2019; Li et al., 2019). However, in practice, training data may not have labels, or have poisoned and mistaken labels, which can leads to runtime mispredictions. The poisoned and mistaken labels can come from unreliable data collection processes, such as in mobile and edge environments, and malicious parties. Moreover, the sample of data used for training may not be representative
enough of the actual distribution of the problem, thus leading to overfitting or underfitting of the models. Detecting when a model is not robust enough is not straightforward, because many times not only the training data is biased, but also the one used for testing.

2.3. Continual and semi-supervised learning

Continual learning is built on the idea of learning continuously and adaptively about the external world, being able to smoothly update the prediction model to take into account different tasks and data distributions but still being able to re-use and retain useful knowledge during time (Parisi et al., 2019; Ren et al., 2017; Lesort et al., 2020). Hence, continual learning is the only paradigm which force us to deal with a higher and realistic time-scale where data becomes available only during time, we have no access to previous perception data and it is imperative to build on top of previously learned knowledge. However, although many efforts have been made for continual learning in supervised scenarios, there is still a lack of works that address continual learning in a partially and poorly labeled context (Lopez-Paz & Ranzato, 2017; Kirkpatrick et al., 2017; Maltoni & Lomonaco, 2019).

Learning from partially labeled data is commonly referred to as **semi-supervised learning**.

There is a huge amount of work in the literature on semi-supervised learning (Zhou & Goldman, 2004; Zhu, 2005; Chapelle et al., 2010; Triguero et al., 2015; Haque et al., 2016). Nevertheless, very few studies have addressed this issue in the context of continual learning (Ditzler & Polikar, 2011; Dyer et al., 2013). Besides, as far as we are aware, there are still no works on semi-supervised learning in the literature of distributed or federated learning.

2.4. Glocal learning

With the aim of facing all the six challenges exposed above for learning in a society of devices, in this paper we introduce the concept of **glocal learning**: a continual, semi-supervised and distributed paradigm that consist on the achievement of local models, on the devices themselves, but which will be later consensuated globally, in the cloud. This global model will be then returned to the devices so that they speed up the local learning and help to quickly improve device behaviour, at the same time that they are subdued to a new local adaptation process, after which the model will return to the cloud. The term “glocal” comes, therefore, from the union of the two learning levels, local and global, that coexist continuously in time. This cyclical process of global consensus and local adaptation can be repeated indefinitely over time. The fact that only models are moved amongst the local devices and the cloud, will help to reduce communication costs and protect, up to some extent, local privacy. It will more difficult to re-obtain data from models, but still preserving the benefit from the global interaction and exchange of models. Performing learning in a distributed and parallel way will also solve the limitations related to storage and computational costs. **Glocal** learning is also robust to realistic and non-stationary scenarios, as it incorporates a change detection algorithm on the data stream. Moreover, our proposal follows a semi-supervised approach to get the most out of the data collected. Finally, this architecture breaks with the traditional machine learning scheme allowing to start a continuous and automatic process of abstraction of knowledge from the moment in which data begins to be acquired on any of the devices of the network. The models obtained will be refined over time as more relevant data is acquired from the domain.

As we can see, the **glocal** proposal draws from several of the state-of-the-art approaches so far discussed, such as continual, distributed and federated learning. The Venn diagram shown in Figure [I] aims to demarcate the boundaries between the different paradigms. Firstly, **glocal**
learning can be included within the framework of continual learning, as it seeks the continuous adaptation to change. Nevertheless, continual learning does not consider two different learning levels (local and global), as glocal learning does. Glocal learning also resembles distributed and federated learning in the sense that devices perform a stage of local learning and then they globally agree their knowledge in the cloud. However, existing proposals for distributed and federated learning do not support incremental and adaptive learning over time, as our approach does. Other common restrictions in distributed and federated learning disappear in glocal learning. For example, there is no imposition on the learning algorithm to be used on each local device. Nor is a synchronous learning system based on cycles or iterations established. All this gives greater decentralization and autonomy to the devices. Thus, the system is able to work even if there are communication failures between the server and the devices. Our proposal also tries to make the most of all the data captured by the devices by using a semi-supervised approach. This is something new in the literature on both continual and federated learning, which, conversely, has focused mainly on solving fully supervised tasks. For all this, we believe that the glocal proposal deserves its own space in the Venn diagram of Figure 1.

3. Glocal learning paradigm

Figure 2 shows a high-level diagram of our proposal of glocal learning. As we can see, it is a cyclical architecture; in the figure there are smartphones, but we could think of any other set of devices, either homogeneous or heterogeneous, including tablets, wearables or robots. Each device is able to perceive its environment through its sensors and is connected to the cloud.

Iteratively, each of the devices creates and refines its own local model of the learning problem that is intended to be solved. For that, devices are continuously acquiring and storing new information through their sensors. This information is raw data, which must be locally preprocessed before being able to use it in a learning stage: noise detection, data transformation, feature extraction, data normalization, instance selection, etc. When local models are obtained, they are sent to the cloud where a new learning stage is performed to join the local knowledge, thus obtaining a global model. The global model is then shared with all the devices in the network. Each device can take advantage of that global model to improve the local one, thus starting a new cycle. New data is continuously recorded in each device and will be also used to retrain better
local models or refine existing ones. Of course, an improvement of the local models will result in an improvement at the global level too. Note that the information available at the local level will increase progressively. As it is unrealistic to assume that infinite storage is available, a compromise solution must be reached that retains previously learned knowledge that is still relevant at the same time as old information is replaced with new knowledge, avoiding the catastrophic forgetting.

In this work we have focused on semi-supervised scenarios, where the data in the local devices is partially labeled. Nevertheless, the application of our proposal to fully supervised problems is immediate. In the following sections we propose our first implementation for both learning levels of this architecture, local (Section 4) and global (Section 5). However, it should be borne in mind that our architecture would allow the integration of other methods different from those we propose below. Indeed, as we will see later, we believe that there is room for improvement at both levels.

4. Local learning

Figure 3 shows the continuous work flow for each device. Basically, devices gather data from the environment. This data, conveniently preprocessed, is used to build or update a local model. The preprocessing of the data refers to feature extraction, normalization, instance selection, etc. As we deal with a semi-supervised task, this data will be partially annotated.

In order to learn the local model, in this work we have opted for the use of ensemble methods. These methods have received much attention in stream data mining and large-scale learning. In particular, every device builds an ensemble of base classifiers. Any algorithm that provides posterior probabilities for its predictions can be used as base classifier. In our case, in our experimental results (Section 6), we tried different methods as base classifiers: Naïve Bayes, Generalized Linear Models (GLM), C5.0 Decision Trees, Support Vector Machines (SVM), Random Forests and
Figure 3: Work flow on a local device.

Stochastic Gradient Boosting (SGB). In the same way, any state-of-the-art method could be used to combine the predictions of the base classifiers of the local ensemble. We opted for a simple but effective approach, employing decision rules, which effectively combine a posteriori class probabilities given by each classifier. Rule based ensemble have received very much attention because of their simplicity and because they do not require training (Czyz et al., 2004; Kittler et al., 1998; Tumer & Ghosh, 1996). When the base classifiers operate in the same measure space, as it is this case, averaging the different posterior estimates of each base classifier reduces the estimation noise, and therefore improves the decision (Tumer & Ghosh, 1996). Thus, we should use a rule that averages the posterior estimates of the base classifiers. The sum rule could be used, but if any of the classifiers outputs an a posteriori probability for some class which is an outlier, it will affect the average and this could lead to an incorrect decision. It is well known that a robust estimate of the mean is the median. Thus, we use the median rule. The median rule predicts that an instance $x$ belongs to class $c_j$ if the following condition is fulfilled:

$$\text{median}\{y_1(x), \ldots, y_N(x)\} = \max_{k=1}^{C} \text{median}\{y_{1k}(x), \ldots, y_{Nk}(x)\},$$

where $C$ is the number of possible classes ($c_1, c_2, \ldots, c_C$), $N$ is the number of base classifiers and $y_i = \{y_{i1}(x), \ldots, y_{iC}(x)\}$ is the output of the $i$-th classifier, for $i = 1, \ldots, N$. 
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As we can see in Figure [3], our local device gathers data and, if there is a global model available, it uses it to annotate the unlabeled data (semi-supervised transduction). Otherwise, it keeps collecting data until it has enough examples to perform the training of the first local model. A common question in machine learning is how much data is necessary to train a model. Unfortunately, the answer is not simple. In fact, it will depend on many factors, such as the complexity of the problem and the complexity of the learning algorithm. Significant research efforts have been made to find the relationship between classification error, learning sample size, dimensionality and complexity of the classification algorithm (Jain & Chandrasekaran, 1982; Kanal & Chandrasekaran, 1971; Raudys & Jain, 1991). Statistical heuristic methods have been frequently used to calculate a suitable sample size, typically based on the number of classes, the number of input features or the number of model parameters. To ensure a minimally balanced training set with representation of all classes, in this work we establish a single heuristic rule that must be fulfilled in order to allow the training of a local model. We define a minimum amount of labeled data, \( L \), so that there must be at least \( \frac{L}{C} \) examples from each class in the training set to allow the training process, where \( C \) is the number of possible classes. The first base model of the local ensemble –Equation (1)– can be trained as soon as this rule is met. In our experiments we have used \( L = 2\Delta \), where \( \Delta \) is a parameter used in the drift detection algorithm that we will expose in Section 4.1.1. We define \( L \) in terms of \( \Delta \) as both parameters are strongly related.

As we pointed out before, the local device collects data which is partially annotated. In fact, it will be common to have a much greater number of unlabeled than labeled examples. In order to deal with this, we perform what is called semi-supervised transduction. To understand how it works we must remind that in our glocal learning (Figure [2]) all devices receive the last global model achieved by consensus in the cloud. To take advantage of that knowledge globally agreed, our proposal uses the global model for labeling data that has no label. As soon as a new unlabeled instance is available, we use the latest global model, if any, to predict a possible label and, then, we filter the predictions based on their degree of confidence. We define the confidence of a prediction as the classifier conditional posterior probability (Duin & Tax, 1998), i.e., the probability \( P(c_i|x) \) of a class \( c_i \) from one of the \( C \) possible classes \( c_1, c_2, \ldots, c_C \) to be the correct class for an instance \( x \). It is a normalized value between 0 and 1. We accept the predicted label as the real label of the example when its confidence is equal to or greater than a threshold \( \gamma \), whose optimal value we have empirically set at \( \gamma = 0.9 \). Low thresholds (\( \gamma < 0.8 \)) may introduce a lot of noise in the training set, while very high thresholds (\( \gamma > 0.95 \)) may allow to add very few examples to the labeled set. Therefore, we consider that \( \gamma = 0.9 \) is an adequate value.

Finally, once the device has a global model and a local model, the remaining question is when this local model should be updated using the new data that is being collected. It makes no sense to update the local model if it is performing well. However, as we said before, data is usually non-stationary, i.e., its distribution evolves in time in an unpredictable way. This is what is usually called concept drift. If a concept drift happens the model will lower its performance. Thus, as we will show in Section 4.1, we will update the local model when a concept drift is detected.

### 4.1. Learning under concept drift

Research on learning under concept drift is typically classified into three components (Lu et al., 2018): (1) drift detection (whether or not drift occurs), (2) drift understanding (when, how, where it occurs) and (3) drift adaptation (reaction to the existence of drift). In this work, we have focused on drift detection and adaptation.
4.1.1. Drift detection

Drift detection refers to the techniques and mechanisms that characterize and quantify concept drift via identifying change points or change intervals in the underlying data distribution. In our proposal, if a concept drift is identified it means that the local model is no longer a good abstraction of the knowledge of the device, so it must be updated. Drift detection algorithms are typically classified into three categories (Lu et al., 2018): (1) error rate-based methods, (2) data distribution-based methods and (3) multiple hypothesis test methods. The first class of algorithms focuses on tracking changes in the online error rate of a reference classifier (in our case, it would be the latest local model). The second type uses a distance function or metric to quantify the dissimilarity between the distribution of historical data and the new data. The third group basically combines techniques from the two previous categories in different ways. Error rate-based methods operate only on true labeled data, because they need the labels to estimate the error rate of the classifier. Therefore, in order to take advantage of both labeled and unlabeled data, in this work we decided to use a data distribution-based algorithm, which do not present such a restriction. Thus, we have used an adapted version of the change detection technique (CDT) originally proposed in (Haque et al., 2016), which is a CUSUM-type CDT on beta distribution (Baron, 1999). Algorithm 1 outlines the proposed method.

As soon as a new instance is available, Algorithm 1 is invoked. First of all, the confidence of the current local classifier on that instance, \( \xi \), is estimated (line 3 in the pseudocode) and both, instance and confidence, are stored in a sliding window \( W \) of length \( N \) (lines 4 to 6). Note that \( W = \{w_1, w_2, \ldots, w_N\} \) is a history of tuples of the form "[instance, confidence]", so that \( W = \{X, \Sigma\} \), where \( X = \{x_1, x_2, \ldots, x_N\} \) is the history of instances and \( \Sigma = \{\xi_1, \xi_2, \ldots, \xi_N\} \) the associated confidence vector. We will try to detect changes in the confidence of the predictions provided by the current local model for the patterns in \( W \). In the original method proposed in (Haque et al., 2016), authors do not use a sliding window, but a dynamic window, which is reinitialized every time a drift is identified. However, they do not establish any limits on the size of this dynamic window, which is not very realistic, since its size could grow to infinity if no drift is detected. Therefore, in our proposal, we use a sliding window and we set a maximum size \( N_{\text{max}} = 20\Delta \), where \( \Delta \) is a strongly related parameter used in the core of the CDT algorithm, as we will explain below. Once this maximum size is reach, adding a new element to \( W \) implies deleting the oldest one (lines 7 to 9).

The core of this CDT algorithm (lines 14 to 32) can be a bottleneck in our system if we have to execute it after inserting each confidence value in \( W \). Therefore, as shown in Figure 3, CDT will be invoked only if \( W \) contains a representative number of instances \( X \in W \), i.e., there are at least \( \frac{N}{2} \) labeled instances for each class. However, once this condition is met, CDT would be invoked for every new recorded sample. Therefore, we restrict the number of executions, so that the core of Algorithm 1 will be executed with a probability of \( e^{-2\xi} \) (line 13 in the pseudocode). Hence, the higher the confidence, the lower the probability of executing CDT, and vice versa.

In the core of the CDT algorithm, \( W \) is divided into two sub-windows for every pattern \( k \) between \( \Delta \) and \( N - \Delta \) (lines 14 to 16 in Algorithm 1). Let \( W_a \) and \( W_b \) be the two sub-windows, where \( W_a \) contains the most recent instances and their confidences. Each sub-window is required to contain at least \( \Delta \) examples to preserve statistical properties of a distribution. When a concept drift occurs, confidence scores are expected to decrease. Therefore, only changes in the negative direction are required to be detected. In other words, if \( m_a \) and \( m_b \) are the mean values of the confidences in \( W_a \) and \( W_b \) respectively, a change point is searched only if \( m_a \leq (1 - \alpha) \times m_b \), where \( \alpha \) is the sensitivity to change (line 17). Same as in (Haque et al., 2016), we use \( \alpha = 0.05 \).
Algorithm 1: Change detection algorithm.

1. **Input:** $W$, $N$, $x$, $T_h$, $\alpha$, $\Delta$, $N_{\text{max}}$
2. **Output:** $W$, $N$
3. $[\hat{y}, \varsigma_x] \leftarrow \text{classify}(x)$
4. $w_{\text{new}} \leftarrow [x, \varsigma_x]$
5. $W \leftarrow W \cup w_{\text{new}}$ // Add the pattern and its confidence into $W$
6. $N \leftarrow N + 1$
7. **if** $N > = N_{\text{max}}$ **then**
   8. $w_0 \leftarrow \emptyset$ // Remove the oldest element in $W$
   9. $N \leftarrow N - 1$
10. **end**
11. $s_f \leftarrow 0$
12. $r \leftarrow \text{random}(0, 1)$ // Generate random number in the interval $[0, 1]$
13. **if** $e^{-2\varsigma_x} \geq r$ **then**
14.   **for** $k \leftarrow \Delta$ to $N - \Delta$ **do**
15.     $m_b \leftarrow \text{mean}(\hat{g}_1 : \hat{g}_k \in W)$
16.     $m_a \leftarrow \text{mean}(\hat{g}_{k+1} : \hat{g}_N \in W)$
17.     **if** $m_a \leq (1 - \alpha) \cdot m_b$ **then**
18.        $s_k \leftarrow 0$
19.        $[\hat{\alpha}_o, \hat{\beta}_o] \leftarrow \text{estimateParams}(\hat{g}_1 : \hat{g}_k \in W)$
20.        $[\hat{\alpha}_a, \hat{\beta}_a] \leftarrow \text{estimateParams}(\hat{g}_{k+1} : \hat{g}_N \in W)$
21.     **for** $i \leftarrow k + 1$ to $N$ **do**
22.        $s_k \leftarrow s_k + \log \left( \frac{f(\hat{g}_i \in W \mid \hat{\alpha}_a, \hat{\beta}_a)}{f(\hat{g}_i \in W \mid \hat{\alpha}_o, \hat{\beta}_o)} \right)$
23.     **end**
24.     **if** $s_k > s_f$ **then**
25.        $s_f \leftarrow s_k$
26. **end**
27. **end**
28. **end**
29. **if** $s_f > T_h$ **then**
30.     \text{driftAdaptation}(W) // See details in Section 4.1.2
31.     $W \leftarrow \{ \emptyset \}$ // Reinitialize the sliding window
32.     $N \leftarrow 0$
33. **end**
34. **end**
and $\Delta = 100$ in our experiments, which are also widely used in the literature.

We can model the confidence values in each sub-window, $W_a$ and $W_b$, as two different beta distributions. However, the actual parameters for each one are unknown. The proposed CDT algorithm estimates these parameters at lines 19 and 20. Next, the sum of the log likelihood ratios $s_k$ is calculated in the inner loop between lines 21 and 23, where $f\left(\varsigma_i \in w_i \mid \hat{\alpha}, \hat{\beta}\right)$ is the probability density function (PDF) of the beta distribution, having estimated parameters $(\hat{\alpha}, \hat{\beta})$, applied on the confidence $\varsigma_i$ of the tuple $w_i = [x_i, \varsigma_i] \in W$. This PDF describes the relative likelihood for a random variable, in this case the confidence $\varsigma_i$, to take on a given value, and it is defined as:

$$f(\varsigma \mid \alpha, \beta) = \begin{cases} \frac{\varsigma^{\alpha-1}(1-\varsigma)^{\beta-1}}{B(\alpha, \beta)}, & \text{if } 0 < \varsigma < 1 \\ 0, & \text{otherwise} \end{cases}$$

where $B(\alpha, \beta) = \int_0^1 \varsigma^{\alpha-1}(1-\varsigma)^{\beta-1} \, dx$. (2)

The variable $s_k$ is a dissimilarity score for each iteration $k$ of the outer loop between lines 14 and 28. The larger the difference between the PDFs in $W_a$ and $W_b$, the higher the value of $s_k$ (line 22). Let $k_{\text{max}}$ is the value of $k$ for which the algorithm calculated the maximum $s_k$ value where $\Delta \leq k \leq N - \Delta$. Finally, a change is detected at point $k_{\text{max}}$ if $s_{k_{\text{max}}} \equiv s_f$ is greater than a prefixed threshold $T_h$ (line 29). As in the original work, we use $T_h = -\log(\alpha)$. In case a drift is detected, a drift adaptation strategy is applied (line 30). We will discuss this strategy in detail in Section 4.1.2. Moreover, the sliding window $W$ is reinitialized (lines 31 and 32).

4.1.2. Drift adaptation

Once a drift is detected, the local classifier should be updated according to that drift. There exist three main groups of drift adaptation (or reaction) methods (Lu et al., 2018): (1) simple retraining, (2) ensemble retraining and (3) model adjusting. The first strategy is to simply retrain a new model combining in some way the latest data and the historical data to replace the obsolete model. The second one preserve old models in an ensemble and when a new one is trained, it is added to the ensemble, so that the local model itself is the ensemble. The third approach consist of developing a model that adaptatively learns from the changing data by partially updating itself. This last strategy is arguably the most efficient when drift only occurs in local regions. However, online model adjusting is not straightforward and it will depend on the specific learning algorithm being used. In fact, most of the methods from this category are based on decision trees because trees have the ability to examine and adapt to each sub-region separately.

In our case, we apply ensemble retraining. In particular, as we already mentioned before, we propose a simple rule based ensemble using the median rule –Equation (1)– for local adaptation to concept drift. Each local device is allowed to keep up to $M_l$ local models, which will make up its ensemble. When a drift is detected, a new model will be trained using only the labeled data stored in the dynamic window $W$ described before (Section 4.1.1). This new model will be added to the ensemble. If there are already $M_l$ models in the ensemble, the new one replaces the oldest, thus ensuring that there are at most $M_l$ models at any time. Therefore, with this strategy, we also face the infinite length problem, as a constant and limited amount of memory will be enough to keep both training data and the ensemble. In our experiments we used $M_l = 5$.

Therefore, we conceive each local model as an ensemble of base historical models. From now on, for simplicity, we will refer to this ensemble simply as the local model of the device. Note that the estimated posterior probability of the ensemble from Equation (1) is the confidence of the local model, that we use for drift detection.
5. Global learning

Every time that a local device train or update its local model, the changes in that local model will be reported to the cloud. For the construction of the global model, we decided once again to use an ensemble, because of the good properties of these kind of methods that we already mention in Section 2. As in the local level, any state-of-the-art ensemble technique could be used to combine the predictions of the local models. Stacking, or stacked generalization (Wolpert, 1992), is a technique for achieving the highest generalization accuracy that has probably been the most widely applied in distributed learning (Chan et al., 1993; Peteiro-Barral & Guijarro-Berdiñas, 2013; Tsoumakas & Vlahavas, 2002). Stacking tries to induce which base classifiers (in our case, local models) are reliable and which are not by training a meta-learner. This meta-learner is a higher-level model which is trained on a meta-dataset composed from the outputs of all base classifiers on a given training set. However, it presents a great limitation, which is the need to have this meta-dataset available in advance. In the context of devices, this would involve gathering a certain amount of labeled data from all users in the cloud before being able to create a global model. Therefore, a better solution is to use a simpler but equally effective rule-based ensemble, as we already do at the local level (Section 4). In this case, the optimal combining rule is the product rule, because each local classifier operates in a different measure space (Kittler et al., 1998): different environments, sensors, users, etc.. The product rule predicts that an instance \( x \) belongs to class \( c_j \) if the following condition is met:

\[
\prod_{i=1}^{N} y_{i,j}(x) = \max_{k=1}^{C} \prod_{i=1}^{N} y_{i,k}(x),
\]

where \( C \) is the number of possible classes \( (c_1, c_2, \ldots, c_C) \), \( N \) is the number of base classifiers and \( y_i = \{ y_{i,1}(x), \ldots, y_{i,C}(x) \} \) is the output of the \( i \)-th classifier, for \( i = 1, \ldots, N \). Note that the outputs of this global ensemble are the estimated posterior probabilities that we use on each local device as a confidence measure to decide which unlabeled patterns can and cannot be labeled.

Although the time complexity on the server side is linear, \( O(N) \), including all local models in the ensemble is not the best option for several reasons. First, depending on the problem, there could be thousands or millions of connected devices, so using an ensemble of those dimensions could be computationally very expensive. As the global model is sent back to local devices, it would also have a negative impact on the bandwidth and computational requirements of the nodes. In addition, assuming that there is an optimal global abstraction of knowledge, not all the local models will reflect such knowledge in equal measure or bring the same wealth to the ensemble. On the contrary, there will be devices that, accidentally or intentionally, may be creating local models totally separated from reality, which should be detected in time so as not to participate in the ensemble.

Because of all of this, we propose to keep a selection of the \( M_g \) best local models to participate in the global ensemble. In this way, we can know \textit{a priori} the computational and storage resources we will need more easily. When a new local model is received on the cloud, if the device owner of that model is already present in the global ensemble, we can simply update the global ensemble with the new version of the local model. Otherwise, it must compete against the \( M_g \) models that are currently in the global ensemble. The server will keep a score representing the relevance of each of the \( M_g \) models and will compute that score for each new incoming model. For the computation of the scores we base on the Effective Voting (EV) technique (Tsoumakas et al., 2004). EV propose to perform 10-fold cross validation for the evaluation of each model.
and then apply a paired t-test for each pair of models to evaluate the statistical significance of their relative performance. Finally, the most significant ones are selected.

In our context, a cross-validation is not a fair way to evaluate each local model due to the skewness and bias inherent in the distributed paradigm. Thus, when a new local model arrives, the server choose $p$ different local devices, randomly selected, and ask them to evaluate that classifier on their respective local training sets. Once this evaluation is done, each device sends back to the cloud its accuracy. Assuming that not all the $p$ selected devices are necessarily available to handle the request, the server waits until it has received $q$ performance measures for that model, being $q \leq p$. This process could be considered a distributed cross-validation. After gathering the $q$ measurements for the current $M_g$ models and the new one, a paired t-test with a significance level of 0.05 is performed for each pair of models $c_i, c_j$ so that:

$$t(c_i, c_j) = \begin{cases} 
1 & \text{if } c_i \text{ is significantly better than } c_j, \\
-1 & \text{if } c_j \text{ is significantly better than } c_i, \\
0 & \text{otherwise.}
\end{cases}$$  \hspace{1cm} (4)

Then, for each model we calculate its overall significance index:

$$S(c_i) = \sum_{j=1}^{N} t(c_i, c_j).$$  \hspace{1cm} (5)

Finally, we select the new $M_g$ models with the highest significance index or score, $S$. If there are ties, we break them by selecting the most accurate ones (we compute the mean accuracy from...
the $q$ available evaluations). Figure 4 summarizes the whole process, that we can call Distributed Effective Voting (DEV).

In our experiments we just had 10 different devices, so we tried several values for $M_g$, from 3 to 10. However, the size of ensemble usually ranges from 5 to 30 models and it will be strongly dependent on the problem. The $p$ and $q$ sizes depend both on the size of the ensemble ($M_g$) and the total number of devices available online ($N$), so that $M_g \leq q \leq p \leq N$. For simplicity, in our experiments we always used $p = q = M_g$.

6. Experimental results

The aim of this section is to evaluate the performance of our glocal learning strategy. In particular, we are interested in checking to what extent the global models obtained from the consensus of the different local devices are capable of solving continual, distributed and semi-supervised classification tasks. In addition, we also want to evaluate the evolution of these models over the time. In our experiments, we have used several base classifiers at the local level so as not to link the results and the architecture to any particular method (although, as we will see below, some of them are clearly suboptimal according to the strategy we propose).

The task we have chosen to conduct our experiments is the detection of the walking activity on smartphones. It is relatively easy to detect the walking activity and even count the steps when a person walks ideally with the mobile in the palm of his/her hand, facing upwards and without moving it too much. However, the situation gets much worse in real life, when the orientation of the mobile with respect to the body, as well as its location (hand, bag, pocket, ear, etc.), may change constantly as the person moves (Casado et al., 2020; Rodríguez et al., 2018). Figure 5 shows the complexity of this problem with a real example. In this figure we can see the norm of the acceleration experienced by a mobile phone while its owner is doing two different activities. The person and the device are the same in both cases. In Figure 5a, we can see the signal obtained when the person is walking with the mobile in the pocket. Figure 5b shows a very similar acceleration signal experienced by the mobile, but in this case when the user is standing still with the mobile in his hand, without walking, but gesticulating with the arms in a natural way.

![Figure 5](image)

Figure 5: Norm of the acceleration experienced by a mobile phone when its owner is walking (a), and not walking, but gesticulating with the mobile in his/her hand (b).

In order to evaluate the performance of the glocal approach and the evolution of the models over the time, we require an independent test set that is representative enough of the problem.
Thus, we started by building a fully labeled test dataset, for which 77 different people participated. We asked the volunteers to perform different walking and non-walking activities in several conditions. Since manual data labeling would be very time-consuming, volunteers carried a set of sensorized devices in their legs (besides their own mobile) tied with sports armbands in order to automatically get a ground truth (Casado et al., 2020; Rodríguez et al., 2018). Several features (21) from time and frequency domains were extracted from the 9-dimensional time series composed by the 3 axis of each of the 3 inertial sensors of the smartphone: accelerometer, gyroscope and magnetometer. This fully labeled dataset is composed of 7917 instances when dividing the data in time windows of 2.5 seconds. The ultimate goal of this set is to help us to evaluate the performance of the models we obtain applying the glocal proposal. Nevertheless, we decided to apply the traditional learning approach first in order to have a baseline. Remember that in the context of distributed devices it is not always feasible to apply traditional methods. However, for this task it is, because we were able to obtain a sufficient amount of well-labeled data from a high number of users. This is one of the main reasons why we chose this problem to test our proposal. Thus, we applied some of the most popular and widely known supervised classification methods on this dataset:

- a simple Naïve Bayes (NB),
- a Generalized Linear Model (GLM),
- a C5.0 Decision Tree (C5.0),
- a Support Vector Machine with radial basis function kernel (RBF SVM),
- a Random Forests (RF),
- a Stochastic Gradient Boosting (SGB).

Table 1 summarizes the most relevant results we achieved. Optimal hyperparameters for each of these traditional classifiers were estimated applying 10-fold cross validation on the dataset. We also tried several Convolutional Neural Network (CNN) architectures (Casado et al., 2020). Table 1 shows the results provided by the best one. Note that in this last case, as the size of the dataset is too small for deep learning, we had to carry out an oversampling process to generate more instances artificially. The training and testing of the different models was carried out using the framework provided by the R language. In particular, for the training of the traditional models (Naïve Bayes, GLM, C5.0, etc.) we used the implementations already provided by the caret package (Kuhn et al., 2020). In the case of the CNNs, we employed the keras package (Allaire et al., 2018).

However, despite the high performances shown in Table 1, we must admit that these numbers are unrealistic. Obtaining performances like those involves months of work, collecting and labeling data from different volunteers and re-tuning and re-obtaining increasingly robust models until significant improvements are no longer achieved. It is at that moment when the model is finally put into exploitation. In fact, we have tried all the models in Table 1 on a smartphone and we have identified several situations, quite common in everyday life, where all of them fail, such as walking with the mobile in a back pocket of the pants, carrying the mobile in a backpack or shaking it slowly in the hand simulating the forces the device experience when the user is walking. No matter how complete we believe our dataset is, in many real problems there are going to be some situations that are poorly represented in the training data. The classical solution to this would be to collect new data of these situations where the model fails, try to obtain a better model robust to this situations and, once achieved, replace the old model with the new one.

In order to build an appropriate training dataset to evaluate the federated, continual and semi-supervised learning possibilities of our proposal, we developed an Android application that samples and logs the inertial data on mobile phones continuously, after being processed. These data
Table 1: Performance of several supervised classifiers, trained and tested on a dataset of 77 different people (Casado et al., 2020).

|                  | Balanced Accuracy | Sensitivity | Specificity |
|------------------|-------------------|-------------|-------------|
| Naïve Bayes      | 0.8938            | 0.9580      | 0.8295      |
| GLM¹             | 0.8855            | 0.8826      | 0.8884      |
| C5.0 Tree        | 0.9108            | 0.9015      | 0.9200      |
| RBF SVM²         | 0.9368            | 0.9410      | 0.9326      |
| RF³              | 0.9444            | 0.9375      | 0.9516      |
| SGB⁴             | 0.9324            | 0.9406      | 0.9242      |
| CNN⁵             | 0.9791            | 0.9755      | 0.9822      |

¹ GLM = Generalized Linear Model
² RBF SVM = Support Vector Machine with radial basis kernel
³ RF = Random Forests
⁴ SGB = Stochastic Gradient Boosting
⁵ CNN = Convolutional Neural Network

is all unlabeled. Nevertheless, the app allows the user to indicate whether he/she is walking or not through a switch button in the graphical interface, but this is optional, so depending on the user’s willingness to participate, there will be more or less labeled data. The app also labels autonomously some examples applying a series of heuristic rules when it comes to clearly identifiable positives or negatives (e.g., when the phone is at rest). With this app, we collected partially labeled data from 10 different people. Participants installed our application and recorded data continuously while they were performing their usual routine. Table 2 summarizes the data distribution in the new semi-labeled dataset by user, and compares it with the already presented test set.

Table 2: Summary of the training and test sets, indicating the number of examples attending to the label.

| Training set | Walking | Not walking | Unlabeled | Total |
|--------------|---------|-------------|-----------|-------|
| user 1       | 3130    | 2250        | 4620      | 10000 |
| user 2       | 2519    | 4359        | 3122      | 10000 |
| user 3       | 186     | 325         | 125       | 636   |
| user 4       | 2432    | 2455        | 5113      | 10000 |
| user 5       | 233     | 2785        | 6982      | 10000 |
| user 6       | 554     | 1821        | 69        | 2444  |
| user 7       | 2582    | 2052        | 769       | 5403  |
| user 8       | 232     | 678         | 292       | 1139  |
| user 9       | 1151    | 2669        | 6180      | 10000 |
| user 10      | 2329    | 2669        | 5002      | 10000 |
| Total        | 15348   | 22063       | 32211     | 69622 |

| Test set     | Total   |
|--------------|---------|
| Walking      | 6331    |
| Not walking  | 1586    |
| Unlabeled    | 0       |
| Total        | 7917    |

Applying the same techniques of Table 1 but now using the new dataset for training and the old one for testing (Table 2), the results obtained are those of Table 3. If we compare both tables, Table 1 and Table 3, it is clear that the latter results are substantially worse—approximately 10% worse in all the cases. This is logical, since training now is carried out using a totally new
dataset, obtained in a more realistic and unconstrained way, which contains biased and partially labeled data from a much smaller number of users. Note that we have not obtained the new results using CNNs in Table 3. This is because, for the experiments in Table 1, a dedicated mobile device was used, so recording raw data for training a CNN was not a problem. However, the new training set was obtained in a federated context using the participants’ own smartphones, so recording raw data was not an option.

Table 3: Performance of supervised classifiers, trained and tested using the datasets described in Table 2.

| Classifier   | Balanced Accuracy | Sensitivity | Specificity |
|--------------|-------------------|-------------|-------------|
| Naïve Bayes  | 0.7949            | 0.9044      | 0.6854      |
| GLM          | 0.7221            | 0.8206      | 0.6236      |
| C5.0 Tree    | 0.8173            | 0.8842      | 0.7503      |
| RBF SVM      | 0.8378            | 0.9430      | 0.7327      |
| RF           | 0.8546            | 0.9021      | 0.8071      |
| SGB          | 0.8596            | 0.9084      | 0.8108      |

Using our glocal procedure, the training data from Table 2 is distributed among the different local devices. Data acquisition is continuous over time. For simplicity, we assume all local devices record data with the same frequency and, therefore, each iteration of the glocal algorithm will correspond to a new pattern. It is important to remember that in our proposal each local model is an ensemble that is updated over time and has a maximum size, $M_l$. Similarly, a subset of local models of size $M_g$ is selected on the server to form the global ensemble model. In this experiments we used ensembles of 5 models, both locally and globally, i.e., $M_l = 5$ and $M_g = 5$. Table 4 shows the performance of the global model after 10000 iterations using each of the methods in Table 3 as base local learners. Figure 6 compares the Receiver Operating Characteristic (ROC) curve of the traditional models from Table 3 with its glocal equivalent at different iterations.

Table 4: Performance of the glocal algorithm after 10000 iterations, when $M_g = M_l = 5$, using as base classifier the methods in Table 3.

| Glocal + Classifier | Balanced Accuracy | Sensitivity | Specificity |
|---------------------|-------------------|-------------|-------------|
| Glocal + NB         | 0.8280            | 0.7909      | 0.8651      |
| Glocal + GLM        | 0.7405            | 0.8668      | 0.6141      |
| Glocal + C5.0       | 0.8168            | 0.9665      | 0.6671      |
| Glocal + SVM        | 0.8663            | 0.8499      | 0.8827      |
| Glocal + RF         | 0.8314            | 0.9489      | 0.7129      |
| Glocal + SGB        | 0.8231            | 0.9187      | 0.7264      |

As we can see, the glocal proposal gives similar performances to those achieved by a single model trained with all data available. However, the comparison between Tables 3 and 4 is not fair, as they correspond to two very different approaches. Note that in the glocal setting of Table 4 we are only using half of the users to build the global ensemble model ($M_g = 5$), whereas the models in Table 3 use all labeled data from all users. Furthermore, the use of RF or SGB as base classifiers does not seem to be the best option in the glocal scenario, since these algorithms are already ensembles. For these cases there are probably much more efficient combination strategies.
that could be tested. For example, by creating an ensemble of Random Forests we are combining the final decisions of each of the forest, when it might be better to combine the decisions of all the trees of each forest, at a lower level. Proposals like this are out of the scope of this work, in which we have opted for a global learning method scalable to multiple settings.

In order to better illustrate the global learning process, we will take as an example the case where we use a RBF SVM as base classifier (fourth row in Table 4). Figure 7 and Table 5 show how the performance of the global process evolves over the iterations. The upper graph in Figure 7 shows the evolution of the accuracies of all the models—from each of the 10 users and also the global one—. Table 5 provides the exact values of these accuracies. In each column of Table 5 those local models that are part of the global model in that iteration are marked with an asterisk (*). We can appreciate that the global ensemble is not always selecting the most accurate local models. This actually makes sense, since local models are chosen using the Distributed Effective Voting (DEV) algorithm from Figure 4, which is based on the voting carried out by a subset of \( q \) users randomly chosen (5 in this case, because \( q = M_g = 5 \)). The fact that some suboptimal local models are being selected indicates that there are devices that value these
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(c) Using C5.0 as base classifier.
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(d) Using RBF SVM as base classifier.
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(f) Using SGB as base classifier.

Figure 6: ROC curves provided by a single classifier (Table 3) compared with the global model from the glocal training (Table 4) at iterations 2500, 5000, 7500 and 10000.
models highly, which means that the selection criteria of the voters can be improved. Remember that the *glocal* architecture needs a method of selecting local models to build the global one, but this method could be other than DEV. However, designing a good selection method is not straightforward as some challenges must be addressed. Firstly, local models must be evaluated without centralized data being available anywhere and without even being able to retain all local data. In addition, a balance is required between precision in the selection and efficiency in the overall system. Improving the voting system may involve more communication between server and devices, which limits the scalability of the proposal. Nevertheless, in the results we have obtained we can notice how the global ensemble is able to provide good performance almost from the beginning. This leads us to think that perhaps it is not necessarily bad that some suboptimal classifiers are chosen and even that the diversity on the global ensemble is more important than the accuracy of each of its members.

In Figure 7 the thick black line corresponds to the global model accuracy while the rest of the coloured lines are each of the 10 anonymous users. As in each iteration the unlabeled local data is labeled with the most recent global model, the more unlabeled data the device has, the more it will be enriched by the global knowledge. The bottom graph shows the drift detection and adaptation. Once again, each coloured line corresponds to one user. In those places where the line is not drawn it means that the device is not taking data. A circumference (○) on the line indicates when a drift has been detected and the local model has been updated. If the circumference is filled (●) it indicates that the local model is chosen as one of the 5 models of the global ensemble—the other 4 chosen are marked with a cross (×).
Table 5: Detail of the balanced accuracies achieved in the glocal setting of Figure 7.

| Number of iterations | Model  | 2500  | 5000  | 7500  | 10000 |
|----------------------|--------|-------|-------|-------|-------|
| user 1               | 2500   | 0.4069*| 0.4069| 0.4813| 0.4813|
| user 2               | 2500   | 0.7468*| 0.7158| 0.7158| 0.7157|
| user 3               | 2500   | -     | -     | 0.6730*| 0.6730*|
| user 4               | 2500   | 0.4999| 0.7549*| 0.7549*| 0.7549*|
| user 5               | 2500   | 0.8093*| 0.8093*| 0.8093*| 0.8093*|
| user 6               | 2500   | -     | -     | 0.6080*| 0.6080*|
| user 7               | 2500   | 0.5555*| 0.7016| 0.7016| 0.7016|
| user 8               | 2500   | 0.6789| 0.8644| 0.8644| 0.8644|
| user 9               | 2500   | 0.5882*| 0.5882*| 0.8304| 0.8304|
| user 10              | 2500   | -     | 0.7266*| 0.7306*| 0.7306*|
| global               | 2500   | 0.8603| 0.8552| 0.8663| 0.8663|

* Cells marked with an asterisk indicate that the current model of that user was chosen to participate in the global ensemble.

As we can see, glocal proposal allows the society of devices to have a classifier from practically the beginning and to evolve it over time. In order to illustrate some other advantages of our approach, we have artificially modified the training dataset in different ways. Suppose now there are some users who are mislabeling the data, whether intentionally or not. To simulate this, we have inverted all the labels of four of the users. This is the maximum number of local datasets we can poison so that the system continues to properly choose the best participants for the global ensemble. In this example we have chosen three very active users (users 1, 2 and 9), and one more not very involved (user 9). The results using a single classifier trained on all the available data are those in Table 6. The results using our glocal proposal with different base classifiers are those shown in Table 7. Figure 8 compares the ROC curves of the traditional models with the glocal ones in this scenario. As can be appreciated, in this case the glocal proposal far outperforms the results provided by the classical approach. This is because the system is able to identify those noisy users and remove them from the global ensemble. In addition, the devices of those users will use the global model to label the unlabeled data correctly, thus overcoming the data that was manually mislabeled. Figure 8 shows the details of the glocal learning process in this scenario, in the particular case where RBF SVM is used as base classifier.

Table 6: Performance of traditional classifiers when there are users who provide noisy data.

|                     | Balanced Accuracy | Sensitivity | Specificity |
|---------------------|-------------------|-------------|-------------|
| Naive Bayes         | 0.4837            | 0.2008      | 0.7667      |
| GLM                 | 0.6283            | 0.5321      | 0.7245      |
| C5.0                | 0.4293            | 0.4645      | 0.3941      |
| RBF SVM             | 0.5943            | 0.6986      | 0.4899      |
| RF                  | 0.4679            | 0.5102      | 0.4256      |
| SGB                 | 0.4499            | 0.3916      | 0.5082      |
Table 7: Performance of glocal learning when there are users who provide noisy data ($M_g = M_l = 5$).

| Model          | Balanced Accuracy | Sensitivity | Specificity |
|----------------|-------------------|-------------|-------------|
| Glocal + NB    | 0.7572            | 0.6116      | 0.9029      |
| Glocal + GLM   | 0.7495            | 0.9940      | 0.5050      |
| Glocal + C5.0  | 0.7834            | 0.8681      | 0.6986      |
| Glocal + SVM   | 0.8632            | 0.8356      | 0.8909      |
| Glocal + RF    | 0.8137            | 0.9888      | 0.6387      |
| Glocal + SGB   | 0.8269            | 0.9684      | 0.6854      |

Figure 8: ROC curves provided by a single classifier (Table 6) compared with the global model from the glocal training (Table 7) at iterations 2500, 5000, 7500 and 10000 when there are users who provide noisy data.
Figure 9: Results for global learning (using RBF SVM as base classifier and $M_g = M_l = 5$) when 4 of the users are mislabeling the data.

Figure 10: Results for global learning (using RBF SVM as base classifier and $M_g = M_l = 5$) when a drastic drift occurs at $t = 2500$. 
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Finally, we have simulated a big drift in data. The biggest drift the system could experience would be a total inversion in the meaning of the two classes. Therefore, from the instant \( t = 2500 \), all devices begin to identify patterns of “walking” when before they would be “not walking”, and vice versa. Figure 10 shows the process using again the RBF SVM as base classifier. As we can see, it takes a while for the system to converge because the change is too drastic, but it ends up achieving it. Obviously, if we reduce the size of the local ensembles, \( M_j \), the system would adapt faster.

7. Conclusions

In this paper we have presented glocal learning, a novel method for semi-supervised, distributed, device-centered, continual and adaptive classification. Our method allows to face real tasks where several distributed devices (smartphones, robots, etc.) continuously acquire biased and partially-labeled data, which evolves over time in unforeseen ways. It basically consists of training local models in each of the devices and then share those models with the cloud, where a global model is created. This global model is sent back to the devices and helps them to label unlabeled data to improve the performance of their local models. We have applied our proposal to a real classification task, walking recognition, and we have shown that our proposal obtains very high performances without the need of large amounts of labeled data collected at the beginning. On the contrary, glocal learning is continuous and it can cope with more realistic and semi-supervised scenarios.

We believe that we have opened a very promising line of research and that a large amount of work can be done in this context. In this work we have presented a general architecture and proposed an implementation of each of its components: local learning, semi-supervised labeling, local drift detection and adaptation, and selection of local candidates for the subsequent global consensus. However, we believe that all of these parts can be improved. For example, we want to explore optimal ways to combine models locally and also in the cloud, study effective ways to perform glocal feature selection, analyze the use of the global model for instance selection in the local devices or the application of techniques such as amending (Triguero et al., 2015). On the other hand, real world, physically distributed devices have an intrinsic data skewness property so, depending on the problem, instead of having a single global model, it could be more interesting to cluster users or devices that share similar properties and then obtain several global models, one for each group. Another promising approach could be to have some system of local adaptation of the global model, for example using transfer learning, so that it would be able to adjust to local particularities.
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