Algorithms, Reductions and Equivalences for Small Weight Variants of All-Pairs Shortest Paths

Timothy M. Chan
University of Illinois at Urbana-Champaign, IL, USA

Virginia Vassilevska Williams
MIT, CSAIL, Cambridge, MA, USA

Yinzhan Xu
MIT, Cambridge, MA, USA

Abstract

All-Pairs Shortest Paths (APSP) is one of the most well studied problems in graph algorithms. This paper studies several variants of APSP in unweighted graphs or graphs with small integer weights. APSP with small integer weights in undirected graphs [Seidel'95, Galil and Margalit'97] has an $\tilde{O}(n^\omega)$ time algorithm, where $\omega < 2.373$ is the matrix multiplication exponent. APSP in directed graphs with small weights however, has a much slower running time that would be $\Omega(n^{2.5})$ even if $\omega = 2$ [Zwick'02]. To understand this $n^{2.5}$ bottleneck, we build a web of reductions around directed unweighted APSP. We show that it is fine-grained equivalent to computing a rectangular Min-Plus product for matrices with integer entries; the dimensions and entry size of the matrices depend on the value of $\omega$. As a consequence, we establish an equivalence between APSP in directed unweighted graphs, APSP in directed graphs with small $(\tilde{O}(1))$ integer weights, All-Pairs Longest Paths in DAGs with small weights, cRed-APSP in undirected graphs with small weights, for any $c \geq 2$ (computing all-pairs shortest path distances among paths that use at most $c$ red edges), $\#_{\leq c}$APSP in directed graphs with small weights (counting the number of shortest paths for each vertex pair, up to $c$), and approximate APSP with additive error $c$ in directed graphs with small weights, for $c \leq \tilde{O}(1)$.

We also provide fine-grained reductions from directed unweighted APSP to All-Pairs Shortest Lightest Paths (APSLP) in undirected graphs with $\{0, 1\}$ weights and $\#_{\text{mod } c}$APSP in directed unweighted graphs (computing counts mod $c$), thus showing that unless the current algorithms for APSP in directed unweighted graphs can be improved substantially, these problems need at least $\Omega(n^{2.528})$ time.

We complement our hardness results with new algorithms. We improve the known algorithms for APSLP in directed graphs with small integer weights (previously studied by Zwick [STOC'99]) and for approximate APSP with sublinear additive error in directed unweighted graphs (previously studied by Roditty and Shapira [ICALP'08]). Our algorithm for approximate APSP with sublinear additive error is optimal, when viewed as a reduction to Min-Plus product. We also give new algorithms for variants of $\#_{\text{APSP}}$ (such as $\#_{\leq U}$APSP and $\#_{\text{mod } U}$APSP for $U \leq n^{\tilde{O}(1)}$) in unweighted graphs, as well as a near-optimal $\tilde{O}(n^3)$-time algorithm for the original $\#_{\text{APSP}}$ problem in unweighted graphs (when counts may be exponentially large). This also implies an $\tilde{O}(n^3)$-time algorithm for Betweenness Centrality, improving on the previous $\tilde{O}(n^4)$ running time for the problem. Our techniques also lead to a simpler alternative to Shoshan and Zwick’s algorithm [FOCS’99] for the original APSP problem in undirected graphs with small integer weights.
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1 Introduction

All-Pairs Shortest Paths (APSP) is one of the oldest and most studied problems in graph algorithms. The fastest known algorithm for general $n$-node graphs runs in $n^3/2^{O(\sqrt{\log n})}$ [31]. In unweighted graphs, or graphs with small integer weights, faster algorithms are known.

For APSP in undirected unweighted graphs (u-APSP), Seidel [21] and Galil and Margalit [12, 13] gave $\tilde{O}(n^ω)$ time algorithms where $ω \leq 2.373$ is the exponent of matrix multiplication [2, 27, 16]; the latter algorithm works for graphs with small integer weights in $[±c_0]$ for $c_0 = \tilde{O}(1)$. The hidden dependence on $c_0$ was improved by Shoshan and Zwick [22].

For directed unweighted graphs or graphs with weights in $[±c_0]$, the fastest APSP algorithm is by Zwick [34], running in $O(n^{2.529})$ time. This running time is achieved using the best known bounds for rectangular matrix multiplication [17] and would be $Ω(n^{2.5})$ even if $ω = 2$. There is a big discrepancy between the running times for undirected and directed APSP. One might wonder, why is this? Are directed graphs inherently more difficult for APSP, or is there some special graph structure we can uncover and then use it to develop an $O(n^ω)$ time algorithm for directed APSP as well? (Note that matrix multiplication seems necessary for APSP since APSP is known to capture Boolean matrix multiplication.)

The first contribution in this paper is a fine-grained equivalence between directed unweighted APSP (u-APSP) and a certain rectangular version of the Min-Plus product problem. The Min-Plus product of an $n \times m$ matrix $A$ by an $m \times p$ matrix $B$ is the matrix $C$ with entries $C[i,j] = \min_{k=1}^{m} (A[i,k] + B[k,j])$. Let us denote by $M^*(n_1, n_2, n_3 \mid M)$ the problem of computing the Min-Plus product of an $n_1 \times n_2$ matrix by an $n_2 \times n_3$ matrix where both matrices have integer entries in $[M]$. Let $M^*(n_1, n_2, n_3 \mid M)$ be the best running time for $M^*(n_1, n_2, n_3 \mid M)$.

Zwick’s algorithm [34] for u-APSP can be viewed as making a logarithmic number of calls to the Min-Plus product $M^*(n, n/L, n \mid L)$ for all $1 ≤ L ≤ n$ that are powers of 3/2. The running time of Zwick’s algorithm is thus, within polylogarithmic factors, $\max_L M^*(n, n/L, n \mid L)$.

Let $M(a,b,c)$ denote the running time of the fastest algorithm to multiply an $a \times b$ by a $b \times c$ matrix over the integers. Let $ω(a,b,c)$ be the smallest real number $r$ such that $M(a^n, b^n, c^n) ≤ O(n^{r+ε})$ for all $ε > 0$.

The best known upper bound for the Min-Plus product running time $M^*(n, n/L, n \mid L)$ is the minimum of $O(n^3/L)$ (the brute force algorithm) and $\tilde{O}(L \cdot M(n, n/L, n))$ [3]. For $L = n^{1-\ell}$, $M^*(n, n/L, n \mid L)$ is thus at most $\tilde{O}(\min\{n^{3+\ell}, n^{-\ell+ω(1,1)}\})$. Over all $ℓ \in [0,1]$, the runtime is maximized at $\tilde{O}(n^{2+ρ})$ where $ρ$ is such that $ω(1, ρ, 1) = 1+2ρ$.

Hence in particular, the running time of Zwick’s algorithm is $\tilde{O}(n^{2+ρ})$. This running time has remained unchanged (except for improvements on the bounds on $ρ$) for almost 20 years. The current best known bound on $ρ$ is $ρ < 0.529$, and if $ω = 2$, then $ρ = 1/2$.

In this paper, $[±c_0] = \{-c_0, \ldots, c_0\}$ and $[c_0] = \{0, \ldots, c_0\}$. The $\tilde{O}$ notation hides polylogarithmic factors (although conditions of the form $c_0 = \tilde{O}(1)$ may be relaxed to $c_0 ≤ n^{ω(1)}$ if we allow extra $n^{ω(1)}$ factors in the $\tilde{O}$ time bounds).
Our first result is that $u$-APSP is sub-$n^{2+\rho}$ fine-grained equivalent to $M^*(n, n^\rho, n \mid n^{1-\rho})$:

\begin{quote}
\textbf{Theorem 1.} If $M^*(n, n^\rho, n \mid n^{1-\rho})$ is in $O(n^{2+\rho-\varepsilon})$ time for $\varepsilon > 0$, then $u$-APSP can also be solved in $O(n^{2+\rho-\varepsilon})$ time for some $\varepsilon' > 0$. If $u$-APSP can be solved in $O(n^{2+\rho-\varepsilon})$ time for some $\varepsilon > 0$, then $M^*(n, n^\rho, n \mid n^{1-\rho})$ can also be solved in $O(n^{2+\rho-\varepsilon})$ time.
\end{quote}

The Min-Plus product of two $n \times n$ matrices with arbitrary integer entries is known to be equivalent to APSP with arbitrary integer entries [10], so that their running times are the same, up to constant factors. All known algorithms for directed unweighted APSP (including [34, 3] and others), make calls to Min-Plus product of rectangular matrices with integer entries that can be as large as say $n^{0.4}$. It is completely unclear, however, why a problem in unweighted graphs such as $u$-APSP should require the computation of Min-Plus products of matrices with such large entries. Theorem 1 surprisingly shows that it does. Moreover, it shows that unless we can improve upon the known approaches for Min-Plus product computation, there will be no way to improve upon Zwick’s algorithm for $u$-APSP. The latter is an algebraic problem in disguise.

The main proof of Theorem 1 is simple – what is remarkable are the numerous consequences on equivalences and conditional hardness that follow from this idea. We first use Theorem 1 to build a class of problems that are all equivalent to $u$-APSP, via $(n^{2+\rho}, n^{2+\rho})$-fine-grained reductions (see [29] for a survey of fine-grained complexity). In particular, if $\omega = 2$ (or more generally when $\omega(1, \frac{1}{2}, 1) = 2$), these are all problems that are $n^{2+\rho}$-fine-grained equivalent.

Recall that in the All-Pairs Longest Paths (APLP) problem, we want to output for every pair of vertices $s, t$ the weight of the longest path from $s$ to $t$. While APLP is NP-hard in general, it is efficiently solvable in DAGs. In the cRed-APSP problem, for a given graph in which some edges can be colored red, we want to output for every pair of vertices $s, t$ the weight of the shortest path from $s$ to $t$ that uses at most $c$ red edges. For convenience, we call all non-red edges blue.

We use the following convention for problem names: the prefix “u-” is for unweighted graphs; the prefix “[c0]” is for graphs with weights in $[c0]$ (similarly for “[±c0]” and for other ranges). Input graphs are directed unless stated otherwise.

\begin{quote}
\textbf{Theorem 2.} The following problems either all have $O(n^{2+\rho-\varepsilon})$ time algorithms for some $\varepsilon > 0$, or none of them do, assuming that $c_0 = \tilde{O}(1)$:
\begin{itemize}
  \item $M^*(n, n^\rho, n \mid n^{1-\rho})$,
  \item $u$-APSP,
  \item $[\pm c_0]$-APSP for directed graphs without negative cycles,
  \item $u$-APLP for DAGs,
  \item $[\pm c_0]$-APLP for DAGs,
  \item $u$-cRed-APSP for undirected graphs for any $2 \leq c \leq \tilde{O}(1)$.
\end{itemize}
\end{quote}

Interestingly, while $u$-2Red-APSP in undirected graphs above is equivalent to $u$-APSP and hence improving upon its $\tilde{O}(n^{2+\rho})$ runtime would be difficult, we show that $u$-1Red-APSP in undirected graphs can be solved in $\tilde{O}(n^\omega)$ time via a modification of Seidel’s algorithm, and hence there is a seeming jump in complexity in $u$-cRed-APSP from $c = 1$ to $c = 2$.

Besides the above equivalences we provide some interesting reductions from $u$-APSP to other well-studied matrix product and shortest paths problems.

Lincoln, Polak and Vassilevska W. [18] reduce $u$-APSP to some matrix product problems such as All-Edges Monochromatic Triangle and the (min, max)-Product studied in [24, 26] and [25, 9] respectively. Using the equivalence of $u$-APSP and $M^*(n, n/\ell, n \mid \ell^{1-\rho})$, we can reduce...
u-APSP to another matrix product called Min Witness Equality Product (MinWitnessEq), where we are given \( n \times n \) integer matrices \( A \) and \( B \), and are required to compute \( \min\{k \in [n] : A[i,k] = B[k,j]\} \) for every pair of \((i,j)\). This can be viewed as a merge of the Min Witness product \([8]\) \(^2\) and Equality Product problems \([15, 28]\).

Another natural variant of APSP is the problem of approximating shortest path distances. Zwick \([34]\) presented an \( \tilde{O}(n^\omega \log M) \) time algorithm for computing a \((1 + \varepsilon)\)-multiplicative approximation for all pairwise distances in a directed graph with integer weights in \([M]\), for any constant \( \varepsilon > 0 \). This is essentially optimal assuming no \( o(n^\omega) \) time algorithm can multiple \( n \times n \) Boolean matrices since any such approximation algorithm can be used to multiply Boolean matrices.

An arguably better notion of approximation is to provide an additive approximation, i.e. outputting for every \( u, v \) an estimate \( D'[u, v] \) for the distance \( D[u, v] \) such that \( D[u, v] \leq D'[u, v] \leq D[u, v] + E \), where \( E \) is an error that can depend on \( u \) and \( v \).

At ICALP’08, Roditty and Shapira \([20]\) studied the following variant: given an unweighted directed graph and a constant \( p \in [0, 1] \), compute for all \( u, v \) an estimate \( D'[u, v] \) with \( D[u, v] \leq D'[u, v] \leq D[u, v] + D[u, v]^p \). They gave an algorithm with running time \( \tilde{O}(\max \{n^{3/\ell}, M^\ast(n, n/\ell, n) | \ell^{1-p}\}) \). For example, for \( p = 0 \), this matches the time complexity of Zwick’s exact algorithm for u-APSP; for \( p = 1 \), this matches Zwick’s \( \tilde{O}(n^\omega) \)-time algorithm with constant multiplicative approximation factor. For \( p = 0.5 \), with the current rectangular matrix multiplication bounds \([17]\), the running time is \( \tilde{O}(n^{2.447}) \).

We obtain an improved running time:

\[\textbf{Theorem 3.}\] For any \( p \in [0, 1] \), given a directed unweighted graph, one can obtain additive \( D'[u, v]^p \) approximations to all distances \( D[u, v] \) in time \( \tilde{O}(\max \{M^\ast(n, n/\ell, n) | \ell^{1-p}\}) \).

The improvement over Roditty and Shapira’s running time is substantial. For example, for all \( p \geq 0.415 \), the time bound is \( O(n^{2.373}) \) (the current matrix multiplication running time), whereas their algorithm only achieves \( O(n^{2.373}) \) for \( p = 1 \). Our result also answers one of Roditty and Shapira’s open question (on whether \( \tilde{O}(n^\omega) \) time is possible for any \( p < 1 \)), if \( \omega > 2 \).

The new algorithm is also \textit{optimal} (ignoring logarithmic factors) in a strong sense, as our reduction technique shows that for all \( \ell \), \( M^\ast(n, n/\ell, n) | \ell^{1-p} \) can be tightly reduced to the additive \( D[u, v]^p \) approximation of APSP. In particular, u-APSP with constant additive error is fine-grained equivalent to exact u-APSP.

The \textit{All-Pairs Lightest Shortest Paths (APLSP)} problem studied in \([6, 33]\) asks to compute for every pair of vertices \( s, t \) the distance from \( s \) to \( t \) (with respect to the edge weights) and the smallest number of edges over all shortest paths from \( s \) and \( t \). Traditional shortest-path algorithms can be easily modified to find the lightest shortest paths, but not the faster matrix-multiplication-based algorithms. Our reduction for u-cRed-APSP can be easily modified to reduce \( M^\ast(n, n^p, n) | n^{1-p} \) to \( \{0, 1\} \)-APLSP in undirected graphs, which can be viewed as a conditional lower bound of \( n^{2+\varepsilon-o(1)} \) for the latter problem.

\[\textbf{Corollary 4.}\] If \( \{0, 1\} \)-APLSP in undirected graphs is in \( O(n^{2+\varepsilon}) \) time for \( \varepsilon > 0 \), then so is \( M^\ast(n, n^p, n) | n^{1-p} \).

\(^2\)Recently, there has been renewed interest in studying the Min Witness product, due to a breakthrough \([14]\) on the All-Pairs LCA in DAGs problem, which was one of the original motivations for studying Min Witness.  
\(^3\)Bringmann et al. \([5]\) considered the more unusual setting of very large \( M \), where the \( \log M \) factor is to be avoided.
The fastest known algorithm to date for \( \{0,1\}\)-APLSP, or more generally, \([c_0]\)-APLSP for \(c_0 = \tilde{O}(1)\), for directed or undirected graphs is by Zwick [33] from STOC’99 and runs in \(O(n^{2.724})\) time with the current best bounds for rectangular matrix multiplication (the running time would be \(\tilde{O}(n^{8/3})\) if \(\omega = 2\)). Chan [6] (STOC’07) improved this running time to \(\tilde{O}(n^{3+\omega/2}) \leq O(n^{2.687})\) but only if the weights are positive, i.e., for \([c_0] - \{0\}\)-APLSP (and so his result does not hold for \(\{0,1\}\)-APLSP).

Both Zwick’s and Chan’s algorithms solve a more general problem, Lex2-APSP, in which one is given a directed graph where each edge \(e\) is given two weights \(w_1(e), w_2(e)\) and one wants to find for every pair of vertices \(u, v\) the lexicographic minimum over all \(u-v\) paths \(\pi\) of \((\sum_{e \in \pi} w_1(e), \sum_{e \in \pi} w_2(e))\). Then APLSP is Lex2-APSP when all \(w_2\) weights are 1, and the related All-Pairs Shortest Lightest Paths (APSLP) problem is when all \(w_1\) weights are 1.

To complement the conditional lower bound for APLSP, and hence Lex2-APSP, we present new algorithms for \([c_0]\)-Lex2-APSP for \(c_0 = \tilde{O}(1)\), both (slightly) improving Chan’s running time and also allowing zero weights, something that Chan’s algorithm couldn’t support.

**Theorem 5.** \([c_0]\)-Lex2-APSP can be solved in \(O(n^{2.66})\) time for any \(c_0 = \tilde{O}(1)\).

If \(\omega = 2\), the above running time would be \(\tilde{O}(n^{2.5})\), improving Zwick’s previous \(\tilde{O}(n^{8/3})\) bound [33] and matching our conditional lower bound \(n^{2+\rho-o(1)}\). For undirected graphs with positive weights in \([c_0] - \{0\}\), we further improve the running time to \(O(n^{2.58})\) under the current matrix multiplication bounds.

We next consider the natural problem, \#APSP, of counting the number of shortest paths for every pair of vertices in a graph. This problem needs to be solved, for example, when computing the so-called Betweenness Centrality (BC) of a vertex. BC is a well-studied measure of vertex importance in social networks. If we let \(C[s, t]\) be the number of shortest paths between \(s\) and \(t\), and \(C_v[s, t]\) be the number of shortest paths between \(s\) and \(t\) that go through \(v\), then BC\((v)\) = \(\sum_{s,t \neq v} C_v[s, t]/C[s, t]\) and the BC problem is to compute BC\((v)\) for a given graph and a given node \(v\).

Prior work [4] showed that \#APSP and BC in \(m\)-edge \(n\)-node unweighted graphs can be computed in \(O(mn)\) time via a modification of Breath-First Search (BFS). However, all prior algorithms assumed a model of computation where adding two integers of arbitrary size takes constant time. In the more realistic word-RAM model (with \(O(\log n)\) bit words), these algorithms would run in \(\tilde{O}(mn^2)\) time, as there are explicit examples of graphs with \(m\) edges (for any \(m\), a function of \(n\)) for which the shortest paths counts have \(\Theta(n)\) bits.\(^5\) In particular, the best running time in terms of \(n\) so far has been \(\tilde{O}(n^{4})\).

We provide the first genuinely \(\tilde{O}(n^{3})\) time algorithm for \#APSP, and thus Betweenness Centrality, in directed unweighted graphs.

**Theorem 6.** \(u\)-\#APSP can be solved in \(\tilde{O}(n^{3})\) time by a combinatorial algorithm.

This runtime cannot be improved since there are graphs for which the output size is \(\Omega(n^{3})\).

Since the main difficulty of the \#APSP problem comes from the counts being very large, it is interesting to consider variants that mitigate this. Let \(U \leq n^{O(1)}\). Let \#\(_{\text{mod} \, U}\)APSP be the problem of computing all pairwise counts modulo \(U\). Let \#\(_{\leq U}\)APSP be the problem of

\(^4\) Brandes presented further practical improvements as well.

\(^5\) One example is an \((n/3 + 2)\)-layered graph where the first \(n/3\) layers have 2 vertices each and the last 2 layers have \(n/6\) vertices each. The \(i\)-th layer and the \((i + 1)\)-th layer are connected by a complete bipartite graph for each \(1 \leq i \leq n/3\), while the last two layers are connected by \(O(m)\) edges.
computing for every pair of nodes \( u, v \) the minimum of their count and \( U \) (think of \( U \) as a “cap”). Finally, let \(#_{\text{appr}} U \) be the problem of computing a \((1 + 1/U)\)-approximation of all pairwise counts (think of keeping the \( \log U \) most significant bits of each count).

We obtain the following result for \(#_U \) in directed graphs:

**Theorem 7.** \(#_U \) (in directed graphs) can be solved in \( n^{2+\rho} \text{polylog } U \leq n^{2+\rho+o(1)} \) time.

Furthermore, for any \( U \geq 2 \), if \(#_U \) can be solved in \( O(n^{2+\rho-\varepsilon}) \) time for some \( \varepsilon > 0 \), then so can \( \text{u-APSP} \) (with randomization). For any \( 2 \leq U \leq \tilde{O}(1) \), the converse is true as well.

Thus, we get a conditionally optimal algorithm for \(#_U \). For \( 2 \leq U \leq \tilde{O}(1) \), the theorem above gives a fine-grained equivalence between \(#_U \) and \( \text{u-APSP} \); in particular, for \( U = 2 \), the problem corresponds to testing uniqueness for the shortest path of each pair. (For large \( U \), however, it is not a fine-grained equivalence since the algorithm for \(#_U \) does not go through Min-Plus product, but rather directly uses fast matrix multiplication.)

Our algorithm from Theorem 7 is based on Zwick’s algorithm for \( \text{u-APSP} \). We show that one can also modify Seidel’s algorithm for \( \text{u-APSP} \) in undirected graphs to obtain \( \tilde{O}(n^{\omega}) \) time algorithms for \(#_U \) and \(#_{\text{mod } U} \) in undirected graphs.

**Theorem 8.** \(#_U \) and \(#_{\text{mod } U} \) in undirected graphs can be solved in \( \tilde{O}(n^{\omega} \text{log } U) \) time.

Furthermore, we show that \(#_{\text{appr-U}} \) in undirected graphs can be solved in \( O(n^{2.58} \text{polylog } U) \) time, somewhat surprisingly, by a slight modification of our undirected \( \text{Lex}_2 \)-APSP algorithm (despite the apparent dissimilarity between the two problems).

**Paper Organization and Techniques.** In Section 3, we show the web of reductions around \( \text{u-APSP} \), proving Theorem 1, Theorem 2, the hardness of additive \( D[u, v]^p \) approximate \( \text{u-APSP} \) and the hardness of \(#_U \) in Theorem 7.

In Section 4, we give our algorithms for approximating \( \text{APSP} \) with additive errors, proving Theorem 3. In Section 5, we describe our algorithms for \( \text{Lex}_2 \)-APSP. Due to space limitation, we defer our algorithms for various versions of \#APSP to the full paper (including an algorithm for \(#_U \) to complete the proof of Theorem 7, the proof of Theorem 8, and the algorithm for \(#_{\text{appr-U}} \)). An exception is our near-cubic algorithm for exact \(#_U \) (proof of Theorem 6), which is simple and is described in Section 6.

For approximating \( \text{APSP} \) with additive error, we propose an interesting two-phase variant of Zwick’s algorithm [34]. Zwick’s algorithm computes distance products of \( n \times (n/\ell) \) with \( (n/\ell) \times n \) matrices for \( \ell \) in a geometric progression. Our idea is to do less during the first phase, computing products of \( (n/\ell) \times (n/\ell) \) with \( (n/\ell) \times n \) matrices instead. We complete the work during a second phase. The observation is that for the \( \text{APSP} \) approximation problem, we can afford to perform the distance computation in the first phase exactly, but use approximation to speed up the second phase. The resulting approximation algorithm is even simpler than Roditty and Shapira’s previous (slower) algorithm [20].

Our \( \text{Lex}_2 \)-APSP algorithm for directed graphs also uses this two-phase approach, but in a more sophisticated way to control the size of the numbers in the rectangular matrix products. A number of interesting new ideas are needed.
To further illustrate the power of this two-phase approach, we also show (in the full version) how the idea can lead to an alternative \( O(c_0 n^\omega) \) time algorithm for the standard \([-c_0]\)-APSP problem for undirected graphs, rederiving Shoshan and Zwick’s result [22] in an arguably simpler way. This may be of independent interest (as Shoshan and Zwick’s algorithm has complicated details).

Our Lex2-APSP algorithm for undirected graphs uses small dominating sets for high-degree vertices, an idea of Aingworth et al. [1]. Originally, this idea was for developing combinatorial algorithms for approximate shortest paths that avoid matrix multiplication. Interestingly, we show that this idea can be combined with (rectangular) matrix multiplication to compute exact Lex2 shortest paths.

2 Preliminaries

The computation model of all algorithms and reductions in this paper is the word-RAM model with \( O(\log n) \) bit words.

We let \( \mathcal{M}(n_1, n_2, n_3) \) denote the best known running time for multiplying an \( n_1 \times n_2 \) by an \( n_2 \times n_3 \) matrix over the integers. We use \( \omega(a, b, c) \) to denote the rectangular matrix multiplication exponent, i.e., the smallest real number \( z \) such that \( \mathcal{M}(n^a, n^b, n^c) \leq O(n^{z+\varepsilon}) \) for all \( \varepsilon > 0 \). In particular, let \( \omega = \omega(1, 1, 1) \). It is known that \( \omega \) is in \([2, 2.373]\) [2, 27, 16]. The best known bounds for \( \omega(a, b, c) \) are in [17].

Let \( \mathcal{M}^*(n_1, n_2, n_3 | \ell_1, \ell_2) \) be the time to compute the Min-Plus product of an \( n_1 \times n_2 \) matrix over the integers. We use \( \omega(a, b, c) \) to denote the rectangular matrix multiplication exponent, i.e., the smallest real number \( z \) such that \( \mathcal{M}(n^a, n^b, n^c) \leq O(n^{z+\varepsilon}) \) for all \( \varepsilon > 0 \). In particular, let \( \omega = \omega(1, 1, 1) \). It is known that \( \omega \) is in \([2, 2.373]\) [2, 27, 16]. The best known bounds for \( \omega(a, b, c) \) are in [17].

Let \( \mathcal{M}^*(n_1, n_2, n_3 | \ell) \) be the time to compute the Min-Plus product of an \( n_1 \times n_2 \) matrix A with an \( n_2 \times n_3 \) matrix B, where all finite entries of A are from \([\ell_1]\) and all finite entries of B are from \([\ell_2]\). Let us also denote \( \mathcal{M}^*(n_1, n_2, n_3 | \ell) := \mathcal{M}^*(n_1, n_2, n_3 | \ell, \ell) \).

It is known [3] that \( \mathcal{M}^*(n_1, n_2, n_3 | \ell) \leq O(\ell \cdot \mathcal{M}(n_1, n_2, n_3)) \). This algorithm in [3] first replaces each entry \( c \) in both matrices A, B by \( (n_2 + 1)^c \), then uses fast rectangular matrix multiplication to compute the product of the new matrices A, B. Since each arithmetic operation takes \( O(\ell) \) time, the running time follows.

More generally, let \( \mathcal{M}^*(n_1, n_2, n_3 | m_1, m_2, m_3 | \ell_1, \ell_2) \) be the time to compute \( m_3 \) given entries of the Min-Plus product of an \( n_1 \times n_2 \) matrix A with an \( n_2 \times n_3 \) matrix B, where A has at most \( m_1 \) finite entries, all from \([\ell_1]\), and B has at most \( m_2 \) finite entries, all from \([\ell_2]\).

3 Directed APSP and Rectangular Min-Plus with Bounded Weights

Figure 1 The web of (a subset of) the reductions in this paper. All reductions are \( (n^{2+\rho}, n^{2+\rho}) \)-fine grained reductions, where \( \rho \) is such that \( \omega(1, \rho, 1) = 1 + 2\rho \). The problems in the bounding box are sub \( n^{2+\rho}\)-equivalent. Here, \( c = \tilde{O}(1) \), and \( 2 \leq c \leq \tilde{O}(1) \). For the current best bounds on rectangular matrix multiplication [17], \( \rho \) is roughly 0.529.
Here we consider the All-Pairs Shortest Paths (APSP) problem in unweighted directed graphs, or more generally in directed graphs with integer weights in $[\pm c_0]$ with $c_0 = O(1)$ and no negative cycles. Zwick [34] showed that this problem in $n$-node graphs can be solved in time $\tilde{O}(n^{2+\rho})$ where $\rho$ is such that $\omega(1, \rho, 1) = 1 + 2\rho$. For the current best bounds on rectangular matrix multiplication [17], $\rho$ is roughly 0.529.

Zwick’s algorithm can be viewed as a reduction to rectangular Min-Plus matrix multiplication. The algorithm proceeds in stages, for each $\ell$ from 0 to $\log_{\sqrt{3}}(n^{1-\rho})$.

In stage $\ell$, up to logarithmic factors, one needs to compute the Min-Plus product of two matrices $A_\ell$ and $B_\ell$ where $A_\ell$ has dimensions $n \times n/(3/2)^\ell$ and $B_\ell$ has dimensions $n/(3/2)^\ell \times n$ and both matrices have entries bounded by $(3/2)^\ell$. Intuitively, this computes the pairwise distances that are roughly $(3/2)^\ell$. After stage $\log_{\sqrt{3}}(n^{1-\rho})$, the algorithm also runs Dijkstra’s algorithm\(^6\) to and from $O(n^\rho)$ nodes $S$ sampled randomly and uses $\tilde{O}(n^{2+\rho})$ extra time to complete the computation of the distances by considering for every $u, v \in V$, $\min_{s \in S} \{D[u, s] + D[s, v]\}$. This can also be viewed as using the brute-force algorithm to compute the Min-Plus products when $(3/2)^\ell \geq n^{1-\rho}$.

The total running time is within logarithmic factors of

$$n^{2+\rho} + \sum_{\ell=0}^{\log_{\sqrt{3}}(n^{1-\rho})} M^*(n, n/(3/2)^\ell, n | (3/2)^\ell),$$

where $M^*(n_1, n_2, n_3 | M)$ is the Min-Plus product running time for matrices with entries in $\{0, \ldots, M\}$ and dimensions $n_1 \times n_2$ by $n_2 \times n_3$. With the known bounds for Min-Plus product, $M^*(n, n^\gamma, n | M) \leq \tilde{O}(Mn^{(1-\gamma,1)})$, and the running time of Zwick’s algorithm becomes $\tilde{O}(n^{2+\rho} + n^{1-\rho+\omega(1, \rho, 1)})$, which is $\tilde{O}(n^{2+\rho})$ when $\omega(1, \rho, 1) = 1 + 2\rho$.

If $\omega = 2$, then $\rho$ is 1/2 and the running time of Zwick’s algorithm becomes $\tilde{O}(n^2)$. This running time is a seeming barrier for the APSP problem in directed graphs.

In the full version we prove the following technical theorem which rephrases Zwick’s algorithm [34] as a reduction.

**Theorem 9.** Let $\rho$ be the solution to $\omega(1, \rho, 1) = 1 + 2\rho$. If the Min-Plus product of an $n \times n^\rho$ matrix by an $n^\rho \times n$ matrix where both matrices have integer entries bounded by $n^{1-\rho}$ (denoted as $M^*(n, n^\rho, n | n^{1-\rho})$) can be computed in $O(n^{2+\rho-\epsilon})$ time for some $\epsilon > 0$, then APSP in directed $n$ node graphs with integer edge weights in $[\pm c_0]$ for $c_0 = \tilde{O}(1)$ can be solved in $O(n^{2+\rho-\epsilon'})$ time for $\epsilon' > 0$.

If $\omega = 2$, the above theorem statement becomes: If the Min-Plus problem of an $n \times \sqrt{n}$ matrix by a $\sqrt{n} \times n$ matrix where both matrices have integer entries bounded by $\sqrt{n}$ can be computed in $O(n^{2.5-\delta})$ time for some $\delta > 0$, then APSP in directed $n$ node graphs with integer edge weights in $[\pm c_0]$ for $c_0 = \tilde{O}(1)$ can be solved in $O(n^{2.5-\delta'})$ time for $\delta' > 0$.

We will show a reduction in the reverse direction as well, showing that rectangular Min-Plus product with suitably bounded entries can be reduced back to unweighted directed APSP.

**Theorem 10.** For any fixed $k \in (0, 1)$, $M^*(n, n^k, n | n^{1-k})$ can be reduced in $O(n^2)$ time to APSP in a directed unweighted graph with $O(n)$ vertices.

\(^6\) If there are negative weights, one also needs to run single source shortest paths (SSSP) from a node, as in Johnson’s algorithm and then reweight the edges so that they are nonnegative. SSSP can be solved in $\tilde{O}((m + n^1) \log^2(c_0)) = \tilde{O}(n^2)$ time [23].
A consequence of Theorem 9, and the fact that u-APSP is a special case of $[\pm c_0]$-APSP for directed graphs without negative cycles, is the following equivalence.

\begin{corollary}
Let $\rho$ be such that $\omega(1, \rho, 1) = 1 + 2\rho$. Then u-APSP, $[\pm c_0]$-APSP for directed graphs without negative cycles, and $M^*(n, n', n | n^{1-\rho})$ are sub-$n^{2+\rho}$ fine-grained equivalent for $c_0 = \tilde{O}(1)$.
\end{corollary}

In particular, if $\omega = 2$, APSP in directed unweighted graphs is sub-$n^{2.5}$ fine-grained equivalent to the Min-Plus problem of an $n \times \sqrt{n}$ matrix by a $\sqrt{n} \times n$ matrix where both entries have integer entries bounded by $\sqrt{n}$.

**Proof of Theorem 10.** Let $A$ be an $n \times n^k$ matrix and let $B$ be an $n^k \times n$ matrix, both with entries in $\{1, \ldots, n^{1-k}\}$.

We will create a directed graph as follows. Let $I$ be a set of $n$ nodes, which represent the rows of $A$. Let $J$ be a set of $n$ nodes, which represent the columns of $B$.

For every $p \in [n^k]$ corresponding to a column of $A$ (or row of $B$), create a path of $2n^{1-k} + 1$ nodes:

$$X(p) := x_{p,n^{1-k}} \rightarrow x_{p,n^{1-k}-1} \rightarrow \ldots \rightarrow x_{p,0} \rightarrow y_{p,1} \rightarrow y_{p,2} \rightarrow \ldots \rightarrow y_{p,n^{1-k}}.$$  

For every $i \in [n]$ and $p \in [n^k]$, consider $t = A[i, p] \in [n^{1-k}]$. Add an edge from $i \in I$ to $x_{p,t}$. Similarly, for every $j \in [n]$ and $p \in [n^k]$, consider $t' = B[p, j] \in [n^{1-k}]$. Add an edge from $y_{p,t'}$ to $j \in J$.

\begin{center}
\begin{tikzpicture}[scale=0.8]
  \node (i) at (0,0) {$i$};
  \node (p) at (2,0) {$p$};
  \node (j) at (6,0) {$j$};
  \node (I) at (0,-2) {$I$};
  \node (J) at (6,-2) {$J$};

  \draw (i) -- (p);
  \draw (p) -- (j);

  \draw (i) -- (I) node[midway, below] {$A_{i,p}$};
  \draw (j) -- (J) node[midway, below] {$B_{p,j}$};

  \node (xpo) at (1,-1) {$x_{p,0}$};
  \node (yp1) at (3,-1) {$y_{p,1}$};
  \node (yp2) at (5,-1) {$y_{p,2}$};

  \draw (p) -- (xpo);
  \draw (xpo) -- (yp1);
  \draw (yp1) -- (yp2);
  \draw (yp2) -- (j);

  \node (xpi) at (0,-3) {$x_{p,i}$};
  \node (ypj) at (6,-3) {$y_{p,j}$};
  \node (xpm) at (2,-3) {$x_{p,m}$};
  \node (ypk) at (4,-3) {$y_{p,k}$};

  \draw (i) -- (xpi) node[midway, below] {$x_{p,A[i,p]}$};
  \draw (xpi) -- (ypj) node[midway, below] {$y_{p,B[p,j]}$};
  \draw (p) -- (xpm) node[midway, below] {$x_{p,B[p,j]}$};
  \draw (xpm) -- (ypk) node[midway, below] {$y_{p,n^{1-k}}$};

\end{tikzpicture}
\end{center}

**Figure 2** Sketch of the construction in proof of Theorem 10. For each vertex $i$ and path $p$, we add an edge from $i$ to a vertex on the path $p$ whose distance to the middle point $x_{p,0}$ on the path is $A_{i,p}$. For each path $p$ and vertex $j$, we add an edge from a vertex on the path whose distance from the middle point $x_{p,0}$ on the path is $B_{p,j}$ to vertex $j$.

Now, consider some $i \in [n], p \in [n^k], j \in [n]$ and $A[i, p] + B[p, j]$. If we consider the path consisting of $(i, x_{p,A[i,p]}), (y_{p,B[p,j]}, j)$ and the subpath of $X(p)$ between $x_{p,A[i,p]}$ and $y_{p,B[p,j]}$, its length is exactly $2 + A[i, p] + B[p, j]$. Also, any path from $i$ to $j$ is of this form. Thus, the shortest path from $i \in I$ to $j \in J$ in the created graph is exactly of length $2 + \min_p \{A[i, p] + B[p, j]\}$, and thus computing APSP in the directed unweighted graph we have created computes the Min-Plus product of $A$ and $B$.

The number of vertices in the graph is $O(n^k \cdot n^{1-k}) = O(n)$.

One consequence of Corollary 11 is that u-APSP and computing the predecessor matrix in unweighted directed APSP are also sub-$n^{2+\rho}$ fine-grained equivalent. It was known that Zwick’s algorithm [34] can compute the predecessor matrix for unweighted directed APSP, which can also be viewed as a sub-$n^{2+\rho}$ time reduction from computing the predecessor matrix.
matrix to \( M'((n, n^\rho, n | n^{1-\rho}) \). Also, if we can compute the predecessor matrix for the graph constructed in the above proof, we would know which path \( X(r) \) the shortest path from \( i \) to \( j \) uses, which in turn solves \( M'((n, n^\rho, n | n^{1-\rho}) \). Thus, computing the predecessor matrix for unweighted directed APSP is sub-\( n^{2+\rho} \) fine-grained equivalent to \( M'((n, n^\rho, n | n^{1-\rho}) \), and thus also equivalent to u-APSP.

Zwick’s algorithm is general enough to apply to some variants of APSP. One example is the All-Pairs Longest Paths (APLP) problem in DAGs. To compute APLP in a DAG, we first negate the weight of every edge, then the problem becomes APSP, on which we can directly apply Zwick’s algorithm. Therefore, Zwick’s algorithm show reductions from u-APLP and [\( \pm c_0 \)]-APLP in DAGs to \( M'((n, n^\rho, n | n^{1-\rho}) \).

Perhaps more surprisingly, the other direction of the reduction also holds. Therefore, APLP in DAG and APSP in graphs with weights bounded by \( \tilde{O}(1) \) are sub-\( O(n^{2+\rho}) \) equivalent.

\( \blacktriangleright \) Theorem 12. Let \( \rho \) be such that \( \omega(1, \rho, 1) = 1 + 2\rho \). Then u-APLP in DAGs, [\( \pm c_0 \)]-APLP in DAGs and \( M'((n, n^\rho, n | n^{1-\rho}) \) are sub-\( n^{2+\rho} \) fine-grained equivalent.

The proof of Theorem 12 follows from the same approach and is deferred to the full version.

All problems shown equivalent to u-APSP above are problems on directed graphs. One natural question is that whether some problems on undirected graphs are also in this equivalence class, or whether we can show some undirected graph problems require \( n^{2+\rho-o(1)} \) time if we assume problems in this equivalence class also require \( n^{2+\rho-o(1)} \) time. To answer these questions, we first consider the u-cRed-APSP problem.

\( \blacktriangleright \) Theorem 13. Let \( \rho \) be such that \( \omega(1, \rho, 1) = 1 + 2\rho \). u-cRed-APSP for \( 2 \leq c = \tilde{O}(1) \) and \( M'((n, n^\rho, n | n^{1-\rho}) \) are sub-\( n^{2+\rho} \) fine-grained equivalent.

The proof of Theorem 13 uses a similar graph construction and is in the full version.

By slightly modifying the proof of Theorem 13, we can show conditional hardness for APLSP on undirected graphs where the edge weights are in \( \{0, 1\} \). The proof is in the full version.

\( \blacktriangleright \) Corollary 14. Let \( \rho \) be such that \( \omega(1, \rho, 1) = 1 + 2\rho \). Suppose \( M'((n, n^\rho, n | n^{1-\rho}) \) requires \( n^{2+\rho-o(1)} \) time. Then APLSP on undirected graphs where the edge weights can be \( \{0, 1\} \) also requires \( n^{2+\rho-o(1)} \) time.

Using similar ideas we also show hardness for Vertex-Weighted APSP in undirected graphs, where the vertex weights may be large. (The current best algorithms for Vertex-Weighted APSP for directed graphs \([6, 32]\) had running time about \( O(n^{2.85}) \); the bound is \( \tilde{O}(n^{11/4}) \) if \( \omega = 2 \). No better algorithms were known in the undirected graphs – which our conditional lower bound attempts to explain.) The proof is in the full version.

\( \blacktriangleright \) Corollary 15. Let \( \rho \) be such that \( \omega(1, \rho, 1) = 1 + 2\rho \). Suppose \( M'((n, n^\rho, n | n^{1-\rho}) \) requires \( n^{2+\rho-o(1)} \) time. Then vertex-weighted APSP on undirected graphs where the vertex weights are in \( \{0, 1\} \) also requires \( n^{2+\rho-o(1)} \) time.

The conditional hardness for u-\#\(\mod U\)APSP and u-\#\(\leq U\)APSP for any \( U \geq 2 \) can be proved by combining our graph construction with randomized techniques for a unique variant of Min-Plus product; see the proof in the full version.

\( \blacktriangleright \) Theorem 16. Let \( \rho \) be such that \( \omega(1, \rho, 1) = 1 + 2\rho \). Suppose \( M'((n, n^\rho, n | n^{1-\rho}) \) requires \( n^{2+\rho-o(1)} \) time (with randomization). Then u-\#\(\mod U\)APSP and u-\#\(\leq U\)APSP for any \( U \geq 2 \) requires \( n^{2+\rho-o(1)} \) time.
In Section 4, we will give an algorithm for approximating APSP with sublinear additive errors. Using the same technique as our reductions from Rectangular Min-Plus product to APSP problems, we can show a conditional lower bound for this problem.

Theorem 17. Given a directed unweighted graph $G = (V, E)$ with $n$ vertices and a function $f > 0$ where $\frac{f}{T(f)}$ is nondecreasing. Suppose we can approximate the shortest-path distance $D[u, v]$ with additive error $f(D[u, v])$, for all $u, v \in V$ in $T(n)$ time, then $\max_{1 \leq \ell \leq n} \mathcal{M}^*(n, n/\ell, n | \frac{f}{T(f)}) \leq O(T(n))$.

Proof. Fix any $1 \leq \ell \leq n$. First, note that $\mathcal{M}^*(n, n/\ell, n | \frac{f}{T(f)}) = \Theta(\mathcal{M}^*(n, n/\ell, n | \frac{f}{C(f)}))$ for any constant $C$. Here, we take $C = 12$ to be a large enough constant.

Suppose we are given an $n \times n/\ell$ matrix $A$ and an $n/\ell \times n$ matrix $B$, whose entries are positive integers bounded by $\frac{1}{T(f)}$, and we want to compute their Min-Plus product $A \ast B$. We use a similar reduction as the one in the proof of Theorem 10, but stretching the length of the middle paths. Specifically, we create vertex set $I$ of size $n$, vertex set $J$ of size $n$, and $n/\ell$ paths of the form $X(p) := x_{p, \frac{n}{\ell}} \leadsto \cdots \leadsto x_{p, 0} \leadsto y_{p, 0} \leadsto \cdots \leadsto y_{p, \frac{n}{\ell}}$. From $x_{p,1}$ to $x_{p,1-1}$ and $y_{p,j}$ to $y_{p,j+1}$, we embed paths of length $6f(\ell)$; from $x_{p,0}$ to $y_{p,0}$, we embed a path of length $\ell - 2$. Similar to previous reductions, for every $i \in [n] = I$ and $p \in [n/\ell]$, we add an edge from $i$ to $x_{p,A[i,p]}$; for every $j \in [n] = J$ and $p \in [n/\ell]$, we add an edge from $j$ to $y_{p,B[p,j]}$. Then the distance from $i \in I$ to $j \in J$ in this graph equals $\ell + 6f(\ell)(A \ast B)[i, j]$.

Since $0 \leq (A \ast B)[i, j] \leq \frac{f}{T(f)}$, we must have $1 \leq \ell + 6f(\ell)(A \ast B)[i, j] \leq 2\ell$. Since $\frac{f}{T(f)}$ is nondecreasing, we must have $f(\ell) \leq f(1)$ for any $1 \geq 1$, and thus $f(\ell + 6f(\ell)(A \ast B)[i, j]) \leq 2f(\ell)$. Therefore, an $f(\ell + 6f(\ell)(A \ast B)[i, j])$-additive approximation of APSP can determine that the distance from $i \in I$ to $j \in J$ is in $\ell + 6f(\ell)(A \ast B)[i, j] \pm 2f(\ell)$, from which we can compute $(A \ast B)[i, j]$ easily since $(A \ast B)[i, j]$ must be an integer.

Finally, we give a reduction from $u$-APSP to Min Witness Equality, where we are given $n \times n$ integer matrices $A$ and $B$, and are required to compute $\min \{ k \in [n] : A[i, k] = B[i, j] \}$ for every pair of $(i, j)$. Reductions from $u$-APSP to matrix product problems are considered by Lincoln et al. [18], where they show reductions from u-APSP to the All-Edges Monochromatic Triangle problem and (min, max)-product problem, but their techniques do not seem to apply to Min Witness Equality.

The proof of the following theorem is deferred to the full version.

Theorem 18. Let $\rho$ be such that $\omega(1, \rho, 1) = 1 + 2p$. Suppose $\mathcal{M}^*(n, n^\rho, n | n^{1-\rho})$ requires $n^{2+\rho-o(1)}$ time. Then Min Witness Equality requires $n^{2+\rho-o(1)}$ time.

4 Additive Approximation Algorithms for APSP

In this section, we give an algorithm for approximate APSP with additive errors in directed unweighted graphs, to match the lower bound that we have just proved in Theorem 17 (ignoring logarithmic factors). Namely, our algorithm achieves running time $\tilde{O}(\max_{\ell} \mathcal{M}^*(n, n/\ell, n | \ell^{1-\rho}))$, which improves Roditty and Shapira’s previous algorithm [20] with running time $\tilde{O}(\max_{\ell} \min \{ n^3/\ell, \mathcal{M}^*(n, n/\ell^{1-\rho}, n | \ell^{1-\rho}) \})$.

Let $D[u, v]$ denote the shortest-path distance from $u$ to $v$.
Overview. The new algorithm is a variation of Zwick’s exact u-APSP algorithm [34], and is actually simpler than Roditty and Shapira’s algorithm. The idea is to compute as many as the shortest-path distances exactly as we can in $\tilde{O}(n^{\omega})$ time in an initial phase. In the second phase, we apply rectangular matrix multiplication to submatrices computed from the first phase, where entries are approximated by rounding and rescaling.

Preliminaries. For every $\ell$ that is a power of $3/2$, let $R_\ell \subseteq V$ be a subset of $\tilde{O}(n/\ell)$ vertices that hits all shortest paths of length $\ell/2$ [34]. (For example, a random sample works with high probability.) We may assume that $R_{(3/2)^i} \supseteq R_{(3/2)^{i+1}}$ (because otherwise, we can add $R_{(3/2)^j}$ to $R_{(3/2)^i}$ for all $j > i$ and the size bound would still hold). For subsets $S_1, S_2 \subseteq V$, let $D(S_1, S_2)$ denote the submatrix of $D$ containing the entries for $(u, v) \in S_1 \times S_2$.

Phase 1. We first solve the following subproblem: compute $D[u, v]$ (exactly) for all $(u, v) \in R_\ell \times V$ with $D[u, v] \leq \ell$, and similarly for all $(u, v) \in V \times R_\ell$ with $D[u, v] \leq \ell$.

Suppose we have already computed $D[u, v]$ for all $(u, v) \in R_{2\ell/3} \times V$ with $D[u, v] \leq 2\ell/3$, and similarly for all $(u, v) \in V \times R_{2\ell/3}$ with $D[u, v] \leq 2\ell/3$.

We take the Min-Plus product $D(R_\ell, R_{2\ell/3}) \circ D(R_{2\ell/3}, V)$. For each $(u, v) \in R_\ell \times V$, if its output entry is smaller than the current value of $D[u, v]$, we reset $D[u, v]$ to the smaller value. Similarly, we take the Min-Plus product $D(V, R_{2\ell/3}) \circ D(R_{2\ell/3}, R_\ell)$. For each $(u, v) \in V \times R_\ell$, if its output entry is smaller than the current value of $D[u, v]$, we reset $D[u, v]$ to the smaller value. We reset all entries greater than $\ell$ to $\infty$.

To justify correctness, observe that for any shortest path $\pi$ of length between $2\ell/3$ and $\ell$, the middle $(2\ell/3)/2 = \ell/3$ vertices must contain a vertex of $R_{2\ell/3}$, which splits $\pi$ into two subpaths each of length at most $\ell/2 + \ell/6 = 2\ell/3$.

We do the above for all $\ell$’s that are powers of $3/2$. The total cost is

$$\tilde{O} \left( \max_{\ell} \mathcal{M}^\ast(n/\ell, n/\ell, n \mid \ell) \right) \leq \tilde{O} \left( \max_{\ell} \ell \cdot \mathcal{M}^\ast(n/\ell, n/\ell, n) \right) \leq \tilde{O} \left( \max_{\ell} \ell^2 (n/\ell)^{\omega'} \right) = \tilde{O}(n^{\omega}).$$

Phase 2. Next we approximate all shortest-path distances $D[u, v]$ where $D[u, v]$ is between $2\ell/3$ and $\ell$, with additive error $O(f(\ell))$ for a given function $f$, as follows:

We compute the Min-Plus product $D(V, R_{2\ell/3}) \circ D(R_{2\ell/3}, V)$, keeping only entries bounded by $O(\ell)$. As we allow additive error $O(f(\ell))$, we round entries to multiples of $f(\ell)$. This takes $O(\mathcal{M}^\ast(n, n/\ell, n \mid \ell^{1/p}))$ time.

To justify correctness, observe as before that in any shortest path $\pi$ of length between $2\ell/3$ and $\ell$, some vertex in $R_{2\ell/3}$ splits the path into two subpaths of length at most $2\ell/3$.

We repeat for all $\ell$’s that are powers of $3/2$. The total cost is

$$\tilde{O} \left( \max_{\ell} \mathcal{M}^\ast(n, n/\ell, n \mid \ell^{1/p}) \right).$$

Standard techniques for generating witnesses for matrix products can be applied to recover the shortest paths (e.g., see [11, 34]).

Theorem 19. Given a directed unweighted graph $G = (V, E)$ with $n$ vertices and a function $f$ where $f(\ell)$ is nondecreasing, we can approximate the shortest-path distance $D[u, v]$ with additive error $O(f(D[u, v]))$ for all $u, v \in V$, in $\tilde{O} \left( \max_{\ell} \mathcal{M}^\ast(n, n/\ell, n \mid \ell^{1/p}) \right)$ time.

Remark. For $f(\ell) = \ell^p$, we can upper-bound the running time by

$$\tilde{O} \left( \max_{\ell} \mathcal{M}^\ast(n, n/\ell, n \mid \ell^{1-p}) \right) \leq \tilde{O} \left( L^{1-p} \cdot \mathcal{M}(n, n/L, n) + n^3/L \right) \leq \tilde{O} \left( L^{1-p}(n^{2+o(1)} + n^\omega/L^{(\omega-2)/(1-\omega')}) + n^3/L \right)$$
for any choice of $L$, where $\alpha$ is the rectangular matrix multiplication exponent (satisfying $\omega(1,1,\alpha) = 2$). For example, we can set $L = n^3^{1-\omega}$, and for $p > 1 - \min\{\frac{\omega}{2}, \frac{\omega}{3}\}$, get optimal $\tilde{O}(n^p)$ running time. In fact, with the current rectangular matrix multiplication bounds we get $\tilde{O}(n^{2.373})$ time for $p \geq 0.415 \geq (\omega(1,0.373,1) - 2 \cdot 0.373 - 1)/(1 - 0.373)$. Roditty and Shapira [20] specifically asked whether there exists $p < 1$ for which $\tilde{O}(n^p)$ time is possible; we have thus answered their question affirmatively if $\omega > 2$.

**Remark.** For directed graphs with weights from $[c_0]$, the running time is

$$
\tilde{O}\left(c_0 n^{1-\omega} + \max_{\ell} M^* (n, n/\ell, n | c_0, \ell; f(\ell))\right).
$$

5 **Algorithms for All-Pairs Lightest Shortest Paths**

In this section, we describe algorithms for the following problem, which includes both All-Pairs Lightest Shortest Paths (APLSP) and Shortest Lightest Paths (APSLP) as special cases:

**Problem 20.** (Lex$2$-APSP) We are given a graph $G = (V, E)$ with $n$ vertices, where each edge $(u, v) \in E$ has a “primary” weight $w_1(u, v)$ and a “secondary” weight $w_2(u, v)$. For every pair of vertices $u, v \in V$, we want to find a path $\pi$ from $u$ to $v$ that minimizes $(\sum_{e \in \pi} w_1(e), \sum_{e \in \pi} w_2(e))$ lexicographically.

Let $D[u, v]$ be the lexicographical minimum of $(\sum_{e \in \pi} w_1(e), \sum_{e \in \pi} w_2(e))$. Let $D_1[u, v]$ be the minimum of $\sum_{e \in \pi} w_1(e)$ (the shortest-path distance) and let $D_2[u, v]$ be the second coordinate of $D[u, v]$. APLSP corresponds to the case when all secondary edge weights are 1, whereas APSLP corresponds to the case when all primary edge weights are 1.

The following lemma, which will be important in the analysis of our Lex$2$-APSP algorithm, bounds the complexity of Min-Plus product of an $n_1 \times n_2$ matrix $A$ and an $n_2 \times n_3$ matrix $B$ in the case when the finite entries of $A$ come from a small range $[l_1]$ (but the finite entries of $B$ may come from a large range $[l_2]$). The bound can be made sensitive to the number $m_2$ of finite entries of $B$ and the number $m_3$ of output entries we want. The lemma is a variant of [6, Theorem 3.5] (the basic approach originates from Matoušek’s dominance algorithm [19], but this variant requires some extra ideas). It also generalizes and improves (using rectangular matrix multiplication) Theorem 1.2 in [30].

**Lemma 21.** $M^*(n_1, n_2, n_3 | l_1, l_2) = \tilde{O}\left(\min_{\ell} (M^*(n_1, n_2, n_3/\ell | l_1) + tn_3)\right)$. More generally, $M^*(n_1, n_2, n_3 | m_1, m_2, m_3 | l_1, l_2) = \tilde{O}\left(\min_{\ell} (M^*(n_1, n_2, n_3/\ell | l_1) + tm_3)\right)$.

**Proof.** Divide each column of $B$ into groups of $t$ entries by rank: the first group contains the $t$ smallest elements, the second group contains the next $t$ smallest, etc. (ties in ranks can be broken arbitrarily). Each column may have at most $t$ leftover entries. The total number of groups is at most $m_2/t$.

For each $i \in [n_1]$ and $j' \in [m_2/t]$, let $C[i, j']$ be true iff there exists $k \in [n_2]$ such that $A[i, k] < \infty$ and group $j'$ contains an element with row index $k$. Computing $C$ reduces to taking a Boolean matrix product and has cost $O(M(n_1, n_2, m_2/t))$.

For each $i \in [n_1]$ and $j' \in [m_2/t]$, suppose that group $j'$ is part of column $j$ and the maximum element in group $j'$ is $x$; let $\tilde{C}[i, j'] = \min_{k, B[k,j]}{[x, x + l_1]}(A[i, k] + B[k, j])$. Since entries in $A$ are from the range $[l_1] \cup \{\infty\}$, and we only keep a size $l_1 + 1$ range of values for matrix $B$, computing $\tilde{C}$ reduces to taking a Min-Plus product with entries in $[l_1]$ (after shifting) and has cost $O(M^*(n_1, n_2, m_2/t | l_1))$. 
To compute the output entry at each of the $m_3$ positions $(i, j)$, we find the group $j'$ in column $j$ with the smallest rank such that $C[i, j']$ is true. Let $x$ be the maximum element in group $j'$. The answer $\min_c(A[i, k] + B[k, j])$ is at most $x + t_1$. Thus, the answer is defined by an index $k$ that (i) corresponds to an element in group $j'$, or (ii) corresponds to a leftover element in column $j$, or (iii) has $B[k, j] \in [x, x + t_1]$. Cases (i) and (ii) can be handled by linear search in $O(t)$ time; case (iii) is handled by looking up $\tilde{C}[i, j']$. The total time to compute $m_3$ output entries is $O(tm_3)$.

5.1 $[c_0]$-Lex$_2$-APSP

Let $c_0 = \tilde{O}(1)$. For directed graphs, Zwick [33] presented a variant of his u-APSP algorithm that solves $[c_0]$-Lex$_2$-APSP (and thus $[c_0]$-APLSP and $[c_0]$-ALPSP) in time $\tilde{O}(\max \{M^*(n, n/\ell, n \mid \ell^2)\}) \leq \tilde{O}(\min_c(L^2M(n, n/L, n) + n^3/L)).$ This is $O(n^{2.724})$ by the current bounds on rectangular matrix multiplication [17] (and is $\tilde{O}(n^{8/3})$ if $\omega = 2$).

Chan [6] gave a faster algorithm for $([c_0] - \{0\})$-Lex$_2$-APSP (and in fact a special case of Vertex-Weighted APSP that includes $([c_0] - \{0\})$-Lex$_k$-APSP for an arbitrary constant $k$) in time $\tilde{O}(n^{(3+\omega)/2})$, which is $O(n^{2.687})$ by the current matrix multiplication exponent (and is $\tilde{O}(n^{2.5})$ if $\omega = 2$). Zwick’s algorithm works even when zero primary weights are allowed, but Chan’s algorithm does not (part of the difficulty is that the secondary distance of a path may be much larger than the primary distance). A more general version of Chan’s algorithm [6] can handle zero primary weights (and $[c_0]$-Lex$_k$-APSP for constant $k$) but has a worse time bound of $\tilde{O}(n^{9+\omega)/4})$, which can be slightly reduced using rectangular matrix multiplication [32].

We describe an $O(n^{2.6581})$-time algorithm to solve $[c_0]$-Lex$_2$-APSP for directed graphs, which can handle zero weights and is faster than Zwick’s $O(n^{2.724})$-time algorithm; it is also slightly faster than Chan’s algorithm. The algorithm uses rectangular matrix multiplication (without which the running time would be $\tilde{O}(n^{(\omega+3)/2})$). It should be noted that Chan’s previous algorithm can’t be easily sped up using rectangular matrix multiplication, besides being inapplicable when there are zero primary weights.

Overview. The new algorithm can be viewed as an interesting variant of Zwick’s u-APSP algorithm [34]. Zwick’s algorithm uses rectangular Min-Plus products of dimensions around $n \times n/\ell$ and $n/\ell \times n$, in geometrically increasing parameter $\ell$. Our algorithm proceeds in two phases. In both phases, we use the rectangular products of dimensions around $n/\ell \times n/\ell$ and $n/\ell \times n$. In the first phase, we consider $\ell$ in increasing order; in the second, we consider $\ell$ in decreasing order. In these Min-Plus products, entries of the first matrix in each product come from a small range; this enables us to use Lemma 21.

Preliminaries. Let $L$ be a parameter to be set later. Let $\lambda[u, v]$ denote the length of a lexicographical shortest path between $u$ and $v$. In this section, the length of a path refers to the number of edges in the path.

For every $\ell$ that is a power of $3/2$, as in Section 4, let $R_\ell \subseteq V$ be a subset of $\tilde{O}(n/\ell)$ vertices that hits all shortest paths of length $\ell/2$ [33, 34]. We may assume that $R_{(3/2)\ell'} \supseteq R_{(3/2)\ell'+1}$ (as before). Set $R_1 = V$.

For $S_1, S_2 \subseteq V$, let $D(S_1, S_2)$ denote the submatrix of $D$ containing the entries for $(u, v) \in S_1 \times S_2$. 
Phase 1. We first solve the following subproblem for a given $\ell \leq L$: compute $D[u, v]$ for all $(u, v) \in R_\ell \times V$ with $\lambda[u, v] \leq \ell$, and similarly for all $(u, v) \in V \times R_\ell$ with $\lambda[u, v] \leq \ell$. (We don’t know $\lambda[u, v]$ in advance. More precisely, if $\lambda[u, v] \leq \ell$, the computed value should be correct; otherwise, the computed value is only guaranteed to be an upper bound.)

Suppose we have already computed $D[u, v]$ for all $(u, v) \in R_{2\ell/3} \times V$ with $\lambda[u, v] \leq 2\ell/3$, and similarly for all $(u, v) \in V \times R_{2\ell/3}$ with $\lambda[u, v] \leq 2\ell/3$.

We take the Min-Plus product $D(R_\ell, R_{2\ell/3}) \times D(R_{2\ell/3}, V)$ (where elements are compared lexicographically). For each $(u, v) \in R_\ell \times V$, if its output entry is smaller than the current value of $D[u, v]$, we reset $D[u, v]$ to the smaller value. Similarly, we take the Min-Plus product $D(V, R_{2\ell/3}) \times D(R_{2\ell/3}, R_\ell)$. For each $(u, v) \in V \times R_\ell$, if its output entry is smaller than the current value of $D[u, v]$, we reset $D[u, v]$ to the smaller value. We reset all entries greater than $c_0\ell$ to $\infty$.

To justify correctness, observe that for any shortest path $\pi$ of length between $2\ell/3$ and $\ell$, the middle $(2\ell/3)/2 = \ell/3$ vertices must contain a vertex of $R_{2\ell/3}$, which splits $\pi$ into two subpaths each of length at most $\ell/2 + \ell/6 \leq 2\ell/3$.

To take the product, we map each entry $D[u, v]$ of $D(R_{2\ell/3}, V)$ to a number $D_1[u, v] \cdot c_0\ell + D_2[u, v] \in \tilde{O}(\ell^2)$. It is more efficient to break the product into $\ell$ separate products, by putting entries of $D(R_\ell, R_{2\ell/3})$ with a common $D_1$ value into one matrix. Then after shifting, the finite entries of each such matrix are in $[\tilde{O}(\ell)]$. (The entries of $D(R_{2\ell/3}, V)$ are still in $[\tilde{O}(\ell^2)]$.) Hence, the computation takes time $\tilde{O}(\ell \cdot \mathcal{M}^*(n/\ell, n/\ell, n \mid \ell, \ell^2))$.

We do the above for all $\ell \leq L$ that are powers of $3/2$ (in increasing order).

Phase 2. Next we solve the following subproblem for a given $\ell \leq L$: compute $D[u, v]$ for all $(u, v) \in R_{2\ell/3} \times V$ with $\lambda[u, v] \leq L$.

Suppose we have already computed $D[u, v]$ for all $(u, v) \in R_\ell \times V$ with $\lambda[u, v] \leq L$.

We take the Min-Plus product $D(R_{2\ell/3}, R_\ell) \times D(R_\ell, V)$, keeping only entries bounded by $\tilde{O}(\ell)$ in the first matrix and $\tilde{O}(L)$ in the second matrix. For each $(u, v) \in V \times R_\ell$, if its output entry is smaller than the current value of $D[u, v]$, we reset $D[u, v]$ to the smaller value.

To justify correctness, recall that for $(u, v) \in R_{2\ell/3} \times V$, if $\lambda[u, v] < 2\ell/3$, then $D[u, v]$ is already computed in Phase 1. On the other hand, in any shortest path $\pi$ of length between $2\ell/3$ and $L$, the first $\ell/2$ vertices of the path must contain a vertex of $R_\ell$.

To take the product, we map each entry $D[u, v]$ of $D(R_{2\ell/3}, V)$ to a number $D_1[u, v] \cdot c_0L + D_2[u, v] \in [\tilde{O}(\ell L)]$. As before, it is better to perform $\ell$ separate products, by putting entries of $D(R_{2\ell/3}, R_\ell)$ with a common $D_1$ value into one matrix. Then after shifting, the finite entries of each such matrix are in $[\tilde{O}(\ell)]$. (The entries of $D(R_{2\ell/3}, V)$ are still in $[\tilde{O}(\ell L)]$.) Hence, the computation takes time $\tilde{O}(\ell \cdot \mathcal{M}^*(n/\ell, n/\ell, n \mid \ell, \ell L))$.

We do the above for all $\ell \leq L$ that are powers of $3/2$ (in decreasing order).

Last step. By the end of Phase 2 (when $\ell$ reaches 1), we have computed $D[u, v]$ for all $(u, v)$ with $\lambda[u, v] \leq L$. To finish, we compute $D[u, v]$ for all $(u, v)$ with $\lambda[u, v] > L$, as follows:

We run Dijkstra’s algorithm $O(|R_L|)$ times to compute $D[u, v]$ for all $(u, v) \in R_L \times V$ and for all $(u, v) \in V \times R_L$. This takes $O(|R_L|^2) = \tilde{O}(n^3/L)$ time. We then compute $D(V, R_L) \times D(R_L, V)$ by brute force in $O(|R_L|^2) = \tilde{O}(n^3/L)$ time.

Correctness follows since every shortest path of length more than $L$ must pass through a vertex in $R_L$.

As before, standard techniques for generating witnesses for matrix products can be applied to recover the shortest paths [11, 34].
The cost of Phase 2 dominates the cost of Phase 1. By Lemma 21, the total cost is

\[
\tilde{O}\left(\max_{\ell \leq L} \ell \cdot M^*(n/\ell, n/\ell, n | \ell, \ell L) + n^3/L\right)
\leq \tilde{O}\left(\max_{\ell \leq L} \ell \cdot \min_t (M^*(n/\ell, n/\ell, n^2/(\ell t) | \ell t) + tn^2/\ell) + n^3/L\right).
\]

We set \(t = n/L\) and obtain

\[
\tilde{O}(\max_{\ell \leq L} \ell^2 \cdot M(n/\ell, n/\ell, L n/\ell) + n^3/L).
\]

Intuitively, the maximum occurs when \(\ell = 1\), and so we should choose \(L\) to minimize \(\tilde{O}(M(n, n, Ln) + n^3/L)\). With the current bounds on rectangular matrix multiplication [17], we choose \(L = n^{0.342}\) and get running time \(O(n^{2.6581})\). (Formally, we can verify this time bound using the convexity of the function \(2x + \omega(1 - x, 1 - x, 1.342 - x)\).)

**Theorem 22.** \([c_0]-\text{Lex}_2-\text{APSP}\) (and thus \([c_0]-\text{APLSP}\) and \([c_0]-\text{APSLP}\)) can be solved in \(O(n^{2.6581})\) time for any \(c_0 = \tilde{O}(1)\).

**Remarks.** Without rectangular matrix multiplication, the above still gives a time bound of \(\tilde{O}(Ln^{\omega} + n^3/L)\), yielding \(\tilde{O}(n^{3+\omega/2})\).

The same algorithm works even with negative weights (i.e., for \([\pm c_0]-\text{Lex}_2-\text{APSP}\)), like Zwick’s previous algorithm [33], assuming no negative cycles.

In the full version, we describe an alternative algorithm that has the same running time, though it does not allow zero primary edge weights (or negative weights).

### 5.2 Undirected \(([c_0] - \{0\})-\text{Lex}_2-\text{APSP}\)

A natural question is whether APLSP or APSLP is easier for undirected graphs. We now describe a faster \(O(n^{2.58})\)-time algorithm for \(([c_0] - \{0\})-\text{Lex}_2-\text{APSP}\) for undirected graphs. Zero primary weights are not allowed, but zero secondary weights are. (In particular, the algorithm can solve \([c_0]-\text{APSLP}\), when all primary weights are 1.)

**Overview.** We follow an idea of Aingworth et al. [1], to divide into two cases: when the source vertex has high degree or low degree. For high-degree vertices, there exists a small dominating set, and so these vertices can be covered by a small number of “clusters”; sources in the same cluster are close together, and so distances from one fixed source give us good approximation to distances from other sources in the same cluster, by the triangle inequality (since the graph is undirected). On the other hand, for low-degree vertices, the relevant subgraph is sparse, which enables faster algorithms. Originally, Aingworth et al.’s approach was intended for the design of approximation algorithms (with \(O(1)\) additive error for unweighted graphs). We will adapt it to find exact shortest paths. (Chan [7] previously had also applied Aingworth et al.’s approach to exact APSP, but the goal there was in logarithmic-factor speedup, which was quite different.) In order to handle the high-degree case for \(\text{Lex}_2-\text{APSP}\), we need further ideas to use approximate primary shortest-path distances to compute exact lexicographical shortest-path distances; in particular, we will need Min-Plus products on secondary distances (as revealed in the proof of Lemma 23 below). The combination of Aingworth et al.’s approach with matrix multiplication appears new, and interesting in our opinion.
Preliminaries. We first compute $D_1[u,v]$ for all $(u,v)$ by running a known $[c_0]$-APSP algorithm on the primary distances in $O(n^2)$ time [3, 21].

Assume that we have already computed $D_i[u,v]$ for all $(u,v)$ with $D_1[u,v] = \frac{\ell}{3}$ for a given $\ell$. We want to compute $D_i[u,v]$ for all $(u,v)$ with $D_1[u,v] \leq \ell$.

Define $D_2^\ell[u,v] = D_2[u,v]$ if $D_1[u,v] = \ell$, and $D_2^\ell[u,v] = \infty$ otherwise. For subsets $S_1, S_2 \subseteq V$, let $D_2^\ell(S_1, S_2)$ denote the submatrix of $D_2^\ell$ containing the entries for $(u,v) \in S_1 \times S_2$.

$\blacktriangleright$ Lemma 23. Let $G = (V,E)$ be an undirected graph with edge weights in $[c_0] - \{0\}$. Assume that we have already computed $D_i[u,v]$ for all $(u,v)$ with $D_1[u,v] \leq \frac{\ell}{3}$. Given a set $S$ of vertices that are within primary distance $c = \tilde{O}(1)$ from each other, we can compute $D_i[u,v]$ for all $u \in S$ and $v \in V$ with $D_1[u,v] \leq \ell$ in $O(M^*([S], n/\ell, n \mid \ell))$ total time.

Proof. Fix $s \in S$. Let $V_i = \{v \in V : D_1[s,v] \in \delta + c\}$. Note that $\sum_i |V_i| = \tilde{O}(n)$. Also note that if $u \in S$ and $D_1[u,v] = i$, then we must have $v \in V_i$ (by the triangle inequality, because the graph is undirected).

Pick an index $m \in [0.4\delta, 0.6\delta]$ with $|V_{m-\delta} \cup \cdots \cup V_m| = \tilde{O}(n/\ell)$.

For $i \leq m$, we have already computed $D_i^\ell(S,V_i)$.

For $i = m+1, \ldots, \ell$, we will compute $D_i^\ell(S,V_i)$ as follows: For each $\Delta \in [c_0]$, we take the Min-Plus product $D_i^{\ell-m+\Delta}(S,V_{m-\Delta}) \cdot D_i^{\ell-m+\Delta}(V_{m-\Delta},V_i)$. Note that $D_i^{\ell-m+\Delta}(V_{m-\Delta},V_i)$ is already known, since $i = m + \Delta < \frac{\ell}{3}$. We take the minimum over all $\Delta \in [c_0]$ for those $(u,v) \in S \times V_i$ with $D_1[u,v] = i$.

Instead of doing the product individually for each $i$, it is more efficient to combine all the matrices $D_i^{\ell-m+\Delta}(V_{m-\Delta},V_i)$ over all $i > m$. This gives a single matrix (per $\Delta$) with $|V_{m-\Delta}| = \tilde{O}(n/\ell)$ rows and $\sum_{i > m} |V_i| = \tilde{O}(n)$ columns. So, the entire product can be computed in $O(M^*([S], n/\ell, n \mid \ell))$ time.

Let $L$ be a parameter to be set later. Let $V_{\text{high}}$ be the set of all vertices of degree more than $n/L$, and $V_{\text{low}}$ be the set of all vertices of degree at most $n/L$.

Phase 1. We will first compute $D_i[u,v]$ for all $u \in V_{\text{high}}$ and $v \in V$ with $D_1[u,v] \leq \ell$, as follows:

Let $X \subseteq V$ be a dominating set for $V_{\text{high}}$ of size $\tilde{O}(L)$, such that every vertex in $V_{\text{high}}$ is in the (closed) neighborhood of some vertex in $X$. Such a dominating set can be constructed (for example, by the standard greedy algorithm) in $\tilde{O}(n^2)$ time [1].

Let $X = \{x_1, x_2, \ldots, x_{\tilde{O}(L)}\}$. For each $x_i \in X$, we divide $N(x_i) \setminus \left( \bigcup_{j<i} N(x_j) \right) - its neighborhood excluding previous neighborhoods - into groups of size $\tilde{O}(n/L)$. The total number of groups is $\tilde{O}(L)$, and the groups cover all vertices in $V_{\text{high}}$. For each such group, we apply Lemma 23 (with $c = 2c_0$). The total time is $\tilde{O}(L \cdot M^*(n/L, n/\ell, n \mid \ell))$.

Phase 2. Next, for each $u \in V_{\text{low}}$, we will compute $D_i[u,v]$ for all $v \in V$ with $D_1[u,v] \leq \ell$, as follows:

Define a graph $G_u$ containing all edges $(x,y)$ with $x \in V_{\text{low}}$ or $y \in V_{\text{low}}$; for each $z \in V_{\text{high}}$, we add an extra edge $(u,z)$ with weight $D_i[u,z]$, which has been computed in Phase 1. Then the lexicographical shortest-path distance from $u$ to $v$ in $G_u$ matches the lexicographical shortest-path distance in $G$, because if $(u_1, \ldots, u_k)$ is a lexicographical shortest path in $G$ with $u_1 = u$, and $i$ is the largest index with $u_i \in V_{\text{high}}$ (set $i = 1$ if none exists), then $(u_1, u_2, \ldots, u_k)$ is a path in $G_u$. We run Dijkstra’s algorithm on $G_u$ from the source $u$. Since $G_u$ has $O(n^2/L)$ edges, this takes $\tilde{O}(n^2/L)$ time per $u$. The total over all $u$ is $\tilde{O}(n^3/L)$.
As before, standard techniques for generating witnesses for matrix products can be applied to recover the shortest paths \cite{11, 34}.

**Total time.** We do the above for all $\ell$’s that are powers of $3/2$. The overall cost is

\[
\tilde{O}
\left(\max_{\ell} L \cdot \mathcal{M}^*(n/L, n/\ell, n | \ell) + n^3/L\right)
\leq \tilde{O}
\left(\max_{\ell} L \cdot \min \left\{n^3/(L\ell), \ell \cdot \mathcal{M}(n/L, n/\ell, n)\right\} + n^3/L\right)
= \tilde{O}
\left(\max_{\ell \leq L} \ell L \cdot \mathcal{M}(n/L, n/\ell, n) + n^3/L\right) = \tilde{O}(L^2 \cdot \mathcal{M}(n/L, n/L, n) + n^3/L).
\]

With the current bounds on rectangular matrix multiplication, we choose $L = n^{0.4206}$ and get running time $O(n^{2.5794})$.

**Theorem 24.** $([c_0] - \{0\})$-Lex$_2$-APSP (and thus -APSLP and -APSLP) for undirected graphs can be solved in $O(n^{2.5794})$ time for any $c_0 = \tilde{O}(1)$.

**Remarks.** Without rectangular matrix multiplication, the above still gives a time bound of $\tilde{O}(L^3(n/L)^\omega + n^3/L)$, yielding $\tilde{O}(n^{2+1/(4-\omega)})$.

One could adapt the algorithm to solve Undirected $([c_0] - \{0\})$-Lex$_2$-APSP for a larger constant $k$, but the running time appears worse than the bound $\tilde{O}(n^{(3+\omega)/2})$ by Chan \cite{6} (because of the need to compute a Min-Plus product between matrices with larger entries in Lemma 23).

## 6 Exact u-#APSP

We defer most of our algorithms for #APSP to the full paper. An exception is our algorithm for exact u-#APSP, which is simple and is described below. Interestingly, some of our #APSP algorithms are obtained by modifying our Lex$_2$-APSP algorithms, even though the #APSP and Lex$_2$-APSP problems appear very different.

For exact counts that could be exponentially large, we will describe a combinatorial $O(n^3)$-time algorithm to solve u-#APSP for directed unweighted graphs, in the standard word RAM model (with $\log n$-bit words). The idea behind the algorithm is actually related to the Lex$_2$-APSP algorithm in Section 5.2, but simplified with $L = 1$ and without matrix multiplication and dominating sets.

Recall that the goal is to compute the number $C[u, v]$ of shortest paths from $u$ to $v$, for all $u, v \in V$ for a given directed unweighted graph $G = (V, E)$.

We first compute $D[u, v]$ for all $u, v \in V$ in $O(n^3)$ time by known APSP algorithms. There are of course faster APSP algorithms for directed unweighted graphs, but we use the slower $O(n^3)$ time algorithm to keep the whole algorithm combinatorial.

Assume we have already computed $C[u, v]$ for all $u, v$ with $D[u, v] \leq 2\ell/3$ for a given $\ell$. Fix a source vertex $s \in V$. We will compute $C[s, v]$ for all $v$ with $D[s, v] \leq \ell$, as follows:

Let $V_i = \{v \in V : D[s, v] = i\}$. Note that $\sum_i |V_i| = n$, so there exist an index $m \in [0.4\ell, 0.6\ell]$ with $|V_m| = O(n/\ell)$.

For $i \leq m$, we have already computed $C[s, v]$ for all $v \in V_i$.

For $i = m + 1, \ldots, \ell$, by setting $C[s, v] = \sum_{u \in V_m : D[u, v] = i-m} C[s, u] \cdot C[u, v]$, we compute $C[s, v]$ for all $v \in V_i$. Note that $C[s, u]$ and $C[u, v]$ have been computed from the previous iteration, since $i-m < 2\ell/3$. The total number of arithmetic operations is $O(\sum_i |V_i| \cdot |V_m|) = O(n^2/\ell)$. Since the counts are bounded by $O(n^4)$ and are $\tilde{O}(\ell)$-bit numbers, the total cost is $\tilde{O}(n^2/\ell \cdot \ell) = \tilde{O}(n^2)$.
We do this for every source \( s \in V \). The overall cost is \( \tilde{O}(n^3) \).

We do the above for all \( \ell \)'s that are powers of \( 3/2 \). The final time bound is \( \tilde{O}(n^3) \).

\textbf{Theorem 25.} \( w \)-\#APSP can be solved in \( \tilde{O}(n^3) \) time.

\textbf{Remarks.} This is worst-case optimal up to polylogarithmic factors, as the total number of bits in the answers could be \( \Omega(n^3) \).

Recall the Betweenness Centrality of a vertex \( v \) is defined as \( BC(v) = \sum_{s,t} C_v[s,t]/C[s,t] \) where \( C_v[s,t] \) is the number of shortest paths between \( s \) and \( t \) that go through \( v \). As an immediate corollary, we can compute the Betweenness Centrality of a given vertex exactly in a directed unweighted graph in \( \tilde{O}(n^3) \) time.

\textbf{Corollary 26.} The betweenness centrality of a vertex can be computed in \( \tilde{O}(n^3) \) time in a directed unweighted graph.
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