STD: Stable Triangle Descriptor for 3D place recognition
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Abstract—In this work, we present a novel global descriptor termed stable triangle descriptor (STD) for 3D place recognition. For a triangle, its shape is uniquely determined by the length of the sides or included angles. Moreover, the shape of triangles is completely invariant to rigid transformations. Based on this property, we first design an algorithm to efficiently extract local key points from the 3D point cloud and encode these key points into triangular descriptors. Then, place recognition is achieved by matching the side lengths (and some other information) of the descriptors between point clouds. The point correspondence obtained from the descriptor matching pair can be further used in geometric verification, which greatly improves the accuracy of place recognition. In our experiments, we extensively compare our proposed system against other state-of-the-art systems (i.e., M2DP, Scan Context) on public datasets (i.e., KITTI, NCLT, and Complex-Urban) and our self-collected dataset (with a non-repetitive scanning solid-state LiDAR). All the quantitative results show that STD has stronger adaptability and a great improvement in precision over its counterparts. To share our findings and make contributions to the community, we open source our code on our GitHub: github.com/hku-mars/STD.

I. INTRODUCTION

Place recognition refers to the problem of detecting if two measurements of the sensor (e.g., camera image, LiDAR point cloud) are collected in the same scene. It is a fundamental problem in a variety of robotic applications, such as loop detection in simultaneous localization and mapping (SLAM)[1–3], global re-localization in prior maps [4, 5], and maps merging in multi-robot systems [6]. Many vision-based SLAM systems [7–11] have been proposed due to the widespread use of cameras. However, these loop detection methods are difficult to deal with the strong variation caused by illumination, appearance, or viewpoint changes. On the other hand, Light Detection and Ranging sensor (LiDAR) is invariant to illumination and appearance change as it can directly obtain the structural information of the environment. The emergence of low-cost and high-performance LiDARs has further increased the use of LiDAR in robotics [12–15].

Generally, an efficient LiDAR-based place recognition solution should satisfy the following requirements. First, the solution is required to achieve both rotation and translation invariance regardless of the viewpoint changes. Second, the solution should better provide a relative pose. A good initial pose estimation allows the subsequent registration algorithm to converge faster and more accurate. Third, the method should be robust to different LiDAR point cloud densities and environments since the sparsity of LiDAR point cloud varies with distance, scene, and LiDAR types.

In order to achieve the above performance, in this paper, we develop a new descriptor termed stable triangle descriptor (STD), which encodes any three key points in the scene by a triangle. Compared with polygons used in other descriptors, the triangle is more stable because the shape of the triangle is uniquely defined given the length of the sides (or included angles). Compared with local descriptors around key points, the shape of a triangle is completely rotation and translation invariant. To extract key points for triangle descriptors, we perform point cloud projection on the plane and extract key points on the boundary, then form the key points into triangles. Matches are made based on the similarity of triangles. A typical place recognition case with STD is shown in Fig. 1, which successfully recognizes two point clouds collected at opposite view angles in the same place. Specifically, our contributions are as follows:

- We design a triangle descriptor (see Fig. 3), a six-dimension vector consisting of the length of three triangle sides and the angles between the normal vectors.
of the adjacent plane attached to each triangle vertex. The descriptor is completely invariant to rotation and translation while maintaining a high degree of distinguishability.

- We propose a fast key point extraction method based on keyframes. In order to represent the structural information of the scene, we project the point cloud at the plane boundary and extract key points therein, which will form triangle descriptors with adjacent key points.
- We evaluate our algorithm under multiple types of scenarios (urban, indoor, and unstructured environments) and different LiDAR data (conventional spinning LiDARs and solid state LiDARs). Sufficient experimental results verify the effectiveness of our method.
- To share our findings and make contributions to the community, let our readers quickly reproduce our work in their follow-up research, we make our codes publicly available on our GitHub: github.com/hku-mars/STD.

II. RELATED WORKS

Place recognition in 3D data is a key problem for robot localization and has been addressed in different approaches. According to the principle of the methods, we have divided the existing work into the following three categories: (i) local descriptor based on point features. (ii) global descriptor based on appearance (iii) learning-based method.

Inspired by the place recognition solution in robotic vision, Bastian[16] transforms a given 3D scan data into a range image, then extracts point features from the range image and performs score matching for 3D scan data based on point features. Bosse and Zlot [17] extract key points directly on 3D data, then use the Gestalt Descriptor that encodes each key point’s neighborhood and calculate the voting matrix for place recognition. Apart from the Gestalt descriptors, some other descriptors, such as PFH [18], SURFs [19], or SHOT [20], are also used in a similar framework. However, these local descriptors are sensitive to the density and noise of the LiDAR point clouds and are not invariant to rotation or translation of the viewpoint.

Global descriptors prefer to use the appearance information of the point cloud. Magnusson et al. [21] first divide the point cloud into overlapping grids, then compute the shape properties of each cell by normal distribution transform, and finally combines them into a matrix of surface shape histograms. He et al. propose M2DP [22], which is generated by projecting a 3D point cloud to multiple 2D planes and generating a high dimensional compact global representation. Giseop Kim and Ayoung Kim [23] propose scan Context, a 2D descriptor based on the height of the surrounding structures. V. Nardari et al. [24] propose a polygon descriptor to achieve place recognition in the forest environment. Jiang et al [25] propose a triangle feature-based descriptor for 2D SLAM. In short, these global descriptors make use of the appearance information (surface flatness and orientation, height, and so on) of the scene.

In contrast with the local descriptors, global descriptors are more robust against noise and resolution changes, but they still struggle with the change of viewpoints. Therefore, some other works attempt to use deep learning for 3D place recognition tasks. SegMap [26] achieves place recognition by matching semantic features. OverlapNet [27] proposes a deep neural network to achieve overlap calculation and relative yaw angle estimates between pairs of 3D scans. These learning-based approaches all require a training step and use GPU acceleration.

Our proposed descriptor, stable triangle descriptor, is a global descriptor consisting of three key points. The triangle descriptors are extracted within a keyframe and describe the relative distribution of key points in the frame. Compared with other global descriptors [21–23], our descriptor has stronger rotation and translation invariance. Compared with the polygon descriptor [24, 25], our descriptor is extracted directly in 3D space, and uses the most recognizable and invariable triangle among polygons, while [24, 25] extracts polygon descriptors in 2D space. In addition, our descriptor can provide pose estimation with full degrees of freedom, which can greatly reduce the registration time while ensuring the registration accuracy.

III. METHODOLOGY

In this section, we describe how to extract the stable triangle descriptor from a point cloud. Next, we introduce how to build the descriptor dictionary and how to select loop candidates. Finally, RANSAC-based loop detection and geometric verification are proposed for a complete loop detection pipeline. The overall pipeline of our method is depicted in Fig. 2.

A. Stable Triangle Descriptor

Inspired by [26], to improve the stability of segmentation, we perform loop detection on keyframes, which have points accumulated from a few consecutive scans and hence have increased point cloud density regardless of the specific LiDAR scanning pattern. Specifically, we use a LiDAR odometer [28] to register each new incoming point cloud into the current keyframe. A new keyframe will be created when the number of sub-frames accumulates to a certain number. When given a keyframe of the point cloud, we first perform plane detection by region growing. Specifically, we divide the entire point cloud into voxels of given sizes (e.g., 1m). Each voxel contains a group of points \( p_i = (i = 1, ..., N) \); we then calculate the point covariance matrix \( \Sigma \):

\[
\Sigma = \frac{1}{N} \sum_{i=1}^{N} (p_i - \mu)(p_i - \mu)^T; \quad (1)
\]

Let \( \lambda_k \) denote the \( k \)-th largest eigenvalue of matrix \( \Sigma \). The plane criterion principle is:

\[
\lambda_3 < \sigma_1 \text{ and } \lambda_2 > \sigma_2 \quad (2)
\]

where \( \sigma_1 \) and \( \sigma_2 \) are pre-set hyperparameters. By this criterion, we can check whether the points in a voxel form a plane and if so, the voxel is called a plane voxel. Then, we initialize a plane with any plane voxel and grow the plane by searching
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for its neighboring voxels. If the neighboring voxels are the same planes (has the same plane normal direction with a distance below a threshold), they are added to the plane under growing. Otherwise, if the neighboring voxel is not on the same plane, it is added to a list of boundary voxels for the plane under growing. The above growing process repeats until all the added neighboring voxels are expanded, or boundary voxels are reached (see Fig. 4).

With the boundary voxels, we project their contained points to the respective plane (see Fig. 5(a) and Fig. 5(b)). For each plane, we create an image where the image plane coincides with the plane and each pixel represents the maximum distance of points contained in boundary voxels of the plane. Then, we select a point, which has the largest pixel value in its 5*5 neighborhood, as a key point (see Fig. 5(c)). Each extracted key point corresponds to a 3D point in the input point cloud and could be attached with the normal of the plane it is extracted from.

contains three vertices, \( p_1, p_2, p_3 \), with projection normal vectors \( n_1, n_2, n_3 \). Besides, the vertices of the triangle are arranged according to the rule of side length in ascending order (see Fig. 3). We summarize that a triangle descriptor \( \Delta \) has the following contents:

- \( p_1, p_2, p_3 \): three vertices,
- \( n_1, n_2, n_3 \): three projection normal vectors,
- \( l_{12}, l_{23}, l_{13} \): three sides, and \( l_{12} \leq l_{23} \leq l_{13} \),
- \( q \): the centroid of the triangle,
- \( k \): the frame number corresponding to the descriptor.

In addition to descriptors, we will also save all \( n \) planes \( \Pi = (\pi_1, \pi_2, \ldots, \pi_n) \) extracted from this keyframe for the following geometrical verification step.

B. Search of Loop Candidates

Since hundreds of descriptors can be extracted from a keyframe, to quickly query and match descriptors, we use a Hash table to store all descriptors. We use six attributes with rotation and translation invariance in the descriptor to compute the hash key, which are side lengths \( l_{12}, l_{23}, l_{13} \), and the dot product of the normal projection vector \( n_1 \cdot n_2, n_2 \cdot n_3, n_1 \cdot n_3 \) respectively. Descriptors with all six attributes will have the same hash key and hence be stored in the same container. For a query keyframe, we extract all its descriptors as detailed in Sec. III-A. For each descriptor \( \Delta_i \), we calculate its hash key, locate it to the corresponding container in the Hash table and vote once for the keyframes that have a descriptor in this container. The matching process finishes when all descriptor \( \Delta_i \) in the query keyframe are processed. keyframes with the top 10 votes will be selected as candidates with matched descriptors saved for the use of the loop detection step.

Remark 1: Since boundary points are projected to the plane extracted from the 3D point cloud instead of from the range image, such as in [16], the extracted key point is invariant to the view angle change. Moreover, the six descriptor attributes are also invariant to any rigid transformation. Hence, the overall method is rotation and translation invariance.

Remark 2: Thanks to the ordering of the triangle side length and the stability of the triangle, two triangles are assured to be the same if and only if the length of their ordered sides are equal, without enumerating the side correspondence.
C. Loop Detection

When given a loop candidate keyframe, we perform geometrical verification to eliminate the false detection due to incorrect descriptor matching pairs. Since the shape of the triangle is uniquely determined after the side length is determined, once $\Delta_a$ is matched to $\Delta_b$, their vertices $(p_{a1}, p_{a2}, p_{a3})$ and $(p_{b1}, p_{b2}, p_{b3})$ naturally match. Then with this point correspondence, we can easily calculate the relative transformation $T = (R, t)$ between these two keyframes through Singular Value Decomposition (SVD):

$$H = \sum_{i=1}^{3} (p_{ai} - q_a)(p_{bi} - q_b)$$

$$[U, S, V] = \text{SVD}(H)$$

$$R = UV^T, \quad t = -Rq_a + q_b$$

To increase the robustness, we use RANSAC[29] to find the transformation that maximizes the number of correctly matched descriptors.

Based on this transformation, we calculate the plane overlap between the current frame and the candidate frame for geometrical verification. Let a center point $g$ and a normal vector $u$ represent a plane $\pi$ in a voxel. Denote the plane group of the current frame be $B\Pi = [(Bg_1, Bu_1), ..., (Bg_n, Bu_n)]$, the plane group of the candidate frame be $C\Pi = [(Cg_1, Cu_1), ..., (Cg_m, Cu_m)]$, and the rigid-body transformation be $B^T = (R_B, t_B) \in SE(3)$, where $n$ is the number of planes in the current frame and $m$ is the number of planes in the candidate frame. We construct a $k$-D tree ($k = 3$) with the center points $(Cg_1, Cg_2, ..., Cg_m)$ from the $C\Pi$. Then for each plane center point $Bg_i$ ($i = 1, 2, ..., n$) $\in B\Pi$. We first transform $Bg_i$ by the transformation $C^T$, then search a nearest point $Cg_j$ in the $k$-D tree, and judge whether the two planes coincide by the difference in normal vector and the point-to-plane distance:

$$\norm{B^Tg_i - Cg_j} < \sigma_n$$

$$\norm{C^Tu_j - Bu_i} < \sigma_d,$$

where $\sigma_n$ and $\sigma_d$ are preset hyperparameters to determine whether planes overlap or not. If a pair of planes satisfies the normal vector and point-to-distance constraints in equation (4), the pair of planes is coinciding. After checking all planes of the current frame, we calculate the percent of plane coincidence ($N_c$):

$$N_c = \frac{N_{\text{coincide}}}{N_{\text{sum}}} \times 100\%.$$  

We defined this optimization process as STD-ICP and the performance of STD-ICP will be verified in experiments.

IV. Experiments

In this section, to verify the effectiveness, robustness and adaptability of our method, we evaluate our algorithm in different scenarios (urban, indoor and unstructured environments) with different types of LiDAR (mechanical spinning LiDARs and solid state LiDARs). In each experiment, we compare our method with state-of-the-art counterparts. All experiments are carried out on the same system with an Intel i7-11700k @ 3.6 GHz with 16 GB memory.

A. Benchmark Evaluation

In this experiment, we evaluate our method on the open urban dataset including KITTI odometry dataset [31], NCLT dataset [32] and Complex Urban dataset [33]. All data were collected in urban environments using mechanical spinning LiDARs with different scanning lines. We compare our method with two other global descriptors: Scan Context [23] and M2DP [22]. We accumulate every 10 frames into a keyframe for these datasets. If the ground truth pose distance between the query keyframe and the matched keyframe is less than 20m, the detection is considered a true positive.

For the implementation, we run our algorithm on all datasets with the same parameters, where the voxel size is 1m, the plane judgement threshold $\sigma_1$ and $\sigma_2$ are 0.01 and 0.05, respectively, the normal difference threshold $\sigma_n$ is 0.2 and the point-to-plane distance threshold $\sigma_d$ is 0.3m. For Scan Context [23] and M2DP [22], we directly use the results presented in the original paper [23].

1) Precision-Recall Evaluation:

We evaluate the performance of STD by the precision-recall curve when vary plane coincide threshold $\sigma_{pc}$ as shown in Fig. 6. Since Scan Context-50 performs better than Scan Context-10 in most scenarios, we only show the result from Scan Context-50. From the results, STD outperforms Scan Context and M2DP in almost all datasets. As stated in [23], their method does not perform as well in narrow scenarios where variation in vertical height is less significant. However, our method is not limited to the height of the scene, and a successful loop detection in such a scene is shown in Fig. 7 (a). Our method performs poorly only when the structure or planes of the scene are particularly sparse because the key points extracted in such scenes will be scarce. A typical failure example is shown in Fig. 7 (b). Both cases are from the NCLT dataset.

2) Run Time Evaluation:

We record the computation time on KITTI100 for all methods, as shown in Fig. 8. For M2DP [22], we test with their open-sourced MATLAB code with the default parameter. For Scan Context [23], we modified their MATLAB code (add 8 Scan Context augmentations) to obtain the results in Sec. IV-A.1. Point cloud downsampling with a 0.5 m$^3$ voxel grid is used for all methods. As shown in Fig. 8, the time consumption per frame in Scan Context and M2DP linearly increases with the number of frames in the library,
while our method does not have such a linear growing trend. That is mainly due to our use of a Hash table as the database to store descriptors, which avoids building a k-D tree for historical descriptors like M2DP and Scan Context do. Overall, the computation time of STD is similar with M2DP, while it processing 10 times more points than M2DP. Scan Context uses augmented descriptors, which increases time consumption in both descriptor build and search loop.

3) Plane Coincidence Threshold Selection:
As can be seen from Fig. 6, Precision-Recall curves of STD always decline from precision equal to 1, mainly due to the selection of the plane coincide threshold $\sigma_{pc}$. When a relatively large $\sigma_{pc}$ is given, only the loop with large point cloud overlap will be selected, which is 100% accurate in the urban dataset we use. When the threshold decreases, more loops with smaller overlap will be selected, introducing possible false positives. We record the true and false positive rates corresponding to different $\sigma_{pc}$ of STD on Kitti08 in Fig. 9. It can be seen from the figure that $0.5 \sim 0.6$ is a good trade-off value.

4) Localization Evaluation:
Some other descriptors [23, 27] can estimate the yaw angle between the loop frame and the candidate frame while performing loop detection. Our proposed descriptor has further improved this function since we can provide the relative transformation of all six degrees of freedom between the loop frame and the candidate frame without extra calculation. To verify this, we conduct the experiment on the loop nodes of KITTI00. For each loop node, we set the transform relative to matched frame a random initial value uniformly drawn from a neighborhood ($\pm 5^\circ$ in each axis of rotation and $\pm 5$m in each axis of translation) of the ground truth value. Fig. 10 shows the error and computation time of GICP, STD and STD-ICP. STD-ICP can achieve similar accuracy as GICP with less variance in both rotation and translation. This is because STD provides a good initial value for STD-ICP, while GICP is likely to have a local optimum in loop nodes with less overlap. In addition, STD and STD-ICP take much less time than GICP, only less than 1% of GICP. This is because the number of planes (hundreds) is very small compared to the size of the point cloud (more than 100K).

B. Applicability to Other Types of LiDARs
In this experiment, to evaluate the adaptability and applicability of STD in different environments and using different LiDARs, we conduct experiments with Livox series solid-state LiDARs in urban, unstructured and indoor environments. For the urban environment, we choose the KA_Urban_East dataset, which is collected by Livox Horizon LiDAR and open-sourced in LiLi-OM [34]. For the unstructured environment experiment, we collect two groups of loop data inside a park filled with trees. For the indoor environment, we collect the loop data in a multi-floor building. These two datasets are collected by Livox Avia LiDAR. Since Scan Context [23] is not compatible with Livox solid-state LiDARs, so we only compare STD with M2DP [22].
For the implementation, we use the default parameters of the available codes for M2DP [22]. For STD, the voxel size used in indoor is adjust to 0.5m while other parameters remain the same as in Sec. IV-A.

For the ground truth calculation, we first use a LiDAR-Inertial Odometry to get a rough map, then use loop detection and pose graph [35, 36] to get a fine map, which is used as the true value to select the ground truth loop nodes. Because the number of the point cloud in a single frame of Livox LiDAR is sparser than that of spinning LiDAR, we accumulate every 20 frames into a keyframe. Based on this, if the ground truth pose distance between the query keyframe and the matched keyframe is less than 20m for outdoor and 4m for indoor, the detection is considered as a true positive. We show the fine point cloud map and loop nodes for the park and indoor environments in Fig. 11.

1) Result Analysis:

The Precision-Recall curves for STD and M2DP [22] are plotted in Fig. 12. From the figure, we can see that M2DP performs poorly on the Livox dataset, while STD achieves similar performance as IV-A on the Livox dataset, except indoor dataset. This is mainly because the corridors of each floor of the building are very similar, resulting in relatively low precision and recall. However, we can still provide a certain number of valid loop nodes for loop correction so that LiDAR loop closure can be applied to indoor mappings, such as multi-floor parking lots, museums, etc.

V. CONCLUSION

This paper proposes a triangle-based global descriptor STD. An efficient key point extraction algorithm based on plane detection and boundary projection is proposed to extract key points with geometrical features. These key points form the triangle descriptors with their neighbors. This combination greatly improves the rotation and translation invariance of descriptors. Besides, the stability and uniqueness of triangles make this descriptor naturally suitable for similarity comparison in place recognition. To speed up the querying and matching of the descriptor, we employ a Hash table as the database to store all historical descriptors, which avoids building a k-D tree in loop searching. Compared with other global descriptors, STD not only performs better on public datasets but also shows greater adaptability to different environments and LiDAR types.
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