ON THE 8 CASE OF SYLVESTER CONJECTURE

HONGBO YIN

Abstract. Let \( p \equiv 8 \mod 9 \) be a prime. In this paper we give a sufficient condition such that at least one of \( p \) and \( p^2 \) is the sum of two rational cubes. This is the first general result on the 8 case of the so-called Sylvester conjecture.

1. Introduction

For a nonzero integer \( n \), whether \( n \) can be written as the sum of two nonzero rational cubes is an old and interesting question which dates back at least to Fermat and has attracted the interest of many mathematicians including Euler and Dirichlet, see [Dic13]. We say \( n \) is a cube sum if the answer is positive. This problem shares many commons with another famous problem in number theory, the congruent number problem. For example, they both have relations to some twisted families of CM elliptic curves. In fact, our problem is equivalent to ask for a nonzero integer \( n \), whether the elliptic curve \( E_n : x^3 + y^3 = n \) has nontrivial rational points. This is a cubic twist family of \( E_1 \) with CM field \( K = \mathbb{Q} (\sqrt{-3}) \). Without loss of generality, we can assume \( n \) is cube-free. Then it is known that \( E_n (\mathbb{Q})_{\text{tor}} \) is trivial for \( n > 2 \). In this case, \( n \) is a cube sum if and only if \( \text{rank}_{\mathbb{Z}} E_n (\mathbb{Q}) > 0 \). For primes and square of primes, we have the following result and conjecture.

Theorem 1.1 (Pepin, Lucas, Sylvester). Assume \( p \equiv 2, 5 \mod 9 \) is an odd prime, then both \( p \) and \( p^2 \) are not cube sums.

Conjecture 1.2. Assume \( p \equiv 4, 7, 8 \mod 9 \) is a prime, then both \( p \) and \( p^2 \) are cube sums.

Conjecture 1.2 is usually called Sylvester conjecture but it is in fact indicated by some 3-descent computation of Selmer [Sel51] and first formally proposed by Birch and Stephen based on the BSD conjecture [BS66]. More explicitly, for prime \( p \), Selmer’s result implies

\[
\text{rank}_{\mathbb{Z}} E_p (\mathbb{Q}) \leq \begin{cases} 
0, & p \equiv 2, 5 \mod 9; \\
1, & p \equiv 4, 7, 8 \mod 9; \\
2, & p \equiv 1 \mod 9.
\end{cases}
\]

and Birch-Stephen’s sign computation shows

\[
\epsilon (E_p) = \begin{cases} 
-1, & p \equiv 4, 7, 8 \mod 9; \\
+1, & \text{otherwise},
\end{cases}
\]

where \( \epsilon (E_p) \) is the sign in the functional equation of the Hasse-Weil \( L \)-function \( L(s, E_p) \). Then the BSD conjecture implies Conjecture 1.2 for \( p \). The same reasoning also works for \( p^2 \). For more results on the cube sum problem, please refer to [DV09][HSY19].

Elkies announced a proof of Conjecture 1.2 for all primes \( p \equiv 4, 7 \mod 9 \), but he never published any details, see [DV09][DV18]. The only known results towards Conjecture 1.2 is the following theorem of Dasgupta and Voight in 2006 [DV09][DV18].
Theorem 1.3 (Dasgupta-Voight). Let \( p \equiv 4, 7 \mod 9 \) be a prime such that \( 3 \mod p \) is not a cubic residue. Then both \( p \) and \( p^2 \) are cube sums.

However, nearly 70 years have passed and there is no general result about the 8 case of Conjecture 1.2 so far. It is believed that the 8 case is decidedly much more difficult. In this paper, we prove the following theorem which is the first general result in this case and also illustrates its complexity.

Theorem 1.4. Let \( p \equiv 8 \mod 9 \) be a prime such that the equation
\[
x^9 - 24x^6 + 3x^3 + 1 - 9(\sqrt[3]{3} - 1)x^2(x^3 + 1)^2 = 0
\]
does not have solutions in \( \mathbb{F}_p \), then at least one of \( p \) and \( p^2 \) is the sum of two rational cubes.

The method to prove Theorem 1.4 is traditional by constructing certain Heegner points and then proving their nontriviality. Our proof is largely inspired by Dasgupta and Voight’s proof of Theorem 1.3. However the situation is very different here. In the \( p \equiv 4, 7 \mod 9 \) case, \( p \) splits into two primes \( p \) and \( \bar{p} \) in the CM field \( K = \mathbb{Q}(\sqrt{-3}) \). Dasgupta and Voight distinguished the Heegner points from the torsion points by comparing their coordinates modulo the different primes \( p \) and \( \bar{p} \). In the \( p \equiv 8 \mod 9 \) case, \( p \) is inert in \( K \) and the single coordinates modulo \( p \) is not enough to characterize the nontriviality of the Heegner points. However, for the cubic twist family elliptic curves \( E_n \), 3 is another special prime we can use. The elliptic curve \( E_n \) has bad reduction at 3 which is a terrible feature usually, but a good feature in our case. Moreover, It is quite surprising that Gross and Zagier’s theory of singular moduli plays a key role in the investigation at prime 3. At last, we can prove the nontriviality of the Heegner points by combining both the information modulo \( p \) and 3.

Although Theorem 1.4 cannot tell which of \( p \) and \( p^2 \) is a cube sum, we will give two explicit Gross-Zagier formulae relating the central derivatives of \( L \)-functions and the heights of our Heegner points in Theorem 7.3 below. This can conjecturally tell us whose rational points of \( E_p \) and \( E_{p^2} \) can be generated by our Heegner points. For more details, see section 7.3.

The paper is organized as follows. In section 2, we provide the results about field extensions we need. In section 3, we construct our Heegner points and study the Galois action on them. In section 4, we prove a congruence relation of singular modulus. In section 5, we study the reduction of the Heegner points modulo the primes above 3. In section 6, we prove our main theorem. In section 7, we give the explicit Gross-Zagier formulae. In section 8, we compute the example of the prime 17 to illustrate our results.
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2. Ring class fields

For any integer \( c \geq 1 \), let \( \mathcal{O}_c \) be the order of \( K \) of conductor \( c \) and let \( H_c \) be the ring class field of conductor \( c \), i.e., \( \text{Gal}(H_c/K) \simeq \hat{K}^\times/K^\times\hat{\mathcal{O}}_c^\times \) where \( \hat{K} = K \otimes \hat{\mathbb{Z}} \) is the finite adele of \( K \) and \( \hat{\mathcal{O}}_c = \mathcal{O}_c \otimes \hat{\mathbb{Z}} \). Let \( \sigma : \hat{K}^\times \to \text{Gal}(K^{ab}/K) \) be the Artin reciprocity law and we denote by \( \sigma_t \) the image of \( t \in \hat{K}^\times \). In the rest of the paper, \( \omega = (-1 + \sqrt{-3})/2 \) is a third root of unity and \( p \)
will always be a prime congruent to 8 modulo 9. For an element \( \alpha \) of \( K \), we will use \( \alpha_v \) to denote the embedding of \( \alpha \) into \( \hat{K}^\times \) with the \( v \)-place \( \alpha \) and all other places 1 (but we will use \( \alpha_3 \) instead of \( \alpha_{\sqrt{-3}} \) below for simplicity, e.g., we write \( \omega_3 \) for \( \omega_{\sqrt{-3}} \)). We have the following field extension results.

**Proposition 2.1.** Let \( p \equiv 8 \mod 9 \) be a prime.

1. The field \( H_{3p} = H_{3p}(\sqrt[3]{3}) \) has Galois group
   \[
   \text{Gal}(H_{3p}/H_{3p}) \cong \langle \sigma_{1+3\omega_3} \rangle \cong \mathbb{Z}/3\mathbb{Z},
   \]
   Moreover,
   \[
   \left( \sqrt[3]{3} \right)^{\sigma_{1+3\omega_3}-1} = \omega_2.
   \]
2. \( K(\sqrt[3]{p}) \subset H_p \subset H_{3p} \) and
   \[
   \text{Gal}(H_{3p}/H_p) = \langle \sigma_{\omega_3} \rangle \cong \mathbb{Z}/3\mathbb{Z}, \quad \text{Gal}(H_p/K) = \langle \sigma_{x_p} \rangle \cong \mathbb{Z}/((p+1)/3)\mathbb{Z},
   \]
   where \( x_p \) is the generator of \( \mathcal{O}_{K,p}^\times/\mathbb{Z}_p^\times(1+p\mathcal{O}_{K,p})\mathcal{O}_K^\times \). Hence \( p \) is totally ramified in \( H_p/K \).
3. Let \( \sigma_{\sqrt{-3}} \in \text{Gal}(H_p/K) \) be the Frobenius corresponding to \( \sqrt{-3} \) and \( F = H_p/\sqrt[3]{-3} \), then \( [H_p:F] = 2 \) and \( \sqrt{-3} \) is totally split in \( F/K \) and inert in \( H_p/F \).
4. Assume \( 3^k \mid p^2-1 \), then \( \zeta_{3^k} \in \mathcal{O}_{K,p}^\times \) where \( \zeta_{3^k} \) is a primitive \( 3^k \)-th root of unity.

**Proof.** We prove the results in 1, 2, 3, 4 successively and separately.

(1) The Galois group
   \[
   \text{Gal}(H_{3p}/H_{3p}) \cong K^\times \hat{\mathcal{O}}_{3p}^\times /K^\times \hat{\mathcal{O}}_{9p}^\times
   \]
   is cyclic of order 3 and generated by \( 1+3\omega_3 \). The ideal \( 7\mathcal{O}_K = (1+3\omega)(1+3\omega^2) \) and let \( v \) be the place corresponding to the prime ideal \( (1+3\omega) \). Then by the local-global principle, we have
   \[
   \left( \sqrt[3]{3} \right)^{\sigma_{1+3\omega_3}-1} = (1+3\omega_3,3)^3 = (1+3\omega_3,3)^{-1} = 3^{-2} \mod (1+3\omega) = \omega_2,
   \]
   where \( (\ , \ )_v \) denotes the 3-rd Hilbert symbol over \( K_v \). This finishes the proof of assertions in 1.

(2) The Galois group
   \[
   \text{Gal}(H_{3p}/H_p) \cong K^\times \hat{\mathcal{O}}_p^\times /K^\times \hat{\mathcal{O}}_{3p}^\times
   \]
   is cyclic of order 3 and generated by \( \omega_3 \). And
   \[
   \text{Gal}(H_p/K) \cong \hat{K}^\times /K^\times \hat{\mathcal{O}}_p^\times \cong \mathcal{O}_{K,p}^\times/\mathbb{Z}_p^\times(1+p\mathcal{O}_{K,p})\mathcal{O}_K^\times
   \]
   is cyclic of order \( (p+1)/3 \). Since \( K(\sqrt[3]{p}) \) is dihedral over \( \mathbb{Q} \), by [Cox89, Theorem 9.18], \( K(\sqrt[3]{p}) \) is contained in a ring class field of \( K \). To prove that \( K(\sqrt[3]{p}) \subset H_p \), it is enough to prove that
   \[
   (1+p\mathcal{O}_{K,p}) \prod_{v|p} \mathcal{O}_{K,v}^\times
   \]
   fixes \( \sqrt[3]{p} \) under the Artin map. Since \( K(\sqrt[3]{p})/K \) is unramified outside \( 3p \), \( \prod_{v|3p} \mathcal{O}_{K,v}^\times \) fixes \( \sqrt[3]{p} \). Using the Hilbert symbol, it is clear that \( (1+p\mathcal{O}_{K,p}) \) fixes \( \sqrt[3]{p} \). Finally, we look at the 3-adic place. Let \( \mathcal{O}_{K,3} \) be the completion of \( \mathcal{O}_K \) at the unique place above 3. Since
   \[
   1+9\mathcal{O}_{K,3} \subset (K^\times_3)^3
   \]
   and
   \[
   \mathcal{O}_{K,3}^\times/\mathbb{Z}_3^\times(1+9\mathcal{O}_{K,3}) = \langle \omega_3 \rangle^{\mathbb{Z}/3\mathbb{Z}} \times \langle 1+3\omega_3 \rangle^{\mathbb{Z}/3\mathbb{Z}},
   \]
   it suffices to prove \( \omega_3 \) and \( 1+3\omega_3 \) fix \( \sqrt[3]{p} \). But \( p \equiv 8 \mod 9 \), we have
   \[
   (\sqrt[3]{p})^{\sigma_{\omega_3}-1} = (\omega_3, p)^3 = (\omega_3, 8)^3 = 1.
   \]
The same is true for $\sigma_{1+3\omega}$. The last sentence in 2 follows from the fact that $\text{Gal}(H_p/K)$ is generated by units. This finishes the proof of assertions in 2.

(3) Let $\mu$ be a place of $H_p$ above 3. Since $H_p/K$ is only ramified at $p$, we know that $\sqrt{-3}$ is unramified and $\text{Gal}(H_{p,\mu}/K_3) \simeq \text{Gal}(k_{\mu}/\mathbb{F}_3)$ is generated by the Frobenius $\sigma_{\sqrt{-3}}$ under the local Artin map. We have the following commutative diagram

$$
\text{Gal}(H_{p,\mu}/K_3) \xrightarrow{\sim} K_3^\times /\text{Norm}(H_{p,\mu}^\times)
$$

But $\sqrt{-3}$ is of order 2 in $\hat{K}^\times/K^\times\hat{\mathcal{O}}_p^\times \simeq \mathcal{O}_{K,p}^\times/\mathcal{O}_{K}^\times\mathbb{Z}_p(1+p\mathcal{O}_{K,p})$. We see $[H_{p,\mu}:K_3] = 2$ and the assertions in 3 of the proposition is clear.

(4) The order of $F_p^\times$ is divided by $3^k$. Then $x^{3^k} - 1$ splits completely in $\mathbb{F}_p^2$. By the Hensel Lemma, $x^{3^k} - 1$ splits completely in $K_p$. The action of $\sigma_{3^k,p}$ on $\sqrt[p]{p}$ is by the formula of Hilbert symbol.

In summary, we have the following extension diagram.

Finally, we give a lemma which will be used later.

**Lemma 2.2.** Let $p \equiv 2 \pmod{3}$ be a prime, then $x^3 \equiv 3 \pmod{p}$ always has one solution.

**Proof.** By Fermat’s little theorem, $3 \equiv 3^{2-p} = (3^{2-p})^3 \equiv 3^3 \equiv 3 \pmod{p}$, so $x^3 \equiv 3 \pmod{p}$ always has solutions. If $x_1$ and $x_2$ are both solutions, then $(\frac{x_1}{x_2})^3 \equiv 1 \pmod{p}$. But $\mathbb{F}_p^\times$ is of order $p-1$ prime to 3, so $\frac{x_1}{x_2} = 1$, i.e., $x_1 = x_2$. □
3. Construction of Heegner points

For convenience, we will use the adelic formulation in [Tia14][CST17]. For $X$ an algebraic curve defined over $\mathbb{Q}$ and $F$ a field extension of $\mathbb{Q}$, we denote by $\text{Aut}_F(X)$ the group of algebraic automorphisms of $X$ which are defined over $F$. Let

$$\mathcal{H} = \{ z \in \mathbb{C} | \text{Im}(z) > 0 \}$$

be the Poincaré upper half plane and usually we will use $\tau$ to denote the points on $\mathcal{H}$. The group $GL_2(\mathbb{Q})^+$ acts on $\mathcal{H}$ by linear fractional transformations.

Let $U_0(243)$ be the open compact subgroup of $GL_2(\mathbb{Z}_p)$ consisting of matrices $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ such that $c \equiv 0 \mod 243$, and let $\Gamma_0(243) = GL_2(\mathbb{Q})^+ \cap U_0(243)$. Let $X_0(243)$ be the modular curve over $\mathbb{Q}$ of level $\Gamma_0(243)$ whose underlying Riemann surface is

$$X_0(243)(\mathbb{C}) = GL_2(\mathbb{Q})^+ \setminus \left( \mathcal{H} \cup \mathbb{P}^1(\mathbb{Q}) \right) \times GL_2(A_f)/U_0(243) \simeq \Gamma_0(243)/\mathcal{H} \sqcup \Gamma_0(243) \setminus \mathbb{P}^1(\mathbb{Q}).$$

It has genus 19. Define $N$ to be the normalizer of $\Gamma_0(243)$ in $GL_2^+(\mathbb{Q})$. It follows from [KM88, Theorem 1] that the linear fractional action of $N$ on $X_0(243)$ induces an isomorphism

$$N/\mathbb{Q}^X \Gamma_0(243) \simeq \text{Aut}_\mathbb{Q}(X_0(243)).$$

Moreover, all the algebraic automorphisms in $\text{Aut}_\mathbb{Q}(X_0(243))$ are defined over $K$. By [AL70, Theorem 8], the quotient group $N/\mathbb{Q}^X \Gamma_0(243) \simeq S_3 \rtimes \mathbb{Z}/3\mathbb{Z}$, where $S_3$ denotes the symmetric group with 3 letters which is generated by the Atkin-Lehner operator $W = \begin{pmatrix} 0 & 1 \\ -243 & 0 \end{pmatrix}$ and the matrix $A = \begin{pmatrix} 28 & 1/3 \\ 81 & 1 \end{pmatrix}$, and the subgroup $\mathbb{Z}/3\mathbb{Z}$ is generated by the matrix $B = \begin{pmatrix} 1 & 0 \\ 81 & 1 \end{pmatrix}$. Let $C = \begin{pmatrix} 1 & 1/9 \\ -27 & -2 \end{pmatrix}$, then $C$ normalizes $\langle \Gamma_0(243), A \rangle$.

Put $U = \langle U_0(243), C, A \rangle \subset GL_2(A_f)$.

Then $\mathbb{Q}^X \setminus \mathbb{Q}^X U$ is an open compact subgroup of $\mathbb{Q}^X \setminus GL_2(A_f)$. Put

$$\Gamma = GL_2(\mathbb{Q})^+ \cap U = \langle \Gamma_0(243), C, A \rangle,$$

and let $X_\Gamma$ be the modular curve over $\mathbb{Q}$ of level $\Gamma$ whose underlying Riemann surface is

$$X_\Gamma(\mathbb{C}) = GL_2(\mathbb{Q})^+ \setminus \left( \mathcal{H} \cup \mathbb{P}^1(\mathbb{Q}) \right) \times GL_2(A_f)/U \simeq \Gamma/\mathcal{H} \sqcup \Gamma \setminus \mathbb{P}^1(\mathbb{Q}).$$

It was communicated to the author by John Voight that the space of holomorphic modular symbols for $\Gamma_0(243)$ is of dimension 28 and the fixed subspace of $A$ and $C$ is two dimensional. One of the forms is an Eisenstein series and the other is the form for the isogeny class of elliptic curves 243b in Cremona Label. After integrating this, we get the optimal curve 243b1. So $X_\Gamma$ is a smooth projective curve over $\mathbb{Q}$ isomorphic to the elliptic curve 243b1 in Cremona Label over $\mathbb{C}$. Moreover, $X_\Gamma$ has two cusps

$$\Gamma \setminus \mathbb{P}^1(\mathbb{Q}) = \{ [\infty], [0] \},$$

which are all rational over $\mathbb{Q}$. This gives $X_\Gamma$ the structure of an elliptic curve over $\mathbb{Q}$. Let $N_\Gamma$ be the normalizer of $\Gamma$ in $GL_2(\mathbb{Q})^+$. We have a natural embedding

$$(3.1) \quad \Phi : N_\Gamma/\mathbb{Q}^X \Gamma \hookrightarrow \text{Aut}_\mathbb{Q}(X_\Gamma) \simeq O_K^X \times X_\Gamma(\overline{\mathbb{Q}}),$$

where $O_K^X$ embeds into $\text{Aut}_\mathbb{Q}(X_\Gamma)$ by complex multiplications and $X_\Gamma(\overline{\mathbb{Q}})$ embeds into $\text{Aut}_\mathbb{Q}(X_\Gamma)$ by translations.
The matrices
\[
B = \begin{pmatrix} 1 & 0 \\ 81 & 1 \end{pmatrix} \quad \text{and} \quad W = \begin{pmatrix} 0 & 1 \\ -243 & 0 \end{pmatrix}
\]
lie in \(N_\Gamma\), and hence induce automorphisms \(\Phi(B)\) and \(\Phi(W)\) of \(X_\Gamma\). The matrix \(W\) also normalizes \(U_0(243)\), so for any \(P = [\tau, g] \in X_\Gamma\) with \(g \in \text{GL}_2(\mathbb{A}_f)\), \(\Phi(W)(P) = [\tau, gW^{-1}]\) which is defined over \(\mathbb{Q}\) by functoriality of the canonical models of Shimura variety. However \(B\) does not normalize \(U_0(243)\). But for \(P = [\tau, \gamma] \in X_\Gamma\) with \(\gamma \in \text{GL}_2(\mathbb{Q})^+\), the action of \(\Phi(B)\) can still be written as \(\Phi(B)(P) = [\tau, \gamma B^{-1}]\). But this time we cannot conclude it is defined over \(\mathbb{Q}\). In fact, it is defined over \(K\).

For any \(n\), \(E_n\) has the Weierstrass equation \(y^2 = x^3 - 432n^2\) and is 3-isogenous to \(E^3 : y^2 = x^3 + 16n^2\), see [Ste68, P123]. In particular, \(E_3\) is 3-isogenous to the optimal elliptic curve \(E^3\) which is of conductor 243 and modular degree 9, i.e., Cremona Label 243b1. From this we can see that \(X_\Gamma \cong E^3\). We have the explicit modular parametrization
\[
\psi : X_0(243) \longrightarrow E^3, \quad \tau \mapsto \left(\frac{x(\tau)}{y(\tau)} = -\frac{8\eta(9\tau)^4}{\eta(27\tau)^4} - 12\right).
\]

To see this, the eta-quotient in the formula is a modular function on \(X_0(243)\) by the Ligozat criterion [Lig70] and invariant under the action of \(A\) and \(C\) by the transformation properties of the eta functions. Then we can get the result by comparing the \(q\)-expansion of \(y(\tau)\) with the modular parametrization up to the Hecke bound using Sagemath.

**Proposition 3.1.**

1. Through the modular parametrization \(\psi\), \(X_\Gamma\) can be identified with \(E^3\) such that \([\infty] = O\) and the cusp \([0]\) has coordinates \((0, -12)\).
2. The embedding in (3.1) in fact induces the following embedding
\[
\Phi : N_\Gamma/\mathbb{Q}^\times \Gamma \hookrightarrow O_K^\times / \Gamma \backslash \mathbb{P}^1(\mathbb{Q})
\]

Moreover, for any point on \(P \in X_\Gamma\), we have
\[
\Phi(B)(P) = [\omega^2]P, \quad \Phi(W)(P) = [-1]P + [0].
\]

In particular, the automorphisms \(\Phi(B)\) is defined over \(K\).

**Proof.** For (1), we just evaluate \(y(\tau)\) at the cusps \(\infty\) and \(0\). For (2), for any \(M \in N_\Gamma\) and \(P \in X_\Gamma\), \(\Phi(M)(P) = [\alpha]P + S, \) where \(\alpha \in O_K^\times, S \in X_\Gamma(\mathbb{Q})\). Taking \(P = [\infty]\), we see \(S = \Phi(M)([\infty]) \in \Gamma \backslash \mathbb{P}^1(\mathbb{Q})\). The formula for \(B\) is in [DV18, Proposition 2.2.7]. The formula for \(W\) can be derived from its actions on \([\infty]\) and \([0]\) directly. \(\square\)

Let \(p \equiv 8 \mod 9\) be a prime. Let \(\rho : K \to M_2(\mathbb{Q})\) be the normalized embedding with fixed point \(\tau_0 = p\omega/(9\sqrt{-3}) \in \mathcal{H}\), i.e., we have
\[
\rho(t) \left(\begin{array}{c} \tau_0 \\ 1 \end{array}\right) = t \left(\begin{array}{c} \tau_0 \\ 1 \end{array}\right), \quad \text{for any } t \in K.
\]

Note that
\[
\tau_0 = M\omega, \quad M = \left(\begin{array}{cc} p & 0 \\ 2 & 1 \end{array}\right).
\]

Then the embedding \(\rho : K \to M_2(\mathbb{Q})\) is explicitly given by
\[
\rho(\omega) = M \left(\begin{array}{cc} -1 & -1 \\ 1 & 0 \end{array}\right) M^{-1} = \left(\begin{array}{cc} 1 & -p/9 \\ 27/p & -2 \end{array}\right)
\]
and
\[
\rho(a + b\omega) = \left(\begin{array}{cc} a & 0 \\ 0 & a \end{array}\right) + \left(\begin{array}{cc} b & 0 \\ 0 & b \end{array}\right) \cdot \rho(\omega).
\]
Recall $\sigma : \hat{K}^\times \to \text{Gal}(K^{ab}/K)$ is the Artin reciprocity law and we denote by $\sigma_t$ the image of $t \in \hat{K}^\times$. Let $P_0 = [\tau_0, 1]$ be the CM point on $X_1$ and $P_{\tau_0} = \psi(P_0)$ its image in $E^3$.

**Theorem 3.2.** The point $P_0 \in X_1(H_{9p})$ satisfies

$$P_0^{\sigma_1 3\omega_3} = [\omega]P_0, \quad P_0^{\omega_3} = P_0.$$  

**Proof.** By Shimura’s reciprocity law [Shi94, Theorems 6.31 and 6.38], we have

$$P_0^{\sigma_t} = [\tau_0, t], \quad t \in \hat{K}^\times.$$ 

Since $\hat{O}_{9p} \subset \hat{K}^\times \cap U$ by (3.4), we see $P_0$ is fixed by the Galois action of $\hat{O}_{9p}$ and thus defined over the ring class field $H_{9p}$, and the Galois actions $\sigma_{1, 3\omega_3}$ and $\sigma_{\omega_3}$ are clear from the following computations and Proposition 3.1

$$A^2B^2(1 + 3\omega_3) = \left(\begin{array}{cc} 783/p + 9508 & -2377pz/3 - 145/3 \\ 2268/p + 27540 & -2295p - 140 \end{array}\right) \in U,$$

$$C^{2\omega_3} = \left(\begin{array}{cc} -3p/2 - 2 & 2p/9 + 2/9 \\ 27/p + 27 & -3p - 2 \end{array}\right) \in U,$$

where the subscript 3 denotes the 3-adic component of the adelic matrices. \hfill \square

Denote

$$\phi : E^3 : y^2 = x^3 + 16 \cdot 9 \to E^1 : y^2 = x^3 + 16, \quad (x, y) \mapsto (x/\sqrt[3]{3}, y/3),$$

the isomorphism between $E^3$ and $E^1$ which is defined over $\mathbb{Q}(\sqrt[3]{3})$.

**Corollary 3.3.** $P_{\tau_0} \in E^3(H_p(\sqrt[3]{3}))$ with $\phi(P_{\tau_0}) \in E^1(H_p)$.

**Proof.** The modular parametrization $\psi$ is defined over $\mathbb{Q}$. Write $P_{\tau_0} = (x(\tau_0), y(\tau_0))$. By Theorem 3.2 and Proposition 2.1, $x(\tau_0)/\sqrt[3]{3} \in H_p$ and $y(\tau_0) \in H_p$. So $\phi(P_{\tau_0}) = (x(\tau_0)/\sqrt[3]{3}, y(\tau_0)) \in E^1(H_p)$. \hfill \square

We define our Heegner point to be

$$z = \text{tr}_{H_p(\sqrt[3]{3})/L(3,P)} P_{\tau_0} \in E^3(L(3,p)).$$

Then $\phi(z) \in E^1(L(p))$. Here $L(3,p) = K(\sqrt[3]{3}, \sqrt[3]{p})$ and $L(p) = K(\sqrt{p})$.

### 4. Singular moduli

In this section we prove a key congruence relation which we will need using Gross-Zagier’s theory of singular moduli [GZ85] and its generalization by Lauter and Viray [LV15]. The readers who are not interested in the details can just look at Theorem 4.1 and continue reading the next section.

First of all, let us recall the setting in [GZ85] and [LV15]. Let $d_1 = -3p^2$ and $d_2 = -3 \cdot 2^2$ be the discriminants of the imaginary quadratic points $27\tau_0$ and $\sqrt{-3}$ respectively. For $i = 1, 2$, by [ST68] (see also [LV15, Page 9213]), there exists a number field $L$ which is only ramified at $p$ and 2 over $K$, such that, for every prime $q$ and every $SL_2(\mathbb{Z})$ equivalent class $[\tau]$ of discriminant $d_i$, there exists an elliptic curve $E(\tau)/O_L$ with good reduction at all primes above $q$ and $j(E(\tau)) = j(\tau)$. Fix a rational prime $\ell$ and a prime $\mu$ of $O_L$ above $\ell$. Let $A$ be the ring of integers of $L^{\text{unr}}$ the maximal unramified extension of $L$. By [GZ85, Proposition 2.3], we have

$$v_\mu(j(\tau_1) - j(\tau_2)) = \frac{1}{2} \sum_{n \geq 1} \# \text{Isom}_{A/\mu^n}(E(\tau_1), E(\tau_2)).$$

**Theorem 4.1.** $j(27\tau_0) - j(\sqrt{-3}) \equiv 0 \mod 2^4 3^5 5^3$. 


Here and where part of the proof we will show that (4.5)
or equivalently, 

\[ S_m(E/A) := \{ \phi \in \text{End}_{A/\mu^n}(E) : \phi^2 + 3 = 0, \; Z[\phi] \hookrightarrow \text{End}_{A/\mu}(E) \text{ optimal away from } 3 \}, \]

\[ S_{n,m}^{\text{Lie}}(E/A) := \{ \phi \in S_n(E/A) : \phi = \sqrt{-3} \text{ in } \text{Lie}(E \bmod \mu^n) \text{ and } \text{Lie}(E \bmod \mu) \}, \]

\[ S_{n,m}(E/A) := \{ \phi \in S_n(E/A) : \text{disc}(O_{d_1}[\phi]) = m^2 \}, \]

\[ S_{n,m} : S_{n,m}(E/A) \cap S_{n,m}^{\text{Lie}}(E/A). \]

(Note that in our case \( \tilde{d}_2 = d_2 \) and \( s_2 = 0 \) in [LV15, section 3.2] and we choose \( \delta = \sqrt{-3} \) instead of \( -3 + \sqrt{-3} \). It is known that 

\[ S_n(E/A) = \sum_{m = \frac{d_1 d_2 - x^2}{4}} S_{n,m}(E/A), \]

\[ S_{n,m}^{\text{Lie}}(E/A) = \sum_{m = \frac{d_1 d_2 - x^2}{4}} S_{n,m}^{\text{Lie}}(E/A), \]

since of the form \( \frac{d_1 d_2 - x^2}{4} \) is a necessary condition for \( m \) to be a discriminant of the orders, see [LV15, Page 9215]. By [LV15, (3.1)], we have \( \sharp \text{Isom}_{A/\mu^n}(E, E') = 2 \sharp S_n^{\text{Lie}}(E) \). From the proof of [LV15, Proposition 8.1], we know that \( S_{2,m}(E/A) = S_{1,m}(E/A) = S_{1,m}^{\text{Lie}}(E/A) \) and for \( n \geq 2 \), \( \sharp S_{n+1,m}(E/A) = 2 \sharp S_{n,m}^{\text{Lie}}(E/A) \) \((n > 2 \text{ should be } n \geq 2 \text{ in the last part of proof of Proposition 8.1 of [LV15]})\). In particular, we have for \( \tau_1 \)

\[ \sharp S_1(E(\tau_1)/A) = \sharp S_2(E(\tau_1)/A) = \frac{1}{2} \sharp \text{Isom}_{A/\mu}(E(\tau_1), E') = 6 \]

and

\[ \sharp \text{Isom}_{A/\mu^2}(E(\tau_1), E') = \sharp S_3(E(\tau_1)/A). \]

The number 6 is due to the Proof of Proposition 2.3 in [GZ85] in the \( l = 3 \) case. In the remaining part of the proof we will show that \( \sharp S_3(E(\tau_1)/A) = \sharp S_1(E(\tau_1)/A) = 6 \). From this and (4.1), we can deduce that \( j(2770) - j(\sqrt{-3}) \) is divided by \( 3^4 \sqrt{-3} = 3^4 \sqrt{-3} \). But \( j(2770) - j(\sqrt{-3}) \in H_p \) is real and \( \sqrt{-3} \) is the only purely imaginary generator in \( H_p \) over \( \mathbb{Q} \), so \( j(2770) - j(\sqrt{-3}) \) should be divided by \( 3^3 \).

By [LV15, Theorem 3.2], if \((m, p) = 1\),

\[ \sum_{[\tau_1]} \sharp S_{n,m}(E(\tau_1)/A) = C \rho(m) \mathfrak{U}(3^{-n} m). \]

Where \( C = 1 \) if \( 4m = d_1 d_2 \) and \( C = 2 \) otherwise. Here \( \mathfrak{U}(\cdot) \) is the cardinality of a set of certain ideals of \( O_{d_1} \) and \( \rho(m) \) is a weight for the definitions we refer to [LV15]. By [LV15, Theorem 1.5 and Proposition 7.12], if \((m, p) = 1\), we have the following explicit formula,

\[ \rho(m) \mathfrak{U}(3^{-n} m) = \begin{cases} 2 \prod_{\ell|m, \ell \neq 3} \left( \sum_{i=0}^{ord_{\ell}(m)} \left( \frac{-3}{\ell} \right)^i \right), & \text{if } 3^{-n} m \in \mathbb{Z}_{>0} \text{ and } 2 \nmid m, \\
0, & \text{otherwise}, \end{cases} \]

or equivalently,

\[ \rho(m) \mathfrak{U}(3^{-n} m) = \begin{cases} 2 \sum_{0<r|m} \left( \frac{-3}{r} \right), & \text{if } 3^{-n} m \in \mathbb{Z}_{>0} \text{ and } 2 \nmid m, \\
0, & \text{otherwise}. \end{cases} \]

Here \( (\cdot) \) is the Kronecker symbol.
It is known that $S_3(E(\tau_1)/A) \subset S_1(E(\tau_1)/A)$ for any $\tau_1$. In order to prove $\#S_3(E(\tau_1)/A) = \#S_1(E(\tau_1)/A)$, we just need to prove that

\[(4.6) \quad \sum_{[\tau_1]} \#S_3(E(\tau_1)/A) = \sum_{[\tau_1]} \#S_1(E(\tau_1)/A).\]

By (4.3) and Proposition 2.1(3), we have that

\[\sum_{[\tau_1]} \#S_1(E(\tau_1)/A) = 6\#\text{Pic}(O_{d_1})/2 = p + 1.\]

By (4.2), (4.4) and (4.5), we see that

\[\sum_{[\tau_1]} \#S_3(E(\tau_1)/A) = 2 \sum_{0 < x < p} \sum_{0 < r | p^2 - x^2} \left(\frac{-3}{r}\right) + \sum_{[\tau_1]} \#S_{3,9p^2}((E(\tau_1)/A)).\]

Proposition 4.2 below shows that $S_{3,9p^2}((E(\tau_1)/A)) = \emptyset$ and (4.6) is true. This finishes the proof of the theorem.

\[\square\]

**Remark 4.1.** In fact, one can show that $S_{1,m}((E(\tau_1)/A)) = S_{3,m}((E(\tau_1)/A))$ if $m \neq 9p^2$ using the condition $m = \frac{39p^2 - x^2}{4}$ and (4.4)-(4.5) since $3 | \frac{39p^2 - x^2}{4}$ if and only if $3^3 | \frac{39p^2 - x^2}{4}$. So we also have $S_{1,9p^2}((E(\tau_1)/A)) = \emptyset$.

The proof of the following identities was communicated to the author by D. Zagier. ‘GH from MO’ on mathoverflow gave another proof of one special case using Siegel mass formula, see [FM].

**Proposition 4.2.** Let $p$ be a prime, then

\[2 \sum_{0 < x < p} \sum_{0 < r | p^2 - x^2} \left(\frac{-3}{r}\right) = \begin{cases} \frac{p^2 - 1}{3}, & \text{if } p \equiv 1 \mod 3, \\ \frac{p^2 - 1}{3}, & \text{if } p \equiv 2 \mod 3. \end{cases}\]

\[2 \sum_{0 < x < p} \sum_{0 < r | p^2 - x^2} \left(\frac{-3}{r}\right) = \begin{cases} p - 3, & \text{if } p \equiv 1 \mod 3, \\ p + 1, & \text{if } p \equiv 2 \mod 3. \end{cases}\]

Here $(\cdot)$ is the Kronecker symbol.

**Proof.** Let $r_{-3}(n)$ be the representation number of $n$ by the quadratic form $a^2 + ab + b^2$ and $R(n) = \sum_{0 < d | n} \left(\frac{-3}{d}\right)$ if $n \neq 0$. We also let $R(0) = \frac{1}{6}$. Then it is well-known that $r_{-3}(n) = 6R(n)$. The theta series

\[\theta(z) = \sum_{n \in \mathbb{Z}} R(n)q^{n^2} = \frac{1}{6} \sum_{n \in \mathbb{Z}} r_{-3}(n)q^{n^2}\]

is a modular form of $\Gamma_0(3)$ of weight 1 with character $(\frac{-3}{\cdot})$, see [Zag, Page 30]. So $\theta^2(z)$ is a modular form of $\Gamma_0(3)$ of weight 2. Let

\[G_2(z) = -\frac{1}{24} + \sum_{n=1}^{\infty} \sigma(n)q^n\]

be the ‘Eisenstein series of weight 2’ (it is not a modular form actually), where $\sigma(n) = \sum_{0 < d | n} d$ is the divisor function. However,

\[G(z) = G_2(z) - 3G_2(3z)\]
is really a modular form of $\Gamma_0(3)$ of weight 2 [Zag, Page 3]. By the dimension formula, the vector space of modular forms of $\Gamma_0(3)$ of weight 2 has dimension 1, so

\[(4.7) \quad \theta(z)^2 = \frac{1}{3}G(z)\]

Now if $x$ is odd, $R(p^2 - x^2) = R(\frac{p^2 + x}{2})R(\frac{p^2 - x}{2})$ since $R(n)$ is multiplicative and $\left(\frac{p^2 + x}{2}, \frac{p^2 - x}{2}\right) = 1$. Then

$$2 \sum_{0 < x < p \atop 2 \mid x} R(p^2 - x^2) + 2R(0)R(p) = a_p$$

where $a_p$ is the Fourier coefficient of $q^p$ in $\theta(z)^2$. But by (4.7), $a_p = \frac{1}{3}\sigma(p) = \frac{2p + 1}{3}$. Then the first formula follows from the fact that $2R(0)R(p) = 1/3$ or 0 according to $p \equiv 1$ or 2 mod 3.

If $2 \mid x$, then $R(p^2 - x^2) = R(p - x)R(p + x)$ since $(p - x, p + x) = 1$. Then we have

$$2 \sum_{0 < x < p \atop 2 \mid x} R(p^2 - x^2) + R(p)R(p) + 2 \sum_{0 < x < p \atop 2 \mid x} R(p - x)R(p + x) = a_{2p} = p + 1,$$

where $a_{2p}$ is the Fourier coefficient of $q^{2p}$ in $\theta(z)^2$. If $2 \nmid x$, then $\text{ord}_2(p - x) = 1$ or $\text{ord}_2(p + x) = 1$ which implies $R(p - x)R(p + x) = 0$ by the definition of $R(n)$. So, we get

$$2 \sum_{0 < x < p \atop 2 \nmid x} R(p^2 - x^2) = p + 1 - R(p)^2 = \begin{cases} p - 3, & \text{if } p \equiv 1 \text{ mod } 3, \\ p + 1, & \text{if } p \equiv 2 \text{ mod } 3. \end{cases}$$

\[\square\]

### 5. Reduction of Heegner points

Recall that $x(\tau)$ and $y(\tau)$ are the modular parametrization of $E^3$ in (3.2). Using Sagemath we can compute that

$$x \left( \frac{\omega}{9(2\omega + 1)} \right) = 4\sqrt{-3}\sqrt[3]{3}\omega^2, \quad y \left( \frac{\omega}{9(2\omega + 1)} \right) = 24\omega - 12.$$

Then by [SSY, Proposition 3.1], we have

$$y \left( \frac{p\omega}{9(2\omega + 1)} \right) \equiv y \left( \frac{\omega}{9(2\omega + 1)} \right)^p \equiv 24\omega^2 - 12 \mod p$$

and

$$x \left( \frac{p\omega}{9(2\omega + 1)} \right) \equiv x \left( \frac{\omega}{9(2\omega + 1)} \right)^p \equiv (4\sqrt{-3}\sqrt[3]{3}\omega)^p \mod p.$$

Since $\sqrt[3]{3} \in \mathbb{F}_p$ by Lemma 2.2, $(\sqrt[3]{3})^p \equiv \sqrt[3]{3} \mod p$. Also $(-3)^{\frac{p-1}{2}} = \left( \frac{-3}{p} \right) = -1 \mod p$, then we get

$$x \left( \frac{p\omega}{9(2\omega + 1)} \right) \equiv (-4\sqrt{-3}\sqrt[3]{3}\omega) \mod p.$$

That is

\[(5.1) \quad P_{\tau_0} = \psi \left( \frac{p\omega}{9(2\omega + 1)} \right) \equiv \left( -4\sqrt{-3}\sqrt[3]{3}\omega, 24\omega^2 - 12 \right) \mod p.\]

Write

$$f(\tau) = \frac{\eta(\tau)^4}{\eta(3\tau)^4} = \left( 1 - q^{3n+1} \right)^4 \left( 1 - q^{3n+2} \right)^4, \quad \tau \in \mathcal{H},$$
with \( q = e^{2\pi i r} \). Using [SSY, Proposition 3.1], we also get

\[(5.2) \quad f(9\tau_0) \equiv \left(f\left(\frac{\omega}{(2\omega + 1)}\right)\right)^p \equiv -3\omega^2 \mod p.\]

**Lemma 5.1.** \( f(9\tau_0) = 3\omega^2u \) for some real unit \( u \).

**Proof.** Firstly, we have

\[f(9\tau_0) = f\left(\frac{p}{2} + \frac{p\sqrt{-3}}{6}\right) = \omega^2 r\]

with \( r \in \mathbb{R} \), since

\[e^{2\pi i \frac{(\frac{p}{2} + \frac{p\sqrt{-3}}{6})}{\sqrt{3}^2}} = e^{-\frac{p\sqrt{-3}}{3}2\pi} \quad \text{and} \quad e^{2\pi i \frac{(\frac{p}{2} + \frac{p\sqrt{-3}}{6})}{\sqrt{3}^2}} = e^{-\frac{p\sqrt{-3}}{3}2\pi}.
\]

By [Lan87, Theorem 12.2.4], \( f(9\tau_0)^6 = \Delta(9\tau_0)/\Delta(27\tau_0) \) is an algebraic integer and divides \( 3^{12} \). So \( f(9\tau_0) \) is also algebraic integer and divides 9.

On the other hand, \( f(\tau)^3 \) is the Hauptmodul of \( \Gamma_0(3) \) and it satisfies the modular equation [Mor07, Table 1]:

\[f(\tau)^3 + 27f(\tau)^3 + 3^3 = j(3\tau)f(\tau)^3.\]

So we get for \( \tau = 9\tau_0 \),

\[(5.3) \quad \left(1 + \frac{27}{f(9\tau_0)^3}\right) \left(\frac{f(9\tau_0)^3}{3} + 1\right)^3 = j(27\tau_0)/27.\]

From Theorem 4.1 we know that \( j(27\tau_0)/27 \) is integral. So by (5.3) and the fact that \( f(9\tau_0) \mid 9 \), we have \( 3 \mid f(9\tau_0)^3 \) and \( f(9\tau_0)^3 \mid 27 \). By Corollary 3.3, \( f(9\tau_0) \in H_p \). Since \( \sqrt{-3} \) is not ramified in \( H_p \), \( 3 \mid f(9\tau_0)^3 \) implies \( \sqrt{-3} \mid f(9\tau_0) \). But \( f(9\tau_0)/\omega^2 \) is a real number, so \( 3 \mid f(9\tau_0) \). Together with the fact \( f(9\tau_0)^3 \mid 27 \), we know that \( f(9\tau_0)/(3\omega^2) \) is a real unit which finishes the proof.

For a prime \( \wp \mid \sqrt{-3} \) of \( H_p \), \( E^1 \mod \wp \) is singular with the singular point \((-1,0)\). Let \( E^0_0 \) be the preimage of the nonsingular locus, then we have

**Proposition 5.2.**

\[E^1(H_p)/E^0_0(H_p) = \{O, (-4, \pm 4\sqrt{-3})\}.\]

**Proof.** This can be deduced using the Tate algorithm, see [Tat75] or [Sil94, IV.9]. To be more explicit, the order of \( E^1(H_{p,\wp})/E^0_0(H_{p,\wp}) \) is determined by the Kodaira type of \( E/H_{p,\wp} \) where \( H_{p,\wp} \) is the completion of \( H_p \) at \( \wp \). By Tate algorithm, we first change the equation of \( E^1 \) to the form

\[y^2 = x^3 - 3x^2 + 3x + 15 \quad \text{such that} \quad \pi \mid a_3, a_4, a_6 \quad \text{where} \quad \pi \text{ is a uniformizer of } H_{p,\wp} \text{ and } a_3, a_4, a_6 \text{ are coefficients appearing in the general Weierstrass equation } y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6.
\]

Then we get \( \pi \mid b_2 = -6, \pi^2 \mid a_6 = 15, \pi^3 \mid b_3 = -189 \) and \( \pi^3 \mid b_3 = 60 \) where \( b_2 = a_1^2 + 4a_2, b_4 = a_1a_3 + 2a_4, b_6 = a_3^2 + 4a_6 \) and \( b_8 = (b_2b_6 - b_4^2)/4. \) Also the equation \( T^2 - \frac{15}{\sqrt{-3}} = 0 \) has solutions in \( \mathbb{F}_9 \), the residue field of \( \wp \), since \( T^2 - \frac{15}{\sqrt{-3}}^2 \) has solutions in \( \mathbb{F}_9 \) and \( \pi \mid \sqrt{-3}. \) Then by step 5 of Tate algorithm, the order of \( E^1(H_{p,\wp})/E^0_0(H_{p,\wp}) \) is 3. But \((-4, 4\sqrt{-3}) \) and \((-4, -4\sqrt{-3}) \) are all singular modulo \( \wp \) and not in the same singular component, so \( E^1(H_{p,\wp})/E^0_0(H_{p,\wp}) = \{O, (-4, \pm 4\sqrt{-3})\}. \)

Then

\[E^1(H_p)/E^0_0(H_p) \cong E^1(H_{p,\wp})/E^0_0(H_{p,\wp}) = \{O, (-4, \pm 4\sqrt{-3})\}.
\]

Denote \( S = (-4, 4\sqrt{-3}) \), then \(-S = (-4, -4\sqrt{-3}) \). They are all primitive 3-torsion points. In this section we prove that \( \phi(P_{\tau_0}) \) belongs to the same singular component as \( S \) for any \( \wp \) above 3.

**Proposition 5.3.** \( 3^5 \mid (f(9\tau_0)^3 - 27) \) if and only if \( 3^5 \mid (j(27\tau_0) - j(\sqrt{-3})) \).
Proof. Recall the equation in (5.3). Since \((\frac{f(7\tau_0)^3}{3} + 1)^3 \equiv 1 \mod 9\) by Lemma 5.1, \(3^5 \mid (f(7\tau_0)^3 - 27)\) if and only if \(\frac{j(27\tau_0)}{24} = 200 \equiv 0 \mod 9\), i.e., \(j(27\tau_0) = 5400 \equiv 0 \mod 3^5\). But \(j(\sqrt{-3}) = 5400\), this finishes the proof. \(\square\)

**Proposition 5.4.** \(9 \mid \left(\frac{\eta(9\tau_0)^4}{\eta(27\tau_0)^4} - 3\omega^2\right)\) if and only if \(3^5 \mid (f(9\tau_0)^3 - 27)\).

**Proof.** By Lemma 5.1, \(f(9\tau_0) = 3\omega^2u\) for some real unit \(u\). Then \(3^5 \mid (f(9\tau_0)^3 - 27)\) is equivalent to \(9 \mid (u^3 - 1)\) and \(9 \mid \left(\frac{\eta(9\tau_0)^4}{\eta(27\tau_0)^4} - 3\omega^2\right)\) is equivalent to \(3 \mid (u - 1)\). Note that

\[ u^3 - 1 = (u - 1)((u - 1)^2 + 3u). \]

Hence \(3 \mid (u - 1)\) obviously implies \(9 \mid (u^3 - 1)\). Conversely, if \(9 \mid (u^3 - 1)\) then for any \(\varphi \mid \sqrt{-3}\), we have \(\varphi \mid (u - 1)\) by (5.4). So \(\sqrt{-3} \mid (u - 1)\). But \(u - 1 \in \mathbb{H}_p\) is a real number and \(\mathbb{H}_p = K(j(9\tau_0))\) with \(j(9\tau_0) \in \mathbb{R}\) by CM theory (see [Las87, Page 133, Remark 1]). This forces \(3 \mid (u - 1)\) and completes the proof. \(\square\)

Now we can prove the following theorem about the reduction of our Heegner points.

**Theorem 5.5.** \(\phi(P_{\tau_0}) - S \mod \varphi\) is nonsingular for any prime \(\varphi\) above \(\sqrt{-3}\) of \(\mathbb{H}_p\).

**Proof.** Assume \(\phi(P_{\tau_0}) = (x_1, y_1)\). By Proposition 5.3, Proposition 5.4 and Theorem 4.1, we know that \(9 \mid \left(\frac{\eta(9\tau_0)^4}{\eta(27\tau_0)^4} - 3\omega^2\right)\). Then

\[ y_1 - 4\sqrt{-3} = -\frac{8}{3} \left(\frac{\eta(9\tau_0)^4}{\eta(27\tau_0)^4} - 3\omega^2\right) \equiv 0 \mod 3. \]

By the equation of \(E^1,\) we have \(y_1^2 = x_1^3 + 16\), equivalently,

\[ (x_1 + 4)((x_1 + 4)^2 - 12x_1) = (y_1 + 4\sqrt{-3})(y_1 - 4\sqrt{-3}). \]

The right hand side of (5.6) is divided by \(3\sqrt{-3}\) by (5.5), so \(3\sqrt{-3} \mid (x_1 + 4)^3\) on the left hand side of (5.6). As a result, we have

\[ x_1 + 4 \equiv 0 \mod \sqrt{-3} \]

and \(\phi(P_{\tau_0}) \mod \varphi\) is singular for any \(\varphi \mid \sqrt{-3}\). We prove that \(\phi(P_{\tau_0}) + S\) is always singular modulo \(\varphi\). Let \(\phi(P_{\tau_0}) + S = (x_2, y_2)\), then by the addition formula,

\[ x_2 = \left(\frac{y_1 - 4\sqrt{-3}}{x_1 + 4}\right)^2 - (x_1 - 4). \]

We have seen \(x_1 \neq -4\) by (5.1), so (5.6) is equivalent to

\[ \frac{y_1 - 4\sqrt{-3}}{x_1 + 4} = \frac{(x_1 + 4)^2 - 12x_1}{y_1 + 4\sqrt{-3}}. \]

Then we have

\[ \frac{y_1 - 4\sqrt{-3}}{x_1 + 4} \equiv 0 \mod \sqrt{-3}, \]

since by (5.5)(5.7), \((x_1 + 4)^2 - 12x_1\) is divided by 3 but \(y_1 + 4\sqrt{-3}\) can be divided just by \(\sqrt{-3}\).

As a result, \(x_2 \equiv -1 \mod \sqrt{-3}\) by (5.7)(5.8). Hence, \(\phi(P_{\tau_0}) + S \mod \varphi\) is always singular and as a result, \(\phi(P_{\tau_0}) - S \mod \varphi\) is always nonsingular by Proposition 5.2. \(\square\)
6. Nontriviality of Heegner Points

Recall our Heegner points are

\[ z = \text{tr}_{H_p(\sqrt[3]{3})/L(3,p)} P_{\tau_0} \in E^3(L(3,p)), \]

with \( \phi(z) \in E^1(L(p)) \). Let \( R_{\tau_0} = (-4\sqrt{-3}\sqrt{3}\omega, 24\omega^2 - 12) \in E^3(L(3)) \), then \( R_{\tau_0} \equiv P_{\tau_0} \mod p \). Recall we have the isomorphism

\[ \phi : E^3 : y^2 = x^3 + 16 \cdot 9 \to E^1 : y^2 = x^3 + 16, \]

\[ (x, y) \mapsto (x/\sqrt{9}, y/3). \]

Mapping \( R_{\tau_0} + (0, -12) \) to \( E^1 \) through \( \phi \), we get \( R'_{\tau_0} = (-4/3\sqrt[3]{3}, -4\sqrt{-3}/3) \). Under the isomorphism

\[ \phi_1 : E^1 : y^2 = x^3 + 16 \to E_{\min}^1 : y^2 + y = x^3, \]

\[ (x, y) \mapsto \left( \frac{x}{4}, \frac{y - 4}{8} \right), \]

\( R'_{\tau_0} \) is mapped to \( a = (-\frac{1}{\sqrt[3]{3}}, \frac{-3-\sqrt{-3}}{6}) \). Here we choose use the minimal model \( E_{\min}^1 \) of \( E^1 \) in order to make the polynomial \( D(x) \) below as simple as possible. Since \( 3 \mod p \) is always a cube by Lemma 2.2, both \( \phi \) and \( \phi_1 \) reduce to isomorphisms over \( \mathbb{F}_p \). Let \( b = \phi_1(S) = (-1, \omega) \) be the primitive 3-torsion point on \( E_{\min}^1 \). Define the point \( c = a - b = \left( -\frac{\sqrt[3]{3} + 3\sqrt[3]{7} + 1}{4}, \sqrt[3]{3} - \sqrt[3]{7} + \frac{3\sqrt[3]{3} + 3\sqrt[3]{7} + 5\sqrt[3]{3} - 1}{8} \right) \).

**Lemma 6.1.** We have \( E^1(L(p))_{\text{tor}} = E^1(K) \).

**Proof.** The proof is simpler than Lemma 3.6 of [SSY]. Let \( \ell \) be a prime. Suppose \( P \in E^1[\ell] \) is a torsion point of order \( \ell \). By [Shi94, Theorem 5.5], the field \( K(P) \) contains a subfield over \( K \) with Galois group \( (\mathcal{O}_K/\ell)^\times \), where \( \ell \) is a prime ideal of \( K \) above \( \ell \). If \( \ell \neq 2, 3 \), then \( [K(P) : K] > 3 \);

For \( \ell = 2 \), we see that \( K(E^1[2])/K \) has degree 3, and is unramified at \( p \). Thus \( K(E^1[2]) \cap L(p) \subset K \).

Suppose \( P \in E^1(L(p))[3^\infty] \). Since \( E^1 \) has good reductions outside 3, \( K(P) \) is unramified outside 3, which forces that \( K(P) \subset K \). We see that \( E^1(L(3,p))[3^\infty] = E^1[3] = E^1(K) \).

\[ \square \]

**Proposition 6.2.** Let \( c \) be the point on \( E_{\min}^1 \) defined above. If \( \left[ \frac{p+1}{9} \right] c \neq O, \pm(0, -1) \mod p \), then \( z \) is nontorsion.

**Proof.** By Theorem 5.5, we can write \( \phi(P_{\tau_0}) = P' + S \) where \( P' \mod \phi \) is nonsingular for any prime \( \phi \) above 3. Now

\[ (6.1) \quad \phi(z) = \text{tr}_{H_p/L(3)} \phi(P') + \left[ \frac{p+1}{9} \right] S. \]

Assume \( \left[ \frac{p+1}{9} \right] c \neq O, \pm(0, -1) \mod p \), then \( \left[ \frac{p+1}{9} \right] (R_{\tau_0} - S) \neq O, \pm(0, -12) \mod p \). So

\[ (6.2) \quad \phi(z) \equiv \left[ \frac{p+1}{9} \right] R_{\tau_0} \neq \left[ \frac{p+1}{9} \right] S, \left[ \frac{p+1}{9} \right] S \pm (0, -12) \mod p. \]
If $z$ is torsion, then $\phi(z)$ is torsion. By Lemma 6.1, $\phi(z)$ is 3-torsion. By (6.1), $\phi(z)$ is on the same singular component with $\left[\frac{p+1}{9}\right] S$ for any $\phi$. Then $\phi(z)$ should be one of $\left[\frac{p+1}{9}\right] S$ and $\left[\frac{p+1}{9}\right] S \pm (0, -12)$ which contradicts (6.2). So $z$ should be non-torsion.

We want to translate the conditions in Proposition 6.2 into conditions about polynomials. For this, we need some preparation. For a general point $(x, y) \in E^{1}_{\text{min}}(\overline{K})$, by the addition formula on [Sil92, Page 54](using $\sqrt{-3} = \omega - \omega^{2}$) and [Sil92, Exercise 3.7], we have

$$\sqrt{-3}(x, y) = \left(\frac{x^{3} + 1}{-3x^{2}}, -\frac{(2y + 1)(x^{3} + 1)}{3\sqrt{-3}x^{3}} - \frac{-y + \omega}{\sqrt{-3}} - 1\right)$$

and

$$3(x, y) = \left(\frac{x^{9} - 24x^{6} + 3x^{3} + 1}{9x^{2}(x^{3} + 1)^{2}}, \frac{y\omega_{3}(x)}{\psi_{3}(x)}\right),$$

where $\omega_{3}(x)$ and $\psi_{3}(x)$ are polynomials in $x$. Assume $P_{1} = (x_{1}, y_{1}) \in E^{1}_{\text{min}}(\overline{K})$ satisfies $\sqrt{-3}P_{1} = c$. By (6.3), we know that $x_{1}$ is the root of the polynomial

$$x^{3} - \frac{3\sqrt{3}^{2} + 3\sqrt{3} + 1}{4}x^{2} + 1 = 0.$$

Using Sagemath we can compute that $P_{1} = (\sqrt{3} - 1, -(\sqrt{3})^{2} + 1) + [i](0, 0)$ for $i = 0, 1, 2$ where $(0, 0)$ is a $\sqrt{-3}$-torsion point.

**Proposition 6.3.** For $n \in \mathbb{N}$, $c$ is divisible by $3^{n}\sqrt{-3}$ in $E^{1}_{\text{min}}(\mathbb{F}_{p^{2}})$ if and only if $c$ is divisible by $3^{n+1}$ in $E^{1}_{\text{min}}(\mathbb{F}_{p})$.

**Proof.** The if part is obvious. We prove the only if part. Let $v$ be the 3 order of $p + 1$. It is well-known that in our case

$$E^{1}_{\text{min}}(\mathbb{F}_{p}) \simeq \mathbb{Z}/(p + 1)\mathbb{Z} \cong (\mathbb{Z}/((p + 1)/3^{v})\mathbb{Z}) \times (\mathbb{Z}/3^{v}\mathbb{Z})$$

and

$$E^{1}_{\text{min}}(\mathbb{F}_{p^{2}}) \simeq \mathbb{Z}/(p + 1)\mathbb{Z} \times \mathbb{Z}/(p + 1)\mathbb{Z} \cong (\mathbb{Z}/((p + 1)/3^{v})\mathbb{Z})^{2} \times (\mathbb{Z}/3^{v}\mathbb{Z})^{2},$$

see for example [Wit01] and the reference therein. As a result, we have

$$E^{1}_{\text{min}}(\mathbb{F}_{p^{2}})/E^{1}_{\text{min}}(\mathbb{F}_{p}) \simeq \mathbb{Z}/(p + 1)\mathbb{Z}.$$

We also have

$$E^{1}_{\text{min}}(\mathbb{F}_{p^{2}})[3] = [\mathbb{Z}/3\mathbb{Z}](0, -1) \oplus [\mathbb{Z}/3\mathbb{Z}](1, \omega)$$

where $(0, -1)$ is $\sqrt{-3}$-torsion and $(1, \omega)$ is primitive 3-torsion. Let $c = [3^{n}\sqrt{-3}]d$ in $E^{1}_{\text{min}}(\mathbb{F}_{p^{2}})$. If $c$ is not divisible by $3^{n+1}$, then $d$ is not divisible by $\sqrt{-3}$. Then by (6.6) and (6.8), $\left[\frac{p+1}{3^{n+1}}\right]d = \pm (-1, \omega)$. As a result, $\left[\frac{p+1}{3^{n+1}}\right]c \neq 0$ while $\left[\frac{\sqrt{-3}}{3^{n+1}}\right]c = 0$. But this is impossible. The reason is as follows: Since $P_{1}$ mod $p \in E^{1}_{\text{min}}(\mathbb{F}_{p})$, $\left[\frac{p+1}{3^{n+1}}\right]P_{1} \in E^{1}_{\text{min}}(\mathbb{F}_{p})$. By (6.3), $\left[\frac{p+1}{3^{n+1}}\right]c = [\sqrt{-3}]\left[\frac{p+1}{3^{n+1}}\right]P_{1}$ belongs to $E^{1}_{\text{min}}(\mathbb{F}_{p^{2}}) \setminus E^{1}_{\text{min}}(\mathbb{F}_{p})$.

Now, we investigate the 9-divisibility of $c$ in $E^{1}_{\text{min}}(\mathbb{F}_{p^{2}})$. Let

$$D(x) = x^{9} - 24x^{6} + 3x^{3} + 1 - 9(\sqrt{3} - 1)x^{2}(x^{3} + 1)^{2},$$

which is irreducible over $L(3)$.

**Proposition 6.4.** $\left[\frac{p+1}{9}\right]c \neq O, \pm (0, -1)$ mod $p$ if and only if $c$ cannot be divided by 9 in $E^{1}_{\text{min}}(\mathbb{F}_{p^{2}})$. 
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Proof. Recall that we list the structure of $E^1_{\text{min}}(\mathbb{F}_p^2)$ in (6.5)-(6.8). Let $e \in E^1_{\text{min}}(\mathbb{F}_p^2) \setminus E^1_{\text{min}}(\mathbb{F}_p)$. Then $e$ is of order $p + 1$ and $e \mod p = n e$ for some integer $n$. Then $[\frac{p+1}{3}]e$ also belongs to $E^1_{\text{min}}(\mathbb{F}_p^2) \setminus E^1_{\text{min}}(\mathbb{F}_p)$ and should be of primitive order 3. By Proposition 6.3 and the discussion before Proposition 6.5, $c \mod p$ can always be divided by 3. If $c \mod p$ cannot be divided by 9, we can assume $n = 3m$ with $(3, m) = 1$. Then $[\frac{p+1}{3}]c = [m][\frac{p+1}{3}]e$ is primitive of order 3 which cannot be $O$ or $\pm (0, -1)$. Conversely, if $c \mod p$ is divisible by 9, then $9 \mid n$ and $[\frac{p+1}{3}]c \equiv [p + 1] [\frac{n}{9}] \mod p$. This finishes the proof of the proposition. \hfill $\square$

**Proposition 6.5.** $c \mod p$ is divisible by 9 if and only if $D(x) \mod p$ has solutions in $\mathbb{F}_p$.

Proof. By Proposition 6.3, we know that $c \mod p$ is divisible by 9 if and only if $c$ is divisible by $3\sqrt{-3} \in E^1_{\text{min}}(\mathbb{F}_p^2)$, i.e., if and only if $P_1$ is divisible by 3 in $E^1_{\text{min}}(\mathbb{F}_p^2)$. Since $(0, 0)$ is $\sqrt{-3}$-torsion and $9 \mid p + 1$, $(0, 0)$ can always be divided by 3 in $E^1_{\text{min}}(\mathbb{F}_p^2)$ by the structure in (6.6). Then $P_1$ is divisible by 3 in $E^1_{\text{min}}(\mathbb{F}_p^2)$ if and only if $(\sqrt{3} - 1, \sqrt{3} + 1)$ is divisible by 3 in $E^1_{\text{min}}(\mathbb{F}_p^2)$, i.e., if and only if $D(x)$ has solutions in $\mathbb{F}_p^2$ by (6.4). We will prove $D(x)$ has solutions in $\mathbb{F}_p^2$ if and only if $D(x)$ has solutions in $\mathbb{F}_p$.

The direction `$D(x)$ has solutions in $\mathbb{F}_p \Rightarrow D(x)$ has solutions in $\mathbb{F}_p^2$’ is clear. Now we prove the converse direction. So, we assume $D(x)$ has a solution in $\mathbb{F}_p^2$. Since $E^1_{\text{min}}[3] \hookrightarrow E^1_{\text{min}}(\mathbb{F}_p^2)$, if $D(x)$ has one solution in $\mathbb{F}_p^2$, then $D(x)$ splits totally in $\mathbb{F}_p^2$, since different 3-division point of $P_1$ only differ by an element in $E^1_{\text{min}}[3]$. Because $D(x)$ always has a solution $x_0$ in $\mathbb{R}$ which is an algebraic integer, we see $x_0 \mod p$ will give a solution of $D(x) \mod p$ in $\mathbb{F}_p$ since $\mathbb{F}_p = \mathbb{F}_p(\sqrt{-3})$. \hfill $\square$

**Theorem 6.6.** If $D(x)$ does not have solutions in $\mathbb{F}_p$, then $z$ is nontorsion.

Proof. The theorem follows from Proposition 6.2, Proposition 6.4 and Proposition 6.5. \hfill $\square$

Let $\sigma_p \in \text{Gal}(K(\sqrt[p]{p})/K)$ such that $\sigma_p(\sqrt[p]{p}) = \omega \sqrt[p]{p}$ and let

$$z_1 = z + [\omega^2]z^{\sigma_p} + [\omega]z^{\sigma_p^2}, \quad z_2 = z + [\omega]z^{\sigma_p} + [\omega^2]z^{\sigma_p^2}. \tag{6.9}$$

Then

$$z_1^{\sigma_p} = [\omega]z_1, \quad z_2^{\sigma_p} = [\omega^2]z_2. \tag{6.10}$$

Let $z_1 = z + z^{\sigma_p} + z^{\sigma_p^2}$. Since $(z_1)^{\sigma_p} = z_1$, $z_1$ corresponds to a point in $E^1(K)$ which should be torsion since $E^1(K)$ is of rank 0. As a result, $z_1$ is torsion and in fact 0 since $z_1 = [\frac{p+1}{3}] \phi_1^{-1}(c) \mod p = 0$ (recall that $c$ can always be divided by 3 in $E^1_{\text{min}}(\mathbb{F}_p^2)$). So we have

$$z_1 + z_2 = [3]z. \tag{6.11}$$

**Theorem 6.7.** Let $p \equiv 8 \mod 9$ be a prime. If $D(x)$ does not have solutions in $\mathbb{F}_p$, then at least one of $p$ and $p^2$ can be written as the sum of two rational cubes.

Proof. By (6.10), $z_1$ and $z_2$ can be twisted to $E^p(K)$ and $E^{p^2}(K)$ respectively. But at least one of $z_1$ and $z_2$ is nontorsion by Theorem 6.6 and (6.11). Then the theorem follows from the well-known fact that $\text{rank}_{\mathbb{Z}} E^p(\mathbb{Q}) = \text{rank}_{\mathbb{O}_K} E^p(K)$ and $\text{rank}_{\mathbb{Z}} E^{p^2}(\mathbb{Q}) = \text{rank}_{\mathbb{O}_K} E^{p^2}(K)$, for a proof of this fact see [SSY, Lemma 3.10]. \hfill $\square$

**Remark 6.1.** Since if $D(x)$ has solutions in $\mathbb{F}_p$, then $D(x)$ will split in $\mathbb{F}_p^2$, the condition $D(x)$ has solutions in $\mathbb{F}_p$ is equivalent to that $p$ splits totally in the splitting field of $D(x)$. By the Chebotarev Density Theorem, the primes such that $D(x)$ has solutions in $\mathbb{F}_p$ have positive density in all the primes congruent to 8 modulo 9. Numerical computation shows that the density is nearly 1/3. So our main theorem covers nearly 2/3 primes which are congruent to 8 modulo 9.
7. The explicit Gross-Zagier formulæ

Let \( \pi \) be the automorphic representation of \( \text{GL}_2(\mathbb{A}_\mathbb{Q}) \) corresponding to \( E^3/\mathbb{Q} \). Then \( \pi \) is only ramified at 3 with conductor 243. For \( n \in \mathbb{Q}^\times \), let \( \chi_n : \text{Gal}(K^{ab}/K) \to \mathbb{C}^\times \) be the cubic character given by \( \chi_n(\sigma) = (\sqrt[3]{n})^{\sigma-1} \). Define

\[
L(s, E^3, \chi_n) := L(s - 1/2, \pi_K \otimes \chi_n)
\]

where \( \pi_K \) is the base change of \( \pi \) to \( \text{GL}_2(\mathbb{A}_K) \). We put \( \chi = \chi_{3p^2} \) and \( \chi' = \chi_{3p} \). By the Artin formalism, we have

\[
L(s, E^3, \chi) = L(s, E^p) L(s, E^{9p^2}), \quad L(s, E^3, \chi') = L(s, E^{9p^2}) L(s, E^{9p}).
\]

As in [HSY19, Proposition 4.1], we can prove that the incoherent quaternion algebras over \( \mathbb{A}_\mathbb{Q} \) which satisfies the Tunnell-Saito conditions for \((E^3, \chi)\) and \((E^3, \chi')\) are only ramified at infinity. So our basic settings are the same as in [HSY19], and the proofs follow the same line which we only sketch here.

Let \( f = \psi : X_0(243) \to E^3 \) be the modular parametrization in (3.2)(we change our notation in order to keep in line with previous works). Then \( f \) can be viewed as the newform in \( \pi \) (for details see [HSY19, Page 6918]) and we denote \( f_3 \) its 3-part. Define the Heegner cycle

\[
P_0^0(f) = \frac{\#\text{Pic}(\mathcal{O}_p)}{\text{Vol}(K \times \mathbb{Q}^\times \backslash \hat{K}^\times)} \int_{K \times \mathbb{Q}^\times \backslash \hat{K}^\times} f(P_0)^{\sigma_1} \chi(t) dt,
\]

and define \( P_{0,\chi}(f) \) similarly as in [CST14, Theorem 1.6].

Let \( f' \neq 0 \) be a test vector in \( V(\pi, \chi) \) which is defined in [CST14, Definition 1.4] (roughly speaking, it is some \( \chi^{-1} \)-eigenvector such that the period integral below is nonzero). In our case, the newform \( f \) only differs from \( f' \) at the local place 3. For \( f_3 \), we define

\[
\beta_3^0(f_3, f_3) = \int_{\mathbb{Q}_3^\times \backslash \hat{K}_3^\times} \frac{(\pi(t) f_3, f_3) 3 \chi_3(t)}{(f_3, f_3)} dt,
\]

here \( (\cdot, \cdot)_3 \) is a \( \text{GL}_2(\mathbb{Q}_3) \)-invariant pairing on \( \pi_3 \times \pi_3 \) and \( K^\times \) is embedded into \( \text{GL}_2(\mathbb{Q}) \) as in (3.4). Similarly, one can define \( \beta_3^0(f'_3, f'_3) \).

7.1. The explicit formulæ. For integer \( n \), let \( \Omega^n \) be the minimal positive real period of \( E^n \) defined by

\[
\Omega^n = \int_{E^{n}_{\min}(\mathbb{R})} |\omega^n|
\]

where \( \omega^n \) is the invariant differential on the minimal model \( E^{n}_{\min} \) of \( E^n \). This is the period appearing in the BSD conjecture. However, Stephens studied the period \( \Omega_{E^n} \) of \( E^n \) defined using the invariant differential \( \omega_{E^n} = dx/y \) on \( E^n \), see [Ste68, Lemma 5 in section 5]. To relate \( \Omega^n \) and \( \Omega_{E^n} \), we need the following Lemma.

**Lemma 7.1.** Let \( n \) be a cube-free integer, the minimal Weierstrass equation of \( E^n : y^2 = x^3 + 16n^2 \) is given as follows:

1. \( Y^2 = X^3 + \frac{n^2}{2} \) if \( 2 \mid n \);
2. \( Y^2 + Y = X^3 + \frac{n^2-1}{4} \) if \( 2 \nmid n \).

and the transformations are given by \( x = 2^2 X, y = 2^2 Y \) and \( x = 2^2 X, y = 2^2 Y + 4 \) respectively.

**Proof.** If \( 2 \mid n \), the discriminant of the Weierstrass equation in (1) is \(-3^3 n^4\) which is 12th power-free. If \( 2 \nmid n \), the discriminant of the Weierstrass equation in (2) is \(-3^3 n^4\) which is also 12th power-free. Then by [Sil92, Page 186, Remark 1.1], both of the equations in (1) and (2) are minimal. \( \square \)
Remark 7.1. The proof of Lemma 7.1 is inspired by [Jed05, Lemma 1] which describes the minimal Weierstrass equation of $E_n : y^2 = x^3 - 432n^2$.

Proposition 7.2. We have

$$\Omega^p \Omega^{9p^2} = \Omega^{p^2} \Omega^{9p} = (p)^{-1}(\Omega^3)^2.$$  

Proof. By Lemma 7.1, $\omega^n = 2\omega_{E^n}$. Since $E^n_{\min}(\mathbb{R}) = E^n(\mathbb{R})$, we have $\Omega^n = 2\Omega_{E^n}$. Then the relations in the proposition come from the formula for $\Omega_{E^n}$ in [Ste68, Lemma 5 in section 5].

Now we give the main theorem in this section.

Theorem 7.3. We have the following explicit formulae of Heegner points:

$$L'(1, E^p)L(1, E^{9p^2}) \over \Omega^p \Omega^{9p^2} = 3 \cdot \hat{h}_Q(z_1),$$

$$L'(1, E^{p^2})L(1, E^{9p}) \over \Omega^{p^2} \Omega^{9p} = 3 \cdot \hat{h}_Q(z_2).$$

Proof. We only sketch the proof for the first formula, the proof of the second one is the same. By [CST14, Theorem 1.6], we have

$$(7.2) \quad L'(1, E^3, \chi) = \frac{8\pi^2(\varphi(\tau)\Gamma_0(243))}{2\sqrt{3}p} \cdot \left< P_{\varphi}(f), P_{\varphi^{-1}}(f) \right>_{K,K} \cdot \frac{\beta_3(f_3, f_3')}{\beta_3'(f_3, f_3')},$$

where $\mathcal{R}'$ is the admissible order of $M_2(\hat{\mathbb{Z}})$ for the pair $(\pi, \chi)$ ([CST14, Definition 1.3]) and $(\cdot, \cdot)_{\mathcal{R}'}$ is the pairing on $\pi \times \pi'$ defined as in [CST14, page 789], and $(\cdot, \cdot)_{K,K}$ is a pairing from $E^3(\mathcal{K}) \times_{K E^3(\mathcal{K})} C$ such that $(\cdot, \cdot)_{K} = \text{Tr}_{C/K} (\cdot, \cdot)_{K,K}$ is the Neron-Tate height over the base field $K$, see [CST14, page 790]. Finally, $\varphi$ is the cusp form of level 243 and weight 2 associated to $E^3$, and $(\varphi, \varphi)_{\Gamma_0(243)}$ is the Petersson norm of $\varphi$. Let $\omega_{\varphi} = 2\pi i \varphi(\tau)d\tau$ be the invariant differential on $X_0(243)$, then $f^*\omega^3 = \omega_{\varphi}$, see [GZ86, Page 310].

1. Using SageMath we compute that $\{\Omega^3, \Omega^3 \cdot (\Omega^3 + \sqrt{3} \Omega^3)\}$ is a $\mathbb{Z}$-basis of the period lattice $L$ of $E^3_{\min}$. Under the isomorphism $\mathbb{C}/L \cong E^3_{\min}(\mathbb{C})$, the pull back of $\omega^3$ is $dz$. So

$$\sqrt{3}(\Omega^3)^2 = 2 \int_{\mathbb{C}/L} dxdy = \int_{E^3_{\min}(\mathbb{C})} |\omega^3 \wedge \omega^3| = \frac{1}{\deg f} \int_{X_0(243)(\mathbb{C})} |f^*\omega^3 \wedge f^*\omega^3| = \frac{1}{9} \cdot 8\pi^2(\varphi, \varphi)_{\Gamma_0(243)}.$$  

Here $\deg f$ is the degree of $f$ as the modular parametrization. By Proposition 7.2, we have

$$\Omega^p \Omega^{9p^2} = \Omega^{p^2} \Omega^{9p} = (p)^{-1}(\Omega^3)^2 = \frac{8\pi^2(\varphi, \varphi)_{\Gamma_0(243)}}{9\sqrt{3}p}. $$

2. In our case, by [CST14, Lemma 2.2 and Lemma 3.5],

$$(f, f)_{\mathcal{R}'} = \deg f \cdot \frac{\text{Vol}(\mathcal{R}^\times)}{\text{Vol}(\mathcal{R}^\times)} = 6.$$  

Here $\mathcal{R}$ is the standard Eichler order of $M_2(\hat{\mathbb{Z}})$ of discriminant 243.
(3) Finally, we deal with the Heegner cycle.

\[ P^0_{\chi}(f) = \frac{\#\text{Pic}(O_p)}{\#\text{Pic}(O_{9p})} \sum_{t \in \text{Pic}(O_{9p})} f(P_{\tau_0})^{\sigma t} \chi(t) = \frac{1}{9} \sum_{t \in \text{Pic}(O_{9p})} f(P_{\tau_0})^{\sigma t} \chi(t). \]

Let

\[ z'_1 = \sum_{\sigma \in \text{Gal}(L_{(9p)}/K)} f(P_{\tau_0})^{\sigma} \chi = 3z_1 \in E^3(L_{(9p)}), \]

where \(L_{(9p)} = K(\sqrt{9p})\). Then using the fact that \(\langle \cdot, \cdot \rangle_{K,K}\) is bilinear, symmetric and Galois invariant, we can show that

\[ \langle P^0_{\chi}(f), P^0_{\chi^{-1}}(f) \rangle_{K,K} = \frac{1}{9^2} \left\langle \sum_{\sigma \in \text{Gal}(L_{(9p)}/K)} (z'_1)^{\sigma} \chi, \sum_{\sigma \in \text{Gal}(L_{(9p)}/K)} (z'_1)^{-1(\sigma)} \right\rangle_{K,K} \]

\[ = \frac{1}{27} \left( \langle z'_1, z'_1 \rangle_{K,K} - \langle z'_1, (z'_1)^{\sigma'} \rangle_{K,K} \right), \]

where \(\sigma'\) is a generator of \(\text{Gal}(L_{(9p)}/K)\), for more explicit details see [HSY19, (4.6)]. Without loss of generality, we can assume \((z'_1)^{\sigma'} = [\omega]z'_1\), then

\[ \langle z'_1, (z'_1)^{\sigma'} \rangle_{K,K} = \frac{1}{2} \left( \hat{h}_K([1 + \omega]z'_1) - \hat{h}_K([\omega]z'_1) - \hat{h}_K(z'_1) \right), \]

where \(\hat{h}_K\) (resp. \(\hat{h}_Q\) below) means the Neron-Tate height over \(K\) (resp. \(Q\)). Since \(|1 + \omega| = |\omega| = 1\), by definition, \(\hat{h}_K([1 + \omega]z'_1) = \hat{h}_K([\omega]z'_1) = \hat{h}_K(z'_1)\). Then

\[ \langle z'_1, (z'_1)^{\sigma'} \rangle_{K,K} = -\frac{1}{2} \hat{h}_K(z'_1), \]

and hence

\[ \langle P^0_{\chi}(f), P^0_{\chi^{-1}}(f) \rangle_{K,K} = \frac{1}{18} \hat{h}_K(z'_1) = \frac{1}{9} \hat{h}_Q(z'_1) = \hat{h}_Q(z_1). \]

Combining (7.2) and (1)-(3) and Corollary 7.7 below, we get

\[ \frac{L'(1,E^p) L(1,E^p\omega^p)}{\Omega^p \Omega^{p^3}} = 3 \cdot \hat{h}_Q(z_1). \]

\[ \square \]

7.2. Local Waldspurger periods. Again, the treatment of our local periods is the same with [HSY20, section 4]. So we only list the local arithmetic information about \(E^3, \chi\) and \(\chi'\), but refer the proofs to the corresponding results in [HSY20, section 4]. Let \(\Theta\) be the unitary Hecke character corresponding to \(E^3\) through the CM theory. Since \(p\) is a cube in \(K_3\), the 3-parts of \(\chi\) and \(\chi'\) are the same and we denote them uniformly by \(\chi_3\) in this subsection and its complex conjugate by \(\overline{\chi}_3\). We will use \(c(\cdot)\) to denote the order of the conductor of a local character.

Lemma 7.4. We have \(c(\Theta_3) = c(\chi_3) = 4\). Their values are given explicitly by

|          | -1 | 1 + \sqrt{-3} | 1 - \sqrt{-3} | 1 + 3\sqrt{-3} | \sqrt{-3} |
|----------|----|---------------|---------------|--------------|--------|
| \Theta_3 | -1 | \omega        | \omega        | \omega       | i      |
| \chi_3   |     | 1             | 1             | \omega       | 1      |
| \Theta_3 \chi_3 | -1 | \omega        | \omega        | 1            | i      |

Proof. The proof is exactly the same as [HSY20, Lemma 4.1 and Lemma 4.2].

\[ \square \]
Let $\theta_3$ be the 3-adic character which parametrizes the supercuspidal representation $\pi_3$ via compact-induction construction as in [HSY20, Section 2.2]. The test vector issue for Waldspurger’s period integral is closely related to $c(\theta_3 \chi_3)$ or $c(\theta_3 \chi_3)$. We can work out these using Lemma 7.4 and the relation between $\theta_3$ and $\Theta_3$ in [HSY20, Theorem 2.8]. Let $\psi$ be the additive character such that $\psi(z) = e^{2\pi i (x)}$ where $\iota: \mathbb{Q}_3 \to \mathbb{Q}_3/\mathbb{Z}_3 \subset \mathbb{Q}/\mathbb{Z}$ is the map given by $x \mapsto -x$ mod $\mathbb{Z}_3$. Let $\psi_K(x) = \psi \circ \text{Tr}_{K_3/\mathbb{Q}_3}(x)$ be the additive character of $K_3$. Denote $\alpha_{\theta_3 \chi_3}$ the number such that $\theta_3 \chi_3(1 + u) = \psi_K(\alpha_{\theta_3 \chi_3} u)$ for any $u \in \sqrt{-3} \mathcal{O}_{K_3}$ whose existence follows from [HSY20, Lemma 2.1].

**Lemma 7.5.** We have $c(\theta_3 \chi_3) = 2$ and $\alpha_{\theta_3 \chi_3} = \frac{1}{3\sqrt{3}}$. Moreover, $c(\theta_3 \chi_3) < c(\theta_3 \chi_3)$.

**Proof.** The proof is the same as [HSY20, Lemma 4.5].

**Proposition 7.6.** Suppose $\text{Vol}(\mathbb{Z}_3^\times \backslash \mathcal{O}_{K_3}^\times) = 1$ so that $\text{Vol}(\mathbb{Q}_3^\times \backslash K_3^\times) = 2$. For $f_3$ being the newform, $K$ being embedded in $\text{M}_2(\mathbb{Q})$ as in (3.4), we have

$$\beta_0(f_3, f_3) = \frac{1}{2}.$$

**Proof.** The proof is the same as [HSY20, Proposition 4.1].

**Corollary 7.7.** For the admissible test vector $f'_3$ and the newform $f_3$ we have

$$\frac{\beta_0(f'_3, f'_3)}{\beta_0(f_3, f_3)} = 4.$$

**Proof.** Keep the normalization of the volumes as in Proposition 7.6. From the definition of $f'$, we have $\beta_0(f'_3, f'_3) = \text{Vol}(\mathbb{Q}_3^\times \backslash K_3^\times) = 2$. Then the corollary follows from Proposition 7.6.

### 7.3. Applications

The explicit Gross-Zagier formulae can help us determine our Heegner points give solutions to which equations. Assuming the BSD conjecture, both $L'(1, E_p)$ and $L'(1, E_p')$ should be nonzero. By Theorem 7.3, if $L(1, E_p') \neq 0$ and $L(1, E_p) = 0$, then $z_2$ is torsion while $z_1$ is nontorsion and gives a rational point on $E_p'$; if $L(1, E_p') \neq 0$ and $L(1, E_p') = 0$, then $z_1$ is torsion while $z_2$ is nontorsion and gives a rational point on $E_p'$; if both $L(1, E_p')$ and $L(1, E_p)$ are nonzero, then both $z_1$ and $z_2$ are nontorsion and give rational points on $E_p$ and $E_p'$ respectively; if both $L(1, E_p')$ and $L(1, E_p')$ are zero, then both $z_1$ and $z_2$ are torsion points and cannot give rational points on either $E_p$ or $E_p'$. The numerical computation shows all the cases for the central $L$-values can happen.

### 8. An example

Let $E^3_{\text{min}} : y^2 + y = x^3 + 2$ be the minimal model of $E^3$. The map $\phi_3 : E^3_{\text{min}} \to E^3$ is given by $(x, y) \mapsto (4x, 8y + 4)$. Since the modular parametrization in Sagemath is designed for minimal models, we first compute the point using $E^3_{\text{min}}$ and then map it to $E^3$.

We take $p = 17$ and $\tau_0 = 17\omega/(9(2\omega + 1))$. Let $P_\tau = \psi_{\text{min}}(\tau_0) \in E^3_{\text{min}}(H_{9p})$. Then

$$x(P_{\tau_0}) = \left\{ \left( \frac{209}{204} \sqrt{-3} + \frac{145}{68} \right) \sqrt{17} + \frac{17}{4} \sqrt{-3} + \frac{35}{4} \right\} \cdot \sqrt{17^2}$$

$$+ \left( \frac{8}{3} \sqrt{-3} + \frac{11}{2} \right) \sqrt{17} + 11 \sqrt{-3} + \frac{45}{2} \right\} \cdot \sqrt{17}$$

$$+ \left( \frac{41}{6} \sqrt{-3} + 14 \right) \sqrt{17} + 28 \sqrt{-3} + \frac{117}{2} \right\} \cdot \sqrt{3^2},$$
\[ y(P_0) = \left( \frac{6045}{34} \omega^2 \sqrt{17} + \frac{1467}{2} \omega^2 \right) \sqrt{17}^2 + \left( \frac{915}{2} \omega^2 \sqrt{17} + \frac{3771}{2} \omega^2 \right) \sqrt{17} + 1176 \omega^2 \sqrt{17} + 4848 \omega^2 - 2. \]

We see that \( P_0 \) is defined over \( H_{17}(\sqrt{3}) \) as predicted by our Corollary 3.3 and \( H_{17} = K(\sqrt{17}, \sqrt{-1}) \). Take the trace of \( P_0 \) from \( H_{17} \) to \( K(\sqrt{17}) \) we get the point
\[
\left( -\frac{7}{17} \sqrt{17} \sqrt{3}, \frac{57}{34} \sqrt{-3} - \frac{1}{2} \right) + \left( -\omega^2 \sqrt{3^2}, \frac{3}{2} \sqrt{-3} - \frac{1}{2} \right) \in E_{min}(L_{(3,p)}).
\]

Mapping to \( E^3 \), we get the point
\[
z = \left( -\frac{28}{17} \sqrt{17} \sqrt{3}, -\frac{228}{17} \sqrt{-3} \right) + \left( -4 \omega^2 \sqrt{3^2}, 12 \sqrt{-3} \right) \in E^3(L_{(3,p)}).
\]

Mapping to \( E^1 \) further, we get the point
\[
\phi(z) = \left( -\frac{28}{17} \sqrt{17}, -\frac{76}{17} \sqrt{-3} \right) + \left( -4 \omega^2, 4 \sqrt{-3} \right) \in E^1(L_{(p)}).
\]

Note that
\[
\phi(z) - (-4, 4 \sqrt{-3}) = \left( -\frac{38}{49} \sqrt{-3} + \frac{34}{49} \right) \sqrt{17}, -\frac{1292}{343} \sqrt{-3} - \frac{216}{343}
\]
is singular mod \( \sqrt{-3} \) which is compatible with Theorem 5.5 since we take a degree 2 trace. Also \( \phi(z) \) just gives a nonsingular rational point on \( E_{17} \) as predicted by our explicit Gross-Zagier formula, since \( L(1, E_{17}^{3,17}) = 0 \) in this case. Also the polynomial \( D(x) \) does not have solutions in \( \mathbb{F}_{17} \), satisfying the condition in our main theorem.
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